Abstract. Independent task scheduling algorithms in distributed computing systems deal with three main conflicting factors including load balance, task execution time and scheduling cost. In this paper, the problem of scheduling tasks arriving at a low rate and with long execution time in heterogeneous computing systems is studied, and a new scheduling algorithm based on prediction is proposed. This algorithm evaluates the utility of task scheduling based on statistics and prediction to solve the influence of heterogeneous computing systems. The experimental results reveal that the proposed algorithm adequately balances the conflicting factors, and thus performs better than some classical algorithms such as MCT and MET when the parameters are well selected.
Introduction
The general task scheduling problem includes assigning the tasks of an application to suitable processors and ordering tasks on each processor [1] . Nowadays, many scientific applications, such as astronomy, biology, automotive industry, robot , etc., are being built on the basis of collaborations under distributed computing system [2] , and usually a great number of independent scientific computing tasks are contained in these application. Assigning these tasks to geographically distributed processors in a certain way is referred to as task scheduling.
Task scheduling algorithms can be classified into two groups: on-line mode and batch-mode. In the on-line mode, a task is scheduled to a processor as soon as it arrives. While in batch-mode, tasks are collected into a set called meta-task and scheduled in a centralized way. Compared with on-line mode, Batch-mode is widely investigated in recent years [1] [2] [3] [4] [5] [6] [7] . However, the tasks in some typical application such as distributed computing for Multidisciplinary Design Optimization (MDO) have the features of low arrival rate and long execution time. Obviously when each task arrives at a rather low rate, it is very difficult to determine the scheduling interval and the size of meta-task properly in the batch-mode. Thus batch-mode is not suitable for the task scheduling problem under the constrained conditions stated above.
The existing research on on-line mode algorithms is limited and makes the assumption that the distributed computing system is homogeneous. That means the types of tasks which can be executed on each processor are the same. These algorithms are usually based on the minimum completion time or the minimum execution time of the tasks. The MCT (minimum completion time) algorithm [8] schedules each task to the processor which will complete the task earliest, thus resulting in the load balance among processors. However the execution time of the task may not be the shortest. The MET (minimum execution time) algorithm [9] allocates each task to the processor which takes the shortest time to execute the task. Regardless of the load balance, this algorithm can cause severe overload on several high-performance processors. The SA (switching algorithm) algorithm [10] uses the MCT and MET in a cyclic fashion depending on the load condition of the processors. If the load is balanced, the MET is used to achieve minimum execution time. Otherwise, the MCT will be used. Therefore in SA algorithm, the load across processors fluctuates between balance and imbalance. The OLB (opportunistic load balancing) algorithm [11] schedules the task to the processor which will be idle. Since it does not take the execution time and completion time of the task into account, usually the performance is not well. The KPB (k percent best) algorithm [10] chooses the processors in the first K percent after the processors is sorted in ascending order by task execution time, and then assigns the task to the processor which will complete the task earliest among these selected processors.
Furthermore, some researchers present on-line mode task scheduling algorithm to solve their specific application backgrounds. For example, an on-line mode task scheduling algorithm is studied to solve the problem of hybrid CPU-FPGA [12] . However, these algorithms cannot be used to solve the independent task scheduling problem in distributed computing system.
Because existing on-line mode algorithm for distributed computing system doesn't take the heterogeneous system into account, the impact of scheduling different types of tasks upon the remaining resources of the system cannot be estimated, and thus the performance of task scheduling will be affected under heterogeneous system. This paper focuses on the problem of scheduling tasks arriving at a low rate and with long execution time in heterogeneous computing systems. A prediction-based on-line mode task scheduling algorithm (PB) is proposed. In the view of statistics and prediction, it estimates the utility of scheduling a task combined with the varying information of the distributed system, and assigns the task to a proper processor.
Problem Statement
The distributed computing system studied in this paper is heterogeneous. Not only the hardware environment (memory space, CPU speed, etc.) is different, but also the software environment is heterogeneous. The operation system of each processor as well as the types of tasks to be executed on each processor can both be different. The features of the tasks to be scheduled can be summarized as follows: a) Tasks are assumed to be independent. b) Only one task can execute on a processor at a time.
c) The PB algorithm is non-preemptive, i.e., once a task has started execution on a processor it cannot be preempted. d) The arrival rate of each task is very low (≤0.1) per unit time (1 min). e) It takes long time to finish the computation of a task on a processor, usually from tens of minutes up to tens of hours. Let 
ACT n represents the actual completion time of task (1 ) 
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A simple scenario of heterogeneous system is illustrated in Fig. 1 1 n will be scheduled to processor 1 p . However, when task 2 n whose type is 2 r arrives, it must wait until the execution of 1 n in 1 p is completed. Because according to the assumptions c) and d), 2 n cannot be preempted in 1 p until the execution of 1 n is completed.
Fig.1 An example of heterogeneous systems
The reason why this happens lies in the fact that existing algorithms doesn't estimate the impact of scheduling a task upon the remaining resources of the system, and lack the prediction of the types of the following tasks. Hence, it is necessary to propose a prediction-based on-line mode algorithm to overcome the weakness.
Prediction-based Independent Task Scheduling Algorithm
The main idea of the PB algorithm is to convert the scheduling schemes based on one criteria of minimum execution time or minimum completion time into evaluating the utility of each processor to execute the task. The utility is defined as ( , ) ( , ) ( , )
Utility p n Reward p n Penalty p n
It considers the reward for a processor to execute a task and the penalty when load balance across processors is taken into account. The reward should consider the loss when one task is executed on a processor and other tasks cannot be executed on the processor due to the non-preemptive rule stated as assumptions c) and d). It depends on the prediction. As for the example in Fig. 1 , if processor 1 p can be able to predict the arrival of 2 n , then 1 n will probably be assigned to 2 p in order to guarantee that 2 n can be executed as soon as it arrives, which keeps the load balance across the processors.
Reward. Define the reward for process i p to execute task j n as Prediction. Prediction refers to calculating the probability of tasks' arrival based on statistical analysis of the emergence of each type of tasks during a certain past period of time. With the assumptions d) and e) and the knowledge of Probability theory, we can see that the arrival number of task with the type k r during a long period of time T is a random variable denoted by X , which follows the Poisson distribution with parameter ( ) , the probability can be estimated as follows:
However, Equation (5) doesn't consider the assumption b), i.e., only one task can execute on a processor at a time and we need to introduce a factor q （ 0 1 q ≤ ≤ ） shown in (4) . Regarding to the situation where no task can be executed on one processor when a task is being executed, we have the following lemma. Lemma 1. Given the arrival number of a task with the type k r and execution time t during a time span T is a random variable denoted by X , and it follows the Poisson distribution with parameter λ .
If no task can be executed on the processor when a task is being executed, then ( )
Proof. Because each task arrives during time span T , the last arriving task's completion time may be out of T . We extend the time span T to T t + as shown in the Fig. 2 . 
Parameters Configuration. The PB algorithm schedules tasks depending on the arrival rates of different types of tasks. The arrival rates per unit time (1 min 
It is assumed that the execution time t of tasks follows the continuous uniform distribution with parameters 0 and 2h , that is (0, 2) t U ∼ . Assume that the predicted execution time of a task is equal to its actual execution time. Fig. 4 , it can be observed that the PB heuristic performs best, followed by the MCT and MET. Compared with the MCT, the makespan of the PB heuristic is reduced as much as 5%.
Moreover, the average ACT of each task is compared in Fig. 5 . As shown in Fig. 5 , the PB heuristics outperforms the other heuristics. Fig. 6 compares the average execution times of tasks with the type 1 r in the PB and the MCT algorithm. We can see that the average execution time of tasks with the type 1 r in the PB is shorter than in the MCT algorithm. The reason why this phenomenon appears is that the PB algorithm tends to assign more tasks with the type 1 r to 2 p in the view of prediction in order to avoiding severe imbalance across the processors.
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Conclusion
The problem of scheduling tasks arriving at a low rate and with long execution time in heterogeneous computing systems is studied in this paper. A prediction-based independent task scheduling algorithm is proposed. In the view of prediction, this algorithm evaluates the utility of task scheduling to solve the influence of heterogeneous computing systems. Preliminary experiments have been conducted. The results are presented and analyzed. Compared with the classical algorithms such as MET and MCT through experiments, the PB heuristic outperforms others when the parameters are well selected.
