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0. INTRODUCTION
For an arbitrary number field $K$ with ring of integers denoted by $\mathcal{O}$ we study $GL(2, \mathcal{O})$
$(=:G)$-and $SL(2, \mathcal{O})$-equivalence classes of binary quadratic forms $\Phi(x, y)=ax^{2}+bxy+cy^{2}$
defined over $\mathcal{O}$ . After fixing $\Delta\in O$ we define the following zeta function for G-equivalence




where $E(\Phi)$ $:=\{g\in G:g\Phi=\Phi\}$ .
For the rational numbers and imaginary quadratic fields one can define this also for
$SL(2, \mathcal{O})$ -equivalence, which for convenience we call l-equivalence.
We will express it in closed form in terms of the zeta function of an order in the field
$L=K(\sqrt{\Delta})$ associated to the primitive forms. For the latter one can also find a description
by L-series of $L=K(\sqrt{\Delta})$ . The simplest method to give an identity involving L-series
would be to take a representing form of each class, represent it as norm form of the
associated module in the extension $L$ of $K$ by $\sqrt{\triangle}$ and employ the module zeta function in
[Od]. Since each module has a difFerent conductor this does not lead to a closed form. But
with this method one can omit the restriction to primitive forms, i.e. the ideal generated
by the coefficients of the form is $\mathcal{O}$ . For primitive forms the corresponding modules all
have the same endomorphism ring $R$ and their similarity classes form a subgroup of the
ideal class group of R. This leads to the desired description of $P_{\triangle}(s)$ (Theorem 5.9).
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In the first paragraph we give the basic definitions. In \S 2 we extend the concept of pairs
introduced in [Kal] for $SL(2, \mathcal{O})$-equivalence to G-equivalence and prove for given discrim-
inant the 1-1-correspondence between G-equivalence classes of pairs and G-equivalence
classes of binary quadratic forms (Lemma 2.2). In \S 3 we study the automorphism group
of a form. Using the description of $+$ and $SL(2, \mathcal{O})$-equivalence classes of pairs, the cor-
respondence (Lemma 2.2) and the description of the automorphism group we show that
the G-equivalence class of a form $\Phi$ splits into $[\mathcal{O}^{*} : N(O_{\Phi}^{*})]$ many $SL(2, \mathcal{O})$-equivalence
classes, $\mathcal{O}_{\Phi}$ denotes the endomorphism ring of the associated module (Lemma 3.2). In \S 4
we study the structure of the endomorphism ring $\mathcal{O}_{A}$ of a module $A$ coming from a binary
quadratic form. We show that it is free over $\mathcal{O}$ if and only if the coefficients of the form
generate a principal ideal in $\mathcal{O}$ . Fixing $\mathcal{O}_{A}$ we see that the finitely generated modules over
$\mathcal{O}$ in $\mathcal{O}_{A}$ which have $\mathcal{O}_{A}$ as endomorphism ring (called ‘proper’) are exactly the $\mathcal{O}_{A}$-regular
ideals which are characterized by the existence of a similar ideal which is coprime to the
conductor of $\mathcal{O}_{A}$ in the integral closure of $\mathcal{O}$ in L. With this characterisation one can
construct a map $hom$ the ideal class group of $O_{A}$ to the ideal class group of $K$ which is
a homomorphism if and only if $\mathcal{O}_{A}$ is free over $\mathcal{O}$ (Lemma 4.11). Its kernel is generated
by the classes of free (over $\mathcal{O}$) proper modules of $O_{A}$ . In \S 5 we gather the results so far
to show an 1-1-correspondence between G-equivalence classes of binary quadratic forms
over $\mathcal{O}$ of discriminant $\triangle(\neq square)$ and similarity classes of fxee (over $\mathcal{O}$ ) proper modules
of the unique oder of discriminant $\Delta$ that is free over $\mathcal{O}$ . We show
$P_{\triangle}(S)=Q_{\triangle}(S)$ $:=$ $\sum$ $N_{K/Q}(N(A))^{-s}$ .
$A\subset R$ , proper ideal
free over $O$
In \S 6 we identify $Q_{\triangle}(s)$ as indicated in the beginning (Theorem 6.1) and by this give the
analytic continuation of $P_{\triangle}(s)$ .
1. EQUIVALENCE OF BINARY QUADRATIC FORMS
Let $K$ be an algebraic number field, $\mathcal{O}$ its ring of integers. For $a,$ $b,$ $c\in \mathcal{O}$ define the
binary quadratic form
$\Phi(x, y)=ax^{2}+bxy+cy^{2}$ .
It has discriminant $\Delta(\Phi)=b^{2}-4ac$. We can assign the symmetric matrix $A=(\begin{array}{ll}a \frac{b}{2}\frac{b}{2} c\end{array})|$
to $\Phi$ and write $\Phi(x,y)=(x,y)A(x, y)^{t}$ .
On such a form the $2\cross 2$-matrices with integral coefficients operate by







The discriminant behaves under this operation like $\Delta([g]\Phi)=\det(g)^{2}\Delta(\Phi)$ .
We want to study zeta functions associated to equivalence classes of binary quadratic
forms of a fixed discriminant. For this we introduce the following equivalence relation. We
fix $\triangle\in \mathcal{O}$ and set $G:=GL(2, \mathcal{O})$ .
1.1. Definition. We call two binary $q$uadratic form$s\Phi$ and $\Psi$ over $\mathcal{O}$ of discriminan$t\triangle$
G-equivalent if there exis$ts$ an element $g\in G$ such that
$(g\Phi)(x, y)$ $:=\det(g)^{-1}\Phi((x, y)g)=\Psi(x, y)$ .
If we only allow transformations of determinant 1, we call the forms l-equivalent.
This is in fact an equivalence relation. Two equivalent forms represent up to a unit the
same numbers.
(1.2) $E(\Phi):=\{g\in G:g\Phi=\Phi\}$ and $E_{1}(\Phi):=\{g\in G:g\Phi=\Phi\det g=1\}$
are the groups of G-automorphisms and l-automorphisms of $\Phi$ .
The numbers $hc$ and $h_{1}$ of G-and l-equivalence classes for a given discriminant $\Delta\neq 0$
are finite. This follows bom [Sp] (see [Ba, Chap. 5.1]). In paragraph 3 we will give a
formula for the relation between $h_{G}$ and $h_{1}$ in the case that the discriminant is not a
square.
2. BINARY QUADRATIC FORMS AND MODULES
For the following discussion it is enough that $K$ is a field of characteristic $\neq 2$ and
$\mathcal{O}$ an integral domain with quotient field K. To each binary quadratic form of non-zero
discriminant $\triangle$ one naturally associates a free module of rank two over $\mathcal{O}$ by factorizing
the form in the extension $L$ of $K$ by the square root of the discriminant. $L$ is separable over
K. If the discriminant is a square then $L$ is isomorphic to $K\cross K$ , on which conjugation is
given by exchanging the factors, if not, then $L$ is isomorphic to the algebraic number field
$K(\sqrt{\Delta})$ with conjugation * given in the obvious way. For $x\in L$ let $N(x)$ $:=xx^{*}$ denote
the relative norm of $x$ . In the sequel we restrict to the case that $\Delta$ is not a square. Then
the coefficient $a$ of the form $\Phi(x, y)=ax^{2}+bxy+cy^{2}$ of discriminant $\Delta$ is always non-zero
and the module $M_{\Phi}=[a, \frac{b-\sqrt{\triangle}}{2}]0$ in $L$ has the property that its elements fulfil
(2.1) $\frac{1}{a}N(ax+\frac{b-\sqrt{\triangle}}{2}y)=\Phi(x, y)$ .
This correspondence is not one to one since for example the conjugate module gives the
same form. For l-equivalence I. Kaplansky [Kal] has introduced the notion of pairs and
stated a one to one correspondence in these terms. We extended it to G-equivalence. We
display it here by looking simultaneously at G-and l-equivalence. A pair $[A, a]$ consists
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of a free module $A$ of rank 2 over $O$ in $L$ and a non-zero element $a\in K$ . The concepts of
involution, norm, product, discriminant and different are extended to pairs:
(2.2) $[A, a]^{*}=[A^{*}, a]$ , $N[A, a]= \frac{N(A)}{a}$ , $[A, a][B, b]=$ [$AB$ , ab].
If one fixes a basis $x,y$ of $A$ the discriminant of $A$ with respect to that basis is
(2.3) $D(A)$ $:=(xy^{*}-x^{*}y)^{2}$ , the different $\delta(A)$ $:=(xy^{*}-x^{*}y)$
and one sets
(2.4) $D([A, a]);=\frac{D(A)}{a^{2}}$ , $\delta([A, a]):=\frac{\delta(A)}{a}$ .
Let $[A, a]$ be a pair of discriminant $\Delta$ . After fixing a square root $\delta$ of $\triangle$ a basis of $A$ is
called admissible if
(2.5) $\delta([A, a])=\delta$ .
An admissible basis always exists [Kal, \S 5].
The essential point is that the different $\delta$ transforms in a good manner under base
change by an element of G. In particular it is invariant under $SL(2, \mathcal{O})$ .
Suppose we are in the situation (2.1). The operation of a matrix $g=(\begin{array}{ll}\alpha \gamma\beta \delta\end{array})\cdot\in$
$G$ on $(x, y)$ from the right corresponds on the module level to base transformation by
multiplication with $ghom$ the right, namely for the basis $\{a’, b’\}$ and $(x, y)$ $:=a’x+b’y$ :
$(x, y)g=(\alpha x+\gamma y, \beta x+\delta y)=(a’\alpha+b’\gamma)x+(a’\beta+b’\delta)y$.
Given a base of a free module $A$ of rank 2 a base transformation of determinant $\epsilon$ changes
the corresponding discriminant $D(A)$ and different $\delta(A)$ by the factor $\epsilon^{2}$ and $\epsilon$ respec-
tively. The pair $[A, a]$ together with an admissible basis gives the form $\Phi_{A}$ $:= \frac{N}{a}$ whose
discriminant $\Delta(\Phi_{A})$ is equal to $D([A, a])$ . One defines
2.1. Definition. Two $p$airs $[A, a],$ $[B, b]$ are called G-equivalent if there exists $\lambda\in L^{*}$ and
$\epsilon\in \mathcal{O}^{*}$ such that $\lambda A=B$ and $\epsilon N(\lambda)a=b$ . When $\epsilon=1$ then they are called l-equivalent.
Analoguous to [Kal, Theorem 1] this leads to
2.2. Lemma. Let $K$ be a field ofchar $\neq 2$ , Let $\mathcal{O}$ be integral $domain$ with quotient field K.
For a given discriminant $\triangle$ fix a square root $\delta\in L$ . Then $a$ one to one correspondence of $G-$
equivalence (resp. 1-equivalence) classes of binary quadra$tic$ forms over $\mathcal{O}$ of discriminant
$\triangle$ and $G-eq$uivalence (resp. l-equivalence) classes of pairs of $d$iscriminant $\triangle$ is given by
choosing for {$A,$ $a$] an admissible basis and takin$g$ the norm form $\frac{N}{a}$ with respect to that
$b$asis.
Proof. We only consider G-equivalence. We look at the map from pairs to forms. Surjec-
tivity follows by (2.1) and by the fact that for a form $\Phi’$ which is G-equivalent to $\Phi$ under
the matrix $g$ we get the pair $[[a, \frac{b-\sqrt{\triangle}}{2}]_{\mathcal{O}},$ $\det(g)a$] with:
$\Phi’=\frac{N_{g}(x,y)}{\det(g)a}=\det(g)^{-1}\frac{N((x,y)g)}{a}=\det(g)^{-1}\Phi((x, y)g)$ .
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$N_{9}$ denotes the norm form with respect to the basis transformed by $g$ . The resulting basis
is admissible because the factor $\det(g)$ in the different of the transformed basis is cancelled
by that of $\det(g)a$ . The two pairs are G-equivalent (with $\lambda=1$ ). Hence the pre-image of
a $G\approx quivalence$ class of forms lies in a G-equivalence class of pairs.
On the other hand one has to show that the forms that are given by two G;equivalent
pairs $[A, a],$ $[B, b]$ by taking the norm form with respect to a chosen admissible basis are
G-equivalent. This we do in two steps. First: $\lambda=1$ , i.e. $A=B$ and $\epsilon a=b$ for some
$\epsilon\in \mathcal{O}^{*}:$ Let $\{x, y\}$ be admissible basis for $[A, a]$ and $\{u, v\}$ admissible basis for $[B, b]$ . It
suffices to show that there exists a base transformation of determinant $\epsilon$ . Since $A=B$
there exists a matrix $g\in G$ such that $[u, v]=[x, y]g$ . Looking at the differents for the
given bases we see:
$b\delta=\epsilon a\delta=\delta(B)=\det(g)\delta(A)=\det(g)a\delta$ .
Therefore: $\det(g)=\epsilon$ . Second step: $\lambda\neq\{0,1\}$ . Is $\{x, y\}$ admissible basis for $[A, a]$
then $\{\lambda x, \lambda y\}$ is admissible basis for $[B, N(\lambda)a]$ and the corresponding forms are the same.
Then we apply step 1 to $[B, N(\lambda)a]$ and $[B, b]$ . This shows that G-equivalent pairs give
G-equivalent forms.
One shows injectivity with the same arguments as in [Kal, \S 5]; it is crucial that the dif-
ferent of the pair with respect to an admissible basis behaves well under G-equivalence. $\square$
3. THE AUTOMORPHISM GROUP OF A BINARY QUADRATIC FORM
Now we return to the case that $K$ is a number field. The following discription of the
automorphism group $E(\Phi)$ is along the lines of [Zl, \S 8, Satz 2]. The calculations are
basically the same but for an arbitrary number field the conclusion is not as nice as over
$Z$ because the divisibility by 2 arguments don’t work in the general case. We only give the
result and remark with respect to the proof that one has to use the prime ideal factorization
in $\mathcal{O}$ .
3.1. Lemma. The map
(3.2) $(’ \alpha\beta \gamma\delta)\mapsto(\delta+\alpha, \gamma/\alpha)$
is a bijection from $E(\Phi)$ onto the union over all invertible $\epsilon\in \mathcal{O}$ of the set of $solu$tions of
$t^{2}-\triangle u^{2}=4\epsilon$ with $u\in(a, b, c)_{\overline{\mathcal{O}}^{1}}$ and $t\equiv bumod 2\mathcal{O}$ .
The operation of $g\in E(\Phi)$ on the basis of the module $A$ associated to the binary
quadratic form is like multiplication by a unit of the endomorphism ring $\mathcal{O}_{A}$ $:=\{l\in L$ :
$lA\subset A\}$ of $A$ :
(3.3) $[a,$ $\frac{b-\sqrt{\Delta}}{2}]_{\mathcal{O}}g=\frac{t-\sqrt{\Delta}u}{2}[a,$ $\frac{b-\sqrt{\Delta}}{2}]_{\mathcal{O}}=A$ .
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Because of Lemma 3.1 $\frac{t-\sqrt{\triangle}u}{2}$ is a unit in $\mathcal{O}_{A}$ . On the other hand it is shown in [Sp, \S 3]
that a multiplication by a unit $E$ of $\mathcal{O}_{A}$ can be expressed as a transformation from the
right by a matrix in $E(\Phi)$ , its determinant is $N_{L/K}(E)(=N(E))$ . Hence
(3.4) $E(\Phi)\simeq \mathcal{O}_{A}^{*}$ and $E_{1}(\Phi)\simeq\{\epsilon\in O_{A}^{*}|N(\epsilon)=1\}$ .
With the definitions of the previous chapter we deduce:
3.2. Lemma. The $G-eq$uivalence class of a pair $[A, a]$ (an$d$ hence of the corresponding
binary quadratic form) splits into $[\mathcal{O}^{*} : N(\mathcal{O}_{A}^{*})]<\infty l-eq$uivalence classes.
Proof. Assume $[A, a]$ and $[B, b]$ are G-equivalent, this is $B=\lambda A$ and $b=N(\lambda)\epsilon a$ for some
$\lambda\in L^{*}$ and $\epsilon\in \mathcal{O}^{*}$ . Then $A$ and $B$ have the same endomorphism ring $\mathcal{O}_{A}$ . Multipli-
cation by a unit $\epsilon_{A}$ of $\mathcal{O}_{A}$ leaves $A$ and $B$ invariant. Hence $[A, a]$ is also G-equivalent
to $[B, N(\epsilon_{A})b]$ . If the above $\epsilon$ is equal to $N(\epsilon_{A})$ for some $\epsilon_{A}\in \mathcal{O}_{A}^{*}$ then $[B, N(\epsilon_{A}^{-1})b]$ is
l-equivalent to $[A, a]$ for $\lambda’$ $:=\epsilon_{A}^{-1}\lambda$ . Otherwise $[A, a]$ and $[B, b]$ are not l-equivalent.
$[\mathcal{O}^{*} : N(\mathcal{O}_{A}^{*})]$ is finite since $\{\epsilon^{2}|\epsilon\in \mathcal{O}^{*}\}$ is contained in $N(\mathcal{O}_{A}^{*})$ which has finite index in
$O^{*}$ . This shows the assertion. $\square$
4. THE ENDOMORPHISM RING OF A FREE MODULE OF RANK 2
About endomorphism rings of full modules in a field see also [B-Sh]. We always suppose
that $\triangle\in \mathcal{O}$ is not a square; $A=[a,$ $\frac{b-\sqrt{\Delta}}{2}]_{0}$: is the module associated to the form
$\Phi(x, y)=ax^{2}+bxy+cy^{2}$ of discriminant $\Delta,$ $\mathfrak{Q}$ $:=(a, b, c)_{\overline{\mathcal{O}}^{1}}$ and $L=K(\sqrt{\Delta})$ . In this
paragraph we study the relation between the endomorphism ring $\mathcal{O}_{A}=\{l\in L: lA\subset A\}$
of $A,$ $\mathcal{O}$ and the integral closure of $\mathcal{O}$ in $L$ , in particular one will see that if the $\mathcal{O}_{A}$ is free
over $\mathcal{O}$ then the finitely generated, free, proper ideals of $\mathcal{O}_{A}$ form a subgroup of the group
of regular ideals of $\mathcal{O}_{A}$ . The structure of $\mathcal{O}_{A}$ is as follows:
4.1. Lemma. $\mathcal{O}_{A}$ is an order in $\mathcal{O}_{L}$ and $\mathcal{O}_{A}=\mathcal{O}\oplus\frac{b-\sqrt{\triangle}}{2}J\supset$ .
Proof. It follows from the definition that $\mathcal{O}_{A}$ is a ring with 1. It is a subring of $\mathcal{O}_{L}$ since
it preserves a lattice.
Obviously $\mathcal{O}_{A}=\mathcal{O}_{yA}$ for all $0\neq y\in$ L. For convenience we calculate in $\frac{1}{a}A$ . Each
element of $L$ can be written uniquely as a K-linear combination of 1 and $\frac{b-\sqrt{\triangle}}{2a}$ $\frac{b-\sqrt{\triangle}}{2}$ is




$l=x+y \frac{b-\sqrt{\Delta}}{2a}$ $\in \mathcal{O}_{A}$ , $x,$ $y\in K$ ,
$\Leftrightarrow l\in A$ and $l \frac{b-\sqrt{\Delta}}{2a}$ $\in A$
$\Leftrightarrow x+y\frac{b-\sqrt{\Delta}}{2a}\in A$ and
$x \frac{b-\sqrt{\Delta}}{2a}+y(\cdot\frac{b-\sqrt{\Delta}}{2a}I^{2}=x\frac{b-\sqrt{\Delta}}{2a}+y\frac{b}{a}\frac{b-\sqrt{\Delta}}{2a}-y\frac{c}{a}$ $\in A$ by (4.1)
$\Leftrightarrow x,$ $y,$
$y \frac{b}{a},$ $y \frac{c}{a}\in \mathcal{O}$ .
By the prime ideal factorization of the principal ideal generated by a coefficient of $\Phi$ one
checks that the condition on $y$ is equivalent to
$yE(a)Q$ .
Hence $\mathcal{O}_{A}=\mathcal{O}+\frac{b-\sqrt{\Delta}}{2a}(a)\mathfrak{Q}=\mathcal{O}+\frac{b-\sqrt{\Delta}}{2}$ Q. $\mathcal{O}_{A}K=L$ . Hence $\mathcal{O}_{A}$ is an order. $\square$
4.2. Corollary. $\mathcal{O}_{A}$ is a free module over $\mathcal{O}$ if and only if $(a, b, c)0$ is a principal ideal.
4.3. Definition. We call $\Phi(x, y)=ax^{2}+bxy+w^{2}{}^{t}primitive$ ’ if $(a, b, c)_{\mathcal{O}}=\mathcal{O}_{;}$ and
${}^{t}semi$-primitive’ if $(a, b, c)_{\mathcal{O}}$ is a principal ideal.
4.4. Remark: i) Since $A\subset L$ is finitely generated over $\mathcal{O}$ there exists $l\in L^{*}$ such that
$l\cdot A\subset \mathcal{O}_{A},$ $r\cdot$ $A$ is an ideal of $\mathcal{O}_{A}$ . We call $A$ and $B$ similar if there exists $l\in L$ such that
$l\cdot A=B$ .
ii) When $\mathcal{O}_{A}$ is free one can determine its discriminant $D(\mathcal{O}_{A})$ (see (2.3)). Let $B=$
$[a_{1}+a_{2}d, b_{1}+b_{2}d]0$ be an ideal of $\mathcal{O}_{A}=[1, d]0$ . Their discriminants fulfil the identity
$D(B)=(a_{1}b_{2}-a_{2}b_{1})^{2}D(\mathcal{O}_{A})$ .
iti) If $O$ is a principal ideal domain then every ideal of $\mathcal{O}_{A}$ is hee over $\mathcal{O}$ .
To study the relation between $O_{A}$ and $\mathcal{O}_{L}$ we first look at a more general situation. Let
$R\subset R’$ be commutative rings, $\int:=Ann(R’/R)$ $:=\{l\in R’ : lR’\subset R\}$ the conductor of $R$
in $R’$ . We say
4.5. Definition. i) A $R$-module A ${}^{t}b$elongs to’ $or$ ’is proper for ‘ $R$ if $\mathcal{O}_{A}=R$ .
ii) A R-ideal $A\subset Quot(R)$ is called 1-regular’ if $(A, f)_{R}=R$, an $R’$ -ideal $A\subset Quot(R’)$
$1$ -regu$lar$ ‘ if $(A, f)_{R^{l}}=R’$ . Here $(A, f)_{R}$ denotes th $e$ R-mod$ule$ generated by the elements
of $A$ and $f$ .
iii) A R-ideal $A\subset Quot(R)$ is called ‘regular’ if it is similar to a l-regu$lar$ idea1, i.e.
there exis$tsl\in Quot(R)$ sucb that $l\cdot A\subset R$ an$d(l\cdot A, f)_{R}=R$, a $R’-idealA\subset Quot(R’)$
‘regular’ if, if it is similar to $a$ 1-regular ideal, i.e. there exists $l\in Quot(R’)$ such that
$l\cdot A\subset R’$ and $(l\cdot A, f)_{R’}=R’$ .
Here l-regularity is what is usually called regularity.
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4.6. Proposition. Let $\mathcal{O}$ be the ring of integers of an algebraic $number$ field $K,$ $L$ be a
$qu$adratic extension field $0$ver $K,$ $R’$ th$e$ integral clos$ure$ of $\mathcal{O}$ in L. Let $A\subset L$ be a ffiitely
generated, full $\mathcal{O}$-mod$u$le, i.e. it contains a $K-b$asis of L. Then
i) $A$ is invertible in its endomorphism ring $R:=End(A)$ $:=\{x\in L|xA\subset A\}$ , i.e. there
exis$ts$ a mod$ule\hat{A}$ belonging to $Rsucb$ that $A\hat{A}=R,$ llamely $\hat{A}=\{x\in L:xA\subset R\}$ .
ii) $R$ is noetherian as $\mathcal{O}$-module, $\mathcal{O}\subset R$ .
iii) The finitely generated proper ideals for $R$ are exactly the fnit$ely$ generated R-regular
ideals.
To proof the proposition we need to prove some lemmata first. The same conditons as
in the proposition are imposed.
Lemma 4.7. $A$ is invertible in $R$ if and only if $A\otimes 0\mathcal{O}_{\mathfrak{p}}$ is inverti $ble$ in $R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ for $eacA$
prime ideal $\mathfrak{p}$ of $\mathcal{O}$ . $\mathcal{O}_{\mathfrak{p}}$ denotes the localization of $\mathcal{O}$ at $\mathfrak{p}$ .
Proof. $\mathcal{O}_{\mathfrak{p}}$ is a flat $\mathcal{O}$-module. Therefore the map $A\otimes 0\mathcal{O}_{\mathfrak{p}}rightarrow R\otimes 0\mathcal{O}_{\mathfrak{p}}$ is injective.
Furthermore by the definition of localization $A \otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}=\{\frac{a}{s}|a\in A, s\in \mathcal{O}\backslash \mathfrak{p}\}$ , the same
for $R$ , and $(AB)\otimes 0\mathcal{O}_{\mathfrak{p}}=(A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})(B\otimes 0\mathcal{O}_{\mathfrak{p}})$ for $A$ and $B$ both satisfying the conditions
of Proposition 4.6.
$R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ is equal to the endomorphism ring End $(A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})$ of $A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ . $R\otimes 0\mathcal{O}_{\mathfrak{p}}\subset$
$End(A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})$ is clear. To show End $(A\otimes_{Q}O_{\mathfrak{p}})\subset R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ we choose a set of generators
$\{a_{1}, \ldots , a_{n}\}$ of $A$ over $\mathcal{O}$ . For $x\in End(A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})$
$xa_{i}= \frac{b_{i}}{y_{i}}$ for $b_{\mathfrak{i}}\in A$ , $y_{i}\in \mathcal{O}\backslash \mathfrak{p}$ .
The element $z:=y_{1}\cross\cdots\cross y_{\tau\iota}x$ is in $R$ and hence $x= \frac{z}{y_{1}\cross\cdots\cross y_{\mathfrak{n}}}\in R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ .
If $A$ is invertible with inverse module $B$ , i.e. $AB=R$, then $(AB)\otimes 0\mathcal{O}_{\mathfrak{p}}=(A\otimes 0$
$\mathcal{O}_{p})(B\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})=R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ for each prime ideal $\mathfrak{p}\in O$ and therefore $A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ is invertible
with invers module $B\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ .
Now suppose that $A\otimes 0\mathcal{O}_{\mathfrak{p}}$ is invertible for each prime ideal $\mathfrak{p}\in \mathcal{O}$ and denote the
invers module by $B_{\mathfrak{p}}$ . By [Bou, Chap.II, Par. 3, Cor. 4] $A= \bigcap_{\mathfrak{p}\in \mathcal{O}}A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$. Furthermore
$AB= \bigcap_{\mathfrak{p}\in \mathcal{O}}(A\otimes 0\mathcal{O}_{\mathfrak{p}})\bigcap_{\mathfrak{p}\in \mathcal{O}}(B\otimes 0\mathcal{O}_{\mathfrak{p}})=\bigcap_{\mathfrak{p}\in \mathcal{O}}(AB)\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$. Set $B:= \bigcap_{\mathfrak{p}\in \mathcal{O}}B_{\mathfrak{p}}$ . We see
$AB= \bigcap_{\mathfrak{p}\in \mathcal{O}}((A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})B_{\mathfrak{p}}=\bigcap_{\mathfrak{p}\in \mathcal{O}}R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}=R$
.
$B$ fulfils the required conditions. Hence $A$ is invertible in $R$ with inverse module B. $\square$
Lemma 4.8. $A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ is invertible in $R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ .
Proof. Since $A$ is a torsionfree full $\mathcal{O}$-module in $L$ and $L$ is a quadratic extension of $K$
the module $A$ is projective of rank two over $\mathcal{O}$ and $A\otimes_{0}\mathcal{O}_{\mathfrak{p}}$ is free of rank two over $\mathcal{O}_{\mathfrak{p}}(\mathcal{O}$
is Dedekind!). We denote the involution on $L$ which only fixes $K$ by. We will construct
the inverse module using this involution.
First we show $R^{*}=R$ . $R$ is contained in $O_{L}$ since it stabilizes a lattice in $L$ , namely
$A$ viewed as a free Z-module. It contains $\mathcal{O}$ by definition. Hence $tr(r)=r+r^{*}\in \mathcal{O}$ and
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$tr(r)-r=r^{*}\in R$ . Therefore $R^{*}\subset R$ . Furthermore $(R^{*})^{*}=R$ , hence $R\subset R^{*}$ and the
assertion follows.
It follows that the endomorphism ring of $(A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})^{*}$ is $R\otimes_{\mathcal{O}}O_{\mathfrak{p}}$ since $(R\otimes_{\mathcal{O}}O_{p})^{*}=$
$R\otimes 0\mathcal{O}_{\mathfrak{p}}$ for each $\mathfrak{p}\in \mathcal{O}$ . The product $(A\otimes 0\mathcal{O}_{\mathfrak{p}})(A\otimes oO_{\mathfrak{p}})^{*}$ is invariant $under-*and$
therefore generated by elements in $\mathcal{O}_{\mathfrak{p}}$ (An irreducible divisor of the different of $R\otimes 0\mathcal{O}_{\mathfrak{p}}$ ,
i.e. the ideal of $R$ generated by $r-r^{*},$ $r\in R$ , will appear to an even power). Since $O_{\mathfrak{p}}$ is
a principal ideal domain one has
$(A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})(A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})^{*}=N_{A}(R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})$
with $0\neq N_{A}\in \mathcal{O}_{\mathfrak{p}}$ and we can take $N_{A}^{-1}(A\otimes 0\mathcal{O}_{\mathfrak{p}})^{*}=:A\otimes_{\mathcal{O}}\mathcal{O}_{\overline{\mathfrak{p}}}^{1}$ as inverse module to
A. $\square$
Proof of Proposition 4.6. i): By commutativity the inverse is unique for if $AB=AB^{l}=R$
then $B=BR=BAB^{l}=RB’=B’$ . By Lemma 4.7 and 4.8 $A^{-1}= \bigcap_{\mathfrak{p}\in \mathcal{O}}N_{A}^{-1}(A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})^{*}$ .
Now we show $A^{-1}=\hat{A}$ . $A^{-1}\subset\hat{A}$ holds by the definition of $\hat{A}$ . Since $A\hat{A}\subset R=A^{-1}A$
we see by multiplication with $A^{-1}$ that $\hat{A}\subset A^{-1}$ .
ii): $A$ is an $\mathcal{O}$-module. Therefore by definition $R$ is an $\mathcal{O}$-module and $\mathcal{O}\subset R.$ $\mathcal{O}$
is noetherian. $R$ is finitely generated since (stabilizing a lattice, namely $A$ over Z) it is
contained in $\mathcal{O}_{L}$ which is a noetherian $\mathcal{O}$-module. Hence $R$ itself is noetherian as $\mathcal{O}-$
module.
iii): If $A$ is $R$-regular then it is $R$-proper. For if $A\subset R$ is not $R$-proper then $R\subsetneq$
$End(A)=:R’\subset \mathcal{O}_{L}$ . Set $f’$ $:=Ann(R’/R)$ . $f’$ is the largest ideal of $R’$ contained in $R$ ,
$f’\neq R$ . Hence $A\subset f’$ . On the other hand $f:=Ann(\mathcal{O}_{L}/R)$ is contained in $f’$ since $R’f\subset R$ ,
hence $f\subset f’$ and $(A, f’)\subset f’\neq R$ , i.e. $A$ is not $R$-regular.
We show that a proper $R$-ideal $A$ is regular by proving that it is locally principal, i.e.
$A\otimes 0\mathcal{O}_{\mathfrak{p}}=a_{\mathfrak{p}}(R\otimes 0\mathcal{O}_{\mathfrak{p}})$ for some $a_{\mathfrak{p}}\in R\otimes oO_{\mathfrak{p}}$ for each prime ideal $\mathfrak{p}\subset O$ . Obviously a
principal ideal is regular. By the same argument as for [Oh, Prop. 2] one shows that $A$ is
$R$-regular if and only if $A\otimes oO_{\mathfrak{p}}$ is $R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ -regular for all $\mathfrak{p}\subset \mathcal{O}$ .
Now we show that $A$ is locally principal. Since $A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ is invertible we can conclude
by [Ka2, Thm 2] that
$A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}=a_{\mathfrak{p}}S_{\mathfrak{p}}$
where $S_{\mathfrak{p}}$ is an order, i.e. a finitely generated $\mathcal{O}_{\mathfrak{p}}$-module which is a subring of $L$ containing
1 such that $S_{\mathfrak{p}}K=L$ , and $a_{\mathfrak{p}}\in L$ invertible. $S_{\mathfrak{p}}\subset R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ since $S_{\mathfrak{p}}(A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})=S_{\mathfrak{p}}a_{\mathfrak{p}}S_{\mathfrak{p}}=$
$a_{\mathfrak{p}}S_{\mathfrak{p}}=A\otimes_{\mathcal{O}}O_{p}$ . On the other hand $(R\otimes_{\mathcal{O}}O_{\mathfrak{p}})a_{\mathfrak{p}}S_{\mathfrak{p}}=(R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})(A\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}})\subset(A\otimes_{0}\mathcal{O}_{\mathfrak{p}})=$
$a_{\mathfrak{p}}S_{\mathfrak{p}}$ . Multiplying by $a_{\overline{\mathfrak{p}}}^{1}$ we get $(R\otimes_{0}O_{\mathfrak{p}})S_{\mathfrak{p}}\subset S_{\mathfrak{p}}$ and since $1\in S_{\mathfrak{p}}$ we see $(R\otimes_{\mathcal{O}}\mathcal{O}_{p})\subset S_{\mathfrak{p}}$ .
Hence
$S_{\mathfrak{p}}=R\otimes_{\mathcal{O}}\mathcal{O}_{\mathfrak{p}}$ .
This shows iii). $\square$
Corollary 4.9. The finitely generat$ed$, proper $R$-modules form a group $U11$der module
multiplication (we denote it by $\Re$). The proper ideals of $R$ are finit$eiy$ generated.
4.10. Remark: i) It also follows from [Ka2, \S 2] that the relative norm defined by the
involution is multiplicative.
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ii) The correspondence between l-regular $R$-ideals and l-regular $R’$-ideals is one to
one and for a l-regular $R$-ideal $A$ the index satisfies
(4.2) $[R:A]=[R’ : AR’]$ ,
(see for example [Co, Thm. 10.19]). There are only finitely many similarity classes of
finitely generated, proper $R$-modules (cf. Remark 4.4 and [B-Sh]), by Corollary 4.9 they
form a group which we denote by $C(\Re)$ . Each similarity class can be represented by a
l-regular ideal. The l-regular ideals have a unique prime ideal factorization in $R$ .
We used in the proof of Proposition 4.6 that each finitely generated, torsionfree module
Aovera Dedekind ring $\mathcal{O}$ ls projective and by this isomorphic toadirect sum ofn: $=rk_{\mathcal{O}}A$
ideals of $\mathcal{O}$ and
(4.3) $A\cong \mathfrak{P}_{1}\oplus\cdots\oplus \mathfrak{P}_{n}\cong \mathcal{O}\oplus\ldots\oplus \mathcal{O}\oplus \mathfrak{P}1\cdots\cdot \mathfrak{P}_{n}$ ,
$\mathcal{O}$ taken $n-1$-times (see J. Milnor [Mi, \S 1]). Using the property of regularity one can
generalize the proof of (4.3) given in [Mi, Lemma 1.7] to direct sums of proper $R$-modules:
4.11. Proposition. If $A$ and $B$ ar$e$ ffiitely genera$ted$ proper $R$-modules then $A\oplus B\cong$
$R\oplus AB$ .
Proof. One only needs to apply an additional isomorphism, namely the multiplication of
$A$ and $B$ by the factor $\lambda_{A},$ $\lambda_{B}$ resp., such that $\lambda_{A}A,$ $\lambda_{B}B$ resp., are l-regular. The
1-1-correspondence mentioned in 4.10 ii) allows one to use the same further arguments.
For the rest of this paragraph $\mathcal{O}$ and $R$ are like in Proposition 4.6. An important
consequence of the above structure theory are the following lemma and its corollary:
4.11. Lemma. Let $\mathcal{I}$ be the ideal class group of $\mathcal{O}$ and $[\mathfrak{P}]$ denote the class of the O-ideal
$;\mathfrak{p}$ in $\mathcal{I};\Re$ the group of finitely genera$ted$ R-proper $R$-modules. The map
$\varphi:\Rearrow \mathcal{I}$
(4.4) $A\mapsto[\mathfrak{P}_{A}]$ ,
$(A\cong \mathcal{O}\oplus \mathfrak{P}A)$, is a $hom$omorph$ism$ if and only if $R$ is free over $\mathcal{O}$ .
Proof. For two modules $A,$ $B\in\Re$ we have to show $\varphi(AB)=\varphi(A)\varphi(B)$ . According to
Proposition 4.11 $A\oplus B\cong R\oplus AB$ . Now we apply (4.3) to $A,$ $B,$ AB and $R$ . Assume
$R\cong \mathcal{O}\oplus \mathfrak{P}_{R}$ , we get the following diagram of isomorhpisms:
$A\oplus B$ $\cong 0$ $\mathcal{O}\oplus \mathfrak{P}A\oplus \mathcal{O}\oplus \mathfrak{P}B$ $\cong 0$ $\mathcal{O}\oplus \mathcal{O}\oplus \mathcal{O}\oplus^{\zeta}\mathfrak{p}_{A}\mathfrak{P}B$
$\Vert t_{R}$
$R\oplus AB$ $\cong 0$ $\mathcal{O}\oplus \mathfrak{P}R\oplus \mathcal{O}\oplus \mathfrak{P}_{AB}$ $\cong 0$ $\mathcal{O}\oplus \mathcal{O}\oplus \mathcal{O}\oplus^{i}\mathfrak{p}_{R}\mathfrak{P}_{AB}$
Hence $\mathfrak{P}_{R}\mathfrak{P}_{AB}\cong 0\mathfrak{P}_{A}\mathfrak{P}_{B}$ . Such an isomorphism is a multiplication by a constant in $K^{*}$
[Mi, Thm. 1.6] therefore $[\mathfrak{P}R\mathfrak{P}_{AB}]=[\mathfrak{P}_{A}\mathfrak{P}_{B}]$ . $\varphi(AB)=[\mathfrak{P}_{AB}]=[\mathfrak{P}_{A}\mathfrak{P}_{B}]=\varphi(A)\varphi(B)$
if and only if $\mathfrak{P}R$ is a principal ideal, i.e. $R$ is fxee over $\mathcal{O}$ . $\square$
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4.13. Corollary. $IfR$ is $kee$ over $\mathcal{O}$ then regular and also the l-regular $R$-modules whid]
are $kee$ over $\mathcal{O}$ form a subgroup $\mathfrak{H},$ $\mathfrak{H}_{1}$ resp., of $\Re$ .
Proof. The l-regular $R$-modules form a subgroup $\Re_{1}$ of $\Re$ . $\mathfrak{H}$ is the kernel of $\varphi,$ $\mathfrak{h}_{1}$ the
kernel of the restriction of $\varphi$ to $\Re_{1}$ . $\square$
In the following we will use two other important facts:
4.14. Lemma. Let $R$ be an order in $L$ , that is $kee$ over $\mathcal{O},$ $A$ be $a$ regu$larR$-ideal, $kee$
over $\mathcal{O}$ (i.e. $A\in \mathfrak{H}$). Then its norm ideal $N(A)=AA^{*}$ is principal.
Proof. Choose an admissible basis (see (2.5)) $\{a, b\}$ of the pair $[A, 1]$ over $O$ . The norm
form of this pair gives the binary quadratic form $\Phi_{A}=aa^{*}x^{2}+2\Re(ab^{*})xy+bb^{*}y^{2}$ of
the discriminant $\Delta=4\Re(ab^{*})^{2}-4aa^{*}bb^{*}$ . This form leads to the ‘standard pair’ $A’=$
$[[aa^{*}, \frac{2\Re(ab^{*})-\sqrt{\Delta}}{2}],$ $aa^{*}$ ] which is according to Lemma 2.2 G-equivalent to $[A, 1]$ . Therefore
$A’$ is also a regular $R$-module. Since $R$ is assumed to be free by Corollary 4.2 $\Phi$ is semi
primitive, i.e. the ideal generated by the coefficients of $\Phi$ is principal:
(4.5) $(aa^{*}, 2\Re(ab^{*}),$ $bb^{*})_{\mathcal{O}}=:(r)_{\mathcal{O}}$
for some $0\neq r\in \mathcal{O}$ . On the basis of the ‘standard pair’ one checks that $A’(A’)^{*}=aa^{*}rR$ .
But this is the norm ideal. $\square$
4.15. Fact: A free order $R$ of rank 2 over $\mathcal{O}$ is uniquely determined by its discriminant.
5. ON ZETA FUNCTIONS OF PRIMITIVE BINARY QUADRATIC FORMS
Let $\mathcal{O}$ be the ring of integers of an algebraic number field K. Fix $\Delta\neq 0$ in $\mathcal{O}$ which
is not a square. The binary quadratic forms over $\mathcal{O}$ of discriminant $\Delta$ factorize in the
relative quadratic field extension $L$ of $K$ by $\sqrt{\Delta}$. For a primitive form the hee module of
the corresponding pair is similar (see Remark 4.4 i) to a proper ideal of the unique order $R$
of discriminant $\Delta$ which is free over $\mathcal{O}$ (see (2.4) and Lemma 4.1). The finitely generated,
free, proper modules of $R$ form a subgroup $\mathfrak{H}$ of the group of finitely generated, proper
modules $\Re$ and hence the similarity classes of the fxee proper modules, denoted by $C(\mathfrak{H})$ ,
form a subgroup of the finite class group $C(\Re)$ of proper modules of $R$ (see Remark 4.10
and Corollary 4.13). $\mathbb{R}om$ this and Lemma 4.14 follows that the correspondence between
primitive binary quadratic forms over $\mathcal{O}$ and pairs:
5.1. Lemma. For above $\Delta\in \mathcal{O}$ fix $a$ $sq$uare root $\delta\in$ L. Then there is $a$ one to on$e$
correspondence between $G$-equivalence $cl$asses of primitive binary $qu$adratic forms over
$\mathcal{O}$ of discriminan$t\triangle$ and similarity dasses of ffiitely genera$ted$, free (over $\mathcal{O}$), proper $R-$
modules by $d1oosing$ an admissible basis of a representing module $A\subset R$ for the form witb
respect to a generator $n(A)$ of the norm ideal $N(A)=AA^{*}$ and taking the norm form $\frac{N}{n(A)}$
with respect to that basis.
Proof. For each similarity class of finitely generated, free proper modules choose a repre-
sentative $A$ which is an ideal. One naturally can associate to it the G-equivalence class
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of the pair (see Def. 2.1) $[A, n(A)]$ , where $n(A)$ is a generator of the principal ideal $N(A)$
(see Remark 4.10 $i$ and Lemma 4.14). It follows from Remark 4.4 ii) and Lemma 4. 1
that the discriminant $D(A)$ of $A$ (for the admissible basis) is equal to $n(A)\triangle$ , hence the
pair has discriminant $\triangle$ . The only other pairs of discriminant $\triangle$ for some basis of $A$
are $[A, \epsilon n(A)]$ , $\epsilon\in \mathcal{O}^{*}$ , but these are G-equivalent to $[A, n(A)]$ . On the other hand by
primitivity of the form $\Phi(x, y)=ax^{2}+bxy+cy^{2}$ and Corollary 4.2 the associated module
$[a, \frac{b-\sqrt{\triangle}}{2}]_{0}$ is proper for $R$ $(=[1, \frac{b-\sqrt{\triangle}}{2}]_{\mathcal{O}})$ . $\square$
Lemma 5.1 and Corollary 4.13 motivate $t$ } $\iota e$ following definitions of zeta functions. We
will show that they are equal. In the definition we do not $speci\theta$ the region of convergence
because it will follow from Lemma 5.4 and Proposition 5.9 that the functions considered
can be meromorphically continued to C. We only remark that if they converge for large $s$
then they converge absolutely. So we are allowed to change the summation.
5.2. Definition. For the unique $kee$ order $R$ of rank 2 over $\mathcal{O}$ of discriminant $\triangle$ set
$Q_{\triangle}(s)$ $;=$ $\sum$ $N_{R}(A)^{-s}$ .
$A\subset R$ , proper ideal
free over $O$
FbrtAermore, le$t[\Phi]$ denote the $G$-equivalence class of the binary $qu$adratic form $\Phi$ over






5.3. Lemma. $P_{\triangle}(s)=Q_{\triangle}(s)$ .
Proof. We start with $Q_{\triangle}(s)$ . Let $\{H_{1}, \ldots, H_{r}\}$ denote the similarity classes of $\mathfrak{H}$ . Then
$Q_{\triangle}(s)= \sum_{\iota=1}^{r}Q_{\triangle,i}(s)$ ,
with $Q_{\triangle,i}(s)$ $:= \sum_{A\in H}:N_{R}(A)^{-S}$ . For a proper ideal $A\subset R$ one has a $one-to$-one corre-
spondence between principal ideals $(\xi)_{R},$ $\xi\in A$ , and proper ideals $B$ in the similarity class
of $A^{-1}$ by construction of the inverse module (see Proposition 4.6):
(5.2) $AB=(\xi)_{R}\Leftrightarrow B=(\xi)_{R}A^{-1}$ , $B\subset R$ if and only if $(\xi)_{R}\subset(A^{-1})^{-1}=A$ .
Take for each class $H_{i}$ a representative ideal $A_{i}$ . Then by (5.1), (5.2) and the fact that $A^{-1}$
is similar to $A^{*}$ (consequence of Lemma 4.14, i.e. $A^{-1}=N(A)^{-1}A^{*}$ with $N(A)$ principal)
it follows:
$Q_{\triangle,i}(s)= \sum_{\xi\in A_{i}/U_{R}}N_{K/Q}(\frac{N(\xi)}{N(A_{i})})_{1}^{-s}$ ,
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where $U_{R}$ denotes the units of $R$ . By the choice of a generator $n(A)$ of $N(A)$ and an admis-
sible basis with respect to this generator we get a binary quadratic form $\Phi_{i}$ of discriminant
$\triangle$ . Dividing out the units $U_{R}$ is by Remark 3.1 equivalent to dividing out the action of
the automorphism group $E(\Phi_{i})$ with respect to the above basis, hence
$Q_{\Delta,i}(s)= \sum_{:(x)y)\in(\mathcal{O}\cross \mathcal{O})/E(\Phi)}|N_{K/Q}(\Phi_{i}(x, y))|^{-s}$
.




For semi-primitive forms $\Phi(x, y)=ax^{2}+bxy+cy^{2}$ of discriminant $\triangle$ , i.e. $(a, b, c)0=$
$(r)_{\mathcal{O}}$ for some $0\neq r\in O$ , the endomorphism ring of the corresponding free module $A$
has discriminant $Ir\Delta$ . $\frac{1}{r}\Phi(x, y)$ is primitive of discriminant $\frac{\triangle}{r^{2}}$ Summing over all principal
square divisors of $\Delta$ one obtains a corollary of Lemma 5.3 for semi-primitive forms:
5.4. Definition and Corollary.
$S_{\triangle}(s)$ $:=$ $\sum$ $\sum$ $|N_{K/Q}(\Phi(x,$ $y))|^{-s}=$





Before we move on to the question of convergence we present the following, more general
zeta function for primitive binary quadratic forms over $\mathcal{O}$ .
5.5. Definition. Let $M\in \mathcal{O}$ be an ideal. Defin$e$ the following zeta function (compare:
Definition 5.2) :




If $A$ is a proper ideal in $R$ , free over $\mathcal{O}$ , then also $MA$ is proper in $R$ but not free except
in the case that $M^{2}$ is principal (cf. (4.3)); it lies in a coset of $\Re$ modulo $\mathfrak{H}$ . With the
same arguments as in Lemma 5.3 one shows:




5.7. Remark: i) Here in general $(MA)^{-1}$ is not similar to $($MA$)^{*}becauseMM^{*}$ may not
be principal (compare Lemma 4.14).
ii) If the index of the group of units $U_{\mathcal{O}}$ of $O$ in the group of units $U_{R}$ in $R$ is finite one
can apply [EGM, Proposition 3.4] to obtain a formula in terms of $P_{M,\triangle}(s)$ for the zeta
function
$\hat{P}_{M,\triangle}(s):=$




$\hat{P}_{M,\triangle}(s)=\frac{|U_{R}|}{|U_{\mathcal{O}}|}$ $\sum((M,M’, s)P_{M’)\triangle(s)}$ ,
$[M’]\in \mathcal{I}$
where $[M’]$ runs through the ideal classes of $\mathcal{O}$ .
ili) The problem of units also leads to the fact that one can define zeta functions of
binary quadratic forms with respect to l-equivalence (see Definition 5.1) only if $\mathcal{O}$ has only
finitely many units since the action of the automorphism group of the form corresponds
to multiplication of the module by units of $R$ of relative norm 1. Otherwise the inner sum
does not converge. That means that $K$ has to be either rational or imaginary quadratic.
The G-equivalence class of a form as well as the similarity class of the the corresponding
module splits into finitely many l-equivalence classes and l-similarity classes respectively.
Two modules are l-similar if they are similar and the relative norm of the similarity factor
fulfills a restriction given by l-equivalence of pairs (Definition 2.1).
iv) If the forms are not primitive one can formulate the zeta function only in terms
of the corresponding modules, but not in terms of the order. For the zeta function of a
module see [Od].
6. ANALYTIC CONTINUATION
The meromorphic continuation of $P_{\Delta}(s)$ to the whole complex plane is provided by
expressing $Q_{\Delta}(s)$ in terms of L-functions associated to a congruence subgroup for L. We
define a zeta function $\zeta_{R}(s)$ for the order $R$ in L. Since $R$ is noetherian each proper
ideal $A$ can be uniquely written as a product of primary ideals $A=P_{1}\cdots P_{r}$ such that
$(P_{i}, P_{j})_{R}=R$ for $i\neq j$ [v.d.W, Kapitel 15, 17]. If $\mathcal{F}$ denotes the set of primary ideals of
the conductor $f$ of $R$ then either $(P_{i}, F)_{R}=R$ for all $F\in \mathcal{F}$ (and hence l-regular) or there
is a $F\in \mathcal{F}$ and $n\in N$ such that $P_{F}^{n}\subset P_{i},$ $F\subset P_{F}$ for the prime ideal $P_{F}$ associated to $F$
(let us call these ‘of Type II‘). In our situation there are only finitely many primary ideals
for a given prime ideal $P_{F}$ and $n\in N$ which satisfies the above inclusions. The product
over the Type II primary ideals in the above factorization is a proper ideal of R. We call it
a proper ideal of Type II. It follows that one can split the zeta function into two factors,
a sum over the l-regular ideals and a sum over the proper ideals of Type II :
$(R(S) := \sum_{A\subset R,proper}N_{R}(A)^{-s}=(R(s, f)F_{R}(s, f)$ ,
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with
$\zeta_{R}(s, f)$ $:=$ $\sum$ $N_{R}(A)^{-s}$ and $F_{R}(s, f)$ $:=$ $\sum$ $N_{R}(B)^{-s}$
$A$ l-regular $B$ proper of Type II
where $N_{R}(A)=N_{K/Q}(N(A))$ (cf. (5.1)).
The same way one defines $\zeta_{R,\chi}(s, f)$ for characters $\chi$ of $C(\Re)$ .
Furthermore we can define for $R$ the zeta function
$Z_{R}(s)$ $;=$ $\sum$ $[R$ : $A]^{-s}$
$A\subset R$ , proper
and $Z_{R,\chi}(s, f)$ .
There is the 1-1 correspondence between l-regular ideals in $R$ and $\mathcal{O}_{L}$ . respectively
realized going down by intersection with $R$ , going up by multiplication by $O_{L}$ . The $co$r-
responding absolute norms are equal: $[R:A]=[\mathcal{O}_{L} : AO_{L}]$ (recall Remark 4.10 ii). Fur-
thermore $AA^{*}\cap \mathcal{O}=(A\mathcal{O}_{L})(A\mathcal{O}_{L})^{*}\cap \mathcal{O}$. By [Co, Cor. 16.4] $N_{K/Q}(N(A))=[\mathcal{O}_{L} : A\mathcal{O}_{L}]$ .
Therefore one can identify $\zeta_{R,\chi}(s, f),$ $Z_{R,\chi}(s, f)$ and $\zeta_{\mathcal{O}_{L},\chi}(s, f)$ .
Furthermore $C(\Re)\simeq R(f)/P_{R}(f)$ , where $R(f)$ denotes the l-regular ideals of $R$ and
$P_{R}( f)=\{\lambda=\frac{\beta}{\gamma}\in L|\beta, \gamma\in \mathcal{O}_{L}, (\beta, f)=1, (\gamma, f)=1\}$ .
This is isomorphic to $\mathcal{O}_{L}(f)/P(f)$ . $P(f)$ is the ray modulo $f$ i.e. the principal ideals that
are multiplicatively congruent to 1 modulo $f$ (for the definition see [Hal, \S 5, Def. 50]).
Hence $\chi$ is a ideal character mod $f$ and $\zeta_{\mathcal{O}_{L},\chi}(s, \int)=L(s, \chi)$ , the L-series of $L$ for the
ideal character $\chi$ mod $f$ (cf. [Hal, \S 7, Def. 69,71]). We denote the order of $C(\Re)$ by $h_{f}$ .
With this we recover $Q_{\triangle}(s)$ (see Definition 5.2) again by applying [EGM, Lemma 3.6] and
we obtain:
6.1. Proposition.
$P_{\Delta}(s)=Q_{\Delta}(s)= \frac{1}{h_{f}}\sum_{\chi}L(s, \chi)F_{R,\chi}(s, f)\sum_{H\in C(Ji)}\chi(H)$ ,
the first sum taken over all characters of $\mathcal{O}_{L}(f)/P(f)$ and the secon$d$ over th$e$ classes of the
$\mathcal{O}$-free, proper modules.
6.2. Remark: One can express $F_{R,\chi}(s, f)$ as a product over the prime ideals associated
to the primary ideal decomposition of the conductor. It is meromorphic in $s$ .
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