The present focuses on detecting and treating the outlier values in the Latin square design. The box plot method has been used to detect the outlier values, their effects have been studied either by keeping them in the data or by considering them missing values. From the practical work it is concluded that the outlier values have apparent and important effect on value of mean squares error, and the results of analysis of variance have been better after treating the outlier values.
Introduction
Observed variables often contain outliers that have unusually large or small values when compared with others in a data set. Outliers can be caused by incorrect measurements, including data entry errors, or by coming from a different population than the rest of the data [10] , the problem of outliers in statistical data has attracted many researchers for a long time. Consequently, numerous outlier decoction methods have been proposed in the statistical literature. Nelder (1971) noted that 1% gross error in such an experiment can result in a false in inference, while 1 to 10% gross errors are rather rule than exceptions in reality [1] . The design matrix in experimental designs is deficient in rank; the statistic developed by Cook (1977) cannot be applied to it [6] . John (1978) studied the problems that arise in detecting the presence of outliers in the results from factorial experiment [1] .
Tukey (1977) proposed exploratory data analysis a methodology for data analysis which generally employs a variety of techniques most of them are graphi-
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Layla A. Ahmed cal [3] . Marasinghe (1985) and Kianifard and Swallow (1990) have suggested a sequential testing strategy to identify a set of k points, where the maximum number of outliers in the sample k, is fixed in advance [7] . Pena and Yohai (1995) used difference between predicted values of observations obtained from full data and after deleting the suspected outlier to from the influence matrix [7] . Bhar and Gupta (2001) developed Cook-statistic for detecting outliers in designed experiments when our interest is in estimation of some set of treatment contrast [1] , [6] .
Rasheed, Junaid and Ahmad (2011) we recommend an extended exploratory data analysis techniques for identification of outliers in a Williams design data set generated during bioequivalence evaluation and we successfully applied the exploratory data analysis techniques, Andrews curves and principal component analysis for the bioequivalence data set with more than two treatments [3] . Fitrianto and Midi (2013) we enlightened the importance of employing a robust method in the experimental design, especially for the factorial experiments to reduce the effects of outliers on the analysis [1] .
1.1.

The Aim of Study
The study aims to detect outlier values and then determine the effect of outlier values on statistical decision in Latin Square Design.
Latin Square Design
In the Latin square the treatments are grouped into replications in two different ways. Note that every row and every column of any square is a complete replication  
.
The mathematical model for the Latin square design is:
We may state the hypotheses formally as follows   An outlier is defined as observation that does not conform to the pattern (model) suggested by the homogeneous majority of the observations in a data set.
Outliers are defined as the observations or records which appear to be inconsistent with the remaining group of the data [15] .
An outlier is defined as an observation that appears to inconsistent with other observations in the data set [12] .Outliers, those values that do not conform to the pattern established by other observations [8] .
Global outliers have been informally defined as observations in data set which appear to be inconsistent with the remainder of that set of data [11] .
Box plot
A box plot is an exploratory data analysis and very helpful with data from designed experiments. The box plot introduced by Tukey, 1977 [9] is a graphical display that uses the five numbers summary (median, lower quartile, upper quartile, lower extreme, upper extreme) [4] . The median is the 50 th percentile. A lower quartile is 25 th percentile, and the upper quartile is the 75 th percentile [5] . The schematic box plot divides the data based on four invisible boundaries, namely, two inner fences and two outer fences.
The inter quartile range (IQR), measures the spread in the center half of the data, it is difference between the first and third quartiles [6] ,
The inner fences are:
(5) While the outer fences are:
The whiskers extend to the most extreme data within the inner fences. Data outside the inner fences but inside the outer fences are considered mild outliers. Data outside the outer fences are considered to be extreme outliers.
The Application
An 
First Case
Its detected outlier in experimental data used box plot has been used stat graphics program appeared to have the value (40.2) located in the first row, second column and third treatment is outlier as show in figure (1) . They consider testing the random error by using tests as shown in table (3), the hypothesis is given by: ) , 0 ( : ... : 
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Treating the outlier
After the detection of the outlier became necessary to treating this value, and deleted the outlier value in the experimental data, considering them missing values, we use the Yate method to estimate the missing value, which represents an estimate of the outlier value. A single missing value in a Latin square design is estimated as [13] 
The missing data is replaced by the estimated value ( 123 = 67.6) and the usual computational procedure of the analysis of variance is applied to the augmented data set with some modifications, subtract 1 from both the total and error degree of freedom.
Compute the correction factor for bias (B) as,
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And subtract the computed B value from the treatment sum of squares and the total sum of squares. Adjusted SSt = SSt -B They consider testing the random error by using tests as show in table (6), the hypothesis is given by: ) , 0 ( : To test the homogeneity the hypothesis is given by: ... : ).While the mean squares error is equal to (10.06) less than the result of the analysis in the table (5) and that the mean squares error is equal to (38.82).
Second case
In the case of the two outliers are detected outliers in experimental data used box plot has been used stat graphics program appeared to have the value (40.2) located in the first row, second column and third treatment is outlier also the value (45.5) located in the second row, third column and first treatment is outlier as shown in figure (4). 
Treating the outliers
We deleted the outlier values in the data and considering them missing values, we repeat the equation (8) (14) . They consider testing the random error by using tests as show in table (12) , the hypothesis is given by: ).While the mean squares error is equal to (8.6962) less than the result of the analysis in the table (11) and that the mean squares error is equal to (48.76).
