Abstract-The major emphasis of this paper is on analytical techniques for predicting the performance of various collection fusion scenarios. Knowledge of analytical models of information retrieval system performance, both with single processors and with multiple processors, increases our understanding of the parameters (e.g., number of documents, ranking algorithms, stemming algorithms, stop word lists, etc.) affecting system behavior. While there is a growing literature on the implementation of distributed information retrieval systems and digital libraries, little research has focused on analytic models of performance. We analytically describe the performance for single and multiple processors, both when different processors have the same parameter values and when they have different values. The use of different ranking algorithms and parameter values at different sites is examined.
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INTRODUCTION
I NFORMATION retrieval systems have been used for decades, with more recent search engines using parallel processing to achieve the desired level of throughput. Analytic models of retrieval performance have become available for evaluating system performance without conducting retrieval experiments [1] , [2] . Experimental methods still predominate in the study of retrieval and are required of participants in the TREC program [3] administered by the US National Institute of Standards and Technology (http:// trec.nist.gov). However, analytic models of retrieval performance may be more appropriate tools to use when one is trying to understand the relationships between variables, such as performance compared to the number of processors, density of terms in a given relevance class, number of documents with query features, etc.
Many retrieval systems today reference documents from disparate sources or collections. These sources may reside on the same computer as the retrieval system, some of them may be dispersed over a local or wide area network, whereas others may reside at various Internet locations. A common task for a retrieval system, in response to a query, is to retrieve documents that satisfy the query from these sources (which may have different document ranking schemes, different stemming algorithms, different stopword lists, etc.), rerank these documents according to its own ranking scheme, and return the result to the entity that posed the query. In essence, the retrieval system acts as a metasearch engine [4] .
There are a multitude of strategies and techniques that a metasearch engine can use in its goal of obtaining the qualifying documents. Associated with these various ways, though, can be vastly different levels of performance which can be demonstrated by various normalized measures such as precision, recall, mean reciprocal rank [5] , etc. The key to good performance, from both effectiveness and/or efficiency viewpoints, is a mechanism that enables the engine to predict the performance of various strategies and use that knowledge to guide it in efficiently obtaining high quality results. This paper is primarily concerned with the effectiveness aspect of performance.
RETRIEVAL AND DISTRIBUTED DATABASES
The effectiveness of information retrieval systems is often described in terms of relevant and nonrelevant documents being retrieved or not retrieved. Most retrieval performance measures are based to some extent on the ordering of documents of varying degrees of expected relevance. Relevant documents may be loosely described as those documents that address the user's needs. The relationship between a query and a document may be described as relevant if it is objectively determined to be relevant or it may be viewed as a subjective characteristic, based on the individual's characteristics [6] , [7] , [8] , [9] . Relevance is viewed most commonly as binary; that is, a document is either relevant or nonrelevant. It may also be viewed as many valued [10] , [11] , or it may be viewed as a continuous phenomena [2] . Below, we always treat relevance as a binary phenomenon to simplify our analysis of the retrieval process.
Similarly, we simplify our analysis by using univariate methods, rather than using multivariate methods. Focusing on single terms or phrases, treated as single units [12] , and treating documents and queries as though they all have or do not have this single term or phrase, will simplify our analysis. While many queries have more than one feature, and many systems would examine more than one feature when making retrieval decisions, limiting our scope to a univariate model where we focus on single terms allows one to examine complex relationships; treating this as a multivariate problem can lead to a level of complexity that makes it difficult to understand retrieval in a distributed environment.
The focus of this paper is on collection fusion [13] , [14] , [15] . More specifically, the emphasis is on analytic techniques that predict the performance of systems that enable the retrieval of documents from distributed databases.
The proliferation of sites on the World Wide Web (WWW) during the past decade has been wonderful for enhancing the availability and accessibility of information. Information is stored, often redundantly across sites, at many locations on the WWW. A significant portion of this information resides in text documents. These documents can be stand-alone or they can reside in a digital library [16] . Each site on the WWW can be considered, at least conceptually, as a data-containing processor. Documents are accessible via these processors.
Information requests are typically made via a search engine. For broader coverage, it is often advised that a metasearch engine be used for searching, as the WWW is too large for a single search engine [17] . Many complications would arise if a human tried to take on the tasks of determining what sites to search, which databases to investigate at each site, gathering any retrieved document(s), and ranking them [4] .
A metasearch engine takes an information request and employs many other search engines to assist in the searching. After this searching is complete, its task is to merge the results obtained into a unified collection of answers. Much more often than not, the documents are presented to the user ranked in descending order of similarity to the user's information request. For each document, the ranking assigned to it is based on an estimation of the probability that it is relevant to the information request. The rankings, as a whole, are consistent with those that would be consistent with the optimal document retrieval principle [18] , [19] .
Challenges
The key challenge for a metasearch engine is to take an information need, expressed as a query, submit it to the other search engines, and attempt to obtain the same results that would be generated if the documents accessible via those other search engines were all in a single collection. This is the essence of the distributed information retrieval problem.
In order to be useful, this process must perform well (e.g., be both effective and efficient). This process should 1) provide answers similar to those that could be attained with all the information being in a single collection and 2) the use of system resources (e.g., communication time, bandwidth, the number of sites polled, etc.) should be minimized. Unfortunately, there is tension between 1) and 2). This tension is typically resolved by making various trade offs which impact the strategy used by the metasearch engine [20] , [21] , [22] .
The WWW, as it exists today, can be viewed as a distributed heterogeneous federated entity [23] , with each site enjoying a substantial degree of autonomy [24] . It is those characteristics that make the WWW such a potent information resource; however, it is precisely because of those characteristics that the area of distributed information retrieval (DIR) poses many challenges.
The challenges are due primarily to: distribution of control, site autonomy, and heterogeneity. In practice, these challenges cause many headaches, as well as pose many interesting and challenging problems to both practitioners and researchers.
On autonomy, Meng et al. [4] state:
Component search engines that participate in a metasearch engine are often built and maintained independently. Each search engine decides the set of documents it wants to index and provide search service to. It also decides how documents should be represented/indexed and when the index should be updated. Similarities between documents and user queries are computed using a similarity function. It is completely up to each search engine to decide what similarity function to use. Commercial search engines often regard the similarity functions they use and other implementational decisions as proprietary information and do not make them available to the general public.
Many heterogeneities arise due to this autonomy [4] . Because of this, there may be differences between search engines in: the indexing method, the document term weighting scheme, the query term weighting scheme, the similarity function, the document database, the document version, and how results are presented.
These differences represent just the tip of the iceberg. In addition to the areas listed above, Baumgarten [25] details many other problem areas. Some of those include:
1. the coordination problem (i.e., there may be difficulties in coordinating ranking and indexing methods), 2. the intellectual property problem (i.e., document providers might be unwilling to release plain documents for indexing purposes), 3. the capacity problem (i.e., the processing, communication, and storage requirements for the sites may vary enormously, thus leading to network capacity issues), and 4. the up-to-dateness problem (i.e., how up-to-date is the metadata available to the metasearch engine?). Meng et al. [4] claims that, in addition to the heterogeneities just enumerated above that may be present in the component search engines, there quite likely are heterogeneities present between the metasearch engine and the component search engines. How can this happen? Very easily, as the global similarity function (GSF) used by the metasearch engine is not likely to be the one used locally by any of the component engines. Furthermore, these component engines are not even likely to be using the same similarity function. Even if they use the same local similarity function (LSF), it is possible that a particular document, replicated at each of these sites' collections, could receive vastly different rankings due to characteristics of the collections where the documents appear [21] .
Gravano and Garcia-Molina [26] provide insight into what can happen when the GSF differs, even slightly, from the LSFs-which may differ even among themselves. Due to this GSF/LSF difference, it is very possible that a document ranked high by an LSF may be ranked much lower, or even low, by the GSF. If the local search engine is one that limits the number of documents returned, say to 50, it is entirely possible that the merged results may be missing some relevant documents from the perspective of the metasearch engine.
This variance in similarity functions and other information that may be returned by the local search engines complicate the metasearch engine's task of merging the results. The STARTS protocol proposal [20] , developed at Stanford, is an effort to provide guidelines as to the information that a search engine should provide to enable metasearchers to obtain better results. A followup to that protocol, SDARTS [27] , combines "two complementary protocols (e.g., STARTS and SDLIP [28] ) for searching over distributed collections" to form a protocol and toolkit for metasearching.
The distribution, autonomy, and heterogeneity discussed above have stimulated distributed information retrieval research in an area known as the collection fusion problem. This problem, as defined by Voorhees et al. [13] , can be viewed as consisting of the following four subproblems: database selection, query translation, document selection, and results merging.
Database selection [29] , [30] , [31] , [21] is concerned with determining which database(s) to use. Some factors that may hinder database selection are that some sites may be uncooperative, some may charge a fee, and sites may differ in how much information they make available about their collections.
Query translation [32] , [21] is concerned with translating the metasearch query into a form that the site databases understand. This arises since the interfaces and capabilities of these sources may vary dramatically [21] . Some typical problems are:
1. the retrieval models may differ; 2. even if two databases support the same model, their query syntax may differ; 3. different stemming algorithms; 4. different stop-word lists; and 5. different vocabularies. Document selection [33] , [34] is the determination, for each selected database, of the types and number of documents to ask for. Problems here include the same document appearing in the collections of distinct sites and being ranked vastly differently and the ranking being influenced by sitespecific factors.
Results merging [4] focuses on the question of how to combine the results, if any, from the component search engines into a coherent whole. Complicating factors are that different sites will probably be using different similarity functions, some may return results that are not ranked, and even when ranked results are returned, some sites may not return the numeric values associated with these rankings.
Past Approaches
Various methodologies and techniques [35] , [36] , [37] , [38] , [39] have been proposed and implemented to solve, ameliorate, or gain insight into database selection, document selection, and results merging. Many of these have been "(at least in parts) heuristic in nature" [40] . Of the three areas cited above, the ones that a metasearch engine has the most influence over are database selection and results merging [25] .
Individually and collectively, all three of the areas affect performance. Each of them can be examined from either a qualitative or a system resource perspective. In practice, these perspectives are often inversely related (e.g., the usage of more resources may enable better collection selection, which may result in better document selection, which may result in a better collection of ranked documents to present to the user; on the other hand, not having the resources available to do better collection selection may cause a poor collection of ranked documents to be presented to the user).
Predicting Performance
What this paper will focus on is the quality aspect of DIR (e.g., effectiveness). It provides formulas for predicting the performance of various aspects of DIR via analytic means akin to cost formulas [41] , [42] developed in the relational database management community (and used for analysis, prediction, and as an aid to query optimization) over approximately the last 25 years. More specifically, this paper makes the following contributions in predicting system retrieval performance:
1. methods for estimating the precision of the system and 2. methods for predicting retrieval performance measured as Average Search Length. A key contribution of our techniques for prediction is the use of Average Search Length (ASL), the expected position of a relevant document in an ordered list of documents [2] , which may be predicted analytically.
This predictive capability primarily provides two benefits: 1) it enables a better understanding of the factors that contribute to effective distributed retrieval and 2) it provides objective criteria that should enable metasearch engines to make better decisions.
Distributed information retrieval and distributed data retrieval are different, yet have much in common. Some techniques and formulas developed in the database research community should be adaptable for use in the information retrieval (IR) community. Many similar concepts exist in both but may be known by different names. For example, the term "generality" [43] , a misnomer according to the reference just cited, in the information retrieval community has an analog (e.g., "selectivity" [41] ) in the data retrieval community. Both have values in the closed interval [0, 1] and can be thought of as the percentage of documents/records that meet a certain criteria. In information retrieval, the criteria is relevance; in data retrieval, it is satisfying the conditions of a predicate/filter. However, in these communities, the perspectives are opposite, i.e., a value of 0.95 would be considered "highly specific" (Korfhage [43] ) in the information retrieval community since it indicates a very large percentage of relevant documents whereas that same value, in the database community, would be considered "low selectivity" because, in the context of filtering, it excludes very few records. Hence, it has little discrimination power.
It is hoped that, over time, more analytic tools will be developed for use in the IR community and that these can be used, similar to formulas developed in the data retrieval community, to analytically model performance and enhance the processing of user information requests, both qualitatively and also in terms of the usage of system resources.
RETRIEVAL PERFORMANCE
Retrieval performance is often measured using precision and recall. Precision is the probability that a document is relevant given that it is retrieved. Less formally, it serves as an indicator of the quality of the retrieved set of documents. Recall is the probability that a document has been retrieved given that it is relevant. A high recall search is one in which most of the relevant documents have been retrieved. This is desirable in environments such as law or academia where the cost of missing a relevant document may be very high. On the other hand, high precision searches are those where the searcher desires a few good documents and does not want to wade through a lot of documents. Most quick searches on the Internet are high precision searches.
Notationally, N represents the total number of documents, R represents the total number of relevant documents, n i;j represents the number of documents in processor i with feature frequency j, r i;j represents the number of relevant documents in processor i with feature frequency j, and g i ¼ r i;1 þr i;0 n i;1 þn i;0 represents the generality for processor i.
When we have a small set consisting of the first b documents from the ordered list, we may compute the precision for this set and denote it as P b , which may be computed as:
The variables d and d d represent the feature occurring with frequency 1 and 0, respectively. The minðx; yÞ function represents the minimum of the two values, x or y. The probabilities may be estimated using Bayesian methods and with relevance feedback [2] .
If we consider the first b documents in the merged set of documents, when we find that b is smaller than n 1;1 , which occurs in many situations for terms that are not extremely rare or for very small b, we may estimate P b as the probability that a document with the feature is relevant. Thus,
In many circumstances, using this estimate may be simpler and more satisfying than the exact solution.
Note that we are not examining the measure often used as a complement of precision, recall, the percent of relevant documents that have been retrieved. Most search engines address high precision searches rather than high recall searches.
More problematic is that we are not looking at the retrieval of different aspects of a topic. If one were obtaining recipes for apple pie, for example, it might be helpful if the system attempted to provide recipe diversity for the first documents displayed, perhaps by displaying some recipes with cinnamon and some without cinnamon, some with sweet apples and some with tart apples, etc.
We begin modeling retrieval performance by suggesting a measure for performance: the Average Search Length (ASL), the expected position of a relevant document in the ordered list of documents. For example, given documents strongly ordered and having binary relevance values of Relevant, Relevant, Nonrelevant, Relevant, the average position of a relevant document is the average of positions 1, 2, and 4, or 2:333. In the case where the documents are weakly ordered and a set of documents has the same weight (or the same profiles) vis-à-vis the query, we will treat the location of each of the documents in the subset of the ordered set as the average of the locations of this subset.
While the ASL measure is effective at measuring the placement of relevant documents in an ordered list of documents, other measures may be more effective at showing the quality of the documents at the extremes of the distribution of ordered documents.
ANALYTIC RETRIEVAL
The material in this section addresses the issue of a single processor. It can be viewed as a recap of some of the work in [12] and appears here for the convenience of the reader.
The ASL may be predicted analytically as well as measured after a set of relevant documents have been obtained, as in the example in the preceding section. We continue to focus on single feature systems, where we only consider the single term in the query. This will simplify our analysis and allow us to focus on the variables of interest that effect performance.
We begin with the measure of the quality of a ranking method, Q. This is computed as the probability the ranking is optimal. Because ranking methods exist that appear to be very good, and some approach optimality [12] , we will assume for most of this work that Q ¼ 1.
This is combined with the scaled expected position of a relevant document that is associated with the best-case (optimal) ranking (denoted as A) and the worst case ranking, A, to compute the Average Search Length (ASL), the expected position of a relevant document in the ranked list of documents. Then, given the characteristics of a query, a database, and of the ranking algorithm itself, the expected performance of the system may be computed.
Documents may be presented to the user in one of two different orders. Documents with a binary query feature with frequency d may be followed by those with frequency d d ¼ 1 À d, which we refer to as the optimal ranking. It is assumed that the term weight for d is greater than that for d d; this is the case when query terms are positive discriminators. If this is not the case, the values may be switched (reparameterized) so that the weight for d is greater than or equal to the weight for d d. Thus, we assume that the features are reparameterized so that feature frequency d multiplied by the term weight has a higher value than feature frequency d d multiplied by the term weight. This is bestcase or optimal ranking. The worst-case ranking retrieves documents with feature frequency d d before documents with frequency d.
The average location of a relevant document in the optimal ranking may be computed based on a scale from 0 to 1, a unit scale with an A of 0 representing the average position of relevant documents being at the beginning of the search process, and an A of 1 being at the end of the search process. The parameter A is then the expected proportion of documents examined in an optimal ranking if one examines all the documents up to the document in the average position of a relevant document. It is the expected position of a relevant document, scaled from 0 to 1.
The variable A is computed by noting that documents with feature frequency d are at the low end of the A spectrum (good performance
, when the feature frequency is 0. Documents of each feature frequency may be weighted by the probability of having the frequency of the feature given that they are relevant. This is the percent of relevant documents that have the particular frequency. Thus, we may estimate A as
Using a similar technique, we find that A, the A value for the worst-case ranking, is 1 À A. Equation (3) may be simplified algebraically to:
If, for notational simplicity, we let p ¼ PrðdjrelÞ and t ¼ PrðdÞ, we find that
Even though the primary purpose of this paper is formulating the theory concerning ASL, and not on building a system, it might be helpful at this point to say something briefly about how to estimate PrðdÞ and PrðdjrelÞ when exact values are not available. PrðdÞ can be estimated rather easily using standard statistical sampling techniques [44] . On the other hand, though, PrðdjrelÞ is much more difficult to estimate. The major problem with its estimation is that, typically, relevance information is not available. Probabilistic models [45] , [46] , [47] , [48] and Bayesian techniques [49] provide some guidance with relevance estimation techniques when very little or no relevance information is available.
As an example of the computation of A, consider a sequence of five documents, the first two having the feature in question (and both of these documents being relevant) and the remaining three documents not having the feature (and one of these being relevant). We find that PrðdjrelÞ ¼ 2=3 and PrðdÞ ¼ 2=5. Applying (3), we compute the weighted average position of a relevant document: ð2=3Þð1=5Þ + ð1=3Þð7=10Þ = 11=30. Alternatively, using (4), we find that ð1 À p þ tÞ=2 = ð1 À 2=3 þ 2=5Þ=2 = 11=30. It is most helpful to view this process as computing the position of the average relevant document, normed to being between 1 and 0, or it is the proportion of documents in the data set retrieved when retrieving the conceptual document at the average position of a relevant document.
Determining the relative level of performance, compared to the best level of performance obtainable and the random performance, allows the comparison between somewhat different situations. For example, examining the retrieval performance given different numbers of documents on different processors, or different numbers of documents on a single processor at different times, may be difficult.
A normalized form of the A measure is
We may interpret A norm as the degree to which optimal ranking is obtained for a query. Here, one obtains 1 when performance is optimal, 0 when performance is random, and À1 when performance is worst-case. This measure is not directly sensitive to the number of documents being considered; instead, it shows the relative performance of an already normalized measure (A) compared to its best case and worst-case. How does one predict the Average Search Length? Here, we mean not working through an existing ranked list of documents, as one does after retrieving documents, but how to predict the ASL probabilistically, as one predicts performance using queueing theory [50] . Given N documents, A as defined in (4), and Q, then the Average Search Length (ASL) when using a single query term is
Estimating the ASL requires the computation of the the weighted average of A and A, where A is defined as 1 À A, with A being the performance for best-case ranking and A representing the comparable value for worst-case ranking. The weighting factors are the percent of orderings that are optimal (Q) and the percent of rankings that are worst-case (Q), where Q ¼ 1 À Q. The ASL may be estimated more simply if optimal retrieval, i.e., Q ¼ 1, is assumed. The ASL for optimal ranking is Nð1 À p þ tÞ=2 þ 1=2. Please note that optimal retrieval is just a simplifying assumption for this paper as, in the real-world, there is much variability in results from one search engine to the other [51] . Future work may explore relaxing this optimality assumption and/or using multiple terms.
The ASL, as one can discern from the formula above, is based on the total number of documents at a processor. In many situations, for various reasons (e.g., bandwidth limitations, protection of a valuable resource, etc.), a processor may impose a limit on the number of documents it returns [4] . This limit may be much less than the number of documents available at that processor. That situation, while less than ideal, can be handled by using, for the value of N, the actual number of documents returned rather than the total number available.
One can view the analytic model of retrieval more generally, moving beyond binary terms and binary relevance [2] . The expected term frequency for a term in the relevant documents, EðdjrelÞ ¼ r , is the relative average position (scaled from 0 to 1) for a document in the distribution of relevant documents. By looking at the documents with frequencies at or above this position in all the documents, the A component may be computed as follows: A ¼ R 1 r PrðjÞ dj, where PrðjÞ is the probability of a document having feature frequency j.
We use two distributions in further developing this model. We refer to f all , the distribution of feature frequencies in all documents, while f rel refers to the distribution of feature frequencies in relevant documents. The mean of the distribution f rel is r and the mean of the distribution of all documents, f all , is , denoted without a subscript. We denote the sum of the probabilities above frequency x for the distribution of all terms as the survival function, Sðx; allÞ. The survival function is one minus the cumulative distribution function for the appropriate distribution.
For continuous term distributions and binary relevance, A ¼ Sð r ; allÞ. This follows from the definitions of A and the survival function. When one computes the survival function of the binary model for a single term, we arrive at (4) for A.
RETRIEVING DOCUMENTS FROM DISTRIBUTED DATABASES
The performance of distributed retrieval systems may be studied analytically using some of the methods described above for predicting A and Average Search Length. The performance of each separate processor may be studied separately, or we may examine the performance of an external ranking applied to the merged set of documents from all the data-containing processors. We are not focusing on network communication in these performance measures, although communication time and cost are certainly important factors in the performance of such a system. Conceptually, the metasearch engine constructs the merged list as follows: Visit each processor exactly once, remove all of the documents that have a feature frequency of d, and append those to the end of an initially empty list named A. Note that, since the ordering is optimal, all the documents with the aforementioned frequency will be at the head of each processor's list. Any remaining documents (e.g., those with a feature frequency of d d) are appended to an initially empty list named B. At the conclusion of the processor visits, append the elements of B to A. The resultant list is the merged list.
The performance of a single processor with an optimal ranking algorithm may be measured as ASL ¼ NA 1 þ 1=2, where A 1 ¼ ð1 À PrðdjrelÞ þ PrðdÞÞ=2. Here, A 1 represents A for a single processor.
For the convenience of the reader, here is a recap of some of the notation defined earlier, but that has not been used in the last several pages. Notationally, N represents the total number of documents, R represents the total number of relevant documents, n i;j represents the number of documents in processor i with feature frequency j, r i;j represents the number of relevant documents in processor i with feature frequency j, and g i ¼ ri;1þri;0 ni;1þni;0 represents the generality for processor i.
Below, we will develop expressions for generalizing both Prðd i jrelÞ and Prðd i Þ to multiple processors with the processor number designated as i. For the one processor case, Prðd i jrelÞ is equivalent to
; likewise, Prðd i Þ has the same value as n1;1 Prðd1Þ n1;1 .
With two processors having identical parameter sets and no duplicated documents, the performance of the merging system may be measured as
When referring to A, the first subscript always represents the number of processors, the second subscript indicates that the parameters for all processors are equal () or unequal (), the third subscript indicates the number of documents for each processor that are included in the merged output of the system, and the fourth subscript indicates the probability that a document in a processor is duplicated in another processor (probability of redundancy). In most cases, we drop the third and fourth subscripts when the context makes them unnecessary.
We may generalize this result from two processors to the performance of the merging of results from processors so that
When the parameters have the same values for each processor's database, performance becomes
the same as (4). Clearly, when the same parameter values exist in each processor, n i and g i may arbitrarily be taken from the first processor so that the A value is the same as A 1 . The variables t and p represent the values as discussed earlier, when the population is the union of all the documents in the system.
RETRIEVING THE BEST b NONREDUNDANT DOCUMENTS FROM EACH PROCESSOR
A metasearch engine may provide the information seeker the option to ask for only the k best unique documents to be presented to the end user, since many searches on the Internet are high precision searches. Generally, when retrieving documents from each separate database, it may be desirable to retrieve the best b documents from each database, rather than retrieving all the documents from each database. The major issue is determining how many documents to choose from each database. This number could vary easily from one database to another as two major factors affecting this are the perceived quality of each of the databases with regard to the query [33] and the probable variation in the ranking functions [26] among the various sites. These two issues are very interesting and important but are beyond the scope of this paper.
No matter how the documents are chosen, the retrieved documents from individual processors are merged at a central site and then presented to the end user using the ranking function in effect at the central site. We assume here that the ranking methods (e.g., the popular IDF weighting that serves as the basis for document ranking in many search engines) and information available are the same for each site. We will describe methods for determining performance with different ranking methods toward the end of this paper.
Developing a model consistent with (1), we find that, in the single processor case, 
We can thus see that single processor performance, when measured as A or P , may be computed for the first b documents retrieved. We may measure the performance of each of the individual processors, as well as the performance of the combined set. For the case where the parameters are the same for each different processor, the precision for the first b documents from each individual processor will be the precision for the entire retrieved set consisting of b documents.
The precision for the merged set of documents is 
If we wish to simplify our assumptions and treat each processor as having the same parameters regarding the density of documents for relevant and for all documents, we can compute the precision for the merged set as 
where the subscript i can be used to represent the parameter for any processor. This is the same as P 1;b , (9) . Similarly, we may compute the A for the merged set, given equivalent parameters across processors, as 
where the subscript i can be used to represent the parameter for any of the processors. This is the same as A 1;b , (10).
For very large b; that is, as b equals N, P b becomes the generality of the database, and the ordering of the documents becomes irrelevant. This is one of the reasons for using the A measure rather than the precision measure, which focuses on the quality of the retrieved set, regardless of the ordering of these retrieved documents.
There often will be duplicated documents when moving from one database to another. When the same document occurs in multiple systems, it might be retrieved by each of the individual processors; however, the redundant documents will be filtered out by the merging processor. We assume that the probability a document is redundant remains the same across both relevance classes and across different document profiles.
To determine performance with redundant documents, we need to estimate the performance with the reduced number of documents in the merged set, as compared to the larger number of unduplicated documents that would occur given the same parameters but with no redundancy. Equations (13) (P ;b; ) and (14) (A ;b; ) can be used to evaluate performance in these circumstances.
LOCAL AND GLOBAL ESTIMATES USED IN RANKING
Different sites may use different values for parameters, affecting different ranking. Here, we consider this in terms of the probability that a ranking method, including the parameter values available to it, produce optimal ranking. This can be generalized to allow us to model the performance of any ranking algorithm, given the assumptions of our models.
Estimating the values of parameters used in document ranking may result in poor estimates when the documents available for use in the estimation are not representative of the characteristics of the entire system. While there may be an optimal ranking, given all the knowledge from the entire system, individual processors may use suboptimal rankings for their documents if they do not have knowledge of the universe, but are instead limited to local knowledge, which we will assume to be knowledge of only the processor in question. When documents are sent to the merging processor, they may be accompanied by counts of terms and documents such as we have used here. When the merging processor receives documents for merging and reranking, the proper parameters for the universe may be formulated by summing together individual parameter values from the submitting sites.
We may study the different performance obtained with ranking algorithms, differing by the different parameter estimates that are made, by comparing the performance at each individual site associated with ranking algorithms using local parameters with the optimal ranking available, given omniscience. We assume that optimal ranking, R o , is obtained by ordering documents so that the expected precision of the set of ordered documents weakly decreases as we move through the ordered set.
Assume that the set of available documents d d is weakly ordered by a ranking algorithm R x and there are N ¼ jd dj elements in the set of documents d d. The ranking R x produces an ordering of the documents
1 is weakly ordered before d 2 which is weakly ordered before d 3 , and so forth to d N . When studying the ranking of a set of documents and the resulting performance, it may be necessary to compute Prðd d x jR x Þ the probability that one will obtain a particular document ordering d d x when ranking procedure R x is used.
One ranked set of documents is the best, or optimal (or tied for optimality), denoted as v o , and the probability that we will have this when the optimal ranking (R o ) procedure is used is Prðd d o jR o Þ ¼ 1. This best-case ranking is the same as the ranking obtained with PrðreljdÞ ¼ PrðdjrelÞ PrðrelÞ PrðdÞ :
Because the PrðrelÞ component is constant for each document, it may be dropped without affecting ranking; thus, ranking documents by PrðdjrelÞ= PrðdÞ produces the same ranking. Given binary features, and using a weighting scheme similar to that of the Binary Independence Model [52] , the weight for a feature is
where we still use p ¼ Prðd ¼ 1jrelÞ and t ¼ Prðd ¼ 1Þ. The probability that ranking methods R x and R o produce the same ranking, computed over the set of rankings, is
where P ermðd dÞ is the set of distinct weak orderings possible, rearrangements of the document profiles in vector d d.
To apply (16) to the case of optimal retrieval, we must compute the probability that a document with a feature value of 1 is ranked ahead of or equal to a feature with value 0: 1w > 0w log p=ð1 À pÞ t=ð1 À tÞ
This is the case only when p > t. When this condition is met, the number in the left-hand side of (17) is positive. Similarly, we may compute the probability that documents without the feature will be ranked ahead of the feature as Prðp tÞ. The probability that optimal ranking is obtained when the ranking function R is R o is Q opt ðp; tÞ ¼ Prðp > t; p > tÞ þ Prðp t; p tÞ ¼ 1:
Inverse document frequency (IDF) weighting is an effective feature weighting system when no information about relevant documents is available, other than the fact that a term is or is not in the query [53] , [54] , [55] . Using, as a weight, w ¼ À log t;
we find that the weight increases as t decreases. This provides higher weights to rarer and more specific terms.
One finds that 1 1 0 if and only if À log t > 0; that is, when t > 0; which is the case for all valid probabilities, all values of t. For the other ordering, 1 " 0 is found if and only if À log t 0, which never occurs, for any valid probability t.
We may estimate Q IDF ðp; tÞ ¼ Prðp > t; t > 0Þ þ Prðp t; t 0Þ ¼ Prðp > tÞ:
To estimate Q, it is necessary to estimate probabilities for p, t and, sometimes, q (defined as PrðdjrelÞ, the probability that the term appears in a nonrelevant document). While these probabilities may be point probabilities such that either p ! t ! q or the reverse holds, the probabilities may also be estimated as distributions. In some situations, our knowledge about these parameters for binary distributions may best be represented by beta distributions, describing the probability that the parameter p of the binary distribution has a certain value. We can often treat t as a point probability, since we can always know precisely what percent of documents have a particular term. The parameters p and q are not known beforehand, although for large databases, we may often make the approximation q % t and, thus, treat q as a point probability. Using these probabilities, we may estimate Q for each processor. Using the local Q value, we may estimate ASL ¼ NðQA þ Q AÞ þ 1=2. As Q decreases because of the decreasingly accurate estimates, the ASL increases and the search quality worsens. Any processor with a lower Q will have a weaker ASL, and techniques that extract the best b documents will clearly drop in performance as fewer relevant documents are situated near the front of the ordered set of documents. The exact performance is predicted by using the earlier formulas based on parameters n i;j and r i;j .
CONCLUSION
Distributing documents and media for later retrieval may have advantages for users and system administrators such as security, local administrative and financial controls, ease of update, load balancing, as well as system fault tolerance. Many existing document-based systems are inherently distributed; material in offices may be in several different locations in a given office or in any of a number of different offices. Similarly, text and media on the Internet are distributed over large numbers of servers.
Information retrieval performance may be modeled analytically, using the probability of optimality of a ranking, denoted here as Q, and the expected position of a relevant document in an optimally ordered list of documents, with the positions scaled from 0 to 1, denoted as A. While one can implement systems that use various retrieval algorithms, the study of analytic models of retrieval system performance allows one to understand the relationships between variables that are directly supplied by the model.
We have proposed methods for estimating the precision of the set of documents retrieved from distributed databases. Systems retrieving all documents from the distributed systems are analyzed, as are systems that only retrieve a small percentage of the documents for transmission to the merging system. Two major domains for the application of this research are document collections distributed over the World Wide Web and digital libraries. In the digital library (DL) case, it is possible that the collection(s) a DL accesses could reside at the same site as itself. This is possible as the key point is distribution of control, not necessarily the distribution of data. In both of these situations, for a particular query, there will, quite likely, be more than one strategy available. Performance prediction models could be a great aid in providing guidance to the metasearch engine as to which strategy or strategies to use.
