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COMPARACIÓN DE MÉTODOS DE PROGRAMACIÓN MATEMÁTICA A PLICADOS A LA 
SOLUCIÓN DEL PROBLEMA DE FLUJO DE POTENCIA ÓPTIMO 
 




En este artículo se compara el desempeño de diferentes métodos de 
programación matemática aplicados a la solución del problema de flujo de 
potencia óptimo. Los métodos evaluados son: el método del Gradiente, el 
método de Newton (en sus versiones acoplada y desacoplada), método de Puntos 
Interiores Primal-Dual y método de Puntos Interiores d  alta orden Predictor-
Corrector. Para contrastar los diferentes métodos, estos fueron programados en 
MatLab. Se presentan resultados para cuatro sistema de prueba: sistema básico 
de tres barras, sistema de seis barras (Wood-Wollenberg), sistema IEEE de 14 
barras y sistema IEEE de 30 barras modificado. 
 
PALABRAS CLAVES: optimización en sistemas de potencia, flujo de potencia 
óptimo, método del Gradiente, método de Newton, método de Puntos Interiores. 
 
ABSTRACT 
This paper compares the performance of different mathematic programming 
methods applied to the solution of the optimal power flow problem. The 
evaluated methods are: the Gradient method, Newton method (coupled and 
uncouple versions), Primal-Dual Interior Point method and High Order Interior 
Point Predictor-Corrector method. To contrast the different methods, these were 
programmed in MatLab. Results are shown for four test systems: basic three bus 
system, six bus system (Wood-Wollenberg), IEEE 14 bus system and modified 
IEEE 30 bus system. 
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Históricamente, los primeros esfuerzos de optimización 
en los sistemas de potencia se hicieron respecto al ontrol 
de la generación. Dada una demanda pronosticada y 
varias unidades de generación con diferentes 
características de costo, el operador de la red debía 
decidir cuanta generación asignar a cada unidad. Este 
procedimiento se conoce hoy en día como despacho 
económico clásico [1].  
Posteriormente, la inclusión de criterios de seguridad 
dentro de los objetivos de explotación complicó en gran 
medida el problema de optimización, obligando al 
desarrollo de técnicas adecuadas a la complejidad del 
problema. El perfeccionamiento de las técnicas 
computacionales, fundamentalmente la introducción de 
técnicas para el tratamiento eficiente de matrices 
dispersas y el desarrollo de algoritmos matemáticos de 
optimización, junto a la mayor capacidad de 
procesamiento de los computadores ha permitido la 
resolución de problemas cada vez más complejos. Esta 
evolución ha conducido a lo que hoy se conoce con el 
nombre de Flujo de Potencia Óptimo (OPF- Optimal 
Power Flow).  
El problema de Flujo de Potencia Optimo fue introduci o 
por Carpentier en 1962 [2]. Dada la característica no 
lineal y la importancia de este problema para la 
explotación económica de los sistemas de potencia, el 
OPF ha sido objeto de estudio durante décadas. 
El OPF es un problema de programación matemática 
bastante complejo, para el cual se han desarrollado 
sofisticados algoritmos de solución dentro de los cuales 
se encuentran: 
- Métodos de programación lineal [3], 
- Método del Gradiente [4], 
- Método de Newton [5], 
- Métodos de Puntos Interiores [6], [7], 
- Métodos Híbridos, etc. 
 
En [8] se presenta una revisión bibliográfica sobre los 
diferentes métodos de solución de OPF donde se ha 
hecho un seguimiento del progreso en esta área durante 
las últimas tres décadas. 




En este trabajo se compara el desempeño de cinco 
métodos de solución para el OPF, los métodos 
implementados son: método del Gradiente, método de 
Newton Acoplado, método de Newton Desacoplado, 
método de Puntos Interiores Primal Dual y método de 
Puntos Interiores de Alta Orden Predictor-Corrector. 
 
2. DEFINICIÓN DEL PROBLEMA 
 
Mediante un OPF se obtienen los valores óptimos de las 
variables de control de un sistema de potencia 
considerando un conjunto de restricciones dadas por la 
operación del sistema.  
De forma explícita, un OPF corresponde a un problema 
de optimización con función objetivo y restricciones no 
lineales, las cuales representan la operación en régimen 
de estado estable del sistema bajo estudio. La forma 
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Siendo: 
              ( )f x : Función objetivo, 
 ( )g x : Restricciones de igualdad. 
 ( )h x : Restricciones de desigualdad. 
 [ ]min max   x x : Límites de las variables. 
 
En este caso ( )f x puede representar: 
- La minimización de los costos de operación, 
- La minimización de pérdidas de potencia, 
- La maximización del beneficio social neto, 
- La minimización de emisiones, 
- Condiciones de contratos y congestión, 
- Condiciones de seguridad, etc. 
 
En (1), las restricciones de igualdad representan el 
balance de potencias activa y reactiva en los nodos de la 
red. Las restricciones de desigualdad representan los 
límites técnicos dados por márgenes de operación del 
sistema, los cuales incluyen: límites de generación, 
límites de flujo en las líneas, límites de tensión en las 
barras, etc. 
 
3. MÉTODO DEL GRADIENTE 
 
El primer método de solución para el problema de OPF 
es el gradiente reducido propuesto por Carpentier en 
1962 [2]. Posteriormente, Donnel y Tinney [4] abordaron 
el problema resolviendo las condiciones de Karush Kuhn 
Tucker (KKT) usando el método del gradiente y 
funciones de penalización para las violaciones en las 
restricciones. Este método se puede usar para resolver el 
OPF con variables de control como las potencias activas 
y reactivas y los taps de los transformadores ajustados 
automáticamente para reducir costos o minimizar 
pérdidas. El método está basado en la solución de un 
flujo de potencia tradicional por el método de Newton, un 
algoritmo de ajuste usando el método del gradiente, y 
funciones de penalización para las restricciones de 
desigualdad. Las ecuaciones de balance de potencias 
activa y reactiva en un sistema de potencia con n barras 
están dadas por la expresión (2). 
( )
( )
, 0        1, ...,
, 0        1, ...,
Gk Ck k
Gk Ck k
P P P V k n
Q Q Q V k n
θ
θ
− − = =
− − = =
            (2)    
Siendo: 
GkP : Potencia activa generada en la barra k. 
GkQ : Potencia reactiva generada en la barra k.              
CkP : Potencia activa  consumida en la barra k. 
CkQ : Potencia reactiva  consumida en la barra k. 
( ) ( ), ,  ,k kP V Q Vθ θ : Inyecciones de  potencia activa y  
reactiva en la barra k en función de las tensiones V y los 
valores angulares θ . 
 
Cada barra del sistema está caracterizada por cuatro 
variables: Pk
esp, Qk
esp, θk, Vk. Dos de estas variables son 
especificadas (variables de control) y las otras dos son 
variables controladas o variables dependientes. En este 
caso, los valores de las variables especificadas (potencias 
activas y reactivas), están dadas por la expresión (3).  
   ;        esp espk Gk Ck k Gk CkP P P Q Q Q= − = −  (3)                    
 
Las barras del sistema de potencia están dividas en tres 
grupos: 1) barra de referencia o barra Vθ donde se 
especifica la tensión y el ángulo, 2) barras de carga o 
barras PQ donde se especifican las potencias activas y 
reactivas y 3) barras de generación o barras PV donde se 
especifica la magnitud de tensión y la potencia activ  
suministrada. 
La función objetivo puede ser la suma de las 
generaciones controladas como se expresa en (4). Siendo 
ci el costo de producción asociado a la potencia PGi. 
( ) ( )Min i Gi
i G
f x c P
∈
=∑                      (4) 
 
Minimizar la potencia entregada por la barra de 
referencia en este caso, equivale a minimizar las 
pérdidas, ya que el resto de las potencias generadas 
permanecen fijas. Por otro lado, un punto mínimo de un 
problema de optimización como el planteado en (1) debe 
cumplir con las condiciones de KKT. De acuerdo al 
método clásico de optimización de multiplicadores de 
Lagrange, para el problema con restricciones de igualdad 
las condiciones KKT están dadas por la expresión (5). 
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( ) ( ) 0
( ) 0      
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f x g x
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λ∇ + ∇ =
=
∑
                (5) 
 
En (5), el gradiente de la función Lagrangeana indica el 
crecimiento de la función objetivo y solo será cero n el 
punto óptimo. Este gradiente además es ortogonal a ls 
curvas de nivel de la función objetivo e indica la 
dirección de crecimiento de las pérdidas del sistema. El 
algoritmo de este método, mostrado con detalle en [4], se 
resume a continuación. 
 
Paso 1. Atribuir valores iniciales a todos los parámetros 
de control. Hacer el contador de iteraciones igual a cero. 
Paso 2. Resolver el problema de flujo de potencia 
tradicional por el método de Newton. Esto garantiza el 
cumplimiento de las restricciones de igualdad. 
Paso 3. Calcular los multiplicadores de Lagrange. 
Paso 4. Calcular el gradiente del Lagrangeano respecto a 
las variables de control. 
Paso 5. Si el valor absoluto del gradiente del 
Lagrangeano es menor a una tolerancia entonces pare, el 
mínimo fue encontrado. De lo contrario: aumentar el 
contador de iteraciones, encontrar un nuevo conjunto de 
parámetros de control y  volver al paso 2. 
 
Las restricciones funcionales pueden ser incluidas en el 
algoritmo usando un método de penalización. En este
caso se penaliza en la función objetivo la violación de 
estas restricciones. La nueva función objetivo se mustra 
en la ecuación (6). Siendo js  un parámetro de 
penalización como se indica en (7). 
( ) ( )pen j
j
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4. MÉTODO DE NEWTON 
 
En el OPF aplicando el método de Newton cada iteracón 
minimiza una aproximación cuadrática de la función 
Lagrangeana [5]. La idea principal consiste en la so ución 
simultánea  y directa de todas las incógnitas en la función 
Lagrangeana en cada iteración. A diferencia del método 
del Gradiente, no es necesario hacer diferencia entre 
variables de control y variables dependientes. En esta
técnica, los dos tipos de variables son tratados de la 
misma forma. La función Lagrangeana asociada a la 
solución de este problema está dada por la ecuación (8). 
Donde c representa los coeficientes de costo y λ los 
multiplicadores de Lagrange.   
 
j j Pk k Qk k
j PV k NB k NB
L c P P Qλ λ
∈ ∈ ∈
= + +∑ ∑ ∑         (8) 
 
Los multiplicadores de Lagrange son diferentes de cero
únicamente cuando las restricciones relativas a las 
inyecciones de potencia reactiva en las unidades 
despachables están activas.  
En el método de Newton las restricciones de desigualdad 
son consideradas a través de funciones de penalización 
cuadráticas que aumentan el Lagrangeano. En algunas 
técnicas de optimización la función Lagrangeana es 
aumentada mediante otras ecuaciones para asegurar que 
su matriz Hessiana sea positiva definida. Estas 
ecuaciones que interfieren negativamente en la 
esparcidad de la matriz Hessiana no son necesarias en el 
método de Newton. 
Para resolver el problema de flujo óptimo usando el 
método de Newton se utiliza un vector z que incluye 
todas las variables y los multiplicadores de Lagrane. 
Adicionalmente se utiliza la matriz W cuya estructura se 
indica en la ecuación (9), donde H representa la matriz 










                                 (9) 
 
La base de la formulación del método de Newton está
dada por la ecuación (10). 
W z g⋅ ∆ = −                                   (10) 
 
Donde g es el vector gradiente de las primeras derivadas 
parciales del Lagrangeano respecto a z y ∆z es el vector 
de correcciones de Newton en z. El algoritmo de solución 
en su versión acoplada tiene los siguientes pasos: 
 
Paso 1: Estimar valores iniciales para z. 
Paso 2: Calcular g como función de z.  
Paso 3: Si las condiciones de optimalidad son satisfechas, 
entonces pare, de lo contrario continuar al paso 4. 
Paso 4: Calcular W como función de z. 
Paso 5: Resolver para ∆z usando la ecuación 10. 
Paso 6: Actualizar el vector z y volver al paso 2. 
 






⋅ ∆ = −
⋅ ∆ = −
                         (12) 
Donde: 
'z : Sub-vector de z para las variables de potencia activa. 
''z : Sub-vector para las variables de potencia reactiva. 
'g : Gradiente para las variables de potencia activa. 
''g : Gradiente para las variables de potencia reactiva. 
'W , ''W : Matrices similares a (9) obtenidas a partir de 
(12). 
 
En este caso se omiten de la matriz Jacobiana los mismos 
elementos que son omitidos en el problema de flujo de 
potencia desacoplado. El OPF por el método de Newton 




en su versión desacoplada se puede resolver a través del 
siguiente algoritmo: 
 
Paso 1. Estimar valores iniciales para z. 
Paso 2. Evaluar g ''  y W '  como función de z. 
Paso 3. Factorizar W '  para resolver ∆z ' . 
Paso 4. Hacer z ' k+1 = z '  k + ∆z ' . Siendo k el contador de 
iteraciones. 
Paso 5. Evaluar g ''  como función de z actualizado. 
Paso 6. Verificar la solución actual. Si se cumplen las 
condiciones de optimalidad, el OPF ha sido resuelto. De 
lo contrario ir al paso 7. 
Paso 7. Evaluar W ''  como una función actualizada de z. 
Paso 8. Factorizar  W ''  y resolver para ∆z '' .  
Paso 9. Actualizar z usando ∆z '' . 
Paso 10. Retornar al paso 2 con z actualizado. 
 
En este caso, la función de penalidad usada para una 






y yα = −                         (13) 
Donde: 
y : Valor máximo sobre a variable. 
s : Factor de penalidad automáticamente controlado. 
 
5. MÉTODOS DE PUNTOS INTERIORES 
 
El método de puntos interiores fue introducido por  
Karmarkar en 1984 [9]. A partir de este trabajo se han
estudiado e implementado diferentes variantes como el 
método Primal Dual y el Primal Dual con Barrera 
Logarítmica [6]. La formulación adoptada en este arículo 
es realizada en coordenadas rectangulares como se 
propone en [7]. La formulación del OPF usando un 
método de Punto Interior se puede obtener a partir del 
problema de optimización presentado en (14). 
( )
( )
( ) ( ) ( )min max
min max
Min  
. . :    0
          
ˆ ˆ ˆ          
f x
s a g x





          (14) 
 
En este caso x incluye las componentes de tensión en 
coordenadas rectangulares en las barras y en el conjunt  
de taps de transformadores, x̂  es un subconjunto de x 
con componentes que tienen límites finitos; f(x) 
representa las pérdidas de potencia activa; g(x) representa 
las ecuaciones de balance de potencias activa y reactiva y 
h(x) incluye las restricciones de tensión y potencia 
reactiva en las barras. 
Por limitaciones de espacio y presentación de este 
documento no es posible presentar un desarrollo riguroso 
de las ecuaciones. Para ver con mayor detalle el 
desarrollo de las ecuaciones del método de puntos 
interiores implementado en este artículo se recomienda 
consultar la referencia [7]. 
El OPF, a través del método de Puntos Interiores Primal-
Dual, se puede resolver mediante el siguiente algoritm : 
 
Paso 1. Inicializar los parámetros de barrera y de corte en 
el gap de complementariedad para obtener un punto que 
cumpla con las condiciones de no negatividad. 
Paso 2. Calcular g(x0), h(x0) y sus matrices Jacobianas. 
Paso 3. Inicializar el contador de iteraciones. 
Paso 4. Calcular la segunda derivada parcial del 
Lagrangeano 2x Lµ∇ . 
Paso 5. Calcular y resolver el sistema lineal resultante. 
Paso 6. Obtener el tamaño máximo de los pasos primal y 
dual. 
Paso 7. Actualizar las variables primales y duales. 
Paso 8. Calcular los nuevos parámetros de barrera y de 
corte en el gap de complementariedad. 
Paso 9. Calcular el término independiente del sistema 
Newton. 
Paso 10. Aumentar el contador de iteraciones. 
 
En este caso, los criterios de convergencia son: 
- Factibilidad primal. 
- Factibilidad dual. 
- Condiciones de complementariedad. 
 
El método de Puntos Interiores de Alta Orden Predictor- 
Corrector es una variante del método de Puntos Interiores 
Primal-Dual que mejora los cálculos para acelerar la 
convergencia. Esto se hace adicionando los términos de 
segundo orden al sistema de ecuaciones de Newton usado 
en el método [14]. Básicamente, en cada iteración el 
nuevo punto solución es obtenido a través de dos pasos: 
uno predictor,  donde se realiza una “aproximación a la
nueva solución”, y uno corrector, donde se hace un 
“ajuste de precisión” sobre el punto entregado por el paso 
predictor. 
 
6. PRUEBAS Y RESULTADOS 
 
Con el fin de probar y comparar los métodos de 
programación matemática descritos, se utilizaron cuatro 
sistemas de prueba ampliamente conocidos en la 
literatura. El primero es un sistema básico de 3 barras [4], 
el segundo es un sistema de 6 barras conocido como 
sistema Wood-Wollenberg [10], el tercero es el sistema 
estándar de 14 barras de la IEEE [11] y el cuarto es un 
sistema de 30 barras, también de la IEEE, con alguns 
modificaciones que son especificadas en [12] y [13].  
En las tablas 1 hasta 4 se muestran los valores de tensión 
(en p. u.) con sus respectivos ángulos (en grados) en cada 
barra, además de las pérdidas de potencia activa PL (en 
MW) y el número de iteraciones Iter obtenidos para los 
sistemas de prueba indicados. En estas tablas, GD es 
método del Gradiente, NWA es método de Newton 
Acoplado, NWD es método de Newton Desacoplado, PI 
es método de Puntos Interiores y PIPC es método de 
Puntos Interiores de Alta Orden Predictor-Corrector. 
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Tabla 1. Tensiones y pérdidas en el sistema de tres barras. 
 GD NWA NWD PI PIPC 
1 1.163, 0.000 1.163, 0.000 1.163, 0.000 1.163, 0.000 1.163, 0.000 
2 1.200, 4.386 1.200, 4.388 1.200, 4.385 1.200, 4.388 1.200, 4.388 
3 1.091, -0.686 1.091, -0.685 1.091, -0.688 1.091, -0.685 1.091, -0.685 
Iter 14 9 15 11 7 
PL 10.95 10.95 10.95 10.95 10.95 
 
Tabla 2. Tensiones y pérdidas en el sistema Wood-Wollenberg. 
 GD NWA NWD PI PIPC 
1 1.100, 0.000 1.100, 0.000 1.100, 0.000 1.100, 0.000 1.100, 0.000 
2 1.083, -3.006 1.083, -3.009 1.083, -3.009 1.083, -3.009 1.083, -3.009 
3 1.091, -3.388 1.092, -3.393 1.092, -3.394 1.092, -3.39  1.092, -3.393 
4 1.027, -3.609 1.027, -3.611 1.027, -3.611 1.027, -3.611 1.027, -3.611 
5 1.016, -4.487 1.016, -4.489 1.016, -4.489 1.016, -4.489 1.016, -4.489 
6 1.030, -5.015 1.031, -5.019 1.030, -5.019 1.030, -5. 19 1.030, -5.019 
Iter 125 7 27 12 8 
PL 7.34 7.34 7.34 7.34 7.34 
 
Tabla 3. Tensiones y pérdidas en el sistema IEEE de 14 barras. 
 GD NWA NWD PI PIPC 
1 1.100, 0.000 1.100, 0.000 1.100, 0.000 1.100, 0.000 1.100, 0.000 
2 1.087, -4.597 1.087, -4.596 1.087, -4.596 1.087, -4.601 1.087, -4.601 
3 1.056, -11.737 1.058, -11.739 1.058, -11.739 1.058, -11.759 1.058, -11.759 
4 1.069, -9.603 1.069, -9.597 1.069, -9.597 1.066, -9.584 1.066, -9.584 
5 1.077, -8.255 1.076, -8.250 1.076, -8.250 1.073, -8.212 1.073, -8.212 
6 1.048, -14.017 1.047, -14.024 1.047, -14.024 1.032, -13.994 1.032, -13.994 
7 1.049, -12.841 1.047, -12.839 1.047, -12.839 1.044, -12.892 1.044, -12.892 
8 1.066, -12.841 1.063, -12.839 1.063, -12.839 1.064, -12.892 1.064, -12.892 
9 1.041, -14.552 1.039, -14.554 1.039, -14.554 1.033, -14.648 1.033, -14.648 
10 1.034, -14.756 1.033, -14.760 1.033, -14.760 1.026, -14.842 1.026, -14.842 
11 1.038, -14.526 1.036, -14.531 1.036, -14.531 1.025, -14.567 1.025, -14.567 
12 1.033, -14.889 1.032, -14.897 1.032, -14.897 1.018, -14.893 1.018, -14.893 
13 1.029, -14.964 1.028, -14.972 1.028, -14.972 1.014, -14.985 1.014, -14.985 
14 1.017, -15.768 1.016, -15.775 1.016, -15.775 1.006, -15.855 1.006, -15.855 
Iter 486 15 25 14 7 
PL 12.33 12.33 12.33 12.34 12.34 
 
Tabla 4. Tensiones y pérdidas en el sistema modifica o IEEE 
de 30 barras. 
 GD NWA NWD PI PIPC 
1 1.100, 0.000 1.100, 0.000 1.100, 0.000 1.101, 0.000 1.100, 0.000 
2 1.091, -2.553 1.091, -2.551 1.091, -2.551 1.096, -2. 14 1.093, -2.589 
3 1.072, -3.506 1.072, -3.504 1.072, -3.504 1.076, -3.537 1.074, -3.520 
4 1.067, -4.219 1.067, -4.217 1.067, -4.217 1.072, -4. 5  1.069, -4.235 
5 1.018, -8.962 1.018, -8.960 1.018, -8.960 1.024, -8.960 1.021, -8.968 
6 1.057, -5.176 1.057, -5.174 1.057, -5.174 1.063, -5.216 1.059, -5.194 
7 1.033, -7.146 1.033, -7.144 1.033, -7.144 1.039, -7.166 1.035, -7.158 
8 1.046, -5.570 1.046, -5.568 1.046, -5.568 1.051, -5.60  1.048, -5.586 
9 1.065, -5.624 1.065, -5.622 1.065, -5.622 1.065, -5.622 1.068, -5.656 
10 1.069, -5.857 1.069, -5.855 1.069, -5.855 1.080, -5.95  1.072, -5.896 
11 1.065, -5.624 1.065, -5.622 1.065, -5.622 1.074, -5.704 1.068, -5.656 
12 1.080, -4.273 1.080, -4.271 1.080, -4.271 1.084, -4.266 1.080, -4.273 
13 1.100, -1.772 1.100, -1.771 1.100, -1.771 1.099, -1.772 1.100, -1.774 
14 1.071, -4.937 1.071, -4.936 1.071, -4.936 1.076, -4.941 1.072, -4.934 
15 1.073, -4.948 1.073, -4.946 1.073, -4.946 1.080, -4.993 1.074, -4.942 
16 1.068, -5.212 1.068, -5.210 1.068, -5.210 1.075, -5.253 1.070, -5.230 
17 1.063, -5.860 1.063, -5.858 1.063, -5.858 1.073, -5.940 1.066, -5.892 
18 1.060, -5.926 1.060, -5.924 1.060, -5.924 1.068, -5.983 1.061, -5.935 
19 1.055, -6.332 1.055, -6.330 1.055, -6.330 1.064, -6.39  1.057, -6.350 
20 1.058, -6.263 1.058, -6.261 1.058, -6.261 1.067, -6.335 1.060, -6.286 
21 1.076, -5.908 1.076, -5.906 1.076, -5.906 1.089, -6.064 1.080, -5.966 
22 1.082, -5.812 1.082, -5.811 1.082, -5.811 1.095, -5.989 1.086, -5.878 
23 1.091, -4.405 1.091, -4.403 1.091, -4.403 1.101, -4.530 1.091, -4.374 
24 1.078, -5.289 1.078, -5.287 1.078, -5.287 1.088, -5.402 1.080, -5.302 
25 1.087, -4.672 1.087, -4.670 1.087, -4.670 1.091, -4.689 1.087, -4.670 
26 1.070, -5.044 1.070, -5.042 1.070, -5.042 1.075, -5.058 1.071, -5.042 
27 1.100, -4.052 1.100, -4.050 1.100, -4.050 1.101, -4.015 1.100, -4.043 
28 1.061, -5.216 1.061, -5.214 1.061, -5.214 1.066, -5.240 1.062, -5.228 
29 1.082, -5.123 1.082, -5.121 1.082, -5.121 1.082, -5.084 1.082, -5.113 
30 1.071, -5.870 1.071, -5.868 1.071, -5.868 1.072, -5.830 1.071, -5.861 
Iter 567 8 24 10 8 
PL 7.77 7.77 7.77 7.79 7.78 
 
7. COMPARACIÓN ENTRE LOS MÉTODOS 
IMPLEMENTADOS 
 
En el método de Gradiente y el método de Newton, las 
restricciones de igualdad son introducidas en la función 
objetivo a través del método de optimización clásica de 
los multiplicadores de Lagrange. Dado que las 
restricciones de desigualdad funcionales son restricciones 
blandas (no son límites rígidos en el sentido matemá ico 
estricto), estas son introducidas al problema a través del 
método de las penalidades. 
La idea básica del método del Gradiente es desplazarse 
desde una solución factible en la dirección de mayor 
mejoría de la función objetivo (dirección negativa del 
gradiente de la función Lagrangeana) hasta una nueva 
solución factible con un mejor valor de la función 
objetivo. Con la repetición de estos desplazamientos en la 
dirección del gradiente negativo el mínimo es 
eventualmente alcanzado, generalmente en un número 
relativamente grande de iteraciones en la medida en qu  
el problema aumenta de tamaño comparado con los otr
métodos estudiados. 
Ahora, en el método de Newton la idea es una solución 
simultánea y directa, en cada iteración se minimiza un  
aproximación cuadrática del Lagrangeano para encontrar 
todas las incógnitas presentes en este. Normalmente el 
método converge a las condiciones de optimalidad de 
KKT en un número pequeño de iteraciones. Sin embargo, 
este número es incrementado cuando el problema es 
desacoplado en los subsistemas de potencia activa y 
reactiva. 
Por otro lado, en el método de Puntos Interiores el 
tratamiento de las restricciones de desigualdad es 
diferente. Estas se transforman en restricciones de 
igualdad adicionando variables de exceso no negativas. 
La no negatividad de estas variables es tratada 
introduciéndolas en la función objetivo a través de 
términos de barrera logarítmica con parámetros de 




barrera positivos que decrecen monótonamente a cero a 
través de un proceso iterativo. La función Lagrangea 
asociada es linealizada alrededor de un punto 
estacionario que debe satisfacer las condiciones de KKT 
y el sistema no lineal obtenido es solucionado usando el 
método de Newton. El método de Puntos Interiores de 
Alta Orden Predictor-Corrector manifiesta notable 
reducción en el número de iteraciones. 
El uso de coordenadas rectangulares para representar las 
tensiones en las barras en el método de Puntos Interiores 
evita la presencia de errores de redondeo al hacer l  
aproximación por series de Taylor de segundo orden. 
Esto no ocurre con los métodos del Gradiente y Newton 
donde se usan coordenadas polares. 
En general, los métodos aplicados sobre los sistema de 
prueba usados convergen a resultados casi idénticos. 
 
8. CONCLUSIONES  
 
En este artículo se presentaron los resultados obtenidos al 
aplicar los métodos de: Gradiente, Newton Acoplado y 
Desacoplado, método de Puntos Interiores Primal-Dua y 
método de Puntos Interiores de Alta Orden Predictor-
Corrector en la solución del problema de OPF. La 
función objetivo considerada en todos los casos es la 
minimización de las pérdidas de potencia activa. Los 
cinco métodos fueron implementados en Matlab y se 
realizaron pruebas para cuatro sistemas de prueba. Los 
resultados obtenidos fueron satisfactorios en  
concordancia con los resultados presentados en la 
literatura especializada. 
En el caso del Gradiente fue utilizado el método de 
Newton para resolver un flujo de potencia tradicional a 
partir del cual quedan disponibles los elementos del 
Jacobiano. Los resultados obtenidos en la aplicación de 
este método muestran un buen desempeño en términos de 
convergencia.  
Para los sistemas estudiados, el método de Newton en sus 
versiones Acoplada y Desacoplada presentó un buen 
desempeño. Se verificó la habilidad del método de 
Newton para minimizar la función objetivo en pocas 
iteraciones. La dificultad para identificar las rest icciones 
activas es abordada utilizando variables duales y 
términos de penalidad cuadráticos. 
Los métodos de Puntos Interiores fueron implementados 
usando coordenadas rectangulares, esto representa una 
ventaja ya que la función objetivo y las restricciones son 
funciones cuadráticas que no presentan errores de 
redondeo al hacer aproximaciones por series de Taylor de 
segundo orden. El desempeño de estos métodos fue 
satisfactorio con bajo número de iteraciones. 
Los resultados obtenidos muestran que los métodos 
utilizados tienen potencial para encontrar soluciones 
rápidamente y pueden ser considerados como candidatos 
para aplicaciones computacionales interactivas online 
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