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Abstract:
Dissolved oxygen of aquaculture is an important measure of
the quality of culture environment and how aquatic products
have been grown. In the machine learning context, the above
measure can be achieved by defining a regression problem, which
aims at numerical prediction of the dissolved oxygen status. In
general, the vast majority of popular machine learning algorithms
were designed for undertaking classification tasks. In order to
effectively adopt the popular machine learning algorithms for
the above-mentioned numerical prediction, in this paper, we
propose a two-stage training approach that involves transforming
a regression problem into a classification problem and then
transforming it back to regression problem. In particular,
unsupervised discretization of continuous attributes is adopted at
the first stage to transform the target (numeric) attribute into a
discrete (nominal) one with several intervals, such that popular
machine learning algorithms can be used to predict the interval
to which an instance belongs in the setting of a classification
task. Furthermore, based on the classification result at the
first stage, some of the instances within the predicted interval
are selected for training at the second stage towards numerical
prediction of the target attribute value of each instance. An
experimental study is conducted to investigate in general the
effectiveness of the popular learning algorithms in the numerical
prediction task and also analyze how the increase of the number
of training instances (selected at the second training stage)
can impact on the final prediction performance. The results
show that the adoption of decision tree learning and neural
networks lead to better and more stable performance than
Naive Bayes, K Nearest Neighbours and Support Vector Machine.
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1. Introduction
Dissolved oxygen of aquaculture is an important index that
reflects the quality of culture environment and growth sta-
tus of aquatic product [1]. Dissolved oxygen content con-
trol and management is a crucial section to obtain the high
quantity and quality of final product in aquaculture [2]. How-
ever, the content of dissolved oxygen is susceptible impacted
by multi-factors such as temperature, wind speed, wind direc-
tion, rainfall, aquatic metabolism and human activity. This
property makes the system of forecasting the content of dis-
solved oxygen which expresses complex, dynamic, nonlinear,
non-stationary and large time delay [3]. It is an interesting
project to model this complex structure system and make it
interpretable. Some numerical or physics methods have been
adopted to study the water quality. However, it is difficult to
develop sufficiently accurate models by using traditional statis-
tical methods for the forecasting dissolved oxygen content be-
cause of the natural noise of data, missing background informa-
tion, incomplete monitoring data, inaccurate initial conditions,
and limited spatial resolution [4]. Recently, the drawback of
the forecasting dissolved oxygen content is overcome by us-
ing artificial intelligence (AI) techniques as efficient tools for
imitating complex nonlinear systems and detecting the “bad”
and outlier information of data stream. As a black box model
system, although the AI method usually do not consider inter-
nal operation mechanisms, they can also build a relationship
between the input features and the output response to predict
the water quality. Hatzikos etal. reported in [5] the forecasting
of seawater quality indicators, such as dissolved oxygen, pH,
water temperature and turbidity by using neural networks with
nonlinear active neurons, but the model has a large number of
parameters which make it hard to obtain a stable solution [5].
Faruk D.O¨. utilized a hybrid model which is combined by
artificial neural networks (ANN) and auto-regressive integrated
moving average (ARIMA) to predict time series of water qual-
ity data. However, the drawback of this model is the lack of
mentioning how to set the layers and the neurons of each layer
in ANN which makes the model difficult to get extended for
other data sets [6]. Han et al. proposed in [7] a flexible struc-
ture radial basis function (RBF) neural network whose hidden
neurons can be added or removed online through taking neuron
activity and mutual information (MI). The experimental results
obtained using this model showed effectiveness for water qual-
ity prediction [7]. Liu et al. presented the least squares support
vector regression (LSSVR) model whose parameters are opti-
mized by using the ant colony algorithm (ACA) for dissolved
oxygen content prediction. This model partially solved the lo-
cal minimum problem [3]. Liu et al. analyzed the dissolved
oxygen content in river crab culture by a hybrid least squares
support vector regression (LSSVR) model with optimal param-
eters selected by improved particle swarm optimization (IPSO)
algorithm. The use of this model led to advances in the predic-
tion accuracy compared with using the standard support vector
regression (SVR) and BP network [8]. Chen et.al proposed a
hybrid model combined by principal component analysis(PCA)
and the long short-term memory (LSTM) neural network to
forecast the dissolved oxygen content for aquaculture. This
model showed better prediction performance than BPNN, PSO-
BP, ELM and LSSVM [9].
In this paper, we propose a two-stage training approach,
which involves transforming a regression problem into a clas-
sification problem and then transforming it back to a regression
problem. In order to achieve the above proposed approach, the
original data set needs to be manipulated by discretizing the
continuous (numeric) target attribute, such that popular ma-
chine learning algorithms can be adopted to train classifiers
on the manipulated data set. Furthermore, the classification
outcome for each test instance is taken further to predict the
numeric value of the target attribute of the instance through
instance-based learning algorithms, such as K Nearest Neigh-
bours (KNN) for regression.
The rest of this paper is organized as follows: Section 2 pro-
vides a review of related work on regression methods. In Sec-
tion 3, we describe the procedure of the proposed two-stage
training approach in details. In Section 4, we provide details
on the study data and describe the experimental setup and re-
sults. This paper is concluded in Section 5 by highlighting the
contributions and suggesting further directions.
2. Related work
Time series prediction is a special type of regression tasks.
However, classification plays the dominant role in the field of
machine learning. Since most of the widely available and ef-
ficient methods deal with classification, it is an important and
interesting direction to extend the methods of classification to
handle regression problems. The idea of transforming a re-
gression problem into a classification problem was originally
proposed by Weiss S. & Indurkhya N. with the rule-based re-
gression system [10, 11]. They adopted the P-class algorithm
to discretize the continuous target attribute into class intervals
as a part of a learning system. Their experiments showed that
highly accurate prediction results were obtained by converting
a regression problem into a classification problem. Torgo L.
et al. followed this direction to present three methods of dis-
cretizing the continuous target attribute for regression by clas-
sification: Equally probable intervals (EP), Equal width inter-
vals (EW) and K-means clustering (KM) [12]. Based on the
above discretisation methods, Torgo L. et al. reported a flexible
wrapper approach for the selection of class intervals in their
paper [13]. Bibi S. et al applied the regression via classifi-
cation method on software defect estimation which obtained
lower regression error than the standard regression approaches
on both real-world data sets [14]. Janssen F. and Fu¨rnkranz
J. presented a rule-based learning algorithm by dynamically
defining a region around the target value predicted by the rule
to discretize the target continuous attribute into class intervals
leading to a high improvement of the prediction accuracy [15].
Ahmad A. proposed an ensemble model by Extreme Random-
ized Discretisation (ERD) for discretizing the target continuous
attribute into class intervals. The authors proved that the en-
sembles for regression via classification performed better than
regression via classification with the equal width discretisation
method [16].
So far, in the regression via classification problem, a regres-
sion problem was solved by converting it into a classification
problem. Then, the problem can be solved by training any clas-
sifiers for classifying an instance to one of the dicretized tar-
get intervals. This regression via classification method is com-
prised by two important stages:
(1) At the training stage, various discretisation methods are
adopted to obtain target class intervals in order to learn a clas-
sification model.
(2) At the testing (prediction) stage, the mean of the numeric
target attribute values of the training instances in the output
class interval is obtained as the predicted numeric value of the
test instance.
3. Proposed two-stage training approach for classifi-
cation driven regression
In this section, we propose a two-stage approach for
classification-driven regression. In order to enable the use of
the proposed approach, the original data set D that involves a
continuous (numeric) target attribute needs to be manipulated
by discretizing the target attribute, i.e., the numeric values of
the target attribute need to be put into several intervals and each
interval represents a class, such that a regression problem is
transformed into a classification problem.
Following the discretization of the target attribute, a clas-
sifier h can be trained on the manipulated data set D′ at the
first stage of training and the trained classifier h is then used to
classify each test instance xt into one (ck) of the intervals ob-
tained through the previous discretization of the target attribute.
Based on the classification outcome (xt ∈ ck), all the train-
ing instances in D′ that belong to the interval ck are recorded.
Through using the IDs of the recorded training instances, we
can retrieve the same instances (with numeric target attribute
values) in D, which are selected to form a new training set D1
at the second stage of training for regression.
Based on the training instances in D1, the KNN algorithm is
adopted to predict the numeric value of the target attribute of
each test instance xt, i.e., the k training instances that are clos-
est to the test instance xt are selected as the nearest neighbours
and the numeric values of the target attribute of the nearest
neighbours are averaged to obtain the predicted numeric value
of the test instance xt.
The whole procedure of the proposed two-stage approach
for classification-driven regression is illustrated in Algorithm 1,
which generally enables it to adopt any popular machine learn-
ing algorithms for classification-driven regression tasks. How-
ever, it is crucial that a suitable learning algorithm is employed
for training a classifier to effectively classify each test instance
into an interval, such that it would be more likely to reduce the
error in numerical prediction of the value of the target attribute.
In general, if the discretization of the numeric target attribute is
done effectively, it would be more likely to achieve more accu-
rate classification of each instance. While each of the intervals
is reasonably small, the likelihood of reducing the error of the
numeric prediction of the target attribute value of each instance
would be higher, as long as the classification at the first step
is done accurately. In Section 4, we will investigate the effec-
tiveness of various machine learning algorithms employed for
undertaking classification at the first stage and analyze how the
classification results obtained at the first step can impact the
performance of numeric prediction at the second stage.
Algorithm 1: Procedure of two-stage training
Input : a training set Dl, a test set Dp
Output: a set of predicted numeric values NV
1 Initialize: Manipulating Dl and Dp into D′l and D
′
p,
respectively, by discretizing the target attribute At;
2 train classifier h on D′l;
3 for each test instance x′p in D′p do
4 classify x′p into an interval ck by using h;
5 for each training instance x′l in D′l do
6 if x′l ∈ ck then
7 retrieve xl from Dl;
8 add xl into the new training set Dl2 used at the
second stage of training for regression;
9 end
10 end
11 for each training instance xl2 in Dl2 do
12 calculate the distance between xl2 and xp (the
current test instance in Dp;
13 end
14 find the k training instances that are closest to xp;
15 add the k training instances into the set Dnn of nearest
neighbours;
16 for each nearest neighbour xnn in Dnn do
17 add the numeric value nvtnn of the target attribute
At of xnn into the summed value sumt;
18 end
19 predict the numeric value nvtp by averaging the
numeric values of the target attribute At of the k
nearest neighbours, i.e., nvtp = sumtk ;
20 end
4. Experimental study
In this section, we report an experimental study to investi-
gate the effectiveness of classification-driven regression using
various machine learning algorithms and different settings of
the K value of the KNN algorithm. In particular, the details on
data collection and preparation are provided in Section 4.1 and
the experimental setup and results are presented in Section 4.2.
4.1. Study area data source
The raw data used in this study was acquired by the Digi-
tal Wireless Monitoring System of Aquaculture Water Quality.
The DWM system is installed at the zone of technology appli-
cation and demonstration at the Yixing base of intelligent aqua-
culture management systems of China Agricultural University
in Jiangsu province, China. Four towns with 120 river crab
farms, containing approximately 700 ha of river crab ponds,
were selected to be monitored. Each experimental pond was
approximately 3.44 ha, and the average water level was ap-
proximately 12 m. In order to forecast the dissolved oxygen
content, we choose the data of dissolved oxygen content and
three key relative factors of it: Water temperature, PH value
and Dissolved oxygen saturation.
4.2. Experimental setup and results
In this experimental study, we adopt the unsupervised
method of discretization of continuous attributes [17] for ob-
taining several intervals for the target attribute and putting the
numeric value of the target attribute of each instance into one of
the intervals. In this way, the original data set has been manipu-
lated to enable the use of popular machine learning algorithms
for training classifiers. In particular, we adopt five popular ma-
chine learning algorithms, namely, C4.5, Naive Bayes (NB),
KNN and Multi-layer Perceptron (MLP), for training classifiers
on the manipulated data set. Each test instance is classified to
one of the intervals at the first stage and then the numeric target
attribute value of the test instance will be predicted by averag-
ing the values of the target attribute of the training instances
that are closest to the test instance in the interval predicted at
the first stage. In other words, the KNN algorithm is adopted
for numeric prediction of the target attribute value of each test
instance, while inside the interval to which the test instance
classified at the first stage, K training instances that are clos-
est to the test instance are selected as the nearest neighbours
by using the Euclidean distance function. The average of the
target attribute values of the K nearest neighbours is taken as
the predicted value of the target attribute of the test instance.
The experiments are conducted using hold-out testing, where
70% of the instances in the data set are randomly selected for
training and the rest (30%) of the data set is used for testing.
The random partitioning of the data set is repeated 10 times.
The average accuracy obtained over the 10 runs is taken for
comparison of different learning algorithms in terms of their
effectiveness in classifying test instances to specific intervals at
the first stage. Similarly, the average root mean squared error
(RMSE) obtained over the 10 runs is taken to analyze how the
classification results obtained at the first stage using each spe-
cific learning algorithm impact the regression performance at
the second stage.
In terms of parameters setting of the learning algorithms,
C4.5 is adopted to train unpruned decision trees, i.e., the trained
decision trees are not simplified using a pruning algorithm. For
the KNN algorithm, the value of K is set to 1, and the Eu-
clidean distance function is used to measure the distance be-
tween the test instance and each of training instances, where
the nearest neighbours are equally weighted for instance-based
reasoning. SVM classifiers are trained by using the polyno-
mial kernel alongside a multinomial logistic regression model
with a ridge estimator. The other parameters are set as follows:
batch size= 100; c=1.0; epsilon= 1.0E-12; tolerance parame-
ter= 0.001. The parameters of MLP are set as follows: number
of hidden layers= (number of attributes + number of classes)/2;
learning rate= 0.3; momentum= 0.2; number of epochs= 500;
batch size= 100. At the second step for regression, the value
of k for KNN is set from 1 to 15 to investigate the impacts of
different values on the performance of regression.
TABLE 1. Classification accuracy at the first step
K C4.5 NB KNN SVM MLP
1 0.933 0.862 0.869 0.815 0.948
2 0.937 0.860 0.866 0.828 0.940
3 0.937 0.862 0.867 0.833 0.943
4 0.934 0.863 0.862 0.829 0.942
5 0.937 0.863 0.869 0.822 0.943
6 0.940 0.868 0.863 0.826 0.941
7 0.931 0.865 0.865 0.824 0.943
8 0.931 0.864 0.868 0.826 0.948
9 0.934 0.863 0.865 0.824 0.947
10 0.931 0.861 0.864 0.827 0.943
11 0.937 0.863 0.857 0.822 0.945
12 0.934 0.861 0.862 0.828 0.946
13 0.936 0.864 0.869 0.836 0.943
14 0.936 0.865 0.863 0.831 0.939
15 0.934 0.865 0.865 0.820 0.943
The results on classification accuracy obtained at the first
stage by using various learning algorithms are shown in Ta-
ble 1. The random partitioning of the data set over 10 runs is
done independently, while each of the 15 values of the param-
eter k is set. Therefore, the classification accuracy obtained us-
ing each learning algorithm shows very small variation, while
different values of k are set. However, this may be useful to see
if the small variation due to random data partitioning has a real
impact on the regression performance.
It can be seen from Table 1 that the adoption of C4.5 and
MLP generally leads to better classification performance than
the use of NB, KNN and SVM, no matter which one of the 15
values of k is selected. The results also show that the perfor-
mance of MLP looks marginally better than the one of C4.5, but
the adoption of MLP usually results in higher computational
complexity and worse model interpretability than the use of
C4.5. Therefore, the C4.5 algorithm is more recommended for
such a classification-driven regression task to interpret how the
classification outcome obtained at the first stage for each test
instance can be effectively used for regression (i.e., predicting
the numeric value of the target attribute of the test instance).
TABLE 2. Root mean squared error at the second step
K C4.5 NB KNN SVM MLP
1 0.071 0.081 0.079 0.105 0.056
2 0.073 0.081 0.080 0.101 0.061
3 0.068 0.079 0.084 0.104 0.055
4 0.071 0.081 0.087 0.108 0.058
5 0.071 0.084 0.083 0.105 0.055
6 0.074 0.086 0.088 0.111 0.061
7 0.072 0.089 0.093 0.106 0.062
8 0.070 0.089 0.092 0.110 0.060
9 0.070 0.087 0.091 0.113 0.064
10 0.078 0.089 0.091 0.118 0.060
11 0.074 0.087 0.096 0.115 0.066
12 0.078 0.091 0.096 0.116 0.060
13 0.077 0.090 0.093 0.115 0.066
14 0.075 0.086 0.094 0.114 0.063
15 0.085 0.088 0.087 0.121 0.068
The results on RMSE obtained at the second stage by us-
ing KNN with different values of K are shown in Table 2. In
general, the phenomenon on regression results is consistent to
the one on classification results, while different algorithms are
compared. In other words, the regression results show again
that the performance of C4.5 and MLP is better than the one
of NB, KNN and SVM and the performance of C4.5 is slightly
worse than the one of MLP.
In terms of the impacts of different K values on the re-
gression performance, the regression results show somewhat
the tendency that the RMSE rate is gradually increased as the
increase of the K value. For example, the highest RMSE
rate is obtained while k = 15, for C4.5, SVM and MLP.
For both NB and KNN, the highest RMSE rate is obtained
while k = 12. Moreover, the average RMSE obtained while
k ∈ [11, 15] is consistently higher the average RMSE obtained
while k ∈ [1, 10]. For the five learning algorithms, while the 15
values of k are set, the performance of SVM shows the high-
est variation, i.e., the difference between the highest and lowest
RMSE rates is 0.020, whereas the performance of NB shows
the lowest variation, i.e., the difference between the highest and
lowest RMSE rates is 0.012.
Overall, the results shown in Tables 1 and 2 indicate that the
proposed two-stage training approach shows its effectiveness in
undertaking classification-driven regression, while the classifi-
cation results obtained at the first stage really make an impact
on the regression results obtained at the second stage. In other
words, it is crucial to ensure that a suitable learning algorithm
is employed for training a classifier on the manipulated train-
ing set that involves the discretized target attribute to achieve
more effective classification of each test instance, such that it
would be more likely to reduce the error of numeric predic-
tion of the target attribute value of the test instance. Moreover,
the discretization of the numeric target attribute also plays an
important role in increasing the effectiveness of the proposed
approach in both classification and regression tasks.
5. Conclusions
In this paper, we have proposed a two-stage training ap-
proach. At the first stage, the numeric target attribute is dis-
cretized into a nominal one with several intervals obtained. In
this way, a classification task can be undertaken by adopting
popular machine learning algorithms to predict the interval to
which a new instance belongs. Furthermore, within the inter-
val to which the new instance is classified at the first stage, K
nearest neighbours are selected for training at the second stage
to predict the target attribute value of each test instance.
We have also conducted an experimental study to investigate
in general how effective the popular learning algorithms can be
applied in the numerical prediction task and also analyze how
the increase of the number of selected neighbours can impact
on the final prediction performance. The results show that the
adoption of the C4.5 and MLP algorithms leads to better and
more stable performance than NB, KNN and SVM, while dif-
ferent values of the parameter K are set.
In future, we will investigate granular computing tech-
niques [18] to achieve the numeric prediction through multi-
level division of the interval to which a new instance is classi-
fied, such that the selection of K nearest neighbours as the sec-
ondary training set can be done in more depth. We also explore
the use of optimization techniques for determining the value of
K for KNN in the setting of instance-based regression.
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