In the field of pattern recognition, feature extraction plays an important role prior to classification in order to filter out the background noise, reduce the dimensionality for input and so on. Fisher Linear Discriminant Analysis (FLDA) is well-known as one of the most famous feature extraction methods. In recent years, FLDA has been improved in various ways because an eigenspace is learned faster and/or the classification performance is improved. Simple-FLDA (SFLDA) has been proposed to speed up the learning by improving FLDA algorithm. However, the above methods are calculated in input space. Thus, it might not be efficient in cases where data distribution is complex. Then, Simple Kernel Discriminant Analysis (SKDA), which is an improved version of Kernel Discriminant Analysis (KDA), has been proposed to acquire a better performance for classification by applying kernel trick. Whereas a better performance is acquired by SKDA than that by SFLDA, its learning speed has increased instead. In this paper, an additional improvement is applied to SKDA algorithm and the improved version of SKDA (SIKDA) is introduced. The performance of SIKDA is as same as that of SKDA. In addition, learning speed has become faster than that by SKDA. These are shown in the experiment, especially, the influence of proposed method has seen in a specified dataset.
Introduction
Fisher Linear Discriminant Analysis (FLDA) [1] has shown its effectiveness for classification. It has been widely used and improved in various ways. Currently many improved versions of FLDA have been introduced.
Simple-FLDA (SFLDA) [2] algorithm, which has been proposed by Fukumi et al., is one of the improved FLDA algorithms. SFLDA is constructed with just simple operations and its algorithm has two outstanding characteristics to acquire eigenvectors spanning an eigenspace. The one is that the acquired eigenvectors are calculated as same as the original matrix FLDA for both maximizing a variance between each class data and minimizing a variance within each class data. Those are called between-class variance and within-class variance, respectively. The other is that the eigenspace is constructed by iterative calculations. Thus, its algorithm is easier to be understood and the eigenvectors are acquired faster than matrix FLDA. In addition, it simplifies to implement into any systems on computers.
Furthermore, Improvement of SFLDA (SIFLDA) [3] has been proposed by Fukumi et al. The performance of SIFLDA is more effective than that of SFLDA from the side of learning speed. However, these methods are called linear feature extraction which is calculated in an input space. Thus, it might not be efficient in cases where data distribution in the input space is complex.
In this paper, we propose a new nonlinear feature extraction algorithm to solve the above problem. To realize the nonlinear feature extraction, we apply a kernel trick to SFLDA algorithm. This proposed algorithm is constructed on the basis of SIFLDA algorithm. Thus, the algorithm is capable of being simply implemented as SIFLDA algorithm. In addition, by using kernel trick, we can assume that all input vectors are projected to highdimensional feature space and the projected values are acquired with calculating both between-class and withinclass variances. Actually, kernel base vectors are defined to satisfy some conditions instead. Therefore, the proposed algorithm is available without complex operations.
We describe each linear feature extraction method in section 2 and our proposed method, which is a kernel version of SIFLDA in section3. Next, in section 4, the performances of each method are shown by carrying out some experiments. Finally, we consider the experimental results and conclude our research in section 5.
Simple Fisher Linear Discriminant Analysis (SFLDA)
Simple-FLDA (SFLDA) and Improvement of SFLDA (SIFLDA) have been proposed by Fukumi et al [3] . Unlike the original FLDA algorithm, each SFLDA algorithm is capable of being carried out sequentially with input data for constructing the eigenspace. Each SFLDA algorithm is described in order. 
SFLDA algorithm
In SFLDA algorithm, 2 criteria have to be considered. The first one is for maximization of between-class variance. The other is for minimization of within-class variance. For discriminant analysis, the criteria have to be formed.
Maximization of between-class variance
First, let us assume an input vector (2) outputs a positive value. However, if it is the opposite direction, a negative value is output.
By (2), it can converge to a specified direction which maximizes the between-class variance.
Minimization of within-class variance
To calculate the eigenvectors for minimizing the within-class variance against each class, an updated equation has to be assumed. First, to calculate the withinclass variance which is minimized, all the data in each class have to be subtracted the mean vector of each class as follows: 
In addition, for within-class variance, the following equation is calculated with the vector (6) With this eq. (6), it is hoped to converge to the direction which the within-class variance is minimized. 
Updating equation
For acquiring the eigenvectors spanning the eigenspace, the following equations are calculated.
The eigenvectors calculated by repeating (7) and (8) until those are converged. By calculating the equations, it can be realized both maximizing the between-class variance and the within-class variance at the same time. Then, it is necessary to calculate next eigenvectors after convergence of the eigenvector. For acquiring the next eigenvector, the component of the calculated eigenvector is subtracted from all the data as follows:
By calculating the eq. (9), the orthogonality is retained with all eigenvectors.
Improvement of SFLDA algorithm
As mentioned in the above section, SFLDA algorithm is an approximate algorithm for obtaining eigenvectors by iterative calculations. In SFLDA algorithm, both maximization of between-class variance and minimization of within-class variance are achieved by calculating eq. (9). However, the direction of obtained eigenvector has not always been the direction for minimizing within-class variance although its feature generation performance is better than that of Principal Component Analysis (PCA) [4] . For further improvement of SFLDA algorithm, Improvement of SFLDA (SIFLDA) algorithm has been proposed by Fukumi After this calculation, the following subtraction of input vectors is carried out for all input data.
Then, eq. (8) is carried out for the normalization. This procedure is repeated to acquire a converged eigenvector. Other procedure is as same as the SFLDA.
Improvement of Simple Kernel Discriminant Analysis (SIKDA)
In this section, we proposed Improvement of Simple Kernel Discriminant Analysis (SIKDA) as a new feature extraction algorithm based on SIFLDA algorithm. For expanding to nonlinear feature extraction, we have to explain how to apply a kernel trick to this algorithm. Basically, it is not easy to apply kernel trick to linear feature extraction algorithm, but SKDA is implemented with simple ideas about kernel trick discussed by Kurita. [5] In the next subsection, the detail of the procedure for applying kernel trick to SFLDA algorithm.
Applying kernel trick
With SKDA, kernel base vectors are used to calculate the eigenvectors instead both of the input vectors In addition, the coefficient vector a in (13) can be rewritten with the training data as follows:
The (14) is substituted into the (13). 
  
By the above equations, the discriminant criterion is defined as follows:
From the (19), the function calculated with the kernel base vectors is the same form as an evaluation function of linear discriminant analysis. Thus, calculating the discriminant criterion J in the (19) is equivalent to carrying out discriminant analysis with the kernel base vectors. In fact, the kernel base vectors are capable of applying to SFLDA algorithm as the algorithm.
Improvement of SKDA (SIKDA) algorithm
In this subsection, we describe SIKDA algorithm. However, as mentioned above, we know that SKDA algorithm is simply implemented with the kernel base vectors. Thus, a significant point to apply kernel trick is only described.
First, kernel base vectors
In addition, the 3 kernel functions used in this experiment are shown as follows:
Kernel functions
where d and  are kernel parameters in each equation, respectively. As a classifier, Nearest Neighbor (NN) is used, because it has to be evaluated the difference in performance between SFLDA and SKDA with just a simple classifier. In addition, averages of classification accuracy are calculated with 5-fold cross validation method against 5 times randomly sorted datasets. Furthermore, the number of eigenvectors is set to M+1 both in SFLDA and SKDA algorithms. The following Table 2 shows recognition accuracies for both of SFLDA and SKDA algorithms performed to 4 datasets shown in Table 1 . From Table 2 , recognition accuracies by SIKDA are equivalent to those by SIFLDA except the case of evaluating the Iris dataset. In addition, Table 3 shows a comparison between the learning speed by SKDA and that by SIKDA. In this experiment, VOSTRO410 made by DELL Computer (CPU: Core2Duo E8300, 2.83GHz; Memory: 1GB) is used. From Table 3 , each learning speed is almost similar, but about 20% of computational cost is reduced in terms of Arrhythmia dataset. 
Conclusion
In this paper, we proposed Improvement of SKDA (SIKDA) algorithm as a new nonlinear feature generation technique. In the experiments, SIKDA features are more effective for recognition than those by SIFLDA and learning speed by SIKDA is faster than that by SKDA with each specified dataset, respectively. From recognition experiments, more effective results was obtained with huger and higher dimensional datasets. Thus, nonlinear feature extraction is better to apply to that kind of dataset. Furthermore, the learning speed by SIKDA is similar or faster than SKDA algorithm. In future works, we have to consider what kind of dataset is proper to apply the proposed method, SIKDA. The tendency has to be examined with consideration about parameter selection method for kernel functions. This research is partly supported by KAKENHI (22500202).
