This article reviews the progress, challenges and opportunities in numerical modelling of thermal transport, thermochemical reactions and thermomechanics in high-temperature solar thermochemical systems. Continuum-scale models are presented in mathematical detail while highlighting the literature that uses them. The discussion is enhanced by selected examples of numerical studies of solar thermochemical systems for solar fuels and commodity material production. Property predictions necessary for the modelling of solar thermochemical reaction systems are covered.
Introduction
Thermochemical reaction systems driven by concentrated solar irradiation hold great potential as environmentally benign alternatives to traditionally fossil-fuel-intensive industrial processes, including the production of transportation and stationaryapplication fuels as well as material commodities such as lime, metals, and ammonia (Bader and Lipiń ski, 2016a; Romero and Steinfeld, 2012) . Solar thermochemical applications usually target highly endothermic, large-scale processes that require hightemperatures to proceed spontaneously (Bader and Lipiń ski, 2016b) . Point-focusing solar concentrators can provide heat for the required high-temperatures. However, the long-term operation of processes at temperatures beyond the operating temperature limits of steel-based components remains a technical challenge. In hybrid processes, the high temperature requirements are alleviated with the aid of an electric energy input or a reaction agent, although usually at the expense of added process complexity, costs, or CO 2 emissions. There are also many industrial processes that can be supplemented with solar energy as a generic source of dispatchable process heat. Solar thermochemical processes can be grouped according to the feedstocks and energy sources used: solar-thermal H 2 O/CO 2 splitting processes; hybrid (solarelectrothermal or solar-carbothermal) processes; and processes for the solar-thermal conversion, upgrade, and de-carbonisation of carbonaceous feedstocks (e.g. coal, natural gas, biomass). Solar thermochemical fuel production processes generally aim at producing synthesis gas (CO and H 2 ), which can be further processed to conventional liquid fuels (e.g. diesel, kerosene, ethanol, dimethyl ether) . Material and commodity related processes can be further grouped per the process type: production of lime for the cement industry; production of ammonia as a fertiliser or energy carrier; production of metals, metal oxides, carbides, and nitrides from ore or from waste materials for manufacturing; capture of CO 2 from flue gases or from the atmosphere to mitigate climate change and as a feedstock to produce carbon-neutral fuels; and conversion of bulk materials into nanostructures used as advanced materials. A recent comprehensive review and discussion of solar thermochemical processes can be found in (Bader and Lipiń ski, 2016a) .
Introducing high-flux solar heat into high-temperature industrial processes in a controlled, efficient, and non-destructive way poses a thermal engineering challenge. Computational models can be powerful tools to evaluate and optimise the design and performance of solar thermochemical reaction systems (STRSs) and guide the engineering process, thus reducing the need for costly and time-consuming repetitive prototype development and experimental testing. However, computational modelling of STRSs can be challenging. First, these systems typically utilise solid-gas heterogeneous media at temperatures ranging from several hundred to more than 2000°C. Second, the full engineering scope of STRSs includes considerations that span kilometres-such as power grid integration, optical concentrator field design, and plant process design-down to the scale of nanometres when considering the chemical and morphological design of the reactive materials. Third, conditions in and around STRSs fluctuate due to many time-dependent phenomena ranging from seasonal solar flux variations to rapid chemical kinetics occurring on microsecond time scales. Finally, STRSs are generally highly multi-physical; radiative, conductive, and convective heat transfer, momentum transfer, and complex mass transfer involving multiple phases, species, and chemical reactions all play key roles in the operation of reactor systems. In addition, thermally induced mechanical stresses are often critical. Such high temperatures, variations in length scales, temporal scales and physical complexity represent significant challenges when numerically modelling STRSs. A recent perspective by Floudas et al. (2016) highlights the challenges of multi-scale phenomena for the energy sector as a whole.
In this review, we will focus on the numerical modelling of the complex thermophysical phenomena occurring inside STRSs. Important features that require modelling attention include: (i) chemically reacting solid-gas interfaces, (ii) multi-component, often multiphase, mass transport, (iii) high-flux solar irradiation and its interaction with complex reacting media at high temperatures and (iv) the transient nature of solar energy leading to a time-varying process heat input to the STRS. Items (i) and (ii) together constitute a ''classical" chemical reactor system where the dominant heat transfer mechanisms are conduction and/or convection. The tome by Jakobsen (2014) is an excellent resource for modelling considerations in these areas. The addition of highly directional, transient, intense irradiation is the defining feature of STRSs. Interactions between thermal radiation and active materials are of keen interest since the conversion of incident solar irradiation to the creation or destruction of chemical bonds is the fundamental process that defines the efficiency of STRSs. Characterisation and simulation techniques that accurately, but economically, account for these challenges are required to enable the model-based design of efficient reactor components and systems by advancing the understanding of the complex thermophysical transport processes taking place within them. This paper aims to provide a review of the research area of numerical modelling of STRSs, outline the challenges unique to high-temperature STRS modelling, highlight the existing literature in the field and their attempts to overcome these hurdles, and guide the reader to relevant studies related to different material/-chemical processes and physical reactor configurations. The reader is also referred to the recent reviews of the areas of heat transfer within STRSs and experimental studies of them by Lipiń ski et al. (2013) and Alonso and Romero (2015) , respectively. Fig. 1 provides a graphic representing the scope of this review. Particular attention will be paid to the macroscopic models that are used to optimise the thermal performance of proposed STRS designs. These models will be covered in mathematical detail while also pointing to relevant literature and providing examples in Section 2. Section 3 provides a survey of the important thermal transport, thermodynamic, and chemical properties that must be well-characterised to carry out a meaningful STRS simulation that facilitates engineering design. A summary and future perspectives are given in Section 4.
Continuum modelling of thermochemical transport
The quality of any physical model is a subjective topic. The aims of a simplified one-dimensional model meant to drive a control algorithm for a dilute particle reactor, e.g. (Saade et al., 2012) , or a three-dimensional model to refine the design and operation of a novel rotating porous material reactor design, e.g. (Lapp et al., 2013) , are very different. However, the physical processes existing in the STRSs share many attributes and their mathematical descriptions are based on the same principles. We will use these principles-namely conservation of momentum, mass, and energy-to guide our discussion of modelling approaches and the literature. The treatment of thermal radiation is sufficiently important to warrant a section on its own. Models discussed here vary in complexity and purpose, from those elucidating the effects of radiationÀchemistry coupling in simplified one-dimensional geometries and neglecting other thermal transport processes to broader Fig. 1 . A graphic illustration of the multi-scale, multi-physical nature of modelling STRSs and its relationship to experiment and first principles calculations. Red arrows represent energy transfer, blue lines represent momentum transfer, and grey represent mass transfer. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) approaches involving combined heat and mass transfer in geometries representative of actual STRSs. Fig. 1 gives an illustration of the multi-scale and multi-physical nature of STRS modelling and its connections to theory and experiments.
Since STRSs usually involve different types of solid-gas, twophase systems, the type of fluid-mechanical interactions the active material has with itself, i.e. the type of or lack of fluidisation is how we will divide the different types of STRSs. Such interactions have a very strong influence on the performance, modelling, and operating conditions of the reactor. The widely-referenced works of Levenspiel on reactor engineering (Levenspiel, 1999) and fluidisation (Kunii and Levenspiel, 1992) offer four or five different regimes depending on the relative gas velocity and density of the active material. In our discussion, we will use three regimes because the modelling choices are generally consistent within them: (i) dilute fluidised-reacting particles are suspended or fluidised and make up a very small fraction of the reactor volume such that they can be assumed to not interact with each other, (ii) dense fluidised-reacting particles may make up much of the reactor volume and are dynamically moving and interacting with each other, (iii) stationary-the active solid material does not move, e.g. porous materials, solid materials, and packed beds of particles. Researchers have focused their energies on the two extreme operating conditions-dilute fluidised and stationary. This is perhaps not surprising given the extra difficulty found in modelling the detailed mechanical interactions of dense fluidised beds as will be discussed further below. These regimes also have some distinct advantages. Very small particles have the potential to be very efficient radiation absorbers with absorption efficiencies that, unlike materials with larger features, can be greater than one (Bohren and Huffman, 2004) . Thus, for a material to absorb very well relative to its size-the trait needed to achieve high temperature within a particle with relatively little input-tiny particles offer a distinct advantage. However, problems with fluidisation, low solid-to-gas mass ratios, and high convective heat transfer can make them difficult to use in engineering applications. Porous materials and packed beds offer simplicity in material handling within a STRS, but suffer from large pressure drops through the reactive material causing higher pumping requirements. They are also generally more optically dense leading to difficulty in uniformly heating the reactive material via radiative heat transfer.
The disparate length scales existing in STRSs bring about challenges to the modelling of the thermophysical processes occurring within them. For our purposes, we will define two length scales: (i) discrete scale-the scale at which detailed geometric features are fully resolved, often reaching characteristic lengths on the order of nanometres, and (ii) continuous scale-the scale at which detailed geometry must be approximated in order to make the modelling of macroscopic phenomena possible. The continuous scale is often the scale of the STRSs themselves with characteristic lengths on the order of centimetres to metres, although the methods used to describe transport at this scale have also been used to describe transport in small reactor components such as reacting irradiated particles (Yue and Lipiń ski, 2015c) . The mathematical description of discrete scale phenomena in STRSs-fluid mechanics, heat transfer, mass transfer, transport of radiation-are generally wellknown and treatments may be found in dozens of textbooks; a general knowledge of them is assumed in this review. The continuous scale models that are widely used to describe macroscopic transport are generally resultant from a process of homogenisation, a powerful way to deal with the tremendously different length and temporal scales that often exist in STRSs.
Homogenisation methods provide a way of rigorously averaging the behaviour of physical systems at the small scale such that the macroscopic behaviour is retained, i.e. obtain continuous-scale governing equations. This process also goes by the names ''coarse-graining", or just ''averaging." Without homogenisation, we are forced to resolve the local boundaries between different fluids and solids using interface relations of mass, momentum, and energy in the discrete scale as shown in Fig. 1 . This is often an intractable undertaking due to computational expense and complexity. There are numerous methodologies for rigorous homogenisation in space, time, or space and time simultaneously using an ensemble approach as admirably outlined by Jakobsen (2014) . Even simple mixing rules, such as a weighted average of specific heat capacities for a two-component gas, constitute a homogenisation whether it is rigorously established or accepted by convention. Ultimately, a set of homogenised equations governing momentum, energy, and mass transfer are obtained that can be solved at the reactor scale. A formal homogenisation of the radiative transfer equation for its solution in multi-component media was only recently put on a solid footing by use of volume averaging theory (Lipiń ski et al., 2010a,b; Petrasch et al., 2011) although its use in reactor modelling is yet to appear. Homogenised equations require auxiliary closure relations in order to solve them. Pertinent examples include the Dupuit-Forchheimer coefficient and the volumetric convective heat transfer coefficient used in porous media flow. Additionally, values for effective transport properties such as effective thermal conductivities are necessary.
Formal statements of the homogenised conservation laws and the terms appearing in them will follow. First, we pause here and introduce some notational conventions to help clarify the subsequent discussion. Homogenisation procedures result in spatially and/or temporally averaged quantities on the macroscopic scale. Although many authors choose to denote averaged quantities with a symbol such as angled brackets, i.e. hÁi, we will provide no such notation, and quantities can be assumed to represent an average. Superscripts will represent the phase of the material being described, ''s" for solid and ''f" for fluid. When the equation holds for either phase a ''n" will appear. Italic subscripts will denote a particular species and upright subscripts will denote a particular phenomenon, for example ''d" for diffusion.
Mass transfer
Enforcing mass conservation within STRSs requires accounting for multiple species and phases where the species may be created or destroyed by chemical processes. For a particular phase and species, it can be stated as
where e is the volume fraction of the phase, q is the mixture density, v is the velocity vector, w is the mass fraction of the species, j denotes the species. On the right hand side of (1), r k denotes a mass source or sink describing chemical reactions to or from the species under consideration as well as any other process by which the j-th species enters or exits the local control volume that is not accounted for in the left-hand-side advection term. Often Eq. (1) is solved for each species along with an overall mass conservation equation-the sum over all components j in Eq.
(1)-in order to determine the phase mixture density. Relevant mass transfer processes include advection, diffusion, chemical reaction, and sorption. The advection term in Eq.
(1) appears whenever a momentum equation is solved to get a velocity field in the solution domain (see Section 2.2). Diffusion of individual gas species is often included in modelling studies as represented by,
where D is the Brownian diffusion coefficient.
Reaction rate terms that appear as a source or sink in the species conservation equations, denoted here generically by r n rj ¼ r n rj ðe n ; q n ; w n i ; TÞ, introduce the need for experimental data or reaction rate models to characterise them. This term is of paramount importance to the accurate modelling of an STRS and we will withhold further discussion until Section 3.2 where we discuss the determination of reaction rates and the underlying phenomena in general. The availability of kinetic rate data and models depends on the active materials and how well-studied they are. Experimentally determined rates have been found and used in STRS modelling studies utilising numerous reactive materials as summarised in Table 1 .
Mass transfer between the active solid material and the surrounding gas may add additional complications to simulation studies, particularly when the solid-gas reactions occur within the volume of the solid whose mass is not negligibly small as with dense fluidised and stationary systems. Keene et al. derives an expression for adsorption and desorption of oxygen into and out of partially reduced porous ceria structures in terms of the local temperature, oxygen partial pressure, and non-stoichiometry (Keene et al., 2013 ). It appears in a general form as
where _ m is a mass flux across a solid-gas interface with interfacial surface are per volume a and the sign depends upon whether the gas is entering or exiting the solid. The expression was further used in the work of Bala Chandran et al. (2015a) . Oles and Jackson (2015) included a rather detailed description of mass transfer in an irradiated particle curtain by including gas diffusion and sorption by considering the particle composition in the bulk, sub-surface, and surface. von Zedtwitz and Steinfeld (2005) and von Zedtwitz et al.
(2007) considered similar mechanisms when studying the steam gasification of coal in a dense fluidised bed. Ströhle et al. (2014) considered gas transfer to and from porous particles undergoing calcium oxide/hydroxide cycling and go a step further by solving a full species diffusion equation within the individual granules of a packed bed.
In dilute systems with very small particles, behaviours that require special care when enforcing conservation of mass are Brownian diffusion (for low Schmidt numbers) and thermophoretic diffusion of the solid particles, in addition to advection driven by the surrounding gases, as was considered in Martinek et al. (2012a,b) . Brownian particle diffusion was also considered in 
respectively. Here c T is the thermophoretic velocity which is in general a function of the local density, temperature, and temperature gradient (Hinds, 2012) . Reactor designs that include an ablated material at a macroscopic scale-as in the ZnO/Zn cycle-must deal with the problem of shrinking solid masses that leads to dynamically changing domain size or particle size. Scattering and absorption behaviour of radiation in participating media is particularly strongly influenced by changing particle size. Studies dealing with this phenomenon include (Schunk et al., 2009a (Schunk et al., , 2009b Villafán-Vidales et al., 2015) for dense, large ZnO samples, (Dombrovsky et al., 2009; Kenarsari and Zheng, 2014) for ZnO and coal particles and (Kenarsari and Zheng, 2014; ; Lipiń ski Table 1 Selected modelling studies of thermochemical processes organised by active material and reactor configuration. Material property extraction studies with an emphasis on materials used in STRS have also been included in the right-hand column. Geometry only studies refer to effective parameter extraction studies not requiring material properties of a particular active material as discussed in Section 3.1. Studies of falling particle receivers have been included in the dilute fluidised column. Carbonaceous feedstock includes coal, biomass, and tyres among others. Key: *-model output compared against experimental data, t-a transient model is solved, !-catalyst for methane reforming, #-SnO 2 , f-ferrites, r-Rh-coated SiC, @-mixture of SiO 2 , ZnO, and C particles.
Dilute fluidised reactor
Dense fluidised reactor Stationary reactor Material study CeO 2 (Oles and Jackson, 2015) (Groehn et al., 2016 ) (Bader et al., 2015; Bala Chandran et al., 2015b ) (Bala Chandran et al., 2015a Keene et al., 2013 Keene et al., , 2014 Lapp et al., 2013; Lapp and Lipiń ski, 2014) t (Wheeler et al., 2014 ) (Suter et al., 2014 ) (Dombrovsky et al., 2012; Ganesan et al., 2013a,b) * , , (Ackermann et al., 2014 (Ackermann et al., , 2017 ZnO/Zn Geometry only (Akolkar and Petrasch, 2012; Jörg Petrasch, Meier, et al., 2008; Petrasch et al., 2007) Other ( 
Momentum transfer
Accurately describing the mechanical interaction between multi-component gas flows and the reacting materials is one of the biggest difficulties in modelling high temperature STRSs. A general conservation of momentum statement can be rigorously stated for the fluid of a solid-gas system after a proper homogenisation method as
where q is density, v is the velocity vector, s is the stress tensor, f k denotes an external force per volume, and t is time. The appearance of two vectors side by side denotes an outer product. The summation symbol on the external force term allows for many external forces to be acting on some volume in space. A typical example would be gravity, f f g ¼ q f g, but many other contributions are concei vable-particularly when considering a dense fluidised or stationary system as will be discussed below. The stress tensor term needs to be approximated by some constitutive relationship between the stress and the velocity field in order to close the model. We will focus here on the fluid phase where this term is always important and appears in much of the surveyed literature. The momentum conservation of gasses in these systems is often well-represented with a single incompressible Navier-Stokes (N-S) equation with effective properties depending upon the densities of the constituent gases (and particles if appropriate). The incompressible stress tensor is written (Landau and Lifshitz, 1987 ),
where p is the mechanical pressure and l is the dynamic viscosity.
We are not aware of compressibility effects considered in STRS modelling studies. In the dilute fluidised regime, particles can often be assumed perfectly entrained in the flow for very small Stokes numbers (<<1), simplifying the analysis by removing the need to track particle velocities or their statistical distribution independently. Relevant STRS studies using this approach include (Haussener et al., 2009; Martinek et al., 2012a; Martinek and Weimer, 2013a; Saade et al., 2012; Z'Graggen and Steinfeld, 2009) . When the particles Stokes number is not so small to warrant the entrainment approximation, the interactions between the fluid and particle need to be resolved. In particle tracking methods, a finite representative number of particles are imbued with characteristics, including a drag coefficient, and are allowed to travel through the system and exchange mass, momentum, and energy with the surrounding flow. Abanades et al. demonstrated such an approach in (Abanades et al., 2007) and it was later emulated for a different geometry in (Muthusamy et al., 2014) . Falling particle receivers fall into the category of dilute fluidised STRSs because it can be approximated that the particles do not directly interact with each other. However, gas entrainment is an important phenomenon in these systems as was accounted for in (Oles and Jackson, 2015) by using a semiphenomenological approach and more rigorously in (Chen et al., 2007) for non-reactive particles. The works discussed thus far consider flows with Reynolds numbers that are-or are assumed-low enough that laminar flow modelling is sufficient. To our knowledge, the paper by Groehn et al. (2016) represents the only STRS modelling study that considers a turbulent system; they utilise the k À x turbulence model. Dense fluidised systems introduce the very challenging task of resolving the particle-particle interactions of the multiphase fluid along with the fluid-particle interactions. The simplest route to model the momentum transfer in such systems is to sidestep a detailed, physics-based model and use empirical correlations such as those that are found in (Levenspiel, 1999) and (Kunii and Levenspiel, 1992) . To our knowledge the only solar reactor modelling attempts in the literature that utilise this approach are found in studies of coal-or biomass-based STRSs. Momentum conservation in the dense fluidised systems studied in (Gordillo and Belghit, 2011a; Kenarsari and Zheng, 2014; Zedtwitz et al., 2007) were treated only implicitly by assuming plug flow and choosing a minimum fluidisation velocity calculated from an empirical correlation, and not at all in (von Zedtwitz and Steinfeld, 2005) .
Outside of the solar-driven realm, more rigorous methodologies have been developed to handle the particle-particle and fluid-particle interactions with efforts that date back to the 1960s (Anderson and Jackson, 1967) . A notable line of work stems from Gidaspow and co-workers (Ding and Gidaspow, 1990) where the kinetic theory of gasses was adapted to granular flows to statistically describe such systems resulting in effective fluid and solid phase hydrodynamic equations as in Eq. (6). Direct solution of the underlying kinetic equations is possible, but the discretisation of phase space results in many degrees of freedom per solution node resulting in a computationally expensive simulation. Closure relations are needed if the kinetic equations are reduced to hydrodynamic equations-like Eq. (6)-in terms of the macroscopic moments, such as the solid phase stress tensor, and often introduce a certain degree of empiricism. Detailed coverage of the body force terms and shear stresses appearing in Eq. (6) for the solids and gasses in dense fluidised systems are beyond the scope of this review as most do not appear explicitly in the STRS literature; a more complete description of the theory and associated expressions can be found in (Ding and Gidaspow, 1990; Gidaspow and Jiradilok, 2009) . Their strategy provides a very promising route that appears in the STRS literature recently in the paper by Groehn et al. (2016) . Their model of solid and fluid momentum transfer includes expressions for the solid phase stress tensor, as well as interphase momentum transfer by drag,
Here b is the coefficient for interphase force. The expressions are positive when appearing in the gas phase momentum equation and negative for the solid phase case. An expression for interphase momentum exchange because of mass exchange was also included.
As an alternative approach, high performance computing now makes it possible to model these systems by simulating a tremendous number of individual particles; consult the review by Deen et al. (2007) . Momentum transfer modelling of fixed beds can be handled with some well-established methods from the more general field of flow through porous media. Homogenisation methods applied to the N-S equations can be shown to yield Darcy's law,
and the Dupuit-Forchheimer (D-F) extension,
a correction necessary when the Reynolds number is greater than unity (Suter et al., 2014) . Here K is the permeability tensor of the porous material and F is the D-F coefficient. These expressions can replace Eq. (6) when describing momentum transfer in stationary porous structures. Both have appeared extensively in the STRS modelling literature either directly or semi-empirically and lead to the introduction of constants-namely the permeability and D-F coefficient-which must be determined experimentally, computationally (see Section 3), or from empirical models. An excellent discussion of Darcy's law, corrective terms, and determination of the permeability can be found in the monograph by Kaviany (1991) . Momentum transfer can be neglected altogether when diffusion is the dominant mass transfer mechanism as found in the studies of porous calcium oxide/carbonate particles for carbon capture Lipiń ski, 2011, 2012) . These studies were refined by including the relationship between pressure and velocity in Darcy's law which allowed the velocity field to be eliminated altogether and replaced by pressure in (Yue and Lipiń ski, 2015a,b,c) . The approach was adopted from a study of reacting porous ceria in (Keene et al., 2013 (Keene et al., , 2014 . Ströhle et al. used Ergun's equation-a form of Darcy's law with the Forchheimer correction-for the pressure drop through a packed bed of spheres (Ströhle et al., 2014) .
A semi-heuristic approach of introducing inertial loss terms to the N-S equations stems from the work of Vafai and Tien (1981) . Researchers have widely adopted this approach to model STRSs with porous active materials by assuming a viscous stress and local pressure gradient akin to the incompressible Navier-Stokes equations,
Here l 0 is an effective viscosity appearing in a term known as the Brinkman viscous term (Whitaker, 1999; Kaviany,1991) . Further, a Darcy loss term,
as seen in (Martinek et al., 2014) , or both Darcy and D-F loss terms,
have been added in Eq. (6) to account for momentum losses in the porous material as seen in (Bader et al., 2015; Bala Chandran et al., 2015a; Bala Chandran et al., 2015b; Lu et al., 2016; Villafán-Vidales et al., 2011; Wang et al., 2014a,b) . The use of the Darcy term in Eq. (6) has been subject to debate (Whitaker, 1999; Kaviany, 1991) . The inclusion of the advective term on the left-hand side of Eq. (6) may also have limited value when considering flow through pouous materials (Kaviany, 1991) .
Energy transfer
The equation enforcing conservation of energy within STRSs accounts for the dominant energy transfer mechanisms within the reactor-conduction, convection, radiation, and enthalpy of reaction:
We have chosen to write the energy equation in terms of specific enthalpy h. While many authors chose to use temperature as their dependent variable in the energy equation, we find this convention convenient since the enthalpy of reaction becomes naturally included in the energy conservation equation when reactions are present. The power per volume delivered to the control volume by heat and mass transfer and by (non-flow) work are given by _ q and _ W, respectively. The work term is neglected in all studies surveyed here. Note that the reaction enthalpy term that may appear explicitly in some works, e.g. (Lipiń ski and Steinfeld, 2004; Lipiń ski et al., , 2006 , is implicitly contained in the first term on the left-hand side since @ @t
The first term on the right-hand side represents the enthalpy change in a control volume due to the addition of the chemical species j with an enthalpy h, as described by the species conservation equation (1); following substitution the reaction rates will directly appear. The second term represents the change in enthalpy of species j in the control volume from thermal and flow effects. Studies where the mass content of the particles or porous material are relatively larger, particularly in dense fluidised and stationary type STRSs, can necessitate the consideration of a local thermal non-equilibrium between phases where the gas and solid are assigned different temperatures at the same location in space after homogenisation. Thus, one energy conservation equation (15) is solved for each phase. The use of local thermal non-equilibrium (LTNE) appears widely in the literature when using homogenisation Belghit, 2011a, 2011b; Groehn et al., 2016; Kenarsari and Zheng, 2014; Villafán-Vidales et al., 2011; Wang et al., 2014a; Wang et al., 2014b; Zedtwitz et al., 2007; Zedtwitz and Steinfeld, 2005) or when the phases are resolved individually (Abanades et al., 2007; Oles and Jackson, 2015) , though there are examples of high solid fraction studies in fixed beds where the single temperature-or local thermal equilibrium (LTE)-assumption is made (Lapp et al., 2013; Lapp and Lipiń ski, 2014; Lu et al., 2016; Martinek et al., 2014) . The approximation of LTE is valid when any local temperature differences between a fluid and a solid are much smaller than the temperature differences that appear in the whole system. More rigorous mathematical conditions in terms of length and time scales can be found in (Kaviany, 1991) . Even at low densities of particles, a separate temperature for the solid phase has been used Saade et al., 2012) . Homogenised equations for high-temperature heat and mass transfer in a porous system of reducing and oxidising ceria were developed by Keene et al. (2013 Keene et al. ( , 2014 assuming LTNE between the phases and found that the temperature difference between them was only as high as 2%. Later studies that utilise this model assumed LTE (Bader et al., 2015; Bala Chandran et al., 2015a; Yue and Lipiń ski, 2015a,b,c) . In another study, researchers allowed grains in a packed bed to have full temperature profiles by solving a spherically symmetric heat equation in representative sets of calcium oxide/hydroxide particles at a certain size and coupling the result to fluid-phase mass and energy balance equations (Ströhle et al., 2014) . The study of a solar driven methane reforming reactor using a porous medium also assumed a LTNE condition between the fluid and solid phase but requires no mass transfer between the two since the process is based on catalysis and not redox cycling (Wang et al., 2014a,b) . LTNE models require a volumetric heat transfer coefficient, h sf (Nusselt number), defined by
Like the permeability and D-F coefficient, expressions for the volumetric heat transfer coefficient can be found from experiment, correlation, or direct computation on representative geometry as will be described in Section 3.1. Energy transfer in modelling studies of dense fluidised beds in the literature use coarse-grained, onedimensional LTNE models with correlations for the volumetric heat transfer coefficient (Gordillo and Belghit, 2011a; Kenarsari and Zheng, 2014; Zedtwitz et al., 2007; Zedtwitz and Steinfeld, 2005) . Gordillo and Belghit (2011a) proposed a one-dimensional model that accounts for the existence of bubbles in the dense fluidised bed by essentially treating them as an independent phase by assigning them their own energy and mass balance equations. The power per volume delivered to the control volume by thermal conduction is described by Fourier's law and is included in almost all modelling studies:
The thermal conductivity is given by k and the temperature T must be determined from the local enthalpy of the phase. In dilute fluidised beds, conduction is generally considered in an effective gas phase and may be represented in both phases in the dense fluidised and stationary regimes.
Interphase enthalpy flux associated with mass transfer is described by the enthalpy associated with the mass flux in Eq. (3):
Inclusion of enthalpy change due to mass diffusion for individual species has also been considered (Keene et al., 2013; Wang et al., 2014a; Yue and Lipiń ski, 2015a) as described by
Some energy transfer mechanisms can be ignored or simplified by arguments based on dimensionless numbers. The work of Z'Graggen and reduce the complexity of their model-decoupling the momentum equation from the energy equation-by such considerations but were still able to obtain reasonably good agreement with experimental values for coke and water conversion and gas composition. In dilute fluidised systems, non-radiative energy transfer may be represented quite simply by a single energy equation when the particles are small and dilute enough to take on the local temperature of the surrounding fluid. This assumption allows a single-temperature heat equation to be solved with effective properties and a source term due to enthalpy of reaction as used in the works of Haussener et al. (2009) and Melchior et al. (2008 Melchior et al. ( , 2009 ).
Nonlinearity appears in several terms of the energy equation. Enthalpy, the fundamental quantity appearing in the energy equation, can be strongly dependent upon temperature though often assumed directly proportional to temperature with a constant specific heat despite the very large temperature ranges often encountered in STRSs. Studies such as (Keene et al., 2013; Lipiń ski and Steinfeld, 2004; Yue and Lipiń ski, 2015a,b,c) deal with the nonlinear temperature dependence of enthalpy by including the temperature dependence implicitly which allows for a natural inclusion of the enthalpy of formation when solving for the energy of individual gas and solid components. The use of a temperature dependent specific heat times a temperature in place of an enthalpy was used in (Gordillo and Belghit, 2011a; Lapp and Lipiń ski, 2014; Wang et al., 2014b) among others. Enthalpy of formation may also appear as a source term in the energy balance equation when considering a single-phase equation only. Enthalpy of reaction can be available experimentally or estimated by thermodynamic database software as demonstrated in (Villafán-Vidales et al., 2011) . The temperature dependence of reaction rates is generally handled by assuming an Arrhenius-type law (see Section 3.2): Lipiń ski, 2012, 2011; Haussener et al., 2009; Lipiń ski and Steinfeld, 2004; Müller et al., 2008; Oles and Jackson, 2015; Schunk et al., 2009b; 2009a; Villafán-Vidales et al., 2015; Yue and Lipiń ski, 2015a,b,c; Zedtwitz et al., 2007; Zedtwitz and Steinfeld, 2005) . Fluid density, specific heat and thermal conductivity can all also be strong functions of temperature, particularly for gasses; inclusion of these effects can be found, for example, in (Kenarsari and Zheng, 2014; Lu et al., 2016; Müller et al., 2008; Wang et al., 2014b) .
The term arising in the energy equation due to local absorption of radiative power is given by the divergence of the radiative flux,
The inclusion of a strong radiation component in the energy conservation equation is an important aspect of the modelling strategy and warrants a stand-alone discussion as follows next.
Radiative energy transfer
Researchers estimate that the heat transfer in fluidised bed reactors operating above a temperature of 1100-1300 K is likely dominated by radiation (Yang et al., 2004) . Radiation can be highly directional, intense, and directly irradiating the active material. It is the driving force of the heat transfer in the system which in turn drives the chemistry; understanding its influence on reactor design is critical. Modelling efforts have ranged from simple StephanBoltzmann law boundary conditions to the energy equation (Lu et al., 2016) or a simplified volumetric treatment based on this law (Kenarsari and Zheng, 2014; Saade et al., 2012) to fully three-dimensional, spectrally resolved studies of participating media with gas radiation effects (Zedtwitz et al., 2007) .
Active materials, regardless of the reactor regime, are generally modelled as a radiatively participating medium using the radiative transfer equation (RTE), 1 c @I @t
where I ¼ Iðx;ŝ; k; tÞ is the spectral specific intensity defined in terms of propagation directionŝ and wavelength k in addition to space and time. The b subscript denotes blackbody radiation, a known function of local temperature and wavelength. The quantities r s and j are the linear scattering and absorption coefficients which, in general, depend upon wavelength. The scattering phase function is given by U. The solid angle X is defined by a twodimensional angle on the surface of a sphere and an integral over this quantity represents an integration of all propagation directions. The transient term is generally not considered since it varies on time scales that are very small compared to the timescales of other processes such as chemical reactions. There are standard, complete and accessible texts on the topic of thermal radiation in participating media, e.g. (Modest, 2013) . From a solution to an RTE one can compute the local radiative source appearing in the energy equation, by projecting the amount of energy propagating in each direction and wavelength onto each direction of a coordinate system:
If the radiative transfer equation (RTE) is assumed valid, as is done in all the studies discussed here, two new computational challenges are added to the ordinary space and time discretisation: accounting for the directional and spectral nature of thermal radiation. Numerous methodologies exist to discretise the angular component of the radiative transfer equation, and-more than the choice between the finite element and finite volume methods to discretise space-can lead to tremendously different predictions. The widely-used methods that will solve the RTE exactly in the limit of infinite angular resolution, for a certain wavelength, include the Monte Carlo method (MC), the discrete ordinate method (DO), the finite volume method (FV), and the zonal method. The MC method is based on stochastic ray tracing. It is perhaps the most popular method in the STRS modelling literature, likely due to the simplicity to program, scale, and include complicated spectral and directional properties. Studies employing the MC method include (Ebner and Lipiń ski, 2011; Jäger et al., 2009; Lapp et al., 2013; Lipiń ski et al., 2006; Martinek and Weimer, 2013a; Zedtwitz et al., 2007; Zedtwitz and Steinfeld, 2005; Z'Graggen and Steinfeld, 2009; . The finite volume method has been analysed for its applicability in STRS simulation in (Martinek and Weimer, 2013b) . It was found that a hybrid MC/FV approach, that took the accuracy of the MC method with the easy compatibility of the FV with CFD solvers, was an ''optimal" approach. Further studies from the Colorado group have used this hybrid method (Groehn et al., 2016; Martinek et al., 2012a) . The DO is a discretisation approach that relies on replacing the specific intensity, which is continuous in propagation direction, with a finite number of specific intensities evaluated at certain propagation directions (abscissa), thus forming a quadrature for properties calculated by integrals over direction-internal energy density, heat flux, etc. It has appeared in several studies, likely because of its availability in the popular simulation package from ANSYS (Abanades et al., 2007; Chen et al., 2007; Haussener et al., 2009 ). The zonal method-a method relying on finite volumes (zones) and the concept of exchange areas-is used in (Oles and Jackson, 2015; .
The inclusion of spectral properties in the RTE solution is also the subject of numerous approaches. The MC method very naturally includes arbitrarily complicated spectral behaviour and many of the references using MC listed above include it. Less precise approximations such as the band approximation with two bands have appeared (Chen et al., 2007; Haussener et al., 2009 ) as well as studies that ignore spectral dependence entirely-the grey approximation (Abanades et al., 2007; Groehn et al., 2016; Wang et al., 2014a,b) . The radiative properties of gases have dramatic spectral variation, particularly at the high temperatures achieved in STRSs and may lead to vastly different results (Modest, 2013) . The gases present in solar thermochemical reactors are not strong scatterers but are strongly spectrally selective absorbers and emitters. The accuracy of radiation modelling in high temperature chemically reacting systems-especially with participating particles-is limited then by the accuracy of the radiative properties of the gaseous components. This is an issue that has been extensively studied in the combustion community; further discussion can be found in the review by Viskanta and Mengüç (1987) . To our knowledge, very few examples of gas radiation effects have been considered in STRS modelling studies. One can be found in the work of von Zedtwitz et al. (2007) .
High computational cost and complexity can be an issue in resolving the spectral and directional components of radiation. Such considerations have led to STRS-specific approximations such as the diffusion approximation of . The Rosseland diffusion approximation (RD) is an approximate solution to the RTE in the optically thick limit that allows the definition of an effective thermal conductivity (with a cubic temperature dependence) to be defined and simply added in the thermal conduction term of the energy equation. This approximation has found wide use in the literature among studies in the dense fluidised (Gordillo and Belghit, 2011a) , and stationary (Bader et al., 2015; Bala Chandran et al., 2015a; Dombrovsky et al., 2009; Ebner and Lipiń ski, 2012; Gordillo and Belghit, 2011b; Keene et al., 2013 Keene et al., , 2014 Lapp et al., 2013; Lapp and Lipiń ski, 2014; Lipiń ski and Steinfeld, 2004; Martinek et al., 2014; Müller et al., 2008; Yue and Lipiń ski, 2015b regimes. A thermal conductivity correlation to account for radiation in optically thick media that behaves much like the RD was used in (Ströhle et al., 2014) . The p 1 approximation does not require significantly more computational expense-a Helmholz equation must be solved everywhere in space-but can handle media that are more optically thin than the RD (Modest, 2013) . The p 1 approximation has been used to study several STRS designs based on porous materials (Bala Chandran et al., 2015b; Villafán-Vidales et al., 2011; Wang et al., 2014a,b) .
In the dilute fluidised regime, particles are separated by lengths on average much larger than the particle sizes themselves. This regime is the classic area of study of thermal radiative transfer in a participating medium with multiple but independent scattering where the RTE is strictly valid. Particles are generally considered or approximated as spherical which allows for the use of an exact solution to the electrodynamic scattering problem for a sphere, the Lorenz-Mie solution, to get the necessary RTE parameters. This approach is found widely in the literature for the dilute fluidised case (Haussener et al., 2009; Martinek et al., 2012a; Martinek and Weimer, 2013a; Z'Graggen and Steinfeld, 2009 ). Jäger et al. uses a slightly modified Lorenz-Mie prediction to better fit experimental results (Jäger et al., 2009 ). The use of Lorenz-Mie theory to approximate the scattering properties of a porous material has also appeared on a few occasions (Keene et al., 2013 (Keene et al., , 2014 Yue and Lipiń ski, 2015a ). We will revisit this concept in Section 3.4. Highly dense active materials may not have a significant amount of radiation penetrating the bulk of the solid, allowing for a simple treatment of radiation that only accounts for absorption, reflection and emission from surfaces as found in (Piatkowski and Steinfeld, 2008; Schunk et al., 2009b; 2009a; Villafán-Vidales et al., 2015) .
Thermal stress
Thermal stress calculations for the materials in STRSs appear to have received limited attention in the published literature. Some examples exist including a study on thermally induced stress in irradiated particles and briefly in the design of a reactor based on alumina tubes containing porous ceria particles (Bader et al., 2015) . However, the temperature range of operation can be very broad for STRSs so the potential for high thermal stress, potentially causing failure, is of concern.
2.6. Example 1: Indirectly irradiated multi-tube solar fluidised-bed reactor for steam gasification of carbon Martinek et al. (2012a,b) developed and used a numerical 3-D steady-state model to analyse an indirectly irradiated, fluidisedbed solar reactor for the steam gasification of carbon. The reactor is shown schematically in Fig. 2 . It consists of a cylindrical cavity receiver with a rectangular, lateral, windowed aperture. The cavity contains multiple fluidised-bed reaction tubes made from SiC or Inconel. The reactant flow, a two-phase mixture of steam in an argon carrier gas flow containing nanometre-sized acetylene black particles, is introduced to the reaction tubes from the top in an aerosol flow configuration. The cavity walls are reflective and actively cooled to room temperature. 
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A hybrid MC/FV approach was used to model radiative heat transfer. The MC ray-tracing method was used to compute the heat flux on the tube and cavity surfaces inside the reactor due to solar radiation. In the MC solution, the spectral, directional reflectivity of the specular reactor inner surfaces was calculated from electromagnetic theory. The transfer of radiation originating from the hot inner and outer reaction tube surfaces was modelled by solving the radiative transfer equation with the FV method, using the same spatial mesh as for the solution of the mass, momentum, and energy conservation equations. In the FV model, the wavelength and directional dependence of the cavity surface reflectivity was neglected, while the window was modelled as grey with specular reflectivity calculated with Fresnel's equation. The particles were modelled as spherical and monodisperse with a diameter of 42 nm. The absorption and scattering coefficients of the particle cloud were calculated via Lorenz-Mie theory and wavelengthaveraged with Planck's blackbody intensity distribution. Volumetric radiation absorption by the steam was included via a weighted sum of grey gases approach, while CO 2 was assumed to be radiatively non-participating. The total volumetric absorption coefficient of the gas/particle suspension was obtained as the sum of those of the particles and the steam. The unpolished reaction tube surfaces were assumed to be opaque and diffuse-grey in both the MC and FV models.
The governing mass, species, momentum, and energy conservation equations were formulated based on a number of assumptions. Particles were assumed to be isothermal, based on the Biot number and characteristic heat transfer time estimations. Momentum and thermal Stokes numbers were estimated to be St;St th ( 1. Hence differences in velocity and temperature between particles and fluid were considered negligible and only one mass, momentum, and energy conservation equation was solved for the mixture, using a volume-averaged mixture density and a mass-averaged mixture enthalpy. The fluid density was calculated with the ideal gas equation of state for the gas mixture. Both the forced convective flow inside the reaction tubes and the buoyancy-driven flow in the cavity were assumed to be laminar based on Re and Gr estimations. Viscous dissipation, kinetic energy, and diffusional energy transport were neglected in the energy equation. Separate species conservation equations were formulated for each gas species (CO, CO 2 , H 2 , H 2 O, and Ar) and the particles. The particle species conservation equation considered the source term due to the gasification reaction, and transport via thermophoresis and Brownian motion. The effect of Brownian motion on particle transport was estimated to be minimal compared to convection, as Sc ¼ l=q f D ) 1, but the term was retained for numerical stability.
In addition to the heterogeneous steam gasification reaction of carbon at the particle surface, the homogeneous water water-gas reaction was included, while the Boudouard reaction and hydrogasification were disregarded due to their slow reaction rates. The water-gas shift reaction was modelled as first-order in all gas components with an Arrhenius-type rate constant. The steam gasification reaction was modelled with a Langmuir-Hinshelwood kinetic expression with neglected inhibition by hydrogen.
Solutions for the system of coupled governing differential equations were computed simultaneously using the CFD software ANSYS FLUENT 6.3.26. Mesh parameters of $475,000 spatial and 7 Â 7 angular elements were determined with a mesh convergence study. The numerical model was validated via comparison of numerically predicted and experimentally measured cavity and tube wall temperatures and carbon conversion.
Besides the dependent variables of the governing equations (pressure, density, temperature, velocity field, radiative intensity distribution, species concentration), the model allows for the prediction of several additional quantities of interest, including the solar power input to each reaction tube, the reaction conversion, the reactor's overall absorption and solar-to-chemical energy conversion efficiencies, and the magnitudes of heat losses via different mechanisms. Example results are shown in Figs. 3 and 4. Fig. 3a shows the predicted solar radiative heat flux over the circumference of each of the five absorber tubes at the horizontal centre plane of the reactor. Strong variations can be observed over the tube circumferences and among the tubes, leading to significant temperature variations (Fig. 3b) and resulting in thermomechanical stresses in the tubes. Fig. 4 gives insight to the distribution of temperature and species mass fractions inside the centre tube. The results reveal strong axial temperature variations along the tube (Fig. 4a) . In the directly irradiated centre region of the tube, temperatures are sufficiently high for the gasification reaction to proceed, while in the cooler exit region (lower part of the tube) CO 2 is produced as a result of the water-gas shift reaction which is favoured at lower temperatures (Fig. 4b) . The numerical model also allows for the consideration of theoretical cases. For example, in Fig. 4a the dotted line shows the centreline temperature in the absence of chemical reactions, and the dashed line shows the centreline temperature in absence of volumetric radiation absorption inside the tube, illustrating the important role of volumetric radiation absorption for heat transfer between tube wall and reactive flow.
Comprehensive multi-scale, multi-physics numerical models, as the above example, can provide excellent insight into the physical processes occurring in an STRS and, as such, can be instrumental tools for the optimisation of STRSs, as is demonstrated for example in (Martinek and Weimer, 2013a) .
Example 2: Directly irradiated porous ceria redox system
Ceria (cerium dioxide) has been identified as a candidate redox material to split H 2 O and CO 2 in solar thermochemical fuel production cycles (Chueh and Haile, 2010) . Ceria reduces nonstoichiometrically without phase change, which is beneficial in terms of material stability, and also remains solid throughout the two-step cycle, which simplifies the separation of the gaseous products from the redox intermediary material. Keene et al. (2013 Keene et al. ( , 2014 ) developed a transient numerical heat and mass transfer model of a two-phase system consisting of a porous ceria matrix subject to an inert sweep gas flow and direct concentrated solar radiation, undergoing thermochemical reduction (release of oxygen). The porous ceria structure simultaneously serves as the volumetric radiation absorber, oxygen exchange material, and reaction site for the heterogeneous oxygen exchange reaction between solid and gas phase. A schematic of the model system and images of two exemplary porous morphologies are shown in Fig. 5 .
The system is modelled as axisymmetric, homogeneous, isotropic, and dimensionally stable (no geometrical changes of the solid). Concentrated solar radiation is incident at a flux of 1 MW m À2 on the fluid inlet plane at z = 0 (Fig. 5a ). The gas is assumed to be radiatively non-participating. Momentum conservation is described by Darcy's law. Volume-averaged mass and energy conservation equations are formulated and solved under the assumption of LTNE. The equations account for heat transfer by thermal conduction in both phases, radiative heat transfer in the solid phase, mass and enthalpy transport in the fluid phase by advection, interphase mass and associated enthalpy transfer, mass diffusion in the fluid phase and associated enthalpy transfer, and interphase convective heat transfer. The ceria structure is assumed to be optically thick and the Rosseland diffusion approximation is used to account for radiative heat transfer. Expressions are derived for the interphase oxygen exchange rate and associated enthalpy flux, as functions of the solid temperature, gas-phase oxygen partial pressure, oxygen non-stoichiometry in the solid, and an unknown kinetic rate constant. The effective transport properties (permeability, interphase heat transfer coefficient, effective thermal conductivity) are obtained from models involving intrinsic transport properties (e.g. thermal conductivity, diffusion coefficient) and morphology-dependent parameters (e.g. porosity, specific surface area). The extinction coefficient is calculated from Lorenz-Mie theory in the geometric optics limit. The resulting set of governing differential equations is integrated in space with the finite volume method and in time with the implicit Euler method. Solutions are computed for a model domain of 10 mm diameter and 10 mm length on a structured cylindrical grid using 8000 elements, as determined in a grid refinement study. Exemplary model results are shown in Fig. 6 , for a fluid inlet mass flux of 0.3 kg m À2 s À1 , fluid inlet temperature of 1000 K, and a selected kinetic rate constant of 1 kmol m À2 s
À1
. Fig. 6a shows that the solid initially experiences a very large axial temperature gradient due to the high radiative heat input at z = 0 and the high optical density of the solid, while heating of the downstream regions via thermal conduction, radiative heat exchange, and heat transfer via advection takes significantly longer. Comparison of Figs. 6a and b shows that the solid and gas temperatures closely match, except in a short inlet region, due to the high interphase convective heat transfer. Consequently, in future studies, the LTE assumption was made (Bader et al., 2015; Bala Chandran et al., 2015a) . Fig. 6c shows that the evolution of the non-stoichiometry (i.e. the oxygen deficiency in the ceria lattice) is strongly nonuniform, as a result of the non-uniform axial temperature distribution and the build-up of oxygen in the gas flow, as shown in Fig. 6d . As the reaction nears completion (i.e. approaches the thermodynamic limit) near the inlet, the reaction rate slows down in this region and the location of the peak reaction rate travels downstream, as shown in Fig. 6e . In addition, the peak reaction rate decreases and the peak broadens as a result of the broadening axial temperature distribution (Fig. 6a) .
These results illustrate the insights that numerical models can provide into the coupled heat and mass transport processes taking place in STRSs. The models developed by Keene et al. (2013) were subsequently used to analyse and optimise ceria-based porous Fig. 3 . Solar radiative heat flux (a) and temperature (b) on the perimeter of the reaction tubes at the horizontal centre plane of the reactor at 6 kW solar power input to the reactor. Reproduced with permission from (Martinek et al., 2012a) . Fig. 4 . (a) Axial temperature variation in centre tube at front (facing receiver aperture), at back, and on the centreline of the tube (solid black line); the dotted line is the predicted centreline temperature for the theoretical case without chemical reaction; the dashed line is the predicted centreline temperature for the theoretical case without volumetric radiation absorption; (b) Mass fractions of C, CO, and CO 2 in a vertical slice of the centre tube. Reproduced with permission from (Martinek et al., 2012b) . solid-gas STRSs at different scales. Keene et al. (2014) studied the effects of properties (i.e. porosity and Sauter mean diameter) on the rate of oxygen production and the solar-to-chemical energy conversion efficiency for a generic cylindrical volume. Other follow-up studies, conducted in ANSYS Fluent, predicted temperature, pressure, oxygen partial pressure and non-stoichiometry distributions in 3-dimensional model domains representing sections of actual solar prototype reactors (Bala Chandran et al., 2015a; Bader et al., 2015) .
Determination of properties
STRSs have been proposed and designed to operate using many materials and configurations to achieve their chemical production goals. The thermophysical properties of the reacting solid material play a fundamental role in the design and operating conditions of a reactor. Some properties are simply unknown or difficult to measure; for example, the refractive index does not seem to be known as a function of reduction extent for non-stoichiometric redox materials such as ceria and doped ceria. In the following we highlight some of the efforts to quantify the transport, kinetic, and thermodynamic properties appearing in Section 2.
Effective transport coefficients-computed tomography-based approaches
The need for effective transport properties and closure relations has led to a line of study often carried out by the same research groups modelling the reactors themselves-parameter extraction by numerical solution on exact active-material-scale geometries. The use of computed tomography (CT) has become an important tool in these studies, allowing for the detailed geometry to be extracted from actual samples, as seen in Fig. 7 . An overview of radiation in porous materials with morphology given by CT can be found in (Loretz et al., 2008) . Detailed characterisations found in the literature include the determination of radiative properties of opaque reticulate porous structures (Petrasch et al., 2007) and semi-transparent packed beds (Haussener et al., 2010a) as well as effective thermal conductivity (Petrasch et al., 2008b ), Darcy and D-F coefficients (Akolkar and Petrasch, 2012) , and volumetric heat transfer coefficients (Petrasch et al., 2008a) for reticulate porous foams. These characterisations have been extended to porous materials with changing structure as a result of chemical reactions taking place , porous media with structural anisotropy Suter and Haussener, 2013) , and porous structures with dual-scale porosity (Ackermann et al., 2014b (Ackermann et al., , 2017 ).
An accurate determination of the transport characteristics in random porous structures requires choosing a (set of) representative elementary volumes (REVs) for the calculations. REVs are the smallest sub-volumes of the sample that can be considered as continuum (Bear, 1988) , and they represent a subset of the porous sample with, on average, the same structural characteristics and heterogeneities as the full sample. REVs can be determined by calculating morphological and transport properties in sub-volumes of the sample with increasing size until the results converge to a nearly constant value. REVs are generally determined based on morphological characteristics, such as porosity (Petrasch et al., 2008a,b,c) , or specific volume (Suter et al., 2014) . They are typically described by cubical volumes with edge lengths somewhere between 5 and 10 times the characteristics structural dimension of the sample (for example nominal pore diameter, or mean particle diameter). However, the necessary REV size based on transport characteristics is usually larger than the REV size based on morphological characteristics. For example, the edge length of a cubical REV for reticulate porous ceramics was calculated to be 2.5 times the nominal pore diameter while it was almost 6 times the nominal pore diameter if calculated based on the conductivity (Haussener et al., 2010c) (Fig. 8) . Generally, REVs are highly dependent on the morphology and heterogeneity of the sample and the fabrication approach, and as a result they need to be investigated in detail before an in-depth transport characterisation can be done. Practically, the REV required can be larger than the field of view of the tomography experiment, which, in turn, is limited by the required resolution. In such a case, a statistical approach needs to be followed; multiple computed tomography datasets of different regions of the physical sample need to be obtained and used to determine the transport property as a statistical average obtained for the various sub-REV samples. Beyond characterising, authors have attempted to find optimised pore structures for STRS applications Petrasch, 2011, 2012; Suter et al., 2014; Suter and Haussener, 2013; . The latest work in this line of research is a superset of previous works where the permeability, D-F coefficient, effective thermal conductivity, volumetric heat transfer coefficient, and effective extinction coefficient for porous ceria are found for reticulate porous ceria with changing porosity (Suter et al., 2014) , and then applied in a simple 1D case to show the impact of morphology on the performance (Suter and Haussener, 2013) . Suter et al. (2014) investigated reticulate porous ceramic samples with porosities within a range of 0.45-0.85, all for the same base morphology. The approach aimed at numerically recreating reticulate porous ceramic samples fabricated by the template method (Saggio-Woyansky et al., 1992) with an increasing number of slurry dipping steps, which resulted in samples with thicker and thicker struts and smaller and smaller porosities. This approach ensures that the potentially optimised morphology would also be fabricable. The tomography-based investigation showed that the sample's specific surface showed a maximum at an intermediate porosity, which was explained by the fact that the initially concave structures at high porosity, were slowly converted into convex structures at lower porosities. This trend for the specific surface area indicated that a foam structure of reacting material limited by surface area would require an intermediate porosity for best performance. All transport properties (permeability, D-F coefficient, volumetric heat transfer coefficient, conductivity, and extinction coefficient) monotonically increased or decreased with decreasing porosities. While this would generally result in a trivial structural optimisation for a physically decoupled process, it provides a rich optimisation problem with various local optima for the multi-physical process at hand. For example, a reduction in pressure drop would require highly porous structures, while an increase in radiation absorption would require a denser structure.
Reaction kinetics
In STRSs, the chemical reactions of interest typically occur at heterogenous solid-gas interfaces. These reactions include catalytic processing, gasification, pyrolysis, and oxidation/reduction (redox) driven multi-step thermochemical cycles. The metal oxide oxidation/reduction cycles are currently of significant interest in the solar thermochemical community, so this section will focus on those systems.
The kinetics of metal oxide redox pairs have been heavily explored as highlighted in Table 2 . The studies on ferrite-based systems have shown that required reduction temperatures can be lowered by substituting metals such as manganese or nickel into ferrite based mixed metal oxides of the type M x Fe 3-x O 4 (Steinfeld, 2005) . Co, Ni, Zn, Cu, and Mn substitutions into ferrite spinel structures have recently been used in successful hightemperature H 2 O/CO 2 splitting, suggesting that the M x Fe 3-x O 4 form of these mixed oxides is particularly active (Kodama et al., 2008; Gokon et al., 2011; Kodama et al., 2005; Rydén et al., 2011; Alvani et al., 2005; Tamaura et al., 1998; Hwang et al., 2004; Miller et al., 2008; Fresno et al., 2009; Fresno et al., 2010; Arifin et al., 2012; Gokon et al., 2008b; Agrafiotis et al., 2015; Goikoetxea et al., 2016; Lorentzou et al., 2014; Cha et al., 2007; Kodama et al., 2002) . Other spinel structures are also of interest, such as the ''hercynite cycle" (Muhich et al., 2013 (Haussener et al., 2010c) . Gokon et al., 2008a; Han et al., 2007; Miller et al., 2008; Nakamura, 1977; Perkins and Weimer, 2004; Scheffe et al., 2010; Stamatiou et al., 2010; Steinfeld et al., 1999) . The metal oxide active materials in solar thermal water splitting operate via either a stoichiometric reduction pathway or via nonstoichiometric oxygen vacancy mechanisms (Muhich et al., 2016b) . Many of the stoichiometric redox materials suffer from volatility issues (e.g. ZnO) or other material handling issues such as the formation of unwanted intermediates and/or slag phases (e.g. MFe 2 O 4 ) (Muhich et al., 2016b) . The oxygen vacancy materials are generally more stable at high-temperature, but due to the nonstoichiometric nature of the reduction path, typically achieve smaller reduction extents which results in limited redox capacity and thus reduced fuel production (Muhich et al., 2016b) .
The studies surrounding solid-state kinetics in STRSs generally describe solid-state chemical reaction rates using a form of the Arrhenius equation,
written in terms of the conversion fraction a and the so-called kinetic triplet made up of a pre-exponential factor A, the activation energy E a , and the reaction model f ðaÞ (Khawam and Flanagan, 2006) . Here T is the absolute temperature and R is the gas constant. The conversion fraction is defined in terms of a normalised mass fraction,
Here m is mass and the subscripts 0 and 1 denote the initial and final mass of the reacting material. The conversion fraction is the standard quantity used when studying reaction kinetics of a solid; it appears in terms of mass when using thermogravimetry but can also be written in terms of any measurement of chemical conversion extent such as gas phase product concentration measurements or X-ray diffraction crystal structure changes. The use of this experimental data directly in a continuum model as described in Section 2 requires some care since this is a bulk solid measurement that must be related to local gas/solid concentrations; see, for example (Barde et al., 2016) . The quantities A and E a are directly analogous to the preexponential factor and activation energy discussed in homogenous reaction kinetic studies. The reaction models f ðaÞ are developed with mechanistic assumptions and are ideally based upon the physics of the reaction pathway in the heterogenous system, but they can also be empirically derived with little mechanistic meaning (Khawam and Flanagan, 2006) . The physical structure of the active material at multiple length scales significantly affects diffusion and mass transport, heat transfer, and the mechanisms by which chemical reactions progress. Heat and mass transport limitations at both the solid-gas interface and within the solid material have important impacts on material performance, and should be considered when designing new materials and when modelling reacting systems (McDaniel, 2017; Miller et al., 2014b) . Thus, an accurate determination of the reaction rate may rely upon a detailed understanding of the thermophysical processes described in Section 2.
The most commonly encountered solid-state reaction models are briefly summarised here: (i) nucleation and nuclei growth models describe processes such as crystallisation, decomposition, adsorption, and hydration that progress from nucleation sites such as imperfections, edges, and surfaces; (ii) geometrical contraction models describe reactions with rapid surface nucleation that are controlled by the progression of the reacting interface into the crystal structure; (iii) diffusion models describe systems that are limited by the rate at which reactants diffuse to the reaction site, such as gas molecules permeating into a crystal lattice; and (iv) order based models describe species-concentration-dependent reactions very similar to traditional chemical kinetic study in homogenous systems. The reactions that occur in the solid state can be a combination of several of the mechanisms discussed above. For example, in solar thermochemical water splitting using a cobalt ferrite-zirconia composite, Scheffe et al. (2013a) determined that both a first-order diffusion model and second-order reaction model are needed to adequately explain the reaction rate.
Extracting kinetic information from collected data in complex heterogenous solid-gas reactions must involve modelling the kinetic processes occurring in the solid state, but should also include treatment of (i) the dispersion of gas phase species as they are evolved/consumed and as they flow downstream of a process, (ii) the time lag introduced using process equipment (e.g. valves, mass flow controllers, etc.), and (iii) the response/measurement effect of gas phase chemical analysis such as mass spectrometry (Muhich et al., 2015c; Scheffe et al., 2013a) . In addition to the complexities of modelling the reacting system, there can be a large variation in the accuracy and agreement for empirically derived kinetic parameters from data using different extraction methodologies. Generally, the isoconversional methods developed by Vyazovkin can be used to avoid making unnecessary assumptions about reaction mechanisms and instead rely on minimising the error between experimental datasets and the modelled kinetics when estimating kinetic parameters (Vyazovkin and Wight, 1999; Vyazovkin, 1997; Vyazovkin and Lesnikovich, 1988) .
Material chemistry-ab initio methods
Ab initio calculations using computational chemistry methods such as density functional theory (DFT) allow for theoretical determination of solid-state material properties such as crystal structure, lattice spacing, cation distributions, charge distribution on species in the lattice, and the energetics of specific states such as oxygen vacancies and transition states in reaction pathways (Botu et al., 2016; Balducci et al., 2003; Muhich et al., 2015a; Ganduglia-Pirovano et al., 2007; Deml et al., 2015; Michalsky et al., 2015a,b; Ezbiri et al., 2015; Dimitrakis et al., 2016; McDaniel, 2017) . These calculations can provide great insight into mechanisms of the reaction pathway and the material properties that can limit or enhance active material performance. Recent works using DFT calculations to elucidate design principles for improved solar thermochemical cycle active materials have suggested that the thermodynamics of forming oxygen vacancies in a metal oxide lattice and the kinetics of conducting those vacancies (Kodama et al., 2008; Gokon et al., 2011; Kodama et al., 2005; Rydén et al., 2011; Alvani et al., 2005; Tamaura et al., 1998; Hwang et al., 2004; Miller et al., 2008; Fresno et al., 2009; Fresno et al., 2010; Arifin et al., 2012; Gokon et al., 2008b; Agrafiotis et al., 2015; Agrafiotis et al., 2012; Goikoetxea et al., 2016; Lorentzou et al., 2014; Cha et al., 2007; Kodama et al., 2002) to and from the surface are important in assessing material activity (Michalsky et al., 2015a,b; Ezbiri et al., 2015) . Indeed, a study data mining first principles data from doped ceria studies identified surface oxygen vacancy formation energy as the primary descriptor that correlates with enhanced water splitting ability (Botu et al., 2016) . Similar first principles O-vacancy and cation diffusion calculations have been carried out for ferrite based materials (Muhich et al., 2015b,a) . Broadly, both computational and experimental results highlight the importance of oxygen vacancy diffusion in the bulk material (Miller et al., 2014b; Scheffe et al., 2013b; Ackermann et al., 2014b) . More broad investigations into oxygen vacancies in metal oxides have also been completed (GandugliaPirovano et al., 2007; Deml et al., 2015) . First principles calculations to study material properties, as discussed above, can be used to tailor active materials in STRSs to maximise solar-to-chemical conversion efficiencies. Next generation metal oxides for solar thermochemical processing will need to have exceptional thermodynamic properties, appropriately fast reaction kinetics, and both mechanical and chemical stability. Paths to active material improvement include (i) modification via substitution, (ii) hybridisation through support structures and the formation of solid solutions, and (iii) material structuring to finely tune properties such as mass transport (Miller et al., 2014a) . Isovalent and aliovalent substitutions can be used to tailor bulk thermodynamic properties to promote higher redox capacity at less extreme conditions (McDaniel, 2017) .
Radiative properties-experimental and first principle studies
In the dense fluidised and stationary regimes, the validity of using a RTE to govern thermal radiative transport is thrown into question since it has only been rigorously derived for discrete random media assuming the scatterers are far from each other (Mishchenko, 2010) . Thus, the use of the radiative transport equation in porous media, may not be well-founded. However, while it is a dramatic geometrical approximation, it has been shown to agree well with experimental data when characterising porous ceria for STRS applications (Dombrovsky et al., 2012; Ganesan et al., 2013a) . Simulations of effective radiative transfer (isolated from mass, momentum and other forms of energy transfer) motivated by STRS design have been carried out in conjunction with spectrophotometry set-ups to obtain effective radiative properties for packed beds and porous materials made of ceria (Dombrovsky et al., 2012; Ganesan et al., 2013a,b) , zinc oxide (Coray et al., 2009; Schunk et al., 2009b) , and a mixture of particles (Jäger et al., 2009) .
Electrodynamic scattering calculations of individual particles allow for the determination of the scattering and absorption parameters needed for RTE-scale studies with dilute fluidised participating particulate media. Relevant computational approaches include the discrete dipole approximation (DDA), the finite element method (FEM), and the finite difference time domain method. Scattering from highly ordered ceria particles was considered in (Wheeler et al., 2014; Randrianalisoa and Lipiń ski, 2014) using FEM and DDA.
Summary and outlook
A large selection of the current literature using simulation techniques to understand the complex thermophysical phenomena occurring in STRSs has been surveyed. It is our hope that the inclusion of the precise mathematical expressions used to model STRSs at the continuum level to guide engineering design will be of archival value to the community trying to advance this technology to overcome the challenge laid out in Section 1: the use of transient, intense sunlight as a clean way to drive traditionally fossil-fuelladen industries. Highlighted examples demonstrated the utilities of computational modelling of STRSs. Finally, an overview of property prediction for use in STRS models was given. In our review and discussion of numerical simulation of STRSs we have identified areas requiring further attention from researchers. We will conclude with a brief discussion of them.
STRS modelling is complicated, often involving large sets of coupled, non-linear partial differential equations and numerous physical constants. While ad hoc assumptions about material parameters and applicable models can be unavoidable because of a lack of experimental data or otherwise, we find that studies of the sensitivity of model results to such decisions-particularly when not comparing with experimental data-are essentially absent from the current literature. We believe such a practice should be more rigorously adopted in future studies.
A detailed understanding of the momentum and radiative transfer in the dense fluidised regime of reactor designs is no doubt challenging. However, the higher density of active material compared to dilute designs and the lower pressure drop of the sweep/reactive gas compared to fixed bed designs could make dense fluidised beds highly attractive for efficient STRS designs. Numerical studies resolving the detailed interactions within dense fluidised STRSs is a fruitful area of future research.
The inclusion of turbulence modelling in the STRS literature is very limited. The effect of turbulence on the mass, momentum, and heat transfer in STRSs could be dramatic by increasing solidgas heat transfer rates and more complete mixing of chemical species evolved from the reacting solid leading to more favourable partial pressure gradients near solid-gas surfaces. These effects could increase reaction rates.
The thermophysical properties of active materials may change dramatically throughout chemical changes and the high temperature and pressure changes that take place during STRS operation. Detailed knowledge of these properties is necessary for accurate reactor modelling but are often missing and/or approximated. Experimental determination of such properties, especially as new active materials are being identified, is important for accurate modelling of new STRS designs and therefore, the future development of STRSs in general.
A potential difficulty in the practical, large-scale realisation of STRSs is the highly transient nature of the solar input. Most studies assume some constant solar flux while the effect of, say, a passing cloud could be tremendously important for STRS operation. The effect of over-or under-irradiation of systems, particularly those with low thermal inertia such as dilute fluidised reactors, is an area that needs to be better understood.
The use of ab initio methods to understand the chemical properties of candidate materials is a new development that has enormous potential to identify materials for solar thermochemical processing that limits the need-or at least guides the directionfor trial and error material synthesis and characterisation. We think use of such methods will only grow.
