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Abstract
In the current paper, we construct a Lorentz-violating electrodynamics in (1+2) spacetime dimensions from the electromagnetic
sector of the nonminimal Standard-Model Extension (SME) in (1+3) dimensions. Subsequently, we study some of the basic
properties of this framework. We obtain the field equations, the Green’s functions, and the perturbative Feynman rules. Furthermore,
the modified dispersion relations are computed at leading order in Lorentz violation. We then remove the unphysical degrees of
freedom from the electromagnetic Green’s function that are present due to gauge invariance. The resulting object is used to construct
the general solutions of the uncoupled field equations with external inhomogeneities present. This modified planar electrodynamics
may be valuable to describe electromagnetic phenomena in two-dimensional condensed-matter systems. Furthermore, it supports a
better understanding of the electromagnetic sector of the nonminimal SME.
1. Introduction
Violations of Lorentz invariance have been hypothesized
to emerge from phenomena related to Planck-scale physics
such as strings [1], spin networks described by loop quan-
tum gravity [2], noncommutative spacetimes [3], spacetime
foam [4], nontrivial spacetime topologies [5], and effects con-
nected to UV completions of general relativity with Horˇava-
Lifshitz gravity [6] as a prominent example. The Standard-
Model Extension (SME) [7] is a well-established framework
to parameterize possible deviations from Lorentz invariance in
vacuo. It is an effective field theory in (1+3) spacetime dimen-
sions including the Standard-Model fields and the Riemann cur-
vature tensor when gravity is taken into account.
Each Lorentz-violating contribution is decomposed into a
background field and a field operator that the background is
contracted with. The Lagrange density of the SME transforms
as a Lorentz scalar under coordinate changes (observer Lorentz
transformations). However, the background fields transform
trivially under Lorentz transformations of an experimental ap-
paratus (particle Lorentz transformations), whereupon the the-
ory is not invariant under transformations of this kind. Each
background field involves preferred spacetime directions and
controlling coefficients describing the magnitude of Lorentz vi-
olation. At the level of effective field theory, a violation of
discrete CPT symmetry implies a violation of Lorentz invari-
ance [8]. Therefore, a subset of the contributions in the SME is
CPT-violating.
The SME was initially constructed to include field operators
of mass dimensions 3 and 4 [7]. The latter framework is called
the minimal SME and it contains a finite number of control-
ling coefficients. To date, quite a large number of these coeffi-
cients have been tightly constrained by experimental tests [9].
Therefore, there was the need to generalize the minimal SME
to the nonminimal SME [10, 11]. The latter contains an infi-
nite amount of controlling coefficients that are contracted with
field operators of arbitrary mass dimension d. The mass dimen-
sion of these field operators is increased by including additional
four-derivatives. The more four-derivatives are present in a cer-
tain term, the more dominant this particular term becomes with
increasing energy.
Contributions of the nonminimal SME were shown to be
generated in noncommutative field theories after applying the
Seiberg-Witten map [12]. They can also arise from quantum
corrections when nonminimal couplings between fermions and
photons are present [13] as well as within supersymmetric sce-
narios [14]. For the past years there has been a certain inter-
est in improving our understanding of such nonminimal con-
tributions. For example, certain operators that are part of the
nonminimal electromagnetic sector of the SME were proposed
and studied in [15, 16]. Apart from that, operators of the non-
minimal SME fermion sector were subject to investigations, as
well [17].
Recently, interest has arisen to describe condensed-matter
systems based on the SME. Many interesting phenomena
in condensed-matter physics occur in planar systems such
as the quantum Hall effect [18] or “relativistic effects” in
graphene [19]. In this sense, studying and applying a planar
electrodynamics to real physical systems can be seen as a suit-
able and sound investigation proposal. One possibility of ob-
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taining planar theories from parent models defined in (1+3)
spacetime dimensions is by means of the procedure known as
dimensional reduction. This method has been used before to
derive the planar version of the Maxwell-Carroll-Field-Jackiw
Lagrangian [20]. It was also employed to obtain the planar ver-
sion of the CPT-even electromagnetic sector of the SME [21].
In the current work, we propose a framework of an electro-
magnetism modified by nonminimal Lorentz violation in (1+2)
spacetime dimensions. To perform an analysis as general as
possible, we choose the broad electromagnetic sector of the
nonminimal SME [9] as the parent theory. Our goal is to pro-
vide a nonminimal daughter electrodynamics in (1+2) dimen-
sions by using dimensional reduction [20, 21]. The purpose of
such a procedure is two-fold. First, a planar Lorentz-violating
electrodynamics can be valuable to describe condensed-matter
phenomena that occur in two-dimensional systems. Second, a
treatment of a (1+2)-dimensional field theory is expected to be
simpler than that of a (1+3)-dimensional one from a techni-
cal perspective. Therefore, gaining understanding of the (1+2)-
dimensional field theory might even have impact on the parent
theory.
The paper is organized as follows. In Sec. 2 we apply dimen-
sional reduction to the electromagnetic sector of the SME. In
this context as well as in Sec. 3 we discuss some basic proper-
ties of the resulting planar theory. These introductory consider-
ations are followed by Sec. 4 where the system of coupled field
equations is obtained, in general, as well as the modified planar
Maxwell equations, in particular. The Green’s functions for the
scalar and electromagnetic field are computed in Sec. 5. Here,
we also determine the perturbative Feynman rules. Section 6 is
dedicated to obtaining the dispersion relations of the scalar and
the electromagnetic field at leading order in Lorentz violation.
In Sec. 7, the previous results are employed to eliminate the un-
physical degrees of freedom from the Green’s function of the
electromagnetic field. The resulting physical Green’s function
serves as a base to construct the inhomogeneous solutions of the
Maxwell equations in the presence of an external four-current.
The inhomogeneous solutions of the scalar field equations are
derived in an analog way, whereas in this case it is not neces-
sary to get rid of unphysical modes. Finally, the findings are
summarized and concluded on in Sec. 8. Technical details that
may be of interest to some readers are presented in Appendix
A. Natural units are used with ~ = c = 1 unless otherwise
stated. Lorentz indices are denoted by Greek letters, whereas
we indicate spatial indices by Latin letters.
2. Dimensional reduction
The present work is based on the electromagnetic sector of
the nonminimal SME. In [11] it is formulated via the Lagrange
density
L(1+3) = −14 FµˆνˆF
µˆνˆ +
1
2
ελˆκˆµˆνˆAλˆ(kˆAF)κˆFµˆνˆ
− 1
4
Fκˆλˆ(kˆF)
κˆλˆµˆνˆFµˆνˆ , (1)
where Aµˆ is the U(1) gauge field and Fµˆνˆ = ∂µˆAνˆ − ∂νˆAµˆ the
field strength tensor associated. All fields are defined in (1+3)-
dimensional Minkowski spacetime endowed with metric tensor
(ηµˆνˆ) = diag(1,−1,−1,−1). Lorentz indices with hats refer to
this spacetime, i.e., µˆ ∈ {0 . . . 3}. Furthermore, ελˆκˆµˆνˆ is the Levi-
Civita symbol in (1+3) dimensions where we use the conven-
tion ε0123 = 1.
The first term in Eq. (1) is the standard Maxwell term. The
second is a CPT-odd extension of the electromagnetic sec-
tor where (kˆAF)κˆ transforms as a four-vector under coordinate
changes. The third is CPT-even and includes the fourth-rank
tensor (kˆF)κˆλˆµˆνˆ. The objects kˆAF and kˆF are interpreted as sets
of scalars under Lorentz transformations of an experimental ap-
paratus. They are background fields that permeate the vacuum
and give rise to preferred spacetime directions. In the minimal
SME, they are introduced as controlling coefficients indepen-
dent of the spacetime coordinates. This assumption is usually
taken to guarantee that translation invariance is still a symmetry
of the theory, which implies energy-momentum conservation.
In this context, the second contribution of Eq. (1) is denoted as
Maxwell-Chern-Simons (MCS) term and the third is sometimes
called modified Maxwell term.
In the nonminimal SME, the minimal controlling coeffi-
cients are promoted to operators that include additional four-
derivatives. Now each of these operators is an infinite sum
over controlling coefficients contracted with a number of four-
derivatives that successively increases by 2. We will use the
terms minimal and nonminimal in the same context within the
modified planar electrodynamics to be constructed.
There are several procedures to derive a field theory
of a (1+2)-dimensional electromagnetism from a (1+3)-
dimensional parent theory. A first method could be a simple
projection, i.e., to set the third component of the gauge field to
zero and to disregard any dependence on the third spatial coor-
dinate, e.g., Aµˆ(t, x(3)) 7→ Aµ(t, x(2)) with µ ∈ {0 . . . 2}. Indices
without a hat refer to (1+2)-dimensional Minkowski spacetime
with metric tensor (ηµν) = diag(1,−1,−1). As a short-hand no-
tation, we introduce the spatial coordinates x(2) ≡ (x, y) and
x(3) ≡ (x, y, z) for two and three spatial dimensions, respec-
tively.
An alternative, more sophisticated approach to construct a
(1+2)-dimensional daughter theory from a (1+3)-dimensional
parent theory, is to disconnect the third component of Aµˆ from
the gauge field and to reinterpret it as a scalar field φ where the
third spatial coordinate is again omitted:
Aµˆ,3(t, x(3)) 7→ Aµ(t, x(2)) , (2a)
Aµˆ,3(t, x(3)) 7→ Aµ(t, x(2)) , (2b)
A3ˆ(t, x(3)) 7→ φ(t, x(2)) , (2c)
A3ˆ(t, x
(3)) 7→ −φ(t, x(2)) . (2d)
This technique is sometimes called dimensional reduction in the
literature [20]. Its advantage is that it automatically includes the
first method simply for the choice φ = 0. Thus, this technique
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naturally gives rise to a scalar in contrast to simply putting it in
by hand. Due to emergent couplings between the vector field in
(1+2) dimensions and the scalar field, a plethora of additional
interesting effects can emerge. If the scalar field is not suitable
to describe a physical system, it can always be set to zero.
Because of the presence of Lorentz violation, dimensional
reduction must also be applied to the background fields and the
Levi-Civita symbol. In general,
(kˆAF)κˆ,3(t, x(3)) 7→ (kˆAF)κ(t, x(2)) , (3a)
(kˆAF)3ˆ(t, x(3)) 7→ kˆAF(t, x(2)) , (3b)
(kˆAF)κˆ,3(t, x(3)) 7→ (kˆAF)κ(t, x(2)) , (3c)
(kˆAF)3ˆ(t, x
(3)) 7→ −kˆAF(t, x(2)) , (3d)
ελµν3 7→ ελµν , (3e)
where ελµν is the Levi-Civita symbol in (1+2) dimensions. Ana-
log correspondences can be established for the observer tensor
(kF)µˆνˆ%ˆσˆ. Even though the coefficients above have been written
as functions of the spacetime coordinates, we will omit such de-
pendencies to avoid a loss of translation invariance in the planar
theory.
Carrying out this procedure for the individual terms of the
Lagrange density (1), which are contained in the nonminimal
electromagnetic sector of the SME, leads to:
−1
4
FµˆνˆF µˆνˆ 7→ −14 FµνF
µν +
1
2
∂µφ∂
µφ , (4a)
−1
4
Fκˆλˆ(kˆF)
κˆλˆµˆνˆFµˆνˆ 7→ −14 Fκλ(kˆF)
κλµνFµν − ∂κφ(kˆφ)κµ∂µφ
+ Fκλ(kˆφF)κλµ∂µφ , (4b)
1
2
ελˆκˆµˆνˆAλˆ(kˆAF)κˆFµˆνˆ 7→ −ελκµAλ(kˆAF)κ∂µφ −
1
2
ελµνAλ(kˆAF)Fµν
− εµκνφ(kˆAF)κ∂µAν , (4c)
where we defined a set of new operators via (kˆφ)κµ ≡ (kˆF)κ3µ3
and (kˆφF)κλµ ≡ (kˆF)κλµ3. Here we see that only the CPT-even
term in (1+3) dimensions can generate a pure scalar contribu-
tion, whereas the CPT-odd term does not do so. The planar
Lagrange density obtained after dimensional reduction has the
form
L(1+2) = −14 FµνF
µν +
1
2
∂µφ∂
µφ − 1
2
ελµνAλ(kˆAF)Fµν
− 1
4
Fκλ(kˆF)κλµνFµν − ∂κφ(kˆφ)κµ∂µφ
+ ενκµ
[
φ(kˆAF)κ∂µAν − Aν(kˆAF)κ∂µφ
]
+ Fκλ(kˆφF)κλµ∂µφ . (5)
The first term describes the kinematics of an eletromagnetism
in (1+2) spacetime dimensions. The second is the kinematic
term of the scalar field. The third and fourth are the direct suc-
cessors of the CPT-odd and CPT-even modifications in (1+3)
dimensions. The fifth is a Lorentz-violating contribution that
involves the scalar field only. Note that this term has a form
analogous to the c-type modifications of the (1+3)-dimensional
scalar field theory introduced in the recent work [22]. Hence,
terms of an analog shape in (1+2) spacetime dimensions follow
naturally from the electromagnetic SME sector in applying di-
mensional reduction. The a-type modifications of [22] cannot
be reproduced in this manner, though.
The remaining contributions describe mixings between the
planar electromagnetic field and the scalar field. At the level of
perturbation theory, these terms can be interpreted as vertices
with an electromagnetic line and a scalar line meeting (see the
perturbative treatment of the theory in Sec. 5). The interaction
terms originating from the CPT-odd part comprise all compo-
nents of the operator (kˆAF)κ, whereas only certain components
of the CPT-even tensor kˆF play a role in the interactions.
The structure of the modified Maxwell term remains un-
touched in the planar theory. The tensor kˆF inherits its sym-
metries from the parent tensor. Taking these into account, there
are 6 independent operators. Furthermore, getting rid of the
unobservable double trace of kˆF by a redefinition of the electro-
magnetic fields, leads to the condition
(kˆF)
µν
µν
!
= 0 , (6)
reducing the number of independent operators to 5. They will
be chosen as (kˆF)0101, (kˆF)0202, (kˆF)0102, (kˆF)0112, and (kˆF)0212.
The coefficient (kˆF)1212 can be expressed by the first two of the
previous five.
In contrast, the successor of the MCS term is quite different
from its parent term. The vectorlike background field in two
spatial dimensions boils down to an observer scalar kˆAF , which
could simply be interpreted as a coupling constant similar to the
topological mass in a Chern-Simons (CS) theory. For Lorentz
violation of the minimal SME, the latter cannot involve pre-
ferred directions in spacetime. This finding agrees with the fact
that there are genuine CS terms in an odd number of spacetime
dimensions. These CS terms do not require vector or tensor-
like background fields for their construction. It must be kept in
mind, though, that in the nonminimal SME, kˆAF contains pre-
ferred directions as well as four-derivatives. Last but not least,
the observer four-vector (kˆAF)κ simply involves 3 independent
coefficients in (1+2) dimensions and now plays the role of a
coupling between the electromagnetic and the scalar field.
The Lorentz-violating term for the scalar field involves
derivatives of this field. This makes sense, as the contribution
originates from the modified Maxwell term. The scalar remains
massless, as a mass term cannot be generated from the Lorentz-
violating modifications.
The original operators (kˆAF)κˆ and (kˆF)κˆλˆµˆνˆ are understood as
infinite sums over sets of controlling coefficients suitably con-
tracted with a number of four-derivatives successively increas-
ing by 2. In this context it is important to recall that the mass
dimensions of the fields Aµ, φ, and Fµν change in a lower-
dimensional spacetime. In particular,
[Aµ] =
1
2
, [φ] =
1
2
, [Fµν] =
3
2
. (7)
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From these results we directly obtain the mass dimensions of
the background fields:
[kˆF] = 0 , [kˆAF] = 1 , [kˆφ] = 0 , [kˆφF] = 0 . (8)
In principle, we can take over the SME notation for the control-
ling coefficients of mass dimension d, but we must keep in mind
that d no longer corresponds to the mass dimension of the field
operator a controlling coefficient is contracted with. Neverthe-
less, the mass dimensions of the controlling coefficients follow
the same rules as the parent coefficients. Since we will only
work in momentum space later on, we express the decomposi-
tions of the background fields in terms of the four-momentum
as follows:
(kˆAF)κ =
∑
d odd
(k(d)AF)
α1...α(d−3)
κ pα1 . . . pα(d−3) , (9a)
(kˆF)κλµν =
∑
d even
(k(d)F )
κλµνα1...α(d−4) pα1 . . . pα(d−4) , (9b)
kˆAF =
∑
d odd
(k(d)AF)
α1...α(d−3) pα1 . . . pα(d−3) , (9c)
(kˆφ)κµ =
∑
d even
(k(d)φ )
κµα1...α(d−4) pα1 . . . pα(d−4) , (9d)
(kˆφF)κλµ =
∑
d even
(k(d)φF)
κλµα1...α(d−4) pα1 . . . pα(d−4) , (9e)
where pµ = i∂µ. Each class of controlling coefficients has mass
dimension 4 − d.
3. Connection to physical fields
Let us briefly review the concepts of electrodynamics in
(1+2) dimensions [23] that are most essential in the current
context. The electromagnetic field strength tensor has 6 in-
dependent components in (1+3) dimensions, which amounts
to 3 components for the electric field E and another 3 for the
magnetic flux density B. The situation in (1+2) dimensions
is quite different, though. As an antisymmetric (3 × 3) matrix
has a maximum of 3 independent coefficients, the electric field
in (1+2) dimensions is simply a vector with two components,
E = (E1, E2), whereas the magnetic flux density is not even
a vector at all, but is described by a scalar B. In an analog
manner, the electric displacement field D is a vector with two
components, D = (D1,D2), and the magnetic field strength H
is a simple scalar. Despite this mismatch of components, it is
possible to write up the connection between E, B and D, H as
a (3 × 3) matrix equation as follows (compare to Eqs. (4), (5)
in [24]): (
D
H
)
=
(
12 + κ
(2)
DE κ
(2)
DB
κ(2)HE 1 + κ
(2)
HB
) (
E
B
)
, (10)
where 12 is the (2 × 2) identity matrix. The counterparts of the
quantities κ(2)DE , etc. in (1+3) dimensions are all (3×3) matrices.
Here, κ(2)DE is a symmetric (2×2) matrix with 3 components, κ(2)DB
is a two-component column vector, κ(2)HE is a two-component
row vector, and κ(2)HB is a scalar:
κ
(2)i j
DE ≡ −2(kF)0i0 j , (11a)
κ(2)HB ≡
1
2
εpqεrs(kF)pqrs , (11b)
κ(2)iDB ≡ εpq(kF)0ipq , (11c)
κ(2)iHE ≡ −(κ(2)iDB)T , (11d)
where εi j denotes de Levi-Civita symbol in two (spatial) di-
mensions and T stands for the transpose of a vector. The spatial
indices simply run from 1 to 2. Now, the three components of
κ(2)DE and the two components of κ
(2)
DB sum up to the five indepen-
dent components of kF . Note that κ
(2)
HB does not deliver anything
new due to the condition of Eq. (6), which translates to
Tr
(
κ(2)DE +
1
2
12κ
(2)
HB
)
= 0 . (12)
Hence, in (1+2) dimensions, the number of electromagnetic
phenomena is quite restricted. The matrix κ(2)DE can still be in-
terpreted as a permittivity tensor describing an optical medium
with nontrivial refractive index. The connection between the
fields B and H is a simple scaling factor that is made up of
components of the previous permittivity tensor. Hence, there
are no coefficients that are only tied to magnetic-field effects.
The electric and magnetic field can still mix with each other and
this mixing is described by two coefficients only. Furthermore,
we can also define an isotropic coefficient in (1+2) dimensions
as follows:
κ(2)tr ≡
1
2
κ(2)llDE = −[(kF)0101 + (kF)0202] = −(kF)1212 , (13)
due to Eq. (6). Hence, this isotropic coefficient is not indepen-
dent from the other coefficients, though — in contrast to the sit-
uation in (1+3) dimensions. Finally, it is possible to construct
objects κ˜e+, etc. in the same manner as done in [11]. As these
definitions do not provide new insight, we will omit them here.
It shall be mentioned that κ˜e+, κ˜e− are (2 × 2) matrices, whereas
κ˜o+ and κ˜o− are two-component column vectors. We found that
κ˜o− = 0, whereas all other objects involve nonzero components
exclusively.
4. Field equations
We intend to derive the field equations from the Lagrange
density (5). As the theory involves higher derivatives, the Euler-
Lagrange equations must be adapted accordingly. Based on the
principle of least action, the Euler-Lagrange equations1 for a
1See [25] for a treatment in the context of classical mechanics, and [26] for
field theories of higher derivatives.
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field theory including up to the n-th derivative of a generic field
ψ read
0 =
∂L
∂ψ
− ∂µ
(
∂L
∂(∂µψ)
)
+ ∂µ∂ν
(
∂L
∂(∂µ∂νψ)
)
− · · · + (−1)n∂µ1 . . . ∂µn
(
∂L
∂(∂µ1 . . . ∂µnψ)
)
. (14)
Computing the appropriate derivatives, the field equations for
the electromagnetic and the scalar field are given by:
0 = φ − 2(kˆφ)κµ∂k∂µφ − εκµν(kˆAF)κFµν
+ (kˆφF)µκλ∂µFκλ , (15a)
0 = ∂νFµν − εµνρ(kˆAF)Fνρ + (kˆF)µσνρ∂σFνρ
− 2εµνρ(kˆAF)ν∂ρφ + 2(kˆφF)µνρ∂ν∂ρφ , (15b)
with the d’Alembertian  ≡ ∂µ∂µ. For zero Lorentz viola-
tion, the field equations reduce to the standard equation for a
massless scalar field and the inhomogenous Maxwell equations
without external sources. The field equation of the scalar field
involves two kinetic terms, whereas there are three kinetic terms
for the electromagnetic field due to the two distinct classes of
operators.
Moreover, Eqs. (15) are coupled partial differential equations
of at least second order (for minimal Lorentz violation). Higher
than second derivatives can appear for nonminimal contribu-
tions. The solutions of the uncoupled scalar and electromag-
netic field equations for external inhomogeneities (a conserved
current in the electromagnetic case) will be determined later af-
ter deriving the corresponding Green’s functions.
The components of the field strength tensor in two spatial
dimensions have the following form:
F0i = −Ei , F i j = −εi jB . (16)
Hence, we see again that the electric field has two components,
whereas the magnetic flux density is a simple scalar. The ho-
mogeneous Maxwell equations are Bianchi identities that are
not modified by Lorentz violation. In contrast to the setting of
(1+3) dimensions, there is only a single set of homogeneous
Maxwell equations given by the Faraday law
εi j∂iE j = −B˙ . (17)
Now we investigate the inhomogeneous Maxwell equations
(without external charge and current densities). They emerge
as different components of the field equation (15b) for vanish-
ing couplings. First of all, we will keep the couplings, though.
The zeroth component of (15b) provides
0 = ∂νF0ν − ε0ν%(kˆAF)Fν% + (kˆF)0σν%∂σFν%
− 2ε0ν%(kˆAF)ν∂%φ + 2(kˆφF)0ν%∂ν∂%φ
= −∂iEi + 2(kˆAF)B + 2(kˆF)0i0 j∂iE j − 2(kˆF)0i12∂iB
− 2εi j(kˆAF)i∂ jφ + 2(kˆφF)0i0∂iφ˙ + 2(kˆφF)0i j∂i∂ jφ , (18)
where a dot on top of a field denotes a single time derivative.
The spatial components lead to
0 = ∂νF iν − εiν%(kˆAF)Fν% + (kˆF)iσν%∂σFν%
− 2εiν%(kˆAF)ν∂%φ + 2(kˆφF)iν%∂ν∂%φ
= E˙i + εi j(−∂ jB + 2(kˆAF)E j) − 2(kˆF)0i0 jE˙ j
+ 2(kˆF)0ii j(εi jB˙ + ∂ jEi) + 2(kˆF)0 ji j∂ jE j
− 2(kˆF)i ji jεi j∂ jB + 2εi j[(kˆAF)0∂ jφ − (kˆAF) jφ˙]
+ 2(kˆφF)i00φ¨ + 2[(kˆφF)i j0 − (kˆφF)0i j]∂ jφ˙
+ 2(kˆφF)i ji∂ j∂iφ + 2(kˆφF)i j j∂2jφ . (19)
Here, the physical fields were introduced via Eq. (16). Note
that the index i in Eq. (19) is not summed over – also when it
appears twice or more often in a single term. From Eq. (18),
we obtain a modified Gauss law by setting the couplings to the
scalar field equal to zero. In momentum space, the latter reads
0 = piEi − 2i(kˆAF)B − 2(kˆF)0i0 j piE j + 2(kˆF)0i12 piB . (20)
All Lorentz-violating operators are understood to be trans-
formed to momentum space, as well, which corresponds to
replacing all additional four-derivatives by four-momenta via
∂µ = −ipµ (cf. the operators of Eqs. (9)). Furthermore, from
Eq. (19) we also obtain a modified Ampe`re law of the form
0 = p0Ei − εi j(p jB − 2i(kˆAF)E j) − 2(kˆF)0i0 j p0E j
+ 2(kˆF)0ii j(εi j p0B + p jEi) + 2(kˆF)0 ji j p jE j
− 2(kˆF)i ji jεi j p jB . (21)
It is possible to eliminate the magnetic field from the latter
by inserting the Faraday law (17) transformed to momentum
space: εi j piE j = p0B. Doing so, leads to
0 =
[
Ei − 2(kˆF)0i0 jE j
]
p20
+
[
p j + 2p0(kˆF)0ii j + 2p j(kˆF)i ji j
]
εi jεmn pmEn
+ 2i(kˆAF)εi j p0E j − 2
[
(kˆF)0ii jEi + (kˆF)0 ji jE j
]
p0 p j . (22)
It can be checked quickly that a contraction of the modified
Ampe`re law (22) with pi is equivalent to the modified Gauss
law (20) multiplied with p0 after inserting the Faraday law. The
modified Ampe`re law can also be expressed in matrix form as
follows:
0 = NˆabEb , (23a)
Nˆab =
[
δab − 2(kˆF)0a0b
]
p20 + 2i(kˆAF)ε
ab p0
+
[
p j + 2p0(kˆF)0aa j + 2(kˆF)a ja j p j
]
εa jεmb pm
− 2
[
(kˆF)0aa jδab + (kˆF)0 ja jδ jb
]
p0 p j . (23b)
The latter has nontrivial solutions for those p0 only that satisfy
the condition that the determinant of the coefficient matrix Nˆ
vanishes. This condition corresponds to the modified dispersion
equation of the theory. We will come back to that point later.
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5. Green’s functions and perturbative expansion
Gauge invariance prohibits a perturbative treatment of the
theory described by Eq. (5). Therefore, we add a gauge-fixing
term2 with the gauge-fixing parameter ξ to the latter. By doing
so, we define a new gauge-fixed Lagrange density indicated by
the superfix ‘gf’:
Lgf(1+2) ≡ L(1+2) −
1
2ξ
(∂ · A)2 . (24)
We now perform suitable partial integrations of the Lagrange
density (5) to write each term as an operator sandwiched by
fields:
Lgf(1+2) =
1
2
Aµ(gµν − ∂µ∂ν)Aν − 12φφ
− ελµνAλ(kˆAF)∂µAν − Aλ(kˆF)λκµν∂κ∂µAν
+ φ(kˆφ)κµ∂κ∂µφ + 2Aλ(kˆφF)λκµ∂κ∂µφ
+ ενκµ
[
φ(kˆAF)κ∂µAν − Aν(kˆAF)κ∂µφ
]
+
1
2ξ
Aµ∂µ∂νAν . (25)
Partial integration must be carried out twice for some terms
to arrive at this result. Boundary terms can be neglected in
Minkowski spacetime. We transform the new Lagrange den-
sity to momentum space where it can be written in a suggestive
form as follows:
Lgf(1+2) =
1
2
(A, φ)
(
Mˆ Uˆ − iVˆ
(Uˆ + iVˆ)T Sˆ
) (
A
φ
)
, (26a)
in terms of the (3 × 3) matrix
Mˆµν = −p2Θµν + Kˆµν + iLˆµν − p
2
ξ
Ωµν , (26b)
the scalar
Sˆ = p2 − Dˆ , (26c)
the projectors
Θµν ≡ ηµν −Ωµν , (26d)
Ωµν ≡ pµpνp2 , (26e)
and the Lorentz-violating operators
Kˆµν ≡ 2(kˆF)µκβνpκpβ , (26f)
Lˆµν ≡ 2(kˆAF)εµβνpβ , (26g)
2Note that the choice of an appropriate gauge fixing condition in quantiza-
tion is nontrivial when higher derivatives are present (see, e.g., [27] for Podol-
sky’s extension of electrodynamics). In the context of the current paper, this
problem can be ignored, as we do not carry out an explicit quantization of the
planar electrodynamics presented. The only concept of quantum physics used
is the propagator.
Uˆµ ≡ 2(kˆφF)µκβpκpβ , (26h)
Vˆµ ≡ 2εµκν(kˆAF)κpν , (26i)
Dˆ ≡ 2(kˆφ)κµpκpµ . (26j)
The operator Lˆµν is antisymmetric, whereas Kˆµν is symmetric.
Now we would like to construct the tools necessary for a per-
turbative treatment of this theory. Disregarding the background
fields (kˆAF)κ and kˆφF switches off the mixing between the pla-
nar electromagnetic field and the scalar field. After doing so,
we derive the Green’s function for the scalar and electromag-
netic field, respectively. The Lagrange density for the scalar
field reads
Lφ = 12φSˆφ , (27)
with the scalar operator of Eq. (26c). The Green’s function cor-
responds to the inverse of the latter operator whose result is
readily obtained:
∆φ =
1
p2 − Dˆ . (28)
The treatment of the planar electromagnetic field is a bit more
involved. We consider the Lagrange density
LA = 12 AµMˆ
µνAν . (29)
The inverse of the (3× 3) matrix Mˆµν can be expressed in terms
of the metric tensor and suitable contractions of the original
matrix. We found
∆µν =
1
R
{
1
2
[
(Mˆαα)
2 − MˆαβMˆβα
]
ηµν
− (Mˆαα)Mˆµν + MˆµβMˆβν
}
, (30a)
where the denominator R corresponds to
3!R = (Mˆαα)3 − 3(MˆαβMˆβα)(Mˆγγ) + 2MˆαβMˆβγMˆγα . (30b)
We arrived at this result by using the Cayley-Hamilton theorem
of linear algebra adapted to a pseudo-Euclidean space. Details
are presented in Appendix A. In principle, it is possible to gen-
eralize Eqs. (30) to (1+D)-dimensional Minkowski spacetime
and even to curved spacetimes, which will be discussed in the
appendix.
The two-tensors that appear in Eqs. (30) can be totally for-
mulated in terms of observer Lorentz scalars formed of the pro-
jectors of Eq. (26d) and observer two-tensors of Eq. (26f):
Mˆαα = −
(
2 +
1
ξ
)
p2 + Kˆαα , (31a)
MˆαβMˆβα =
(
2 +
1
ξ2
)
p4 − 2p2Kˆαα − LˆαβLˆβα
+ KˆαβKˆβα , (31b)
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MˆαβMˆβγMˆ
γ
α = −
(
2 +
1
ξ3
)
p6 + 3p4Kˆαα
+ 3p2(LˆαβLˆβα − KˆαβKˆβα)
+ 3(iLˆαβKˆβγKˆ
γ
α − LˆαβLˆβγKˆγα)
+ KˆαβKˆβγKˆ
γ
α − iLˆαβLˆβγ Lˆγα . (31c)
These observer scalars involve the controlling coefficients to
first, second, and third order, respectively. Due to the tensor
structure of ∆µν, another observer two-tensor is indispensable:
MˆµβMˆ
β
ν = p
4
(
Θµν +
1
ξ2
Ωµν
)
− 2p2(Kˆ + iLˆ)µν
+ (Kˆ + iLˆ)µβ(Kˆ + iLˆ)
β
ν . (31d)
Now, the Feynman rules needed for a perturbative treatment of
the planar electrodynamics are given by:
= i∆φ(q) , (32a)
= i∆µν(k) , (32b)
=
iενρσ{[kˆAF(q)]ρqσ
−[kˆAF(k)]ρkσ}
−2[kˆφF(q)]ν%σq%qσ .
(32c)
Here, ∆φ of Eq. (28) and ∆µν of Eq. (30) must be employed with
the appropriate four-momentum inserted. The objects i∆φ, i∆µν
correspond to the scalar and the electromagnetic propagator, re-
spectively. The momentum directions at the vertex are under-
stood as incoming. Several remarks are in order. First, for van-
ishing Lorentz violation, i∆φ corresponds to the propagator of
a massless scalar field. Furthermore, i∆µν reproduces the stan-
dard result for the electromagnetic propagator for our choice of
the gauge-fixing term:
i∆µν
∣∣∣∣ kF=0
kAF=0
=
−i
p2
(
ηµν − (1 − ξ) pµpνp2
)
. (33)
For the equivalent of the ’t Hooft-Feynman gauge in (1+2) di-
mensions, ξ = 1, the second term simply does not contribute.
The conventions have been chosen such that the standard prop-
agators match the results stated in [28]. Second, the denomina-
tor (30b) of ∆µν is directly linked to the determinant of Mˆ. The
equation R = 0 can be interpreted as the dispersion equation
of the modified planar electrodynamics. Therefore, its zeros
with respect to p0 are equal to the dispersion relations of planar
electromagnetic waves. Third, the vertex involves the full set of
planar (kˆAF)κ operators, but only certain of the kˆF (we already
noticed this point before when discussing the interaction terms
below Eq. (5)). The momentum dependencies of the operators
have to be adapted appropriately to the momenta of the incom-
ing scalar and electromagnetic field, respectively.
6. Modified dispersion relations
Asymptotic free plane-wave solutions are on-shell and sat-
isfy some dispersion equation of the underlying theory. For the
scalar field this means that p2 − Dˆ = 0, whereas electromag-
netic waves satisfy the dispersion equation R = 0 with R given
by Eq. (30b). Their zeros with respect to p0 correspond to the
dispersion relations of the sectors. We introduce the spatial mo-
mentum p = (p1, p2) that the dispersion relations are a function
of. Let us first look at the scalar, which is easier to be treated.
At leading order in the operator kˆφ, the positive-energy solu-
tions are given by
E(±)(p) =
−2kˆ0iφ pi ± Ψ(kˆφ)
1 − 2kˆ00φ
∣∣∣∣∣
p0=ω0(p)
+ . . . , (34a)
Ψ(kˆφ) =
√
4(kˆ0iφ pi)2 + (1 − 2kˆ00φ )(p2 + 2kˆi jφ pi p j) , (34b)
where all additional p0 are understood to be replaced by the
standard massless dispersion relationω0(p) ≡ |p|. Thus, at lead-
ing order, there are two dispersion relations and they approach
the standard result ω0 for vanishing controlling coefficients.
When next-to-leading order effects in nonminimal frameworks
are taken into consideration, there may be more than just two
solutions. Furthermore, it is known that nonminimal theories
provide dispersion relations that do not approach the standard
result (ω0 in this case) for vanishing Lorentz violation. We will
come back to this point below.
The next step is to discuss the dispersion relations of the
modified, planar electromagnetic waves. They will be com-
puted at leading order in Lorentz violation for the cases kˆAF = 0
and kˆF = 0, respectively. As Mˆ of the planar electromagnetic
theory in Eq. (29) is a (3 × 3) matrix where each coefficient in-
volves at least two components of the four-momentum (for the
minimal case), R is at least a polynomial of sixth degree in p0.
In what follows, we look at the positive dispersion relations,
of which there are three for the minimal framework. Inserting
the background fields, the denominator R can be written in the
form
R = − p
2
ξ
{
p2(p2 − Kˆαα) −
1
2
[
KˆαβKˆβα − (Kˆαα)2 − LˆαβLˆβα
]}
= − p
4
ξ
Rphys , (35a)
with
Rphys = p2 −
(
1 +
1
2
(kˆF)
µν
µν
)
Kˆαα
+ Kˆµν(kˆF)
κ
µκν − 4(kˆAF)2 . (35b)
The latter decomposition has been derived by inserting the ex-
plicit forms of Kˆµν and Lˆµν. Using the condition of Eq. (6),
we can omit the double trace of kˆF . It is possible to extract
the gauge fixing parameter in Eq. (35a) such that the physical
dispersion relations do not depend on it. Furthermore, the sec-
ond form of R allows us to separate two powers of p2 from
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the remaining expression Rphys. Therefore, independently of
the explicit choice of the Lorentz-violating background field,
the standard dispersion relation in two spatial dimensions is a
two-fold zero of R with respect to p0:
ω(1,2)(p) = ω0 . (36)
The third dispersion relation involves the Lorentz-violating op-
erators. For the first case, we simply set Lˆµν = 0 and obtain:
ω(3)(p)|kAF=0 =
√
p2 +
1
2
[
Kˆαα + Υ(Kˆ)
]∣∣∣∣
p0=ω0(p)
+ . . . , (37a)
Υ(Kˆ) =
√
2KˆαβKˆβα − (Kˆαα)2 . (37b)
For the second case, we insert Kˆµν = 0, which leads to
ω(3)(p)|kF=0 =
√
p2 + 4(kˆAF)2
∣∣∣∣
p0=ω0(p)
+ . . . . (38)
Before we interpret these results, several remarks will be made.
First, all p0 components that are contracted with controlling co-
efficients on the right-hand sides of Eqs. (37), (38) are under-
stood to be replaced by the standard dispersion relationω0. Sec-
ond, Eq. (37) involves the operator kˆF at first order in Lorentz
violation, whereas Eq. (38) depends on kˆAF only at second and
higher orders. The latter property seems to be characteristic
for (1+2) dimensions, as for (1+3) dimensions, kˆAF enters the
dispersion relation at first order [29].
Third, as there is only a single modified dispersion relation,
birefringence does not occur. This property holds for the min-
imal theory,3 but also for the nonminimal framework at first
order in Lorentz violation. For this reason, there are no coef-
ficients associated with birefringence and it should be possible
to parameterize the complete tensor structure of kˆF by using an
equivalent of the nonbirefringent Ansatz of [30]. We found that
(kˆF)µν%σ = ηµ% ˆ˜kνσ − ηµσ ˆ˜kν% − ην% ˆ˜kµσ + ηνσ ˆ˜kµ% , (39a)
ˆ˜kµν ≡ (kˆF) µανα , (39b)
where (ˆ˜kµν) is a symmetric and traceless (3 × 3) matrix. The
latter has 5 independent coefficients, whereupon Eq. (39) can
represent the full tensor operator kˆF , indeed. In contrast to the
counterpart of Eq. (39) in (1+3) dimensions, a global prefactor
of 1/2 is not needed here.
Fourth, Eq. (37) has a form analog to one of the two dis-
persion relations obtained for the theory of minimal (kF)µν%σ;
cf. Eqs. (16) – (18) in [24]. Last but not least, Eq. (38) is the
exact result for the minimal theory. This finding shows that the
daughter theory is simpler than the parent theory, as the dis-
persion relation of MCS theory is more involved [29]. Fifth,
the negative-energy solutions found are related to the positive
ones by reversing the sign of the spatial momentum compo-
nents and the global sign in front of them. Let ω−(p) be the
3cf. [21] where it was observed, as well
negative-energy counterpart of a positive-energy dispersion re-
lation ω+(p). We then observe that ω+(p) = −ω−(−p). This
finding makes sense, as the photon is its own antiparticle. Note
that the situation in the fermion sector is different and such cor-
respondences do not necessarily hold for all sets of operators.
The explanation is that the C-odd fermion coefficients have an
opposite sign for antiparticles in comparison the particles.
An electromagnetic wave in (1+3) dimensions has two phys-
ical degrees of freedom and two nonphysical ones. The first
correspond to the transverse polarizations and the second to the
scalar and longitudinal one. The number of nonphysical de-
grees of freedom remains in (1+2) dimensions and the stan-
dard dispersion relation (36) is associated with those. In (1+3)
dimensions, the nonphysical dispersion relations can be elimi-
nated by solving the modified Gauss law for one of the compo-
nents of the electric field and eliminating this component from
the modified Ampe`re law (cf. the second paper of [7]). By do-
ing so, the physical dispersion relations can be identified. This
procedure does not seem to be necessary in (1+2) dimensions.
The matrix Nˆ of the modified Ampe`re law (23) is given by
det(Nˆ) = p20Rphys , (40)
when Eq. (6) is employed. Hence, the physical dispersion rela-
tions can be directly identified from the latter. The fact that the
unphysical dispersion relations are not affected by Lorentz vio-
lation seems to be a property that holds in general (cf. also [31]).
There is only a single polarization perpendicular to a given
propagation dimension in two spatial dimensions. Therefore,
for the minimal theory, there can be a single physical disper-
sion relation only. Further dispersion relations may emerge in
nonminimal theories that include additional time derivatives.
There are two classes of such dispersion relations. The first
class only comprises perturbations of the standard dispersion
relation. At leading order in Lorentz violation, these correspond
to the dispersion relations (37), (38). The second class involves
dispersion relations that do not approach the standard result for
vanishing Lorentz violation (see, e.g., [16, 17] for examples in
(1+3) dimensions). Such dispersion relations are sometimes
called spurious. In principle, they are not necessarily unphysi-
cal, but they may be associated with ghosts. Besides, they are
interpreted as Planck-scale effects, which means that they de-
couple from the theory for small momenta. For example, in [16]
it was observed that such modes do not propagate in this regime,
i.e., their group velocities go to zero. Explicit results must be
determined on a case-by-case basis.
7. Solutions to the free field equations
At this point we have the necessary tools ready to deal with
the field equations (15). We consider the uncoupled equations
that originate from the latter by setting the couplings equal to
zero. Furthermore, we take inhomogeneities into account:
j(x) = φ − 2(kˆφ)κµ∂κ∂µφ , (41a)
jµ(x) = Aµ + εµν%kˆAF Fν% − (kˆF)µσν%∂σFν% , (41b)
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where we used the Lorenz gauge condition ∂ · A = 0 in the
second equation to fix the gauge. The inhomogeneity associated
with the scalar field is j(x) and jµ(x) is an external, conserved
four-current density coupled to the electromagnetic field.
Let us first treat the scalar field. The general homogeneous
solution is a superposition of plane-wave solutions involving
the modified dispersion relations:
φhom(x) =
∫
d2 p
(2pi)2
∑
k
1
2E(k)(p)
φ(k)(x) , (42a)
φ(k)(x) = a(k)(p) exp(−ip(k)α xα) + a(k)∗(p) exp(ip(k)α xα) . (42b)
Here, a(k) is an appropriate plane-wave amplitude, a(k)∗ its com-
plex conjugate, and (p(k)α) = (E(k),p) with the appropriate dis-
persion relations of Eqs. (34). Note that all dispersion relations
E(k) must be summed over. Spurious dispersion relations can,
in principle, be omitted when the theory is restricted to its low-
energy regime where the spurious modes decouple from the the-
ory. The inhomogeneous solution of Eq. (41a) can be written as
a contour integral in the complex p0 plane:
φin(x) =
1
(2pi)3
∫
CE
dp0
∫
d2 p ∆φ(p) j˜(p) exp(−ipαxα) , (43)
with the Green’s function ∆φ(p) of Eq. (28), the Fourier-
transformed inhomogeneity j˜(p), and an appropriate con-
tour CE . By choosing retarded boundary conditions, the con-
tour encircles all poles of ∆φ in counterclockwise direction.
The treatment of the electromagnetic field is a bit more chal-
lenging. The plane-wave homogeneous solutions of Eq. (41b)
involve the modified polarization vectors as wave amplitudes:
Ahomµ (x) =
∫
d2 p
(2pi)2
∑
k
1
2ω(k)(p)
A(k)µ (x) , (44a)
A(k)µ (x) = ε
(k)
µ (p) exp(−ip(k)α xα) + ε(k)∗µ (p) exp(ip(k)α xα) . (44b)
In the latter, ε(k)µ is the polarization vector of the k-th physical
mode, ε(k)∗µ its complex conjugated counterpart, and (p(k)α) =
(ω(k),p) with the physical dispersion relation ω(k). At leading
order in Lorentz violation, these are given by Eqs. (37), (38).
The polarization vectors ε(k)µ are basis solutions of Eq. (41b) in
momentum space for p0 = ω(k) and vanishing external four-
current. These vectors are best obtained for particular cases, as
their form critically depends on residual spacetime symmetries
present. In the minimal framework, there is only a single phys-
ical polarization vector for this planar electrodynamics associ-
ated with the physical dispersion relation. The physical modes
only must be summed over.
The inhomogeneous solution of Eq. (41b) for an external,
conserved current density jµ is obtained by means of the
Green’s function ∆µν of Eq. (30). Therefore, it can also be writ-
ten as a contour integral in the complex p0 plane:
Ainµ (x) =
1
(2pi)3
∫
Cω
dp0
∫
d2 p ∆physµν (p) j˜ν(p) exp(−ipαxα) ,
(45)
where j˜µ is the Fourier-transformed four-current density.
Again, Cω is an appropriate contour that encircles the physi-
cal poles in counterclockwise direction when retarded bound-
ary conditions are chosen (cf. [32]). Physical solutions do
not involve unphysical degrees of freedom, which is why they
must be constructed from the physical part ∆physµν of the Green’s
function. To get rid of the unphysical degrees of freedom in
Eq. (30), we decompose the latter into all observer two-tensors
available. Therefore, we make the Ansatz
∆µν = αηµν + βpµpν + γ(pµψν + ψµpν)
+ δ(pµζν + ζµpν) + ψµψν + ιζµζν + κεµναpα , (46a)
where ψµ is a purely timelike and ζµ a purely spacelike preferred
direction:
(ψµ) =
100
 , (ζµ) =
010
 . (46b)
The advantage of this form of the propagator is that it clearly
separates the physical from the unphysical degrees of freedom.
The unphysical ones are contained in terms that are propor-
tional to at least one four-momentum with free Lorentz index.
These terms vanish when the propagator is contracted with two
conserved external four-currents due to p · j˜ = 0. In this sense,
the final term including the Levi-Civita symbol does not con-
tribute to physics, as well. Hence, the physical degrees of free-
dom must be contained in the remaining terms only.
Setting the Ansatz equal to the propagator leads to a system
of equations for the parameters α . . . κ that can be solved with
computer algebra. To make the calculation more feasible, we
use the equivalent of Feynman-’t Hooft gauge in (1+2) dimen-
sions, i.e., we set ξ = 1. By doing so, the physical part of the
propagator can be cast into the form
∆
phys
µν = − 1p0 p1Rphys
[
(p0 p1 + Kˆ01)ηµν +
(
p0
p2
Kˆ12 − Kˆ01
)
ψµψν
+
(
Kˆ01 − p
1
p2
Kˆ02
)
ζµζν
]
, (47)
with the physical dispersion equation of Eq. (35b). An excellent
cross check for the correctness of this result is that the denom-
inator p4 giving rise to unphysical dispersion relations cancels
completely from ∆physµν , as expected. Besides, it was checked
that
j˜µ(∆µν − ∆physµν ) j˜ν = 0 . (48)
Thus, a contraction of ∆µν with two external, conserved four-
currents gets rid of all unphysical degrees of freedom, which
is why the result must be the same as contracting ∆physµν with
these currents. Note that the same vector field must be obtained
in Eq. (45) by contracting ∆µν with j˜µ from the left or with j˜ν
from the right. Another observation is that the numerator of
Eq. (47) involves Lorentz violation at first order only. This is
also the reason why kˆAF does not contribute to the numerator,
but just to the denominator Rphys.
As the unphysical poles have been eliminated, the contour Cω
in the complex p0 plane only encircles the positive physical
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poles and their negative counterparts in counterclockwise di-
rection. The contour integral over p0 is usually evaluated with
the residue theorem. We will only consider the minimal case
explicitly. Let ω(3) be the physical dispersion relation. The de-
nominator of Eq. (47) can then be written as
Rphys = Ξ[p0 − ω(3)(p)][p0 + ω(3)(−p)] , (49a)
Ξ = 1 − 2
[
(kˆF)0101 + (kˆF)0202
]
+ 4
{
(kˆF)0101(kˆF)0202 −
[
(kˆF)0102
]2}
. (49b)
The residues are readily obtained from this form of the denomi-
nator. We already mentioned that additional physical dispersion
relations may arise for the nonminimal case. Those must be
taken into account in the contour integral. Finally, in the limit
of zero Lorentz violation, we obtain
i∆physµν
∣∣∣∣ kF=0
kAF=0
=
−iηµν
p2
, (50)
as expected from Eq. (33).
8. Conclusions
In the current paper, we constructed the framework of a
Lorentz-violating extension of electrodynamics in (1+2) space-
time dimensions including field operators of arbitrary mass di-
mension. The latter was obtained from the electromagnetic sec-
tor of the nonminimal SME by applying the method of dimen-
sional reduction. The resulting modified planar electrodynam-
ics involves an additional scalar field that the electromagnetic
field can mix with. We obtained the set of coupled field equa-
tions, the modified Maxwell equations, the Green’s functions
for the electromagnetic and the scalar field, and the perturbative
Feynman rules of the theory. The modified dispersion relations
for electromagnetic waves were computed at leading order in
Lorentz violation. Finally, the general homogeneous solutions
of the uncoupled field equations were constructed as well as the
inhomogeneous solutions by means of the Green’s functions.
In the case of electromagnetic waves, the unphysical degrees of
freedom had been removed from the Green’s function before.
More sophisticated analyses of the properties of particular in-
teresting sectors of this framework are planned to be carried out
in the future.
The framework developed can serve as a base for theoretical
investigations of electromagnetic aspects in planar condensed-
matter systems. Also, the structure of the planar electrodynam-
ics is simpler than the parent theory in (1+3) spacetime dimen-
sions. This enabled us to perform certain computations that
would have been much more challenging for the parent theory
such as the elimination of the unphysical degrees of freedom
from the Green’s function of the electromagnetic field. With
this methodology and experience at hand, similar general re-
sults are at reach for the electromagnetic sector of the nonmin-
imal SME.
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Appendix A. General propagator of modified photons in
(1+D) dimensions
Here we would like to outline the construction of Eq. (30).
Inverse matrices can be obtained in a systematic way via the
Cayley-Hamilton theorem of linear algebra. Note that in the
mathematics literature, the corresponding formulas are usually
stated in Euclidean space. As we have not found any text that
discusses how to adapt these formulas to a pseudo-Euclidean
setting, we intend to present these results here for a general
purpose.
We consider a free theory of a vector field Aµ in (1+D)-
dimensional Minkowski spacetime described by the Lagrange
density
LA = AµHˆµνAν , (A.1)
where Hˆµν is a tensor operator in momentum space that can
contain arbitrary powers of the four-momentum. The Lorentz
indices run from 0 to D and they are contracted with each other
via the (1+D)-dimensional Minkowski metric ηµν. The propa-
gator can be obtained from the inverse of the operator Hˆµν that
is constructed in a general way as follows:
∆µν =
det(ηαβ)
R
D∑
k=0
(−1)D+k Hˆ
D−k
µν
k!
Λk , (A.2a)
Λk = Bk(s1,−s2, 2!s3, . . . , (−1)k−1(k − 1)!sk) , (A.2b)
where Bk are the Bell polynomials. The latter are tabulated with
the first four given by
B0 = 1 , (A.3a)
B1(x1) = x1 , (A.3b)
B2(x1, x2) = x21 + x2 , (A.3c)
B3(x1, x2, x3) = x31 + 3x1x2 + x3 . (A.3d)
Hence, the Bell polynomial Bk is a function of k variables. The
matrices Hˆkµν that appear in Eq. (A.2) are contractions of k ma-
trices Hˆµν such that the first index of the first matrix and the
second of the last one remain free:
Hˆ0µν = Iµν , (A.4a)
Hˆ1µν = Hˆµν , (A.4b)
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Hˆ2µν = HˆµβHˆβν , (A.4c)
...
Hˆkµν = Hˆµα1Hˆα1α2Hˆα2α3 . . . Hˆαkν . (A.4d)
The tensor components of I are defined via the inverse of the
metric tensor:
Iµν ≡ (η−1)µν . (A.4e)
Clearly, the inverse of the Minkowski metric reproduces this
metric. However, we will work with the general definition to be
able to generalize the results to arbitrary spacetimes.
The variables sk are given by traces of the latter contractions,
i.e., sk = (Hˆk)αα. The denominator R in front of the sum in
Eq. (A.2a) corresponds to the determinant of the matrix Hˆµν
that can be expressed in the form
R = det(ηµν)
(1 + D)!
ΛD+1 . (A.5)
The characteristic polynomial that Hˆ satisfies is given as
p(Hˆ) = HˆD+1 + cDHˆD + . . . + c1Hˆ + c0I = 0 , (A.6a)
where
cD−k+1 =
(−1)k
k!
Λk . (A.6b)
The latter is the main ingredient used in the proof of the general
formula (A.2) of the inverse.
It is worthwhile to notice that the formulas above have been
expressed in a covariant form. Thus, this inverse does not lose
its validity for an electromagnetic theory defined in a curved
spacetime. In this case, all occurrences of the Minkowski
metric ηµν must be replaced by the corresponding pseudo-
Riemannian metric gµν in (1+D) dimensions.
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