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CHAPTER 1

INTRODUCTION

1.1

The Sun
Magnetic fields are important and common physical phenomena in the uni-

verse. Magnetic fields can be generated by a magnetohydrodynamic dynamo process
inside a star, by the flow of current, and by magnetized materials.
The Sun is one of the stars that possesses a magnetic field. Recent studies
suggest that the Sun’s magnetic field is generated by a magnetic dynamo process
inside the Sun [1]. In this process, kinetic energy is converted to magnetic energy [1].
The magnetic field of the Sun is strong and has a twenty-two-year cycle. The polarities
of the Sun’s magnetic field changes every twenty-two years, and the magnetic strength
of this field varies continuously over this period. Almost all solar activities, such as
solar flares and coronal mass ejections (CMEs), are related to sudden changes of the
magnetic field. Solar flares and CMEs involve release of energetic particles (up to
several gigaelectron volts, about 1.6⇥10

10

joules) and strong electromagnetic waves

into the interplanetary space (the space around the Sun and the planets in the Solar
system [2]).

1

Figure 1.1: The Sun, from whyfiles.org

There are several layers inside the Sun, as shown in Figure 1.11 . The innermost
one is the core, where the nuclear reaction (fusion) process takes place. The layer
right outside the core is the radiative zone, where the fusion energy generated by
the core is transferred to outside layers by radiation. The next layer is called the
convection zone, where energy is transferred by convection. The photosphere is the
visible surface of the Sun. The atmosphere above the photosphere is composed of
four layers. The first one is the chromosphere. The next one is the transition region.
Next is the corona. The heliosphere is the outermost layer. Plasma released from
the atmosphere of the sun is called the solar wind. The Sun continually releases
solar wind from the upper atmosphere. Ths solar wind carries electrons, protons and
a magnetic field toward the interplanetary space. It also interacts with the Earth.
1

http://whyfiles.org/2013/comet-explores-sun/
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When large solar events, such as solar flares and CMEs occur, the released energetic
particles and electromagnetic waves disturb the Earth’s space environment.

1.2

The Earth
The Earth is one of the planets in the solar system that has a magnetic field and

thus it possesses a magnetosphere. The magnetosphere is a shield layer that protects
the Earth from hazardous factors (such as solar wind and cosmic rays) in the universe.
When large solar events occur, the energetic particles and electromagnetic waves that
are released can disturb the Earth’s magnetosphere and ionosphere. Since energetic
particles with extremely high energy can penetrate the Earth’s magnetosphere, there
can also be disturbances in the upper atmosphere and possibly disruptions of radio
communications and electric power outages. The energetic particles cause excitation
of atmospheric neutral elements, resulting in aurorae. Although aurorae have a glorious appearance, they occur in a highly radiative environment that is harmful to
human beings present in space where they occur. Changes to interplanetary environments caused by energetic particle activities can also reduce the lifetime and alter
the orbits of satellites. The drag force on the satellites increases when the Earth’s
atmosphere is heated by the corresponding energetic ultraviolet radiation. To correct
altered orbits, increased fuel consumption may be necessary. Mission failure may
even occur if orbits are altered excessively. Understanding the mechanism leading to
occurrence of large solar events could allow strategies to forecast solar events to be
developed.

3

Certain solar satellite missions have been launched for studying magnetic field
structures on the Sun. These satellites have CCD cameras onboard that can capture
images of magnetic field structures. In these images, magnetic fields are presented
by coronal loops. These loops have curvilinear structures. More details about these
loops are presented in Section 1.3. The shape and density of coronal loops illustrates
the directions and magnitude of magnetic fields, respectively. Automated ways to
process imagery collected by these missions could enable efficient analysis of the large
amount of image data they acquire.
In this thesis, a new method to detect certain coronal magnetic field structures,
especially solar coronal loops, is presented. The new method can be applied to coronal
images from solar satellites and to other kinds of images that have items in them
similar in shape to solar coronal arcs.

1.3

Solar Images
Coronal loops are magnetic structures. They are curvilinear in shape. They

are studied primarily using the images from the solar study satellites. These satellites
often use instruments designed to sense the emission radation of the hot plasma in
coronal loops. This hot plasma has a typical temperature of about 1 MK (million
degrees Kelvin). The magnetic structures of the Sun confine the plasma, mostly along
coronal loops. Hot plasma emission radiation is easily sensed using X-ray and extreme
ultra violet (EUV) telescopes.
The Transition Region And Coronal Explorer (TRACE) satellite mission was
launched in April 1998 to study the plasma structures and magnetic field of the Sun
4

[3]. The TRACE satellite has a 30 cm aperture telescope as well as a 1024⇥1024 pixel
CCD detector to collect images in an 8.5 ⇥ 8.5 arc-minute field of view [3]. There are
other instruments on other satellites that can also obtain coronal images, such as the
EUV Imaging Telescope onboard the Solar and Heliospheric Observatory (SOHO)
[4], the Extreme Ultraviolet Imager (EUVI) on the twin STEREO spacecrafts [5],
the Extreme ultraviolet Imaging Spectrometer (EIS) and X-ray Telescope (XRT) on
the Hinode spacecraft [6] and the Atmospheric Imaging Assembly (AIA) on the Solar
Dynamics Observatory (SDO) [7].
In this thesis, the source used for all of our real coronal images are images
taken by the TRACE satellite. Figure 1.2 shows an example of a 1024 ⇥ 1024 coronal
loop image taken by TRACE at 22:07:19 UT, 19 May, 1998. The bright curvilinear
structures are the coronal loops. Automated coronal loop processing algorithms attempt to extract these loops from these types of images. The new method we describe
is not limited to use on just TRACE images, though.
This thesis is organized as follows: Chapter 2 discusses previous methods to
detect coronal loops and other related work. Chapter 3 describes the new approach.
Chapter 4 presents preprocessing steps and intermediate results. Chapter 5 presents
results and analysis for coronal images and iron filing images. Chapter 6 discusses
parallel computing for the new approach. Chapter 7 contains the conclusion and some
ideas about future work.

5

Figure 1.2: Coronal image taken by TRACE at 22:07:19 UT, 19 May, 1998
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CHAPTER 2

RELATED WORK

2.1

Solar Coronal Loop Detection
There are several existing methods for automatically detecting coronal loops in

solar images. An introduction to this detection problem and a comparison of detection
methods has been done by Aschwanden et al. [8]. It considers five automated loop
detection methods. The comparison there is based on three measures: the maximum
detected loop length, median loop length, and the detection efficiency (the number
of long loops that were detected). A brief introduction to these methods is presented
in this section.

2.1.1

Oriented Connectivity-based Method
The Oriented Connectivity-based Method (OCM) was developed by Lee et al.

[9]. It was the first automated detection method to detect coronal loop structures in
TRACE image. Its first processing step applies median filtering to eliminate noise
pixels in the image. Noise pixels can be seen in Figure 1.2 as white spots. These
pixels are caused by energetic particles from cosmic rays or instrument noise. An
unsharp masking is then performed to enhance the contrast. It then uses a loop
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Figure 2.1: A pixel and its directional pairs

segmentation process based on Strous’ loop pixel labeling algorithm [10] to separate
coronal loop pixels from others. The Strous algorithm [10] separates coronal loop
pixels from the solar surface pixels as follows. Its process uses directional pairs of
pixels. Each pixel not on boundary of the image has four directional pairs of pixels
in its 3 ⇥ 3 neighborhood. As shown in Figure 2.1, the pixel with label ‘0’ has four
directional pairs of pixels, labeled as ‘1’, ‘2’, ‘3’ and ‘4’. When the intensity of a pixel
is higher than more than two of the four directional pairs, the Strous algorim labels
the pixel as a coronal loop pixel. The OCM then uses a model-guided process to link
the labeled coronal loop pixels. That process is described next.
The coronal loops are considered to be projections of 3D dipole magnetic
fields to a 2D plane. A dipole model is then built to estimate the local direction
of projected dipole curves. The location of the dipole corresponding to a curve is
estimated from a magnetogram produced by the Michelson Doppler Imager (MDI)
8

onboard SOHO satellite [9]. Specifically, a set of azimuth maps of the corresponding
dipole at di↵erent projection heights are obtained from this magnetogram. Each
azimuth map describes the orientation of the local magnetic field. Guided by the
local magnetic field’s orientation, the coronal pixels are linked together.
Starting from a starting pixel, a coronal loop is formed step by step. At each
step, it adds one pixel to the current loop. To find the pixel that is to be added
to the current loop, a small fan-shaped region about the current pixel with extent
d is considered. The fan-shaped region is bounded by the maximum and minimum
azimuths at the current pixel. The extent d is taken to be 5 pixels. In the fan-shaped
region, the pixel with the highest weight is added to the current loop. The weight
of the pixel is determined based on distance, angular, intensity and tangent factors.
The weight, WFi , of the ith pixel is described as:

Fi k
) ,
Fmax

WFi = (1

(2.1)

where Fi is the weighting factor of a pixel and Fmax is the maximum weighting factor
in the fan-shaped region. k is the order of the weighting factor. Di↵erent values are
used for di↵erent weighting factors. Later, B-spline postprocessing is done to remove
aliasing e↵ects. An edge linking process is then performed to merge disconnected loop
segments. Two loop segments are linked if they terminate a short distance from each
other and they have similar tangent directions. “Similar tangent directions” means
the di↵erence between the tangent directions is less than a threshold (they used a
threshold of 30 ).

9
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z

Figure 2.2: Gaussian in DAM

2.1.2

Dynamic Aperture Method
The Dynamic Aperture Method (DAM), developed by Lee et al. [11], utilizes

the property, proposed by Carcedo et al. [12], that the cross-sectional intensity of a
coronal loop in TRACE images follows a Gaussian distribution (shown in Figure 2.2
and Equation 2.2):

I = A0 exp(

z2
),
2

(2.2)

where I is the intensity and z = (x D)/E. A0 is the scaled intensity, D is the position
of the peak and E is the standard deviation of the Gaussian. It has preprocessing
steps, similar to OCM, in which a median filtering is applied to remove noise. Also a
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high-boosting and global thresholding are performed as preprocessing steps to enhance
contrast. The high-boosting first performs smoothing using 11 ⇥ 11 linear smoothing
and then boosts the image 5 times. The global thresholding uses the mean intensity
of the image as the threshold.
After preprocessing, a principal component analysis is applied to the image
to determine the local orientation of the pixels. The principal component analysis
transforms coronal pixels to a 2D coordinate system whose first axis corresponds
to the direction in which the intensity variance of pixels is the greatest and whose
second axis corresponds to the direction in which the intensity variance of pixels is the
smallest. The direction of the first principal component is taken to be the direction
of the local structure (e.g., coronal loop segment).
A ruled Gaussian surface (RGS) criteria is then applied to separate coronal
loop pixels from the background and other structures. It considers regions whose
intensity profile can be fit with a reasonable RGS to be coronal loop structures.
It also uses an edge-linking process that links adjacent coronal pixels if their local
orientations are similar.
DAM finishes with a step that performs a B-spline and edge linkage process
to remove aliasing e↵ects and join the disconnected segments.

2.1.3

Oriented Croronal Curved Loop Tracing
The Oriented Coronal Curved Loop Tracing (OCCULT) algorithm, developed

by Aschwanden [13], is an automated feature extraction method customized for solar
Extreme Ultra Violet (EUV) and Soft X-Ray (SXR) images. The algorithm exploits
11
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Figure 2.3: High-pass filter convolution kernel.

the special property of coronal loops that their radius of the curvature is larger than
their width. This method is claimed to yield a better result than visual tracing [13].
To start with, a high-pass filtering (sharpening) is applied to enhance the
contrast of the image. The high-pass filtering amplifies the fine details in the image by
applying the convolution kernel shown in Figure 2.3. This kernel boosts the intensity
of a pixel that has an intensity larger than its immediate neighbors. Coronal loops
are detected from the region whose intensity flux is the largest. The algorithm steps
through the region. In each step, the brightest pixel in the region is picked (it is
considered to be the center of the coronal loop), then pixels are added to the current
loop in the maximum flux direction. The maximum flux direction is the direction
in which the average flux is largest in a given box of size L by 2w as illustrated in
Figure 2.4. In this method, L is chosen to be 30 pixels and w to be 3 pixels.

12

Figure 2.4: Illustration of OCCULT, taken from [13]

Methods for coronal loop detection are a↵ected by three types of difficulties:
(1) noise in the image, (2) non-uniform distributions of pixel intensities along coronal
loops and (3) 3D to 2D projection e↵ects.
Image noise can be reduced by applying preprocessing techniques such as median filtering.
Non-uniform intensity distributions are results of plasma temperature along
coronal loops not being uniformaly distributed. (Coronal loop images are taken by

13

detecting the radiative emission of hot plasma confined on the coronal magnetic structure.) The radiative emission wavelength is determined by the temperature of the
plasma and satellite sensors have used various wavelengths to detect coronal loops. In
this work, we consider coronal images that used the 171 Å wavelength. The plasma
temperature is higher in the part of the loop close to the solar surface and lower in
the middle part of the coronal loop. Thus the radiation intensity in the middle part
of coronal loop is lower, which leads to the loop structures often being rather faint in
their middle parts. To increase the contrast in the middle part of the coronal loop, in
this thesis, we exploit a local contrast enhancement technique proposed by Ketcham
[14].
The satellite instrument observes the loops projected from three dimensions to
two dimensions. The projection could cause two distinct coronal loops in 3D to appear
to intersect in the image. If analytical expressions of each coronal loop were known
beforehand, some of the problems could be overcome. Knowing the expressions is not
realistic because analytical expressions for coronal loops are not known and since the
direction of projection is underdetermined.
In this thesis, we present a new method to automaticaly detect dipole curves
in solar coronal images. The new method exploits the mathematical characteristics
of dipole curves and considers coronal loops as piece structures. The method is based
on Hough transform, which we describe next.

14

2.2

Hough transformation
The Hough Transform (HT) is a pattern extraction technique for detecting

some specific classes of shapes through a voting procedure. It maps each point in
an image to a two (or more) dimensional parameter space. The parameter space has
dimensions that correspond to the parameters of a type of shape to be detected in the
image. In the voting procedure, each image point that is possibly on a shape votes
for all parameter sets that are compatible with the shape passing through the point.
Once all voting is done, the parameters of the bin with the highest voting count is
taken to be the parameter set that represents the detected shape.

2.2.1

Line Detection
Hough Transform is widely used in finding lines in images. Next, an explana-

tion of one way Hough Transform is used to detect lines is presented.
An analytical expression for a straight line is

y = sx + t,

(2.3)

where s and t represent the slope of the line and the y-intercept location, respectively.
Hough Transform detects a straight line using a parameter space with one dimension
corresponding to s and the other dimension corresponding to t. Then a 2D parameter space (s, t) is formed. For a given point (x0 , y0 ) in the image, there are an
infinite number of lines passing through the point. Each of these lines has parameters
represented by some point (si , ti ) in the parameter space. All of the lines that pass
15

through (x0 , y0 ) form a line in parameter space determined by

t=

where

x0 s + y0 ,

(2.4)

x0 is the slope and y0 is the t-intercept (in parameter space). All of points in

the original image that lie in a line y = s0 x + t0 will vote for the same parameter set
(s0 , t0 ). The line Hough Transform reduces the problem of finding the image pixels
that lie in a line to finding the parameter set with the most votes in the parameter
space.
In most uses of Hough Transform, the parameter space is divided into small
bins. If the slope-intercept equation parameter space is used, a vertical line will create
a problem since the slope of the line is infinity. Parameter space is unbounded in this
situation. To overcome this problem, a di↵erent parameter space (r, ✓) was used for
line Hough Transform by Duda and Hart [15]. In this parameter space, r denotes the
algebraic distance between the coordinate system origin and the line and ✓ denotes
the normal direction of the line. The range of ✓ is restricted to [0, ⇡], with ✓ = 0 or
⇡ representing a vertical line and ✓ =

2.2.2

⇡
2

representing a horizontal line.

Circle Detection
The Hough transform can also be applied to detect circles of the form:

(x

f )2 + (y

16

g)2 = h2 ,

(2.5)

where f and g are the coordinates of the center of the circle and h is the radius of
the circle. In a standard Circle Hough Transform (CHT), the parameter space is
composed of f , g and h. For a given point (xi , yi ) in the image, the circles that
pass through the point form a right circular cone in parameter space. After the
voting process, the parameter set (f0 , g0 , h0 ) with the highest vote count is taken
to be parameters representing the detected circle. The parameter space has three
dimensions, which consumes a large storage space and computational resources.
To reduce the storage space a standard Hough transform uses, Gerig and Klein
[16] proposed a method (GKHT) using three di↵erent two dimensional accumulator
arrays instead of one three dimesional array. One array is for the radius of the circle
and the other two arrays are for the location coordinates (f , g) of the center. This
method can detect circles with a particular radius but it can not detect multiple
circles with di↵erent radii at the same time [16].
Another method to reduce the storage and computational utilization maintains edge direction information from an edge detection algorithm (such as Canny,
Laplacian, etc.). The method uses the fact that the center of a circle lies on the normal directions to the edge points [17]. It first estimates the center of a circle to be the
intersection point of the edge normal directions. The radius is then determined by the
distance between each point and the intersection point [17]. Only a two dimensional
array is needed to keep votes along the edge normal direction [17, 18].
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2.2.3

Generalized Hough Transform
Generalized Hough Transform (GHT) was introduced by Ballard [19] to detect

arbitrary objects using template matching principle. For an arbitrary shape, a set of
parameters (o, ✓, s) that describes the shape of the objects is found, where o is the
location of the reference origin, ✓ is the orientation of the shape and s is a vector
representing the scale factors. GHT uses voting process to find patterns having the
same parameter. GHT is robust in detecting deformed shapes but it also consumes a
large storage space and computational resources.

2.2.4

Randomized Hough Transform
Randomized Hough Transform (RHT), proposed by Xu et al. [20], is a prob-

abilistic variant of the classical HT. It is widely used in curve detection, including
circle and ellipse detection [21, 22]. The basic idea is that for a shape which can
be described by an analytical expression, a certain number of points on the shape
can fully determine the parameters. Moreover, the number of points needed for fully
determining the parameters is determined by the degrees of freedom of the shape. For
example, a straight line can be fully determined by two points and a circle or ellipse
can be fully determined by three points. In RHT, at each step, a certain number of
pixels is drawn randomly from the image and the corresponding parameter space is
obtained. Then a standard HT is applied using the obtained parameter space. If the
number of points that voted for this parameter set exceeds a threshold, this parameter set is taken to be the one that represents the detected shape. Then the points
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that voted for the set are removed from the image. The above process repeats until
the iteration times reach a maximum limit or all the shapes have been detected.

2.3

Hough Tranform Application on Coronal Loop Detection
A Hough Transform method has also been applied in detecting magnetic struc-

tures and CME structures in solar satellite images [e.g. 22, 23]. For example, an incremental Hough Transform to detect ellipses in solar coronal image was presented in
[22]. In this method, an incremental and scalable version of RHT was used to detect
ellipse-shaped coronal loops. Also a method based on Hough Transform to detect
CME structures in solar satellite images was presented by Berghmans et al. [23].
The most important step in Hough Transform is the construction of an analytical expression of the shapes that can be detected by the Hough-based approach.
In this thesis, we introduce a new Hough-based method to detect magnetic field loops
that uses a new analytical expression for such loops. The method is described in
Chapter 3.
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CHAPTER 3

NEW MAGNETIC ARC DETECTION TECHNIQUE

In this chapter, our new Hough-based technique to detect dipole curves in
solar coronal images is described.

3.1

Dipole Curves
The observed magnetic fields have two poles. One is positive and the other

is negative. One good approximation for fields with two poles is a magnetic dipole
field. In 2D polar coordinates (r, ✓), the magnetic flux density (Br , B✓ ) of a dipole
lies at (0, 0) can be expressed as:
e 2 cos ✓ ,
Br = A
r3
e sin ✓ ,
B✓ = A
r3

(3.1)

e is the magnetic force, which is determined by the strength of the dipole.
where A
Figure 3.1 shows the plot of magnetic dipole that lies at O and the dipole field, which
is plotted in blue. The magnetic field flux (Br , B✓ ) is a vector field, so the field
lines describe the topographic structures of the vector field. Specifically, the tangent
direction of the field line is parallel to the vector direction at a given point. So the
20

Figure 3.1: Magnetic field of a dipole. The dipole lies at O and the magnetic field
is plotted in blue.

2D dipole field lines can be constructed using the definition that the line tangent to
the field is parallel to the vector direction at a given point. In polar coordinates (r,
✓), this relation is expressed as
B✓
rd✓
=
,
Br
dr

(3.2)

where the left-hand side of the equation is the vector direction and the right-hand
side of the equation is the tangent of the field line. After substituting Equation 3.1
into Equation 3.2, we get:
r = r0 sin2 ✓,
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(3.3)

where r0 is a constant. By changing the value of r0 , we can get a family of dipole curves
that originate from the same dipole located at (0, 0). In the Cartesian coordinate
system (x, y), Equation 3.3 can be expressed as

4/3

y 2 = r0 x4/3

3.2

x2 .

(3.4)

Intrinsic Properties of Dipole Curves
Next, we report our investigation that considered fitting polynomial approxi-

mations to dipole curves. Our first finding is that fitting a low degree polynomial to
a dipole produces a poor approximation for the dipole. Our second finding is that
performing piecewise fitting of degree two polynomials to a dipole can produce a good
approximation with as few as three pieces fit per dipole curve.
A family of dipole curves is shown in Figure 3.2. The dipole curves all have
(0, 0) as the location of dipole and have r0 values that are integers between 1 and
10. We call dipole curves having a dipole located at (0, 0) and looping upward (with
y

0) canonically-posed dipoles. In Figure 3.2, the dipole curves are divided into

three segments (I, II and III) by the red and blue lines. The segment I corresponds
to the part of the curves for which 0 < ✓ <
part of the curves for which
the curves for which

2⇡
3

⇡
3

<✓<

2⇡
.
3

⇡
.
3

The segment II corresponds to the

The segment III corresponds to the part of

< ✓ < ⇡.

A degree two polynomial has the form shown in Equation 3.5:

y = a + bx + cx2 .
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(3.5)

Figure 3.2: Dipole curves (in black) generated by a dipole located at (0, 0) in
Cartesian coordinates. The red and blue lines divide the curves into three segments
(I, II, and III).

a, b and c are the coefficients of the zeroeth, first and second order terms. We use
this form for all dipole segments. One of our piecewise fitting is done to segment I.
The fitting is done by performing a least-square polynomial regression. The segment
I and segment III, if on a canonically positioned dipole, are not functions of x. Any
curve section that is not a function of x, like the curves in segment I and III, need
to be rotated before an equation of the form in Equation 3.5 can be fit to them.
For example, in Figure 3.2, segment I needs to be rotated by 60 degrees clockwise
to be in a suitable position. Figure 3.3 shows the segment I curves (of Figure 3.2)
after rotation (in black) and the second order polynomials fit to them (in red). The
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parameters a, b, c and the product, ac, of the polynomials fit using Equation 3.5 (to
the Figure 3.3) are listed in Table 3.1. For this family of curves, coefficient b and the
product ac remain unchanged.
Figure 3.4 shows the segment II curves (of Figure 3.2) (in black) and the second
order polynomials fit to them (in red). The parameters a, b, c and the product, ac,
of the polynomials fit using Equation 3.5 (to the Figure 3.4) are listed in Table 3.2.
For this family of curves, coefficient b and the product ac remain unchanged.
Simiar to segment I, segment III needs to be rotated by 60 degrees counterclockwise to be in a suitable position. Figure 3.5 shows the segment II curves (of
Figure 3.2) (in black) and the second order polynomials fit to them (in red). The
parameters a, b, c and the product, ac, of the polynomials fit using Equation 3.5 (to
the Figure 3.5) are listed in Table 3.3. For this family of curves, coefficient b and the
product, ac, remain unchanged.
In conclusion, for each segment, when a degree two polynomial is fit, the
following properties are observed:
Property I The coefficient of the first order term remains constant:

b is constant.

(3.6)

Property II The product of the coefficient of the zeroeth order and the second order
terms remains constant:
ac is constant.
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(3.7)
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Figure 3.3: Dipole curves generated by a dipole located at (0, 0) of segment I in
Figure 3.2 after being rotated clockwise by 60 degrees. The polynomials fit using
Equation 3.5 are plotted in red.

Table 3.1: Parameters of rotated segment I
ID number
1
2
3
4
5
6
7
8
9
10

a
-9.577E-3
-1.916E-3
-2.873E-2
-3.831E-2
-4.789E-2
-5.746E-2
-6.794E-2
-7.662E-2
-8.620E-2
-9.577E-2

b
-7.412E-1
-7.412E-1
-7.412E-1
-7.412E-1
-7.412E-1
-7.412E-1
-7.412E-1
-7.412E-1
-7.412E-1
-7.412E-1
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c
1.006
5.031E-1
3.354E-1
2.515E-1
2.012E-1
1.677E-1
1.437E-1
1.257E-1
1.118E-1
1.006E-1

ac
-9.638E-3
-9.638E-3
-9.638E-3
-9.638E-3
-9.638E-3
-9.638E-3
-9.638E-3
-9.638E-3
-9.638E-3
-9.638E-3
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Figure 3.4: Dipole curves generated by a dipole located at (0, 0) of segment II in
Figure 3.2. The polynomials fit using Equation 3.5 are plotted in red.

Table 3.2: Parameters of segment II
ID number
a
1
1.016
2
2.032
3
3.048
4
4.064
5
5.080
6
6.096
7
7.112
8
8.128
9
9.144
10
1.016E1

b
-3.439E-3
-3.439E-3
-3.439E-3
-3.439E-3
-3.439E-3
-3.439E-3
-3.439E-3
-3.439E-3
-3.439E-3
-3.439E-3
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c
-2.251
-1.125
-7.506E-1
-5.629E-1
-4.503E-1
-3.753E-1
-3.216E-1
-2.814E-1
-2.502E-1
-2.251E-1

ac
-2.288
-2.288
-2.288
-2.288
-2.288
-2.288
-2.288
-2.288
-2.288
-2.288

4
Dipole Field
Fitted Polynomial

2

1

0

2

3

4

5

6

7

8

9

10

−2

−4

−10

−8

−6

−4

−2

0

Figure 3.5: Dipole curves generated by a dipole located at (0, 0) of segment III in
Figure 3.2 after being rotated counter-clockwise by 60 degrees. The polynomials fit
using Equation 3.5 are plotted in red.

Table 3.3: Parameters of rotated segment III
ID number
1
2
3
4
5
6
7
8
9
10

a
-9.977E-3
-1.995E-2
-2.993E-2
-3.991E-2
-4.989E-2
-5.986E-2
-6.984E-2
-7.982E-2
-8.980E-2
-9.977E-2

b
7.389E-1
7.389E-1
7.389E-1
7.389E-1
7.389E-1
7.389E-1
7.389E-1
7.389E-1
7.389E-1
7.389E-1
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c
1.003
5.017E-1
3.345E-1
2.508E-1
2.007E-1
1.672E-1
1.433E-1
1.254E-1
1.115E-1
1.003E-1

ac
-1.001E-2
-1.001E-2
-1.001E-2
-1.001E-2
-1.001E-2
-1.001E-2
-1.001E-2
-1.001E-2
-1.001E-2
-1.001E-2

Using the properties stated above, we developed a Hough-based technique for
coronal loop extraction. The new method is introduced in Chapter 4.
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CHAPTER 4

NEW CORONAL LOOP PROCESSING SCHEME

In this chapter, the complete scheme of the new Hough-based method is described. Before applying the Hough-based technique, preprocessing techniques need
to be applied. The purpose of preprocessing is to prepare the image acquired from
satellite observation or laboratory experiment for the new method. The preprocessing
steps include image cleaning, contrast enhancement and coronal pixel labeling. The
last step is a special step for the coronal images.

4.1

Image Clean Up
Many images that we test the new method on are TRACE coronal images.

Figure 4.1 is a coronal image taken by the TRACE satellite on May 19th, 1998 with
a spatial resolution 1024 ⇥ 1024 pixels. The image is plotted after performing a log
transformation n = q log(l + m). Here l is the original intensity value, m is the
minimum intensity value in the image. q is a normalization constant and n is the
intensity value after log transformation.
The noises in the image (white dots) are due to instrument failure, other solar
activities or the cosmic rays. To remove the noises, a median filtering process is
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performed. Median filter is a noise reduction process in digital image processing. In
the median filter process, a 2D window is moving across the image. The intensity value
of the pixel at the center of the window is replaced by the median value of the pixels
inside the window. Figure 4.2 shows the image after performing the median filter
process. The window dimension is set to be 3 ⇥ 3 pixels. The noises are eliminated
and the global contrast is slightly enhanced.
The next preprocessing step is to increase the contrast of the image such that
coronal loops will stand out from the background. As discussed in Chapter 2 and
seen from Figure 4.1, the middle part of the coronal loop is rather faint. Histogram
equalization is a well-known technique to increase the image’s global contrast. The
histogram of an image describes the image’s intensity distribution across the intensity
range. Histogram equalization is a process, in which the histogram of an image
is modified such that the intensities are distributed uniformly across the intensity
range. But this technique fails in the coronal images. As shown in Figure 4.3, the
image is over enhanced such that the coronal loops are hardly seen. An alternate
technique, adaptive histogram equalization technique, proposed by Ketcham [14] is
the introduced and applied.
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Figure 4.1: Initial image after log
transformation.

Figure 4.2: Coronal image after median filtering.

Figure 4.3: Coronal image after histogram equalization.

Figure 4.4: Coronal image after
adaptive histogram equalization.
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4.2

Adaptive Histogram Equalization
Adaptive histogram equalization (AHE), first introduced by Ketcham [14], is

an image enhancement technique. In this technique, similar to median filter, a 2D
rectangular window is convolved with the image. In each application, a standard
histogram equalization is performed for the window, and the equalized result at the
center of the window is used to update the pixel. Since the window size used in
coronal images is 21 ⇥ 21, the 10 pixel-wide boundary of the image is not changed.
The result after applying AHE to the image of Figure 4.1 is shown in Figure 4.4. The
AHE enhances coronal loops more than standard histogram equalization (Figure 4.3).
Using Figure 4.4 instead of Figure 4.2 as the input image could possibly improve the
results in DAM.

4.3

Coronal Pixel Identification
The technique discussed in this section is a special technique applied to coronal

image to separate coronal loop pixels from others. Carcedo et al. [12] proposed that
the cross-sectional intensity profiles of coronal loops in TRACE images can be fit by a
Gaussian-like distribution. This criteria was also applied by Lee et al. [11] to extract
coronal pixels. This process includes:
First. A principal components analysis is done to the image to find the local direction of pixels. The principal component analysis, as described in Chapter 2,
transform the pixels into a two dimensional coordinate system in which the first
axis corresponds to the direction where the intensity variance is the largest (the
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Figure 4.5: Image after performing the coronal loop labeling process.

principal direction) and the second axis corresponds to the direction where the
intensity variance is the smallest.
Second. A Gaussian function is used to fit the pixel’s intensity in the direction
perpendicular to the local principal direction.
Third. Pixels that satisfy the Second criteria are marked as coronal loop pixels.
When the coronal pixel identification process is applied to the image of Figure 4.4,
the result is the image shown in Figure 4.5. This image serves as an input of our new
Hough-based method, which we describe next.
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4.4

Hough-based Technique
As mentioned earlier, we model the dipole curves using piecewise second order

polynomials (parabolas) of form:

y = a + bx + cx2 .

(4.1)

To detect such curves, we use Hough-based processing with a parameter space (a, b,
c). We use extents for a of as to al , for b of bs to bl , and for c of cs to cl . We use the
parabola Hough Transform in a way that assumes fitting to a segment II form arc of
a canonically posed loop. The bin sizes we use are described later in Section 4.4.3.
The direction of opening of a parabola arc in segment II of the canonical pose
is either upward or downward. In images, magnetic field structures may not have a
canonical pose. To address this problem, most images need to be rotated by some
amount before applying Hough Transform. Since the amount of rotation is usually
not already known, in our approach, the image is rotated a variety of amounts. At
each resulting orientation, a Hough-based fitting is applied. Overall, the image is
rotated through orientations ranging from 0 to 360 .
The flowchart of our new Hough-based method is shown in the part of Figure 4.6 surrounded by a dotted box. There are two iterative sequences in the new
method, which can also be seen from Figure 4.6. The inner iterative sequence is
shaded in dark blue. The outer iterative sequence is shaded in light green. Here ✓
is the current orientation (see below) of the image. N c is the current iteration times
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(see below) of the parabola Hough Transform. In the inner loop, Hough Transform
is applied iteratively in an updated parameter space. For the outer loop, the image
is rotated by d✓ degree with respect to the previous orientation at each iteration.
Our method applies the parabola Hough Transform to images that have had
the pre-processing already done to them. In this process, each pixel in the image

Figure 4.6: Flow chart of Hough-based method.

votes in the bins of parameter sets associated with it.
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4.4.1

Inner Loop
Next, we describe the inner processing loop where the Hough Transform is

done. After every pixel votes, the bin (av , bv , cv ) with the highest count is obtained. It
represents the detected parabola. The pixels that voted for this bin are then removed
from the image. Inspired by the properties discussed in the previous chapter, the
parameter space (a, b, c) is then changed into a space with bounds set as:

bv

b

< b < bv +

b

(4.2)
(av cv )
where

b

and

ac

ac

< ac < (av cv ) +

ac ,

are the tolerance of the parameter space. Using new bins within

these bounds, the parabola Hough Transform is then applied to the images with voted
pixels removed. It produces a new bin (av1 , bv1 , cv1 ) with highest count, and the pixels
that voted for this bin are then removed from the image. The process then repeats;
the parameter space is modified accordingly by Equation 4.3; all voted pixels removed
from the image; and the new parameter space is used for parabola Hough Transform.
The process is done N times. All curves that share the same properties mentioned
in Section 3.2 are found by it:

bv1

b

< b < bv1 +

b

(4.3)
(av1 cv1 )

ac

< ac < (av1 cv1 ) +

ac .

N is a parameter that will be discussed later. A set of (N + 1) parabolas are obtained
by the inner loop.
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4.4.2

Outer Loop
Next, the outer loop’s operation is described. All the pixels that were removed

from the image by the inner loop in the previous steps are restored at the beginning
of each outer loop iteration. The parameter space is also restored to its initial range.
The image is then rotated by d✓ degree with respect to the orientation of the previous
image. The current orientation of the image is then ✓. The steps in the inner loop are
then performed to detect another (N + 1) parabolas. The whole process repeats until
the image has been rotated a total of (360-d✓) degrees with respect to its original
orientation. In the end, 360(N + 1)/d✓ parabolas are detected.

4.4.3

Determination of Parameter Space
Next, how we determine the extent and resolution of our Hough parameter

space is described. The extents of the parameter space is determined by the orientation, shape and location of the dipole curves in the image.
There are two geometric properties of a parabola: its vertex and focus. The
vertex of a parabola determines location. The focus determines shape. If the Equation 4.1 is rewritten in the following form:

y = c(x +

then (

2
b
, 4ac4c b )
2c

b 2 4ac b2
) +
,
2c
4c

(4.4)

is the coordinate of the parabola’s vertex and c describes the

shape of the parabola. If c > 0, the parabola points upward. If c < 0, the parabola
points downward. Furthermore, the larger the absolute value of c, the narrower the
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parabola. Since our approach rotates the image by d✓ step by step and attempts to
detect segment II-form arcs, we choose the value of c to be negative without loss of
generality. Parabolas with a positive value of c can be detected by rotating images
by 180 . Moreover, experiments show that a reasonable range for c is [ 0.1, 0] in
TRACE solar coronal images.
The extents of the parameter space is further determined by the criterion that
the vertex of the parabola should lie inside the image. In Figure 4.7, the black solid
square marks the boundary of a region. The four colored parabolas show parabolas
with vertices at region corners. These are at “boundaries” of our interest in parameter
space. The new method will only detect parabolas whose vertex lies inside the solid
square. Therefore, the range of coefficients for such parabolas are:

0.1 < c < 0,
b
< Dx ,
2c
4ac b2
0<
< Dy ,
4c
0<

(4.5a)
(4.5b)
(4.5c)

where Dx and Dy are the dimensions of the region in the figure. Equation 4.5b and
Equation 4.5c guarantee that the vertex of the parabola lies inside the square. When
our approach is applied to images, we assume the parabola vertex is in the image, so
we set Dx and Dy to be image dimensions.
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Figure 4.7: Four colored parabolas represent the boundaries of the parameter space.
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The resolution of parameter space da , db and dc determines the accuracy and
computational efficiency. The values we have used in our experiments are da = 5,
db = 0.2 and dc = 0.0001. The rotation angle d✓ and iteration times N in each step
are chosen to be d✓ = 2, 3 or 4 and N is [10, 20].

4.5

Interpretation of the Results
The output of the new method is a collection of parabolas, each represented

by a tuple

= { ✓, a, b, c}. Here ✓ is the orientation of the image with respect to its

original direction; a, b and c are the coefficients of the parabola with the orientation
✓. To map a voted parabola
parabola is rotated by

o

= {✓0 , a0 , b0 , c0 } back to the original image, the

✓0 . Then, all pixels falling on the parabola’s locations in the

image are marked as curve loop pixels.
For a given parameter set, not only coronal loop pixels vote but noise pixels
vote as well. But noise pixels are discrete pixels, which are di↵erent from curve loop
pixels, which are continuous. Therefore, a continuity property can serve as a criteria
to eliminate noise points. Two points are said to be continuous if the distance between
them is less than

p

2. M points are taken to be continuous if the distance between all

adjacent points is less than

p

2, and the set of these M points is called a continuous

set with length M . In the experiment, we set the minimum continuous length L to be
30, which means only continuous sets with length greater than 30 are left as detected
coronal loop segments.
The complete flow chart of our new Hough-based method is shown in Figure 4.8. The item in the dashed rectangular is our new Hough-based technique,
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which is shown inside the dotted polygon in Figure 4.6. The “Median Filtering”,
“AHE” and “Coronal loop pixel identification” are steps inside the “preprocessing”
item in Figure 4.6. The “Mapping the Hough Result” and “Edge Linkage” items are
steps contained in the “postprocessing” item in Figure 4.6.
This chapter has described the preprocessing steps and the complete scheme
of the new Hough-based technique. In the next chapter, the applications of the new
Hough-based technique to coronal image is presented.
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Figure 4.8: Flowchart of the complete steps of detecting dipole curves in coronal
image. The item in the dashed rectangle is the new Hough-based method. The details
are shown in Figure 4.6
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CHAPTER 5

APPLICATIONS AND RESULTS

This chapter discusses the application of the new Hough-based method on
coronal images and iron filing images.

5.1

Preliminary Results Analysis
In this section, we present results of some intermediate steps toward the com-

plete Hough-based technique. As a reference, Figure 5.1 shows the detected coronal
loops (plotted in orange) in Figure 4.1 using DAM [11]. The numbers overlaid represent the id numbers (or indexes) of the detected loops. To validate the new Houghbased method, we fit some of the detected dipole-shaped coronal loops with second
order polynomials. Figure 5.2 shows the coronal loops with index {0, 1, 33, 36, 40}
(in black) and fit second order polynomials (in orange). Coronal loops in Figure 5.2
are rotated counter-clockwise by 15 to give a better fit. Apparently the end part of
coronal loops 0, 1 and 33 does not follow the shape of the second order polynomial.
Therefore, loops 0, 1 and 33 are processed such that only the concentric part of the
curves is considered. The reason that we consider loops { 0, 1, 33, 36, 40} is that
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these loops have good concentricity. There are other groups of loops that have good
concentricity, too, such as {14, 16, 11}, {31, 27, 2} and etc..
The fit coefficients are shown in Table 5.1. In Table 5.1, the first order coefficients, b, and the product, ac, of the zeroeth order term’s coefficient, a, and the
second order term’s coefficient, c, are similar for many loops. Furthermore, the first
order coefficient, b, of loops 33 and 40 (which have good concentricity) are 5.62851
and 5.77256 (with a 2% percentage di↵erence) and the product of the zeroth order
and the second order coefficients are 4.17251 and 4.87197 (with a 14% percentage
di↵erence), respectively.

Figure 5.1: Detected coronal loops using DAM are plotted in orange. The number
represents the ordinal of the loops.
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Figure 5.2: Coronal loops {0, 1, 33, 36, 40} (in black) in Figure 5.1 are fit by second
order polynomials (in orange).

Table 5.1: Coefficients for the fit of second order polynomials in Figure 5.2
index #
0
1
33
36
40

a
-573.084
-272.407
-411.709
-676.636
-446.546

b
6.80903
4.56792
5.62851
7.55991
5.77256
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c
-0.0125952
-0.00795280
-0.0101346
-0.0145525
-0.0109103

ac
7.21813
2.16640
4.17251
9.84677
4.87197

5.1.1

Intermediate Result of Hough Transform
In this section, the intermediate results of the new Hough-based method are

presented. From the fit results shown in Figure 5.2 and Table 5.1 of loops { 0, 1, 33,
36, 40}, we choose the parameter space to be

800 < a < 0, 0 < b < 8,

0.01 < c < 0

and 0.8 < ac < 7 (Table 5.2). The parabola Hough Transform was applied to the
image of Figure 4.4 after being rotated by an angle of 15 counter-clockwise. That
image is shown in Figure 5.3. The resolutions are da = 1, db = 0.2 and dc = 0.0001
respectively (Table 5.2).
parameter value
as
-800
al
0
bs
0
bl
8
cs
-0.01
cl
0
da
1
db
0.2
dc
0.0001

Table 5.2: Parameters used for parabola Hough method in the trials
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Figure 5.3: First trial: processed coronal image rotated counter-clockwise by 15o .
Five parabolas detected in the first trial are overlaid in magenta
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After performing the first trial of Hough transform, we obtained the most voted
bin (a0 , b0 , c0 ). Then the parameter space was updated according to b0
b0 + 0.1 and a0 ⇥ c0

0.1 < b <

0.2 < ac < a0 ⇥ c0 + 0.2. The Hough Transform parameter space

was updated and applied another 4 times. In the end, five parabolas were obtained.
The results are shown as overlays in magenta in Figure 5.3. The five parabolas are
plotted in magenta. They correspond to coronal loops {47, 46, 33, 0, 36} in Figure 5.1.
The parabola corresponding to coronal loop 33 was the first detected one. For loops
{0, 36, 33} in Figure 5.1, the new method detected part of the whole loop. This is
because the new method only detects curves that have a parabola shape. For loops
{47, 46}, the new method detected much longer loops than DAM.
A second trial was done using rotating of the original image counter-clockwise
by 135 . The same parameter space and resolution was applied. Three total iterations
were done; a total of 3 parabolas were detected. Figure 5.4 shows the rotated image
with the detected 3 parabolas overlaid in magenta. Coronal loops {12, 10, 7} in
Figure 5.1 were detected.
A third trial was done using multiple rotations of the Figure 4.5. In it the
original image was rotated by 30 degrees at each step, with the image 12 times
overall. The number of iterations N at each rotation step was chosen to be 1, with
only one parabola detected in each. The boundary and the resolution of parameter
space remained the same as previous trials. The image with the 12 detected parabolas
overlaid is shown in Figure 5.5. Loops 2 and 22, which are disjoint in the DAM result,
are joint by a single arc in our method. Loop 33 was detected better than in the first
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trial. The extension of loop 46 to pixels that are separated by other loops is a good
outcome for our approach.

Figure 5.4: Second trial: processed coronal image is rotated counter-clockwise by
135o . Three parabolas detected in the second trial are overlaid in magenta

We also note that loops 46 and 33 were detected in two of the rotational steps.
We conclude that each (part of) a coronal loop can be detected by more than one
parameter set

. Furthermore, di↵erent part of coronal loops can be detected by

di↵erent parameter sets.
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Figure 5.5: Third trial: processed coronal image with 12 detected parabolas overlaid
in magenta in the third trial

Next, parabolas were truncated such that they only extend to the locations
where there were pixels voting for them. Figure 5.6 shows the processed coronal
image used in this section overlaid by the 12 detected parabolas after truncation.
Next, we report another experiment, that we call the fourth trial. It uses an
increase in N , the number of iterations in the inner loop, and a smaller d✓ at each
step. Using such strategy allows more coronal loops or loop segments to be detected.
Specifically, we also use two inner loop iterations. Figure 5.7 and Figure 5.8 show
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Figure 5.6: Detected parabolas after truncation, shown overlaid in magenta

the detected parabolas and truncated parabolas for the trial. We find more loops
(segments) in this trial than all the previous trials.
Another experiment was performed under the similar conditions, except the
rotation angle at each step was set to be 10 . Figure 5.9 and Figure 5.10 show the
detected whole parabolas and truncated parabolas for the trial. Even more loops
(segments) are detected in this trial.
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Figure 5.7: Fourth trial: processed coronal image with 24 detected parabolas overlaid in magenta in the third trial
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Figure 5.8: Detected parabolas after truncation, shown overlaid in magenta
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Figure 5.9: Fifth trial: processed coronal image with 36 detected parabolas overlaid
in magenta in the third trial
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Figure 5.10: Detected parabolas after truncation, shown overlaid in magenta
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5.2

Coronal Imagery Application
In this section, we present more results of the new Hough-based technique.

The parameters used in the Hough-based processing are shown Table 5.3. The range
of parameter space is increased in order to detect more parabolas. Figure 5.11 is the
detected dipole curves in the coronal image shown in Figure 4.5. In this result, only
dipole curves whose length exceed 30 are plotted.
parameter value
as
-2000
al
0
bs
0
bl
10
cs
-0.1
cl
0
da
5
db
0.2
dc
0.0001
d✓
4
N
20

Table 5.3: Parameters applied to the new Hough-based method

5.3

Iron Filing Imagery Application
Another application of the new method is to an iron filing image. Iron filings

are powder-like small pieces of iron. They can be used to show the magnetic field
direction around the bar magnet. Figure 5.12 is an iron filing image selected from a
website1 with a dimension of 512 ⇥ 512. The image is prepared for the new Hough1

http://van.physics.illinois.edu/QA/listing.php?id=27163&t=magnetic-field-lines-dont-reallyexist
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Figure 5.11: Detected dipole curves in the coronal image

based technique by doing a median filtering with a window size 3 ⇥ 3 pixel and a
AHE with a window size 21 ⇥ 21.
Figure 5.13 shows the detected dipole curves in the image using our new
Hough-based technique. Only curves with length greater than 30 are plotted. A
large number of dipole curves are detected by the new method. There are also a few
non-dipole structures that are detected.
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Figure 5.12: Iron filing image obtained from website
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Figure 5.13: Detected dipole curves in the iron filing image
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CHAPTER 6

PERFORMANCE CONSIDERATIONS

The parabola Hough Transform is a time and space consuming process. The
parameter space of the new Hough method is a 4D space

= {✓, a, b, c}. For example,

the CPU time for a run of a Fortran 90 version of our scheme with parameters shown
in Table 5.3 is 4376 sec. This time is measured on an Intel Xeon E5430 processor for
a run that was compiled without optimizations.
We parallelized our scheme by dividing the iterations of the outer loop independently, since each one is independent of the others. For example, if d✓ is set
to be 90 , there are four independent iterations of the outer loop, and the rotation
angles considered in those loops are the rotations angles of 0 , 90 , 180 and 270 .
If we utilize 2 CPUs for this example, our parallelization will involve the first CPU
computing the cases when the rotation angles are 0 and 90 and the second CPU
computing the cases when the rotation angles are 180 and 270 .
We have done some experiments to consider run time of our parallelized scheme
in a parallel environment. Tests were done on the super computer called “Bladerunner” in the Department of Space Science at the University of Alabama in Huntsville.
The “Bladerunner” is built on Linux platform 3.17.2-200.fc20.x86 64. Its CPUs have
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a frequency of 2.66 GHz. Each CPU has associated memory of size 2 GB. The scheme
was parallelized using the Message Passing Interface (MPI). The compiler used was
mpifort for MVAPICH2, version 2.1a. The number of CPUs we utilized for these
tests are 1, 2, 4, 8, 16, 32. Figure 6.1 shows the speed up, SN , obtained for runs up
to 32 CPUs.

20

Speed up

15

10

5

0
0

10

20
Number of CPUs

30

40

Figure 6.1: Speed up of outer loop on Bladerunner

The speed up is calculated by:

SN =
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⌧
,
⌧N

(6.1)

where ⌧ is the CPU time consumed using 1 CPU and ⌧N is the CPU time consumed
using N CPUs.
Speedup is sub-linear but still increasing at 32 CPUs. One reason that speedup
is not linear may be that some portion of the code, such as reading the image, can not
be parallelized. Another possible reason is that the excution efficiency of one CPU
possibly is being a↵ected by others. More investigation of the performace is needed.
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CHAPTER 7

CONCLUSION AND FUTURE WORK

In this thesis, a parabola Hough-based technique to detect dipole-shaped
curves in coronal images and iron filing images has been described. An analysis
of intrinsic properties of 2D dipole curves was also presented. We found that a three
piecewise parabola can fit the dipole curves accurately. Also for a family of dipole
curves, the first order coefficient of the piecewise fit parabola is identical. Moreover,
the product of the zeroeth order and second order term’s coefficients are constant.
One of the advantages of making this approximation is that dipole curves in most
images are distorted by projection, so that the observed curves do not follow strict
dipole shapes.
In our new Hough-based technique, we apply the parabola Hough Transform to
the image after performing the pre-processing steps. There are two iterative loops in
the new method. In the inner loop, parabola Hough Transform is applied iteratively
in an updated parameter space. In each inner loop, the Hough Transform is applied
for N + 1 times and a total of N + 1 parabolas are obtained. In the outer loop,
the image is rotated by d✓ with respect to the image’s previous orientation at each
iteration. The image will be rotated by 360/d✓ times in the outer loop. In the end,
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360(N + 1)/d✓ parabolas are detected. The output of the new Hough-based method
is a collection of parabolas, denoted as

= {✓, a, b, c}. ✓ is the orientation of the

image with respect to its original orientation; a, b and c are the coefficients of the
parabola with the orientation ✓.
Our approximation of a piecewise parabola for coronal loops does not hold
in some cases in which the coronal loops are deformed and stretched badly from a
standard dipole shape. To overcome this issue, a more complicated model needs to
be introduced in future work.
We also found application of adaptive histogram equalization (AHE) technique
to the coronal images is helpful. It enhances local contrast to a large extent and
makes coronal loops stand out. The faint middle part of the solar coronal curves is
also enhanced.
The technique can produce incomplete coronal loops. They are a↵ected by the
length threshold set in Chapter 3. In the postprocessing step, only pixels that have
a continuous length larger than 30 pixels are considered as coronal loop segments.
The loop completeness is highly a↵ected by discontinuities of the loops. For future
work, an edge linkage process could also be applied in the postprocessing steps to link
segments that share similar properties.

64

REFERENCES

[1] F. Krause, “The cosmic dynamo: from t=-1 to cowlings theorem. a review on
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