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Излагается вероятностно - статистическая модель компактного представле-
ния серий одинаковых элементов изображений полиадическими кодами. 
 
Разработка математической модели необходима для определения до-
полнительной степени сжатия изображений в результате полиадического 
кодирования длин серий одинаковых элементов. 
Теоретическое решение этой задачи состоит в нахождении средних 
затрат разрядов 
ср
N на представление полиадических кодов N, сформи-
рованных для последовательности серий элементов изображений 
NogN 2ср  , 
где N  - среднее значение полиадического кода последовательности длин 
серий. 
Рассмотрим частный случай, когда полиадические коды формируются 
для последовательностей длин серий, имеющих следующие свойства. 
1. Максимальное значение длины серии l ограничено величиной Lmax. 
Значение Lmax выбирается так, чтобы полиадический код последователь-
ности длин серий мог разместиться в машинном слове заданной длины М. 
2. Количество длин серий в последовательности, для которой форми-
руется общий код, фиксировано и равно дсn . 
Из отдельных длин серий образуются массивы L равных размеров 
  






 n,1j;дсn,1i
ijL  . Для массивов, расположенных в конце кадра, не 
всегда удастся образовать прямоугольный массив. В этом случае недоста-
ющие элементы заполняются нулями. Для таких условий полиадическое 
кодирование задается выражением 
 
дсn,1iijпкj
N

   ,                                   (1) 
где пк  - оператор полиадического кодирования [1]; ij  - значение ij - й 
длины серии в последовательности    j,дсnijj1j ,,L  . 
 к.т.н. В.В. Баранник, Н.А. Королева, 2001 
174                                                                       Системи обробки інформації, випуск 3(13), 2001 
  175 
Для решения поставленной задачи будем использовать вероятностно - 
статистические методы. Введем случайную величину Nj - значение полиа-
дического кода последовательности L(j). Тогда оценкой N  является мате-
матическое ожидание mN значения случайной величины Nj. 
На основе выражения (1) Nj  является взвешенной суммой случайных 
величин ij . При этом событие kij  (k – конкретное значение серии) 
наступает в результате появления опыта по схеме Бернулли. Поэтому слу-
чайные величины ij  ( сдn,1i  )  – взаимонезависимые.  
В силу теоремы о математическом ожидании суммы взаимонезависи-
мых величин [2] получим 
 


сдn
1i
iijN hmm  ,                                       (2)  
где  mN - математическое ожидание полиадического кода Nj, вычисленно-
го для последовательности длин серий L(j); m[lij ] - математическое ожи-
дание величины lij; hi - весовой коэффициент последовательности L
(j). 
Поскольку максимальное значение длин серий ограничено величиной 
maxL , то математическое ожидание  ijm   равно [3]: 
 
p
q1
m
maxL
ij

 ,                                   (3) 
где q = 1 - p   –  вероятность отсутствия перепада цветовой координаты. 
В связи с тем, что процесс формирования длин серий является ло-
кально стационарным [2], то      j,дсnijj1 m...m...m   . Тогда с 
учетом формулы (3) выражение (2) примет вид 
  



сдn
1i
i
maxLсдn
1i
iijN hp
q1
hmm  .                    (4) 
Весовые коэффициенты hi формируются как накопленное произведе-
ние оснований полиадических чисел  : 


 
дсn
1i
дсi n,1i,h .                                   (5) 
Ввиду того, что последовательность   
сдn,1ii
h

 одинакова для всех 
L(j) в пределах одного блока, то  коэффициент hi в (2) будем рассматри-
вать, как числовую характеристику случайной величины Hi (случайный 
исход произведения (5)). Такой характеристикой является математическое 
ожидание m[Hi].  Рассмотрим случайную величину i - максимальное зна-
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чение величины lij, увеличенное на единицу. Из независимости величин 
 
дсn,1i
ji 
  следует взаимонезависимость  
дсn,1ii 
 . 
Для взаимонезависимых величин математическое ожидание их про-
изведения равно произведению математических ожиданий этих величин 
    


дсn
1i
i mHm ,                                     (6) 
где m[] - математическое ожидание максимального значения для слу-
чайных величин lij в  - й строке. 
Для нахождения математического ожидания m[] необходимо знать 
плотность распределения P( =u) вероятностей случайной величины  
( =u – событие, состоящее в том, что случайная величина  будет равна 
u). Получим сначала выражение для функции распределения F(u). За-
пишем выражение для : 
  1max j
nj1
 

  , 
где n – количество длин серий в  –й строке. 
Поскольку величины j  взаимонезависимы, то событие u  
наступит при появлении ряда событий 
u,...,u...,,u nj1    .                            (7) 
С учетом (7)  uF   равна  
      



 
n
1j
j
n
1j
j uF1uFuF  ,                  (8) 
Для серий с ограниченной длиной функция геометрического распре-
деления  uF j   будет равна 
   







.Luилсе,1
;Luилсе,p11
uF
max
max
u
j                         (9) 
На основе (9) выражение для функции  uF   примет вид 
   

 
n
1j
j uFuF  . 
С учетом локальной стационарности процесса формирования длин серий 
     nj uFuF    . 
Тогда плотность распределения P(=u) случайной величины  равна 
        njnj 1uFuFuP    .                 (10) 
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Для заданной по формуле (10) плотности P[=u] найдем математи-
ческое ожидание  m : 
   

 
maxL
1u
uPum .                                 (11) 
Подставляя выражения (6), (10) и (11) в формулу (4), получим (мате-
матическое ожидание mN  полиадического кода длин серий): 
 
       .1uFuFu
p
q1
uPu
p
q1
m
дсn
1i
дсn
1i
maxL
1u
n
j
n
j
maxL
дсn
1i
дсn
1i
maxL
1u
maxL
N
  
  
  

  

























      (12) 
В результате подстановки в (12) выражения (9) для функции распре-
деления  uF  длин серий, получим  
   
 
  
  


















дсn
1i
дсn
1i
maxL
1u max
u
max
u1umaxL
N
Luилсе,p1
Luилсе,p1p1
u
p
q1
m . (13) 
 
Таким образом, в случае формирования длин серий по схеме Бернул-
ли в условиях локальной стационарности выражение (13) позволяет вы-
числить математическое ожидание полиадического кода последовательно-
сти длин серий для заданных вероятности цветового перепада p, макси-
мальной длины серии maxL и количества длин серий дсn . 
Интерес представляет выражение 
дс
N2
n
mog
  ,                                           (14) 
где   - среднее количество разрядов, приходящееся на одну серию эле-
ментов в случае полиадического кодирования. 
Выражение (14) позволяет определить средние затраты разрядов 
ср
N . 
Определим эффективность полиадического кодирования длин серий 
на основе сравнения средних затрат разрядов на одну длину серии для 
разных методов сжатия. На рис. 1 показаны графики зависимостей затрат 
разрядов на одну серию для полиадического кодирования их длин   и  
поэлементного статистического кодирования дс  ( дс =  ij2 mog  ). 
Замечание. Построение графиков на рис. 1 проводилось для  значений 
16Lmax   и 8nдс  . 
При этом вероятностям цветового перепада для 0.01  р < 0.1 соот-
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ветствуют изображения типа Мнемосхема; 2.0p1.0   - изображения 
типа Портрет; 2.0p   - изображения типа Фото с ИСЗ. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 1. Графики зависимости величин   и дс  от p 
 
Из анализа представленных на рис. 1 графиков следует, что полиади-
ческое кодирование длин серий позволяет дополнительно увеличить сжа-
тие данных в среднем в 2 раза для вероятности цветового перепада 
1.0p   и в среднем в 15 раз для 2.0p  . 
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