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The goal of the research was to develop a new predictive tool for assessing the 
performance of traffic sign retroreflectivity and to compare the developed tool with the 
existing linear regression models. 
Retroreflectivity decreases as sign sheeting ages. Currently Louisiana Department 
of Transportation and Development (LADOTD) replace signs with low reflectivity based 
on driver complaints. This practice might have resulted in premature sign replacement 
(removal of signs with several years of in-service life still remaining) or in non-
replacement of signs that are not in compliance with LADOTD minimum reflectivity 
standards.  
In this study, both neural network models and regression models were developed to 
predict reflectivity of Engineering and High Intensity Grade signs. The LADOTD traffic 
sign inventory data of Ascension Parish traffic signs were used for model development, 
validation and comparison. The performance of the developed neural network models 
(NN models) was compared to the developed regression models (R2 models) and also to 
the existing retroreflectivity regression models (R1 models) developed by Wolshon et al. 
The R1 models were developed for traffic signs placed along Interstate and State 
Highway routes in the districts of New Orleans, Baton Rouge, Lafayette, and Shreveport. 
Also, the usability of the neural network models developed in the study was analyzed 
based on the data collected by Wolshon et al to develop the linear regression R1 models.  
The results of this study demonstrated the feasibility of using ANNs in predicting 
the retroreflectivity of Type I and Type III sign sheeting. The independent variables 
found to be statistically significant variables in explaining the performance of traffic 
signs retroreflectivity included age of the sign, sheeting type, and background color of 
sign sheeting. A comparison of the models developed with two different specifications 
involving different sets of independent variables showed that the models including all the 
variables (i.e., Age, Edge of Pavement Distance, Sign Orientation, Sign Background 
Color, and Sheeting Type) increased the explanatory power of the models by little. 
However, it was recommended to use of all deterioration variables whose effects are not 
non-existent.  
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CHAPTER 1. INTRODUCTION 
Traffic signs play an important role in safe movement of motor vehicles. For signs to 
accomplish their intended purposes, they must be visible to motorists. During daylight 
hours drivers follow many cues such as traffic control devices, vegetation, ditches, 
guardrails and pavement markings to guide them on roadways (Schertz, 2001). During 
nighttime all these cues are difficult to see. The only way an object is visible at night is if 
it is artificially illuminated and some of the light is reflected to the drivers’ eyes (Schertz, 
2001). Thus the Manual of Uniform Traffic Control Devices (MUTCD) requires that 
“regulatory and warning signs, unless expected in the standards covering a particular 
sign or group of signs, shall be reflectorized or illuminated to show the same shape and 
color both by day and night” (MUTCD, 1988). The property of returning light back to 
the source is called retroreflectivity. Retroreflectorized signs efficiently redirect and 
focus the light rays toward the drivers’ eyes. To take advantage of this concept many 
signs are retroreflectorized, using retroreflective sheeting materials to make them visible 
at nighttime.  
 The nighttime effectiveness of most highway signs depends on the performance of 
retroreflective sheeting. As the sheeting ages, legibility of the sign gradually decreases 
and it becomes less effective in guiding or warning nighttime drivers. Traffic signs with 
low legibility do not convey their message clearly and there by increase the time for the 
driver to comprehend and respond to its message satisfactorily. Unclear messages can 
cause accidents to motorists and others. Thus, studying the performance of the sheeting to 
know when it has to be replaced becomes important. It also is important to have a basis 
for knowing what factors affect the performance of the sheeting. Knowing when to 
replace the sign sheeting is complex because the durability of the sheeting depends on 
several factors ranging from sign and traffic characteristics to the climatic conditions of 
the area where the sign is installed. While complex, it is imperative that the replacement 
of signs be done at the right time leading to fewer accidents for the road users. Therefore, 
knowledge of sign reflectivity performance over a period of time is important to prevent 
the possibility of accidents during day and night. One important aspect of maintaining 
sign sheeting above the minimum reflectivity standards as specified in Table 1-2 through 
1-5 (McGee et al, 1998) is the ability to predict the reflectivity of the sign sheeting. To 
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accomplish this goal, it is important to answer what factors affect the reflectivity of sign 
sheeting.  
Relatively little research work has been done in determining the performance of a 
traffic sign reflectivity.  In particular artificial intelligence has never been used in 
studying the complex behavior of the factors affecting sign reflectivity. The use of the 
neural network models developed by this study is hypothesized to help highway agencies 
deal with the complex behavior of the deterioration variables affecting sign reflectivity 
and help the highway agencies by eliminating the replacement of functionally satisfactory 
signs. Furthermore, the retroreflectivity prediction models are hypothesized to aid in the 
areas of sign management, budgeting, and cost analysis of traffic signs by highway 
agencies. 
1.1. Background 
1.1.1. Retroreflective Sheeting 
Retroreflection occurs when light rays are reflected predominately in the direction 
of the light source.  Retroreflective materials appear brightest to an observer located near 
the light source because of the relatively large amount of light that is returned.  An 
important use of retroreflective materials is to direct light from the source to areas where 
it is needed for work or attention directing such as on traffic signs, road delineators, and 
road markings etc.  The two types of major retroreflective sheeting types are: 
 Enclosed lens sheeting, and 
 Encapsulated lens sheeting. 
Enclosed lens sheeting, commonly called Engineering Grade retroreflective material, 
consists of a layer of transparent plastic of appropriate color in which microscopic glass 
beads are embedded with a metallic retroreflector coat behind the bead layer (Degeyter, 
1997).  Encapsulated lens commonly called High Intensity Grade retroreflective material 
consists of exposed glass lenses embedded in a plastic resin and protected by a 
transparent film supported above the beads by walls constructed in a hexagonal or similar 
pattern (Degeyter, 1997).   
Retroreflectivity is commonly described in terms of luminance or retroreflectance, 
which is measured in terms of the coefficient of luminous intensity.  The coefficient of 
luminous intensity for a small (point) retroreflector is defined as the ratio of luminous 
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intensity of retroreflector in the direction of observation to the illumination at the 
reflector on a plane perpendicular to the light.  In the International Systems of Units (SI), 
it is expressed as candelas (cd) per lux (lx).  If the retroreflector is not a point source, as 
is usually the case (sign surface), the brightness is computed per unit area defined as 
Coefficient of Retroreflection (R′).  R′ is expressed in SI as candelas per lux per square 
meter and the coefficient is termed as Specific Intensity per Unit Area (SIA) (NCHRP, 
346). 
1.1.2. Retroreflectivity Standards 
There are three main national standard classifications for traffic sign sheeting materials as 
shown in Table 1-1 (ADOT, 1993).   
1. Standard Specification for Construction of Roads and Bridges on Federal 
Highway Projects, FP-85, section 718 (FHWA, 1985). 
2. AASHTO Standard Specification for Retroreflective Sheeting for Traffic Control, 
M268-84 (1990) (AASHTO, 1991). 
3. ASTM Standard Specification for Retroreflective Sheeting for Traffic Control, D 
4956-90 (ASTM, 1991). 
Following Table shows the three national standard classifications of traffic sign sheeting 
materials by FHWA, AASHTO and ASTM.  
Table 1-1 Standard Retroreflective Sheeting Material Types (ADOT, 1993) 
Sheeting Grade FP-85 AASHTO Type ASTM Type 
Engineering II II I 
Super Engineering II-A - II 
HI Encap. Lenses III-A III-A III 
HI Prismatic III-B & III-C III-B IV 
Diamond Grade * * * 
HI Vinyl IV IV VI 
* Largely exceed the specifications for prismatic HI sheeting 
1. FP-85 recognizes three types of sign sheeting materials: 
(a) Type II, composed of enclosed-lens sheeting, includes two classes: 
• Type II, commonly known as “Engineering Grade” sheeting, and 
• Type II-A, known as “Super Engineering Grade”. 
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(b) Type III, commonly known as “High Performance” Sheeting, has three classes: 
• Type III-A, including encapsulated-lens sheeting, 
• Type III-B, prismatic type sheeting, and  
• Type III-C, also prismatic type (authorized by a memorandum dated 
November 3, 1989, by Federal Land Highway Program Administration). 
(c) Type IV, a high performance vinyl sheeting of low durability, is typically used for 
temporary traffic control devices (such as orange cones). 
2. AASHTO considers four types of sign sheeting materials:  
(a) Type I: low reflectivity sheeting not recommended for highway signs, 
(b) Type II: medium reflectivity sheeting (engineering grade), 
(c) Type III: high intensity reflective sheeting, and 
(d) Type IV: high reflective vinyl sheeting. 
3. ASTM uses six types of sign sheeting materials: 
(a) Type I: medium-intensity retroreflectivity sheeting referred to as “engineering” 
grade. 
(b) Type II: medium-intensity retroreflectivity sheeting referred to as “super 
engineering” grade. 
(c) Type III: high-intensity retroreflective sheeting typically encapsulated glass-bead. 
(d) Type IV: high-intensity retroreflective sheeting, typically unmetallized 
microprismatic retroreflective material. 
(e) Type V: high-intensity retroreflective sheeting, typically metallized 
microprismatic retroreflective material. 
(f) Type VI: elastometric high-intensity retroreflective sheeting, typically 
microprismatic. 
Of these three nationally accepted standards, the sheeting used in Louisiana complies 
with ASTM except as modified in DOTD’s Louisiana Standard Specifications for Roads 
and Bridges (DOTD, 2000). A summary of the minimum performance requirements for 








Angle White Yellow  Orange Green Red Blue Brown 
0.2 -4.0 70 50 25 9 14 4 1 
0.2 30.0 30 22 7 3.5 6 1.7 0.3 
0.5 -4.0 30 25 13 4.5 7.5 2 0.3 
0.5 30.0 15 13 4 2.2 3 0.8 0.2 
 




Angle White Yellow  Orange Green Red Blue Brown 
0.2 -4.0 250 170 100 45 45 20 12 
0.2 30.0 150 100 60 25 25 11 8.5 
0.5 -4.0 95 62 30 15 15 7.5 5 
0.5 30.0 65 45 25 10 10 5 3.5 
 
1.2. Problem Statement 
A traffic sign must convey its message to the approaching drivers clearly and for a 
sufficient time to allow the driver to comprehend and respond to its message 
satisfactorily during day or night.  If the messages are unclear or confusing they can 
cause accidents to motorists and others.  Another problem encountered by some 
nighttime drivers is unseen road signs or cautioning information.  The National Highway 
Traffic Safety Administration (NHTSA) revealed that more than half of the fatalities 
involved with car wrecks each year occur at night (Electronics Now, 1999).  Some of 
these could be attributed to difficulty with visual perception at night.  
The efficiency of retroreflectors is typically high when they are new and clean. 
However over time, atmospheric conditions can diminish their performance. Most 
significant of these, in order of influence are fog, dew, frost and rain.  In addition, the 
rates of deterioration of sheeting material depend on the type of material, use, and 
exposure to weather elements.  Thus, the life span of a retroreflective device can be 
affected by its maintenance and monitoring.  Also up to 29 percent increase in number of 
tort liability claims, related to traffic signing, makes it important to have improvements in 
traffic signing (NCHRP, 157).  Because of this it is important to replace traffic control 
devices when they no longer meet the needs of the nighttime driver.  It is important to 
have a basis for knowing when to replace signs. According to the report Maintenance 
Management of Street and Highway Signs, improvements in traffic signing have the 
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highest benefit-cost ratio of any highway safety improvement (NCHRP, 157).  
Consequently, congress has mandated that a standard for sign retroreflectivity be 
established.  In response to this mandate, Federal Highway Administration (FHWA) has 
recently developed in-service minimum retroreflectivity guidelines for traffic signs as 
shown in Table 1-2 through 1-5 (McGee et al, 1998). 
Table 1-4 Guidelines on minimum retroreflectivity levels (R′) for black-on-yellow/orange 
warning signs*. 
  Sign Size (in) 
Legend Material Type >=48 36 <=30 
Bold Symbol * ALL 15 20 25 
Fine Symbol I 20 30 35 
And II 25 35 45 
Word III 30 45 55 
 IV and VII 40 60 70 
* R′ for yellow/orange background only 
Table 1-5 Guidelines on minimum retroreflectivity levels (R′) for black/(black-and-red)-on 
white regulatory/guide signs*. 
 Traffic Speed (mi/h) 
  45 or greater 40 or less 
  Sign Size (in) 
Material Type >=48 30-36 <=24 >=48 30-36 <=24 
I 25 35 45 20 25 30 
II 30 45 55 25 30 35 
III 40 55 70 30 40 45 
IV and VII 50 70 90 40 50 60 
* R′ for white background only 
Sunil Taori et al (1998) assessed the national impact of implementing the FHWA 
proposed guidelines for minimum levels of retroreflectivity of traffic signs, on state and 
local highway agencies.  Based on the data collected, it was found that about 5 percent of 
the signs in sixteen state jurisdictions and about 8 percent in nine local jurisdictions did 
not meet the proposed minimum retroreflectivity values, and hence, needed to be 
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replaced.  The total costs, of replacing all the signs in the considered jurisdictions were 
estimated to be about $32 million for state agencies and $144 million for local agencies.  
These replacement costs were beyond the resources of many jurisdictions. Thus, 
alternative strategies were identified by different jurisdictions to implement the minimum 
retroreflectivity standards.   
Table 1-6 Guidelines on minimum retroreflectivity levels (R′) for white-on-red regulatory 
signs. 
 Traffic Speed (mi/h) 
 45 or greater 40 or less 
 Sign Size (in) 
Sheeting Color >=48 30-36 <=24 >=48 30-36 <=24 
White (legend) 35 45 50 35 30 35 
Red (background) 8 8 8 5 5 5 
 
Table 1-7 Guidelines on minimum retroreflectivity levels (R′) for white-on-green guide 
signs. 
  Traffic Speed (mi/h) 
 Sheeting Color 45 or greater 40 or less 
Ground White (legend) 35 25 
Mounted Green (background) 7 5 
All table values in cd/lx/m2 
The most common methods of replacing signs have included:  
 arbitrary replacement of signs as per scheduled period of time, (NCHRP,157) 
 replacement of signs based on visual inspections conducted from moving vehicles 
during daytime and nighttime conditions, (NCHRP, 157) 
 measuring retroreflectivity of signs that were being selected arbitrarily and 
replacing them when needed, (NCHRP, 157) 
 replacement of signs based on driver complaints, (Wolshon et al, 2000) 
 rotation method of replacing signs after certain specified period of time (such as 
every 5 to 7 years), (NCHRP,157) 
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 subjective visual inspections at nighttime using a Q-beam light source (used to 
flash a high intensity light onto a sign face and the operator visually evaluates the 
retroreflective properties of the sheeting material) (NCHRP, 157) and 
 adopting a sign replacement schedule upon identifying signs of a sign inventory 
that need to be replaced in the future.  
Few of the replacement methods such as replacement of arbitrarily selected signs or 
arbitrary replacement of signs as per scheduled period of time may lead to premature sign 
replacement (removal of signs with several years of in-service life still remaining), which 
results in waste of money in terms of new sign installations.  Implementation of these 
methods may also result in non-replacement of signs that are not in compliance with the 
proposed minimum standards resulting in deficient signs in field that could lead to 
accidents for the motorists and tort liability claims for the highway agencies.   
In view of all the problems faced by highway agencies, in maintaining and 
replacing traffic signs, and financial problems faced by state and local jurisdictions, in 
implementing proposed minimum retroreflectivity standards, the need for predicting the 
performance of traffic signs becomes obvious. The following research was conducted to 
develop models based on Multi-Linear Regression analysis and also based on Artificial 
Neural Networks (ANN) to predict retroreflectivity of the sign sheeting.   
1.3. Research Goals and Objectives 
The goal of this project is to develop a new predictive tool for assessing the performance 
of the sign sheeting based on their varying characteristics (such as retroreflectivity, color, 
sheeting type, and orientation of sign with respect to sun).  To achieve this goal the 
specific objectives include: 
1. To examine the performance of the retroreflective sheeting with respect to the 
requirements specified in the Louisiana Department of Transportation and 
Development (LADOTD) manual of specifications for the construction of roads 
and bridges (LADOTD, 2000). In order to understand the performance of sign 
sheeting and give the LADOTD personnel an idea about the overall performance 
of the two mainly used sheeting types on Louisiana state highways. 
2. To determine the main factors that contributes to the deterioration of sign 
retroreflectivity. 
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3. To develop neural network models for predicting retroreflectivity of traffic sign 
sheeting material. 
4. To develop multi-linear regression models for predicting retroreflectivity of 
traffic sign sheeting material. 
5. To compare the performance of the developed neural network models against 
developed regression models (R2 models) and existing linear regression models 
(R1 models) predicting sign retroreflectivity. 
In this research work the trade-offs of attempting to use neural networks in predicting 
reflectivity of sign sheeting was investigated. Then, a real problem in predicting the 
performance of sign sheeting that has been the subject of prior published research 
(Wolshon et al, 2000) was considered and a comparison was made between the 
previously developed regression models and the neural network models developed 
through this study.  Finally, the research work concludes with the observations made on 
the usability and accuracy of neural networks versus both the regression models 
developed by Wolshon et al and the author (R1 and R2 models respectively).  
 The study was conducted using traffic sign data of Ascension Parish in Louisiana, 
collected by the author and fellow undergraduates at LSU as a part of LADOTD project 
during 2002. The goal of this project was to complete a pilot study of key data items of 
traffic signs along state roadways within Ascension Parish, Louisiana. In total, key data 
attributes of 3,646 traffic signs were collected over the duration of the project. Mainly 
two types of retroreflective sheeting are widely used in Ascension Parish, namely 
engineering grade and high intensity grade.  Thus, this study dealt only with engineering 
and high intensity grade sign data.  The models developed under this study will serve as a 
tool to predict reflectivity of traffic signs of Louisiana. Similar model can then be 







CHAPTER 2. LITERATURE REVIEW 
To achieve the objectives of this research a literature review was conducted.  The 
literature included information on deterioration variables, existing prediction models and 
artificial neural networks in transportation engineering.  
2.1. Deterioration Variables 
Retroreflective deterioration is an interactive process of many factors.  Numerous factors 
that are considered to affect the retroreflective deterioration by different researchers are 
tabulated in Table 2-1. 
Table 2-1 Factors that affect Retroreflectivity 
Source Deterioration Factors 
FHWA (1991) 
Geographic area, weather conditions, sheeting type, sunlight 
exposure, orientation to sun, air pollution, proximity to road, 
manufacturer, color, adhesive type, airborne abrasives, 
fabrication, substrate. 
Oregon DOT (2000) Color, Sign age, sunlight exposure, windblown dust, precipitation. 
Black et al (1991) 
Sheeting color, contrast ratio, sheeting type, orientation to sun, 
ground elevation, area type, and sheeting age. 
Wolshon et al (2000) Sheeting age, sign distance from edge of pavement (proximity), orientation to sun. 
George Schertz (2001) Sign type, size, color, legend type, sheeting material type and traffic speeds. 
 
2.2. Regression Models 
Very little research on modeling of the deterioration of signs has been reported in the 
past.  Previously, regression models were mainly used to predict the performance and the 
durability of sign sheeting based on assumed deterioration factors. The following 
paragraphs discuss the different regression models developed in the past: 
2.2.1. Faisal Awadallah Model 
Awadallah (1988) was the first to attempt to model the service life of retroreflectivity of 
warning signs. He developed the Retroreflectivity Service Life (RSL) model to predict 
when a warning sign has reached the end of its useful life.  The variables considered to 
affect sheeting deterioration included sheeting type, orientation to sun, color, availability 
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of shade, climatic conditions, in-service age, air pollution and salt spray.  The RSL model 
is comprised of three sub models: 
1. Minimum Required Visibility Distance sub model. This was developed to calculate 
the minimum distance that a driver needs to recognize a sign, decide on the 
appropriate action, react, and complete a maneuver (if required).  
2. Minimum Required Retroreflectivity sub model. This was developed based on the 
observations during a nighttime field experiment.  In this experiment subjects of ages 
19 to 26 were required to drive a test vehicle and recognize a sign.  As soon as the 
subject uttered the sign type, the experimenter activated the distance-measuring meter 
to record distance required for the driver to react until the sign was reached. 
3. Deterioration sub model. This model predicts the service life of signs i.e., the in-
service period between the month of sign installation and the month at which its SIA 
value corresponds to the minimum required value. Sign service life was found to be a 
function of three parameters: initial SIA value, minimum required SIA value and the 
service period rate (the increase of the service period corresponding to one unit 
decrease in the SIA value).  
A microcomputer program was developed to simplify the use of the RSL model.  This 
program computes the minimum required visibility distance and the minimum required 
SIA values, and based on user-supplied inputs predicts the month of replacement for 30-
inch symbol warning signs. 
2.2.2. FHWA Model 
 Black et al (1991) evaluated retroreflectivity of more than 6000 signs throughout 
the United States of America to determine predictive equations for sheeting 
retroreflectivity.  Signs were divided by sheeting color, type, age and geographic 
location.  Sign orientation and ground elevations were also considered in the analysis.  A 
predictive equation was developed for each sheeting type (engineering grade and high 
performance) and colors (red, green, yellow and white).  The main findings of the study 
were: 
1. A prediction equation for each sheeting material and sign color combination was 
proposed as in Table 2-2.  It is important to notice that the proposed equations predict 
average retroreflectivity values for the entire population for each sign type and color; 
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2. Approximately half of the total signs were expected to have SIA measurements lower 
than the predicted SIA and half higher, since the estimates of the mean were 
symmetrically distributed about the mean; 
3. It was observed that for even the oldest signs almost all mean SIA values collected 
exceeded the minimum retroreflective level specified in FP-85 for new materials.  
The only exception was the red HI sheeting; 
4. The age variable was the dominant predictor in all cases; 
5. Variations in the coefficient of retroreflection within each group were very large, 
even for new signs.  Consequently, the accuracy of the equations was limited; 
6. A unique behavior was found in red signs, since SIA values decrease first, but then 
start to increase after a period of time.  Since many red signs are manufactured using 
white sheeting with transparent red copy, the increase in retroreflectivity may be due 
to fading of the red ink. 
Black et al. proposed more site specific and regional studies be required to 
thoroughly evaluate each determination variable.  One of the weak points of his study 
was the excessively large variance found within each color for the same age group.  The 
applicability of the equations can be questioned due to this fact. 
Table 2-2 Predictive Equations for Sign Retroreflectivity (SIA) 
Sign Type Predictive Equation 
Red EG SIA = 21.466 - 1.269(Age) - 0.0004(Deg Days) + 0.124(Precip) + 0.0003(Elev) 
Age<=3 HI SIA = 38.97 - 3.574(Age) + 0.0001(Deg Days) + 0.240(Precip) – 0.001(Elev) 
Age>=5  SIA = 19.765 + 2.496(Age) - 0.00003(Deg Days) + 0.067 (Precip) + 0.0001(Elev) 
Yellow EG SIA = 78.794 - 3.906(Age) - 0.002(Deg Days) + 0.115(Precip) + 0.002(Elev) 
 HI SIA = 247.85 - 4.578(Age) - 0.001(Deg Days) + 0.174(Precip) + 0.002(Elev) 
White EG SIA = 103.085 - 5.451(Age) + 0.002(Deg Days) + 0.178(Precip) + 0.002(Elev) 
 HI SIA = 304.089 - 4.815(Age) + 0.002(Deg Days) + 0.06(Precip) + 0.001 (Elev) 
Green EG SIA = 15.990 -0.637(Age) + 0.0003(Deg Days) - 0.036(Precip) + 0.0001(Elev) 
 HI SIA = 53.386 -1.345(Age) - 0.002(Deg Days) + 0.337(Precip) + 0.003(Elev) 
Where:  
SIA = Predicted Coefficient of Retroreflection, 
 Age = Age Category of sign sheeting in years, 
Precip = Annual precipitation in inches, 
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 Deg Days = Annual heating degree-days, and 
 Elev = Average ground elevation in feet. 
2.2.3. Louisiana State University (LSU) Retroreflectivity Prediction Model 
Wolshon et al (2000) developed a set of performance models to assess the deterioration 
rate of sign sheeting.  It was observed that the most significant factors leading to the 
deterioration of traffic signs were sign age, orientation and sign distance from the road.  
Using these factors as independent variables a set of linear regression models were 
developed for estimate sign performance. The general form of each predictive model 
developed is: 
AdjRefx = Intercept – (Coeff1 x Age) + (Coeff2 x EOPD) + Korient 
Where: 
 AdjRefx =  Adjusted coefficient of retroreflectivity, the “x” subscript implies  
      “u” for unwiped or “W” for wiped. 
 Intercept =  Intercept for particular color/sheeting type combination. 
Coeff1  =  Age coefficient for particular color/sheeting type combination. 
Coeff2  =  EOPD coefficient for particular color/sheeting type combination. 
Korient =  A constant to adjust for sign orientation. 
Prediction equations for each sheeting material and sign color for wiped and unwiped 
conditions were developed.  Following were the main findings of the study: 
1. A prediction equation for retroreflectivity of each sheeting material and sign color 
combination was proposed as shown in Tables 2-3 to 2-6. 
2. The average increase in retroreflectivity by cleaning dirt and residue found on the 
sign face was about 33 percent. 
3. It was observed that Type III sheeting performed better than the Type I sheeting both 
during and after the warrantee period. 
4. For signs under warrantee, there was a 67 percent rate of compliance under unwiped 
conditions and this percent compliance increased to over 90 percent after cleaning. 
5. Of the three independent variables, only age could be positively correlated to sign 
deterioration. 
The deterioration equations developed were linear in nature hence do not consider 
the non-linear behavior within the data. The sign data used to calibrate the models was 
collected along Interstate and State Highway routes in the districts of New Orleans, Baton 
Rouge, Lafayette, and Shreveport and is referred as sign data Set X. 
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Table 2-3 Adjusted Coefficient of Retroreflectivity, Unwiped Conditions, Type I Sheeting 
Green AdjRefu = 1.499507 – 0.00531 x Age + 0.00039 x EOPD + Korient 
White AdjRefu = 1.33813 – 0.00763 x Age + 0.00039 x EOPD + Korient 
Yellow AdjRefu = 1.29848 – 0.00455 x Age + 0.00039 x EOPD + Korient 
 
Orientation East North South West 
Value of Korient -0.12689 -0.10394 -0.04057 0.00000 
 
Table 2-4 Adjusted Coefficient of Retroreflectivity, Unwiped Conditions, Type III Sheeting 
Green AdjRefu = 0.89382 – 0.00077 x Age + 0.00934 x EOPD + Korient 
White AdjRefu = 1.07122 – 0.00226 x Age + 0.00934 x EOPD + Korient 
Yellow AdjRefu = 1.33811 – 0.00481 x Age + 0.00934 x EOPD + Korient 
 
Orientation East North South West 
Value of Korient -0.00830 +0.09113 +0.06191 0.00000 
 
Table 2-5 Adjusted Coefficient of Retroreflectivity, Wiped Conditions, Type I Sheeting 
Green AdjRefu = 1.80944 – 0.00573 x Age - 0.00011 x EOPD + Korient 
White AdjRefu = 1.49909 – 0.00726 x Age + 0.00011 x EOPD + Korient 
Yellow AdjRefu = 1.48635 – 0.00432 x Age + 0.00011 x EOPD + Korient 
 
Orientation East North South West 
Value of Korient -0.14080 -0.04285 +0.00173 0.00000 
 
Table 2-6 Adjusted Coefficient of Retroreflectivity, Wiped Conditions, Type III Sheeting 
Green AdjRefu = 1.24338 – 0.00138 x Age - 0.00927 x EOPD + Korient 
White AdjRefu = 1.19448 – 0.00122 x Age + 0.00927 x EOPD + Korient 
Yellow AdjRefu = 1.57808 – 0.00493 x Age + 0.00927 x EOPD + Korient 
 
Orientation East North South West 
Value of Korient -0.06140 +0.05652 -0.00145 0.00000 
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2.3. Artificial Neural Networks  
 Artificial neural network theory is a branch of the artificial intelligence field that 
aims at understanding the way the information is processed in the human brain and to 
develop mathematical relationships that would reproduce that process (Smith, 1993).  An 
ANN is a system composed of artificial neurons and synapses that simulates the 
biological neural network.  Each of these neurons performs processing of its inputs to 
produce a single output.  The most important characteristics of neural networks are that 
they are capable of learning from examples and produce correct or near correct responses 
when presented with partially incorrect or incomplete data.  An artificial neural network 
comprises of: input neurons, which receive the information from the input processor; the 
hidden neurons, which link the neurons in the other two layers; and the output neuron, 
which sends the results to the output processor (Faghri, 1992).  A neural network is 
trained to reproduce observed tasks by adjusting the weights.  There are three types of 
transfer functions that can be used to train the network: the log-sigmoid function (logsig), 
hyperbolic tangent sigmoid function (tansig), and linear function (purelin).  Once trained, 
the neural network is tested by comparing predicted values with observed values of the 
data different from that used in training the model.  A common measure to check the 
performance of the model is the Mean Absolute Percentage Error (MAPE), which is a 
measure of the overall error of the model in predicting, observed values in the testing 
data. 
2.3.1. Benefits of Neural Networks  
 ANNs are modeling tools that do not impose the stringent assumptions and 
limitations imposed by linear regression. 
 A neuron is basically a nonlinear device, and a neural network, made up of an 
interconnection of neurons, is itself nonlinear. 
 Neural networks have a built-in capability to adjust the weights of independent 
variables that affect the dependent variables upon changes in the data. 
 ANNs are fault tolerant, hence are more beneficial than traditional algorithmic 
solutions, where if a single instruction fails, the entire solution fails. 
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 ANNs individual units can function in parallel. This corresponds to increase in 
speed that can be used effectively in applications requiring real-time decision-
making. 
 ANNs are known to be good at classification, evaluation, optimization, decision-
making, pattern recognition, behavior trend prediction, image analysis, filtering, 
and modeling control systems. 
2.3.2. Weaknesses of Neural Networks 
 Unlike statistical modeling where estimates of sample size can be initially 
computed, the number of samples of observations needed for training ANN 
models cannot be determined in advance. 
 Assessing the internal operation of the network is difficult. 
2.3.3. Existing Transportation Applications of ANNs 
From the literature the following diverse applications of neural networks were observed:   
(Pietrzyk, 1996) 
 Roadway classification from visual images,  
 Vehicle classification using signals from inductive loop detectors in the 
pavement,  
 Prioritizing pavement markings replacement from deterioration rates taken from 
visual surveys,  
 Predicting driver route choice,  
 Traffic flow forecasting, traffic incident detection,  
 Advanced collision avoidance systems,  
 Estimating origin-distention patterns, and  
 Pavement surface distress evaluation. 
2.4. Conclusion  
In summary, although there have been a number of studies related to retroreflective 
sheeting and its durability, none attempted to develop a neural network model to predict 
the reflectivity of sign sheeting (considering non-linear behavior of deterioration 
variables). Previous studies have used linear regression analysis to estimate the 
performance and the durability of the sign sheeting regardless of the assumptions and 
limitations imposed by regression models.  
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CHAPTER 3. DATA COLLECTION  
This chapter describes the procedure used to collect data to develop Neural Network 
models to predict sign reflectivity. 
The Louisiana Department of Transportation and Development (DOTD), like many 
state highway agencies, lack a comprehensive system for inventorying and maintaining 
records of traffic signs. A pilot project was conducted collaboratively by Louisiana 
DOTD and Louisiana State University (LSU) to develop a sign inventory of signs in 
Ascension Parish of Louisiana. The whole procedure of data collection was initially 
described in detail in Louisiana Traffic Sign Inventory and Management System (LTRC, 
2003). The sign inventory data collected during this project was used as the data source to 
predict performance of the reflectivity of sign sheeting material. A brief description of 
sign data collection procedure is outlined in the following paragraphs. 
 Traffic sign data collection took place exclusively on DOTD highways in 
Ascension Parish, on the east side of the Mississippi River. Ascension was selected 
because of its relatively close proximity to LSU campus (thereby reducing the amount of 
driving time between campus and the collection routes) and a mixture of rural and 
urbanized land development characteristics. It was expected that this type of land use 
mixture would also feature a significant diversity in performance of signs along rural and 
urban roadways (Wolshon, 2003). 
The first step of project was to acquire all necessary equipment and supplies. The 
equipment and software purchased for this project included DELTA RetroSign 4500 TM 
digital retroreflectometer (retroreflectivity data collector), Carte’graph TM SignView TM 
(version 4.5) (sign inventory management software) and eTrex Vista TM global 
positioning satellite (GPS) receiver (global position collector). 
3.1. Data Collection  
The data collection process was conducted mainly during off-peak travel hours to avoid 
traffic from the industries of Ascension parish. This permitted the survey vehicle to 
operate at lower speeds and reduced the number of conflicts with the traffic. Trained LSU 
undergraduate students in a crew of two under a graduate supervisor collected in-field 
data on an inventory form as shown in Figure 3-1.  Typically, the driver of the DOTD 
vehicle carried the retroreflectometer and washing equipment to the sign and the 
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passenger carried the data collection forms, GPS receiver and a Digital Camera. All the 
state highways of Ascension Parish were divided into homogenous sections (called 
control sections) of various lengths. Section limits were defined by changes to any 
geometric or traffic related characteristics (e.g. a new section would be identified when 
the shoulder width, number of lanes, state route number, vertical or horizontal curve 
characteristics, and similar geometric features changed). Upon locating a particular sign 
along the control section, the distance of the sign post from the edge of the pavement was 
recorded as Edge of Pavement Distance (EOPD in terms of feet) and the direction at 
which the sign face was oriented was recorded using eTrex GPS receiver to the nearest of 
one fourth of compass increment (90 degrees each) as sign orientation. Upon reaching the 
sign, fifteen different pieces of sign information were collected which included: Date of 
Survey, Date of Installation, Sign Location (Latitude and Longitude coordinates), Control 
Section (Route Number), Sign Type (Guide/Regulatory/Warning Sign), MUTCD code, 
Sign Reflectivity (Before and After Cleaning), Edge of Pavement Distance (EOPD), Sign 
Dimensions (Length & Width), Direction of Survey (From Intersection, To Intersection), 
Distance between signs using Distance Measuring Instrument (DMI readings), Sign 
Orientation (North, East West, and South) and most important of all Sign Condition was 
also recorded.  
Most of the above mentioned sign attributes collected are self explanatory like sign 
dimensions, date of survey etc. Following paragraphs explain the data collection 
procedure of the attributes of traffic signs that were expected to affect the durability of 
the sign sheeting based on pertinent literature.  
3.1.1. Sign Sheeting 
To maintain consistency in naming the sheeting type found on the sign face, each data 
collector was trained to identify the sheeting material. The surveyors were given 
snapshots of the two main sheeting materials present along Ascension Parish roadways, 
which helped in reducing data discrepancies. The sheeting type of sign background (and 
not sign legend) was identified and noted on the inventory form. This attribute of the 
traffic sign was collected to investigate the performance of traffic sign sheeting based on 
different sheeting materials found along Ascension Parish roadways. 
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3.1.2. Retroreflectivity  
To collect data on sign retroreflectivity, hand-held retroreflectometer RetroSign Model 
4500 manufactured by DELTA Light & Optics was used. The retroreflectivity of sign 
sheeting was measured by field data collector (trained LSU undergraduate students) by 
placing the retroreflectometer flush against the surface of the sign face. The instrument is 
designed to detect and automatically compensate for any external leakage of light during 
the measurement leading to less human errors. Retroreflectivity readings for each sign 
were taken under two different conditions namely, existing (unwiped) and cleaned 
(wiped) conditions. The unwiped retroreflectivity reading was taken as the sign was 
found in the field. The wiped retroreflectivity reading was taken after the test area of the 
sheeting was washed and dried. Unwiped and wiped retroreflectivity readings were taken 
for both engineering grade and high intensity grade signs. 
3.1.3. Sign Color 
From review of similar efforts, it was found that the reflectivity of the sign varies with 
respect to the background color of the sign, and so the sign sheeting color information 
was also recorded. The initial and the recommended minimum retroreflectivity values for 
signs with various colors are usually ranked in the following descending order: white, 
yellow, orange, red, green, blue and brown.  
 Orange is used for construction and maintenance, their placement at a particular 
location is usually temporary. Hence, orange signs were not considered to be within the 
scope of the study. In the case of STOP and YIELD signs, the red colored signs are 
usually silk-screened over the white sheeting material (Black et al, 1992). Thus a large 
variability and inconsistency of the retroreflectivity values exist. This was verified by 
studying a data sample of 52 red color signs. Blue and brown signs have a low criticality, 
in regard to motorist safety; also their function is not as important as that of green 
background signs i.e., the guide signs. Hence, blue and brown signs were not considered 
to be within the scope of the study. Yellow and white background signs mainly being 
warning and regulatory signs are of utmost importance for a driver. Though reflectivity 
measurements of most of the sign colors were recorded, yellow, green and white colored 
signs were considered for the research work.  
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Figure 3-1 Sign Inventory Form
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3.1.4. Orientation  
Previous research studies have contradictory statements regarding the affect of sign 
orientation on the reflectivity of the traffic sign. Thus, signs facing direction or 
orientation have been collected to study the correlation between the reflectivity value of a 
sheeting material and the sign orientation. The correlation in other terms determines the 
effect of solar radiation on reflectivity of signs. Orientation (North, East, West and South) 
of the sign face was recorded using Etrex GPS Receiver to the nearest of one fourth of 
compass increment (90 degrees each).  
3.1.5. Edge of Pavement Distance (EOPD) 
The distance of the sign from the edge of the pavement is assumed to affect the 
performance of the sign. It was assumed that the sign that is distant from the edge of the 
pavement shows better performance than a sign closer to the pavement edge. Thus, the 
edge of the pavement distance (in feet) was recorded to study sign sheeting performance.  
3.1.6. Date of Installation 
The date of installation of the sign determines the age of the sign sheeting. Previous 
research studies state that the performance of the sheeting material deteriorates as the age 
of the sign sheeting increases. To accomplish one of the research objectives i.e., assessing 
the performance of the sheeting material the date of installation recorded at the back of 
the sign panel was noted. It was found that for a single sign multiple dates were recorded 
at the back of the sign, which represented the date of repair or replacement of the sign 
sheeting, multiple dates behind the sign were noted down on the inventory form at field. 
3.1.7. Carte’ Graph Sign View –Sign Inventory Database 
Periodically, after building up a certain amount of field data, the sign attribute 
information collected in-field was entered into a computerized Sign ViewTM database. 
Predefined forms, built-in MUTCD library, online libraries, user-defined fields and 
filters, available in Carte’Graph Sign View TM simplify data entry and data storage. To 
suit the requirements of the sign inventory database, a new form was created using Sign 
View with fields the same as the fields found in the in-field survey form as shown in 
Figure 3-2. The manually collected in-field data was logged into the computerized 
database with descriptive fields for sign dimensions, sheeting type and color, reflectivity, 
sign orientation, EOPD, and date of installation and so forth as shown in Figure 3-2.  
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Figure 3-2 Record from Ascension Parish Sign Inventory in Sign ViewTM 
 
3.2. Data Validation 
To verify the integrity and quality of the database, a periodic validation of the inventory 
was also conducted. Over the duration of the project, 200 signs were randomly selected 
from the prior data collection logs for secondary verification. The verification process 
involved re-collection of all the data measurements by a separate single-person field 
crew. In addition to verifying the overall accuracy of database, this information was also 
used to verify the consistency of various data collection crews as well as their ability to 
make accurate measurements and the consistency of the measuring equipment between 
the various collection periods. Overall, it was found that approximately two percent of 
the sign inventory records had some form of error. The source of these errors varied 
significantly, although most appeared to be attributable to the lack of familiarity of some 
of the crews with the various sign materials or inconsistencies between the crews with 
respect to the convention used in measuring and referencing. Over the duration of the 
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project attempts to reduce these errors and discrepancies were made to better inform and 
train the field personnel.  
Though data for some attributes were missing, useful information was collected in 
this project. Chapter 4 presents a detailed description of the data collected and the 



























CHAPTER 4. DATA DESCRIPTION AND ANALYSIS 
Sign data attributes were collected from approximately 3,646 traffic signs throughout the 
Ascension Parish. Out of the whole sign inventory database created, 1,107 sign samples 
were suitable for analysis. Signs with age greater than 20 years were not included in the 
study. Also Type I signs with reflectivity values greater than 200 cd/lx/m2 and Type III 
signs with reflectivity greater than 600 cd/lx/m2 were not included in the study. Three 
sheeting colors green, white, and yellow and two sheeting types, engineering grade and 
high-intensity grade, were analyzed on signs from one to twenty years in age. Two 
retroreflective readings (wiped and unwiped) per sample were taken to analyze sign 
performance. Table 4-1 provides a breakdown of total number of samples by sheeting 
type and sign color. 
4.1. Statistical Results 
The results of statistical analysis for the sample population were segregated by sign color 
and sheeting type. Table 4-1 summarizes key statistical attributes of the data. All mean 
values of reflectivity except white engineering grade sheeting exceed the minimum 
reflectivity values for new sheeting as found in LADOTD specifications. Based on the 
mean values of the signs, it seemed that the white engineering grade signs performed 
below the minimum standards. An apparent explanation of this is: the population of white 
engineering grade sheeting samples was older with a larger subjection to airborne 
pollutants and dirt. 
















Green 61 11.2 4 15.7 0 17 
White 245 52.1 29.6 878.6 0 125 
 
Engineering 
Grade Yellow 130 49.3 27.7 766.3 1 119 
White 79 289.1 24.2 584 197 339 High 
Intensity 
Grade Yellow 299 195 65.8 4327 1 279 
 
To identify the behavior and study the performance of sign sheeting; sign age, EOPD, 
orientation, color, and sheeting type were assumed to affect the retroreflectivity of sign 
sheeting. Out of the assumed independent variables, sheeting type, sign color and sign 
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orientation are categorical variables; whereas sign age and EOPD are continuous 
variables. A general linear model (GLM) analysis was selected for statistical analysis of 
the assumed independent variables to determine statistically significant variables that 
affect retroreflectivity of sign sheeting. Basically, GLM performs a multiple regression 
on dummy and continuous variables, and outputs the results in an ANOVA table. Upon 
performing GLM, on the sign data attributes that were assumed to affect wiped and 
unwiped reflectivity of signs, following results were obtained: 
Table 4-2 Results of General Linear Model Univariate Analysis (ANOVA) - Wiped 
Reflectivity 
Dependent Variable: Wiped Retroreflectivity     
Deterioration Variable Type III Sum of Squares Mean Square F Sig. 
Sign Age 4,693,77.4 4,693,77.4 343.6 0.000 
EOPD 259.9 259.9 0.190 0.663 
Sheeting Type 32,155,57.6 32,155,57.6 2,353.9 0.000 
Sheeting Color 2,273,63.9 1,136,81.9 83.2 0.000 
Sign Orientation 1,543.9 514.6 0.377 0.770 
Sheeting Type * Color 73,968.1 73,968.1 54.1 0.000 
Sheeting Type * Sign Orientation 2,218.4 739.4 0.541 0.654 
Sheeting Color * Sign Orientation 2,788.4 464.7 0.340 0.916 
Sheeting Type * Sign Color * Sign 
Orientation 2,303.4 767.8 0.562 0.640 
R2 = 0.866     
Table 4-3 Results of General Linear Model Univariate Analysis (ANOVA) - Unwiped 
Reflectivity 
Dependent Variable: Unwiped Retroreflectivity     
Deterioration Variable Type III Sum of Squares Mean Square F Sig. 
Sign Age 82,770.6 82,770.6 58.6 0.000 
EOPD 716.5 716.5 0.506 0.477 
Sheeting Type 3,139,39.4 3,139,39.4 222.1 0.000 
Sheeting Color 62,601.1 31,300.6 22.1 0.000 
Sign Orientation 6,076.7 2,025.7 1.433 0.236 
Sheeting Type * Color 10,882.3 10,882.3 7.690 0.006 
Sheeting Type * Sign Orientation 638.9 319.4 0.226 0.798 
Sheeting Color * Sign Orientation 2,948.4 737.1 0.521 0.720 
Sheeting Type * Sign Color * Sign 
Orientation 844.1 844.1 0.597 0.441 
R2 = 0.857     
 
It can be inferred from the ANOVA results shown in Tables 4-2 and 4-3 that both wiped 
and unwiped retroreflectivity of traffic signs depend on sign color, sheeting type and sign 
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age as the respective significance levels of the F-test are less than 0.05. It can also be 
observed from the tables that both EOPD and Sign Orientation are not significant 
independent variables that affect the performance of the sign sheeting. As an additional 
means of analysis, wiped retroreflectivity versus age scatter plots by sign color and 
sheeting type are provided in Figures 4-1 and 4-2. 
4.2. Retroreflectivity Analysis 
4.2.1. Wiped and Unwiped Retroreflectivity 
Two retroreflectivity measurements were taken for each sign. The first was recorded 
from the sign in its existing condition as encountered in the field. It should also be noted 
that these measurements were taken only from the reflective portion of the sign sheeting 
and not from legend text or symbol portion of the sign. Since the existing condition 
measurements were affected by the amount of dirt and grime on the sign, a second 
retroreflectivity measurement was also taken after a small area of the sign was cleaned 
with a common household cleaner. This second measurement (also referred to as the 
“wiped” reading) was taken in the same location as the first. In addition to getting a true 
assessment of the sign’s performance, prior research studies have shown that sign 
cleaning can significantly increase the reflectivity value.  
Since the deterioration characteristics of retroreflective sheeting materials and their 
performance depend heavily on a sign’s age, or “in-service life,” the date of installation 
was also recorded (when available) to calculate the age of the traffic sign from the day of 
survey. The recorded dates mainly included the original sign installation date, although in 
some cases dates were also noted if they described when the sign had been repaired or 
replaced.  
By comparing the retroreflectivity measurements to the dates of installation, it was 
possible to assess the overall condition of the signs of Ascension Parish with respect to 
the current DOTD sign performance criteria (DOTD, 2000). This comparison is shown in 
Figures 4-1 and 4-2. Figure 4-1 presents the data for Type I, or Engineering Grade, 
sheeting and Figure 4-2 presents the same information for Type III, or High Intensity 
Grade, sheeting.  
Figures 4-1 and 4-2 are presented as four-quadrant maps in which each point 
represents the relationship between a sign’s age and its retroreflectivity reading. On each 
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of the graphs the retroreflectivity measurements is shown on the Y-axis and the sign’s 
age is shown on the X-axis. The graphs are also bisected by two additional lines. The 
horizontal line represents the minimum retroreflectivity reading specification for new 
signs as per LADOTD specifications. The vertical line on each graph represents the end 
of the new sign warrantee period. Thus, all data points in quadrant IV (the Upper left) 
include the signs that met the specification requirement and were within the warrantee 
period. Signs in quadrant II (the Lower right) did not meet the performance specification 
requirements, but were also out of the warrantee period. The signs in quadrant I (the 
Upper right) were the best performers. These were signs that were out of warrantee but 
still met the performance specification criteria. An area of potential interest to the DOTD 
might be quadrant III (the Lower left). Signs in this region did not meet the performance 
specification although they were still within the DOTD specification warrantee period.  
As an additional means of comparison the wiped retroreflectivity reading data 
shown in Figures 4-1 and 4-2 is also presented in tabular form in Table 4-4. The data 
showed that, generally speaking, the traffic signs within warrantee period were 
performing reasonably well in comparison to the DOTD specification criteria. Of the 
signs that were out of warrantee, about 25 percent continued to perform at or above the 
minimum levels of retroreflectivity. Overall, the high intensity grade signs were 
performing very well, with about 90 percent compliance within the warrantee period and 
nearly 43 percent after this period. An area of potential concern to the DOTD, however, 
is the compliance rate of the engineering grade signs. The data showed that nearly 47 
percent of the signs were performing below the minimum specification rate while under 
warrantee. Of the signs that were out of warrantee, over 84 percent continued to perform 
below the minimum levels specified by LADOTD specifications.   
Table 4-4 Comparison of Overall Sheeting Performance (Wiped Conditions) 
within warrantee post warrantee 
Type of Sheeting Pass % fail % n Pass % fail % n 
Type I 52.7 47.3 296 15.7 84.3 140 
Type III 90.0 10.0 311 43.3 56.7 67 





4.2.2. Retroreflectivity Variation  
The retroreflectivity values of the signs were recorded on a portion of sign sheeting. 
Considering the collected reflectivity values as the overall accurate SIA value of the sign 
was questionable. Thus, for a sample dataset of 100 signs ten measurements of 
reflectivity at various places on the back ground sheeting material were taken. Based on 
the reflectivity readings taken, it was evident that the variability of the readings was 
negligible when they were taken at various places of the same sheeting material.  
4.2.3. Sign Cleaning 
The primary objective of the sign performance study was to model the deterioration of 
sign retroreflectivity over time. It was therefore appropriate to wash all signs before 
readings were taken to determine the condition of the sign not affected by dirt. To 
determine, if sign cleaning could be an option for sign managers, instead of replacing 
signs when they are not in compliance with the minimum standards, the affect of washing 
was studied. For which sign reflectivity readings (for all the samples), both before and 
after sign cleaning were taken. Table 4-5 provides a summary of the findings for each 
sheeting color and type. Engineering grade sheeting seemed to benefit more from sign 
washing than High Intensity grade sheeting. An apparent explanation of this result is: the 
population of engineering grade sheeting samples was older with a larger subjection to 
airborne pollutants and dirt. Another explanation is that an increase from a low value 
appears as a higher percentage increase than the same increase from a high value. Upon 
seeing the percentage increase in reflectivity values of signs after cleaning it could be 
suggested that the sign managers consider cleaning the signs as another option to 


















Sign Cleaning (%) 
Green 61 74.6 
Red 23 34.5 
White 245 105.7 Engineering  Grade 
Yellow 130 45.4 
Red 28 11.7 
White 79 14.7 High Intensity Grade 
Yellow 299 43.9 
All Engineering Grade 459 80.6 
All High Intensity Grade 406 36.02 
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Figure 4-1 Engineering Grade Sheeting Performance 
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Figure 4-2 High-Intensity Grade Sheeting Performance
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CHAPTER 5. METHODOLODGY 
Traffic sign sheeting along Louisiana DOTD highways in Ascension Parish mainly 
include engineering grade and high intensity grade sheeting. In reflectivity prediction 
neural network modeling, these two sheeting types are addressed separately since their 
retroreflectivity characteristics are different. The performance of the two sheeting types is 
also different for different sign colors. This study focused on separately modeling 
retroreflectivity for both Type I and Type III sheeting of different sign colors. The sign 
colors considered in this study are green, white and yellow for Type I sheeting and White 
and Yellow for Type III sheeting since sufficient data was not available for green Type 
III signs. It was found that mostly the green signs were covered with Type I sheeting and 
not the expensive Type III sheeting. The apparent explanation for this is since green signs 
are guide signs and are not as important as warning signs or regulatory signs.  
The modeling of retroreflectivity was done using the Louisiana DOTD traffic sign 
inventory data (Set Y) described in previous two chapters. 
5.1. Hypotheses for the Prediction Models 
The hypotheses for the prediction models developed were: 
1. A back propagation multi-layered feed forward neural network (NN) model can 
be developed for predicting wiped and unwiped retroreflectivity of traffic signs of 
data Set Y with sheeting I and III and with sign colors green, white and yellow. 
2. A multi-linear regression (R2) models can be developed for predicting wiped and 
unwiped retroreflectivity of traffic signs of data Set Y with sheeting I and III and 
with sign colors, green, white and yellow. 
3. Performance of neural network (NN) models and regression (R2) models can be 
compared with the existing regression (R1) models from literature based on data 
Set X and a conclusion can be drawn as to whether neural network models have 
superior performance than developed and existing regression models. 
5.2. Artificial Neural Network Modeling 
Artificial neural network (ANN) models have received increased attention recently as the 
learning capabilities of the neural networks are superior to other traditional techniques, 
like linear regression models etc. In this study artificial neural networks were used to 
model the reflectivity of the sheeting materials. The following paragraphs give a detailed 
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description of the neural network modeling adapted in this study to predict reflectivity of 
the traffic sign sheeting.  
A neural network is a computational method inspired by studies of the brain and 
nervous systems in biological organisms. ANNs are a class of nonlinear systems 
(analogous to human brain) composed of interconnected processing elements (neurons), 
capable of learning and working in unison to solve a specific problem. These processing 
elements interconnected together with weighted connections are arranged in layers: an 
input layer, an output layer and one or more hidden layers. The input from each neuron in 
the input layer ( ip ) is multiplied by an adjustable connection weight ( jiw ).  At each 
neuron, the weighted input signals are summed and this combined input ( jI ) then passed 
through a non-linear transfer function ( f ) to produce the output of the neuron ( ja ).  The 
output of one neuron is the input of the neurons in the next layer. The process in the 
model can be summarized as (Shahin, Jaksa, and Maier, 2001): 
)( ijij pwI ×= ∑   (Summation)     
( )jj Ifa =    (Transfer)     
Generally, transfer function f can be one of the following types: 
 Linear function: ( ) xxf =                                       
 Logistic function: ( ) ( ) bxexisticxf −+== 1
1log  where b is the slope constant    







== tanh      
Of the many structures available for ANNs, a multi-layer feed-forward network is 
chosen for the proposed ANN model since multi-layered networks have the ability to deal 
with complex systems.  Multi-layered networks are usually organized in layers; these 
layers are made up of a number of neurons interconnected together with weighted 
connections (synapses as in human brains).   
The proposed multi-layered neural network was organized in three layers viz., input 
layer, hidden layer and output layer.  Example patterns (randomly selected dependent and 
independent variable values) in the form of input and desired output values were 
presented to the network via the input layer.  Upon the presentation of the example 
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patterns the network adjusts its weights and uses a learning rule or algorithm that 
produces input and the desired output mapping that has smallest possible error (near to 
zero).  This network is then used to predict the dependent variable if all the data 
regarding the independent variables is presented to it. The method of ensuring that the 
network accurately predicts is controlled by a learning process also known as training of 
the network, explained in the next section.  There are several ways in which the network 
can learn.  The most common method of learning is achieved using the back propagation 
algorithm, wherein the network adjusts weights on the presentation of a training data set 
(input vectors and output vectors) and uses the back propagation algorithm to find a set of 
weights that will produce the input/output mapping that has the smallest possible error.   
5.3. Neural Network Model Formulation 
For each sign sheeting type (i.e., Type I and Type III) of specific sign color, multi-
layered feed forward neural network and regression models were developed to predict 
wiped and unwiped retroreflectivity as shown in Figures 5-1. From statistical analysis it 
was determined that the data variables that best described the reflectivity of the sheeting 
material were Age, Sheeting Type and Sign Color. Thus, prediction models were 
developed based on statistically determined significant variables. Despite the finding that 
neither Sign Orientation nor EOPD had a statistically significant effect on sign 
performance, these two parameters were included as input variables in a different set of 
prediction models that were developed, assuming that their effects were not non-existent.  
Therefore, two model specifications were tried when each neural network model was 
developed, one including Age variable that was found significant by the general linear 
model analysis, and the other including all the deterioration variables assumed to affect 
sign retroreflectivity (i.e., Age, EOPD and Sign Orientation). We will refer to the former 
as model specification 2 and the latter specification as model specification 1. 
With specification 1, 10 different models were developed for predicting wiped and 
unwiped retroreflectivity of Type I sheeting of sign color Green, White and Yellow and 
Type III sheeting of sign color White and Yellow. With specification 2, 10 different 
models were developed for predicting wiped and unwiped retroreflectivity of Type I 
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The general structure of the neural network models developed in this study was similar to 
the one shown in Figure 5-2 with an input layer consisting of input neurons, a single 
hidden layer comprising of hidden neurons and an output layer consisting of a single 
output neuron. A detailed description of the model development is explained in the 
following paragraphs. 
5.4. Neural Network Model Development 
The MATLAB Neural Network Toolbox was used to develop the neural network model 
as it offers the ability to develop, train and test neural network models for different 
applications. To build the models, the cleaned data Set Y was converted into Matlab 
recognizable form (Matrix form). All the data values of independent (input data) and 
dependent variables (desired output data) were arranged in rows and columns for each 
sheeting type and sign color. On case by case basis the matrix files (.m files) included 
dependent variables and independent variables that were determined statistically 
significant as shown in Table 4-2 and Table 4-3. 
For wiped and unwiped retroreflectivity models considering age, sign orientation 
and EOPD as the independent variables affecting the dependent variable, the matrix file 
comprises of 8 columns representing Age, EOPD, Sign Orientation (East, North, South, 
and West), Unwiped Retroreflectivity and Wiped Retroreflectivity. For wiped and 
unwiped retroreflectivity models considering only age as the independent variable, the 
matrix file comprises of 3 columns representing Age, Unwiped Retroreflectivity and 
Wiped Retroreflectivity. The number of rows of the matrix files depends on the number of 
cleaned samples that could be used to develop the models. Before the data in the matrix 




Figure 5-2 Multilayer Neural Network with one Hidden Layer 
 
5.4.1. Data Pre-Processing  
It is often desirable to process the inputs and the corresponding desired outputs to a scale, 
using the minimum and the maximum values of all the considered variables.  Input data is 
scaled to give each input equal importance. Output data is scaled if the output activation 
functions have a limited range and the un-scaled targets do not match that range (Hines, 
1997).  In this study, both input and output variable patterns were normalized to a scale of 
0.1 to 0.9 as it fits to the range of the transfer functions used. A Matlab function called 














   del = max(x)-min(x); % calculate slope and intercept 
   slope = 0.8./del; 
   int = 0.1-slope.*min(x); 
end 
 








Using the above code, both input data and desired output data were scaled to a new range 
i.e., 0.1 to 0.9. The scaled input and desired output records (independent variable values 
and corresponding output variable values) were then permuted randomly based on an 
index file that randomly defines the order in which the patterns were fed into the network. 
The permuted patterns were then split into training and testing sets. The division is done 
based on a rule of thumb of 85% and 15% for training and testing sets respectively 
(Tsoukalas, et, al, 1997). These training and testing sets were then split into input and 
desired output values.  
5.4.2. Input Layer 
The number of neurons in the input layer depends on the number of considered 
independent variables. For models developed with specification 1, one input neuron was 
included in the input layer representing Age variable. For models developed with 
specification 2, six input neurons were included in the input layer representing Age, 
EOPD, East, North, South and West variables. 
5.4.3. Hidden Layer  
The selection of the number of hidden neurons in the hidden layer is affected by the 
number of training patterns, the number of input and output neurons, and the 
relationships between the input and output data. A network with many hidden neurons 
tends to memorize input and output sets rather than learning relationships between them. 
The number of hidden layer neurons was determined by trial and error. General practice 
is to initially use number of neurons equal to about two thirds of the number of neurons 
in the input layer (Tsoukalas, et al, 1997).   
5.4.4. Output Layer 
The output layer contains a single neuron that represents the dependent variable (either 
wiped or unwiped retroreflectivity of sign sheeting) to be estimated. Retroreflectivity is a 
continuous variable scaled to the range of 0.1 to 0.9. Two different sets of models were 
developed to predict wiped reflectivity and unwiped reflectivity. The corresponding 
output or desired patterns were selected as per the model developed. 
5.4.5. Network Training  
The most important aspect for the neural-network is to learn from the example patterns 
that are presented to the network; this process of learning is called training.  For training 
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of the network, the back-propagation (BP) learning algorithm was used because of its 
strong generalization capabilities. Back-propagation is the algorithm most commonly 
used to estimate weights of the neural network model. In this process, example patterns 
(input values and desired output values) from the training data set were presented to the 
model. The following is the back-propagation algorithm that describes in detail the whole 
process of network training: 
Step 0  Initialize weights. (Set weights to small random values). 
Step 1       Set stopping conditions (Performance goal and Maximum number of epochs). 
Step 2        While stopping conditions are false, do Steps 3-9. 
Step 3 For each training pair (input data and desired output data) do Steps 4-9. 
Feedforward: 
Step 4 Each input neuron (Xi, i = 1, …, n) receives input signal xi and broadcasts 
this signal to all neurons in the layer above (the hidden units). 









and applies its activation function to compute its output signal, 
),_( jj inzfz =  
and sends this signal to the output neuron of the output layer. 









and applies its activation function to compute its output (predicted output), 
),_( kk inyfy =  
Backpropagation of error: 
Step 7 The output neuron (Yk) receives a desired output corresponding to the 
input data, thence computes error between predicted output and desired output, 
),_()( ' kkkk inyfyt −=δ  
calculates its weight correction term (used to update wjk later), 
,jkjk zw αδ=∆  
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and calculates its bias correction term (used to update w0k later), 
,kokw αδ=∆  









= δδ  
Multiplies by the derivative of the corresponding activation function to calculate 
its error term, 
),_(_ ' jjj inzfinδδ =  
calculates its weight correction term (used to update vij later),  
,ijij xv αδ=∆  
and calculates its bias correction term (used to update v0j later), 
,jojv αδ=∆  
Update weights and biases: 
Step 9 The output neuron (Yk) updates its bias and weights: 
jkjkjk woldwneww ∆+= )()(  
Each hidden unit (Zj, j =1, …, p) updates its bias and weights: 
ijijij voldvnewv ∆+= )()(  
Step 10  Test stopping conditions. 
 
Training of the network was set to stop after certain number of iterations, or until 
the performance goal of 0.01 was met. A number of training algorithms (such as 
Levenberg-Marquardt, Bayesian regularization etc) were tried, with logsig transfer 
function in the output layer and either logsig or purelin transfer functions in hidden layer, 
to find the most suitable network that predicts reflectivity with less error. 
5.4.6. Network Testing  
Using the testing data set (15% of the input data and corresponding desired output data), 
the trained neural network models developed were tested for prediction of reflectivity.  
The testing data consisted of inputs and associated desired output values similar to the 
training set.  The testing data set was also scaled to a specified range of values (0.1 to 
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0.9) to be recognized by the neural network.  The architecture and the network 
parameters (weights, biases etc) were identical to the network established for training. 
5.5. Neural Network Model Validation  
To objectively evaluate the performance of the network, two different statistical 
indicators were used. These indicators are - Mean Absolute Percentage Error (MAPE), 
and Accuracy (in percentage). The Mean Absolute Percentage Error (MAPE) determines 











Where, N = Number of observations 
The output values obtained for the testing set and training set were then descaled to 
original values. The descaled results obtained were then compared with the desired 
outputs of the training and testing set, based on Mean Absolute Percentage Error 
(MAPE). The accuracy values of the developed models were calculated using equation 
below:  
Accuracy (%) = 100 – MAPE 
5.6. Multiple-Linear Regression Modeling 
Multi-linear regression (R2) models were developed using SPSS 11.0 on data Set Y to 
predict wiped and unwiped retroreflectivity values of the traffic signs with Type I and 
Type III sheeting materials. As in case of neural network models, the performance of the 
developed regression (R2) models was evaluated by calculating MAPE values and also 
accuracy values. 
5.7. Model Comparison 
The performance of the developed regression (R2) and neural network (NN) models 
developed based on data Set Y (R2Y and NNY) was compared to the performance of the 
regression (R1) models from the literature based on data Set X (R1X). The performance of 
the developed regression (R2Y) and neural network (NNY) models based on data Set Y 




CHAPTER 6. ANALYSIS AND RESULTS 
Retroreflectivity prediction neural network and regression models were developed 
independently for engineering grade sheeting type with background colors of green, 
white and yellow; and also for high intensity grade sheeting type with background colors 
of white and yellow. In this chapter, the results from the application of the prediction 
models are analyzed, and performance of the developed models evaluated.  
Two different data sets were used in this research referred as Set X and Set Y data 
sets. Set X comprises of the data from the literature which was collected along the State 
Highways of New Orleans, Baton Rouge. Set Y data comprises of the data collected as 
part of LADOTD project to develop a Traffic Sign Inventory along State Highways of 
Ascension Parish. Using Set X data regression (R1) models were developed in the past for 
different sheeting type and sign colors which are referred as R1X models. Using Set Y 
data regression (R2) models were developed for different sheeting type and sign colors 
which are referred as R2Y models.  
Both R1 and R2 models were then compared to check the accuracy of the models. 
The regression models that had higher accuracy were then compared to the developed 
neural network models referred as (NN) models. Comparisons of neural network (NN) 
and regression (R) models were made using mean absolute percentage error calculations.  
6.1. Neural Network and Regression Models with Specification 1 – Type I Sheeting  
6.1.1. Unwiped Green Signs 
Table 6-1 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted unwiped retroreflectivity and desired unwiped retroreflectivity for Green 
Engineering Grade signs using the developed neural network model, developed 
regression model. The below table also displays the error and accuracy values obtained 
upon checking the transferability of the developed regression models (R2) using data Set 
X from the literature and also checking the transferability of the old regression models 
(R1) using data Set Y.  From the table, it can be observed that the MAPE values for both 
neural network and regression models were 59.17% and 49.69% with accuracy of 
40.83% and 50.31% respectively. It can be said that the regression (R2) model performed 
better in predicting unwiped retroreflectivity of testing data Set Y than the neural network 
(NN) model. 
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Table 6-1 Statistics of Models developed for Green Unwiped Engineering Grade Signs 
Model Data Set  Model Name % MAPE % Accuracy 
Neural Network (NN) Y NNY 59.17 40.83 
Regression (R2) Y R2Y 49.69 50.31 
Regression (R2) X R2X 102.54 -2.54 
Regression (R1) X R1X 78.57 21.43 
Regression (R1) Y R1Y 64.23 35.77 
 
To get a better understanding of the predicting capability of the neural network model, 
individual measured values of unwiped retroreflectivity for the test data set were 
compared with the model predicted values, as shown in the Figure 6-1. Upon comparison 




























Figure 6-1 Comparison between measured and predicted Unwiped Retroreflectivity values 
for Green Engineering Grade Signs 
6.1.2. Wiped Green Signs 
Table 6-2 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted wiped retroreflectivity and desired wiped retroreflectivity for Green 
Engineering Grade signs using both neural network and regression models. The below 
table also displays the error and accuracy values obtained upon checking the 
transferability of the developed regression models (R2) using data Set X from the 
literature and also checking the transferability of the old regression models (R1) using 
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data Set Y.   
Table 6-2 Statistics of Models developed for Green Wiped Engineering Grade Signs 
Model Data Set Model Name % MAPE % Accuracy 
Neural Network (NN) Y NNY 28.86 71.14 
Regression (R2) Y R2Y 35.63 64.37 
Regression (R2) X R2X 104.92 -4.92 
Regression (R1) X R1X 77.46 22.54 
Regression (R1) Y R1Y 29.63 70.37 
 
From the Table 6-2, it can be observed that the MAPE values for both NN and R2 models 
were 28.86% and 35.63% respectively. Based on the accuracy values it can be said that 
the NN model performed better in predicting wiped retroreflectivity of the data Set Y 
than the R2 models. To get a better understanding of the predicting capability of the NN 
model, individual measured values of wiped retroreflectivity for test data set were 
compared with the model predicted values, as shown in the Figure 6-2. Upon comparison 




























Figure 6-2 Comparison between measured and predicted Wiped Retroreflectivity values for 
Green Engineering Grade Signs 
6.1.3. Unwiped White Signs  
 Table 6-3 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted outputs and desired outputs for White Engineering Grade signs using neural 
network and regression models. The below table also displays the error and accuracy 
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values obtained upon checking the transferability of the developed regression models 
(R2) using data Set X from the literature and also checking the transferability of the old 
regression models (R1) using data Set Y.   
Table 6-3 Statistics of Models developed for White Unwiped Engineering Grade Signs 
Model Data Set  Model Name % MAPE % Accuracy 
Neural Network (NN) Y NNY 36.48 63.51 
Regression (R2) Y R2Y 59.58 40.42 
Regression (R2) X R2X 94.97 5.03 
Regression (R1) X R1X 40.41 59.59 
Regression (R1) Y R1Y 116.2 -16.2 
 
From Table 6-3, it can be observed that the MAPE values for NN and R2 models were 
36.48% and 59.58% respectively. It can be said that the NN model performed better in 
predicting the unwiped retroreflectivity of the testing data set with an accuracy of 63.51% 
than the R2 model with an accuracy of 40.42%. To get a better understanding of the 
predicting capability of the model, individual measured values of unwiped 
retroreflectivity for test data set were compared with the NN model predicted values, as 
shown in the Figure 6-3. Upon comparison of all the models, R1 and NN models 





























Figure 6-3 Comparison between measured and predicted Unwiped Retroreflectivity values 
for White Engineering Grade Signs 
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6.1.4. Wiped White Signs 
Table 6-4 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted outputs and desired outputs for White engineering grade signs using neural 
network and regression models. The below table also displays the error and accuracy 
values obtained upon checking the transferability of the developed regression models 
(R2) using data Set X from the literature and old regression models (R1) using data Set Y.    
Table 6-4 Statistics of Models developed for White Wiped Engineering Grade Signs 
Model Data Set  Model Name % MAPE % Accuracy 
Neural Network (NN) Y NNY 37.69 62.31 
Regression (R2) Y R2Y 84.27 15.73 
Regression (R2) X R2X 110.29 -10.29 
Regression (R1) X R1X 88.98 11.02 
Regression (R1) Y R1Y 57.72 42.28 
 
From Table 6-4, it can be observed that the MAPE values for NN and R2 models were 
37.69% and 84.27% respectively. Based on the accuracy values it can be said that the NN 
model performed better than the R2 model in predicting wiped retroreflectivity of Set Y. 
To get a better understanding of the predicting capability of the model, individual 
measured values of wiped retroreflectivity for test data set were compared with the NN 
model predicted values, as shown in the Figure 6-4. Upon comparison of all the models, 
























Figure 6-4 Comparison between measured and predicted Wiped Retroreflectivity values for 
White Engineering Grade Signs 
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6.1.5. Unwiped Yellow Signs 
Table 6-5 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted unwiped retroreflectivity and desired unwiped retroreflectivity for both training 
and testing data sets of Yellow Engineering Grade signs. The below table also displays 
the error and accuracy values obtained upon checking the transferability of the both the 
regression models (R1 and R2). 
Table 6-5 Statistics of Models developed for Yellow Unwiped Engineering Grade Signs 
Model Data Set  Model Name % MAPE % Accuracy 
Neural Network (NN) Y NNY 44.19 65.81 
Regression (R2) Y R2Y 53.53 46.47 
Regression (R2) X R2X 75.93 24.07 
Regression (R1) X R1X 135.91 -35.91 
Regression (R1) Y R1Y 92.92 7.08 
 
From Table 6-5, it can be observed that the MAPE values for NN and R2 models were 
44.19% and 53.53% respectively. Based on the accuracy values it can be said that the NN 
model performed better than the R2 model in predicting wiped retroreflectivity of Set Y. 
Upon comparison of all the models, NN models performed better with an accuracy of 
55.81%. To get a better understanding of the predicting capability of the model, 
individual measured values of wiped retroreflectivity for test data set were compared with 





























Figure 6-5 Comparison between measured and predicted Unwiped Retroreflectivity values 
for Yellow Engineering Grade Signs 
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6.1.6. Wiped Yellow Signs 
Table 6-6 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted outputs and desired outputs for training data set, testing data set and LSU data 
set for Yellow Engineering Grade signs. The below table also displays the error and 
accuracy values obtained upon checking the transferability of the developed regression 
models (R2) using data Set X from the literature and also checking the transferability of 
the old regression models (R1) using data Set Y.   
Table 6-6 Statistics of Models developed for Yellow Wiped Engineering Grade Signs 
Model Data Set Model Name % MAPE % Accuracy 
Neural Network (NN) Y NNY 35.95 64.05 
Regression (R2) Y R2Y 49.59 50.41 
Regression (R2) X R2X 76.80 23.2 
Regression (R1) X R1X 123.54 -23.54 
Regression (R1) Y R1Y 84.60 16.4 
 
From Table 6-6, it can be observed that the MAPE values for NN and R2 models were 
35.95% and 49.59% respectively. Based on the accuracy values it can be said that the NN 
model performed better than all other models in predicting wiped retroreflectivity. Figure 
6-6 illustrates the column graph plotted for actual and predicted reflectivity values (using 
























Figure 6-6 Comparison between measured and predicted Wiped Retroreflectivity values for 
Yellow Engineering Grade Signs 
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6.2. Neural Network and Regression Models with Specification 1 – Type III Sheeting  
6.2.1. Unwiped White Signs 
Table 6-7 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted unwiped retroreflectivity and desired unwiped retroreflectivity for both training 
and testing data sets of White High Intensity Grade signs. The below table also displays 
the error and accuracy values obtained upon checking the transferability of the developed 
regression models (R2) using data Set X and old regression models (R1) using data Set Y.   
Table 6-7 Statistics of Models developed for White Unwiped High Intensity Grade Signs 
Model Data Set Model Name % MAPE % Accuracy 
Neural Network (NN) Y NNY 18.48 81.52 
Regression (R2) Y R2Y 8.35 91.65 
Regression (R2) X R2X 26.52 73.48 
Regression (R1) X R1X 148.08 -48.08 
Regression (R1) Y R1Y 500.59 -400.59 
 
From Table 6-7, it can be observed that the MAPE values for NN and R2 models were 
18.48% and 8.35% respectively. Based on the accuracy values it can be said that the R2 
model performed better than all other models in predicting wiped retroreflectivity of 
signs. Figure 6-7 illustrates the column graph plotted for actual and predicted reflectivity 

























Figure 6-7 Comparison between measured and predicted Unwiped Retroreflectivity values 
for White High Intensity Grade Signs 
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6.2.2. Wiped White Signs 
Table 6-8 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted outputs and desired outputs for training and testing data set of White high 
intensity grade signs. The below table also displays the error and accuracy values 
obtained upon checking the transferability of the developed regression models (R2) using 
data Set X from the literature and also checking the transferability of the old regression 
models (R1) using data Set Y.   
Table 6-8 Statistics of Models developed for White Wiped High Intensity Grade Signs 
Model Data Set Model Name % MAPE % Accuracy 
Neural Network (NN) Y NNY 19.86 80.14 
Regression (R2) Y R2Y 3.46 96.54 
Regression (R2) X R2X 16.66 83.34 
Regression (R1) X R1X 12.33 87.67 
Regression (R1) Y R1Y 6.36 93.64 
 
From Table 6-8, it can be observed that the MAPE values for NN and R2 models were 
19.86% and 3.46% respectively. Based on the accuracy values it can be said that the R2 
model performed better than all other models in predicting wiped retroreflectivity of 
signs. Figure 6-8 illustrates the column graph plotted for actual and predicted reflectivity 

























Figure 6-8 Comparison between measured and predicted Wiped Retroreflectivity values for 
White High Intensity Grade Signs 
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6.2.3. Unwiped Yellow Signs 
Table 6-9 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted unwiped retroreflectivity and desired unwiped retroreflectivity for both training 
and testing data sets of Yellow high intensity grade signs. The table below also displays 
the error and accuracy values obtained upon checking the transferability of both the 
regression models R1 and R2. 
Table 6-9 Statistics of Models developed for Yellow Unwiped High Intensity Grade Signs 
Model Data Set Model Name % MAPE % Accuracy 
Neural Network (NN) Y NNY 34.92 65.08 
Regression (R2) Y R2Y 38.87 61.13 
Regression (R2) X R2X 122.65 -22.65 
Regression (R1) X R1X 18.9 81.1 
Regression (R1) Y R1Y 10.05 89.95 
 
From Table 6-9, it can be observed that the MAPE values for NN and R2 models were 
34.92% and 38.87% respectively. Based on the accuracy values it can be said that the NN 
model performed better than R2 model in predicting wiped retroreflectivity of the signs. 
To get a better understanding of the predicting capability of the model, individual 
measured values of unwiped retroreflectivity for the test data set were compared with the 

























Figure 6-9 Comparison between measured and predicted Unwiped Retroreflectivity values 
for Yellow High Intensity Grade Signs 
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6.2.4. Wiped Yellow Signs 
Table 6-10 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted outputs and desired outputs for training data set and testing data set of Yellow 
high intensity grade signs. The table below also displays the error and accuracy values 
obtained upon checking the transferability of both the regression models (R1 and R2).  
Table 6-10 Statistics of Models developed for Yellow Wiped High Intensity Grade Signs 
Model Data Set Model Name % MAPE % Accuracy 
Neural Network (NN) Y NNY 31.66 68.34 
Regression (R2) Y R2Y 281.79 -181.79 
Regression (R2) X R2X 170.79 -70.79 
Regression (R1) X R1X 175.89 -75.89 
Regression (R1) Y R1Y 609.30 -509.3 
 
From Table 6-10, it can be observed that the MAPE values for NN and R2 models were 
31.66% and 281.79% respectively. Based on the accuracy values it can be said that the 
NN model performed better than R2 model in predicting wiped retroreflectivity of the 
signs. To get a better understanding of the predicting capability of the model, individual 
measured values of unwiped retroreflectivity for the test data set were compared with the 
model predicted values, as shown in Figure 6-10. Upon comparison of all the models, NN 
























Figure 6-10 Comparison between measured and predicted Wiped Retroreflectivity values 
for Yellow High Intensity Grade Signs 
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The average accuracy values of both R1 and R2 models are 9.99% and 33.52% 
respectively. Based on these values, it could be concluded that R2 models have better 
performance than R1 models. Both R1 and R2 models were checked for transferability. In 
case of both the models the accuracy values were not accountable, when used to predict 
reflectivity of signs that were different from the data based on which they were 
developed. Upon comparing the average accuracy values of both NN models and R2 
models i.e., 65.27% and 33.52%, it could also be concluded that NN models have better 
performance than R2 models. Since of all the models neural network models have better 
performance, only neural network models were developed with specification 2. 
6.3. Neural Network Models with Specification 2 – Type I Sheeting  
6.3.1. Unwiped Green Signs 
Table 6-11 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted unwiped retroreflectivity and desired unwiped retroreflectivity for both training 
and testing data sets of Green Engineering Grade signs.  
Table 6-11 Statistics of NN Models developed for Green Unwiped Engineering Grade Signs 
Data Set # of Cases % MAPE % Accuracy 
Training Set 52 55.29 44.71 
Testing Set 9 80.81 10.19 
 
From the table, it can be observed that the MAPE values for both training and testing data 
set were 55.29% and 80.81% with accuracy of 44.71% and 10.19% respectively. It can be 
said that the ANN model performed poorly in predicting unwiped retroreflectivity of both 
training and testing data sets. To get a better understanding of the predicting capability of 
the model, individual measured values of unwiped retroreflectivity for the test data set 



























Figure 6-11 Comparison between measured and predicted Unwiped Retroreflectivity values 
for Green Engineering Grade Signs 
6.3.2. Wiped Green Signs 
The following table shows the MAPE and Accuracy values obtained from the analysis of 
the predicted wiped retroreflectivity and desired wiped retroreflectivity for both training 
and testing data sets of Green Engineering Grade signs.  
Table 6-12 Statistics of NN Models developed for Green Wiped Engineering Grade Signs 
Data Set # of Cases MAPE % Accuracy 
Training Set 52 32.14 67.86 
Testing Set 9 37.64 62.36 
 
From the table, it can be observed that the MAPE values for training and testing data sets 
were 32.14% and 37.64% respectively. It can be said that the ANN model was trained 
reasonably well with an accuracy of 67.86%, also the model performed reasonably well 
when used to predict wiped retroreflectivity of the testing data set with an accuracy of 
62.36%. To get a better understanding of the predicting capability of the model, 
individual measured values of wiped retroreflectivity for test data set were compared with 




























Figure 6-12 Comparison between measured and predicted Wiped Retroreflectivity values 
for Green Engineering Grade Signs 
6.3.3. Unwiped White Signs  
Table 6-13 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted outputs and desired outputs for both training and testing data sets of White 
Engineering Grade signs.  
Table 6-13 Statistics of NN Models developed for White Unwiped Engineering Grade Signs 
Data Set # of Cases MAPE % Accuracy 
Training Set 152 37.45 62.55 
Testing Set 27 40.38 59.62 
 
From the table, it can be observed that the MAPE values for training and testing data sets 
were 37.45% and 40.38% respectively. It can be said that the ANN model was trained 
reasonably well with an accuracy of 62.55%, also the model performed reasonably well 
when used to predict unwiped retroreflectivity of the testing data set with an accuracy of 
59.62%. To get a better understanding of the predicting capability of the model, 
individual measured values of wiped retroreflectivity for test data set were compared with 





























Figure 6-13 Comparison between measured and predicted Unwiped Retroreflectivity values 
for White Engineering Grade Signs 
6.3.4. Wiped White Signs 
Table 6-14 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted outputs and desired outputs for training and testing data set of white 
engineering grade signs.  
Table 6-14 Statistics of NN Models developed for White Wiped Engineering Grade Signs 
Data Set # of Cases MAPE % Accuracy 
Training Set 152 41.99 58.01 
Testing Set 27 48.41 51.59 
 
From the table, it can be observed that the MAPE values for training and testing data sets 
were 41.99% and 48.41% respectively. It can be said that the ANN model was trained 
poorly with an accuracy of 58.07%, and also the model performed poorly when used to 
predict wiped retroreflectivity of the testing data set with an accuracy of 51.59%. To get a 
better understanding of the predicting capability of the model, individual measured values 
of wiped retroreflectivity for test data set were compared with the model predicted values, 





























Figure 6-14 Comparison between measured and predicted Wiped Retroreflectivity values 
for White Engineering Grade Signs 
6.3.5. Unwiped Yellow Signs 
Table 6-15 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted unwiped retroreflectivity and desired unwiped retroreflectivity for both training 
and testing data sets of yellow engineering grade signs.  
Table 6-15 Statistics of NN Models Developed for Yellow Unwiped Engineering Grade Signs 
Data Set # of Cases MAPE % Accuracy 
Training Set 88 34.98 65.02 
Testing Set 15 34.68 65.32 
 
The R2 and MAPE values computed for training data set were 0.713 and 34.98% and for 
testing data sets were 0.722 and 34.68% respectively with an accuracy of 65.02% and 
65.32% respectively.  It can be said that the ANN model was trained with reasonably 
well accuracy leading the model to perform reasonably well in predicting unwiped 
retroreflectivity of the testing data set. Figure 6-15 illustrates the column graph plotted 






























Figure 6-15 Comparison between measured and predicted Unwiped Retroreflectivity values 
for Yellow Engineering Grade Signs 
6.3.6. Wiped Yellow Signs 
Table 6-16 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted outputs and desired outputs for training data set, testing data set and LSU data 
set for Yellow Engineering Grade signs.  
Table 6-16 Statistics of NN Models developed for Yellow Wiped Engineering Grade Signs 
Data Set # of Cases MAPE % Accuracy 
Training Set 88 37.96 62.04 
Testing Set 15 43.14 56.86 
 
From the Table 6-16, it can be observed that the MAPE values for training and testing 
data sets were 37.961% and 43.14% respectively. The ANN model was trained 
reasonably well with an accuracy of 62.04%, and the model performed reasonably well 
when used to predict the wiped retroreflectivity of the testing data set with an accuracy of 
56.86%. Figure 6-16 illustrates the column graph plotted for actual and predicted 

























Figure 6-16 Comparison between measured and predicted Wiped Retroreflectivity values 
for Yellow Engineering Grade Signs 
6.4. Neural Network Models with Specification 2 – Type III Sheeting  
6.4.1. Unwiped White Signs 
Table 6-17 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted unwiped retroreflectivity and desired unwiped retroreflectivity for both training 
and testing data sets of white high intensity grade signs.  
Table 6-17 Statistics of NN Models developed for White Unwiped High Intensity Grade 
Signs 
Data Set # of Cases % MAPE % Accuracy 
Training Set 60 19.49 80.51 
Testing Set 11 18.48 81.52 
 
From the table, it can be observed that the MAPE values for both training and testing data 
set were 19.49% and 18.48% with accuracy of 80.51% and 81.52% respectively. It can be 
said that the ANN model performed well in predicting the unwiped retroreflectivity of 
both training and testing sets. To get a better understanding of the predicting capability of 
the model, individual measured values of unwiped retroreflectivity for the test data set 



























Figure 6-17 Comparison between measured and predicted Unwiped Retroreflectivity values 
for White high Intensity Grade Signs 
6.4.2. Wiped White Signs 
Table 6-18 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted outputs and desired outputs for training and testing data set of White high 
intensity grade signs.  
Table 6-18 Statistics of NN Models developed for White Wiped High Intensity Grade Signs 
Data Set # of Cases MAPE % Accuracy 
Training Set 60 18.17 81.83 
Testing Set 11 19.86 80.14 
 
From Table 6-18, it can be observed that the MAPE values for training and testing data 
sets were 18.17% and 19.86% respectively. The ANN model was trained well with an 
accuracy of 81.83%, and the model performed reasonably well when used to predict the 
wiped retroreflectivity of the testing data set with an accuracy of 80.14%. Figure 6-18 
illustrates the column graph plotted for actual and predicted reflectivity values against 



























Figure 6-18 Comparison between measured and predicted Wiped Retroreflectivity values 
for White High Intensity Grade Signs 
6.4.3. Unwiped Yellow Signs 
Table 6-19 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted unwiped retroreflectivity and desired unwiped retroreflectivity for both training 
and testing data sets of Yellow high intensity grade signs.  
Table 6-19 Statistics of NN Models developed for Yellow Unwiped High Intensity Grade 
Signs 
Data Set # of Cases % MAPE % Accuracy 
Training Set 209 30.83 69.17 
Testing Set 37 34.92 65.08 
 
From the table, it can be said that the ANN model performed reasonably well in 
predicting the unwiped retroreflectivity of both training and testing sets with error 
percentages of 30.83% and 34.92% respectively. To get a better understanding of the 
predicting capability of the model, individual measured values of unwiped 
retroreflectivity for the test data set were compared with the model predicted values, as 


























Figure 6-19 Comparison between measured and predicted Unwiped Retroreflectivity values 
for Yellow High Intensity Grade Signs 
6.4.4. Wiped Yellow Signs 
Table 6-20 shows the MAPE and Accuracy values obtained from the analysis of the 
predicted outputs and desired outputs for training data set and testing data set of yellow 
high intensity grade signs.  
Table 6-20 Statistics of NN Models developed for Yellow Wiped High Intensity Grade Signs 
Data Set # of Cases MAPE % Accuracy 
Training Set 209 35.67 64.33 
Testing Set 37 31.66 68.34 
 
From Table 6-20, it can be observed that for the training data set the MAPE value of 
35.67% is reasonably low indicating a reasonable accuracy of 64.33%.  In case of testing 
data set the error percentage of 31.66% indicate a reasonable accuracy of 68.34% in 
predicting the wiped retroreflectivity of yellow high intensity grade signs. Figure 6-20 
illustrates the column graph plotted for actual and predicted reflectivity values against 























Figure 6-20 Comparison between measured and predicted Wiped Retroreflectivity values 
for Yellow High Intensity Grade Signs 
 
6.5. Comparison of Models 
Upon comparison of the neural network models with regression models, it can be 
observed that the prediction NN models perform better than R1 and R2 models. The 
following conclusions are drawn based on the mean absolute percentage error and 
accuracy values produced by the models: 
1. The neural network models with average accuracy of 65.27% can model 
retroreflectivity better than both regression models R1 and R2 with average 
accuracy values of 9.99% and 33.52% respectively. 
2. Model specification 1 is preferred to model specification 2. Though 
improvements in learning and generalizing capability of the models with 
specification 2 were observed based on the MAPEs on the testing data for few 
models, the improvements are very marginal and the reluctance in the usage of the 







Table 6-21 Difference between Accuracy of Train and Test Data 










Green 28.98 34.52 
White 6.42 2.93 Unwiped 
Yellow 5.76 -0.3 
Green 8.18 5.5 
White 0.66 6.42 
Type I 
Wiped 
Yellow -1.06 5.18 
White 1.64 -1.01 Unwiped 
Yellow 0.19 4.09 
White 8.16 1.69 
Type III 
Wiped 
Yellow 28.03 -4.01 
 
6.6. Regression Models (R1) 
Louisiana State University (LSU) conducted studies on retroreflectivity of signs along 
interstate and state highway routes of Louisiana (Wolshon et al, 2000). The 
retroreflectivity prediction models were developed using linear regression modeling. Six 
independent variables were used in the development of the models to predict sign 
retroreflectivity. These variables included Age of the sign sheeting, distance of the sign 
from the edge of pavement (EOPD) and Orientation of sign (i.e., North, East, West and 
South).  
The performance of the R1 models from the literature was analyzed. Since, R1 
models were developed based on data Set X and not based on the data Set Y the entire 
data Set Y, including training and testing data sets was used to test the performance of the 
R1 models. By comparison of predicted values with the in-field retroreflectivity values, 
Mean Absolute Percentage Errors (MAPE) were calculated for all the regression models 
and are as shown in Tables 6-22 and 6-23. From Tables 6-22 and 6-23, we find that the 
R1 models does a fair job in predicting the unwiped retroreflectivity of Yellow High 
Intensity Grade signs and also wiped retroreflectivity of Green Engineering Grade and 





Table 6-22 MAPE by the LSU Regression Model with specification 1 on Type I and Type III 
Sheeting 
Train Data set Test Data set 








Green 47 105.87 8 64.23 
White 166 170.07 29 116.2 Unwiped 
Yellow 88 104.38 15 92.92 
Green 47 26.21 8 29.63 
White 166 101.51 29 57.72 
Type I 
Wiped 
Yellow 88 141.15 15 84.6 
White 63 157.93 11 500.59 Unwiped 
Yellow 209 15.06 37 10.05 
White 63 5.44 11 6.36 
Type III 
Wiped 
Yellow 209 110.47 37 609.3 
 
Table 6-23 MAPE by the LSU Regression Model with specification 2 on Type I and Type III 
Sheeting 
Train Data set Test Data set 








Green 52 68.57 9 106.78 
White 152 188.72 27 167.2 Unwiped 
Yellow 88 114.68 15 108.4 
Green 52 31.26 9 44.92 
White 152 158.81 27 188.22 
Type I 
Wiped 
Yellow 88 150.98 15 93.66 
White 60 7.14 11 8.45 Unwiped 
Yellow 209 116.97 37 209.66 
White 60 5.44 11 6.36 
Type III 
Wiped 
Yellow 209 127.03 37 308.84 
 
The mean absolute percentage errors (MAPE) of the predicted values in relation to the 
observed values for training and testing data sets with specification 1 were 93.08% and 
157.16% respectively. The mean absolute percentage errors (MAPE) of the predicted 
values in relation to the observed values for training and testing data sets with 
specification 2 were 96.96% and 124.25% respectively. The error values are high in both 
the cases and hence, the usability of the regression models is not acceptable for prediction 
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of retroreflectivity of signs of a study area different from New Orleans, Baton Rouge, 
Lafayette and Shreveport. 
Simultaneously, the performance of the neural network models was analyzed using 
the data used to develop the linear regression models. By comparison of the neural 
network predicted values with the in-field retroreflectivity values of LSU data, MAPE 
values were calculated and are as shown in Tables 6-24 and 6-25. 
Table 6-24 MAPE by the Neural Network Model with specification 1 on LSU data 
LSU Data set 
MAPE 
Sheeting Type Retroreflectivity Sign Color
No of 
Samples (%) 
Green 42 256.51 
White 40 86.81 Unwiped 
Yellow 42 59.02 
Green 42 195.33 
White 40 57.02 
Type I 
Wiped 
Yellow 42 55.73 
White 38 22.4 Unwiped 
Yellow 33 66.64 
White 38 26.13 
Type III 
Wiped 
Yellow 33 89.82 
 
Table 6-25 MAPE by the Neural Network Model with specification 2 on LSU data 
LSU Data set 
MAPE 
Sheeting Type Retroreflectivity Sign Color 
No of 
Samples (%) 
Green 42 87.32 
White 40 59.13 Unwiped 
Yellow 42 67.27 
Green 42 86.17 
White 40 64.68 
Type I 
Wiped 
Yellow 42 62.92 
White 38 47.53 Unwiped 
Yellow 33 25.39 
White 38 25.41 
Type III 
Wiped 
Yellow 33 40.94 
 
From Tables 6-24 and 6-25, we find that the Neural Network models with specifications 
1 and 2 did a fair job in predicting the retroreflectivity of both Engineering and High 
Intensity Grade signs except for Green Unwiped Engineering Grade signs. The mean 
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absolute percentage errors (MAPE) of the predicted values in relation to the observed 
values for LSU data sets with specification 1 and 2 were 57.94% and 49.16% respectively 
(excluding Green Engineering Grade Signs). The error values are moderate for models 
with both the specifications and hence, the usability of the neural network models is not 
abandoned for prediction of retroreflectivity of signs of a study area different from the 
Ascension Parish. 
6.7. Model Comparison 
First, the wiped and unwiped retroreflectivity of training set, testing set and Set X data set 
were predicted using both neural network models and linear regression models. Then for 
each model, the mean absolute percentage error was estimated. The resulted MAPE 
values are as shown by model in Tables 6-26, 6-27, 6-28 and 6-29. 
From the comparison and analysis of the tables, it was found that the neural 
network models did a fair job and were better than the R1 models in modeling the 
retroreflectivity of sign sheeting. However, the assumed significant deterioration 
variables included in models with specification 2 in the ANN models accounted for the 
improvement of the explanatory power of the models at least partly. 
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Table 6-26 Mean Absolute Percentage Error by the ANN Model with specification 1 on Training, Testing and LSU data set 
LSU Data set Train Data set Test Data set 










Green 42 256.51 47 30.19 8 59.17 
White 40 86.81 166 33.37 29 39.79 Unwiped 
Yellow 42 59.02 88 38.43 15 44.19 
Green 42 195.33 47 20.68 8 28.86 
White 40 57.02 166 37.03 29 37.69 
Type I 
Wiped 
Yellow 42 55.73 88 37.01 15 35.95 
White 38 22.4 63 20.31 11 21.95 Unwiped 
Yellow 33 66.64 209 36.32 37 36.51 
White 38 26.13 63 11.21 11 19.37 
Type III 
Wiped 
Yellow 33 89.82 209 36.65 37 64.68 
Table 6-27 Mean Absolute Percentage Error by the ANN Model with specification 2 on Training, Testing and LSU data set 
LSU Data set Train Data set Test Data set 
MAPE MAPE MAPE 









Green 42 87.32 52 55.29 9 80.81 
White 40 59.13 152 41.99 27 48.41 Unwiped 
Yellow 42 67.27 88 34.98 15 34.68 
Green 42 86.17 52 32.14 9 37.64 
White 40 64.68 152 41.99 27 48.41 
Type I 
Wiped 
Yellow 42 62.92 88 37.96 15 43.14 
White 38 47.53 60 19.49 11 18.48 Unwiped 
Yellow 33 25.39 209 30.83 37 34.92 
White 38 25.41 60 18.17 11 19.86 
Type III 
Wiped 
Yellow 33 40.94 209 35.67 37 31.66 
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Table 6-28 Mean Absolute Percentage Error by the LSU Model with specification 1 on Training, Testing and LSU data set 
LSU Data set Train Data set Test Data set 










Green 42 78.574 47 105.87 8 64.23 
White 40 40.41 166 170.07 29 116.2 Unwiped 
Yellow 42 135.91 88 104.38 15 92.92 
Green 42 77.46 47 26.21 8 29.63 
White 40 88.98 166 101.51 29 57.72 
Type I 
Wiped 
Yellow 42 123.54 88 141.15 15 84.6 
White 38 148.08 63 157.93 11 500.59 Unwiped 
Yellow 33 18.9 209 15.06 37 10.05 
White 38 12.33 63 5.44 11 6.36 
Type III 
Wiped 
Yellow 33 175.89 209 110.47 37 609.3 
Table 6-29 Mean Absolute Percentage Error by the LSU Model with specification 2 on Training, Testing and LSU data set 
LSU Data set Train Data set Test Data set 










Green 42 86.41 52 68.57 9 106.78 
White 40 70.27 152 188.72 27 167.2 
Unwiped Yellow 42 157.54 88 114.68 15 108.4 
Green 42 81.82 52 31.26 9 44.92 
White 40 99.81 152 158.81 27 188.22 
Type I Wiped Yellow 42 126.26 88 150.98 15 93.66 
White 38 20.12 60 7.14 11 8.45 
Unwiped Yellow 33 119.85 209 116.97 37 209.66 
White 38 14.09 60 5.44 11 6.36 
Type III Wiped Yellow 33 178.45 209 127.03 37 308.84 
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CHAPTER 7. SUMMARY AND CONCLUSIONS 
7.1. Summary of the Research Study 
 Retroreflectivity decreases as sign sheeting ages. Traffic signs with low 
retroreflectivity do not convey their message clearly leading to and their by increase the 
time for the driver to respond to its message satisfactorily. Unclear messages can cause 
accidents to motorists and road users. As a result, highway agencies seek to replace signs 
with retroreflectivity lower than the minimum standards. Currently, LADOTD replaces 
signs with low reflectivity based on driver complaints. This practice might have resulted 
in premature sign replacement (removal of signs with several years of in-service life still 
remaining) or in non-replacement of signs that are not in compliance with LADOTD 
minimum reflectivity standards. Therefore, it is imperative that the replacement of signs 
be done at the right time leading to fewer accidents for the road users.  
The primary goal of this research was to develop a new predictive tool for 
assessing the performance of sign sheeting and test the performance of the models. The 
models related retroreflectivity of sign sheeting to various deterioration factors describing 
the sign sheeting characteristics. The factors used included sheeting type, sign color, age, 
sign orientation and edge of pavement distance from the sign post. Multi-linear 
regression and artificial neural networks (ANNs) techniques were applied to develop the 
models. Artificial neural network models were developed with two model specifications 
and performance of the models with different model specifications was analyzed and 
compared with each other. The models developed in this study were also compared with 
regression type models developed by Wolshon et al to estimate retroreflectivity of signs 
placed along Interstate and State Highway routes in the districts of New Orleans, Baton 
Rouge, Lafayette and Shreveport.  
 In this study, the data from the LADOTD traffic sign inventory data of Ascension 
Parish traffic signs were used to develop neural network models and multi-linear 
regression models and also test the performance of the models in being able to predict the 
retroreflectivity of the sign sheeting. The Ascension Parish database included information 
from a total of 3,646 signs. However, not each sign record included a complete set of 
measurements.  In many cases, sign attribute information such as date of installation; sign 
reflectivity, sign orientation and edge of pavement distance were not recorded or were 
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missing from the database. As a result, 660 signs with complete information were finally 
used for modeling. These 660 signs were divided into a training data set of 561 signs and 
a testing data set of 99 signs. The multi-linear regression (R2) models and ANN (back-
propagation neural network) models of retroreflectivity were developed based on training 
data set and then used to predict the retroreflectivity of the signs on the test data set 
where the actual in-field retroreflectivity values were known.  
 To assess the performance of the regression (R2) models and the ANN models, 
statistical measures such as MAPE and Accuracy were computed. The performance of 
the regression (R1) models developed by Wolshon et al was assessed on the entire data 
set. However, comparison of the models was conducted on the testing data only. MAPE 
and accuracy values were computed for model assessment and comparison. 
7.2. Conclusions 
The independent variables which were found to be significant in explaining performance 
of retroreflectivity include sheeting type, whether Engineering Grade or High Intensity 
Grade sheeting, age of the sheeting, and color of sheeting. Other variables, including 
orientation of the sheeting with respect to the Sun, and the distance of the sheeting from 
the edge of the pavement, were tested for inclusion, but were found to add very little to 
the explanatory power of the models. However, model specification consisting of all five 
variables is considered better as it includes more variables whose effects are not non-
existent.  
 Comparison between the model predictions and the actual values showed that the 
NN models predicted retroreflectivity of signs closer to the in-field values for eight 
models out of ten neural network models, while two R2 models developed by Wolshon et 
al estimated the reflectivity values closer to the in-field values better than the NN models 
and the other six R2 models performed better with no greater difference in accuracy 
values than the NN models.  
Based on the results and analyses, this study demonstrated the feasibility of using 
ANNs in predicting the retroreflectivity of Type I and Type III sign sheeting. Initially, it 
was hypothesized that the application of neural network procedure would result in more 
accurate predictions of sign performance. This hypothesis was based on prior NN 
applications which demonstrated the ability of NN model to take into account a wide 
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range of variables and their ability to “learn” and adapt better than the conventional 
regression-based formulation (Faghri et al, 1992). The general advantages of the ANN 
modeling demonstrate the feasibility of developing more accurate neural network models 
by training the networks with homogenous data sets with respect to sign age and in-field 
retroreflectivity. For example, in the case of high intensity grade signs of white color, the 
neural network model performed fairly well in predicting retroreflectivity of the sign 
sheeting with an accuracy of 80%. The reason for this was the data set consisted of 
homogeneous reflectivity values within a small range of sign age of 0 to 50 months. 
 After completing a comprehensive evaluation of all the data sets, it appeared that 
one of the “problems” with the data was the significant variability in the environmental 
conditions in which the sign data was recorded.  It is further hypothesized that another 
“issue” was the variability in sign age.  Perhaps future research efforts can be targeted at 
aggregating the signs in to homogeneous data sets.  
 Though the neural network models developed in this study are more expensive to 
use than the current practice of knowing signs that needed to be replaced based on driver 
complaints, improved way of knowing when to replace the signs should be worth the 
extra cost, as sign maintenance based on driver complaints would lead to non-
replacement of signs that are not in compliance with the minimum retroreflectivity 














CHAPTER 8. FUTURE RESEARCH OPPORTUNITIES  
The opportunities for future research are identified as follows: 
1. More data representing the field conditions and describing the sign performance 
shall be employed for the development of the neural network models. For 
example independent variables such as weather conditions, air pollution, and sun 
light exposure can be used in the model, which can enhance explanatory power of 
the model and make the model applicable to different situations. 
2. Comparison between different existing model types developed on extensive data 
can be conducted, and the results can be generalized regarding model type, model 
specifications and deterioration variables. This can benefit the development of 
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