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Abstract
We model a financial market with infinitely many assets as a stochastic process X
with values in a separable Hilbert spaceH. In this setting we show the equivalence
of market completeness and the uniqueness of the equivalent martingale measure,
if X has continuous paths. Another result for our model is, that under some
technical conditions, the absence of asymptotic arbitrage of the first/second kind
(in the sense of Kabanov/Kramkov) is equivalent to the absolute continuity of
the reference measure to a unique, locally equivalent, martingale measure. If X
has continuous paths, the absence of general asymptotic arbitrage is equivalent
to the existence of an equivalent local martingale measure. Furthermore, we give
a sufficient condition for the existence of the optional decomposition of X. We
apply this result to the problem of risk minimization with given upper limit
for investion (efficient hedging (Fo¨llmer/Leukert)). This allows us to solve this
optimization problem in our infinite dimensional context. Another result is an
infinite dimensional extension of the Heath-Jarrow-Morton term structure model.
Two further term structure models are constructed, using the Markov potential
approach developed by Rodgers.
As a contribution to the theory of stochastic analysis in Hilbert spaces, we proof
a pathwise version of the Ito formula for stochastic processes with continuous
paths in a separable Hilbert space. This leads to a pathwise version of the
interchangability theorem for stochastic and Lebesgue integrals. We also show a
version of the Clark formula for Hilbert space valued Brownian motion.
Keywords:
term structure models, stochastic analysis in Hilbert spaces, equivalent martin-
gale measures, optional decomposition
Zusammenfassung
Wir modellieren einen Finanzmarkt mit unendlich vielen Wertpapieren als stocha-
stischen ProzeßX in stetiger Zeit mit Werten in einem separablen HilbertraumH.
In diesem Rahmen zeigen wir die A¨quivalenz von Vollsta¨ndigkeit des Marktes und
der Eindeutigkeit des a¨quivalenten Martingalmaßes unter der Bedingung, daß X
stetige Pfade besitzt. Weiter zeigen wir, daß (unter gewissen technischen Bedin-
gungen) fu¨r X die Abwesenheit von asymptotischer Arbitrage der ersten/zweiten
Art (im Sinne von Kabanov/Kramkov) a¨quivalent zur Absolutstetigkeit des Re-
ferenzmaßes zu einem eindeutigen, lokal a¨quivalenten Martingalmaß ist. Hat X
stetige Pfade, so ist die Abwesenheit von allgemeiner asymptotischer Arbitra-
ge a¨quivalent zur Existenz eines a¨quivalenten lokalen Martingalmaßes. Außer-
dem geben wir ein Kriterium fu¨r die Existenz einer optionalen Zerlegung von X
an. Dies wenden wir auf das Problem der Risikominimierung bei vorgegebener
Investitionsobergrenze (effizientes Hedgen (Fo¨llmer/Leukert)) an, um dieses im
unendlichdimensionalen Kontext zu behandeln. Außerdem stellen wir eine unend-
lichdimensionale Erweiterung des Heath-Jarrow-Morton-Modells vor und nutzen
den Potentialansatz nach Rodgers, um zwei weitere Zinsstrukturmodelle zu kon-
struieren.
Als Beitrag zur allgemeinen stochastischen Analysis in Hilbertra¨umen beweisen
wir eine pfadweise Version der Itoˆformel fu¨r stochastische Prozesse mit stetigen
Pfaden in einem separablen Hilbertraum. Daraus la¨ßt sich eine pfadweise Version
des Satzes u¨ber die Vertauschbarkeit von stochastischem und Lebesgue-Integral
ableiten. Außerdem zeigen wir eine Version der Clark-Formel fu¨r eine Brownsche
Bewegung mit Werten in einem Hilbertraum.
Schlagwo¨rter:
Zinsstrukturmodelle, stochastische Analysis in Hilbertra¨umen, a¨quivalente
Martingalmaße, optionale Zerlegung
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Kapitel 1
Einleitung
Die vorliegende Arbeit befaßt sich mit der Theorie unendlichdimensionaler Mar-
tingale und ihrer Anwendung auf die Modellierung von Finanzma¨rkten mit un-
endlich vielen Wertpapieren. Das Spektrum der behandelten Themen reicht da-
bei von unendlichdimensionaler stochastischer Analysis u¨ber finanzmathematisch
motivierte Probleme der Existenz und Eindeutigkeit von a¨quivalenten Martingal-
maßen fu¨r unendlichdimensionale Semimartingale bis zu konkreten Finanzmarkt-
modellen mit unendlich vielen Wertpapieren, insbesondere Zinsstrukturmodellen.
In den meisten Fa¨llen ist dabei die stochastische Grundlage ein Semimartingal
mit Werten in einem separablen Hilbertraum. Schwerpunktma¨ßig betrachten wir
Prozesse mit stetigen Pfaden.
Methodisch bewegt sich diese Arbeit vom Abstrakten zum Konkreten. So be-
handeln die Kapitel 2 und 3 allgemeine Aussagen der stochastischen Analysis in
Hilbertra¨umen. Die Kapitel 4 und 5 behandeln die Frage nach Kriterien fu¨r die
Existenz und Eindeutigkeit von zu einem Referenzmaß a¨quivalenten (oder ab-
solutstetigen) Wahrscheinlichkeitsmaßen, unter denen ein vorgegebener unend-
lichdimensionaler Prozeß ein lokales Martingal ist. Dies sind bereits finanzma-
thematisch motivierte Fragestellungen (siehe dazu Abschnitt 1.1 und die beiden
genannten Kapitel), die mit martingaltheoretischen Methoden untersucht werden.
Kapitel 6 erga¨nzt Kapitel 5 um Beispiele. Kapitel 7 behandelt dann Probleme der
Risikovermeidung bzw. -minimierung. Insbesondere werden eine unendlichdimen-
sionale Variante des Optional Decomposition Theorems und die Konstruktion von
effizienten Hedgingstrategien untersucht. Kapitel 8 berechnet bedingte endlichdi-
mensionale Verteilungen fu¨r eine Klasse von unendlichdimensionalen Diffusions-
prozessen. In den Kapiteln 9 und 10 werden schließlich zwei konkrete Klassen von
1
2Modellierungen der Zinsstruktur vorgestellt.
Eine ausfu¨hrliche Vorstellung der Inhalte findet sich in Abschnitt 1.2. Zuvor je-
doch erla¨utern wir im folgenden Abschnitt kurz einige Begriffe und Kernaussagen
der stochastischen Theorie der Finanzma¨rkte, soweit wir sie in dieser Arbeit im
Rahmen eines unendlichdimensionalen Modells behandeln. Am Schluß der Ein-
leitung findet sich eine Zusammenstellung von in dieser Arbeit verwendeten No-
tationskonventionen und Bezeichnungen.
An dieser Stelle mo¨chte ich mich bei Herrn Prof. Dr. H. Fo¨llmer fu¨r anregende
Gespra¨che und die gute Betreuung bei der Anfertigung dieser Arbeit bedanken.
1.1 Zur stochastischen Theorie der Finanz-
ma¨rkte
Die stochastische Theorie der Finanzma¨rkte betrachtet, entwickelt und analy-
siert Modelle fu¨r die ungewisse zeitliche Entwicklung der Preise von Wertpa-
pieren (Aktien, festverzinsliche Anleihen, Optionen, etc.). Diese Preise werden
durch reellwertige stochastische Prozesse dargestellt, die entweder in diskreter
oder in kontinuierlicher Zeit ablaufen. In dieser Arbeit betrachten wir, außer in
einigen illustrierenden Beispielen, nur Modelle in stetiger Zeit. Modelliert werden
in der Regel die Wertverla¨ufe von “Basiswertpapieren” wie Aktien und festver-
zinslichen Wertpapieren. Ein Hauptziel eines solchen Modells ist es, aus diesen
Wertverla¨ufen Preise von Derivaten, wie z. B. Optionen, abzuleiten. Ein Deri-
vat oder contingent claim ist in allgemeiner Form definiert als meßbare Funk-
tion der Werte der Basiswertpapiere des Finanzmarktes bis zu einem bestimmten
Fa¨lligkeitszeitpunkt. Ein faires Preissystem ordet jedem contingent claim einen
Preis so zu, daß es in dem Finanzmarkt keine Arbitragemo¨glichkeit gibt. Das heißt,
es ist nicht mo¨glich, den Wert eines contingent claims bei Fa¨lligkeit durch eine
geschickte Investitionsstrategie nachzubilden und dabei weniger als den durch das
Preissystem festgelegten Preis investieren zu mu¨ssen. Insbesondere bedeutet dies,
daß das Finanzmarktmodell keine Mo¨glichkeit bietet, mit positiver Wahrschein-
lichkeit Gewinn zu machen, ohne dabei ein finanzielles Risiko einzugehen. Eine
wichtige Fragestellung ist demnach, welche Kriterien es fu¨r die Arbitragefreiheit
eines Modells gibt.
Fundamental hierfu¨r und allgemein fu¨r die Stochastik der Finanzma¨rkte ist die
Beziehung zwischen Preissystemen und geeigneten Wahrscheinlichkeitsmaßen (ein
3Klassiker hierzu ist die Arbeit von Harrison und Kreps [HK79]). Es zeigt sich
na¨mlich, daß in der Regel der (genauer: ein) fairer Preis eines contingent claims C
als Erwartungswert von C bezu¨glich eines a¨quivalenten (lokalen) Martingalmaßes
interpretiert werden kann. Ein solches Maß ist ein zum Referenzmaß des Modells
a¨quivalentes Wahrscheinlichkeitsmaß, unter dem alle Wertpapierprozesse (lokale)
Martingale sind.
Aus dieser Identifizierung von Preissystemen mit Martingalmaßen ergibt sich das
sogenannte “(first) fundamental theorem of asset pricing”. Es besagt (cum grano
salis), daß die Existenz eines a¨quivalenten Martingalmaßes fu¨r den Preisprozeß
a¨quivalent zur Arbitragefreiheit des Marktes ist. In konkreten Versionen dieses
Theorems muß pra¨zisiert werden, welche Investitionsstrategien zula¨ssig sind, und
der Begriff “arbitragefrei” muß je nach Allgemeinheit noch leichten technischen
Adaptionen unterzogen werden. Klassische Versionen finden sich in den Arbei-
ten von Harrison und Kreps, bzw. Harrison und Pliska ([HK79], [HP81]). Seine
allgemeinsten Konkretisierungen fu¨r endlichdimensionale Preisprozesse in steti-
ger Zeit liefern die Arbeiten [DS94] und [DS98] von Delbaen und Schachermayer.
Darin wird die No-Arbitrage-Bedingung durch eine asymptotische Form (“No
Free Lunch With Vanishing Risk”(NFLVR)) ersetzt. Sind die zugrundeliegen-
den Preisprozesse nicht lokal beschra¨nkt, so ist NFLVR nur noch a¨quivalent zur
Existenz eines a¨quivalenten Sigma-Martingal-Maßes ([DS98]).
Eine andere wichtige Fragestellung der Stochastik der Finanzma¨rkte ist, wel-
che Derivate sich durch eine Investitionsstrategie duplizieren lassen. Ein Derivat
wird durch eine Investitionsstrategie dupliziert, wenn das Investitionsportfolio
bei Fa¨lligkeit des Derivats denselben Wert wie dieses besitzt. Dies fu¨hrt zum Be-
griff der Vollsta¨ndigkeit eines Finanzmarktes. Ein Finanzmarkt heißt vollsta¨ndig,
wenn jeder (hinreichend regula¨re) contingent claim duplizierbar ist. Die Duplizier-
barkeit durch eine Investitionsstrategie entspricht mathematisch der Darstellbar-
keit des contingent claims als stochastisches Integral mit dem den Finanzmarkt
repra¨sentierenden Prozeß als Integrator. Das sogenannte “second fundamental
theorem of asset pricing” postuliert, daß in einem arbitragefreien Finanzmarkt
die Vollsta¨ndigkeit des Marktes a¨quivalent zur Eindeutigkeit des a¨quivalenten (lo-
kalen) Martingalmaßes ist. Fu¨r endliche Wahrscheinlichkeitsra¨ume la¨ßt sich dieses
Ergebnis mit elementarer linearer Algebra herleiten. Das entsprechende Resultat
fu¨r einen Finanzmarkt in stetiger Zeit und somit unendlichem Wahrscheinlich-
keitsraum ist jedoch viel tiefliegender. Eine Version fu¨r endlich viele Assets findet
sich in [HP81], Theorem 3.35 und Corollary 3.36.
4Da man in einem Finanzmarktmodell, das mehr als ein a¨quivalentes Martingal-
maß besitzt, nicht mehr jeden contingent claim duplizieren kann, stellt sich die
Frage, ob man den contingent claim zumindest immer risikofrei absichern kann.
Anders formuliert: Gibt es eine Investitionsstrategie, deren Portfolio bei Fa¨lligkeit
mindestens den Wert des abzusichernden claims hat? Eine Antwort hierauf gibt
das Optional Decomposition Theorem im endlichdimensionalen Modell. Es be-
sagt, daß eine Strategie (die sogenannte Superhedging-Strategie) existiert, die als
Startkapital das Supremum der Erwartungswerte aller a¨quivalenten Martingal-
maße beno¨tigt und zum Endzeitpunkt den Wert des contingent claims liefert.
Dabei wird kontinuierlich das im weiteren Verlauf nicht mehr beno¨tigte Kapital
aus dem Portfolio abgezogen. Der Wertverlauf ist dabei unter jedem a¨quivalenten
Martingalmaß ein Supermartingal. Die Struktur einer solchen optionalen Zer-
legung wurde von El Karoui und Quenez in [EKQ95] herausgearbeitet. Dieses
zuna¨chst fu¨r eine spezielle Klasse von Prozessen hergeleitete Resultat wurde von
Kramkov ([Kra96]) auf lokal beschra¨nkte Semimartingale und von Fo¨llmer und
Kabanov ([FK98]) auf beliebige Semimartingale verallgemeinert.
Eine spezielle Form von Finanzmarktmodellen sind Zinsstrukturmodelle. Ein Zins-
strukturmodell beschreibt die zeitliche Entwicklung der Preise sogenannter Zero-
Coupon-Bonds. Das sind Wertpapiere, die eine feste Auszahlung von 1 in einem
zuku¨nftigen Zeitpunkt (Fa¨lligkeitszeitpunkt) T garantieren. Sie entsprechen da-
mit festverzinslichen Wertpapieren, bei denen das eingesetzte Kapital und die
Zinsen gemeinsam am Schluß des Anlagezeitraums ausgezahlt werden. Der Fa¨llig-
keitszeitpunkt T kann bei Modellierung in stetiger Zeit jeden Wert in einem be-
trachteten Handelszeitraum [0, T0] annehmen. Wenn es im Modell zu jedem T
einen entsprechenden Zero-Coupon-Bond gibt, haben wir es mit einem Kontinu-
um von Wertpapieren zu tun. Dies ist eine Hauptmotivation fu¨r die Betrachtung
unendlichdimensionaler Finanzmarktmodelle, wie sie auch in dieser Arbeit unter-
nommen wird.
1.2 U¨bersicht u¨ber die Arbeit
Wir geben im folgenden eine kapitelweise Zusammenfassung der Inhalte und Er-
gebnisse dieser Arbeit:
51.2.1 Kapitel 2 und 3
In Kapitel 2 stellen wir die im Verlauf der Arbeit beno¨tigten Begriffe aus der
Stochastischen Analysis in Hilbertra¨umen bereit. Dies umfaßt die Konzepte eines
Martingals mit Werten in einem (separablen) Hilbertraum und einer Hilbertraum-
wertigen Brownschen Bewegung. Wir fassen danach die Konstruktion des stocha-
stischen Integrals in diesem Kontext zusammen und definieren die hierfu¨r relevan-
ten Ra¨ume und Topologien, um den Unterschied zur und die Gemeinsamkeiten
mit der endlichdimensionalen Herleitung deutlich zu machen.
Als erste Anwendung der in Kapitel 2 referierten Theorie leiten wir in Kapitel
3 eine pfadweise Version der Itoˆformel fu¨r stochastische Prozesse mit stetigen
Pfaden in einem Hilbertraum her (Satz 3.5). Im Gegensatz zur allgemeinen sto-
chastischen Integration, die nicht strikt pfadweise durchfu¨hrbar ist, lassen sich
Itoˆ-Integrale la¨ngs einzelnen Pfaden berechnen. Dies von Fo¨llmer in [Fo¨l81] fu¨r
den endlichdimensionalen Fall hergeleitete Resultat erweitern wir auf separable
Hilbertra¨ume. In der Stochastik der Finanzma¨rkte ist ein pfadweiser Zugang zur
stochastischen Integration sicher sinnvoll, da man bei der Realisierung einer In-
vestitionsstrategie mit einem beobachteten Pfad arbeiten muß. Da die hierbei
auftretenden stochastischen Integrale oft aus einer Anwendung der Itoˆformel re-
sultieren, liefert eine pfadweise Version der Itoˆformel die Rechtfertigung fu¨r das
pfadweise Berechnen dieser stochastischen Integrale. Der von uns gegebene Be-
weis der Itoˆformel kommt zudem mit schwa¨cheren Voraussetzungen aus, als die
u¨blichen, mit stochastischer Konvergenz arbeitenden Beweise, wie etwa der in Ab-
schnitt 3.8 in [MP80]. Dort wird gefordert, daß die zweite Ableitung der betrach-
teten Funktion (lokal) gleichma¨ßig differenzierbar ist, was wir nicht beno¨tigen.
Als Anwendung der Itoˆformel fu¨r Prozesse mit Werten in einem Hilbertraum lei-
ten wir eine Version des Satzes u¨ber die Vertauschbarkeit von stochastischem und
Lebesgue-Integral her (“Stochastischer Satz von Fubini”). Auch hier erfolgt die
Argumentation pfadweise (Satz 3.7). Dabei ist der Lebesgue-Integrationsoperator
die Funktion des Pfades, auf die die Itoˆformel angewandt wird.
1.2.2 Kapitel 4
In Kapitel 4 wenden wir die allgemeine stochastischen Analysis der vorigen zwei
Kapitel auf die Stochastik der Finanzma¨rkte an. Wie bereits oben erwa¨hnt, spielt
die Frage der Duplizierbarkeit eines contingent claims C eine wichtige Rolle da-
bei. Wie sieht es nun mit der Beziehung zwischen der Vollsta¨ndigkeit und der
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endlich vielen Wertpapieren aus? In Abschnitt 4.1 zeigen wir anhand eines Bei-
spiels mit nur einer Zeitperiode, daß in einem Finanzmarkt mit unendlich vielen
Wertpapieren aus der Eindeutigkeit des Martingalmaßes im allgemeinen nicht die
Vollsta¨ndigkeit des Modells folgt. Dies liegt hierbei nicht daran, daß die Menge
der zula¨ssigen Strategien zu klein gewa¨hlt ist. Diese umfaßt im Beispiel alle Stra-
tegien, fu¨r die der Wert am Ende der Zeitperiode wohldefiniert ist. Wir brauchen
daher mehr Regularita¨t bei den zugrundeliegenden Prozessen. Delbaen gibt in
Theorem 6.5 von [Del92] eine Version des “second fundamental theorem of asset
pricing” fu¨r beliebig, auch unendlich viele Wertpapiere, deren Preisprozesse steti-
ge und beschra¨nkte Pfade besitzen, beschra¨nkt sich aber auf die Betrachtung von
Strategien, bei denen nur in endlich viele Wertpapiere investiert wird. Er nennt
das Modell vollsta¨ndig, wenn die mit solchen Strategien duplizierbaren contin-
gent claims dicht im gesamten Raum der betrachteten contingent claims liegen.
Seine Definition von “Vollsta¨ndigkeit” ist somit etwas schwa¨cher als die eingangs
erwa¨hnte, ermo¨glicht es dafu¨r aber, auch bei unendlich vielen Wertpapieren ohne
unendlichdimensionale stochastische Integration auszukommen.
Unsere, in Abschnitt 4.2 gegebene Version benutzt dagegen einen der endlich-
dimensionalen Situation analogen Vollsta¨ndigkeitsbegriff, der direkt mit unend-
lichdimensionalen stochastischen Integralen arbeitet. Fu¨r unseren Satz beno¨tigen
wir die Voraussetzung, daß der Wertprozeß bei gleichzeitiger Betrachtung aller
Wertpapiere als stochastischer Prozeß mit stetigen Pfaden in einem separablen
Hilbertraum aufgefaßt werden kann. Eine Beschra¨nktheit der Pfade beno¨tigen wir
jedoch nicht. Unsere Herleitung dieses Resultats benutzt die Ergebnisse von Ka-
pitel XI in [Jac79]. Jacod betrachtet dort das sogenannte Martingalproblem und
untersucht die Eigenschaften von extremalen Lo¨sungen des Martingalproblems.
Damit zeigen wir fu¨r unsere Situation die A¨quivalenz von Vollsta¨ndigkeit des Mo-
dells und Eindeutigkeit des Martingalmaßes. Eine weitere unendlichdimensionale
Version, die auch fu¨r unstetige Prozesse gilt, pra¨sentieren Jarrow und Madan in
[JM99]. Die Anforderungen an Prozesse sowie zu duplizierende Wertverla¨ufe sind
hier vom Bounded-Mean-Oscillation-Typ.
In der Praxis kann man auch bei einem Markt mit (zumindest potentiell) un-
endlich vielen Wertpapieren nur in je endlich viele investieren. Daher stellt sich
die Frage, ob sich stochastische Integrale mit unendlichdimensionalem Integra-
tor durch solche anna¨hern lassen, die nur endlich viele Koordinaten desselben
benutzen. Unsere Herleitung einer solchen Approximation fußt auf der Kunita-
Watanabe-Zerlegung. Die Kunita-Watanabe-Zerlegung eines quadratisch inte-
7grierbaren Martingals stellt dieses als Summe aus einem stochastischen Integral
mit dem Preisprozeß als Integrator und einem zum Raum der stochastischen In-
tegrale orthogonalen Prozeß dar. Eine allgemeine Version fu¨r lokale Martingale
findet sich in Lemma III.4.24 in [JS87]. Wir zeigen in Abschnitt 4.3 die Konver-
genz der Kunita-Watanabe-Zerlegung des Martingals der bedingten Erwartun-
gen eines quadratisch integrierbaren contingent claims C bezu¨glich Projektionen
des (ebenfalls quadratisch integrierbaren) Preisprozesses auf endlichdimensionale
Unterra¨ume gegen die Kunita-Watanabe-Zerlegung von C bezu¨glich des ganzen
Prozesses. Wenn C durch eine unendlich-dimensionale Strategie duplizierbar ist,
bedeutet dies insbesondere, dass man C beliebig genau (im L2-Sinn) mit Strate-
gien nachbilden kann, bei denen nur in endlich viele Wertpapiere investiert wird.
Zum Abschluß von Kapitel 4 zeigen wir in Abschnitt 4.4 eine Version der Clark-
Formel fu¨r eine Brownsche Bewegung mit Werten in einem separablen Hilbert-
raum. Die klassische Clark-Formel gibt an, wie der Integrand ξ in der aufgrund
der Vollsta¨ndigkeit der eindimensionalen Brownschen BewegungW existierenden
Darstellung
F = E[F ] +
∫ 1
0
ξt dWt
einer quadratisch integrierbaren Zufallsvariable F aussieht, wenn F hinreichend
regula¨r ist. Eine Verallgemeinerung der Clark-Formel fu¨r die unendlichdimen-
sionale Brownsche Bewegung (aufgefaßt als Kollektion abza¨hlbar vieler un-
abha¨ngiger eindimensionaler Brownscher Bewegungen) leitet J. Blum in [Blu86]
her. Unser Hilbertraum-wertiger Ansatz beruht nicht auf dem Resultat von Blum,
sondern u¨bertra¨gt die Beweistechnik von Bismut ([Bis86]) auf die unendlichdi-
mensionale Situation. Unsere Form der Clark-Formel unterscheidet sich von der
endlichdimensionalen Version und von derjenigen Blums dadurch, daß der Cova-
rianzoperator C der Brownschen Bewegung (siehe Definition 2.4) eine wichtige
Rolle bei der Herleitung spielt und auch in der Clark-Formel selbst auftaucht.
Dies spiegelt die Tatsache wieder, daß die Struktur der Hilbertraum-wertigen
Brownschen Bewegung nicht vollkommen symmetrisch ist.
1.2.3 Kapitel 5 und 6
In Kapitel 5 bescha¨ftigen wir uns mit Varianten des “first fundamental theorem
of asset pricing”. Dabei geht es nicht um die Herleitung eines Resultates von
mo¨glichst großer Allgemeinheit, sondern stattdessen um eine Untersuchung der
8Tragfa¨higkeit intuitiver No-Arbitrage-Begriffe in spezielleren Situationen. Wir be-
trachten zuna¨chst die von Kabanov und Kramkov in [KK96] eingefu¨hrten Formen
asymptotischer Arbitrage im Rahmen eines sogenannten Large Financial Mar-
kets. Wir erla¨utern die Begriffe der asymptotischen Arbitrage der ersten bzw.
zweiten Art in unserem (unendlichdimensionalen) Finanzmarktmodell. Anschlie-
ßend betrachten wir ein Finanzmarkmodell mit unendlich vielen Wertpapieren, in
dem es fu¨r die endlichdimensionalen Teilma¨rkte zum Referenzmaß P auf den ent-
sprechenden Unter-σ-Algebren a¨quivalente Martingalmaße gibt, von denen nur
eines, im folgenden Q genannt, ein Martingalmaß fu¨r jeden endlichdimensiona-
len Teilmarkt ist. Es gibt also genau ein zu P (in diesem Sinn) lokal a¨quivalentes
Martingalmaß. Unser Hauptresultat in Abschnitt 5.1 besagt dann, daß unter einer
Kompaktheitsbedingung an die Mengen der Martingalmaße der endlichdimensio-
nalen Teilmodelle die Abwesenheit von asymptotischer Arbitrage der ersten Art
a¨quivalent zur Absolutstetigkeit von P zu Q sowie die Abwesenheit von asympto-
tischer Arbitrage der zweiten Art a¨quivalent zur Absolutstetigkeit von Q zu P ist.
Grundlegend fu¨r die Herleitung dieses Satzes sind die Ergebnisse in [KK96],[KS96]
und [KK98].
In Abschnitt 5.2 betrachten wir ein Konzept asymptotischer Arbitrage, das in
enger Beziehung zu den Resultaten von Delbaen ([Del92]) u¨ber Martingalmaße
fu¨r Prozesse mit stetigen und beschra¨nkten Pfaden steht. Eine allgemeine asym-
ptotische Arbitragemo¨glichkeit ist hier durch eine Folge von endlichdimensionalen
Strategien gegeben, deren Wertprozesse nach unten gleichma¨ßig beschra¨nkt sind
und deren Werte bei Fa¨lligkeit stochastisch gegen eine nicht-negative, nicht P -fast
sicher verschwindende Funktion konvergieren. Wir zeigen, daß bei Preisprozes-
sen mit stetigen und lokal beschra¨nkten Pfaden die Abwesenheit von allgemeiner
asymptotischer Arbitrage a¨quivalent zur Existenz eines a¨quivalenten lokalen Mar-
tingalmaßes ist. Im Gegensatz zum vorigen Abschnitt brauchen wir hier nicht die
Eindeutigkeit des Martingalmaßkandidaten. Wir mu¨ssen stattdessen jedoch die
Stetigkeit der Pfade fordern.
Kapitel 6 erga¨nzt das vorhergehende Kapitel um zwei ausfu¨hrliche Beispiele von
unendlichdimensionalen Diffusionsmodellen, in denen jeweils genau eine der bei-
den Arten asymptotischer Arbitrage nach Kabanov/Kramkov existiert. Die sto-
chastische Basis ist jeweils eine unendlichdimensionale Brownsche Bewegung. We-
sentlich fu¨r die Konstruktion der Arbitragestrategien ist in beiden Fa¨llen eine
Anwendung des starken Gesetzes der großen Zahlen.
91.2.4 Kapitel 7
Kapitel 7 hat als Thema das “Optional Decomposition Theorem” und seine
U¨bertragung auf den unendlichdimensionalen Fall. Das oben erwa¨hnte Beispiel
in Abschnitt 4.1 zeigt nicht nur, daß in einem Finanzmarkt mit unendlich vielen
Wertpapieren aus der Eindeutigkeit des Martingalmaßes im allgemeinen nicht die
Vollsta¨ndigkeit des Modells folgt, sondern sogar, daß es in unendlichdimensionalen
Modellen keine optionale Zerlegung eines contingent claims geben muß. Das “Op-
tional Decomposition Theorem” kann demnach hier nicht allgemein gu¨ltig sein.
In Abschnitt 7.1 zeigen wir die Existenz einer optionalen Zerlegung im unend-
lichdimensionalen Modell, wenn die zugrundeliegende Filtrierung die Eigenschaft
hat, daß jedes an sie adaptierte lokale reellwertige Martingal P -fast sicher stetige
Pfade hat.
Das Theorem u¨ber die Existenz der optionalen Zerlegung gibt eine Antwort auf die
Frage: Was kostet eine Strategie, die einen gegebenen contingent claim absichert,
mindestens? Der resultierende (Superhedging-)Preis ist aber oft nur eine triviale
obere Schranke fu¨r den Preis des claims und damit fu¨r praktische Zwecke zu hoch.
Dies wird zum Beispiel von Eberlein und Jacod in [EJ97] fu¨r eine große Klasse
von Levy-Prozessen und Optionen, deren Auszahlung eine konvexe Funktion des
Wertpapierpreises ist, gezeigt.
Wenn ein Investor nur bereit ist, eine kleinere Summe als die fu¨r das Superhed-
ging notwendige zu investieren, muß er das Risiko in Kauf nehmen, bei Fa¨lligkeit
des contingent claims ein Portfolio zu haben, das zur Deckung des claims nicht
ausreicht. Somit stellt sich die Frage, welche Strategie bei gegebenem Startkapital
das Verlustrisiko minimiert. Diese Fragestellung ist auch im vollsta¨ndigen Modell
sinnvoll, da auch hier der Investor nicht bereit oder in der Lage sein kann, den
zur Duplizierung notwendigen Betrag einzusetzen. Denn auch hier ist die perfek-
te Absicherung nicht unbedingt erwu¨nscht, da man damit zwar keinerlei Risiko
eingeht, aber auch keine Chance hat, Gewinn zu machen. Fo¨llmer und Leukert
behandeln das Problem der Risikominimierung bei vorgegebener Investitionsober-
grenze in den Arbeiten [FL99] und [FL00] im endlichdimensionalen Modell. Wir
erweitern ihre Ergebnisse in Abschnitt 7.2 auf den unendlichdimensionalen Fall.
Da die optimale Strategie hier durch Anwendung des Optional Decomposition
Theorem auf eine Modifikation des urspru¨nglichen contingent claims gewonnen
wird, kommen dieselben Voraussetzungen zum Tragen wie in Abschnitt 7.1.
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1.2.5 Kapitel 8
Kapitel 8 befasst sich mit einem durch die Theorie der Gibbsmaße motivierten
Ansatz zur Approximation eines unendlichdimensionalen Finanzmarktes durch
endlichdimensionale Modelle. Man betrachtet hier endlich viele Koordinaten des
Preisprozesses und nimmt alle Information u¨ber die restlichen Koordinaten als ge-
geben an. Man sieht sich also die bedingten Verteilungen endlich vieler Koordina-
ten, gegeben die von allen bis auf jeweils diese Koordinaten erzeugten σ-Algebren,
an. Dies ist gewissermaßen ein zur Methode in Abschnitt 4.3 komplementa¨rer An-
satz. Dort wird nur die von den endlich vielen Koodinaten erzeugte σ-Algebra zu-
grundegelegt. Beim U¨bergang zu bedingten Verteilungen verlieren die beteiligten
Prozesse jedoch leicht die Eigenschaft, Semimartingale zu sein. Dies demonstrie-
ren wir an einem einfachen Beispiel. Außerdem sind die resultierenden bedingten
Verteilungen meist nicht explizit angebbar. In Abschnitt 8.2 stellen wir das von
Deuschel in [Deu85] behandelte unendlichdimensionale Diffusionsmodell vor. In
diesem Modell bleibt die Semimartingaleigenschaft beim U¨bergang zu bedingten
Verteilungen erhalten, und die bedingten Verteilungen ko¨nnen explizit berechnet
werden. Diese Ergebnisse von Deuschel referieren wir in diesem Abschnitt. Deu-
schel berechnet mehrdimensionale bedingte Verteilungen nur fu¨r den Fall, daß der
Martingalanteil des Prozesses eine unendlichdimensionale Brownsche Bewegung
ist. Zwar erweitert er das Modell auch auf nicht-triviale Volatilita¨ten, bestimmt
hier jedoch nur eindimensionale bedingte Verteilungen des Prozesses. Um auch
mehrdimensionale bedingte Verteilungen in allgemeineren Situationen behandeln
zu ko¨nnen, erweitern wir das Brownsche Modell von Deuschel in Abschnitt 8.2
durch geeignete Transformationen der einzelnen Koordinaten. Wir bestimmen die
Dynamik der transformierten Prozesse. Desweiteren geben wir ein Kriterium an,
wann es zu den bedingten Verteilungen a¨quivalente Martingalmaße gibt und be-
rechnen die entsprechenden Dichten. Zum Abschluß des Kapitels betrachten wir
noch den konkreten Fall, daß die Martingalanteile aller Koordinaten geometrische
Brownsche Bewegungen sind.
1.2.6 Kapitel 9 und 10
Die beiden letzten Kapitel 9 und 10 befassen sich mit Zinsstrukturmodellen. Auch
wenn ein zeitstetiges Zinsstrukturmodell im Prinzip immer unendlichdimensional
ist, haben die meisten Modellierungen in der Literatur einen endlichdimensionalen
Prozeß als stochastische Basis. Ausnahmen sind hier das unendlichdimensionale
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Gaußsche Modell von Kennedy ([Ken94], [Ken97]), die auf einer endlichdimensio-
nalen Brownschen Bewegung und einem zufa¨lligen Maß beruhenden Modellierung
von Bjo¨rk, Di Masi, Kabanov und Runggaldier ([BDMKR97]), sowie das Modell
von Filipovic´ ([Fil00]), auf das wir weiter unten noch genauer eingehen. In Ka-
pitel 9 stellen wir ein unendlichdimensionales Zinsstrukturmodell vor, das eine
Verallgemeinerung des in [HJM92] pra¨sentierten Heath-Jarrow-Morton-Modells
ist. Das Heath-Jarrow-Morton-Modell ist eine allgemeine Modellierung der Zins-
struktur mit den forward rates als Basisgro¨ßen. Die Modellierung erfolgt durch
eine Familie von Prozessen, die stochastische Differentialgleichungen bezu¨glich ei-
ner zugrundeliegenden endlichdimensionalen Brownschen Bewegung erfu¨llen. Dies
liefert ein sehr flexibles Modell in kontinuierlicher Zeit mit stetigen Pfaden. Wie
Musiela und Sondermann in [MS93] zeigen, ist diese Darstellung a¨quivalent zu
einer Beschreibung der zeitlichen Entwicklung der Zinsstruktur als stochastischer
Prozeß mit Werten in einem geeigneten Funktionenraum. Die stochastische Basis
ist dabei jedoch weiterhin durch eine endlichdimensionale Brownsche Bewegung
gegeben.
In Abschnitt 9.1 erweitern wir dieses Modell, indem wir als stochastische Basis ei-
ne Brownsche Bewegung mit Werten in einem separablen Hilbertraum zugrunde-
legen. Die Modellierung orientiert sich dabei mehr am Originalmodell von Heath,
Jarrow und Morton als an der Variante von Musiela und Sondermann. Dort wird
eine andere Parametrisierung (u¨ber Restlaufzeiten) verwandt. Eine Modellierung
mit einer unendlichdimensionalen Brownschen Bewegung in der letztgenannten
Parametrisierung findet sich in [Fil00]. Auch wenn das hier vorgestellte Modell
diesem recht a¨hnlich ist, sind die Unterschiede doch hinreichend groß, eine Aus-
arbeitung des Modells in unserer Parametrisierung zu rechtfertigen. Insbesondere
legen wir in unserer Darstellung Wert auf die Tatsache, daß die Ableitung der
Dynamik der Bondpreise aus der Dynamik der zugrundeliegenden forward rates
nur auf der Anwendung der Itoˆformel beruht. Dies bedeutet im Licht von Kapitel
3, daß das Modell strikt pfadweise behandelt werden kann, was fu¨r die praktische
Anwendung sinnvoll ist. In Abschnitt 9.2 leiten wir notwendige und hinreichende
Bedingungen fu¨r die Existenz eines a¨quivalenten Wahrscheinlichkeitsmaßes her,
unter dem der Prozeß der abdiskontierten Bondpreise ein lokales Martingal ist.
Einige fu¨r dieses Kapitel beno¨tigte technische Lemmata befinden sich in Anhang
A.
Kapitel 10 befaßt sich mit einem von Rogers ([Rog97]) entwickelten Verfahren
zur Konstruktion von Zinsstrukturmodellen. Fu¨r das in Kapitel 9 betrachtete
Modell kann jede bestehende Zinsstrukturkurve als Startwert dienen, da diese
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einfach in den Wert der forward rates im Zeitpunkt 0, der eine relativ frei wa¨hl-
bare Funktion ist, u¨bertragen werden kann. Es ist somit ein Modell, das an jede
konkrete Situation angepaßt werden kann. Andererseits muß man aber auch viele
Modellparameter spezifizieren. Man kann sich daher fragen, welche Gro¨ßen man
mindestens fu¨r ein Zinsstrukturmodell beno¨tigt, in dem die Bewertung von Deri-
vaten mo¨glich ist, ohne daß man bereits vor der Konkretisierung des Modells den
Anspruch auf Allgemeinheit aufgibt. Dieses Problem wird von Rogers in [Rog97]
untersucht. Es stellt sich heraus, daß die wesentliche Gro¨ße zur Festlegung eines
Zinsstrukturmodells die sogenannte state price density ist. Dies ist der Quotient
aus dem Dichtemartingal eines a¨quivalenten Martingalmaßes und dem Diskont-
faktor. Hieraus lassen sich die Werte der Zinsen und die Bondpreise ableiten.
Rogers untersucht die Frage, wie man die state price density ζ spezifizieren muß,
damit die in den Formeln fu¨r Zinsen und Bondpreise auftretenden bedingten
Erwartungswerte explizit berechenbar sind. Bei der in [Rog97] vorgestellten Kon-
struktionsmethode fu¨r ζ wird als stochastische Basis ein Markovprozeß gewa¨hlt.
Der Prozeß ζ wird dann mittels der Resolvente des Markovprozesses konstruiert.
Wir erla¨utern dieses Verfahren in Abschnitt 10.1 und erstellen damit in den Ab-
schnitten 10.2 und 10.3 zwei konkrete Modelle, bei denen der zugrundeliegende
Markovprozeß eine Brownsche Bewegung mit Werten in einem separablen Hil-
bertraum ist.
Wir beschließen die Arbeit mit einem kurzen Ausblick auf sich aus der Arbeit
ergebende weiterfu¨hrende Fragestellungen.
1.3 Einiges zur Notation
Wir stellen hier in loser Folge einige Besonderheiten der in der vorliegenden Arbeit
verwendeten Notation vor.
Zur Unterscheidung von Erwartungswerten bezu¨glich verschiedener Wahrschein-
lichkeitsmaße schreiben wir im allgemeinen
EP [· · ·] ,
geben also das zugrundeliegende Maß (hier P ) als Index an.
Zur Vereinfachung der Schreibweise unterscheiden wir nicht zwischen Funktionen
und den ihnen entsprechenden A¨quivalenzklassen in Lp-Ra¨umen, sofern die im
Kontext betrachteten Wahrscheinlichkeitsmaße untereinander a¨quivalent sind. In
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dieser Situation fu¨hrt diese Ungenauigkeit nicht zu unzula¨ssigen Schlu¨ssen. In
diesem Sinne sind auch Gleichungen zwischen Zufallsvariablen (insbesondere be-
dingten Erwartungen) zu lesen. Wir schreiben kurz
”
=“ auch dort, wo nur P -fast
sichere Gleichheit besteht, wenn wir nur an Maßen aus der A¨quivalenzklasse von
P interessiert sind.
Bei Normen in normierten Vektora¨umen schreiben wir in der Regel den Raum
als Index der Norm, also zum Beispiel ‖·‖H fu¨r die Norm im Hilbertraum H.
Entsprechendes gilt fu¨r Skalarprodukte. ‖·‖∞ bezeichnet die Supremumsnorm
auf dem zugrundeliegenden Raum.
Natu¨rliche Isomorphismen zwischen Vektorra¨umen werden implizit benutzt, ohne
im Einzelfall explizit angegeben zu werden. So wird zum Beispiel eine Bilinearform
auf einem Raum H bei Bedarf auch als Linearform auf dem Tensorprodukt von
H mit sich selbst aufgefaßt.
Ist (Xt)t≥0, bzw. (Xt)0≤t≤T ein stochastischer Prozeß, so bezeichnen wir diesen
auch kurz mit X, wenn es um globale Eigenschaften des Prozesses geht. Ent-
sprechend reden wir von der Filtrierung F , wenn (Ft)t≥0 gemeint ist und keine
Verwechslung mo¨glich ist.
Im folgenden geben wir eine U¨bersicht u¨ber die verwendeten Bezeichnungen und
Abku¨rzungen fu¨r in dieser Arbeit vorkommende spezielle Ra¨ume, Operatoren,
etc.:
Operatoren und Funktionen:
tr Spur eines Operators
〈·, ·〉H Skalarprodukt im Hilbertraum H
〈〈X〉〉t ⊗-quadratische Variation von X in t
〈X〉t ‖·‖H-quadratische Variation von X in t, wenn X Werte im Hil-
bertraum H annimmt, bzw. die quadratische Variation von X in t,
wenn X reellwertig ist
1A Indikatorfunktion einer meßbaren Menge A
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Spezielle Ra¨ume:
H⊗̂2H Raum der Hilbert-Schmidt-Operatoren auf einem Hilbertraum H
H⊗̂1H Raum der nuklearen Operatoren
Hom(U, V ) Raum aller linearen Abbildungen von einem Vektorraum U in einen
Vektorraum V
L(U, V ) Raum der stetigen linearen Abbildungen zwischen zwei topologi-
schen Vektorra¨umen U und V
U⊥ Orthogonales Komplement eines Unterraums U in einem Hilbert-
raum
L2(M,G) Raum von Prozessen mit Werten in Hom(U,G) fu¨r einen (eventuell
von t abha¨ngenden) Unterraum U von H mit der durch den Covari-
anzoperator des H-wertigen, quadratisch integrierbaren Martingals
M induzierten Norm (Details siehe Abschnitt 2.3)
Λ2 (H,G,M) der durch Isometrieabschluß erhaltene Raum der G-wertigen Inte-
granden fu¨r das H-wertige, quadratisch integrierbare Martingal M
Λ2loc (H,G,M) Raum aller G-wertigen Integranden fu¨r das H-wertige, lokale Mar-
tingal M
Λ2 (M) Kurzschreibweise fu¨r Λ2 (H, IR,M)
Λ2loc (M) Kurzschreibweise fu¨r Λ
2
loc (H, IR,M)
R2(M,P) Raum der quadratisch integrierbaren Zufallsvariablen, die eine Dar-
stellung als stochastisches Integral bezu¨glich des quadratisch inte-
grierbaren Martingals M besitzen.
Kapitel 2
Stochastische Analysis in
Hilbertra¨umen
In diesem Kapitel wollen wir die im weiteren Text beno¨tigten Konzepte aus
der Stochastischen Analysis in Hilbertra¨umen zusammenstellen. Wir definieren
Hilbertraum-wertige Brownsche Bewegungen und Martingale und fu¨hren das sto-
chastische Integral in diesem Kontext ein. Als Grundlage dient dabei das Buch
“Stochastic Integration” von M. Metivier und J. Pellaumail ([MP80]), daraus
insbesondere die Abschnitte 4 und 14.
Wir fixieren im folgenden einen Wahrscheinlichkeitsraum (Ω,F , P ), versehen mit
einer rechtsstetigen Filtrierung (Ft)t≥0. H sei ein separabler Hilbertraum mit
Skalarprodukt 〈·, ·〉H .
2.1 Martingale mit Werten in einem Hilber-
traum
Definition 2.1 (Martingal) Ein adaptierter Prozeß (Mt)t≥0 mit Werten in H
ist ein Martingal, falls fu¨r alle t ≥ 0
EP [‖Mt‖H ] <∞
ist und fu¨r 0 ≤ s ≤ t
EP [Mt | Fs] =Ms
ist. Insbesondere ist fu¨r alle h ∈ H (〈h,Mt〉H)t≥0 ein reellwertiges Martingal.
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Wie im endlichdimensionalen Fall ist der Prozeß (Mt)t≥0 ein lokales Martingal,
wenn es eine aufsteigende Folge T0 ≤ T1 ≤ · · · von Stoppzeiten gibt, so daß jeder
der Prozesse
MTnt :=Mt∧Tn (t ≥ 0)
ein Martingal ist.
Ein Martingal M heißt p-fach integrierbar bzw. Lp-Martingal, falls fu¨r alle t ≥ 0
EP [‖Mt‖pH ] <∞
ist.
2.2 Brownsche Bewegung mit Werten in einem
Hilbertraum
Wir wollen nun definieren, was eine Brownsche Bewegung mit Werten in einem
Hilbertraum ist. Dazu mu¨ssen wir noch zwei Tensorprodukt-Ra¨ume einfu¨hren:
Definition 2.2 (Hilbert-Schmidt-Operatoren und nukleare Operatoren)
Der Raum H⊗̂2H der Hilbert-Schmidt-Operatoren ist die Vervollsta¨ndigung des
algebraischen Tensorproduktes H ⊗H bezu¨glich der durch
‖g ⊗ h‖H⊗̂2H := ‖g‖H ‖h‖H
definierten Norm auf H ⊗H. Via
(h1 ⊗ h2)(g) := 〈h2, g〉H h1
ko¨nnen die Elemente von H⊗̂2H mit stetigen linearen Operatoren auf H identi-
fiziert werden. Da die Operatoren der Form h1 ⊗ h2 kompakt sind (ihr Bild ist
eindimensional) und jedes Element von H⊗̂2H die Form lim
n→∞
n∑
i=1
hi,1 ⊗ hi,2 hat,
sind alle Elemente von H⊗̂2H kompakte Operatoren.
H⊗̂2H ist wieder ein separabler Hilbertraum mit dem durch
〈g1 ⊗ g2, h1 ⊗ h2〉 := 〈g1, h1〉H 〈g2, h2〉H
induzierten Skalarprodukt.
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Der Banachraum H⊗̂1H ⊂ H⊗̂2H der nuklearen Operatoren ist die u¨ber die
universelle Eigenschaft des Tensorprodukts definierte Erweiterung von H ⊗ H
(genauer: es ist das Tensorprodukt von H mit sich selbst in der Kategorie der
Banachra¨ume, siehe [MP80], Abschnitt 14.2 (2)).
Bemerkung 2.3 Fu¨r selbstadjungierte kompakte lineare Operatoren C auf H
mit Spektraldarstellung
C en = λn en,
λn ∈ IR, bezu¨glich einer Orthonormalbasis (en)n=1,2,... aus Eigenvektoren, gilt:
C ∈ H⊗̂2H ⇐⇒
∞∑
n=1
λ2n <∞,
und
C ∈ H⊗̂1H ⇐⇒
∞∑
n=1
|λn| <∞.
Insbesondere ist fu¨r C ∈ H⊗̂2H das Quadrat C2 ein Element von H⊗̂1H und
umgekehrt liegt fu¨r positiv definite C ∈ H⊗̂1H die Wurzel C 12 in H⊗̂2H.
Definition 2.4 (Brownsche Bewegung) Ein adaptierter H-wertiger Pro-
zeß (Wt)t≥0 ist eine H-wertige Brownsche Bewegung mit Covarianzoperator
C ∈ H⊗̂1H, falls fu¨r alle s < t gilt:
i) Wt −Ws ist unabha¨ngig von Fs.
ii) Fu¨r alle h ∈ H ist 〈h,Wt −Ws〉H normalverteilt mit Mittelwert 0 und
Varianz (t− s) 〈h,C(h)〉H .
Bemerkung 2.5 Damit die zweite Bedingung der Definition erfu¨llt sein kann,
muß C ein positiv semi-definiter, selbstadjungierter Operator sein. Die Charakte-
risierung in Bemerkung 2.3 und Teil ii) der Definition besagen dann, daß es eine
Orthonormalbasis (en)n=1,2,... gibt, bezu¨glich der W die Darstellung
Wt =
∞∑
n=1
λnW
n
t en,
mit unabha¨ngigen eindimensionalen Brownschen Bewegungen W n besitzt. Fu¨r
die Koeffizienten λn ≥ 0 ist
∞∑
n=1
λn <∞.
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W hat die ‖·‖H-quadratische Variation
〈W 〉t = tr(C) t,
das heißt ‖Wt‖2H − tr(C) t ist reellwertiges Martingal, und die ⊗-quadratische
Variation
〈〈W 〉〉t = t C ∈ H⊗̂1H ⊂ H⊗̂2H,
das heißt Wt ⊗Wt − t C ist H⊗̂2H-wertiges Martingal.
Bemerkung 2.6 Ein stetiger H-wertiger adaptierter Prozeß W ist genau dann
eine Brownsche Bewegung mit Covarianzoperator C, wenn er ein quadratisch
integrierbares Martingal mit
〈〈W 〉〉t = t C
ist. Fu¨r jedes L2-Martingal M existiert ein H⊗̂1H-wertiger Prozeß (Ct)t≥0, so
daß
〈〈M〉〉t =
∫ t
0
Cs d 〈M〉s .
Ct(ω) ist fu¨r alle ω ∈ Ω und alle t ≥ 0 ein selbstadjungierter, positiv semi-definiter
Operator mit trCt(ω) = 1 und somit ‖Ct(ω)‖ ≤ 1.
2.3 Stochastische Integration
Dieser Abschnitt beschreibt kurz die Konstruktion des stochastischen Integrals
fu¨r Martingale mit Werten in einem separablen Hilbertraum H. Zuvor wollen
wir noch die Definition der previsiblen σ-Algebra und previsibler Prozesse in
Erinnerung rufen:
Definition 2.7 (previsible σ-Algebra, previsible Prozesse) Auf einem fil-
trierten Wahrscheinlichkeitsraum (Ω,F , (Ft)t≥0, P ) ist die σ-Algebra der previsi-
blen Mengen (previsible σ-Algebra) die von den Mengen der Form A× (s, t], mit
0 ≤ s < t und A ∈ Fs erzeugte σ-Algebra auf Ω × [0,∞). Ein stochastischer
Prozeß (Xt)t≥0 mit Werten in einem Hilbertraum H heißt previsibel, wenn er,
aufgefaßt als Abbildung von Ω× [0,∞) nach H, meßbar bezu¨glich der previsiblen
σ-Algebra ist.
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Im folgenden bezeichne Hom(U, V ) den Raum aller linearen Abbildungen von
einem Vektorraum U in einen Vektorraum V und L(U, V ) den Raum der stetigen
linearen Abbildungen zwischen zwei topologischen Vektorra¨umen U und V . G sei
ein weiterer separabler Hilbertraum.
Wie im endlichdimensionalen Fall wird das stochastische Integral bezu¨glich eines
L2-Martingals (Mt)t≥0 mit Werten in einem separablen Hilbertraum H konstru-
iert, indem das Integral zuna¨chst fu¨r elementare previsible Prozesse der Form
Xt =
n−1∑
i=0
1(ti,ti+1](t)Ai,
mit 0 ≤ t0 < · · · < tn und L(H,G)-wertigen, Fti-meßbaren Zufallsvariablen Ai
(i = 0, . . . , n− 1), definiert wird als
∫ ∞
0
Xs dMs :=
n−1∑
i=0
Ai(Mti+1 −Mti)
beziehungsweise ∫ t
0
Xs dMs :=
n−1∑
i=0
Ai(Mti+1∧t −Mti∧t)
(nicht-antizipierende Riemann-Summen). Das stochastische Integral ist dann fu¨r
feste Obergrenze t ∈ [0,∞] eine G-wertige Zufallsvariable.
Das Integral wird dann via Isometrie auf den Abschluß des aufgespannten Vek-
torraums bezu¨glich einer geeigneten Norm fortgesetzt. Der Raum, in dem der
Abschluß gebildet wird, ist der Raum L2(M,G) aller Prozesse (Xt)t≥0 mit Wer-
ten in Hom(U,G) fu¨r einen (eventuell von t abha¨ngenden) Unterraum U von H
mit folgenden Eigenschaften:
i) Der Definitionsbereich U von Xt(ω) entha¨lt das Bild von C
1
2
t fu¨r alle
(ω, t) ∈ Ω× [0,∞) (C wie in Bemerkung 2.6).
ii) Fu¨r jedes h ∈ H ist der G-wertige Prozeß (X ◦ C 12 )(h) previsibel.
iii) X ◦ C 12 ist ein G⊗̂2H-wertiger Prozeß, und es ist
EP
[∫ ∞
0
∥∥∥∥Xt ◦ C 12t ∥∥∥∥2
G⊗̂2H
d 〈M〉t
]
<∞.
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Die Norm auf L2(X,G) ist dann durch
‖X‖ = EP
[∫ ∞
0
∥∥∥∥Xt ◦ C 12t ∥∥∥∥2
G⊗̂2H
d 〈M〉t
] 1
2
gegeben. Bezu¨glich dieser Norm ist die fu¨r elementare Prozesse definierte Abbil-
dung
X 7→
∫ ∞
0
Xt dMt
eine Isometrie und kann daher auf den Abschluß des Raumes der elementaren
Prozesse in L2(X,G) fortgesetzt werden.
Den Raum aller solcher Integranden fu¨r ein L2-Martingal M bezeichnen wir mit
Λ2 (H,G,M) , bzw. Λ2 (M) ,
falls G = IR ist. Den durch Lokalisieren erweiterten Raum nennen wir
Λ2loc (H,G,M) .
Zum Abschluß dieses Abschnittes wollen wir noch einige Rechenregeln fu¨r das
stochastische Integral zusammenstellen (vergleiche Abschnitt 14.7 in [MP80]).
Satz 2.8 Sei M ein quadratisch integrierbares Martingal mit Werten in H und
Covarianzprozeß C (Bemerkung 2.6). Weiter sei X ∈ Λ2 (H,G,M) (G separabler
Hilbertraum). Dann gelten die folgenden Beziehungen:〈〈∫
X dM
〉〉
t
=
∫ t
0
Xs ◦ Cs ◦X∗s d 〈〈M〉〉s ; (2.1)〈∫
X dM
〉
t
=
∫ t
0
tr (Xs ◦ Cs ◦X∗s ) d 〈M〉s
=
∫ t
0
∥∥∥∥Xs ◦ C 12s ∥∥∥∥2
G⊗̂2H
d 〈M〉s . (2.2)
Ist M von der Form Mt = M0 +
∫ t
0 Ys dNs fu¨r t ≥ 0, wobei N ein quadra-
tisch integrierbares Martingal mit Werten in einem separablen Hilbertraum K
und Y ∈ Λ2 (K,H,N), dann gilt die folgende Assoziativita¨tseigenschaft des sto-
chastischen Integrals:∫ t
0
Xs dMs =
∫ t
0
Xs d
(∫ s
0
Yu dNu
)
=
∫ t
0
Xs ◦ Ys dNs. (2.3)
Kapitel 3
Pfadweiser Itoˆ-Kalku¨l
Im allgemeinen ist stochastische Integration nicht strikt pfadweise mo¨glich. Das
heißt, der Wert eines stochastischen Integrals fu¨r ein festes Element des zugrun-
deliegenden Wahrscheinlichkeitsraums la¨sst sich in der Regel nicht simultan fu¨r
alle Integranden durch Riemann-Summen approximieren. Dies liegt daran, daß
Integrand und Integrator hier normalerweise nicht von beschra¨nkter Variation
sind, was dazu fu¨hrt, daß die lokalen Fluktuationen zu groß sind.
In Anwendungen, wie etwa der Modellierung von Aktienkursen oder Zinsstruktu-
ren, muß man jedoch oft mit einem konkreten, beobachteten Pfad des der Modell-
vorstellung nach zugrundeliegenden stochastischen Prozesses arbeiten. In dieser
Situation will man trotzdem mit Integralen arbeiten, zum Beispiel um die Wert-
entwicklung einer Investitionsstrategie zu berechnen. Fu¨r die praktische Umset-
zung ist außerdem die Mo¨glichkeit einer Approximation des Integrals durch end-
liche Summen notwendig. Die hier auftretenden Integralterme resultieren jedoch
hauptsa¨chlich aus der Anwendung der Itoˆformel. Hier ist bei stetigen Pfaden, wie
Fo¨llmer in [Fo¨l81] im endlichdimensionalen Fall gezeigt hat, pfadweises Vorgehen
durchaus mo¨glich.
Daran anknu¨pfend leiten wir in diesem Kapitel eine pfadweise Version der
Itoˆformel fu¨r stetige stochastische Prozesse mit Werten in einem Hilbertraum
her. Da der Beweis ohne Stochastik auskommt, ist die Itoˆformel, wie sie hier
pra¨sentiert wird, eigentlich eine rein analytische Aussage u¨ber Abbildungen ei-
nes Intervalls in einen Hilbertraum, deren quadratische Variation endlich ist. Es
zeigt sich, daß dieser Ansatz sogar mit schwa¨cheren Voraussetzungen auskommt,
als andere Beweise, die auf stochastischer Konvergenz beruhen, wie zum Beispiel
Abschnitt 3.8 in [MP80]. Dies liegt daran, daß in unserem Beweis nur die konvexe
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Hu¨lle eines Pfades betrachtet werden muß. Deshalb beno¨tigen wir keine (lokal)
gleichma¨ßige Stetigkeit der zweiten Ableitung. Ein weiterer Vorteil des pfadweisen
Ansatzes in diesem unendlichdimensionalen Kontext ist, daß bestimmte Versionen
des Satzes von Fubini fu¨r stochastische Integrale sich aus der hier betrachteten
Itoˆformel ableiten lassen, was zu einer neuen, pfadweisen Version dieses Satzes
fu¨hrt.
3.1 Ein pfadweiser Beweis der Itoˆformel in Hil-
bertra¨umen
Sei H ein separabler Hilbertraum und X : [0, T ]→ H eine stetige Abbildung. Zu
einer Folge von Partitionen τk = {tnk , k = 1, 2, . . . , N(n)} des Intervalls [0, T ] mit
supk
∣∣∣tnk+1 − tnk ∣∣∣ n→∞−→ 0 sei
V nt :=
∑
k:tn
k
<t
(
Xtn
k+1
−Xtn
k
)⊗2 ∈ H⊗̂2H
und
vnt :=
∑
k:tn
k
<t
∥∥∥Xtn
k+1
−Xtn
k
∥∥∥2
H
.
Annahme: Fu¨r alle t ∈ [0, T ] existiere
〈〈X〉〉t := (H⊗̂2H−) limn→∞V
n
t , (3.1)
und 〈〈X〉〉 sei stetig in t.
Bemerkung 3.1 Diese Annahme ist fu¨r die Pfade von stetigen Semimartingalen
mit Werten in einem separablen Hilbertraum zumindest fu¨r geeignete Partitio-
nenfolgen erfu¨llt, siehe dazu zum Beispiel Abschnitt 3.2 in [MP80].
Man kann V n und 〈〈X〉〉 als Verteilungsfunktionen von H⊗̂2H-wertigen Maßen
µn bzw. µ auffassen. Die Konvergenz in (3.1) besagt dann, daß µn schwach gegen
µ konvergiert. Daraus ergibt sich:
Lemma 3.2 Fu¨r f ∈ C(H,L(H⊗̂2H,G)), wobei G ein weiterer separabler Hil-
bertraum ist, gilt∫ t
0
f(Xs) d 〈〈X〉〉s = limn→∞
∫ t
0
f(Xs) dV
n
s = limn→∞
∑
k:tn
k
<t
f(Xtn
k
)
(
Xtn
k+1
−Xtn
k
)⊗2
.
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Beweis: Die Aussage folgt daraus, daß f 1[0,t] µ-fast u¨berall stetig und beschra¨nkt
ist.
2
Bemerkung 3.3 Wir ko¨nnen jetzt nachtra¨glich die Existenz der ‖·‖H-quadra-
tischen Variation
〈X〉t := limn→∞ v
n
t
nachweisen, denn diese la¨ßt sich nun als
〈X〉t =
∫ t
0
〈·, ·〉H d 〈〈X〉〉s
darstellen, wobei 〈·, ·〉H das Skalarprodukt auf H ist.
Der in unserer Version der Itoˆformel benutzte Differenzierbarkeitsbegriff ist der
der Frechet-Differenzierbarkeit. Wir wollen noch kurz an seine Definition erinnern
(siehe dazu zum Beispiel die Abschnitte VIII.1 und VIII.12 in [Die75]).
Definition 3.4 (Frechet-Differenzierbarkeit) Seien E, F zwei Banachra¨u-
me. L(E,F ) bezeichne den Raum der stetigen linearen Abbildungen von E nach
F . Sei A eine offene Teilmenge von E. Eine Abbildung f : A −→ F heißt im
Punkt x0 ∈ A Frechet-differenzierbar oder kurz differenzierbar mit Ableitung
f ′(x0) ∈ L(E,F ), falls
lim
x→x0,x 6=x0
‖f(x)− f(x0)− f ′(x0)(x− x0)‖
‖x− x0‖ = 0
ist. Ist f in jedem Punkt von A differenzierbar und ist die Abbildung
f ′ : A −→ L(E,F ) stetig, so heißt f stetig (Frechet-)differenzierbar. Entsprechend
ist die zweite Ableitung f ′′ als Ableitung von f ′ eine Abbildung von A nach
L(E,L(E,F )). Dieser Bildraum ist auf natu¨rliche Weise isomorph zum Raum
der stetigen bilinearen Abbildungen von E nach F bzw. zum Raum der stetigen
linearen Abbildungen von E ⊗ E nach F .
Nach diesen Vorarbeiten ko¨nnen wir jetzt eine pfadweise Version der Itoˆformel
fu¨r Hilbertra¨ume beweisen.
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Satz 3.5 (Itoˆformel) Unter der Annahme (3.1) gilt fu¨r eine zweimal stetig
Frechet-differenzierbare Abbildung F : H → K, wobei K ein weiterer separabler
Hilbertraum ist,
F (Xt) = F (X0) +
∫ t
0
F ′(Xs) dXs +
1
2
∫ t
0
F ′′(Xs) d 〈〈X〉〉s ,
wobei das Itoˆ-Integral
∫
F ′(Xs) dXs durch
∫ t
0
F ′(Xs) dXs = lim
n→∞
∑
k:tn
k
<t
F ′(Xtn
k
)
(
Xtn
k+1
−Xtn
k
)
definiert ist.
Beweis: Zuna¨chst gilt
δn := sup
k:tn
k
<t
∥∥∥Xtn
k+1
−Xtn
k
∥∥∥
H
n→∞−→ 0, (3.2)
da X gleichma¨ßig stetig auf [0, T ] ist. Die Taylor-Entwicklung erster Ordnung
von F in Xtn
k
und Addieren und wieder Subtrahieren des Terms zweiter Ordnung
ergibt die Darstellung
F (Xtn
k+1
)− F (Xtn
k
) = F ′(Xtn
k
)
(
Xtn
k+1
−Xtn
k
)
+
1
2
F ′′(Xtn
k
)
(
Xtn
k+1
−Xtn
k
)⊗2
+
(∫ 1
0
(1− s)F ′′
(
(1− s)Xtn
k
+ sXtn
k+1
)
ds
) (
Xtn
k+1
−Xtn
k
)⊗2
−1
2
F ′′(Xtn
k
)
(
Xtn
k+1
−Xtn
k
)⊗2
= F ′(Xtn
k
)
(
Xtn
k+1
−Xtn
k
)
+
1
2
F ′′(Xtn
k
)
(
Xtn
k+1
−Xtn
k
)⊗2
(3.3)
+∆nk ,
mit
∆nk :=
(∫ 1
0
(1− s)F ′′
(
(1− s)Xtn
k
+ sXtn
k+1
)
ds
) (
Xtn
k+1
−Xtn
k
)⊗2
−1
2
F ′′(Xtn
k
)
(
Xtn
k+1
−Xtn
k
)⊗2
(Satz 8.14.3 in [Die75]). Das Restglied ∆nk formen wir noch weiter um. Wegen∫ 1
0
(1− s) ds = 1
2
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ist
1
2
F ′′(Xtn
k
)
(
Xtn
k+1
−Xtn
k
)⊗2
=
(∫ 1
0
(1− s)F ′′
(
Xtn
k
)
ds
) (
Xtn
k+1
−Xtn
k
)⊗2
Setzen wir dieses Integral oben fu¨r den letzten Term ein und fassen ihn mit dem
vorletzten zusammen, so erhalten wir den Ausdruck
∆nk =
(∫ 1
0
(1− s)
(
F ′′
(
(1− s)Xtn
k
+ sXtn
k+1
)
− F ′′
(
Xtn
k
))
ds
) (
Xtn
k+1
−Xtn
k
)⊗2
In den Wert von ∆nk gehen die Werte von F
′′ la¨ngs der Strecke von Xtn
k
nach
Xtn
k+1
ein. Diese Strecke liegt in der konvexen Hu¨lle des Bildes von X und hat eine
La¨nge von ho¨chstens δn (siehe (3.2)). Wir ko¨nnen daher die folgende Abscha¨tzung
vornehmen:
‖∆nk‖K ≤ sup|y−x|≤δn
x,y∈A
‖F ′′(y)− F ′′(x)‖
∥∥∥Xtn
k+1
−Xtn
k
∥∥∥2
H
,
wobei A die abgeschlossene konvexe Hu¨lle von X([0, T ]) ist. Als abgeschlossene
konvexe Hu¨lle einer kompakten Menge ist A selbst kompakt (siehe 12.14.13b in
[Die75]), also ist F ′′ gleichma¨ßig stetig auf A, und da die δn gegen Null konver-
gieren, ist
‖∆nk‖K ≤ n
∥∥∥Xtn
k+1
−Xtn
k
∥∥∥2
H
,
mit n
n→∞−→ 0.
Damit haben wir ∣∣∣∣∣∣
∑
k:tn
k
<t
∆nk
∣∣∣∣∣∣ ≤ n
∑
k:tn
k
<t
∥∥∥Xtn
k+1
−Xtn
k
∥∥∥2
H
n→∞−→ 0,
da die Summe auf der rechten Seite aufgrund der Existenz von 〈X〉 beschra¨nkt
ist. Weiter gilt aufgrund der Stetigkeit von X:∑
k:tn
k
<t
(
F (Xtn
k+1
)− F (Xtn
k
)
)
n→∞−→ F (Xt)− F (X0)
und aus Lemma 3.2 folgt
1
2
∑
k:tn
k
<t
F ′′(Xtn
k
)
(
Xtn
k+1
−Xtn
k
)⊗2 n→∞−→ 1
2
∫ t
0
F ′′(Xs) d 〈〈X〉〉s .
Vergleicht man diese Konvergenzaussagen mit der (u¨ber k aufsummierten) Taylor-
Entwicklung in (3.3), so sieht man, daß auch
lim
n→∞
∑
k:tn
k
<t
F ′(Xtn
k
)
(
Xtn
k+1
−Xtn
k
)
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existieren muß, da alle anderen Terme konvergieren. Damit haben wir die pfad-
weise Existenz des Itoˆ-Integrals gezeigt und die Itoˆformel bewiesen.
2
Wesentlich fu¨r den Beweis war die Tatsache, daß fu¨r die Abscha¨tzung des Rest-
glieds ∆nk nur die abgeschlossene konvexe Hu¨lle des Bildes von [0, T ] unter X
betrachtet werden musste und diese Menge kompakt ist. Daher brauchten wir
nur die Stetigkeit von F ′′ zu fordern, aber keine gleichma¨ßige Stetigkeit, wie sie
(zumindest auf beschra¨nkten Mengen) fu¨r einen stochastischen Beweis, der die
Gesamtheit aller Pfade eines stochastischen Prozesses betrachtet, no¨tig wa¨re.
Wir wollen noch den wichtigen Spezialfall, daß der Bildraum von F die Menge
der reellen Zahlen ist, als Korollar formulieren.
Korollar 3.6 Unter den obigen Voraussetzungen gilt fu¨r eine zweimal stetig dif-
ferenzierbare Abbildung F : H −→ IR
F (Xt) = F (X0) +
∫ t
0
F ′(Xs) dXs +
1
2
∫ t
0
F ′′(Xs) d 〈〈X〉〉s .
Da das Itoˆ-Integral fu¨r Pfade von Semimartingalen mit dem u¨blichen stochasti-
schen Integral u¨bereinstimmt (vergleiche Abschnitt 1.3), ergeben sich die gewohn-
ten Rechenregeln.
Bis jetzt haben wir das Itoˆ-Integral nur fu¨r Integranden definiert, die Gradienten
sind. Mit Hilfe der Produktregel
〈Xt, Yt〉H = 〈X0, Y0〉H +
∫ t
0
Ys dXs +
∫ t
0
Xs dYs + 〈X,Y 〉t
la¨ßt sich die Menge der zula¨ssigen Integranden weiter vergro¨ßern. Die Produktre-
gel ist dabei nichts anderes als die Itoˆformel angewandt auf den H ×H-wertigen
Prozeß (X, Y ) und das Skalarprodukt.
Ist 〈〈X〉〉  〈X〉 mit stetiger Dichte C : [0, T ] → H⊗̂2H, wobei Ct = C(t) fu¨r
alle t ∈ [0, T ] symmetrisch und positiv semidefinit ist (wie es fu¨r Pfade von ste-
tigen, quadratisch integrierbaren Martingalen der Fall ist, siehe Bemerkung 2.6),
so kann man die Voraussetzung F ∈ C2(H,G) in der Itoˆformel nocht etwas weiter
abschwa¨chen. Es genu¨gt dann die Forderung, daß F ′ fu¨r jedes t ∈ [0, T ] eine Ablei-
tung F ′′(Xt) im PunktXt in der durch das Semi-Skalarprodukt (x, y) 7→ 〈x,Cty〉H
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definierten Topologie auf H besitzt, so daß F ′′(Xt)Ct stetig in t ist. Denn dann
gilt analog zu Lemma 3.2:∫ t
0
F ′′(Xs) d 〈〈X〉〉s =
∫ t
0
F ′′(Xs)Cs d 〈X〉s
= lim
n→∞
∫ t
0
F ′′(Xs)Cs dvns
= lim
n→∞
∑
k:tn
k
<t
F ′′(Xtn
k
)CXtn
k
∥∥∥Xtn
k+1
−Xtn
k
∥∥∥2
H
.
Das sichert die Konvergenz der Terme zweiter Ordnung und damit auch aller an-
deren im Beweis der Itoˆformel. Dies ist eine Abschwa¨chung der Voraussetzungen,
da die Norm von Ct immer kleiner oder gleich 1 ist. Die induzierte Topologie ist
daher schwa¨cher als die Standard-Topologie auf H.
3.2 Eine Version des Satzes von Fubini fu¨r sto-
chastische Integrale
Als Anwendung leiten wir eine pfadweise Version des Satzes von Fubini fu¨r stocha-
stische Integrale aus der Itoˆformel ab. Solche Versionen werden unter anderem bei
der Modellierung von Zinsstrukturen nach Heath, Jarrow und Morton ([HJM92])
beno¨tigt.
Korollar 3.7 (pfadweiser stochastischer Fubini) Sei ν ein positives, endli-
ches Maß auf einem Meßraum (S,S) und X : [0, T ] → L2(ν) stetig mit stetiger
⊗-quadratischer Variation 〈〈X〉〉. I : L2(ν)→ IR sei durch
I(f) :=
∫
S
f dν
definiert. Dann ist
I(Xt) = I(X0) +
∫ t
0
I dXs.
Ist X insbesondere von der Form
Xt =
∫ t
0
hs dYs,
wobei hs ∈ L(H,L2(ν)), Y H-wertig, so gilt∫
S
(∫ t
0
hs dYs
)
dν =
∫ t
0
(∫
S
hs dν
)
dYs.
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Beweis: I ist eine lineare Abbildung, und es ist
|I(f)| =
∣∣∣∣∫
S
f dν
∣∣∣∣ ≤ ν(S) 12 ‖f‖L2(ν) ,
nach der Cauchy-Schwarz-Ungleichung, angewandt auf f und die konstante Funk-
tion mit Wert Eins. Daher ist I stetig und als lineare Abbildung somit auch glatt.
Es ist I ′(x) = I, I ′′ = 0. Damit folgt die erste Behauptung durch Anwenden der
Itoˆformel.
Die zweite ergibt sich hieraus, indem man die Assoziativita¨t des stochastischen
Integrals ausnu¨tzt. Daß diese in unserem speziellen Fall auch pfadweise gilt, sieht
man wie folgt: Es ist
∫ t
0
I d
(∫ ·
0
hs dYs
)
= lim
n→∞
∑
k:tn
k
<t
(
I
∫ tnk
tn
k−1
hs dYs
)
= lim
n→∞
∑
k:tn
k
<t
I lim
m→∞
∑
j:tn
k−1<t
m
j <t
n
k
htmj
(
Ytmj − Ytmj−1
)
= lim
n→∞
∑
k:tn
k
<t
 lim
m→∞
∑
j:tn
k−1<t
m
j <t
n
k
I htmj
(
Ytmj − Ytmj−1
)
= lim
n→∞
∑
k:tn
k
<t
(∫ tnk
tn
k−1
I hs dYs
)
=
∫ t
0
hs dYs,
aufgrund der Linearita¨t und Stetigkeit von I. Mit diesem Resultat und dem ersten
Teil des Korollars gilt daher:∫
S
(∫ t
0
hs dYs
)
dν = I
(∫ t
0
hs dYs
)
=
∫ t
0
I d
(∫ ·
0
hs dYs
)
=
∫ t
0
I hs dYs
=
∫ t
0
(∫
S
hs dν
)
dYs.
Damit ist auch die zweite Gleichung gezeigt.
2
Kapitel 4
Darstellungseigenschaft und
Clark-Formel
Eine wichtige Rolle in der Stochastik der Finanzma¨rkte spielt die Frage der Du-
plizierbarkeit. Ein contingent claims C heißt duplizierbar, falls es eine selbstfinan-
zierende Investitionsstrategie gibt, deren Wertprozeß bei Fa¨lligkeit von C gerade
mit C u¨bereinstimmt. Mathematisch entspricht das der Darstellbarkeit von C als
stochastisches Integral eines geeigneten Integranden mit dem den Finanzmarkt re-
pra¨sentierenden ProzeßX. Ein Finanzmarkt, in dem jeder (hinreichend “scho¨ne”)
contingent claim duplizierbar ist, heißt vollsta¨ndig. Das soganannte “second fun-
damental theorem of asset pricing” postuliert, daß im Falle eines arbitrage-freien
Finanzmarkts die Vollsta¨ndigkeit des Marktes a¨quivalent zur Eindeutigkeit des
(zum Referenzmaß P ) a¨quivalenten (lokalen) Martingalmaßes ist. Wa¨hrend sich
diese Aussage fu¨r endliche Wahrscheinlichkeitsra¨ume mittels elementarer linearer
Algebra herleiten la¨ßt, ist das entsprechende Resultat fu¨r einen Finanzmarkt in
stetiger Zeit viel tiefliegender. Eine Version fu¨r endlich viele Assets findet sich in
[HP81], Theorem 3.35 und Corollary 3.36.
Delbaen gibt in Theorem 6.5 von [Del92] eine Version fu¨r beliebig, auch un-
endlich viele Assets, deren Pfade stetig und beschra¨nkt sind. Seine Definition
von “Vollsta¨ndigkeit” ist jedoch die Dichtheit des Raumes der elementaren sto-
chastischen Integrale in L1(Q) fu¨r ein Martingalmaß Q, also eine approxima-
tive Vollsta¨ndigkeit, die ohne unendlichdimensionale stochastische Integration
auskommt. Eine weitere unendlichdimensionale Version, die auch fu¨r unstetige
Prozesse gilt, pra¨sentieren Jarrow und Madan in [JM99]. Die Anforderungen an
Prozesse sowie zu duplizierende Wertverla¨ufe sind hier vom BMO-Typ.
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Die in dieser Arbeit gegebene Variante steht der Version von Delbaen na¨her,
benutzt aber einen Vollsta¨ndigkeitsbegriff, der direkt mit unendlichdimensionalen
stochastischen Integralen arbeitet.
Zuvor wollen wir aber ein Beispiel fu¨r ein unendlichdimensionales Finanzmarkt-
modell in diskreter Zeit betrachten, bei dem sich trotz Eindeutigkeit des Martin-
galmaßes nicht jede Auszahlung duplizieren la¨sst.
4.1 Ein Beispiel fu¨r ein nicht vollsta¨ndiges Mo-
dell mit eindeutigem Martingalmaß
Das folgende Beispiel zeigt, daß bei einem unendlichdimensionalen Preisprozeß
die Eindeutigkeit des Martingalmaßes im allgemeinen nicht die Vollsta¨ndigkeit
des Modells impliziert. Es gibt also Finanzmarktmodelle mit unendlich vielen
Wertpapieren, bei denen trotz der Eindeutigkeit von arbitragefreien Preisen nicht
jeder contingent claim durch eine zula¨ssige Portfoliostrategie duplizierbar ist. Wir
betrachten dazu ein zeitlich diskretes Modell (Zeitpunkte 0 und 1) mit abza¨hlbar
vielen Zufallsvariablen Xn1 (n = 0, 1, . . .), die den Wert der Assets im Zeitpunkt
1 beschreiben:
Sei Ω = {1, 2, . . .}, F0 die triviale σ−Algebra, F1 = F die Potenzmenge vom Ω,
und P sei ein Wahrscheinlichkeitsmaß auf Ω mit vollem Tra¨ger und Gewichten
pn (n = 1, 2, . . .), sowie den Eigenschaften
∞∑
n=1
npn <∞,
∞∑
n=1
n2pn <∞, . (4.1)
Es sollen also die ersten beiden Momente von P existieren.
Wir definieren
C(n) := n
X01 := 1
Xn1 := C 1{1,...,n} (n = 1, 2, . . .).
Die Startwerte der Xn seien die Erwartungswerte unter P . P ist somit ein Martin-
galmaß fu¨r die Xn(n = 1, 2, . . .). Jedes Martingalmaß Q ist durch die Eigenschaft
EQ[X
n
1 ] = X
n
0 = EP [X
n
1 ] ,
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fu¨r alle n = 1, 2, . . ., charakterisiert. Daher gilt fu¨r die Gewichte qn (n = 1, 2, . . .)
von Q:
q1 = EQ
[
X11
]
= EP
[
X11
]
= p1
und fu¨r n = 2, 3, . . . ist
qn = EQ
[
1{n}
]
= EQ
[
1
n
(
Xn1 −Xn−11
)]
=
1
n
(
EQ[X
n
1 ]− EQ
[
Xn−11
])
=
1
n
(
EP [X
n
1 ]− EP
[
Xn−11
])
= pn.
Damit ist P das einzige Martingalmaß. Wesentlich fu¨r die Eindeutigkeit ist hier
die Tatsache, daß der von den Zufallsvariablen X11 , X
2
1 , . . . aufgespannte Vektor-
raum dicht in L1(P ) liegt, somit insbesondere die Wahrscheinlichkeiten der Ele-
mentarereignisse {n} durch die Erwartungswerte der Xn1 , n = 1, 2, . . ., festgelegt
sind.
Unser Modell ist so konstruiert, daß der oben definierte contingent claim C der
monotone Limes der Xn1 , n = 1, 2, . . ., ist. C la¨sst sich also durch Portfolios der
Form
”
Halte eine Einheit des n-ten Assets“ beliebig gut approximieren (P -fast
sicher und in L1(P )), aber die zugeho¨rigen Strategien ξn = en (n-ter Einheitsvek-
tor) konvergieren nicht gegen eine Strategie, die C dupliziert. Wir zeigen nun, daß
sich der contingent claim C u¨berhaupt nicht durch ein Portfolio darstellen la¨sst,
ja nicht einmal eine Superreplikation mit endlichem Startkapital mo¨glich ist. Das
heißt, es existiert kein Portfolio mit endlichem Preis, dessen Wert im Zeitpunkt
1 mindestens so groß wie C ist.
Aufgrund der Bedingung (4.1) ist
V0 := EP [C] <∞.
Im Gegensatz zu den Aussagen der Theorie der endlichdimensionalen Fi-
nanzma¨rkte la¨sst sich C jedoch mit diesem (und auch jedem anderen endlichen)
Startkapital nicht (super-)replizieren.
Wir nehmen dazu an, daß es fu¨r ein v ≥ 0, eine Portfolio-Allokation
ξ = (ξ0, ξ1, . . .), ξn ∈ IR (n = 1, 2, . . .) mit den Eigenschaften
∞∑
n=0
ξnXn0 = v, (4.2)
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∞∑
n=0
ξnXn1 ≥ C (4.3)
gibt. Aus (4.2) folgt, daß (ξnXn0 )n=1,2,... gegen Null konvergiert. Damit ist auch
(|ξn| Xn0 )n=1,2,... eine Nullfolge. Da außerdem fu¨r n = 1, 2, . . .
Xn0 =
n∑
k=1
k pk ≥ p1 > 0
ist, folgt
ξn
n→∞−→ 0.
Wir wollen zeigen, daß die Folge (ξn)n=1,2,... sogar summierbar ist. Dazu benutzen
wir die Konvergenz der Xn0 gegen V0 und die Endlichkeit des zweiten Moments
von P . Denn aus den Definitionen von V0 und X
n
0 folgt:
V0 −Xn0 =
∞∑
k=n+1
k pk. (4.4)
Weiter ist
m∑
k=1
k2 pk =
m∑
k=1
k∑
n=1
k pk =
m∑
n=1
m∑
k=n
k pk.
Daher folgt aus der Existenz des zweiten Moments von P (Gleichung (4.1)) und
der Nicht-Negativita¨t der Summanden:
∞∑
n=1
∞∑
k=n+1
k pk ≤
∞∑
n=1
∞∑
k=n
k pk < ∞
und damit aus (4.4)
∞∑
n=1
(V0 −Xn0 ) <∞. (4.5)
Da die Summanden V0−Xn0 nicht-negativ sind und (ξn)n=1,2,... eine Nullfolge ist,
existiert auch
∞∑
n=1
ξn (V0 −Xn0 ) und ist endlich (Majorantenkriterium). Aus (4.2)
folgt daher
V0
m∑
n=1
ξn =
m∑
n=1
ξn (V0 −Xn0 ) +
m∑
n=1
ξnXn0
m→∞−→
∞∑
n=1
(V0 −Xn0 ) + v ∈ IR.
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Da V0 > 0 ist, haben wir gezeigt, daß (ξ
n)n=1,2,... summierbar ist und der Grenz-
wert der Reihe endlich ist.
Insbesondere gilt:
∞∑
n=k
ξn
k→∞−→ 0.
Andererseits folgt aus
Xn1 (k) = 1[k,∞](n)
fu¨r alle k = 1, 2, . . .
∞∑
n=k
ξn =
1
C(k)
∞∑
n=k
ξnXn1 (k)
=
1
C(k)
∞∑
n=1
ξnXn1 (k)
≥ 1− ξ
0
C(k)
nach (4.3). Da C(k) fu¨r wachsendes k gegen unendlich geht, mu¨sste daher
ξ0 = +∞ sein, was natu¨rlich nicht mo¨glich ist. Da als einzige Eigenschaften von
v seine Nicht-Negativita¨t und seine Endlichkeit benutzt worden sind, gibt es zu
keinem endlichen Startkapital eine (Super)-Hedging-Strategie.
Der Grund fu¨r die Nicht-Existenz einer solchen Strategie liegt dabei nicht darin,
daß die Menge der zula¨ssigen Strategien zu klein gewa¨hlt worden ist. Die einzige
Forderung, die wir an die Portfolio-Allokation ξ = (ξ0, ξ1, . . .) gestellt haben, war,
daß Startpreis und Endwert des Portfolios wohldefiniert sind.
4.2 Die Darstellungseigenschaft
Wir haben im vorhergehenden Abschnitt gesehen, daß im unendlichdimensionalen
Modell die Eindeutigkeit des a¨quivalenten Martingalmaßes nicht notwendig die
Vollsta¨ndigkeit des Modells garantiert. Um ein “second fundamental theorem of
asset pricing” fu¨r die unendlichdimensionale Situation zu beweisen, mu¨ssen wir
daher zusa¨tzliche Bedingungen an die zugrundeliegenden Preisprozesse stellen. Im
folgenden betrachten wir daher nur Prozesse in kontinuierlicher Zeit mit stetigen
Pfaden. Da wir die Existenz mindestens eines zu P a¨quivalenten Maßes, unter dem
der zugrundeliegende Prozeß X ein lokales Martingal ist, voraussetzen, nehmen
wir o.B.d.A. an, daß das Referenzmaß P bereits ein Martingalmaß fu¨r X ist.
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Sei also X ein (lokal) quadratisch integrierbares Martingal auf einem filtrierten
Wahrscheinlichkeitsraum (Ω,F , (Ft)t≥0, P ) mit Werten in einem separablen Hil-
bertraum H und stetigen Pfaden. Die σ-Algebra F0 sei P -trivial. P sei die Menge
aller zu P a¨quivalenten Maße, unter denen X ein lokales Martingal ist. Es gilt nun
zu zeigen, daß die Eindeutigkeit des Martingalmaßes fu¨r X (also P = {P}) a¨qui-
valent dazu ist, daß sich jedes reellwertige lokale Martingal M als stochastisches
Integral von X darstellen la¨sst, also die Form
Mt =M0 +
∫ t
0
ξs dXs
fu¨r alle t ≥ 0 hat.
Unsere Herleitung dieses Resultats basiert auf den Ergebnissen von Kapitel XI in
[Jac79]. Jacod betrachtet dort das sogenannte Martingalproblem und extremale
Lo¨sungen desselben. Wir wollen dies kurz erla¨utern:
Definition 4.1 (Martingalproblem) Sei (Ω,F , (Ft)t≥0) ein filtrierter meßba-
rer Raum und X eine Familie von reellwertigen adaptierten Prozessen auf Ω. Ein
Maß P ∈ M1(Ω) heißt Lo¨sung des Martingalproblems zu X , wenn jeder Prozess
X ∈ X ein lokales Martingal unter P ist. P ist eine extremale Lo¨sung, wenn
es sich nicht als nicht-triviale konvexe Kombination zweier Lo¨sungen darstellen
la¨sst.
Wir interessieren uns hier fu¨r (lokale) Martingalmaße fu¨r den Prozeß X, der
Werte im Hilbertraum H annimmt. Da aber X genau dann ein lokales Martingal
unter einem Wahrscheinlichkeitsmaß Q auf Ω ist, wenn alle eindimensionalen
Projektionen 〈h,X〉H ((〈h,X〉H)t := 〈h,Xt〉H), mit h ∈ H, lokale Q-Martingale
sind, setzen wir
X := {〈h,X〉H , h ∈ H} . (4.6)
M(X ) sei die Menge aller Lo¨sungen des Martingalproblems zu X . Das folgende
Lemma stellt den Zusammenhang zwischen der Eindeutigkeit eines a¨quivalenten
Martingalmaßes fu¨r X und extremalen Lo¨sungen des Martingalproblems zu X
her:
Lemma 4.2 Ist P das einzige zu P a¨quivalente lokale Martingalmaß fu¨r X, dann
ist P eine extremale Lo¨sung des Martingalproblems zu X .
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Beweis: Wie oben bemerkt, ist jedes Martingalmaß fu¨r X ein Element von
M(X ). Ist P ∈ M(X ) nicht extremal, dann gibt es Maße P1, P2 ∈ M(X ) und
α ∈ (0, 1), so daß P = αP1 + (1 − α)P2 ist. Die Nullmengen von P sind genau
alle Mengen, die Nullmengen von P1 und P2 sind. Dieselben Nullmengen besitzt
auch jedes der Maße P β := β P1 + (1 − β)P2 mit β ∈ (0, 1). Jedes dieser Maße
ist demnach a¨quivalent zu P und ein lokales Martingalmaß fu¨r X. Damit ist P
nicht das einzige Element von P , und die Aussage des Lemmas ist gezeigt.
2
Damit lassen sich die Resultate von Jacod u¨ber die Darstellungseigenschaft fu¨r X
unter Wahrscheinlichkeitsmaßen, die extremale Lo¨sungen des Martingalproblems
zu X sind, auf unsere Situation u¨bertragen. Mit Hilfe eines zusa¨tzlichen Resultats
von Metivier/Pellaumail ko¨nnen wir nun unsere Version des “second fundamental
theorem of asset pricing” beweisen. Dazu fu¨hren wir noch die im Beweis beno¨tigte
Menge
M2(P, IR) :=
{
(Mt)(t≥0) |M ist reellwertiges P -Martingal und sup
t≥0
EP
[
M2t
]
<∞
}
der in L2(P ) konvergenten reellwertigen Martingale ein, die mit der Norm
‖M‖ = EP [M∞]
1
2 =
(
sup
t≥0
EP
[
M2t
]) 12
versehen ein Hilbertraum ist. Außerdem setzen wir noch I(X ) als die Menge
derjenigen stochastischen Prozesse (Zt)(t≥0) der Form
Zt = z0 +
∫ t
0
ξs dYs (t ≥ 0),
mit z0 ∈ IR, einem previsiblen Integranden ξ und Y ∈ X , die Elemente von
M2(P, IR) sind.
Satz 4.3 (“second fundamental theorem of asset pricing”) Sei X ein
(lokal) quadratisch integrierbares Martingal auf einem filtrierten Wahrschein-
lichkeitsraum (Ω,F , (Ft)t≥0, P ) mit Werten in einem separablen Hilbertraum H
und stetigen Pfaden. Ist P ist das einzige zu P a¨quivalente Martingalmaß fu¨r X,
dann besitzt jedes reellwertige lokale P -Martingal M eine Darstellung
Mt =M0 +
∫ t
0
ξs dXs,
fu¨r alle t ≥ 0, mit einem Integranden ξ ∈ Λ2loc (X).
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Beweis: Wir zeigen die Aussage zuna¨chst fu¨r Martingale M aus M2(P, IR) und
u¨ebertragen dann das Ergebnis durch Lokalisieren auf beliebige lokale Martingale.
Nach Lemma 4.2 ist P eine extremale Lo¨sung des Martingalproblems zu X . Nach
Theorem 11.2 in Verbindung mit Korollar 11.4 in Kapitel XI von [Jac79] ist
der Abschluß des von I(X ) aufgespannten Vektorraums in M2(P, IR) der ganze
RaumM2(P, IR) (bei Jacod als H2 bezeichnet). Mit unserer speziellen Wahl von
X folgt aus der Proposition in Abschnitt 14.8 von [MP80] daß jedes Element
dieses Abschlusses, also hier jedes Element aus M2(P, IR) eine Darstellung der
Form
Mt =M0 +
∫ t
0
ξs dXs,
mit einem Integranden ξ ∈ Λ2 (X) besitzt. Durch Lokalisieren erhalten wir die
Aussage des Satzes.
2
Den wichtigen Spezialfall
Mt = EP [Y | Ft]
fu¨r eine P -integrierbare FT -meßbare (T ≥ 0) reellwertige Zufallsvariable Y for-
mulieren wir noch als Korollar:
Korollar 4.4 Unter den Voraussetzungen des Satzes 4.3 besitzt jede P -
integrierbare FT -meßbare (T ≥ 0) reellwertige Zufallsvariable Y eine Darstellung
EP [Y | Ft] = EP [Y ] +
∫ t
0
ξs dXs,
fu¨r alle t ∈ [0, T ], mit einem Integranden ξ ∈ Λ2loc (X). Insbesondere ist
Y = EP [Y ] +
∫ T
0
ξt dXt.
Beweis: Da nach Annahme F0 P -trivial ist, gilt
EP [Y | F0] = EP [Y ] .
Damit folgt die Behauptung aus Satz 4.3.
2
In die Sprache der Finanzmathematik u¨bersetzt bedeutet dieses Korollar, daß
bei Eindeutigkeit des a¨quivalenten Martingalmaßes jeder contingent claim Y mit
einer Portfoliostrategie ξ exakt duplizierbar ist, wobei ein Starteinsatz von EP [Y ]
erforderlich ist. Damit ist das Finanzmarktmodell vollsta¨ndig und EP [Y ] der faire
Preis von Y .
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4.3 Endlichdimensionale Approximationen sto-
chastischer Integrale
Wir haben gesehen, daß fu¨r Prozesse mit stetigen Pfaden aus der Eindeutigkeit
des Martingalmaßes die Vollsta¨ndigkeit des Finanzmarktes folgt. Das Duplizieren
(Hedging) eines contingent claims im unendlichdimensionalen Modell involviert
aber im allgemeinen eine Strategie, bei der in alle und somit in unserer Situation in
unendlich viele Assets investiert werden muß. Da man aber in der Praxis auch bei
einem Markt mit (zumindest potentiell) unendlich vielen Wertpapieren nur in je
endlich viele investieren kann, stellt sich die Frage, ob sich stochastische Integrale
mit unendlichdimensionalem Integrator X durch solche anna¨hern lassen, die nur
endlich viele Koordinaten von X benutzen.
Wir beweisen daher in diesem Abschnitt die Konvergenz der Kunita-Watanabe-
Zerlegung des Martingals der bedingten Erwartungen eines quadratisch integrier-
baren contingent claims bezu¨glich endlichdimensionaler Projektionen von X ge-
gen die Kunita-Watanabe-Zerlegung bezu¨glich X selbst. Die Kunita-Watanabe-
Zerlegung eines quadratisch integrierbaren MartingalsM stelltM als Summe aus
einem stochastischen Integral mit X und einem zum Raum der stochastischen In-
tegrale orthogonalen Prozeß dar.
Sei dazu (e1, e2, . . .) eine Orthonormalbasis des separablen Hilbertraumes H und
X einH-wertiges quadratisch integrierbares Martingal auf einem filtrierten Wahr-
scheinlichkeitsraum (Ω,F , (Ft)t≥0, P ). X besitze den Covarianzprozeß Q (dies
entspricht dem Prozeß C in Bemerkung 2.6). Wir definieren fu¨r h ∈ H
prn(h) := (〈e1, h〉H , . . . , 〈en, h〉H) ∈ IRn.
prn ist also die Orthogonalprojektion auf die ersten n Koordinaten. Damit defi-
nieren wir
Xnt := prn(Xt) (n = 1, 2, . . .).
Xn ist fu¨r alle n ein n-dimensionales quadratisch integrierbares Martingal. Wir
fixieren einen Zeithorizont T .
R2(Xn,P) sei der Raum aller quadratisch integrierbaren FT -meßbaren reellwer-
tigen Zufallsvariablen, die eine Darstellung als stochastisches Integral
C =
∫ T
0
ξn dXn
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bezu¨glich Xn mit einem previsiblen Integrand ξn besitzen (P ist die previsible
σ-Algebra). Aufgrund der Isometrieeigenschaft des stochastischen Integrals ist
R2(Xn,P) ein abgeschlossener Unterraum von L2(P ).
Bemerkung 4.5 Ist ξ ein IRn-wertiger Integrand fu¨r Xn, so ist 〈ξt, ·〉 ◦ prn mit
X integrierbar und es gilt:∫ T
0
ξt dX
n
t =
∫ T
0
〈ξt, ·〉 ◦ prn dXt,
wobei 〈·, ·〉 das Skalarprodukt im IRn bezeichnet.
Als erstes zeigen wir, daß die bezu¨glich Xn darstellbaren Anteile eines Elements
von L2(P ) fu¨r n→∞ konvergieren.
Lemma 4.6 Die FT -meßbare Zufallsvariable C ∈ L2(P ) besitze bezu¨glich Xn die
Kunita-Watanabe-Zerlegungen
C = EP [C] +
∫ T
0
ξn dXn + Y n,
wobei Y n ∈ R2(Xn,P)⊥, dem orthogonalen Komplement von R2(Xn,P) in
L2(P ). Dann existieren ξ∞ und Y ∞ mit
T∫
0
ξn dXn
n→∞−→
T∫
0
ξ∞ dX in L2(P ),
Y n
n→∞−→ Y ∞ in L2(P ),
und Y ∞ ∈
(
+
n
R2(Xn,P)
)⊥
.
Beweis: Die Abbildungen
pin : L2(P ) → R2(Xn,P)⊥
C 7→ Y n
sind Orthogonalprojektionen auf eine absteigende Folge von abgeschlossenen Un-
terra¨umen von L2(P ). Daher gilt:
Y n = pinC
n→∞−→ pi∞C =: Y ∞,
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wobei pi∞ die Orthogonalprojektion auf
⋂
n
R2(Xn,P)⊥ =
(
+
n
R2(Xn,P)
)⊥
ist. Die Behauptung folgt aus∫ T
0
ξn dXn = C − EP [C]− Y n n→∞−→ C − EP [C]− Y ∞,
Bemerkung 4.5 und der Isometrieeigenschaft des stochastischen Integrals.
2
Wir wollen zeigen, daß die Darstellung
C = EP [C] +
∫ T
0
ξ∞ dX + Y ∞
die Kunita-Watanabe-Zerlegung von C bezu¨glich X ist. Dazu mu¨ssen wir zeigen,
daß Y ∞ in R2(X,P)⊥ liegt. Dazu betrachten wir den Unterraum +
n
Λ2 (Xn) von
L2(X) und zeigen, daß dieser dicht in Λ2 (X) liegt und somit +
n
R2(Xn,P) dicht
in R2(X,P) ist. Das folgende Lemma ist ein erster Schritt dahin.
Lemma 4.7 Sei
L2(P⊗d〈X〉 , H) :=
{
(ξt)t∈[0,T ] previsibel, | ξt(ω) ∈ H, EP
[∫ T
0
‖ξt‖2 d〈X〉t
]
<∞
}
.
Dann gilt: +
n
Λ2 (Xn) liegt dicht in L2(P ⊗ d〈X〉 , H) ⊂ L2(X) := L2(X, IR)
bezu¨glich der L2(P ⊗ d 〈X〉 , H)- und der L2(X)-Topologie.
Beweis: Sei ξ ∈ L2(P ⊗ d〈X〉 , H) mit Koordinatendarstellung
ξ =
∑
n
αn en,
mit reellwertigen previsiblen Prozessen αn. Dazu definieren wir Prozesse
ξ≤n :=
n∑
k=1
αk ek ∈ Λ2 (Xn) .
Offensichtlich gilt
ξ≤n n→∞−→ ξ
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P ⊗ d 〈X〉-fast sicher, und damit konvergiert
∥∥∥ξ − ξ≤n∥∥∥2 = ∞∑
k=n+1
α2k
antiton gegen Null P ⊗ d 〈X〉-fast sicher. Da∥∥∥ξ − ξ≤n∥∥∥2 ≤ ‖ξ‖2 =∑
n
α2n
in
L1(P⊗d 〈X〉 , IR) :=
{
(ξt)t∈[0,T ] reellwertig, previsibel | EP
[∫ T
0
|ξt| d〈X〉t
]
<∞
}
liegt, folgt mit dem Satz von Lebesgue, daß
∥∥∥ξ − ξ≤n∥∥∥2 in L1(P ⊗d 〈X〉 , IR) gegen
Null konvergiert und somit ξ≤n gegen ξ in L2(P ⊗ d 〈X〉 , H). Das bedeutet, daß
+
n
Λ2 (Xn) dicht in L2(P ⊗d 〈X〉 , H) liegt. Da nach Bemerkung 2.6 die Norm von
Q
1
2
t durch 1 beschra¨nkt ist, folgt wegen
EP
[∫ T
0
∥∥∥∥(ξt − ξ≤nt ) ◦Q 12t ∥∥∥∥2 d 〈X〉t
]
≤ EP
[∫ T
0
∥∥∥(ξt − ξ≤nt )∥∥∥2 ∥∥∥∥Q 12t ∥∥∥∥2 d 〈X〉t
]
≤ EP
[∫ T
0
∥∥∥(ξt − ξ≤nt )∥∥∥2 d 〈X〉t
]
auch die Dichtheit bezu¨glich der L2(X)-Topologie.
2
Im na¨chsten Schritt gehen wir von L2(P ⊗ d 〈X〉 , H) zu Λ2 (X) u¨ber:
Lemma 4.8 Mit den Bezeichnungen von Lemma 4.7 gilt:
L2(P ⊗ d 〈X〉 , H) liegt dicht in Λ2 (X).
Beweis: i) Wir zeigen das Lemma zuna¨chst unter der Annahme, daß Q
1
2
t diagonal
ist bezu¨glich (e1, e2, . . .). In diesem Fall hat Q
1
2 eine Darstellung
Q
1
2 =
∞∑
n=1
λn 〈en, ·〉H en,
mit previsiblen, reellwertigen Prozessen λn.
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Sei ξ ∈ Λ2 (X). Da ξ ◦ Q 12 P ⊗ d 〈X〉-fast sicher in H∗ = Hom(H, IR) = H liegt,
existieren reellwertige previsible Prozesse βn, so daß
ξ ◦Q 12 =
∞∑
n=1
βn en.
Definieren wir
αn :=
βn
λn
I{λn 6=0},
so gilt
ξ ◦Q 12 =
∞∑
n=1
λn αn en,
insbesondere ∥∥∥ξ ◦Q 12 ∥∥∥2 = ∞∑
n=1
λ2n α
2
n.
Sei nun
ξ≤n :=
n∑
k=1
αk ek ∈ L2(Xn,P) ⊂ L2(P ⊗ d 〈X〉 , H).
Damit gilt:
∥∥∥(ξ − ξ≤n) ◦Q 12 ∥∥∥2 = ∥∥∥∥∥
∞∑
k=1
λk αk ek −
n∑
k=1
λk αk ek
∥∥∥∥∥
2
=
∞∑
k=n+1
λ2k α
2
k
n→∞−→ 0
P ⊗ d 〈X〉-fast sicher, und∥∥∥(ξ − ξ≤n) ◦Q 12 ∥∥∥2 ≤ ∥∥∥ξ ◦Q 12 ∥∥∥2 ∈ L1(P ⊗ d 〈X〉).
Wir ko¨nnen demnach den Konvergenzsatz von Lebesgue anwenden und erhalten∥∥∥(ξ − ξ≤n) ◦Q 12 ∥∥∥2 n→∞−→ 0
in L1(P ⊗ d 〈X〉), also
ξ≤n n→∞−→ ξ
in Λ2 (X).
ii) Wir fu¨hren den allgemeinen Fall auf i) zuru¨ck, indem wir Qt (und damit Q
1
2
t )
diagonalisieren. Nach den Ausfu¨hrungen in [MP80], S. 173 ff, existiert ein Prozeß
U mit Werten in der orthogonalen Gruppe O(H) von H, so daß
Dt := Ut ◦Qt ◦ U∗t
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von Diagonalgestalt bezu¨glich (e1, e2, . . .) ist. U
∗
t (ω) ist dabei der zu Ut(ω) adjun-
giete Operator (identisch mit Ut(ω)
−1). Da P -fast sicher
tr(Ut ◦Qt ◦ U∗t ) = trQt = 1 (4.7)
ist, gilt auch ∥∥∥∥Ut ◦Q 12t ∥∥∥∥ = ‖Ut ◦Qt ◦ U∗t ‖ 12 ≤ 1
P -fast sicher. Damit ist insbesondere Ut ◦ Q
1
2
t fu¨r P -fast alle ω ∈ Ω ein stetiger
Operator und U liegt in Λ2 (H,L(H,H), X). Setzen wir
M :=
∫
U dX,
dann gilt fu¨r den Covarianzoperator QM von M :
QM = D =
∞∑
n=1
λ2n 〈en, ·〉H en, (4.8)
mit reellwertigen, previsiblen Prozessen λn. Damit ist
(QM)
1
2 =
∞∑
n=1
λn 〈en, ·〉H en.
Fu¨r ξ ∈ Λ2 (X) liegt ξ ◦ U∗ in Λ2 (M), da∫
ξ dX =
∫
ξ ◦ U∗ dM.
Nach Teil i) des Beweises existiert zu jedem  > 0 ein Prozeß η ∈ L2(P ⊗
d 〈M〉 , H), so daß
EP
[∫ T
0
∥∥∥(ξt ◦ U∗t − η) ◦ (QMt ) 12 ∥∥∥2 d 〈M〉t
]
< . (4.9)
Mit (4.8) la¨sst sich dieser Erwartungswert wie folgt umformen:
EP
[∫ T
0
∥∥∥(ξt ◦ U∗t − ηt) ◦ (QMt ) 12 ∥∥∥2 d 〈M〉t
]
= EP
[∫ T
0
∥∥∥(ξt ◦ U∗t − ηt) ◦ Ut ◦ (Qt) 12 ◦ U∗t ∥∥∥2 d 〈M〉t
]
= EP
[∫ T
0
∥∥∥(ξt ◦ U∗t − η˜t ◦ U∗t ) ◦ Ut ◦ (Qt) 12 ◦ U∗t ∥∥∥2 d 〈M〉t
]
,
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mit η˜ = η ◦ U . Da U unita¨r ist, ergibt weiteres Umformen:
EP
[∫ T
0
∥∥∥(ξt ◦ U∗t − η˜t ◦ U∗t ) ◦ Ut ◦ (Qt) 12 ◦ U∗t ∥∥∥2 d 〈M〉t
]
= EP
[∫ T
0
∥∥∥(ξt − η˜t) ◦ (Qt) 12 ◦ U∗t ∥∥∥2 d 〈M〉t
]
= EP
[∫ T
0
∥∥∥(ξt − η˜t) ◦ (Qt) 12 ∥∥∥2 d 〈M〉t
]
< ,
nach (4.9).
Es bleibt noch zu zeigen, daß η˜ in L2(P⊗〈X〉 , H) liegt. Da ηWerte inH annimmt,
ist auch η˜ = η ◦U H-wertig, und es ist ‖η˜‖ = ‖η‖. Mit der Gleichung (4.7) ergibt
sich daher
EP
[∫ T
0
‖η˜t‖2 d 〈X〉t
]
= EP
[∫ T
0
‖η˜t‖2 1
tr(Ut ◦Qt ◦ U∗t )
d 〈X〉t
]
= EP
[∫ T
0
‖η˜t‖2 d 〈M〉t
]
((14.7.4) in [MP80])
< ∞.
Also ist η˜ ∈ L2(P ⊗〈X〉 , H). Wir haben also gezeigt, daß es zu jedem ξ ∈ Λ2 (X)
ein η˜ ∈ L2(P ⊗ 〈X〉 , H) gibt, so daß
EP
[∫ T
0
∥∥∥(ξt − η˜t) ◦ (QMt ) 12 ∥∥∥2 d 〈M〉t
]
< .
Dies bedeutet aber, daß L2(P ⊗ 〈X〉 , H) dicht in Λ2 (X) liegt.
2
Wir haben damit gezeigt, daß +
n
Λ2 (Xn) dicht in Λ2 (X) liegt. Damit ko¨nnen
wir die Konvergenz der Kunita-Watanabe-Zerlegungen bezu¨glich der endlich-
dimensionalen Prozesse Xn gegen die Zerlegung bezu¨glich X beweisen:
Satz 4.9 Sei C aus L2(P ), FT -meßbar mit den Kunita-Watanabe-Zerlegungen
C = EP [C] +
∫ T
0
ξt dXt + Y
= EP [C] +
∫ T
0
ξnt dX
n
t + Y
n (n = 1, 2, . . .),
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mit Y ∈ R2(X,P)⊥ und Y n ∈ R2(Xn,P)⊥.
Dann konvergiert ξn gegen ξ in Λ2 (X) fu¨r n gegen unendlich, bzw.∫ T
0
ξnt dX
n
t
n→∞−→
∫ T
0
ξt dXt
in L2(P ) und damit auch Y n
n→∞−→ Y in L2(P ).
Beweis: Wir betrachten zuna¨chst den Fall Y = 0, also
C = EP [C] +
∫ T
0
ξt dXt.
Nach Lemma 4.6 konvergiert Y n gegen ein Y ∞ ∈
(
+
n
R2(Xn,P)
)⊥
. Da C dar-
stellbar bezu¨glich X ist, besitzt auch
Y ∞ = C − EP [C]−
∫ T
0
ξ∞t dXt,
mit ξ∞ wie in Lemma 4.6, eine Darstellung als stochastisches Integral. Sei
Y ∞ =
∫ T
0
ξY
∞
t dXt.
Dann ist ξY
∞
aus
(
+
n
Λ2 (Xn)
)⊥
. Aus Lemma 4.7 und 4.8 folgt, daß +
n
Λ2 (Xn)
dicht in Λ2 (X) liegt. Daher ist ξY
∞
orthogonal zu allen Elementen von Λ2 (X).
Da aber ξY
∞ ∈ Λ2 (X), ergibt sich
ξY
∞
= 0
P ⊗ d 〈X〉-fast sicher und somit
Y ∞ = 0
P-fast sicher. Aus Lemma 4.6 folgt daher∫ T
0
ξnt dX
n
t
n→∞−→
∫ T
0
ξt dXt
in L2(P ).
Der allgemeine Fall ergibt sich durch Anwendung des Spezialfalls auf C − Y .
2
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Dieser Satz besagt insbesondere, daß jeder quadratisch integrierbare contingent
claim C, der im undlichdimensionalen Modell duplizierbar ist, durch endlich di-
mensionale Investitionsstrategien approximiert wreden kann. Wir formulieren dies
als Korollar:
Korollar 4.10 Sei C aus L2(P ), FT -meßbar. C besitze eine Darstellung
C = EP [C] +
∫ T
0
ξt dXt.
Dann gilt:
C = L2- lim
n→∞EP [C] +
∫ T
0
ξnt dX
n
t ,
mit ξn (n = 1, 2, . . .) wie in Satz 4.9.
4.4 Die Clark-Formel
Die Vollsta¨ndigkeit eines durch einen stochastischen Prozeß X modellierten, ar-
bitragefreien Finanzmarktes garantiert, daß eine (hinreichend integrierbare) FT -
meßbare Zufallsvariable Z eine Darstellung
Z = EQ[Z] +
∫ T
0
ξt dXt
als stochastisches Integral besitzt, wobei Q das (in diesem Fall eindeutige)
a¨quivalente Martingalmaß fu¨r X ist. Dies bedeutet, daß der contingent claim Z
durch eine selbstfinanzierende Investitionsstrategie ξ dupliziert (gehedget) wer-
den kann und dazu ein Startkapital von EQ[Z] no¨tig ist. Dabei wird aber noch
keine Aussage daru¨ber gemacht, wie die Strategie ξ konkret aussieht. Eine Teilant-
wort hierzu gibt die Clark-Formel, die eine Darstellung fu¨r den Integranden ξ im
Fall, daß X eine eindimensionale Brownsche Bewegung ist, gibt. Eine Verallge-
meinerung der Clark-Formel fu¨r die unendlichdimensionale Brownsche Bewegung
(also abza¨hlbar viele unabha¨ngige Brownsche Bewegungen) wird von J. Blum in
[Blu86] gegeben. Dort wird zuna¨chst eine Clark-Formel fu¨r das Brownsche Blatt
hergeleitet, die dann via Transformation auf die unendlichdimensionale Brown-
sche Bewegung u¨bertragen wird.
In diesem Abschnitt wollen wir eine Version der Clark-Formel fu¨r eine
Hilbertraum-wertige Brownsche Bewegung mit Covarianzoperator C (Definiti-
on 2.4) beweisen. Unser Ansatz beruht auf einer direkten U¨bertragung der Be-
weistechnik von Bismut ([Bis86]). Ein zentraler Punkt ist dabei eine partielle
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Integrationsformel fu¨r die Brownsche Bewegung, die mit Hilfe eines Maßwech-
sels hergeleitet wird. Unsere Form der Clark-Formel unterscheidet sich von der
endlichdimensionalen Version und von derjenigen Blums dadurch, daß der Covari-
anzoperator C in der im folgenden eingefu¨hrten Variante der Malliavin-Ableitung
eine wesentliche Rolle spielt und auch in der Clark-Formel selbst auftaucht.
Zuna¨chst erinnern wir noch kurz an den Begriff der Malliavin-Differenzierbarkeit
im eindimensionalen Fall. Sei dazu H der Raum der absolutstetigen, in 0 ver-
schwindenden Funktionen auf [0, 1] mit quadrat-integrierbarer Ableitung, also
H =
{
f ∈ C[0, 1]
∣∣∣∣f(0) = 0, f(t) = ∫ t
0
f˙(s) ds,
∫ 1
0
f˙(t)2 dt <∞
}
.
Versehen mit dem Skalarprodukt
〈f, g〉H :=
∫ 1
0
f˙(t) g˙(t) dt
ist H ein Hilbertraum.
Definition 4.11 (Malliavin-Differenzierbarkeit) Eine Abbildung
F : C[0, 1] → IR heißt Malliavin-differenzierbar oder H-differenzierbar in
x ∈ C[0, 1], falls es ein ∇F (x) ∈ H gibt, so daß fu¨r alle h ∈ H
lim
→0
F (x+  h)− F (x)

= 〈∇F (x), h〉H
ist.
Im folgenden betrachten wir das kanonische Modell einer Brownschen Bewegung
mit Werten in einem separablen Hilbertraum H und Covarianzoperator C, also
Ω = C0([0, 1], H) der Raum der stetigen H-wertigen Funktionen f mit f(0) = 0,
Wt(ω) = ω(t) (ω ∈ Ω), Ft = σ(Ws, 0 ≤ s ≤ t), F = F1 und passendem P ,
so daß W jetzt Brownsche Bewegung mit Werten in H und Covarianzoperator
C ist. Insbesondere ist W0 = 0. Wir betrachten im folgenden nur den Fall, daß
C invertierbar ist. Das ist keine wesentliche Einschra¨nkung, da C ein stetiger
selbstadjungierter Operator ist und H daher die orthogonale Zerlegung
H = Im(C)⊕Ker(C)
in Bild und Kern von C besitzt undW P -fast sicher nur Werte in Im(C) annimmt.
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Analog zur eindimensionalen Situation definieren wir den Hilbertraum
HH =
{
f ∈ C([0, 1], H)
∣∣∣∣f(0) = 0, f(t) = ∫ t
0
f˙(s) ds,
∫ 1
0
∥∥∥f˙(t)∥∥∥2
H
dt <∞
}
,
versehen mit dem Skalarprodukt
〈f, g〉HH :=
∫ 1
0
〈
f˙(t), g˙(t)
〉
H
dt.
Definition 4.12 (HH- und HCH-Differenzierbarkeit) Wir nennen eine Zu-
fallsvariable F ∈ L2(P ) HH-differenzierbar, falls eine meßbare Abbildung
∇F : Ω −→ HH
mit E
[
‖∇F‖2HH
]
< ∞ existiert, so daß fu¨r jeden adaptierten, produktmeßbaren
und beschra¨nkten H-wertigen Prozeß (ut)t∈[0,1] und
Ut(ω) :=
∫ t
0
us(ω) ds ∈ HH (0 ≤ t ≤ 1)
gilt:
lim
→0
F (x+  U)− F (x)

= 〈∇F,U〉HH
in L2(P ). Wir setzen dann
DtF (ω) := (∇F (ω))·(t) ∈ H.
Fu¨r den Beweis der Clark-Formel kommen wir mit einem schwa¨cheren Differen-
zierbarkeitsbegriff aus, der allerdings den Operator C involviert und infolgedes-
sen nicht nur von den Eigenschaften des Pfadraums abha¨ngt. Wir nennen eine
Zufallsvariable F ∈ L2(P ) HCH-differenzierbar, falls ∇CF (Meß- und Integrierbar-
keitsbedingingen wie fu¨r ∇F ) existiert, so daß fu¨r alle u, U wie oben gilt:
lim
→0
F (x+  C
1
2 U)− F (x)

=
〈
∇CF,U
〉
HH
in L2(P ). Wie oben setzen wir
DCt F (ω) := (∇FC(ω))·(t).
Der zweite Typ Differenzierbarkeit skaliert sozusagen den Raum relativ zum Aus-
breitungsverhalten der Brownschen Bewegung, das durch C bestimmt wird. Die
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folgende Bemerkung stellt Eigenschaften der Malliavin-Ableitung, die sich unmit-
telbar aus der Definition ergeben, zusammen:
Bemerkung 4.13 Mit den Bezeichnungen der Definition 4.12 ist fu¨r HH- bzw.
HCH-differenzierbares F
〈∇F (ω), U·(ω)〉HH = 〈D·F (ω), u·(ω)〉L2([0,1],H,dt) .
bzw. 〈
∇CF (ω), U·(ω)
〉
HH
=
〈
DC· F (ω), u·(ω)
〉
L2([0,1],H,dt)
.
Fu¨r HH-differenzierbares F gilt die Beziehung
∇CF (ω) = ∇F (C 12 ω)
und somit
DCt F (ω) = DtF (C
1
2 ω),
wobei C
1
2 ω im Sinne von (C
1
2 ω)(t) = C
1
2 (ω(t)) zu verstehen ist. So betrach-
tet bedeutet, wenn wir die Integrierbarkeitsforderung an ∇F fu¨r einen Moment
ignorieren,HCH-DifferenzierbarkeitHH-Differenzierbarkeit auf dem Bild des Pfad-
raums unter C
1
2 .
Der folgende Satz, eine Variante von Bismuts partieller Integrationsformel fu¨r
den Wienerraum, beschreibt den Zusammenhang zwischen HCH-Ableitung und
stochastischer Integration mit W :
Satz 4.14 (partielle Integration) Sei F ∈ L2(P ) HCH-differenzierbar. dann
gilt fu¨r alle u, U wie oben:
E
[〈
DC· F, u
〉
L2([0,1],H,dt)
]
= E
[〈
∇CF,U
〉
HH
]
= E
[
F
∫ 1
0
C−
1
2 us dWs
]
.
Der Beweis dieses Satzes benutzt ein Maßwechselargument mit einem exponen-
tiellen Dichtemartingal. Die Argumentation bereiten wir im folgenden vor: Wir
assoziieren zu u den reellwertigen Prozeß
Zλt (u) := exp
(
λ
∫ t
0
C−
1
2 us dWs − 1
2
λ2
∫ t
0
‖us‖2H ds
)
.
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Zλ(u) ist ein lokales Martingal (siehe dazu zum Beispiel [MP80], S. 176). Da u
beschra¨nkt ist, ist
E
[
exp
(
1
2
〈
λ
∫ ·
0
C−
1
2 us dWs
〉
t
)]
= E
[
exp
(
1
2
λ2
∫ t
0
‖us‖2H ds
)]
≤ exp
(
1
2
λ2 sup ‖u‖2H
)
< ∞.
Also ist die Novikov-Bedingung erfu¨llt und Zλ(u) somit ein echtes Martingal.
Durch
dP λ(u)
dP
:= Zλ1 (u)
wird dann ein zu P a¨quivalentes Maß P λ(u) definiert, unter dem
W λ(u) :=W − λC 12 U
eine Brownsche Bewegung mit Covarianzoperator C ist (genau wie bei der
Girsanov-Transformation im endlichdimensionalen Fall, siehe [MP80], S.176). Da-
her gilt:
EP
[
F (W λ(u))Zλ1 (u)
]
= EPλ(u)
[
F (W λ(u))
]
= EP [F (W )] . (4.10)
Das folgende Lemma untersucht die Asymptotik von Zλ(u), wenn λ gegen Null
geht.
Lemma 4.15 Es gilt:
Zλ1 (u)− 1
λ
λ→0−→
∫ 1
0
C−
1
2 us dWs
in L2(P ).
Beweis: Aus der Itoˆ-Formel folgt, daß
Zλ1 (u) = 1 + λ
∫ 1
0
Zλs (u)C
− 1
2 us dWs
ist und daher
Zλ1 (u)− 1
λ
−
∫ 1
0
C−
1
2 us dWs =
∫ 1
0
(Zλs (u)− 1)C−
1
2 us dWs.
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Die rechte Seite dieser Gleichung la¨sst sich wie folgt abscha¨tzen:
E
[(∫ 1
0
(Zλs (u)− 1)C−
1
2 us dWs
)2]
= E
[∫ 1
0
(Zλs (u)− 1)2 ‖us‖2H ds
]
≤ ‖u‖2∞ E
[∫ 1
0
(Zλs (u)− 1)2 ds
]
≤ ‖u‖2∞ E
[
(Zλ1 (u)− 1)2
]
,
da ((Zλt (u) − 1)2)t∈[0,1] ein Submartingal ist. Es reicht also zu zeigen, daß Zλ1 (u)
fu¨r λ gegen Null in L2(P ) gegen Eins konvergiert. Da fu¨r alle p > 1
E
[
(Zλ1 (u)
p)
]
= E
[
exp
(
1
2
p (p− 1)λ2
∫ 1
0
‖us‖2H ds
)]
≤ exp
(
1
2
p (p− 1)λ2 ‖u‖∞
)
ist, ist die Familie
(
Zλ1 (u)
)
0<λ≤1 gleichma¨ßig quadratisch integrierbar. Somit folgt
aus der P -fast sicheren Konvergenz von Zλ1 (u) gegen 1 die Konvergenz in L
2(P ).
2
Nach dieser Vorarbeit ko¨nnen wir jetzt die partielle Integrationsformel beweisen:
Beweis: (Satz 4.14) Die erste Gleichung ergibt sich direkt aus Bemerkung 4.13.
Aus Gleichung (4.10) folgt
E
[
F (W λ(u))Zλ1 (u)
λ
]
= E
[
F (W )
λ
]
und somit
E
F (W − λC 12 U)− F (W )
λ
Zλ1 (u)
 = −E[F (W ) Zλ1 (u)− 1
λ
]
. (4.11)
Nach dem Lemma gilt fu¨r die rechte Seite dieser Gleichung
−E
[
F (W )
Zλ1 (u)− 1
λ
]
λ→0−→ −E
[
F (W )
∫ 1
0
C−
1
2 us dWs
]
.
Die linke Seite von (4.11) la¨sst sich wie folgt umformen:
E
F (W − λC 12 U)− F (W )
λ
Zλ1 (u)

= E
F (W − λC 12 U)− F (W )
λ
+
〈
∇CF,U
〉
HH
 Zλ1 (u)
− E[〈∇CF,U〉HH Zλ1 (u)
]
.
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Der erste Term der rechten Seite konvergiert aufgrund der L2-Konvergenz von
Zλ1 (u) und des Differenzenquotienten gegen Null, und da
〈
∇CF,U
〉
HH
in L2(P )
liegt, folgt aus der L2-Konvergenz von Zλ1 (u) gegen 1
E
[〈
∇CF,U
〉
HH
Zλ1 (u)
]
λ→0−→ E
[〈
∇CF,U
〉]
HH
.
Damit haben wir den Satz bewiesen.
2
Unsere Version der Clark-Formel ist eine direkte Konsequenz aus der in Satz 4.14
hergeleiteten Dualita¨t von HCH-Ableitung und stochastischem Integral.
Satz 4.16 (Clark-Formel) Fu¨r HCH-differenzierbares F ∈ L2(P ) gilt:
F = E[F ] +
∫ 1
0
C−
1
2 E
[
DCt F
∣∣∣Ft] dWt.
Beweis: Sei o.B.d.A. E[F ] = 0. Ist V ein dichter Unterraum von L2(P ), so folgt
die Aussage des Satzes, wenn
E[F G] = E
[
G
∫ 1
0
C−
1
2 E
[
DCt F
∣∣∣Ft] dWt]
fu¨r alle G ∈ V gilt. Als V wa¨hlen wir den Raum aller Zufallsvariablen der Form
G = E[G] +
∫ 1
0
C−
1
2 us dWs,
wobei u die in der Definition 4.12 geforderten Eigenschaften hat. Da die Menge
der zula¨ssigen u insbesondere die Bilder aller elementaren H-wertigen Prozesse
unter C
1
2 entha¨lt und W die Darstellungseigenschaft besitzt, liegt V dicht in
L2(P ). Fu¨r G ∈ V folgt aus Satz 4.14
E[F G] = E
[
F
∫ 1
0
C−
1
2 ut dWt
]
= E
[∫ 1
0
〈
DCt F, ut
〉
H
dt
]
=
∫ 1
0
E
[〈
DCt F, ut
〉
H
]
dt,
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mit dem Satz von Fubini. Da u adaptiert ist, ko¨nnen wir jetzt die bedingte Er-
wartung einfu¨hren und abermals Fubini anwenden. Dann erhalten wir
E[F G] =
∫ 1
0
E
[〈
DCt F, ut
〉
H
]
dt
=
∫ 1
0
E[〈E[DtF | Ft] , ut〉H ] dt
= E
[∫ 1
0
〈E[DtF | Ft] , ut〉H dt
]
= E
[∫ 1
0
C−
1
2 E[DtF | Ft] dWt
∫ 1
0
C−
1
2 ut dWt
]
= E
[
G
∫ 1
0
C−
1
2 E[DtF | Ft] dWt
]
,
und somit das gewu¨nschte Resultat.
2
Somit haben wir fu¨r die H-wertige Brownsche Bewegung fast dieselben Formeln
hergeleitet wie fu¨r ein abza¨hlbares Produkt von Brownschen Bewegungen. Das
Auftauchen des Covarianzoperators C in den Gleichungen spiegelt dabei die Tat-
sache wider, daß die Struktur der H-wertigen Brownschen Bewegung nicht voll-
kommen symmetrisch ist.
Kapitel 5
Martingalmaße und
asymptotische Arbitrage
Das “(first) fundamental theorem of asset pricing” besagt, daß die Existenz ei-
nes a¨quivalenten Martingalmaßes fu¨r den Preisprozeß im wesentlichen a¨quivalent
zur Arbitragefreiheit des Marktes ist. Ein Markt ist arbitragefrei, wenn es nicht
mo¨glich ist, mit einer Investitionsstrategie ohne Verlustrisiko mit positiver Wahr-
scheinlichkeit Gewinn zu machen. Dieses Meta-Theorem fand seine allgemein-
sten Konkretisierungen fu¨r endlichdimensionale Preisprozesse in den Arbeiten
[DS94] und [DS98] von Delbaen und Schachermayer. Dabei muß im Falle lokal
beschra¨nkter Preisprozesse (behandelt in [DS94]) die No-Arbitrage-Bedingung
durch eine asymptotische Form (“No Free Lunch With Vanishing Risk”(NFLVR))
ersetzt werden. Will man auf die lokale Beschra¨nktheit verzichten, so ist NFLVR
nur noch a¨quivalent zur Existenz eines a¨quivalenten Sigma-Martingal-Maßes.
Ein allgemeines Resultat fu¨r den unendlichdimensionalen Fall leitet I. Klein in
[Kle00] her. Sie arbeitet dabei im Rahmen eines “Large Financial Markets”, ein
von Kabanov und Kramkov in [KK96] entwickeltes Konzept einer Folge von Fi-
nanzmarktmodellen mit je endlich vielen Preisprozessen von Wertpapieren, zum
Beispiel den jeweils n ersten aus einer abza¨hlbaren Menge von Wertpapieren.
Wir wollen in diesem Kapitel kein Resultat von der Allgemeinheit der in
den obigen Arbeiten gefundenen Ergebnisse herleiten, sondern stattdessen die
Tragfa¨higkeit intuitiver No-Arbitrage-Begriffe in spezielleren Situationen unter-
suchen. Dabei betrachten wir zum einen die von Kabanov und Kramkov in [KK96]
eingefu¨hrten Formen asymptotischer Arbitrage, zum anderen ein Konzept asym-
ptotischer Arbitrage, das in enger Beziehung zu den Resultaten von Delbaen
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([Del92]) u¨ber Martingalmaße fu¨r Prozesse mit stetigen und beschra¨nkten Pfa-
den steht.
5.1 Asymptotische Arbitrage der ersten und
zweiten Art
Kabanov und Kramkov betrachten in [KK96] einen sogenannten “Large Finan-
cial Market”. Das ist eine abza¨hlbare Folge von Finanzmarktmodellen mit jeweils
endlich vielen Preisprozessen, bzw. einem endlichdimensionalen Preisprozeß. Da-
bei muß a priori keinerlei Beziehung zwischen den einzelnen Modellen bestehen.
In diesem Kontext definieren und untersuchen sie zwei verschiedene Varianten
der Abwesenheit von asymptotischer Arbitrage. Wir formulieren diese fu¨r den
uns interessierenden Fall eines Finanzmarktes mit unendlich vielen Assets. Hier
ist der entsprechende “Large Financial Market” die mit n indizierte Folge der
Teilmarktmodelle, in denen jeweils nur mit den ersten n Wertpapieren gehandelt
werden kann.
Seien dazu (X1t )0≤t≤T , (X
2
t )0≤t≤T , . . . reelle, lokal beschra¨nkte Semimartingale
auf einem filtrierten Wahrscheinlichkeitsraum (Ω,F , (Ft)0≤t≤T , P ). Zum Bei-
spiel ko¨nnen X1, X2, . . . die Koordinaten eines Hilbertraum-wertigen lokal be-
schra¨nkten Semimartingals bezu¨glich einer Orthonormalbasis sein - ein Spezial-
fall, auf den wir noch zuru¨ckkommen werden. (F1t )0≤t≤T , (F2t )0≤t≤T , . . . seien Fil-
trierungen mit
F1t ⊂ F2t ⊂ · · · ⊂ Ft
fu¨r alle t ≥ 0, so daß fu¨r alle n X1, . . . , Xn Fn-adaptiert sind. Ft sei die von der
Vereinigung der Fnt (n = 1, 2, . . .) erzeugte σ-Algebra. Wir nehmen an, daß fu¨r
jedes n ein auf FnT zu P a¨quivalentes Maß Qn existiert, unter dem
X(n) := (X1, . . . , Xn)
ein n-dimensionales lokales Martingal ist. Eine Fn-Strategie ξ ist ein IRn-wertiger
Fn-previsibler Prozeß, fu¨r den ∫ t0 ξs dX(n)s fu¨r alle t ∈ [0, T ] wohldefiniert ist. Zu
einer Fn-Strategie ξ und einem Startkapital x0 ∈ IR sei
Vt(x0, ξ) := x0 +
∫ t
0
ξs dX
(n)
s
die Wertentwicklung des Portfolios.
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Definition 5.1 (Asymptotische Arbitragemo¨glichkeiten) Eine Folge von
Fn-Strategien (ξn)n=1,2,... und Werten xn ∈ IR ist eine asymptotische Arbitra-
gemo¨glichkeit der ersten Art, wenn
i) Vt(x
n, ξn) ≥ 0 fu¨r alle t ∈ [0, T ] und alle n;
ii) lim
n→∞V0(x
n, ξn) = 0, also lim
n→∞x
n = 0;
iii) lim
n→∞P [VT (x
n, ξn) ≥ 1] > 0.
Eine Folge von Fn-Strategien (ξn)n=1,2,... und Werten xn ∈ IR ist eine asymptoti-
sche Arbitragemo¨glichkeit der zweiten Art, wenn
i) Vt(x
n, ξn) ≤ 1 fu¨r alle t ∈ [0, T ] und alle n;
ii) lim
n→∞V0(x
n, ξn) > 0, also lim
n→∞x
n > 0;
iii) lim
n→∞P [VT (x
n, ξn) ≥ ] = 0 fu¨r alle  > 0.
Eine asymptotische Arbitragemo¨glichkeit erster Art ist demnach eine asymptoti-
sche Variante des u¨blichen Arbitragebegriffs: Es gibt eine Investitionsstrategie, die
ohne Verlustrisiko (Punkt i), mit (asymptotisch) verschwindendem Starteinsatz
(Punkt ii) eine nicht-negative Auszahlung (wieder Punkt i) erbringt, die nicht
P -fast sicher konstant Null ist (Punkt iii). Die Definition der asymptotischen Ar-
bitragemo¨glichkeit zweiter Art ist zuna¨chst weniger anschaulich, da sie eher nach
einer Verluststrategie aussieht. Es wird aber deutlicher, daß auch hier ein Fall
von (asymptotischer) Arbitrage vorliegt, wenn wir das ganze etwas umformen.
Bemerkung 5.2 Setzen wir in der Definition der asymptotischen Arbitra-
gemo¨glichkeit zweiter Art x∞ := lim
n→∞x
n (der Limes soll nach Punkt ii) existieren)
und definieren
yn :=
x∞ − xn
x∞
, ηt := − ξt
x∞
(t ∈ [0, T ]), sowie c := x
∞ − 1
x∞
,
so erhalten wir die a¨quivalente Definition:
Eine Folge von Fn-Strategien (ηn)n=1,2,... und Werten yn ∈ IR ist eine asymptoti-
sche Arbitragemo¨glichkeit der zweiten Art, wenn
i) Vt(y
n, ηn) ≥ c fu¨r ein c ≤ 0 und alle t ∈ [0, T ];
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ii) lim
n→∞V0(y
n, ηn) = 0, also lim
n→∞ y
n = 0;
iii) lim
n→∞P [VT (y
n, ηn) ≤ 1− ] = 0 fu¨r alle  > 0.
Der Unterschied zwischen den beiden Arten von asymptotischer Arbitrage be-
steht also darin, daß bei der ersten Art keinerlei Risiko wa¨hrend des gesamten
Zeitraumes [0, T ] besteht, da der Wertverlauf nicht-negativ ist, man also auch
bei vorzeitiger Portfolioauflo¨sung ho¨chstens den (asymptotisch verschwindenden)
Starteinsatz verliert, wa¨hrend man bei der zweiten Art ein durch c beschra¨nktes
Risiko eingehen muß. Dafu¨r hat man hier asymptotisch die Gewißheit, mindestens
einen Betrag von 1 zu gewinnen, wa¨hrend man im ersten Fall nur eine positive
Gewinnchance hat.
Beispielmodelle, in denen jeweils genau eine dieser Arten von asymptotischer
Arbitrage mo¨glich ist, stellen wir im folgenden Kapitel vor. Sie sind etwas um-
fangreicher und wu¨rden daher den Fluß diese Kapitels sto¨ren, wenn wir sie an
dieser Stelle bra¨chten.
Kabanov und Kramkov definieren die Abwesenheit von asymptotischer Arbitrage
der ersten/zweiten Art als Nichtexistenz einer Arbitragemo¨glichkeit im Sinne von
Definition 5.1. Dabei wird dies nicht nur fu¨r die (in der Definition gebrauchte)
Indexfolge n = 1, 2, . . . verlangt, sondern auch fu¨r jede Teilfolge davon. Dies ist in
der von ihnen betrachteten Allgemeinheit no¨tig, da die einzelnen Modelle vo¨llig
verschieden sein ko¨nnen. In unserer Situation sind alle Teilmodelle des “Large
Financial Market” jedoch von einem einzigen unendlichdimensionalen Modell ab-
geleitet, und das n + k-te Modell ist eine Erweiterung des n−ten um k Assets.
Jede zula¨ssige Portfoliostrategie im n-ten Modell ist daher auch eine zula¨ssige
Strategie fu¨r das n+ k-te. Daher genu¨gt es fu¨r unseren Fall, die Abwesenheit von
asymptotischer Arbitrage fu¨r Folgen zu fordern, die u¨ber die gesamte Indexmenge
definiert sind.
Definition 5.3 (Abwesenheit von asymptotischer Arbitrage) Die Abwe-
senheit von asymptotischer Arbitrage der ersten bzw. zweiten Art (kurz mit
NAA1 bzw. NAA2 bezeichnet) ist die Nichtexistenz einer Folge von Fn-Strategien
(ξn)n=1,2,... und Werten x
n ∈ IR, die die Bedingungen des entsprechenden Teils von
Definition 5.1 erfu¨llen.
Kabanov und Kramkov setzen die Abwesenheit von asymptotischer Arbitrage in
Beziehung zur Kontiguita¨t (contiguity) von Folgen von Martingalmaßen (eins zu
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jedem Teilmodell) zu den Referenzmaßen auf den jeweiligen Teilmodellen. Die
Kontiguita¨t zweier Folgen von Maßen ist wie folgt definiert:
Definition 5.4 (Contiguity) Sei (Ωn,Fn) (n = 1, 2, . . .) eine Folge von meßba-
ren Ra¨umen. (Pn)n=1,2,... und (Qn)n=1,2,... seien zwei Folgen von Wahrscheinlich-
keitsmaßen auf (Ωn,Fn), also Pn und Qn Wahrscheinlichkeitsmaße auf Ωn fu¨r alle
n. Dann heißt die Folge (Qn)n=1,2,... contiguous zur Folge (Pn)n=1,2,... (geschrieben:
(Qn) (Pn)), falls fu¨r jede Folge von Mengen An ∈ Fn mit Pn[An] n→∞−→ 0 auch
Qn[An]
n→∞−→ 0 gilt. Dies beschreibt eine Art asymptotischer Absolutstetigkeit
der Qn zu den Pn.
In Proposition 2 in [KK96] zeigen Kabanov und Kramkov fu¨r den Fall, daß in
jedem Teilmarkt genau ein zum Referenzmaß P n a¨quivalentes Martingalmaß Qn
existiert, die folgenden A¨quivalenzen: Die Abwesenheit von asymptotischer Arbi-
trage der ersten Art ist a¨quivalent zu (Pn)(Qn) und die Abwesenheit von asym-
ptotischer Arbitrage der zweiten Art ist a¨quivalent zu (Qn)  (Pn). Wir wollen
hier eine teils allgemeinere, teils speziellere Situation untersuchen. Wir betrach-
ten, wie bereits oben ausgefu¨hrt, die Situation, daß die Teilma¨rkte des Large
Financial Markets eine aufsteigende Folge von endlichdimensionalen Teilma¨rkten
eines unendlichdimensionalen Finanzmarktes sind. Statt die Eindeutigkeit des
a¨quivalenten Martingalmaßes auf jedem Teilmarkt zu fordern, verlangen wir nur,
daß es genau ein Maß Q gibt, daß in allen Teilma¨rkten ein a¨quivalentes Martin-
galmaß ist. Dies entspricht der Existenz eines eindeutigen zu P lokal a¨quivalenten
Martingalmaßes. In dieser Situation wollen wir untersuchen, ob die Abwesenheit
von asymptotischer Arbitrage in Beziehung steht zur Absolutstetigkeit von Q zu
P oder ungekehrt.
Grundlage fu¨r unsere Resultate sind Theorem 2.1 und 2.2 aus [KS96], die wir im
folgenden Satz zusammenfassen:
Satz 5.5 (Klein/Schachermayer) Es gibt in einem Large Financial Market
(Ωn,Fn, P n, Xn)n=1,2,... genau dann keine Arbitragemo¨glichkeit der ersten Art,
wenn es eine Folge von zu P n a¨quivalenten Martingalmaßen Qn gibt, so daß
(P n) (Qn).
Es gibt genau dann keine Arbitragemo¨glichkeit der zweiten Art, wenn zu jedem
 > 0 zu P n a¨quivalente Martingalmaße Qn und ein δ > 0 existieren, so daß fu¨r
alle Mengen An ∈ Fn aus P n[An] < δ folgt, daß Qn[An] <  ist.
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Wir beno¨tigen fu¨r die Hauptresultate dieses Abschnitts noch eine alternative
Charakterisierung der Kontiguita¨t, die durch folgendes Lemma gegeben ist:
Lemma 5.6 Seien (Ωn,Fn) (n = 1, 2, . . .), (Pn)n=1,2,... und (Qn)n=1,2,... wie in
Definition 5.4. Dann sind a¨quivalent:
i) (Qn) (Pn);
ii) fu¨r jede Folge von gleichma¨ßig beschra¨nkten nicht-negativen Fn-meßbaren
Funktionen gn folgt aus EPn [gn]
n→∞−→ 0, daß auch EQn [gn] n→∞−→ 0 gilt.
Beweis: Da Indikatorfunktionen die Bedingungen an die gn erfu¨llen, folgt i) aus
ii). Die umgekehrte Richtung zeigen wir mit maßtheoretischer Induktion. Wir
nehmen an, daß i) gilt. Dann folgt zuna¨chst nach Definition die Aussage ii) fu¨r
Indikatorfunktionen. Haben nun die gn die Gestalt
gn =
m∑
i=1
αni 1Ani
mit αni > 0, A
n
i ∈ Fn, Ani fu¨r festes n paarweise disjunkt, und m ∈ IN fest,
so folgt aus lim
n→∞EPn [gn] = 0, daß Pn[A
n
i ] fu¨r jedes i ∈ {1, 2, . . . ,m} gegen Null
konvergiert, also nach i) auch Qn[A
n
i ] gegen Null geht und damit limn→∞EQn [gn] = 0
ist, da die Anzahl der Summanden fest ist. Sei gn jetzt eine Folge von Fn-meßbaren
nicht-negativen und nach oben gleichma¨ßig durch c <∞ nach oben beschra¨nkten
Funktionen. Mit der Definition
gmn :=
m∑
i=2
i− 1
m
c 1{gn∈( i−1m c, im c]} (m = 2, 3, . . .)
ist offenbar fu¨r alle n gn der monotone Limes der g
m
n fu¨r m gegen unendlich.
Ist nun lim
n→∞EPn [gn] = 0, so ist auch limn→∞EPn [g
m
n ] = 0 fu¨r alle m und damit auch
lim
n→∞EQn [g
m
n ] = 0 nach dem vorhergehenden Beweisschritt. Da
sup
ω∈Ωn
(gn(ω)− gmn (ω)) ≤
c
m
ist, folgt fu¨r die Funktionen gn
EQn [gn] ≤ EQn [gmn ] +
c
m
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fu¨r alle n und m und somit
lim sup
n→∞
EQn [gn] ≤ limn→∞EQn [g
m
n ] +
c
m
=
c
m
.
Da dies fu¨r alle m gilt, folgt die Behauptung.
2
In der uns interessierenden Situation ist Ωn = Ω fu¨r alle n, und die σ-Algebren
F1,F2, . . . sind aufsteigend und erzeugen eine globale σ-Algebra F . Das folgende
Lemma stellt die Beziehung zwischen globaler (also auf F) Absolutstetigkeit von
Maßen und der Kontiguita¨t ihrer Einschra¨nkungen auf Fn dar:
Lemma 5.7 Ist Ωn = Ω fu¨r alle n = 1, 2, . . . und sind F1 ⊂ F2 ⊂ . . . ⊂ F σ-
Algebren auf Ω mit F = σ (⋃∞n=1Fn), so ist fu¨r Wahrscheinlichkeitsmaße P und
Q auf (Ω,F) die Absolutstetigkeit von P zu Q a¨quivalent zu
(
P|Fn
)

(
Q|Fn
)
.
Beweis: Wir schreiben im folgenden kurz P n statt P|Fn und entsprechendes fu¨r
Q. Wir zeigen als erstes, daß aus der Absolutstetigkeit die Kontiguita¨t folgt: Wir
nehmen an, daß es eine Folge von Mengen An ∈ Fn (n = 1, 2, . . .) gibt mit
lim
n→∞Q
n[An] = 0, (5.1)
aber
lim sup
n→∞
P n[An] >  > 0. (5.2)
ist und fu¨hren dies zum Widerspruch: Die Absolutstetigkeit von P zu Q besagt,
daß es ein δ > 0 gibt, so daß fu¨r A ∈ F aus Q[A] ≤ δ P [A] ≤  folgt. Aus (5.1)
folgt: Es gibt ein n0(δ) ∈ IN, so daß Qn[An] ≤ δ fu¨r alle n ≥ n0(δ) ist. Dann muß
aber auch P n[An] ≤  fu¨r alle n ≥ n0(δ) sein. Dies ist ein Widerspruch zu (5.2).
Also folgt aus (5.1) limn→∞ P n[An] = 0 und damit (P n) (Qn).
Jetzt mu¨ssen wir noch zeigen, daß aus der Kontiguita¨t die Absolutstetigkeit folgt.
Nach Lemma 5.6 ist (P n) (Qn) a¨quivalent dazu, daß fu¨r alle Folgen (gn)n=1,2,...
von gleichma¨ßig beschra¨nkten, nicht negativen Fn-meßbaren Funktionen gn gilt:
Ist
lim
n→∞EQn [g
n] = 0,
so folgt
lim
n→∞EP [g
n] = lim
n→∞EPn [g
n] = 0. (5.3)
60
Sei nun
Dn :=
dQn
dP n
=
dQ
dP |Fn
und
D∞ := lim
n→∞D
n.
Dann gilt: P ist absolutstetig zu Q auf F genau dann, wenn P -fast sicher D∞ > 0
ist. Wir setzen
gn := P [D∞ = 0 | Fn] 1{Dn<c}
fu¨r ein c > 0. Dabei wa¨hlen wir eine P -Version von gn so, daß die Werte von gn
u¨berall im Intervall [0, 1] liegen. Es gilt
P [D∞ = 0 | Fn] n→∞−→ 1{D∞=0}
P -fast sicher, und fu¨r alle n ist 1{Dn<c} ≤ 1, also konvergiert gn auf der Menge
{D∞ > 0} P -fast sicher gegen 0. Da außerdem Dn P -fast sicher gegen D∞ geht,
gilt
1{Dn<c}
n→∞−→ 1,
P -fast sicher auf {D∞ = 0}. Damit konvergiert gn P -fast sicher gegen 1{D∞=0}
und auch in L1(P ), da |gn| ≤ 1.
Betrachten wir nun das Verhalten von gn fu¨r n gegen unendlich unter Q. Es ist
EQ[g
n] = EQ
[
P [D∞ = 0 | Fn] 1{Dn<c}
]
= EP
[
Dn 1{Dn<c} P [D∞ = 0 | Fn]
]
n→∞−→ 0,
da
Dn 1{Dn<c} P [D∞ = 0 | Fn] n→∞−→ 0
P -fast sicher und dieser Ausdruck durch c beschra¨nkt ist. Damit konvergiert gn
in L1(Q) gegen 0. Aus (5.3) folgt daher, daß auch
lim
n→∞EP [g
n] = 0
ist. Da gn, wie oben gezeigt in L1(P ) gegen 1{D∞=0} konvergiert, folgt
P [D∞ = 0] = 0
und damit die Absolutstetigkeit von P zu Q.
2
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Als ersten Teil des Hauptresultat dieses Abschnitts zeigen wir nun, daß in dem
oben ausgefu¨hrten Fall, daß es nur einen Kandidaten Q fu¨r ein a¨quivalentes Mar-
tingalmaß gibt, aus der Absolutstetigkeit von P zu Q bzw. Q zu P jeweils die
Abwesenheit einer der beiden Arten von asymptotischer Arbitrage folgt. Dies ist
eine Anwendung von Satz 5.5 und Lemma 5.7.
Satz 5.8 Seien (X1t )0≤t≤T , (X
2
t )0≤t≤T , . . . reellwertige, lokal beschra¨nkte Se-
mimartingale auf einem filtrierten Wahrscheinlichkeitsraum (Ω,F , (Ft)0≤t≤T , P ).
(F1t )0≤t≤T , (F2t )0≤t≤T , . . . seien Filtrierungen mit
F1t ⊂ F2t ⊂ · · · ⊂ Ft
fu¨r alle t ≥ 0, so daß fu¨r alle n X1, . . . , Xn Fn-adaptiert sind. Ft sei die von
der Vereinigung der Fnt (n = 1, 1 . . .) erzeugte σ-Algebra und F = FT . Pna sei
die Menge Pn aller zu P auf FnT absolutstetigen Wahrscheinlichkeitsmaße, unter
denen X1, . . . , Xn lokale Martingale sind. Entsprechend sei Pn die Menge aller
zu P auf FnT a¨quivalenten (lokalen) Martingalmaße fu¨r X1, . . . , Xn. Wir nehmen
an, daß genau ein Maß Q auf F existiert, das fu¨r alle n ein Element von Pn ist.
Dann gilt:
i) Aus der Absolutstetigkeit von P zu Q folgt die Abwesenheit von asymptoti-
scher Arbitrage der ersten Art (NAA1).
ii) Aus der Absolutstetigkeit von Q zu P folgt die Abwesenheit von asymptoti-
scher Arbitrage der zweiten Art (NAA2).
Beweis: Zu Teil i): In dieser Situation ist nach Satz 5.5 die Abwesenheit von
asymptotischer Arbitrage der ersten Art (NAA1) a¨quivalent dazu, daß eine Folge
Q˜n ∈ Pn (n = 1, 2, . . .) existiert, so daß
(P n) (Q˜n),
wobei P n := P|FnT ist. Nach Lemma 5.7 folgt aus der Absolutstetigkeit von P
zu Q, daß
(
P|FnT
)

(
Q|FnT
)
ist und damit die Abwesenheit von asymptotischer
Arbitrage der ersten Art.
Zu Teil ii): Ist Q absolutstetig zu P , so ist das /δ-Kriterium in Satz 5.5 mit
Qn = Q|FnT erfu¨llt, da dann sogar fu¨r alle A ∈ FT zu  > 0 ein δ > 0 existiert, so
daß aus P [A] < δ folgt, daß Q[A] <  ist.
2
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Um auch umgekehrt zeigen zu ko¨nnen, daß aus NAA1 bzw. NAA2 die Absolutste-
tigkeit von P zu Q bzw. Q zu P folgt, beno¨tigen wir eine zusa¨tzliche technische
Bedingung an die Mengen der a¨quivalenten Martingalmaße auf den einzelnen
Teilma¨rkten. Diese mu¨ssen, zumindest fu¨r großes n kompakt in der durch den
Variationsabstand definierten Topologie sein. Zur Erinnerung:
Definition 5.9 (Variationsabstand) Sei (Ω,F) ein meßbarer Raum und E die
Menge aller endlichen Partitionen von Ω in meßbare Mengen. Ms(Ω) sei der
Vektorraum aller endlichen signierten Maße auf Ω Auf Ms(Ω) wird durch die
totale Variation eines Maßes µ, die durch
‖µ‖ := sup
(Ei)∈E
∑
i
|µ[Ei]| (5.4)
gegeben ist, eine Norm definiert. Die dazu assoziierte Metrik
dVar (P,Q) := ‖P −Q‖
bezeichnen wir als Variationsabstand von P und Q.
Eine im folgenden wichtige alternative Charakterisierung des Variationsabstands,
wenn P und Q Wahrscheinlichkeitsmaße sind, gibt das folgende Lemma:
Lemma 5.10 Fu¨r Wahrscheinlichkeitsmaße P und Q auf (Ω,F) gilt
dVar (P,Q) =
∫
Ω
∣∣∣∣∣dPdR − dQdR
∣∣∣∣∣ dR
fu¨r jedes R ∈ M1(Ω) mit P  R und Q  R (also zum Beispiel fu¨r
R = 1
2
(P +Q)).
Ein Beweis dieser Aussage findet sich zum Beispiel in [Pin64], S. 6-7.
Satz 5.11 Es gelten die Bezeichnungen und Voraussetzungen in Satz 5.8.
Zusa¨tzlich sei Pna fu¨r hinreichend große n kompakt in der Variationstopologie,
also {
dQn
dP |FnT
, Qn ∈ Pna
}
kompakt in L1(P ). Dann gelten folgende A¨quivalenzen:
i) Die Abwesenheit von asymptotischer Arbitrage der ersten Art (NAA1) ist
a¨quivalent zur Absolutstetigkeit von P zu Q.
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ii) Die Abwesenheit von asymptotischer Arbitrage der zweiten Art (NAA2) ist
a¨quivalent zur Absolutstetigkeit von Q zu P .
Gilt also (NAA1) und (NAA2), so ist Q ein a¨quivalentes (lokales) Martingalmaß
fu¨r alle Xn (n = 1, 2, . . .).
Bevor wir diesen Satz beweisen, fassen wir einige beide Teilaussagen betreffende
Vorbetrachtungen in einem Lemma zusammen:
Lemma 5.12 Es gelten die Bezeichnungen und Voraussetzungen von Satz 5.11.
Dann gilt:
i) Jede Folge von Maßen Q˜n, Qn ∈ Pna (n = 1, 2, . . .) konvergiert in Variation
gegen Q.
ii) Fu¨r Q˜n (n = 1, 2, . . .) wie oben gilt:
lim
n→∞EP
[∣∣∣∣∣dQ˜ndP |FnT −
dQ
dP |FnT
∣∣∣∣∣
]
= 0.
Beweis: Nach Voraussetzung ist
∞⋂
n=1
Pn = {Q} .
Dann muß auch ∞⋂
n=1
Pna = {Q}
sein. Denn ga¨be es ein Q˜ ∈
∞⋂
n=1
Pna , Q˜ 6= Q, so wa¨re
1
2
(
Q+ Q˜
)
ein Element von
Pn fu¨r alle n und damit ein Element von
∞⋂
n=1
Pn. Da die Mengen Pna fu¨r hinrei-
chend großes n kompakt in der Variationstopologie sind und fu¨r alle n Pn+1a eine
Teilmenge von Pna ist, folgt daraus, daß jede Folge von Maßen Q˜n, Q˜n ∈ Pna in Va-
riation gegen Q konvergiert, also Aussage i). Weiter ist EP
[∣∣∣∣∣dQ˜ndP |FnT −
dQ
dP |FnT
∣∣∣∣∣
]
nach Lemma 5.10 der Variationsabstand zwischen Q˜n|FnT und Q|F
n
T
. Dieser kann
nicht gro¨ßer als der Variationsabstand zwischen Q˜n und Q sein, da das Supremum
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in (5.4) u¨ber weniger Partitionen genommen wird. Da dVar
(
Q˜n, Q
)
gegen Null
konvergiert, folgt
lim
n→∞EP
[∣∣∣∣∣dQ˜ndP |FnT −
dQ
dP |FnT
∣∣∣∣∣
]
= 0,
also Aussage ii).
2
Beweis: (von Satz 5.11) Wir mu¨ssen nur noch zeigen, daß aus NAA1 P  Q
und aus NAA2 Q P folgt.
Teil i): Nach Satz 5.5 folgt aus der Abwesenheit von asymptotischer Arbitrage
der ersten Art (NAA1), daß eine Folge Q˜n ∈ Pn (n = 1, 2, . . .) existiert, so daß
(P n) (Q˜n),
wobei P n := P|FnT ist. Wir wollen zeigen, daß dann auch (P
n) 
(
Q|FnT
)
gilt
und somit nach Lemma 5.7 Q absolutstetig zu P auf FT ist. Sei dazu An ∈ FnT
(n = 1, 2, . . . eine Folge meßbarer Mengen mit
lim
n→∞Q
n[An] = 0,
mit Qn := Q|FnT . Es ist
∣∣∣Q˜n[An]−Qn[An]∣∣∣ =
∣∣∣∣∣EP
[(
dQ˜n
dP |FnT
− dQ
dP |FnT
)
1An
]∣∣∣∣∣
≤ EP
[∣∣∣∣∣dQ˜ndP |FnT −
dQ
dP |FnT
∣∣∣∣∣
]
n→∞−→ 0
nach Lemma 5.12. Damit gilt auch
lim
n→∞ Q˜
n[An] = 0.
Aus der Kontiguita¨t von (P n) zu (Q˜n) folgt daher
lim
n→∞P
n[An] = 0
und damit
(P n) (Qn).
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Aus Lemma 5.7 folgt damit die Absolutstetigkeit von P zu Q. Damit ist Teil i)
des Satzes bewiesen.
Zu Teil ii): Wir nehmen an, daß es in unserem Modell keine asymptotische Arbi-
tragemo¨glichkeit der zweiten Art gibt. Wir zeigen, daß in diesem Fall (Qn)(P n)
gilt. Sei dazu An ∈ FnT (n = 1, 2, . . . eine Folge meßbarer Mengen mit
lim
n→∞P
n[An] = 0. (5.5)
Wir wa¨hlen ein  > 0. Nach Satz 5.5 existieren ein δ 
2
> 0 und Maße Q˜n
2
∈ Pn
(n = 1, 2, . . .), so daß aus P n[An] < δ 
2
folgt, daß Q˜n
2
[An] < 
2
ist. Aus (5.5) folgt,
daß es ein n0 ∈ IN gibt, so daß P n[An] < δ 
2
fu¨r alle n ≥ n0 ist. Daher ist
Qn
2
[An] <

2
(5.6)
fu¨r alle n ≥ n0. Mit der gleichen Argumentation wie in Teil i) des Beweises folgt
aus Lemma 5.12, daß
lim
n→∞
∣∣∣Q˜n
2
[An]−Qn[An]
∣∣∣ = 0
ist. Also existiert ein m0 ∈ IN, sodaß fu¨r alle n ≥ m0∣∣∣Q˜n
2
[An]−Qn[An]
∣∣∣ < 
2
ist. Zusammen mit (5.6) bedeutet dies, daß
Qn[An] < 
fu¨r alle n ≥ n0 ∨m0 ist. Da  > 0 beliebig war, ergibt sich
lim
n→∞Q
n[An] = 0.
Daher ist (Qn)  (P n) und aus Lemma 5.7 folgt die Absolutstetigkeit von Q zu
P .
2
5.2 Allgemeine asymptotische Arbitrage im ste-
tigen Fall
Wenn man keinen eindeutigen Martingalmaß-Kandidaten hat, sind die Bedingun-
gen (NAA1) und (NAA2) nicht ausreichend, um die Existenz eines a¨quivalenten
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Martingalmaßes zu sichern. Haben die Prozesse X1, X2, . . . jedoch stetige Pfade,
so ergibt sich aus folgendem Resultat von Delbaen in [Del92] ein Kriterium fu¨r
die Existenz eines a¨quivalenten Martingalmaßes in unserem Modell:
Satz 5.13 (Delbaen 1992) Sei V ein Vektorraum von adaptierten beschra¨nkten
Prozessen mit stetigen Pfaden. V habe folgende Eigenschaften:
i) Konstante Prozesse liegen in V .
ii) V ist stabil unter Stoppen, das heißt fu¨r jede Stoppzeit τ gilt: Ist X ∈ V ,
dann ist auch Xτ ∈ V , wobei Xτt = Xt∧τ ist.
Wir definieren
V 0T := {XT | X ∈ V, X0 = 0} .
Dann sind a¨quivalent:
i) Fu¨r jede Folge (fn)n=1,1,... ⊂ V 0T mit ‖fn‖∞ ≤ c fu¨r alle n und ein c < ∞
gilt: Konvergiert der Negativteil f−n P -stochastisch gegen Null, dann geht
auch der Positivteil f+n P -stochastisch gegen Null (“No Free Lunch with
Bounded Risk” (NFLBR)).
ii) Es existiert ein zu P a¨quivalentes Maß Q, so daß alle X ∈ V Q-Martingale
sind.
Wir wenden dieses Resultat jetzt auf unser Modell an. Dazu fu¨hren wir einen an
unsere Situation (unendlichdimensionales Modell mit Arbitragefreiheit fu¨r end-
lichdimensionale Teilprozesse) adaptierten No-Arbitrage-Begriff an, den der (all-
gemeinen) asymptotischen Arbitrage:
Definition 5.14 (allgemeine asymptotische Arbitrage) Eine Folge von
Fn-Strategien (ξn)n=1,2,... ist eine (allgemeine) asymptotische Arbitragemo¨glich-
keit, wenn folgende Punkte erfu¨llt sind:
i) Es existiert eine Konstante c > −∞, so daß
Vt(0, ξ
n) =
∫ t
0
ξns dX
(n)
s ≥ c
fu¨r alle 0 ≤ t ≤ T ist;
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ii) Die Zufallsvariablen (VT (0, ξ
n))n=1,2,... konvergieren P -stochastisch und es
ist
lim
n→∞VT (0, ξ
n) ≥ 0
P -fast sicher;
iii) P
[
lim
n→∞VT (0, ξ
n) > 0
]
> 0.
Als Spezialfall von “No Free Lunch with Bounded Risk” brauchen wir noch “No
Free Lunch with Bounded Risk” fu¨r einfache Strategien:
Definition 5.15 (NFLBR fu¨r einfache Strategien) Eine Fn-Strategien ξ
ist eine einfache Strategie, wenn sie die Form
ξt =
m−1∑
i=0
1]]τi,τi+1]](t)φi,
mit Fn-Stoppzeiten 0 ≤ τ0 ≤ · · · ≤ τm und Fnτi-meßbaren, IRn-wertigen, be-
schra¨nkten Zufallsvariablen φi, hat.
(X1, X2, . . .) hat die Eigenschaft “No Free Lunch with Bounded Risk” fu¨r einfache
Strategien, falls fu¨r jede Folge (ξn)n=1,2,... von einfachen Fn-Strategien mit
‖VT (0, ξn)‖∞ ≤ c
fu¨r alle n und ein c <∞ gilt: Konvergiert VT (0, ξn)− P -stochastisch gegen Null,
dann geht auch VT (0, ξ
n)+ P -stochastisch gegen Null.
Mit diesen Begriffen ko¨nnen wir Kriterien fu¨r die Existenz eines a¨quivalenten
Martingalmaßes angeben, wenn die Prozesse X1, X2, . . . stetig und beschra¨nkt
sind:
Satz 5.16 Wenn jedes der Semimartingale X1, X2, . . . beschra¨nkt ist und stetige
Pfade besitzt, dann sind folgende Aussagen a¨quivalent:
i) Es existiert ein (gemeinsames) a¨quivalentes Martingalmaß Q fu¨r die Pro-
zesse X1, X2, . . ..
ii) (X1, X2, . . .) hat die Eigenschaft “No Free Lunch with Bounded Risk” fu¨r
einfache Strategien.
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iii) Es gibt keine asymptotische Arbitragemo¨glichkeit.
Beweis: Wir zeigen zuerst die A¨quivalenz von i) und ii): Sei
V := span
{ (
c+ φ(Xnτ1∧t −Xnτ0∧t)
)
0≤t≤T |c ∈ IR, n = 1, 2, . . . ,
τ1 ≥ τ0 Fn-Stoppzeiten,φ Fnτ0-meßbar, beschra¨nkt
}
=
{
(Vt(c, ξ))0≤t≤T | c ∈ IR, ξ einfache FnStrategie, n = 1, 2, . . .
}
.
V erfu¨llt die Eigenschaften i) und ii) aus Satz 5.13. Daher ist nach diesem Satz
Teil i) unseres Satzes a¨quivalent zu der Aussage (A):
Fu¨r jede Folge (ξn)n=1,2,... von einfachen Fkn-Strategien (kn ∈ {1, 2, . . .}) mit
‖VT (0, ξn)‖∞ ≤ c
fu¨r alle n und ein c <∞ gilt: Konvergiert VT (0, ξn)− P -stochastisch gegen Null,
dann geht auch VT (0, ξ
n)+ P -stochastisch gegen Null.
ii) ist gerade diese Aussage mit kn = n fu¨r alle n. Da wir aber in diesem Kapi-
tel vorausgesetzt haben, daß es fu¨r je endlich viele der Prozesse X1, X2, . . . ein
a¨quivalentes Martingalmaß gibt, gilt, wieder mit Satz 5.13, (A) fu¨r Folgen der
obigen Art mit supn kn < ∞. Bei unbeschra¨nkten kn kann man jedoch eine in
den kn aufsteigende Teilfolge von (ξ
n)n=1,2,... wa¨hlen und diese durch Duplizieren
von Elementen zu einer Folge
(
ξ˜n
)
n=1,2,...
erga¨nzen, bei der ξ˜n jeweils eine Fn-
Strategie ist. Da diese Folge dieselbe Asymptotik hat wie die urspru¨ngliche, folgt
(A) aus Teil ii) dieses Satzes und damit auch Teil i). Damit ist die A¨quivalenz
von i) und ii) gezeigt.
Da die Abwesenheit von asymptotischer Arbitrage eine sta¨rkere Eigenschaft als
ii) ist, brauchen wir nur noch zeigen, daß aus i) iii) folgt. Sei dazu (ξn)n=1,2,... eine
Folge von Fn-Strategien mit
Vt(0, ξ
n) =
∫ t
0
ξns dX
(n)
s ≥ c
fu¨r alle 0 ≤ t ≤ T und ein c > −∞. Wir nehmen an, daß limn→∞ Vt(0, ξn)
existiert. Unter Q sind die Wertprozesse (Vt(0, ξ
n))0≤t≤T lokale Martingale und,
da sie nach unten beschra¨nkt sind, sogar Supermartingale. Daher ist
EQ[VT (0, ξ
n)] ≤ V0(0, ξn) = 0,
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fu¨r alle n, und aufgrund der gleichma¨ßigen Beschra¨nktheit nach unten gilt nach
dem Lemma von Fatou
EQ
[
lim
n→∞VT (0, ξ
n)
]
≤ lim inf
n→∞ EQ[VT (0, ξ
n)] ≤ 0.
Das bedeutet aber, daß aus
lim
n→∞VT (0, ξ
n) ≥ 0,
P -fast sicher und damit Q-fast sicher, folgt, daß limn→∞ VT (0, ξn) Q- und P -
fast sicher konstant Null ist. Daher kann es keine (allgemeine) asymptotische
Arbitragemo¨glichkeit geben. Somit folgt iii) aus i).
2
Als na¨chstes wollen wir diesen Satz auf den Fall unbeschra¨nkter Prozesse verall-
gemeinern. Dies ist mo¨glich, wenn es eine Folge von Stoppzeiten gibt, so daß die
gestoppten Prozesse jeweils beschra¨nkt sind. Konkret:
Korollar 5.17 Haben die Prozesse X1, X2, . . . stetige Pfade und ist (Tn)n=1,2,...
eine Folge von Stoppzeiten 0 ≤ Tn ≤ T mit Tn n→∞−→ T P -fast sicher, so daß
(X it∧Tn)0≤t≤T fu¨r alle i und alle n ein beschra¨nkter Prozeß ist, dann sind a¨quiva-
lent:
i) Es existiert ein (gemeinsames) a¨quivalentes lokales Martingalmaß Q fu¨r die
Prozesse X1, X2, . . ..
ii) (X1, X2, . . .) hat die Eigenschaft “No Free Lunch with Bounded Risk” fu¨r
einfache Strategien.
iii) Es gibt keine asymptotische Arbitragemo¨glichkeit.
Beweis: Wie im Beweis von Satz 5.16 gelten die Beziehungen i) =⇒ iii) =⇒ ii).
Aus dem Satz folgt außerdem, daß ii) die Existenz eines a¨quivalenten Martingal-
maßes Q fu¨r die (abza¨hlbare) Familie
{
(X it∧Tn)0≤t≤T , i = 1, 2, . . . , n = 1, 2, . . .
}
von beschra¨nkten Prozessen impliziert. Das bedeutet aber nichts anderes, als daß
X1, X2, . . . lokale Martingale unter Q sind.
2
In welchen Situationen ist die Voraussetzung des Korollars erfu¨llt? Eine hinrei-
chende Bedingung ist es, wenn der Prozeß X = (X1, X2, . . .) nur Werte in einem
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normierten Unterraum (U, ‖·‖) des Folgenraums annimmt und bezu¨glich dieser
Norm stetige Pfade hat. Denn dann kann man die Stoppzeiten Tn durch
Tn := inf {t ≥ 0 : ‖Xt‖ ≥ n}
definieren. Insbesondere ist diese Bedingung erfu¨llt, wenn X Werte im Hilbert-
raum l2 annimmt. Dies ist speziell dann der Fall, wenn (X1, X2, . . .) die Koor-
dinatendarstellung eines Prozesses mit Werten in einem separablen Hilbertraum
bezu¨glich einer Orthonormalbasis ist.
Kapitel 6
Beispiele zur asymptotischen
Arbitrage
Dieses Kapitel erga¨nzt das vorige um Beispiele fu¨r beide Fa¨lle von asymptotischer
Arbitrage nach Kabanov/Kramkov. Wir konstruieren dazu zwei Modelle, in de-
nen jeweils eine Arbitragemo¨glichkeit genau einer der beiden Arten existiert. Als
stochastische Basis liegt jeweils eine unendlichdimensionale Brownsche Bewegung
zugrunde. In beiden Fa¨llen beruht die Arbitragemo¨glichkeit auf einer Anwendung
des starken Gesetz der großen Zahlen. Die Schwierigkeit bei der Konstruktion
liegt dabei nicht darin, Arbitrage der einen Art zu ermo¨glichen, sondern darin,
Arbitragemo¨glichkeiten der anderen Art zu verhindern.
6.1 Arbitrage der ersten Art
Seien (W 0t )0≤t≤1 , (W
1
t )0≤t≤1 , . . . abza¨hlbar viele unabha¨ngige eindimensionale
Brownsche Bewegungen mit Start in Null auf einem filtrierten Wahrschein-
lichkeitsraum (Ω,F , (Ft)0≤t≤1 , P ). Dabei sei (Ft)0≤t≤1 die von den Prozessen
W 0,W 1, . . . erzeugte Filtrierung und F = F1. Sei weiter
τ := inf
{
t ∈ [0, 1] : W 0t ≤ −1
}
(wie u¨blich sei das Infimum der leeren Menge +∞). τ ist also der Zeitpunkt, zu
dem W 0 zum ersten Mal den Level −1 erreicht. Wir definieren unsere Preispro-
zesse (Xnt )0≤t≤1 (n = 1, 2, . . .) durch
Xnt = exp
(
W nt +W
0
t∧τ − t ∧ τ
)
(6.1)
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fu¨r t ∈ [0, 1]. Wir ko¨nnen Xnt auch wie folgt schreiben:
Xnt = exp
(
W nt −
1
2
t
)
exp
(
W 0t∧τ − t ∧ τ +
1
2
t
)
.
Xn ist also fu¨r jedes n eine geometrische Brownsche Bewegung, multipliziert mit
dem fu¨r alle n gemeinsamen Faktor
Yt := exp
(
W 0t∧τ − t ∧ τ +
1
2
t
)
= exp
(
W 0t∧τ −
1
2
t ∧ τ + 1
2
(t− τ) 1{t≥τ}
)
.
Y ist bis τ ebenfalls eine geometrische Brownsche Bewegung und danach eine ex-
ponentiell wachsende deterministische Funktion. Sei (Fnt )0≤t≤1 die von den Pro-
zessen X1, . . . , Xn erzeugte und rechtsstetig gemachte Filtrierung. Wir zeigen als
erstes, daß es in diesem Modell eine Arbitragemo¨glichkeit der ersten Art gibt,
und danach, daß es fu¨r jedes n ein a¨quivalentes Martingalmaß auf Fn1 gibt.
Da die Prozesse Xnt aus den unabha¨ngigen, identisch verteilten Faktoren
exp
(
W nt − 12 t
)
mit Erwartungswert 1 und dem gemeinsamen Faktor Yt beste-
hen, liegt die Anwendung des starken Gesetzes der großen Zahlen nahe. Es gilt:
1
n
n∑
k=1
Xkt = Yt
(
1
n
n∑
k=1
exp
(
W kt −
1
2
t
))
n→∞−→ Yt,
P -fast sicher fu¨r alle t. Da τ unabha¨ngig von den (unabha¨ngigen) Brownschen
Bewegungen W 1,W 2, . . . ist, sind auch die Zufallsvariablen W 1τ∧1,W
2
τ∧1, . . . un-
abha¨ngig. Somit gilt P -fast sicher auch
1
n
n∑
k=1
Xkτ∧1
n→∞−→ Yτ∧1.
Da W 0τ = −1 ist, gilt:
Y1 − Yτ∧1 = exp
(
W 0τ∧1 − τ ∧ 1 +
1
2
)
− exp
(
W 0τ∧1 −
1
2
(τ ∧ 1)
)
=
(
e−τ−
1
2 − e− τ2−1
)
1{τ<1}
= e−τ−1
(
e
1
2 − e τ2
)
1{τ<1}.
Auf der Menge {τ < 1} ist Y1−Yτ∧1 also eine positive, monoton fallende Funktion
f von τ . Diese Funktion ist zwar stets kleiner als Eins, kann aber natu¨rlich durch
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Multiplikation mit einer Konstante so vera¨ndert werden, daß sie auf einer Menge
mit positivem Maß mindestens Eins ist. Wir setzen daher
c :=
1
f
(
1
2
) = 1
e−1 − e− 54 . (6.2)
Damit ist
Z := c (Y1 − Yτ∧1) ≥ 1{τ≤ 12} (6.3)
Wenn wir also Z durch die Werte V1(x
n, ξn) einer Folge von Strategien
(xn, ξn)n=1,2,... approximieren ko¨nnen, haben wir unsere asymptotische Arbitra-
gemo¨glichkeit gefunden, sofern die u¨brigen Bedingungen der Definition erfu¨llt
sind. Dazu weisen wir zuna¨chst nach, daß τ ∧ 1 eine F1-Stoppzeit und damit fu¨r
jedes n eine Fn-Stoppzeit ist. Denn es ist τ ≤ t fu¨r ein t ∈ [0, 1) genau dann,
wenn
lim
h→0,h>0
〈log(X1)〉t+h − 〈log(X1)〉t
h
= 1
ist, da nach τ nur noch W 1 und nicht mehr W 0 zur quadratischen Variation
beitra¨gt. Da die Filtrierung F1 nach Voraussetzung rechtsstetig ist, ist somit τ∧1
eine F1-Stoppzeit. Damit ist das stochastische Intervall ]]τ ∧ 1, 1]] Fn-previsibel
und wir ko¨nnen Z wie folgt approximieren: Es ist mit c wie in (6.2)
c
(
1
n
n∑
k=1
Xk1 −
1
n
n∑
k=1
Xkτ∧1
)
=
c
n
n∑
k=1
(Xk1 −Xkτ∧1)
=
∫ t
0
ξ˜ns d(X
1
s , . . . , X
n
s )
mit ξ˜n = 1]]τ∧1,1]]
(
c
n
, . . . , c
n
)
. Mit den oben gemachten Konvergenzaussagen erhal-
ten wir
lim
n→∞
∫ 1
0
ξ˜nt d(X
1
t , . . . , X
n
t ) = c (Y1 − Yτ∧1) = Z. (6.4)
Diese Folge von Strategien mit Starteinsatz 0 erfu¨llt somit nach (6.3) zwar die
Bedingung
lim
n→∞P
[
V1(0, ξ˜
n) ≥ 1
]
> 0,
stellt aber noch keine Arbitragemo¨glichkeit der ersten Art dar. Denn die Bedin-
gung, daß P -fast sicher Vt(0, ξ˜
n) ≥ 0 sein soll, ist verletzt, weil auf der Menge
{τ < 1} Vτ (0, ξ˜n) = 0 ist und der Wertprozeß ab dann der Entwicklung der Mit-
telwerte folgt. Aufgrund der Oszillation des Prozesses der Mittelwerte wird die
Null sofort unterschritten. Wir mu¨ssen unsere Strategien daher noch etwas mo-
difizieren. Wir scha¨tzen daher zuna¨chst die Wahrscheinlichkeit ab, daß Vt(0, ξ˜
n)
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eine gegebene Schranke unterschreitet. Da der Prozeß Y auf ]]τ ∧ 1, 1]] monoton
wa¨chst, gilt auf der Menge {τ < t} die folgende Abscha¨tzung:
Vt(0, ξ˜
n) =
c
n
n∑
k=1
(Xkt −Xkτ )
=
c
n
n∑
k=1
(
Yt exp
(
W kt −
1
2
t
)
− Yτ exp
(
W kτ −
1
2
τ
))
≥ c
n
Yt
n∑
k=1
(
exp
(
W kt −
1
2
t
)
− exp
(
W kτ −
1
2
τ
))
.
Wir interessieren uns hier nur fu¨r die Menge, auf der Vt(0, ξ˜
n) negativ ist (dort
ist auch τ < t, da Vt(0, ξ˜
n) bis τ gleich 0 ist). Dort ko¨nnen wir Yt durch sein
Supremum e−
1
2 abscha¨tzen und erhalten
Vt(0, ξ˜
n) ≥ c˜
n
n∑
k=1
(
exp
(
W kt −
1
2
t
)
− exp
(
W kτ −
1
2
τ
))
mit
c˜ := c e−
1
2
Mit
Mnt := exp
(
W nt −
1
2
t
)
ist damit auf
{
Vt(0, ξ˜
n) < 0
}
Vt(0, ξ˜
n) ≥ c˜
n
n∑
k=1
(
Mkt −Mkτ∧1
)
1]]τ∧1,1]](t)
=
c˜
n
n∑
k=1
∫ t
0
1]]τ∧1,1]](s) dMks (6.5)
Die rechte Seite ist ein Martingal, ihr Quadrat daher ein Submartingal. Auf dieses
Submartingal wollen wir die Maximalungleichung (siehe z.B. Theorem 3.8(i) in
Kapitel 1 von [KS88]) anwenden. Dazu brauchen wir den Erwartungswert im
Endzeitpunkt 1. Es ist fu¨r jedes k
EP
[(∫ 1
0
1]]τ∧1,1]](t) dMkt
)2]
= EP
[∫ 1
0
1]]τ∧1,1]](t) d
〈
Mk
〉
t
]
≤ EP
[〈
Mk
〉
1
]
= VarP
(
Mk1
)
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Weiter ist
EP
[(
Mk1
)2]
= EP
[
exp
(
W k1 −
1
2
)2]
=
∫ ∞
−∞
e2x−1φ(x) dx = e,
wobei φ die Dichte der Standard-Normalverteilung ist. Somit gilt fu¨r die Varianz
von Mk1
VarP
(
Mk1
)
= e− 1.
Damit ist wegen der Unabha¨ngigkeit der Summanden
EP
( c˜
n
n∑
k=1
∫ t
0
1]]τ∧1,1]](s) dMks
)2 = c˜2
n
EP
[(∫ t
0
1]]τ∧1,1]](s) dM1s
)2]
≤ c˜
2
n
VarP
(
M11
)
=
c˜2 (e− 1)
n
.
Die Maximalungleichung besagt dann, daß
P
 sup
t∈[0,1]
(
c˜
n
n∑
k=1
∫ t
0
1]]τ∧1,1]](s) dMks
)2
≥ n− 12
 ≤ c˜2 (e− 1)
n
1
2
ist. Damit ist
P
[
inf
t∈[0,1]
(
c˜
n
n∑
k=1
∫ t
0
1]]τ∧1,1]](s) dMks
)
≤ −n− 14
]
≤ c˜
2 (e− 1)
n
1
2
und somit nach Abscha¨tzung (6.5) auch
P
[
inf
t∈[0,1]
Vt(0, ξ˜
n) ≤ −n− 14
]
≤ c˜
2 (e− 1)
n
1
2
.
Setzen wir also
Tn := inf
{
t ∈ [0, 1] : Vt(0, ξ˜n) ≤ −n− 14
}
∧ 1,
so ist
Vt∧Tn(0, ξ˜
n) ≥ −n− 14
fu¨r alle t ∈ [0, 1] P -fast sicher, und es gilt:
P [Tn < 1] ≤ c˜
2 (e− 1)
n
1
2
. (6.6)
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Setzen wir
ξn = 1]]0,Tn]] ξ˜
n =
c
n
1]]τ∧1,Tn]] (1, . . . , 1),
fu¨r n = 1, 2, . . ., und
xn = n−
1
4
so ist
Vt(x
n, ξn) = n−
1
4 + Vt∧Tn(0, ξ˜
n) ≥ 0
fu¨r alle t ∈ [0, 1] P -fast sicher. Da die xn fu¨r n gegen unendlich gegen Null gehen
und V1(x
n, ξn) = V1(x
n, ξ˜n) auf {Tn = 1} ist, konvergiert wegen (6.6) V1(xn, ξn)
stochastisch gegen den Limes der V1(0, ξ˜
n). Es ist also nach Gleichung (6.4) und
Abscha¨tzung (6.3)
lim
n→∞V1(x
n, ξn) = Z ≥ 1{τ≤ 12}.
Damit liefert die Folge (xn, ξn)n=1,2,... eine Arbitragemo¨glichkeit erster Art.
Wir wollen jetzt noch zeigen, daß auf jeder der σ-Algebren Fn1 (n = 1, 2, . . .) ein zu
P a¨quivalentes Wahrscheinlichkeitsmaß existiert, unter dem jeweils die Prozesse
X1, . . . , Xn Martingale sind. Vorab weisen wir darauf hin, daß X1, X2, . . . unter
P bereits Martingale bis zur Stoppzeit τ sind. Anwenden der Itoˆformel auf die
Definition (6.1) ergibt die Dynamik
dXnt
Xnt
= dW nt + dW
0
t∧τ − 1[[0,τ ]](t) dt+
1
2
dt+
1
2
1[[0,τ ]](t) dt
= dW nt + dW
0
t∧τ +
1
2
1]]τ,1]](t) dt.
Somit ist ein zu P a¨quivalentes Wahrscheinlichkeitsmaß Qn auf Fn1 , unter dem
die Brownschen Bewegungen W 1, . . . ,W n die Dynamik
dW kt = dW˜
k
t −
1
2
1]]τ,1]](t) dt
(k = 1, . . . , n) haben, wobei die Prozesse W˜ 1, . . . , W˜ n unabha¨ngige Brownsche
Bewegungen unterQn sind, ein Martingalmaß fu¨rX1, . . . , Xn, sofern die Dynamik
von Y invariant unter Wechsel von P zu Qn ist. Die Dichte von Qn erhalten wir
durch eine Girsanov-Transformation. Es ist
Dn :=
dQn
dP |Fn1
= exp
(
−1
2
n∑
k=1
∫ 1
0
1]]τ,1]](t) dW
k
t −
n
8
∫ 1
0
1]]τ,1]](t) dt
)
= exp
(
1
2
n∑
k=1
(
W kτ∧1 −W k1
)
− n
8
(1− τ ∧ 1)
)
.
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Dieser Ausdruck ist Fn1 -meßbar, da fu¨r jedes k = 1, . . . , n Xk auf ]]τ, 1]] die Gestalt
Xkt = exp
(
W kt + τ − 1
)
hat, daW 0τ = −1 ist. Da τ eine Fn-Stoppzeit ist, ist somitW kt 1]]τ,1]](t) Fnt -meßbar.
Nur dieser Teil von W k geht in Dn ein. Da Dn ein Produkt von geometrischen
Brownschen Bewegungen, ausgewertet in τ ∧ 1 und 1 ist, ist auch die Bedingung
EP [D
n] = 1 erfu¨llt. Es ist Dn = 1 auf {τ ≥ 1}. Auf dieser Menge sind also P und
Qn identisch. Die Dichten Dn konvergieren jedoch nicht gegen die Dichte eines
zu P global absolutstetigen Wahrscheinlichkeitsmaßes, denn
1
n
log(Dn) =
1
n
n∑
k=1
1
2
(
W kτ∧1 −W k1
)
− 1
8
(1− τ ∧ 1)
n→∞−→ 1
8
(τ ∧ 1− 1)
P -fast sicher nach dem starken Gesetz der großen Zahlen. Da 1
8
(τ ∧ 1 − 1) auf
{τ < 1} negativ ist, konvergiert Dn dort gegen Null. Damit gilt
lim
n→∞D
n = 1{τ≥1}
P -fast sicher. Hier geht also im Limes Masse verloren.
6.2 Arbitrage der zweiten Art
Die Modellierung des zweiten Beispiel ist eng verwandt mit der Konstruktion eines
Bessel-Prozesses via Maßwechsel, wie sie in [DS95] durchgefu¨hrt wird. Wir begin-
nen dabei mit einem Wahrscheinlichkeitsmaß, unter dem die gewa¨hlten Preispro-
zesse bereits Martingale sind, und wechseln dann zu einem absolutstetigen Maß,
unter dem es eine Arbitragemo¨glichkeit der zweiten Art gibt.
Wir verwenden denselben filtrierten Wahrscheinlichkeitsraum
(Ω,F , (Ft)0≤t≤1 , P ) und dieselbe stochastische Basis aus unabha¨ngigen
Brownschen Bewegungen wie im vorigen Beispiel, beginnen die Numerierung
der Brownschen Bewegungen jedoch mit Eins statt mit Null. Somit sind unsere
Basisprozesse ((W 1t )0≤t≤1 , (W
2
t )0≤t≤1 , . . .). Unsere Preisprozesse X
1, X2, . . .
definieren wir hier durch
Xnt = exp
(
W nt −
1
2
t
)
(6.7)
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fu¨r t ∈ [0, 1]. Offensichtlich ist P ein Martingalmaß fu¨r alle Xn. Als na¨chstes kon-
struieren wir ein zu P absolutstetiges Wahrscheinlichkeitsmaß Q, welches dann
das Referenzmaß unseres Modells werden soll. Dazu setzen wir fu¨r t ∈ [0, 1]
Yt := 1 +
∞∑
n=1
2−
n
2W nt . (6.8)
Y ist ebenfalls ein P -Martingal mit quadratischer Variation
〈Y 〉t =
∞∑
n=1
2−n t = t,
also eine Brownsche Bewegung mit Start in Eins. Setzen wir
τ := inf {t ∈ [0, 1] : Yt ≤ 0}
(mit inf ∅ =∞), so ist
Dt := Yt∧τ
(t ∈ [0, 1]) ein nicht-negatives P -Martingal mit Start in 1. Da
P [D1 > 0] = P [τ > 1] > 0
ist, wird durch
dQ
dP
:= D1
ein zu P absolutstetiges Wahrscheinlichkeitsmaß Q definiert. Dieses wa¨hlen wir
als Referenzmaß fu¨r unser Modell. Fu¨r jedes n = 1, 2, . . . sei (Fnt )0≤t≤1 wieder die
von den Prozessen X1, . . . , Xn erzeugte rechtsstetige Filtrierung, die hier dieselbe
ist wie die vonW 1, . . . ,W n erzeugte. Wir zeigen zuna¨chst, daß fu¨r alle n das Maß
P auf Fn1 zu Q a¨quivalent ist, es somit auf Fn1 ein zu Q a¨quivalentes Martingalmaß
fu¨r (X1, X2, . . . , Xn) gibt. Damit existiert fu¨r je endlich viele der Prozesse Xn
(n = 1, 2, . . .) keine Arbitragemo¨glichkeit. Anschließend zeigen wir, daß in diesem
Modell eine asymptotische Arbitragemo¨glichkeit der zweiten Art existiert.
Beginnen wir also mit dem Nachweis, daß P auf Fn1 a¨quivalent zu Q ist: Es ist
dQ
dP |Fn1
= EP [D1 | Fn1 ]
= EP
[
Y1 1{τ≥1}
∣∣∣Fn1 ] ,
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da D1 = 0 auf {τ ≤ 1} und D1 = Y1 auf dem Komplement ist. Weiter ist
EP
[
Y1 1{τ>1}
∣∣∣Fn1 ] = 1 + EP
[ ∞∑
k=1
2−
k
2W k1 1{τ>1}
∣∣∣∣∣Fn1
]
= 1 +
n∑
k=1
2−
k
2W k1 P
[
1{τ>1}
∣∣∣Fn1 ] (6.9)
+EP
 ∞∑
k=n+1
2−
k
2W k1 1{τ>1}
∣∣∣∣∣∣Fn1
 .
Es ist
τ = inf
{
t ∈ [0, 1] :
∞∑
k=1
2−
k
2W kt ≤ −1
}
= inf
t ∈ [0, 1] :
∞∑
k=n+1
2−
k
2W kt ≤ −1−
n∑
k=1
2−
k
2W kt
 ,
somit ist
{τ > 1} =

∞∑
k=n+1
2−
k
2W kt > −1−
n∑
k=1
2−
k
2W kt fu¨r alle t ∈ [0, 1]
 . (6.10)
Aufgrund der Unabha¨ngigkeit der Brownschen Bewegungen ist daher fu¨r P -fast
alle ω ∈ Ω
P [τ ≥ 1 | Fn1 ] (ω) = P
 ∞∑
k=n+1
2−
k
2W kt > −1−
n∑
k=1
2−
k
2W kt (ω) fu¨r alle t ∈ [0, 1]
 > 0.
Aus (6.10) folgt außerdem:
EP
 ∞∑
k=n+1
2−
k
2W kt 1{τ>1}
∣∣∣∣∣∣Fn1
 (ω)
= EP
 ∞∑
k=n+1
2−
k
2W kt 1
{∑∞
k=n+1
2−
k
2Wkt >−1−
∑n
k=1
2−
k
2Wkt fu¨r alle t∈[0,1]
}
>
(
−1−
n∑
k=1
2−
k
2W kt (ω)
)
P
 ∞∑
k=n+1
2−
k
2W kt > −1−
n∑
k=1
2−
k
2W kt (ω) fu¨r alle t ∈ [0, 1]

=
(
−1−
n∑
k=1
2−
k
2W kt (ω)
)
P [τ ≥ 1 | Fn1 ] (ω)
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fu¨r P -fast alle ω ∈ Ω. Damit haben wir gezeigt, daß beide Terme in (6.9) P -fast
sicher nicht 0 sind, und der zweite Term gro¨ßer als das Negative des ersten ist.
Somit ist
dQ
dP |Fn1
> 0
P -fast sicher. Damit sind P und Q a¨quivalent auf Fn1 . Da jedes der Teilmodelle
(X1, . . . , Xn) vollsta¨ndig bezu¨glich Fn ist, ist P das einzige zu Q auf Fn1 a¨quiva-
lente Martingalmaß fu¨r X1, . . . , Xn. Da Q global nur absolutstetig zu P ist, gibt
es kein a¨quivalentes Martingalmaß auf F1 fu¨r alle Prozesse X1, X2, . . ..
Es bleibt noch zu zeigen, daß es in diesem Modell eine Arbitragemo¨glichkeit
zweiter Art gibt. Es ist P [D1 = 0] = P [τ ≤ 1] > 0, aber Q[D1 = 0] = 0, da D1 ja
gerade die Dichte von Q zu P ist. Daher gilt fu¨r die Zufallsvariable
V := 1{D1>0} − α 1{D1≤0} = 1{τ>1} − α 1{τ≤1}
mit
α :=
P [τ > 1]
P [τ ≤ 1] ,
daß Q-fast sicher V = 1, aber EP [V ] = 0 ist. Daraus leiten wir eine asymptotische
Arbitragemo¨glichkeit wie folgt ab: Wir definieren fu¨r alle n und t ∈ [0, 1]
V nt := EP [2V | Fnt ] .
Damit ist EP [V
n
1 ] = 0. Da die endlichdimensionalen Teilmodelle vollsta¨ndig sind,
existiert fu¨r jedes n ein Fn-previsibler n-dimensionaler Prozeß ξn, so daß
V nt = Vt(0, ξ
n) =
∫ t
0
ξns d(X
1
s , . . . , X
n
s )
fu¨r alle t ∈ [0, 1] P -fast sicher und damit Q-fast sicher gilt. Da V ≥ −α ist, ist
auch
Vt(0, ξ
n) = EP [2V | Fnt ] ≥ −2α
fu¨r alle t ∈ [0, 1] P - und Q-fast sicher. Außerdem konvergiert V1(0, ξn) P -fast
sicher und in L1(P ) gegen
EP
[
2V |σ
( ∞⋃
n=1
Fn1
)]
= EP [2V | F1] = 2V.
Damit konvergiert V1(0, ξ
n) insbesondere Q-stochastisch gegen 2V = 2 Q-fast
sicher. Daher gilt:
Q[|V1(0, ξn)− 2| ≥ 1] n→∞−→ 0
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und insbesondere
Q[V1(0, ξ
n) ≥ 1] n→∞−→ 1
(deshalb haben wir noch den Faktor 2 eingefu¨hrt). Damit realisiert (0, ξn)n=1,2,...
eine Arbitragemo¨glichkeit zweiter Art.
Wir haben oben gesehen, daß es auf jeder der σ-Algebren Fn1 jeweils genau ein
zu Q a¨quivalentes Martingalmaß fu¨r die Prozesse X1, . . . , Xn gibt. Diese Maße
sind gerade die Einschra¨nkungen von P auf Fn fu¨r jedes n. Global ist Q jedoch
nur absolutstetig zu P . Wie wir in Satz 5.8 gesehen haben1, garantiert diese
Absolutstetigkeit die Abwesenheit von asymptotischer Arbitrage der ersten Art.
Unser Beispiel stellt daher eine Situation dar in der es asymptotische Arbitrage
der zweiten, nicht jedoch der ersten Art gibt.
1Dort sind die Rollen von P und Q vertauscht.
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Kapitel 7
Optionale Zerlegung und
Superhedging
In einem unvollsta¨ndigen Finanzmarkt la¨sst sich nicht jeder contingent claim mit
einer selbstfinanzierenden Investitionsstrategie reduplizieren. Zur Absicherung ist
es natu¨rlich hinreichend, wenn man durch die benutzte Strategie im Fa¨lligkeits-
zeitpunkt des contingent claims nicht genau den Wert desselben erarbeitet hat,
sondern einen Betrag, der mindestens so hoch ist. Man kann sich daher die Frage
stellen, welches minimale Startkapital no¨tig ist, um eine Strategie zu ermo¨glichen,
deren Wert bei Fa¨lligkeit eines gegebenen contingent claims C diesen P -fast sicher
dominiert. In endlich-dimensionalen Modellen gibt das Optional Decomposition
Theorem eine Antwort auf diese Frage. Es garantiert zu einem contingent claim
C fu¨r
Vt := ess. sup
Q∈P
EQ[C | Ft]
eine Zerlegung
Vt = V0 +
∫ t
0
ξs dXs − At,
mit einer previsiblen Strategie ξ und einem wachsenden Prozeß A, der im Un-
terschied zur Doob-Meyer-Zerlegung nicht notwendig previsibel, jedoch meßbar
bezu¨glich der optionalen, also von allen ca`dla`g-Prozessen erzeugten, σ-Algebra
ist. Insbesondere ist
C = V0 +
∫ T
0
ξs dXs − AT .
Das bedeutet, daß sich C wenn auch nicht unbedingt replizieren, so doch zumin-
dest durch eine previsible Strategie ξ absichern la¨sst (Superhedging). Der dafu¨r
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beno¨tigte minimale Einsatz ist
V0 = sup
Q∈P
EQ[C] .
Dieses Resultat wurde zuerst von El Karoui und Quenez in [EKQ95] fu¨r speziel-
le Prozesse (Lo¨sungen einer stochastischen Differentialgleichung bezu¨glich einer
Brownschen Bewegung) hergeleitet. Dies wurde von Kramkov in [Kra96] auf lokal
beschra¨nkte Semimartingale und von Fo¨llmer und Kabanov ([FK98]) auf beliebi-
ge Semimartingale verallgemeinert.
Im unendlich-dimensionalen Modell genu¨gt dieser Betrag V0 im allgemeinen nicht
mehr, um eine Superhedging-Strategie zu finanzieren. Wir erinnern dazu an das
Beispiel in Abschnitt 4.1, in dem ein diskretes Finanzmarktmodell mit unendlich
vielen Wertpapieren betrachtet wurde. In diesem Modell existiert genau ein a¨qui-
valentes Martingalmaß, es ist aber trotzdem nicht vollsta¨ndig, ja es konnte sogar
ein konkreter contingent claim angegeben werden, fu¨r den es zu keinem endlichen
Startpreis eine Superhedging-Strategie gibt. In speziellen Situationen, in denen
die zugrundeliegende Filtrierung nur stetige Martingale zula¨ßt, gilt das Optional
Decomposition Theorem aber auch im unendlichdimensionalen Kontext, wie wir
in Abschnitt 7.1 zeigen.
7.1 Existenz der optionalen Zerlegung bei
Brownscher Filtrierung
Wie wir gesehen haben, ist eine optionale Zerlegung im unendlich-dimensionalen
Modell im allgemeinen nicht mo¨glich. Unter speziellen Anforderungen an die zu-
grundeliegende Filtrierung la¨sst sich jedoch trotzdem eine Version des Optional
Decomposition Theorems fu¨r unendlich-dimensionale Prozesse beweisen. Die Vor-
gehensweise beruht auf einer Idee von Jacka fu¨r die endlich-dimensionale Situa-
tion, die wiederum eng mit der in [EKQ95] benutzten Methode verwandt ist. Wir
wollen nun das Modell fu¨r diesen Abschnitt aufstellen. Dabei nehmen wir wieder
an, daß es mindestens ein Martingalmaß fu¨r X gibt und setzen dieses Maß als
Referenzmaß.
Sei X ein (lokal) quadratisch integrierbares Martingal auf einem filtrierten Wahr-
scheinlichkeitsraum (Ω,F , (Ft)t≥0, P ) mit Werten in einem separablen Hilbert-
raum H und stetigen Pfaden. P sei die Menge aller zu P a¨quivalenten Maße,
unter denen X ein lokales Martingal ist.
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Annahme: Die Filtrierung (Ft)t≥0 auf Ω habe jetzt zusa¨tzlich die Eigenschaft,
daß jedes Ft-adaptierte lokale reellwertige Martingal P -fast sicher stetige Pfade
hat.
Bemerkung 7.1 Die Annahme ist zum Beispiel erfu¨llt, falls (Ft)t≥0 von einer
stetigen Hilbertraum-wertigen Brownschen Bewegung W auf (Ω,F , (Ft)t≥0, P )
mit Covarianzoperator C erzeugt wird.
Beweis: Nach Bemerkung 2.6 ist die Verteilung von W durch die Martinga-
leigenschaft und die ⊗-quadratische Variation eindeutig bestimmt. Da die ⊗-
quadratische Variation invariant unter dem Wechsel zu einem a¨quivalenten Maß
ist, muß die Verteilung vonW unter einem zu P a¨quivalenten Martingalmaß Q fu¨r
W mit der Verteilung vonW unter P u¨bereinstimmen. DaW aber die Filtrierung
erzeugt, muß Q gleich P sein (zumindest auf F∞ := σ
⋃
t≥0
Ft
). Damit ist P das
eindeutige Martingalmaß fu¨r W und W besitzt nach Satz 4.3 die Darstellungsei-
genschaft. Da stochastische Integralprozesse einer stetigen Brownschen Bewegung
aber selber stetige Pfade besitzen, hat jedes lokale Ft-adaptierte Martingal P -fast
sicher stetige Pfade.
2
Der Beweis unserer Version des Satzes u¨ber optionale Zerlegungen beruht unter
anderem auf der Tatsache, daß unter den oben gemachten Annahmen ein Prozeß
(Mt)t≥0 als stochastisches Integral von X dargestellt werden kann, wenn M unter
allen Q ∈ P ein lokales Martingal ist. Diese Aussage beweisen wir im folgenden
Lemma:
Lemma 7.2 Unter den Modellannahmen dieses Abschnittes gilt: Ist ein reell-
wertiger stochastischer Prozeß (Mt)t≥0 unter allen Maßen Q ∈ P ein lokales
Martingal, so existiert ein previsibler Prozeß (ξt)t≥0 ∈ Λ2loc (X), so daß
Mt =M0 +
∫ t
0
ξs dXs
fu¨r alle t ≥ 0 P -fast sicher.
Beweis: Da aufgrund der Stetigkeit von X M bezu¨glich X darstellbar ist, wenn
es bis zu jeder Stoppzeit T darstellbar ist, fu¨r die der bei T gestoppte Prozeß X
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ein quadratisch integrierbares und in L2(P ) konvergentes Martingal ist, ko¨nnen
wir annehmen, daß X selbst bereits quadratisch integrierbar ist und einen Limes
X∞ in L2(P ) besitzt. DaM nach der Voraussetzung des Lemmas selbst insbeson-
dere ein lokales P -Martingal ist, ko¨nnen wir uns mit analoger Argumentation auf
den Fall zuru¨ckziehen, daß auch M ein quadratisch integrierbares und in L2(P )
konvergentes Martingal ist. Wir ko¨nnen sogar fordern, daß M gleichma¨ßig be-
schra¨nkt ist, da aufgrund der Stetigkeit der Pfade die Austrittszeiten von M aus
den Intervallen [−n, n], n = 1, 2, . . . eine lokalisierende Folge von Stoppzeiten fu¨r
M sind. O.B.d.A. sei daher Mt ∈
[
−1
2
, 1
2
]
fu¨r alle t ≥ 0 P -fast sicher. Außerdem
sei M0 = 0. M besitzt eine Kunita-Watanabe-Zerlegung
Mt =
∫ t
0
ξs dXs +Nt
in ein stochastisches Integral mit Integrator X und einen zum Raum der stocha-
stischen Integrale mit X orthogonalen Anteil Nt. Insbesondere ist
N∞ := lim
t→∞Nt
(der Limes existiert in L2(P ) aufgrund der der Konvergenz von M) orthogonal
in L2(P ) zum Raum aller stochastischen Integrale der Form∫ ∞
0
ηs dXs ∈ L2(P ).
Um die Aussage des Lemmas zu zeigen, mu¨ssen wir nachweisen, daß N∞ = 0 P -
fast sicher ist. Dazu nehmen wir o.B.d.A an, daßM∞ = N∞,M selbst also nur aus
dem orthogonalen Anteil besteht. Da wir angenommen haben, daß Mt ∈
[
−1
2
, 1
2
]
fu¨r alle t ≥ 0 ist, gilt dies auch fu¨r M∞. Da außerdem EP [M∞] = 0 ist, wird
durch
dQ
dP
:= 1 +M∞
ein zu P a¨quivalentes Wahrscheinlichkeitsmaß Q definiert. Wir zeigen jetzt, daß
Q ein Martingalmaß fu¨r X ist. Sei dazu A ∈ Ft und
1A = f + g
die Kunita-Watanabe-Zerlegung von 1A in einen mit X darstellbaren Anteil der
Form
f = P (A) +
∫ ∞
0
ηAs dXs
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und orthogonalen Anteil g mit F∞-meßbaren Abbildungen f und g ist. Dann gilt:
EQ[1AX∞]− EP [1AX∞] = EP [1AX∞M∞]
= EP [f X∞M∞] + EP [X∞ gM∞]
= 0,
da f X∞ orthogonal zuM∞ und X∞ orthogonal zu gM∞ ist. Weil A ∈ Ft beliebig
war, folgt
EQ[X∞ | Ft] = EP [X∞ | Ft]
fu¨r alle t ≥ 0. Damit ist Q auch ein Martingalmaß fu¨r X. Unter Q ist nun
EQ[M∞] = EP [M∞] + EP
[
M2∞
]
.
Da Mt und damit M∞ aber unter allen Maßen Q ∈ P denselben Erwartungswert
haben sollen, muß M∞ Q-fast sicher und damit P -fast sicher gleich Null sein.
Damit ist die Behauptung des Lemmas gezeigt.
2
Ein Grund, warum die im Lemma gemachte Aussage in dem hier betrachteten
Modell zutrifft, ist die Tatsache, daß die Art der Konstruktion des stochastischen
Integrals, wie wir sie in Abschnitt 2.3 ausgefu¨hrt haben, sicherstellt, daß der Raum
aller stochastischen Integrale, die in L2(P ) liegen, ein abgeschlossener Unterraum
von L2(P ) ist und wir deshalb eine orthogonale Zerlegung, wie oben betrachtet,
vornehmen ko¨nnen. Das Fehlen dieser Abgeschlossenheit war genau der Grund,
warum es in dem in Abschnitt 4.1 untersuchten Beispiel keine Darstellung des dort
betrachteten contingent claims C gab, obwohl nur ein Martingalmaß existierte.
Da wir die optionale Zerlegung von Ft-meßbaren (0 ≤ t < ∞) Zufallsvaria-
blen herleiten wollen, fixieren wir jetzt einen Zeithorizont T < ∞ und nehmen
an, daß F = FT ist. Dem entspricht ein Stoppen von X in T . In die optionale
Zerlegung gehen essentielle Suprema von bedingten Erwartungen u¨ber alle a¨qui-
valenten Martingalmaße ein. Daher mu¨ssen wir die Menge P genauer betrachten.
Ein Maß Q ∈ P ist durch seine Dichte zu P (auf FT ) eindeutig bestimmt. Wir
betrachten daher im folgenden die Prozesse der lokalen Dichten
(
dQ
dP |Ft
)
0≤t≤T
und beschreiben sie als exponentielle Martingale.
Fu¨r ein lokales P -Martingal Y mit Werten in IR und stetigen Pfaden sei
E(Y )t := exp
(
Yt − 1
2
〈Y 〉t
)
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das stochastische Exponential von Y . Weiter sei Y die Menge aller solchen lokalen
Martingale Y , so daß (E(Y )tXt)t≥0 ein lokales P -Martingal ist.
Bemerkung 7.3 Y ist die Menge aller stetigen, reellwertigen lokalen Martingale
Y mit der Eigenschaft, daß 〈E(Y ), X〉 ≡ 0 ist, da
d(E(Y )X) = E(Y ) dX +X dE(Y ) + 〈E(Y ), X〉
das Differential eines lokalen Martingals ist und E(Y ) und X lokale Martingale
sind. Die H-wertige Covariation 〈E(Y ), X〉 ist dabei so zu verstehen: Fu¨r jedes
h ∈ H ist
〈h, 〈E(Y ), X〉t〉H = 〈E(Y ), 〈h,X〉H〉t ,
wobei auf der rechten Seite die u¨bliche reelle Covariation steht. Hieraus ergibt
sich, daß fu¨r Y ∈ Y auch αY ∈ Y ist (α ∈ IR).
Das folgende Lemma stellt eine Beziehung zwischen Y und der Menge P der
a¨quivalenten Martingalmaße fu¨r X her:
Lemma 7.4 Sei Y0 = {Y ∈ Y | E(Y ) ist echtes Martingal}. Dann gilt:
i) {E(Y ) | Y ∈ Y0} =
{
dQ
dP
∣∣∣ Q ∈ P}.
ii) Fu¨r FT -meßbares nicht-negatives C mit supQ∈P EQ[C] <∞ ist
ess. sup
Q∈P
EQ[C | Ft] = ess. sup
Y ∈Y
EP [C E(Y )T | Ft]
E(Y )t .
Beweis: Zu Teil i): Ist E(Y ) ein echtes Martingal, so ist es der Prozeß sukzessiver
Dichten eines zu P a¨quivalenten Maßes Q auf FT = F . Da E(Y )X ein lokales P -
Martingal ist, istX ein lokales Martingal unterQ. Umgekehrt ist der Dichteprozeß
Gt =
dQ
dP |Ft
als stetiges, strikt positives Martingal das stochastische Exponential von
Yt =
∫ t
0
1
Gs
dGs.
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Zu Teil ii): Zuna¨chst zeigen wir, daß Y stabil unter Stoppen ist, das heißt, aus
Y ∈ Y folgt, daß fu¨r jede Stoppzeit τ auch der gestoppte Prozeß Y τt := Yt∧τ in
Y liegt. Dies gilt, wenn E(Y τ )X = E(Y )τ X wieder ein lokales P -Martingal ist.
Es genu¨gt, den Fall zu betrachten, daß X und E(Y )X echte P -Martingale sind.
Das allgemeine Resultat folgt dann durch Lokalisierung. Fu¨r eine beschra¨nkte
Stoppzeit S gilt:
EP [E(Y )τS XS] = EP [E(Y )S∧τ XS]
= EP [E(Y )S∧τ EP [XS | FS∧τ ]]
= EP [E(Y )S∧τ XS∧τ ] (X ist P -Martingal)
= EP [E(Y )0X0] (E(Y )X ist P -Martingal)
= EP [E(Y )τ0 X0] .
Damit ist auch E(Y )τ X ein P -Martingal.
Da fu¨r Y ∈ Y E(Y ) ein lokales P -Martingal ist, gibt es lokalisierende Stoppzeiten
T1 ≤ T2 ≤ . . ., so daß die Prozesse E(Y )Tn positive Martingale unter P sind. Da
E(Y )Tn X wie eben gezeigt ein lokales P -Martingal ist, ist E(Y )TnT Dichte eines
a¨quivalenten Martingalmaßes Qn. Fu¨r diese Maße gilt:
ess. sup
n
EQn [C | Ft] ≥ lim infn→∞ EQn [C | Ft]
= lim inf
n→∞ EP
[
C
E(Y )T∧Tn
E(Y )t∧Tn
∣∣∣∣∣Ft
]
≥ EP
[
lim
n→∞C
E(Y )T∧Tn
E(Y )t∧Tn
∣∣∣∣∣Ft
]
(Lemma von Fatou)
= EP
[
C
E(Y )T
E(Y )t
∣∣∣∣∣Ft
]
=
EP [C E(Y )T | Ft]
E(Y )t ,
und da jedes Q ∈ P eine P -Dichte der Form E(Y ) fu¨r ein Y ∈ Y besitzt, ist
damit
ess. sup
Q∈P
EQ[C | Ft] = ess. sup
Y ∈Y
EP [C E(Y )T | Ft]
E(Y )t .
2
Nach diesen Vorarbeiten ko¨nnen wir jetzt eine Version des Satzes u¨ber die optio-
nale Zerlegung fu¨r Hilbertraum-wertige Prozesse beweisen.
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Satz 7.5 (Optionale Zerlegung) Sei C ≥ 0 eine FT -meßbare Zufallsvariable.
Unter den Voraussetzungen dieses Abschnitts besitzt
Vt = ess. sup
Q∈P
EQ[C | Ft]
eine Zerlegung
Vt = V0 +
∫ t
0
ξs dXs − At,
mit einer previsiblen Strategie ξ und einem wachsenden Prozeß A.
Beweis: V ist ein Supermartingal unter allen Maßen aus P , also insbesondere
unter P . Sei
Vt = V0 +Mt − At
die Doob-Meyer-Zerlegung von V unter P in ein lokales P -MartingalM und einen
wachsenden, previsiblen Prozeß A, beide mit Startwert 0. Zu Y ∈ Y sei QYn das
a¨quivalente Martingalmaß mit Dichte
dQYn
dP
= E(Y )T∧Tn ,
wobei T1, T2, . . . die E(Y ) lokalisierende Folge von Stoppzeiten
Tn = inf {t ≥ 0 | E(Y )t ≥ n}
ist. Nach dem Theorem von Girsanov besitzt V unter QYn die Doob-Meyer-
Zerlegung
Vt = V0 +M
QYn
t − (At −
〈
M,Y Tn
〉
t
).
Dabei ist MQ
Y
n = M −
〈
M,Y Tn
〉
ein lokales QYn -Martingal. Die Stoppzeiten
T1, T2, . . . lokalisieren auch E(αY ) fu¨r alle α > 0, da
E(αY )t ≤ (E(Y )t)α
und daher
E(αY )t∧Tn ≤ nα
ist. Somit ist fu¨r α > 0 E(αY )T∧Tn die P -Dichte eines Maßes QαYn ∈ P . Unter
diesem Maß hat die Doob-Meyer-Zerlegung von V die Form
Vt = V0 +M
QαYn
t − (At − α
〈
M,Y Tn
〉
t
).
91
Da V ein Supermartingal unter QαYn ist, muß
At − α
〈
M,Y Tn
〉
t
≥ 0
sein. La¨sst man nun α gegen ±∞ gehen, so sieht man, daß〈
M,Y Tn
〉
≡ 0
fu¨r alle n sein muß. Damit ist auch
〈M,Y 〉 ≡ 0.
Dies gilt fu¨r beliebiges Y ∈ Y , also auch fu¨r solche, die wie im Lemma zu Maßen
aus P assoziiert sind. Daher hat V unter allen Q ∈ P dieselbe Doob-Meyer-
Zerlegung
Vt = V0 +Mt − At.
Insbesondere ist M fu¨r alle Q ∈ P ein lokales Martingal. Nach Lemma 7.2 ist M
daher darstellbar in der Form
Mt =
∫ t
0
ξs dXs,
mit einem Integranden ξ ∈ Λ2loc (X).
2
Die Anforderung, daß alle Martingale auf unserem Wahrscheinlichkeitsraum ste-
tige Pfade besitzen, ermo¨glichte zum einen die Darstellung der lokalen Dichten
als exponentielle Martingale und sicherte zum anderen die Nicht-Negativita¨t all-
gemeiner exponentieller lokaler Martingale.
7.2 Quantil-Hedgen und effizientes Hedgen
Das Theorem u¨ber die Existenz der optionalen Zerlegung gibt eine Antwort auf
die Frage: Was kostet es mindestens, einen gegebenen contingent claim durch ei-
ne Investitionsstrategie abzusichern? Der resultierende (Superhedging-)Preis ist
aber oft nur eine triviale obere Schranke fu¨r den Preis des claims und damit fu¨r
praktische Zwecke zu hoch. Wenn ein Investor nur bereit ist, eine kleinere Summe
zu investieren, muß er das Risiko in Kauf nehmen, bei Fa¨lligkeit des contingent
claims ein Portfolio zu haben, das zur Deckung des claims nicht ausreicht. Somit
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stellt sich die Frage, durch welche Strategie bei gegebenem Startkapital das Ver-
lustrisiko minimiert wird . Diese Fragestellung ist auch im vollsta¨ndigen Modell
sinnvoll, da auch hier der Investor nicht bereit oder in der Lage sein kann, den
zur exakten Duplizierung notwendigen Betrag einzusetzen. Denn auch hier ist die
perfekte Absicherung nicht unbedingt erwu¨nscht, da man damit zwar keinerlei
Risiko eingeht, aber auch keine Chance hat, Gewinn zu machen.
Um das hier aufgestellte Problem lo¨sen zu ko¨nnen, muß zuna¨chst der in obenste-
hender Formulierung naiv gebrauchte Begriff des Verlustrisikos in eine quantita-
tive Form gebracht werden. Fo¨llmer und Leukert behandeln das Problem der Ri-
sikominimierung bei vorgegebener Investitionsobergrenze in den Arbeiten [FL99]
und [FL00] im endlichdimensionalen Modell, wobei das Verlustrisiko hier durch
eine Gro¨ße der Form
E
[
l
(
(C − VT )+
)]
gemessen wird. Dabei ist C der Wert des abzusichernden contingent claims im
Fa¨lligkeitszeitpunkt T , VT der Wert des Absicherungsportfolios in T und l eine
Funktion, die das Risikoverhalten des Investors repra¨sentiert. In [FL99] wird der
Fall l = 1(0,∞) behandelt. Das Verlustrisiko ist dann durch
P [C > VT ]
gegeben. In [FL00] werden wachsende konvexe und wachsende strikt konkave
Funktionen fu¨r l untersucht. In beiden Fa¨llen besteht die Lo¨sung darin, einen
anderen contingent claim C˜ zu (super-)replizieren. Das Theorem u¨ber die Exi-
stenz der optionalen Zerlegung (endlichdimensionale Version) gibt als Preis der
Superhedging-Strategie fu¨r C˜
sup
Q∈P
EQ
[
C˜
]
an. Dabei ist P die Menge aller zu P a¨quivalenten Martingalmaße fu¨r den zugrun-
deliegenden endlichdimensionalen Preisprozeß X. Dieser Preis soll nicht ho¨her als
eine vorgegebene Schranke V0 sein, die unterhalb des Superhedging-Preises von
C liegt. Das Verlustrisiko ist dann ho¨chstens
E
[
l
(
(C − C˜)+
)]
= E
[
l
(
C − (C ∧ C˜)
)]
= E[l((1− φ)C)] ,
mit
φ :=
C ∧ C˜
C
1{C>0} + 1{C=0}.
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φ nimmt Werte im Intervall [0, 1] an. Da C˜ in das Verlustrisiko nur in der
Form C ∧ C˜ eingeht und aufgrund der Monotonie des Erwartungswertes der
Superhedging-Preis dieser Zufallsvariable nicht ho¨her als der von C˜ ist, kann
man C˜ ≤ C wa¨hlen, also
C˜ = C ∧ C˜ = φC.
φ beschreibt dann die Gro¨ße des Anteils von C, den ich mit C˜ absichern kann.1
Ein entscheidender Schritt, um das optimale C˜ zu ermitteln, ist es daher eine
Funktion φ : Ω −→ [0, 1] zu finden, die unter vom vorgegebenen Anfangskapital
V0 abha¨ngenden Nebenbedingungen den Term
E[l((1− φ)C)]
minimiert. Dies wird in [FL99] in Theorem 4.9 und in [FL00] in Proposition 3.1
behandelt. Im folgenden Satz fassen wir diese beiden Resultate zusammen:
Satz 7.6 Sei (Xt)0≤t≤T ein reellwertiges Semimartingal auf einem filtrierten
Wahrscheinlichkeitsraum (Ω,F , (Ft)0≤t≤T , P ). P sei die Menge aller zu P a¨qui-
valenten Wahrscheinlichkeitsmaße, unter denen X ein lokales Martingal ist. Wir
nehmen an, daß P nicht leer ist. Sei l : [0,∞) → [0,∞) entweder eine monoton
wachsende konvexe Funktion mit l(0) = 0 oder l = 1(0,∞). Sei C eine FT -meßbare
nicht-negative Zufallsvariable mit
U0 := sup
Q∈P
EQ[C] <∞.
Außerdem sei auch
EP [l(C)] <∞,
bzw. im Fall l = 1(0,∞)
EP [C] <∞.
Weiter sei
R = {φ : Ω −→ [0, 1] | φ ist FT -meßbar} .
Wir wa¨hlen einen Wert V˜0 mit 0 ≤ V˜0 < U0 und definieren R0 als die Menge
aller φ ∈ R fu¨r die
sup
Q∈P
EQ[φC] ≤ V˜0
ist. Dann existiert eine Lo¨sung φ˜ ∈ R0 des Optimierungsproblems
EP
[
l
(
(1− φ˜)C
)]
= min
φ∈R0
EP [l((1− φ)C)] .
1Damit dies u¨berall gilt, haben wir φ = 1 auf {C = 0} gesetzt.
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Wenn l strikt konvex ist, dann stimmen je zwei Lo¨sungen P -fast sicher auf der
Menge {C > 0} u¨berein. Ist l = 1(0,∞), so ist eine hinreichende Bedingung dafu¨r,
daß φ˜ eine Lo¨sung ist, daß φ˜ die Gestalt
φ˜ = 1A mit A =
{
dP
dP˜
> λC
}
fu¨r ein Maß P˜ ∈ P und eine Konstante λ hat.
In die Formulierung dieses Satzes geht der Prozeß X nur u¨ber die Menge P seiner
a¨quivalenten Martingalmaße ein. Tatsa¨chlich beno¨tigt der Beweis fu¨r konvexe l
nur die Eigenschaft, daß alle Maße in P a¨quivalent zum Referenzmaß P sind.
Dort wird das Optimierungsproblem direkt u¨ber den P -fast sicheren Limes von
konvexen Kombinationen einer zum Minimum strebenden Folge (φn)n=1,2,... gelo¨st
(siehe Beweis von Proposition 3.1 in [FL00]). Der Fall l = 1(0,∞) wird mit Hilfe
einer Verallgemeinerung des Neyman-Pearson-Lemmas gelo¨st, was ebenfalls nur
die A¨quivalenz von Maßen aus P zu P erfordert. Lediglich zur Herleitung der
besonderen Gestalt von φ˜ in diesem Fall wird beno¨tigt, daß die Mischung von
Maßen in P mit beliebigen Wahrscheinlichkeitsverteilungen auf P wieder ein Ele-
ment von P ist (P ist stabil unter Mischen). Damit la¨sst sich der obige Satz
unabha¨ngig von dem Semimartingal X wie folgt formulieren:
Satz 7.7 Wir betrachten einen Wahrscheinlichkeitsraum (Ω,F , P ). Sei P ei-
ne nichtleere Menge von zu P a¨quivalenten Wahrscheinlichkeitsmaßen. Sei
l : [0,∞)→ [0,∞) entweder eine monoton wachsende konvexe Funktion mit
l(0) = 0 oder l = 1(0,∞). Sei C eine meßbare nicht-negative Zufallsvariable auf
(Ω,F , P ) mit
U0 := sup
Q∈P
EQ[C] <∞.
Außerdem sei auch
EP [l(C)] <∞,
bzw. im Fall l = 1(0,∞)
EP [C] <∞.
R, R0 und V˜0 seien wie in Satz 7.6 definiert. Dann existiert eine Lo¨sung φ˜ ∈ R0
des Optimierungsproblems
EP
[
l
(
(1− φ˜)C
)]
= min
φ∈R0
EP [l((1− φ)C)] .
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Wenn l strikt konvex ist, dann stimmen je zwei Lo¨sungen P -fast sicher auf der
Menge {C > 0} u¨berein. Ist l = 1(0,∞), und ist P stabil unter Mischen, so ist eine
hinreichende Bedingung dafu¨r, daß φ˜ eine Lo¨sung ist, daß φ˜ die Gestalt
φ˜ = 1A mit A =
{
dP
dP˜
> λC
}
fu¨r ein Maß P˜ ∈ P und eine Konstante λ hat.
Da die Menge der a¨quivalenten Martingalmaße eines Prozesses mit Werten in
einem Hilbertraum die Bedingungen an P in diesem Satz erfu¨llt, ko¨nnen wir
mit Hilfe der Ergebnisse aus den Abschnitten 4.2 und 7.1 nun die Resultate von
Fo¨llmer und Leukert auf die unendlichdimensionale Situation u¨bertragen. Dabei
untersuchen wir zuna¨chst den Fall, daß es genau ein a¨quivalentes Martingalmaß
gibt.
Annahme 7.8 (Xt)0≤t≤T sei ein adaptierter Prozeß auf einem filtrierten Wahr-
scheinlichkeitsraum (Ω,F , (Ft)0≤t≤T , P ) mit Werten in einem separablen Hilbert-
raum H und stetigen Pfaden. Wir nehmen an, daß es (auf FT ) genau ein zu P
a¨quivalentes Wahrscheinlichkeitsmaß P ∗ gibt, unter dem X ein lokales Martingal
ist.
Wie in Kapitel 5 definieren wir zu einer Strategie ξ ∈ Λ2loc (X) und einem Start-
kapital x0 ∈ IR
Vt(x0, ξ) := x0 +
∫ t
0
ξs dXs
als die Wertentwicklung des Portfolios zu dieser Strategie. Um Verdopplungs-
strategien und a¨hnliches auszuschließen, betrachten wir im folgenden nur solche
Strategien als zula¨ssig, fu¨r die Vt(x0, ξ) fu¨r alle t nicht-negativ ist.
Unter der Annahme 7.8 ko¨nnen wir aus Satz 7.7 das folgende Resultat ableiten:
Satz 7.9 Annahme 7.8 sei erfu¨llt. Sei l : [0,∞) → [0,∞) eine monoton wach-
sende konvexe Funktion mit l(0) = 0 und C eine FT -meßbare nicht-negative Zu-
fallsvariable mit
U0 := EP ∗ [C] <∞,
sowie
EP [l(C)] <∞.
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Wir fixieren ein Startkapital V˜0 mit 0 < V˜0 < U0. Dann existiert eine Lo¨sung
(x˜0, ξ˜) des Optimierungsproblems:
Minimiere unter allen zula¨ssigen Strategien (x0, ξ) mit x0 ≤ V˜0 das Verlustrisiko
EP
[
l
(
(C − VT (x0, ξ))+
)]
.
Beweis:Wir definieren C˜ = φ˜ C, wobei φ˜ eine Lo¨sung des Optimierungsproblems
aus Satz 7.7 fu¨r P = {P ∗} und das gewa¨hlte V˜0 ist. Damit minimiert C˜ das
Verlustrisiko
EP
[
l
(
(C − Y )+
)]
unter allen Zufallsvariablen Y mit 0 ≤ Y ≤ C und
EP ∗ [Y ] ≤ V˜0.
Wie wir weiter oben ausgefu¨hrt haben, ist die Bedingung Y ≤ C keine Ein-
schra¨nkung. Unter der Annahme 7.8 ist nach Korollar 4.4 C˜ mit einer Portfolio-
strategie ξ˜ in der Form
C˜ = EP ∗
[
C˜
]
+
∫ T
0
ξ˜t dXt
darstellbar, wobei
EP ∗
[
C˜
∣∣∣Ft] = EP ∗[C˜]+ ∫ t
0
ξ˜s dXs
fu¨r alle t ∈ [0, T ] ist. Da C˜ ≥ 0 ist, sind auch alle bedingten Erwartungen von C˜
nicht-negativ. Somit ist ξ˜ eine zula¨ssige Strategie und
(
EP ∗
[
C˜
]
, ξ˜
)
eine Lo¨sung
des Optimierungsproblems dieses Satzes.
2
Fu¨r spezielle l kann man das optimale φ˜ in Satz 7.7 noch genauer angeben. Wir
haben hier den Fall ausgewa¨hlt, daß l strikt konvex und stetig differenzierbar ist.
Die in [FL00] fu¨r andere Formen von l berechneten Darstellungen von φ˜ lassen sich
aber genauso auf die unendlichdimensionale Situation u¨bertragen. Wir erhalten
aus Theorem 5.1 in [FL00] die folgende Gestalt der Lo¨sung φ˜:
Satz 7.10 Unter den Voraussetzungen von Satz 7.9 gilt: Ist l stetig differenzier-
bar auf (0,∞) mit streng monoton wachsender Ableitung l′, die die Bedingungen
l′(0+) = 0 und l′(∞) =∞ erfu¨llt, so hat das optimale φ˜ in Satz 7.7 die Form
φ˜ = 1−
(
I(cρ∗)
C
∧ 1
)
auf {C > 0} ,
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mit
ρ∗ :=
dP ∗
dP
, I := (l′)−1
und einer Konstante c, die durch die Bedingung
EP ∗
[
φ˜ C
]
= V˜0
gegeben ist.
Beweis: Im Beweis von Theorem 5.1 in [FL00], der wieder auf dem Lemma von
Neyman-Pearson beruht, wird nur benutzt, daß die Menge P in Satz 7.7 einele-
mentig ist. Daher gilt dieser Satz auch in der unendlichdimensionalen Situation
bei eindeutigem Martingalmaß.
2
Mit der gleichen Argumentation la¨ßt sich auch die Darstellung der optimalen
Lo¨sung fu¨r den Fall l = 1(0,∞) auf unsere Situation u¨bertragen. Wir ko¨nnen
daher aus Theorem 2.22 und Abschnitt 2.3 in [FL99] ableiten:
Satz 7.11 Unter der Annahme, daß in Satz 7.7 P = {P ∗} ist, hat die optimale
Lo¨sung φ˜ die folgende Gestalt: Sei Q∗ definiert durch
dQ∗
dP ∗
=
C
EP ∗ [C]
und
α :=
V˜0
EP ∗ [C]
.
Sei weiter
a˜ := inf
{
a
∣∣∣∣∣Q∗
[
dP ∗
dP
> aC
]
≤ α
}
und
A˜ :=
{
dP ∗
dP
> a˜C
}
.
Ist dann
Q∗
[
A˜
]
= α,
so ist
φ˜ = 1
A˜
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auf {C > 0}. Ansonsten ist
φ˜ = 1
A˜
+ γ 1{ dP∗dP =a˜ C}
auf {C > 0}, mit
γ =
α−Q∗
[
A˜
]
Q∗
[
dP ∗
dP
= a˜ C
] .
Mit dem gleichen Argument wie im Beweis von Satz 7.9 bekommen wir die Stra-
tegie, die die Verlustwahrscheinlichkeit (also l = 1(0,∞) in Satz 7.7) bei gegebenem
Einsatz minimiert:
Satz 7.12 Annahme 7.8 sei erfu¨llt. Sei C eine FT -meßbare nicht-negative Zu-
fallsvariable mit
U0 := EP ∗ [C] <∞,
sowie
EP [C] <∞.
Wir fixieren ein Startkapital V˜0 mit 0 < V˜0 < U0. Dann existiert eine Lo¨sung
(x˜0, ξ˜) des Optimierungsproblems:
Minimiere unter allen zula¨ssigen Strategien (x0, ξ) mit x0 ≤ V˜0 die Verlustwahr-
scheinlichkeit
P [C > VT (x0, ξ)] .
Es gilt
VT (x0, ξ) = φ˜ C
mit φ˜ wie in Satz 7.11.
Im Fall Q∗
[
A˜
]
= α besteht das optimale Vorgehen also darin den contingent
claim C auf einem Quantil der Martingalmaßdichte perfekt abzusichern und auf
dem Komplement u¨berhaupt nicht.
Wir kommen jetzt zum unvollsta¨ndigen Fall. Um Satz 7.5 anwenden zu ko¨nnen,
treffen wir die folgende Annahme:
Annahme 7.13 (Xt)0≤t≤T sei ein adaptierter Prozeß auf einem filtrierten
Wahrscheinlichkeitsraum (Ω,F , (Ft)0≤t≤T , P ) mit Werten in einem separablen
Hilbertraum H und stetigen Pfaden. P sei die Menge aller zu P a¨quivalenten
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Maße, unter denen X ein lokales Martingal ist. Wir nehmen an, daß P nicht leer
ist. Die Filtrierung (Ft)0≤t≤T auf Ω habe die Eigenschaft, daß jedes Ft-adaptierte
lokale reellwertige Martingal P -fast sicher stetige Pfade hat.
Unter dieser Annahme besagt Satz 7.5, daß φ˜ C, mit φ˜ wie in Satz 7.7 eine op-
tionale Zerlegung
φ˜ C = V˜0 +
∫ T
0
ξ˜t dXt − AT
mit
V˜0 = sup
Q∈P
EQ
[
φ˜ C
]
besitzt. Damit gilt Theorem 3.2 aus [FL00] auch in dieser Situation. Außerdem
wird dort nicht auf die Form von l Bezug genommen. Somit gilt die Aussage
dieses Theorems auch fu¨r den Fall l = 1(0,∞). Damit erhalten wir als Resultat im
unvollsta¨ndigen Modell das gleiche Ergebnis wie in Theorem 3.2 in [FL00]:
Satz 7.14 Es gelte Annahme 7.13. Sei φ˜ eine Lo¨sung des Optimierungsproblems
in Satz 7.7. Dann minimiert die zur optionalen Zerlegung von φ˜ C geho¨rende
Strategie (V˜0, ξ˜) das Verlustrisiko
EP
[
l
(
(C − VT (x0, ξ))+
)]
.
unter allen zula¨ssigen Strategien (x0, ξ) mit x0 ≤ V˜0.
Somit haben wir gezeigt, daß auch im unendlichdimensionalen Kontext die
Mo¨glichkeit einer optimalen (im Sinne minimalen Verlustrisikos) Absicherung zu
gegebenem Startkapital gegeben ist, sofern das Modell so beschaffen ist, daß es
die Replikation bzw. Superreplikation beliebiger contingent claims zula¨sst.
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Kapitel 8
Martingalmaße und lokale
Spezifikationen
In Abschnitt 4.3 haben wir Zusammenha¨nge zwischen endlichdimensionalen
Teilmodellen und dem gesamten, unendlichdimensionalen Modell untersucht. Die
Teilmodelle entstanden dabei durch orthogonale Projektion des Hilbertraum-
wertigen Preisprozesses auf endlichdimensionale Unterra¨ume, also durch Auswahl
von endlich vielen Koordinaten bezu¨glich einer Orthogonalbasis des zugrundelie-
genden Hilbertraumes. Dabei wird die Filtrierung der Teilmodelle von den jeweils
ausgewa¨hlten Koordinatenprozessen erzeugt und somit sozusagen alle Informa-
tionen, die die restlichen Koordinaten des Prozesses beitragen, vergessen. Ein
dazu komplementa¨rer, durch die Theorie der Gibbsmaße motivierter Ansatz ist
es, stattdessen alle Information u¨ber die restlichen Koordinaten als gegeben zu
betrachten, sich also die bedingten Verteilungen, gegeben die von allen bis auf end-
lich vielen Koordinaten erzeugten σ-Algebren, anzusehen. Es kann dabei jedoch
sehr leicht passieren, daß unter solchen bedingten Verteilungen die beteiligten
Prozesse keine Semimartingale mehr sind. Dies illustrieren wir an einem Beispiel.
Anschließend stellen wir in Abschnitt 8.2 das von Deuschel in [Deu85] behan-
delte unendlichdimensionale Diffusionsmodell vor. In diesem Modell bleibt die
Semimartingaleigenschaft beim U¨bergang zu bedingten Verteilungen erhalten.
Deuschel berechnet mehrdimensionale bedingte Verteilungen nur fu¨r den Fall,
daß der Martingalanteil des Prozesses eine unendlichdimensionale Brownsche Be-
wegung ist. Um auch allgemeinere Situationen behandeln zu ko¨nnen, erweitern
wir das Modell in Abschnitt 8.2 durch geeignete Transformationen.
Doch nun wollen wir zuna¨chst das angeku¨ndigte Beispiel fu¨r den Verlust der
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Semimartingaleigenschaft beim U¨bergang zu bedingten Verteilungen angeben:
Beispiel 8.1 Sei Ω = C[0, 1]2, versehen mit der Borelschen σ-Algebra
F . (X1t )0≤t≤1 und (X2t )0≤t≤1 seien die Koordinatenprozesse, es sei also fu¨r
ω = (ω1, ω2) ∈ Ω und alle t ∈ [0, 1]
X it(ω) = ωi(t)
(i = 1, 2). (Ft)0≤t≤1 sei die von den Koordinatenprozessen erzeugte rechtsstetige
Filtrierung. Weiter sei P˜ das zweidimensionale Wienermaß auf Ω mit Start in 0
und P das Bildmaß von P˜ unter der Abbildung
f : Ω −→ Ω
(ω1, ω2) 7→ (ω1 + ω2, ω2).
Damit besitzen die Prozesse X1 und X2 unter P die Dynamik
X1t = W
1
t +W
2
t , X
2
t = W
2
t ,
mit unabha¨ngigen eindimensionalen Brownschen Bewegungen W 1 und W 2.
Dann ist fu¨r P ◦(X2)−1-fast alle ω2 ∈ C[0, 1] das bedingte Wahrscheinlichkeitsmaß
P ω2 := P
[
· |X2 = ω2
]
wohldefiniert, da F abza¨hlbar erzeugt ist. Da W 1 und X2 = W 2 unter P un-
abha¨ngig sind, ist W 1 auch unter P ω2 eine Brownsche Bewegung. W 2 = X2 folgt
dagegen P ω2-fast sicher dem Pfad ω2. Daher hat X
1 unter P ω2 die Gestalt
X1t = W
1
t + ω2(t).
Da P [〈X2〉t = t fu¨r alle t ∈ [0, 1]] = 1 ist, ko¨nnen wir ω2 so wa¨hlen, daß 〈ω2〉t = t
fu¨r alle t ∈ [0, 1] gilt und P ω2 wohldefiniert ist. Unter P ω2 ist X1 dann kein
Semimartingal, da es die Summe eines Martingals mit einer deterministischen
Funktion, deren quadratische Variation nicht verschwindet, ist.
Auch bei Vertauschen der Rollen von X1 und X2 geht die Semimartingaleigen-
schaft verloren. Denn es ist
X2t = W
2
t =
1
2
(
W 2t −W 1t
)
+
1
2
(
W 1t +W
2
t
)
=
1
2
(
W 2t −W 1t
)
+
1
2
X1t .
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W 2−W 1 und X1 sind orthogonale und damit unabha¨ngige Gaußprozesse. Daher
hat X2 unter P [ · |X1 = ω1] die Dynamik
X2t =
1
2
(
W 2t −W 1t
)
+
1
2
X1t (ω1)
=
1√
2
W˜t +
1
2
ω1(t)
wobei
W˜t :=
1√
2
(
W 2t −W 1t
)
eine Brownsche Bewegung unter P [ · |X1 = ω1] ist. Auch hier ist ein typisches
ω1 nicht von beschra¨nkter Variation und X
2 somit kein Semimartingal unter der
bedingten Verteilung.
8.1 Bedingte Verteilungen im unendlichdimen-
sionalen Diffusionsmodell nach Deuschel
Wie Beispiel 8.1 gezeigt hat, geht die Semimartingaleigenschaft beim U¨bergang
zu einem bedingten Wahrscheinlichkeitsmaß leicht verloren, da deterministische
Anteile mit nicht verschwindender quadratischer Variation auftauchen ko¨nnen.
Diese stammen von wechselseitigen Abha¨ngigkeiten der Martingalanteile der be-
teiligten Prozesse. Daher liegt es nahe, den Fall von Semimartingalen zu unter-
suchen, deren Martingalanteile unabha¨ngig sind. Wechselseitige Abha¨ngigkeiten
sind dann nur durch die Anteile von beschra¨nkter Variation gegeben.
Ein Modell, das in diesen Rahmen passt, wird von Deuschel in [Deu85] untersucht.
Die betrachteten Prozesse sind hier unendlich viele Brownsche Bewegungen mit
Drift, wobei die Brownschen Bewegungen unabha¨ngig sind. Deuschel berechnet
die bedingten Dichten der Verteilungen von endlich vielen dieser Prozesse, wenn
alle anderen gegeben sind, zum Wienermaß. Im folgenden fassen wir die Resultate
aus den Abschnitten II.1-II.3 in [Deu85] kurz zusammen. Dabei beschra¨nken wir
uns auf den Fall, daß die Startverteilung der Prozesse auf einen Punkt konzentriert
ist.
Wir beginnen mit dem zugrundeliegenden Modell: Sei I eine abza¨hlbare Index-
menge (z. B. die Menge der natu¨rlichen Zahlen oder ein abza¨hlbares Gitter). Als
Wahrscheinlichkeitsraum wa¨hlen wir Ω := C[0, 1]I , versehen mit dem abza¨hlba-
ren Produkt der Borelschen σ-Algebra auf C[0, 1] und der natu¨rlichen Filtrierung
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(Ft)0≤t≤1. (Xt)0≤t≤1 sei der Auswertungsprozeß mit Koordinaten X i, i ∈ I, al-
so X it(ω) = ωi(t) fu¨r alle ω = (ωi)i∈I ∈ Ω. Q sei das Wahrscheinlichkeitsmaß
auf Ω, unter dem X0 = x fu¨r ein gewa¨hltes x ∈ Ω gilt und X die stochastische
Differentialgleichung
dX it = dW
i
t + b
i(t,Xt) dt, i ∈ I,
mit unabha¨ngigen eindimensionalen Brownschen Bewegungen W i, i ∈ I, erfu¨llt.
Dabei sollen die Driften bi, i ∈ I, den folgenden Bedingungen genu¨gen, die nach
Proposition II.1.1 in [Deu85] auch die Existenz und Eindeutigkeit von Q garan-
tieren:
Zu jedem i ∈ I sei N(i) eine endliche Teilmenge von I − {i} und es gebe Funk-
tionen
Bi : [0, 1]× IR −→ IR
und fu¨r jedes k ∈ N(i)
Bi,k : [0, 1]× IR2 −→ IR,
so daß
bi(t, x) =
∂
∂xi
Bi(t, xi) +
∑
k∈N(i)
∂
∂xi
Bi,k(t, xi, xk).
Die Funktionen Bi, Bi,k seien fu¨r alle i, k glatt und beschra¨nkt mit beschra¨nkten
Ableitungen. Außerdem sei
K := sup
i
∥∥∥bi∥∥∥∞ <∞.
Sei weiter
N(i) := {k ∈ I : i ∈ N(k), k 6= i} .
Es gebe eine Schranke N0 ∈ IN, so daß fu¨r alle i ∈ I die Mengen N(i) und N(i)
ho¨chstens N0 Elemente haben.
Als na¨chstes fu¨hren wir Bezeichnungen fu¨r die bedingten Verteilungen einer end-
lichen Zahl der X i, gegeben die restlichen Prozesse, ein:
Sei M eine endliche Teilmenge von I und XM := (X i)i∈M und XI−M entspre-
chend definiert. Mit QM(·, XI−M) bezeichnen wir die bedingte Verteilung von
XM , gegeben
F I−M := σ
(
Xkt , t ∈ [0, 1], k ∈ I −M
)
.
Fu¨r jedes ω ∈ Ω ist QM(·, XI−M)(ω) = QM(·, XI−M(ω)) somit ein Wahrschein-
lichkeitsmaß auf
(
C[0, 1]M ,
(
FMt
)
0≤t≤1
)
, mit FMt = σ
(
Xks , s ∈ [0, t], k ∈M
)
.
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Das Ziel ist, die Dichte von QM(·, XI−M) zum Wienermaß auf(
C[0, 1]M ,
(
FMt
)
0≤t≤1
)
anzugeben. Dazu definieren wir noch einige Gro¨ßen, die
in den Term fu¨r die Dichte eingehen:
Sei
N(M) := {k ∈ I −M :M ∩N(k) 6= ∅}
und
N(I −M) :=
{
i ∈M : (I −M) ∩N(i) 6= ∅
}
.
Wir setzen
HM :=
∑
k∈N(M)
∑
i∈M∩N(k)
Bk,i
und
b˜k :=

bk − ∂
∂xk
HM , k ∈ N(I −M)
bk − ∂
∂xk
HM , k ∈ N(M)
bk, k ∈
(
N(I −M) ∪N(M)
)c
.
Rechnet man die Ableitungen von HM aus, so erha¨lt man
b˜k =

∂
∂xk
Bk +
∑
i∈N(k)∩M
∂
∂xk
Bk,i +
∑
i∈N(k)∪(N(k)−M)
∂
∂xk
(Bk,i −Bi,k), k ∈ N(I −M)
∂
∂xk
Bk +
∑
i∈N(k)−M
∂
∂xk
Bk,i, k ∈ N(M)
bk, k ∈
(
N(I −M) ∪N(M)
)c
.
Weiter sei
gM :=
∂
∂t
HM +
∑
k∈N(M)∪N(I−M)
b˜k ∂
∂xk
HM +
1
2
∂2
∂(xk)2
HM +
1
2
∣∣∣∣∣ ∂∂xkHM
∣∣∣∣∣
2

und
ΨM(XM , XI−M) := HM(1, X1)−
∫ 1
0
gM(s,Xs) ds−HM(0, X0). (8.1)
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Außerdem sei
ΦM(XM , XI−M) :=
∑
i∈M
(∫ 1
0
b˜i(s,Xs) dX
i
s −
1
2
∫ 1
0
b˜i(s,Xs)
2 ds
)
. (8.2)
Damit ko¨nnen wir Deuschels Resultat u¨ber die Gestalt der bedingten Dichten
formulieren. Da wir im Kontext dieser Arbeit eher an Dichten von Martingal-
maßen (hier das Wienermaß) zum Referenzmaß als umgekehrt interessiert sind,
geben wir hier das Inverse der Dichte bei Deuschel an. Ansonsten entspricht der
folgende Satz Proposition II.3.1 in [Deu85].
Satz 8.2 Sei PM das Wienermaß auf
(
C[0, 1]M ,
(
FMt
)
0≤t≤1
)
mit Start in XM0 .
Dann sind fu¨r alle endlichen M ⊂ I und Q-fast alle ω ∈ Ω QM(·, XI−M) und
PM a¨quivalent und die Dichte von PM zu QM(·, XI−M) hat die Gestalt
dPM
dQM(·, XI−M) =
1
ZM(XI−M)
exp
(
−ΨM(XM , XI−M)− ΦM(XM , XI−M)
)
,
(8.3)
mit dem Normierungsfaktor
ZM(XI−M) := EQM (·,XI−M )
[
exp
(
−ΨM(XM , XI−M)− ΦM(XM , XI−M)
)]
(8.4)
und den in (8.1) und (8.2) eingefu¨hrten Gro¨ßen ΨM und ΦM .
Da QM(·, XI−M) a¨quivalent zu PM ist, ist fu¨r alle endlichen TeilmengenM von I
XM unter QM(·, XI−M) ein Semimartingal, und es existiert ein a¨quivalentes Mar-
tingalmaß, na¨mlich das Wienermaß PM . Im allgemeinen ist das Ursprungsmaß Q
aber nicht a¨quivalent zum unendlichdimensionalen Wienermaß P . So erfu¨llt zum
Beispiel fu¨r I = {1, 2, . . .} das durch die Dynamik
X it = W
i
t + t (i = 1, 2, . . .)
definierte Maß Q alle Anforderungen (bi ist hier konstant 1 fu¨r alle i ∈ I), es gilt
jedoch
lim
n→∞
1
n
n∑
i=1
X i1 =
{
1 Q-fast sicher
0 P -fast sicher
.
Hier sind P und Q also singula¨r zueinander.
Eine hinreichende Bedingung an die Driften dafu¨r, daß P und Q a¨quivalent sind,
ist die Novikov-Bedingung
EQ
[
exp
(
1
2
∑
i∈I
∫ 1
0
bi(t,Xt)
2 dt
)]
<∞.
107
In diesem Fall sind die a¨quivalenten Martingalmaße zu den Maßen QM(·, XI−M)
gerade die entsprechenden Randverteilungen von P fu¨r die Koordinaten aus M .
Das liegt daran, daß die Interaktionen der einzelnen Koordinaten sich nur auf
die Driften auswirken, wa¨hrend die Volatilita¨ten konstant sind. Nur letztere sind
aber fu¨r Martingalmaße relevant.
8.2 Erweiterung des Modells durch Transforma-
tion
Deuschel betrachtet in Abschnitt II.7 von [Deu85] noch ein erweitertes Modell,
in dem die Dynamik von X unter Q durch
dX it = s
i(X it) dW
i
t + b
i(t,Xt) dt, i ∈ I,
gegeben ist, wobei die Funktionen si (i ∈ I) glatt und beschra¨nkt mit beschra¨nk-
ten Ableitungen sind. Außerdem soll 1
si
lokal quadratisch integrierbar bezu¨glich
des Lebesguemaßes sein. Die Driften bi sollen dabei die gleichen Bedingungen wie
oben erfu¨llen. Fu¨r dieses Modell berechnet Deuschel die Dichten der eindimensio-
nalen bedingten Verteilungen zum Wienermaß. Er betrachtet hier also nur den
Fall, daß M einelementig ist.
Wir beschreiten im folgenden einen anderen Weg. Wir fu¨hren eine nicht konstante
Volatilita¨t ein, indem wir den Prozeß X mittels einer Funktion transformieren.
Wir erweitern das Modell von Deuschel daher in diesem Abschnitt, indem wir von
den Prozessen X i zu Prozessen der Form Y it = fi(t,X
i
t) fu¨r geeignete Funktionen
fi u¨bergehen. Wir untersuchen wieder die bedingten Maße und geben Kriterien
fu¨r die Existenz von zu diesen bedingten Maßen a¨quivalenten Martingalmaßen
an. Im Falle der Existenz berechnen wir die entsprechenden Dichten.
Um die Notation etwas zu vereinfachen, sei ab jetzt o.B.d.A. I = {1, 2, . . .}. Seien
fn : [0, 1]×IR→ IR (n = 1, 2, . . .) einmal stetig nach der ersten Variable (Zeit) und
zweimal stetig nach der zweiten Variable (Raum) differenzierbare Funktionen. Die
Abbildungen
fn : [0, 1]× IR → [0, 1]× IR
(t, x) 7→ (t, fn(t, x))
seien injektiv mit inversen Abbildungen
f
−1
n : Im(fn)→ [0, 1]× IR.
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Wir definieren fu¨r alle n und t ∈ [0, 1]
Y nt := fn(t,X
n
t ) . (8.5)
Y n besitzt die Dynamik
dY nt = dfn(t,X
n
t )
= f ′n(t,X
n
t ) dW
n
t +
(
f ′n(t,X
n
t ) b
n
t (t,Xt) +
∂
∂t
fn(t,X
n
t ) +
1
2
f ′′n(t,X
n
t )
)
dt.
Mit Hilfe der Funktionen fn ko¨nnen wir X aus dieser Darstellung eliminieren.
Dazu definieren wir
F : [0, 1]× IRI → [0, 1]× IRI
durch
F (t, x1, x2, . . .) := (t, f1(t, x1), f2(t, x2), . . .).
F besitzt als inverse Abbildung
F−1(t, x1, x2, . . .) = (t, pr2(f
−1
1 (t, x1)), pr2(f
−1
2 (t, x2)), . . .), (8.6)
wobei pr2 die Projektion auf die zweite Koordinate ist. Damit ist
(t,Xt) = F
−1(t, Yt). (8.7)
Wir ko¨nnen die Dynamik von Y n daher wie folgt angeben:
dY nt = f
′
n
(
f
−1
n (t, Y
n
t )
)
dW nt + f
′
n
(
f
−1
n (t, Y
n
t )
)
bnt (F
−1(t, Yt)) dt (8.8)
+
(
∂
∂t
fn
(
f
−1
n (t, Y
n
t )
)
+
1
2
f ′′n
(
f
−1
n (t, Y
n
t )
))
dt.
In Abschnitt II.7 von [Deu85] ha¨ngen die dort verwendeten Diffusionskoeffizienten
sn nicht von der Zeit ab. Um beide Ansa¨tze zu vergleichen, betrachten wir den
Fall, daß auch fn (n ∈ I) nicht von t abha¨ngt. Dann ist
dY nt = f
′
n
(
f−1n (Y
n
t )
)
dW nt + f
′
n
(
f−1n (Y
n
t )
)
bnt (F
−1(Yt)) dt
+
1
2
f ′′n
(
f−1n (Y
n
t )
)
dt.
Weiter gilt fu¨r alle n ∈ I und x ∈ IR:
f ′n
(
f−1n (x)
)
=
1
(f−1n )
′ (x)
.
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Wollen wir also vorgegebene (glatte) Diffusionskoeffizienten sn in unserem Modell
realisieren, so muß fu¨r x ∈ IR gelten:
sn(x) =
1
(f−1n )
′ (x)
,
also (
f−1n
)′
(x) =
1
sn(x)
.
Unter der Annahme, daß 1
sn
beschra¨nkt ist (das entspricht der Annahme (H8) in
[Deu85], S. 35), ko¨nnen wir beide Seiten integrieren. Setzen wir fn(0) = 0, so ist
f−1n (x) =
∫ x
0
1
sn(y)
dy =: Sn(x),
also muß
fn(x) = S
−1
n (x)
sein. Wenn sn glatt und beschra¨nkt ist ((H7) in [Deu85]) und nach Annahme
1
sn
beschra¨nkt ist, nimmt 1
sn
nur ein Vorzeichen an und ist nirgends Null. Sn
ist damit streng monoton steigend oder streng monoton fallend. Daher existiert
S−1. In diesem Sinne la¨sst sich jeder Diffusionskoeffizient sn, der (H7) und (H8)
in [Deu85] erfu¨llt, durch eine geeignete Funktion fn darstellen.
Wir kehren nun zum allgemeinen, zeitabha¨ngigen Modell zuru¨ck. Da Xnt =
pr2
(
f
−1
n (t, Y
n
t )
)
ist, erzeugen die Prozesse XM und Y M dieselben Filtrierungen(
FMt
)
0≤t≤1 fu¨r alle M ⊂ I.
Wir geben nun ein Kriterium dafu¨r an, daß es ein zu QM(·, XI−M) a¨quivalentes
Maß gibt, unter dem Y M = (Y n)n∈M ein lokales Martingal bezu¨glich der Filtrie-
rung FM ist, und berechnen die Dichte zu QM(·, XI−M).
Satz 8.3 Sei M eine endliche Teilmenge von I. Wir setzen fu¨r i ∈M
hi(t, x) :=
∂
∂t
fi(t, x) +
1
2
f ′′i (t, x)
f ′i(t, x)
. (8.9)
Ist
EPM
[
exp
(
1
2
∫ 1
0
∑
i∈M
h(t,X it)
2 dt
)]
<∞,
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so existiert ein Wahrscheinlichkeitsmaß P Y,M , das fu¨r Q-fast alle ω ∈ Ω zu
QM(·, XI−M)(ω) a¨quivalent ist, unter dem Y M ein lokales Martingal ist. In die-
sem Fall ist die Dichte von P Y,M zu QM(·, XI−M) durch
dP Y,M
dQM(·, XI−M) =
DY
M
ZM(XI−M)
exp
(
−ΨM(XM , XI−M)− ΦM(XM , XI−M)
)
(8.10)
gegeben, mit ΨM , ΦM und ZM(XI−M) wie in (8.1), (8.2) und (8.4) und
DY
M
:= exp
(
−∑
i∈M
∫ 1
0
hi(t,X
i
t) dX
i
t −
1
2
∑
i∈M
∫ 1
0
hi(t,X
i
t)
2 dt
)
.
Beweis: Der Beweis beruht auf Satz 8.2 und einem zusa¨tzlichen Maßwechsel vom
zu QM(·, XI−M) a¨quivalenten Wienermaß PM zum Martingalmaß P Y,M .
Unter PM ist XM eine Brownsche Bewegung. Fu¨r jedes i ∈M hat Y i daher unter
PM die Dynamik
dY it = dfi(t,X
i
t) = f
′
i(t,X
i
t) dX
i
t +
(
∂
∂t
fi(t,X
i
t) +
1
2
f ′′i (t,X
i
t)
)
dt. (8.11)
Da nach Satz 8.2 die bedingte Verteilung QM(·, XI−M) a¨quivalent zu PM ist, gibt
es genau dann ein zu QM(·, XI−M) a¨quivalentes (lokales) Martingalmaß fu¨r Y M ,
wenn es ein zu PM a¨quivalentes gibt. Unter PM ha¨ngt Y i jeweils nur von der
i-ten Koordinate der Brownschen Bewegung XM ab. Daher sind die Prozesse Y i,
i ∈ M , unabha¨ngig unter PM . Wir ko¨nnen daher die eindimensionalen Prozesse
Y i, i ∈M , zuna¨chst einzeln betrachten. Aus der Darstellung (8.11) folgt, daß
DY
i
:= exp
(
−
∫ 1
0
hi(t,X
i
t) dX
i
t −
1
2
∫ 1
0
hi(t,X
i
t)
2 dt
)
ein Kandidat fu¨r die PM -Dichte eines Maßes ist, unter dem Y i ein lokales Mar-
tingal ist. Damit DY
i
eine Wahrscheinlichkeitsdichte ist, muß
EPM
[
DY
i
]
= 1
sein. Hinreichend dafu¨r ist die Novikov-Bedingung:
EPM
[
exp
(
1
2
∫ 1
0
hi(t,X
i
t)
2 dt
)]
<∞.
Diese garantiert auch die Wohldefiniertheit von DY
i
, da (hi(t,X
i
t))0≤t≤1 dann
auch ein zula¨ssiger Integrand fu¨r X i ist. Die Dichte des zu PM a¨quivalenten
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Martingalmaßes P Y,M fu¨r Y M ist dann durch
DY
M
:=
dP Y,M
dPM
=
∏
i∈M
DY
i
= exp
(
−∑
i∈M
∫ 1
0
hi(t,X
i
t) dX
i
t −
1
2
∑
i∈M
∫ 1
0
hi(t,X
i
t)
2 dt
)
gegeben. Insgesamt gilt nach (8.3):
dP Y,M
dQM(·, XI−M) =
DY
M
ZM(XI−M)
exp
(
−ΨM(XM , XI−M)− ΦM(XM , XI−M)
)
.
2
Auch hier gilt wieder wie im vorigen Abschnitt, daß ein global zu Q a¨quivalentes
Martingalmaß nicht existieren muß. Wie im Beweis von Satz 8.3 ergibt sich als
Kandidat fu¨r eine Martingalmaßdichte, falls das unendlichdimensionale Wiener-
maß P a¨quivalent zu Q ist,
DY = exp
(
−
∞∑
i=1
∫ 1
0
hi(t,X
i
t) dX
i
t −
1
2
∞∑
i=1
∫ 1
0
hi(t,X
i
t)
2 dt
)
dP
dQ
= exp
(
−
∞∑
i=1
∫ 1
0
(
hi(t,X
i
t) + bi(t,Xt)
)
dX it −
1
2
∞∑
i=1
∫ 1
0
(
hi(t,X
i
t) + bi(t,Xt)
)2
dt
)
.
Hinreichend dafu¨r, daß DY wirklich eine Dichte ist, ist wieder die Novikov-
Bedingung
EQM
[
exp
(
1
2
∫ 1
0
(
hi(t,X
i
t) + bi(t,Xt)
)2
dt
)]
<∞.
Dann wird durch
dP Y
dQ
:= DY
ein zu Q a¨quivalentes Martingalmaß P Y fu¨r Y definiert. Auch hier sieht man
wieder, daß die Wahrscheinlichkeitsmaße P Y,M Projektionen des Maßes P Y auf
endlich viele Koordinaten sind. In diesem Sinne approximieren die Martingalmaße
der bedingten Verteilungen ein globales Martingalmaß.
Wenn man dieses Modell als Finanzmarkt mit unendlich vielen Assets auffaßt,
so entsprechen die bedingten Maße QM dem Wissen von Insidern, die u¨ber den
Wertverlauf von Assets außerhalb von M vollsta¨ndig informiert sind. Aufgrund
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der speziellen Struktur des Modells, die Interaktionen nur in den Driften zula¨ßt,
spielt dieses Zusatzwissen fu¨r die Martingalmaße P Y,M jedoch keine Rolle. Die Be-
wertung eines contingent claims C unterscheidet sich fu¨r den Insider nur dadurch
von der eines Investors ohne Zusatzinformationen, daß ersterer in C die ihm be-
kannten Wertverla¨ufe einsetzt. Aus Sicht des Nicht-Insiders bewertet, bzw. hedgt
der Insider ein anderes Derivat C˜, benutzt aber das gleiche globale Martingal-
maß P Y . Daher spielen fu¨r das Bewerten und Hedgen von contingent claims,
die nur von endlich vielen Koordinaten, gegeben durch eine Indexmenge M0,
abha¨ngen, auch nur die Informationen u¨ber diese Koordinaten eine Rolle. Dem
Insider nu¨tzen Kenntnisse u¨ber die Pfade aus I −M0 nichts, selbst wenn es In-
teraktionen zwischen diesen und den Koordinaten in M0 gibt. In diesem Fall ist
also die Bewertung von C unter den bedingten Verteilungen QM dieselbe wie un-
ter Q, wenn M0 eine Teilmenge von M ist. Ist C eine Funktion unendlich vieler
Koordinaten von Y , so ha¨ngt das asymptotische Verhalten bei wachsendem M
von der konkreten Struktur von C ab.
Zum Abschluß betrachten wir ein konkretes Beispiel. Hier sind die Funktionen
fn Exponentialfunktionen. Dies entspricht einem U¨bergang von Brownscher Be-
wegung zur geometrischen Brownschen Bewegung bei den Martingalanteilen. Es
zeigt daher, daß fu¨r die Modellierung von Finanzma¨rkten typische Prozeße in
unserem erweiterten Modell mo¨glich sind.
Beispiel 8.4 Wir nehmen als Indexmenge wieder I = {1, 2, . . .}. Sei fu¨r n =
1, 2, . . .
fn(t, x) := exp(σn x+ βn t)
mit reellen Koeffizienten σn und βn, σn 6= 0. Nach (8.6) ist
F−1(t, x1, x2, . . .) =
(
t,
log(x1)− β1 t
σ1
,
log(x2)− β2 t
σ2
, . . .
)
.
Nach (8.8) ergibt sich als Dynamik fu¨r Y n:
dY nt = σn Y
n
t dW
n
t + σn Y
n
t b
n
t (F
−1(t, Yt)) dt+
(
1
2
σ2n + βn
)
Y nt dt.
Wa¨hlt man βn = −12 σ2n fu¨r alle n, so reduziert sich die Dynamik auf
dY nt = σn Y
n
t dW
n
t + σn Y
n
t b
n
t (F
−1(t, Yt)) dt.
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Die in Satz 8.3 eingefu¨hrten Funktionen hn, (n ∈ I) berechnen sich wie folgt:
hn(t, x) =
∂
∂t
fn(t, x) +
1
2
f ′′n(t, x)
f ′n(t, x)
=
(
βn +
1
2
σ2n
)
fn(t, x)
σn fn(t, x)
=
βn
σn
+
1
2
σn.
Wir schreiben daher kurz
hn :=
βn
σn
+
1
2
σn.
Die Dichte DY
M
von P Y,M(·, Y I−M) zu PM(·, XI−M) ist damit nach Satz 8.3
DY
M
=
∏
n∈M
exp
(
hnX
n
1 −
1
2
h2n
)
= exp
(∑
n∈M
hnX
n
1 −
1
2
∞∑
n=1
h2n
)
.
Falls ∞∑
n=1
h2n <∞
und Q a¨quivalent zum Wienermaß P auf C[0, 1]I ist, existiert ein zu Q a¨quiva-
lentes Martingalmaß P Y fu¨r Y und seine Dichte zu Q ist durch
D = EP
[ ∞∏
n=1
exp
(
hnX
n
1 −
1
2
h2n
)]
dP
dQ
= EP
[
exp
( ∞∑
n=1
hnX
n
1 −
1
2
∞∑
n=1
h2n
)]
dP
dQ
gegeben. Da
∞∑
n=1
h2n eine Konstante ist, ist die Novikov-Bedingung trivialerweise
erfu¨llt. D ist also eine Wahrscheinlichkeitsdichte. Wenn βn = −12 σ2n fu¨r alle n ist,
so ist hn = 0 fu¨r alle n und Y somit bereits unter P ein lokales Martingal.
Die Erweiterung des Modells durch Transformation in diesem Abschnitt funktio-
niert deshalb, weil in die Funktionen fn nur jeweils eine Koordinate vonX eingeht.
Dadurch werden keine zusa¨tzlichen Kopplungen der einzelnen Koordinaten ein-
gefu¨hrt. La¨sst man hingegen die Funktionen fn von mehr als einer Koordinate von
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X abha¨ngen, so fu¨hren die dadurch induzierten Kopplungen in der Volatilita¨t der
einzelnen Koordinaten von Y zu Situationen, wie sie in Beispiel 8.1 exemplarisch
vorgestellt wurden. Hier wa¨ren also die Prozesse unter den bedingten Maßen in
der Regel keine Semimartingale mehr.
Kapitel 9
Ein unendlichdimensionales
Heath-Jarrow-Morton-Modell
In diesem Kapitel wollen wir ein unendlich-dimensionales Zinsstrukturmodell
vorstellen, das eine Verallgemeinerung des Heath-Jarrow-Morton-Modells aus
[HJM92] ist. Wir beginnen dabei mit einer kurzen Beschreibung der wesentlichen
Elemente einer Modellierung der Zinsstruktur. Ein Zinsstrukturmodell beschreibt
die zeitliche Entwicklung der Preise sogenannter Zero-Coupon-Bonds. Das sind
(abstrakte) Wertpapiere, die eine sichere Auszahlung von 1 in einem zuku¨nftigen
Zeitpunkt T (Fa¨lligkeitszeitpunkt) garantieren. Sie entsprechen damit festverzins-
lichen Wertpapieren, bei denen das eingesetzte Kapital zusammen mit den Zinsen
am Schluß des Anlagezeitraums ausgezahlt wird. Der Preis eines solchen Bonds
zur Zeit t < T , im folgenden mit Bt(T ) bezeichnet, ist also das Kapital, das ich
im Zeitpunkt t investieren muß, um im Zeitpunkt T eine sichere Auszahlung von
1 zu erhalten. Der Preis Bt(T ) entspricht damit einer kontinuierlichen Verzinsung
mit einer von t und T abha¨ngigen Zinsrate Yt(T ) (Y fu¨r “yield”) via
Yt(T ) = − logBt(T )
T − t bzw. Bt(T ) = e
−Yt(T ) (T−t).
Da beobachtete Zinsraten bzw. Bondpreise in der Regel bei festem Wert von t und
variablem T nur langsam fluktuieren, wird fu¨r die Modellierung oft angenommen,
daß Bt(T ) differenzierbar oder zumindest absolutstetig in T ist. Dies fu¨hrt zur
Einfu¨hrung der “forward rate” ft(T ) durch
ft(T ) := −∂ logBt(T )
∂T
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Damit ist
Bt(T ) = exp
(
−
∫ T
t
ft(u) du
)
.
Die forward rate ft(T ) entspricht damit einem zum Zeitpunkt t festgelegten Zins-
satz fu¨r eine Verzinsung im Zeitpunkt T u¨ber einen infinitesimalen Zeitraum.
Speziell ist r(t) := ft(t) der Zinssatz fu¨r eine sofortige Verzinsung u¨ber einen
infinitesimalen Zeitraum. Der durch
βt := exp
(∫ t
0
r(s) ds
)
definierte “savings account” dient als Diskontfaktor. Man sucht daher zur Be-
wertung von Zinsderivaten Wahrscheinlichkeitsmaße, unter denen die mit βt ab-
diskontierten Bondpreise Bt(T ) fu¨r jedes T lokale Martingale sind. Wie die hier
verwendete Notation und die geforderte Regularita¨t von Bt(T ) in T nahelegt,
bietet sich hier eine Modellierung von Bt als stochastischer Prozeß in einem ge-
eigneten Funktionenraum an.
Das Heath-Jarrow-Morton-Modell ist eine allgemeine Modellierung der Zinsstruk-
tur mit den forward rates als Basisgro¨ßen durch eine Familie von Prozessen, die
stochastische Differentialgleichungen bezu¨glich einer zugrundeliegenden endlich-
dimensionalen Brownschen Bewegung erfu¨llen. Dies liefert ein sehr flexibles Mo-
dell in kontinuierlicher Zeit mit stetigen Pfaden. Wie Musiela und Sondermann in
[MS93] zeigen, ist diese Darstellung a¨quivalent zu einer Beschreibung der zeitli-
chen Entwicklung der Zinsstruktur als stochastischen Prozeß mit Werten in einem
geeigneten Funktionenraum. Die stochastische Basis ist dabei durch eine endlich-
dimensionale Brownsche Bewegung gegeben.
In diesem Kapitel wollen wir diesen Modellansatz dahingehend erweitern, daß als
stochastische Basis eine Brownsche Bewegung mit Werten in einem separablen
Hilbertraum zugrundegelegt wird. Die Modellierung orientiert sich dabei mehr
am Originalmodell von Heath, Jarrow und Morton als an der Variante von Mu-
siela und Sondermann, in der eine andere Parametrisierung (u¨ber Restlaufzeiten)
verwandt wird. Das heißt, statt T verwenden sie als Funktionsparameter T − t.
Eine Modellierung mit einer unendlich-dimensionalen Bewegung in der letztge-
nannten Parametrisierung findet sich in [Fil00]. Auch wenn das hier vorgestellte
Modell diesem recht a¨hnlich ist, gibt es doch genu¨gend Unterschiede, die eine
Ausarbeitung des Modells in unserer Parametrisierung rechtfertigen. Vor allem
legen wir in unserer Darstellung Wert darauf, daß bei der Ableitung der Dyna-
mik der Bondpreise aus der Dynamik der zugrundeliegenden forward rates im
wesentlichen nur die Itoˆformel verwendet wird.
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9.1 Modellierung der Zinsstruktur
Sei W eine Brownsche Bewegung auf einem filtrierten Wahrscheinlichkeits-
raum (Ω, (Ft)t≥0,F , P ) mit Werten in einem separablen Hilbertraum H˜. Die ⊗-
quadratische Variation von W sei 〈〈W 〉〉t = t C, fu¨r einen Operator C ∈ H˜⊗̂1H˜
(siehe Abschnitt 2.2). Sei (en)n=1,2,... eine Orthonormalbasis von H˜, die C diago-
nalisiert. Es gilt also
C en = cn en
fu¨r reelle Zahlen cn, n = 1, 2, . . .. Wir fixieren einen Zeithorizont T0 > 0.
Der Prozeß der forward rates (ft)0≤t≤T0 nehme Werte in einem Hilbertraum K
an, der die folgenden Eigenschaften besitze:
i) Die Elemente von K sind stetige Funktionen vom Intervall [0, T0] nach IR;
ii) die Elemente von K sind auch Elemente von L2([0, T0], dt);
iii) die Auswertungsabbildungen
pit : K −→ IR
f 7→ f(t)
(fu¨r t ∈ [0, T0]) sind stetige Linearformen auf K und es ist
sup
t∈[0,T0]
‖pit‖ <∞.
Damit sind die Werte ft(T ) wohldefiniert. Tatsa¨chlich beno¨tigen wir nur die Werte
ft(T ) fu¨r 0 ≤ t ≤ T ≤ T0. Ein mo¨glicher Kandidat fu¨r K ist der weiter unten
eingefu¨hrte Raum H, wie in Lemma A.1 gezeigt.
Die Dynamik des Prozesses f sei durch
dft = αt dt+ σt dWt (9.1)
gegeben, wobei α und σ previsible Prozesse sind. α ist K-wertig, und
σ ∈ Λ2loc
(
H˜,K,W
)
.
Fu¨r einen festen Fa¨lligkeitszeitpunkt T ist der Wert eines Zero-Coupon-Bonds
zur Zeit t ≤ T durch
Bt(T ) = exp
(
−
∫ T∨t
t
ft(s) ds
)
(9.2)
118
gegeben. Da nach Voraussetzung f insbesondere Werte in L2([0, T0], dt) annimmt,
ist die Kurve Bt(·) der Bondpreise zur Zeit t ein Element des Hilbertraumes
H :=
{
h : [0, T0] 7→ IR, h absolutstetig mit
∫ T0
0
h˙(t)2 dt <∞
}
.
Das Skalarprodukt auf H ist dabei durch
〈g, h〉H := g(0)h(0) +
∫ T0
0
g˙(t) h˙(t) dt
definiert.
Wir nehmen an, daß der Prozeß f so beschaffen ist, daß
r(t) := ft(t)
die Bedingung ∫ T0
0
r(t)2 dt <∞
erfu¨llt. Dann ist auch der savings account
βt := exp
(∫ t
0
r(s) ds
)
wohldefiniert. Damit sind die abdiskontierten Bondpreise Zt(T ) durch
Zt(T ) :=
Bt(T )
β(t)
= exp
(
−
∫ T
t
(ft(s) + fs(s)) ds
)
fu¨r 0 ≤ t < T ≤ T0 gegeben. Wir setzen Zt(T ) = Zt(t) = β−1t fu¨r T < t ≤ T0,
nehmen also an, daß bei Fa¨lligkeit des Bondes der Ertrag in den “savings account”
investiert wird.
(Zt)t∈[0,T0] ist ein stochastischer Prozeß mit Werten in H. Wir wollen als na¨chstes
seine Dynamik aus der von f herleiten. Dazu schreiben wir die Gleichung (9.2)
in Operatorschreibweise um. Mit den Operatoren
It : K −→ H
Ith :=
(
T 7→
∫ T∨t
t
h(s) ds
)
,
fu¨r t ∈ [0, T0], und
E : H −→ H
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E(h) := eh
ist
Bt = E(−Itft). (9.3)
Im Anhang zeigen wir in Lemma A.3, daß It eine stetige lineare Abbildung von
K nach Hist, die differenzierbar in t ist (vergleiche dazu auch Korollar 3.7), und
E eine glatte Abbildung auf H ist und berechnen die Ableitungen. Wir ko¨nnen
daher die Itoˆformel auf (9.3) anwenden und erhalten mit
Mf : H −→ H
g 7→ f g
und
M : H⊗̂2H −→ H
f ⊗ g 7→ f g
dBt = D(E ◦ (−It)) ft dft + 1
2
D2(E ◦ (−It)) ft d〈〈f〉〉t +
∂
∂t
(E ◦ (−It)) ft dt
= −MBtIt dft +
1
2
MBtM (It ⊗ It) d〈〈f〉〉t +MrtBt dt
= −MBtIt σt dWt +
(
MBt
(
−It αt + 1
2
(It σt)
⊗2(C)
)
+ rtBt
)
dt.
Daraus folgt mit Itoˆs Produktregel fu¨r den abdiskontierten Prozeß Z:
dZt = d(β
−1
t Bt)
= β−1t dBt +Bt dβ
−1
t
= β−1t dBt − rt β−1t Bt dt
= −MZtIt σt dWt +MZt
(
−It αt + 12(It σt)⊗
2
(C)
)
dt.
(9.4)
Wir haben damit die Dynamik von B und Z nur durch Anwenden der Itoˆformel
aus der Dynamik von f abgeleitet. Die in [HJM92] angewandte stochastische
Version des Satzes von Fubini ist hier, wie schon in Korollar 3.7 nur ein Spezialfall
der Itoˆformel (fu¨r den Operator It).
Dru¨ckt man fu¨r einen festen Fa¨lligkeitszeitpunkt T diese Gleichung im Koordi-
natensystem (en)n=1,2,... aus, so erha¨lt man mit
W nt :=
〈en,Wt〉H˜√
cn
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und
σnt := 〈en, σt〉H˜
die Darstellung
dZt = −Zt(T )
∞∑
n=1
(∫ T
t
σnt (s) ds
) √
cn dW
n
t
+Zt(T )
− ∫ T
t
αt(s) ds+
1
2
∞∑
n=1
(∫ T
t
σnt (s) ds
)2
cn
 dt,
was im endlichdimensionalen Fall mit ci = 1 (i = 1, 2, . . . , n) zu
dZt = −Zt(T )
n∑
i=1
(∫ T
t
σit(s) ds
)
dW it
+Zt(T )
− ∫ T
t
αt(s) ds+
1
2
n∑
i=1
(∫ T
t
σit(s) ds
)2 dt
wird und damit der in [HJM92] gegebenen entspricht.
9.2 Existenz eines a¨quivalenten Martingalma-
ßes
In diesem Abschnitt leiten wir notwendige und hinreichende Bedingungen fu¨r
die Existenz eines zu P a¨quivalenten Maßes Q her, unter dem der Prozeß der
abdiskontierten Bondpreise Z ein lokales Martingal ist.
Da die Brownsche Bewegung W die Darstellungseigenschaft bezu¨glich der von
ihr erzeugten Filtrierung besitzt, hat die Dichte eines zu P a¨quivalenten Maßes
Q auf Ft die Gestalt
dQ
dP |Ft
= exp
(∫ t
0
φs dWs − 1
2
∫ t
0
∥∥∥φs ◦ C 12 ∥∥∥2
H˜
ds
)
,
mit einem Prozeß φ ∈ Λ2loc (W ), was insbesondere bedeutet, daß
φ˜ := φt ◦ C 12
fu¨r P -fast alle ω ∈ Ω eine stetige Linearform auf H˜ ist, also einem Element von
H˜ entspricht. Unter Q hat W die Doob-Meyer-Zerlegung
dWt = dW˜t + φ˜t dt,
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wobei W˜ eine H˜-wertige Brownsche Bewegung unter Q mit demselben Covari-
anzoperator C ist. Aus der Darstellung (9.4) ko¨nnen wir somit als notwendige
Bedingung dafu¨r, daß Z ein lokales Q-Martingal ist,
It σt φ˜t = −It αt + 1
2
(It σt)
⊗2(C),
fu¨r t ∈ [0, T0], ablesen. Dies ist genau dann erfu¨llt, wenn
αt = −σt φ˜t + σt ⊗ (It σt)(C) (9.5)
auf [t, T0] gilt, da fu¨r h ∈ K und s ∈ [0, t] (Ith)(s) = 0 ist. Ist W eine n-
dimensionale Brownsche Bewegung, so entspricht C der n-dimensionale Einheits-
matrix und (9.5) wird zu
αt(T ) = −
n∑
i=1
σit(T )φt(T ) +
n∑
i=1
σit(T )
∫ T
t
σit(s) ds
= −
n∑
i=1
σit(T )
(
φt(T )−
∫ T
t
σit(s) ds
)
.
Dies ist gerade Gleichung (18) in [HJM92].
Die Existenz eines Prozesses φ, der Gleichung (9.5) erfu¨llt, ist notwendig fu¨r die
Existenz eines a¨quivalenten Martingalmaßes Q. Der Kandidat fu¨r den Prozeß der
progressiven Dichten dQ
dP |Ft ist dann
Gt = exp
(∫ t
0
φs dWs − 1
2
∫ t
0
∥∥∥φ˜s∥∥∥2
H˜
ds
)
.
G ist immer ein lokales Martingal. Fu¨r die Existenz von Q ist hinreichend, daß
G ein echtes Martingal ist, was a¨quivalent dazu ist, daß EP [GT0 ] = 1 ist. Eine
hinreichende Bedingung dafu¨r ist zum Beispiel durch die Novikov-Bedingung
EP
[
exp
(
1
2
∫ T0
0
∥∥∥φ˜s∥∥∥2
H˜
ds
)]
<∞
gegeben. Wir fassen die gewonnenen Resultate in einem Satz zusammen.
Satz 9.1 (Existenz eines Martingalmaßes im HJM-Modell) Seien die
forward rates f und Bondpreise B wie in (9.1) und (9.2) gegeben. Dann sind
a¨quivalent:
i) Es existiert ein zu P a¨quivalentes Maß Q unter dem der Prozeß der abdis-
kontierten Bondpreise (Zt)t∈[0,T0] ein lokales Martingal ist.
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ii) Es existiert ein Element φ in Λ2loc
(
H˜, IR,W
)
, das die Gleichung
αt = −σt φ˜t + σt ⊗ (It σt)(C)
mit φ˜ = φ ◦ C 12 erfu¨llt, und es ist
EP
[
exp
(∫ T0
0
φs dWs − 1
2
∫ T0
0
∥∥∥φ˜s∥∥∥2
H˜
ds
)]
= 1.
Die Dichte eines a¨quivalenten Martingalmaßes ist dann durch
dQ
dP
= exp
(∫ T0
0
φs dWs − 1
2
∫ T0
0
∥∥∥φ˜s∥∥∥2
H˜
ds
)
gegeben.
Kapitel 10
Der Potential-Ansatz fu¨r
Zinsstrukturmodelle nach Rogers
In Kapitel 9 haben wir ein Zinsstrukturmodell konstruiert, dessen Basisgro¨ßen die
forward rates ft(T ) sind. Davon ausgehend haben wir dann die Dynamik der (ab-
diskontierten) Bondpreise ermittelt und Bedingungen aufgestellt, die die Dichte
eines a¨quivalenten Martingalmaßes erfu¨llen muß. Mit dieser Vorgehensweise erha¨lt
man ein Modell, fu¨r das jede bestehende Zinsstrukturkurve als Startwert dienen
kann, da diese einfach in den Startwert f0 des Modells, der ja selbst eine (relativ
frei wa¨hlbare) Funktion ist, u¨bertragen werden kann. Andererseits muß man aber
auch viele Modellparameter spezifizieren. Alternativ kann man sich fragen, wel-
che Gro¨ßen man mindestens beno¨tigt, um ein Zinsstrukturmodell aufzustellen, in
dem die Bewertung von Derivaten mo¨glich ist, ohne daß man bereits vor der Kon-
kretisierung des Modells den Anspruch auf Allgemeinheit aufgibt. Dazu muß man
sich ansehen, wie der Preis eines contingent claims S mit Fa¨lligkeitszeitpunkt T
bestimmt wird. Der Preis ist der Erwartungswert des abdiskontierten contingent
claims unter einem (eindeutigen) a¨quivalenten Martingalmaß Q. Ist also βt der
Diskontfaktor zur Zeit t, so ist der Preis Vt(S) im Zeitpunkt t < T durch
Vt(S) = EQ
[
βt
βT
S
∣∣∣∣∣Ft
]
gegeben. Setzen wir
Dt :=
dQ
dP |Ft
,
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so ko¨nnen wir Vt(S) auch in der Form
Vt(S) = EP
[
βtDT
βT Dt
S
∣∣∣∣∣Ft
]
= EP
[
ζT
ζt
S
∣∣∣∣∣Ft
]
,
mit
ζt :=
Dt
βt
,
schreiben. Alles, was wir zur Bewertung von Derivaten brauchen, ist also der
Prozeß ζ, in [Rog97] “state-price density” genannt. Der Wert des Zero-Coupon-
Bonds mit Fa¨lligkeit T zur Zeit t ist dann durch den Spezialfall S ≡ 1 gegeben:
Bt(T ) = EP
[
ζT
ζt
∣∣∣∣∣Ft
]
=
EP [ζT | Ft]
ζt
.
Da Dichte und Diskontfaktor im Zeitpunkt 0 jeweils gleich 1 sind, ist auch ζ0 = 1.
Ist β ein Prozeß mit nicht fallenden Pfaden, was nicht-negativen Zinsen ent-
spricht, so ist ζ als Produkt eines Martingals mit einem nicht wachsenden Prozeß
ein Supermartingal unter P . Es stellt sich nun die Frage, wie man Kandidaten
fu¨r ζ konstruieren kann, die es ermo¨glichen, die Preise von Zero-Coupon-Bonds
nicht nur formal als bedingte Erwartung wie oben anzugeben, sondern explizit
auszurechnen, was ein erster Schritt ist, um auch den Wert von Derivaten zu
bestimmen.
Eine Konstruktionsmethode fu¨r ζ wird von Rogers in [Rog97] vorgestellt. Dort
wird als stochastische Basis ein Markovprozeß gewa¨hlt. Der Prozeß ζ wird dann
mittels der Resolvente des Markovprozesses konstruiert. Wir erla¨utern dieses Ver-
fahren im na¨chsten Abschnitt und erstellen damit im Anschluß zwei konkrete Mo-
delle, bei denen der zugrundeliegende Markovprozeß eine unendlichdimensionale
Brownsche Bewegung ist.
10.1 Das Konstruktionsverfahren
In diesem Abschnitt stellen wir das Verfahren zur Konstruktion von Zinsstruktur-
modellen nach Rogers (siehe [Rog97]) vor. Wir betrachten dazu einen filtrierten
Wahrscheinlichkeitsraum (Ω, (Ft)t≥0,F , P ) und auf diesem Raum einen zeitlich
homogenen Markovprozeß (Xt)t≥0 mit Zustandsraum X .
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Definition 10.1 (Resolvente) Die Resolvente Rα (α > 0) eines zeitlich homo-
genen Markovprozesses (Xt)t≥0 mit Zustandsraum X ist gegeben durch
(Rαf)(x) = Ex
[∫ ∞
0
e−αt f(Xt) dt
]
fu¨r jeden Startpunkt x ∈ X und beschra¨nktes meßbares f : X → IR.
Na¨heres dazu und auch zur folgenden Heuristik findet man in Kapitel III von
[RW87]. Im allgemeinen kann man die Resolvente nicht in geschlossener Form
angeben. Es gilt jedoch heuristisch die Beziehung
Rα = (α−G)−1, (10.1)
wobei G der (infinitesimale) Generator von X ist. Heuristisch ist diese Beziehung
deshalb, weil die Definitionsbereiche von Rα und (α−G)−1 nicht u¨bereinstimmen.
Dies stellt aber fu¨r die folgende Konstruktion kein Problem dar.
Wir konstruieren nun den Prozeß (ζt)t≥0 wie folgt: Wir wa¨hlen ein α > 0 und
eine meßbare Funktion g : X → [0,∞), fu¨r die Rαg auf ganz X endlich ist. Dann
setzen wir
ζt =
e−αtRαg(Xt)
Rαg(X0)
(10.2)
Offenbar ist ζ0 = 1, und in Abschnitt 2 von [Rog97] wird nachgewiesen, daß ζ ein
Supermartingal ist. Damit ist ζ eine mo¨gliche state-price density und legt damit
ein Zinsstrukturmodell fest, in dem die Preise von Zero-Coupon-Bonds durch
Bt(T ) =
EP [ζT | Ft]
ζt
(10.3)
festgelegt sind. Wie oben erwa¨hnt, ist aber die Resolvente in Gleichung (10.2)
im allgemeinen nicht explizit berechenbar. Wir gehen daher einen durch (10.1)
motivierten Umweg. Statt g direkt zu spezifizieren, wa¨hlen wir eine meßbare
Funktion f : X → [0,∞), die im Definitionsbereich von G liegt, und definieren
dann g durch
g = (α−G)f. (10.4)
Damit ist dann Rαg = f , und wenn g nicht-negativ ist, ko¨nnen wir ζ wie in (10.2)
definieren. Damit erhalten wir
ζt =
e−αtRαg(Xt)
Rαg(X0)
=
e−αt f(Xt)
f(X0)
. (10.5)
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Rogers zeigt in Abschnitt 2 von [Rog97] mit Hilfe der multiplikativen Zerlegung
des Supermartingals ζ in ein Martingal und einen Prozeß mit nicht wachsenden
Pfaden, daß der Diskontfaktor β die Gestalt
βt = exp
(∫ t
0
rs ds
)
hat, wobei die spot rate r durch
rt =
g(Xt)
Rαg(Xt)
=
g(Xt)
f(Xt)
(10.6)
gegeben ist (Gleichung (2.7) in [Rog97]). rt ist somit fu¨r jede Wahl von f explizit
angebbar. Fu¨r allgemeines f ko¨nnen wir jedoch keine geschlossene Form fu¨r die
Bondpreise angeben. Hier ergibt das Einsetzen von (10.5) in (10.3):
Bt(T ) =
EP [ζT | Ft]
ζt
= e−α(T−t)
EP [f(XT ) | Ft]
f(Xt)
. (10.7)
Der hier noch auszurechnende bedingte Erwartungswert hat als Argument eine
Funktion des zugrundeliegenden Markovprozesses, was bereits eine deutliche Ver-
einfachung im Vergleich zur allgemeinen Form mit beliebigem Supermartingal ζ
darstellt. Daher sind fu¨r konkretes f die Bondpreise oft explizit angebbar, wie
wir auch bei den nun folgenden Beispielen sehen werden.
10.2 Beispiel 1: Quadratisches Funktional
In diesem, wie auch dem folgenden, Beispiel wa¨hlen wir als zugrundeliegenden
Markovprozeß X eine Brownsche Bewegung mit Werten im Raum der quadra-
tisch summierbaren Folgen `2. Sei also (Xt)t≥0 eine Brownsche Bewegung auf
dem filtrierten Wahrscheinlichkeitsraum (Ω, (Ft)t≥0,F , P ) mit Werten in `2 und
Covarianzoperator C ∈ `2⊗̂1`2 (siehe Definition 2.4). Wir bezeichnen die Koor-
dinaten von X mit Xn (n = 1, 2, . . .). Wir nehmen an, daß C positiv definit ist
(vergleiche dazu Bemerkung 2.5) und bezu¨glich der Standardbasis (e1, e2, . . .) von
`2 Diagonalgestalt hat, also C die Form
C en = λn en,
mit λn > 0, besitzt. Das bedeutet insbesondere, daß die Prozesse
(
1√
λn
Xn
t
)
t≥0
unabha¨ngige reellwertige Brownsche Bewegungen sind. Daher hat X den (infini-
tesimalen) Generator
G =
1
2
∞∑
n=1
λn
∂2
∂x2n
, (10.8)
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wobei
∂2
∂x2n
die zweite partielle Ableitung nach der n-ten Koordinate bezeichnet.
Wir mu¨ssen nun eine Funktion f : `2 → [0,∞) wa¨hlen, um ein Zinsstrukturmodell
nach dem im vorigen Abschnitt vorgestellten Rezept zu konstruieren. Wir setzen
f(x) := 〈x,Ax〉`2 + γ,
mit einem stetigen, positiv definiten linearen Operator A auf `2 und γ > 0. Damit
entspricht unser Beispiel einer Verallgemeinerung von Beispiel 3.3 in [Rog97].
Offenbar ist f(x) ≥ γ fu¨r alle x ∈ `2, also ist f insbesondere nicht-negativ. Um
nun die Funktion g wie in Gleichung (10.4) zu bestimmen, mu¨ssen wir die zweiten
partiellen Ableitungen von f bestimmen. Da f eine quadratische Form ist, ist die
zweite Ableitung konstant mit
∂2f
∂x2n
(x) = 2 〈en, Aen〉`2
fu¨r alle n. Damit berechnet sich g zu
g(x) = ((α−G) f)(x)
= α f(x)− 1
2
∞∑
n=1
λn
∂2f
∂x2n
(x)
= α f(x)−
∞∑
n=1
λn 〈en, Aen〉`2
= α f(x)−
∞∑
n=1
〈en, ACen〉`2
= α 〈x,Ax〉`2 + α γ − tr (AC),
aufgrund der Diagonalgestalt von C. Die Spur von AC ist endlich, da
0 <
∞∑
n=1
〈en, ACen〉`2 ≤ ‖A‖
∞∑
n=1
λn <∞
ist, da C ∈ `2⊗̂1`2 ist. Somit ist g wohldefiniert und nicht-negativ, wenn
tr(AC) ≤ α γ ist. Wir ko¨nnen jetzt die einzelnen Elemente unseres Zinsstruk-
turmodells explizit als Funktionen von X angeben.
Als erstes ergibt sich nach Gleichung (10.5) als state-price density
ζt =
e−αt f(Xt)
f(X0)
= e−αt
〈Xt, AXt〉`2 + γ
〈X0, AX0〉`2 + γ
.
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Fu¨r die spot rate r erhalten wir nach Gleichung (10.6):
rt =
g(Xt)
f(Xt)
=
α 〈Xt, AXt〉`2 + α γ − tr (AC)
〈Xt, AXt〉`2 + γ
= α− tr (AC)〈Xt, AXt〉`2 + γ
.
Da 〈Xt, AXt〉`2 ≥ 0 ist, liegt r immer im Intervall
[
α− tr (AC)
γ
, α
)
, ist also fu¨r
α >
tr (AC)
γ
strikt positiv und beschra¨nkt.
Als na¨chstes berechnen wir die Preise von Zero-Coupon-Bonds. Es ist nach Glei-
chung (10.7)
Bt(T ) = e
−α(T−t) EP [f(XT ) | Ft]
f(Xt)
= e−α(T−t)
EP [〈XT , AXT 〉`2 | Ft] + γ
〈Xt, AXt〉`2 + γ
.
Fu¨r die bedingte Erwartung gilt, da das Inkrement XT −Xt unabha¨ngig von Ft
und zentriertist:
EP [〈XT , AXT 〉`2 | Ft] = EP [〈Xt +XT −Xt, A(Xt +XT −Xt)〉`2 | Ft]
= 〈Xt, AXt〉`2 + 〈Xt,EP [A(XT −Xt)]〉`2 + 〈EP [XT −Xt] , AXt〉`2
+EP [〈XT −Xt, A(XT −Xt)〉`2 ]
= 〈Xt, AXt〉`2 + (T − t) tr(AC).
Somit erhalten wir
Bt(T ) = e
−α(T−t) 〈Xt, AXt〉`2 + (T − t) tr(AC) + γ
〈Xt, AXt〉`2 + γ
.
Die forward rates ft(T ) sind dann durch
ft(T ) = − ∂
∂T
logBt(T ) = −
∂
∂T
Bt(T )
Bt(T )
= α− tr(AC)〈Xt, AXt〉`2 + (T − t) tr(AC) + γ
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gegeben. Wie fu¨r die short rate gilt auch fu¨r die forward rates
ft(T ) ∈
[
α− tr (AC)
γ
, α
)
fu¨r alle t ≤ T . Als Besta¨tigung dafu¨r, daß unsere Berechnungen richtig waren,
erhalten wir, wenn wir in der Darstellung von ft(T ) t = T setzen, wieder die
bereits fru¨her berechnete Form von rt.
Unser Modell hat einen Scho¨nheitsfehler: Die Brownsche Bewegung X geht in
sa¨mtliche Formeln nur u¨ber den eindimensionalen Prozeß 〈Xt, AXt〉`2 (t ≥ 0)
ein. Daher ist unser Modell, trotz seiner unendlichdimensionalen stochastischen
Basis, nur ein Ein-Faktor-Modell, angetrieben von einem quadratisch-gaußschen
Prozeß. Trotzdem ist dieses Modell ein mo¨glicher Ausgangspunkt fu¨r Erweiterun-
gen. Zum einen kann man weitere Faktoren in das Modell einfu¨hren, indem man
additiv zusa¨tzliche quadratische Terme mit von A verschiedenen Operatoren in
f einfu¨hrt. Zum anderen kann man weitere Modelle mit abgea¨nderten A und γ
auf demselben Wahrscheinlichkeitsraum betrachten und so ein Modell mit vie-
len parallelen Wa¨hrungen untersuchen. Im na¨chsten Abschnitt konstruieren wir
jedoch ein Modell, das die stochastische Basis X komplett nutzt.
10.3 Zweites Beispiel: Summe exponentieller
Funktionale
Wir betrachten wieder die `2-wertige Brownsche Bewegung X wie im vorherge-
henden Abschnitt.
Um ein Modell zu bekommen, das den Prozeß X wirklich als unendlichdimensio-
nalen Prozeß involviert, betrachten wir als zweiten Ansatz fu¨r f die Gestalt
f(x) =
∞∑
n=1
βn e
γn xn (10.9)
mit Koeffizienten βn > 0 und γn, fu¨r die die Bedingungen
sup
n
|γn| <∞,
∞∑
n=1
βn <∞
erfu¨llt seien. Da fu¨r x ∈ `2 insbesondere xn → 0 fu¨r n → ∞ gilt, sind die
Terme eγn xn beschra¨nkt. Damit konvergiert die Reihe, da die Koeffizienten βn
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summierbar sind, und f ist wohldefiniert. Da jede Koordinate von x in f nur in
jeweils einen Summanden eingeht und die Summanden glatte Funktionen sind,
ist f eine zweimal partiell differenzierbare Funktion auf `2 mit
∂f
∂xn
(x) = βn γn e
γn xn
und
∂2f
∂x2n
(x) = βn γ
2
n e
γn xn .
Damit erhalten wir fu¨r g nach Gleichung (10.4) und (10.8):
g(x) = ((α−G) f)(x) =
∞∑
n=1
βn
(
α− 1
2
λn γ
2
n
)
eγn xn .
Wa¨hlt man also
α ≥ sup
n
1
2
λn γ
2
n, (10.10)
so ist g eine nicht-negative Funktion.
Mit dieser Wahl von f und g ergibt sich nach Gleichung (10.5) als state-price
density
ζt =
e−αt f(Xt)
f(X0)
= e−αt
∞∑
n=1
βn e
γnXnt
∞∑
n=1
βn e
γnXn0
.
Fu¨r die spot rate r erhalten wir dann
rt =
g(Xt)
f(Xt)
=
∞∑
n=1
βn
(
α− 1
2
λn γ
2
n
)
eγnX
n
t
∞∑
n=1
βn e
γnXnt
= α−
∞∑
n=1
βn λn γ
2
n e
γnXnt
2
∞∑
n=1
βn e
γnXnt
,
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wobei Xnt die n-te Koordinate von Xt ist. Wie im vorigen Beispiel ist α wieder
die (nicht erreichte) Obergrenze von r, und unter der Bedingung (10.10) ist die
spot rate nicht negativ.
Wir ko¨nnen auch wieder die Preise von Zero-Coupon-Bonds explizit ausrechnen.
Es ist nach Gleichung (10.7)
Bt(T ) = e
−α(T−t) EP [f(XT ) | Ft]
f(Xt)
= e−α(T−t)
EP
[ ∞∑
n=1
βn e
γnXnT
∣∣∣∣∣Ft
]
∞∑
n=1
βn e
γnXnt
= e−α(T−t)
∞∑
n=1
βn EP
[
eγnX
n
T
∣∣∣Ft]
∞∑
n=1
βn e
γnXnt
,
denn die einzelnen Summanden sind positiv. Wir ko¨nnen daher den Satz von der
monotonen Konvergenz (Beppo Levi) anwenden. Als na¨chstes nutzen wir wieder
aus, daß das Inkrement XT − Xt unabha¨ngig von Ft ist. Damit ko¨nnen wir die
bedingte Erwartung wie folgt weiter umformen:
EP
[
eγnX
n
T
∣∣∣Ft] = EP [eγn (Xnt +XnT−Xnt ) ∣∣∣Ft]
= eγnX
n
t EP
[
eγn (X
n
T−Xnt )
]
= eγnX
n
t e
1
2
λnγ2n (T−t)
= eγnX
n
t +
1
2
λnγ2n (T−t),
da XT −Xt nach Definition 2.4 normalverteilt mit Erwartungswert 0 und Varianz
λn (T − t) ist. Setzen wir dieses Ergebnis in die Formel fu¨r den Bondpreis ein, so
erhalten wir
Bt(T ) = e
−α(T−t)
∞∑
n=1
βn e
γnXnt +
1
2
λnγ2n (T−t)
∞∑
n=1
βn e
γnXnt
.
Wie man sieht, werden im Za¨hler dieser Darstellung von Bt(T ) zum Mischen der
log-normalverteilten Zufallsvariablen eγnX
n
t fu¨r jede Restlaufzeit T − t verschie-
dene Gewichte βn e
1
2
λnγ2n (T−t) verwendet. Daher la¨ßt sich die Zinsstruktur hier
132
nicht wie im vorhergehenden Beispiel durch endlich viele eindimensionale stocha-
stische Prozesse darstellen. In diesem Sinne haben wir es hier mit einem wirklich
unendlichdimensionalen Modell zu tun.
Aus den Bondpreisen ko¨nnen wir leicht die forward rates ableiten. Es ist
ft(T ) = −
∂
∂T
Bt(T )
Bt(T )
= α−
∞∑
n=1
1
2
λn βn γ
2
n e
γnXnt +
1
2
λnγ2n (T−t)
∞∑
n=1
βn e
γnXnt +
1
2
λnγ2n (T−t)
= α−
∞∑
n=1
λn βn γ
2
n e
γnXnt +
1
2
λnγ2n (T−t)
2
∞∑
n=1
βn e
γnXnt +
1
2
λnγ2n (T−t)
.
Auch hier erha¨lt man im Spezialfall T = t wieder die Formel fu¨r die spot rate rt.
Kapitel 11
Ausblick
Zum Abschluß dieser Arbeit wollen wir noch einige Fragestellungen, die an die
Ergebnisse dieser Arbeit anknu¨pfen, vorstellen und auf mo¨gliche Erweiterungen
hinweisen. Wir gehen dabei in der Reihenfolge vor, in der die entsprechenden
Themen und Resultate in dieser Arbeit vorkommen.
In Kapitel 3 haben wir eine pfadweise Version der Itoˆformel fu¨r stetige Pfade in
separablen Hilbertra¨umen pra¨sentiert. Dabei haben wir vorausgesetzt, daß die
Funktion F , die auf den zugrundeliegenden Pfad X angewandt wird, zweimal
stetig differenzierbar ist. In [FPS95] stellen Fo¨llmer, Protter und Shiryaev eine
Erweiterung der eindimensionalen Itoˆformel fu¨r die Brownsche Bewegung vor, bei
der F nur einmal differenzierbar mit lokal quadratisch integrierbarer Ableitung
f sein muß. Der Kernpunkt ist dabei die Existenz der quadratischen Covariation
[f(X), X]t := limn→∞
∑
ti∈Dn, ti<t
(
f(Xti+1)− f(Xti)
) (
Xti+1 −Xti
)
,
wobei (Dn)n=1,2,... eine asymptotisch dichte Folge von Partitionen des Einheitsin-
tervalls ist. Die Itoˆformel hat dann die Gestalt
F (Xt) = F (Xo) +
∫ t
0
f(Xs) ds+
1
2
[f(X), X]t .
Der Limes in der Definition der quadratischen Covariation bezeichnet hier stocha-
stische Konvergenz. es handelt sich also nicht um eine pfadweise Version. Dieses
Resultat wird von Fo¨llmer und Protter in [FP00] fu¨r eine d-dimensionale Brown-
sche Bewegung verallgemeinert. Es liegt daher nahe, zu untersuchen, ob sich dieses
Ergebnis auch auf den unendlichdimensionalen Fall verallgemeinern la¨sst.
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In Abschnitt 4.4 haben wir die Clark-Formel fu¨r eine Brownsche Bewegung mit
Werten in einem separablen Hilbertraum bewiesen. Hier gibt es fu¨r den endlich-
dimensionalen Fall eine Erweiterung auf Diffusionen von Haussmann ([Hau78]).
Eine Version der Haussmann-Formel fu¨r eine unendlichdimensionale Bewegung
bzw. das Brownsche Blatt findet sich in [Blu86]. In [Oco84] leitet Ocone eine
Verallgemeinerung sowohl der Clark-Formel als auch der Haussmann-Formel her.
Dabei erweitert er mit Hilfe von Methoden des Malliavin-Kalku¨ls den Anwen-
dungsbereich beider Formeln von H-differenzierbaren Funktionalen (s. Definition
4.11) auf Funktionale, bei denen die H-Differenzierbarkeit nur noch in einem
schwachen Sinn gegeben ist. Es stellt sich daher die Frage, wieweit sich die Anfor-
derungen an das Funktional F auch im unendlichdimensionalen Fall abschwa¨chen
lassen.
Bei der in Abschnitt 7.1 hergeleiteten Version des Optional Decomposition Theo-
rems fu¨r Semimartingale mit Werten in einem separablen Hilbertraum (Satz 7.5)
beno¨tigten wir die Bedingung an die zugrundeliegende Filtrierung, daß alle an
diese Filtrierung adaptierte Martingale stetige Pfade besitzen. Wie das Beispiel
in Abschnitt 4.1 zeigt, gibt es bei unendlichdimensionalen Semimartingalen im
allgemeinen keine optionale Zerlegung. Es bleibt daher zu untersuchen, was die
allgemeinste Klasse von Prozessen und/oder Filtrierungen ist, fu¨r die sich ein Op-
tional Decomposition Theorem beweisen la¨sst. In dem erwa¨hnten Beispiel gibt es
zwar keine Superhedging-Strategie, aber eine Folge von Strategien deren Werte
gegen den Wert des contingent claims konvergieren. Nur die Strategien selbst kon-
vergieren nicht. Man ko¨nnte daher untersuchen, ob es zumindest immer eine Folge
von Strategien (der Form wie sie beim Optional Decomposition Theorem benutzt
werden, also mit Abzug von Geld aus dem Portfolio) gibt, deren Wertprozesse
gegen den Wertverlauf
Vt = ess. sup
Q∈P
EQ[C | Ft]
konvergieren. Dies wa¨re eine asymptotische Form des Optional Decomposition
Theorem.
Eine Erweiterung des Optional Decomposition Theorems im unendlichdimensio-
nalen Fall auf allgemeinere Situationen ist auch fu¨r die Behandlung von Risikoma-
ßen und effizientem Hedging (Abschnitt 7.2) relevant, da die optimale Strategie
hier die Superhedging-Strategie einer Modifikation des betrachteten contingent
claims ist. Sie existiert also genau dann, wenn eine optionale Zerlegung des con-
tingent claims existiert. Hier ko¨nnte man auch noch eine gro¨ßere Klasse von Ri-
sikomaßen untersuchen, etwa allgemeine konvexe Risikomaße wie sie von Fo¨llmer
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und Schied in [FS02a] und Kapitel 4 von [FS02b] behandelt werden. Diese haben
im allgemeinen eine Darstellung der Form
ρ(X) = sup
QP
(EQ[−X]− α(Q))
mit einer “penalty function” α. Sofern die Lo¨sung des Problems “Minimiere fu¨r
einen contingent claim C das Risiko ρ(VT (x, ξ) − C) unter der Nebenbedingung
x ≤ x0” auch hier wie in Abschnitt 7.2 durch eine Superhedging-Strategie gegebn
ist, lassen sich endlichdimensionale Resultate direkt auf den unendlichdimensio-
nalen Fall u¨bertragen.
Bei Modellierungen der Zinsstruktur mit einer unendlichdimensionalen stocha-
stischen Basis ist es meistens nicht mo¨glich den Wert von Derivaten und
Hedging-Strategien explizit auszurechnen. Zumindest fu¨r Derivate, deren Wert
eine stu¨ckweise lineare Funktion der Basiswerte ist, ist das in Modellen mo¨glich,
bei denen die forward rates unter dem Martingalmaß eine gaußsche Verteilung
besitzen. Auch in Modellen die nach dem Ansatz von Rodgers konstruiert sind
(siehe Kapitel 10), in denen die Bondpreise eine explizite Darstellung besitzen,
sind die Preise von Derivaten im unendlichdimensionalen Modell meist nicht mehr
explizit herzuleiten. Dies liegt unter anderem daran, daß Levelmengen wie etwa
{Bt(T ) ≥ c} hier eine sehr komplexe Struktur haben. Es bleibt damit das Pro-
blem, ein nicht-gaußsches Zinsstrukturmodell zu konstruieren, daß zum einen ei-
ne undendlichdimensionale stochastische Basis besitzt und nicht auf endlich viele
Faktoren reduzierbar ist, zum anderen aber die explizite Bewertung von Derivaten
zula¨ßt.
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Anhang A
Eigenschaften des in Kapitel 9
verwendeten Hilbertraums H
In diesem Anhang sind einige analytische Aussagen u¨ber Funktionale auf dem in
Kapitel 9 betrachteten Raum
H :=
{
f : [0, T0] 7→ IR, f absolutstetig mit
∫ T0
0
f˙(t)2 dt <∞
}
,
mit Skalarprodukt
〈f, g〉H := f(0) g(0) +
∫ T0
0
f˙(t) g˙(t) dt,
zusammengestellt. Zuna¨chst bestimmen wir die Operatornormen der Auswer-
tungsabbildungen, die wir fu¨r spa¨tere Abscha¨tzungen beno¨tigen.
Lemma A.1 Die Auswertungsabbildungen
pit : H −→ IR
f 7→ f(t)
(fu¨r t ∈ [0, T0]) sind stetige Linearformen auf H mit Operatornorm
‖pit‖ =
√
1 + t.
Beweis: Fu¨r f ∈ H ist
f(t) = f(0) +
∫ t
0
f˙(s) ds
= f(0) · 1 +
∫ T0
0
f˙(s) 1[0,t](s) ds
= 〈f, ht〉H ,
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mit
ht(s) := 1 + s ∧ t.
Daher ist pit eine stetige Linearform auf H mit
‖pit‖ = ‖ht‖H =
(
1 +
∫ T0
0
1[0,t](s)
2 ds
) 1
2
=
√
1 + t.
2
Wir vergleichen jetzt die Norm auf H mit der Supremumsnorm und leiten daraus
eine Abscha¨tzung fu¨r die Operatornormen von Multiplikationsoperatoren ab.
Lemma A.2 i) Die Supremumsnorm ist schwa¨cher als die Hilbertraumnorm
auf H. Genauer gilt fu¨r f ∈ H
‖f‖∞ ≤
√
1 + T0 ‖f‖H .
ii) Es gilt
‖f g‖H ≤
√
5 + 4T ‖f‖H ‖g‖H
Fu¨r f ∈ H ist daher der Multiplikationsoperator
Mf : H −→ H
g 7→ f g
eine stetige lineare Abbildung auf H mit
‖Mf‖ ≤ a0 ‖f‖H ,
mit
a0 :=
√
5 + 4T0.
Beweis: Der erste Teil des Lemmas folgt aus
‖f‖∞ = sup
t∈[0,T0]
|pit(f)| ≤ sup
t∈[0,T0]
‖pit‖ ‖f‖H = sup
t∈[0,T0]
√
1 + t ‖f‖H =
√
1 + T0 ‖f‖H ,
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mit Lemma A.1. Um den zweiten Teil zu beweisen, betrachten wir zu f, g ∈ H
die Norm des Produktes. Es ist
‖f g‖2H = f(0)2 g(0)2 +
∫ T0
0
((f g)′(t))2 dt
= f(0)2 g(0)2 +
∫ T0
0
(
(f˙g + fg˙)(t)
)2
dt
≤ f(0)2 g(0)2 + 2
(∫ T0
0
(f˙(t) g(t))2 dt+
∫ T0
0
(f(t) g˙(t))2 dt
)
≤ f(0)2 g(0)2 + 2
(
‖g‖2∞
∫ T0
0
f˙(t)2 dt+ ‖f‖2∞
∫ T0
0
g˙(t)2 dt
)
≤ f(0)2 g(0)2 + 4(1 + T0) ‖g‖2H ‖f‖2H ,
nach i). Hiermit und mit Lemma A.1 ko¨nnen wir die Norm wie folgt abscha¨tzen:
‖f g‖2H ≤ (‖pi0‖4 + 4(1 + T0)) ‖f‖2H ‖g‖2H
= (5 + 4T ) ‖f‖2H ‖g‖2H .
Daran la¨sst sich ablesen, daß
‖Mf‖ ≤
√
5 + 4T0 ‖f‖H
ist. Insbesondere ist Mf stetig.
2
Als na¨chstes zeigen wir die Fre´che´t-Differenzierbarkeit der in Kapitel 9 bei der
Konstruktion des Zinsstrukturmodells auftretenden Abbildungen
It : K −→ H
(K wie in Abschnitt 9.1)
Itf :=
(
T 7→
∫ T∨t
t
f(s) ds
)
,
fu¨r t ∈ [0, T0], sowie
E : H −→ H
E(f) := ef .
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Lemma A.3 It ist fu¨r alle t ∈ [0, T0] eine stetige (und damit glatte) lineare
Abbildung von K nach H und außerdem ist(
∂
∂t
Itf
)
= −f(t).
E ist ebenfalls glatt und fu¨r f ∈ H ist
DE(f) =ME(f)
und
D2E(f) =ME(f)M,
wobei M die (bilineare) Multiplikationsabbildung auf H ist. Fu¨r g1, g2 ∈ H ist
also
D2E(f)(g1, g2) = e
f g1 g2.
D2E ist außerdem gleichma¨ßig stetig auf beschra¨nkten Gebieten.
Beweis: Die Stetigkeit von It folgt aus der Bedingung, daß auf K
sup
t∈[0,T0]
‖pit‖ <∞
ist. Denn dann gilt:
‖It f‖H =
∫ T0
t
f(s)2 ds
≤ (T0 − t) sup
s∈[t,T0]
f(s)2
≤ (T0 − t) sup
s∈[t,T0]
‖pis‖ ‖f‖K .
Die Aussage u¨ber die Zeitableitung von It ergibt sich sofort aus der Definition
von It und der Stetigkeit der Funktionen in K, da dann
lim
h→0
(It+hf) (T )− (Itf) (T )
h
= lim
h→0
1
h
(∫ T
t+h
f(s) ds−
∫ T
t
f(s) ds
)
= −f(s)
ist.
Um die Ableitungen von E zu bestimmen, betrachten wir die Reihendarstellung
E(f) = ef =
∞∑
n=0
fn
n!
.
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Sie konvergiert natu¨rlich punktweise, aber auch in der Norm, denn aus Lemma
A.2, Teil ii) folgt durch Induktion u¨ber n:
‖fn‖H ≤ an−10 ‖f‖nH .
Daher gilt ∥∥∥∥∥
∞∑
k=n
fk
k!
∥∥∥∥∥
H
≤
∞∑
k=n
ak−10 ‖f‖kH
k!
n→∞−→ 0. (A.1)
Fu¨r f, h ∈ H, h 6= 0 ergibt sich daher∥∥∥E(f + h)− E(f)−ME(f) h∥∥∥
H
‖h‖H
=
∥∥∥ef (eh − 1− h)∥∥∥
H
‖h‖H
≤ a0
∥∥∥ef∥∥∥
H
‖h‖H
∥∥∥∥∥
∞∑
n=2
hn
n!
∥∥∥∥∥
H
≤ a0
∥∥∥ef∥∥∥
H
∞∑
n=2
(a0 ‖h‖H)n−1
n!
,
was fu¨r ‖h‖H → 0 gegen Null konvergiert. Damit ist ME(f) die Ableitung von E
in f . Analog ergibt sich die zweite Ableitung. Fu¨r n = 0 liefert die Ungleichung
(A.1) die Abscha¨tzung ∥∥∥ef∥∥∥
H
≤ 1
a0
exp(a0 ‖f‖H) .
Damit ist nach Lemma A.2
‖Mef‖ ≤ exp(a0 ‖f‖H)
und analog ergibt sich
‖Mef−1‖ ≤ exp(a0 ‖f‖H)
Fu¨r die Norm der zweiten Ableitung ergibt sich daraus∥∥∥D2E(f + h)−D2E(f)∥∥∥ = ‖Mef Meh−1M‖
≤ ‖Mef‖ ‖Meh−1‖ ‖M‖
≤ exp(a0 ‖f‖H) exp(a0 ‖h‖H) ‖M‖
Da f in diese Abscha¨tzung nur u¨ber seine Norm eingeht, ist D2E gleichma¨ßig
stetig auf beschra¨nkten Mengen.
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