In this paper, we consider profile analysis for the observations with twostep monotone missing data. There exist three interesting hypothesesthe parallelism hypothesis, level hypothesis, and flatness hypothesis -when comparing the profiles of some groups. The T 2 -type statistics and their asymptotic null distributions for the three hypotheses are given for twosample profile analysis. We propose the approximate upper percentiles of these test statistics. When the data do not have missing observations, the test statistics perform lower than the usual test statistics, for example, as in [8] . Further, we consider a parallel profile model for several groups when the data have two-step monotone missing observations. Under the assumption of non-missing data, the likelihood ratio test procedure is derived by [16] . We derive the test statistic based on the likelihood ratio. Finally, in order to investigate the accuracy for the null distributions of the proposed statistics, we perform a Monte Carlo simulation for some selected parameters values.
Introduction
Profile analysis is a statistical method used to compare the profiles of several groups. In a normal population, the profile analysis for a two-sample problem has been discussed using Hotelling's T 2 -type statistic (see, e.g., [8] ). Further, [16] gave a profile analysis of several groups based on the likelihood ratio. For the assumption of nonnormality, [9] discussed profile analysis in elliptical populations. Further, [7] obtained asymptotic expansions of the null distributions of some test statistics for general distributions.
At the same time, we often encounter the problem of missing data in many practical situations. For samples with observations missing at random, many statistical methods have been developed by [3, 14, 15] , and [12] among others. Moreover, when the missing observations are of the monotone-type, the test for the equality of means and simultaneous confidence intervals in repeated measures with an intraclass correlation model was discussed by [11] in a one-sample problem, [5] in a two-sample problem, and [6] in a k-sample problem. For two-step monotone missing data, [2] and [10] considered tests for the mean vector in a one-sample problem. [1] obtained the maximum likelihood estimators (MLEs) of the mean vector and covariance matrix in a one-sample problem for two-step monotone missing data, and [4] discussed the distribution of these MLEs and expanded for K-step monotone missing data. In the same way as [1] , the MLEs in two-sample problem have been obtained (e.g., [13] ).
In this paper, we consider a profile analysis for a two-sample problem comprising several groups and two-step monotone missing observations. In particular, for several groups, we consider the parallelism hypothesis.
The organization of this paper is as follows. In Section 2, we consider a profile analysis for complete data. In Section 3, we derive the MLEs of µ (i) and Σ when the missing observations are of the two-step monotone-type. In Section 4, we give the T 2 -type statistics for profile analysis. In Section 5, we give the likelihood ratio test statistic for the parallelism hypothesis. In Section 6, we perform a Monte Carlo simulation to investigate the accuracy for the null distributions of these statistics. Finally, in Section 7, we conclude this study.
Profile analysis for complete data
In this section, we consider the test statistics when the data have non-missing observations. Let the p-dimensional random vector x (i) j be independently
Profile analysis based on missing data
Let the i-th sample mean vector, the i-th sample covariance matrix, and the pooled sample covariance matrix be
respectively. When carrying out a profile analysis for two samples, we first consider the parallelism hypothesis that is expressed as
where C is a (p − 1) × p matrix of rank p − 1 such that C1 p = 0 and 1 p is a p-vector of ones. The test statistic for testing hypothesis H P 2 can be written as
In normal populations,
If the parallelism hypothesis is true, we test the level hypothesis or the flatness hypothesis. The level hypothesis is expressed as
The test statistic for testing hypothesis H L 2 can be written as
1 +N
Further, the flatness hypothesis is expressed as
The test statistic for testing hypothesis H F 2 can be written as
Cx 12 , where
In addition, we consider a parallelism hypothesis of several groups when the data have non-missing observations. Let x
Then we consider the primarily testing the parallelism hypothesis as follows:
The MLEs of µ (i) and Σ under A P k are
respectively, where
1 . In contrast, the MLEs of µ and Σ under
respectively. For complete data, using these MLEs, we can construct the following likelihood ratio:
The likelihood ratio test statistic, −2 log Λ c , is asymptotically distributed as a χ 2 distribution with (p − 1)(k − 1) degrees of freedom as N
1 s tend to infinity (see [16] ). Hence, we reject
is the upper 100α percentile of a χ 2 distribution with (p − 1)(k − 1) degrees of freedom. However, convergence to the asymptotic χ 2 distribution can be improved by considering an asymptotic expansion for the likelihood ratio statistic and deriving the modified likelihood ratio statistic as −2ρ c 1 log Λ c , where
MLEs
We consider the case when the missing observations are of the two-step monotonetype. Observations {x
ℓj } can be written in the following form:
where * denotes missing component. Let
1 , i = 1, . . . , k) be a p-dimensional observation vector from the i-th group with complete data. Let
) observations. Now, we assume the distribution of observation vectors:
and µ (i) and Σ are partitioned according to the blocks of the data set. Therefore, µ
We give some notations for the sample mean vectors. Let
1T be the sample mean vector of x
) ′ be the sample mean vector of
, where
Since the MLEs based on the complete data case cannot be used, we have to estimate µ (i) and Σ under two-step monotone missing data. Let µ (i) and Σ be the MLEs of µ and Σ. These have the same patterns of partition as µ (i) and Σ. The likelihood function is
Let A be a p × p transformation matrix:
Then we have
where the mean vector and the covariance matrix of transformed observation vectors are
,
11 Σ 12 . It should be noted that µ (i) and Σ have one-to-one correspondence with η (i) and Ψ, where
177
For parameters η (1) , . . . , η (k) and Ψ, the likelihood function is
Differentiating the log likelihood function, we get that
and that
We thus obtain the MLEs of µ (i) and Σ in general:
4. Two-sample profile analysis with two-step monotone missing data By using the MLEs given in Section 3, we obtain the T 2 -type statistics. In this section, let k = 2. The T 2 -type statistic under H P 2 can be written as
where Ξ is the MLE of Ξ = {Cov[
For details of the MLEs, see [4] . T 2 P m is asymptotically distributed as a χ 2 distribution with p − 1 degrees of freedom when N (i) 1 s are large. The T 2 -type statistic under H L 2 can be written as
T 2 Lm is asymptotically distributed as a χ 2 distribution with 1 degree of freedom when N (i) 1 s are large. When we consider the case under H F 2 , we can join the two samples and regard it as a one-sample problem. The T 2 -type statistic under H F 2 can be written as
These estimators are extended for the MLEs obtained by [4] . T 2 F m is asymptotically distributed as a χ 2 distribution with p − 1 degrees of freedom when N (i) 1 s are large.
However, the upper percentiles of the χ 2 distribution are not a good approximation for the T 2 -type statistic when the sample size is small, and it is difficult to obtain the exact upper percentiles of these statistics when the data have missing observations. Hence, we give the approximate upper percentiles based on the idea of [10] where it is assumed that the true upper percentiles exist between T 2 p−1,N 1 −p,α and T 2 p−1,N −p,α . F * 1,α can give the approximate upper percentiles of T P m and T F m .
where
and F p,q,α is the upper 100α percentile of F distribution with p and q degrees of freedom. Further, F * 2,α can give the approximate upper percentiles of T Lm .
Parallelism hypothesis for several groups with two-step monotone missing data
We have two-step monotone missing data when k ≥ 3, as in Section 3. First, we transform the observation vectors using C. Then we have
where θ (i) = Cµ (i) , Γ = CΣC ′ , and C 1 is a (p 1 − 1) × p 1 matrix of rank (p 1 − 1) such that C 1 1 p 1 = 0 and 1 p 1 is a p 1 -vector of ones.
θ (i) and Γ are partitioned according to the blocks of the data set. It should be noted that θ 1 :
To construct a likelihood ratio, we obtain the MLEs of θ (i) and Γ in general and under the hypothesis H P k . These can be obtained in the same way as earlier:
, and
Similarly, the MLEs of θ and Γ under H P k are as follows:
We have a likelihood ratio for the parallelism hypothesis as follows:
Then the likelihood ratio statistic −2 log Λ m is asymptotically distributed as a χ 2 distribution with (p − 1)(k − 1) degrees of freedom as N (i) 1 's tend to infinity. Hence, we reject H P k when −2 log Λ m > χ 2 (p−1)(k−1),α . However, it is difficult to obtain the modified likelihood ratio statistic directly when the data have missing observations. As such, much like in the two-sample case, we use ρ m that improves convergence to a χ 2 distribution, and put it into the test statistic:
and ρ c 1 , ρ c 2 = 0. Then we reject H P k when −2ρ m log Λ m > χ 2 (p−1)(k−1),α .
Simulation studies
In this section, we examine the accuracy of the approximations of the proposed test statistics. The Monte Carlo simulation for the upper percentiles of the T 2 -type statistics and the likelihood ratio test statistic is implemented for selected values of the parameters. The settings of the parameters α, p (= p 1 + p 2 ), and . Further, we compare their type I error rates. As a numerical experiment, we carry out 1,000,000 replications. It should be noted that our results may be applicable to the case where the sample size differs for each population. However, for simplicity, we show the results under the same sample size. Tables 1-3 list the percentiles of the T 2 -type statistics and the values of F * 1 and F * 2 . They also list the results for the comparison of the type I error rates under the T 2 -type statistics when the null hypothesis is rejected, using F * 1 , F * 2 , and a χ 2 distribution. The T 2 -type statistics are closer to the χ 2 distribution when the sample size is large. Comparing the type I error rates, we have that F * 1,α and F * 2,α seem to be closer to 0.05 than the percentiles of the χ 2 distribution especially when the sample size is small. The value tends to be closer to 0.05 under the level hypothesis than under the parallelism hypothesis and the flatness hypothesis. Tables 4 and 5 , which are compare −2 log Λ m and −2ρ m log Λ m , list the percentiles and type I error rates using a χ 2 distribution. −2 log Λ m and −2ρ m log Λ m are close to the χ 2 distribution when the sample size is large. Furthermore, −2ρ m log Λ m is closer to the χ 2 distribution than −2 log Λ m .
Conclusions
We discussed profile analysis when the observations have two-step monotone missing data. In Section 3, we first derived the MLEs of several groups. In Section 4, we constructed the T 2 -type statistics under the three hypotheses for a two-sample problem using the MLEs given in Section 3. We gave the likelihood ratio test statistic under the parallelism hypothesis for several groups in Section 5. Finally, we performed a Monte Carlo simulation for the type I error rates in Section 6. As a result, we confirmed that F * 1,α and F * 2,α are better approximations than the upper percentiles of a χ 2 distribution. We confirm that both −2 log Λ m and −2ρ m log Λ m are closer to the χ 2 distribution as the sample size becomes large. We can also see that −2ρ m log Λ m is always closer to the χ 2 distribution than −2 log Λ m for any sample size. Therefore, we confirm that convergence to the asymptotic χ 2 distribution is improved by inputting ρ m into the likelihood ratio statistic −2 log Λ m . 
