Systems of linear equations of the form A®X=B®X and of the form AQX=B® Y over the structure based on linearly ordered commutative group (G, ®, -<) where the role of ® plays the maximum are treated. Necessary solvability conditions are derived using known results concerning eigenvectors of matrices in such structures. In the special case of idempotent, increasing matrices A and B a condition is given which is necessary and sufficient for the existence of a nontrivial solution.
(¢l =( R÷, ", -<), ~2=(R +, ., ->),
~¢3 = (R, +, --),
:¢~ = (R, +, _>), where R ÷, resp. R is the set of positive reals and reals, respectively and _<, resp. _> is the obvious order and the inverse order of reals, respectively. The works [3] and [5] are recommended to the reader for practical motivations.
We extend by the obvious way the order _< on matrices over G O as well as the operations ®, ®, resp. ®', ®' on matrices over S and S', respectively. These extensions will be denoted by the same symbols. Many interesting properties of matrices over blogs have been proved in [3] . Propositions 1-6 are corollaries of some of them.
If a e G o we denote by a* the element of G o defined as follows: The symbol A v means the transposition of the matrix A. For all integers m_> 1 we shall denote M(m, 1) by M m and its elements will be called vectors.
Proposilion 1. Let A ~ G°(m, n), B ~ G °. If the system of equations A ®X = B is solvable, then A *®'B is its (greatest) solution.
Remark. For the theory of linear systems mentioned in Proposition 1 see e.g. [3] , [6] . Numerical methods for solving linear programs with constraints of this type are to be found in [6] . 
. ®'w(i t_ l, it)).
The matrix A is called definite (dually definite) if (~cW(C)= 1 (@'cw'(c) = 1) where the summation is taken over all elementary circuits in A (A). The matrix F(A)= A®A2®... ®A n is called metric matrix generated by A.
Proposition 4. (a) Let A•G°(n,n). If V(A)~O (V'(A)--/:O), then A is (dually) definite. (b) Let A e G(n, n). Then V(A) --/:0 (V'(A) ~0) if and only if A is (dually) definite.

Proposition 5. IrA e G(n, n) is definite, then F(A) has at least one diagonal element equal to 1. Moreover, every linear combination over S with the coefficients from G of the columns ofF(A) having the diagonal element equal 1 is an element of V(A).
In correspondence with [3] we say that the matrix A e G°(n, n) is
Hence, Proposition 3 may be formulated as follows: every (dual) projection matrix is (dually) idempotent.
Proposition 6. The matrix A • G°(n, n) is increasing (decreasing) if and only if (A)
ii > 1 (< 1) for all i= 1,2 ..... n or, equivalently AQI=A (AQ'/=A). where O, resp. I are the zero and the unity matrix from G°(n, n), respectively. Since A is increasing and _< is antisymmetric, the last inequalities are in fact equalities. Hence, U= W and Z = (Uw) ~ Vz(A). Part (ii) can be verified similarly and dually. []
Common eigenvectors and eigen-biveetors Proposition 7. Let A, B • G°(n, n). Then (i) V(A)n V(B) c V(A®B) and (ii) if, moreover, A,B are increasing, then V(A®B) c_ V(A)n V(B).
Proof. (i) Let
Proposition 10. If A ~ G°(2n, 2n) /s (i) increasing, then V2(A)= V(A+), (ii) decreasing, then V~(A)= V'(A-).
Proof. (i) Let Z~ V2(A). Then Z=(x) where
Necessary conditions of the solvability of linear extremal systems Let A, B ~ G(m, n). Consider the system of equations (I) AQX=B®X.
Its solutions are always the zero vector from G ° and every vector from G o at least one component of which is equal to co. These solutions will be called trivial and all other nontrivial. A general procedure for solving such (and slightly more general) systems, as well as for minimization of isotone function over their solution sets, has been derived in [2] . But this procedure works too long in the case when the solution set is empty. To avoid this we shall now look for some (at least necessary) solvability conditions of (I). The following example will illustrate the applicability of Theorem 1.
We compute that Example 1. Take the interpretation based on ~71 and consider the system (I) with (0. ,.)
C-= ® ® I* 0* = ½ 1 1 "
1
Since w'(1, 3, 1) = 1 • ½ = ½ < 1, we conclude that the considered system has only trivial solutions.
Remark. The condition in Theorem 1 is not sufficient because for the system (I) has only trivial solutions but C-is dually definite.
Consider now the system
where A e G (m, n) , B e G(m, k). The vector (v)e G, +k is its solution whenever (x) is a zero vector or at least one component of both X and Y is equal to oo. These solutions will be called trivial and all other nontrivial. Note that (II) cannot be regarded as a special case of (I). 
