We study in this paper the infinite-dimensional orthogonal Lie algebra O C which consists of all bounded linear operators T on a separable, infinite-dimensional, complex Hilbert space H satisfying CT C = −T * , where C is a conjugation on H. By employing results from the theory of complex symmetric operators and skew-symmetric operators, we determine the Lie ideals of O C and their dual spaces. We study derivations of O C and determine their spectra. These results complete some results of P. de la Harpe and provide interesting contrasts between O C and the algebra B(H) of all bounded linear operators on H.
where θ ij is a constant, real-valued skew-symmetric d × d matrix (d is the dimension of spacetime). There are many quantum problems based on the noncommutative space [1, 8, 21] . In [33] , skew-symmetric matrices are used to construct C *algebraic locally compact quantum groups, which are deformation quantizations of Poisson-Lie groups induced by skew-symmetric matrices. In addition to the above, skew-symmetric matrices also appeared in noncommutative extensions of quantum mechanics [4, 55] .
In the realm of applied mathematics, skew-symmetric matrices appear in the study of coding theory [41] , cryptography [7] , signal theory [3] and sampling theory [50] . Especially many scientific and engineering applications give rise to eigenvalue problems for which the matrices are skew-symmetric. So there are numerous papers devoted to computation of the eigenvalues of skew-symmetric matrices (see [22, 37] ).
In view of the ubiquitous roles that skew-symmetric matrices play in various scientific branches, naturally one may wish to develop a systematic theory of skewsymmetric matrices. Skew-symmetric matrices as a whole have not received enough attention, since only a small amount of work in the literature specialized in skewsymmetric matrices. The reader is referred to [20] for some basic properties of skew-symmetric matrices. In [53, 54, 35] , an operator-theoretic approach to the structure of skew-symmetric matrices was developed. To proceed, we introduce some notation and terminology.
Let H be a complex, separable Hilbert space endowed with an inner product ·, · , and B(H) the algebra of all bounded linear operators on H. An operator T ∈ B(H) is said to be skew-symmetric if CT C = −T * for some conjugation C on H. Recall that a conjugate-linear map C : H → H is called a conjugation if C is invertible with C −1 = C and Cx, Cy = y, x for all x, y ∈ H.
We remark that the term "skew-symmetric" stems from the fact that each skewsymmetric operator on H can be written as a skew-symmetric matrix (possibly infinite-dimensional) relative to an orthonormal basis of H. In fact, given a conjugation C on H, there exists an orthonormal basis {e n } ∞ n=1 of H such that Ce n = e n for all n (see e.g. [18, Lem. 2.11] ). Thus the matrix representation of an operator X ∈ B(H) relative to {e n } is (a i,j ) i,j≥1 , where a i,j = Xe j , e i . Then CXC = −X * if and only if e i , CXCe j = − e i , X * e j , ∀i, j ≥ 1, that is, Xe j , e i = − Xe i , e j , ∀i, j ≥ 1, or equivalently a i,j = −a j,i for all i, j ≥ 1. For the conjugation C, we denote
Then, by the preceding discussion, O C is exactly the set of all operators X on H whose matrix representation with respect to {e n } is skew-symmetric. Thus O C is exactly so(n, C) when dim H = n; if dim H = ∞, then O C is an infinite analogue of so(n, C). This also shows that skew-symmetric operators is a generalization of skew-symmetric matrices in the setting of Hilbert space. We remark that the term "skew-symmetric operator" in literature is also used to denote linear operators A (usually unbounded) densely defined on Hilbert spaces satisfying Ax, y = − x, Ay for all x, y in the domain of A (see [39, 31] ). Obviously, this is quite different from the notion that we are discussing. In the last decade, there has been growing interest in the study of skew-symmetric operators; see [5, 54, 56, 57, 58] . In particular, skew-symmetric normal operators, partial isometries, compact operators and weighted shifts are classified [34, 35, 59] . Also we remark that the study of skew-symmetric operators is closely related to an important class of operators called complex symmetric operators (see Section 2 for the definition). The reader is referred to [35, 58] for more details.
The aim of the present paper is to study O C in the setting of Lie algebra for C a conjugation on a separable, infinite-dimensional, complex Hilbert space H. This is inspired by the observation that O C is a linear subspace of B(H) (closed in the weak operator topology), and is closed under the Lie product [X, Y ] = XY − Y X for all X, Y ∈ B(H).
Thus, under the Lie product [·, ·], O C becomes a Lie algebra. Hence, by the proceeding discussion, O C is an infinite-dimensional analogue of so(n, C) in the setting of Hilbert space. We call O C an infinite-dimensional orthogonal Lie algebra. It is known that O C is the Lie algebra of some Lie group (see [12, Theorem 3] ).
In [12] , P. de La Harpe discussed in detail many elementary aspects of O C (and several other classical Lie algebras of linear operators). Topics treated include ideals, derivations, real forms, automorphisms and so on. Also, O C has been studied under the name of Cartan factor of type III for many years. For example, O C is a concrete example of J * -algebras. The latter was introduced and studied by L. Harris [24] as a generalization of C * -algebras. It was shown that basic theorems for C * -algebras, such as functional calculus and the Kaplansky density theorem, can be generalized to J * -algebras and hence to O C . In their paper [6] , L. Bunce, B. Feely and R. Timoney studied operator space structures of O C and some other type of Cartan factors as JC * -triples. An explicit construction of a universal ternary ring of operators (TRO) generated by O C was given. Also the universally reversibility of O C was proved. All these work suggests a rich structure theory of O C .
The authors' renewed interest in the orthogonal Lie algebra O C is connected with an effort to develop the theory of skew-symmetric operators. This may provide a Lie algebraic approach to skew-symmetric operators. On the other hand, results concerning skew-symmetric operators will in turn promote the study of orthogonal Lie algebras and their applications. In fact, one shall see later that the main results of this paper rely heavily on operator-theoretic arguments.
Given an algebraic object, the importance of the study towards its ideals is obvious. The first aim of this paper is to describe the Lie ideal structure of O C . A linear manifold L in O C is called a Lie ideal of O C if [A, X] ∈ L for every A ∈ O C and X ∈ L. In this paper linear manifolds are not assumed closed in any topology. Note that the ideal structure of so(n, C)(n ≥ 1) has been clearly described (see e.g. [14, Chapter 12] ). In fact, so(n, C) has no nontrivial ideal unless n = 4.
It was proved in [12, page 78 [40] ), where F (H) is the set of all finiterank operators on H and K(H) is the set of all compact operators on H. Thus, like B(H), O C will have many nontrivial ideals such as those induced by Schatten-p classes. Indeed, each associative ideal I of B(H) induces a Lie ideal of O C , that is, O C ∩ I. By an associative ideal of B(H), we mean a two-sided ideal of B(H) under the usual multiplication of operators. Thus it is natural to ask Question 1. Is every Lie ideal of O C the intersection of O C and some associative ideal of B(H)?
Note that any associative subalgebra of B(H) is a Lie algebra under the Lie product [·, ·]. In many cases, there is a close connection between the Lie ideal structure and the associative ideal structure of an associative subalgebra of B(H). This has been investigated by many people for associative subalgebras of B(H), such as B(H) [17] , certain von Neumann algebras [38] and triangular operator algebras [29] .
The first result of this paper is the following theorem which classifies Lie ideals of O C and gives a positive answer to Question 1. Although O C is not an associative algebra, the proceeding theorem shows that the Lie ideal structure is induced by the associative ideal structure of B(H). This reflects the close connection between O C and B(H), and hence suggests a rich structure of O C . In Subsection 2.1, we show that B(H) is Lie isomorphic to a Lie subalgebra of O C . This means that B(H) is also "contained" in O C and hence exhibits certain universality of O C . In view of these results, it is natural to ask whether some classical or older facts about B(H) still hold or have analogues in O C . Obtaining skew-symmetric analogues of some classical results about B(H) should provide an interesting contrast between O C and B(H).
In Subsection 2.2, we shall explore those norm ideals of O C induced by Schatten p-classes.
The Schatten p-class of compact operators on H is denoted by B p (H), 1 ≤ p < ∞. It is well known that B p (H) is a Banach space under p-norm · p . Moreover, B(H) is isometrically isomorphic to the dual space of B 1 (H), and B p (H) is isometrically isomorphic to the dual space of B q (H) for 1 < p, q < ∞ with 1 p + 1 q = 1. For convenience, we denote B ∞ (H) = K(H). So · ∞ means the operator norm. Then B 1 (H) is isometrically isomorphic to the dual space of B ∞ (H). The reader is refereed to [45] or [43] for more details.
We shall explore Schatten p-classes in O C . For p ∈ [1, ∞], we denote O C,p = O C ∩B p (H). Thus O C,p is closed in · p -norm, and is a Lie ideal of O C . We establish in Subsection 2.2 the dual relations among O C and its Lie ideals
The other aim of this section is to study
For T ∈ O C , we can define a linear map ad T on O C as ad T (X) = [T, X] for all X ∈ O C . It is easy to check that ad T is a derivation of O C . On the other hand, by [12, Chapter 2] , each derivation Φ of O C is inner, that is, Φ admits the form Φ = ad T for some T ∈ O C . Note that ad T is a bounded linear operator on O C . Thus one can see that ad : X → ad X is a Lie algebra homomorphism from O C to B(O C ), the space of bounded linear operators on O C . The map X → ad X is sometimes called the adjoint map or adjoint representation.
The notion of derivation plays important roles in the study of Lie algebras. In particular, the Engel theorem asserts that a finite-dimensional Lie algebra is nilpotent if and only if all its inner derivations are nilpotent. In infinite-dimensional case, many efforts are devoted to the study of quasinilpotent Banach-Lie algebras (that is, all their inner derivations are quasinilpotent as bounded operators); see [46, 47, 51, 52] .
On the other hand, since some interesting results concerning the structure and the spectra theory of skew-symmetric operators have been obtained (e.g., [35, 56, 57, 60] ), it is natural and interesting to study the spectrum of ad T in comparison with that of T for T ∈ O C . Also, note that each ad T for T ∈ O C admits a continuous extension δ T to B(H) defined by
The spectrum of δ T and its different parts were determined by M. Rosenblum and D. Kleinecke [36, 44] , C. Davis and P. Rosenthal [11] , and L. A. Fialkow [16] . These motivate our present study towards the spectral theory of derivations of O C .
In Section 3, we completely determine the spectrum of ad T and its various parts for T ∈ O C . This part depend on those results obtained in Subsection 2.2 concerning the dual relations between Schatten p-classes in O C . Our result shows that the spectrum of ad T for T ∈ O C is obtained from the spectrum σ(δ T ) of δ T by eliminating some of its isolated points (see Theorem 3.1). Also we find for T ∈ O C that the left spectrum, the right spectrum, the approximate point spectrum and the approximate defect spectrum of ad T all coincide. This phenomenon also happens to δ T (see Remark 3.21) .
For T ∈ O C and p ∈ [1, ∞], note that O C,p is invariant under ad T . Denote ad T,p = ad T | OC,p . We view ad T,p as a linear operator on (O C,p , · p ). By [43, Thm. 2.3.10], ad T,p is bounded. It is natural to study the spectrum of ad T,p in comparison with ad T . Our result shows that σ(ad T,p ) and its various parts coincide with that of σ(ad T ) (see Theorem 3.2). As a corollary, we determine the spectra of derivations on so(n, C).
The preceding result indicates to certain extent that the operator-theoretic approach to skew-symmetric matrices is applicable. Indeed the reader will find that the proofs of main results rely heavily on some results from the theory of complex symmetric and skew-symmetric operators, which has received much attention since the seminal work of Garcia and Putinar [19] . Also, the authors believe that there will be concrete applications of the theory of skew-symmetric operators to other disciplines.
In summary, results obtained in this paper complete some of P. de la Harpe's work [12] , and also provide some interesting contrasts between O C and B(H). The authors are convinced that the Lie algebra O C deserves more study along this line.
It is our future goal to find more skew-symmetric analogues of some classical results about B(H).
The rest of this paper is organized as follows. In Section 2, we shall determine ideals of O C and the dual spaces of O C,p for p ∈ [1, ∞] . Section 3 is devoted to the characterization of the spectra of derivations of O C and O C,p for p ∈ [1, ∞].
Lie ideals
The aim of this section is to characterize the Lie ideals of O C for C a conjugation on H.
The Lie ideal structures of Lie algebras are closely related to their classification theory, since there are so many notions in the theory of Lie algebras connected to Lie ideals. For example, each finite-dimensional semisimple complex Lie algebra is the direct sum of some simple ideals [14] . Theorem 1.1 shows that the Lie ideal structure of O C depends on the associative ideal structure of B(H). Also we shall prove later that B(H) is Lie isomorphic to a Lie subalgebra of O C (see Proposition 2.8). We feel that the results of this section may play some roles in the study toward Lie subalgebras of B(H).
2.1.
Lie ideals of O C . The aim of this subsection is to prove Theorem 1.1. We first make some preparation.
The following result can be verified directly.
where ∨ denotes linear span. Then (i) L 0 is a Lie ideal of B(H) and
In view of (1), there exists an element T of L with form
On the other hand,
Obviously, L 0 is a linear manifold of B(H). Let A ∈ L 0 . Then, by Claim 1,
For any B ∈ B(H), by Lemma 2.1, we have
Denote by L the set on the right side of (2). We shall prove that L = L. "L ⊂ L". Choose an element T ∈ L of the form
where E = −E t and F = −F t . Also we fix an invertible G ∈ O D . Then, from (3),(4) and (5), we obtain A, EG, GF ∈ L 0 . So it follows from Claim 1 that
Also we note that
Since EG ∈ L 0 and G −1 ∈ O D , we obtain E ∈ ∆ 1 and
Likewise, noting that
Since L is obviously a linear manifold of B(H ⊕ H), it follows from (6), (7) and (8) that
Note that O C contains
then, by (i) or by direct verification,
In view of (1), we obtain XY ∈ L 0 .
T ∈ E and all invertible S ∈ B(H).
). If L is a linear manifold of B(H), then the following are equivalent:
where I is the identity operator on H.
Let C be a conjugation on H. An operator X ∈ B(H) is said to be C-symmetric if CXC = X * . We denote by S C the set of all C-symmetric operators on H. By [19] , each normal operator is C-symmetric for some conjugation C on H. Proof. Let A be a self-adjoint operator in I. Then A is complex symmetric and, by [58, page 942] , there exists a unitary operator U such that U AU * ∈ S C . By Lemma 2.3, U AU * ∈ I. Thus A is unitarily equivalent to an operator in S C ∩ I. Given a cardinality n ≥ 1, we let H (n) denote the direct sum of n copies of H. Lemma 2.6. Let D be a conjugation on H and C = 0 D D 0 . Let I be an associative ideal of B(H (2) ) and L be a linear manifold of B(H (2) ) satisfying [I, B(H (2) )] ⊂ L ⊂ I. Then
This proves Claim 1.
On the other hand, note that X ∈ I and I is self-adjoint. Then by Lemma 2.5
On the other hand, it is easy to see that
Now choose an invertible G ∈ O D . It is easy to see that
For any A ∈ I 0 , we have AG ∈ I 0 and, by Claim 1,
Combing this with (9) produces that T ∈ ∆. This proves Claim 2.
(ii) Now we assume that XY ∈ L for every X ∈ O C ∩ I and Y ∈ O C . We shall show that L = I.
Then, by the hypothesis, we have
By Claim 1, we have
This proves Claim 3. Now we can conclude the proof. By Lemma 2.3, L is similarity-invariant. It follows from Lemma 2.4 and Claim 3 that
This combing Claim 1 implies that I = M 2 (I 0 ) ⊂ L. Furthermore, we obtain I = L. 
Proof. Up to unitary equivalence, we may assume that H = K (2) for some Hilbert space K and
for some conjugation D on K. In light of Lemma 2.6, one can see the conclusion. Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. The sufficiency is obvious. We need only prove the necessity. "=⇒". We directly assume that L is a nontrivial ideal of O C . Then, by [12, page 78], we have
Without loss of generality, we assume that H = K (2) for some Hilbert space K and
for some conjugation D on K. By Proposition 2.2, there exists a Lie ideal L 0 of B(K) such that
Since L 0 is a Lie ideal of B(K), it follows from Lemma 2.3 that we can find an associative ideal I 0 of B(K) such that [I 0 , B(K)] ⊂ L 0 ⊂ I 0 + CI, where I is the identity operator on K. In view of (11), each operator in L is compact. So is L 0 .
According to Corollary 2.7, we have ∆ 1 = O D ∩ I 0 and L 0 = I 0 . By Lemma 2.5,
Noting that M 2 (I 0 ) is an associative ideal of B(H), we conclude the proof. 
As an application of the preceding result, we shall describe in Subsection 3.2 the relations of derivations of O C and O C,p (p ∈ [1, ∞]) (see Lemma 3.19) .
In order to prove Proposition 2.9, we need to make some preparation. Given a complex matrix A, we denote by A tr the transpose of A. Proof. We just give the proof in the case (i). The proof for the case (ii) is similar.
Since C is a conjugation on H, by [18, Lem. 2.11] , there exists an orthonormal basis {e n } such that Ce n = e n for all n. For each n ≥ 1, denote by P n the projection of H onto ∨{e i : 1 ≤ i ≤ n}.
Note that P n → I in the strong operator topology. It follows that lim n P n AP n − A 1 = 0 and furthermore
as n → ∞. Thus tr(AB) = lim n tr(P n AP n B). It suffices to prove that tr(P n AP n B) = 0 for all n.
For each n, assume that
It follows that tr(P n AP n B) = tr(A n B n ). For 1 ≤ i, j ≤ n, note that
A n e i , e j = Ae i , e j = Ae i , Ce j = e i , A * Ce j = e i , CAe j = Ae j , Ce i = Ae j , e i = A n e j , e i and similarly that B n e i , e j = − B n e i , e j . Thus, relative to {e 1 , e 2 , · · · , e n }, A n admits a symmetric matrix representation and B n admits a skew-symmetric matrix representation (that is, R = −R tr ). By Lemma 2.10, tr(P n AP n B) = tr(A n B n ) = 0. Therefore we conclude that tr(AB) = 0.
Given a Banach space X , we let X ′ denote its dual space.
Proof of Proposition 2.9.
Then
It suffices to prove that the map ψ : T → ψ T is an isometric isomorphism of O C onto (O C,1 ) ′ . Clearly, ψ is linear. It remains to check that ψ is isometric and surjective.
Step 1. ψ is isometric. For any X ∈ B 1 (H), denote X 1 = 1 2 (X + CX * C) and X 2 = 1 2 (X − CX * C). Note that X 1 ∈ S C ∩ B 1 (H), X 2 ∈ O C,1 and X 2 1 ≤ X 1 . By Corollary 2.11,
Thus ψ T ≤ ψ T . Furthermore, we obtain ψ T = ψ T = T . It shows that ψ is isometric.
Step 2 ψ is surjective. That is, f = ψ T2 . Hence ψ is surjective.
(
It is easily seen that |ψ
In what follows, we will show that the map ψ : T → ψ T is an isometric isomorphism of O C,1 onto (O C,∞ ) ′ . Clearly, ψ is linear. It remains to check that ψ is isometric and surjective.
Step 1. ψ is isometric. Fix a T ∈ O C,1 . It is easy to see that ψ T can be extended to the linear functional ψ T on K(H) defined by ψ T (X) = tr(XT ), ∀X ∈ K(H).
Then, by [43, Thm. 2.3.12], ψ T ≤ ψ T = T 1 .
For any X ∈ K(H), denote X 1 = 1 2 (X + CX * C) and X 2 = 1 2 (X − CX * C). Note that X 1 ∈ S C ∩ K(H), X 2 ∈ O C,∞ and X 2 ≤ X . By Corollary 2.11,
Hence ψ T ≤ ψ T . Furthermore, we obtain ψ T = ψ T = T 1 . It shows that ψ is isometric.
Step 2. ψ is surjective. That is, f = ψ T2 . Hence ψ is surjective.
(iii) The proof follows similar lines as those of (i) and (ii), and is omitted.
Spectra of derivations
The aim of this section is to describe the spectra of Lie derivations of O C for C a conjugation on H. To state our result, we introduce some terminology and notations.
Given a Banach space X , we denote by B(X ) the set of all bounded linear operators on X . For A ∈ B(X ), we denote by ranA the range of A, and by ker A the kernel of A. We let σ(A), σ l (A), σ r (A), σ π (A) and σ δ (T ) denote respectively the spectrum, the left spectrum, the right spectrum, the approximate point spectrum and the approximate defect spectrum of A. That is, Obviously, Ξ(T ) is at most countable and Ξ(2T ) = {2z : z ∈ Ξ(T )}. The main result of this section is the following theorem.
For T ∈ O C , Theorem 3.1 implies that σ(ad T ) is obtained from σ(T ) + σ(T ) by eliminating some isolated points.
The following result describes the spectrum of ad T,p for T ∈ O C and its different parts. For the reader's convenience, we list some elementary facts, which will be used frequently.
For e, f ∈ H, we let e⊗f denote the operator on H defined by (e⊗f )(x) = x, f e for x ∈ H. 
Proof. It is easy to check that CXC = −X * and X ≤ X p ≤ 2.
On the other hand, compute to see
That is, Proof. Since λ, µ ∈ σ π (T ), there exist unit vectors {e n , f n : n ≥ 1} such that (T − λ)e n → 0 and (T − µ)f n → 0 as n → ∞. For n ≥ 1, set X n = e n ⊗ (Cf n ) − f n ⊗ (Ce n ). By Lemma 3.5, X n ∈ O C for n ≥ 1.
Claim. lim inf n X n > 0. Indeed, if not, then there exists a subsequence {X n k } k≥1 of {X n } n≥1 such that lim k X n k = 0. By Lemma 3.5, we get
Then lim k | f n k , e n k | = 1. For k ≥ 1, assume f n k = f n k , e n k e n k + g k for some g k ∈ {e n k } ⊥ . Clearly, g k → 0 as k → ∞. It is easy to check that
Then, as k → ∞,
This implies λ = µ, a contradiction.
Therefore we have proved that lim inf n X n > 0. Without loss of generality, we assume that inf n≥1 X n > 0. Thus
Compute to see
Note that
Then, as n → ∞,
In view of (12), we obtain λ + µ ∈ [σ π (ad T,p ) ∩ σ π (ad T )].
Proof. The proof is divided into two cases.
In this case, we can find unit vectors e 1 , e 2 ∈ ker(T − z) with e 1 , e 2 = 0. Set X = e 1 ⊗ (Ce 2 ) − e 2 ⊗ (Ce 1 ). Then X is a nonzero finite-rank operator in O C . Compute to see
This implies that dim ker(T − z) 2 = 2. We can choose nonzero vectors f 1 , f 2 ∈ H such that (T − z)f 1 = 0 and (T − z)f 2 = f 1 .
Set
. Then X is a nonzero finite-rank operator in O C . Compute to see
and
Let π : B(H) → B(H)/K(H) be the natural map from B(H) into the Calkin algebra. For T ∈ B(H) , the left and right essential spectrum of T are defined by σ le (T ) = σ l (π(T )) and σ re (T ) = σ r (π(T )), respectively.
Proof. By [9, Prop. XI.6.9], we have z ∈ σ le (T ) ∩ σ re (T ). By [26, Theorem 3.49] , there exists a compact K ∈ B(H) and an orthonormal sequence {f n } n≥1 such that (T + K)f n = zf n for n ≥ 1. Then (T − z)f n → 0 as n → ∞. For n ≥ 1, set X n = f n ⊗ (Cf n+1 ) − f n+1 ⊗ (Cf n ). Clearly, X n ∈ O C is of finite rank and 2 ≥ X n p ≥ X n ≥ X n Cf n = 1.
Compte to see
tends to 0 as n → ∞. So 2z ∈ [σ π (ad T,p ) ∩ σ π (ad T )].
To discuss points in Ξ(T ), we need a key lemma. Proof. Arbitrarily choose z 1 , z 2 ∈ Ω. We shall prove there exist z 3 , z 4 ∈ ∂Ω such that z 1 + z 2 = z 3 + z 4 .
Without loss of generality, we assume that dist(z 1 , ∂Ω) ≤ dist(z 2 , ∂Ω). Then we can find α ∈ C such that z 1 + α ∈ ∂Ω and z 2 − α ∈ Ω. Clearly, if z 2 − α ∈ ∂Ω, then we are done. So in the sequel we assume z 2 − α ∈ Ω. Denote w 1 = z 1 + α and w 2 = z 2 − α.
For z ∈ Ω, we define h(z) = w 2 + w 1 − z. Clearly, h(∂Ω) ∩ Ω = ∅, since h(w 1 ) = w 2 ∈ Ω.
Claim. h(∂Ω) ∩ (C \ Ω) = ∅.
Indeed, if not, then h(∂Ω) ⊂ Ω. Since h(∂Ω) is a nonempty compact set, it follows that the diameter of h(∂Ω) is less than that of Ω. This is a contradiction, since h is a rigid transformation and the diameter of h(∂Ω) coincides with that of ∂Ω and Ω. This proves the claim.
Since Ω is connected, it follows from the proceeding claim that h(∂Ω) ∩ ∂Ω = ∅. So there exists z 3 ∈ ∂Ω such that h(z 3 ) ∈ ∂Ω. Denote z 4 = h(z 3 ). Then
which completes the proof.
The following two corollaries are clear.
Corollary 3.10. If Γ is a nonempty, compact subset of C and z is an interior point of Γ, then there exist distinct z 1 , z 2 ∈ ∂Γ such that z 1 + z 2 = 2z. Corollary 3.11. If Γ is a nonempty, compact subset of C, then Γ + Γ = ∂Γ + ∂Γ.
Proof. (i) For any λ ∈ C, note that
It is easy to see that T − λ is invertible if and only if so is (T + λ) * . Thus λ ∈ σ(T ) if and only if −λ ∈ σ(T ). So σ(T ) = −σ(T ).
(ii) Since T acts on a Hilbert space, it is well known that σ l (T ) = σ π (T ) and σ δ (T ) = σ r (T ). On the other hand, one can see from (13) Let X be a Banach space and A ∈ B(X ). Recall that A is called a semi-Fredholm operator, if ranA is closed and either dim ker A or dim X /ranA is finite; in this case, indA := dim ker A − dim X /ranA is called the index of A. Proof. If z is an accumulation point of σ π (T ), then we can find {z n : n ≥ 1} ⊂ σ π (T ) \ {z} such that z n → z. So z n + z → 2z. By Proposition 3.6, z n + z ∈ [σ π (ad T,p ) ∩ σ π (ad T )] for n ≥ 1. It follows that 2z ∈ [σ π (ad T,p ) ∩ σ π (ad T )].
In the following we assume that z ∈ isoσ π (T ). Then there exists r > 0 such that T − w is bounded below for w ∈ B(z, r) \ {z}. Moreover, there exists nonnegative integer n or n = ∞ such that ind(T − w) = −n for all w ∈ B(z, r) \ {z}. Now the proof is divided into four cases. Case 1. n > 0. This means that B(z, r) ⊂ σ(T ). So z lies in the interior of σ(T ). By Corollary 3.10, there exist distinct z 1 , z 2 ∈ ∂σ(T ) such that z 1 + z 2 = 2z. Note that ∂σ(T ) ⊂ σ π (T ). By Proposition 3.6, we have 2z ∈ [σ π (ad T,p ) ∩ σ π (ad T )].
This means that dim ker(T −z) 2 ≥ 2. By Lemma 3.7, we obtain 2z ∈ [σ π (ad T,p )∩ σ π (ad T )]. By Proposition 3.6, we can see in case (iii) that 2z ∈ [σ π (ad T,p ) ∩ σ π (ad T )].
In case (i), by Corollary 3.10, there exist distinct w 1 , w 2 ∈ ∂Ω such that 2z = w 1 + w 2 . Note that ∂Ω ⊂ ∂σ(T ) ⊂ σ π (T ). Using Proposition 3.6 again, we have 2z ∈ [σ π (ad T,p ) ∩ σ π (ad T )]. Now we consider case (ii). By Corollary 3.13, we can choose {λ n , µ n : n ≥ 1} ⊂ ∂σ(T ) such that λ n + µ n = 2z for all n and λ n + µ n → 2z. Without loss of generality, we may directly assume that λ n → λ 0 and µ n → µ 0 . Thus λ 0 , µ 0 ∈ ∂σ(T ) and λ 0 + µ 0 = 2z. If λ 0 = µ 0 , then, by Proposition 3.6, we have 2z ∈ [σ π (ad T,p ) ∩ σ π (ad T )]. If λ 0 = µ 0 , then λ 0 = µ 0 = z. Since λ n + µ n = 2z for all n, either {λ n } or {µ n } has a subsequence, denoted as {w k }, converging to z and w k = z for all k. Then, by Proposition 3.6, w k + z ∈ [σ π (ad T,p ) ∩ σ π (ad T )]. Since w k + z → 2z, it follows that 2z ∈ [σ π (ad T,p ) ∩ σ π (ad T )]. Hence we conclude the proof.
One can check that U T is a bounded linear operator on S C . Thus
which implies that σ π (ad T ) ⊂ σ π (δ T ). In view of Lemma 3.12 (ii) and [26, Thm. 3.19] , we have σ π (δ T ) = σ π (T ) + σ π (T ) ⊂ [σ(T ) + σ(T )]. Thus (i) follows readily.
(ii) In view of (14), we have σ δ (ad T ) ⊂ σ δ (δ T ). Using [26, Thm. 3.19] , we deduce that σ δ (δ T ) = σ δ (T ) − σ π (T ). By Lemma 3.12 (i) and Corollary 3.13, we deduce that σ δ (δ T ) = σ(T ) + σ(T ). Thus (ii) follows readily.
(iii) Since σ(ad T ) = σ π (T ) ∪ σ δ (T ), the result is clear.
For p ∈ [1, ∞], denote S C,p = S C ∩ B p (H). Then S C,p is a subspace of B p (H), which is closed in · p norm.
Proof. Note that B p (H) = O C,p + S C,p and O C,p ∩ S C,p = {0}, that is, S C,p is a topology complement of O C,p . Thus
where U T,p = U T | SC,p . It is clear that
In view of Theorems 3.53 and 3.54 in [26] , we have σ π (δ T | Bp(H) ) = σ π (T )−σ δ (T ) and σ δ (δ T | Bp(H) ) = σ δ (T ) − σ π (T ). Then the desired result follows readily from Lemma 3.12 and Corollary 3.13. 
Proof. The first half of the result is an easy verification. Now we turn to the latter half.
Let R ∈ B(H). Assume that
One can see from direct calculation that R ∈ O C if and only if
Note that dim H 1 ⊕ H 3 = 2. By [60, Cor. 3.3] , statement (iii) holds if and only if V = 0 and V 1 = 0. This completes the proof. 
By Riesz's decomposition theorem, σ(A 1 ) = {z}, σ(A 3 ) = {−z} and σ(A) = Γ. Note that z, −z ∈ Ξ(T ). Thus dim H 1 = 1 = dim H 3 . So A 1 = zI 1 and A 3 = −zI 3 , where I i is the identity operator on H i , i = 1, 3.
Assume that H 1 = ∨{e}, where e is a unit vector. Note that (T + z) * Ce = −C(T − z)e = 0. Thus Ce ∈ ker(T + z) * . From the matrix representation (17) , it can be seen that ker(T + z) * = H 3 . So H 3 = ∨{Ce}, C(H 1 ) = H 3 and equivalently C(H 3 ) = H 1 . Since C is isometric and C = C −1 , one can see that C(H 2 ) = H 2 . Thus C can be written as
Clearly, C 3 = C −1 1 and C 2 is a conjugation on H 2 . Noting that CT C = −T * , we have 
Claim 1. 3z / ∈ σ(A). For a proof by contradiction, we assume that 3z ∈ σ(A). So 3z ∈ σ(T ). Note that −z ∈ σ(T ). If 3z is an interior point of σ(T ), then 2z = 3z + (−z) is an interior point of σ(T )+σ(T ), contradicting the hypothesis that 2z ∈ iso[σ(T )+σ(T )]. Thus 3z ∈ ∂σ(T ). So 2z is the sum of two distinct points 3z, −z in ∂σ(T ), contradicting the fact that z ∈ Ξ(T ).
. For a proof by contradiction, we assume that 2z ∈ [σ(A) + σ(A)]. By Corollary 3.11, we can choose z 1 , z 2 ∈ ∂σ(A) such that 2z = z 1 + z 2 . Since z / ∈ σ(A), it follows that z 1 = z 2 . Note that ∂σ(A) ⊂ ∂σ(T ). Thus 2z is the sum of two distinct points in ∂σ(T ), contradicting the fact that z ∈ Ξ(T ).
By Lemmas 3.15 and 3.16, Claim 2 implies that both 2z − ad A and 2z − ad A,p are invertible for p ∈ [1, ∞].
Now it suffices to show 2z / ∈ [σ π (ad T ) ∪ σ π (ad T,p )]. Assume that {R n : n ≥ 1} ⊂ O C and (ad T − 2z)(R n ) → 0 in the norm topology. In view of (18), we may assume that
So Claim 1 implies that W n → 0, and hence W n → 0 . In view of (21), this means Y n → 0 and (ad A − 2z)X n → 0. In view of Lemma 3.15 and Claim 2, we have X n → 0. By (21) , we obtain Z n (A + z) → 0. Recall that −z / ∈ σ(A). So Z n → 0 and hence Ẑ n → 0. Therefore we conclude that R n → 0. This shows that 2z / ∈ σ π (ad T ). Using a similar argument as above, one can show that 2z / ∈ σ π (ad T,p ). 
In view of Corollary 3.13, we obtain
For p ∈ [1, ∞], by Propositions 3.6 and 3.14, we have [σ π (T ) + σ π (T )] \ Ξ(2T ) ⊂ σ π (ad T,p ). Given a Banach space X , we let X ′ denote its dual space. If A : X → X is a bounded linear operator, we denote by A ′ the adjoint of A acting on X ′ . Two operators A, B acting respectively on two Banach spaces X 1 and X 2 are said to be similar, denoted as A ∼ B, if there exists an invertible bounded linear operator S : X 1 → X 2 such that SA = BS. Proposition 3.19. If T ∈ O C , then (i) ad T ∼ −ad ′ T,1 , (ii) ad T,1 ∼ −ad ′ T,∞ , and (iii) ad T,p ∼ −ad ′ T,q for p, q ∈ (1, ∞) with 1 p + 1 q = 1. Proof. We just prove statement (i), since the proofs of (ii) and (iii) follow similar lines.
(i) By Proposition 2.9, there exists the isometrical isomorphism ψ of O C onto (O C,1 ) ′ , which is defined by ψ(Z) = ψ Z for Z ∈ O C , where ψ Z (X) = tr(XZ) for all X ∈ O C,1 .
Then it suffices to check that ψad T = −ad ′ T,1 ψ. Fix Z ∈ O C . Denote l 1 = [ψad T ](Z) and l 2 = [ad ′ T,1 ψ](Z). Then l i ∈ (O C,1 ) ′ , i = 1, 2. It suffices to prove that l 1 = −l 2 . Since This shows that l 1 = −l 2 .
The following corollary follows from Proposition 3.19 and the closed range theorem.
Corollary 3.20. Let T ∈ O C and 1 < p, q < ∞ with 1 p + 1 q = 1. Then (i) σ π (ad T ) = −σ δ (ad T,1 ) and σ δ (ad T ) = −σ π (ad T,1 ); (ii) σ π (ad T,∞ ) = −σ δ (ad T,1 ) and σ δ (ad T,∞ ) = −σ π (ad T,1 ); (iii) σ π (ad T,p ) = −σ δ (ad T,q ) and σ δ (ad T,p ) = −σ π (ad T,q ). Now the proof of Theorem 3.1 is an easy corollary. 
It is well known that σ π (ad T ) ⊂ σ l (ad T ) ⊂ σ(ad T ) and σ δ (ad T ) ⊂ σ r (ad T ) ⊂ σ(ad T ).
Thus the desired result follows readily.
The proof of Theorem 3.2 follows the same line as that of Theorem 3.1.
Proof of Theorem 3.2. We just give the proof in the case that 1 < p < ∞. The proof for p ∈ {1, ∞} is similar.
Assume that 1 < q < ∞ with 1 p + 1 q = 1. By Theorem 3.3, we have σ π (ad T,p ) = [σ(T ) + σ(T )] \ Ξ(2T ) = σ π (ad T,q ). It is well known that σ π (ad T,p ) ⊂ σ l (ad T,p ) ⊂ σ(ad T,p ) and σ δ (ad T,p ) ⊂ σ r (ad T,p ) ⊂ σ(ad T,p ).
Proof of Theorem 1.2. We view T as a linear operator on C n (endowed with the usual inner product). It suffices to prove that a point z lies in Ξ(T ) if and only if rank(T −z) 2 = n−1 and there exist no distinct z 1 , z 2 ∈ σ(T ) such that 2z = z 1 +z 2 .
Since T acts on an n-dimensional space, it follows that σ(T ) = ∂σ(T ) = isoσ(T ). . Thus, like ad T , the left spectra, the right spectra, the approximate point spectra and the approximate defect spectra of δ T and δ T | J all coincide.
We conclude this paper with two examples. First we give an example of T ∈ O C with Ξ(T ) = ∅. Here is an example of T ∈ O C with isoσ(T ) = ∅ = Ξ(T ). Example 3.23. Let C be a conjugation on H and {e n } n≥1 be an orthonormal basis of H with Ce n = e n for all n. Define T = i(e 1 ⊗ e 2 − e 2 ⊗ e 1 ) + 2i(e 3 ⊗ e 4 − e 4 ⊗ e 3 ) + 2i(e 5 ⊗ e 6 − e 6 ⊗ e 5 ). It is easy to check that σ(T ) = {0, ±1, ±2} and Ξ(T ) = ∅. Then, by Theorem 3.1, σ(ad T ) = σ(T ) + σ(T ) = {0, ±1, ±2, ±3, ±4}.
