SUMMARY Wireless sensor and actuator networks (WSANs) are required to achieve both energy-efficiency and low-latency in order to prolong the network lifetime while being able to quickly respond to actuation commands transmitted based on the real-time sensing data. These two requirements are in general in a relationship of trade-off when each node operates with well-known duty-cycling modes: nodes need to make their radio interfaces (IFs) frequently active in order to promptly detect the communication requests from the other nodes. One approach to break this inherent trade-off, which has been actively studied in recent literature of wireless sensor networks (WSNs), is the introduction of wake-up receiver that is installed into each node and used only for detecting the communication requests. The main radio IF in each node is woken up only when needed, i.e., in an on-demand manner, through a wake-up message received by the wake-up receiver. In this paper, we introduce radio-ondemand sensor and actuator networks (ROD-SAN) where the concept of wake-up receiver is applied to realize on-demand WSANs. We first evaluate data collection rate, packet delivery latency, and energy-efficiency of ROD-SAN and duty-cycling modes defined in IEEE 802.15.4e by computer simulations. Then, we present our test-bed implementation of ROD-SAN including all protocols from the lowest layer of wake-up signaling to the application layer offering the functionalities of information monitoring and networked control. Finally, we show experimental results obtained through our field trial in which 20 nodes are deployed in an outdoor area with the scale of 450 m × 200 m. The numerical results obtained by computer simulations and experiments confirm the effectiveness of ROD-SAN to realize energy-efficient and high-response WSANs. key words: wireless sensor and actuator networks, wake-up receiver, duty-cycling, experimental prototype and implementation
efficiency that comes from limitations on the lifetime of batteries. Furthermore, the inclusion of actuators into each node brings another key requirement in WSANs, i.e., lowlatency that is necessary to realize quick reactions to control commands transmitted based on the real-time monitoring information.
The most common approach to realizing energyefficient operations in WSN is duty-cycling [5] in which each node employs periodical activations and sleeping (i.e., switch-off) of radio interface (IF). For instance, IEEE 802. 15.4e , that is the amendment of IEEE 802.15.4 to enhance energy-efficiency of WSN, defines several dutycycling modes such as coordinated sampled listening (CSL) and receiver initiated transmission (RIT) [6] . While the duty-cycling can effectively reduce energy consumed for idle listening, it has inherent trade-off with latency: when nodes employ lower duty-cycle in order to save more energy, it has to sacrifice the latency since each transmitter needs to wait for longer period before the corresponding receiver transits to an active state. This makes it difficult for the duty-cycling to simultaneously offer key requirements on WSANs, i.e., energy-efficiency and low-latency.
One solution to overcome the above inherent trade-off of duty-cycling is the introduction of secondary radio called wake-up receiver into each node [7] . During idle period, each node switches its main radio IF off, and keeps only the wake-up receiver to be active. When a node transmits data, it first transmits a wake-up signal toward the destination node. If the wake-up receiver at the destination node detects the wake-up signal correctly, it activates the radio IF, followed by the data exchange through the main radio. Thanks to this on-demand operation, the latency is minimized while the energy-efficiency is also guaranteed as long as the energy consumption of wake-up receiver is much smaller than that of main radio. Considering that the low-latency is one of key requirements in WSANs, the application of wake-up receiver to WSANs is a reasonable approach. Therefore, in this paper, we introduce radio-on-demand sensor and actuator networks (ROD-SAN) that applies wake-up receiver to WSAN nodes [8] , [9] . ROD-SAN employs IEEE 802. 15 .4g operating over 920 MHz as a radio technology, which makes it possible to be applied to a large-scale monitoring and control such as smart metering. Furthermore, ROD-SAN employs a wake-up signaling that can reuse IEEE 802. 15 .4g signal as a wake-up signal. In this paper, we present extensive evaluations of ROD-SAN based on computer simula-tions and large-scale experiments in order to investigate its effectiveness to realize energy-efficient and high-response WSANs. The main contribution of this paper is threefold:
• We evaluate data collection rate, packet delivery latency, and energy-efficiency of ROD-SAN and two duty-cycling modes defined in IEEE 802. 15 .4e, i.e., CSL and RIT, by computer simulations. The evaluations reflect the overhead resulting from wake-up signaling in ROD-SAN, CSL, and RIT, and its impact on medium access control (MAC) operations in a large-scale multi-hop network. The obtained numerical results provide us with insights on the superiority of ROD-SAN to duty-cycling modes.
• We design and implement ROD-SAN including all protocols required to realize on-demand WSANs, from the lowest layer of wake-up signaling to the application layer offering the functionalities of information monitoring and networked control. We integrate the wake-up receiver with radio interface of IEEE 802.15.4g/802.15.4 and the other higher-layer protocols such as networking and application layers.
• We present experimental results obtained through our field trial in which 20 ROD-SAN nodes are deployed in an outdoor area with the scale of 450m × 200m. The results show performance of ROD-SAN when each node is engaged not only in its own data transmissions but also in networking tasks such as data forwarding and route maintenance.
The rest of the paper is organized as follows. Section 2 describes the system configuration of ROD-SAN. In Sect. 3, we present simulation results that clarify the superiority of ROD-SAN to duty-cycling modes. Section 4 shows our test-bed implementations of ROD-SAN and experimental results obtained by our field trial. Finally, Sect. 5 concludes the paper.
ROD-SAN: System Configuration
ROD-SAN is a wireless sensor and actuator network where each node is equipped with a wake-up receiver and ondemand multi-hop data transmissions are employed for conveying sensing and command data.
The overall configuration of ROD-SAN node and procedure of data transmission over one-hop link are depicted in Fig. 1 . A typical ROD-SAN node consists of micro controller unit (MCU), sensor, actuator, battery, main radio IF and wake-up receiver. Each ROD-SAN node is not necessarily equipped with both sensor and actuator, but here, we show an example of node with both of them installed. As a main radio, we use IEEE 802.15.4g that operates over 920 MHz frequency band [10] . The wake-up receiver is dedicated to receiving a wake-up signal transmitted by a node with communication requests. When data to be transmitted is generated at one node, it first transmits a wakeup signal to the other destination node. The main radio IF is used to transmit a wake-up signal. If this signal is cor- Fig. 1 The configuration of ROD-SAN node and procedure of data transmission.
rectly detected at the wake-up receiver of destination node, it wakes MCU and its main radio IF up. Then, after completing the wake-up process of main radio IF (i.e., after the sleep/active switching time), a wake-up ACK is immediately transmitted from the destination to confirm the successful wake-up, and finally data is exchanged through main radio IFs. The size of wake-up ACK is assumed to be 28 bytes that is same as ACK for data frame. If the sender does not receive the wake-up ACK before timeout, which is set to a total duration of sleep/wake-up switching time and ACK duration, it proceeds with the retransmission of wakeup signal. The maximum number of retransmissions is set to be 3. After completing the data transmission, all components but wake-up receiver can be switched off, which significantly reduces the energy consumed for idle listening of main radio.
There can be range-based and identity-based mechanisms for wake-up radio [7] . With the range-based wakeup, the wake-up receiver detecting signal level larger than a threshold wakes its radio IF up. On the other hand, a wakeup ID is embedded into wake-up signal with the identitybased wake-up, which enables only nodes specified by IDs to wake-up. The identity-based wake-up is preferred to reduce the number of unnecessary wake-ups, i.e., to avoid the events where non-destined nodes are woken up by a wakeup signal. This requires the signaling, i.e., transfer of information on wake-up ID, between the 802.15.4g-based radio at the sender side and wake-up receiver at the destination node. In order to realize this wake-up signaling, ROD-SAN exploits the length of 802.15.4g frame (that is, the length of energy burst) to convey the information on wake-up ID. The wake-up ID is expressed as different frame length, and the wake-up receiver is configured so that it only has the capability to detect the frame length without implementing any expensive operations to demodulate/decode payload/header of each frame. The block diagram of wake-up receiver is shown in Fig. 2 . The received signal is first amplified with low noise amplifier (LNA) followed by the extraction of signals over 920 MHz band with a band pass filter (BPF). The output of envelope detector is smoothed with low-passfilter (LPF) and on-off-keying (OOK) detection is applied Fig. 2 The configuration of wake-up receiver in ROD-SAN.
to detect the signal with its level larger than a threshold. By counting the continuous number of "1"s, MCU calculates the length of observed frame. This type of wake-up receiver has been implemented and evaluated in literature, which shows that their power consumption can be less than a few milliwatts [11] .
The idea to utilize the length of frame to convey information toward a simple receiver has been applied in several different scenarios [12] - [14] . This approach does not require a dedicated transmitter of wake-up signal to be installed into each node, which brings a benefit to reduce the cost and complexity of each ROD-SAN node.
ROD-SAN: Performance Comparison with DutyCycling
As described in Sect. 2, ROD-SAN requires each node to transmit wake-up signal before each data transmission. This results in the overhead in terms of energy consumption and latency of each transmitting node, and also increases the channel occupation period. Furthermore, the wake-up receiver installed into each node needs to be always active in order to detect communication requests, which results in the additional overhead of consumed energy. ance (CSMA/CA) defined in [15] . IEEE 802.15.4 is expected to achieve the best performance except for energyefficiency since it can initiate data transmissions without any overhead for wake-up signaling, and used as a benchmark for the other low-power protocols. With CSL, each node periodically transits active and sleep states as shown in Fig. 3(b) . Every time a node transits to active state, it checks whether there is any other node that attempts to transmit data to it with an operation called channel sample (CS). A node with communication requests first transmits a preamble whose length exceeds the period of duty-cycling, which ensures that the target node detects it with the operation of CS. The preamble includes the information on the starting time of data transmission, therefore, the receiver can transit to sleep state until the start of actual data transmission. These mechanisms enable the transmitter and receiver to synchronize their active states during which data is transmitted based on CSMA/CA. With RIT shown in Fig. 3(c) , each node also periodically transits active and sleep states, but broadcasts beacon (B) after switching to active state. The beacon plays a role to announce that the corresponding node is currently active and able to receive data if there is any transmitter within its vicinity. After transmitting a beacon, each node transits to Rx state to check whether there is any transmission destined to itself. A node with communication requests waits until it receives a beacon from its destination node. Once the transmitter detects the beacon transmitted by the destination, it transmits data with CSMA/CA operations. Note that preambles and beacons are also transmitted based on CSMA in CSL and RIT, respectively. We also show the basic operation of ROD-SAN in Fig. 3(d) , which was described in Sect. 2. Note that the wake-up receiver is always active in ROD-SAN though it is not shown in Fig. 3 . 
Simulation Model
In our simulation, we deploy 49 nodes with a grid topology (grid distance of 100 m) as shown in Fig. 4 . We assume that the communication range (range within which all data and control frames including preamble, beacon, and wake-up frames can be successfully transmitted) is 150 m † , and it is same as the carrier sensing range. Data and control frames can be lost only due to collisions and time-out that occurs when the number of back-offs exceeds the permitted value defined in IEEE 802.15.4. Node 25 in Fig. 4 is assumed to be a sink node where all sensing data should be collected. Since there are many nodes that have no direct link to the sink node, we employ multi-hop data transmissions. We ran RPL [16] in order to construct a tree routing topology that is shown with lines in Fig. 4 . We obtained a topology with 3-hop transmissions at maximum. The other parameters employed in computer simulations are shown in Table 1 . The power consumptions of Tx/Rx/sleep states are taken from [17] . For simplicity of simulation, we use the same value for sleep/active switching time for all schemes. The power consumption of wake-up receiver is assumed to be 1 mW based on the preliminary measurement of our prototype of wakeup receiver that will be presented in Sect. 4 † † . The minimum length of wake-up frame in ROD-SAN is assumed to be 10.8 ms, and we allocate different frame length corresponding to wake-up ID to different nodes with the increasing order of node number with the step length of 160 µs. † The assumption on wake-up range is justified with our preliminary experiments presented in [9] , where we confirmed that wake-up frames are accurately detected within the range of 150 m. The assumption can be also justified with the results of our field trial presented in Sect. 4.4.1, where links with their distance ranging from around 50 m to 200 m are created with ROD-SAN.
† † The power consumption of wake-up receiver can be further reduced by optimizing its circuit configuration. 
Simulation Results
Figures 5 and 6 show data collection rate (the ratio of number of sensing data correctly received at the sink node to the number of transmitted sensing data) of different schemes for nodes with different numbers of hops toward the sink node when the generation periods of sensing data are set to 60s and 5s, respectively. The results for each number of hops are obtained by averaging the data collection rates of all nodes whose number of hops toward the sink node is the same in Fig. 4 . From these figures, we can first see that the data collection rate is degraded as the required number hops is increased. When the generation period of sensing data is 60s, the performance of RIT is worse than CSL with dutycycling of 10% since the channel is relatively congested for RIT due to the requirement to periodically transmit beacons. Furthermore, the performance of CSL is severely degraded by reducing its duty-cycle to 1%. This is because much longer preamble is needed when the duty-cycle is lowered in CSL, which significantly increases the channel occupation period, resulting in more severe congestion. When the generation period of sensing data is 5s, the frequent transmissions of preambles in CSL become more severe problem than transmissions of beacons in RIT, and the performance of RIT is always better than that of CSL. Note that the performance of ROD-SAN is always better than duty-cycling modes with different duty-cycles for both generation periods of sensing data. This clearly shows the superiority of ROD-SAN to duty-cycling modes in terms of reliability to deliver sensing data.
Figures 7 and 8 show data delivery latency (the time between the generation of sensing data at each node and its correct reception at the sink node) of different schemes for nodes with different numbers of hops toward the sink node when the generation periods of sensing data are set to 60 s and 5 s, respectively. The results for each number of hops are obtained by averaging the data delivery latency of all nodes whose number of hops toward the sink node is the same in Fig. 4 . In these figures, we can find the same tendency as the results on data collection rate. Furthermore, we can confirm that, while the latency is significantly increased with the reduction of duty-cycle for CSL and RIT, ROD-SAN achieves the smaller latency that is close to the value of IEEE 802.15.4. Figures 9 and 10 show energy consumption of different schemes for some selected nodes (node 1, 17, 41) when the generation periods of sensing data are set to 60s and 5s, respectively. These nodes are located at different positions and have different number of hops toward the sink node. Let us first focus on Fig. 9 where the generation period of sensing data is 60s. From this figure, we can first see that node 17 (node 1) consumes the largest (smallest) amount of energy. Node 1 has 3 hops to reach the sink node, but it does not have to forward any data of the other nodes, which results in the smallest energy consumption. On the other hand, node 17, which is a 1-hop neighbor of the sink node, accommodates many nodes below itself within the tree topology, and needs to forward many data. This causes node 17 to consume the largest amount of energy. Node 41 has 2 hops to deliver data to the sink node, and its energy consumption lies in the middle of the other two nodes. Next, interestingly, Fig. 9 shows that the energy consumption of CSL is increased as its duty-cycle is decreased from 10% to 1% for node 17 and node 41. This is because, in CSL, each transmitter needs to transmit longer preamble with lower dutycycle, and the duration for each node to be in Tx state is increased as the duty-cycle is decreased. Thus, the energy consumption of CSL is dominated by the energy consumed for transmissions of preambles. Finally, we can clearly see that ROD-SAN consumes the least amount of energy out of all schemes for any node, and its reduction rate is significant. Looking at the results shown in Fig. 10 where the generation period of sensing data is decreased, it is clear that the amount of consumed energy is increased for all nodes and schemes due to more frequent transmissions of sensing data. We can notice that, for node 1 and node 41, RIT experiences larger energy consumption for lower duty-cycle. Node 1 and node 41 attempt to transmit data to their parents inside the constructed tree topology, i.e., node 9 for node 1, and node 33 for node 41. However, due to frequent transmissions and forwarding of sensing data, node 9 and node 33 are often busy to transmit their own data. This prevents these nodes from sending beacons, which makes node 1 and mode 41 wait for a longer period in Tx state before data transmission, especially when the duty-cycle is lower. This is the reason why the energy consumptions of node 1 and node 41 have much higher values for lower duty-cycle. From Fig. 10 , we can clearly see that ROD-SAN consumes the least amount of energy even when the generation period of sensing data is decreased, i.e., when the network is more congested.
In order to investigate the energy consumed for idle operations of different schemes, we plot the energy consumption when the sensing data is rarely transmitted, i.e., when the generation period of sensing data is set to be 600 s in Fig. 11 . By comparing Fig. 11 with Figs. 9 and 10, we can see that the energy consumption of duty-cycling modes, especially modes with lower duty-cycle, is significantly reduced as the generation period of sensing data increases. ROD-SAN requires the wake-up receiver to be always active, and its energy consumption converges to that of wakeup receiver. Since the converged value is slightly larger than the energy consumption required for duty-cycling modes with lower duty-cycle, the energy consumption of ROD-SAN is slightly larger than that of duty-cycling modes for node 1 and node 41 that have extremely low traffic load as shown in Fig. 11 . However, even in this extreme case with very large period of sensing data, ROD-SAN shows superiority in terms of energy consumption for node 17 that is a 1-hop neighbor of the sink node and has relatively higher traffic load than the other nodes due to the necessity of data forwarding.
Due to lack of space, we do not show results here, but we confirmed that ROD-SAN has the smallest amount of energy averaged over all nodes in the network. We also checked the energy consumption of a node that consumes the largest amount of energy in the network, and found that ROD-SAN can also reduce this maximum amount of energy consumption significantly.
From all the above results, we can conclude that ROD-SAN can achieve higher reliability, energy-efficiency and lower latency than CSL and RIT.
ROD-SAN: Implementation and Field Trial
In this section, we present our implementation of ROD-SAN and results obtained by field trial which we conducted in order to prove the practicality of ROD-SAN. We only focus on ROD-SAN as its superiority to duty-cycling modes have been confirmed in the previous section. Note that some detailed operations and parameters of ROD-SAN are different from those implemented in the previous section for computer simulations, however, we believe that the implementations of main functionalities and its successful operations in a real-world environment presented in this section are sufficient to show the practical potential of ROD-SAN.
System Architecture and Protocol Stacks
The implemented system architecture and protocol stacks of ROD-SAN are shown in Fig. 12 . The implemented ROD-SAN consists of (1) ROD-SAN nodes that are equipped with sensor and/or actuator, (2) Concentrator that manages ROD-SAN nodes as a sink node and is in charge of protocol conversion, (3) Server (possibly inside the cloud) that collects/sends data/commands from/to ROD-SAN nodes. As mentioned in Sect. 2, the lowest Physical layer (PHY) of each ROD-SAN node is based on IEEE 802.15.4g with 802.15.4 MAC protocol. Among ROD-SAN nodes, RPL [16] is employed in networking layer with 6LoW-PAN [18] to compress IPv6 headers. The application data is transferred among nodes and concentrator with CoAP [19] . The application program is run at each node to read data from sensors, to control actuators, and to manage periodical events triggered with internal timers.
When a node broadcasts a control message toward the surrounding nodes, it needs to wake-up all nodes within the communication range. To this end, we prepare broadcast Fig. 12 The system architecture and protocol stacks of ROD-SAN. Fig. 13 The appearance of a prototype of ROD-SAN node.
wake-up ID besides unicast wake-up ID. A unique frame length is mapped to broadcast wake-up ID and any wakeup receiver detecting this frame length wakes its main radio IF up. On the other hand, frame length corresponding to unicast ID is in function of MAC address of each node. The function is shared by all nodes, and each node is able to generate an appropriate wake-up signal based on MAC address of the destination node.
Node Implementation
We developed a prototype of ROD-SAN node whose appearance is shown in Fig. 13 . Through the extension connector, we can install any type of sensors and actuators into the node. The main radio IF is based on PHY/MAC protocols of IEEE 802.15.4g/802.15.4 and the wake-up receiver has the configuration shown in Fig. 2 . The MCU controls all internal hardware and also executes applications and protocol software presented in Sect. 4.1.
Experimental Settings
We deployed a single concentrator and 19 nodes over an outdoor area with the scale of 450 m × 200 m as shown in Fig. 14 where the concentrator is labelled with no. of 0, and nodes, from 1 to 19. The distance among the concentrator and nodes ranges approximately from 50 m to 200 m. The height of node position is set to be 2 m. Inside the measurement area, there is a three-story building with its position and shape shown in Fig. 14 . Each node is equipped with a temperature sensor, and programmed to transmit its data every 5 minutes toward the concentrator. Besides sensing operations, we also implemented and evaluated actuation op- erations in our field trial. Nodes from no. 1 to no. 5 are assumed to have the role of actuator. Each actuator node has LED light on its circuit board, and we consider actuation as an action to change the color of LED light. The command of actuation is transmitted from the concentrator at arbitrary timing during the measurement. Note that the concentrator is directly connected to the server through which an operator monitors the collected sensing data and executes the actuation command.
The field trial starts with node deployment, followed by the construction of a tree topology where the concentrator (sink) takes the position of a root by using RPL protocols. Then, the measurement starts when we send a command toward all nodes to start reporting their sensing data to the concentrator. The measurement lasts for 1 hour during which we also send 10 actuation commands to each actuator (i.e., node 1 to node 5). The measurement is conducted for ROD-SAN as well as active WSAN where each node is always active (similar to IEEE 802.15.4 considered in Sect. 3). As for performance metrics, besides the data collection rate, we obtained response time that is used for evaluating the response capability of WSANs. A node with actuator is designed to return a response to the concentrator once it receives an actuation command successfully. When the concentrator does not receive any response from the actuator for 3 seconds, it retransmits the actuation command. The maximum number of retransmissions is set to be 3. We measured the delay from sending an actuation command to the reception of response at the concentrator, and define it as response time. Furthermore, as a metric to evaluate energy-efficiency, we calculated active rate that is defined as the ratio of the period of time during which a node stays in active state to the length of the measurement period. The time of state transition is recorded at each node during the measurement phase, which is used for calculating the active rate. The active rate was used instead of actual energy consumption since it was difficult to measure the accurate circuit current during the measurement.
As radio parameters of IEEE 802.15.4g, we select gaussian frequency shift keying (GFSK) modulation with its transmission power of 20 mW and PHY data rate of 100 kbps. The MAC parameters of IEEE 802.15.4 are set as follows: the minimum back-off exponent (BE) is 3, the maximum BE is 5, and the maximum number of back-off trials is 4. The maximum number of retransmissions for unicast data is set to be 3 with ACK waiting timeout of 4864 µs.
As for wake-up ID of ROD-SAN, we selected 32 frame length to represent each wake-up ID, which are sufficient to differentiate the concentrator and nodes. The minimum length of wake-up frame (ID 0) is 11.56 ms, and we prepare 31 other length with the step of 320 µs. The wake-up ID 0 has a role of broadcast wake-up ID. Since the introduction of wake-up ACK in MAC operations of ROD-SAN makes the implementation with the off-theshelf 802.15.4g/802.15.4 radio IF complicated, the wake-up ACK is not transmitted after the successful wake-up of each node. This makes it impossible for each node to know the exact timing to start its data transmission. Therefore, after sending a wake-up frame, each node waits for 130 ms before proceeding with the data transmission in order to make sure that the destination is ready to receive the data after successful detection of wake-up signal. Table 2 shows experimental results on data collection rate, response time, and active rate (averaged over all nodes) for active WSAN (i.e., WSAN where node is always active) and ROD-SAN, which are all obtained by our field trial. As already pointed out in the previous section, data collection rate and response time of the active WSAN are respectively considered as upper-bound and lower-bound of ROD-SAN. From the results, we can see that ROD-SAN reduces the active rate to the value less than 10% with a little difference of data collection rate and response time as compared with the active WSAN. This means that ROD-SAN has a potential to significantly reduce energy consumption of each node without degrading its reliability and latency. Below, we discuss these results in more detail. Figure 15 shows a topology of ROD-SAN, which was constructed during the field trial. From this figure, we can see that ROD-SAN nodes cover the area of 450 m × 200 m with 3-hop from the concentrator at maximum (e.g., node 3 and node 15 in Fig. 15 ). We also confirmed that the same topology was constructed for active WSAN. This means that each ROD-SAN node has a comparable wake-up range (range within which the wake-up frame is correctly detected) with the communication range of IEEE 802.15.4g. Figure 16 shows data collection rate against number of hops that are required for each node to transmit data toward the concentrator. From this figure, we can see that data collection rate is degraded as the required number of hops is increased. The failure of data delivery at each link can be caused by interference and frame collisions among different nodes. Each node attempts to transmit control messages at arbitrary timing, such as messages for RPL and Neighbor Unreachability Detection message for Neighbor Discovery Protocol of IPv6, besides the periodical transmissions of sensing data. Due to the interference caused by these transmissions, timeout can occur during carrier-sensing (i.e. the maximum number of back-offs is reached before transmitting data) and some nodes suffer from hidden terminal problem that increases the probability of frame collisions. As the number of hops is increased, each data needs to pass through more links exposed to these problems, which degrades the data collection rate for higher number of hops.
Experimental Results and Discussions

Routing Topology
Data Collection Rate
The degradation of data collection rate of ROD-SAN as compared with active WSAN is mainly caused by two reasons. First, ROD-SAN requires each node to transmit a wake-up frame every time it transmits data or control message. This increases the total number of frames to be transmitted by each node, which results in a larger amount of interference observed over the channel. Second, due to the absence of wake-up ACK, data frame is transmitted even if the wake-up frame is not correctly detected at the corresponding destination. The wake-up failures can be caused by the interference/collision with the other frames as well as small and/or fluctuated received signal levels of wakeup frames due to attenuation and/or fading. The reliability can be increased by introducing the wake-up ACK into our implementations. However, even with the introduction of wake-up ACK and retransmissions of wake-up frame, the wake-up failures can increase the data delivery latency at each hop. Furthermore, retransmissions can cause each sender node to spend more energy, which negatively affects the overall energy-efficiency of ROD-SAN. The solutions to these problems related to wake-up failures will be developed in our future work. Figure 17 shows the distribution of response time for each number of hops between the concentrator and nodes. Here, we first notice that the minimum response time for each number of hops linearly increases by around 600 ms as the number of hops increases. With ROD-SAN, the wake-up delay (the total duration of transmission of wake-up frame and wake-up process of each node) is around 300 ms. This delay precedes transmissions of actuation command and its response, therefore, with the increase of 1-hop, a fixed amount of additional delay of around 600 ms is observed for the minimum response time. Furthermore, we can see that the response time can largely deviate from its minimum value. This is due to the transmission failures of actuation command and its response, which are caused by the interference and frame collisions as explained in discussions on data collection rate.
Response Time
Active Rate
The active rate of each ROD-SAN node is shown in Fig. 18 . The active rate of each node largely depends on its positioning within the constructed tree topology and link quality against its parent node. When a node accommodates many child nodes, it is woken up frequently for forwarding their data. Furthermore, when the quality of forwarding link against the parent node is worse, the number of retrans- missions is increased, which requires a node to be in active state for longer period. This relationship is clearly seen in Fig. 15 and Fig. 18 . For instance, node 19 has many child nodes with a long-distance forwarding link to the concentrator as shown in Fig. 15 , resulting in the largest active rate in Fig. 18 .
From all the above experimental results, we can conclude that ROD-SAN has a practical potential to significantly reduce energy consumption of each WSAN node while keeping high reliability and low latency.
Conclusions
In this paper, we have focused on ROD-SAN, a WSAN where the wake-up receiver and on-demand data transmissions are employed for realizing high-response and energy-efficient WSAN. We have first shown that ROD-SAN can improve reliability, latency, and energy-efficiency of WSANs in comparison to standard duty-cycling modes defined in IEEE 802.15.4e. Then, we have presented implementations including overall protocol stacks required for ROD-SAN, i.e., from wake-up signaling at node/PHY level to the application layer offering the functionalities of information monitoring and networked control. We have shown experimental results obtained through our field trial in which 20 nodes are deployed in an outdoor area with the scale of 450 m × 200 m. The numerical results have shown that we can reduce active rate of each node to the value less than 10% while keeping the small deviation of data collection rate and response time from their upper and lower bounds. With these results, we have validated a practical potential for ROD-SAN to significantly reduce energy consumption of each node without degrading its reliability and latency.
Our field trial revealed not only the potential of ROD-SAN but also some limitations and problems as discussed during the text, e.g., the absence of wake-up ACK to confirm the successful wake-up. In our future work, we will include it with some cross-layer designs considering interactions between wake-up mechanisms and protocols in higher layers. We are also planning to extend our prototype and field trial so that we can conduct experiments for diverse types of WSANs with different topologies. 
