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Abstract
The demand for more wear resistant materials originates from modern applications of many
industries, such as mining, automotive, aerospace and civil structures. The motivation to
develop more efficient engineering structures and components can be seen beneficial in
both economically and environmentally. Lighter, higher strength and more wear resistant
solutions can be attractive, for example because of savings in energy consumption (e.g.,
petrol and running costs), higher load bearing capability per material thickness/volume,
and increased component lifespan. Steels remain still today very competitive materials
for various wear applications because of their relatively good wear resistance in many
conditions arising from their excellet mechanical properties, and because of the reasonable
cost of manufacturing and processing of the components.
The steels exposed to high stress abrasive and impact wear conditions, for example in the
equipment used in mining, are required to withstand heavy static and dynamic loadings
for long periods of time. The evaluation of the performance of different steels in these
type of conditions is often performed with experimental setups imitating the real loading
conditions and material characterizations done afterwards, giving an insight into the
material’s wear behavior in a particular tribosystem.
This work concentrates on the characterization of the mechanical behavior of wear resistant
steels subjected to abrasive and impact loadings by hard particles. The mechanical
behavior of the steels was first characterized at a wide range of strain rates from 10−3
to 4000 s−1. Although the increase in the flow stress with the increasing the strain rate
is well established, limited information is available of the behavior of these steels in the
dynamic range. For example, the localization phenomena, such as adiabatic shear banding,
have an important role in the failure behavior of the martensitic steels. On the other hand,
the strain hardening behavior of austenitic manganese steels that evolves with strain and
strain rate is affected largely by the twinning phenomenon. Two in-service cases including
sample materials from a jaw crusher and from a cutting edge of a bucket loader were also
characterized and analyzed. The observations made on the deformed microstructures
of the laboratory and in-service samples formed the basis for the simulation approaches
developed in this work.
High stress abrasion experiments were performed and further developed for the testing
of wear resistant steels to study their capabilities to surface harden and to withstand
wear. The results show that the surface hardening of the steels has a substantial effect on
their wear rates. The common single scratch experiments, however, were shown to be
insufficient to reveal all important aspects related for example to the surface hardening
of the studied materials, and therefore different types of multi-scratch experiments were
also applied. The characterization also showed that the martensitic steels generate two
types of tribolayers depending on the prevailing contact conditions.
i
ii Abstract
High velocity impact testing was conducted with a novel high velocity particle impactor
device. The steels showed dependence on several external factors and conditions, such
as impact energy, impact angle, and incident impulse. It was shown that the wear
characteristics depended on the deformation mechanisms such as ploughing or cutting in
addition to some more special mechanisms such as shear banding, which becomes active
only at higher impact energies and/or higher strain rates. The strain hardening had both
positive and negative effects on the material’s resistance against impacts depending on
the loading conditions.
Two numerical crystal plasticity models were implemented to assist the development of the
understanding of the deformation behavior at micro-scale. First a phenomenological model
including dislocation slip and twinning was formulated to describe the micromechanical
phenomena occurring in austenitic manganese steels. The model was found capable of
representing the material behavior with a satisfactory accuracy in the studied deformation
conditions, starting from the single crystal behavior and extending to the polycrystal
level. A multi-scale method linking the application and microstructural scales was also
demonstrated using a jaw crusher as an example. Implementation of a crystal plasticity
method for BCC microstructure in the large deformation framework was also carried out.
The model was extended to include a phenomenological description of the shear banding
phenomenon in the microscale. The extension was demonstrated with simulations on single
crystals with four different initial orientations. The results indicated that shear banding
is a heavily orientation dependent phenomenon, but its relevance for the performance of
polycrystalline microstructures still requires further examinations.
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Se Second Piola-Kirchoff stress tensor
∆t Increment of time
T Temperature
v¯ Average glide velocity of in a slip system
v General expression of velocity
v0p Imposed driving particle velocity in ASB
∆V ∗ Activation volume
vD Debye frequence
vexit Exit velocity
vinit Initial velocity
Vneg Volume below zero-level (negative)
Vpos Volume above zero-level (positive)
vr Accumulated slip in slip system r
x Current material coordinates
X Reference material coordinates
xs Kinematic hardening term of a slip system s
Greek alphabet
αs Average strength of an obstacle in front of a mobile dislocation,
or kinematic hardening variable
α˙s Rate of the kinematic hardening variable
β Elasto-plastic tensor related to homogenization schemes
βα Coefficient characterizing the fraction of energy converted to heat
χ˙r Rate of accumulated shear in shear band system r
δ Fitting variable related to β-method
 General expression of strain
 Strain tensor
˙ Total strain rate
˙eqvp Equivalent plastic strain rate
˙slp Contribution to plastic strain rate from slip
˙twp Contribution to plastic strain rate from twinning
||˙m|| Total strain rate in the matrix
˙p Plastic strain rate
˙n,Misesp Von Mises plastic strain rate in a grain or phase
E Engineering strain
xvi Nomenclature
p Plastic strain
np Local plastic strain tensor of a grain or phase
R Reflected stress pulse
T True logatrihmic strain
TR Transmitted bar stress pulse
γc Mean distance controlling annihilation process
γsfe Stacking fault energy
γtw Chacteristic twin shear
γ˙0 Reference shear strain rate
γ˙ Shear strain rate
γ˙s Shear strain rate of a slip system s
γ˙χ Shear banding rate of a shear band system χ
κ Thermal diffusivity
λ Thermal softening parameter in ASB
Λ Elastic stiffness tensor
Λβ Elastic stiffness tensor in twin orientation
µ Shear modulus, or micron (10−6 m)
µf Coefficient of friction
ν˙s Rate of absolute value of slip of a slip system s
φcp Cutting-to-ploughing ratio
ρ Density of a material
ρsm Density of mobile dislocations
ρr Dislocation density of a slip system r
ρs Dislocation density of a slip system s
ρu Dislocation density of a slip system u
σ0 Yield strenght
σ Cauchy stress tensor
σg General expression of stress
σE Engineering stress
σMises Von Mises stress
σn Local stress tensor of a grain or phase
σT True stress
σβ Stress related to twin system β
Σ Macroscopic stress tensor
τ0 Initial (critical) resolved shear stress
τχ0 Initial resistance against shear banding
τs Resolved shear stress in a slip system s
τ∗s Thermally activated portion of stress in a slip system s
τsµ Critical stress to overcome long-range obstacles in a slip system s
τsc Critical resolved shear stress of a slip system s
τss Saturation stress of a slip system s
τy Initial resolved shear resistance of a slip system s
1 Introduction
The demand for more wear resistant materials originates from modern applications of many
industries, such as mining, automotive, aerospace, and civil structures. The motivation
to develop more efficient engineering structures and components can be seen beneficial in
both economically and environmentally. Lighter, higher strength, and more wear resistant
solutions can be attractive, for example, because of savings in energy consumption (e.g.,
petrol and running costs), higher load bearing capability per material thickness/volume,
and increased component lifespan. The longer lifespans of engineering components
can reduce stress on environment by increasing the service time of a component and
thus reducing the need to replace it frequently. Another beneficial aspect of increased
wear resistance and lifespan is that the downtime of production, which usually equals
to zero production rates, can be reduced by some amount when better materials are
available. The use of coatings, composites, and hybrids has proven useful in many cases
reducing the weight of components and improving material and wear properties, e.g.,
strength and corrosion resistance. However, in heavy loading conditions that apply to
mining, the aforementioned materials may not be able to withstand such conditions for
long. Consequently, steels (and other metals) are still the most widely favored choice
for wear resistant components due to their versatile mechanical properties, reasonable
manufacturing costs and ease of joining of the components (e.g,. by welding). The
motivation of this thesis is driven by the needs of the mining and earth construction
industry to further develop the modern wear resistant steels, and hence the discussion
here is focused on heavy loading conditions and large deformations.
The material loss, understood commonly as wear, of a material in a tribosystem is a
complex phenomenon due to its dependence on the prevailing conditions. The wear
resistance of a material is not a property but rather a measure of its performance in
certain type of conditions. The external loading and environmental conditions are in
the essential role, as well as the internal response of the material to these boundary
conditions. The complex phenomena taking place during the deformation of a material
require characterization at many different levels to evaluate the performance of the
materials. The characterization is a step-by-step process including experimental testing,
microstructure characterization, and numerical simulations, which all provide different
types of information piecewise adding to the knowledge.
The performance of steels can be quantified in many different ways depending on the
practical application. One way, for example, is to look at the capability of the material
to absorb and reflect impact energy, which generally benefits from the micromechanical
phenomena leading to high strength, high strain hardening capability, and good ductility.
However, classically for steels, the inverse dependence between strength and ductility
leads to a compromise between the properties. Advances in metallurgical engineering
aim to reduce such trade-offs with the use of heterogeneous complex microstructures that
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enable different micromechanical phenomena to take place. Dual phase (DP) steels have
been used to take advantage of the soft ferrite phase combined with the hard martensite
phase to generate reasonably high strength without reducing ductility drastically even in
impact conditions, as well as to maintain the good workability. Transformation Induced
Plasticity (TRIP) steels, which may already have quite complex initial microstructure with
a mixture of ferrite, bainite, martensite and retained austenite, rely on the martensitic
phase transformation of the softer metastable retained austenitic phase during deformation
to facilitate noticeable increase in the strain hardening rate combined with good elongation
properties. An alternative to DP and TRIP steels are the Twinning Induced Plasticity
(TWIP) steels. The TWIP steels usually do not have very high initial yield strength, but
during deformation the twinning of the crystal planes strengthens the grains by interfering
with the dislocation motion, and the strain hardening capability is markedly good up to
high elongations. This is due to the stable austenitic microstructure at room temperature,
achieved usually by high alloying with manganese, which retains ductility even at high
strains. These steels are especially preferred in automotive industry due to their superior
behavior over conventional structural steel grades.
Further development of low alloy and microalloyed steels aims to increase the yield and
ultimate strengths reaching above 1000 MPa, or even above 2000 MPa for steels with
either close to fully martensitic microstructure with some bainite and retained austenite,
or through the carbide reinforcing effect, for example. This increase in flow stress, or
hardness, can be beneficial for resistance against hard particles in abrasive wear. However,
the ductility of the initially hard microstructures suffer from their restricted capability to
accomodate strain energy, e.g., due to the absence of softer phases and dominance of fragile
carbides. What can follow, for example, is that the onset of localized plastic flow may
trigger a sudden failure. However, the novel thermomechanical processing [205] during
manufacturing in combination with microalloying of the martensitic wear resistant steels
aim to enhance the steel properties by facilitating heterogeneous microstructures, which
are initially hard but can macroscopically accommodate strain in a more homogeneous
way retarding the localization effects.
As the composition and microstructures of the steels can differ considerably depending on
how the microstructure is engineered, it is common for all different steel grades that when
the heterogeneity of the microstructure increases, the more complex are the resulting
deformation mechanisms at a microstructural scale. Furthermore, the deformation of
crystalline microstructures is influenced by both strain rate and temperature throught the
thermally activated dislocation motion. At very high strain rates, i.e., above 1000s−1,
where even less time is available for deformation to take place, the deformation by
dislocation motion becomes also affected by various dislocation drag mechanisms, which
can increase the strength substantially. If deformation twinning, for example, coexists
as a deformation mechanism with dislocation slip, it may at high strain rates become
increasingly important changing the deformation behavior. At the same time, the effect
of temperature further adds the complexity since, for example, the stacking fault energy,
which is understood as a major concept affecting twinning, is dependent on temperature.
Similarly metastable phases, such as austenite at room temperature, may no longer
be stable at low or elevated temperatures. Additionally, as different deformation and
hardening/softening mechanisms can be active at the same time depending on the
temperature and loading conditions, the prior deformation of the material may become
important, including the strain rate history of the material [104]. It then becomes more
and more important to separately study the loading conditions in order to understand
the fundamental reasons behind the wear behavior of materials.
3When focusing on the mineral processing industry, the high stress conditions create a
challenging environment for the wear protection steels. Great amounts of highly abrasive
rocks are being processed and transported in earth construction, excavation, mining and
mineral processing, inducing heavy abrasion, gouging, and impact wear. Materials are
required to withstand repeated cycles of high stress loading causing scratching, denting,
impacting, and mineral crushing without premature failure or critical reduction in the
service life. The loading subjected to the surface poses both high strains and high strain
rate to the material. Regardless that usually the processes are not operating at elevated
temperatures, the effects of increased temperature can be observed locally because of the
adiabatic heating in the above-mentioned conditions. At the microstructural scale, the
accommodation of plastic deformation and related strain hardening can generate textures
or other types of microstructural features on the material surface. In these regions, often
referred to as tribolayers, which are to be distinguished from any oil layers, the wear
behavior can change drastically from that of the bulk microstructure, which exemplifies
the compound effects of the microscopic deformation mechanisms and their relationship
to the prevailing loading conditions.
Experimental testing and material characterization aim to study the loading conditions
and evaluate their relationship to the deformation and wear behavior. This is performed
commonly on multiple levels, where the different scales or levels of physical simulation
focus on increasing understanding of the prevailing phenomena. However, the closer
the conditions are to practical applications, the more complex they tend to be. It
follows that the individual characteristics may mask the other, which makes identification
of the deformation or wear mechanisms rather challenging. The simplification of the
conditions to more controlled environments inversely alienates the test conditions from
the practical case. The level-by-level approach then offers a link between the application
and the simplified experimental setups, which can be exemplified as follows: i) large scale
wear experiments offers overall benchmarking of materials in the chosen conditions (e.g.,
impact-erosion wear tests with multiple rocks in contact) usually under complex loads, ii)
simplified contact-to-contact conditions that simulate the effect of single contacts over a
certain period of time in somewhat reduced loading conditions (e.g., a single grit contact),
and iii) uniaxial mechanical testing that provides information of the mechanical behavior
at low or high strain rates with specially designed test methods, which represent often
satisfactory control over deformation conditions. The magnification from a larger scale to
a more sophisticated scale aids the characterization process, the ultimate aim of which
is to reveal the microstructure-properties-performance relationships in the material in
question.
The measuring and monitoring techniques combined with prior and post test characteri-
zation is a valid and popular method for research and development of materials. In past
decades, however, the use of numerical simulations has increased exponentially. Although
several reasons motivate for the use of numerical approaches, perhaps one of the key
factors is that the simulations usually are able to study the stress/strain state of the
material throughout the entire time history of an incident in almost any desired condition.
To some extent, the in-situ experimental and characterization studies offer the same
possibility, but they often are challenging and expensive to do. The most common goals
of simulations can be divided into two categories: i) the simulation is aimed to provide
more detailed information about a specific case and material behavior (interpolating or
cohesive method), ii) the models are utilized to predict certain material behavior in chosen
conditions (extrapolating or predictive method). It is, however, extremely important
particularly in the latter case, that the numerical models can be verified with experimental
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tests. Another important aspect of simulations is the choice of scale, mainly of space
and time, as illustrated in Fig. 1.1. If a more general level of information is sufficient,
macroscopic level models can be used and long periods of time may be simulated (e.g., with
Finite Elements or Discrete methods). Reducing the size and time can, however, provide
much more detailed information, for example at the microstructural level. Meso-scale is
usually used as a term for "between the macro and macro levels", which would include
crystal plasticity and microstructure models (e.g., Crystal Plasticity Finite Elements
CPFEM). Even finer analyses are performed whenever more fundamental information
is needed, using dislocation dynamics (discrete dislocation dynamics) or atomistic level
simulations (Molecular Dynamics or ab initio). This thesis focuses on the macro- and
microscopic levels.
Figure 1.1: Multiscale modeling approach identifying different levels of simulations and scales
for material research in nuclear reactors [145].
1.1 Aim and scope of the work
The main objective of this study is to gather information about the wear behavior of
materials in abrasive and impact conditions and to provide simulation tools for future
use in the investigation of the micro-scale behavior of the wear resistant steels. The
work aims to increase the knowledge by focusing on the scale of individual contacts to
elaborate the interactions between single hard particles and steel surface in abrasion, and
to elucidate the dynamics of impact contacts. The characterizations performed for both
wear situations as well as on the in-service samples used in the field (mineral crushing and
mining) have a significant role in the understanding of the hardening/softening and failure
behavior of the steels. More information about the deformation behavior is obtained
with a mechanical testing program performed at quasi-static and dynamic conditions,
after which microstructural characterization are used to reveal the main characteristics
of the deformation mechanisms important also in the wear conditions. In order to gain
more insight into the local material behavior at the microstructural level, two crystal
plasticity models are developed and utilized. These modeling tools will be required
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especially in the future studies when investigating the kinetics of the wear phenomena at
the microstructural level during varying loading sequences. The modeling can also be
used to benefit material development, e.g., for tailoring and optimizing wear resistant
microstructures by minimizing the stress concentrations in the microstructure.
The research questions of this thesis are the following:
1. How can the high stress abrasion and impact conditions be best simulated for wear
resistant steels in controlled laboratory testing environments and how well can these
testing methods simulate realistic wear conditions?
2. What are the accuracy and the limits of the phenomenological FCC crystal plasticity
material model including dislocation slip and twinning in describing the complex
deformation and hardening behavior of single and polycrystalline Hadfield steels?
3. What is the performance of the BCC crystal plasticity model in describing the
deformation behavior of martensitic wear resistant steels, and how can the shear
banding phenomenon be integrated into the model to describe the localization of
deformation in the martensitic microstructures?
4. What are the main deformation mechanisms and characteristics of wear resistant
steels in high stress abrasion and high velocity impacts, what is the effect of loading
conditions, and what are the most important factors causing hardening and failure
in these materials?
The research questions 1 and 4 are addressed in the material characterization and
experimental parts of the thesis in Chapters 4 - 6. The simulation part of the thesis in
Chapters 7 and 8 focuses on the research questions 2 and 3. The relevant observations
and findings are summarized in Chapter 9 along with the final conclusions.
The scientific novelty and contributions of this thesis can be summarized as follows:
• The thesis describes novel laboratory scale testing methods for studying the material
behavior in high stress abrasion and impact conditions. The developed testing
procedures were found suitable for studying the deformation and wear behavior of
wear resistant steels with different initial microstructures.
• The wear testing results and material characterizations revealed many important
phenomena related to the wear and failure behavior of the steels, such as the
significance of strain hardening through several different mechanisms and their
interactions, including shear localization. Many of these phenomena were also
observed in the in-service samples examined in this work, showing that the utilized
test methods can imitate realistic wear conditions quite well. In addition, the
conducted high strain rate mechanical tests gave important new insight into the
effects of strain rate on the material behavior of wear resistant steels, which has
received less attention in the literature.
• A phenomenological FCC crystal plasticity model was formulated to describe
the complex deformation and hardening behavior of austenitic manganese steels
exhibiting deformation by both dislocation slip and twinning. The model was
implemented in the finite element code, which widens its applicability for studying
also realistic microstructures. It was shown that the model can quite well reproduce
6 Chapter 1. Introduction
the single crystal and polycrystal stress-strain and twinning behavior of Hadfield
steels. Instead of only focusing on the stress-strain response of the material model,
the model was also used to study the deformation behavior of polycrystal aggregates
imitating the real grain structures of Hadfield steels. In addition, a method to
transfer the loading history from the application level to the micro scale was
suggested and demonstrated, providing a direct link between the microstructure
and application level phenomena.
• Implementation of a phenomenological BCC crystal plasticity model was performed
in the large deformation framework within a finite element code. The first results
show that the model can describe the stress-strain behavior of BCC materials with
satisfactory accuracy. A model extension including the shear band phenomenon
was also implemented with simulations showing that shear banding has a marked
orientation dependent effect on the stress-strain response of BCC single crystals
with a martensitic microstructure.
2 Background of wear and
deformation
2.1 Concept of abrasive wear and experimental setups
The material removal, or wear, from the material surface is a result of various factors,
such as the material’s internal properties and external conditions. In a wide sense, for
example, material’s microstructure, texture, and strain hardening capability including
the corresponding mechanisms of hardening could be considered as internal material
properties. In contrast, variables such as the type of contacting bodies and their properties,
contact kinetics and environmental factors could be considered as external conditions.
The two former variables typify the shape, size, and mechanical properties of the bodies
subjecting loading and wear to the material, while the latter two include the type of
loading and the amount of cycles, rate of deformation, friction, temperature and media
surrounding the material. This means that the whole tribosystem contributes to the
wear of a material denoting that wear resistance is not a material property per se but
rather an observation of its behavior in a certain condition by complex interactions.
Hence, the division to separate internal and external variables is quite crude, but to
gain fundamental understanding of the affecting variables, one often makes this type of
selective categorizations. Another classical way to to define wear is simply to express
wear as the progressive loss of material from the surface of a solid body due to mechanical
action together with possible thermal and chemical contributions [246]. To be more
precise about the mechanical action or thermochemical conditions facilitating wear, often
characterization of the type of wear is made, for example, as abrasive wear, impact wear,
surface fatigue, or corrosion [115]. Of these categories, the first two are investigated in
this work to elucidate the behavior of selected high and ultra high strength steels in these
triboconditions.
2.1.1 Aspects of high stress abrasion in wear resistant steels
Mining and earth construction are typical industries that use high and ultra high strength
wear resistant steels. Highly abrasive conditions including impacts create a demanding
environment generally for any wear resistant material, and can be considered easily as the
source of economical losses by wear. The intensity of abrasion depends on the individual
application, whether it is an excavator, a mineral crusher, or a truck transporting minerals.
All of these cases can be considered to be under high stress abrasion because of the
magnitude of loading caused by the abrasives to the surfaces. One classification of high
stress abrasion defines that the stress in the abrasive exceeds its mechanical failure limit
and the abrasive is fractured in the process, generating fresh sharp abrasives capable of
subjecting high contact pressures. Low stress abrasion, in turn, refers to a case where
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the contact loads do not cause extremely high stresses in the abrasive or on the counter-
surface. The exact classification is usually quite difficult, as the prevailing conditions in
the tribosystem can easily change. Another way of classification is to widen the concept of
high stress abrasion to consider mechanical response of the material facing abrasion. Gates
et al. [78] conducted a detailed study of various testing methods including characteristics
of high stress abrasion. They pointed out that if an abrasive is sufficiently strong to
transfer the load to a wear resistant material, the features of high stress abrasion are
already met when microcracking is observed in the material, either by fracturing of the
hardening carbides or by the cracks in the microstructure. Gates et al. [78] also noted
that by defining high wear rate as part of the characteristics of high stress abrasion, the
criteria can already be met at moderate contact forces with high sliding velocities, which
in many cases are known to promote wear.
As a consequence of these additional considerations, it can follow that by changing the
material in an application a transition from low to high stress abrasion can occur even if
the loading conditions and abrasives remain nominally the same. To explain this behavior,
the severity of wear and the consequent wear rate can further be investigated by distin-
guishing different abrasive modes, such as microploughing, microcutting, microcracking
and microfatigue, of which the most severe tends to be microcutting [246]. Therefore, the
tendency to any single or a combination of micromechanisms depends on the material
properties or behavior, such as ductile or brittle behavior. Again from the engineering
perspective, the transition from mild to moderate to severe wear is controlled by many
variables, which can be understood to a certain extent by establishing wear maps [130],
which can be quite useful in design of components.
The effects of high stress abrasion on the behavior of wear resistant steels and their
resistance against abrasion may be presented with a simplified schematic of a relatively
sharp abrasive sliding on a steel surface, as shown in Figure 2.1.
Figure 2.1: Illustration of a single macro-asperity sliding on a deformable surface representing
high stress abrasive wear conditions [135].
The most apparent sign of intense wear on the surface is revealed by the propensity to
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shear damage around the groove (region I) and at the bottom of the groove (region II), as
the removal of material occurs mainly in these two areas. The shear in region I depends
greatly on the ductility of the steel, but on the other hand, also hardness plays an essential
role in the formation of the ploughed regions. If hardness is low, the penetration depth
of the indenting particle can become large [95]. It follows that when the particle moves
on the surface, it is ploughing material aside and in front of it. Hence, the ability of
the steel to plastically deform dictates how easily the material is sheared off from the
surface in the process. In contrast, when the penetration depth of the particle is low,
i.e., when the hardness of the resisting surface is high, the energy is easily consumed in
more cutting related deformation when the particle is moving on the surface. This, in
turn, may increase the wear rate, especially when the steel’s ductility is decreased by the
increasing hardness. The ability of the material to withstand the subsequent deformation
of the ploughed regions by the particles moving on the surface in arbitrary directions
(not in the same path as the scratch groove) becomes important because the easier the
previously deformed regions are removed, the higher the wear rate contribution of region
I will increase.
Both the initial hardness and the surface hardening during deformation contribute to the
steel’s ability to resist the penetration of particles. The hardening can change the wear
mechanism by directly affecting the ploughing/cutting behavior of the contact. Hence,
the local deformation behavior defines the susceptibility of the material to damage, e.g.,
cracking. For example, if the material reaches its mechanical limit in the deformation
process, tensile stresses can easily nucleate cracking from the surface, which can penetrate
deep into the material and finally release even sizeable wear particles. The deformed
regions in the vicinity of the surface can be understood as deformation based tribolayers,
which in this context refer to distinct changes in the microstructure in comparison to the
bulk microstructure. These changes can be produced, for example, by recrystallization
of the microstructure, or be identified simply by visible shearing of the microstructure
(elongation of the grains). The effects of the tribolayer on the wear rate may be beneficial
(resisting) or degrading (accelerating) depending on its behavior in the contact, which
ultimately depends on the material and the contact conditions.
The subsurface damage (region III) is not always easily detected because it is not visible
on the surface of the material. The cracks may arise from the shear stresses caused by the
contact, dependent or independent of the tribolayer. In the former case, wear particles
may be generated by several effective mechanisms, such as fatigue that makes a subsurface
crack grow up to the surface. In the presence of a tribolayer, the damage may follow
from an interaction with the tribolayer, for example at the interface between the bulk
and the tribolayer. In such a case, the cracks can grow along the interface causing failure
of the tribolayer and detachment of even substantial layers of material and exposing less
deformed material.
2.1.2 Common testing methods of abrasion
A large number of testing methods exists for abrasion. One of the most popular methods
is the ASTM G-65 rubber wheel dry sand abrasion test. In this test, quartz is fed between
a rubber wheel and the test material as a third body component. Ideally the contact
conditions should be designed to correspond to realistic in-service conditions, but the
rubber wheel test in most cases lacks this feature. However, since a great amount of
data is available for this standardized test, it is possible to benchmark new experimental
materials to the existing ones. Alternatively it is possible to design specialized testing
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methods that include more application related conditions. For example, an extension to
the conventional pin against disc configuration abrasion test can be made by insert gravel
in the contact between the pin and the disc, e.g., a crushing pin-on-disc setup [211]. In
this case, the pin material as well as the counter-surface contacting the rock may be more
easily related to the application materials. Also, modifiable systems allow better detailing
of the abrasive conditions, e.g., prescribing the movement/sliding velocity of the abrasive
on the surface. For example, the rubber wheel experiment forces the majority of the
movement to happen only in one direction, whereas the crushing pin-on-disc experiment
allows the arbitrary movement of the rocks against the pin (test material). Modifications
of course can also be made to the standardized rubber wheel test, for example by replacing
the rubber wheel by a steel wheel, but the same testing principle still remains.
Other methods that include specific loading and environmental conditions, such as impact
loading and presence of media (e.g., water), can be used to study the combined effects
of abrasion and other external conditions. For example, the impeller-tumbler test [181]
subjects impacts to the surface of the test material, while the particles abrade the surface
by a sliding process. Slurry type of experiments [167], in turn, cause similar contact
conditions but the samples may be submerged in the abrasive medium. More detailed
analyses can be performed with scratch test experiments, where the sample surface is
abraded with a single indenter. This approach can yield more specific information about
the contact, but as a trade-off the situation can become more distant from the actual
in-service conditions because of the simplifications made. Nevertheless, the benefit of
these tests is that information can be gathered from the effects of loading, friction etc.,
which can also be obtained at elevated and sub-zero temperatures.
The essential aspect in the precise choosing of right testing method(s) is the type of
information required of the material behavior. In the best scenario, field experiments
down-scaled to laboratory multi-contact experiments and single contact conditions can
be combined to produce good data in multiple lenght scales.
2.2 Impact wear by hard particles and experimental setups
Impact wear occurring due to the deformation and material detachment caused by
impacting solid particles is distinguishable as its own form of wear. The nature of the
incidents is different from ’normal’ abrasion, as usually the time for the deformation to
take place is fairly short depending on the impact energy and impulse of the incident.
It is known that impacts may also take place without any wear by simple collisions of
objects on the surface, causing only elastic and plastic deformation. The capability of
the material, or specifically its microstructure, to absorb the impact energy is essential
in order to avoid high wear rates due to cracking and shearing of the material. From a
different point of view, the materials capability to reflect impact energy is significant as
well, since the surface may be able to reflect impact projectiles away absorbing only a
small proportion of the projectile’ kinetic energy in the contact.
2.2.1 Surface deformation and wear under impacts
The deformation and wear caused by hard particle impact/erosion can be investigated in
simplified conditions by controlling as many variables as possible, such as presented by
Lindroos et al. [133] in the examination of single impact conditions (see also Chapter
6). A simplified schematic of a hard spherical particle impacting a ductile steel surface
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is presented in Figure 2.2. The illustration shows some of the regions essential to the
characterization of the impact-related deformation, wear, and damage behavior.
Figure 2.2: Illustration of an impact incident of a hard spherical particle on a ductile steel
surface [133].
The impact resistance of a steel can be assessed by its aforementioned ability to absorb
energy. Effectively, the impact resistance depends on several parameters such as the
strenght, the material’s ability to resist deformation in dynamic conditions, and ductility.
The extent of the volume undergoing elastic-plastic deformation (region I) is not clearly
defined in Figure 2.2, but it characterizes the material’s ability to absorb energy in certain
impact conditions and how easily cracks are formed in the subsurface microstructure. A
more specific large deformation region II, or the pile-up region, is often distinguished in
an oblique angle impact. This region is subjected to significant shear deformation and is
hence susceptible to deformation localization phenomena, while the probability for shear
localization depends on the impact angle. Among others, Hutchings and Winter reported
shear banding and fracture in this pile-up region after impacting spherical [99] and angular
[223] particles on the sample material. Some early studies consider the pile-up region
as already lost material based on the fact that it can contain a considerable amount of
damage, such as small cracks.
In the surface region III, the friction between the particle and the steel surface has an effect
on the subsurface stress state and on how the ploughed regions are formed. Sundararajan
and Shewmon [207], and Sundararajan [206] studied the surface deformation and friction
behavior using a numerical approach and analytical models. They found that the best fit
resulted when friction included both sliding (adhesion) and ploughing terms. They also
concluded that friction is a strong function of the impact velocity and incident angle α.
Another aspect of the frictional contact between a sliding particle and the surface is that
the heat generated in the contact may become significant in terms of the plastic behavior
of the steels. The rate of the frictional energy generated in a sliding contact may be
written as Q˙ = µfPcv, where µf , Pc and v are the coefficient of friction, contact pressure,
and sliding velocity, respectively. At high impact velocities and high surface pressures
combined with moderate friction, the heat generated in the contact can also affect the
formation of tribolayers. The same situation holds for high stress abrasion with particles
sliding at rather high velocities.
The wear in impact conditions is often presented by the weight loss caused by one kilogram
of impact particles, which can be used to benchmark different materials. Another way
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to assess the material performance is to look at the material loss per used energy (i.e.,
[mm3/J ]), since material loss is a result of the material’s capability to absorb energy
or reflect it away. The use of this type of a definition for the wear rate can reveal
specific characteristics of the incident, e.g., changes in the deformation and wear behavior.
Although it is not necessarily clear where the energy is consumed, it is obvious that
the initial and residual kinetic energies in the form of ’in-out’ energy can be used for
example to verify the simulation results. Alternatively, the volume loss inflicted by the
initial kinetic energy of a particle could be useful design-wise for example by constructing
wear models based on the initial kinetic energies of the particles impacting the surface,
because such information is often more easily available than the actual amount of energy
consumed in the contact.
2.2.2 Testing methods of high velocity impacts
The solid particle erosion/impact-abrasion at normal or oblique angles is often experi-
mentally studied with various multiple impact test rigs. Such erosion tests are aimed
to imitate realistic operation conditions and they thus can provide useful information
about the material’s wear resistance. The laboratory scale experiments are, however, in
many cases restricted to low impact energies due to small particle sizes (often below 500
µm) and/or relatively low impact velocities (often below 10 m/s). The effects of small
particles can be challenging to characterize by the microstructural observations, since the
impact crater sizes are rather small.
To gain more control over the individual contacts, different types of single particle impact
test setups including high impact velocities have been presented. For example, Hutchings
and Winter [100] developed a 16 mm barrel gas gun that fires smaller particles, such
as 3 mm steel balls using sabots. In their early setup, the velocity of the sabot was
measured instead of the velocity of the particle(s) without any knowledge of the particle’s
exit velocity. Sundararajan and Shewmon [206, 207] studied oblique impacts on ductile
materials using also gas propelled 4.76 mm particles. In their slightly more advanced
setup, they measured the initial velocity of the particles with a timer and the exit velocity
and exit angle using an aluminium foil system. Recently, Cenna et al. [41, 42] used
a piston-tube setup to accelerate projectiles towards target materials. However, the
projectile sizes were still small steel and zirconia balls with diameters of 500 µm and
150 µm. This caused the crater size to be very small, which required the use of electron
microscope in the characterization. In addition, Cenna et al. [41, 42] did not measure the
exit velocity, and thus the dissipated energy during the contact could not be determined.
Wang and Shi [218] studied foreign object damage to aerospace components with a helium
gas powered pressure tube. The projectile size was larger, 6.35 mm, which allowed easy
characterization by optical microscope. More importantly, their experiments were aimed
to provide data for numerical simulations with finite element methods in order to calibrate
a damage model. This highlights the fact that well controlled single impact experiments
can be used to provide verification data for simulations which then, hopefully, can be
utilized in the application level studies to reduce the cap between laboratory and larger
scale events.
2.3 Role of shear banding
In many engineering applications such as machining and cutting, mining, metal forming,
and ballistic protection, the materials are subjected to high strains and high strain rates,
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which can often lead to shear banding. The shear banding phenomenon can be identified
as a highly localized shear deformation in relatively narrow regions in a specimen or a
component. For example in wear conditions such localization of deformation may in some
cases act as initiation sites for cracks and failure, thus promoting wear.
As several descriptions for the shear bands exist in the literature, it is good to make a
distinction between the macroscopic and microscopic shear bands. In the macroscopic
shear bands (MaSB), the shear localization exceeds the grain boundaries and forms meso-
and macroscale deformation patterns (e.g., visible shear regions that stretch through the
failed compression samples). In the microscopic shear bands (MiSB), shear localization
happens mainly at the grain level, e.g., by starting from multiple slip activity leading
to shear concentration in a single grain. It should be noted that shear banding is not
always related to dislocation slip only, but it may be caused by a combination of several
deformation mechanisms, for instance by accumulation of slip and twinning leading to
a local deformation band. Also, the micro shear bands do not necessarily always widen
to form macroscopic shear bands. In this work, MaSBs are identified and discussed in
Chapter 6 in conjunction with the impact experiments. The concept of MiSBs is included
in the crystal plasticity framework presented in Chapter 8, and in the characterization of
the deformation mechanisms in Chapter 4.
2.3.1 Initiation of localized deformation
The initiation point of localized deformation is usually denoted as an instability point
in the compression stress-strain behavior, (∂σg/∂ = 0), either seen in the macroscopic
stress-strain curve or defined as the local response in the grain level. Prior to this point,
metals generally exhibit strain hardening (∂σg/∂ > 0), i.e., increasing resistance against
plastic flow. Beyond the instability point, given that such exists, (∂σg/∂ < 0), softening
behavior1 is evidenced as the transition from nominally homogeneous flow at the micro
level to more inhomogeneous flow by shear localization. Figure 2.3 shows the competing
effects of strain rate and temperature, where an increase in strain rate has a positive
effect on strain hardening, while increase in temperature often results in softening. It
is worthwhile to note that in tension the material usually exhibits apparent softening
without any shear banding, when the material’s strain hardening capability is exceeded by
the stress increase due to the reducing cross-sectional area. The concept of shear banding
is visualized for various scales in Figure 2.5.
1Zener and Hollomon [238] first described thermal softening behavior that overcomes strain hardening
at high strain rate by adiabatic or quasi-adiabatic conditions.
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Figure 2.3: Illustration of the stress-strain behavior with strain hardening and softening schemes
in compression, after [224].
Figure 2.4: Idealized schematic of shear banding in a polycrystalline microstructure.
2.3.2 Adiabatic shear bands
A special case of shear banding are the adiabatic shear bands (ASB)s. The adiabatic shear
bands have been under particular interest during the last decades due to some practical
aspects of steel deformation under high strain rates [61, 224]). The formation of ASBs can
take place, for example, when large strains are experienced by the material at high strain
rates, leading to an increase of temperature. The term ’adiabatic’ refers to a situation
where the time available does not suffice for the heat to transfer away from the region of
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interest, leading to approximately adiabatic conditions and large temperature gradients.
In contrast, at low strain rates the conditions are mostly isothermal, meaning that heat
is transferred away by conduction, convection and radiation. In such conditions the
materials are not usually prone to any adiabatic shear banding, but instead deformation
shear banding may occur. The increase in local temperature is facilitated by the intense
shear localization, where only a small part of the mechanical energy is stored in the
microstructure, for example in dislocations, while rest of it goes to heat. A simplified
initiation criterion (e.g., ∂σg/∂ < 0) can be more easily met when the strain hardening
is overcome by the strain softening, enabling local instabilities that could lead to shear
banding.
The increase of temperature due to adiabatic heating in an arbitrary material volume is
often expressed as
∆T = 1
ρcp
∫ p
0
βaσ
g∂p (2.1)
where cp is the heat capacity and ρ is the density of the material.
The coefficient βa expressing the amount of energy dissipated as heat is frequently taken
as 0.9. Of course, it should be noted that the value of β may not always be constant
during deformation but can depend on the strain rate, strain, and the material in question
[69, 93, 184]. However, this simplification is often made and found in many cases reasonable
[112]. Also, the boundary conditions have an effect on the heat transfer. For example,
in high strain rate compression tests it can happen that the average temperature of the
whole sample increases fairly rapidly during deformation, but if shear bands are formed,
the local temperature may still be significantly higher than the average temperature.
The adiabatic shear bands can be classified into two separate types [61]. The deformed
adiabatic shear bands (DASB) refer to shear localization that can be identified from
the microstructure easily by fibering and texture of the material in the shear direction.
The transformed adiabatic shear bands (TASB), or white shear bands, are distinguished
from the DASBs by their white appearance when etched. The term transformed stems
from the assumption that the material volume inside the shear band undergoes phase
transformation and/or related recrystallization process. However, it is still under debate
how the TASBs are formed, as will be discussed below. According to Dodd and Bai [61], the
basic difference between the two types of shear bands is that the heavily deformed DASB’s
are precursors to the more brittle TASB’s. Figure 2.5 presents an etched micrograph of an
ultra high strength steel subjected to a high strain rate impact, showing homogeneously
of deformed bulk microstructure, deformed adiabatic shear bands, as well as transformed
adiabatic shear bands.
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Figure 2.5: Ultra high strength steel deformed by an impact, showing deformed adiabatic
shear bands (dashed arrows aligned with the apparent shear direction), transformed adiabatic
shear bands (appearing white), and deformed bulk martensitic microstructure bounded by the
transformed band.
2.3.3 Microstructure, formation and failure of shear bands
Increasing interest in the microstructure inside and at the boundaries of the shear bands
is motivated by the complexity of failure initiation in the shear bands. Many experimental
and characterization results (e.g., [63, 121, 136, 150, 175, 234] ) report of fine grained
microstructures inside the shear band region, tending to get even finer towards the centers
of the bands. Depending on the material under investigation, both highly elongated
and equiaxed grains or mixtures of the two, have been reported. However, as pointed
out above, no consensus about their formation prevails. Furthermore, the difference
between the microstructures inside the DASBs and TASBs can be distinctive. For
instance, Duan et al. [64] studied adiabatic shear banding in AISI 1045 and reported
highly elongated grains inside the DASB’s originating mainly from large deformations
with high dislocation densities, while the grains inside the TASBs were equiaxed with
low inherent dislocation density after being generated partly by other mechanisms (e.g.,
the recrystallization process). Linz et al. [136] characterized the adiabatic shear bands
(mainly transformed) in IF-steel with EBSD, and found that the equiaxed grains form
generally closer to the middle of the band, while elongated grains remain closer to the
boundaries of the shear band. Figure 2.6 shows their observations in an Orientation
Imaging Microscope map together with a quality map of the measurement to clarify
this. Outside the apparent shear band boundaries the microstructure appeared elongated
with deformation texture following the shear direction. Linz et al. [136] also reported
increased number of deformation twins accommodating strains in these regions. Hence,
this observation indicates that the regions next to the shear bands is are also of interest, as
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other deformation mechanisms tend to be activated as well. In fact, it is unclear whether
the twins preceeded the formation of shear bands, or whether they appear due to the
deformation and increased temperature in the shear region. The texture information from
the shear bands is of major importance in revealing the formation of the microstructure,
but the challenging factor in the characterization of the shear band regions with EBSD is
the resolution of the SEM, when the grain size is below 0.2 µm, as frequently observed
for the shear bands [153, 230, 231].
Figure 2.6: a) OIM colored map of a transformed shear band in IF-steel showing misorientations
between recrystallized grains, and b) the quality map of the same area [136].
Some studies [47, 208] support the ASB formation theory based on the austenization and
rapid quenching leading to a hard small-grained microstructure. Diffusion based kinetics
of austenization has been criticized unlikely since the time available for the conventional
diffusion controlled transformation is far too short, at least by many magnitudes. Instead
of diffusion, an alternative theory of a displacive martensite-to-austenite reversion has
been suggested by some authors [123, 161, 162] to account for the extremely rapid heating
taking place during shear band formation. However, it is challenging to experimentally
verify this due to the short temporal scale of the phenomenon.
The present belief according to a great number of studies, e.g., [9, 152, 153] and a recent
review [194], is that the dynamic recrystallization (DRX) process is responsible for the
grain refinement inside the shear bands in many metals and alloys. The recrystallization
is considered dynamic because the observations support that the process is effective
during the deformation of the shear band region and not afterwards. However, due
to the high temperatures reached inside the band, for example Hines and Vecchio [89]
suggested that recrystallization occurs only during cooling of the deformed microstructure,
giving the ASB formation more static recrystallization characteristics. Regardless of the
interpretation of the dynamics of the ASB formation, more important is that the process
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leads to a grain structure refinement. In many cases it is accepted that the DRX in
ASBs is a thermally driven process as a part of high strain rate deformation in adiabatic
conditions. However, Rittel et al. [188] studied shear banding in Ti6Al4V with high
strain rate experiments by loading the samples to the failure strain and to half of this
value (interrupted test). DRX based grain refinement was observed in both cases, but
Rittel et al. [188] did not classify the DRX observed in the interrupted test as a adiabatic
shear band, leading to a conclusion that DRX may also preceed shear banding by this
interpretation. A very similar finding was made by Hines and Vecchio [89] in the tests
performed at high strain rates in liquid nitrogen for copper, where it was observed that it
is possible for DRX to occur before shear banding, demonstrating the complexity of the
process. On the other hand, it is also possible that prior strain could affect the formation
of ASBs. However, Rittel et al. [187] observed that in Ti6Al4V quasi-static pre-straining
does not affect the failure strain of the material or much the ASB formation, either.
Recently, however, Peirs et al. [175] observed that the nanocrystalline microstructure in
Ti6Al4V caused by DRX took place only after shear band formation, which indicates
dependence on the loading conditions, since they used almost twice the strain rate of
Rittel et al. [188].
An explanation for the dynamic recrystallization has been suggested by Hines and Vecchio
[89] and by Meyers et al. [151]. They analyzed the classical mechanisms of high-angle
boundary migration and subgrain coalescence in the recrystallization based on the time
and temperature inside the ASBs. It was noted that the kinetics of these phenomena are
inadequate to produce the observed grain sizes during the deformation and cooling of the
ASBs. Hence, they concluded that also other mechanisms must contribute to the process.
The most common explanation for the DRX process is based on a dislocation dynamics
controlled mechanism arising from dislocation interactions, cell formation, and rotational
sub-grain formation. The concepts such as ’mechanically-driven subgrain rotation’ [89],
’rotational dynamic recrystallization’ [150], or ’progressive subgrain misorientation’ [136]
have slight differences in their definitions, but the mechanisms suggested in them are
essentially the same: i) first uniformly distributed dislocations account for the deformation
and form cell structures, ii) the cells elongate with deformation, generating elongated
sub-grains by a recovery process (dynamic rearrangement of dislocations), iii) increasing
deformation break-up the dislocation cells, and iv) recrystallized grains with high angle
boundaries are formed. In this process, the geometrically necessary dislocations (GND)
take care of the strain incompatibility [68, 185]. Meyers et al. [151] and Nesterenko et
al. [165] suggested the visualization, presented in Figure 2.7, of the DRX process by
dislocation interactions. Additionally, successful but quite complex modeling approaches
of this process have been presented by Hines et al. [90] based on crystal plasticity model,
and by Rittel and Osovski [185] based on the dislocation dynamics model.
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Figure 2.7: Microstructure evolution inside an adiabatic shear band: a) Uniform dislocation
distribution, b) elongated dislocation cells c) elongated sub-grains with high density dislocation
walls d) sub-grain break-up, and e) dynamically recrystallized grains by rotational formation.
After [151, 165]
Dodd and Bai [61] suggested an equation to describe the half width of the ASB based on
the governing thermomechanical equations of a uniform heat source (the ASB is assumed
insulated and heat diffusion is stationary from the heat source).
δasb ≈
√
ρcκT
βτγ˙
(2.2)
where ρ is the density, cp is the specific heat, κ is the thermal diffusion coefficient, βα is
the fraction of mechanical energy converted to heat, and is the γ˙ shear strain rate inside
of the ASB.
Wright [224] pointed out that Equation 2.2 is more related to the thermal thickness of
the ASB, because it is based on the solution of thermal balance, and hence an alternative
form was suggested in Equation 2.3 that defining the "mechanical length scale". The
mechanical lenght refers to the changes in velocity within the ASB [220].
δasb =
(
1−m
m
λσ0b
m
ta
k
)−1/(1−m)
v
−(1+m)/(1−m)
0p (2.3)
where m is the strain sensitivity parameter, λ a thermal softening parameter evaluated in
isothermal conditions, σ0 is the yield strength, bta is the normalized time, and v0p is the
model driving velocity defined by the strain rate and sample thickness (˙ds).
Wei et al. [220] measured and calculated the thickness of the ASB with the Equations 2.2
and 2.3 an ultra fine grained iron. The results were roughly 15 µm from the experiments,
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14 µm from Equation 2.2, and 2 µm from Equation 2.3. This shows that the Dodd and
Bai Equation 2.2 works better at least in this particular case. Wei et al. [220] suggested
that the discrepancy between the analytical results may come from the fact that the
Wrigth’s equation does not account for any transformation inside the band (e.g., DRX)
and assumes a sharp drop of strain rate at the boundary of the apparent shear band.
Based on the discussion above, the elongated grains near the shear band edges, both
inside and outside, suggest that the strain rate and the temperature field are not strictly
bounded to the apparent edge of the calculated shear band width. Hence, Equation 2.2
gives a more reasonable estimation in this particular case, as it is more related to the
thermal diffusion from the heat source to its vicinity with less limitations from sharp
’boundaries’. Batra and Kim [21] showed, as could be reasonably expected, that the
thermal properties of the material have a nonlinear effect on the ASB width. However,
in their study the thermal conductivity was not proportional to the square-root, as in
Equation 2.2, which means that the estimation could be too simplified. In addition, Batra
and Chen [20] showed that the choice of the constitutive visco-plastic model has a marked
effect on the band width and growth rate. Chen and Batra [44] pointed out that the
mean spacing of the shear bands is a strong function of the strain hardening exponent,
strain rate and the characteristic length of the sample and the microstructure [45].
The failure has been often observed to take place inside the transformed shear band
rather than in the boundary region. It could be that if the temperature field softens the
region outside the shear band, it behaves in a more ductile manner, while the inside of
the newly formed microstructure is more susceptible to initiate failure [61]. For example,
Bassim and Odeshi [19] identified and suggested a five step process of the failure inside
the adiabatic shear bands in high strength martensitic steels, as shown in Figure 2.8: a)
small microvoids are formed inside the ASB, b) the voids form clusters, which elongate
parallel to the shear bands, c) microcracks are formed at the ends of the void clusters, d)
the microcracks and void clusters become interconnected along the shear band (inside it,
not at the boundary of the ASB), e) the growth and propagation of the microcracks lead
to failure inside the ASB regions. According to their observations, the failure showed
initiation in both the middle section of the band region with equiaxed grains as well as in
the elongated grain zone. It is quite likely that the failure process occurs already during
the deformation and propagation of the shear bands, and thus complete separation of these
phenomena is not physically justified, although it makes the fundamental understanding
of the process more simple.
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Figure 2.8: The process of failure nucleation and development inside an adiabatic shear band,
after [19]
2.3.4 Numerical modeling of shear band activity
The models of shear bands may be roughly divided into two categories: analytical
models and numerical models. The analytical models aim to derive the exact solution
of the adiabatic shear band formation and propagation. This, however, often includes
simplifications and the solutions are derived for example in one dimension only [224].
Multidimensional analyses can quickly become complex, for instance in the case a mode
II shear analysis [241]. The loading conditions and geometries in engineering components
usually are multidimensional in nature and therefore the use of numerical models may
be more attractive. This is because the numerical models can be applied to arbitrary
geometries and loading conditions when discretization methods, such as finite elements,
are used. The constitutive relations are an essential part of both analytical and numerical
models; they for example dictate when the shear band criteria are met and the band
formation initiates, as well as how the shear band propagation evolves. It has been
suggested that in the simulation of shear banding it is a good idea to divide the phenomena
into two stages, i.e., the formation (e.g., depending on the critical shear strain, strain
softening, etc.) and the propagation (e.g., thermally coupled visco-plastic relationship
with evolution laws) [20, 44, 45, 148].
In this context, the formation of ASB’s is, as mentioned above, a local occurrence of
deformation instability, which is a relatively slow process due to the uniform deformation
at first stage and more dependent on the nominal strain rate. For example, the strain rate
at the center of the shear band has been estimated to be three times the nominal strain
rate of the surrounding material [224]. On the other hand, the following propagation is
a much faster dynamic process and dependent on the local strain rates due to extreme
growth velocities [83], where the shear band could be considered as a phase transition
region (as the grain size is much smaller than in the matrix). This region propagates in
the matrix characterized by a shear band tip (e.g., when simplified it is somewhat similar
to a crack tip field damaging the material), which is then a different phenomenon by its
growth mechanism than the ASB formation. A third stage could be introduced to this
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type of phenomenological separation as the failure process (a fracture model), because
shear banding does not necessarily lead to immediate failure, depending on the material
behavior and ductility. The failure could be embedded in the constitutive description of
the propagation process by directly utilizing damage mechanics, or be described as its
own evolution process with fracture mechanics. Therefore it actually would lead to a
third stage in a sense that when the damage or fracture criterion is met, the evolution of
failure would occur separately from the actual propagation of the band, i.e., the shear
band can grow independently while the cracks evolve only in some parts of the shear
band.
The actual choice of the constitutive model for shear banding is dictated by the modeled
problem and used numerical solver, such as a mechanical or a thermo-mechanical solver.
The model is generally required to be viscoplastic to accommodate the effects of strain
rate, but on the other hand, it is beneficial to be coupled with temperature. This way
the model can describe strain hardening and/or possible softening related to strain rate
and temperature. Furthermore, the computational framework must be suitable for large
strains, as the localized deformation is essentially a result of large shear strains. Some of
the well known material models have also been applied to shear band studies, at least to
some extent. Johnson and Cook [109] proposed an empirical model including strain and
strain rate dependence as well as thermal effects. The model has been adapted to various
conditions due to its fairly simple use and reasonable agreement with experimental results.
The models of Follansbee and Kocks [70] and Zerilli and Armstrong [239] with origins
in the dislocation dynamics of different crystalline microstructures are more physically
based.
Finite elements has been a popular choice to implement a constitutive model for shear
bands and to simulate their evolution in a variety of conditions, such as simple experimental
shear and torsion tests [62, 148], machining and manufacturing [6, 193], impacts and
perforation [22, 57, 242]. The most challenging characteristic of the shear band activity in
FE models is their spurious mesh dependency. This is commonly seen for example when
the mesh is refined and it follows that the shear band width is also reduced. In contrast,
coarse meshes yield too wide shear band regions, while fine meshes may overestimate
shear localization by stress concentrations arising from the mesh itself (e.g., fine mesh
with sharp ’corners’ provoking singularities). For example, Ambati et al. [6] noticed
a fairly strong mesh dependency in the simulation of orthogonal cutting that included
shear banding. The mesh size directly affected the shape of the chips, which is one of the
primary prediction aims of the simulation. If the shape is incorrectly predicted by the
simulations, the usability of the results is quite limited, as the optimization of the cutting
tool geometry or process parameters depends on the correct chip formation. Ambati et
al. [6] also noticed that it is possible to suppress the mesh dependency partly by using
a non-local damage model. The dependency, however, persisted especially with highly
thermally dependent material models. Li et al. [126–128] and Medyanik et al. [148]
employed so-called mesh-free or meshless2 methods to investigate adiabatic shear bands.
The main outcome of these studies was that the meshless methods can describe the
occurrence of adiabatic shear bands in a far less mesh-sensitive manner, i.e., i) refinement
in mesh/density of particles affects notably less the shear band size, ii) the direction of the
shear band propagation and its curvature appear more realistic because the propagation
2In meshless methods, the material is treated as particles and their region of influence (interpolation),
a background mesh is often only used for integration and hence the mesh sensitivity is less pronounced as
material points are not directly bound to the mesh. The reader may refer to the books describing these
methods [125, 138].
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does not tend to align with mesh edges. Also, mesh distortions that may take place inside
the shear band region due to a stress collapse are relieved with the meshless technique.
However, although the meshless techniques seem an attractive choice for shear band
studies, their implementation in computation codes is not yet widely available and the cost
of computations may be much higher. Alternatively, Areis and Belytschko [12] utilized
the extended finite element method (XFEM), which is generally used for crack growth,
and showed that this method can represent shear band activity reasonably well but still
requires modifications for more precise solution (e.g., enrichment of the elements inside
the shear band region in addition to the shear band tip).
Another way to increase the understanding of the effects of microstructure on shear
banding is to focus on a smaller microstructure level aiming to capture the intragrain and
intergrain interactions, and hence the growth of microscopic shear bands to macroscopic
shear bands. This differs from the above described approach by taking into account the
actual or representative microstructure of the material in the discretization (i.e., grains
and their orientations are actually included). The constitutive relations also differ since
the microscopic deformation is required to be presented by dislocations, twinning, etc.
Therefore, a convenient way to include microscopic deformation mechanisms is to use
crystal plasticity models (see section 2.5), in which, for example, the dislocation motion is
presented with crystallographic slip planes and directions. Hines et al. [90] focused on the
details of DRX occurring inside the ASBs by studying the slip based crystal rotations and
the resulting misorientations between the grains in BCC bicrystals. In their model, they
observed the progressive subgrain misorientation as a cause for the mechanically driven
DRX process. However, in this approach the model concentrated in a rather small scale
on the formation of MiSB’s and their intragrain evolution (ASBs in this case), while the
intergrain level was mostly omitted as the model was intended only to show this particular
misorientation feature. The most likely reason for limited implementations of the shear
banding in the crystal plasticity environment is that the connection between deformation
mechanisms and their interactions, softening and hardening behavior, and microstructural
features is difficult to maintain both physically and numerically. For example, Forest and
Cailletaud [73] studied the effects of multiple slip localization with interfaces and material
flaws showing that softening causes localized flow which can also propagate to hardened
regions. Furthermore, a more complex crystal plasticity model was used by Forest [72] to
reveal the effect of lattice curvature on shear localization. Forest realized that the effect
is more pronounced in kink bands, which could in some cases be considered precursors for
shear banding, than in other types of slip bands pointing out the complex relationship of
deformation mechanisms. It is also uncertain what is the direct effect of grain boundaries
on the propagation of shear bands, as the movement of dislocations in the modelling
approach of Ma et al. [140, 141] over the grain boundaries showed dependence on the
geometric (orientations) properties of the grains and is a thermally activated process
in nature. This means that in more accurate models it would be required to take into
account the attempts of the dislocations to move over the grain boundaries, where its
success depends on various variables, such as on the critical stress’s Schmid factors of the
incoming and outgoing slip systems in neighboring grains [140]. The incoming here refers
to the active slip system in one grain, and the outgoing to the slip system having the
highest probability to activate in the neighboring grain.
An alternative framework that can be considered as a meso-scale model was suggested by
Anand and Su [8] to study shear banding in amorphous material, where the shear bands
could extend through the whole simulated structure. In this framework, an additional
virtual deformation mechanism to account for the shear bands was introduced being closely
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analogous to dislocation slip in the crystalline structure although actual slip systems
do not exist. The model is driven by the ’slip planes’ constructed from the principal
stresses, as the shear banding could be expected to initiate in the stress concentrations
generated by these stresses. It follows that the virtual slip planes constructed in this
way do not necessarily correspond the common slip planes and directions of crystalline
structures, and hence the term non-crystallographic is adopted. Later, Wei et al. [221]
used this framework to study the failure of grain boundaries in nano-crystalline FCC
microstructures. The results showed reasonable agreement with the experiments but did
not provide grain-to-grain propagation, as the model was only implemented for the failure
of the amorphous grain boundaries. Jia et al. [105–108] added the non-crystallographic
virtual shear banding to slip and twinning in FCC crystals to produce an alternative
additional form of deformation. Their model reproduced the experimental results quite
well in terms of the generation of shear bands as well as the development of texture.
The activation of the potential shear band systems was taken to follow the Schmid type
resolved shear stress activation, i.e., there exists a resistance against shear banding with a
threshold stress, which somewhat differs from the above mentioned common constitutive
formulation of macroscopic models. It was, however, noted that a minor shortcoming in
the model was the absence of any hardening related to shear banding and its interaction
with slip or twinning, which can lead to an over-pronounced effect of shear band softening.
2.4 Deformation twinning
According to the classical definition of deformation twinning, it is required that the twin
and the surrounding matrix lattices are related either by reflection across some plane
(the twin plane), or by a rotation of 180 degrees about an axis (the twin axis). The
term deformation twin refers to a condition, where simple homogeneous shear of the
matrix lattice forms a deformation twin, at least in principle. For example, in the FCC
structure this takes place on the {111} planes in the < 112 > directions, whereas the
slip can be taken occur on the {111} planes in < 110 > directions. This process is
considered different from the dislocation slip by its more co-ordinated individual atom
displacement in contrast to the apparently chaotic generation and growth of slip bands.
Another distinct characteristic of deformation twinning is that it is polarized, which is
different from slip deformation. It means that shear by twinning can only take place in
the predefined direction and it cannot be reversed in the same way, i.e., twinning occurs
only in the ’positive’ directions (+ < 112 >), whereas slip can occur in both positive and
negative directions (± < 110 >). Finally, a difference between deformation twinning (or
mechanical twinning) and transformation twinning is due to their formation. The latter
is usually formed as a result of some type of martensitic transformation, which follows the
crystallographic theories of martensite. [48]. In the scope of this work, the deformation
twinning is more relevant and some of its aspects are briefly discussed in this section.
2.4.1 Mechanisms of the initiation and growth of twins
The fundamental mechanism(s) of deformation twinning has been under debate in lit-
erature. The reason for different observations and theories may be partly due to the
studies performed on different materials, varying compositions, and simply in different
loading conditions. It can also be challenging to distinguish twin initiation and growth
from each other during deformation, and to understand the role of interaction between
dislocation slip and twinning. The most classical mechanisms are explained based on the
characteristics of the dissociation of a perfect b = a/2 < 110 > dislocation and interaction
2.4. Deformation twinning 25
with other dislocations [48]. Three mechanisms are most commonly used to describe
the phenomenon: the pole mechanisms based on original work of Cottrell and Bilby [49]
and Venables [214, 215], the deviation mechanisms (e.g., the Miura-Takamura-Narita
(MTN) model [154]), and the three-layer stacking fault mechanism suggested by Mahajan
and Chin [142]. These mechanisms are frequently reviewed with the focus on the twin
initiation and growth, as for example in [103, 204].
The actual mechanisms responsible for twin initiation and growth are still under debate,
as many authors claim that one or the other mechanism is responsible for twinning based
on their experiments and characterization. For example in quite recent studies on FCC
materials, both the MTN and three layer stacking fault models have received support
from both experimental and modeling perspectives. Idrissi et al. [103] and Karaman et al.
[114] suggest that the MTN or its modification best describes the twinning phenomena in
Hadfield type steels. Bracke et al., [30], Steinmetz et al. [204] and Kibey et al. [117] found
evidence that supports the three-layer stacking fault type twin nucleation mechanism.
It is highly likely that the twin mechanisms can vary in different circumstances (e.g.,
loading conditions, rate of deformation, compositions) and therefore no sole mechanism
can always apply [48]. Generally, however, a common feature in all nucleation models is
that the existence of multiple slip and stress concentrations is required to trigger twinning.
The initiation and growth of twins is often formulated in an analogous way with the slip
by critical resolved shear stress, which is based on the Schmid law. This choice simplifies
the complex nucleation mechanisms and dislocation scale interactions so that twinning
can be treated in a phenomenological sense alongside with slip, especially in the modeling
approaches (e.g., [203] compared to a different approach in ref. [43]). However, in some
cases a large scatter in the experimental results is observed even in the same material,
rendering the verification of the models challenging. This can partly be explained by
the strong competition between dislocation slip and twinning, and also by the high
sensitivity to orientation, intragrain stress concentrations, and grain boundary emission
of dislocations [87]. Beyerlain et al. [28, 29] observed that the activated twin variant is
not always with the highest Schmid factor. However, when multiple twin variants were
active, the highest Schmid factor did contribute the most to the total twinned volume,
while decreasing Schmid value lead to a decreasing volume contribution [28]. Additionally,
the twin systems with lower Schmid factor appeared thinner. Both of these observations
lead the authors to suggest that twin initiation and growth can be expressed by using
a Schmid type resolved shear stress, at least in the case magnesium. Also in general, a
reasonable correlation with the onset and growth of twins has been found with Schmid
factors, yet occasionally with some deviations, for example as reported quite recently in
refs [31, 79, 86, 170].
2.4.2 Properties and conditions affecting twinning
A great interest exists to understand the effect of internal properties and external
conditions on twinning. This is driven by the motivation to optimize steel behavior
in selected conditions and to achieve the best possible performance in the engineering
applications. In automotive applications the TWIP steels are used in the chassis, and
hence the effect of strain rate can be one of the most important factors in crash safety.
Alternatively, in some wear applications facing a lot of abrasion, strong surface strain
hardening may be desired combined with reasonable ductility to avoid fracturing of
large wear particles from the surface. The performance can be improved by alloying and
understanding its effects on strain hardening, elongation and fracture properties [46].
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Numerous studies have been performed to identify the effects of stacking fault energy,
temperature and strain rate, grain size, and alloying on the twinning propensity, of which
some most important aspects are summarized below:
• Stacking fault energy: It is well known that stacking fault energy(SFE) is one
of the most important factors affecting twinning. Low to moderate stacking fault
energy, i.e., 20-40 mJ/m2, has a preferential effect on deformation twinning. For
example Frommeyer et al. [76] reported that in TWIP steels the critical value lies
around 25 mJ/m2. The main reason for this is that lower stacking fault energy
leads to wider stacking faults as the separation of partial dislocations becomes
easier, increasing also the twinning propensity. In the aformentioned region of
SFE, mechanical twinning can work together with ordinary dislocation slip as a
deformation and strain hardening mechanism. If the stacking fault energy is high
enough, the separation of partial dislocations is not energetically favorable, leading to
deformation mainly by dislocation slip. On the other hand, very low of stacking fault
energy (< 15-16 mJ/m2 [76]) usually leads to a higher probability of martensitic
transformation in austenitic microstructures. However, in some cases with a suitable
SFE, concurrent dislocation slip, twinning and martensitic transformation can occur
[5]. The stacking fault energy is affected by temperature, which is one reason for the
changes in the propensity of twinning at different temperatures. Also alternative
views exists about the importance of SFE in twinning. For example, El-Danaf et al.
[66] proposed that the dislocation density and homogeneous slip distance, which
depends on the grain size, affects more the twinning stress than SFE.
• Temperature and strain rate: Temperature and strain rate are known to affect
the twinning propensity, increasing it when temperature is decreased and strain
rate is increased, which implies some analogy to the thermal activation process [48].
For dislocation slip, if a strong sensitivity to temperature exists, usually also a quite
strong sensitivity to strain rate is observed. For twinning, similar effect is not always
clear, which may be due to the competition between slip and twinning that may
hinder the direct effects of temperature or strain rate on twinning. However, at low
temperatures some observations suggest that the twinning stress is less affected than
the critical stress for slip by the reduction of temperature, hence promoting twinning.
The effect of high strain rates is generally more distinct, for example under shock
loads many crystal structures deform mainly by twinning [48]. Hokka [94], Curtze
[51], and Frommeyer et al. [76] studied TWIP steels at moderately high strain rates,
i.e., from 103 to 104s−1, and also noticed that twin propensity is increased with
increasing strain rate. However, they also reported that low temperatures lead to
less extensive twin formation than expected, as twins appeared only in the most
favorable orientations. Hence, the contradictory results on the effect of temperature
on twinning are not yet fully understood. This may partially be explained by the
strong link between twinning and SFE and its connection to the favorable range for
twinning. On the other hand, an indirect contribution to the stacking fault energy
may also arise from the adiabatic heating at high strain rates [50, 178].
• Grain size: Decrease in grain size has been observed to have a negative effect on
twinning [48, 51]. The general explanation is that the twinning stress increases
with decreasing grain size through a similar Hall-Petch type relationship as for
the dislocation slip, but it has a higher effect on twinning [66, 87]. At sub-micron
grain sizes, however, an inverse effect has been observed. The twinning stress first
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increases but when the grain size becomes small enough, it starts to decrease again
[229, 243].
• Chemical composition: Changes to the chemical compositions are often made to
improve some properties of the material or to get rid of some other properties, such
as to stabilize austenite, improve elongation or toughness, add corrosion resistance,
or alter the strain hardening capability [38, 39, 46, 82, 222]. The use of alloying
elements may also affect the material’s propensity of twinning, changing the balance
between different deformation mechanism. Very often this happens via changes in
the SFE.
The preceding summary is not exhaustive, but it points out that depending on the
conditions prevailing in the applications, careful design of the alloys is very important.
Other factors and local kinetics, such as the competition between slip and twinning, can
easily hinder the underlying micromechanism and only the apparent effect of conditions
is observed.
2.5 Crystal plasticity micromechanical modeling
The plastic deformation of crystalline materials at microscale is usually accommodated
by dislocation glide, possibly together with some additional deformation mechanisms
such as deformation twinning or martensitic transformation. The mechanical response
of crystalline materials is anisotropic and usually also time-dependent in nature. In a
single crystal level this means that the crystal orientation has an effect on the outcome of
deformation, for example in the activation of different deformation mechanisms. Another
aspect is that the distribution of orientations and defects affects the material response
differently at different lenght and time scales. [190]. For example, lattice defects cause
internal friction for mobile dislocations at nano-scale, which may then accumulate to
stress concentrations at micro-scale due to dislocation interactions, and finally manifest
themselves as cracks at the meso-scale. An illustration of this division of scales is presented
in Figure 2.9.
Crystal plasticity aims to provide means to describe the material behavior based on the
physical aspects of dislocation motion, their interactions, and related strain hardening
and/or softening mechanisms, and to implement single crystal behavior to polycrystal
microstructures to investigate their behavior under various loading conditions and envi-
ronments. From the modeling point of view, models representing these phenomena may
be categorized into three main groups based on the context of the equations of evolution:
phenomenological models, quasi-physical models, and dislocation-dynamics based models
(DD). All of the model types represent the deformation at varying levels, including either
a single phenomenon or a set of phenomena occurring during deformation, such a genera-
tion of three-layer stacking faults that initiate twinning, and hardening due to different
types of dislocation interactions. Of the three model types, the phenomenological and
quasi-physical models are closely connected, and in many occasions no direct separation
is made due to their similar contents. The main difference is that DD based models often
use very discrete relations of individual phenomena (e.g., inspired even from ab initio
calculations), such as dislocation movement and interaction, while phenomenological de-
scriptions also include the interactive behavior but in a more average sense. Nevertheless,
it should be noted that it does not directly mean that phenomenological models would
be any less meaningful than the fine detailed DD models, regardless that the former
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Figure 2.9: Presentation of some of the important scales in material behavior, reprinted from
[190]
models generally use quite simplified expressions in the equations. On the contrary,
the phenomenological models may perform better than the very complex DD models if
only little information is available from the material’s physical behavior, or the model
parameters are poorly chosen. Generally, it appears that increasing the details describing
the deformation behavior increases the amount of model variables, which may lead to
difficulties in parameter identification. Often it also increases the computational time,
e.g., due to slower convergence. In addition, the complexity of the deformation behavior
(including twinning or martensitic transformation) requires more complex descriptions
in the models, which will essentially lead to the same situation. In the end, the models
normally can provide only an estimate of the material behavior, and thus the complex
relations are still only approximations and the slightly simplified mathematical equations
can easily provide the same results. Examples of the different model types are briefly
given in the following.
2.5.1 Phenomenological and quasi-physical models
Quite many studies use the phenomenological modeling of the dislocation mechanisms. A
general idea is that a set of equations describe the flow of dislocations in the microstructure,
including their interactions with self and latent hardening models. The hardening models
usually adopt a suitable mathematical equation, such as exponential hardening [34] or
secant hardening functions [18], to present the shape of the strain hardening curves in single
crystals. The choice is justified by the fact that often the models including interactions can
describe the shape of the hardening curve quite accurately, including for example single
and multple slip systems and multistage hardening [14, 18, 174]. Mechanisms that appear
in some materials can be adapted to the models quite widely, such as the Bauschinger
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effect by introducing a kinematic hardening part to the models. The transition to quasi-
physical models from "purely" phenomenological models is fairly easy to make because
the quasi-physical models in many occasions only modify the hardening type and consider
the flow rule still unchanged, e.g, by introducing a dislocation density type of a hardening
rule [92].
The phenomenological models usually consider the critical resolved shear stress as a state
variable, which evolves according to the hardening rules. The relationship between the
resolved shear stress and the shear strain rate can be approximated with viscoplastic
flow rules, which at the same time dictate the material’s strain rate sensitivity. In their
review of crystal plasticity models Roters et al. [191] note that the phenomenological
models rely on the evolution of the critical resolved shear stress (initial + hardening
contributions) instead of directly using the lattice defect population as a variable. The
latter aspect may become relevant when the model is aimed to provide information also
about path- and size-dependence, which can for example be presented with geometrically
necessary dislocations. However, the phenomenological models are able to represent the
stress-strain behavior of a variety of materials quite well. A typical phenomenological
flow model for FCC still frequently in use was suggested by Hutchinson et al. [102]. The
same type of flow rule was applied successfully later for example by Peirce et al. [174]
and Bassani and Wu [18]. The shear strain rate is given as:
γ˙s = γ˙0
∣∣∣τs
τsc
∣∣∣nsign(τs) (2.4)
where γ˙0 is the reference shear rate, τs is the resolved shear stress of a slip system and
τsc is the critical resolved shear stress or the slip resistance as it evolves with hardening.
Exponent n characterizes the material’s strain rate sensitivity of slip. Sometimes the
form 1/m is used as well, where the rate independent limit is m→ 0. The sign function
provides the direction of the flow as given by the sign of the resolved shear stress directions.
Alternatively, Teodosiu [210] suggested a flow rule including a threshold based on the
theory of thermally activated dislocation motion. Starting from the Orowan relation:
γ˙s = ρsmbcv¯ (2.5)
where ρsm is the dislocation density of mobile dislocations, bc the Burgers vector, and
v¯ the average glide velocity of this system. When considering the time to overcome
the obstacles negligible compared to the time consumed in front of the obstacle before
overcoming it, the average velocity can be expressed as:
v¯ = bcvD
exp
(∆G0
kT
) [
2sinh
(
τ∗s∆V ∗
kBT
)]−1 (2.6)
where vD is Debye frequency, bc Burgers vector, ∆G0 activation energy, ∆V ∗ activation
volume, kB Boltzmann constant, T temperature, and τ∗s the thermally activated portion
of stress of a system s. If a separation of the components of the critical flow stress needed
to make the dislocation mobile is assumed, the contribution of long range obstacles, such
as grain boundaries and precipitates, to the critical shear stress is τsµ. The additional
part required to overcome short range obstacles with some atomic spacings, such mobile
dislocations crossing dislocations in another slip system, i.e., the forest dislocations, is τ∗s.
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The latter component relies partly on thermal energy and hence is thermally activated,
whereas the former component is athermal with necligible dependence on temperature.
Therefore, the critical shear stress required to activate a system s is τsc = τsµ + τ∗s.
After combining Equations 2.5 and 2.6 and performing simplifying approximations, i.e.,
replacing τ∗s with τsµ − τs and developing a Taylor series approximate, Fivel and Forest
[139] presented the slip rate equation in a more convenient form to be used in numerical
models:
γ˙s = ρsmb2vDexp
(
∆G0
kT
)∣∣∣τs
τsc
∣∣∣ τsc∆V skT (2.7)
given that the reference strain rate γ˙0 and strain rate exponent n can be written as:
γ˙0 = ρsmb2vDexp
(
∆G0
kT
)
and n = τ
s
c∆V s
kT
(2.8)
Finally the equation would end up in the classical form presented in Equation 2.4 by
pointing out that the phenomenological parameters γ˙0 and n have a physical basis by
depending on τ∗s, ∆G0, and ∆V . The phenomenological parameters are usually identified
from the experimental data generated at various strain rates and occasionally coupled
with temperature.
The rate of hardening, i.e., the increase of the critical resolved shear stress, above its
initial value τ0, can be given for example as formulated by Peirce et al. [174]:
τ˙sc =
∑
β
hαβ |γ˙β | with hαβ = qh+ (1− q)hδαβ (2.9)
The hardening moduli hαβ characterize the self (αα) and latent hardening terms (αβ).
The parameter q, defining the level of latent hardening usually varies between 1 and 1.4
and can be experimentally determined. In the equation h is the hardening coefficient.
Alternatively, the hardening moduli can be expressed with a secant hardening model as a
function of cumulative shear strain in a slip system:
h(γ) = h0sech2
(
h0γ
τss − τ0
)
(2.10)
where τss is the saturation strength, τ0 is the initial resolved shear stress, and h0 represents
the initial hardening rate. In a similar manner, Bassani and Wu [18] and Wu et al. [172]
used the secant hardening model with saturation to describe the three stages of hardening
in single crystals. Cailletaud [34], Méric and Cailletaud [157] proposed a phenomenological
viscoplastic model that describes the micromechanical behavior of single crystals and the
anisotropy occurring in complex loading paths:
γ˙s =
〈 |τs − xs| − rs
K
〉n
sign(τs − xs) (2.11)
In this model, the slip flow is strain rate sensitive characterized with a Norton type flow
rule, where K and n and characterize the strain rate sensitivity. The term |τs − xs|,
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describing the effective resolved shear stress, includes the effect of kinematic hardening
e.g., the Bauschinger effect. The isotropic slip resistance rs is composed of additive
components describing the slip resistance strength including the initial resolved shear
stress and a component from hardening, which can be explicitly given as an internal
variable:
rs = τ0 +Q
∑
r
Hrs{1− exp(−bvr)} ; vr =
∫ t
0
|γ˙r| (2.12)
where Hrs represents the dislocation interactions. Hence, the slip resistance evolves
depending on the activity of slip systems, while Q and b characterize the magnitude of
hardening and its saturation, respectively. The slip does not occur if |τs − xs| < rs. The
directionality is again described by the sign function. This model is used in this work
with more details given in Chapter 7.
Extensions to the phenomenological models for the inclusion of detailed physical aspects
are frequently suggested. For example, the Tabourot-Teodosiu model [209] utilizes the
flow expression in Equation 2.4 but extends the effective slip resistance with a dislocation
density driven hardening model, based on the estimate of Mecking and Kocks [147]
(τsc = αµ
√
ρu), which was further modified by Franciosi [74] and Tabourot et al. [209]
into a more general form:
τsc = αsµbc
√
asuρu (2.13)
where αs is a parameter describing the average strength of the obstacles encountered
by mobile dislocations and hence is basically a function of strain rate and temperature
due to the nature of thermally activated dislocation motion. However, αs is frequently
used as a constant because its value does not change drastically [119]. Parameters µ and
bc are the shear modulus and magnitude of the Burgers vector, respectively. This form
accounts for the dislocation interaction by the interaction matrix asu, and an implicit
summation is carried over index u with ρu as the dislocation density of a slip system u.
Hence, the difference to the more common forms of phenomenological hardening rules is
the introduction of an internal variable, the dislocation density in this case. One of the
most common forms for the rate of the dislocation density is derived from the Orowan
relation consisting of two terms: dislocation storage and dislocation annihilation [147], as
presented in the following equation:
ρ˙s = 1
b
(
1
Lsm
−Gcρs
)
|γ˙s| (2.14)
where Gc is a parameter proportional to the characteristic length associated with the
annihilation of dislocation dipoles. Parameter Gc is related to the mean distance γc
controlling the annihilation process, as Gc = 2γc. In the storage term 1/Lsm, Lsm is the
mean free path of a mobile dislocation before it faces an immobilizing obstacle, which
may be expressed as the square root of the forest dislocation density [147, 209].
Ls = Ko
1√∑
u6=s ρu
(2.15)
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where Ko is a material parameter interpreted as the number of obstacles passed by a
dislocation before being immobilized. Use of the Ls relation leads to the final form of the
Teodosiu-Tabouret model for FCC single crystals, which therefore has a quasi-physical or
dislocation based content:
ρ˙s = 1
bc

√∑
u6=s ρu
Ko
− 2γcρs
 |γ˙s| (2.16)
A similar model has also been successfully adapted for BCC crystals under complex
loading paths with some modifications by Hoc and Forest [91], and Hoc et al. [92]. Hence
the introduction of internal variables makes the models quasi-physical instead of purely
phenomenological, and they also could be considered to have a close relationship to the
dislocation dynamics based models explained in the following.
2.5.2 Dislocation dynamics based models
The dislocation dynamics based models aim to include the length and size dependencies to
crystal plasticity in more detail, and not only to represent the stress-strain curve but also
to identify the underlaying dislocation structures responsible for the behavior [13, 190].
As already pointed out, the critical resolved shear stress can be expressed as a function of
the lattice defect population. Identification of the actual small scale phenomena occuring
in a metallic material dictates the ingredients of the models, such as the formation
of dislocation cells and walls [68, 173], shear bands [185], twinning [113, 204], etc. In
these models, it has become more and more relevant to include direct relationships to
temperature and strain rate effects, including also viscous drag on dislocations at very
high strain rates and dynamic recrystallization occurring at elevated temperatures at
high strains.
The detailed contents of this type of models is not reviewed in this thesis except for
mentioning that they all have their distinctive features. For example, Roters et al. [189]
suggested a model for the strain hardening behavior of polycrystalline materials including
three internal variables: mobile and immobile dislocations acting in both dislocation cell
walls and cell interiors, and linking the effect of precipitates and ripening of second phases
to the mobile dislocations by the influence of the mean free path of mobile dislocations.
The modeling approach of Steinmetz et al.[204] to twinning in TWIP type steels shared
the basic ingredients of this model. They based their twinning model on the three-
layer stacking fault initiation, showing quite good agreement with experimental findings
in a wide range of temperatures. Ma et al. [140, 141] used the distinction between
geometrically necessary dislocations (GND) and statistically stored dislocations (SSD)
to study the strain gradients and to investigate the importance of grain boundaries and
dislocation transmission between the grains. The former aspect rendered the model size
dependent, while the latter tried to elucidate the effect of grain structure and texture.
When including both effects, the experimental findings were reproduced reasonably well.
Similarly, for example Li et al. [124] included the effects of GNDs and SSDs in their
modeling of martensitic steels with precipitates and length-scale relationship to laths.
They found a strong dependence between dislocation mean free path and the morphology
of the sub-micron structure, showing that coarsening of both precipitates and the lath
structure caused softening. All of the previous modeling approaches aim to investigate
single or multiple mechanisms affecting the deformation behavior of the materials by
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recognizing the most important effects at fine scales. On the other hand, the cost of this
knowledge becomes higher since very detailed and complex models require large amounts
of characterization in order to establish the relationships required at very small scales,
and also supporting smaller scale simulations are often needed to identify the interactions
(e.g., discrete dislocation dynamics or atomistic scale simulations).
2.5.3 Crystal plasticity finite elements
One of the most common discretization schemes and solvers for crystal plasticity problems
is finite elements, generally referred to as Crystal Plasticity Finite Elements (CPFEM).
Reasonably recent overviews and descriptions of the solution procedures of CPFEM
are given for example in refs. [27, 190, 191] and are not reviewed here in detail. The
CPFEM methods are based on the variational solution of the weak form of the principle
of virtual work with the equilibrium of the forces, while maintaining the compatibility of
displacements in a predetermined finite volume element [190]. Hence, it makes the use
of finite elements very attractive because many scales, shapes, or types of applications
or microstructures can be discretized with ease. Also the constitutive models, including
complex material behavior, may be easily applied to investigate the interdepencies of the
material performance, properties, microstructures, and processing routes. A top-down
multi-scale simulation is often favored when operating in application-material performance
level solved with finite elements. Many scales may be considered, but one way is to first
investigate the component of interest as a whole part, then focus on a certain region of
interest, and finally study the behavior of the material in these regions under different
loading conditions. Figure 2.10 exemplifies the application-to-microstructure approach
performed in two different ways: a direct implementation of representative microstructural
aggregates in the application, or a solution where different scales are implemented under
the concept of crystal plasticity [191] operating within single gauss points.
Figure 2.10: Two approaches in multi-scale modelling linking the application and microstructure
levels, the right-hand side concept modified from ref. [191]
The direct implementation of the microstructure into the application requires correct
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scaling of the microstructure size and mesh compatibilities, but it can provide accurate
information about the microstructure behavior under complex boundary conditions, such
as contacts of small regions. Larger regions of interest would require representation of
the total geometry with the microstructural features (e.g., grains), which can quickly
turn out a non-efficient way from the computational point of view. Alternatively, gauss
points of a mesh can include a crystal plasticity loop, where no direct discretization of the
microstructure necessarily exists in the application level. In this loop, the material model
is driven by the multiphysics aspect of many scales. The solution of the deformation
behavior can then be obtained by first supplying a material behavior model, then giving the
texture (one or many orientations per gauss point), and finally solving the homogenization
constituents and translating the deformation and micromechanics to the application
level. Another way is to use a hybrid concept where the boundary conditions from
the mesh constraint the deformation conditions of a microstructure aggregate, which
supplies small scale information of the deformation, damage and failure mechanisms in
the microstructure depending on the details (grains, phases, grain boundaries etc.) and
methods (damage evolution, fracture models, etc.) included in the models.
2.6 Microstructure informed modeling of deformation
Microstructurally informed modeling usually proceeds in two main steps. The first step
is a ’loop’ where the material parameters are identified for the constitutive model. The
extent of the identification process depends on the dimensionality of the material model
and its environment of implementation. The dimensionality, here, refers to the conditions
where the material model is designed to be descriptive, such as the ranges of strain rate
and temperature, type of loading and its path (monotonic, cyclic, complex deformation),
etc. The environment of its implementation directly affects the consistence of the model,
as some models only operate at room temperature but at various strain rates, whereas
others require direct dependence on temperature. The second step after the identification
of the model parameters is equally important because the actual microstructure of the
material must be introduced. The microstructure can be introduced already in the first
step either virtually by including texture and phases (orientation and phase distributions)
with homogenization rules or by using a simplified finite element mesh, but the second step
actually includes the representative microstructure with realistic type grain morphologies,
as exemplified in Figure 2.11.
On the other hand, the benefit of using the homogenization rules is that no actual
structure or mesh is required in the computations. Every material point has its own stress
and strain tensors and the homogenization is performed over a number of grains in the
’structure’ including a distribution of different orientations and phases. However, most
often a large number of grains/orientations is used to achieve a better approximation, and
hence the used distribution is more or less random. Characteristic to the identification
process is that a large number of iterations is performed to optimize the parameter set,
and therefore the process is beneficial to be automatized to reduce the required manual
effort. Sometimes, when such implementation does not exist or it is incompatible with the
model framework (e.g., small deformation vs. large deformation theories), the material
parameter identification can be performed with simplified meshes, which is the case in
this work. Similarly to the homogenization models, these meshes/elements are assigned
to different orientations and can consist of various phases to reproduce grains, which
together generate a representative volume element (RVE) of the microstructure without
any unnecessary geometrical features of the grains. This is a quite drastic simplification,
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but already a relatively reasonable number of elements can often suffice to describe the
macroscopic stress-strain behavior (see Chapter 7 ). This type of identification process
usually is less automated, but it is possible to create an optimization loop to identify the
parameters even with the mesh based RVEs.
Figure 2.11: a) Expression of the homogenization of several grains/phases producing a macro-
scopic stress-strain behavior. b) A simplified FE discretized mesh for parameter identification
with a number of grains (colors represent different grains), and c) a realistic type synthetic
microstructure aggregate with grain morphologies.
There are several homogenization models available, most of them including scale transition
rules, where single crystal behavior is transformed to the homogenized behavior of the
polycrystalline microstructure. The behavior of individual grains and their interaction
with the whole aggregate is identified by a procedure that expresses the local and global
mechanical response [80]. Two common methods have been presented by Berveiller and
Zaoui (BZ-model) [24] and Pilvin and Cailletaud [35] (Beta-model). The BZ-model is a
self-consistent model based on the Hill elasto-plastic solution with a spherical inclusion in
an isotropic elasto-plastic matrix modifying the Kröner’s approximation to reduce the
stress concentrations. The model is intended for monotonic or radial loadings, and the
localization relations are written as:
σn = Σ + 2µ(1− β)α(Ep − np ), (2.17)
with β = 2(4− 5v)15(1− v) , and
1
α
= 1 + 32µ
EMises
ΣMises
where,

Mises =
√
2
3 : , for strain.
σMises =
√
3
2s : s, for stress.
(2.18)
where s is the deviatoric stress s = σ − 13 tr(σ) · I.
Another model was introduced by Pilvin and Cailletaud, e.g., ref [35], known as the
Beta-method/rule. In this model, the elastoplastic tensor β is introduced to describe
the interphase or intergranular constraints, or more precisely, the effect of other phases
or grains. The module L can be chosen, for example, to be Kröner’s approximation,
Eshelby’s inclusion, or simply equal to the shear modulus of the material.
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σn = Σ + Ln : (β − βn) (2.19)
The evolution of tensor β can be written as:
β˙ = ˙np −Dn
(
˙n,Misesp
(
βn − δnnp
))
(2.20)
where two scale transition variables D and δ are introduced. These variables are searched
using a fitting procedure, and they can be different for each phase, such as austenite,
ferrite, etc. More detailed descriptions can be found in the references presented above,
but the ultimate aim of both methods is to establish the macroscopic behavior from
a number of orientations and phases in the structure. The methods are more effective
in providing parameter fitting that utilizing a discretized finite element representation
of the microstructure because of their computational efficiency and often automated
implementations.
After the parameters of the models correspond to the experimentally measured macro-
scopic behavior of the material, the simulations may be performed on a more realistic
type of microstructure. Figure 2.12 demonstrates the translation of the characteriza-
tion of microstructure to representative microstructural aggregates for austenite (a),
martensite/bainite (b), and a composite (c).
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Figure 2.12: Different microstructures transformed to computational representative aggregates,
a) austenitic steel, b) martensitic/bainitic steel, c) matrix-carbide composite.
The austenitic microstructures are often convenient to represent because of their rather
large grain size and relatively simple grain morphology. However, the more details are
included in the microstructural representation, such as explicit definition of meshable
grain boundaries in the austenitic microstructure, the more specific information may be
extracted from the computations. Similarly, if the microstructure contains a significant
amount of fine subset structures, as in lath martensite, the level of simplifications comes to
an essential role. The reduction of fine topological features leads to higher computational
efficiency desired in many cases for more practical use, but at the same time details of
the microstucture are lost. The details, however, can be in a very significant role in
the assessment of the factors affecting material performance, e.g., when identifying the
probability for cleavage fracture in BCC structures arising from the microstructure. On
the other hand, sometimes it is possible to reduce the details of some microstructural
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features, for example by separating the matrix and the carbides from each other and by
choosing some simple material behaviors for both of them, such as elastic-plastic matrix
and elastic carbides. By this approach, the stress and strain concentrations taking place in
the composite microstructure may be recognized. Thus, this can be used as a design type
of method to investigate the effect of some microstructural variables, such as the volume
content, shape and distribution of carbides. The material tailoring method for other
microstructures, such as austenite, depends essentially on which factors can be modified in
the manufacturing process, including for example the grain size. The knowledge gathered
by several performance indicators can be translated to product development, for example
by using the common manufacturing-structure-properties-performance ideology.
3 Materials and methods
This chapter presents the materials and their common uses in applications studied in this
work. This is followed by the presentation of the used experimental setups, including both
high and low strain rate mechanical tests, and abrasion and impact wear experiments.
The last two sections discuss the characterization techniques used to analyze the results
and the simulations software and techniques applied in the work.
3.1 Materials
This chapter introduces the materials used in this study. The material properties and
common applications are briefly discussed to explain the loading conditions related to
abrasion and impact wear and the relevance of the current experimental setups.
3.1.1 High manganese austenitic steel
The austenitic wear resistant steel used in this study was a high manganese Hadfield-type
steel having a metastable austenitic microstructure at room temperature. The manganese
content was 16.5-wt with 1.15-wt of carbon, which differs from standard ASTM-A128
Hadfield grades by higher manganese content. In addition, the steel was alloyed with
1.8-wt of chromium, 0.2-wt of nickel, 0.13-wt of molybdenum, 0.50-wt of silicon, and
small amount < 0.05-wt of aluminium. The steel was cast as a crusher jaw, and then
water quenched followed by annealing at 1100 ◦C. The cast structure contains some
amounts of imperfections, and its grain size varies depending on the section thickness
from 200–800µm, or occasionally even larger. The as-cast hardness of the steel was
250-300 HV5. Figure 3.1 presents the microstructure of the steel.
The high manganese austenitic steel is often used as wear resistant jaws/plates in mineral
crushers. This is due to the material’s high work hardening capability, which retains its
ductility better than the initially hard martensitic microstructures. The work hardening
capability, however, depends on the composition, deformation mechanisms (dislocation
slip, twinning or martensitic transformation) and the type of deformation. High stress
abrasion increases the surface hardness by deforming the surface layer, while impacts can
additionally alter the deformation mechanisms through the increase in the strain rate and
local temperatures (adiabatic effects). In such high strain rate cases, for example twinning
may be promoted, which effectively increases obstacles to dislocation slip and thus the
flow stress (hardness) of the steel. Therefore,it is important to understand the hardening
and deformation behavior of the steel both in low and high strain rate conditions.
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Figure 3.1: Microstructure of high manganese austenitic steel
3.1.2 Martensitic wear steels
Three martensitic wear resistant steels were studied in this work. The steels were
manufactured by thermomechanical rolling and a direct quenching (DQ) process, described
for example in ref. [205]. The steels were alloyed slightly differently to affect the
properties such as strength, strain hardening capability and ductility, and initial hardness,
which are important for the abrasion and impact wear resistance of the material. In
the DQ process, the steels undergo auto-tempering, which leads to a microstructure
containing a combination of tempered martensite and hard untempered martensite. The
microstructures of the studied steels are shown in Figure 3.2. The steels have a slightly
different lath martensite morphology, prior austenite grain size, and packet and block
sizes. Figure 3.3 visualizes the martensite morphology relevant to the studied ultra high
strength steels.
3.1. Materials 41
Figure 3.2: Microstructures of the studied martensitic steels. a,c and e are inverse pole figures
(IPF) with a coloring scheme shown in (a). b,d, and f are etched microstructures of the materials.
The nominal compositions and initial hardness values are listed in Table 3.1.
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Figure 3.3: a) Morphological features of martensite redrawn on a IPF coloured microstructure of
lath martensite presenting one grain and its subsets, b) a schematic of the martensite morphology
Table 3.1: Nominal compositions and hardness values of the studied martensitic steels
Material HV500A HV500B HV550
Initial hardness [HV10] 500-510 490-515 540-564
C [%] 0.30 0.32 0.36
Si [%] 0.80 0.70 0.60
Mn [%] 1.70 1.50 1.00
P [%] 0.025 0.015 0.015
S [%] 0.015 0.005 0.005
Cr [%] 1.50 1.00 1.50
Ni [%] - 2.00 2.50
Mo [%] 0.50 0.70 0.80
B [%] 0.005 0.005 0.005
The martensitic wear resistant steels are often used as protective plates in mining, mineral
handling and earth construction applications, such as gravel beds of a lorry or in the
cutting edge of a bucket loader. The harsh conditions related to the interaction with
natural rocks cause heavy abrasion and impacts to the steel surfaces. Therefore the initial
hardness, ductility and work hardening capability of the steel grades are in an essential
role in providing sufficient wear resistance. Similar type DQ-steels manufactured in the
laboratory scale by the rolling and DQ processes have shown quite good abrasive wear
resistance [118].
3.1.3 Carbide-reinforced wear steel
The experimental grade carbide reinforced steel studied in this work contained nominally
2-wt % of carbon and 20-wt % of chromium. The steel was manufactured by casting
followed by tempering. The high chromium content causes precipitation of chromium
carbides (Cr7C3) in the microstructure, while the matrix is tempered lath martensite.
Some amounts of retained austenite exist in the matrix, estimated between to be 5-10 %
by preliminary Xray diffraction measurements. However, the amounts are close to low
end limit of the measurement reliability so that the precise can be difficult to extract
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from the data reliably. Figure 3.4 shows the microstructure, where the matrix is colored
with IPF coloring to reveal the lath structure. The gray areas represent the carbides.
The average initial hardness of the steel is 750 HV.
Figure 3.4: Microstructure of the carbide reinforced steel, IPF colouring showing the lath
martensite matrix and the gray areas the chromium carbides
The high initial hardness of the steel suggests that the material can be used in abrasive
conditions. On the other hand, the microstructure including both hard carbides and
martensite suggests that impacts may be deleterious in terms of wear resistance. Therefore,
the steel was investigated in both abrasive and impact conditions and its performance
was evaluated based on these results.
3.2 Mechanical testing
This section presents the testing methods used to determine the mechanical properties
and behavior of the studied steels.
Quasi-static compression tests
The mechanical testing was performed at room temperature with an Instron 8800 servo-
hydraulic materials testing machine at quasi-static strain rates. The strain rate ranged
from 10−3 to 1 s−1. Tungsten carbide hard metal compression platens were used with
a thin layer of MoS2 (Molycote) at the interface to reduce friction. The hot-rolled and
quenched martensitic steels were tested normal to the rolling plane of the plate, because
this surface is subjected to the loading in the applications. Since the high manganese
austenitic steel (Hadfield) and the carbide reinforced steel were manufactured by casting,
the samples were prepared in a typical manner with no special orientation dependence.
The selection of the sample diameter was based on the strength of the materials and on
the capacity of the testing machines. The length-to-diameter ratios of the samples are
presented in Table 3.2. The same sample sizes were also used in the dynamic compression
tests with the Hopkinson Split Bar (HSB).
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Table 3.2: Compression sample sizes for cylindrical samples in mechanical testing
Material Microstructure Sample size in mechanical testing
HV500A Tempered martensite (Hot rolled) d = 6 mm, L0 = 5 mm, L0/d = 0.83
HV500B Tempered martensite (Hot rolled) d = 6 mm, L0 = 7 mm, L0/d = 1.17
HV550 Tempered martensite (Hot rolled) d = 6 mm, L0 = 6 mm, L0/d = 1.0
HV750 Cr7C3 carbides and martensitic matrix d = 5 mm, L0 = 6 mm, L0/d = 1.2
Hadfield Austenitic d = 8 mm, L0 = 6 mm, L0/d = 0.75
Compression Hopkinson Split Bar
The dynamic properties of the test materials were determined with the compressive
Hopkinson Split Bar technique. The strain rates ranged from 700 to 3600 1/s depending
on the test materials. The HSB test device of the Department of Materials Science (DMS)
at TUT is described for example in ref. [10]. In the current tests, the set-up consisted
of 22 mm diameter maraging incident, transmitted and striker bars. Three millimeter
thick high strength steel inserts were placed between the bars and the cylindrical sample
to avoid any plastic deformation and damage to the incident and reflected bars due to
the high strength of the test materials. A thin layer of MoS2 was used between the
inserts and the sample to reduce friction and minimize the possibility of barreling of
the deforming samples. Very thin copper pulse shapers were placed between the striker
and the incident bar to smoothen and shape the incident pulse. The stress, strain and
strain rate were calculated in the usual manner from three measured pulses (i.e., incident,
reflected and transmitted pulses), as shown in Equation 3.1.
σE(t) =
AbETR(t)
As
, E(t) =
2C0s
Ls
∫ t
0
R(t)dt, ˙(t) =
2C0sR(t)
Ls
(3.1)
where, Ab, E, C0s are the cross-sectional area, Young’s modulus, and the speed of sound
in the bar material, As, Ls are the cross-sectional area and the gauge length of the sample.
TR and R are the transmitted and reflected stress pulses, and t is time. Here, dynamic
equilibrium of the stress in the specimen was assumed (strain being much larger than
0.05), and the calculations were based on the reflected and transmitted pulses only, as
seen in Equation 3.1. The common logarithmic equations were used to obtain the true
stress and true strain, as presented in Equation 3.2
σT = σE(1 + E), T = ln(1 + E) (3.2)
3.3 Abrasion wear experiments
This section describes the abrasive wear testing methods used in this work.
3.3.1 Scratch tests
The high stress two-body abrasion experiments were conducted in a controlled environ-
ment with a CETR UMT-2 tribotester at room temperature. Both single and multiple
overlapping scratch tests were performed with a standard Rockwell-C tip having a 200 µm
± 10 radius. The number of scratches was 1, 2, 5, and 10. The tests were force controlled
so that four normal loads were used, 20, 40, 60, and 80N. The used force sensor was limited
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to maximum of a 200 N with the resolution of 10 mN. The sliding velocity was chosen as
a constant 0.1 mm/s in all tests. A circular scratching track was found best to reduce
any effects related to rolling direction of the hot rolled martensitic steels, and to easily
test the high manganese austenitic steel cylindrical samples that had been pre-strained in
compression. The surfaces facing the loading were similar to those that would carry the
load in the application; the rolling plane in the martensitic steels, the pre-compressed
surface of the high manganese austenitic steel, and an arbitrary surface of the carbide
reinforced steel (no direction dependence). All samples were mounted in resin to ensure
proper fixing and to allow polishing of the surface prior to the experiments. After the
experiments, from the nominally flat wear groove produced by the Rockwell-C tip, it
was possible to measure the hardness of the bottom of the scratch with a microhardness
tester.
Some preliminary experiments were performed with natural rock granite and quartz tips
to compare the coefficient of friction and to justify the use of a rigid Rockwell-C tip
instead of the fragile rock tips. The rocks were screened from actual batches of abrasives
obtained from the quarries. The hardness of the granite and quartz were roughly 750 HV
and 1100 HV, respectively. Only single scratches were made with the rock tips. In this
work, however, further rock tests were not done because of the irregular rock geometries
and due to the failure of the sharp rock tips during the tests.
3.3.2 Crushing Pin-On-Disc
The multiple contact abrasion experiments were performed with a crushing pin-on-disc
setup, described in detail for example in ref. [211]. A bed of gravel was placed between
the sample pin and the counter-surface disc. The rotation speed of the disc was 28 rpm,
and the normal force used in the experiments was 235 N. One contact cycle comprises 5
seconds of contact time with the gravel and 2.5 seconds during which the pin is lifted
above gravel bed. The total test time was 30 minutes, of which the contact time was 20.
The mass loss was determined by weighting the ethanol rinsed sample every 7.5 minutes.
The samples were pre-worn for 15 minutes with 2-4 mm sized granite to reach the steady
state of wear before starting the actual test. Four abrasives were used in the experiments:
granite, tonalite, quartz, and basalt. The bottom disc used in the experiments was made
of tool steel with a hardness of 600 HV.
3.4 High velocity particle impactor - development and
procedure
High velocity impacts were performed with the High Velocity Particle Impactor (HVPI)
test equipment [11]. A schematic of the HVPI setup is shown in Figure 3.5. The equipment
comprises a pressure reservoir and a smooth bore barrel that accelerates projectiles onto
the target. All operations of the device are computer controlled to maintain accuracy of
timing and positioning of the impacts.
The incident velocity of the projectile is measured with a chronograph placed in front
of the target assembly. The target is usually set 1 m away from the barrel in the target
assembly. The target can be tilted to oblique angles, generally between 10-90°. A trap
wall captures the exiting particle after the impact, which can also be used to measure the
exit angle. The impact event is recorded with a high speed camera (NAC Memrecam fx
K5, NAC Image Technology) to analyze the material behavior in-situ and to define the
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Figure 3.5: High Velocity Particle Impactor test setup [11].
exit velocity of the particle. Two sizes of projectiles can be used in the current setup with
diameters of 9 mm and 6.35 mm, and although round projectiles are generally used due
to their steady flight, also other shapes are possible, such as cylindrical projectiles. The
high speed videos were recorded at a constant frame rate varying between 20000-40000
frames per second depending on the impact velocity of the particle. The forces acting
on the sample during the impact incident can be recorded with a piezo-electric 3D force
sensor placed below the sample. The HVPI setup has been used for studying various
materials. For example, Lindroos et al. [132–134] performed experiments on ultra high
strength steels focusing on the deformation and wear behavior, while Waudby et al. [219]
studied the failure behavior of thick thermally sprayed coatings. Molnar et al. [155]
studied the deformation response of rubbers and used the results to verify an impact
simulation model. In their work, since the deformation of rubbers cannot be studied
afterwards due to their mainly elastic behavior, the high speed images were used to
determine the penetration depth of the projectile during the impact incident. Sarlin et al.
[198, 199], in turn, studied the effects of impact conditions on the damage behavior of
steel/rubber/composites. Figure 3.6 shows typical high speed images of impact events on
four different materials: a wear resistant steel (a), thermally sprayed thick coating (b),
fiber reinforced rubber (c), and steel/rubber/composite (d).
In the current study, the effects of the impact angle, impact velocity, number of impacts,
and prior deformation were investigated. Three impact angles of 15°±1°, 30°±1°, and
60°±1°were used to test the impact properties of martensitic and carbide reinforced steels
at low, intermediate and high impact angles, while the austenitic manganese steel was
tested only at the 30°±1°impact angle. The normal direction impacts at 90°were not
conducted due to the rebound of the particle that could cause damage to the device.
Tungsten carbide (94%−WC, 6%−Co, 1800 HV10, 5.69 g in weight) balls with a diameter
of 9 mm were used as projectiles due to their higher rigidity in comparison to steel balls.
In order to study the effect of shorter contact times at a constant impact energy, the same
size but lower weight hard ceramic projectiles were shot at higher speeds. The projectiles
were made of zirconia oxide (ZrO2, 2.22 g in weight) and silicon nitride (Si3N4, 1.24 g
in weight), with hardnesses of 1240 and ca. 1600 HV10, respectively. The air launching
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Figure 3.6: Typical high speed images of the impact incident on four materials, a) a wear
resistant steel [132–134], b) thermally sprayed coating on steel substrate [219], c) rubber [155],
d) steel/rubber/composite [198, 199]
pressure ranged from 2 to 14 bars depending on the aimed impact velocity, which varied
from ca. 40 to 115 m/s, from 72 to 123 m/s, and from 96 to 165 m/s for the WC − Co,
ZrO2, and Si3N4 balls, respectively.
The sample size was 40 mm x 40 mm for the martensitic and carbide reinforced steels, but
the thickness varied depending on the sample material from 5 to 8 mm. The samples were
clamped from the edges to the specimen holder table. The high manganese steel samples
were initially 8 mm diameter cylindrical compression samples, but since the effect of prior
deformation was one of the studied factors, the diameter of the impact samples varied
depending on the applied pre-strain. These samples were mounted in resin to properly
hold the samples during the impacts from the edges. The pre-straining was performed
in compression at a constant strain rate of 0.1 s−1. All samples were ground and then
polished with a 1 µm diamond suspension and cloth to ensure smooth surface and ease
the determination of the undeformed zero-level in profilometry.
The initial kinetic energy was calculated from the velocity vinit of the projectile measured
with the chronograph in front of the target assembly. The exit velocity of the projectiles
vexit was determined from the high speed images, as shown in Figure 3.7. The dissipated
energy Ed was calculated using Equation 3.3, where ∆s is the distance and ∆t the time
consumed for this displacement to take place, and mp is the mass of the projectile.
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Ed =
1
2mp
[
v2init −
(
∆s
∆t
)2]
(3.3)
Figure 3.7: Iimpact of a WC-Co ball on a high manganese austenitic steel sample at a 30 angle
recorded with a high-speed camera [132]. The outlines of the projectile are shown for clarity.
A small error may be involved in the measurements due to a slightly angular position
of the camera observing the impact incident. It, however, has a negligible influence on
the accuracy of the results and therefore it was omitted. Similarly, the rotational kinetic
energy of the projectile was not included in the calculation because in the preliminary
testing a pattern painted on the projectile revealed that the ball did not essentially
rotate during its flight. Also, Hutchings et al. [101] showed that in the case of spherical
projectiles the rotational energy is negligible. The mass of the rigid projectiles was also
considered unchanged, since no noticeable signs of wear or increase in the mass because
of adhesion was observed in the weighting of the projectile balls before and after the
impacts.
3.5 Characterization techniques
This section describes the characterization techniques used to analyze the deformation
and wear behavior of the materials studied in this work.
3.5.1 Hardness testing
The macroscopic hardness of the samples was measured with Struers Duramin-A300 as
HV5 and HV10. Matsuzawa MMT-7X was used for microhardness measurements. The
microhardness values obtained from the bottom of the scratch test grooves were measured
as HV0.2. The cross-section hardness profile measurements, indentations in the white
etch surface layers, and shear band hardness measurements were done using a very small
weight (HV0.025) to retain the effective indent area within the very narrow region of
interest, for example in the adiabatic shear bands.
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3.5.2 Microscopy
Before microscopic investigations, conventional sample preparation techniques were used.
The samples were first cut to suitable sample sizes, followed by grinding with SiC grinding
paper from P80 down to P4000. The martensitic steel samples were ground sufficiently
with a coarse P80 paper or a P80 diamond grinding counter surface to remove the
decarburized layer that can be present in the samples due to the thermomechanical rolling
manufacturing. The samples were polished with diamond suspension down to 1 µm,
and the scanning electron microscope Electron Back-Scatter Diffraction (EBSD) samples
were further fine polished with colloidal silica. The cross-sectional samples were cut
from the original samples and then mounted in resin followed by the grinding/polishing
sequences. A stereo microscope was used to analyze the wear marks (scratches and impact
craters) and the cross-sections. In some cases 4% Nital etchant was used to reveal the
microstructure including shear bands. The samples that were used for mechanical testing
underwent only light grinding on the compression surfaces to flatten the surface and to
reduce friction between the compression platens.
The EBSD measurements were performed with a field emission gun scanning electron
microscope (FEG-SEM) Zeiss ULTRAplus equipped with a Nordlys F400 detector. The
data acquisition package HKL channel 5 was used to handle and analyze the data. The
EBSD measurements on the martensitic steels were performed normals to the rolling plane,
in the transverse direction, and in the longitudal transverse direction. On the carbide-
reinforced samples, the measurements were performed only in one direction, since the
steel is manufactured by casting and does not pose such orientation dependence as the hot
rolled steels. The high manganese austenitic steel samples used in the mechanical testing
were observed in the compression direction and in the cross-sectional direction as well.
Generally, 7-9 bands were used to identify the crystal structure from the Kikuchi patterns.
To estimate the twinned volume content, the HKL software used the 60°± 5°misorientation
with respect to the base crystal orientation and highlighted such boundaries with colors in
the back-scatter image to identify the twins, followed by an image analysis to approximate
the content of the twinned volume.
3.5.3 Profilometry
The surface topologies of the scratch grooves and impact craters were analyzed using a
Plµ confocal imaging profilometer at the VTT Research Center of Finland and a Wyko
NT-1100 optical profilometer at Tampere Wear Center. A special Matlab code was
developed to analyze the volume loss and other parameters from the 2D/3D profiles. The
volume loss was determined as a sum of positive Vpos and negative Vneg volumes, where
the undeformed zero-level is used as a reference surface. A quarter of an impact crater is
shown in Figure 3.8 as an example.
The cutting-to-ploughing ratio φcp, which defines the ratio between the material being
cut off from the surface profile and being ploughed aside is defined as
φcp =
||Vpos| − |Vneg||
|Vneg| (3.4)
The values of φcp range from 0 to 1, 1 meaning that all displaced material has been cut
away, while 0 denotes ideal plastic flow without any measurable material loss. The ratio
therefore expresses whether the material experiences more severe cutting or ductile plastic
displacement/deformation during the wear process.
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Figure 3.8: Quarter of a 3D profile of an impact crater [132].
3.6 Simulation procedures
The numerical simulations included in this work were performed with finite element code
Zebulon (Z-set). The interface of the FE software allows wide implementation of user
modified material models and analysis techniques. The crystal plasticity models presented
in Chapters 7 and 8 were implemented using object oriented C++/Zebulon coding. In
those chapters, also some of the most important details will be given concerning the finite
strain formalism and the material models. The models make use of the routines and
computation libraries available in Zebulon, such as the the existing numerical integration
methods embedded in the libraries. Modern and robust parallel computing is possible in
many FE codes, making the usefulness of the developed codes greater also in industrial
applications. All of the computational examples presented in this thesis were, however,
performed with a personal computer with parallel computing instead of using large scale
computational clusters.
4 Material characterization results
This section presents the characterization results and observations of each of the steels
investigated in this work. The characterization comprises studying the mechanical behavior
of the steels at various strain rates, their hardening behavior, and failure mechanisms. To
further study the behavior of the selected steels under their common loading conditions,
samples from two industrial applications were further characterized. The first application
was a jaw crusher, where Hadfield types of steels are frequently used. The second
application, the cutting edge of a bucket loader, is also related to the mining industry
where various types of ultra high strength steels are employed. Some of the results have
been published earlier in refs. [132–134].
4.1 Deformation and hardening in austenitic high manganese
steel
In the following, the results of the mechanical tests on the high manganese austenitic
steel (alloyed Hadfield steel) at various strain rates are presented. The deformation
mechanisms are characterized and analyzed to provide the necessary details for crystal
plasticity modeling presented later in Chapter 7, and to elucidate factors in the steel’s
strain hardening behavior that have importance in abrasive and impact wear conditions.
A brief investigation is performed also on an in-service sample taken from a mineral jaw
crusher in order to compare the characteristics of deformation found in the laboratory
and in-service samples.
4.1.1 Mechanical behavior
Figure 4.1 shows the compressive stress-strain behavior of the as-cast Hadfield steel in
a wide range of strain rates at room temperature. The material has a positive strain
rate dependence resulting in increasing yield strength, increasing from about 480 MPa
at 10−3s−1 to about 800 MPa at 4000 s−1. The effect of strain rate on the strain
hardening rate θ is more complex, as illustrated in Figure 4.1b. A positive and rather
linear dependence of the strain hardening rate on strain rate is observed at quasi-static
strain rates below 1 s−1. When the strain rate is increased to 1 s−1, a notable drop
is observed in the strain hardening rate, and at the strain rate of 4000 s−1, the strain
hardening rate is more or less the same as at the lowest strain rate of 10−3 s−1. The
poor thermal conductivity of austenitic steels can change the conditions close to adiabatic
already at 1 s−1, which leads to an increase in the material temperature during testing,
reducing the thermal component τ∗ of the flow stress. For example, the reduced hardening
rate can be seen in the curves of 0.1 and 1 s−1, that intersect already at 12 % of plastic
strain. At higher strain rates, the dislocation motion can change from thermally activated
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dislocation glide to include also dislocation drag effects. This increases the flow stress
considerably, but the strain hardening rates still remain lower than at the quasi-static
range.
Figure 4.1: a) Stress-strain behavior of the high manganese austenitic steel at various strain
rates in compression, b) the strain hardening rate (θ = ∆σ/∆p) as a function of strain rate at
constant plastic strains, and c) magnification on the high strain rate regime of (b). [132]
The strong upward curvature of the stress-strain curves reflects the typical effect of
twinning on the material behavior. The increased strain hardening at the two highest
dynamic strain rates indicates that twinning is an effective strain hardening mechanism in
spite of the more or less fully adiabatic conditions. The stacking fault energy of the TWIP
steels is affected by temperature [50], the increase of which has been established to reduce
the twinning propensity by favoring perfect dislocations instead of their dissociation to
partials, which triggers twinning. The strain rate itself can also affect the twinning related
behavior of austenitic steels. For example Liu et al. [137] observed increased elongation
with increasing strain rate, which was partially attributed to increased twinning. Twinning
can be thought to affect the flow stress in two different ways. On one hand, it could
decrease the flow stress by providing an additional and partly competing deformation
mechanism to dislocation slip. On the other hand, twins can act as barriers to dislocation
motion and further twinning, thus increasing the flow stress and causing the observed
upward curvature in the stress-strain curve.
The comparison of tensile and compressive loading directions in Figure 4.2 shows the
asymmetric behavior exhibited by the Hadfield steel at 0.1 s−1 strain rate. The asymmetric
stress-strain behavior is not unexpected for materials exhibiting deformation twinning
because of the asymmetric nature of twinning. The extent of twinning, however, has
to be notable for the upward curvature in the stress-strain curve to take place. For
example, Hadfield grades alloyed with aluminium [39] and silicon [222] did not show
an upward curvature because twinning was largely suppressed by the alloying favoring
conventional dislocation slip or formation of epsilon martensite. In the present tests,
also the failed tensile samples showed decent amounts of twin-like bands after etching.
However, no precise volume fractions of twins were determined from the tensile samples,
mainly because of the quite small sample size leading to a small number of grains in
the sample cross-section as a consequence of the large initial grain size. Therefore the
difference in the twin propensity cannot be confirmed by the current results.
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Figure 4.2: a) Comparison of the stress-strain behavior of the Hadfield steel at the constant
strain rate of 0.1 in tensile and compression tests, b) the strain hardening rate of the two tests.
4.1.2 Microstructure analysis of the deformation behavior
Figure 4.3 shows the microstructures deformed at 0.1 s−1 as EBSD quality and IPF
maps from the compression direction (a) and from the cross-sectional direction (b). A
reasonable amount of deformation bands including both twins and slip bands can be seen
from both directions. The current resolution of the EBSD cannot easily detect very thin
twins or slip bands (or dislocation cells). However, the growth of twinned regions allows
recognition of the twin bundles, which consist of a mixture of multiple thinner twins and
the matrix. The slip bands, on the other hand, show themselves essentially only when
the misorientation is noticeable, by constructing both thin and wide zones. Hence, even
though the narrower slip bands are not easily seen in this measurement data, they exist
in the microstructure. Another proof for the high slip activity may be found from the
poorer indexing quality of the EBSD in some regions, especially in the vicinity of twins,
where a reasonably high dislocation density or densely populated twins and nanotwins
lead to a more distorted crystal structure (e.g., as seen in the cross-section).
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Figure 4.3: SEM band contrast images (quality maps of the EBSD measurement) of the
Hadfield steel microstructures deformed to 26 % plastic strain at 0.1 s−1, a) in the compression
direction, and b) in the cross-section direction, and the corresponding IPF-maps c) and d).
Dark/black areas have lower amount of recognized data points. Measurement step size was 0.7
µm with 9 bands used for indexing.
Based on the analysis of samples deformed to plastic strains ranging from 5% to 40 %,
the twins and slip bands appear in multiple directions inside the grains depending on the
amount of strain and the grain size. Smaller grains (e.g., around 100-200 µm) contained
frequently twins in one direction only, i.e., predominantly in the primary twin system,
while increasing plastic strain induced also other non-parallel twins. Large grains, on the
other hand, showed a varying number of twins. Apart from the smaller grains, most of
the grains exhibited mainly two twin variants at small strains, but continued straining
led both to the growth of the existing twins and to the initiation of new variants.
The formation of wider slip bands, which can be detected by EBSD as an orientation
difference, was observed in both small and large grains. However, visually it could be seen
that moderate and large grain sizes tend to have a higher probability to form larger slip
band regions (see Figure 4.4a and b) with clear orientation difference to the parent grain.
Figure 4.4 illustrates grains with a different type of deformation mechanism active in each
grain. The wide slip bands control the deformation in Figures 4.4a and b, suppressing any
notable twin activity in this particular grain. The twins may appear as thinner regions in
the grain, or as fairly wide bundles, over 25 µm thick, as shown in Figures 4.4c and d.
The twins can form various curvatures instead of the thin needle-like structures due to
their relatively large size. Thus, it is likely that the twins grow to the favorable areas in
the grain with less resistance, while the slip activity around the twins and dislocations
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penetrating the twins may cause irregularities in their shape.
The twin-twin interactions showed different features in the twin dominated grains. Heavy
activity in two twin systems in the same grain can cause a ’bitwinned’-type of a grain,
as shown in Figure 4.4e, which was observed more frequently than could probably be
expected. The large grain size can have an effect on this behavior, as the two variants may
grow independently until they intersect, or alternatively the parent grain may already
have an annealing twin in the region of the intersection dividing the initial grain. The
growth of the two deformation twins was observed to cease in these cases. The twins
observed in Figure 4.4f show a stronger growth over each other, even through they are
fairly wide. In these cases, the transferred/intersecting twins form second order twins
[159], i.e., new twin variants inside an existing twin. Generally, it appeared that the twins
are often coplanar at low strains, while higher strains lead more easily to the initiation of
non-coplanar twins, which will start to interact with the existing ones.
Figure 4.4: Different microscopic deformation and twinning mechanisms in the compression
samples, a) and b) slip/microshear bands with large misorientations to the apparent parent
grain, c) thin twin bundles in a grain, d) thick twin bundles, e) ’bitwinned’ region having a
misorientation of 7-10 degrees inside the apparent grain, and f) at least two active overlapping
twin systems inside a grain. Apparent grain boundaries are highlighted with black color. The
indicated strains are macroscopic plastic strains of the compression samples.
Figures 4.5a and b present band contrast images showing the recognized twins at two
different plastic strains levels. From the images it is evident that increasing strain increases
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the probability of twinning. Twinning occurs mainly by two mechanisms, the growth of
existing twins and initiation of new twins at other nucleation sites.
Figure 4.5: SEM band contrast images of microstructures deformed to, a) 6 % and b) 27
% of plastic strain. The red overlain areas are recognized twinned regions with a 60 degree
misorientation to the {111} plane, c) the identified twin volume content at different macroscopic
strains in the compression samples deformed at a constant strain rate of 0.1 s−1.
The average twin volume fraction increases as a function of macroscopic strain in the
samples as shown in Figure 4.5c. The initial twin volume fraction is considered to be
zero, since the as-cast samples did not show any recognizable thermal twins. On the
other hand, the indexing of higher strained samples (e.g., 40 %) lead to poor results,
making the identification process of twins unreliable due to too many missing datapoints
in the vicinity of the assumed twins and slip bands. Therefore, it is inconclusive where
the possible twin saturation would happen. For the same reason, direct comparison of the
twinning propensity at different strain rates was not possible, as suggested by Figure 4.6,
which shows IPF colored microstructures of two samples deformed to the same plastic
strain using two quite different strain rates. However, the visual inspection of etched
samples suggests that the high strain rate samples tend to contain more localized bundles
of twins and slip bands.
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Figure 4.6: Deformed microstructures after compression to 26% of macroscopic plastic strain
with IPF coloring, a) strain rate of 0.1 s−1 , and b) 4000 s−1
The dislocation slip and twinning interactions can be examined from Figure 4.7. The
misorientation profiles of a highly twinned grain in 4.7a show a wide slip band crossing
the grain with an effect on the twin behavior. The slip band has a misorientation of
around 15 degrees to the matrix (lines A and B in Figure 4.7b). The smooth transition
in the misorientation from the matrix to the slip band suggests that the observed band
actually is a slip band and not a grain boundary in a conventional sense, as the grain
boundaries show a high misorientation angle with a step type transition similar to twins
seen in the profiles. It is worth noting that the misorientations inside the grains of the
as-cast material were very small even within the largest grains.
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Figure 4.7: a) A heavily twinned grain with a deformation band inside. The macroscopic
plastic strain of the sample is 21%. b) The misorientation profiles A to D are indicated in a)
with arrows, dots mark the starting points, while the triangles are the end points of the profiles.
4.1.3 Evolution of hardness
The surface hardness evolution of the studied Hadfield steel is presented in Figure 4.8 as
a function of plastic deformation. The highest hardness value was measured from the
in-service sample in the direction of the loading. The degree of plastic deformation at the
surface of the in-service sample is estimated by comparing the flow stress and hardness
data in Figure 4.8. The exact amount of plastic deformation in the in-service sample,
however, is impossible to determine due to complex cyclic and dynamic loading conditions,
but this simplification is adopted to be used in the analyses presented in Chapters 5 and
6.
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Figure 4.8: a) The tensile stress-strain behavior of the Hadfield steel at the strain rate of 0.1
s−1 (thick solid line). The hardness values of the samples compressed to different amounts of
plastic deformation are indicated with dots, and the hardness of the failed sample measured near
the failed region is marked with ’x’.
The microhardness depends on the local grain scale response of the steel, as show in
Figure 4.9a. The measurements were performed on the grains that showed high amounts
of twins and on the grains that showed none or very few twins (4.9b). The hardness
difference is notable throughout the macroscopic average deformation range, revealing
the strong strengthening effect of the twins.
Figure 4.9: a) Average microhardness values at various pre-strains measured from the twinned
and non- or low twinned grains. The error bars indicate the standard error. b) a twinned grain
(upper), where the twinned regions appear red, and a non-twinned grain (lower). The black lines
indicate the austenite grain boundaries.
The rather large variations in the measured hardness values arise from the fact that some
of the twinned grains had far less twins than the others. Nevertheless, in most of the cases
the grains showing high twin volume fractions showed also the highest hardness values.
On the other hand, the grains considered non-twinned could also contain marked amounts
of wide slip bands, which can also increase the strength of these particular grains. Both
the twin density and the slip band density increased towards higher strains, increasing
also the hardness deviation trend.
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4.1.4 Deformation and hardening of the in-service jaw crusher
sample
A common type of a jaw crusher is presented in Figure 4.10a, showing the wear plates
crushing the rocks in green color. The contact conditions that prevail at the steel-rock
interface depend on the setup of the jaw crusher. The jaws may be pivoted to favor either
compression type loading or to cause more sliding. The choice is done according to the
type of rock used in the crusher, and the optimization between the wear performance
of the crusher and the quality of the end product. The wear of the jaw material is
affected by several factors, such as the characteristics and topologies of the minerals, the
environmental conditions such as moisture, and the running parameters of the crusher.
Therefore, no universal solution exists for optimizing the operating parameters of the
crushers or to choose the best performing materials against all wear inducing conditions.
Figure 4.10: a) A typical jaw crusher assembly (Nordberg series C [149]) with wear jaws shown
in green, b) simplified schematic of the loading conditions on the surface of a single jaw, c)
3D profile of a worn in-service sample showing wear marks from abrasion and impacts, d) a
cross-section microstructure of the worn in-service sample.
Figure 4.10b idealizes some of the loading conditions present on the steel surface during
the crushing process. While the jaw is moving during the crushing sequence, the rocks
are impacted onto the surface from the supply funnel causing oblique angle erosion wear.
However, again depending on the crusher setup, the supply funnel may be continuously
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filled so that the rocks themselves absorb part of the impacts when they collide during
the feed process. In the main event, cyclic crushing forces are subjected to the jaws when
the rock comminuting is executed. The forces can reach very high values depending on
the mechanical strength of the rocks. This phase is followed by sliding of the rocks on
the surface causing abrasion, which can be considered as high stress abrasion because of
the continued refinement of the rocks during this stage. Finally, the effect of different
rock species on the wear rate is not clear; some rock types can be very aggressive such as
quartzite, as they tend to fracture into sharp bits that cause severe cutting type abrasion
to the surface [182]. As a summary of the process, the Hadfield steel used in the jaws is
required to withstand impacts, high stress abrasion, cyclic loadings, added effect from
corrosion, and relatively high strain rates appearing in the process.
Figure 4.10c shows a surface profile of an in-service sample that has experienced field
conditions in a jaw crusher. The overall surface shows dents and abrasive cutting scratches
that have been formed during crushing. Both impacts and abrasive deformation have
considerably hardened the surface, as the hardness profile shows. The surface topology
can be also seen in the cross-section of the in-service surface presented in Figure 4.10d.
The etched micrograph reveals a high number of slip lines/bands and twins in the vicinity
of the surface. The band contrast image in Figure 4.11a similarly shows grains with a
high number of twins. However, the indexing of the surface region is poor because of the
heavy deformation, which restricts reliable identification of the twins and slip bands. The
hardness profile confirms that the strongest hardening is observed only in a relatively thin
layer of ca. 1 mm, which in the coarse grained material corresponds to only about 1-3
grain diameters. The hardness variations deeper in the material seem to depend on the
amount of twins/slip bands in the grains, as was already observed in the microhardness
measurements (Figure 4.9). The maximum hardness of the investigated material in the
in-service condition was around 680-720 HV, which is close to three times the hardness of
the bulk material (250-300 HV).
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Figure 4.11: a) Band contrast map of a cross-section of the in-service sample, b) enlargement
of a heavily twinned grain with multiple twin systems activated with a 60 degree misorientation
to the parent grain, c) hardness profile of the surface.
The intensity of twins/slip bands decreases deeper in the material, which is also seen in
the hardness profile. However, for example at the depth of 2 mm, where the hardness is
still notably increased, the grains show similar behavior as the surface grains with multiple
twin bands crossing and interacting. The interaction is also evident in Figure 4.11b,
where some of the twin intersections show second order twins. From this micrograph it is
not possible to determine which ones of the interacting twins are primary or secondary,
since no in-situ information is available. The EBSD data showed exactly the same
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characteristics as observed with the pre-strained samples discussed in the previous section;
twins interact with twins and both thin and wide twins are present, wide slip bands
appear in the microstructure and they have an effect on the twin behavior, and twins can
promote twinning in the adjacent grains, which appear ’continuous’ in the neighbouring
grains.
4.1.5 Discussion
The deformation mechanisms responsible for the abrasive and impact wear behavior of
Hadfield type steels has been of considerable interest and the topic of a large number of
publications, e.g., [1, 40, 103, 113, 114, 131, 132, 169, 176, 233]. However, the dynamic
range of the stress-strain behavior of these steels has not been so widely and precisely
characterized, and therefore it is not quite clear which deformation mechanisms contribute
to the hardening of the material at each strain rate range. The presently studied steel
showed an increase of yield strength from about 480 MPa to 785 MPa, when the strain
rate increased from 10−3 to 4000 s−1 at room temperature. As a comparison, recently
Wen et al. [222] alloyed a Hadfield steel with silicon, which decreased the yield strength
of the conventional Hadfield steel by 30 % to around 350 MPa. However, their alloying
provided notably stronger strain hardening, increasing the flow stress to 1100 MPa already
at 0.2 of plastic strain. Similar flow stress values are observed with the conventional
grade only above 0.25 of plastic strain. In contrast, the currently tested grade showed
flow stresses of ca. 950 MPa at 0.25, which are much lower than the normal values. On
the other hand, the elongation before failure in the tensile test is markedly higher than
that of the conventional or especially of the silicon alloyed Hadfield steel. Hence, with
a good balance between the strain hardening capability and the ductility required in
jaw crusher applications, the currently investigated grade could provide better resistance
against impact and fatigue wear.
The strain rate dependence of the Hadfield steels is not straightforward. Some studies
[23, 40, 56] on conventional Hadfield steel report both positive and negative strain rate
dependence in the quasi-static strain rate range depending on the strain rate. For
example, Canadinc et al. [40] observed negative strain rate dependence when comparing
strain rates 10−2 and 10−4, but again in the comparison of 10−1 and 10−4, the material
showed a positive strain rate dependence. The negative strain rate dependence is often
explained by the dynamic strain aging (DSA), causing jerky flow attributed to the
enhanced carbon diffusion affecting mobile dislocations [169]. On the other hand, the
strong strain hardening of the Hadfield steels is believed to stem from the compound effect
of deformation twinning, twin-slip interactions, and slip interactions with Mn-C atom
pairs. Deformation twinning, for example, cannot alone provide high strain hardening,
which has been pointed out by some fundamental studies on Hadfield steels [56, 244].
Most of the studies restrict only to quasi-static strain rates leaving the dynamic range
unresolved in terms of deformation behavior. Lee and Chen [122] found a positive strain
rate dependence in the dynamic range in tension, e.g., above 2 · 103, which is consistent
with the findings of the present study, implying that the Hadfield steels do not exhibit
negative strain rate dependence at high strain rates. At increasing strain rates Canadinc
et al. [40] considered that the shorter waiting time of dislocations in front of the obstacles
allows less time for the diffusing carbon atoms to interfere with the dislocation motion,
affecting the competition between diffusivity of carbon and the aging of the immobile
dislocations. The present results suggest that it is possible for the forest hardening to
overcome the effect of DSA at higher strain rates. It is also possible that the higher
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manganese content of the presently studied Hadfield steel has an effect on the DSA
mechanism.
The characterization results demonstrate the importance of the interactions between the
different deformation micromechanisms. Deformation twinning on its own causes very
little strain hardening [114], but when it is combined with active dislocation slip, excellent
strain hardening is observed. Also, the twin-twin interactions have some characteristics
similar to the twin-slip interaction. Twins can act as barriers to the propagation of other
twins, causing sometimes penetration by the generation of second order twins, or they may
fully arrest the growth of each other, such as in the ’bitwinned’ grains in Figure 4.4. The
probability for twin-twin interactions grows with increasing macroscopic strain and twin
volume fraction, as well as the due to activation of non-coplanar twins. Considering that
the twin intersections do not fully restrict the growth of either primary or secondary twins
[65], the material’s strain hardening capability and ductility can be improved. This can
be explained by noting that twin growth provides an alternative deformation mechanism
to dislocation slip, possibly increasing the ductility of the material. On the other hand,
the increasing volume fraction of twins intensifies the barrier effect to dislocation slip,
increasing the strain hardening capability of the material.
It is worth noting that the twin volume fraction is only a scalar representing the mi-
crostructure on average. The size, length and spacing of the twins may vary, for example
depending on the temperature and strain rate, as presented by Toker et al. [213]. They
studied the conventional Hadfield steel in impact conditions and noted that high tempera-
tures inhibited twinning in some cases, while low temperatures usually lead to higher twin
propensity. However, the direct effect of strain rate was not reported in their work, as they
had no control over it in their experiments. In the present experiments, the increase of
temperature using the theoretical assumption of adiabatic conditions (Equation 2.1) can
be approximately 75 ◦C in the 4000 s−1 test, if 95 % of the strain energy was converted to
heat. In fact, for TWIP steels such a temperature increase may already cause an increase
in the SFE by as much as 10-25 mJ−1m2 [50]. The experimental observations on the
microstructure, however, show very notable amount of twins also in these conditions, even
to such extent that it is equally plausible that high strain rate favors twinning, at least
when the initial temperature of the sample is at room temperature. Unfortunately the
EBSD data available at the moment is not sufficiently accurate to confirm this.
Finally, it can be concluded that the deformation behavior observed in the in-service
and pre-strained samples shared the same characteristics. The in-service samples show
that twinning is required to reach high hardness values at the surface of the steel, and
the pre-strained samples point out that the twinned grains pose much higher grain level
hardness values. In neither case, the substantial hardening of these grains did not seem
to increase the probability to in-grain failure, so that the material retained its ductility.
The similar features of the deformation mechanisms and microstructures in laboratory
and field samples suggest that the applied laboratory tests characterize the in-service
deformation behavior of this material fairly well. However, the exact comparison of the
laboratory experiments and the field samples is difficult because of the unknown loading
conditions of the in-service samples. Numerical simulations hopefully can provide more
detailed information about the relationship between the assumed loading history and the
deformation behavior of the material in real applications.
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4.2 Deformation and hardening in martensitic wear steels
This section presents characterization results of martensitic wear resistant steels. The
mechanical behavior of the steels is first investigated at low and high strain rates. The
strain hardening and failure characteristics of the steels were studied to shed light on their
impact behavior. An examination was also performed on an in-service sample extracted
from a cutting edge of a bucket loader used in mining conditions.
4.2.1 Mechanical behavior
Figures 4.12a-c show the stress-strain behavior of the steels in compression performed at
room temperature. The strain rate range covers the quasi-static range from 10−3 − 100
s−1 to dynamic range of 700-3600 s−1. The curves were smoothed with a second order
polynomial that was fitted to the plastic strain region of the raw data to obtain the yield
points by backward extrapolation, as presented in [133]. The yield points of the HV500B
and HV550 steels show about 10 % and 15 % higher values that of the HV500A grade,
respectively. The positive strain rate dependence of the yield strengths in Figure 4.12d
shows the desired characteristics for impact conditions.
The strain hardening rates clearly show that the present martensitic steel grades first
undergo moderate strain hardening, after which the hardening rate reduces or even
softening occurs in some cases. It is evident that the strain hardening rate at quasi-static
strain rates shows a fairly strong increase, but as the strain rate increases, the hardening
rate decreases for all steel grades. This can be seen, for example, from the low strain rate
curves of 10−3s−1 exceeding the dynamic strain rate curves of 3600 s−1 at higher plastic
strains.
Figure 4.12: The stress-strain behavior at various strain rates in compression for the martensitic
steels a) HV500A, b) HV500B, c) HV550, and d) the yield stresses as a function of strain rate.
The rapid change in the strain hardening rate from positive to negative values observed
for all studied steel grades at 3600 s−1 was caused mainly by adiabatic shear banding
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that was spreading throughout the test samples. At lower strain rates, notable formation
of shear bands could not be observed from the etched microstructures. It is still possible
that shear localization appeared in the form of deformed shear bands through localized
slip. The macroscopic temperature of the high strain rate samples increased during the
experiments due to the strongly adiabatic conditions. For example HV500B deformed at
the strain rate of 3600 s−1 underwent a theoretical temperature increase of about 150
◦C. This value, however, is not very high and it is unlikely that it alone can cause such
marked softening. On the other hand, the strain concentrations at the local scale can lead
to much higher temperatures due to adiabatic conditions, which eventually can lead to
the formation of adiabatic shear bands. The additional tests performed at the strain rate
of 4200 s−1 also resulted in softening and shear banding, which suggests that increase in
the strain rate increases the probability for localization.
4.2.2 Adiabatic shear banding and failure
Figure 4.13 show the cross-sections of the compression samples failed in the tests at
3600 s−1. The images were taken approximately in middle of the sample on the x1-x3
plane, where the compression direction is denoted by x3. A schematic presentation of the
incident is shown in Figure 4.13d.
The steels exhibited a typical shear failure into two or more pieces. The main failure
occurred usually at ca. 39-45◦ angle in respect to the loading direction. The main crack
propagated parallel to the adiabatic shear bands that appeared white in the micrographs,
typifying them as transformed adiabatic shear bands. The comparison of the two halves
clearly shows that the cracks propagated inside the shear band region instead of the
interface of the shear band and the matrix, as both halves contained visible white etch
regions. Similarly, if the samples failed to multiple pieces, the failure propagated mainly
along the transformed shear bands. In contrast, the quasi-static samples did not show
failure or formation of such bands even at high strains. For example, even up to ca. 35
% of plastic strain the samples remained in one piece, whereas the dynamically loaded
samples could break already after 20 % of plastic strain.
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Figure 4.13: Shear failures along transformed adiabatic shear bands in the compression samples
of the martensitic test materials tested at high strain rates [133].
The highest probability for the formation of adiabatic shear bands was observed for
HV550, leading to highest number of failed samples, while HV500A failed most rarely.
This result suggests that the initially hardest and finest microstructure was the most
susceptible for shear banding in the present tests. Table 4.1 presents the microhardness
values measured from the failed high strain rate samples in the deformed and undeformed
matrix, and inside the shear bands.
The most shear band resistant steel of the studied grades was HV500A, which showed the
lowest strain hardening with ca. 19 % increase in the matrix. The high initial hardness of
HV550 provided the highest deformed hardness of the matrix, while the highest increase
from the bulk hardness was observed for HV500B. In all cases, the hardness of the
shear band regions was notably higher than that of the deformed matrix. The EBSD
measurements performed on the deformed matrix showed that the grains tend to orient
towards the shear direction near the shear band regions. The current findings also suggest
that the adiabatic shear bands had underwent dynamic recrystallization process, as they
showed significantly higher hardness values and notably smaller equiaxed grain size, which
both are typical for the transformed shear bands. As a conclusions, the observed failure
Table 4.1: Microhardness (HV0.025) values of the samples deformed and fractured in the high
strain rate tests.
Material Underformed steel Deformed steel Adiabatic shear band
HV500A (p = 36%) 511 ±8 600 ±12 (19%) 741 ±5 (43%)
HV500B (p = 26%) 517 ±9 707 ±8 (37%) 796 ±14 (54%)
HV550 (p = 21%) 542 ±7 724 ±10 (34%) 824 ±8 (52%)
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process showed similar characteristics inside the transformed adiabatic shear bands as
suggested in Figure 2.8.
4.2.3 Cutting edge of a bucket loader field sample
Wear parts of mining equipment are a typical application for the currently investigated
ultra high strength martensitic steels. A simplified schematic of the cutting edge of
a bucket loader is presented in Figure 4.14a. The cutting edge is subjected to harsh
loading conditions when transporting minerals in a mine. Figure 4.14b exemplifies some
contact characteristics taking place between the gravel and the steel. The cutting edge
is subjected to high stresses when the bucket collides with a pile of minerals. In more
detail, the underside of the cutting edge faces heavy abrasion with high surface pressures
and high coefficients of friction in the contact with minerals that are entrapped between
the steel and soil. The upper side of the cutting edge usually faces somewhat milder
loadings because the rocks are able to move on the surface more freely. However, during
the loading sequence, the upper side may be subjected to rather heavy loads when the
bucket is plounged into the rock pile.
It has been widely established that the sliding velocity affects the wear process, and
therefore the sliding velocity of the particles in the loading process is important. Even
though the operating velocities of the bucket loader equipment in mines and quarries are
limited, the surface sliding velocities of the rock-wear plate pair may reach several meters
per second at the underside of the bucket. For example, by estimating the occasional
operating velocity of the loader to be 10-12 km/h, the sliding velocity of a rigid surface
point relative to another would result in around 3 m/s. This sliding velocity can be
considered dynamic abrasion, and some added effects from frictional heating are very
likely. The actual intensity of wear is influenced by many variables in the mine, such as
the wear plate material and the characteristics of the abrasives being handled. Recently
Keltamäki and Ylitolva [116] performed a survey on the in-service cutting edge in an
underground mine and found that already during 928 operating hours the ultra high
strength steel (HV500A of this work) had lost around 27 % of its original weight. This
material loss was sufficient to remove it from active use. Their optical profiling showed
that the most material had been lost from the underside of the cutting edge, while the
upper side had worn much less.
Figure 4.14c present the worn surface on the underside of the cutting edge showing a
number of abrasive marks. The three-body nature of the abrasion between the steel
surface, hard soil, and rocks generate a number of parallel and non-parallel scratches
on the surface with varying depths and different amounts of ploughed material at the
edges of the wear scratches. Figure 4.14d presents a cross-section of the worn underside
surface. The etched image shows a special tribolayer formed on the surface appearing
white, denoted commonly as the ’white layer’. The layer is present only in some parts in
the cross-sections, indicating that it only forms in special conditions. The other parts
of the surface without the white layer showed more typical plastic deformation. The
thickness of the white layers varied from thin 10-20 µm even up to 150 µm thick layers.
The underside and the tip region of the cutting edge were most prone to the formation
of the white layers, while on the topside such surface layers were not observed, which is
consistent with the considerations of the severity of the contacts.
A more detailed image of the in-service surface wear and a comparable image of the
scratch test surface (see Chapter 5) are shown in Figure 4.15. The plastic deformations of
the scratches resemble each other well. Regardless that the scratch tests were performed
4.2. Deformation and hardening in martensitic wear steels 69
Figure 4.14: a) Typical geometry of a bucket loader cutting edge, b) schematic of some loading
conditions in the cutting edge of a bucket loader, c) worn surface from the underside of a cutting
edge (the surface facing ground and gravel, photo by Kati Valtonen), d) etched cross-section
from a worn cutting edge with a white layer on the underside.
on polished surfaces, the scratched surface reaches similar wear characteristics as the
in-service samples already after 5-10 loading cycles. In both in-service and laboratory
experiments, the edges of the scratch show almost detached wear particles that would
likely be removed in any subsequent loading especially if that happens in some other
direction. This is also evident from the surface of the in-service sample, where several
plastically deformed lips are observed, but which are mostly rounded with the sharper
wear platelets being effectively removed.
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Figure 4.15: a) Abrasive marks on the surface of the in-service sample (Photo by Kati Valtonen),
b) scratch test surface after ten overlapping passes on a polished surface at a normal load of 80
N. Material is HV500A in both cases.
Characterization of the microstructure of the white surface layers reveals a gradient type
refinement of the grain structure, as shown in Figure 4.16a. A very fine grain size exists
near the abraded surface, coarsening towards to interior of the material. A more detailed
EBSD measurement confirms that the grains in the immediate vicinity of the surface
are generally equiaxed and the grain size appears to gradually increase deeper in the
material, still retaining the rounded shape. The size of the small equiaxed grains at the
surface is only a fraction of a micron, suggesting a process very similar to the dynamic
recrystallization near the surface, which would also explain the more etch resistant nature
of the white layers compared to the bulk microstructure.
Figure 4.16: Band contrast image with IPF coloring of a) the white layer and bulk microstruc-
ture, and b) the microstructure of the white layer at the surface.
Figure 4.17 presents hardness contours with and without white layers and hardness
profiles measured from regions of the surface. The hardness of the white layers appears
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higher than that of the deformed surface without white layers. There exist hardness
variations between the different regions of the white layers, which is a results of different
microstructures of the layers at different locations in the in-service sample. The hardness
gradient from the white layer to the bulk microstucture is significant, since the hardness
easily decreases by over 50 %. The transition zone that comprises of a mixture of new
rounded grains and needle type sharp grains, results in a roughly 20-30 % higher hardness
than the bulk. The hardness profile of the deformed surface without a white layer has a
smoother transition from the hardened microstucture to the bulk, but the hardness is
still notably higher than that of the bulk microstructure.
Figure 4.17: a) Hardness contour of the deformed in-service sample’s sub-surface with no
white layer, b) hardness profiles showing two measurements on the white layers and two on the
deformed layers without an apparent white layer, c) and d) hardness contours of white surface
layers.
4.2.4 Discussion
The strain hardening behavior of the studied three ultra high strength steel grades is quite
good for hard martensitic microstructures. The hot-rolling processing of the steels allows
autotempering of the steel during the process, increasing the ductility in comparison to
untempered martensite. The high strain rate compression tests performed on the steels
with quite similar hardness, however, showed that the steel grades are prone to adiabatic
shear banding. Generally, none of the studied steel grades can be considered as highly
strain rate sensitive, as is usual for BCC type of crystal structures. When comparing
the yield stress of HV500B at 10−3 and 3600 s−1, only about 15 % increase is observed.
The adiabatic shear bands can cause local softening in the microstructure of the steels,
but the observed strain softening has also many other reasons. For example, no visible
shear band formation was observed in the tests of HV500A at 2400 s−1, but still slight
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softening is evident. Fairly recently for example Rittel et al. [186] found evidence that
softening in pure Fe can be caused by α(BCC)→ (HCP ) transformation, when shear
bands are not present or their effect is negligible.
The observation that the hardness of the matrix in the studied steels was lower than
that of the shear bands is consistent with the results reported for example by Odeshi et
al. [166] for AISI 4340 exhibiting shear banding in high rate deformation. Their results
showed that the hardness of the shear bands was almost twice the bulk hardness. They
also found that the surrounding matrix did not undergo severe strain hardening even
when failure occurred in their tests, leaving the matrix hardness almost unchanged at
the original bulk-level hardness. Although AISI 4340 is also considered a high strength
steel, the present steel grades showed more significant increases in the hardnesses of the
matrix, suggesting that their microstructures are capable of storing strain energy more
uniformly. However, evidence was also found that with increasing hardening of the matrix
and the shear band regions, the material had a higher probability to develop failure at
lower macroscopic plastic strains.
The tribolayers generated in the in-service conditions show very similar characteristics
to the adiabatic shear bands. Two types of deformed surfaces were observed, including
transformed type of white surface layers and more conventional type of plastically deformed
surface regions. The former, in fact, share the hardness increase and refined microstructure
of the TASBs suggesting that they can be produced by the DRX process. Further support
for this type of transformation may be considered from the frictional heating of the
surface during sliding of the abrasive. The relatively high coefficient of friction of rocks
against steel combined with the high surface pressure and high sliding velocity can
increase the surface temperature dramatically by conversion of frictional energy to heat.
At the same time, it can be regarded that the strain levels and the strain rates can
provide the required conditions for the DRX. Although alternative explanations for the
development of the microstructures of the tribolayer are suggested, such as martensite
reversion [123, 161, 162] or diffusion based austenization and rapid quenching [47, 208],
they do not considered the effects of high strains and high strain rates exhibited by the
surface during the contact between the rocks and the steel. Hence, based on the present
results and characteristics of the white tribolayers, it appears that they are likely products
of the dynamic recrystallization process. At present, however, it is a bit uncertain what
is the real effect of these layers on the wear behavior of the steels, i.e., whether they have
a favorable effect (e.g., high hardness resisting abrasion) or a deteriorating effect (e.g.,
prone to crack formation due to reduced ductility as product of high hardness) on the
final outcome.
4.3 Deformation of carbide-reinforced wear steel - results and
discussion
Figure 4.18 presents the stress-strain behavior of the chromium carbide reinforced steel
in compression in a wide range of strain rates at room temperature. The stress-strain
curves are smoothed by fitting a second order polynomial to the raw data. The results
show that the material is quite strain rate insensitive, as only about 10 % increase in the
yield strength is observed when the strain rate is increased from 10−3 to 3600 s−1. The
samples failed generally already below 0.1 of plastic strain, which is typical for this kind
of high strength matrix-carbide composite materials. The strain hardening, on the other
hand, is surprisingly strong during the deformation, for example an increasing the flow
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stress by ca. 600 MPa in the quasi-static test at 10−3 s−1, which is notably more than
observed for the martensitic steels studied in this work.
Figure 4.18: Stress-strain behavior of the carbide reinforced steel at various strain rates. All
samples failed during the compression tests
Increase in the strain rate generally decreases in both the strain hardening rate and
ductility of the carbide reinforced steel, as seen in Figure 4.18. However, a change in the
behavior can be see at the two highest strain rates, where no marked decrease in the strain
hardening rate before failure is visible. Microscopic observations on the cross-sections
of fragments of the failed sample deformed at the strain rate of 10−3 s−1 revealed that
the failure nucleates and propagates from multiple nuclei sites, as seen in Figure 4.19.
The cracks propagated in the matrix along the carbide boundaries as well as across the
carbides. It is probable that the carbides act as nucleation sites for the cracks since
also a great number of cracked carbides were observed without any cracks in the matrix
around them. The stress concentrations arising from the phase boundaries may also
trigger failure of the interfaces, carbides, or the matrix, but their effect is rather difficult
to estimate based on the experimental findings only. For more thorough investigation
of these phenomena, numerical simulations and comparison of their results with the
experimental data would be quite useful.
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Figure 4.19: Microstructure of a failed sample fragment from a test at a low strain rate of
10−3s−1.
The strain rate also had an effect on the failure characteristics of the material. At the low
strain rates, the samples showed notably less fragmentation than especially at the two
highest strain rates of the test range. The main reason for the increased fragmentation at
the higher strain rates is evidently the higher probability of the formation of adiabatic
shear bands. The matrix close to the main failure paths showed heavy deformation
indicating either deformed or transformed shear bands in these areas. In the current
material, the random size and shape distribution of the particles inhibit any strong
orientation of the crack path with respect to the particles, which is consistent with the
observations of Dai et al. [53].
The increase in the matrix hardness shows that its strain hardening capability is quite
decent despite the quite low macroscopic strains applied to the samples. The low scatter
of measured hardness values in the hardened state also indicates that the matrix strain
hardens quite uniformly. The density of cracks inside the shear regions was too high to
determine the hardness of these regions, but it could be expected that even higher values
would have been obtained from there.
Table 4.2: Microhardness (HV0.025) values from a sample deformed and fractured in compres-
sion test conducted at the strain rate of 3600 s−1
Material Underformed steel Deformed steel Carbides
COMP (p = 7%) 739 ±18 848 ±12 (15%) 1385 ±107
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The strain hardening behavior of the metal matrix composite type of steel is a complex
process comprising the strengthening effect of hard particles and supporting the strain
rate sensitive matrix, which leads to different stress-strain behavior depeding on the
conditions. Experimental and modeling approaches, e.g., [15, 32, 33, 180], have shown
that the strain rate sensitivity and hardening rate of particle reinforced composites or
metal matrix composites depend on the volume fraction of the reinforcing particles, their
size and aspect ratio. Also, the failure behavior of the composites depends on strain
rate through the connection between particle size and the propensity for adiabatic shear
banding at high strain rates [52, 53].
The approximate volume fraction of chromium carbides in the current steel is about
0.20-0.25. Based on the simulation results presented by Cai et al. [32] for similarly
reinforced materials, 0.20-0.25 particle volume fraction of reinforcing particles can easily
lead to notable increase in the flow stress in dynamic region of the strain rate, which is
consistent with the presently obtained results. The simulations of Cai et al. [32] also
showed that irregular carbides with varying aspect ratios provide a better strain hardening
capability especially at high strain rates. The currently examined microstructure consists
of a great number of varying particle topologies, which were identified as the long
needle type, an almost spherical, or a type mixture of these two. No directionality that
would cause any pronounced anisotropic behavior exists at the macroscopic scale as a
consequence of manufacturing by casting. In addition, the XRD measurements resulted in
an approximation of the retained austenite content of ca. 8 %, which can have a positive
effect on the strain hardening capability of otherwise martensitic microstructure [156].
Based on these aspects, it is quite expected that the present steel shows quite good strain
hardening capability at both low and high strain rates. As a trade-off, it is not completely
unexpected that the ductility of the material decreases towards higher strain rates for
two reasons: i) small carbide size ( 5-15 µm here) effectively promotes shear banding
[52], and ii) the high strain gradients act as a strong driving force for the formation of
adiabatic shear bands [52].
4.4 Summary and partial conclusions
Characterization of the deformation behavior of selected wear resistant steels was per-
formed to elucidate the key factors essential in abrasive and impact wear conditions.
The mechanical behavior of the test materials was investigated in a wide range of strain
rates including quasi-static and dynamic deformation conditions in compression at room
temperature. The post-deformation characterization of the deformed samples revealed
details of the dominating deformation mechanisms, such as the competing nature of
dislocation slip and twinning. Also the localization of strain in the microstructures was
investigated to increase understanding of the dynamic failure processes of ultra high
strength steel grades. In addition, some typical applications where these materials are
used were introduced. In-service samples were examined to compare the deformation and
wear behavior of the studied steels in real applications and laboratory scale tests.
The high manganese austenitic steel grade (Hadfield type steel) deforms by both dislocation
slip and twinning, which causes the typical upward strain hardening behavior of the
material. The characterization of the material’s micromechanical behavior led to the
following observations and conclusions:
• The investigated Hadfield grade showed positive strain rate dependence at all studied
strain rates, suggesting that dynamic strain aging does not have a significant effect
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on the strain hardening behavior of this grade, at least in the studied strain rate
range.
• The material’s strain hardening rate is affected by strain rate through adiabatic
heating and possible effects on the twinning propensity.
• The overall twin volume fraction increases with increasing macroscopic strain, the
favorably oriented grains exhibiting intense twinning first.
• Slip-slip, twin-slip, twin-twin, and slip-twin interactions affect the local deformation
behavior; wide slip bands are a manifestation of localized deformation, which may
inhibit or promote twinning, i.e., twin boundaries can act as effective barriers to
dislocation motion, twin-twin intersections can create obstacles for other twins, or
second order twins can be formed at the intersections (twins inside twins). Twins
promote local hardening of the grains, increasing their hardness in comparison to
sparsely twinned grains.
• Characterization of the in-service jaw crusher material revealed very similar defor-
mation characteristics as found in the laboratory scale experiments, showing that
the used test methods are feasible for studying the material’s deformation behavior.
The ultra high strength steels with autotempered martensitic microstructure showed
reasonable strain hardening capability usually required in abrasion and impact condi-
tions. The following conclusions based on the compression experiments and the post-test
characterizations of the three studied steel grades can be made:
• The ultra high strength steels show relatively strong strain hardening at low strain
rates, which gradually diminishes towards higher (dynamic) strain rates and finally
leads to pure softening. The softening behavior may be attributed to general (bulk)
softening as well as to local softening due to adiabatic shear banding, but also other
mechanisms may exist.
• Adiabatic shear banding is a major failure mechanism in compression loading of
the UHSS at high strain rates, where the crack initiates and propagates inside the
shear band region instead of the interface with the matrix. The propensity of shear
banding is dictated by the microstructure, being higher when the initial hardness of
the steel is high and the ductility is low.
• The microstructures of the investigated steels are capable of absorbing reasonable
amounts of strain energy, being thus usable also in applications involving dynamic
loadings and impacts
• The most probable cause for the refined microstructure inside the transformed
adiabatic shear bands is dynamic recrystallization occurring at high local strains
and high strain rates leading to considerable adiabatic temperature increase. The
hardness of the shear bands varied between 143-153 % of the undeformed bulk
hardness.
• The white tribolayers at the surface of the in-service samples have the same small
grain size and high hardness as the transformed shear bands, and these tribolayers
are most likely also formed by the dynamic recrystallization process.
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The strain hardening capability of the as-cast hard carbide reinforced steel was found
reasonably good in a wide range of strain rates despite its limited ductility. The main
findings can be listed as:
• The flow stress of the material reached over 3000 MPa in all tests, increasing with
increasing strain rate, while the maximum axial strains before failure remained
between 0.07 and 0.11. The reasonable ductility of the tempered martensite matrix
combined with a wide spectrum in carbide shapes and suitable carbide volume
content are responsible for the well-balanced properties of the steel. The strain
hardening rate first decreases with increasing strain rate, but a rapid upturn occurs
above 2400 s−1 likely because of changes in the deformation mechanisms.
• Crack initiation takes place inside the strengthening chromium carbides, at the
interface between the matrix and the carbide, as well as in the matrix. The
propagation of the cracks is not arrested by the carbides. Higher strain rates
promote intense fragmentation of the test material, which originates from the
multiple local fracture processes attributed partly to shear banding.

5 Experimental results and
discussion of the abrasion tests and
material behavior
This chapter presents the results of the experimental abrasion tests conducted on several
wear resistant steels. First some general aspects of multiple contact abrasion are discussed,
which is followed by a more detailed analysis of single grit contacts. The suitability of the
test method, the wear behavior, and the related surface hardening of the test materials
are then evaluated. Major part of the wear results has been published earlier by the
author in refs. [131, 132, 135] with some additional discussions.
5.1 Preliminary abrasion testing with multiple and single
contacts
Preliminary experiments were performed with the crushing pin-on-disc (CPOD) test setup,
where multiple particles are simultaneously in contact with the sample surface. Figure 5.1
shows the mass loss results for three steel grades, the Hadfield steel and two additional
martensitic grades, tested with three or four rock types. The composite hardness of the
rocks vary between 500 HV and 1100 HV, and the abrasiveness of the rocks is dependent
on the rock type. The results indicate that the rock hardness as such has only a limited
increasing effect on wear. Rock abrasiveness, on the other hand, correlates well with the
wear of the Hadfield steel, while the martensitic grades do not follow the same trend. The
highest mass loss of the Hadfield steel was observed with tonalite, having high hardness
combined with high abrasiveness. For the martensitic grades, the highest wear result was
obtained with granite, which behaves differently from tonalite in the experiment. Tonalite
rocks tend to round from the edges during the test and new failure surface is not easily
revealed in a similar manner as for example with quartz. Granite rounds similarly on the
edges, but it also forms new sharp corners more intensively, which probably explains the
higher wear of the martensitic grades with granite compared to tonalite.
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Figure 5.1: Multiple contact abrasion test (crushing pin-on-disc) results for three wear resistant
steels tested with different rocks. The nominal hardness and crushability of the rocks are
indicated with markers. The HDF-steel is the high manganese austenitic steel [132], while HV500
and HV400 are martensitic grades tested in ref. [182].
The CPOD method provides a good estimate for the behavior of materials facing different
abrasives in a multicontact environment, and is a good method for evaluating the material
performance relative to other steel grades, for example as shown by Ratia et al. [182].
However, the hardening capability and its relationship to the wear of the material may
not be fully revealed by the test method, since only rather limited surface hardening has
been reported [182]. This obviously is a result of the limited force used in the test setup,
as demonstrated in Figure 5.2 for the Hadfield steel. As seen, the surface hardness does
not reach as high values as measured from the in-service sample with any of the used
abrasives. The figure also shows the hardness of a sample pre-strained to 40 % of plastic
strain, and two different in-service samples for comparison. The in-service sample without
polishing represents the surface directly from a mineral crusher, while in the polished
sample some of the hardened layer on the surface has been removed.
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Figure 5.2: Hardness of Hadfield steel samples after the pin-on-disc crushing experiments with
four rock types, after 40 % pre-straining, and hardness of in-service samples measured directly
from the worn surface and after slight polishing. [132].
Figure 5.3a shows the true contact area between the abrasives and the pin sample measured
with a pressure sensitive paper. The contact area remains fairly constant at the beginning
of the test until ca. ten minutes of testing. The small decrease in the contact area after
five minutes of testing obviously results from the fracturing of some of the bigger rocks,
transferring the load to a smaller number of remaining large rocks before the actual
comminution starts.
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Figure 5.3: a) True contact area in a CPOD test, b) contact points recorded by pressure
sensitive paper c) refinement of the abrasive during the experiment.
Because of the nature of the CPOD test with multiple simultaneous contacts, it is difficult
to control or measure individual parameters or events. For example, the contact geometries
evolve during the test and the number of contacts changes, which means that the surface
pressure is not constant during the test. For this reason, single rocks were picked from a
batch of abrasives and used as an indenting tip sliding on the steel surfaces.
Figure 5.4 shows the coefficient of friction during two experiments with a natural rock tip
of granite (650-750 HV) and quartz (1050-1200 HV) on the HV500A steel. The sharp
characteristics of the natural rocks led to fracturing of the rock tips during the tests,
continuously changing the contact geometry. Figure 5.4a shows that the geometry at the
end of the experiment is quite similar to the overlaid Rockwell-C tip geometry due to the
rounding of the granite rock.
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Figure 5.4: a) A typical 2D profile of a natural granite rock overlaid with the Rockwell-C
geometry marked with a dashed line, b) single scratch tests with natural granite and quartzite
rocks against the HV500A steel using a 40 N constant normal load [135].
Figure 5.4b shows that the granite rock tip evolves quite quickly towards a rather stable
contact geometry. In contrast, the quartz rock continues to fracture, as seen from the
sharp jumps in the coefficient of friction throughout the test. Terva et al. [212] also
compared the wear response of rock-steel and diamond tip-steel contacts and noted that
it is possible, although not very practical, to use granite rock indenters. The present
results suggest that, in fact, the granite tips could perform fairly well in the experiments,
but a large number of tests would be required to establish statistically reliable results
of the wear behavior. It is especially challenging to find similarly shaped rocks for each
individual test, and the accuracy and validity of this kind of a test may suffer from varying
contact conditions. As a consequence, it was determined that the standard Rockwell-C tip
is sufficiently representative of the contact and leads to more reliable comparison between
the steels. Furthermore, the changes in the contact geometries easily restrict any further
application of the results for example for simulation purposes, since the geometries cannot
be in-situ tracked in the experiments, which is a problem that can mostly be avoided
with diamond indenters.
5.2 Single grit wear and hardening in a scratch tests
Single scratch experiments were performed with a Rockwell-C indenter for various steel
grades and OFHC copper (99,99 %) used as a simple reference. The HV400 steel is a
laboratory grade test material studied only in the single scratch experiments. The details
about the test parameters are given in Section 3.3.1. The current investigation aims
to provide information about the single scratch test method for studying the wear and
hardening behavior of wear resistant steels. All of the steels were either in the as-cast
(Hadfield denoted with 0 % pre-strain, and carbide reinforced steel HV750) or in bulk
hot-rolled condition before the tests, i.e., no prior deformation had been applied to cause
hardening.
5.2.1 Wear rate in the single scratch experiment
The single scratch test results for the wear resistant steels are presented in Figure 5.5a at
four constant normal loads. The wear rate is here defined in a simple manner by dividing
the volume loss by the normal load multiplied by the sliding distance in the measured
profile. Generally, a distinctive increase in the wear rate is seen with an increasing load.
The increasing initial steel hardness is expected to have a decreasing effect on the wear
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rate, since no prior hardening is affecting the behavior, which is evident in the results.
The reference copper showed much higher wear rate values in most of the cases than the
softest HV400 steel, ranging from roughly a magnitude higher values at 20 N. At 80 N,
however, the difference was much smaller because of the extensive ploughing instead of
direct material removal for both test materials. The wear rate of the HV400 steel, on the
other hand, was much higher than that of the other martensitic grades and the carbide
reinforced HV750. Because of the higher wear rate, the HV400 grade was omitted from
the futher multiple scratch tests.
Figure 5.5: a) Wear rate of wear resistant steels of various hardness grades at different normal
loads during a single scratch test, b) surface hardness values measured from the bottom of the
wear grooves [135].
Figure 5.5b shows the microhardness measured from the bottoms of the scratches. Copper
saturates to its maximum hardness at 40 N, while all of the martensitic grades, the HV750
carbide reinforced steel, and the Hadfield steel continue to harden throughout the studied
normal force range. In Figure 5.6a, the effect of normal load can be seen as a change
in the material removal mechanism. For example, the 40 N load increases ploughing in
the HV500B and HV550 grades, whereas the HV400, HV500A, and HV750 steels exhibit
more cutting at this load. However, again towards the 80 N load most of the steels show
increasing ploughing because of increasing penetration of the scratch tip. However, the
HV500B steel undergoes more cutting also in this region, mostly because of the shear
damage occurring in the ridges around the scratch, which removes noticeable amounts
of deformed material. For the less ductile carbide reinforced steel HV750 cutting is the
main wear mechanism at all load levels. The initially high hardness of HV750 led to very
shallow penetrations, only about 0.75 µm at 80 N, while in the martensitic grades the
penetrations could be up to 10µm. [135].
The average friction behavior shown in Figure 5.6b also provides a link to the prevailing
abrasion mechanism. Despite that the friction is measured for a steel-diamond tip pair
instead of a steel-rock pair that would usually cause high friction in any case, the increase
in the coefficient of friction with diamong-steel pair shows that the abrasion mechanism
is either heavy ploughing or cutting. The low friction values for the HV750 steel, in turn,
are a combined effect of the high initial hardness, low degree of penetration, and low
adhesion between the hard carbides and the diamond tip. [135].
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Figure 5.6: a) Cutting-to-ploughing ratio and b) average coefficient of friction at different
normal loads [135].
A more detailed single scratch test program on the Hadfield steel pre-strained to different
plastic strains was performed to investigate the relationship between strain hardening
and wear rate, defined as the volume loss per sliding distance as shown in Figure 5.7.
The increase of hardness associated with the increasing pre-strain decreases wear quite
efficiently. The optical inspection of the scratches revealed that the samples with lower
pre-strain and thus lower hardness exhibited more ploughing-type behavior as a function
of the normal load, i.e., the material is pushed aside of the scratch. At the same time,
however, the material was quite intensely removed because the ridges form fairly large
chip-like wear particles. [132].
Figure 5.7: a) Volume loss per sliding distance at four normal loads for various pre-strains, b)
surface hardness after scratching, and c) coefficients of frictions.
A clear increase in the cutting tendency was observed with larger pre-strains, although the
depth and width of the wear tracks decreased. For example, in the samples pre-strained to
40 % as well as in the in-served samples, the notable increase in the cutting-to-ploughing
ratio from 0.26 - 0.35 to 0.5 - 0.6 indicates that the material was more efficiently removed
than just displaced. Figure 5.7b presents the hardness values after the scratch tests for
different pre-strains. The measured hardness values of 650-750 HV after the high normal
load experiments correlate well with the hardness of around 700 HV measured from
the in-service samples and in the fractured tensile samples. The coefficient of friction
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followed quite well the changes in the pre-strain hardness, reaching reasonably low friction
values after larger pre-strains, as shown in Figure 5.7. As an exception, in the case of
the in-service sample scratched at high loads, the surface was no longer able to deform
and harden, which led to the formation of wear particles and increase in the coefficient of
friction. However, it is worth noting that no distinct loss of ductility that would result in
high wear rates was observed in the experiments. [132].
Although the single scratch tests aim to compensate for the unpredictability of multiple
contact tests for many different materials, such as steels and coatings [95, 96, 179], the
present results show that the single scratch tests do not properly represent the wear
behavior of wear resistant steels. This arises mainly from the fact that the steels may
harden up to 50 % from the bulk hardness already during a single scratch test. Hence, the
initial conditions of the surface can change drastically before the next contact sequence,
because the surface may have formed a tribolayer.
5.2.2 Effect of surface hardening to wear rate
The effects of surface hardening were studied with two HV500 grade steels using four
increasing constant loads. Figure 5.8 presents the scratch test results showing that ten
cycles is enough to saturate the hardness at the bottom of the scratch groove for both steel
grades. It seems, however, that the steels exhibit slightly different hardening behavior
due to their microstructure, e.g., differences in their martensite morphologies.
Figure 5.8 shows also the difference in the wear behavior between the two steel grades.
Both steels show quite similar general behavior at lower loads, while at the higher loads
the higher wear rates and the cutting-to-ploughing ratios of HV500B indicate more
cutting.The examination of the scratches revealed that the more ductile HV500A grade
showed mostly plastically deformed ridges around the scratch in comparison to the
shearing off observed in the HV500B. Figures 5.9a and b present 2D and 3D profiles from
the worn surface. The difference in the ploughed ridges between the steels is notable, as
the HV500B shows much smaller and mostly cut off ridges. Both materials did, however,
exhibit increased cutting after the second cycle when some parts of the ridges are removed,
indicating that the ridges in HV500A are also susceptible to detach from the surface quite
easily. [135].
Figure 5.8: Surface hardness at the groove bottom and the wear rates of a) HV500A, b)
HV500B in the cyclic scratch experiments [135].
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To investigate how prone the HV500A and HV500B steel grades are to cutting of the
ploughed regions, multipass experiments were performed by overlapping the ridges of
the scratches. Altogether five scratches were done in the tests with 40 N and 80 N
normal loads. Figure 5.9c shows the 3D and 2D profiles of the overlap test for HV500A
at the 40 N constant normal load. The cutting-to-ploughing ratios remained at the
same level as in the multipass experiments on the same groove, indicating that the steels
do not exhibit any accelerated wear yet at this load level. At 80N, however, the more
ductile HV500A sample showed in the overlapping multipass experiments two times higher
cutting-to-ploughing ratios compared to the ordinary multiple cycle tests. This points out
that the large ploughed ridges of this material are prone to removal by continued abrasion.
In contrast, the HV500B exhibited two times smaller values in the cutting-to-ploughing
ratio at 80 N in the overlap tests. This, on the other hand, suggests that the ridge areas
of this steel grade are more resistant to abrasion than the groove itself, likely owing to
the already flattened ridges with high hardness (unfortunately hardness could not be
measured directly from the ridges).
Figure 5.9: 2D profiles of a) HV500A and b) HV500B steels at four normal loads together with
3D profiles at 80 N after 10 cycles, c) 3D and line profiles of five scratches overlapping on the
ploughed ridges in an HV500A sample at 40 N [135].
Figure 5.10 presents the surface hardening and wear rates for all of the studied steels in
the moderate (40 N) and severe (80 N) wear regions in a similar manner as discussed
above in detail for two of the steels.
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Figure 5.10: Surface hardening and wear rates of the studied steels in the multiple cycle
scratching at a) moderate 40N and b) severe 80N loads [132, 135].
Some attempts of using wear and work hardening coefficients to describe the abrasive
wear behavior of metals have been presented [3, 77, 246]. The models, however, are often
limited by very little knowledge of the actual hardness of the work hardened surface due
to abrasion. Occasionally, the models only consider the as-received hardness as a basis of
the formulation, neglecting work hardening completely. It is obvious from the present
results obtained from with multiple scratch tests that the models should take the surface
hardening into account. Recently, a very similar experimental multipass approach with
some modifications to the test method has been presented also by Xu et al. [228] for
high strength steels. Although their approach focused on smaller loads, the main findings
agree quite well with the present findings and those presented earlier by Lindroos et al.
[135].
5.2.3 Wear surface and cross-sectional studies
Figure 5.11 illustrates the worn surfaces after ten cycles at two different normal loads.
No severe damage is observed on the sides of the grooves at 40 N, but a distinct change
in the wear mechanism is visible when the load is increased to 80 N. The images support
the differences between the steel grades seen for example in Figures 5.8 - 5.10. The
shear platelets in the HV500A grade can be interpreted as heavy deformation damage,
whereas in HV500B as well as in HV550 the damage is more related to cutting and
detachment of particles of varying sizes, even reaching down to the bottom of the grooves.
The indenter has slid smoothly on the surface of HV750, but the microscopic inspection
shows that some decohesion between the matrix and the carbides is present at the groove
bottom surface. The cracks have propagated mainly in the matrix, but occasionally
some secondary cracks were found also in the carbides. [135]. Also, the Hadfield steel
shows quite smooth deformation at 40 N. The higher 80 N load, however, is capable of
generating shear platelets in the ridges, and additionally some grain boundary cracking is
found in the vicinity of the scratches.
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Figure 5.11: Worn surfaces after ten cycles at 40 N and 80 N normal loads. The dashed line
marks the cutting plane for the cross-sectional samples. [135].
The cross-sectional studies, exemplified by Figure 5.12a for HV500A, exposed heavily
deformed tribolayers and damage nucleating at the surfaces. The depth of the hardest
layers was not very deep, only between 5-20 µm, as seen in the hardness profiles in Figure
5.12b. The hardening of the martensitic steels reached down to 100 - 150 µm before
the bulk hardness was reached. The highest hardness values of 700-800 HV0.025 were
measured from the tribolayers. The HV750, on the other hand, did not have such a
distinct tribolayer, but the work hardening reached down to ca. 50 µm, as seen from
the profile. However, as pointed out before, the surface hardness values measured from
the bottoms of the scratches are the compound values from the vicinity of the deformed
surface and the subsurface [195], and hence some differences may be observed between
the cross-sectional and surface hardness values. It is worth noting that although the
indenter depth is not very large with HV02 microindentations, in some cases when the
layer is very thin the surface hardness measurement may still underestimate the value of
the actual layer.
Figure 5.12: a) Cross-sectional view from the middle of the scratch groove in HV500A after
ten cycles at 80 N. The dashed line shows the interface between the heavily deformed tribolayer
and the more bulk-like microstructure, b) hardness profiles from the surface inwards. [135].
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The largest shear platelets were found in the HV500A samples. The shear platelets formed
at the bottom of the grooves of the martensitic grades propagated along the elongated
grains/laths, but in most cases the cracks halted quite quickly after the interface between
the tribolayer and the bulk microstructure. This could have accelerated the formation
of wear particles as a result of contact fatigue. It has been reported for example by
Venkataraman and Sundararajan [216] that the cracks beneath the deformed tribolayer
can easily initiate at the interface and propagate laterally along the interface causing high
wear rates, but the present results show quite the opposite at least for the relatively small
number of load cycles. Although HV500B and HV550 showed somewhat higher wear
rates due to the removal of parts of the ridge regions, the shear patters found in the cross-
sections were smaller, which could indicate better long-term surface fatigue resistance.
The martensitic matrix of HV750 contained some light shear band like deformation areas
near the surface. However, the material loss in this steel occurs also by carbide detachment
for example from the fractures at the carbide-matrix boundaries.
5.3 Summary and partial conclusions
Controlled experiments were performed to study the single grit - steel surface interaction,
surface hardening, and wear behavior of wear resistant steels in scratch tests. Preliminary
multiple contact experiments were carried out to elucidate the complex nature of high
stress abrasion. The scratch experiments with a diamond indenter provided a more
reliable comparison between steel grades with the initial hardness ranging from 250 to
750 HV, and allowed the detailed investigation of the contact situation. The following
general conclusions can be made based on the results presented in this Chapter:
• Multiple contact abrasion tests provide information about the general wear behavior
of a steel against selected abrasives, but individual characteristics of the contacts
easily remain unrevealed. The wear behavior of high hardness steels in multiple
crushing abrasion experiments cannot be explained solely by rock hardness, but also
the rock crushability and the rock’s ability to generate sharp or rounded geometries
in the process are important. Single rock scratching adds realism to the scratch
testing for example by creating realistic friction conditions between the surfaces,
but the constantly changing geometric conditions in the contact would require a
large number of tests to obtain reliable data about the rock-steel interactions and
to facilitate the comparison of the wear response of different steel grades.
• A single scratch experiment with a diamond indenter is not suitable for studying the
surface hardening and wear phenomena in steels with notable hardening capability,
mostly due to insufficient hardening provided by the test method to the surface.
However, it can offer important information about the wear behavior of the steel at
a certain pre-strained condition. The multiple cycle scratch test, in which scratching
is continued in the same scratch groove for several cycles, is more representative of
the wear and hardening behavior of steels.
• The surface hardening saturates to a certain (maximum) level in the multiple scratch
test, if the applied loading is sufficiently high. At lower loads, when the hardening
is not necessarily saturated, the wear rates remain rather constant because of the
lack of significant changes in the wear mechanism. In contrast, the saturation of
strain hardening at high loads can reveal damage mechanisms that accelerate wear,
depending on the microstructure especially for the martensitic steels.
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• The high stress abrasive wear resistance of a steel should be evaluated by its
capability to surface harden, resist shearing of ploughed regions, and by the behavior
of possible tribolayers in terms of crack resistance.

6 Experimental results and
discussion of the impact tests and
material behavior
In this chapter, the impact behavior of the wear resistant materials is evaluated and
characterized in various test conditions. The effects of impact energy, oblique impact
angles, and strain rate (impulse) were investigated in single impact experiments with the
high velocity particle impactor. The wear mechanisms are characterized and discussed to
reveal the main features of the wear behavior in these conditions. A short test program
was performed also in the normal impact direction including single and multiple impacts.
Also, the effect of multiple impacts on the wear and damage behavior of some of the test
materials was studied at a typical critical impact angle. Majority of the results has been
published and discussed already in previous research papers by the author [132–134].
6.1 Single impact studies - results and discussion
The main characteristics of the single impact incident were schematically illustrated
in Figure 2.2 and discussed in Section 2.2. This section presents the analysis of the
deformation, wear, and damage subjected to the steel surfaces by a single impacting
projectile.
6.1.1 Impact deformation and wear
The impact craters were characterized by optical profilometry to quantify the deformation
and wear. For better understanding, Figures 6.1a and b illustrate typical 2D profiles of
the deformation at different impact angles for the tested materials. However, it is obvious
that with oblique angle impacts at different energies and impact angles the deformation
and material removal can cause non-symmetric impact craters, making it more practical
to utilize 3D data. Also, the type of energy dissipation depends on the impact conditions,
as the energy is consumed primarily on either deformation or cutting. For example,
Neilson and Gilchrist [163] used an analytical model to describe solid particle erosion by
an additive decomposition of the wear components. Their approach includes one part
that characterizes the energy consumed on the deformation and damage by the normal
direction energy component. The second part accounts for the the kinetic energy parallel
to the surface presumed to cause cutting of the material. The nature of the normal
direction deformation would be compressive under the indenting particles. However, in
terms of cutting, the deformation occurs first by ploughing of the material in front of
the particles, which is followed by intense shearing of the material detaching loose wear
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particles. The ratio between the maximum depth of the crater and the highest point of
the pile-up region (Rα = dmax/hmax) showed that an increase in the impact angle does
not always cause a higher value of Rα, which would be expected simply by the increase in
the normal direction energy component. For example, the HV500B steel exhibited ratios
of R15 = 1.9, R30 = 1.5, and R60 = 2.3. The smallest value at the 30◦ impact angle
indicates that a large pile-up is formed around the crater. [133].
Figure 6.1: Deformation during a single particle impact [133].
The use of this type of ratios based on simple length-characteristics of the crater such as
Rα, for example as discussed in ref [207], is not necessarily representative of the situation
with the ultra high strenght steels since a part of the pile-up may also be cut off, as seen
in a typical 3D profile in Figure 6.1. Hence, the effective amount of cutting is estimated
from the value obtained from Equation 3.4. Similarly, the three-dimensional data is
more suited for analyzing the overall deformation and wear of the craters because of the
irregular shapes of the craters. Generally, as expected, the results showed that the depth
of the crater has a strong dependence on the impact angle and also on the impact energy.
The martensitic steel grades had very similar crater depths, but the carbide reinforced
steel clearly had shallower craters owing to its higher strength. [133].
Figure 6.2 shows some of the wear characteristics of the studied steels at four impact
angles and energies. All of the test materials show quite strong dependence on impact
energy (Fig 6.2a). On the other hand, when the ’wear rate’ is expressed as the volume
loss per incident energy, the shape of the curves remains fairly flat at different impact
velocities, especially at low impact angles. The highest impact angle of 60◦ has the
greatest effect on the behavior of HV500 and HV750 steels, which is explainable by
their increasingly high cutting ratios (Fig 6.2c). The lower wear rate, by the previous
definition, of HV500B and HV550, in turn, results in the greater plastic deformation of
these materials. [133].
6.1. Single impact studies - results and discussion 95
Figure 6.2: a) Material volume loss at different impact velocities, b) wear rate as volume
loss per incident energy at different impact velocities, c) cutting-to-ploughing ratios at different
angles [133].
The carbide reinforced steel HV750 exhibits the lowest volume loss at low impact angles
throughout the tested impact energy range. It has the highest dynamic yield strength
and is therefore capable of resisting plastic deformation better than the lower strenght
materials. However, because the fracture strains in the dynamic range are quite limited
even in compression, the microstructure cannot effectively accommodate increasing energy
by plastic deformation, which leads to fracturing of the material at high impact angles.
This result is expected for hard and relatively brittle metal matrix composites, which are
not generally good against normal direction impacts. This was realized in the current
tests as the HV750 steel showed a large subsurface crack network already with 17 J initial
impact energy at 60◦ impact angle. [133].
Figure 6.3 presents the volume loss of the alloyed Hadfield steel with four pre-strains at
two impact energies, i.e., the strain values represent the macroscopic plastic strain in the
sample prior to the impact. The decreasing volume loss is attributed to the increased
sample hardness (see Fig. 4.8 for comparison) until a certain threshold at around 0.25 of
plastic strain. Beyond this critical strain the volume loss increases as a consequence of
the heavily deformed microstructure limiting the capability of the material to absorb the
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impact energy.
Figure 6.3: Volume losses in the Hadfield steel measured from the surface after 6 and 17 J
single impacts for four pre-strains, and from the hardened in-service samples at a 30◦ impact
angle. The numbers represent the cutting-to-ploughing ratios at each data point [132]
The change in the deformation mechanism is visible in the cutting-to-ploughing ratios,
which start from a reasonably high value due to the soft bulk material deforming easily
and material being cut off. The higher hardness restricts deformation and reduces the
effective cutting by a mechanism denoted as ’ductile hardening’, until higher macroscopic
strain in the sample promotes cutting and material removal denoted here as ’damage
effect’. Based on the two studied impact energies, the higher energy highlights these
phenomena. The overall volume loss is in the similar range as with the martensitic steels.
However, it can be seen that the volume loss at around 0.25 of plastic strain is notably
lower, suggesting that the Hadfield type steel hardens significantly and in that way can
resist the impacts.
6.1.2 Impact incident characteristics
The incident angle has a marked effect on the energy dissipation during the impact, while
the initial impact energy has little effect on the percentage of the consumed energy. The
ranges for the energy dissipation percentage for the martensitic steels and for the carbide
reinforced steel were between 13-21 %, 33-44 %, and 80-82 % for the impacts at the 15,
30 and 60◦ angles, respectively. It is not surprising that the initially high strength steels
show increasing wear and damage propensity when a large amount of energy is consumed
during the impact at the 60◦ angle. The impacts performed on the Hadfield steel at 30 ◦
angle showed energy dissipation between 30-40 %, indicating that the steel type affects
the energy dissipation.
The forces were recorded during the impacts on four steels using a force sensor placed
below the sample. Figure 6.4 shows the contact forces as a function of time during a 30◦
impact at 114 m/s. The force sensor (Fig 6.4b) located directly below the impact crater
recorded the highest forces Fcomp in the compression direction. The vertical sliding force
Fy, parallel to the sliding direction, did not reach very high values. As expected, the
third orthogonal force Fx in the transverse direction was essentially zero throughout the
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incident period. Hence, the maximum resultant force was calculated using Equation 6.1.
[133].
Fmax =
√
F 2comp + F 2y (6.1)
In the illustrated case, the greatest compression force spike lasts only about 50 µs, which
was roughly confirmed from the high speed images to be the contact time. The maximum
force values measured for the different steel grades are very similar for 15◦ and 30◦
impact angles. The 60◦ values may not be as reliable because the forces were close to
the maximum limit of the sensor due to the increasing fraction of impact energy being
absorbed during the contact. Therefore, at the highest impact energies, the 60◦ force
values were extrapolated from the velocity data, as shown with the dashed lines in Figure
6.4c. The overall correlation between the maximum force and the impact energy seems to
be quite linear. [133].
Figure 6.4: a) Force measurement during a 30◦ impact at 114 m/s, b) schematic presentation
of the impact event and the definition of initial and reflected velocities used in the energy
calculations, c) measured maximum force values with linear fits [133].
Figure 6.5 shows the measured reflected angles (defined in Fig 6.4b) as a function of
impact velocity for the 15◦ and 30◦ impact angles. The reflected angle at the 60◦ impact
angle was unmeasurable with the current test setup due to its reflected angle values close
to 90◦ away from the sample surface. The reflected angle depends clearly on the material,
as seen from the different values for each steel. For 15◦ and 30◦ impact angles, the
reflected angles vary between 27-37◦ and 47-58◦, respectively. The angle ratios in Figure
6.4b highlight the effect of velocity on the reflection event. For the studied steels, the
differences between the grades as well as the velocity dependence on the reflected angle
could be explained by the changes in the ratio of cutting and ploughing as a mechanism
of material removal or displacement; when ploughing increases in the pile-up region (Fig
6.2c), the reflected angle becomes slightly larger as the projectile digs out from the sample
surface. [133].
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Figure 6.5: a) Measured reflected angles for 15 and 30◦ impacts and b) ratios between incident
and reflected angles [133].
6.1.3 Damage characterization
Characterization was performed on the cross-sections of the impacted samples to reveal
the main characteristics of the deformation and wear processes in the studied steels.
Figure 6.6 demonstrates the damage mechanisms prevailing in the studied martensitic
steels during oblique angle impacts. Several different mechanisms can be identified: 1)
the crater bottoms show signs of adhesion and abrasion due to small particles being
detached from the surface (the projectiles did not show high amounts of adhered material
on their surfaces, though); 2) the most important region in terms of the wear resistance
of ductile materials is the pile-up region, which exhibits heavy shear deformation and
both deformed and white transformed adiabatic shear bands. In addition, a clearly visible
white surface layer, roughly 10 µm in thickness is formed. 3) Subsurface cracks of varying
lengths from tens to hundreds of micrometers are found at various depths.
The failure process in the adiabatic shear bands resembles the failure mechanism identified
by Bassim and Odeshi [19] and described in Figure 2.8. The micro-voids initiating inside
the shear bands form clusters that elongate parallel to the shear band. The clustered
voids further lead to the formation of microcracks, which eventually interconnect to form
larger fracture patterns leading to the fragmentation of the material along the shear band.
This observation is consistent with the failures found in the high strain rate compression
samples exhibiting adiabatic shear bands. The EBSD measurements performed on the
shear bands indicate that the grain size is extremely small, but insufficient indexing
resulting from the grain structure hindered the investigation. Slightly better data was
obtained from the regions of deformed shear bands, which showed that the grain structure
elongates with respect to the shear direction. It was also observed that cracks reach
the surface from deeper in the material in the vicinity of deformed shear bands, which
suggests that the deformed bands can also promote failure.
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Figure 6.6: Schematic presentation of the impact damage, deformation and wear in martensitic
wear resistant steels [133].
The microhardness measurements carried out on the cross-sections inside the white shear
bands, deformed shear bands, white surface layers, and the less deformed bulk areas
demonstrate the heterogeneous hardening. The measured depth profiles and average
hardness values are presented in Figure 6.7 for the martensitic grades. The white surface
layers have lower mean hardness than the subsurface white shear bands. The observed
behavior could be due to some differences in the microstructures between these regions,
which are products of different deformation conditions. For example, it is likely that heat
is conducted away slower from the surface layer than from the shear band completely
surrounded by the cold matrix metal. Also, the stress state of an internal white shear
band is supposedly different because of the surrounding matrix compared to the free
surface or contact with the projectile, depending where the layer is formed. The hardness
values of the internal shear bands are in good agreement with the values measured from
the high strain rate compression samples containing similar bands, or slightly higher.
However, it is very likely that the strain rate is higher in the impact incident than during
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the conducted Hopkinson Slip Bar tests on the materials. For example, Bassim and
Odeshi [19] observed an increasing trend in the hardness values when the strain rate is
increased in the dynamic region, which would also explain the present result. Based on
these observations and previous discussions, such as the greatly refined grain structure,
the differences in the hardness (and microstructures) can be reasonably explained by the
DRX process, which is affected by the strain rate, stress state, and temperatures of the
adiabatic shear bands and the surface layer, as pointed out in Section 2.3.
Figure 6.7: Cross-sectional microhardness profiles measured from the white surface layer, white
shear bands, and deformed matrix produced in a single impact at a 30◦ angle on martensitic
steels [133].
The wear characteristics of the carbide reinforced steel differ from the martensitic and
Hadfield type steels. Figure 6.8 illustrates the damage and failure behavior of the HV750
steel under high velocity impacts at the 30◦ angle at the two highest impact energies,
27 and 37 J. Based on the mechanical test results, the steel showed reasonable strain
hardening capability of the matrix, but the larger strains subjected to the material in
the impact experiments exceeded the material limits. Besides the crack initiation in the
matrix, cracks were found in many of the carbides even beyond the main fracture bands,
indicating also that the larger cracks can originate from the carbides themselves.
One of the main damage types observed in the cross-sections of the impact craters were
the subsurface lateral cracks (1). The bottoms of the craters revealed signs of adhesion
and abrasion, most likely produced by the detaching carbides dragging along the surface.
Small secondary fractures along the carbide-matrix interfaces were detected right on
the surface, which explains the detachment of the carbides during the frictional contact
between the impacting projectile and the steel surface. Large subsurface crack networks
had been formed perpendicular to the surface (2). An increase in the impact energy
increased the size of the cracks first observed at 17 J impact energy at 30◦ angle. At
the highest impact energy of 37 J used in the current tests, the fracture network had
propagated all the way to the top surface and almost through the whole sample thickness.
The location of the crack network with respect to the pile-up region, however, was found to
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depend on the impact energy, which probably is due to the different subsurface stress fields
during the impacts of different energies. As regards the pile-up region, its importance was
also demonstrated by with the presence of a surface crack network, which was first most
likely initiated by the compressive stresses and then grown due to the tensile stresses
behind the moving particle. The growth of these cracks can accelerate the wear because
of the damage they produce already during the first impact on a virgin material. [133].
Figure 6.8: Damage characterization of a carbide reinforced steel sample after a 30◦ impact
[133].
The microscopic study on the surface of the alloyed Hadfield steel revealed considerable
amounts of fractures along the grain boundaries even quite far away (~1-2 times the
crater length) from the crater, as seen in Figure 6.9. The ploughed end of the crater
suffered from substantial deformation and removal of large wear particles, due to the
large grain size of the material. Only slight adhesion marks were found at the bottoms
of the craters indicating rather low-friction conditions between the contacting surfaces.
The microhardness measurements performed in the vicinity of the crater edge showed
highest values of around 700 HV, which are similar to the maximum hardness values
measured at the failure point after tensile tests. Further away from the heavily deformed
area, hardness decreases quite rapidly to a level existing in the sample before the impact
test. [132].
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Figure 6.9: Impact crater on the surface of the in-service Hadfield sample after 17 J impact at
30◦ angle.
Figure 6.10 presents the cross-section of the impact crater, shown in Figure 6.9, on an
in-service Hadfield steel sample after an impact at 17 J impact energy. The damage has
developed even further away from the actual impact site and the network has propagated
mainly along the grain boundaries almost to the depth of 5 mm. The location of the crack
network is at the ploughed region of the crater, while at the surface the wear particles
are visibly detached. It is expected that the pile-up region suffers from high stresses
during and right after the incident. The crack paths seem to follow the grain boundaries.
However, the partially detached grains at the surface, which are notable smaller than
the general grain size, suggest that the fracture can take place also inside the grains, for
example in shear bands or twin-matrix interfaces. [132].
Figure 6.10: Cross-section of the impact crater on the Hadfield steel. The arrow indicates the
impact direction [132].
Figure 6.11 shows the wear rates of the martensitic steels and the carbide reinforced steel,
defined as volume loss per dissipated energy during the contact, as a function of impact
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angle and impact energy. The wear maps divide the damage and wear behavior of the
steels into four different regions; low wear region, moderate-to-high wear region, high
wear region, and failure wear region.
For the martensitic alloys, the first three regions were identified. In the low wear region,
the cutting mechanism prevails and the wear rates remain fairly low due to the high
strength of the materials even at the highest impact energies of the tested range. In
the moderate-to-high wear region, the steels generally exhibit shear banding and fracture
initiation in the shear bands. This behavior was mainly observed in the 30◦ impact angle
tests especially at high impact energies. The high wear region was mostly observed at
high impact angles for all martensitic grades. Even with increasing plastic deformation
in the crater, significant parts of the ploughed ridges had been cut off. Based on the
observations, it is possible that the detected white layers in this region are remnants of
adiabatic shear bands, i.e., the failure had propagated inside the shear band leaving a
part/half of the shear band on the surface, which when etched appear as a white layer. In
addition, clear signs of subsurface shear cracking were observed, which under continued
impacting accelerate wear by fatigue. [133].
Figure 6.11: Summary of wear rates, wear mechanisms, and damage based on the characteriza-
tion of single particle impact samples tested at angles between 15◦ and 60◦ [133].
The low wear region for the carbide reinforced steel was similar as for the martensitic
steels, i.e., material is worn mainly by cutting, but the transition to the moderate wear
region occurs likely due to two factors. Firstly, increasing impact energy at higher angles
causes crack nucleation due to the exhaustion of the mechanical strength and energy
absorption capability of the matrix and the carbides. Secondly, the increased strain rate
was observed to activate dynamic failure mechanisms further promoting crack nucleation,
which may be connected to the triggering effect of shear localization by the adiabatic
shear bands in the matrix. In the high wear rate region subsurface and surface cracks
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are more intensively observed and the cutting/removal of material increases. Finally, the
transition to the failure region, at which the material is no longer usable, occurs at high
impact angles and energies. In this region, the material fails catastrophically even as a
consequence of a single impact.[133].
A similar wear mapping was not performed for the Hadfield steel. However, the volume
loss results presented in Figure 6.3 revealed that despite the dissipated energy fraction
does not depend notably on the plastic pre-strain, the connection between volume loss and
energy dissipation is clear. When the dissipated energy is used as a normalizing factor,
the volume loss values appear very similar at same pre-strains. This implies that wear
increases steadily with increasing impact energy, at least in the current test range. Higher
impact energies could trigger additional wear/failure mechanisms promoting volume loss,
e.g., higher tendency for grain boundary fracture.
6.2 Effect of impact conditions - Results and discussion
This section presents and discusses the deformation, wear and failure characteristics of
ultra high strength steel at the perpendicular angle, high strain rate, and multiple impact
conditions.
6.2.1 Normal direction impacts
The effect of impact energy on the wear and deformation in a single impact was investigated
with four increasing impact energies. Figure 6.12a shows that the volume loss depends in
a quite linear manner on the impact energy. In the test range, also quite high cutting-to-
ploughing (φCP ) ratios were observed, varying mainly between 0.6 and 0.8 depending on
the steel. The two HV500 grades showed increase in the φCP value as a function of impact
energy, while for the two hardest steels (HV550 and HV750) φCP remained essentially at
a constact value of 0.7. The wear results showed that initially higher quasi-static and
dynamic strengths do not directly result in reduced wear in normal direction impacts, as
seen for example in the comparison between the HV500A and HV500B grades, the latter
having higher strength. On the other hand, the volume loss of the carbide reinforced
steel HV750 was approximately 40-50 % smaller than that of the martensitic steel grades.
[134].
The microscopic study on the craters, as exemplified by Figure 6.12b, revealed that
material is both plastically displaced as well as removed by several mechanisms. However,
as the fairly high φCP ratios also suggest, the edges of the craters did not show significant
amounts of piled-up material. Still, the material is not only removed from the pile-up
region, as in conventional cutting, but also from the crater bottom. Circumferential cracks
were observed around the crater bottoms alongside with some visible adhesive damage.
The small loose wear particles in the bottom and the light scratches suggest some scuffing
type of wear. Some but not a significant amount of material was also adhered to the
impacting ball surface. [134].
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Figure 6.12: a) Effect of impact energy on the deformation and wear in normal direction single
impacts, b) typical damage and material removal mechanisms observed in the impact crater in
an HV550 specimen after a single 6 J impact [134].
The highest impact energy of 6 J used in the normal direction tests was chosen for the
investigation of the effect of multiple impacts up to ten impacts. Figure 6.13a presents
the effect of multiple impacts directed to the same area on the volume loss. The test rig
provided good accuracy and the impacts hit the same location with good precision. Thus,
the experiments simulate well the effect of surface hardening and possible accelerated
wear in cyclic conditions. Figure 6.13b shows typical 2D profiles extracted from the
3D data, showing that despite the good accuracy of the test device, the profile is not
perfectly symmetric. Therefore, the 3D volume loss provides more accurate values of
the cutting-to-ploughing ratios, ranging between 0.7-0.8 after ten impacts for all studied
steels. [134].
Figure 6.13: a) Volume loss of the tested steels after several impacts in the normal direction,
b) 2D crater profiles after ten impacts [134].
The microscopy confirmed that the removal of material by a shear dominated mechanism,
typical to oblique angle impacts, was not effective in the normal direction impacts. Instead,
material was removed by adhesion and fracturing of the surface of the steel in the vicinity
of the impact sites. The volume loss shows a decreasing trend for most of the steels
because of surface hardening, and no evidence of surface fatigue accelerating wear was
found in the current test range. The cross-sections did not either show any signs of
crack networks developing in the subsurface, even in the HV750 steel. However, Ratia et
al. [183] performed a 1000 impact test series for similar type of martensitic steels and
observed a substantial amount of subsurface cracks and fibering of the microstructure.
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Table 6.1: Material parameters and the target impact velocities used in the experiments [134].
Ball material Density Projectile mass Hardness Impact velocity
[g/cm3] [g] [HV10] [m/s]
6 J 17 J
Tungsten carbide WC − Co 14.95 5.69 1800 46 77
Zirconia ZrO2 5.70 2.22 1240 72 122
Silicon nitride Si3N4 3.21 1.24 < 1600 98 165
Quite surprisingly, increasing initial hardness led to decreasing subsurface cracking, which
could be a result of the fairly low impact energy used in the experiments. Nevertheless,
the deformation analyses showed that the materials were not catastrophically failing even
after such high number of impact cycles, indicating that this type of martensitic steels
and carbide reinforced steels are capable of absorbing large amounts of impact energy in
normal direction impacts.
6.2.2 Effect of impulse
The effect of strain rate (or impact impulse) at a constant impact energy was studied by
increasing the impact velocity but using lighter projectile materials, as shown in Table
6.1. This approach allows to keep the volume and shape of the projectile constant, so
that the impact incident can be easily analyzed with high speed photography. Two lighter
ceramic materials were chosen for the study: zirconia (ZrO2) and silicon nitride (Si3N4),
both having high enough hardness/strength not to break during the impacts.
Figure 6.14 presents the measured volume loss of the steels under high velocity impacts
at two different impact energies. The figure shows that when the impact energy is kept
constant, the increase in the impact velocity causes an increase in the volume loss for all
studied steels. However, at the higher impact energy of 17 J, the loss of material saturates
to a more or less constant level when the impact velocity approaches 150 m/s. At 6 J
such saturation is not observed, but on the other hand, the impact velocity did not exceed
100 m/s in these tests. With the martensitic grades, the material losses with zirconia
and silicon nitride projectiles, requiring higher velocities to produce the pre-determined
kinetic energies, were increased by 50-100 % when compared to the heavier tungsten
carbide projectile launched at lower velocities.
The amount of dissipated energy during the contact depended both on the projectile
material and the steel. In the experiments with the WC projectile, approximately 34-40
% of the initial kinetic energy was consumed, while the zirconia projectiles lost only 24-32
% and the silicon nitride projectiles 28-34 % of their initial kinetic energy. The differences
in the energy dissipation could be linked to the slightly different frictional conditions
between the material pairs and to the different mechanical properties of the projectiles,
such as elastic constants.
The changes in the deformation mechanism can be expected to have an effect on the energy
dissipation, as can be realized from the cutting-to-ploughing ratios listed in Table 6.2.
Cutting in the martensitic grades increases, while HV750 with a different microstructure
seems to be in this sense quite insensitive to the impact velocity, although some cracks
appeared in its subsurface. The only minor increase in the volume loss of the HV750
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Figure 6.14: Effect of impact velocity at the constant energies of a) 6 J and b) 17 J on the
volue loss [134].
Table 6.2: Cutting-to-ploughing ratios of the studied materials tested with three different
projectile materials [134].
Impact energy 6 J 17 J
Material WC − Co ZrO2 Si3N4 WC − Co ZrO2 Si3N4
HV500A 0.55 0.60 0.66 0.50 0.62 0.60
HV500B 0.46 0.73 0.73 0.52 0.74 0.74
HV550 0.58 0.70 0.72 0.72 0.67 0.6
HV750 0.75 0.75 0.77 0.69 0.75 0.74
Target velocity [m/s] 46 72 98 77 122 165
steel suggests that the failure probability of the steel’s microstructure by shear banding
is not so drastically affected by the increased impact velocity or strain rate, while the
martensitic steels showed increasing amount of shear bands.
6.2.3 Effect of multiple high velocity impacts
The capability of three selected steels to resist wear and absorb impact energy in the
surface hardened conditions was investigated with repeated impacts subjected to the
same site on the surface. An oblique angle of 30◦ was used because of its high tendency
to cause wear in the present steels. Also in many applications, the impacts often occur at
low angles. The impact energy used in the tests was 17 J. Figure 6.15 shows that the
volume losses increased quite steadily throughout the tested number of impacts. At the
same time, the cutting-to-ploughing ratios seemed to saturate after the first impacts, for
martensitic steels between 0.5 and 0.6 and for the carbide reinforced steel between 0.6
and 0.7. [134].
The presentations of the two definitions of wear rates, as the removed volume per dissipated
energy [mm3/J ], and as the removed volume per a unit mass of erosive particles [mm3/kg]
produced quite similar results, which means that the amount of dissipated energy during
the consecutive impacts did not change significantly despite hardening of the target
material. The consumed energy fractions remained in the typical 34-40 % range for the
30◦ impact angle. When comparing the results of the oblique angle HVPI tests with ten
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impacts to the ones obtained in the normal direction impact tests, it can be noted that
the wear is approximately 4-6 times more severe in the oblique angle tests. Interestingly
enough, the cutting-to-ploughing ratios were about 0.2 higher in the normal direction
impact tests, i.e., increasing from 0.5 to 0.7. On the other hand, the volumes displaced
in the angular impacts were a magnitude higher increasing the probability to generate
larger pile-up regions. [134].
Figure 6.15: Effect of multiple impacts on the wear behavior of the martensitic and carbide
reinforced steels during 30 degree impacts with a constant 17 J impact energy, a) HV500B, b)
HV550, c) HV750 [134], d) wear behavior of the steels as volume loss per a kilogram of impacting
particles.
Figure 6.16 shows the deformed crater areas after 20 impacts at 17 J. The HVPI test setup
has a quite reasonable accuracy and it produces large enough craters to properly simulate
impact wear. It is actually beneficial to aim impacts to partly overlap the previously
ploughed ridges of the craters in order to gain information of the wear behavior of the
priorly heavily deformed material at the ridges. The martensitic grades show notable
plastic deformation and shear lips generated on the exit side of the crater in the impact
direction. As a result of repeated impacts, the material develops also folded layers that
can lead to subsurface shear localization. Such layers are prone to cutting off, as shown
by the small detached particles in the impact region (Fig 6.16a and b). The shapes of
the craters in HV750 suggest that it has experienced more cutting than pure plastic
deformation, and that the material has been removed by shearing of wear particles from
the surface. Moreover, the microscopic study revealed that the surface contained small
cracks in the matrix that had propagated and released wear particles during continuous
impacts. [134].
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Figure 6.16: Surfaces of tested samples after 20 impacts at 17 J energy with a WC-Co projectile.
The white dashed lines show to cutting lines for cross-sectional samples [134].
The cross-sectional study on the impact craters shows that the martensitic grades exhibit
subsurface adiabatic shear banding in the heavily deformed regions, as seen in Figure
6.17. A concurrent failure mechanism not directly related to the adiabatic shear bands
is the surface or subsurface formation of cracks. In addition, the subsequent impacts
tend to generate a white layer on the surface with a thickness of ca. 10 µm. Hence, it is
also possible that cracks initiate from this region and penetrate into the material. Both
white layers and shear bands were observed after single impacts with either a high impact
energy or high impact velocity, which suggests that prior deformation can also increase
the probability for the shear band formation.
The multiple impact damage mechanism in the HV750 resembled the single impact cases
as the fractures propagate mainly in the matrix, although some failed carbides were also
found. However, extensive crack networks were also developed in the deformed volume
below the surface, which was not yet observed in the single impacts at this impact energy,
indicating that the steel might be susceptible to fatigue wear.
Figure 6.17: Cross-sectional views of impact craters shown in Figure 6.16 [134].
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Figure 6.18 summarizes the observed wear behavior of the studied three ultra high strength
steels. The interface damage dominates in normal direction impacts (a), shear localization
near the pile-up regions is dominant in oblique angle impacts at high impact velocities
(b), and multiple impacts promote the localization effects but hardening can saturate
wear rate (c).
Figure 6.18: Impact deformation and wear characteristics of the ultra high strength steels in
the studied conditions, a) normal direction impact, b) oblique angle impact at different velocities,
c) multiple oblique impacts [134].
6.3 Summary and partial conclusions
An extensive test programme was performed to investigate the impact wear behavior
of several ultra high strength steels and a Hadfield steel. Controlled test environments
were provided by the high velocity particle impactor and drop test setups. The variables
that were varied in the tests were the impact energy, impact angle, impact impulse, and
number of impacts.
Based on the results and discussion presented above, the following summary and conclu-
sions can be given.
Impact characteristics:
• The HVPI test is a good method to investigate the wear and damage characteristics
of many material types. The method has very good repeatability.
• The energy dissipated during the impact depends on the material and impact angle,
but it has fairly little dependence on the impact energy; for wear resistant steels
generally around 20 %, 40 % and 80 % of the initial kinetic energy is consumed in
the impact at 15, 30 and 60◦ impact angles, respectively.
• The different presentations of wear rate provide information about the material
behavior from different points of view, e.g., about the material’s capability to absorb
impact energy relative to the lost material.
Ultra high strength grades and carbide reinforced steel:
• The cutting mechanism was found to prevail at low impact angles, but the contri-
bution of plastic deformation (ploughing) increases in the transition from 15 to 30
degrees. In contrast to the general expectation that wear would be highest at around
6.3. Summary and partial conclusions 111
30◦ angle [245], the Ultra High Strength Steels (UHSS) show higher volume losses
due to combined heavy deformation and cutting at higher angles. This behavior is
likely to arise from the high amount of energy transferred into the specimen at the
60◦ angle. However, adiabatic shear bands were not found responsible for the high
wear rate as in the case of 30◦ angle.
• Deformed and transformed adiabatic shear bands are the prevailing cause for the
damage and failure in the UHSS materials at high impact velocities and impact
energies at low impact angles. The fracture develops inside the transformed adiabatic
shear bands contributing heavily to the process of wear particle formation. Secondary
failure mechanisms are also active leading to surface and subsurface cracking. The
white surface layer can act either as a wear resisting tribolayer due to its high
hardness, or it can promote cracking in certain impact conditions.
• Adiabatic shear bands can increase the wear rate by as much as 50 - 100 % in single
impacts. Their appearance is dictated not only by the (high) impact energy, but the
high strain rate alone has a promoting effect already at lower impact energies. Low
angles generally promote the formation of ASBs because of the increased cutting
effect. Multiple impacts can similarly produce adiabatic shear band networks already
at moderate impact energies.
• The carbide reinforced steel showed lower volume losses than the martensitic steel
grades due to its high strength and adeaquate strain hardening when the impact
energy is not too high. At high impact angles and energies, excluding low energy
normal direction impacts, the steel is susceptible to the development of subsurface
crack networks that may limit its usability in certain conditions.
• The test materials generally showed good strain hardening capability under impacts
without large changes in their behavior, except in the above mentioned conditions.
Hardening of the subsurface depends on the existence of transformed and deformed
shear bands, white layers, and deformed bulk material, the hardness of which
decreases in this order due to their local differences in the microstructure.
Hadfield steel:
• In the Hadfield steel pre-straining reduces impact wear due to the strain hardening
of the microstructure until 0.3 of macroscopic strain. Beyond this limit, the surface
behaves in an increasingly brittle manner favoring the cutting mechanism. The
highest wear rate under impacts occurs when the hardening limit is reached, for
example in the service conditions, and the material begins to fracture mainly at the
grain boundaries.
• Prior plastic deformation does not have a significant effect on the energy absorption
capability of the Hadfield steel at the impact energy levels used in this study, as
shown by the wear rate results normalized by the energy dissipated during the
impact events.

7 High manganese austenitic steel -
FCC crystal plasticity model
This section first briefly introduces the background of modeling approaches used in the
modeling of twinning in single crystals, after which a short review of the large deformation
framework used in this work is given with some aspects related to twinning. This
is followed by the introduction of the phenomenological FCC crystal plasticity model
including twinning. Its content is discussed in detailed; the flow and hardening rules are
given and their meanings are discussed based on the physical aspects and experimental
observations. The model is summarized and some of the key features of its implementation
in the existing large deformation framework in Zébulon are presented.
The model parameters and their effects are presented with simple examples to elucidate the
model’s capabilities. The model parameter identification is performed for the conventional
Hadfield steel based on the results available in the literature. The identification is done
in two stages, where the first stage contains the initial identification for single crystals.
In the second stage the parameters are fitted for polycrystalline representative volume
elements. Some aspects of the physically observed behavior and model response are
also discussed. The final result section exemplifies the model behavior in realistic type
polycrystal aggregates in simple uniaxial deformation. A brief demonstration of a jaw
crusher type surface loading is given to suggest a method for connecting two different scales
to a multiscale approach, interconnecting the application level and the microstructural
scale.
7.1 Modeling of slip and twinning in FCC metals
A considerable amount of single and polycrystal plasticity models are focused on moderate
to high stacking fault energy FCC materials, such as Cu or stable austenitic steels, where
the deformation predominately occurs by dislocation slip. Recent needs for higher strength
high ductility steels have driven the development and utilization of TWIP steels. From
the micromechanical point of view, the twinning phenomenon is a major contributor to
the hardening behavior of these steels. Therefore, the models are required to include
complex twin deformation and hardening mechanisms interacting with the conventional
dislocations.
The modeling approaches including twinning can usually be distinguished by their contents
into phenomenological models and dislocation dynamics driven physical models. The
fairly recent papers [204, 217] review the most common approaches and developments
of slip-twin crystal plasticity models in the past, and hence they are not repeated
here. Nonetheless, although both phenomenological and DD-driven models simplify
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the micromechanical behavior with various relations, the equations in the former take
somewhat more simple form, as pointed out in Section 2.5. For example, the dislocation
slip in both approaches usually takes a rate dependent form driven by the shear stress
acting on the critical resistance of a slip system. The form, however, can be slightly
more complicated in the DD-driven models including problem dependent variables such
as temperature (and activation energies). The twinning, in turn, can be presented with
similar type of equations, such as stress driven viscoplastic potential affected by numerous
hardening mechanisms, or it can become very complex when the influence of the stacking
fault energy, nucleation probabilities, and stress are considered, for example starting
from the force action on two repulsive partial dislocations. In addition, the interactions
between dislocations and twins, or twins and twins, further increase the complexity of the
expressions and add the non-linearity of the problems. Furthermore, the critical stress of
twinning may be linked to follow the Schmid type activation (phenomenological models)
that includes all the physical aspects under one expression, or it can be constructed of the
individual factors such as probabilities controlling twin activation (advanced DD-driven
models). Ultimately, both approaches provide satisfactory results in terms of representing
the micromechanical behavior of the modeled materials.
Another commonly accepted fact is that when the crystal plasticity is used in conjunction
with finite elements, the twins are not explicitly presented in the microstructure, at
least when larger polycrystal aggregates are considered. The continuously changing
length and width of the twins in the nucleation and growth process would require high
frequency remeshing, which is not very attractive. Thus, the twins acting in a material
point are described as the volume fraction (or content) of the twins of the total volume,
i.e., distinguishing which parts of that grain/volume are populated by twins and which
parts are the matrix. The tracking of individual active twin systems by their individual
contribution to the twin volume fraction is, however, possible when fixed twin systems
are assigned. When twin volume fractions are used, the main question is whether to
allow the shearing of existing twins by dislocations, or to suppress their movement inside
the ’twinned’ regions. The former causes little effect from twins to dislocations unless a
strong hardening rule is used. The latter is more restrictive, and if a great amount of
dislocation motion exists in the twinned regions, it is reasonable to account for the slip
inside the twinned regions in the framework. Depending on the crystal structure, the slip
inside twins can be included or excluded. However, when slip, twins, and slip-in-twins are
operating in conjunction, their relative contributions to the plastic strain rate are given
by their own equations of evolution including constraints and hardening rules.
The dislocation slip in FCC crystals occurs in 12 slip systems in the most densely packed
atom planes. The {111} planes and <110> directions construct the slip systems according
to cubic symmetry. To capture the deformation by twinning, the twin deformation modes
are often constructed as pseudo-slip systems, i.e., γ˙twβ = f˙βγtw0 , where shear deformation
γ˙twβ is provided by the twinning rate f˙β with the characteristic twin shear γtw0 . In
other words, when these systems are active, they provide characteristic twin shear in the
prescribed directions, which in the FCC case are expected to occur on the {111} planes
in the <112¯> directions, but only in the positive directions due to the polarized nature
of twinning. A very extensive description of the crystallographic nature of twin shear and
twin systems can be found in Christian and Mahajan [48, 203]. The twelve slip systems
and twelve twin systems for the FCC structure are listed in Tables 7.1 and 7.2.
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Table 7.1: The twelve {111} <110> slip systems with Schmid-Boas notation.
(111) (11¯1) (1¯11) (1¯1¯1)
[1¯01] [01¯1] [1¯10] [1¯01] [011] [110] [01¯1] [110] [101] [1¯10] [101] [011]
B4 B2 B5 D4 D1 D6 A2 A6 A3 C5 C3 C1
Table 7.2: The twelve {111} <112¯> twin systems.
(111) (1¯1¯1) (1¯11) (11¯1)
[2¯11] [12¯1] [112¯] [21¯1] [1¯21] [1¯1¯2¯] [211] [1¯2¯1] [1¯12¯] [2¯1¯1] [121] [11¯2¯]
Figure 7.1 presents a scale-by-scale approach for presenting crystal plasticity in FCC
microstructures. The single crystal scale defines the micromechanical deformation behavior
including the deformation mechanisms, i.e., dislocation slip and deformation twinning in
this case. The choice of the prevailing deformation mechanisms and their interactions
affects all of the following scales. The transition from single crystal behavior to the grain
scale provides information about the grain level deformation, e.g., the competing effects
of slip and twinning, and their contributions to hardening of the grain. The polycrystal
scale finally describes the macroscopic behavior of the material as it summarizes the
constraining effects of grain structure and texture. The performance of the material can be
evaluated starting at the local scale or from the overall performance of the microstructure,
depending which aspects are considered important. The failure initiates at a local scale
and can then spread to the microstructure, but in contrast, strong hardening of a single
grain does not guarantee that the whole microstructure exhibits strong strain hardening.
Figure 7.1: Scale-by-scale representation of the deformation in FCC microstructures, a)
dislocation slip family {111} < 110 > and deformation twinning family {111} < 112¯ > acting at
the single crystal level, b) grain level deformation at the meso-scale, and c) polycrystal scale
model with a representative grain structure.
This work aims to establish a presentation of the micromechanical behavior at all scales
and to add to the current knowledge of the Hadfield steel behavior. A phenomenological
crystal plasticity model is employed to describe the single crystal behavior to form a
basis for the investigation. The model performance is first evaluated with single crystal
simulations, which are compared to the experimental data. The polycrystal scale response
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of the model is also compared with the experimental stress-strain behavior, and the
simulated twin volume fractions of the aggregates are verified by microscopic studies. A
novelty of the current approach is that some polycrystal aggregates are investigated with
finite element discretized realistic-like microstructures instead of the common approach
of using only self-consistent schemes to evaluate the material performance. Hence, the
present approach may be used to investigate the local stress-strain behavior of the material
in varying deformation conditions, which makes it a feasible tool to be used also in the
application level studies in the future.
7.2 Finite strain formalism
The single crystal models proposed here are based on the finite strain formalism, which
is implemented in the finite element code Zébulon/Zset. The small deformation theory
based crystal plasticity models (e.g., [158]) have been successfully used for many industrial
computations and polycrystalline aggregates [16, 36]. Due to the nature of wear problems,
the deformation often reaches high strains, and thus large deformation theory needs to be
considered. The current work is based on the numerical large deformation implementation
in Zébulon, e.g., as used and developed further by Han [88] when studying the plastic
behavior of irradiated stainless steels. Here, a basic FCC dislocation model is developed
and expanded to include also twinning (this section). The same code is modified to
study also BCC crystals, as explained later in Chapter 8. This part describes briefly the
principles of the finite strain formalism based on the Mandel crystal plasticity [143].
The initial state of the material C0 and its deformed counterpart at time t can be described
by Ct, as shown in Fig. 7.2. Similarly, an initial position X in the initial configuration is
transformed to the deformed actual configuration and denoted by x. Then the deformation
gradient, or the strain gradient, is written as F = ∂x/∂X.
Figure 7.2: Multiplicative decomposition of the total deformation gradient F . The plastic
part FP relates to the reference and relaxed configurations, where the orientation tensors are
calculated for dislocation slip. The elastic part FE transforms the relaxed configuration to the
current configuration by introducing elastic strains.
In the crystal plasticity approach, the multiplicative decomposition of the deformation
gradient to elastic E and plastic parts P ; F = E · P allows to treat the elastic and
plastic parts separately. The plastic part accounts for the plastic deformation occurring
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in different dislocation slip systems and possible twinning, while the elastic part consists
of the elastic deformation and rigid body rotations of the crystal. Mandel proposed [143]
an isoclinic intermediate configuration C¯T , which first realizes the plastic deformation
part before the transformation to the actual configuration with elastic deformation. In
this framework, the orientation of the crystal remains the same in the intermediate
configuration as in the initial configuration prior to elastic transformation.
The velocity of the deformation of a point x in the actual configuration is v = x˙, and thus
the velocity gradient is L = ∂x˙/∂x. On the other hand, the derivative of the deformation
gradient is F˙ = E˙ · P + E · P˙ , and then the velocity gradient can be expressed as:
L = F˙ ·F−1 = (E˙ ·P+E ·P˙ )·P−1 ·E−1E˙ ·E−1+E ·P˙ ·P−1 ·E−1 = Le+E ·Lp ·E−1 (7.1)
where, Le = E˙ · E−1 and Lp = P˙ · P−1
In the intermediate configuration the elastic dilations are here described with a right
hand Cauchy-Green tensor, Ce = ET ·E, and the following elastic strains are defined by
the Green-Lagrange strain:
Egl =
1
2(C
e − 1) = 12(E
T · E − 1) (7.2)
The Cauchy stress σ is defined in the actual configuration. The second Piola-Kirchoff
(PKII) Se can be computed from the elasticity relations, in the intermediate configuration
expressed as:
σ = J−1e E · Se · ET → Se = JeE−1 · σ · E−T (7.3)
where Je = det(E) = ρi/ρ = ρ0/ρ, and ρi, ρ0, ρ are the densities in the intermediate,
initial and actual configurations, respectively. In the plastic deformation of metals, the
volume is considered constant and therefore the relationship ρi = ρ0 is reasonable.
The power transformation can be written as [27]:
P = 1
ρ
σ : D = 1
ρ
σ : L = 1
ρ
σ : (Le +E ·Lp +E−1) = 1
ρ
σ : Le + 1
ρ
σ : (E ·Lp ·E−1) (7.4)
From this relationship it can be derived for the current framework [88] that the transfor-
mation takes the following form in the intermediate configuration:
P = 1
ρi
Se : E˙gl +
1
ρi
M : Lp (7.5)
Hence, the PKII stress can be used for the elastic model, while in conjunction with the
velocity of the plastic deformation, the Mandel stress tensor M = JeET · σ · E−T is
used to describe the plastic flow behavior. Since the choice for elasticity is described as
Se = Λ : Egl, where Λ is the fourth order elasticity stiffness tensor, the Mandel stress can
be expressed as:
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M = JeET · σ · E−T = ET · E · Se = Ce · Se (7.6)
Finally, the elasticity of the single crystals follows the cubic elasticity definition with only
three elasticity constants. The fourth order elasticity tensor is given in Equation 7.7.
The elasticity constants are usually measured, for example recently with an indentation
technique [177], or occasionally by fitting the simulation data [88], or using the values
from the literature. The elastic values used in this work originate from the measured
values for a variety of high manganese TWIP steels presented in ref. [177].
Λ =

C11 C12 C12
C12 C11 C12 0
C12 C12 C11
C44
0 C44
C44
 (7.7)
In the crystal plasticity framework, the plastic deformation velocity gradient Lp is
associated with the available slip/twin systems. In the case where only dislocation slip is
considered, Lp can be expressed as:
Lp =
nsys∑
s=1
γ˙sNs (7.8)
where Ns = ms⊗ns, which describes the slip geometry. The Schmid tensor Ns for a slip
system s is defined as a tensor product of the slip direction ms and the normal of the slip
plane ns in the intermediate configuration. Vector l denotes the direction of the stress σ.
Figure 7.3 visualizes the Schmid representation for shear stress acting on each slip system,
φ and θ denoting the angles between the direction of traction to the normal of the slip
plane and the slip direction, respectively. The acting shear stress τs is computed making
use of these angles with vectors l,ms,ns. The traction σ is projected to a particular slip
plane A as the resolved shear stress.
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Figure 7.3: Single crystal representation of Schmid shear stress acting on a slip system
The resolved shear stress acting on a slip system can then be written as:
τs = σ : Ns = σ(l⊗ l)(ms ⊗ ns) = σ(ns · l)(ms · l) = σ(cosφ cosθ) (7.9)
However, in the current approach with the Mandel stress based crystal plasticity one
can write M : Lp =
∑nsys
s=1 γ˙
sτs. In this case, the resolved shear stress in a system s
is expressed as τs = M : Ns. In general, the Schmid tensor is non-symmetric, but its
decomposition to symmetric part can be written as:
Nssym = (ms ⊗ ns)sym =
1
2(m
s ⊗ ns + ns ⊗ms). (7.10)
In metal plasticity with large deformations, the elastic deformation is small compared
to the total deformation, (Ce ≈ 1 and Egl ≈ 0), and the resolved shear stress can be
reduced to:
τs = M : Ns = (Ce · Se) : Ns ≈ Se : Ns = Se : Nssym (7.11)
This approximation, however, was not used in the calculations of the present work.
Instead, the finite strain formalism using Mandel stress and non-symmetric orientation
tensor is used in the models of this work due to their mutual compatibility, which is
denoted by τs = M : Ns.
Special aspects of twinning in crystal plasticity schemes
Twin systems are usually incorporated in the crystal plasticity frameworks as pseudo-slip
type twin systems. When the twins initiate and grow in the matrix, they reduce the
volume fraction of the matrix and the lattice reorientations are governed gradually by
dislocation slip and twinning with no direct relationship with twinned configuration.
When the twin volume content increases to very large values, it becomes somewhat less
accurate to approximate the stress state inside a grain or a volume by its original matrix
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orientation. The approximation could be improved in two ways: by the slip-twin average
stress scheme, or by the twin induced lattice reorientation scheme. Some studies prefer
to use both [240], either one [203, 235], or sometimes neither [85] depending on their
suitability for the framework and the level of simplifications made.
Average stress scheme
In order to improve the approximation for the average stress in the crystal, an extension
including twin reorientation could be introduced. Van Houtte [98] suggested an additional
reorientation scheme that accounts for the orientation difference between the matrix and
a twin variant with a transformation tensor Qβ , which assumes that the twinned region
maintains a perfect twin orientation, i.e.,
Qβ = 2nβ ⊗ nβ − I (7.12)
where Qβ is the rotation tensor for the twin system β, nβ is the twin plane unit normal
of the twin system β, and I is an identity tensor.
The volumetric stress and strain average can be assumed for simplicity, but also because
of the necessary compatibility between the twin lamellae and the parent grain [54, 200].
For example, Kalidindi [110] suggested a transformation of the elastic stiffness tensor to
calculate the stress of the twinned region using the following two equations:
Λβijkl = Λ
m
pqrsQipQjqQkrQls (7.13)
σβ = ΛβE (7.14)
where β denotes one twin variant and its corresponding transformed elastic stiffness and
stress tensors, i.e., the stress tensor is different for each twin variant because Qβ can
basically be unique for each system. The average stress is then computed as
σe =
1− Nβ∑
1
fβ
σe,m + Nβ∑
1
fβσe,β (7.15)
The simulations performed in this work do not use the extension of average stress for
simplicity. If a framework also includes slip inside the twins, the stress values for each
twin variant gain more relevance owing to the definition that stress inside the twinned
region initiates slip. In that case it is important to use the stress of a twin variant and
not the stress of the matrix orientation.
Twin induced reorientation scheme
The lattice reorientation scheme that results from intense twinning can be incorporated
in the twinning models. If the twin volume content exceeds a limiting value, the lattice
is reoriented. One issue related to this scheme is that if the lattice is reoriented using
the transformation tensor Qβ , according to which variant or the combination of variants
of active twin systems the reorientation is to be performed. Staroselsky and Anand
[203] suggested a scheme where the reorientation is performed according to the dominant
twin system, i.e., the twin system that has the highest contribution to the twin volume
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content, when the criterion triggering the reorientatation is met. The criterion initiating
the reorientation process was adopted from Van Houtte [98], where the criterion has a
statistical basis controlled by a random number, e.g., between 0.2 and 1.0 of twin fractions.
In other words, this means that the reorientation may occur earlier in some grains than
in the others, if separate values are used for different grains. Figure 7.4 presents the
kinematics of the reorientation scheme used by Staroselsky and Anand [203].
Figure 7.4: Twin reorientation scheme according to ref. [203]
Usually after the reorientation all twin volume fractions are set to zero. The hardening rules
related to twinning are often connected to the twin volume content, and hence resetting
the twin volume content can quickly lead to instabilities. To avoid this, Staroselsky and
Anand [203] proposed that the hardening rules would be governed by the volume content
of the dominant twin system prior to the reorientation. Also alternative reorientation
schemes exist with similar features, for example Karaman et al. [113] suggested a scheme
incorporated in the self-consistent viscoplastic framework. However, they abandoned the
Van Houtte type statistical criterion for the activation of the reorientation process and
used a different criterion instead, that is self-adjusted during the deformation.
The greatest restriction of these schemes is that if the reorientation is performed, it is
dependent on the chosen criterion. If the value for reorientation is low, e.g., below 0.5, the
reoriented lattice does not necessarily offer any better approximation because most of the
grain would still be in the initial orientation and twinning in many cases is considered to
be driven by the stress of matrix. If the value is high, e.g., around 0.7-0.8, the reorientation
does not offer greatly improved approximation before this point. Furthermore, the concept
of the transferring only the twin volume content of the dominant system to the new
orientation and resetting other twin volume fractions to zero is questionable in terms
of the hardening rules, especially if the hardening rules evolve with total twin volume
content instead of the dominant twin volume content. The hardening can restrict twinning
effectively in some cases, but if the total twin volume content of the grain is reset to zero,
it most often increases the twinning rate. A similar observation was made by Karaman et
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al. [113], i.e., that the twinning rate decreases at higher twin volume contents. In the
present work, a simplification is made so that reorientation schemes are not incorporated
in the framework, partly because of the incompatibilities of both of the above presented
schemes with the current hardening models.
7.3 Phenomenological single crystal plasticity model including
twinning
This section presents a single crystal model the a metallic material that deforms by
dislocation slip and twinning. The current approach has a phenomenological basis, which
dictates the type of the equations describing the microscopic behavior. Also, it is typical
and appropriate for finite element approaches that microscopic features (i.e., existing or
initiating micro shear bands or twins) are not explicitly described in the geometry because
it would cause complicated meshes and the scale of the analysis would be restricted to
extremely small. Additionally, it is quite difficult to verify between a simulation model
and the physical behavior even with in-situ experiments. Therefore, the micromechanical
deformation by dislocation slip and twinning is described as the deformation of a material
volume (i.e., one gauss point in the finite element approach).
Depending on the state of the material, the material volume or a grain can have existing
defects or microscopic deformation that composes of the micromechanical features. The
existing defects include stored dislocations (defect dislocation population) that are formed
during manufacturing, and in some cases twins (i.e., thermal twins). If prior deformation
exists, which is the usual state of the material, certain amounts of twins and localized slip
regions exist within the volume. Both initial defects and defects produced by previous
deformation can be taken into account in the stored dislocation densities or twinned
volume contents as average fields within the material volume. This simplification does not
allow the explicit expression of twinned regions as part of the geometry (e.g., location or
individual size, as seen in Fig. 7.5), but it is worth to note that the twin volume content
and dislocation density of each included slip and twin system is tracked. For example,
in Fig. 7.5b, the two deformed states can have equal amount of total twinned volumes∑
fβI/II , but it may be that the amount of twin volume contents in some twin systems are
different, e.g., fβ2I and f
β2
II in Figure 7.5. Hence, it is possible to capture the hardening
effect of previous deformation and initial defects regardless of the phenomenological or
geometrical simplifications. However, considering the present model, some challenges can
arise from the definition of accumulated slip as the hardening parameter instead of directly
using the dislocation densities, as in the current model the previous slip deformation is
required to be presented with values of accumulated slip γ instead of dislocation densities.
Inspired by Kalidindi [110, 111], the plastic deformation velocity gradient Lp, denoted by
˙p, is expressed as the sum of all effective micromechanical phenomena in Equation 7.16.
The first term is the contribution of slip in untwinned crystals, the second part depicts
the contribution of twinning, and the last part accounts for the slip inside the twinned
regions.
˙p = (1−
Nβ∑
β=1
fβ)
Ns∑
s=1
γ˙sms︸ ︷︷ ︸
slip in matrix
+
Nβ∑
β=1
˙fβγtwmt︸ ︷︷ ︸
twinning
+
Nβ∑
β=1
fβ
Nstw∑
stw=1
γ˙stwmstw

︸ ︷︷ ︸
slip in twins
(7.16)
7.3. Phenomenological single crystal plasticity model including twinning 123
Figure 7.5: Presentation of the a) deformation from the bulk state including some defects and
from the previously deformed state to the current deformed state of a grain, b) two definitions of
the previous twin deformation in a grain with the same total twin volume fraction but different
individual twin system volume fractions, and c) a macroscopic stress-strain curve showing the
bulk and two deformed states of the material.
where γ˙s denotes the shear rate of a slip system s, fβ the twin volume content of a twin
system β, γtw is the constant shear strain associated with twinning (0.707 or
√
2/2 for
FCC [48]), and ms,mt,mstw are the Schmid tensors for slip in the matrix, twinning in
an untwinned crystal, and slip inside the twins of each system. Similarly, the number
of available systems of each contribution are Ns, Nβ , and Nstw for slip, twins and slip
inside twins, respectively.
The slip is assumed to take place in the matrix region and twinning decreases the volume
content of the matrix. In other words, by the definition of the model, the slip cannot
shear the twinned regions. This is, obviously, a simplification in the present framework,
and the contribution of slip inside the twins could be considered with an additional
term. Alternatively, Jia et al. [105] did not pose the constraint of increasing twin volume
content decreasing the matrix, and twins could always be sheared by the dislocations. It
is difficult to assess the superiority of either model, as the current model may lead to the
underestimation of the slip activity (especially if slip in twins is neglected), whereas the
alternative model can easily over-estimate the slip activity and underestimate slip-twin
hardening, if no restriction exists because of the twin boundaries.
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On the other hand, considering that further slip could be allowed inside the twins, the
activity of slip could still be quite restricted. This is because the twins in FCC metals often
appear as bundles of thin twins with a layer of matrix in between [65]. High dislocation
densities have been observed inside these regions, but in many cases the activity inside
the twins is notably more limited than in the matrix, and dislocation pile-ups form at the
twin boundaries. [48, 113]. It is worth noting that dissociation of perfect dislocations
into Shockley partials can take place at the boundaries, and the products of this process
may more easily penetrate into the twins. However, from a phenomenological modeling
perspective, a simplification in the current work is made to neglect any further slip inside
the twins, i.e., the last term in Equation 7.16 will be omitted.
7.3.1 Slip rate, slip hardening and interaction with twins
The flow rule or the slip rate of a slip system s used in this work is based on the viscoplastic
model proposed by Méric and Cailletaud [34, 157]. As the model is rate-sensitive, it does
not need specific algorithms to solve which slip systems are active, in contrast to some
rate-independent formulations, presented for example in ref. [7]. The slip rate used in
this work can be written according to Méric and Cailletaud as
γ˙s = ν˙s sign(τs − xs) =
〈 |τs − xs| − rs − τy
K
〉n
sign(τs − xs) (7.17)
where K and n are viscoplastic parameters in terms of Norton flow. The term rs contains
the combined hardening effects of dislocation-dislocation and twin-dislocation interactions.
The τs is the resolved shear stress of the system, xs is the parameter for kinematic
hardening, and τy is the initial resolved shear stress. The Macaulay brackets (<x>)
denote here that if x > 0, x = x, and otherwise zero. This means that if the absolute
value of the effective resolved shear stress τeff = |τs − xs| overcomes the initial shear
resistance and hardening effects, flow occurs, but if it remains lower, flow does not take
place. The sign function dictates the direction of the flow, as the dislocation slip can
occur in both <110> directions in the {111}<110> slip systems of FCC crystals.
The isotropic non-linear hardening rule is divided into two parts. The first term rsl→sl on
the right hand side of Equation 7.18 presents the contribution of dislocation-dislocation
interactions, whereas the second term rtw→sl describes the contribution of twin-dislocation
interactions.
rs = rsl→sl + rtw→sl (7.18)
The isotropy in this context refers to a rule that both slip directions exhibit the same
hardening response irrespective of the direction.
DISLOCATION-DISLOCATION INTERACTIONS AND HARDENING
The evolution of the hardening rule of a system s is inspired by the macroscopic models
containing interactions between other slip systems. The amount of hardening is dependent
on the accumulated values of slip in system r, and also on the number of active slip
systems as the hardening sums over all slip systems. Thus, the model aims also to capture
the effect of complex loading paths, or possible memory effects in uniaxial loading, by
describing several interactions. This formulation describes the self and latent hardening
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through an interaction matrix Hrs. In this work, the interaction matrix introduced by
Franciosi [74] is adopted.
rsl→sl = bQ
∑
r
Hrsρ
r = Q
∑
r
Hrs{1− exp(−bvr)} ; vr =
∫ t
0
v˙r =
∫ t
0
|γ˙r| (7.19)
where ρr is the dislocation density of a system r, b is the coefficient for the saturation of
hardening, and Q is the hardening coefficient.
The exponential form of the hardening rule permits the saturation of hardening in slip
system s, which is suitable for large deformation use where saturation can occur. The
key coefficient for the saturation is b, while Q is related to the maximum effect of slip
hardening. The rate form of the dislocation density takes the following form:
ρ˙s = (1− bρs)ν˙s (7.20)
The hardening rule presented above is suited well for the short range interactions of
dislocations, and is therefore related to dislocation densities (ρr) or alternatively to
the accumulated values of slip in a slip system (vr). The kinematic parameter, on the
other hand, introduces the effect of long distance interactions and the evolution of the
dislocation structure inside the grain. The term xs in the flow rule Equation 7.17 is the
internal back-stress. The model has a phenomenological basis on the kinematic hardening
rule for metallic materials in macroscopic models, which translated to slip conditions
affects the effective critical stress (τs − xs), which is the threshold for the flow rule [157].
xs = cαs α˙s = (sign(τs − xs)− dαs)ν˙s (7.21)
where c and d are the parameters controlling the effectiveness of the model. In cyclic
loading this model adapts a suitable back-stress that phenomenologically can describe
the macroscopic Bauschinger effect, that could not be easily generated without this term
in the absence of other mechanisms, such as twinning or martensitic transformation.
The hardening matrix consists of non-dimensional hardening coefficients. The self-
hardening terms are the diagonal elements and the latent hardening coefficients the
non-diagonal elements, both denoting the different dislocation interaction arrangements.
In FCC crystals, the hardening matrix has 12x12 (
∑
144) elements, as presented in Fig.
7.6.
The number of independent coefficients is reduced due to the occurrence of four <111>
axes with ternary symmetry. This leads to six independent coefficients h0 − h5, which
are related to each type of dislocation interaction listed in Table 7.3.
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Figure 7.6: Interaction matrix for FCC crystals. Slip family is {111} <110> [74].
Table 7.3: Parameters of the interaction hardening matrix
Interaction of dislocations of the same slip systems Hrs r = s, self-hardening
h0 Interaction with self
Interaction of dislocations in different slip systems Hrs r 6= s, latent hardening
h1 Co-planar interaction (same slip plane)
h2 Hirth junction, (orthogonal slip systems)
h3 Collinear interaction (systems with same Burgers vector, cross-slip)
h4 Glissile junctions
h5 Sessile junctions, (Lomer-Cottrell lock)
The original shape of the matrix was defined by Franciosi et al. [75], and it has been
implemented widely in either dislocation density based models (e.g., Equation 2.13) or in
the models using local hardening (e.g., Equation 7.19). The identification and magnitude
of each coefficient is still open to debate. Some studies rely on the identification procedure
performed based on the macroscopic behavior of complex loading paths, which is a
frequently used way, as summarized by Gérard et al. [81]. Alternatively, the identification
may be performed based on the single crystal results [226]. A slightly more sophisticated
way is to utilize dislocation dynamics simulations to classify the relative strength of each
interaction, as was recently done for example by Devincre et al. [59], Madec et al. [58],
and Alankar et al. [4]. These studies discuss in details the physical nature and strength
of each interaction. However, the identification results are often quite different due to the
fundamental difference in the formulation of the models. Often when the identification
is not possible because of insufficient data, all of the latent terms are assumed equally
strong and slightly stronger than the self-hardening term, using for example values of 1.0
for self-hardening and 1.4 for the latent terms.
TWIN-SLIP INTERACTION ANDHARDENINGDUE TO TWIN BOUND-
ARIES
The interaction of slip and twins is not straightforward. However, it is well-known [48]
that twin boundaries cause reduction in the mean-free path of dislocations and thus
promote dislocation storage. To account for this hardening effect caused by existing
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non-coplanar twins and twin boundaries, the reduced matrix grain size may be modeled
with a Hall-Petch (H-P) type relationship [111, 196, 197, 240]. It is, however, worth noting
that the dislocations may shear the twins occasionally [48]. Therefore, the hardening
rule rather characterizes general hardening caused by the barrier-like effect and does not
separate individual cases. The hardening rule is idealized in Figure 7.7.
Figure 7.7: Effective twin barriers with dislocation pile-ups hardening the non-coplanar slip
systems in a grain, modified from ref. [191]
In the present context, the H-P type hardening suggested by Kalidindi [111] is utilized.
Ideally an array of parallel twins is assumed to have equal thickness and the twin volume
fraction is considered inversely proportional to the average spacing of the twins, ltw
(i.e.,
∑
fβ ∝ l−1tw ). Given that the H-P relationship suggests that the flow stress has a
dependence on the characteristic length as σ ∝ l−0.5g , the hardening rule may be written
as a function of twin volume fraction as:
rtw→s = Htw→sl(
Nβ∑
β=Non−coplanar
fβ)0.5 (7.22)
where Htw→sl is the hardening coefficient characterizing the strength of the barriers. The
rate form of Equation 7.22 can be written as
r˙tw→s = 0.5Htw→s(
Nβ∑
n=NC
fβ)−0.5f˙β (7.23)
Thus, the hardening rule presents the collective effect of the twins in an average sense
and no explicit expression of their placement within the volume is described by the rule,
i.e., whether the twins are sparsely distributed or densely packed inside the volume.
7.3.2 Twinning rate and twin-twin and slip-twin interaction
hardening
The twin nucleation and growth can be difficult to separate as mechanisms because of the
complexity of the behavior. For example, Steinmetz et al. [204] suggested a combined
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method for twin nucleation and growth based on the critical twin stress. This stress is
computed utilizing the stacking fault energy and the theory of three-layered stacking
faults, so that τc = γsfe/3bc + 3Gbc/L0, where γsfe is the stacking fault energy, bc the
magnitude of the Burgers vector, G the shear modulus, and L0 the length related to
the three layer stacking faults. Ideally, when the critical stress is overcome, the twin
probability controls the twinning procedure with quite complex relations with dislocation
densities that may initiate twinning. The beneficial side in this model is that the explicit
definition of the stacking fault energy is possible, especially if a thermo-mechanical solver
is used in the simulations. As the present model operates at the moment with a mechanical
solver only, the twinning rate is written as a combination of nucleation and growth using
a phenomenological description, still considering the fundamental ideas of twin stress.
Twinning rate : ˙fβ = (g˙tn + g˙tg )︸ ︷︷ ︸
Combined twinning rate
fmax − Nβ∑
β
fβ
 (7.24)
The phenomenological twinning rate model was proposed [85] to numerically describe the
behavior of magnesium in cyclic loading with a mean field model. Equations 7.25 and
7.26 show the content of this model, which was intended to represent the evolution of
compression twins. The twinning rate is driven by the equivalent plastic strain rate of
slip in the matrix, ||˙m||. The twinning rate is constrained by the maximum value for
the total twin volume fraction fmax. It requires the sum of all variants to saturate at
this value and also constraints a twin variant to this maximum value. The twinning, in
this model, is triggered by the stress in the matrix (untwinned part of the volume) with
two additional constraints: if hydrostatic pressure is negative (dilation is negative, i.e.,
compression state) and the resolved shear stress is larger than the threshold stress τ twy of
a twin variant.
twinning iff: trace(σm) < 0 and ||τβ || = σm : mt > τ twy (7.25)
f˙βCT = kc(fmax −
∑
β
fβ)(fβmax − fβ)||˙m|| (7.26)
where kc is a coefficient controlling the intensity of twinning.
Inspired by this model, in this work the twinning rate is proposed to take the slip rate
independent and dependent forms presented in Equations 7.27 and 7.28.
f˙β = kc(fmax −
∑
β
fβ)
〈
|τβ | − rtw − τ twy
Kt
〉nt
(7.27)
f˙β = kc(fmax −
∑
β
fβ)
〈
|τβ | − rtw − τ twy
Kt
〉nt
(
∑
s
ν˙s) (7.28)
where kc is a coefficient controlling the intensity of twinning similarly as above, fmax
is the constraining maximum amount of twinned volume content, Kt and nt define the
viscous behavior of the flow rule, rtw is the isotropic hardening rule resisting twinning,
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and τ twy is the initial shear resistance. In this formulation, the initial shear resistance
consists of the effects of stacking fault energy and the probability to generate a twin, but
the total expression is much more simplified.
For the slip rate dependent model,
∑
s ν˙
s is the sum of absolute slip rates, which acts as
a constraint and also as a driving force for twinning. Both flow rules have a restriction
that multiple slip must be activated before twinning can take place, i.e., plastic flow in at
least two slip systems must have occurred to fulfill the demand for multiple slip activated
twinning. The general flow rule for twinning without constraints uses the same description
as for slip. By choosing the viscoplastic parameters, K and n, different from slip, it is
possible to generate strain rate dependency for the twinning rate, e.g., increased twin
propensity at high strain rates or vice versa. In addition, and quite crucially, this form
of the flow rule allows the use of hardening as part of the flow model, i.e., if hardening
is low, twinning with high rate is favored, and if hardening is high, the twinning rate
is more limited. The dependent flow rule in Equation 7.28 can be used to apply more
constraints on the twinning rate, if a direct relationship between active slip and twinning
is required. The physical nature of slip activated twinning is captured by this model,
but rather heavy constraints can exist to reduce the twinning rate, e.g., in the case of
high strain rates. In contrast, if the independent model is used, it does not usually mean
that twinning is highly dominant over slip because of the hardening effects used in the
model. On the other hand, in some cases it may be beneficial and physically correct
that twinning dominates without heavy constraints from the slip rate, as pointed out in
[114] for the Hadfield steel. If the kinematic hardening rule is used for the slip model, it
may be beneficial to choose the slip dependent twin flow rule, because if the back-stress
restricts the magnitude of slip, twinning can easily overtake the deformation. In both
cases, Schmid type behavior is assumed.
The fitting parameter kc is included to adjust the intensity of either of the flow rules
to accomplish the same twinning rate as observed in the experiments. The saturation
value Fmax controls only the maximum total amount of the twin population, which is
required to remove the possibility for 100 % twin volume content. However, no direct
constraint is placed for an individual twin system at present. This could, however, be
included with the term (fmax −
∑
β f
β)(fβmax − fβ), but defining a maximum for a single
system alongside the total maximum value can be a difficult task to extract from the
experiments. Furthermore, the activation and suppression of the twin systems is aimed
to be controlled by the hardening rules described below.
HARDENING DUE TO TWIN-TWIN INTERACTIONS
The hardening restricting the twin initiation and growth composes of two terms:
rtw = rtw→tw + rsl→tw (7.29)
By this expression, twin-twin interaction and the accumulated slip (or dislocation densities)
have a suppressing effect on the twinning rate. The phenomena described in this form
include, i) hardening related to the growth of co-planar twins, ii) hardening effect from
the interaction with non-coplanar twins, e.g., twin intersections, and iii) the blocking
effect of non-coplanar twins restricting the growth and penetration of the growing twins.
The changes in the twin stress, therefore, are controlled by many variables. However, the
self-hardening, i.e., the probability of a twin to grow after the initiation by overcoming the
initial twin resistance, is also included in the co-planar term for simplicity: the resistance
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against growth increases with the increasing volume fraction of the twins because the
Hadfield steel usually forms thin twin bundles packed with individual twins instead of
wide twins.
Figure 7.8: Schematic presentation of twin-twin interactions idealized from the experimental
findings of this work and refs. [65, 159].
Based on the considerations above, the hardening rate due to the twin-twin interactions
is divided into two parts following the expression proposed by Kalidindi [111]:
r˙tw→tw = Htwnc
(∑
fβ
)bt Nβ∑
Non−coplanar
γtwf˙β +Htwcp
(∑
fβ
)g Nβ∑
Co−planar
γtwf˙β (7.30)
where Htwnc is the hardening coefficient characterizing the hardening due to the non-
coplanar systems, Htwcp is the hardening coefficient of coplanar systems, and γtw ˙fβ is the
equivalent shear rate of a twin system. The first term on the right hand side then expresses
hardening due to the creation of coplanar twins, and the second term represents hardening
caused by the creation of coplanar twins. The distinction between the two terms is made
to capture the evolution of the non-coplanar twins at the later stages of deformation. The
exponent bt can be chosen so that at the early stages of deformation the twinning takes
place in co-planar systems, causing strong hardening to the non-planar twin systems. At
higher strains it becomes more probable that the potential non-coplanar twin systems
activate because the hardening effect is reduced. This ideology is schematically presented
in Figure 7.9.
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Figure 7.9: Hardening behavior due to twin-twin interactions as a function of increasing twin
volume content (increasing with plastic strain) with a low exponent value for the non-coplanar
hardening term and a linear behavior for the co-planar term, after ref. [191].
If the exponent bt is chosen close to zero, it can be seen that the relative effect of the
NC-term increases more slowly than its coplanar counterpart, when deformation or twin
volume content increases. The form of the expressions is aimed to be rather simple, and
more complex individual effects are not included separately, for example as seen in Fig.
7.8. An extension can be made by introducing exponent g to the coplanar hardening term.
In the present work, the self-hardening and latent hardening with other coplanar twin
systems is assumed to be the same, as noted above. It follows that it is quite likely that
after the onset of twinning in a grain or in a material volume, the coplanar twins do not
harden each other very strongly because of the low twin population. Hence, the hardening
due to the coplanar term may be over-estimated with a linear expression only. Therefore
a slight modification to the hardening rule is made by including the exponent g instead
of the linear expression given by Kalidindi [111]. If the exponent g is chosen larger than
1, the hardening response is retarded towards higher twin volume contents, which may
provide a better estimation of the hardening at low volume contents. Often, of course,
the hardening caused by the coplanar twin-twin interactions is difficult to estimate from
the experiments, and a simple form is adopted to describe the competition between co-
and non-coplanar twins with appropriate fit of the hardening parameters.
HARDENING DUE TO SLIP-TWIN INTERACTIONS
The evolution of twin hardening due to their interaction with the slip systems is quite
complex. The matrix itself hardens with the accumulation of slip, which was already
treated in the slip-slip hardening rule. However, whether the accumulation of slip affects
the twin initiation and growth remains an open question. Salem et al. [196] proposed
a slip-twin interaction rule, where the accumulated plastic strain in the matrix leads to
exponential hardening that inhibits twinning at large strains and provides saturation in
a titanium alloy. It was observed in the experiments of this work that slip bands may
have a pinning effect that restricts twin propagation. On the other hand, it was also
observed that due to the reorientation of slip bands in the apparent grains, twinning
may be initiated also inside these regions. To capture the former effect, the model uses
the formulation of Salem et al. [196] for the rate of hardening, which is presented in
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Equation 7.31. The latter effect is assumed to be included in the formulation through
lattice reorientations, when significant amount of slip occurs in the crystal (i.e., slip
softens the crystal by reorienting the slip plane and direction towards the tensile axis),
and then possibly enables twinning in the reoriented regions.
r˙sl→tw = Htwsl
(∑
s
νs
)d∑
s
ν˙s (7.31)
where Htwsl is the coefficient of hardening expressing the intensity of the term, and d is
the exponent describing the form of the hardening with respect to the accumulated slip
deformation
∑
s ν
s in the matrix . To avoid exaggeration of hardening, the rule can be
chosen to increase hardening below certain values of
∑
s ν
s, while beyond this limit the
value remains constant.
7.3.3 Possible extensions to the model
The model could be extended to include more complex behavior if the experimental
observations indicate that additional deformation mechanisms are required. For example,
untwinning (or detwinning) could occur during deformation, but its origins cannot be
identified from the presently available monotonic uniaxial data. Another important factor
regarding untwinning is the polarized nature of twinning, i.e., the twins cannot be directly
untwinned by the reversion of load. The second issue is what is the effect of accumulated
slip in the matrix, i.e., immobile dislocations at the twin boundaries and their effect on the
untwinning behavior. Similarly, complex twin structures including several interacting and
possibly intercrossing twins are likely to have an effect on the probability of untwinning.
Finally, considering that marked slip activity occurs inside the thick twinned regions,
there is a question how strong resistance these slip concentrations would cause, e.g.,
already by crystal rotations. To summarize, too high uncertainty still exists related to
this phenomenon, and hence untwinning is not included in the present modeling approach.
One possibility for the untwinning scheme was presented by Wang et al. [217], but it seems
that this concept is quite complex leading to reasoning that untwinning is disregarded
in the majority of studies. Alternatively, it is possible to use reorientation schemes (see
Figure 7.4), which reset the twin volume content to zero, promoting the possibility for
further twinning in all of the twin systems, so that the untwinning scheme would not be
required in the conventional sense.
Slip inside the twinned regions, on the other hand, is more straightforward to implement.
Its downside, however, would be that a large number of slip systems is required to be
tracked. The driving force for slip inside the twinned region is the stress computed in
the twin orientation and not the one in the matrix, since the large deformation theory
is used, i.e., τ twsl = (Ce · (Λβ : Egl)) : N twsl. Here, the elastic stiffness, Λβ , is rotated
from the matrix by the rotation matrix related to the twin system β. It follows that
there are 12 possible slip systems in each of the 12 twin systems possibly contributing to
the deformation. It is highly plausible that some amount of slip activity or slip transfer
crossing the twinned regions takes place, but for the current study it is assumed to be
small compared to the slip in the matrix or to twinning. Therefore at the moment,
slip inside twins was not included in the chosen modeling approach. Similarly, further
twinning inside the twinned regions, i.e., second order twins, are not included in the
model.
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7.3.4 Summary of the FCC crystal plasticity model including
twinning
Plastic strain rate: ˙p = (1−
Nβ∑
β=1
fβ)
Ns∑
s=1
γ˙sms︸ ︷︷ ︸
slip in matrix
+
Nβ∑
β=1
γtwf˙βmt︸ ︷︷ ︸
twinning
Dislocation slip terms:
Slip rate: γ˙s =
〈 |τs| − rs − τy
K
〉n
sign(τs), rs = rsl→sl + rsl→tw
Hardening of a slip system: rsl→sl = Q
∑
r
Hrs{1− exp(−bvr)} = bQ
∑
r
Hrsρ
r
Evolution of dislocation density : ρ˙s = (1− bρs)∆νs
Hardening by twins : r˙tw→sl = 0.5Htw→s(
Nβ∑
β=Non−coplanar
fβ)−0.5f˙β
Twinning terms:
Twinning rate: f˙β = kc(fmax −
∑
β
fβ)
〈
|τβ | − rtw − τ twy
Kt
〉nt
(
∑
s
ν˙s), rtw = rtwtw + rsltw
Hardening by other twins: r˙tw→tw = γtw
Htwnc (∑ fβ)bt Nβ∑
Non−coplanar
f˙β

+ γtw
Htwcp (∑ fβ)g Nβ∑
Coplanar
f˙β

Hardening to twinning by accumulated slip: r˙sltw = Hsltw
(∑
s
νs
)d∑
s
ν˙s
Crystal plasticity framework for FCC including twinning
7.4 Numerical implementation of the crystal plasticity models
The constitutive relations for the FCC-twinning model were presented in the preceeding
parts of this section, and the Chapter 8 will discuss the contents of the BCC crystal
plasticity models. Common for both models are the integration schemes introduced in
the following. The integration methods have been implemented in the Zébulon/Zset code
by Besson et al. [25, 26] and modified for large deformations, for example by Han [88].
The presentation here follows the ideas of the latter. Two integration methods, which are
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implemented in Zébulon, will be used:
(I) Explicit integration: Runge-Kutta method of second order with adaptive time
stepping
(II) Implicit integration: An implicit Newton-Raphson method with a local convergence
loop
The integration is performed over all internal variables {vint} of the model. In the case
of the FCC twin model, the equations of evolution were summarized in 7.3.4. Thus, the
six internal variables introduced by this model are:
vint = {E, (νs, s = [1, Ns]), (ρs, s = [1, Ns]), (rssltw, s = [1, Ns]),
(fβ , β = [1, Nβ ]), (rβtwtw, β = [1, Nβ ])} (7.32)
The total number of components of the internal variables is dependent on the number
of slip and twin systems, which is 12 in the present model for both mechanisms. Thus,
taking this into account, the total number of variables becomes 81 (9 for E, 12 for νs, 12
for ρs, 12 for rssltw, 12 for fβ , 12 for r
β
twtw, and 12 for αs).
The integration is performed so that at time t the internal variables vint are integrated
to provide the necessary values at t + ∆t. In addition to the equations of evolution
summarized in 7.3.4, the rate of elastic deformation E is needed, which can be derived
from the multiplicative deformation gradient, i.e.,
F = E · P
⇒ F˙ = E˙ · P + E · P˙
⇒ E˙ = (F˙ − E · P˙ ) · P−1
⇒ E˙ = F˙ · F−1 · E − E · Lp (7.33)
where Lp is the plastic strain rate ˙pas presented in the summary 7.3.4.
7.4.1 Explicit Runge-Kutta method for integration
The explicit integration provides an estimate of the next value yt+∆t by the sum of the
current value yt and the product of the step size ∆t and the tangent (slope) of the function
value. The generalized Runge-Kutta estimate may be written as
yt+∆t = yt + ∆t
s∑
i=1
biki (7.34)
where bi and ki depend on the order of the estimate.
In the current work the built-in Runge-Kutta routine in Zébulon was used, which is a
second order estimate with automatic time stepping controlling the local accuracy and
thus time-stepping. Then, the estimate for the next value {vt+∆tint } is:
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{v}int(t+ ∆t) = {v}int(t) + {v˙}int∆t+ {v¨}int(t)∆t
2
2 +O(∆t
3) (7.35)
With the use of Runge-Kutta, it is sufficient to provide only the rate of each variable.
Therefore usually no complex partial derivatives with respect to the variables are needed,
which makes the implementation more convenient. However, it is required to use a small
time step to minimize the error of the solutions. Therefore a large number of time steps
is needed when a certain period of time is investigated.
7.4.2 Implicit Newton method for integration
The implicit Newton integration is based on the θ-method, where θ is the integration
weight, varying between {0, 1}. The most robust integration result is usually achieved
with the value of 1 [237]. A local Newton-Raphson convergence loop is applied to evaluate
the internal variables with respect to residuals. The present method is fully implicit,
evaluating the variable values at the end of the increment t+∆t. A first order linearization
of the system equations is performed, and the residuals are then written with respect to
each variable:
RE = ∆E −∆F · F−1 · E + E ·
(1− Nβ∑
β=1
fβ)
∑
∆γsms +
∑
∆fβγtwmt

Rνs = ∆νs −
( |τs − xs| − rs − τy
K
)n
∆t
Rρs = ∆ρs − (1− bρs)∆νs
Rrs
twsl
= ∆rtwsl − 0.5Htw→s(
Ntw∑
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∑
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]
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(∑
s
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)d∑
s
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Rαs = ∆αs − (sign(τs − xs)− dαs)ν˙s
The residuals of each internal variable (FCC twin model)
The linearized residual vector may be written for the nth iteration of the Newton method
as follows:
{R} = {R}({∆vint}) +
[
∂R
∂{∆vint}
]
n
({vint}n+1 − {vint}n) = {0} (7.36)
The updated variable values at time t+ ∆t after convergence at the end of an increment
are written as
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{vint}t+∆t = {vint}t + {∆vint}t+∆t (7.37)
The iteration procedure for the next time step t+ ∆t and the update of the converged
internal variables are presented for the FCC twin model below.
7.4.
N
um
ericalim
plem
entation
ofthe
crystalplasticity
m
odels
137

∆En+1
∆νsn+1
∆ρsn+1
∆rtwn+1
∆fβn+1
∆rtwn+1
∆αsn+1

=

∆En
∆νsn
∆ρsn
∆rtwsln
∆fβn
∆rtwn
∆αsn

−

[
∂RE
∂∆E
] [
∂RE
∂∆νs
] [
∂RE
∂∆ρs
] [
∂RE
∂∆rtwsl
] [
∂RE
∂∆fβ
] [
∂RE
∂∆rtw
] [
∂RE
∂∆αs
][
∂Rνs
∂∆E
] [
∂Rνs
∂∆νs
] [
∂Rνs
∂∆ρs
] [
∂Rνs
∂∆rtwsl
] [
∂Rνs
∂∆fβ
] [
∂Rνs
∂∆rtw
] [
∂Rνs
∂∆αs
][
∂Rρs
∂∆E
] [
∂Rρs
∂∆νs
] [
∂Rρs
∂∆ρs
] [
∂Rρs
∂∆rtwsl
] [
∂Rρs
∂∆fβ
] [
∂Rρs
∂∆rtw
] [
∂Rρs
∂∆αs
][
∂R
rtwsl
∂∆E
] [
∂R
rtwsl
∂∆νs
] [
∂R
rtwsl
∂∆ρs
] [
∂R
rtwsl
∂∆rtwsl
] [
∂R
rtwsl
∂∆fβ
] [
∂R
rtwsl
∂∆rtw
] [
∂R
rtwsl
∂∆αs
][
∂R
fβ
∂∆E
] [
∂R
fβ
∂∆νs
] [
∂R
fβ
∂∆ρs
] [
∂R
fβ
∂∆rtwsl
] [
∂R
fβ
∂∆fβ
] [
∂R
fβ
∂∆rtw
] [
∂R
fβ
∂∆αs
][
∂Rrtw
∂∆E
] [
∂Rrtw
∂∆νs
] [
∂Rrtw
∂∆ρs
] [
∂Rtwr
∂∆rtwsl
] [
∂Rrtw
∂∆fβ
] [
∂Rrtw
∂∆rtw
] [
∂Rrtw
∂∆αs
][
∂Rαs
∂∆E
] [
∂Rαs
∂∆νs
] [
∂Rαs
∂∆ρs
] [
∂Rαs
∂∆rtwsl
] [
∂Rαs
∂∆fβ
] [
∂Rαs
∂∆rtw
] [
∂Rαs
∂∆αs
]

−1

RE
Rνs
Rρs
Rrtwsl
Rfβ
Rrtw
Rαs

Newton-Raphson iteration loop to update the internal variables (FCC twinning model) for the next iteration
Et+∆t = Et + ∆Et+∆t
νst+∆t = νst + ∆νst+∆t
ρst+∆t = ρst + ∆ρst+∆t
rtwslt+∆t = rtwslt + ∆rtwslt+∆t
fβt+∆t = f
β
t + ∆f
β
t+∆t
rtwt+∆t = rtwt + ∆rtwt+∆t
αst+∆t = αst + ∆αst+∆t
Updated internal varibles after nth iteration with convergence
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The Jacobian matrix, where the partial derivatives with respect to each internal variable
vint are introduced at every time step, is a non-symmetric 81x81 matrix (6561 individual
elements). The partial derivatives are derived in Appendix A for the FCC twin model.
The integration algorithms and the development of the updated Lagrangian scheme for
the large deformations in Zébulon are presented for example in ref. [88], which are utilized
also in this work. If the implicit method does not converge, the integration is performed
with the explicit method over that particular increment and then switched back to the
original scheme.
7.5 Effect of model parameters
A large number of model parameters allows the description of complex material behavior
in various conditions. However, the challenge in the use of a wide variety of more or less
interconnected parameters is the validation of the correct response of the model when a
parameter is altered. From the physical point of view this means that the effect of any of
the parameters should be verifiable by experimentally observed behavior, as explained in
the previous section. This requirement set boundary conditions to the parameters limits,
which should lie within reasonable limits whenever such can be defined. In addition, since
the model accounts for both slip and twinning, altering some of the parameters can lead to
unexpected behavior. For example, suppressing slip rate may lead to increased twinning
rate, or vice versa. This section demonstrates some of the effects of the most important
model parameters to elucidate the model behavior with different sets of parameters.
Simplified tension and compression tests (monotonic and cyclic) are performed on single
crystals with a single element under loading, as presented in Figure 7.10.
Figure 7.10: A single finite element used to study the effects of model parameters, showing
the constraint planes for boundary conditions.
The initial model parameters, which act as a starting point in the following simulations,
are listed in Table 7.4. The changes done in the the parameter values will be indicated
in the figures, while the other parameters remain constant during the simulations. The
interaction matrix for slip has been adapted from the results presented in Section 7.6.
Other parameters are not connected to any particular material, but they only serve
as example values for twinning or slip-only models. Their values were chosen to have
only a moderate or small effect in the basic simulations to highlight the effect of the
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Table 7.4: The parameters for an artificial model material
Anisotropic cubic elasticity C11 C12 C44
174 000 85 000 99 000
Slip parameters τs0 K n b Q
92.0 80.0 8.0 2.35 140.0
Interaction matrix coeff. h0 h1 h2 h3 h4 h5
0.12 0.10 1.60 1.85 0.36 1.20
Kinematic hardening C D
0.0 0.0
Twin parameters τ tw0 Ks ns Hsltw HtwNC HtwCO Htwsl
Kc = 0.08 95.0 95.0 10.0 130(50) 300(100) 800(160) 320
Hardening exponents p = 0.5 bt = 0.1 d = 0.7
Units: τs[MPa] K[MPa.s1/n] Q[MPa]
C [MPa] D [MPa] All H*[MPa]
parameter under investigation. All simulations were performed with a constant strain rate
of 10−4s−1, except for the cases where strain rate is the variable. Two twin flow rules were
demonstrated: the independent flow rule presented in Equation 7.27 and the dependent
flow rule presented in Equation 7.28. The main difference between the rules is that the
dependent model is always driven by the sum of slip rates, whereas the independent
rule does not have this direct connection. The orientations of the single crystals were
chosen for the simulation by their high tendency towards twinning to demonstrate the
differences.
7.5.1 Effect of twinning
Figure 7.11 presents the stress-strain behavior for three orientations and the corresponding
evolution of the twin volume fractions. In all cases, the stress response becomes softer
after the initiation of twinning because of the additional deformation mechanism provided
by the twin shear. The simulations showed that depending on the intensity of the slip
hardening parameters b and Q, the softening effect can be more pronounced. On the other
hand, if the hardening parameters related to twinning have high values, it leads to more
complex behavior, i.e., twinning can easily provide strong hardening by the interaction
with slip or other twin systems, and the twinning rate may be decreased.
The simulations shown in Figure 7.11 were run with the independent twin flow rule. The
dependent flow rule did not provide a significantly different response, only changes in the
twin volume contents were observed, leading to slightly different stress-strain curvature.
However, another distinctive characteristic of the competition between slip and twinning
is that when twinning saturates, the hardening increases notably. This occurs because
the effective twin volume content already causes strong barriers according to the slip-twin
hardening rule, and since the nominal shear contribution from slip is relatively low and
no further twinning is allowed, the slip is required to govern the plastic strain causing an
increase in the instantaneous strength. After further straining, saturation of slip activity
can also take place, as is already visible in the [1¯11] orientation. In contrast, the [110]
orientation shows marked hardening long after twin saturation. The twin effect on the
slip activity becomes further more complex to investigate, as the twin activity affects the
activity of slip systems by the hardening rule of non-coplanarity, i.e., if only slip is active,
certain slip systems can dominate and contribute more to the deformation and hardening,
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Figure 7.11: a) The effect of twinning as a concurrent deformation mechanism with dislocation
slip to the stress-strain behavior of three orientations, and b) their corresponding evolutions of
twin volume fractions.
while when twinning is active, the slip activity and its contribution can be drastically
altered through hardening interactions. Hence, it appears that the curves with slip only
and slip+twinning will likely never reach the same values as some slip systems remain
suppressed and their slip activity history is different. For example, hardening of the cube
orientation [001] increases the stress to a notable level, but it saturates before reaching
the values observed in the slip-only simulations.
7.5.2 Effect of slip hardening parameters
Figure 7.12 shows the effect of the slip hardening parameter b characterizing the slip
saturation for both twin flow rules in the [1¯11] orientation with twinning+slip or slip
only. The increasing value of b causes a notable increase in the twinning rate because
of the effective increase in the slip hardening. On the other hand, this is also clear if
only slip is active. The hardening curve becomes steeper and steeper and the saturation
is met at lower strains (or accumulated slip values). The difference between the two
flow rules is notable in the current simulations. The dependent flow rule leads to lower
twinning rates as the slip activity controls its magnitude to some extent. Also, significant
twinning occurs at higher strains because of the suppressing effect of slip activity. Hence,
in order to adjust the dependent flow rule results to a set of experimental data, it may
be beneficial to adjust the twinning rate with the intensity coefficient Kc, which in the
current simulations it was kept constant for both flow rules, partly also explaining the
flow difference.
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Figure 7.12: Effect of the slip saturation parameter b on the stress-strain and twinning behavior
of [1¯11] orientation using both twin flow models.
The hardening coefficient Q describing the magnitude of slip hardening has a multifunc-
tional effect:
• Coefficient Q characterizes the slope of the slip hardening, i.e., when b is small, Q
increases the magnitude of hardening. After the twin saturation, the slip hardening
has a marked effect on the stress-strain response.
• The value of Q affects the interaction of slip systems depending on the interaction
matrix. Usually the slip systems are controlled by either suppressing or favoring
their effect by the interaction matrix, e.g., collinear slip systems are made to cause
highest hardening. However, in some cases it appeared in the simulations that if Q
has a high value, it may suppress the collinear interactions (or others) and does
not cause such high hardening that would be expected. Additionally, it could lead
to early saturation because of the high contribution of some slip systems to the
deformation and their effective saturation, while at the same time these systems
cause strong hardening in the other systems prohibiting their activity.
• The effect of parameter Q on twinning is twofold. If Q has very high values, it leads
to rather high twinning rates because slip is effectively reduced or partly suppressed
by the hardening rule. In contrast, if Q is chosen small, the twinning rate can
remain at very low values because the slip activity dominates with quite low glide
resistance. The result was the same for both flow rules. However, when Q is high,
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the dependent flow rule produced some direct effective hardening by reduced slip
activity due to its relationship to slip rates.
As a conclusion, both of the parameters b and Q are sensitive to each other and both
have a direct effect on twinning. Hence, to obtain good agreement with experimental
results, balance between these parameters and their relationship to twinning and
its saturation are essential to be defined.
7.5.3 Effects of twin-slip, twin-twin, and slip-twin interactions
Figure 7.13 shows the effect of the twin-slip hardening parameter Hsltw at three different
values for both twin flow rules. In this particular case, the parameter describes the
hardening caused by the twin barriers to slip through a Hall-Petch relationship. Hence a
high value denotes a low probability for the slip to penetrate the twins, while a low value
allows high dislocation mobility.
Figure 7.13: Effect of twin-slip interaction hardening on the stress-strain and twinning behavior
of [1¯11] orientation using both twin flow models.
The results show very similar behavior as for the slip hardening parameter Q, but from
the opposite point of view. If high hardening takes place due to a high value of the
twin-slip hardening parameter, the slip activity is reduced and the twinning rate is high.
In contrast, the low value of the parameter may cause favoring of slip activity leading to
a decreased twinning rate. A moderate hardening value, 100 MPa in this case, shows the
most stable response with a relatively low increase in the strength after twin saturation.
A strong increase in the strain hardening is evident with the high value of the parameter,
which could of course in reality take place as a prematurely developed twin texture. In
such a situation, as the simulations show, high stress concentrations are generated because
of the strong obstacle-like behavior of the twin-slip interfaces, which may initiate failure.
The main difference between the flow rules is that twinning in the dependent model
again shows low activity at low strains, which allows reasonable amount of slip activity.
Therefore, the strain hardening increase after the twin saturation is more modest, at least
with the present parameter set.
7.5.4 Effect of strain rate
The rate-dependence of the model is presented in 7.14 for three constant strain rates and
the corresponding evolution of twin fractions. The choice of viscous parameters affects
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the weight of the deformation mechanisms. In the current example, viscous parameters
for twinning are chosen quite insensitive to strain rate, at least when compared to slip. As
a consequence, when the strain rate increases, the viscous effect is stronger in slip and the
twinning rate increases. Ideally this choice in the phenomenological framework could be
understood to be related to the decreased success of dislocations to overcome obstacles in a
shorter time, whereas twinning is less affected by time due to its short range movement of
atoms. Another distinctive characteristic is that it decreases the macroscopic yield point
because twinning becomes immediately active in the microyield-region after the multiple
slip constraint is satisfied, providing an alternative deformation mechanism to slip. Since
there are no rate dependent hardening rules involved, e.g., describing the time-dependent
success rate for the dislocations to pass twin boundaries, it means that the twinning rate
remains strong at high strain rates until saturation. After twin saturation strengthening
is again observed, when the slip mechanism governs the deformation. Varying of the
viscous parameters can have a very significant effect on twinning. For example, if the
viscous exponent is small for twinning while keeping the viscous nominator equal to the
critical resolved shear stress of a system, negative strain rate sensitivity may be observed
for twinning.
Figure 7.14: Effect of strain rate on the stress-strain and twinning behavior of [1¯11] orientation
in the twin+slip and slip only cases.
The viscoplastic nature of twinning and slip with different material parameters leads to
strain rate history dependent behavior. This phenomenon occurs because of the twin rate
sensitivity, either positive or negative, with nominal strain rate. In the present model,
many of the hardening parameters are dependent on the twin volume content, and hence
a different path in the twin volume fraction evolution leads to different instantaneous
hardening values. Figure 7.15 illustrates two strain rate jump tests, from a low strain rate
to a high strain rate and vice versa, for the independent flow model (results were also
very similar for the other model). The stress-strain response and the twin volume fraction
evolution are presented for both loading histories alongside the stress-strain curves and
twin fraction evolutions in the constant strain rate tests shown with the black curves.
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Figure 7.15: Effect of strain rate history on the stress-strain and twinning behavior of [1¯11]
orientation. Black lines represent constant strain rate cases, while the colored lines represent the
jump tests.
In many cases the stress response becomes more strain rate history independent if only
slip is considered. However, the response is notably altered when twinning is included
because of two major reasons, suppressed twinning and history dependent twinning rate.
The suppressed twinning occurs when the strain rate is lowered back to the low rate
in both simulated cases, i.e., the current critical stress for twinning is higher than the
resolved stress value for twinning at the lower strain rate. As a consequence, a plateau in
the twin volume content is observed. Slip dominates the deformation during this stage
because of the high hardening that took place in the twin systems during the deformation
at the high strain rate, when the flow stress was higher and favored twinning over slip.
The strain hardening is now stronger, but is reduced when the twinning reactivates. The
second aspect is that the twinning rate is not the same as in the constant strain rate cases,
making the twinning rate history dependent especially at high strain rates. This is seen
around especially at around 20 % of strain. In fact, the twinning rate always increased
when the strain rate was increased with the current set of parameters. Generally, strain
rate the jump from high to low and back shows a lower flow stress at the end of the
simulation mainly because of the lower twin volume content. In contrast, the flow stress
is higher at the end of the simulation in the other strain rate jump test, which can be
attributed to the higher twin volume content.
7.5.5 Effect of kinematic hardening
Figure 7.16 presents the results of low strain cyclic loading for three different model
parameter sets with the independent twin flow model. Two orientations were considered
because of the slight difference in their behavior, but both orientations show tensile-
compression asymmetry because of the biased twinning. If a notable Bauschinger effect
exists, it cannot be captured easily with the models excluding kinematic hardening.
Intuitively, the only possibility to expect such behavior would be that either the twinning
rate increases drastically or crystal rotations cause a decrease in the flow stress when
loading is reversed. Apart from these two special situations, the hardening rather increases
with every cycle, which is more common for models without any back-stress. Hence, it
could be more useful to include the kinematic hardening term in the model if sufficient
experimental data is available. Figure 7.16 also demonstrates the effect of back-stress for
slip-only and slip+twinning models.
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Figure 7.16: Effect of the kinematic hardening term on the cyclic stress-strain response and
twinning behavior in two orientations using the independent model. The kinematic parameters
for the slip flow rule were D =15000 MPa and C=500 MPa.
The Bauschinger effect is observed regardless of twinning being active or not, appearing
as decreased flow stress when the loading is reversed from tension to compression. The
current values for the kinematic parameters are quite strong because if the twin volume
fraction is increased during the first loading sequence, it would generally cause hardening.
However, it does not suppress the back-stress effect in the present simulations. In both
orientations it appears that kinematic hardening causes accelerated twinning, which is
expected by this model since it only affects slip flow directly. This effect is most clear in
the [1¯11] orientation, where the twin volume fraction begins to increase already at quite
small strains (or earlier in time) compared to the case where kinematic hardening is set
to zero. The premature twinning, if it is undesired, can be reduced to some extent by
using the dependent twin flow rule, but it did not completely disappear in the simulations
performed with that model, either. Additionally, care should be exercised when identifying
the kinematic parameters in materials that exhibit twinning because of the asymmetry
of twinning, which can generate a non-symmetric stress response when reversing the
loading. This is evidently seen in the [001] curves, where twinning is mainly active only
in compression, or in the [1¯11] curves, where twinning occurs mainly in tension. Hence, it
is possible that the initiating twinning can hinder the effect of the back-stress on slip.
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7.6 Modeling of single crystal behavior
The model functionality is demonstrated and evaluated in this section based on the existing
experimental single crystal results for a conventional Hadfield steel (12.34 Mn, 1.03 C).
An experimental study on the uniaxial deformation of Hadfield steel single crystals was
performed by Karaman et al. [114]. The study included detailed characterization revealing
the prevailing deformation and hardening mechanisms. The use of the experimental
single crystal results is a bit more controlled way to establish model parameters and to
evaluate the model performance than the direct fitting of model parameters to polycrystal
results. For example, the role of twinning is difficult to ascertain only from polycrystal
computations, as the boundary conditions of complex microstructures may pose both
hindering and promoting effects on the initiation and growth of twins, and their origin
may remain unrevealed.
The simulations cover uniaxial tension and compression tests of [001], [1¯11] and [1¯23]
oriented single crystals deformed to large strains and compared with the experimental
results. The motivation to choose these orientations was to bias the deformation either
towards dislocation slip or twinning [114]. Table 7.5 list the Schmid factors for slip and
twinning, as well as the number of systems with equal Schmid factors for the chosen
orientations. The Schmid factors of the leading and trailing Shockley partials are also
given, as the intrinsic stacking faults play a definite role in twinning [114]. All simulations
were performed at a constant strain rate of 10−4s−1. An implicit form of the model
(Theta-method integration scheme in Zébulon) was used in all cases, with a residual
convergence criterion of 10−9, maximum of 250 local iterations, and a θ value of 1.
Table 7.5: Maximum Schmid factors for slip and twinning and for the leading and trailing
Shockley partials. The number of systems having equivalent Schmid factors are indicated with
"sys". Table values are taken from ref. [114]
Axis Tension Compression
Schmid factors Schmid factors
Slip Twin Partials Slip Twin Partials
[001] 0.41 0.23 trail lead 0.41 0.47 trail lead
8 Sys. 8 Sys. 0.47 0.23 8 Sys. 4 Sys. 0.23 0.47
[1¯11] 0.28 0.31 trail lead 0.28 0.16 trail lead
6 Sys. 3 Sys. 0.16 0.31 6 Sys. 6 Sys. 0.31 0.16
[1¯23] 0.46 0.47 trail lead 0.46 0.34 trail lead
1 Sys. 1 Sys. 0.34 0.47 1 Sys. 1 Sys. 0.47 0.34
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The simulations were performed with the same single element aggregate as in the previous
section. The boundary conditions were also the same with MPC constraints, excluding
the [1¯23] single slip orientation, which was constrained from the origo with (U1=0, U2=0)
and from a second corner with (U2=0) to avoid rigid body rotation. The loading was
applied similarly on Z1 while Z0 was set constrained. All experiments and simulations
were performed at room temperature. Both flow rules for twinning (Equations 7.28 and
7.27) were evaluated, but the result were almost identical for both cases with no notable
difference. However, the parameters controlling the twinning magnitude were obviously
different. The results presented below are based on the indirectly dependent flow rule of
Equation 7.27. This choice was made for further use with polycrystals, as it was noted
to give slightly faster convergence with the present integration schemes. However, it is
required in the model that dislocation slip precedes twinning, i.e., twins may begin to
grow only after multiple slip systems have activated. Figure 7.17 presents the initial and
deformed states of the single crystal simulations. The boundary conditions generally are
more restrictive for the multiple slip and twinning conditions, while in the single slip
cases they allow more freedom in the deformed state.
Figure 7.17: Deformed single crystal orientations after uniaxial loading in tension (a-c), and in
compression (d-f).
7.6.1 General aspects and results of single crystal simulations
The number of active slip systems varied between one and eight, as expected for the
FCC crystal structure. The actual number of the active systems is governed mainly by
i) physical factors (e.g., defect population or prior hardening, orientation, etc.), ii) the
choices in the constitutive model (e.g., interaction matrix), and iii) numerical factors (e.g.,
bifurcation). In a physical sense the activation of slip and twin systems is dependent on
the local conditions, such as concentrations of solutes and existing stacking faults, which
usually vary in the microstructure. For this reason, it is for example possible that the
critical resolved shear stress required to activate the slip systems is not isotropic because
of the existing dislocation density. For the modeling purposes it is, however, convenient
to assume equal critical resolved shear stress for the activation in all systems, and hence
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there may exist some differences between the experiments and simulations. Similarly,
as the model uses simplified relations of the physical phenomena, it is obvious that the
actual behavior may not be fully captured.
The current model assumes that also twinning is activated at the computed resolved
shear stress of the twin system, which may cause some variations to the experimental
observations. For example, if all twin systems have an equal triggering initial critical
resolved shear stress value, many systems can activate simultaneously when the critical
stress value is reached. Again, in reality it may be that some systems have a slightly lower
critical resolved shear stress than the others because of existing defects or just because the
probabilities may be favorable. This may trigger one system before the other systems with
equal Schmid factors. At the same time, the model already accounts for the hardening
from the active twin system to the other systems. Hence it may follow that the initially
triggered system dominates the deformation, partly or completely suppressing the other
systems in contrast to the theoretical case, or vice versa, that no single system is dominant
because of the more or less isotropic hardening. Finally, when a large number of slip or
twin systems are active, numerical instabilities can arise from the bifurcation phenomenon.
For example, Han [88] identified two main reasons causing bifurcation behavior when
using the same numerical basis as utilized in the current work: i) the anisotropy in the
interaction matrix, and ii) the viscoplastic parameters of the model. Increasing viscosity
or reducing anisotropy in the interaction matrix can reduce the bifurcation phenomenon.
Similarly, the fairly complex twinning hardening parameters and the viscoplastic flow
rule of twinning may also lead to the same bifurcation phenomenon. It was noted also
by Han[88] that explicit schemes are more prone to this behavior than the implicit ones.
A more detailed discussion of this phenomenon related to slip, kink and shear band
formation in single crystals is provided by Forest [71], also pointing out that the classical
crystal plasticity lacks some of the features of generalized crystal plasticity features.
Figures 7.18a and b present both experimental and simulation results of the stress-strain
response of the studied orientations in tension and compression. The stress-strain behavior
of the Hadfield steel is evidently dependent on the orientation of the single crystal, i.e.,
the loading direction. For example, the [1¯11] orientation shows first quite limited strain
hardening, but this orientation exhibits a notable increase already around 0.2 of plastic
strain in both tension and compression, but essentially for different reasons. In tension, the
deformation is dominated by twinning and regulated by its self and latent hardening, while
the interaction with slip is more limited. The deformation in compression is dominated
only by the multiple slip systems, and twinning is completely suppressed. The upward
strain hardening curvature in compression is somewhat unexpected, when twinning is
not observed. This points to the activation of a localized deformation process at the
beginning of the curve, softening the response. In contrast, the nominally linear hardening
response of [001] in tension is produced by slip-slip interactions only, while its counterpart
in compression again is dominated by twinning, causing a notably softer response. The
experimental results on the [1¯23] orientation in both loading directions show fairly low
strain hardening at the initial stage, which is expected from a single active slip system.
The hardening at the later stages of deformation indicates also activation of the secondary
systems.
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Figure 7.18: Simulated and experimental stress-strain curves of Hadfield single crystals a) in
tension, b) and compression, c) twin volume content of [1¯11] orientation in tension, d) and [001]
orientation in compression, e) relative shear contributions of [1¯11] in tension, f) and [001] in
compression. The experimental values were taken from ref. [114], and the strain rate was a
constant 10−4s−1.
Figure 7.18 shows the twin volume fraction evolutions (c,d) and the instantaneous1 relative
contribution of slip and twinning to the shear deformation (e,f) for both loading directions.
As pointed out above, the twin volume fraction remains essentially zero (below 0.1 %)
in other cases than [1¯11] and [001]. The relative shear contribution, however, differs in
these two twinning dominated orientations a little. The [1¯11] orientation in tension shows
first almost fully twin dominated deformation, but its contribution reduces already below
0.1 of plastic strain. At the twin saturation, slip becomes almost a sole deformation
mechanism, which is consistent with the experimental observations. In contrast, the twin
dominance in the [001] orientation extends to larger strains, and its decrease is more
gradual, indicating deactivation of some of the twin systems during the deformation.
7.6.2 Aspects of parameter identification
The parameter identification was performed manually without any homogenization al-
gorithms. This is also the main reason for using only one element in the identification
process, i.e., to achieve a reasonable computational time despite the large number of
iterations needed. The values identified from the single crystal results are used as initial
1Instantaneous contribution to shear is defined by the contribution of incremental rates as: ∆p
sl
/∆p
and ∆ptw/∆p, where ∆p is the incremental total plastic strain rate. This expression is more sensitive to
changes in shear mechanism rather than the accumulated values of shear contributions that are sometimes
used, i.e.,
∫ t
0 ˙
p
sl
/
∫ t
0 ˙
p . For example, accumulated values can easily hinder the activation or deactivation
of twin systems as there are no drastic changes in the contribution.
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values for the finalization of the parameter identification with the polycrystal aggregates,
which are presented in the next section in Table 7.6. The main objective of the use of
single crystal results is to adjust the interaction matrix of slip and other parameters so
that the deformation behavior would resemble that observed in the experiments, i.e., not
only by the apparent shape of the stress-strain curve but also considering the physical
features of slip and twinning controlled deformation.
The initial critical resolved shear stress threshold was identified using only slip as an
active deformation mechanism, since it is assumed that twinning is activated slightly
delayed. In all cases the fits were very reasonable. The initial critical twinning stress
was selected only slightly higher, since the twins were observed to activate early in some
orientations, but its value falls quite close to the twin stress values suggested by Karaman
et al. [114]. The exact fit for the critical twinning stress is more difficult to obtain than for
slip because there is no information available on the evolution of the twin volume content,
which could be utilized to verify the initiation of twinning and also the correct twinning
rate evolution, including saturation. The identification of the viscous parameters (K,n) is
not straightforward for strain rate sensitive metals. The experimental results on the strain
rate dependence reported in the literature are somewhat uncertain for the conventional
Hadfield grades, partly due to the slightly varying compositions. Depending on the strain
rate range, both negative (NSRS) and positive strain rate sensitivity (PSRS) observations
exist, as discussed in Section 4.1.1. For many Hadfield grades, the dynamic strain aging
phenomenon tends to cause negative strain rate sensitivity at very low strain rates, while
above the strain rate of 1s−1, positive strain rate dependence is normally observed. The
present flow models are aimed to reproduce only positive strain rate sensitivity that was
observed in the experiments of this work. This is justified also because many TWIP steels
experience positive strain rate sensitivity, widening the possible use of the current model
also to other steel grades. The magnitude of the increase of flow stress with increasing
strain rate was considered to depend on the strain rate range, being small at low strain
rates but notable towards the 103s−1 range. This is a compromise on one hand to respect
the very limited positive effect observed by Canadinc et al. [40] for the strain rate of
1s−1, and on the other hand to reproduce the stronger increase at dynamic strain rates
reported by Lee and Chen [122], which still was smaller than the behavior observed for
the alloyed Hadfield steel in this work.
The viscous parameters related to twinning are even more complex to identify from a
limited amount of available experimental results. No information is usually provided of
the twinning rate at different strain rates, i.e., the values of accumulated twin volume
fraction at different amounts of strain especially at high strain rates. It was found in the
present characterization of the alloyed Hadfield steel that a great amount of twin or slip
band boundaries exist after deformation at a high strain rate, at least based on a visual
inspection. What is also less known is that at high strain rates the slip-slip, slip-twin,
and twin-twin interactions may become more complex and more time dependent. Hence
it is possible that the twinning rate is either increased or decreased at the dynamic strain
rates, depending on the alloy. Secondly, the saturation of twinning may be altered, for
example because of the hardening effect of slip bands on the growth of twins. Physically
these effects are plausible, as on one hand the dislocations are intermittently stopped in
front of the obstacles and at high strain rates they also face various drag effects, while
twinning can be less affected due to its short distance kinetics, which may increase the
twinning rate. On the other hand, if high strain rates favor the generation of wide slip
bands, it can affect the twin growth by decreasing the twinning rate. For example, if the
size of the wide slip bands diminishes, the probability to inhabit twins inside the band is
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likely to reduce, which would have a negative effect on the twinning rate. Although this
point is not explicitly presented in the model, it could be taken into account in a simple
way as the sensitivity of the slip-to-twin hardening parameter, if so desired. Hence, for
the time being these quite relevant questions remain open and the effect of strain rate on
twinning can be either positive or negative. In this work, the viscosity parameter K is
chosen to the classical value with a low viscous effect equal to the initial critical resolved
shear stress [85], while n has a slightly higher value than for slip. For the current model
this means that the twinning rate at high strain rates is mainly the same or marginally
higher than at low strain rates. However, it was found that the volume content may reach
higher values before saturation because of this choice, mainly at the dynamic strain rate
range.
The limiting value for the maximum twin volume content, Fmax , at a gauss point was
set to a quite high value of 0.85. This value is considered to be a suitable approximation,
because regardless that the average total twin volume fraction even in a highly twinned
grain may not reach such a value easily, a smaller partial volume of that grain can do
that, e.g., when a grain is discretized by the finite elements. The concept of a gauss
point presenting a part of the grain is not analogous to the whole grain, since the present
work mainly aims to utilize the model for FE discretized microstructures, and hence
the volume related to a gauss point could virtually be even fully twinned. However, if
one considers this possibility, in the FCC structure the apparent twinned region is not
necessarily fully occupied by twins but rather forms a band that contains condensed thin
twins spaced with small regions of untwinned matrix in between, as was observed in the
TEM investigations of Christian and Mahajan [48]. Also, as already pointed out, recently
Efstathiou and Sehitoglu [65] characterized twin bands in a deformed Hadfield steel and
suggested that only approximately 80 % of the apparent twin band is made of twins.
They also noted that thin secondary twins exist between the primary twins. Hence, a
slightly higher total value of 0.85 is assumed in this work.
7.6.3 The [001] orientation in tension
The formation of twins was not observed in either the experiments or simulations for the
[001] orientation in tension, and multiple slip is the cause for the almost linear hardening
throughout the deformation range. Hardening caused by slip suppresses twinning even at
higher strains, which is also in line with the experimental observations. This points out
that the reproduced shape of the multiple slip hardening is in line with the experiments,
and the slip-to-twin hardening rule is justified to avoid premature initiation of twinning.
All of the dislocation interaction types are present in this case due to the high number
active slip systems (eight in total), which makes the simulation dependent on all of the
identified interaction coefficients. In the identification process it appeared that the most
critical ones of these coefficients are the collinear interaction (H3) and Hirth junction (H2),
followed by the glissile junction (H4) and with some importance the Lomer-Cottrell locks
(H5) as well. Self and coplanar slip interactions appeared to have quite little importance,
probably due to the small value of their coefficients. If the values for the interaction
types were chosen too high or too low, e.g., very high values for collinear interaction, the
simulated curve saturated too quickly and hardening was drastically reduced.
7.6.4 The [001] orientation in compression
In the compression test of the [001] oriented single crystal, the low strain hardening
extending up to large strains is mainly caused by twin dominated deformation without
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interaction with other mechanisms. Karaman et al. [114] observed a strong dominance
of a single twin system and early activation of secondary system(s). They also noted
that in the tests where the deformation was seized at low strains for microscopic analysis
and then continued to higher strains, the same predominant twin system continued
governing the deformation. Simultaneously, the secondary system continued to grow,
but no marked hardening was observed from the twin-twin interaction until high strains,
likely because of the lower twin volume contribution of the secondary system(s). Very
similar behavior was observed in the present simulations, where one twin system was
dominant and accompanied by other twin systems. The hardening is contributed mainly
by the non-coplanar interactions, but also partially from the slip-to-twin interactions.
However, the major difference with the experimental observations is that because the
model assumes isotropic critical values for the resolved shear stress, the number of twinning
systems corresponds to four active mechanisms as predicted in Table 7.5, whereas the
characterization of Karaman et al. [114] revealed only two main twin systems with two
extra minor contributing systems. The number of active slip systems in the simulations
was eight, i.e., the same as predicted by the Schmid factors.
This mismatch in twinning does not necessarily render the model invalid, but rather
indicates that the model follows the theoretical behavior as expected. One explanation
for this behavior is that, in reality, the activation of a system is likely more or less
anisotropic, as noted by Karaman et al. [114] depending on the loading direction, defect
populations, solute atoms, etc. Furthermore, material flaws can cause early activation of
some systems, whereas the twin-twin hardening due to this system may further suppress
other twin systems, or simply easy growth of a twin system prevails after the initiation,
and hence just one or two systems could remain dominant. For example, it is possible
to reduce the effect of secondary twin systems in the model by increasing the relevant
twin-twin hardening parameters to a high value, but then their importance can be easily
overestimated, as the early activation could already suppress activity in other systems.
Even so, the present experimental data is insufficient to adjust the individual critical
resolved shear stresses of the twin systems in one particular case. Their values may also
easily vary between individual experimental samples with slightly different material flaws,
or due to the deviations from the ideal crystal orientations. The latter aspect is especially
noteworthy, since small deviations in the orientation can favor some twin system over the
other due to the strict competition between the twin-twin and slip-twin mechanisms. For
these reasons, the isotropic definition of the activation stresses for twinning is retained,
and the final twin hardening parameters are further adjusted with polycrystal simulations,
where the values identified based on the single crystal results act as initial guesses.
7.6.5 The [1¯11] orientation in tension
Twinning is the main deformation mechanism in the [1¯11] orientation before the saturation
of twinning. Karaman et al. [114] investigated the early stages (<1% of strain) of
the deformation with transmission electron microscopy and observed slip activity and
abundant stacking faults preceding twin activation, i.e., generating the required conditions
for twinning. The low strain hardening is caused by twin dominant deformation until
high strains where twinning saturates and the deformation is progressed almost solely by
slip. If the deformation was seized at around 25 % of plastic strain, a high volume content
of twins was observed in the experiments. Further loading of the sample by 1 % showed
mainly growth of the twins, and the low dislocation density between the twins prevailed
before and after this strain increment, which further confirms the low activity of slip.
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However, after the saturation of twinning already at around 27-28 %, the slip activity
increased rapidly in the experiments, which is also clearly visible in the simulation result
in Figure 7.18e. According to the experimental observations with optical microscopy and
TEM, the twin shear is accomplished by two high activity twin systems. Their interaction
facilitates the stronger strain hardening at the later stages of deformation, i.e., a notable
upward curvature takes place in the hardening, which is also finally accompanied by
hardening due to slip-twin interaction before microscopic shear bands cause a tensile
failure.
This hardening behavior is generally supported by the simulations, too. However, simula-
tions predict a slightly overestimated curve with the present twin hardening parameters.
This occurs simply because in the simulations the number of active twin systems is three
instead of two dominant mechanisms causing stronger hardening. The number of twin
systems therefore is equal to the number suggested in Table 7.5 with equal Schmid factors,
while the number of active slip systems is the same as expected, i.e., six. The contribution
of these active twin systems to shear is equal (their volume contents and rates are almost
equal) in the simulations, and since the hardening of these three systems is non-coplanar
in nature, each system over-hardens the other two, increasing the overall hardening. The
discrepancy here could be explained by the points brought up in the previous section, but
the experiments and simulations both agree on the deformation mechanisms and their
overall contribution in this orientation, which are the matters of importance. Finally, the
actual rate of twinning is difficult to verify because no information about the evolution
of the volume content is available, but the result seems quite reasonable considering
the experimental observations. In another context, Karaman et al. [113] proposed also
quite high twin volume content of 0.7 for this orientation in their self-consistent modeling
approach, but no certainty was presented over this number in that occasion, either. In
the simulations, they could reproduce the stress-strain behavior of the [1¯11] orientation
in tension, which was also solely used for the parameter identification of their model.
However, it remained uncertain how the model would perform in all of the orientations
investigated here.
7.6.6 The [1¯11] orientation in compression
The simulations predict a strong strain hardening behavior for the orientation [1¯11] in
compression, which could be expected from FCC crystals with multiple slip activity.
The number of active slip systems in the simulations was six, which agrees with the
theoretical number. The experimental data first shows low strain hardening, which is
followed by an abrupt increase. According to the experimental characterization [114],
the low strain hardening is featured by the development of macroscopic shear bands in
the sample, explained by a Lüders type of propagation. At a later stage, the interaction
with the bands increases the hardening rapidly. A shear band was characterized with
EBSD and the misorientation was found to be only about 9◦, which further confirms that
it is a slip related band rather than a twin band. In fact, similar bands were observed
also in the polycrystal samples of this work, as explained in Section 4.1.2. The current
model does not allow any additional shear banding that would arise from specialized
slip interactions causing easy-glide, and therefore overestimation of the hardening is
observed. It could be possible to include a similar framework as proposed in Section
8.3.1, but that is now omitted for the sake of simplicity. For example Jia et al. [105–108]
incorporated microscopic non-crystallographic shear banding alongside slip and twinning
in FCC crystals and found a reasonable agreement with experiments. Nevertheless, it is
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possible that the experimental curve could coincide with the currently simulated curve
at higher strains, but no experimental data extending to higher strains is available to
confirm this.
7.6.7 The [1¯23] orientation under both tension and compression
The simulations and experiments support that the [1¯23] orientation undergoes deformation
mainly by dislocation slip. Karaman et al. [114] observed a noticeable amount of easy
glide dislocations with an edge character in one system at the early stages of deformation.
The primary slip system continues to govern the deformation that is affected by secondary
system(s), leading to dislocation bundles. As a result, the strain hardening is low at
the early stage of the deformation. In tension, the simulations confirm the experimental
observations of high activity of a single slip system that is followed by a secondary system
at moderate strains and a third system at higher strains. The activation of other slip
systems is seen in the stress-strain curve as an easy glide region after an upward-type
hardening of the previous system(s), i.e., at strains around 18 % and 38 %. Although
a single twin system has a relatively high Schmid factor, no twins were observed in the
experiments. The simulations show that this twin system, in fact, would activate around
the strain of 38 %. However, the slip-to-twin hardening was calibrated in order to prevent
this so that the simulation of this orientation matches the experimental observations,
i.e., by choosing a sufficient hardening coefficient with an exponent value having more
significance at higher strains.
In compression, the simulations predict lower hardening response than observed in the
experiments. This is explained simply by two factors. First, regardless that the secondary
slip system activates similarly as in tension, only little activity exist in this secondary
slip system. A third system is also activated, but its contribution is even more minimal.
It follows that the observed hardening in the simulated stress-strain curve, which in fact
is still notable by an increase of roughly 35 % from the yield stress, results mainly from
the self-hardening of the primary slip system. It is possible to calibrate this curve to
match the experimental observations by choosing artificially high self-hardening and a
very low Hirth junction hardening, which promotes activity in the secondary system.
However, this would lead to non-ideal behavior in the other orientations and also physically
to an unlikely situation where self-hardening interaction would exceed the more severe
interaction types, e.g., glissile junctions. If such fitting is made, activation of the secondary
system is increased, but it still does not yield a significantly better estimation but even
worse in some cases. Hence, the self-hardening model, or in other words, the evolution of
dislocation density may be too simplified to present this particular situation correctly,
and the Hirth type of interaction value may be slightly overestimated because of the
compromise made in the overall fitting.
7.6.8 Remarks on the model parameter effect based on the single
crystal simulations
The simulations can reproduce quite satisfactorily the experimental tension and com-
pression test results on FCC single crystals. It appears that the hardening rules of the
model are generally suitable to present the slip-slip interactions, slip-twin interactions and
twin-twin interactions taking place in Hadfield steels. The identified slip-slip interaction
follows the common understanding of their relevance discussed in section 7.3.1. The
collinear interactions followed by the junction-forming interactions (Hirth junction, glissile
7.6. Modeling of single crystal behavior 155
junction, and Lomer-Cottrell locks) are of the highest importance, while the self- and
co-planar interactions have the least effect. The coefficient b that characterizes the rate
of saturation of the slip hardening rule was set to a reasonably low value for various
reasons. The experimental observations show that slip activity occurs in the vicinity of
twins bundles and in the rest of the matrix and does not saturate easily, i.e., both low and
high dislocation density zones are observed until high strains. Also, in the slip governed
deformation the saturation of strain hardening does not take place until high strains,
which is a strong indication of slow saturation. Finally, if a high value for the saturation
coefficient is chosen, it tends to change the behavior drastically towards overshooting
of the strain hardening, e.g., see Figure 7.12 demonstrating this. This means that the
curve would resemble the typical convex behavior of strong hardening (the opposite of the
concave curvature) at first, and then a rather low strain hardening rate follows at higher
strains, which was not observed with this material. The isotropic hardening parameter Q,
which describes the magnitude of slip hardening, was chosen to match the observed strain
hardening behavior. A too low value would result in too soft response, while a too high
value would result in early saturation of the hardening curve with the present dislocation
model.
The parameters related to twinning were chosen to match the experimental observations.
In the absence of data on the evolution of the twin volume fraction, which would be
one of the most critical pieces of information, the exact values related to twinning are
difficult to obtain with a high certainty. Furthermore, as the simulations showed in some
cases higher number of active twin systems or their relative contributions were higher, it
affects the magnitude of the hardening coefficients in twin-slip and twin-twin interactions.
For example, if a twin system has a high contribution to shear (its volume content is
higher than in the experiments), it directly results that this particular system may have
a non-coplanar interaction with some slip systems causing stronger hardening than in
the experiments. In turn, if this twin system was suppressed by other twin systems, it
leads to lower hardening subjected to the slip systems because of a lower twin volume
fraction. At the same time, if other twin systems are more active, they may also subject
hardening to other slip systems. As a simplified example, if twin systems are active on
planes (111) and (1¯1¯1), one on each with an equal volume content, and slip activity is
assumed in both planes, hardening is generated in these slip systems from both of the
active twin systems by an equal amount. Now, if it is assumed that the twin system on
(111) is highly dominant, it hardens the slip systems on (1¯1¯1), but as the volume content
of the other twin system is low, it does not generate much hardening in the slip systems
on (111), which can change the hardening behavior even quite much. This points out
that in order to capture the deformation behavior of the material correctly, the twinning
behavior is in a quite important role. Hence, it is possible that the hardening coefficient,
Hsltw could be underestimated by the single crystal fitting process. Similarly, because
the discrepancy in the activity of the twin systems exists, it is equally possible that the
non-coplanar and coplanar hardening coefficients are underestimated to provide a more
similar curvature to the experiments. For these reasons, the twin parameters are used as
initial guesses for the polycrystal aggregates, and the parameters are then adjusted to
generate more realistic behavior at the macroscopic scale. At least in an average sense,
this presumably provides a better estimation of the twinning behavior.
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7.7 Parameter identification of Hadfield steel with polycrystal
aggregates
This section describes the process utilized to identify the parameters of the conventional
Hadfield steel with the aid of polycrystal aggregates (representative volume elements).
The main objective of this study is to provide a more accurate macroscopic description of
the behavior in an average sense. The parameters that are found in the single crystal
simulations do not necessarily directly generate the expected behavior in polycrystals
because of the localized effects facilitated, for example, by intra- and intergranular
behavior of the grains. Ultimately, the strain gradients developing inside a polycrystalline
material should be captured with the actual morphology of grains and with a sufficient
amount of discretization inside the grains to ensure a link between the simulations with
a representative microstructure and realistic microstructures. For example, considering
the present modeling approach, it is no surprise that twinning could initiate more easily
from any stress concentrations generated by high misorientations between grains near
grain boundaries, where the deformation incompatibilities between the grains are required
to be habilitated. Furthermore, if any material flaws (voids, carbides, etc.) exist, the
stress concentrations around these regions could provide favorable zones for localization
processes, however, their effects are not included in this study. Before the calculations
with more realistic type of microstructure aggregates are performed to shed light on the
observed material behavior of the Hadfield steels, it is necessary to conduct additional
simulations to identify the material parameters with more computationally efficient
simplified polycrytalline aggregates, i.e., with simplified representative volume elements.
7.7.1 Aspects of polycrystal simulation with RVEs
The choice of using simplified representative volume elements means that the idealized
microstructure consists of regular meshes with no actual link to the grain morphology,
i.e., of primitive geometric forms such as blocks or cubes, which represent the discretized
grains but lack the complexity of the grain structure in general. For example, one block
element equals one grain, or a group of block elements constructs one grain. Regardless
of the simplification, it is not unusual that in many cases these microstructures lay the
foundation for the identification process. Some of the most important aspects related to
the use of these aggregates in the identification process are listed and discussed in the
following.
• Grain morphology: The realistic type of grain morphology can yield more accu-
rate description of the local stress and strain concentrations. However, the main
reason for using simplified aggregates in the identification process is simply the
computational efficiency that stems from the quite low number of elements needed.
If the grain morphology is complex, it is required to be discretized by a high number
of elements in order to respect the various curvatures, which directly increases
the number of DOFs. Li et al. [129] used a realistic type of aggregate in their
identification process, but performed the identification only in one texture direction,
probably partly due to the high cost of computational iterations. In contrast,
Staroselsky and Anand [203], among others, found the use of simplified aggregates
to suit the parameter fitting process including slip and twinning, concluding that
the macroscopic stress-strain response as well as the evolution of texture can be
predicted with a reasonable accuracy. It is noteworthy that if a homogenization
loop is available as the first step for the model parameter identification, the realistic
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microstructure can be used as the final step with only a low number of iterations to
verify the model behavior as well [168].
• Grain and element density and intragranular aspects: Diard et al. [60]
performed a study on the effect of aggregate features on the identification process
in the small deformation framework. If only macroscopic stress-strain curve is a
matter of interest, they concluded that the number of elements is less important
than the number of intergration points inside a grain, pointing out that coarse
meshes are sufficient as long as 27 integration points are introduced per grain. Also,
depending on the material, already only 100 orientations (or grains) can describe
the macroscopic behavior with satisfactory accuracy. Osipov [168] and Han [88]
investigated the effect of mesh density on the stress-strain response at moderate
and large deformations. Their results confirm the same conclusions, that already
a low number of grains/orientations can reproduce the macroscopic stress-strain
curve, but the local gradients can be captured better with dense meshes. The latter
aspect was investigated in detail by Diard et al. [60], who noted that in order
to capture the intragranular heterogeneities it would be advisable to have around
400 gauss points per orientation, which essentially leads to the use of a greater
number of elements per grain, and/or higher order elements (increasing the number
of gauss points). The same observation was made by Han [88] when studying the
stress-strain variations arising from the mesh density effect. It was found that the
convergence was achieved with around 27 elements per grain, while at the same
time the difference between reduced and full integration may become important
depending on the ultimate aim of the simulations. For example, the intragranular
heterogeneities become more important when damage or fracture are included in
the model [37].
• Boundary conditions: The boundary conditions can have multiple effects on
the behavior of the representative volume element, e.g., a cube in this work. In
large strain computations, if the constraints are too ’soft’, it may quickly lead to a
state where the grains deform freely outwards from the initial cube-type geometry
and reduce stresses. Barbe et al. [16, 17] studied several aggregates and boundary
conditions constraining the aggregate and confirmed the more or less pronounced
effect of the softening behavior caused by the free edges. This behavior is not
necessarily desired when uniaxial deformation is aimed, and it may appear as a
too soft response in the stress-strain curve. Mathieu [146] also noted that sufficient
constraining of the volume element resulted in a quite similar behavior as generated
by the homogenization schemes. For this reason, quite recently in a number of
studies [84, 88, 146, 192] constraints were used to restrict the deformation of the
free faces to bind the deformation in a well-behaving manner with respect to the
original geometry. This could, at least in principle, provide better deformation
conditions in uniaxial loading. However, the nature of these boundary conditions,
and some others as well, can lead to stress concentrations at the sharp edges of
a cube. As a consequence, sometimes the outermost layer of elements in every
direction is excluded from the computation of the average stress-strain curve, which
can reduce the effect of artificial stress spikes [2]. On the other hand, if a small
number of elements is used in the first place, it may lead to a situation where
a too small number of grains/orientations are included, which is controversial to
the above mentioned points of acceptable descriptive meshes. Depending on the
stress measure used to fit the model parameters, some smoothing schemes could
provide a more successful description of the stress state inside an aggregate, which
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may be altered by the high compressive states [146]. However, it was pointed out
that care should be exercised when using any smoothing to remove artificial stress
concentrations but not to over-damp the stress gradients. Finally, it should be
noted that Barbe et al. [17] found, based on a review of other classical results, that
despite the surface effects of the boundary conditions, the neighborhood of a grain
has more relevance to its mechanical response than the boundary conditions.
• Computational efficiency: The level of simplifications and compromises dictate
the efficiency of the computations. According to the above mentioned aspects, if a
large number of grains and/or elements is used, the number of DOFs is increased,
usually leading to a higher computational time. At element level two factors affect
the computational time: first, the number of gauss points either can decrease
(reduced integration scheme) or increase the computational time (full integration
scheme). Second, if low order elements are used, the number of gauss points is
reduced as a consequence, leading to faster computations but may be at the expense
of the local accuracy.
To conclude, for most of the cases that use representative volume elements as a part
of the identification process, it can be sufficient to use a reasonable number of grains
(> 100), 27 integration points per element, and one element per grain/orientation to
capture the stress-strain behavior of the material. Accordingly, in the present study these
requirements were fulfilled as a compromise between the accuracy and computational
efficiency. The model parameters are identified using the polycrystal aggregates with
8x8x8 elements (512 elements), with one element per grain (512 orientations), and fully
integrated quadratic brick elements (27 GP in each). The size of the aggregate was chosen
as 1 mm x 1 mm x 1 mm. The orientation distribution was chosen to be random in
all simulations. In the light of good computational efficiency and agreement with the
experimental results of the earlier studies [84, 88, 146, 192] using the small and large
deformation frameworks, the fixed boundary conditions making use of the multi-point
constraints were adopted. Figure 7.19 shows the boundary conditions for the aggregates.
Figure 7.19: A polycrystal representative volume element with 512 grains and the boundary
conditions for the simulations.
In the following, a brief study is first performed with higher number of grains to show
the mesh dependency from this point of view. Then, uniaxial tension and compression
simulation results are shown and compared with the experimental stress-strain results
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to verify the acceptability of the parameter fits for the conventional Hadfield steel. The
experimental polycrystal stress-strain curves were also extracted from ref. [114]. This
is followed by the identification process for the alloyed Hadfield steel based on the
experimental results of this work.
7.7.2 Mesh density effect in polycrystal parameter identification
Figure 7.25 illustrates the different polycrystal representative volume elements with
varying number of grains. One element presents one grain in all of the example aggregates.
Hence, each color basically represents an orientation in the computations. However, the
coloring scheme used here is not directly IPF related but used only for illustration purposes.
A uniaxial tensile displacement loading was subjected to the aggregates resulting in a
total strain of roughly 26 %. Figure 7.21 presents the simulation results. The model
parameters are presented in Table 7.6 in Section 7.7.3.
Figure 7.20: Polycrystal aggregates for the parameter identification process with 125, 343, 512,
and 1000 grains.
The Mises stress and the twin volume content (fraction) presented in Figure 7.21a for the
aggregate are averages over all grains in tension. The difference between the aggregates
is almost negligible, as the maximum stress variation is only around 2 %. Surprisingly,
a dense mesh does not always result in a reduced average stress value, which could be
expected when the grains located at the vicinity of the boundary conditions have less
weight. In the current simulations it appeared that the 125 and 343 grain aggregates
have first an almost identical stress response, but at higher strains the stress in the 125
grain aggregate of these two tends to drop closer to the 512 and 1000 grain result. In
general, it seems that the stress response converges already with the 512 grain aggregate,
at least in the present case. The maximum difference in the twin volume fractions at high
strains was quite insignificant as well, the total twin volume fractions being approx. 36.1
% for the 125/343 grains and 34.6 % for the 512/1000 grains.
One explanation for the marginally higher stress response of the 343 grain aggregate
compared to the 125 grain aggregate could be found from the grain level stress-strain
behavior shown in Figure 7.21b. Here, the Mises stress is presented as the element
average of 27 integration points belonging to the same orientation. Some of the individual
stress-strain curves in the 343 aggregate tend to show higher amount of high stress
response grains. The exact source for this is difficult to find. It could, for example, be
that the effect of boundary conditions simply is more pronounced if a suitable orientation
is assigned to the edge elements with a tendency to generate stress a concentration at
the boundary by chance. Otherwise it appears that typical scatter between the grains
160 Chapter 7. High manganese austenitic steel - FCC crystal plasticity model
Figure 7.21: a) Average stress-strain behavior and twin volume evolution, b) local grain scale
stress-strain behavior, and c) local grain scale evolution of the twin volume content for four
aggregates.
occurs where low, close to the average, and high stress response orientations are observed.
Figure 7.21c shows the grain level evolution of the twin volume fractions. An essential
observation is that the maximum twin volume fraction does not reach the maximum
saturation value of 0.85 in any of the grains, even though the average evolution of the
twin volume fraction in the aggregate shows weak signs of saturation in its rate. In
other words, this means that the twin volume fractions at the gauss points can reach
the maximum value, but the values at other points tend to balance the average of the
grain to a lower value. At the grain level this, in fact, coincides with the experimental
observations presented in Section 4.1.2, showing that in some parts of the grains the twin
volume fraction can be very high while the other regions show significantly less twins.
Also, the variations between the grains confirm the expected result that some grains
exhibit high amounts twins while the other grains contain only a small amount or no
twins at all.
The comparison between full integration with 27 gauss point and reduced integration with
8 gauss points is presented in Figure 7.22. The results show a quite marked difference
in the twin volume fractions. As a consequence, the stress-strain curve of the reduced
integration cube shows lower values than the full integration cube. This could be explained
partly by the notable variations in the twin volume content within one grain (or element in
this case), and hence the reduced form is more sensitive to average the values so that lower
values are obtained. Therefore, the full integration is selected in the present simulations
because it provides more individual material points per grain and hence possibly gives a
better overall estimation when the representative volume elements are used for parameter
identification.
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Figure 7.22: a) Stress-strain behavior in tension and b) evolution of twin volume content for a
512 grain aggregate with reduced and full integration schemes.
As a conclusion, based on the current results it appears that the mesh density has a
reasonably small effect on both the stress-strain response of an aggregate and the average
evolution of the twin volume fraction in it. Even with 125 grains the difference to the
1000 grain aggregate is small. Thus, to achieve the maximum computational efficiency in
the parameter identification process with polycrystal aggregates, the 125 grain aggregate
could also be used with a satisfactory accuracy. Despite this, in the present work the 512
grain aggregate was chosen. It may also be that an increasing number of orientations
could better predict the evolution of the texture. This was not investigated in this work,
but for example Staroselsky and Anand noted that already with a 7x7x7 (343 grain)
aggregate the texture was in good agreement in the experiments and simulations [203].
7.7.3 Behavior of conventional Hadfield steel under tension and
compression - parameter identification
Figure 7.23 presents the results from the simulations and experiments at a constant strain
rate of 10−4s−1. The error limit of +-5 % reported in [114] is presented by a dashed red
line, whereas the average stress of the aggregate is presented by a black solid line. The
simulated average stress-strain response of the aggregate is in reasonable agreement with
the experimental curve when considering the given error limit, as is evident in Figure
7.23a. Also, the simulated curvature can capture the upward tendency of the experimental
stress-strain behavior. To capture the asymmetric stress-strain behavior of the Hadfield
steel, the fit was performed as a compromise between tension and compression.
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Figure 7.23: Fitting response of a polycrystal aggregate with 512 grains, including the evolution
of twin volume content in tension. The relative shear contributions and average number of active
deformation systems are also presented for the whole aggregate.
The evolution of the experimental twin volume fraction was obtained from ref. [113],
where a conventional Hadfield steel with the same composition and very similar grain
size (around 120µm) as in ref. [114] was tested. The simulation fits the experimental
values reasonably well, considering that the available data of the twin volume content is
limited to around 20 % of strain only, excluding any information about the saturation
behavior because of the relatively low strain level. Hence, the saturation of twinning
seen in the simulations could not be fully verified, but it may begin already slightly
earlier than observed in the simulations. First indications of saturation are also visible
in the stress-strain curve. When the twin volume content is relatively high and the
twinning saturates, slip becomes a more dominant mechanism. At the same time, the
twin boundaries act as strong obstacles and cause strong strain hardening through the
dynamic Hall-Petch phenomenon in the simulation model. This, of course, presumes that
the twin volume content actually is high at a local scale, otherwise the low dislocation
density (or the accumulated slip causing hardening) in the matrix and the low amount
of twin boundaries retard hardening. To investigate this, the scatter bars indicate the
standard deviation from the mean value of the twin volume content. This value, however,
is not intended to describe the error in the conventional sense, but it rather confirms the
expected result that the twin volume content in some grains (or gauss points) reaches high
values at higher strains, whereas in some grains it remains very low eventually leading to
higher scatter.
The instantaneous contribution of slip and twins to the shear deformations in Figure
7.23c shows that the twin activity becomes quite significant after initiation and the initial
’incubation’ period. The twin activity decreases towards saturation when slip becomes
even more dominant. Indirectly this means that if the twin volume content is high towards
the saturation and the deformation is continued mainly by slip, the hardening from the
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slip-twin interaction can become significant causing a stronger upward curvature. The
average numbers of slip and twin systems (not integers because they are average values
over the whole aggregate) in Figure 7.23d,e represent the evolution of simultaneously
active systems. It appears that at the initial stage of deformation, a high number of
active slip systems contribute to the deformation, decreasing towards higher strains due
to the deactivation caused by hardening. However, as soon as the twinning rate shows
signs of reduction, the number of active slip systems is increased slightly to accommodate
the deformation. The number of active twin systems does not show any drastic changes
either, and after initial activation, the number generally remains between 2-3. Also here
the error bars indicate simply the deviation from the mean value. It should be noted
that the average values of the slip or twin systems do not directly indicate whether the
same systems remain active or if hardening of one system leads to the activation of other
systems instead. For example, if three twin systems are active, it remains unknown
whether the systems have a coplanar or non-coplanar relation based only on this average
value. This information could, of course, be extracted locally whenever needed for any
particular grains or zones of interest. The simulations showed that the stability of the
model is quite good at least in the global level, because the average shear contributions
did not show any sudden decreases or increases as a result of instabilities (e.g., a sudden
activation of many twin systems).
Figure 7.24 presents the corresponding results for the compression case. The fitting
result shows good agreement with the experimental results also in this loading direction.
The twinning rate and its evolution are slightly lower in compression than in tension.
However, no information is available to fully ascertain the simulation results about the
twin evolution due to lack of twin volume fractions at certain plastic strains. The twin
contribution to shear is also lower in compression than in tension as a consequence of
the lower twinning rate. The number of slip systems does not drastically differ from
tension either, but a slightly higher scatter is observed at the initial stages of twinning
followed by a similar behavior as in tension. As a comparison of the strain hardening
capability of the material, a difference between tension and compression is observed. For
example, the macroscopic flow stress at around 20 % of strain is roughly 700MPa in
tension and 800MPa in compression, which shows that the model is capable of describing
the tension-compression asymmetry in the stress-strain behavior.
Table 7.6 lists the parameter values obtained from the identification process. The values
in parenthesis are the original values identified with single crystals and later modified to
conform with the polycrystal simulations.
164 Chapter 7. High manganese austenitic steel - FCC crystal plasticity model
Figure 7.24: Fitting response of a polycrystal aggregate with 512 grains, including the evolution
of twin volume content in compression.
Figure 7.25 shows contours of the nodal interpolated Mises stress values of the deformed
representative volume elements and their accumulated twin volume fractions at the gauss
points. The stress contours indicate that with the current aggregate it is possible to
examine the stress heterogeneities even inside the simplified structure, which was also
observed by Diard et al. [60]. The twin volume fractions in both loading cases show
similar features, i.e., some grains are already saturated with twins while some grains
contain almost no twins at all. Furthermore, the intergranular twin volume fractions are
not equal (variations between the gauss points between elements/grains), which again
Table 7.6: Model parameters identified with uniaxial deformation of single crystals and
polycrystal aggregates
Anisotropic cubic elasticity C11 C12 C44
174 000 85 000 99 000
Slip parameters τs0 K n b Q
87.0 87.0 10.0 2.35 140.0
Interaction matrix coeff. h0 h1 h2 h3 h4 h5
0.12 0.10 1.60 1.85 0.36 0.80
Kinematic hardening C D
0.0 0.0
Twin parameters τ tw0 Ks ns Hsltw HtwNC HtwCO Htwsl
Kc = 0.03 90.0 90.0 12.0 130(50) 500(120) 600(200) 340
Hardening exponents p = 0.5 b = 0.2 g=1.0 d = 0.7
Units: τs[MPa] K[MPa.s1/n] Q[MPa]
C [MPa] D [MPa] All H*[MPa]
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is consistent with the experimental observations. Detailed inspection of the aggregates
reveals a four additional observations: i) in the grains, where the twin volume content has
reached high value in many gauss points, stress concentrations are generated as a result
of the slip activity followed by heavy twinning and its hardening interaction with slip,
ii) the grains with low overall twin volume content do not show very high stress values
because slip alone is capable of causing moderate hardening only, iii) if moderate twinning
is observed in the majority of the gauss points inside an element, the stress response
remains at a moderate level as twinning softens the response, and iv) the neighboring
effect can be best seen when the interpolated values are used for stress. If neighboring
grains have a high twin volume content in one grain on average and a low volume content
in the other, stress concentrations are generated at the shared nodes. If the stress values
are investigated at gauss point level, the stress behavior follows the first three points and
no evident information can be extracted from the neighboring effect.
Figure 7.25: Nodal Mises stresses for a) tension and c) compression, and twin volume fractions
at gauss points in b) tension and d) compression for the 512 grain aggregates.
7.7.4 Parameter identification of the alloyed Hadfield steel
Parameter identification was also performed on the available compression data of the
alloyed Hadfield grade studied in the experimental part of this work. In addition, to
investigate the asymmetric stress-strain behavior of this grade as well, a tension test was
simulated and compared with the experimental data. The alloyed Hadfield grade exhibits
positive strain rate dependence suitable for the current modeling approach, and hence the
effect of strain rate was studied in the fitting process. The numerical simulations were
performed using two representative volume elements with 125 and 512 grains in random
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orientations and with 27 gauss points. The boundary conditions were selected to be the
same as in the previous section.
Figure 7.26a shows the macroscopic stress-strain curves obtained from the FE simulations
and from the experiments at three strain rates in compression. The numerical predictions
agree reasonably well with the experiments considering that the large grain size showed
some variations in the experiments. Hence, a 5% fitting limit was accepted for convergence
(black lines show these limits). No significant difference in the stress-strain curve was
observed between the 125 and 512 orientation representations. The stress-strain curve
takes an upturn when the strain increases in all simulated cases. As with the conventional
grade, this is a direct result of twinning since the simulations performed without twinning
showed more classical curvature, which fails to represent the strong hardening. For
example at 0.25 of plastic strain, the flow stress was around 20 % lower (not shown in
the figures).
Figure 7.26: Experimental and simulated stress-strain curves at three strain rates of the alloyed
Hadfield steel a) in compression, b) the corresponding evolutions of twin volume fractions of the
aggregates, c) experimental results and simulations of the asymmetric stress-strain behavior of
the Hadfield steel in tension and compression at the strain rates of 10−1 s−1 and 4000 s−1, and
d) the corresponding evolution of twin volume fractions.
The macroscopic twinning volume fractions, on the other hand, showed a slight difference
between the two RVEs. This mismatch may arise from the fact that the higher number
of orientations tends to increase the possibility for favorable orientations for twinning but
also leads to saturation, as pointed out in Section 7.7.2. The numerical results correlate
quite well with the twin volume fractions measured at various strains in the tests at
the constant strain rate of 10−1s−1. The viscous parameters for slip and twinning were
chosen to represent the increase in flow stress with increasing strain rate, so that the
dislocation slip is more strain rate dependent than twinning. The results clearly indicate
that because of this choice also the twin volume fraction exhibits positive strain rate
dependence with increasing strain rate. This is basically because the slip is inhibited by
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’viscosity’, while twinning becomes more dominant as a deformation mechanism due to
its lower sensitivity to strain rate. Hence, the physical aspect of twinning being more
favored at high strain rates can be represented by the model. At the moment, however,
the present experimental data was inconclusive in terms of twin volume fraction after
high strain rate compression, and as a consequence the actual level of twinning cannot
be verified for comparison with the numerical simulations. Therefore, a slight but still
notable increase in the twin volume content at high strain rates was accepted with the
present parameter set, while retaining almost insensitive behavior at quasi-static strain
rates.
The asymmetric stress-strain behavior in tension and compression seen in Figure 7.26 can
be represented well by the model at the constant strain rate of 10−1 s−1. The simulated
and experimental curves agree very well until the tensile failure occurring at slightly over
0.5 of strain in the experiments. The evolution of the twin volume fraction appears lower
in the tensile deformation based on the simulations. Quite notable saturation takes place
above the strain of 0.3, after which the strain hardening rate differs from the compression
loading. The tensile curve shows slightly decreasing strain hardening rate after the
saturation begins to affect the behavior, instead of the upward curvature observed in the
compression cases. At high strain rates in tension, the stress-strain response still remains
lower than in compression. However, based on the current simulations, the evolutions of
twin volume fractions shows that tension is slightly more sensitive to strain rate because
the twinning rate is higher in tension than in compression. In both loading directions,
twinning rate saturates at around 0.4 of plastic strain.
The effect of slip-twin interaction was considered to increase the resistance to twinning
at higher strains because of the higher probability to generate slip bands in the matrix,
which leads to the later occurrence of hardening. However, the strains limited to around
25 % in the compression tests do not allow characterization of the actual saturation
of twinning or the full stress-strain curves. On the other hand, the well-fitting tensile
stress-strain curve shows that the material behavior corresponds to the experiments even
at higher strains. The EBSD mapping performed on the experimental sample with ca.
40 % of compressive plastic strain showed large amounts of slip bands and twins, which
are likely to cause strong resistance to both dislocation motion and the growth of twins.
Therefore, it is quite plausible that the simulation curves are showing a correct type of
behavior also in compression, at least in principle. It is still worth noting that the lack of
a failure model, of course, allows to continue hardening without any fracture taking place.
Hence, the stress-strain behavior of the steel and the evolution of twins remains partially
open at high strains.
Table 7.7 lists the parameters used in the simulations. The elastic parameters were
taken as the same as with the conventional grade. Also, the interaction matrix was left
unchanged because no single crystal data was available to study the effects of any changes,
e.g., due to the different composition containing more manganese and chromium.
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Table 7.7: Model parameters identified for the alloyed Hadfield steel
Anisotropic cubic elasticity C11 C12 C44
174 000 85 000 99 000
Slip parameters τs0 K n b Q
91.0 91.0 14.0 2.35 180.0
Interaction matrix coeff. h0 h1 h2 h3 h4 h5
0.12 0.10 1.60 1.85 0.36 0.80
Kinematic hardening C D
0.0 0.0
Twin parameters τ tw0 Ks ns Hsltw HtwNC HtwCO Htwsl
Kc = 1.0e−5 98.0 98.0 30.0 170 650 1550 550
Hardening exponents p = 0.5 b = 0.3 g=0.9 d = 1.3
Units: τs[MPa] K[MPa.s1/n] Q[MPa]
C [MPa] D [MPa] All H*[MPa]
7.8 Application I - Deformation and twin evolution in
polycrystal aggregates
This section presents the results of computations of polycrystal aggregates in uniaxial
compression loading and compares the response of two aggregates with a different grain size
and grain morphology. The focus is placed on the evaluation of the model performance in
computations of synthetic microstructures. The simulated material behavior is compared
to the experimental observations and the strain hardening behavior of Hadfield type
steels.
7.8.1 Modeling conditions
The conventional Hadfield steel was chosen as the test material for the simulations. The
strain rate was in all cases set to a constant value of 10−4s−1. The boundary conditions
were also the same as for the representative volume elements (for parameter identification)
in the previous section, (see Figure 7.19, where the aggregate side faces are fixed or
constrained with the MPCs). In both cases, the mesh density or the number of gauss
points were chosen fairly coarse/limited to minimize the computational time in the
simulations. The integrations in both cases were performed with Runge-Kutta because of
its slightly faster convergence with the present heavily viscoplastic model. The internal
Zebulon parameters were 1e−4 and 1e−4, which are the convergence criterion and the
minimum value for normalization, respectively [236].
Table 7.8 lists the aggregate parameters and the polycrystal meshes used in the computa-
tions (colors represent different grains). Type I is a coarse mesh with quadratic elements,
and the grain size is fairly uniform around 200µm. The second mesh, Type II, is more
refined using linear elements to reduce the computational time. The grain structure of
Type II is more complex and it is aimed to imitate the grain morphology of the Hadfield
steels (see the micrographs in Section 7.7.2). The microstructure has a grain size from
approximately 200 to 600 µm, providing a more realistic link to the cast structure of
Hadfield steel with widely varying grain size. The orientations assigned to the grains are
in both cases random, Type I having 250 and Type II 183 orientations/grains. Hence,
each grain is always in the same initial orientation neglecting any internal variations at
the beginning of the simulations, which is consistent with the characterization of the bulk
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microstructures. Both finite element meshes aim to respect the grain boundaries without
any staircase-like boundaries, and to avoid cases where some elements are shared by two
grains with gauss points between the grains. For this reason the tetrahedron elements
discretize the shape better than the block elements. The macroscopic dimensions of the
aggregates were 1 mm x 1 mm x 1mm.
The macroscopic stress-strain and twin volume fraction curves were the produced by first
averaging the values at the grain level from all of the gauss points. Then the average
grain values were averaged over the whole aggregate to generate the macroscopic response.
Alternatively, a volume based averaging scheme was also performed after extracting the
results at the grain level and weighting the grain results by their volume with respect to
the total volume of the aggregate. The volume averaged results are denoted as < σ >.
The macroscopic strain hardening rate is here defined as ∆σMises/∆, which describes
the instantaneous slope of the hardening curve. The strain of the aggregate was computed
from the volume average of the grains reproducing the axial total strain, or by using a
single node at the surface, where the displacement boundary conditions were applied. No
marked difference existed between the two methods in the present simulations.
7.8.2 Macroscopic behavior of microstructure aggregates
Figures 7.27a and b present a comparison of the macroscopic stress-strain curves and the
strain hardening rates of the aggregates in compression. Type II aggregate with varying
grain size shows clearly higher hardening behavior after almost identical yield behavior of
the two. The use of volume averaged stress does not make any noticeable difference in
the curves (dashed vs. solid lines), and for example the curves of the Type I aggregate
are almost perfectly overlapping. With the Type II aggregate, the difference arises only
because of selecting the grain average based strain instead of using the strain from a
single point representing the total aggregate. However, besides the minor differences
Table 7.8: Mesh details for the polycrystal aggregates
Polycrystal mesh TYPE I TYPE II
Number of grains 250 183
Average grain size [µm] 150-200 200-600
Mesh type quadratic tetrahedron linear tetrahedron
Number of elements 25798 154330
Number of GP 128990 154330
Number of global DOF 113478 96081
TYPE I TYPE II
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in the averaging schemes, the main difference in the behavior of the two aggregates is
also distinguishable in the strain hardening rates. Type II shows a clear increase in the
hardening rate slope between 0.1 and 0.25 of strain. Type I, on the other hand, does not
show such a marked increase in the strain hardening rate, although a slight increase may
be observed also in this case.
The strong evolution of the twin volume fraction in the Type II aggregate in Figure
7.27c shows that the increased strain hardening rate is significantly affected by twinning.
Both aggregates exhibit twinning at the early stage, due to relatively low threshold for
twinning, but the twinning rate in Type I is clearly lower. The twin saturation begins
at around 0.15-0.2 of strain as a combined effect of twin-twin and slip-twin hardening.
A connection to the reduced twinning rate can be seen in the strain hardening rate of
the Type II aggregate as an pronounced increase in the hardening taking place between
0.15 and 0.25 of strain. After this range of strain, the hardening rate is reduced. The
reduction in twinning leads also to a lower number of active twinning systems (see Figure
7.29c later), which reduces the degree of freedom of alternative deformation mechanisms.
Hence, dislocation slip will contribute more to the deformation, but the upward curvature
of the hardening curve is caused by the existing twins interfering with the dislocation
motion. The Type I aggregate did not show the same strong hardening behavior, owing
much to its lower average overall twin volume fraction. Because of the fairly smooth
saturation behavior, the dislocation slip contributes continuously to the deformation.
Figure 7.27d shows the probability density distribution of the average twin volume content
in a grain of the two aggregates at strains 0.1 and 0.4. It can be seen that both aggregates
have a number of non-twinned or low-twin grains at the low macroscopic strain level of
0.1. However, twins will develop essentially in all grains at least to some extent in both
aggregates. The illustrations of the Mises stresses and twin volume fractions in Figure
7.28 demonstrate non-uniform distributions of stress and twin volume fractions in the
polycrystalline aggregates at four different strains.
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Figure 7.27: Simulated results for two polycrystalline aggregates: a) stress-strain behavior,
b) strain hardening rate, c) evolution of twin volume fraction, d) average twin volume fraction
distribution in grains at constant strains, e) relative contributions of deformation mechanisms to
shear, and f) average number of active deformation mechanism systems in the whole aggregate.
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Figure 7.28: Mises stress and twin volume fraction evolution contours at four constant strains
for two polycrystalline aggregates in compression.
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It is apparent for both aggregates that the grains do not have a uniform stress field, i.e.,
the stress is higher in some parts of the grains than in the others. Twins tend to develop
first in those grains which more easily exceed the critical stress required for twinning.
This is consistent with the experimental observations that some grains are highly twinned
even at quite low macroscopic strains. Increasing macroscopic strain initiates twinning
throughout the microstructure, but the twin volume fraction still continues to increase in
many of the already active grains. Finally this leads to stress concentrations in particular
in the grains with reasonable amounts of twins. However, the contours show that the
whole grain does not necessarily share the high stress state. In addition, it can be observed
that stress concentrations may arise at the grain boundaries between two grains, where
one of the grains has a low twin volume fraction and the other grain has a moderate to
high volume fraction of twins.
7.8.3 Grain level stress-strain behavior
To investigate the local deformation behavior and twin evolution, six random grains were
chosen from each aggregate compressed to the strain of 0.4. Figure 7.29c,d. visualizes
these grains. The evolution of the twin volume fractions shows that among the chosen
grains there are lowly, moderately, and highly twinned grains. Marked twinning at the
local scale leads to an upward curvature in the grain’s stress-strain curve, whereas more
slip controlled deformation results in the typical hardening shape for both simulated
aggregates. The local scale deformation resembles the macroscopic stress-strain behavior
of the aggregate by increasing the strain hardening rate of the grain when the strongly
twinning controlled deformation changes to slip controlled. The initial yielding of the
individual grains depends mainly on their orientation, and twinning is activated only
after slip first occurs in the grain, as is explicitly constrained by the model.
The average number of active slip and twin systems varies between 4 and 6 and between 1
and 3, respectively. It is, however, seen that a high number of slip and twin systems can
be active at the same time regardless that generally it appears that high twinning reduces
the slip activity. For example, the grain number 93 in the Type II aggregate showed high
deformation activity with both mechanisms. It is evident that the added number of active
deformation mechanisms leads to a lower stress-strain response in this case. On the other
hand, when slip dominates the deformation, the stress-strain response of a grain remains
generally at a higher level than of the grains exhibiting more twinning, at least before the
twinning rate saturates and is followed by a strong local hardening. This is visible for
example in grains 42 and 203, as compared to the grains 80 and 196 in Type I aggregate.
By comparing the grains 129 and 164 in the Type II aggregate, it can be seen that the
neighbouring grains can affect the twinning propensity of a grain. The highly twinned
grain 129 has a very high twin volume fraction close to all its boundaries, while the
grain 164 shows intense twinning only near the boundary shared with the grain 129. For
the grain 164 this suggests that a reasonable amount of its moderate total twin volume
fraction originates from the part of the grain close to the boundary shared with the grain
number 129.
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Figure 7.29: Individual grain simulations of the stress-strain behavior, evolution of twin volume
fraction, and average number of active slip/twin systems in Type I (a) and Type II (b) aggregates.
c) The stress-strain behavior of all individual grains in the aggregates and their average for Type
I and Type II microstructures. Selected six grains from the two aggregates (d) and (e), the Mises
stresses and twin volume fractions at the strain of ca. 40 %.
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7.8.4 Discussion and remarks on Application I
The present simulations of the polycrystalline behavior of two types of aggregates de-
scribing different microstructures of the conventional Hadfield steel show that twinning
has a significant role in the strain hardening behavior arising from the grain scale. The
simulation results suggest that greater variation in the grain structure, including small and
large grains, tends to promote twinning and hence causes stronger strain hardening than
a grain structure with more uniform small grains. The strain hardening itself depends on
the competition between slip and twinning. High slip activity without marked twinning
at local level leads to a typical curve shape in the strain hardening of an individual grain.
This curve shape transfers to the macroscopic level if there exists a large number of
grains exhibiting low twinning, which could be somewhat observed in the case of Type I
aggregate. The upward stress-strain curvature, on the other hand, is mainly based on
the evolution of the twin volume fraction and the saturation of twinning in the Type II
aggregate. This result suggests that the used model is able to capture some of the most
crucial strain hardening phenomena of the Hadfield steel, such as twin-slip interaction.
At the local grain level, the strain hardening depends markedly on the twinning rate and
its saturation. Upward curvature is most effectively generated in a grain, where the twin
volume fraction increases at a reasonable rate before saturating at higher strains, causing
hardening for the dislocation slip. Due to the nature of the hardening rule planarity, i.e.,
whether the twin system is coplanar or non-coplanar with the slip system, the hardening of
the slip systems is directly linked to the number of active twin systems contributing to the
deformation. For example, if a large number of twin systems are active, as was observed
at the beginning of the deformation in both aggregates, there is a higher probability that
the slip systems are affected by the non-coplanar twin systems reducing the mean slip
distance, especially if the active twin systems are acting on different planes. It is quite
plausible that most of the slip systems experience hardening from the twins, as there
were usually 1-3 twin systems active over the strain history, but the magnitude of the
hardening depends on the sum of the volume fractions of non-coplanar twins relative to
these slip systems. As the deformation continues to higher strains, the effect of twin-slip
hardening becomes slightly less effective because new twin barriers are no longer effectively
generated and slip-slip hardening becomes more important instead. The present EBSD
results do not allow to estimate the twin volume fraction at high strains (e.g., around 40
%) to characterize the effectiveness of the two deformation mechanisms. However, the
low identification quality, especially in the vicinity of the twins, suggests that dislocation
pile-ups are likely present at the matrix-twin boundaries confirming the simulation result
of their strong interaction.
The study on the individual grains revealed that orientation has the most significant role
in the twin nucleation and growth at low macroscopic strains, as can be expected in a
polycrystal microstructure. However, towards higher strains the nucleation of twins in the
less favorable grains becames more probable in the simulations because of the hardening
of the slip systems and the crystal reorientation in the highly deformed regions. The
highly reoriented regions can develop suitable conditions for twinning, as was observed for
example in the experiments by the occurrence of twins inside slip bands. The neighboring
grains can have some effect on the twinning of the other grains. The results showed that
stress concentrations can easily be generated at the grain boundary of lowly and highly
twinned grains, as was also found in tensile experiments performed on TWIP steels [87].
As a remark, it should still be noted that the results are not fully conclusive concerning
the effect of grain size, since only two cases were investigated and the meshes were
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slightly different. Thus it may be that the results obtained with a relatively small number
of gauss points could be slightly different when a higher number of gauss points are
introduced, as observed already in Section 7.7.2. In addition, the morphology of the
grains was different being of the typical Voronoi type for Type I and of a more arbitrary
geometry for Type II, which ideally resembles more the cast grain structure of the Hadfield
steels. It is also plausible that the grain geometry has an effect on the twin propensity.
These aspects should be investigated in the future to shed more light on the behavior of
Hadfield steels and the effects of grain size and morphology. The failure modeling of the
austenitic microstructure could also provide interesting aspects for finding the optimal
microstructure for different wear applications. In such cases, for example, damageable
grain boundaries could be explicitly introduced as one source of failure.
7.9 Application II - Deformation of polycrystal aggregate in
jaw crusher application
This section demonstrates the use of microstructural models in conjunction with an
actual application. The common use of Hadfield steels in mineral crushers makes it
a natural choice for the demonstration. Embedded microstructural aggregates in the
computations at an application level are usually not a very attractive choice when
considering the computational costs. Hence, instead, a deformation history imitating the
surface deformation of a jaw crusher is in this example assigned to the microstructural
aggregate. The measurement of the deformation history in the application may not
be easily conducted, which makes a simulation model more suitable to extract this
information. However, at present there is no measured or simulated deformation history
available describing the conditions at the surface of a jaw crusher, and therefore a virtual
loading history was generated for the simulation.
7.9.1 Modeling conditions
The virtual loading history comprises compression and tension load cycles. For simplicity,
only uniaxial deformation of the aggregate surface is assumed. In reality, different
contact pressure distributions load the surface of the material. With the finite element
discretization of the jaw crusher surface, even the simplified alternative would resemble
the deformation behavior of one surface node. The main objective of this approach is
to evaluate the material performance at the surface of the jaw crusher based on the
stress-strain response of the microstructure aggregates. Given that the microstructural
aggregate can describe the macroscopic behavior of the material, it is assumed that the
local scale deformation is also described with sufficient accuracy. Hence, by changing
some variable in the microstructure, such as the grain size, it is possible to evaluate
the effect of these variables on the deformation response, for example to quantify the
distributions of stress concentrations in the microstructure that could cause failure. As an
alternative to importing the deformation history, which is the product of the macroscopic
stress-strain behavior, it is also possible to use the detailed force history. However, in
the case of a force history, it is important to ensure correct scale transitions between the
macroscopic and microscopic meshes (e.g., contact area) to maintain realistic pressure
distributions, etc. Figure 7.30 shows the simplified virtual deformation history used in
the current simulations, and its idealized origin from the crushing event.
The loading history contains 50 cycles with durations ranging from 10 ms up to 1000 ms,
with an average of around 500 ms for each individual load increment. The strain rate
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Figure 7.30: Virtual displacement history of a surface material point in a jaw crusher application
with 50 loading cycles.
then varies between 0.01 and 1.0 s−1. The amplitude was chosen relative low to decrease
the computational time, i.e., quite small macroscopic deformations are applied to the
aggregate. The Type II aggregate presented in Table 7.8 was chosen for the simulations
due to its more realistic grain morphology. The rate of equivalent plastic strain (eqv.
Mises strain) shown in the result contours is defined as:
˙eqvp =
√
2
3 ˙p : ˙p, (7.38)
with ˙p = (1−
∑
β
fβ)˙slp + ˙twp ,
where ˙slp =
∑
s
γ˙smsl, and ˙twp =
∑
β
γtwf˙βmt
The total equivalent plastic strain is achieved by integration over the total computation
time.
7.9.2 Results and discussion
Figures 7.31a and b present the evolution of the stress state in the aggregate and grain
levels. The average aggregate stress level increases as a function of cycles until ca. 20
cycles or 10 seconds of loading. This is also evident in the grain scale stresses, where
only minor changes in the local stress states are observed at higher numbers of loading
cycles. Similarly, the average twin volume fraction of the 183 grain aggregate saturates
to a more or less constant level of 0.3 after ca. 15 seconds of loading. The grain level
twin volume fraction averages remain also quite constant, as the amplitudes of the virtual
loading cycles are not sufficient to initiate twinning to a large extent. Because of the
increased flow stress of the material, many parts of the grains start to behave elastically
and the plastic deformation is accommodated mainly by slip and and to a small extent
by twinning.
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Figure 7.31: Evolution of a) the average Mises stress in the whole aggregate, b) average Mises
stress in the grains after different numbers of cycles , c) twin volume fraction average in the
whole aggregate, and d) average twin volume fractions in the grains after different numbers of
cycles.
The contours in Figure 7.32 illustrate the instantaneous stress state, accumulated twin
volume content, and the equivalent plastic strain state after different numbers of loading
cycles. The overall stress state of the aggregate depends on the magnitude of the applied
displacement at the boundary given by the deformation history. However, some stress
concentrations are developed because of the evolution of slip and twinning inside the
grains, generating partially heavily twinned grain regions.
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Figure 7.32: Mises stress, twin volume content and equivalent plastic strain after different
numbers of loading cycles. Compression/tension expresses the current state of deformation at a
particular number of cycles.
The local grain level stress-strain behavior can vary significantly, as presented in Figure
7.33a for two grains, which have ca. 50 % difference in the average stress states. The
difference in the average twin volume fractions, in turn, is not necessarily that high (Figure
7.33b), which indicates that twinning is not solely responsible for the hardening. Some
of the chosen grains can reach up to 0.7 in the twin volume fraction, while their stress
state corresponds roughly to the one seen for grain 88 in Figure 7.33a. The intragranular
stresses, on the other hand, can be elevated when a dense twin population exist in some
part of the grain. Also, the cyclic loading builds up stress concentrations near the grain
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boundaries, which is one of the main sources of failure in the current material, as was
observed in the impact experiments. The strain is distributed heterogeneously in the
microstructure depending on the activity of the different deformation mechanisms.
Figure 7.33: a) Average stress-strain evolution in two grains, and b) average evolution of the
twin volume fraction in several grains.
7.10 Summary and partial conclusions
A phenomenological crystal plasticity model was developed for FCC crystal structures
including dislocation slip and twinning as concurrent deformation mechanisms. The
model was implemented within the large deformation framework to investigate the strain
localization and large macroscopic strains observed in steels in wear conditions. Numerical
implementation was done using explicit and implicit integration methods in Zébulon
commercial software. The model comprised different hardening descriptions related to slip
and twinning, including slip-slip, twin-slip, twin-twin, and slip-twin interactions, which
were included in the model based on the experimental observations on the deformed
Hadfield steel microstructure and literature describing the deformation behavior of TWIP
and Hadfield steels.
The model characteristics were demonstrated for a wide range of conditions to describe
the effects of the most important model parameters. The model verification was first
performed on Hadfield steel single crystals. The identification was then continued with
the polycrystal representative volume elements representing the macroscopic behavior of
Hadfield steels. The following observations and conclusions were made:
• Care should be exercised when dealing with the complex nature of the model
parameters and their interactions, e.g., when presenting uniaxial deformation,
kinematic conditions, or strain and strain rate history.
• The present crystal plasticity model describes the stress-strain behavior of some
selected orientations of the Hadfield steel single crystals in tension and compression
with a reasonable accuracy. The orientation dependent biasing of slip or twinning
as the main deformation mechanism can be captured by the model.
• Some discrepancies existed in the compression behavior of two orientations mainly
because of the localized deformation observed in the experiments and because of
the partly suppressed activation of secondary systems in the single slip case. Both
cases represent special deformation cases, which do not necessarily often take place
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in polycrystalline structures, as was found in the experimental characterization of
the polycrystalline Hadfield steel.
• The computations performed with the polycrystalline structure verified that the
model is capable of describing the macroscopic stress-strain behavior and the twin
evolution of a Hadfield steel. The tension-compression asymmetry was presented
well by the model.
• Simulations performed in compression and tension for another Hadfield steel alloy
verify that the macroscopic stress-strain behavior and twin evolution can be well
reproduced for different alloys.
• The simulations pointed out that the current modeling approach is capable of
describing the macroscopic stress-strain response at various strain rates from quasi-
static to dynamic with an acceptable accuracy, when positive strain rate dependency
exists in the material. The strain rate dependency of dislocation slip and twinning
were captured by the model based on the physical aspects. However, further
characterization including the volume fractions of twins at high strain rates is
required to fully verify the model performance.
To demonstrate the model performance with actual grain morphologies, fairly large
uniaxial plastic deformation was subjected to two different types of randomly oriented
polycrystal aggregates with different grain size and grain morphology. The stress/strain
localization and the twin volume fraction evolution were studied at the macroscopic and
grain levels. The following observations and conclusions were made:
• The stress-strain responses of the two types of aggregates were different mainly
because of the dissimilar twin evolution, which had a significant effect on the strain
hardening behavior of the aggregates. Based on the present simulations, twinning
is more preferential in the microstructure containing a variety of small and large
grains in comparison to the microstructure containing only small grains with a more
or less uniform size.
• The macroscopic strain hardening showed an upward curvature, which is caused
by the quickly increasing twin volume fraction followed by its saturation, creating
strong obstacles to dislocation slip. A more typical stress-strain curve shape was
observed when twinning had a less significant role in the deformation, which was
the case for the aggregate with small uniformly sized grains.
• At the grain level, the local stress-strain curvature depended in a similar manner
directly on the twin volume fraction evolution, high twin volume fraction resulting
in an upward curvature of the flow stress curve. The number of active slip or twin
systems depends mainly of the initial orientation of the grain and the hardening
related to the deformation mechanism. Generally, twins are developed first in one or
two systems, which is followed by additional systems before hardening suppresses the
average number back to one in the grain level. This behavior is in good agreement
with the experimental observations of the Hadfield steel. The average number of
active dislocation slip systems in a grain generally varies between four and six,
occasionally reaching up to eight. The number of slip systems usually saturates to
four systems.
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• The selection of grains that are susceptible to twinning is controlled by their
orientation relative to the loading direction. At small macroscopic strains only these
grains develop twins, but higher macroscopic strains increase the number of twinned
grains. The boundary condition effect from the neighboring grains can have some
effect on the development of twinning and stress concentrations.
• The model simulated the intra-grain homogeneities fairly well. This was verified by
the experimental observations, showing that there are highly twinned and highly
slip controlled regions in a grain, especially in the larger grains.
In addition, a virtual deformation history was used to simulate the behavior of a polycrystal
aggregate in the conditions existing on the surface of a mineral crusher jaw. The following
observations and conclusions can be presented based on these simulations.
• The local hardening of the grains develops a reasonable resistance against defor-
mation in a small amplitude cyclic deformation. The twinning and slip activities
saturate at the aggregate level, when the hardening increases the plastic flow stress
to a certain threshold level, i.e., the material’s surface hardness is increased. The
probability of stress concentrations, however, was increased with increasing number
of loading cycles, which can have a deteriorating effect on the wear resistance if
damage nucleates and propagates in these regions.
• The loading history concept of a surface node showed a feasible way to incorporate
the application level deformation to the local level in the jaw crusher application. The
method allows to study the localization of stresses and strains in the microstructure
as a consequence of different loading conditions during the deformation, instead of
only characterizing the post-mortem state of the deformed material.
8 Martensitic steels - BCC crystal
plasticity models
The following section introduces a crystal plasticity model for BCC metals, which is
implemented in the same large deformation framework in Zébulon as the FCC model
discussed in Section 6. The basic crystal plasticity model is extended with a simple
phenomenological description of shear banding, which in the current work is aimed to
provide additional functionality over the conventional crystal plasticity description of
BCC microstructures at high strain rates. Both models are discussed and demonstrated
with some examples, and an initial parameter search is performed. The ultimate aim of
the models is to study the deformation behavior of martensitic wear steel, which will be
briefly exemplified in the final part of the section.
8.1 Modeling of deformation in martensitic microstructure
In the literature, the martensitic steels have received fairly little attention in the field of
crystal plasticity modeling despite the continuous use of these types of steels. One reason
for the use hard martensitic steels is that for example mining industry needs materials that
can withstand extremely harsh deformation conditions and wear. From the modeling point
of view, besides the great uncertainty over the boundary conditions that the steels face in
such mining applications, the modeling of large deformations in fine microstructures is
also computationally heavy. For example, fine lath martensite microstructure including a
large number of details quickly increases the number of discretizing elements required to
represent the complex structure. At the same time, large deformations tend to cause mesh
distortions further increasing the risk for numerical divergence, especially in the case of
shear localization phenomena, such as shear banding. Another challenging feature is the
actual representation of the microstructure in generic forms. The algorithms, essential in
generating representative volume aggregates, are still largely under development. The
ones that exist are often designed to simplify the microstructure to some extent, for
example as discussed by Osipov [168]. Alternatively, the EBSD technique can provide
meshable ’correct’ microstructures for 2D use. However, the two dimensional structure
lacks the in-depth behavior of the material, which has a quite substantial effect on the
material behavior, as pointed out by Musienko et al. [160]. It is possible to extrude the
2D microstructure to 3D, but the extruded geometric models are still quite far from reality.
A more correct type of 3D microstructure can be achieved, for example, by using the
slice-by-slice method with focused ion beam milling (or simply polishing off the material)
and measuring the microstructure with EBSD at the x-y location. This technique is rather
time consuming and thus expensive, but it can provide more realistic microstructures
for simulations. One possibility to obtain a realistic type of a microstructure is to
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use 3D tomography techniques, such as Xray radiography/tomography. In summary,
in order to compute martensitic microstructures (or alikes) effectively, the synthetic
microstructures require some amount of simplifications, but they can perform better
yielding more information about the grain structure. More detailed information can
be achieved from the realistic type of microstructure, i.e., by representing the actual
microstructure in correct scale with only minor discretization errors.
The challenges in the modeling of the microstructure geometry of the martensitic steels do
not rule out the common developments of the BCC crystal plasticity framework. In fact,
a number of these models exists, however, mostly addressing other grain structures and
assemblies, as for example in refs. [164, 171, 173, 202, 227]. The modelling approaches
include both phenomenological and DD-driven models similar to the FCC (and HCP)
crystal structure models, depending on the purpose of the models. The complexity of
the models can become significant and computationally heavy, when detailed dislocation
dynamics inspired descriptions of dislocation interactions are accounted for. The studies
focusing especially on martensitic steels aim to understand the deformation behavior of
the steels from different perspectives, approaching the subject piece by piece. For example,
Maresca et al. [144] aimed to reveal the importance of the lath microstructure and to
investigate the effect of retained austenite. They found that at the microscale the retained
austenite has a quite significant effect on the flow behavior, which was also observed by
Wu et al. [225]. Li et al. [124] incorporated the length-scale in their crystal plasticity
model by introducing geometrically necessary dislocations. Their approach was restricted
to 2D microstructures with 12 slip systems, but the addition of the length-scale performed
quite well when non-explicitly presented lath sizes and precipitates were involved, i.e.,
these features are not required to be presented in the computational mesh as a courtesy of
the model. The study of Shanthraj and Zikry [201] on the failure propensity of different
simplified computational martensitic microstructures showed the importance of the grain
structure to the failure behavior.
The number of slip systems providing deformation in the BCC crystal structure can vary
from 12 through 24 to 48, comprising of twelve {110} <111>, twelve {112} <111>, and 24
{123} <111> systems, as described in the studies mentioned above. Often a simplification
is made to reduce the number of slip systems to 12 to reduce the degrees of freedom in
the deformation by concentrating either on the type {110} <111> or {112} <111> slip
system family, while the 24 {123} <111> systems are considered to become activated only
at higher temperatures. Also, a common way is to include both of the {110} <111> and
{112} <111> families, totalling in 24 slip systems, as listed in Tables 8.1 and 8.2. This
work adopts the choice of 24 slip systems, since the model is aimed to operate at room
temperature only. Some studies (but surprisingly not many), e.g., [55, 144, 171, 232],
address the non-Schmid effects in the BCC slip related to the cross-slip, that inevitably
causes some deviation from the Schmid law. However, the present approach assumes the
Schmid type rule to hold for simplicity, and the further implementations of this effect are
left for future developments of the model.
Table 8.1: The twelve independent BCC {110} <111> slip systems
(110) (110) (11¯0) (11¯0) (101) (101) (101¯) (101¯) (011) (011) (011¯) (011¯)
[1¯11] [11¯1] [111] [111¯] [111¯] [1¯11] [111] [11¯1] [111¯] [11¯1] [111] [1¯11]
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Table 8.2: The twelve independent BCC 112 <111> slip systems
(112) (1¯12) (11¯2) (112¯) (121) (1¯21) (12¯1) (121¯) (211) (2¯11) (21¯1) (211¯)
[111¯] [11¯1] [1¯11] [111] [11¯1] [111¯] [111] [1¯11] [1¯11] [111] [111¯] [11¯1]
Figure 8.1 illustrates the transition from the single crystal behavior to the polycrystal
aggregate scale. The single crystal model describes the behavior of the crystal structure
with a certain orientation or a group of orientations at the grain scale. The information
of the prior austenite grain size, block and packet sizes observed at the grain scale, is
important in determining the deformation behavior at the local scale. The difference to
an actual austenitic microstructure is that one prior austenite grain already includes a
number of subgrain structures underlining the significance of these structures. The overall
performance of a microstructure can be obtained when larger polycrystal microstructures
are investigated, as the compound effect of the grain structure is more easily revealed.
Thus, in order to properly understand the behavior of these type of microstructures,
it is advisable to divide the process into steps beginning from the model development
that includes the most essential micromechanical phenomena, ultimately ending in the
transition from the small scale to macro-scale behavior.
The present work concentrates on the development of the single crystal models in order to
provide tools for future use. First the implementation of a phenomenological model to the
large deformation code is performed, and the preliminary identification of the parameters
is done for one martensitic steel grade studied in this work. The lack of shear banding
models in the above mentioned approaches on the martensitic steels is addressed by
developing a way to include shear banding as a phenomenological deformation mechanism.
Its significance is demonstrated with single crystal simulations at various strain rates.
The actual computations with large scale polycrystal aggregates are left beyond this work,
already due to the large computational time required for their completion. However, the
model implementations allow to use the current approaches even in loading conditions
that cause heavy deformation in the aggregate, which is also one of the main objectives
of this work.
Figure 8.1: Multi-scale representation of micromechanical deformation in martensitic mi-
crostructures.
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8.2 Single crystal plasticity BCC model
The BCC crystal plasticity model follows the same framework as presented in the previous
chapter for FCC crystals. In the current model, the plastic strain is accommodated in
the BCC crystal only by dislocation slip, i.e.,
˙p =
Ns=24∑
s=1
γ˙sms (8.1)
Here, the model is referred to as the ’BCC basic model’ to make a difference for the shear
band extended model, which will be presented later in this chapter.
8.2.1 Slip rate
The same phenomenological flow model as before is adopted here as well with a possibility
to introduce kinematic hardening parameters by xs. However, in the absence of cyclic
experimental data, the kinematic terms are set to zero in all calculations. The same
constraints describing the activation of slip systems apply to this flow model as was
presented with the FCC flow rule, i.e., slip is only activated when the critical resolved
shear stress of a system is exceeded.
γ˙s = ν˙ sign(τs) =
〈 |τs − xs| − rs − τy
K
〉n
sign(τs − xs) (8.2)
xs = cαs ; α˙s = (sign(τs − xs)− dαs)ν˙s (8.3)
Both of the included slip families {110} < 111 > and {112} < 111 > share the same flow
rule. However, the viscous parameters K and n can be different in addition to dissimilar
critical resolved shear stresses for the activation, if necessary, and the parameters can be
identified from the experimental data and characterizations. All of the slip systems in a
slip family are assumed to have the same critical value for activation.
8.2.2 Hardening through slip-slip interaction
Isotropic hardening is assumed for all systems with the following equation of evolution
including self and latent hardening. The present expression considers the interactions
between the two slip families in contrast to an alternative model utilized by Osipov [168]
for bainitic steels, where a slip family only interacts with itself.
rs = bQ
ns∑
s
hnsρ
s = Q
∑
r
Hrs{1− exp(−bvr)} ρ˙s = (1− bρs)ν˙s (8.4)
The interaction matrix is adopted from the work of Hoc and Forest [91] on an IF-Ti
alloy. They noted that a simplified expression including only the self-hardening coefficient
(ass) and the latent hardening coefficient (asu) suffice to describe monotonic loadings,
but fail to represent complex strain paths. For this reason, they suggested a modification
that introduces a 24x24 interaction matrix composing of six different coefficients. A
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Table 8.3: The coefficients for the interaction matrix in BCC crystals [91]
Plane {110} ∩ {110} {110} ∩ {112} {112} ∩ {112}
Same a0 (h8) ks0a0 (h1)
Collinear k1a0 (h2) kp1a0 (h3) ks0k1a0 (h6)
No collinearity k2k1a0 (h4) kp2kp1a0 (h5) ks0k2k1a0 (h7)
classification of the slip systems belonging to the same slip family, to a collinear system
or to a non-collinear system was made, as presented in Table 8.3.
Hoc and Forest [91] assumed the interaction between planes {110} to be smaller than
between planes {112}. A similar assumption with some additional simplifications was
made by Mathieu [146] in the case of ferrite. The results showed good agreement with
the experiments in both cases, and hence the model with a 24x24 interaction matrix was
seen sufficient also for the present work. The amount of interaction coefficients Hi is
increased to eight, when each interaction type is considered separately.
8.2.3 Summary of the BCC basic model
The residuals of the basic BCC model are presented in the following box. The hardening
of a slip system is not considered as an internal variable, but it is rather embedded in the
residual of the flow rule.
RE = ∆E −∆F · F−1 · E + E ·
(∑
∆νsmssign(τs − xs)
)
Rνs = ∆νs −
( |τs − xs| − rs − τy
K
)n
∆t
Rρs = ∆ρs − (1− bρs)∆νs
Rαs = ∆αs − (sign(τs − xs)− dαs)∆νs if kinematic hardening is used
The residuals for each internal variable (BCC basic model)
The updating of the variables is performed in the same way as presented in the previous
chapter.
8.3 Extension of micro shear banding in BCC crystal plasticity
In this section a phenomenological description of shear bands is incorporated in the BCC
basic model. This extension is suggested to the current modeling framework for future
studies concentrating on the shear banding of martensitic wear resistant steels, occurring
for example in the impact conditions as a consequence of stress concentrations and high
strain rates. As it stands, the basic model is not capable of reproducing softening at
high strain rates, since the model assumes continuous strengthening of the material, i.e.,
higher strain rates only shift the curve to higher flow stresses.
To capture the effect of shear banding and strain localization, which are two obvious
reasons for the softening and failure at high strain rates, a phenomenological description of
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the shear band phenomenon is introduced to complement the basic approach of dislocation
slip controlled plastic flow presented in the previous section. The shear banding is assumed
to be triggered only by dislocation slip when the activation criterion, i.e., the critical
threshold stress for shear banding is met. The formulation is considered analogous to the
flow behavior of dislocations to provide a physically similar behavior and to combine it
with rate dependency. Thus, the following extension does not aim to replace the typical
combinations of slip planes and directions, but rather to offer an alternative deformation
mechanism that the basic model is not necessarily capable of providing.
It is worth noting that as the present framework is not currently coupled with temperature,
the flow model is driven by stress and controlled by the activity of conventional slip
systems (and their rate) to couple the model to the common conditions required for shear
banding. Also, as a consequence, the phenomenological description does not make a
difference between adiabatic shear bands and highly deformed shear bands. The former,
for example, could in some cases form quite early at high strain rates, whereas the latter is
assumed to occur only when high stress concentrations build up in the microstructure due
to extensive shear deformation regardless of the strain rate. In fact, the model extension
aims to capture both of these shear band mechanisms by utilizing the effect of positive
strain rate dependence and its coupling to stress. High strain rates increase the flow stress
making the conditions also more favorable for shear band activation. In addition, the
high plastic strains accompanied by strain hardening have the same effect of increasing
the flow stress that can trigger shear banding, if it is considered that the conventional
dislocation slip does not greatly increase the resistance to the shear band mechanism.
Another aspect of the extension is that the model is formulated with respect to the
principal directions of the stress tensor, which both evolve during the computations. It
follows that due to this choice, the shear band systems do not necessarily respect the
common crystallographic planes and directions, and hence the term ’non-crystallographic’
is often adopted. Instead, the material is considered as a continuum that can deform in
these virtual ’slip systems’, as was originally suggested by Anand and Su [8]. The reason
for using such a way is to reduce the complexity of the shear banding phenomenon at the
crystallographic level, and simply to describe shear banding in a more close relation to
the material damage-like behavior, which is often controlled for example by the principal
stresses.
In the modeling approach of Anand and Su [8] they considered the deformation of
amorphous glasses by virtual shear band slip systems. The constitutive model in their work
was intended to describe decohesion of the material. Following the same principal ideas,
Wei et al. [221] performed studies on the grain boundary decohesion of nanocrystalline
metallic materials alongside a more classical approach of crystal plasticity in the grain
interiors. Recently, Jia and coworkers [105–108] used a similar approach, extending the
functionality of slip and twin controlled deformation in the FCC structures to include
also shear banding. In addition, they utilized the same model for the BCC shear banding
of pure metals. Their approach differs from the two former studies by considering shear
banding as an additional deformation mechanism contributing to the total shear of the
material instead being only a direct cause of failure. However, the studies utilizing a
similar shear band approach mainly focus on either non-metallic materials or pure metals,
and they do not account for any relationship to high strain rate or high strain triggered
shear banding, which makes the use of these models somewhat insufficient for modeling
of the high and ultra high strength steels. Hence, the present model aims to include shear
banding at room temperature, but mainly at high strain rates or high strains to elucidate
8.3. Extension of micro shear banding in BCC crystal plasticity 189
the localized deformation behavior in the microstructures of martensitic steels.
8.3.1 Incorporation of potential shear band systems
The shear band mechanism adopted in the present model is suggested by Anand and
Su [8], as already pointed out. In this approach, the potential shear band systems are
constructed relative to the three principal directions of the second Piola-Kirschoff stress
tensor. It is assumed that shear banding favors the directions of the principal stresses
in the material causing the highest probability for localized phenomena. In the present
framework it would be consistent to extract the principal stress directions from the Mandel
stress tensor M . However, to avoid imaginary roots of a non-symmetric tensor, which is
possible for a Mandel stress tensor, the systems are extracted also from the symmetric
second PK stress tensor. To include the potential shear band systems into the present
framework, the plastic velocity gradient is modified to add the contribution of micro shear
banding as
˙p =
Ns∑
s=1
γ˙sms︸ ︷︷ ︸
Slip
+
Nχ∑
χ
γ˙χmχ︸ ︷︷ ︸
Shear banding
(8.5)
where γ˙χ is the shear rate of a micro shear band system χs and mχ is the orientation
tensor consisting of the slip plane normal and the slip direction. The decomposition of the
PKII stress in Equation 8.6 provides the principal directions of the tensor from which the
potential systems are constructed. It is worth noting that the shear bands in the current
framework contribute only to the plastic strain rate and share the same orientation with
the matrix (grain).
S =
3∑
i=1
σieˆi ⊗ eˆi (8.6)
where σi are the principal stresses and eˆi the orthogonal principal directions. The principal
stresses are strictly ordered as σ1 ≥ σ2 ≥ σ3. Each (eˆi - eˆj) has two potential shear band
systems in the defined direction m∗ on the plane n∗.
m(1) = cos(pi/4)ei + sin(pi/4)ej
n(1) = sin(pi/4)ei − cos(pi/4)ej
m(2) = cos(pi/4)ei − sin(pi/4)ej
n(2) = sin(pi/4)ei + cos(pi/4)ej (8.7)
where indices i and j range from 1 to 3 and i 6= j (in 3D cases). The final number of the
shear band systems is six.
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m(1) = cos(pi/4)e1 + sin(pi/4)e3 ; n(1) = sin(pi/4)e1 − cos(pi/4)e3
m(2) = cos(pi/4)e1 − sin(pi/4)e3 ; n(2) = sin(pi/4)e1 + cos(pi/4)e3
m(3) = cos(pi/4)e1 + sin(pi/4)e2 ; n(3) = sin(pi/4)e1 − cos(pi/4)e2
m(4) = cos(pi/4)e1 − sin(pi/4)e2 ; n(4) = sin(pi/4)e1 + cos(pi/4)e2
m(5) = cos(pi/4)e2 + sin(pi/4)e3 ; n(5) = sin(pi/4)e2 − cos(pi/4)e3
m(6) = cos(pi/4)e2 − sin(pi/4)e3 ; n(6) = sin(pi/4)e2 + cos(pi/4)e3
The micro shear band slip directions and plane normals
There are some cases, e.g., σ1 > σ2 = σ3, where there is an infinite number of orthonormal
vectors eˆ2 and eˆ3 to eˆ1 [8]. Therefore, an arbitrary pair of orthonormal vectors eˆ2 and eˆ3
perpendicular to eˆ1 is chosen, which causes the slip system selection to be ambiguous.
8.3.2 Flow rule of the micro shear bands
The kinematic description of the equation is formulated analogous to the slip flow rules
used in this work. However, the flow rule is constrained by the activity of conventional
slip systems so that shear banding may only take place when dislocations are mobile
(
∑24
i=1 |γ˙| > 0), i.e., these dislocations are the fundamental driving force establishing
micro shear bands and controlling their growth. The viscoplastic formulation acts as a
secondary constraint controlling the magnitude of the contribution to the overall plastic
strain rate. For example, the parameters can be chosen so that shear bands are triggered
only at high strain rates where the flow stress is higher, or after an extensive shear strain
has taken place, as pointed out above. The following equation presents the formulation:
γ˙χ = χ˙r sign(τχr) = Kb
〈 |τχr| − rχ
Kχ
〉nχ
sign(τχr)
s∑
1
∆νs (8.8)
where Kb is a fitting coefficient to control the intensity of shear banding and Kχ and nχ
are the viscous parameters.
The shear band activity is restricted by the critical resolved shear stress of a shear band
system, according to which a shear band system activates only when |τχr| > rχ, where
rχ is the total resistance against shear banding, including both the initial resistance and
the isotropic hardening part. It is worth noting that the present model uses the same
flow rule for the initiation and growth, which is a common simplification over some more
complicated modelling approaches using different constitutive models for the nucleation
and growth, as discussed in Section 2.3.
8.3.3 Hardening of the potential shear band systems
In a previous study performed by Jia et al. [106] with a similar non-crystallographic shear
band model for FCC structures, they proposed that the main reason for the discrepancy
between the experimental results and simulations was due to the lack of hardening of the
shear band systems in their model. To suggest an improvement to this problem and to
make the model more stable, simple hardening schemes are implemented to account for
the different phenomena potentially causing hardening against the nucleation and growth
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of the shear band systems. Also, Jia and coworkers disregarded any possible softening
arising from the emerging shear band due to the incompatibilities in their framework. In
contrast, Anand and Su [8] used a softening model preceding decohesion, while Wei et
al. [221] used a more conventional damage model as a basis. Slightly differently to the
previous studies, in the present model the hardening/softening of the shear band systems
is based on the following assumptions and simplifications:
I Slip activity of the shear band systems causes self-hardening when the shear strain
contributed from the shear band increases. Complex dislocation density models
including evolution of the dislocation structure inside the shear band core, e.g., refs.
[67, 68, 188], are not accounted for in the present model for simplicity. Instead, a
phenomenological exponential law is used. Alternatively, to investigate the stability
of the model, the hardening coefficient can be taken as negative to cause self-
softening. This reduces the need of a damage model since only higher shear band
activity is permitted as a result of softening. This idea is partly justifiable since
although after the initiation the shear bands may grow spontaneously, when DRX
occurs and self-organization of the shear band core microstructure has taken place,
it could be expected that hardening again overcomes softening [97, 152].
II The crossing micro shear band systems are assumed to cause hardening in each
other. When shear strain, or cumulated shear band activity, increases in the shear
band cores, it is assumed that the penetration becomes more difficult. In addition,
the hardening parameters can be chosen so that already nano-shear bands can
cause significant hardening in the other shear band systems, as it is experimentally
observed that the shear strains can already be quite high even in thin bands [97].
III Slip activity in the matrix is considered to increase the resistance against shear
banding. Hong et al. [97] characterized shear band-matrix interfaces and noted a
transition layer between the matrix and the shear band core. They observed that
the shear band core began to spread at the expense of the high dislocation density
transition layer only after high local strains developed inside the nano-sized core
of the shear band. Inversely this suggests that high dislocation density can have a
barrier like effect on the shear band growth, at least to some extent.
IV The question of the shear bands causing hardening to dislocations by barrier-like
effect remains open. The hardening could be justified following the reasoning in
point II and considering the shear bands causing Hall-Petch type hardening via
grain size reduction. However, at present no direct hardening effect caused by shear
band systems to slip is described, mainly because no volume fraction of shear bands
is used or no explicit definition in the mesh exists for the shear bands, which rules
out the use of a similar hardening scheme as for the twin-slip interaction taking the
grain size reduction into account.
The self-hardening term follows the same rule as the slip hardening, as described in point
I. The ‘dislocation density’ evolves and saturates in a similar manner according to a
exponential evolution law as for slip. In the present case, the hardening/softening is a
function of accumulated shear of the shear band systems instead of the dislocation density
assigned to the shear bands because of the complex dislocation structures forming inside
the shear bands. Choosing of a negative value for coefficient Q will cause softening of
a shear band system when it evolves. To incorporate softening at the early stages of
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deformation followed by hardening at the later stages due to the recrystallization process,
a two-term hardening law could be used. However, in the present simulations only a
single term hardening or softening law is adopted, mainly because no simple evolution
law for hardening after the DRX process has been proposed in the literature so far.
rχr = bχQχHχρχr = QχHχ{1− exp(−bχχχr)} (8.9)
The activity of other shear band systems s causes latent-like hardening in a system r,
which restricts the evolution of system r according to point II. A power law form is
used, in which the exponent characterizes the effectiveness of the hardening with respect
to the sum of all accumulated shear produced by other shear band systems. A low
exponent value causes effective hardening already at low strains, whereas a high value of
the exponent retards the hardening effect. The rate of this hardening rule is:
r˙χχ = Hsbnd
∑
r 6=s
χs
f∑
r 6=s
∆χs (8.10)
Following the ideas of accumulated slip activity in the matrix provided in the previous
section, the evolution of hardening caused by the sum of accumulated slip described in
point III is formulated as:
r˙χν = Hslsb
(∑
s
νs
)d∑
s
∆νs (8.11)
The total hardening of a shear band system χr may be given as the sum of external
hardening factors (latent terms) and by its self-hardening, i.e.,
rχt = rχr +
∫ t
0
r˙χχ +
∫ t
0
r˙χν︸ ︷︷ ︸
rχext
(8.12)
Finally, the resistance against shear banding, which must be exceeded by the resolved
shear stress, can be expressed as:
rχ = τχ0 + r
χ
t (8.13)
where τχ0 is the initial threshold for shear banding.
8.3.4 Summary of the micro shear band BCC model
The ingredients of the present BCC crystal plasticity framework including shear banding
are gathered in the following summary. The dislocation density terms are not necessary
directly in the context of the computations of this work since the slip-slip hardening
and shear band self-hardening are functions of the accumulated shear values vs and χr.
However, these terms can be modified to include the dislocation based hardening/softening
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evolutions in the future developments of the model, e.g., by adding temperature effects in
the model.
Plastic strain rate:
˙p =
Ns∑
s=1
γ˙sms︸ ︷︷ ︸
Slip
+
Nχ∑
χ=1
γ˙χmχ︸ ︷︷ ︸
Shear banding
Dislocation slip terms:
Slip rate: γ˙s =
〈 |τs| − rs − τs0
K
〉n
sign(τs)
Hardening of a slip system: rs = bQ
ns∑
s=1
hnsρ
s = Q
∑
r
Hrs{1− exp(−bvr)}
Dislocation density evolution: ρ˙s = (1− bρs)ν˙s
Shear band terms:
Shear band rate: γ˙χ = Kb
〈 |τχr| − rχ
Kχ
〉nχ
sign(τχr)
ns∑
s=1
∆νs ; rχ = τχ0 + rχss + rχsχr + r
χ
ν
Shear band self-hardening rχr = bχQχHχρχr = QχHχ{1− exp(−bχχχr)}
Shear band hardening due to other shear bands: r˙χχ = Hsbnd
∑
r 6=s
χs
f∑
r 6=s
∆χs
Shear band hardening due to accumulated
plastic strain in the matrix: r˙χν = Hslsb
(∑
s
νs
)d∑
s
∆νs
Crystal plasticity framework for BCC micro shear band
Similarly, the residuals are written in the common form for the Newton integration.
The internal variables vint are again updated at every time step. The Jacobian matrix
becomes a non-symmetric 45x45 (9+24+6+6) without dislocation terms, and 75x75
(9+24+24+6+6+6) with the dislocation terms. The necessary partial derivatives required
in the iterations are given in Appendix B for the shear band model.
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RE = ∆E −∆F · F−1 · E + E ·
(∑
s
∆γsms +
∑
χ
∆γχmχ
)
Rνs = ∆νs −
( |τs| − rs − τs0
K
)n
∆t
Rρs = ∆ρs − (1− bρs)∆νs
Rχr = ∆χr −KB
( |τχr| − (rχrt + τχr0 )
Kχ
)nχ∑
s
∆νs
Rrχrext = ∆r
χr
ext −
Hslsb(∑
s
νs)d
∑
s
∆νs +Hsbnd(
∑
r 6=s
χs)f
∑
r 6=s
∆χr

Rρsχ = ∆ρ
s
χ − (1− bχρsχ)∆χs
The residuals for internal variables (BCC micro shear band)
The shear band self-hardening was selected to evolve with the shear band rate term in
the same way as in the slip. Therefore, only the external hardening rχrext terms together
were considered as an individual internal variable.
8.4 Model parameter identification for the BCC basic model
The parameter identification for the BCC basic model was performed for the HV500A
steel using experimental data from uniaxial compression tests at three strain rates. The
tests included two quasi-static and one dynamic test. Two identification routines were
used, which are embedded in the Zébulon finite element suite. The Berveiller-Zaoui
(BZ) routine was utilized as the primary method for identification, but in addition the
parameter search was also performed with the Beta-method for comparison. Figure 8.2
shows the results of the identification process for both methods.
At present, the commonly available BZ and Beta routines in Zébulon are mainly limited
to the small deformation framework and therefore not be used with the present large
deformation framework. Despite this, it was for simplicity decided to use these routines,
although the error can become somewhat higher at larger strains. Taking into consideration
that the experimental stress-strain behavior of the material does not show significant
changes even at higher strains in the quasi-static range, the present identification result
was accepted. Additionally, the search routines are much faster than the use of actual
finite element structures with a large amount of orientations and elements, such as was
used in the previous section.
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Figure 8.2: Experimental stress-strain data with simulated curves fitted with a) BZ-routine, b)
Beta-routine.
The value for the shear modulus µ in the BZ routine was taken as 70.7 GPa, and the
Poisson’s ratio as 0.3 (simplified routine in Zébulon). For the Beta-method, the Young’s
modulus of 210 GPa with the Poisson’s ratio of 0.3 were used. The Beta-method values
were identified as 230 for D and 0.02 for δ. Total of 500 random orientations were used for
both methods with equal weights in the computations, since no particular distributions
of phase fractions or texture were experimentally identified
The identified material parameters were τ1100 , τ1120 , K, n, b and Q. Without any better
knowledge of the initial slip activation (experiments or characterization), the initial
resolved shear stress values were taken equal for both slip families. The elastic constant
data for the material was taken from ref. [168]. The coefficients of the interaction matrix
rely on the values proposed by Hoc and Forest [91], which were identified for complex
loading paths. The kinematic hardening terms were set to zero in the absence of suitable
cyclic experimental data for fitting of the parameters. All of the used values for the
parameters are presented in Table 8.4.
Table 8.4: Model parameters used in the simulations and the coefficients identified in the
process for the BCC basic model
Parameter C11 C12 C44 τ1100 τ1120 K n b Q
219540 78125 70700 367.0 367.0 367.0 120 3.0 32.0
Interaction matrix h1 h2 h3 h4 h5 h6 h7 h8
coefficients 1.3 1.0 1.05 1.15 1.1025 1.3 1.495 1.0
All units in MPa
Interaction coefficients with: a0 = 1, k1=1, k2 = 1.15, kp1 = 1.05, kp2 = 1.05, ks0 = 1.3
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The results of the fitting process, presented in Figure 8.2, show good agreement with the
experimental data using both methods at the quasi-static strain rate range. A discrepancy
exists at the higher strain rate range because the model does not include any additions
to the constitutive behavior that would cause reduced hardening or softening. Hence,
both simulations over-estimate the experimental result by ca. 5 % at around 0.15 of total
strain at the strain rate of 3300 s−1. The reason for the fairly low overall error between
the results is that the material is not highly strain rate sensitive or it does not show very
substantial strain hardening. The yield points were predicted quite well, acknowledging
that the yield point in the high strain rate curve is not often very accurately measured with
the Hopkinson apparatus, especially with the protective inserts used in the experimental
setup causing some interference in the pulses.
8.5 Numerical examples of BCC single crystal deformation
8.5.1 Modeling conditions and simulation parameters
The numerical applications of the modeling approach are demonstrated in this section
for single crystals. Some common rolling texture orientations [120] were chosen for the
simulations to study the propensity of shear banding in these orientations. One of the
most important texture components in BCC metals is of type {001} < 110 >, which
appears for example in hot rolling. Additionally, the effect of strain rate was studied
at both quasi-static and dynamic ranges. The effect of model parameters related to
shear banding was demonstrated with two examples, showing the sensitivity of the model
response to viscosity and self-hardening/softening of the shear band. The former dictates
the probability of the activation of the shear band depending on the strain rate, while the
latter demonstrates the suitability of the softening criterion for the modeling framework.
The basic model parameters were taken from the identification process presented in the
previous section. Table 8.5 lists typical BCC polycrystal texture orientations. However,
the simulations were performed with single crystals by adopting the listed orientations.
The additional model parameters for shear banding are included in Table 8.6, which are
used as base values for the computations. All variations from these values are provided
in the figures depending on the studied conditions. The simulations were performed
mainly in tension in the ND direction using a single element with the large deformation
framework and the implicit/explicit integration schemes. The boundary conditions were
the same as described in Section 7.5.
Table 8.5: Common rolling textures in BCC polycrystals
Texture Indices Zébulon rotation
ND RD
BCC1 (001) [110] x3 0. 0. 1. x1 1. 1. 0.
BCC2 (211) [011¯] x3 2. 1. 1. x1 0. 1. -1.
BCC3 (110) [001] x3 1. 1. 0. x1 0. 0. 1.
BCC4 (111) [01¯1] x3 1. 1. 1. x1 0. -1. 1.
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Table 8.6: Model parameters used in the single crystal simulations with the shear band model,
alternative parameter values marked in the figures.
Parameter C1111 C1122 C1212 τ1100 τ1120 K n b Q
BCC-basic 219540 78125 70700 367.0 367.0 367.0 120 3.0 32.0
Parameter τχ0 Kχ nχ Cχ Hslsb dsb Hsbsb fsb
Shear banding 1100.0 1200.0 5.0 20.0 100.0 1.5 200.0 0.5
Qsb bsb Hsb
-150.0 3.0 1.0
Interction matrix h1 h2 h3 h4 h5 h6 h7 h8
coefficients 1.3 1.0 1.05 1.15 1.1025 1.3 1.495 1.0
All units in MPa
Interaction coefficients with: a0 = 1, k1=1, k2 = 1.15, kp1 = 1.05, kp2 = 1.05, ks0 = 1.3
The threshold for shear banding was chosen quite high for the demonstrations, roughly
three times the initial resolved shear stress of conventional slip. The viscous parameters
were also shifted according to the threshold, choosing the exponent n quite low, which
renders the flow behavior strain rate sensitive. The external hardening rule parameters
related to shear banding the effect of slip to shear bands Hslsb, and the interaction
between shear bands Hsbsb, were taken similarly quite low to limit their effect. The value
for the exponent controlling slip-shear band interaction was chosen quite high to cause
more hardening at higher strains. In contrast to partially restrict shear band propagation,
the interaction between shear bands was presumed to be strong already at low strains,
and therefore a smaller value for the exponent was chosen than for the slip-shear band
interaction. The magnitude of the self-hardening/softening coefficient was selected to be
relatively high, or alternatively softening was generated by choosing a negative value.
8.5.2 Single crystal simulation results including shear banding
Figure 8.3 shows the tensile stress-strain curves and the contributions of different defor-
mation mechanisms for four single crystal orientations at constant 3300 s−1 (a,b) and
10−3 s−1 (c,d) strain rates for the shear band model. The single crystal orientations [111]
and [211] show higher flow stress than the softer orientations [001] and [110]. The onset
of shear banding can be observed already at low strains at the quasi-static strain rate
for the [111] and [211] orientations. The significance of shear band systems increases for
both orientations at the high strain rate as expected. The stress-strain response of the
BCC-basic model (dashed line in Figures 8.3a and c) for the [111] orientation differed from
the shear band model showing higher flow stress values in the cases where shear banding
is observed. It can be seen that the shear band mechanism provides some softening in
the curves, as is expected from the activation of an additional deformation mechanism
with a relatively low hardening capability. In the present simulations, the orientations
[001] and [110] did not activate shear band systems even at high strains, indicating that
they are not very susceptible to shear banding at least with the present threshold for
the activation. The shear banding response of the studied orientations does not change
significantly when compression is applied instead of tension.
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Figure 8.3: Stress-strain response of four single crystal orientations in tension at strain
rates 10−3 s−1 (a) and 3300 s−1 (c) of the shear band model, and the corresponding relative
contributions of each deformation mechanism to total shear b) and d).
The shear banding shows varying magnitude in the different orientations. The shear band
systems in [211] orientation are more active at the beginning of the deformation with a
decreasing trend when the total strain increases at both strain rates. In contrast, the
[111] orientation shows more or less constant shear band activity at the quasi-static strain
rate, but the activity shows variations at high strain rates, initially reaching up to 60 % of
shear contribution. In both cases, shear banding usually decreases the slip activity on the
{112}<111> than {110}<111> slip family. Jia et al. [105] observed stronger reorientation
of the FCC crystals when shear banding is active compared to the slip+twin controlled
deformation. Hence, one explanation could be that the reorientation of the crystal takes
place favoring {110}<111> slip systems and further shear banding, when shear band
systems contribute to the deformation in a notable manner.
To study the characteristics of the shear band model and the propensity of the shear
banding at various conditions, based on the current results [111] was selected as the main
orientation due to its high tendency to develop shear bands. Figure 8.4 demonstrates
the effect of strain rate on shear banding in the [111] initial orientation, showing that
increasing strain rate increases the probability of shear banding due to choice of the
viscoplastic parameters that increase shear banding when the strain rate increases.
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Figure 8.4: Effect of strain rate to the shear banding of a single crystal orientation [111], a)
stress-strain behavior, b) cumulative shear contribution of the deformation mechanisms, and c)
instantaneous shear contributions.
At low strains, there is a marked drop in the flow stress at the two highest strain rates
due the decrease in the instantaneous contribution of the shear bands to the total shear
(Figure 8.4c). When the shear band contribution again starts to increase also the flow
stress increases by some amount. This could be partly explained by the external hardening
caused by multiple shear band systems to each other, as well as the by the accumulated
slip in the matrix increasing the shear band resistance. From another point of view, the
decreased shear banding at low-to-medium strains allows more slip deformation, which
does not immediately cause strain hardening, probably due to the high number of available
slip systems having low slip resistance. This assumption was confirmed by investigating
the individual contributions of the slip systems to the total shear, according to which the
additional slip systems activated when the shear banding decreased. The activation of
the additional slip systems may also be affected by the crystal rotations, as in the model
the shear banding also contributes to the total lattice rotations.
The effects of viscous parameters are shown in Figure 8.5a for the self-softening and self-
hardening schemes. A decrease in the viscosity parameter K promotes shear band activity,
while a suppressing effect is observed with higher K values. The downside of using low
value for K is that the explicit integration may be prone to the bifurcation phenomenon,
which is reduced when the K value is higher. The choice of the hardening/softening
parameter Q affects the stress-strain behavior by either increasing or decreasing the flow
stress after the initial stage of shear banding. Figure 8.5b shows the cumulative relative
shear contributions for different viscous parameters with the self-softening scheme. A
quite remarkable increase in the contribution of the shear band systems is observed
when lower K values are used. However, the instantaneous shear contribution in Figure
8.5c illustrates that if the shear band activity is initially high, the instantaneous shear
contribution of the shear bands is decreased when strain increases. On the other hand, if
the viscous parameter is high, the shear bands contribute more at higher strains. Hence,
the main effect of the viscosity value on the physical behavior of the material, is that a
high value leads to an incubation time before shear banding commences.
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Figure 8.5: Effect of viscosity on the shear banding with self-hardening and self-softening
schemes, (a-c). Difference between the hardening and softening schemes in shear contribution (d),
evolution of shear strain in active shear band systems (e), and the evolutions of individual shear
band system hardening for both cases with a K value of 1200 (f). The single crystal orientation
is [111].
Figure 8.5d shows the difference between the softening and hardening schemes with
K = 1200 in the relative contributions of shear bands to the total shear deformation
of a the [111] orientated single crystal. Softening concentrates more deformation to the
shear band systems after the softening has become more significant, i.e., the shear band
has grown to the critical size. At higher strains, a slight decrease in the shear band
activity is seen due to external hardening. Figure 8.5e,f illustrates the cumulative shear
contributions of the individual active shear band systems and the evolution of the shear
resistance. The difference is not very significant in the cumulative shear contributions of
the systems. However, the increasing individual shear contributions of shear band systems
SB2 and SB5 (Fig. 8.5e) are caused by the quite significant softening (Figure 8.5f) that
allows more activity. In the same way, the two other active shear band systems, SB1
and SB4, show increased activity in spite of the transition from softening to hardening
at higher strains. It is also worth noting that even though the hardening of the both
sets of shear band systems (SB2,SB5 and SB1,SB4) show quite similar hardening when
coefficient Q is positive, their shear contributions are not the same. This is an expected
result since the resolved shear stresses acting in these different sets of systems are not
the same. Also, one explanation for the high shear band activity in the [111] orientated
crystal is that activity takes place in all of the three shear band planes, of which the plane
containing the maximum and minimum principal stress directions (eˆ1 and eˆ3) exhibits
the highest combined activity in (systems SB1 and SB2). There is no difference between
two equally active systems, e.g., SB1 and SB2, in the present case due to the isotropic
hardening rule and because the crystal is only uniaxially deformed.
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Figure 8.6 demonstrates the BCC basic and BCC shear band models in uniaxial cyclic
loading of the [111] orientation at the strain rate of 3300 s−1. A total of ten loading
cycles were simulated. The shear band softening parameter, Q, was chosen as -150
MPa. The BCC-basic model excluding kinematic hardening shows the typical behavior,
where the flow stress continues to increase as no back-stress is introduced in the model.
When the kinematic term is included in the model, the response changes notably. The
evolution of the kinematic hardening parameter causes a noticeable concave curvature
to the stress-strain behavior. When the loading is reversed from tension to compression,
a slight Bauschinger effect is observed. However, its magnitude is rather low due to
the choice of relatively mild parameters for this particular example. A very different
behavior can be seen in the response of the shear band model. The shear bands become
active already in the first tension cycle continuing their activity also in compression, but
no marked signs of asymmetric stress-strain behavior is observed. When the number
of loading cycles increases, the shear contribution from the shear bands exceeds the
contribution of the dominant slip family {110}<111>. Also, at higher number of cycles,
the stress-strain curve shows increasing hardening. Although the model shows fairly good
stability, still some stress jumps are observed during the last three cycles because of the
intermittent activation and deactivation of shear band and slip systems.
Figure 8.6: Response of three models to cyclic loading, a) BCC-basic model without kinematic
hardening, b) BCC-basic model with kinematic hardening, c) BCC shear band model without
kinematic hardening, and the corresponding shear strain contributions of the deformation
mechanisms at high strain rate loading at 3300 s−1 (d-f).
Finally, as the shear band systems tend to activate already during the first tension half
cycle, the model does not take into account the resistance developed in the existing shear
bands during the load reversion. For example, the model does not include a definition
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for the possibly recristallized shear band zones that may cause a higher resistance to
further growth of the shear band. On the other hand, the model framework is purely
phenomenological and no direct relationship of the shape or size factors exists, therefore
the continuous growth of the shear bands at this strain rate could be understood as
a growth of the shear bands in the most potential regions. For example, the stress
concentrations in the transition zones of the shear bands could act as further initiation
sites due to the forming dislocation pile-ups [97].
8.6 Summary and conclusions
In summary, an implementation of a phenomenological single crystal plasticity model
with 24 slip systems suitable for the BCC crystal structure was carried out for the
large deformation framework, ultimately aiming for further use with realistic types of
microstructural aggregates. The initial parameter search for the BCC basic model was
based on the uniaxial deformation of an ultra high strength steel at three strain rates
using the existing Berveiller-Zaoui and Beta-fitting routines in Zébulon. The following
conclusions can be made:
• In general, both BZ and Beta routines were suitable to describe the mechanical
behavior of polycrystalline ultra high strength steels in uniaxial conditions, but
some error is caused by the assumption of small deformations in these routines.
• The model was found to be capable of describing the steel’s behavior well at the
quasi-static strain rate range under uniaxial loading. However, some discrepancy
was observed at the dynamic strain rate range due to the softening occurring in
the experimental curve, but its magnitude remained relatively low due to rather
limited hardening capability of the material.
The BCC crystal plasticity model was extended to include a phenomenological definition
of shear banding to expand the model capability to describe also strain localization
caused by high strain rates and high localized stress concentrations. The formulation is
based on the ’non-crystallographic’ definition of micro shear bands, and their formation
is controlled by the time-dependent flow rule consistent with the conventional dislocation
slip. The flow of the shear bands is restricted by the rate of the conventional dislocation
slip. The non-crystallographic shear band systems were chosen to evolve in the directions
of the principal stresses in the crystal to maximize the to shear banding probability. The
model characterizes the material’s resistance to shear banding according to the Schmid
law and external and internal hardening/softening rules. Simulations were performed for
single crystals under uniaxial deformation to study the effects of orientation, strain rate
and viscosity, and hardening/softening schemes on the shear banding occurrence in the
material. The following observations and conclusions were made:
• Orientation of a single crystal has a significant role in the activation of shear
banding. Of the studied four typical polycrystal orientations [001],[211] [110] and
[111], orientations [111] and [211] showed the highest probability for shear banding
in the simulations with the present parameter set.
• The model can phenomenologically describe the increasing probability of shear
banding at high strain rates, or alternatively the increased probability of shear
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band activity at high strains when the local stresses increase as a consequence of
hardening. The model parameters can control the kinetics of the shear banding
making it more dynamic or delaying the shear band growth and magnitude.
As a final remark, the use of shear band models with polycrystalline materials is at
the moment restricted by the insufficient identification of the model parameters, the
stress-strain curves do not necessarily reveal correctly the localized evolution of the shear
bands. One method to obtain more accurate information for the validation of the model
performance could be the use of in-situ characterization methods at the conditions, where
the shear bands develop. For example, the use of digital image correlation techniques
in to high strain rate experiments on samples with a known initial crystalline structure
(e.g., EBSD maps) could provide important new data to validate and support the further
development of the numerical models.

9 Summarizing conclusions
This section presents the general conclusions of this work, based on the results and
discussions and the more detailed partial summaries presented at the end of Chapters 4 -
8.
9.1 Brief overall summary
The characterization part of this work started with the experimental determination of
the mechanical behavior of the test materials at quasi-static and dynamic strain rates,
ranging from 10−3 to 4000 s−1, in uniaxial loading conditions at room temperature. After
mechanical testing, the deformation and failure behavior of the materials was examined
for using various characterization techniques to form a solid basis for the crystal plasticity
modeling. This was followed by the characterization of in-service samples from a jaw
crusher (austenitic manganese steel, an alloyed Hadfield steel), and from the cutting edge
of a bucket loader (a martensitic wear resistant steel, HV500A).
The experimental work included abrasion experiments with preliminary multiple contact
tests, and single contact scratch tests with natural rocks and diamond indenters. The
wear behavior and surface hardening of the steels were experimentally characterized in
heavy abrasion conditions. The impact experiments focused on the investigation of high
velocity single impact events at various conditions, covering a wide range of impact angles
and energies, impulses, and multiple impacts. The strain hardening, plastic deformation,
and wear and failure behaviors of the test materials were characterized to expose the
dynamic failure properties of the steels. The experimental methods were also further
developed to suit better for the studies of wear resistant steels.
Two crystal plasticity approaches were developed to study the micromechanical behavior
of austenitic manganese steels and martensitic wear resistant steels. The phenomenological
crystal plasticity model for the FCC structures including twinning aimed to capture the
most essential micromechanical phenomena related to the deformation and unusual strain
hardening behavior of the austenitic manganese steels. The modeling approach included
the development of the framework, single crystal studies, model parameter fitting, and
demonstrations of the polycrystal behavior. Also, the first demonstration of the multi-scale
approach of modeling to the micromechanical behavior of materials used in jaw crusher
conditions was presented. The phenomenological crystal plasticity modeling of martentisic
steels focused on two aspects: identification of the model parameters for ultra high strength
martensitic steels without shear banding, and development of a micromechanically driven
phenomenological description of shear banding. The propensity and significance of shear
banding was investigated using single crystal studies to demonstrate the model behavior.
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9.2 General conclusions
9.2.1 Experimental and simulation methods
The experimental part of the work focused on research question 1, i.e., the choice of wear
testing methods and their correlation with realistic conditions. The multiple contact
wear tests were found effective when studying the overall performance of a steel in some
specific conditions. However, the large number of contacts easily masks the individual
characteristics of the contacts between abrasive or impacting particles and the steel surface.
Single scratches with a natural rock indenter can provide useful and detailed information
about the contact, but the controllability of the experiments is limited because of the
arbitrary tip geometries and failure-prone rock chacteristics easily changing the contact
conditions. The more rigid and well-defined geometry of a diamond indenter suits better
for investigating the surface hardening and wear behavior of wear resistant steels. Single
scratches, however, do not offer sufficient information when the steels have a significant
capability to strain harden. It was established that 5-10 cycles in the same wear track can
cause saturation of the surface hardening of the studied steel grades, giving a good basis
for future tests with this type of materials instead of the commonly used single scratch
method.
The developed high velocity particle impactor test setup provides an excellent method to
study the effects of impact angles and energies, impulses, and effects of prior deformation
on the material behavior in a strictly controlled environment. The choice of simple
geometries allows easy comparison of the experiments, combined with the good accuracy
of the method resulting in excellent repeatability of the tests. Instead of the common
approach of using small impacting particles in the experiments, the relatively large size of
the projectiles also makes it possible to in-situ observe the impact incident with high speed
imaging and to determine some of the important impact variables, such as the amount
of consumed kinetic energy of the projectile during the incident. Furthermore, the large
size of the impact craters is beneficial in the characterization of the local deformation
mechanisms, such as shear banding. Relatively high impact energies can be produced
with the setup without using extremely high impact velocities, which is beneficial in terms
of characterizing the correct range of strain rates. The test method is easily modifiable,
for example, experiments at sub-zero or even elevated temperatures may be performed
when suitable modifications to the test setup are made.
The accuracy and limiting factors of the FCC crystal plasticity model were evaluated
to answer research question 2. The developed crystal plasticity model representing the
deformation behavior of an austenitic manganese steel is capable of describing the single
crystal behavior of the material rather well. The polycrystal behavior was also captured
in terms of stress-strain behavior, at least in the range of the available experimental data.
The comparison of results of the simulations performed on the polycrystal aggregates
representing realistic-like austenitic microstructure with the experimental observations
indicated that the model can imitate the local behavior of the grains with a reasonable
accuracy. The model was designed to produce positive strain rate dependence, which
it was found to accomplish for the studied alloyed Hadfield grade in compression. At
present, however, the dynamic strain aging, which is known to affect the strain rate
dependency of Hadfield type steels at low strain rates, was omitted in the model. The
simplified demonstration of the jaw crusher-like conditions showed that the modeling and
multi-scale approach can be used to increase the understanding of the material behavior
in real applications by examining the local deformations of the microstructure. However,
9.2. General conclusions 207
detailed information can only be extracted when also the loading boundary conditions
are properly known.
The performance of the BCC crystal plasticity model in describing the deformation
behavior of martensitic wear steels was examined according to research question 3. The
phenomenlogical model for the martensitic steels showed that their macroscopic stress-
strain behavior can be reproduced in compression with satisfactory accuracy by the
self-consistent schemes. The strain softening occurring at the high strain rates cannot
be directly presented by the basic model that does not include any softening behavior.
To compensate for this, a local phenomenological description of shear banding was
implemented in the model, which could induce softening in the local stress-strain behavior
of the single crystals. It was also found that the shear banding phenomenon is orientation
dependent based on the present simulations on single crystals.
9.2.2 Material deformation and wear behavior
The deformation, strain hardening, and failure characteristics of the studied materials was
constituted research question 4. The main findings and aspects answering this question
are summarized in the following three subsections.
High maganese austenitic steel
The manganese austenitic steel with a manganese content higher than the conventional
Hadfield steel exhibits positive strain rate dependence at all strain rates studied in this
work. Hence, no significant effect of dynamic strain aging that could cause negative
strain rate dependence was observed to take place in the present steel grade. The strong
strain hardening behavior of the studied steel with an upward curvature is a result of
the competing effects of twinning and dislocation slip and their interactions. In addition
to the conventional dislocation slip-slip interactions, hardening is produced also by the
slip-twin interactions at the twin-matrix boundaries, twin-twin interfaces with a boundary
effect, twin-twin transmitting intersections, and by wide slip bands either promoting or
inhibiting twinning depending on their general orientation.
Twinning promotes the local hardening, increasing the hardness of the grains with high
twin volume fractions. At a macroscopic scale, the increasing twin volume fraction
also increases strain hardening, twinning first occurring in the favorably oriented grains.
Further macroscopic straining promotes twinning in an increasing number of grains for
two reasons: the critical twin stress is exceeded due to strain hardening, and stress
concentrations caused by the neighboring grains either initiate new twins near the grain
boundaries or cause a transmission-like effect of twins from the already twinned grains. In
general, similar observations of the deformation mechanisms were made from the samples
of the laboratory experiments and from the in-service samples.
The crystal plasticity simulations confirm that the evolution of the twin volume fraction
has a significant effect on the strain hardening behavior. At the single crystal level,
dominating twinning has a softening effect until saturation of the twinning, after which
strong hardening takes place because of the barrier effect of twin boundaries to dislocation
slip. This translates to the polycrystal scale as an upward curvature in the macroscopic
stress-strain curve. In turn, multiple active slip systems harden the material rather linearly.
At the grain level, twinning occurs mostly in one to three dominating twin systems, the
activation of which can depend on the local strains and strain hardening. Observations
on the deformed microstructures confirmed similar behavior. The preliminary results on
two different grain structures suggest that stronger strain hardening and twinning take
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place in polycrystals containing a combination of small and large grains compared to
constant sized grains. Conclusive results, however, still require simulations with a large
set of different grain structures.
Strong strain hardening capability and reasonable ductility of the steel provide a good
combination of properties for both abrasive and impact conditions. The performance of
the hardened surface of the Hadfield steel against rigid sliding particles in the scratch
tests was at the same level as that of the martensitic steels at high loads. In contrast, the
higher wear rate of the Hadfield steel at lower loads suggests that the material requires
continuously a reasonable amount of deformation to sufficiently maintain its hard and
wear resistant surface against indenting particles. The increasing macroscopic strain
rate, on the other hand, first has a positive effect in terms of the Hadfield steel’s impact
resistance, but the resulting loss of ductility may promote wear by causing opening of the
grain boundaries.
Ultra high strength martensitic steels
The investigated martensitic wear steels show moderate strain hardening until high strain
rates, i.e., 2200-3600 s−1, where only gradually decreasing flow stresses are observed after
yielding. This behavior may be attributed to localization effects such as development
of adiabatic shear bands along which the material eventually fails. The failure appears
to happen inside the shear bands instead of the interface between the bulk and the
shear bands. This may be explained by the suggested failure mechanism occurring as
a part of the dynamic recrystallization process. The DRX is one of the most plausible
explanations for the observed high hardness fine grain structure inside the shear bands,
forming due to the combined effect of local heating, high shear strains, and high strain
rates. The alternative explanation of diffusion controlled austenization does not seem to
have sufficient time to take place, but martensitic reversion is also plausible followed by
the DRX process refining the microstructure. The microstructures of the steels are capable
of strain hardening at dynamic conditions before failure by shear banding, increasing the
material hardness by 19 - 34 % from the initial hardness. However, the propensity of
shear bands depends on the initial microstructure, high initial hardness combined with
low ductility promoting the adiabatic shear banding.
The existence of tribolayers can a have significant effect on the wear behavior of the
martensitic steel grades. Tribolayers with oriented microstructures easily develop during
heavy abrasion, increasing the surface hardness of the steels even 50 % above the bulk
hardness. Cracks appearing in the tribolayer region can cause detachment of wear particles,
but all of the studied steel grades showed good resistance against crack propagation
by stopping the cracks at the interface between the bulk and the tribolayers at the
latest. From this point of view, the high hardness tribolayers are beneficial by protecting
the surface against hard contacting particles, while the interior remains ductile. Also
another type of a tribolayer can form on the surface of the UHS steels, resembling the
microstructure of adiabatic shear bands with highly refined grain size and high hardness.
The formation of these tribolayers may be explained by the frictional heating of the
material surface at high contact pressures and high sliding velocities. Characterization of
the in-service samples and the cross-sections of high velocity impact craters revealed that
they both have this kind of layers at the surface. The impact tests subjecting multiple
impacts on the same crater showed that these layers do not significantly promote wear,
but instead the surface hardening decreases and saturates the wear rate. However, the
long-term effects remain uncertain at present, for example the possible acceleration of the
wear rate due to surface fatigue.
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The impact conditions have a notable effect on the wear and deformation behavior of the
studied steels. Low impact angles favor cutting type of wear, while the higher impact
angles cause larger indents as well as increase the wear rate because of the limited
ductility of the steels and the higher fraction of the initial impact energy being consumed
in the impacts. The change in the wear mechanism as a result of increased impact
energy, promoting for example adiabatic shear banding, also increases the wear rate
by the detachment of wear particles due to fracturing along the shear bands. Shorter
impulse/higher strain rate favors the formation of shear bands, which also increases the
wear rates at constant impact energies.
Carbide reinforced steel
The flow stress of the carbide reinforced steel is significantly higher than that of the
austenitic manganese steel or the martensitic steels, reaching over 3000 MPa at dynamic
conditions. However, the ductility of the carbide reinforced steel is restricted by its
cracking-prone microstructure, including high hardness chromium carbides and martensitic
matrix. The cracks develop mainly at the interfaces between the carbides and the matrix,
but to some extent also in the matrix and inside the carbides. Fragmentation of the
material is accelerated at the dynamic strain rates, where several main cracks develop
simultaneously in the microstructure. The hardening capability of the steel is limited due
to its already high initial strenght and indentation hardness.
On the other hand, for the same reason it has the best resistance of the tested steels against
abrasion. The surface is not easily deteriorated, it for example does not show any signs
of accelerated development of crack networks in abrasive conditions, since the carbides
protect the softer matrix while the matrix provides sufficient support for the carbides.
Impact conditions, however, are more challenging for this steel grade. It performs well
when the impact angle is low or when the impact energy remains at low or moderate
levels, but higher impact angles and higher energies may make the material unsuitable
for applications with such conditions due to the increasing possibility of nucleation and
propagation of large subsurface crack networks, increasing the probability of a sudden
failure.
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A First Appendix
A.1 Notation
The mathematical notation follows the notation derived and utilized in ref. [88]
Tensors and tensorial operations:
• Rank 2 identity tensor : 1 = Iij = δij
• Rank 4 identity tensor : 1 = Iijkl = 12 (δikδjl + δilδjk)
• C = A ·B Cij = AimBmj
• C = A : B C = AijBij
• C = Λ : B Cij = ΛijklBkl
• C = A⊗B Cijkl = AikBjl
• C = A⊗B Cijkl = AijBkl
• C = A⊗B Cijkl = AilBjk
• C ·B = AijknBnl = AijmnδmkBnl = Aijmn : (δmkBnl)mnkl = A : (1⊗B)
• A ·B = AinBnjkl = AinδmkBnjkl = (Ainδmj)imnj : Bnjkl = (A⊗1) : B
• (A⊗B) : (1⊗1) = AimBjnδmlδnk = AilBjk = A⊗B
Partial derivatives:
∂A ·B
∂B
= ∂AimBmj
∂Bkl
= Aim
∂Bmj
∂Bkl
= Aim
∂Bmj
∂Bkl
= Aimδmkδjl = Aikδjl = A⊗1
A ·B
∂A
= ∂AimBmj
∂Akl
= ∂Aim
∂Akl
Bmj = δikδmlBmj = δikBlj = δikBTjl = 1⊗BT
∂A ·B · C
∂B
= ∂AimBmnCnj
∂Bkl
= Aim
∂Bmn
∂Bkl
Cnj = AimδmkδnlCnj = AikClj = AikCTjl = A⊗CT
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A.2 PARTIAL DERIVATIVES FCC MODEL
A.2.1 Partial derivatives
RE = ∆E −∆F · F−1 · E + E ·
(1− Nβ∑
β=1
fβ)
∑
∆γsms +
∑
∆fβγtwmt

with ∆γs = ∆νssign(τs), where νs is the accumulated slip, which is the internal variable
in the model. All partial derivatives are considered with respect to νs.
A.2.1.1 RE Terms
• Partial derivative: ∆E
∂RE
∂∆E = 1−
∂A · E
∂E
: ∂E
∂∆E +
∂E ·B
∂E
: ∂E
∂∆E
where E = Et + ∆E, A = ∆F · FT , B = ((1−
∑
β f
β)
∑
s ∆γsms +
∑
β ∆fβγtwmt)
(∂Et + ∆E)
∂E
= 1
∂A · E
∂E
= Aim
∂Emj
∂Ekl
= Aimδmkδjl = Aikδjl = A⊗1
∂E ·B
∂E
= ∂Eim
∂Ekl
Bmj = δikδmlBmj = δikBTjl = 1⊗BT
∂RE
∂∆E = 1− (∆F · F
T )⊗1 + 1⊗
(1−∑
β
fβ)
∑
s
∆γsms +
∑
β
∆fβγtwmt

• Partial derivative: ∆νr
∂RE
∂∆νr = E ·
(1−∑
β
fβ)msrsign(τs) +
∑
β
γtw(Kc(Fmax −
∑
fβ)φt)mt

• Partial derivative: ∆fβ
∂RE
∂∆fβ = E · (
∑
s
−∆νsmssign(τs) + γtwmtβ)
• Partial derivatives: ∆ρr ; ∆rtwsl; ∆rtw
∂RE
∂∆ρr = 0 ;
∂RE
∂∆rtw = 0 ;
∂RE
∂∆rtw = 0
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A.2.1.2 Rνs Terms
Rνs = ∆νs −
( |τs| − rs − τy
K
)n
∆t
• Partial derivative: ∆E (Mandel stress)
∂Rνs
∂∆E =
∂Rνs
∂M
: ∂M
∂Ce
: ∂C
e
∂E
: ∂E
∂∆E
∂Rνs
∂M
= −∆t∂φ
∂x
∂x
∂τs
∂τs
∂M
= −∆tφ′sign(τs)ms = −∆tφ′mssign(τs)
where φ(x) =
〈
x
K
〉n, φ(x)′ = nK 〈 xK 〉n−1 , and x = |τs| − rs − τy
∂M
∂Ce
=
∂
[
Ce · (Λ : 12 (Ce − 1))]
∂Ce
= (1⊗Se) + 12(C
e⊗1) : Λ
∂Ce
∂E
= ∂E
TE
∂E
= ∂Eni
∂Ekl
Enj + Eni
∂Enj
∂Ekl
=
δnkδilEnj + Eniδnkδjl = δilETjk + ETikδjl = (1⊗ET + ET⊗1)
∂Rνs
∂∆E = (−∆tφ
′mssign(τs)) :
(
(1⊗Se) + 12(C
e⊗1) : Λ
)
:
(
(1⊗ET + ET⊗1))
• Partial derivative: ∆νr
∂Rνs
∂∆νr =
∂φ
∂x
∂x
∂rs
∂rs
∂ν
∂φ
∂x
∂x
∂rs
= −φ(x)′∆t(−1)
∂rs
∂ν
= (bQHrsexp(−bνr))
∂Rνs
∂∆νr = δrs + φ
′(x)∆t(QHrsexp(−bνr))
• Partial derivative: ∆ρr
∂Rνs
∂∆ρr =
∂φ
∂x
∂x
∂rs
∂rs
∂∆ρr = ∆tφ
′(x)(bQHrs)
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• Partial derivative: ∆rsltw
∂Rνs
∂∆rsltw =
∂φ
∂x
∂x
∂rs
∂rs
∂∆rsltw = −∆tφ
′(x)(−1) = ∆tφ′(x)
• Partial derivative: ∆fβ
∂Rνs
∂∆fβ =
∂φ
∂x
∂x
∂rs
∂rs
∂∆fβ
∂rs
∂∆fβ = 0.5H
s
tw(
∑
NC
fβ)
−0.5
∂Rνs
∂∆fβ = −∆tφ
′(x)(−1)(0.5Hstw(
∑
NC
fβ)
−0.5
) = ∆tφ′(x)(0.5Hstw(
∑
NC
fβ)
−0.5
)
• Partial derivative: ∆rtw
∂Rνs
∂∆rtw = 0
A.2.1.3 Rρs Terms
Rρs = ∆ρs − (1− bρs)∆νs
• Partial derivative: ∆νr
∂Rρs
∂∆νr = −(1− b
sρs)δrs
• Partial derivative: ∆ρr
∂Rρs
∂∆ρr = δrs − b∆νsδrs
• Partial derivatives: ∆rsltw ; ∆fβ ; ∆rtw ; ∆E
∂Rρs
∂∆rsltw = 0 ;
∂Rρs
∂∆fβ = 0 ;
∂Rρs
∂∆rtw = 0 ;
∂Rρs
∂∆E = 0
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A.2.1.4 Rrsltw Terms
Rrsltw = ∆rsltw − 0.5Htw→s(
Ntw∑
n=NC
fβn)−0.5
Ntw∑
n=NC
∆fβn
• Partial derivative: ∆rsltw
∂Rrsltws
∂∆rsltwr
= δrs
• Partial derivative: ∆fβ
∂Rrsltw
∂∆fβ =
Hstw∆fβ
4(
∑
NC f
β) 32
− H
s
tw
2(
∑
NC f
β)0.5
• Partial derivatives: ∆E ; ∆νr ; ∆ρr ; ∆rtw
∂Rrsltw
∂∆E = 0 ;
∂Rrsltw
∂∆νs = 0 ;
∂Rrsltw
∂∆ρs = 0 ;
∂Rrsltw
∂∆rtw = 0
A.2.1.5 Rfβ Terms
Rfβ = ∆fβ −Kc(fmax −
∑
fβ)︸ ︷︷ ︸
ψ
〈
|τβ | − rtw − τ rwy
K
〉m
︸ ︷︷ ︸
φt
∑
s
∆νs
• Partial derivative: ∆E
∂Rfβ
∂∆E =
∂Rfβ
∂M
: ∂M
∂Ce
: ∂C
e
∂E
: ∂E
∂∆E
∂Rfβ
∂M
= −Dφ′t(x)sign(τ t)mt(
∑
s
∆νs)
where φt(x) =
〈
x
K
〉n, φ′t(x) = nK 〈 xK 〉n−1 , and x = |τβ | − rtw − τ twy ; Coefficients n and K
are different than in slip deformation. D = Kc(fmax −
∑
fβ)
∂M
∂Ce
= (1⊗Se) + 12(C
e⊗1) : Λ
∂Ce
∂E
= ∂E
TE
∂E
= (1⊗ET + ET⊗1)
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∂Rfβ
∂∆E =
(
−Dφ′t(x)sign(τ t)mt(
∑
∆νs)
)
:
(
(1⊗Se) + 12(C
e⊗1) : Λ
)
:
(
(1⊗ET + ET⊗1))
• Partial derivative: ∆νr
∂Rfβ
∂∆νs = −Dφt(x))
• Partial derivative: ∆fβ
∂Rfβ
∂∆fα = δαβ −
(
∂ψ
∂∆fαφt
∑
s
∆νs + ψ ∂φt
∂∆fα (
∑
s
∆νs) + ψφt
∂(
∑
s ∆νs)
∂∆fα
)
∂ψ
∂∆fαφt(x)(
∑
s
∆νs) = (−Kc)φt(x)(
∑
s
∆νs)
ψ
∂φt
∂∆fα (
∑
s
∆νs) = ψ[∂φt
∂x
∂x
∂rtwβ
∂rtwβ
∂∆fα ](
∑
s
∆νs) = ψφ′t(x)(
∑
s
∆νs) ∂r
tw
∂∆fα = 0
ψφt
∂
∑
s ∆νs
∂∆fα = 0
∂Rfβ
∂∆fα = δαβ −
(
−Kcφt
∑
s
∆νs
)
• Partial derivatives: ∆ρr ; ∆rtw ; ∆τ tw
∂Rfβ
∂∆ρs = 0 ;
∂Rfβ
∂∆rsltw = 0 ;
∂Rfβ
∂∆rtw = 0
A.2.1.6 Rrtw Terms
Rrtw = ∆rtw − γtw
[
HNCtt
(∑
fβ
)b ∑
k=NC
∆fβ +HCOtt (
∑
fβ)g
∑
k=CO
∆fβ
]
−Hsltw
(∑
s
νs
)d∑
s
∆νs
• Partial derivative: ∆νr
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∂Rrtw
∂∆νs = −H
sltw
d(∑
s
νs
)d−1∑
s
∆νs +
(∑
s
νs
)d
• Partial derivative: ∆fβ
∂Rrtw
∂∆fβ = −H
NC
tt γ
tw
b(∑
β
fβ)b−1(
∑
NC
∆fβ) + (
∑
β
fβ)bδNC

−HCOtt γtw
g(∑
β
fβ)g−1(
∑
CO
∆fβ) + (
∑
β
fβ)gδCO

• Partial derivative: ∆rtw
∂Rrtw
β
∂∆rtwr
= δrβ
• Partial derivatives: ∆E ; ∆ρr ; ∆rtw
∂Rrtw
∂∆E = 0 ;
∂Rrtw
∂∆ρs = 0 ;
∂Rrtw
∂∆rtw = 0

B Second appendix
B.1 PARTIAL DERIVATIVES FOR BCC MODELS
B.1.1 BCC MODEL WITH KINEMATIC HARDENING
B.1.1.1 RE Terms
• Partial derivative: ∆E
∂RE
∂∆E = 1− (∆F · F
T )⊗1 + 1⊗
(∑
s
∆νsmssign(τs − xs)
)
• Partial derivative: ∆νs
∂RE
∂∆νr = E · (m
ssign(τs − xs))
• Partial derivative: ∆ρr
∂RE
∂∆ρr = 0
If kinematic hardening is active,
• Partial derivative: ∆αr
∂RE
∂∆αr = 0
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B.1.1.2 Rνs Terms
∂Rνs
∂∆E = (−∆tφ
′mssign(τs − xs)) :
(
(1⊗Se) + 12(C
e⊗1) : Λ
)
:
(
(1⊗ET + ET⊗1))
• Partial derivative: ∆νr
∂Rνs
∂∆νr = δrs + φ
′(x)∆t(QHrsexp(−bνr))
• Partial derivative: ∆ρr
∂Rνs
∂∆ρr = ∆tφ
′(x)(bQHrs)
If kinematic hardening is active,
• Partial derivative: ∆αr
∂Rνs
∂∆αr = δrsφ
′(x)sign(τs − xs)
B.1.1.3 Rρs Terms
Rρs = ∆ρs − (1− bρs)∆νs
• Partial derivative: ∆E
∂Rρs
∂∆E = 0
• Partial derivative: ∆νr
∂Rρs
∂∆νr = −(1− b
sρs)δrs
• Partial derivative: ∆ρr
∂Rρs
∂∆ρr = δrs − b∆νsδrs
• Partial derivative: ∆ρr
∂Rρs
∂∆αr = 0
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B.1.1.4 Rαs Terms
If kinematic hardening is used, the non-zero partial derivatives are:
Rαs = ∆αs − (sign(τs − xs)− dαs)∆νs
• Partial derivative: ∆νs
∂Rαs
∂∆νs = − (sign(τ
s − xs)−Dαs) δrs
• Partial derivative: ∆αr
∂Rαs
∂∆αr = δrs(1 +D∆ν
s)
B.2 PARTIAL DERIVATIVES BCC MODEL INCLUDING
SHEAR BANDING
Remark: The shear band systems constructed from the 2nd PK stress tensor are
generated only at the end of the increment, i.e., the next increment uses the systems
constructed from the old tensor. This simplification leads to the requirement of using
sufficiently small time steps to minimize error. Also as a consequence of the simplification,
the complex partial derivatives with respect to mχ become zero, for example:
∂mχ
∂∆E = 0 ;
∂mχ
∂Se
= 0
B.2.0.1 RE Terms
• Partial derivative: ∆E
∂RE
∂∆E = 1−
∂A · E
∂E
: ∂E
∂∆E +
∂E ·B
∂E
: ∂E
∂∆E
where E = Et + ∆E, A = ∆F · FT , B = (
∑
s ∆γsms +
∑
χ ∆γχmχ)
(∂Et + ∆E)
∂E
= 1
∂A · E
∂E
= Aim
∂Emj
∂Ekl
= Aimδmkδjl = Aikδjl = A⊗1
∂E ·B
∂E
= ∂Eim
∂Ekl
Bmj = δikδmlBmj = δikBTjl = 1⊗BT
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∂RE
∂∆E = 1− (∆F · F
T )⊗1 + 1⊗
(∑
s
∆νsmssign(τs) +
∑
χ
∆νχmχsign(τχ)
)
• Partial derivative: ∆νs
∂RE
∂∆νr = E ·
(
mssign(τs) +
∑
χ
KBφχm
χsign(τχ)
)
• Partial derivative: ∆ρr
∂RE
∂∆ρr = 0
• Partial derivative: ∆χr
∂RE
∂∆χr = E · (m
χsign(τχ))
• Partial derivative: ∆rrχ
∂RE
∂∆rrχ = 0
B.2.0.2 Rνs Terms
Rνs = ∆νs −
( |τs| − rs − τy
K
)n
∆t
• Partial derivative: ∆E (Mandel stress)
∂Rνs
∂∆E =
∂Rνs
∂M
: ∂M
∂Ce
: ∂C
e
∂E
: ∂E
∂∆E
∂Rνs
∂M
= −∆t∂φ
∂x
∂x
∂τs
∂τs
∂M
= −∆tφ′sign(τs)ms = −∆tφ′mssign(τs)
where φ(x) =
〈
x
K
〉n, φ(x)′ = nK 〈 xK 〉n−1 , and x = |τs| − rs − τy
∂M
∂Ce
=
∂
[
Ce · (Λ : 12 (Ce − 1))]
∂Ce
= (1⊗Se) + 12(C
e⊗1) : Λ
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∂Ce
∂E
= ∂E
TE
∂E
= ∂Eni
∂Ekl
Enj + Eni
∂Enj
∂Ekl
=
δnkδilEnj + Eniδnkδjl = δilETjk + ETikδjl = (1⊗ET + ET⊗1)
∂Rνs
∂∆E = (−∆tφ
′mssign(τs)) :
(
(1⊗Se) + 12(C
e⊗1) : Λ
)
:
(
(1⊗ET + ET⊗1))
• Partial derivative: ∆νr
∂Rνs
∂∆νr =
∂φ
∂x
∂x
∂rs
∂rs
∂ν
∂φ
∂x
∂x
∂rs
= −φ(x)′∆t(−1)
∂rs
∂ν
= (bQHrsexp(−bνr))
∂Rνs
∂∆νr = δrs + φ
′(x)∆t(bQHrsexp(−bνr))
• Partial derivative: ∆ρr
∂Rνs
∂∆ρr =
∂φ
∂x
∂x
∂rs
∂rs
∂∆ρr = ∆tφ
′(x)(bQHrs)
• Partial derivative: ∆χr
∂Rνs
∂∆χr = 0
• Partial derivative: ∆rχr
∂Rνs
∂∆rχr = 0
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B.2.0.3 Rρs Terms
Rρs = ∆ρs − (1− bρs)∆νs
• Partial derivative: ∆E
∂Rρs
∂∆E = 0
• Partial derivative: ∆νr
∂Rρs
∂∆νr = −(1− b
sρs)δrs
• Partial derivative: ∆ρr
∂Rρs
∂∆ρr = δrs + b∆νsδrs
• Partial derivative: ∆χr
∂Rρs
∂∆χr = 0
• Partial derivative: ∆rχr
∂Rρs
∂∆rχr = 0
B.2.0.4 Rχr Terms
Rχr = ∆χr −KB
( |τ r| − rχr − τχy
Kχ
)n∑
s
∆νs
• Partial derivative: ∆E
∂Rχr
∂∆E =
∂Rχr
∂M
: ∂M
∂Ce
: ∂C
e
∂E
: ∂E
∂∆E
∂Rχr
∂M
= −KB ∂φ
∂x
∂x
∂τ r
∂τ r
∂M
∑
s
∆νs = −KBφ′χsign(τ r)mχ
∑
s
∆νs = −KBφ′χmχsign(τ r)
∑
s
∆νs
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where φχ(x) =
〈
x
K
〉n, φχ(x)′ = nK 〈 xK 〉n−1 , and x = |τ r| − rχr − τyχ
∂M
∂Ce
=
∂
[
Ce · (Λ : 12 (Ce − 1))]
∂Ce
= (1⊗Se) + 12(C
e⊗1) : Λ
∂Ce
∂E
= ∂E
TE
∂E
= ∂Eni
∂Ekl
Enj + Eni
∂Enj
∂Ekl
=
δnkδilEnj + Eniδnkδjl = δilETjk + ETikδjl = (1⊗ET + ET⊗1)
∂Rχr
∂∆E =
(
−KBφ′χsign(τ r)mχ
∑
s
∆νs
)
:
(
(1⊗Se) + 12(C
e⊗1) : Λ
)
:
(
(1⊗ET + ET⊗1))
• Partial derivative: ∆νs
∂Rχr
∂∆νs = −KBφχ(x)
• Partial derivative: ∆ρs
∂Rχr
∂∆ρs = 0
• Partial derivative: ∆χs
∂Rχr
∂∆χs = δrs
(
1 + φ′χ(x)bχ(QχHrsexp(−bχχr))
)
• Partial derivative: ∆rχr
∂Rχr
∂∆rχr = −KBφ
′
χ(−1)
∑
s
∆νs = KBφ′χ
∑
s
∆νs
• Partial derivative: ∆ρsχ
∂Rχs
∂∆ρrχ
= ∂φ
∂x
∂x
∂rs
∂rs
∂∆ρsχ
= φ′χ(x)(bχQχHrsχ )δrs
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B.2.0.5 Rrχr Terms
Rrχr = ∆rχr −Hslsb(
∑
s
νs)d
∑
s
∆νs −Hsbnd(
∑
r 6=s
χs)f
∑
r 6=s
∆χr
• Partial derivative: ∆E
∂Rrχr
∂∆E = 0
• Partial derivative: ∆νs
∂Rrχr
∂∆νs = −Hslsb
(
d(
∑
s
νs)d−1
∑
s
∆νs + (
∑
s
νs)d
)
• Partial derivative: ∆ρs
∂Rrχr
∂∆ρs = 0
• Partial derivative: ∆χs
∂Rrχr
∂∆χs = −Hsbnd
f(∑
s 6=r
χs)f−1(
∑
s6=r
∆χs) + (
∑
s6=r
χs)f

• Partial derivative: ∆rχs
∂Rrχr
∂∆rχs = δrs
B.2.0.6 Rρχ Terms
Rρsχ = ∆ρ
s
χ − (1− bχρsχ)∆χs
∂Rρsχ
∂∆χr = −(1− bχρ
s
χ)δrs
∂Rρsχ
∂∆ρrχ
= δrs(1 + bχ∆χr)
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