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ABSTRACT
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INTRODUCTION
Consensus modeling is an important topic which deals with assembling a committee of experts for a given problem and then obtaining a consensus among their votes to arrive at the final prediction. This has been applied to predictive analytics problems such as classification, ensemble modeling and active learning where a committee of models are created to cast their individual votes on a test case. Multiple classifier fusion is an application of consensus modeling where multiple classifiers are integrated within a single framework [1] . Query by Committee is also a well studied topic in the context of active learning where consensus modeling is used to determine the instance whose label must be queried [2, 3] . The effectiveness of consensus modeling in such scenarios like classification and active learning relies on the mechanism used to build the committee of models. Consensus modeling can be extended to the field of regularization in the context of regression which is described to be the consensus regularization problem in this paper.
Consensus regularization is the problem of identifying an optimal regularizer for a given regression problem among a set of regularized models by obtaining a consensus among all these models. The consensus is obtained using a predefined criterion which assesses each of the candidate regularizers separately and decides the best candidate regularizer for prediction. Solving such a problem is non-trivial since it is not easy to integrate multiple regularizers within a single framework. This is because the regularizers differ in their degree of complexity and how they interpret the inherent data structure which makes this problem of integration highly cumbersome. Optimization methods such as proximal algorithms also cannot be universally applied to solve multiple regularization problems because the cost of obtaining the proximal operator associated with each regularizer may significantly differ [4, 5] . Finally, ensuring diversity of regularizers within a multiple regularizer framework is not always guaranteed. This is the reason why the problem of unifying multiple regularizers has not received much attention in the data mining community.
To solve this problem, in this paper, we propose a twostep algorithm. The first step generates a committee of regularization models. Each model in this committee differs from the others, but the solution for each one of them can be expressed using a unique generalized thresholding operator [6] [7] [8] . The advantage of our approach is that this generalized thresholding operator can be computed efficiently for each individual model. In addition, to promote robustness in the model to capture sparsity more effectively, we use nonconvex regularizers within our approach. Non-convex regularizers have certain unique advantages of unbiased feature selection and consistent results which make them a better choice compared to the prominent sparsity promoting convex regularizers such as the Lasso. We choose a non-convex regularizer called the minimax concave plus (MC+) penalty for the model proposed in this paper which is explained in Section 4.
The second stage of our approach involves using a consensus criterion among all these candidate regularizers to obtain the final model for prediction. A major advantage of our approach is that an expert can design an arbitrary consensus criterion and integrate it with this approach to obtain an optimal model for prediction. This is particularly important while building prediction models on real-world data where an expert aims at optimizing the model performance for domain-specific metrics.
We conduct extensive sets of experiments for this Consensus RegularIzed Selection based Prediction framework (CRISP) algorithm on electronic health records (EHRs) collected from a large hospital consisting of 8,000 patient records. We now summarize the major contributions of this paper.
• Propose a Consensus RegularIzed Selection based Prediction framework (CRISP) which builds a committee of nonconvex regularized linear regression candidate models and integrates them using a consensus criterion to obtain the optimal model for prediction.
• Develop an efficient cyclic coordinate descent based solution for the optimization problem being solved for learning each candidate model in CRISP. We also provide proof of convergence for the proposed algorithm.
• Evaluate CRISP using state-of-the-art additive, interactionbased, and non-convex regularized linear regression models using metrics such as AUC, MSE and R 2 . We also conduct experiments to assess the performance of CRISP on high-dimensional synthetic datasets.
In our evaluation, CRISP obtained very competitive AUC values for the 30-day and 365-day readmission problems compared to state-of-the-art regression methods. This paper is organized as follows: In Section 2, we provide a brief review of the related work on additive, hierarchical and nonconvex regularized regression models. In Section 3, we provide the notations that are necessary for understanding the proposed CRISP model along with a brief overview of regularization theory. In Section 4, we present the details of the CRISP model including the MC+ penalty, the generalized thresholding operator and the corresponding cyclic coordinate descent algorithm employed in CRISP. In Section 5, we evaluate the performance of CRISP using various additive, interaction-based and non-convex regularized linear regression methods. Finally, we conclude our discussion and provide directions for future work in Section 6.
RELATED WORK
In this section, we review the existing works related to the topics of non-convex regularized linear regression, additive and interaction-based methods. We briefly mention how the contributions in this paper are distinctly different from these algorithms that are available in the literature.
• Non-convex regularized linear regression models [9, 10] : Convex regularizers such as the 1 norm, 2 norm and the elastic net penalty are used popularly in the sparse learning literature [11] [12] [13] . However, based on some empirical studies, it has been observed that they are not perfect in capturing sparsity [14, 15] . In contrast, methods with non-convex penalties can recover sparsity more efficiently and are being actively pursued by researchers recently. Optimization methods such as Difference of Convex Functions (DC) programming, Alternating Direction Method of Multipliers (ADMM) and proximal algorithms are popular choices for solving such non-convex optimization problems efficiently.
• Additive models [16] [17] [18] : Generalized Additive Models (GAM) capture non-linear relationship between individual features and the response. However, the standard GAM does not perform well since it does not model any interactions between the features. To overcome this issue, generalized additive models plus interactions (GA2M) is proposed by adding selected terms of interacting pairs of features to GAM. In other words, GA2M consists of both univariate terms and a small number of pairwise interaction terms. The interactions can be determined by a greedy forward selection strategy for low-dimensional data and FAST interaction detection can be used for large high-dimensional datasets.
• Interactions based models [19, 20] : Additive models which only consider the main effects of the features are ineffective in many situations when predicting an outcome of interest. Regression models with interactions, which consider the effect of different features on the response variable except for the main effects, are more effective than additive models. In these models, the additive part corresponds to the main effect term and the quadratic part corresponds to the interaction term. In general, not all of the main effects and interactions are of interest, thus it is critical to select the variables of high significance. In statistics, a hierarchical structure between the main effects and interaction effects has been shown to be very effective in constraining the search space and identifying important individual features and interactions. Specifically, the hierarchical constraint requires that an interaction term is selected in the model only if its corresponding main effects are included. Strong theoretical properties have been established for such hierarchical models. We refer to these algorithms which model strong and weak interactions, in this paper, as hiernet-strong and hiernet-weak, respectively.
In contrast to these methods, our CRISP approach uses a non-convex penalty generating multiple candidate models in the process, and selects an optimal model using a consensus criterion among these candidate models for the final prediction.
PRELIMINARIES
This section introduces the preliminaries required to comprehend the proposed approach. First, the notations used in our work are presented in Table 1 . We then review the concepts associated with regularized linear regression models followed by introducing the thresholding operators used in our CRISP algorithm. Eq. (1) describes the basic linear re- T , where xi ∈ R m and yi ∈ R for i = 1, . . . , n.
In high-dimensional data, m is much greater than n. This motivates the use of a relatively small number of predictors to accurately predict the outcome.
Eq. (2) provides the standard regularized linear regression setting where λ is the penalty coefficient which controls the degree of regularization and P (β) is a penalty function. A number of variable selection methods with convex penalty functions and the corresponding optimization methods have been proposed in the literature [11] [12] [13] .
The p norm for p > 1 does not provide a sparse solution. When p ≤ 1, the solution is sparse. Lasso [11, 21] with the 1 penalty function is convex and non-smooth which produces models with good prediction accuracy when the underlying model is reasonably sparse. The lasso penalty is often considered as the convex surrogate for the best-subset selection with the 0 penalty, β 0= m i=1 I(|βi| > 0), which penalizes the number of non-zero coefficients in the model, where I represents the indicator function.
However, there are two disadvantages for the lasso method. Empirical results show that the 1 penalty tends to generate biased estimates for large coefficients, which may prevent its consistent variable selection. In addition, lasso is effective at giving sparse solutions, but when variables are correlated, it excludes many correlated variables once a strong variable is included and fully fitted in the model. Also, when the regularity conditions are violated, the lasso can be sub-optimal in variable selection, which means it can fail as a variable selector. In order to include the full effect of a variable in the model, we have to relax the penalty to allow other redundant but possibly correlated features. Fan and Li [22] suggested some desirable properties of the penalization function, such as sparsity and unbiasedness of the estimated parameters.
To address these disadvantages associated with the lasso method, some non-convex penalty functions, which bridge the gap between 1 and 0 penalty, have also been considered. Non-convex penalties are known to be more efficient at recovering sparsity compared to convex penalties. We consider a generic dual parameter non-convex formulation from the literature as given in Eq. (3), where P (β; γ) defines a family of penalty functions concave in |β|.
In this optimization problem, both λ and γ are user provided parameters and they control the degree of the regularization and non-convexity, respectively. In other words, for a fixed λ, there will be a family of penalty functions, each of which corresponds to an optimization problem. This means that the penalty function P (β; γ) can be updated to be P (β; λ, γ) if we also consider λ as a parameter of the model. In addition, due to the fact that the penalty function is separable for the parameters β = (β1, . . . , βm)
T , the optimization problem in Eq. (3) can be updated as follows after incorporating λ within the penalty function.
In Eq. (4), for a fixed λ, the value of the parameter γ varies in the range of [1+, ∞) where 1+ represents values greater than 1. Each variation of γ corresponds to a separate problem. A family of threshold operators called the generalized thresholding operator [6] [7] [8] , with soft-thresholding (ST) and hard-thresholding (HT) as its two extremes, will be obtained by solving all the optimization problems using the cyclic-coordinate descent method [23] .
Also, the regularization parameter λ can vary, which generates different families of threshold operators. Each threshold operator corresponds to a solution of an optimization model with specific λ and γ values. This means a consensus matrix η will be obtained based on the family of threshold operators obtained by varying λ and γ. This matrix captures the information across all the different regularization models in the committee. Subsequently, we use a consensus criterion to select the optimal model parameters.
THE PROPOSED METHOD
In this section, we discuss the formulation of the minimax concave plus (MC+) penalty [9] function used in CRISP. We use this penalty and propose a novel consensus regularized selection based prediction method which generates a committee of regularized models and selects the best model among them. The selection among these different models is done using a consensus-based decision rule which differentiates our method compared to other ensemble techniques in machine learning.
Majority voting is a binary decision rule and it selects the candidate which obtains the highest number of votes. In other words, majority voting takes all the different choices into consideration by counting the occurrence when making decisions. However, in our method, we conduct an explicit search for the optimal model parameters (λ * , γ * ) among all the entries in the consensus matrix η which effectively captures the information across all the different models.
Consensus Regularized Selection based Prediction Method
In this framework, we use the MC+ penalty which is a fast, continuous, nearly unbiased and accurate method for penalized variable selection in linear regression. The motivation for using this penalty arises from (i) it is an unbiased feature selection property which is one of the key disdvantages associated with the lasso, and (ii) it can be computed efficiently which makes it easier to employ it within ensemble-based models.
The MC+ penalty is defined in Eq. (5). For each value of λ > 0, there will be a continuum of penalties and threshold operators when γ varies from ∞ to 1. (·)+ represents the positive component. The threshold operators for the MC+ penalty will form a continuum between the soft-and hard-thresholding functions, which generates a natural and smooth transition across the set of solutions. In addition, we can also vary the value of λ, which will determine a specific model along with the non-convexity parameter γ. Thus, using the MC+ penalty we will develop a committee of prediction models to be used in CRISP.
By using the MC+ penalty, we can consider different combinations of the regularization parameter (λ) and the nonconvexity parameter (γ), which will be helpful to avoid obtaining sub-optimal solutions. In other words, the MC+ penalty ensures a family of models for a fixed λ by interpolating between the 0 norm and 1 norm, which provides more candidates for the approximation of the 0 norm. In addition, it also generates a series of thresholding operators with the soft-thresholding operator and hard-thresholding operator as its two extremes. Thus, we can conclude that the MC+ penalty has the necessary and meaningful properties for capturing sparsity more efficiently.
Non-convex penalties such as the MC+ penalty can also perform better feature selection. When we use the MC+ penalty in the objective function in Eq. (6), the univariate penalized least squares objective function will be strictly convex, which ensures the descent property with coordinate descent method and the solution converges to a stationary point [9, 24] . The objective function used within the MC+ penalty is separable, which enables us to optimize the univariate case which is one-dimensional with the form using the standard coordinate-decent approach. If β > 0, the derivative of Q (1) (β) with respect to the β can be calculated
= arg min
For a fixed λ, as γ varies, this generates a family of threshold operators Sγ(·, λ) : R → R, with the soft and hard thresholding operators as its two extremes. The soft-thresholding operator when γ → ∞ is given as in Eq. (7).
The hard-thresholding operator when γ → 1+ is given in Eq. (8) . Since soft and hard thresholding functions are often used in the optimization problems with 1 and 0 norms, respectively, we assume γ 1 = ∞ and γ 0 = 1+ for the 1 and 0 norms.
Each coefficient in our optimization problem can be estimated by the generalized thresholding operator as given in Eq. (9) for the univariate problem. In each iteration, all of the m coefficients are repeatedly updated until convergence. In this case, all the solutions when varying λ and γ will form a two-dimensional solution surface whose coordinates can be represented as the matrix η. The goal of our work is to find optimal parameters (λ * , γ * ) corresponding to the best solution. In order to find the best solution, our method will evaluate each solution. We now present the consensus criterion used in CRISP.
Consensus criterion: Squared error (se) of an estimator measures the square of the errors (or deviations) and assesses the quality of an estimator. It is used for assessing the performance of an estimator or a predictor. Generally, for the i th training instance (xi, yi) and a linear fit f λ ,γ k (xi) = xiβ λ ,γ k , when the values of λ and γ k are fixed, the squared error of the predictor will be of the form given below.
Using this formulation of the consensus criterion, we evaluate the performance of each model for different pairs of (λ , γ k ). We now present the CRISP algorithm which generates a family of solutionsβ λ l ,γ k based on Eq. (4) and selects the best one using this criterion based on the squared error of deviances. We assume that the matrix X is standardized with each column having zero mean and unit 2 norm. When γ=∞, the exact solution path for Q(β) using coordinate-descent method will be used as a warm start for the minimization of Q(β) with a non-convex penalty function.
The value of γ is decreasing until we have the solution path across a grid of values for γ [24] . The details of our approach are given in Algorithm 1. The univariate sub-problem in Eq. (6) will be optimized using coordinate descent method [23] which is a widely used non-derivative optimization algorithm. In each iteration of the coordinate descent method for the objective function argmin β Q(β1, β2, . . . , βm) , it performs search along one coordinate direction at the current point and cyclically iterates through the other directions. In other words, in each iteration, the algorithm solves the optimization problem as shown in Eq. (11) 1, 2, ..., m) of the problem.
That is, in each iteration of the optimization problem, each variable βi(i = 1, 2, . . . , m) will be updated until convergence. Coordinate descent method minimizes a multivariable objective function by solving a series of univariate optimization problems in a loop.
Optimization
In this section, we discuss the optimization involved in the CRISP algorithm and also provide a detailed algorithmic description. We begin by providing the proof of convergence. The convergence of CRISP algorithm cannot directly follow the convergence property of coordinate-descent for functions with the form of the sum of a smooth loss function and a separable non-smooth convex penalty function due to its non-convex formulation [24] . This makes it important to discuss the convergence properties of our algorithm. The coordinate descent method used within CRISP updates the variables using Eq. (11). We will now show that the CRISP algorithm always converges to a global minimum of the objective function under certain assumptions which will be discussed below.
Consider the criterion in Eq. (4), where the data (X, Y ) lies on a compact set and no column of the features in X is a multiple of the unit vector. Also, suppose that the penalty function P (β; λ; γ) is symmetric around 0, which means that it satisfies P (β; λ; γ) = P (−β; λ; γ); the first derivative of P (β) with respect to β, P (|β|), is non-negative, uniformly bounded and the second derivative P (|β|) satisfies inf β P (|β|) > −1; the sequence generated {β k } k is bounded; for all the subsequences {β n k } k of {β k } k , the successive differences, i.e., (β n k − β n k −1 ) converges to 0.
Theorem 1 The univariate problem in Eq. (6) is strictly convex and the sequence of coordinate-updates {β k } k converge to a minimum solution of Eq. (4).
Proof. It should be noted that the MC+ penalty used in our work can meet all the required properties mentioned above. In addition, the assumption on data (X, Y ) is used to ensure that the variables can be standardized and the nondegeneracy assumption on X means that all the columns are identically non-zero.
For a fixed i and (β1, · · · , βi−1, u, βi+1, · · · , βm), we denote Q(u) as
where l(·) is the loss function. Then, based on the Taylor's series expansions on f and penalty function P (|u|), the subgradient at u will be
where δ ∈ R and 2 i l = 1 since it is the second derivative of the function f with respect to the i th coordinate. |u * | is some number between |u + δ| and |u|. Assume that u0 is the optimal value for F (u), based on Eq. (13), we can have
Since for the MC+ penalty, inf β P (|β|) = − 1 γ with γ > 1,
Based on the analysis above, the boundedness of the sequence β t for t > 1 will be
). Using this boundedness for each coordinate, for every t, we will have
From Eq. (17), we can see that the decreasing sequence Q(β t ) converges. The sequence β k cannot cycle without convergence and it must have a unique limit point. This completes the proof of convergence for β k .
We now provide a stepwise description of the CRISP algorithm. Algorithm 1 outlines the CRISP algorithm for selecting the best estimates among a family of solutionsβ λ ,γ k to Eq. (4). A grid of increasing Λ = {λ1, λ2, · · · , λL, λL+1} and Γ = {γ1, γ2, · · · , γK } values are used for traversing different combinations of λ and γ, and generating different candidate models in the ensemble. Here, the additional λL+1 values is used for the warm start of CRISP algorithm by Lasso.
In line 2, we initialize the estimator using the solution from Lasso for the minimization of Q(β) at a smaller value of γ corresponding to a more non-convex penalty. In lines 4-8, each element of the coefficient vector is updated using the coordinate-wise update as shown in Eq. (9) until the solutions converge to the solution for Eq. (4) when λ = λ and γ = γ k . In line 10, we evaluate each model by obtaining 
Here L and K represent the number of elements in Λ and Γ, respectively. In Line 13, according to the value of the se, the best model parameters which has the minimum se value among the LK entries in η will be selected as the final model parameters. Subsequently, the model β * corresponding to these parameters (λ * , γ * ) will be used for prediction.
Complexity Analysis
CRISP uses a cyclic coordinate descent based method to generate a committee of regularized models. The selection procedure using the squared error criterion for different (λ , γ k ) values takes linear time in general, as we have to find the minimum entry among a set of LK entries in the consensus matrix η. Filling up each entry of the matrix η constitutes O(m) time. When (λ * , γ * ) are selected, these model parameters are used for the final prediction. Hence, the overall time complexity of the CRISP algorithm is O(nm).
EXPERIMENTAL RESULTS
In this section, we conduct different experiments to evaluate the performance of the CRISP algorithm. We evaluate the goodness of prediction and scalability of CRISP by comparing it with various state-of-the-art algorithms.
Experimental Setup
We evaluate the performance of our CRISP algorithm using real-world EHRs and synthetic datasets which are summarized in Table 2 .
Electronic Health Records (EHRs)
The EHRs used in this paper were obtained from Henry Ford Health System in Detroit, Michigan in the United States for patients admitted with congestive heart failure (CHF) condition over a period of 10 years. In Figure 1 , we show the class distribution for these EHRs. The Y-axis represents the % of readmissions (positive class) for 30-day and 365-day readmission. The X-axis represents the indices of the EHRs. These EHRs were procured over successive readmissions of patients. The suffix next to EHR represents the index of readmission, for example EHR-i corresponds to the data about all patients readmitted for the i th time. It can be observed that the number of patients in each of the longitudinal EHRs decreases with successive readmissions. In addition to the readmission datasets, we also use a basic cohort dataset (HF-cohort) which represents an aggregated dataset summarizing the readmission information for all individuals over 10 years. The feature groups that were included for our evaluation include medications, procedures, labs, demographics and comorbidities. We used several data pre-processing methods such as normalization, imputation and feature integration to create the final EHRs [25] . For our experiments, since we deal with the readmission risk prediction problem at two different thresholds, i.e., 30 days and 365 days, we determine the labels for each of these cases by calculating the difference between the readmission date and its preceding discharge date. In the case of 30-day readmission, if the difference is less than 30 days, we assign a label of 1 and if the difference is greater than 30 days, we assign 0. Following the same procedure for the 365-day readmission problem, we created two unique sets of binary prediction problems for each of the EHRs.
Synthetic Datasets
We now explain the generation of the synthetic datasets for evaluating the CRISP model. A simulation study will be examined in this section to evaluate the performance of our CRISP algorithm using synthetic datasets under various conditions. Based on a regression model y=Xβ * + , where β * ∈ R m and ∼ N (0, σ 2 I), we consider three different scenarios and generate the synthetic datasets. These datasets are generated as per the guidelines given in [26] to encourage grouping and sparsity among the features. X ∼ N (0, C), where C = [cij] is the covariance matrix, and the original feature coefficient values are given as follows.
1. In Syn-1, n = 500 and there are m = 1000 predictors.
The parameters are generated as
and σ = 3, with covariance cij = 0.7 |i−j| .
2. In Syn-2, n = 500 and there are m = 5000 predictors. The parameters are generated as
. In Syn-3, n = 500 and there are m = 10000 predictors. The parameters are generated as
Implementation Details
In this section, we explain our experimental setup used for evaluating the CRISP algorithm. The CRISP algorithm was implemented using the R programming language. All the machine learning models used for comparison in our work were also implemented in R. Elastic net was implemented using the glmnet [23] R package for both the linear and logistic loss functions. Sparse Group Lasso (SGL) was implemented using the corresponding R package available in [27] . We implemented the hiernet-weak and hiernet-strong algorithms using the R package hierNet [19] . GAM and GA2M were implemented using the codes provided by the authors [16, 17] . While implementing the GA2M model, we only consider the top 50 interactions with lowest contribution to the overall error rate were considered. L1 and L2-SVR correspond to the L2-regularized Support Vector Regression with the L1 and L2 loss functions, respectively. These were implemented using the LibLinear [28] R package.
We used the SPAMS [29] package to implement the L0 and L∞ models which are used to compare mean squared error (MSE) and coefficient of determination (R 2 ) values for all the three synthetic datasets. The performance results of all the models reported here are obtained using fivefold cross-validation. The model parameters (λ, γ) are tuned over the validation data to reduce overfitting, and the evaluation results are based on the test data. The R package pROC is used to calculate AUC values for all the models, and to calculate the MSE we used the Metrics [30] package. We now describe the procedure we used to select λ and γ values which generate different candidate models in our CRISP algorithm. In our experiments, while doing the parameter tuning, we generated a sequence of values for the regularization parameter λ and the non-convexity parameter γ and selected the model corresponding to the optimal values (λ * , γ * ) which were then used for prediction on the test data.
Goodness of Prediction
We compare the performance of CRISP with various competing models for the 30-day readmission problem on all the longitudinal EHRs. Table 3 summarizes the performance comparison results using the AUC metric. The AUC values for CRISP algorithm in Table 3 are obtained from the optimal model parameters selected after applying the consensus criterion. For all of the datasets described in Table 2 , the obtained AUC values evidently demonstrate that the proposed method CRISP provides significantly better results compared to the other methods. We also provide the pvalues for CRISP to confirm the statistical significance of our results here. The p-value is calculated by comparing the performance of CRISP with respect to the second best performing model for each dataset. It should be noted that a result with a p-value of less than 0.05 is considered to be statistically significant and is interpreted as being small enough to justify the superiority of our approach over the methods used for comparison.
In Table 4 , the mean squared error (MSE) along with the standard deviation for the 30-day readmission problem on all the datasets are provided. We observe that CRISP outperforms other competing methods. In Table 5 and Table 6 , we also show the MSE along with standard deviations and the R 2 values for the three synthetic datasets using different regression models. It can be observed that CRISP performs better compared to the other regression models. This better performance is attributed to the fact that, in addition to using a sparse and efficient non-convex regularizer within CRISP, the algorithm generates several candidate models and then selects the best model using training data for prediction which gives a final model with good predictive ability. In Figure 2 , we show the AUC values of CRISP model compared to other regression models using bar plots for the 365-day readmission problem. One can observe that CRISP gives better performance compared to other regression models on all the EHRs. The reason behind the better performance of CRISP lies in the fact that it builds an ensemble of non-convex regularized linear regression models and obtains a consensus among them to select the best set of model parameters.
Scalability Experiments
In this section, we perform experiments to evaluate the scalability of the MC+ penalty which is used within CRISP along with other well-known non-convex penalties mentioned in Table 7 .
Smoothly Clipped Absolute Deviation (SCAD) [22] corresponds to a quadratic spline function with knots at λ and γλ. This penalty function leaves large values of βi not excessively penalized and makes the solution continuous. LogSum Penalty (LSP), due to its formulation, has the potential to guarantee more sparsity than the 1 norm. In Capped-1 penalty, it treats all the βi greater than γ equally, which makes it more robust to outliers than the 1 norm.
We use the Matlab package called Generalized Iterative Shrinkage and Thresholding (GIST) [31] to fit the above mentioned non-convex regularized linear regression models. These experiments were performed on a workstation with a quadcore CPU at 3.4GHz and 12 GB main memory.
Two high-dimensional synthetic datasets, Syn-2 and Syn-3, described in Section 5.1.2 were used in this experiment. Figure 3 measures the computational time for the MC+ Table 7 : Non-Convex penalties used in our evaluation.
penalty compared to three competing non-convex regularizers. In this plot, the Y-axis represents the time taken in seconds which was averaged over five runs. The X-axis represents the dimensionality of the features.
The scalability plot in Figure 3 (a) for the Syn-2 dataset indicates that the MC+ penalty based model runs faster compared to the other three models. LSP penalty-based model takes highest time and the other two penalties, namely, SCAD and Capped 1 norm based models, are also slower than the MC+ penalty. Figure 3(b) shows the scalability plot for Syn-3 dataset, and it can be observed that even in this case the MC+ penalty runs faster compared to the other models. This shows that our CRISP method which uses the MC+ penalty can perform efficiently on high-dimensional datasets.
CONCLUSION AND FUTURE WORK
In this paper, we presented a method called CRISP for solving the consensus regularization problem for regression which has not been studied in the literature previously, due to the inherent difficulty associated with integrating and computing multiple regularizers efficiently within a unified framework. This method generates a committee of nonconvex regularized linear regression models using the minimax concave plus (MC+) penalty, and it applies a consensus criterion to select the best model for prediction. This method is efficient because the problem of learning multiple candidate models within the committee is solved using a gen- eralized thresholding operator employed within a fast cyclic coordinate descent framework. Our method is also simple to interpret as it only selects the optimal model from all the candidate models for the final prediction. We evaluated this model using longitudinal EHRs collected at a large hospital and high-dimensional synthetic datasets using diverse metrics such as AUC, MSE and R 2 . We also conducted experiments to assess the scalability of CRISP. Our results indicate that CRISP obtains higher AUC values compared to various other additive, interactions and sparse regression models. This work can be extended for building an active learning-based regression model [32] by querying the label for an instance after obtaining a consensus on including it in the training data using the multiple candidate models generated by CRISP.
