Quasilinearization of an initial value problem for a set valued integro-differential equation  by Wang, Peiguang & Gao, Wei
Computers and Mathematics with Applications 61 (2011) 2111–2115
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Quasilinearization of an initial value problem for a set valued
integro-differential equation✩
Peiguang Wang a,∗, Wei Gao b
a College of Electronic and Information Engineering, Hebei University, Baoding, 071002, China
b College of Mathematics and Computer Science, Hebei University, Baoding, 071002, China
a r t i c l e i n f o
Keywords:
Quasilinearization
Set valued integro-differential equation
Quadratic convergence
a b s t r a c t
This paper proposes a quasilinearization method for a set valued integro-differential
equation and obtains a series solution converging monotonically and quadratically to the
exact solution of the problem.
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1. Introduction
Recently, the study of set differential equation (SDE) in a semilinear metric has gained much attention and is
systematically presented in the monograph [1]. The interesting feature of SDE is that the results obtained in this new
framework become the corresponding results for ordinary differential equations such as the Hukuhara derivative, and
the integral used in formulating the SDE reduces to the ordinary vector derivative and the integral when the set under
consideration is a single-value mapping. Further, SDE, when themultivalued functions involved are not convex, can be used
as a tool for studying multivalued differential inclusions [2].
In this paper, we shall extend the method of quasilinearization to a set valued integro-differential equation. Integro-
differential equations arise quite frequently as mathematical models in diverse disciplines. For the basic theory and
qualitative properties of solutions of integro-differential equations, we can refer the reader to Refs. [3–5] and citations
therein. The importance of the work lies in the fact that the set valued integro-differential equation can also obtain a
monotone sequence of approximate solutions converging uniformly to the solution of the problem and possessing quadratic
convergence.
2. Preliminaries
Let Kc(Rn) denote the collection of all nonempty, compact and convex subsets of Rn. We define the Hausdorff metric as
follows:
D[X, Y ] = max[sup
y∈Y
d(y, X), sup
x∈X
d(x, Y )],
where d(y, X) = inf[d(y, x) : x ∈ X], and X, Y are bounded sets of Rn. Notice that Kc(Rn)with themetric is a completemetric
space. Moreover, Kc(Rn) equipped with the natural algebraic operations of addition and nonnegative scalar multiplication
becomes a semilinear metric space which can be embedded as a complete cone into a corresponding Banach space [2].
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Definition 2.1. The set Z ∈ Kc(Rn) satisfying X = Y + Z is known as the geometric difference of the sets X and Y in Kc(Rn)
and is denoted by the symbol X − Y .
Now we consider the set valued integro-differential equation
DHU(t) = F(t,U(t))+
∫ t
t0
K(t, s,U(s))ds, U(t0) = U0, t0 > 0, (2.1)
where F ∈ C[R+× Kc(Rn), Kc(Rn)], K ∈ C[R+× R+× Kc(Rn), Kc(Rn)]. DHF(t) is a Hukuhara derivative of F(t). The mapping
U ∈ C1[J, Kc(Rn)], J = [t0, t0 + T ], T > 0, is said to be a solution of (2.1) if it satisfies (2.1) on J . Since U(t) is continuously
differential, we have
U(t) = U0 +
∫ t
t0
DHU(s)ds, t ∈ J (2.2)
which can be put in the form [1]
U(t) = U0 +
∫ t
t0
[
F(s,U(s))+
∫ t
s
K(σ , s,U(s))dσ
]
ds, t ∈ J, (2.3)
where the integral is in the sense of the Hukuhara integral [2]. Thus, we can say that U(t) is a solution of (2.1) if and only if
it satisfies (2.3) on J .
The example and more details on the concepts and properties of continuity, the Hukuhara derivative and the Hukuhara
integral can be found in monograph [1].
We denote by K(K 0) the subfamily of Kc(Rn) consisting of sets X ∈ Kc(Rn) such that any x ∈ X is a nonnegative (positive)
vector of n components satisfying xi ≥ 0 (xi > 0) for i = 1, 2, . . . , n. Thus K is a cone in Kc(Rn) and K 0 is the nonempty
interior of K . We can therefore induce a partial ordering in Kc(Rn).
Definition 2.2. For any X and Y ∈ Kc(Rn), if there exists a Z ∈ Kc(Rn) such that Z ∈ K(K 0) and
X = Y + Z,
then we write X ≥ Y (X > Y ). Similarly, one can define X ≤ Y (X < Y ).
We need to have the following lemmas to obtain the main result.
Lemma 2.1 (See [1]). Assume that:
(A1) V ,W ∈ C1[R+, Kc(Rn)], F ∈ C[R+×Kc(Rn), Kc(Rn)], K ∈ C[R+×R+×Kc(Rn), Kc(Rn)], F(t, X) ismonotone nondecreasing
in X ∈ Kc(Rn) for each t ∈ R+ and K(t, η, X) is monotone nondecreasing in X for each (t, η) ∈ R+ × R+. Moreover,
DHV (t) ≤ F(t, V )+
∫ t
t0
K(t, η, V )dη, DHW (t) ≥ F(t, V )+
∫ t
t0
K(t, η, V )dη, t ∈ R+.
(A2) For any X, Y ∈ Kc(Rn), X ≥ Y , t, η ∈ R+, and some L > 0,
F(t, X) ≤ F(t, Y )+ L(X − Y ), K(t, η, X) ≤ K(t, η, Y )+ L2(X − Y ).
Then V (t) ≤ W (t), t ≥ t0, provided V (t0) ≤ W (t0).
Lemma 2.2 (See [2]). Assume that F ∈ C[J, Kc(Rn)], K ∈ C[J× J×Kc(Rn), Kc(Rn)] and for (t, s,U), (t, s, V ) ∈ J× J×Kc(Rn),
D[K(t, s,U), K(t, s, V )] < LD[U, V ], L > 0.
Then there exists a unique solution U(t) on J for (2.2).
3. Main result
In this section, we shall consider the solution of (2.1) using the method of quasilinearization.
Theorem 3.1. Assume that:
(B1) F ∈ C2[J × Kc(Rn), Kc(Rn)], DHHF(t, X) ≥ 0 and F(t, X) is monotone nondecreasing in X ∈ Kc(Rn) for each t ∈ R+;
(B2) K ∈ C2[J × J × Kc(Rn), Kc(Rn)], DHHK(t, s, X) ≥ 0 and K(t, η, X) is monotone nondecreasing in X for each (t, s) ∈ J × J;
(B3) V0,W0 ∈ C1[J × Kc(Rn), Kc(Rn)] such that V0(t) ≤ W0(t) and
DHV0(t) ≤ F(t, V0)+
∫ t
t0
K(t, s, V0(s))ds, DHW0(t) ≥ F(t,W0)+
∫ t
t0
K(t, s,W0(s))ds,
where V0(t0) ≤ U0 ≤ W0(t0).
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Then, there exist monotone sequences {Vn(t)}, {Wn(t)} which converge uniformly and quadratically to the unique solution U(t)
of (2.1).
Proof. In view of assumption (B1) and (B2), we obtain for U ≥ V
F(t,U) ≥ F(t, V )+ DH(t, V )(U − V ), (3.1)
K(t, s,U) ≥ K(t, s, V )+ DHK(t, s, V )(U − V ),
and for any V0 ≤ V ≤ U ≤ W0, and each t ∈ J, (t, s) ∈ J × J, L > 0, we have
F(t,U)− F(t, V ) ≤ L(U − V ), K(t, η,U)− K(t, η, V ) ≤ L2(U − V ).
Let V1,W1 be the solution of the IVP
DHV1 = F(t, V0)+ DHF(t, V0)(V1 − V0)+
∫ t
t0
[K(t, s, V0(s))+ DHK(t, s, V0(s))(V1 − V0)]ds, V1(t0) = U0, (3.2)
and
DHW1 = F(t,W0)+ DHF(t, V0)(W1 −W0)
+
∫ t
t0
[K(t, s,W0(s))+ DHK(t, s, V0(s))(W1 −W0)]ds, W1(t0) = U0. (3.3)
We shall prove the inequalities
V0(t) ≤ V1(t) ≤ W1(t) ≤ W0(t), t ∈ J. (3.4)
(ia) Set P = V0 − V1. Clearly P(t0) ≤ 0. Then we obtain
DHP = DHV0 − DHV1
≤ F(t, V0)+
∫ t
t0
K(t, s, V0(s))ds− F(t, V0)− DHF(t, V0)(V1 − V0)
−
∫ t
t0
[K(t, s, V0(s))+ DHK(t, s, V0(s))(V1(s)− V0(s))]ds
≤ DHF(t, V0)P +
∫ t
t0
DHK(t, s, V0(s))P(s)ds.
Using the special case of Lemma 2.1 for the linear problem with P(t) = V (t) and W (t) = 0 yields P(t) ≤ 0, t ≥ t0,
which in turn proves V0 ≤ V1, t ∈ J.
(ib) By a similar process, we can prove thatW1(t) ≤ W0(t), t ∈ J.
(ic) It remains to show that V1(t) ≤ W1(t). With V0(t) ≤ V1(t), t ∈ J , using the inequalities (3.1), we get
DHV1 = F(t, V0)+ DHF(t, V0)(V1 − V0)+
∫ t
t0
[K(t, s, V0(s))+ DHK(t, s, V0(s))(V1(s)− V0(s))]ds
≤ F(t, V1)+
∫ t
t0
K(t, s, V1(s))ds,
and similarly
DHW1 ≥ F(t,W1)+
∫ t
t0
K(t, s,W1(s))ds.
Noting that V1(t0) = W1(t0) = U0, by Lemma 2.1, we have V1(t) ≤ W1(t), t ∈ J . From (ia) through (ic), the inequalities
(3.4) are established.
Assume that for some n > 1,
DHVn ≤ F(t, Vn)+
∫ t
t0
K(t, s, Vn(s))ds, DHWn ≥ F(t,Wn)+
∫ t
t0
K(t, s,Wn(s))ds.
V0(t) ≤ Vn(t) ≤ Wn(t) ≤ W0(t) on J and Vn+1 andWn+1 are the solutions of the IVP
DHVn+1 = F(t, Vn)+ DHF(t, Vn)(Vn+1 − Vn)
+
∫ t
t0
[K(t, s, Vn(s))+ DHK(t, s, Vn(s))(Vn+1(s)− Vn(s))]ds, Vn+1(t0) = U0,
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DHWn+1 = F(t,Wn)+ DHF(t, Vn)(Wn+1 −Wn)
+
∫ t
t0
[K(t, s,Wn(s))+ DHK(t, s, Vn(s))(Wn+1(s)−Wn(s))]ds, Wn+1(t0) = U0.
Set P = Vn − Vn+1 so that
DHP = DHVn − DHVn+1
≤ F(t, Vn)+
∫ t
t0
K(t, s, Vn(s))ds− F(t, Vn)− DHF(t, Vn)(Vn+1 − Vn)
−
∫ t
t0
[K(t, s, Vn(s))+ DHK(t, s, Vn(s))(Vn+1(s)− Vn(s))]ds
= DHF(t, Vn)P +
∫ t
t0
DHK(t, s, Vn(s))P(s)ds.
Now, since P(t0) = 0, by Lemma 2.1, we get P(t) ≤ 0 and this implies Vn(t) ≤ Vn+1(t), t ∈ J . Similar arguments yield
Wn+1(t) ≤ Wn(t) and Vn+1(t) ≤ Wn+1(t) which together yield Vn(t) ≤ Vn+1(t) ≤ Wn+1(t) ≤ Wn(t), t ∈ J . Hence, by
induction, we have, for all n,
V0(t) ≤ V1(t) ≤ · · · ≤ Vn(t) ≤ Wn(t) ≤ · · · ≤ W1(t) ≤ W0(t), t ∈ J.
By standard arguments, it can be shown that the sequences {Vn(t)} and {Wn(t)} converge uniformly and monotonically to
U(t), the unique solution of (2.1) on J .
Now we shall show that the convergence is quadratic. Let Pn+1 = U − Vn+1. Clearly, Pn+1(t0) = 0 and Pn+1(t) ≥ 0, t ∈ J .
Then
DHPn+1 = DHU − DHVn+1
= DHF(t, ξ1)(U − Vn)− DHF(t, Vn)(Vn+1 − U + U − Vn)
+
∫ t
t0
DHK(t, s, ξ2(s))(U(s)− Vn(s))ds−
∫ t
t0
DHK(t, s, Vn(s))(Vn+1 − U(s)+ U(s)− Vn(s))ds
by the mean value theorem with Vn ≤ ξ1, ξ2 ≤ U . Thus
DHPn+1 = DHF(t, ξ1)Pn + DHF(t, Vn)Pn+1 − DHF(t, Vn)Pn +
∫ t
t0
DHK(t, s, ξ2(s))Pn(s)ds
+
∫ t
t0
DHK(t, s, Vn(s))Pn+1(s)ds−
∫ t
t0
DHK(t, s, Vn(s))Pn(s)ds
≤ MP2n + LPn+1 +M1
∫ t
t0
P2n (s)ds+ L1
∫ t
t0
Pn+1(s)ds,
where Vn ≤ ξ3 ≤ ξ1, Vn(s) ≤ ξ4(s) ≤ ξ2(s), DHF(t,U) ≤ L, DHHF(t,U) ≤ M , DHK(t, s,U) ≤ L1, DHHK(t, s,U) ≤ M1. By
Lemma 2.1, we have Pn+1(t) ≤ r(t), t ∈ J , where r(t) is the solution of the related linear integro-differential equation
DHr(t) = Lr(t)+ L1
∫ t
t0
r(s)ds+ F(t), Pn+1(t0) = r(t0) = 0, (3.5)
in which F(t) = MP2n (t)+M1
 t
t0
P2n (s)ds, and
F(t) ≤ (M +M1T )max
t∈J
P2n (t), t ∈ J. (3.6)
We now find an estimate for r(t) given by (3.5). Let
Z(t) =
∫ t
t0
r(s)ds. (3.7)
Then Eq. (3.5) becomes
DHHZ = LDHZ + L1Z + F(t), Z(t0) = 0, DHZ(t0) = 0.
Using the variation of parameters method, in view of (3.6) and (3.7), we have
max
t∈J
Pn+1(t) ≤ 2e
LT
L2 + 4L1
(M +M1T )max
t∈J
P2n (t).
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Thus {Vn(t)} converges quadratically to U(t), the unique solution of (2.1). Similarly, we have
max
t∈J
Qn+1(t) ≤ 2e
LT
L2 + 4L1
(M +M1T )max
t∈J
Q 2n (t).
The proof is complete. 
4. Conclusion
This paper proposes a quasilinearization method for a set valued integro-differential equation and obtains a series
solution convergingmonotonically and quadratically to the exact solution of the problem by using the comparison principle.
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