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Abstract
In this research, we consider a difference equation of order k  2 of the following form:
yn+1 = f (yn, . . . , yn−k+1), n= 0,1,2, . . . .
We develop necessary and/or sufficient conditions on f so that every solution of the above mentioned
difference equation is periodic of the same period p.
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1. Introduction
Let D be a nonempty subset of the real numbers R,
Dk =D × · · · ×D︸ ︷︷ ︸
k times
,
let f be a function such that f :Dk →D, and consider the difference equation
yn+1 = f (yn, . . . , yn−k+1), n= 0,1,2, . . . , (1)
where y−k+1, . . . , y0 are given real numbers in D.
In this paper, we shall adopt the following definitions and terminology. A solution Y =
{yn}∞n=−k+1 of Eq. (1) is said to be periodic of period p  k if
yn+p = yn for all n=−k+ 1,−k+ 2, . . . . (2)
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p. 15]. Moreover, Eq. (1) is said to have the global periodicity property with period p
(p-GPP) if all solutions of Eq. (1) are periodic of the same period p.
Eq. (1) may represent the evolution of a dynamical system in which the future state yn+1
is determined in terms the present state yn, and the past state(s) yn−i , i = 1, . . . , k − 1.
Alternatively, from a purely theoretical point of view, Eq. (1) may describe a recursively
defined sequence yn. In any case, in the course of studying the long term behavior of
solutions of Eq. (1), one may be interested in the existence of a bounded solution or the
boundedness of all solutions, the existence of a periodic solution or the periodicity of all
solutions, etc. In this research, our main concern is in the periodicity of all solutions of
Eq. (1). More precisely, our objective is to develop necessary and sufficient conditions on
the function f so that all solutions of Eq. (1) are periodic of the same period. This research
is motivated by Open problem 3.4.2 in [13, p. 50].
Periodicity, among other important properties, of specific parameterized classes of func-
tions were investigated in [5–7,9,12,14,18]. In particular, the form f (x, y) = g(x)/y re-
ceived more attention recently [1–4,8,10,15,17]. Existence of a periodic solution of Eq. (1)
was investigated in [16].
The present paper is organized as follows. In Section 2, we establish a necessary and
sufficient condition for a difference equation to posses the p-GPP. This condition is stated
in Theorem 2.1, and is used to establish a necessary condition that is easy-to-apply. In Sec-
tion 3, further necessary conditions are developed. Applications of the established results
are presented in Section 4. We conclude our research in Section 5 with important remarks
and directions for further investigations.
2. Necessary and sufficient conditions for global periodicity
To develop a necessary and sufficient condition for global periodicity property, we need
first to introduce the sequence of functions Fj :Dk →D, j =−k+1,−k+2, . . . , defined
recursively by
Fj (x1, . . . , xk)=
{
x−j+1 if j =−k + 1, . . . ,0,
f (Fj−1(x1, . . . , xk), . . . ,Fj−k(x1, . . . , xk)) if j  1.
(3)
Thus, F1(x1, . . . , xk) = f (x1, . . . , xk), F2(x1, . . . , xk) = f (f (x1, . . . , xk), x1, . . . , xk−1),
etc.
The following lemma will play an important role in the sequel.
Lemma 2.1.
(i) Fj (f (x1, . . . , xk), x1, . . . , xk−1)= Fj+1(x1, . . . , xk), j =−k + 1,−k+ 2, . . . .
(ii) If Fn(x1, . . . , xk)= xk for some positive integer n and for all (x1, . . . , xk) ∈Dk , then
Fn+i (x1, . . . , xk)= xk−i , i = 1, . . . , k − 1,
and
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(
xk,Fn−1(x1, . . . , xk), . . . ,Fn−k+1(x1, . . . , xk)
)= xk−1,
f
(
xk−i , . . . , xk,Fn−1(x1, . . . , xk), . . . ,Fn−k+i (x1, . . . , xk)
)= xk−i−1,
i = 1, . . . , k − 2,
for all (x1, . . . , xk) ∈Dk .
Proof. (i) Clearly, Fj (f (x1, . . . , xk), x1, . . . , xk−1)= x−j+2, j =−k + 1, . . . ,−1, and
F0
(
f (x1, . . . , xk), x1, . . . , xk−1
)= f (x1, . . . , xk)= F1(x1, . . . , xk).
Therefore, if (i) is true for j − 1, . . . , j − k, then by (3)
Fj
(
f (x1, . . . , xk), x1, . . . , xk−1
)
= f (Fj−1(f (x1, . . . , xk), x1, . . . , xk−1), . . . ,Fj−k(f (x1, . . . , xk), x1, . . . , xk−1))
= f (Fj (x1, . . . , xk), . . . ,Fj−k+1(x1, . . . , xk))= Fj+1(x1, . . . , xk).
Hence the result is established by mathematical induction.
(ii) Suppose that Fn(x1, . . . , xk) = xk for all (x1, . . . , xk) ∈ Dk . Then Fn(xk, x1, . . . ,
xk−1)= xk−1 for all (x1, . . . , xk) ∈Dk . In particular, it is true for xk = f (x1, . . . , xk). But
by part (i),
xk−1 = Fn
(
f (x1, . . . , xk−1), x1, . . . , xk−1
)= Fn+1(x1, . . . , xk)
= f (Fn(x1, . . . , xk), . . . ,Fn−k+1(x1, . . . , xk))
= f (xk,Fn−1(x1, . . . , xk), . . . ,Fn−k+1(x1, . . . , xk)).
Similarly, Fn+1(xk, x1, . . . , xk−1)= xk−2 for all (x1, . . . , xk) ∈Dk . In particular, it is true
for xk = f (x1, . . . , xk). But, again, by part (i),
xk−2 = Fn+1
(
f (x1, . . . , xk−1), x1, . . . , xk−1
)= Fn+2(x1, . . . , xk)
= f (Fn+1(x1, . . . , xk),Fn(x1, . . . , xk), . . . ,Fn−k+2(x1, . . . , xk))
= f (xk−1, xk,Fn−1(x1, . . . , xk), . . . ,Fn−k+2(x1, . . . , xk)).
Proceeding inductively and following the same line of reasoning, the result can be estab-
lished for i = 2, . . . , k. This completes the proof. ✷
Now we are ready to state and prove our main result in this section.
Theorem 2.1. Equation (1) possesses the p-GPP if and only if
Fp−k+1(x1, . . . , xk)= xk for all (x1, . . . , xk) ∈Dk. (4)
Proof. First observe that yn = Fn(y0, . . . , y−k+1).
Now, if Eq. (1) possesses the p-GPP, then for any initial conditions y−k+1, . . . , y0
∈ D, we must have y−k+1 = yp−k+1 = Fp−k+1(y0, . . . , y−k+1) which is equivalent to (4).
Conversely, if (4) holds, then by Lemma 2.1,
yp+i = Fp+i (y0, . . . , y−k+1)= yi, i =−k + 1, . . . ,0.
Hence, every solution is periodic of period p. This completes the proof. ✷
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Corollary 2.1.
(a) Equation (1) possesses the k-GPP if and only if f (x1, . . . , xk)= xk , in which case we
have the difference equation yn+1 = yn−k+1.
(b) Equation (1) possesses the (k+1)-GPP if and only if f satisfies the functional relation
f
(
f (x1, . . . , xk), x1, . . . , xk−1
)= xk.
(c) Equation (1) possesses the (k+2)-GPP if and only if f satisfies the functional relation
f
(
f
(
f (x1, . . . , xk), x1, . . . , xk−1
)
, f (x1, . . . , xk), x1, . . . , xk−2
)= xk.
Remark 2.1. By direct calculations for k = 2, one can justify the following assertions:
• Among the functions for which Eq. (1) possesses the 3-GPP are f (x1, x2)= c/x1x2,
x1, x2 ∈R \ {0}, f (x1, x2)= c− x1 − x2, x1, x2 ∈R.
• Among the functions for which Eq. (1) possesses the 4-GPP are f (x1, x2) = c/x2,
x1, x2 = 0, f (x1, x2)= c− x2, x1, x2 ∈R, and f (x1, x2)= g(x1)/x2, x1, x2 ∈R \ {0},
and f (x1, x2)= g(x1)− x2, x1, x2 ∈R, where
g(x)=
{
a if x ∈Q,
b if x ∈R \Q,
and a, b ∈Q \ {0}.
Using Theorem 2.1 and Corollary 2.1, we obtain the following necessary condition for
global periodicity.
Lemma 2.2. Suppose that Eq. (1) possesses the p-GPP. Then
(i) f is injective in the kth independent variable;
(ii) If, in addition, p = k + 1, then f is, also, injective in the independent variables
x1, . . . , xk−1.
Proof. (i) Suppose that f (x1, . . . , xk−1, xk)= f (x1, . . . , xk−1, x ′k). Then
F1(x1, . . . , xk−1, xk)= F1(x1, . . . , xk−1, x ′k)
and
F2(x1, . . . , xk)= f
(
F1(x1, . . . , xk), x1, . . . , xk−1
)
= f (F1(x1, . . . , x ′k), x1, . . . , xk−1)= F2(x1, . . . , xk−1, x ′k).
Similarly, one can show that
Fi
(
Fi−1(x1, . . . , xk), . . . ,F1(x1, . . . , xk), x1, . . . , xk−i
)
= Fi
(
Fi−1(x1, . . . , x ′k), . . . ,F1(x1, . . . , x ′k), x1, . . . , xk−i
)
for i = 3, . . . , k − 1.
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. . . , x ′k). The result then follows by Theorem 2.1.
(ii) This follows from the fact that in this case f satisfies the functional relations
f
(
xk, f (x1, . . . , xk), x1, . . . , xk−2
)= xk−1,
f
(
xk−i , . . . , xk, f (x1, . . . , xk), x1, . . . , xk−i−2
)= xk−i−1 for i = 1, . . . , k − 2.

3. Necessary conditions for global periodicity
In this section we establish further necessary conditions for p-GPP. However, we need
to introduce the families of sets parameterized by the real number r ,
K = {1, . . . , k}, (5)
Lr =
{
(x1, . . . , xk) ∈Dk : x1, . . . , xk  r
}
, (6)
Ur =
{
(x1, . . . , xk) ∈Dk : x1, . . . , xk  r
}
. (7)
Lemma 3.1. Suppose that there exists a real number r such that each of the sets Lr,Ur
are nonempty. Then Eq. (1) does not possess the p-GPP, i.e., there exists a nonperiodic
solution if any one of the following conditions holds:
(C1) For some j ∈K,
f (x1, . . . , xk) < xj for all (x1, . . . , xk) ∈ Lr
or
f (x1, . . . , xk) > xj for all (x1, . . . , xk) ∈ Ur.
(C2) For some j ∈K and some nonnegative integer ,
f (x1, . . . , xk) < (+ 1)x1 − xj for all (x1, . . . , xk) ∈Lr
or
f (x1, . . . , xk) > (+ 1)x1 − xj for all (x1, . . . , xk) ∈Ur.
(C3) Lr consists of positive elements and for some j ∈K and some nonnegative integer ,
xjf (x1, . . . , xk) < x
+1
1 for all (x1, . . . , xk) ∈Lr
or Ur consists of positive elements and for some j ∈K and some nonnegative inte-
ger ,
xjf (x1, . . . , xk) > x
+1
1 for all (x1, . . . , xk) ∈Ur.
Proof. The key idea in proving (C1)–(C3) is that under the given hypothesis, there exists a
solution with nonconstant monotonic subsequence. Moreover, since the proof of the second
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For this purpose, choose (y0, . . . , yn−k+1) ∈ Lr such that y0  · · · y−k+1.
(C1) Suppose that the first part of (C1) holds. Then by Eq. (1),
yn+1 =
[
f (yn, . . . , yn−k+1)− yn−j+1
]+ yn−j+1 < yn−j+1
if (yn, . . . , yn−k+1) ∈Lr.
Therefore, with initial conditions given as above, we have
· · ·< y3j < y2j < yj < y0.
Hence, Y is not periodic.
(C2) If the first part of (C2) holds, then by Eq. (1),
yn+1 =
[
f (yn, . . . , yn−k+1)− (+ 1)yn + yn−k+1
]+ (yn − yn−k+1)+ yn < yn
if (yn, . . . , yn−k+1) ∈Lr and yn  · · · yn−k+1,
which can be shown by induction for the given initial conditions. Again, we have a nonpe-
riodic solution.
(C3) Finally, in this case, by Eq. (1),
yn+1 =
[
yn−k+1f (yn, . . . , yn−k+1)
x+11
](
yn
yn−k+1
)
yn < yn
if (yn, . . . , yn−k+1) ∈Lr and yn  · · · yn−k+1.
The latter conditions can be shown inductively to hold if the initial conditions are given as
above.
This completes the proof. ✷
Remark 3.1. As can be seen from Lemma 3.1, if the p-GPP is desired, then one should
exclude from his list all functions of the forms xj − g(x1, . . . , xk) and xj + g(x1, . . . , xk),
where g(x1, . . . , xk) > 0 on Lr and Ur , respectively. Also, one should exclude all functions
of the forms (+ 1)x1 − xj − g(x1, . . . , xk) and (+ 1)x1 − xj + g(x1, . . . , xk) for any
nonnegative integer  whenever g(x1, . . . , xk) > 0 on Lr and Ur , respectively.
The following theorem provides necessary conditions for global periodicity property. It
is the contra positive of Lemma 3.1.
Theorem 3.1. Suppose that Eq. (1) possesses the p-GPP. For any real number r , any
nonnegative integer , and any j ∈K ,
(N1) If both Lr and Ur are nonempty, then there exists (x1, . . . , xk) ∈ Lr such that
f (x1, . . . , xk) xj , and there exists (x1, . . . , xk) ∈ Ur such that f (x1, . . . , xk) xj .
(N2) If both Lr and Ur are nonempty, then there exists (x1, . . . , xk) ∈ Lr such that
f (x1, . . . , xk)  ( + 1)x1 − xj , and there exists (x1, . . . , xk) ∈ Ur such that
f (x1, . . . , xk) (+ 1)x1 − xj .
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xjf (x1, . . . , xk) x
+1
1 , and there exists (x1, . . . , xk) ∈Ur such that xjf (x1, . . . , xk)
 x+11 provided that all elements of Lr and Ur are positive.
The next theorem provides another necessary condition for the p-GPP.
Theorem 3.2. Let I and S denote the infimum and supremum of D, respectively. If Eq. (1)
possesses the p-GPP, then f cannot be bounded away from I and cannot be bounded
away from S on Dk . In other words,
inf
(x1,...,xk)∈Dk
f (x1, . . . , xk)= I and sup
(x1,...,xk)∈Dk
f (x1, . . . , xk)= S.
Proof. Suppose the contrary holds. If f is bounded away from I , then there is a real
number α such that I < α  f (x1, . . . , xk) for all (x1, . . . , xk) ∈Dk . Since I = infD, one
can find a ∈D such that I  a < α. But then the solution with x−k+1 = · · · = x0 = a will
not be periodic which is a contradiction. The proof in case f is bounded away from S is
similar, and will be omitted. This completes the proof. ✷
4. Applications
Suppose that aj ∈R such that ak = 0, and consider the function
f (x1, . . . , xk)= g(x1)+
k∑
j=2
aj xj , (x1, . . . , xk) ∈Rk.
If Eq. (1) possesses the (k + 1)-GPP, then, by Lemma 2.1 for i = k − 2, we have
f
(
x2, . . . , xk, f (x1, . . . , xk)
)= x1 for all (x1, . . . , xk) ∈Rk.
This implies that for all (x1, . . . , xk) ∈R,
g(x2)+
k∑
j=3
aj−1 xj + ak
(
g(x1)+
k∑
j=2
ajxj
)
= x1
or
akg(x1)− x1 =−g(x2)−
k∑
j=3
aj−1xj − ak
k∑
j=2
ajxj .
Observe that in the last equation, the left-hand side is a function of x1 only and the right-
hand side is a function of the remaining variables. This cannot be true unless both sides are
constant, say c˜. Therefore,
g(x1)= c˜+ x1 .
ak
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c˜+ x2
ak
+
k∑
j=3
aj−1xj + ak
(
c˜+ x1
ak
+
k∑
j=2
ajxj
)
= x1
or
c˜
(
1+ 1
ak
)
+
(
a2ak + 1
ak
)
x2 +
k∑
j=3
(aj−1 + akaj )xj = 0.
Comparing the coefficients of xj , j = 1, . . . , k, we get that
c˜
(
1+ 1
ak
)
= 0, a2ak + 1
ak
= 0,
aj−1 + akaj = 0, j = 3, . . . , k.
Solving the last two equations, we get
aj = (−1)
j−1
a
j
k
, j = 2, . . . , k.
On the one hand, if ak =−1, then a2 = · · · = ak =−1, g(x1)= c− x1, c=−c˜, and
f (x1, . . . , xk)= c−
k∑
j=1
xj .
In this case
f
(
f (x1, . . . , xk), x1, . . . , xk−1
)= c−
(
c−
k∑
j=1
xj
)
−
k−1∑
j=1
xj = xk
for all (x1, . . . , xk) ∈Rk . Thus, by Theorem 2.1, Eq. (1) possesses the (k + 1)-GPP.
On the other hand, if c˜= 0, then g(x)= x/ak and
f (x1, . . . , xk)=
k∑
j=1
(−1)j−1
a
j
k
xj .
But in this case,
f
(
f (x1, . . . , xk), x1, . . . , xk−1
)= 1
ak
k∑
j=1
(−1)j−1
a
j
k
xj +
k∑
j=2
(−1)j−1
a
j
k
xj−1
=
k∑
j=1
(−1)j−1
a
j+1
k
xj −
k−1∑
j=1
(−1)j−1
a
j+1
k
xj = (−1)
k−1
ak+1k
xk.
Therefore, if k is even, then Theorem 2.1 will be satisfied only if ak =−1, whereas if k is
odd, Theorem 2.1 will be satisfied only if k =±1.
In summary, we have the following theorem.
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(E) If k is even, then every solution of Eq. (1) is periodic of period p = k+ 1 if and only if
f (x1, . . . , xk)= c−
k∑
j=1
xj .
(O) If k is odd, then every solution of Eq. (1) is periodic of period p= k+ 1 if and only if
either
f (x1, . . . , xk)= c−
k∑
j=1
xj
or
f (x1, . . . , xk)=
k∑
j=1
(−1)j−1xj .
Using Theorem 4.1 we obtain the following result.
Theorem 4.2. Suppose that f (x1, . . . , xk)= g(x1)∏kj=2 xbjj , (x1, . . . , xk) ∈ (0,∞)k .
(E) If k is even, then every solution of Eq. (1) is periodic of period p = k+ 1 if and only if
f (x1, . . . , xk)= c∏k
j=1 xj
.
(O) If k is odd, then every solution of Eq. (1) is periodic of period p= k+ 1 if and only if
either
f (x1, . . . , xk)= c∏k
j=1 xj
or
f (x1, . . . , xk)=
∏(k+1)/2
j=1 x2j−1∏(k−1)/2
j=1 x2j
.
Proof. Set zn = ln(yn). Then zn satisfies the difference equation
zn+1 = h(z1)+
k∑
j=2
bj zj ,
where h(x)= ln(g(x)). Since yn is periodic whenever zn is periodic, by Theorem 4.1 the
result follows. ✷
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We would like to bring to the attention of the reader that all the results in this paper
were obtained without the assumption that f being continuous. This leaves the door open
for further investigations. We believe that if continuity or smoothness of the function f is
assumed, then one may obtain further characterization of f . For instance, if f is continuous
in the kth independent variable, then by Lemma 2.2(i), f must be either increasing or
decreasing in xk , and so either
lim
xk→I
f (x1, . . . , xk)= I and lim
xk→S
f (x1, . . . , xk)= S
or
lim
xk→I
f (x1, . . . , xk)= S and lim
xk→S
f (x1, . . . , xk)= I.
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