The effect of motional averaging when relating structural properties inferred from nuclear magnetic resonance (NMR) experiments to molecular dynamics simulations of peptides is considered. In particular, the effect of changing populations of conformations, the extent of sampling, and the sampling frequency on the estimation of nuclear Overhauser effect (NOE) inter-proton distances, vicinal 3 J-coupling constants, and chemical shifts are investigated. The analysis is based on 50-ns simulations of a ␤-heptapeptide in methanol at 298 K, 340 K, 350 K, and 360 K. This peptide undergoes reversible folding and samples a significant proportion of the available conformational space during the simulations, with at 298 K being predominantly folded and at 360 K being predominantly unfolded. The work highlights the fact that when motional averaging is included, NMR data has only limited capacity to distinguish between a single fully folded peptide conformation and various mixtures of folded and unfolded conformations. Proteins 1999;36:542-555.
INTRODUCTION
A long standing problem in the analysis of structure data extracted from nuclear magnetic resonance (NMR) experiments is incorporation of motional averaging. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] The NMR signal reflects primarily short range throughbond interactions (J-coupling constants), short range through-space interactions via the nuclear Overhauser effect (NOE's) or local perturbations to electronic shielding (chemical shifts). This makes the NMR signal sensitive to local conformation, and NMR remains the only experimental technique that can be used to determine the structure of a peptide or protein in solution at atomic resolution. 11 The difficulty when using NMR as a structural tool is that the NMR signal depends in a highly non-linear fashion on the local spatial arrangement of atoms. In addition, in solution, molecules are not constrained by a regular environment but are free to sample a range of conformations due to thermal motion. This means that although the NMR signal is dependent on the relative positions of individual atoms and the fluctuations in these positions, it is far from trivial to invert the observed data and deduce the interactions which gave rise to the original signal. 12, 13 This is further complicated by the fact that the NMR effect itself is weak. That is, even at high field there is only a slight excess of aligned spins. Experiments depend on the combined signal of a large collection of individual molecules accumulated on a millisecond time scale. In short, NMR data represents a complex time and ensemble average of a non-linear property. Based on the NMR signal alone it is not possible to solve for the spatial arrangements of atoms directly. To make the problem tractable a motional model must be introduced. The simplest and most common approach is to assume rapid, low amplitude internal motion, the frequency of which is widely separated from the overall tumbling of the molecule. Essentially, the molecule is treated as a quasi-rigid rotor. Within this assumption inter-proton distances can be inferred from NOE buildup rates and 3 J-coupling constants can be used to infer torsional dihedral angles from empirical relationships such as the Karplus curve. 11, 14 Based on this data the structures of proteins and many peptides can be solved. It is clear, however, that such a rigid rotor model, especially for peptides but perhaps also for some proteins, is unrealistic. 15 There have, therefore, been repeated attempts to incorporate more detailed models of the atomic motion in the analysis of NMR data, in order to better understand how the measured quantity can be related to actual atomic motions in solution. Such investigations have been based either on analytical models of the atomic motion, 8 or on atomic level molecular dynamics (MD) simulations. [2] [3] [4] [5] [6] [7] 9, 10 Karplus and co-workers, in particular, studied the effect of motions in the picosecond time scale on the calculation of vicinal coupling constants, ring current shifts, and NOE's, concluding such motions were of limited significance. [2] [3] [4] More recent studies suggest that motion on a nanosecond timescale can result in errors in interatomic distances of up to 50%. 7, 9 Motions which influence the NMR occur, however, on a timescale extending to milliseconds. To truly investigate how motional averaging affects the calculation of NMR properties it is necessary that the simulations not only accurately reproduce the appropriate NMR data but that either the simulations extend to a relevant timescale or a significant fraction of the phase space available to the molecule is sampled. Until recently such extensive sampling in simulations has not been possible and in most studies the degree of atomic motion has been severely underestimated. 16 In this study we have used four 50-ns MD simulations of a ␤-heptapeptide in methanol. 17 These simulations, which cover a range of temperatures (298 K, 340 K, 350 K, and 360 K), were the first in which it was possible to produce a temperature-dependent equilibrium between folded and unfolded conformations of a peptide in solution. For the current investigation the system has a number of advantages. The ␤-heptapeptide simulated (H-␤-HVal-␤-HAla-␤-HLeu-(S,S)-␤-HAla(␣Me)-␤-HVal-␤-HAla-␤-HLeu-OH), which is shown in Figure 1 , forms a stable (M or lefthanded)-3 1 -helix in methanol at 298 K. The secondary structure propensity of this peptide in methanol is greater than that for similar sized ␣-peptides in water. It has also been previously demonstrated that, using the GROMOS96 43A1 force field, 18 simulations of this ␤-heptapeptide in methanol satisfy all available experimental NMR data without the inclusion of artificial restraints. 19 Finally, although methanol is a strongly hydrogen bonding solvent and the range of conformations sampled is extensive, methanol has a lower density and lower diffusion rate than water, making it not only computationally less expensive to simulate but also facilitating conformational transitions. The simulations have been used to examine how the extent of sampling and frequency of sampling affects the estimation of NOE intensities, vicinal 3 J-coupling constants, and chemical shifts. In particular we have attempted to address the question of to what extent can mixtures of folded and unfolded species be distinguished based on commonly available NMR data.
MATERIALS AND METHODS

Molecular Dynamics Simulations
The molecular dynamics simulations on which this work is based have been described previously. 17 Only a summary is presented here. Four 50-ns MD simulations were performed using the GROMOS96 package of programs in conjunction with the GROMOS96 43A1 force field. 18 The dynamics of the ␤-heptapeptide (Fig.1 ) in methanol were studied at a series of temperatures, 298 K, 340 K, 350 K and 360 K, at 1 atm pressure and with periodic boundary conditions. The temperature and pressure were maintained by weak coupling to an external bath. The initial structure of the peptide for the simulations at 298 K, 340 K, and 350 K was the 3 1 -helical fold shown in Figure 1b . The system contained the ␤-heptapeptide and 962 methanol molecules in a rectangular box. 17 For the simulation at 360 K the peptide was initially fully extended (all backbone dihedral angles set to 180 o ), and the system contained the ␤-heptapeptide and 1,778 methanol molecules in a truncated octahedron. 17 A twin-range cut-off of 0.8 nm/1.4 nm was used for all non-bonded interactions. The shortest distance peptide-wall was initially 1.4 nm. In all simulations the (periodic) box was sufficiently large that a totally extended conformation of the ␤-heptapeptide would not span its shortest axis. Configurations of the system were stored every 0.5 ps.
Inter-Proton Distance and 3 J-Coupling Constant Calculations
In the GROMOS96 43A1 force field aliphatic hydrogen atoms are treated as united atoms together with the Fig. 1 . a) Structural formula of the ␤-heptapeptide studied (H-␤-HVal-␤-HAla-␤-HLeu-(S,S)-␤-HAla(␣Me)-␤-HVal-␤-HAla-␤-HLeu-OH). In the simulations both end groups were protonated in line with experimental data. b) Model structure derived from NMR data at 298 K. 31 carbon atom to which they are attached. 18 Inter-proton distances and 3 J-coupling constants involving aliphatic hydrogens were thus calculated by defining virtual (for CH 1 and pro-chiral CH 2 ) and pseudo (for CH 3 ) atomic positions for these hydrogens at the time of analysis. 18 Average inter-proton distances were calculated from the simulation as Ͻr Ϫ6 Ͼ Ϫ1/6 , where r is the inter-proton distance for a given structure from the simulation. Ͻr Ϫ3 Ͼ Ϫ1/3 averages are given, in some cases, for comparison (see Discussion). Average inter-proton distance violations were calculated as Ͻr Ϫ6 Ͼ Ϫ1/6 Ϫ r exp for the 42 r exp average inter-proton distances inferred from the NOE intensities observed in the ROESY NMR spectrum measured at 298 K (Table I) . Negative values of Ͻr Ϫ6 Ͼ Ϫ1/6 Ϫ r exp cannot be considered violations, given the upper-bound nature of the experimental average inter-proton distances. The average over all 42 average inter-proton distance violations was also calculated, with only positive values of Ͻr Ϫ6 Ͼ Ϫ1/6 Ϫ r exp being included in the sum. 3 J-coupling constants were calculated from the simulation using the Karplus relation, 14 3 J(H,H) ϭ Acos 2 ϩ Bcos ϩ C, where A, B, and C were chosen equal to 6.4 Hz, Ϫ1.4 Hz, and 1.9 Hz, respectively, for the calculation of 3 J(HN,HC), 20 and equal to 9.5 Hz, Ϫ1.6 Hz, and 1.8 Hz, respectively, for the calculation of 3 J(HC,HC). 21 Average 3 J-coupling constant violations were calculated as Ͻ 3 JϾ Ϫ 3 J exp for the 21 3 J exp average 3 J-coupling constants measured experimentally at 298 K (Table II) . The average over all 21 average 3 J-coupling constant violations was also calculated, taking the absolute value of the individual average violations
The averages were calculated for different sets of structures from each of the simulations (see Results). Some of these sets are related to a clustering of structures from the simulation. Results from this cluster analysis have been reported previously. 22 Only a brief description of the clustering algorithm and of the results is presented here. To find clusters of similar structures in the trajectory, the atom-positional root-mean-square deviation (RMSD) between all pairs of structures was determined for a pool of 5,000 structures taken at 0.01 ns intervals from the trajectory. For each structure the number of other structures for which the backbone atom-positional RMSD was less than or equal 0.1 nm (residues 2-6) (neighbor structures) was determined. The structure with the highest number of neighbors was taken as the center of a cluster, and formed together with all its neighbors a (first) cluster of similar structures. The structures forming this cluster were thereafter eliminated from the pool of structures. The process was repeated until the pool of structures was empty. In this way, a series of non-overlapping clusters of similar structures was obtained. At each of the four temperatures studied, 298 K, 340 K, 350 K, and 360 K, the cluster number 1 corresponded to the folded (left-handed 3 1 -helical) conformation of the ␤-heptapeptide (Figure 1b) , and incorporated 97%, 50%, 39%, and 25%, respectively, of the ensembles of 5,000 structures. 22 In total, nine clusters were found at 298 K, 158 clusters were found at 340 K, 137 clusters were found at 350 K, and 219 clusters were found at 360 K.
The effect of changing the relative weights of the folded (cluster 1) and unfolded (clusters 2 to M, M being the total number of clusters) conformations on the averages over all average inter-proton distance violations and over all average 3 J-coupling constant violations, has been studied. The weights of the M clusters have been changed by modifying the number of structures (members) of each cluster according to: 
Chemical Shift Calculations
Chemical shifts for the amide nitrogen, ␣-carbon, and carbonyl carbon atoms of the peptide backbone were calculated using a method recently proposed by Patchkovskii and Thiel. 23, 24 In this approach chemical shifts are calculated using a semi-empirical MNDO 25 (modified neglect of diatomic overlap) model specifically parameterized to reproduce experimental NMR data of organic molecules, thereby overcoming deficiencies in earlier approaches based on semi-empirical theory. 23, 24 In the present study the chemical shifts were calculated in vacuo for structures of the ␤-heptapeptide selected from the trajectory. Both of the approaches proposed 23, 24 were applied in conjunction with this system. In the first approach (A) nine orbital exponents and resonance parameters have been adjusted to reproduce experimental liquid-phase chemical-shift data for 299 small organic and inorganic molecules. 23, 24 In the second approach (B) an expanded set of 16 parameters has been fitted to reproduce experimental reference data for 97 small molecules in the liquid and in the gas phase. 23 Using method B the root-mean-square (RMS) error for the chemical shifts of the C (13.6 ppm) and N (39.6 ppm) atoms is less than 5% of the experimental chemical shift range for the reference molecules 23 (346 ppm for C and 933 ppm for N); the corresponding RMS errors are somewhat higher for method A. 23 We note, however, that the observed chemical shift range of C 13 and N 15 in amino acids in proteins is smaller (ϳ200 ppm for C and ϳ150 ppm for N) and the dependence of the chemical shift on conformation or environment is much smaller again. 26 Proton chemical shifts are reproduced less reliably and have thus not been considered in this study.
Test calculations for a set of trial structures consisting of the central members of all clusters with a minimum of 20 members at 298 K, 340 K, 350 K, and 360 K showed no significant difference between methods A and B. As ex- 0.004 0.008 0.008 0.018 0.010 0.012 † Axial (pro-R) and equatorial (pro-S) C ␣ hydrogens are indicated by the superscripts ax and eq, respectively. Residue numbers are indicated in parentheses. r exp refers to the average inter-proton distance inferred from the NMR experiment at 298 K. 19, 31 The inter-proton distance of 0.23 nm from NOE number 19 was misprinted in Daura et al. 19 7v8 refers to the difference between the average inter-proton distance for a given set of structures from the simulation (weighted as 7r Ϫ6 8 Ϫ1/6 ) and the distance inferred from the NOE intensity (r exp ). Negative values of this difference cannot be considered violations, as the experimental data is interpreted in terms of upper bounds only. The subscript trj refers to an average over all 10 5 structures stored (1 per 0.5 ps). The subscript cls refers to an average over all 5,000 structures used for the cluster analysis (1 per 10 ps) (see Materials and Methods). The subscript cnt refers to an average over the central member structures of all clusters, weighted by the number of members of each cluster. The subscript 42 refers to an average over all 42 average violations, with only positive values contributing to the sum. that geometry optimization at the MNDO level of the same set of structures prior to the calculation of chemical shifts did not systematically improve the results.
Even though the accuracy of the special MNDO-NMR parameterizations for carbon and nitrogen chemical shifts is generally similar to that of low-level ab initio or density functional methods, 23 several single-point ab initio calculations were carried out for comparison, at the RHF/6-311G* level (restricted Hartree-Fock/6-311G* basis 27 ). Each such chemical shift calculation with the GAUSSIAN94 program 28, 29 was about 10 4 times more expensive than an MNDO-A2 calculation with the MNDO97 program. 30 Figure 2 illustrates the variation in the violations of the inter-proton distances inferred from the experimental NOE intensities observed in the ROESY NMR spectrum at 298 K, together with a comparison between the calculated 3 J-coupling constants for four structures selected from the trajectory at 340 K (Fig. 3) and the 3 J-coupling constants measured by NMR at 298 K. The structures selected include the structure with the minimum backbone atompositional RMSD from the model 3 1 -helix, a hairpin-like structure, the structure with the minimum radius of gyration, and the structure with the maximum radius of gyration. The distance violations and 3 J-coupling constants averaged over the entire trajectory (1 structure per 0.5 ps) at 340 K are also shown in Figure 2 for comparison. From the 42 NOE's observed experimentally, nine are especially indicative of an M-3 1 -helical structure: the NH/HC ␤ with NOE sequence numbers 7, 8, 16, 17, 23 , and 24, and the HC ␤ /H ax C ␣ with NOE sequence numbers 25, 32, and 38 (Table I) . Obviously, the inter-proton distances and the 3 J-coupling constants depend on the conformation. The NOE-distance violations for the structure with the minimum backbone atom-positional RMSD from the model 3 1 -helix are, except for NOE number 42, below 0.06 nm. For each of the other structures selected, the biggest violations range between 0.5 and 1.0 nm. When averaging over the entire trajectory at 340 K (using Ͻr Ϫ6 Ͼ Ϫ1/6 ) the maximum violation is 0.06 nm. The 3 J-coupling constants calculated for each of the selected structures show comparable deviations from those measured experimentally at 
RESULTS
Violations of Inter-Proton Distances and 3 J-Coupling Constants
0.58 0.61 0.62 1.25 0.70 0.94 † Axial (pro-R) and equatorial (pro-S) C ␣ hydrogens are indicated by the superscripts ax and eq, respectively. Residue numbers are indicated in parentheses. 3 J exp refers to the average 3 J-coupling constant measured experimentally at 298 K. 19 7v8 refers to the average violation of the experimental 3 J-coupling constant, that is, the difference between the average 3 J-coupling constant, estimated from the corresponding torsional dihedral angle using the Karplus relation, 14, 20, 21 for a given set of structures from the simulation and the 3 J-coupling constant measured experimentally by NMR at 298 K. The subscript trj refers to an average over all 10 5 structures stored (1 per 0.5 ps). The subscript cls refers to an average over all 5,000 structures used for the cluster analysis (1 per 10 ps) (see Materials and Methods). The subscript cnt refers to an average over the central member structures of all clusters, weighted by the number of members of each cluster. The subscript 21 refers to an average over all 21 average violations, taken in absolute values. 298 K, although there is in general a better correlation between the calculated values for the structure with the minimum backbone atom-positional RMSD from the model 3 1 -helix and the experimental ones. As the structures were taken directly from the trajectory they show, as expected, a thermal distribution of dihedral angles. When averaging the 3 J-coupling constants over the entire trajectory there is, however, a clear correlation between the calculated and the experimental values. Figures 2 and 3 show that although individual structures sampled in the simulation at 340 K vary widely, their average structural properties conform closely to the data measured experimentally at 298 K. A detailed comparison between the calculated and experimental inter-proton distances and 3 J-coupling constants at the experimental temperature of 298 K was presented in earlier work as part of a validation of the simulation methodology. 19 Figure 4, together with Tables I and II , illustrates the effect of changing the ensemble of conformations sampled, in particular the proportion of the 3 1 -helix in the ensemble, on the correlation between the calculated inter-proton distances and 3 J-coupling constants and those derived from experiment at 298 K. Figure 4a-d shows the NOEdistance violations averaged (using Ͻr Ϫ6 Ͼ Ϫ1/6 ) over the 50-ns trajectories (with 1 structure per 0.5 ps) at 298 K, 340 K, 350 K, and 360 K, respectively (see also Table I ). The scale differs by a factor of 10 with respect to Figure 2 . As has been discussed previously, the ensemble of structures sampled changes significantly with temperature, with the 3 1 -helix constituting approximately 97%, 50%, 39%, and 25% of the ensemble at 298 K, 340 K, 350 K, and 360 K, respectively. Nevertheless, even at 360 K the maximum NOE-distance violation is still less than 0.1 nm. In addition, a comparison between the average 3 J-coupling constants calculated at each of the temperatures investigated and the experimental 3 J-coupling constants at 298 K is shown in Figure 4e -h. In general, the calculated average 3 J-coupling constants tend to decrease with increasing temperature (see also Table II) , but the correlation between the calculated and experimental (at 298 K) values is remarkable even for the simulation at 360 K (Fig. 4h) , where the 3 1 -helical fold represents only 25% of the ensemble. Indeed, the NH/HC ␤ 3 J-coupling constants measured experimentally by NMR decrease only slightly with increasing temperature, in good agreement with the NH/ HC ␤ 3 J-coupling constants calculated from the simulations as shown in Table III . This small drift of the NH/HC ␤ 3 J-coupling constants observed experimentally with increasing temperature is not necessarily indicative of high thermal (up to 353 K) stability. Table I lists, for detailed comparison, the 42 inter-proton distances derived from the NMR data at 298 K (r exp ) and the difference between the corresponding average distances in the simulations (Ͻr Ϫ6 Ͼ Ϫ1/6 ) and r exp . For the trajectory at 340 K, Ͻr Ϫ6 Ͼ Ϫ1/6 is calculated using three different subsets of structures the Fig. 2 . Panels a-e: violations of average inter-proton distances inferred from 42 experimental nuclear Overhauser effect (NOE) intensities observed in the ROESY NMR spectrum measured at 298 K 19,31 by the corresponding inter-proton distances in four selected structures from the simulation at 340 K (panels a-d, for structures a-d, respectively, in Figure  3) , and by the corresponding inter-proton distances averaged (using Ͻr Ϫ6 Ͼ Ϫ1/6 ) over all 10 5 recorded structures (1 per 0.5 ps) from the simulation at 340 K (panel e); a) the structure with the minimum atom-positional root-mean-square deviation (RMSD) from the modelled 3 1 -helical structure for the backbone atoms of residues 1 to 7; b) a hairpin-like structure; c) the structure with the minimum radius of gyration; d) the structure with the maximum radius of gyration. Panels f-j: comparison of 21 experimental average 3 J-coupling constants measured at 298 K 19 with the corresponding calculated 3 J-coupling constants for the same four selected structures (panels f-i, structures a-d, respectively, in Figure 3) , and with the corresponding calculated 3 J-coupling constants averaged over all recorded structures from the simulation at 340 K (panel j).
results of which are listed in columns 6, 7, and 8 of Table I . In column 6 (ϽvϾ trj ) the average runs over 100,000 structures sampled at 0.5 ps intervals in the simulation. In column 7 (ϽvϾ cls ) the average runs over 5,000 structures sampled at 10 ps intervals in the simulation. In column 8 (ϽvϾ cnt ) the average runs over the central member structures of the 158 clusters found at 340 K, with weights corresponding to the number of members of each cluster. The difference between column 6 and column 7 is marginal, indicating that the choice of a 10 ps time interval for the analysis might be appropriate (small loss of structural information in the ensemble). Column 8 gives an indication of the degree to which the entire ensemble can be represented by a small number of structures spanning the same volume of conformational space. Table II lists Table II are analogous to those shown in Table I . Figure 5 shows the effect of increasing the length of the simulation on the average distance violation and the average 3 J-coupling constant violation. The solid line in Figure 5a corresponds to an average over all 42 average distance violations, with the average distances calculated as Ͻr Ϫ6 Ͼ Ϫ1/6 . The dashed line in Figure 5a also corresponds to an average over the individual average distance violations, but with the average distances calculated as Ͻr Ϫ3 Ͼ Ϫ1/3 . Note, in this simulation the starting structure satisfies the experimental NOE distances. As the simulation progresses the average violation increases, as alternative conformations, including a range of unfolded conformations, are sampled. The average violation falls again as the trajectory progressively reflects a better approximation of the ensemble of possible conformations with appropriate Boltzmann weights. Figure 5b shows the average over all 21 average 3 J-coupling constant violations as a function of simulation time. The progression of this curve is comparable to that of the average distance violation given in Figure 5a . Figure 6 shows the effect of the time resolution (time between successive structures) used in the analysis on the average distance violation (Fig. 6a) and the average 3 J- Fig. 3 . Selected structures from a set of 5,000 taken at 10-ps intervals from the simulation at 340 K: a) the structure with the minimum atom-positional root mean-square-deviation (RMSD) from the modelled 3 1 -helical structure (Fig. 1b) for the backbone atoms of residues 1 to 7 (at time ϭ 16.36 ns); b) a hairpin-like structure (at time ϭ 23.02 ns); c) the structure with the minimum radius of gyration (at time ϭ 44.95 ns); d) the structure with the maximum radius of gyration (at time ϭ 4.08 ns).
Effect of Simulation Time on the Average Violation
Effect of Sampling Frequency on the Average Violation
coupling constant violation (Fig. 6b) . The solid and dashed lines in Figure 6a correspond to average distance violations, with average distances calculated as Ͻr Ϫ6 Ͼ Ϫ1/6 and Ͻr Ϫ3 Ͼ Ϫ1/3 , respectively. It is shown that the average violation is in both Figure 6a and 6b remarkably insensitive to decreasing sampling frequency (i.e., decreasing time resolution, from left to right) for the range shown. This is due in part to the constant sampling of the 3 1 -helical fold. 17 In the simulation at 360 K, for example, where the initial structure was linear and the sampling of the 3 1 -helical fold was more sparse, there is a slight increase in average violation with decreasing time resolution (results not shown). Clearly, the average violation alone cannot be used to assess how representative of the whole ensemble is a subset of structures: while the average violation for the subset of 100 structures taken at 0.5-ns time intervals might be close to the average violation for the subset of 5,000 structures taken at 0.01-ns, the small subset is certainly not representative of the variety of conformations present in the larger one, even if in this particular case the weight of the 3 1 -helical conformation might be similar in both subsets. (7) H-C ␤ (7) 9.4 9.1 9.1 8.9 8.7 8.9 8.8 †3 J-sequence numbers are as in Table II . Residue numbers are indicated in parentheses. 3 J exp refers to the average 3 J-coupling constant measured experimentally. 3 J calc refers to the average 3 J-coupling constant from simulation, estimated from the corresponding torsional dihedral angle using the Karplus relation. 14, 20, 21 The experimental temperatures were 298 K, 343 K, and 353 K. 32 The simulation averages were calculated over 100,000 structures taken at 0.5 ps intervals. Note, 3 J exp at 298 K are not equal to those shown in Table II . These correspond to independent measures of the NMR 3 J-coupling constants, and thus give an idea of the experimental uncertainty. Figure 7 shows the effect of the number of clusters included in the averages over structures (see Materials and Methods) on the average distance violation (Fig. 7a ) and the average 3 J-coupling constant violation (Fig. 7b) . The solid and dashed lines in Figure 7a correspond to average distance violations, with average distances calculated as Ͻr Ϫ6 Ͼ Ϫ1/6 and Ͻr Ϫ3 Ͼ Ϫ1/3 , respectively. The average distance violation has its minimum when only cluster 1 is considered, and increases as more (consecutive) clusters are added to the average, reaching a plateau approximately after the first 50 clusters have been included in the average. For the first 30 clusters, which include 79% of the ensemble used in the cluster analysis, 22 the average distance violation is already very close to the one for the entire ensemble (Ͻr Ϫ6 Ͼ Ϫ1/6 weighting). The average 3 Jcoupling constant violation has its minimum when only clusters 1 and 2 are considered, and has otherwise a similar progression to the average distance violation. Figure 8 shows the effect of changing the percentage weight of cluster 1 (see Materials and Methods) on the average distance violation (Fig. 8a ) and the average 3 Jcoupling constant violation (Fig. 8b) . The solid and dashed lines in Figure 8a correspond to average distance violations, with average distances calculated as Ͻr Ϫ6 Ͼ Ϫ1/6 and Ͻr Ϫ3 Ͼ Ϫ1/3 , respectively. In Figure 8a the maximum and minimum average distance violations correspond, respectively, to a 0% weight of cluster 1 (i.e., an ensemble formed completely of unfolded conformations) and a 100% weight of cluster 1 (i.e., an ensemble formed completely of the folded conformation). The average distance violation corresponding to the original ensemble (50% weight of cluster 1) is very close to the one for an artificial ensemble of folded conformations. In Figure 8b the maximum and minimum average 3 J-coupling violations correspond, respectively, to a 0% weight of cluster 1 and an 88% weight of cluster 1. Note, although the average 3 J-coupling constants are Table I . b) The average over all 21 average violations of the experimental average 3 J-coupling constants measured at 298 K 19 as a function of simulation time. Note that the value at time 50-ns corresponds to ϽvϾ 21 (column ϽvϾ trj at 340 K) in Table II . linear functions of w f (and hence of the %weight of cluster 1), the average 3 J-coupling constant violation, which runs over the absolute values of the 21 average 3 J-coupling constant violations, is not. Interestingly, Figures 7b and 8b suggest that the average 3 J-coupling constant violation is lowest when some weight is given to certain clusters of unfolded conformations (especially cluster 2). Figure 9 shows the calculated chemical shifts for the backbone amide nitrogen, ␣-carbon and carbonyl carbon atoms for selected structures from the trajectory at 340 K. The structures chosen were the same as those used in Figure 2 , and are shown in Figure 3 . They represent the structure with the minimum backbone atom-positional RMSD from the model 3 1 -helix, a hairpin-like structure, the structure with the minimum radius of gyration, and the structure with the maximum radius of gyration.
Effect of the Number of Clusters Considered on the Average Violation
Effect of the Percentage Weight Given to Cluster Number 1 on the Average Violation
Chemical Shifts
Included in Figure 9 for comparison are also results for the central member structure of cluster 1, an average over the central member structures of all clusters with a minimum of 20 members weighted by the number of members of each cluster, and an average over 500 structures sampled at 0.1-ns intervals.
It is clear from the results for the individual structures ( Fig. 3a-d) that the calculated chemical shifts are sensitive to conformation. The corresponding variations in the computed shifts for residues 2-6 range from 6 to 21 ppm for the backbone amide nitrogen, 2 to 5 ppm for the ␣-carbon, and 3 to 8 ppm for the carbonyl carbon. Similar variations are found for the calculated chemical shifts of the terminal atoms (not shown in Fig. 9 ), which fall between Ϫ368 and Ϫ374 ppm for the terminal nitrogen, and between 183 and 186 ppm for the terminal carboxylic carbon. These variations for different conformations are relatively small, and there is no systematic trend that Table I . b) The average over all 21 average violations of the experimental average 3 J-coupling constants measured at 298 K 19 as a function of the number of clusters considered. Note that the value for 158 clusters corresponds to ϽvϾ 21 (column ϽvϾ cls at 340 K) in Table II . Table  I . b) The average over all 21 average violations of the experimental average 3 J-coupling constants measured at 298 K 19 as a function of the percentage weight of cluster 1. Note that the value at 50% corresponds to Ͻv 21 Ͼ (column ϽvϾ cls at 340 K) in Table II. would enable us to distinguish helical from non-helical conformations based on these calculations. The changes in the computed chemical shifts associated with differences in chemical bonding are larger than those associated with conformational differences. This is evident from the ␣-carbon atom of residue 4, which is methylated, and particularly for the terminal nitrogen and carboxylic-carbon atoms (see above).
As a check on these semi-empirical results, single-point ab initio RHF/6-311G* calculations have been carried out for each of the four structures in Figure 3a The structure with the minimum atompositional root-mean-square-deviation (RMSD) from the model 3 1 -helical structure for the backbone atoms of residues 1 to 7 (Fig. 3a) ; dashed brown line: A hairpin-like structure (Fig. 3b) ; solid violet line: The structure with the minimum radius of gyration (Fig. 3c) ; dashed orange line: The structure with the maximum radius of gyration (Fig. 3d) ; dashed green line: The central member structure of cluster 1 (see Materials and Methods); solid blue line with circles: An average over the central member structures of all clusters with a minimum of 20 members, weighted by the number of members of each cluster; solid red line with diamonds: An average over 500 structures taken at 0.1 ns intervals; solid black line with triangles: The experimental chemical shifts measured by NMR at 298 K. 31 30 ppm for the carbonyl carbon), and they span a larger range for the four conformations considered (variations of 5 to 16 ppm for the ␣-carbon and 4 to 13 ppm for the carbonyl carbon, often about twice as large as in the MNDO case). However, in analogy to the MNDO results, there is again no obvious trend that would discriminate between helical and non-helical conformations, and the variations due to differences in chemical bonding remain larger than those arising from conformational differences (see above).
The four structures considered ( Fig. 3a-d ) represent qualitatively different conformations, e.g., a folded 3 1 -helix (Fig. 3a) and an unfolded extended structure (Fig. 3d) . It is also instructive to compare qualitatively similar conformations such as that with the lowest RMSD from the model 3 1 -helix (Fig. 3a , light blue dashed line in Fig. 9 ) and the center of cluster one (green dashed line). Even though these two structures are quite similar and both have a 3 1 -helical fold, the computed chemical shifts vary considerably: the differences are between 2 to 12 ppm for nitrogen and 0 to 4 ppm for carbon at the MNDO level, and between 1 to 12 ppm for ␣-carbon and 1 to 8 ppm for carbonyl carbon at the ab initio level. These variations are of the same order as those found for qualitatively different conformations (see above). Hence, the finer details of the structure can result in as much scatter in the calculated chemical shift as the overall fold does.
The effects of motional averaging on the computed chemical shifts can only be evaluated at the semiempirical MNDO level since the corresponding ab initio calculations would be too expensive (see Materials and Methods, Chemical Shift Calculations). The ensemble of structures sampled during the MD simulation was approximated by taking a subset of 500 structures sampled at 0.1-ns intervals (average chemical shifts: solid red line with diamonds in Figure 9 ). The resulting curves are reasonably close to those obtained from a weighted average of the chemical shifts of the center structures of the clusters (solid blue line with circles in Figure 9 ), but there are perceptible differences (up to 4.2, 1.3, and 2.7 ppm for the backbone amide nitrogen, ␣-carbon, and carbonyl carbon, respectively) so that this latter average does not represent the true ensemble average with sufficient precision. A comparison of the best theoretical average at 340 K (solid red line) with the available experimental data at 298 K (solid black line) shows deviations of 3 to 10 ppm for the ␣-carbon atom and 17 to 23 ppm for the carbonyl carbon atom, consistent with expectations. 23 It should also be noted in this connection that the theoretical calculations refer to isolated molecules and neglect environmental effects such as interactions with the solvent.
Considering that the computed chemical shifts show only moderate variations for different folds and smaller, but still sizable, variations for different structures in a given fold (see above), the accuracy of the quantumchemical calculations is insufficient to be diagnostic of local conformational changes, especially when motional averaging is applied. However, it may still be possible to use such calculations to predict trends in chemical shifts associated with the sampling of different regions of conformational space. Figure 10 shows the amide nitrogen chemical shift as an average over the central member structures of all clusters containing at least 20 members weighted by the number of members of each cluster, from the simulations at 340 K, 350 K, and 360 K. Despite the frequency of sampling conformations other than the 3 1 -helical conformation increasing with temperature, the weighted average of the chemical shift for each atom is similar at the three temperatures and well within the uncertainty of the approach, especially in conjunction with cluster weighted averages. Averaging over a representative ensemble may improve the fidelity of the results, but the change in chemical shift as a function of temperature due to the sampling of alternate conformations is predicted to be slight.
DISCUSSION
When modelling the structure of a peptide based on NMR data, it is common to search for a structure (or group of structures) that individually satisfy the experimental data. Such structures represent individual solutions to a set of constraints rather than necessarily reflecting the ensemble of structures accessible to the peptide in solution. Given the average nature of the inter-proton distances inferred from NOE intensities and of the NMR 3 J-coupling constants, the modelled structures will contain structural information from spatially (Ͼ 10 15 molecules) and temporally (typically ms) independent peptide conformations. Populations of potentially very different conformations may be hidden within the average. In fact, there may well exist no specific structure in the sample that conforms to the proposed model, i.e., a structure that simultaneously fulfills all the NMR-derived constraints. This is clearly illustrated in Figures 2 and 4 . At 340 K, the average distance violation calculated over the entire trajectory (0.008 nm) is below the average distance violation for the structure with the lowest backbone atom-positional RMSD deviation from the model left-handed 3 1 -helix (0.009 nm) despite only 50% of structures in the trajectory having the 3 1 -helical fold. Moreover, the structure with the lowest RMSD violates one of the distances inferred from the NMR data (number 42 in Table I ) by 0.13 nm, a distance which is not violated in the trajectory average. Even at 360 K, where only 25% of the sampled structures have the 3 1 -helical fold, there are few violations, none larger than 0.1 nm. A similar conclusion is reached regarding the 3 J-coupling constants. The calculated average 3 J-coupling constants at 340 K and even at 360 K are closer to the experimentally measured 3 J-coupling constants than those for the specific structure with the lowest RMSD from the model 3 1 -helix.
When analyzing the ensembles of conformations at different temperatures, the calculated average interproton distances show a greater sensitivity to differences in the populations of conformations than do the 3 Jcoupling constants. The latter were calculated using the empirically parameterized Karplus relation. 14 This relates 3 J-coupling constants between protons connected through three bonds to the corresponding torsional dihedral angle. Results based on the Karplus relation are ambiguous in the sense that the sinusoidal form of this relation means that for certain values there is more than one solution (dihedral angle) for a given 3 J-coupling constant. Due to energetic considerations the range of highly populated dihedral angles is also limited. This means that although the populations of conformations vary between the four different temperatures studied, the actual populations of dihedral angles sampled may vary only marginally and the apparent 3 J-coupling constant to an even lower degree.
The averages displayed in Figures 5 to 8 are given for inter-proton distance violations calculated using an Ͻr Ϫ6 Ͼ Ϫ1/6 as well as an Ͻr Ϫ3 Ͼ Ϫ1/3 weighting. Standardly, when inferring inter-proton distances from NOE crosspeaks it is assumed that the rate of magnetization transfer is proportional to r Ϫ6 , r being the inter-proton distance. Tropp, 1 however, has shown that in cases where there is fast internal motion but a comparatively long rotational correlation time for the molecule overall, such as might occur in globular macromolecules, the expression for the cross-relaxation rates reduces to an r Ϫ3 dependence. For this reason, especially when the time scale of the sampling is short, an Ͻr Ϫ3 Ͼ Ϫ1/3 weighting is frequently used to calculate inter-proton distance violations in MD simulations. This is despite the fact that the reference distances derived from the NMR data were in most cases obtained assuming an r Ϫ6 dependence. This has two consequences. First, the assumption of an r Ϫ6 dependence in the experimental data restricts the potential range of the NOE, resulting in tight experimental constraints. Second, the use of Ͻr Ϫ3 Ͼ Ϫ1/3 in the analysis of MD trajectories reduces the effect of motional averaging on the apparent distance violations, again enhancing the degree to which the experimental constraints infer limited conformational sampling. In cases where the overall tumbling rate is fast compared to the internal motion, Tropp showed that an Ͻr Ϫ6 Ͼ Ϫ1/6 weighting is appropriate. For the ␤-heptapeptide studied here, conformational transitions occur in the simulations on a time scale of nanoseconds to tens of nanoseconds, whereas the rotational correlation time for the molecule is in the order of 0.5-ns or less (as implied by the use of ROESY spectra), and an Ͻr Ϫ6 Ͼ Ϫ1/6 weighting is appropriate. In this case it is very clear that the presence of specific NOE's which can constrain the molecule to a particular fold (in this case a 3 1 -helix), cannot be taken as sufficient evidence to claim the molecule is predominately folded under a given set of conditions. In densely packed systems an equilibrium between two or more states might be indicated by the presence of mutually conflicting distance restraints. In the case of the ␤-peptide at 340 K, where the molecule is only folded approximately 50% of the time, the second most populated conformation is present only 6% of the time. Only where a very close approach between two atoms widely separated in sequence and in the folded state would occur, an NOE restraint conflict would be detected.
In principle, NMR chemical shifts also contain structural information, and the presence of chemical shift dispersion is one of the primary aspects of protein and peptide NMR spectra which is used to identify persistent structure in solution. The degree of electronic shielding of nuclei is, however, dependent on very slight differences in electronic structure which cannot be reliably approximated using classical models. In this study we have applied a recently developed semi-empirical approach based on a specifically parameterized MNDO method to analyze the influence of motional averaging on computed chemical shifts. The semi-empirical as well as single-point ab initio calculations confirm that the shifts depend on the conformation, with moderate variations between different folds and still sizable differences between different structures of the same fold. Under these circumstances, the accuracy of the chosen quantum-chemical approach is insufficient to monitor the changes in the populations of specific conformers through motional averaging.
In conclusion, it has been shown that when motional averaging is taken into account NMR data has only limited capacity to distinguish between the peptide adopting a single folded conformation and various mixtures of folded and unfolded conformations.
