Abstract. We continue our study of hydrodynamic models of self-organized evolution of agents with singular interaction kernel φ(x) = |x| −(1+α) . Following our works [14, 15] which focused on the range 1 α < 2, and Do et. al. [5] which covered the range 0 < α < 1, in this paper we revisit the latter case and give a short(-er) proof of global in time existence of smooth solutions, together with a full description of their long time dynamics. Specifically, we prove that starting from any initial condition in (ρ 0 , u 0 ) ∈ H 2+α × H 3 , the solution approaches exponentially fast to a flocking state solution consisting of a waveρ = ρ ∞ (x−tū)) traveling with a constant velocity determined by the conserved average velocityū. The convergence is accompanied by exponential decay of all higher order derivatives of u.
Introduction and statement of main results.
We continue our study of one-dimensional Eulerian dynamics driven by forcing with a commutator structure initiated in [14, 15] :
The forcing T (ρ, u) takes the form T (ρ, u) = [L φ , u](ρ) := L φ (ρu) − L φ (ρ)u, which involves the density ρ, the velocity u, and a convolution kernel φ,
The system arises as the macroscopic description for large-crowd dynamics of N ≫ 1 "agents" driven by binary interactions through velocity alignment, [4] ,
φ(|x i − x j |)(v j − v i ), (x i , v i ) ∈ Ω × R, i = 1, 2, . . . , N.
The kernel φ regulates the binary interactions among agents in Ω. In the original setting of [4] , φ is assumed positive, bounded influence function. Many aspects of the formal passage from (1.3) to (1.1) are discussed in e.g., [7, 1] and references therein; consult [11, 12] for singular φ's. The important dynamical feature of the model is encoded in its long time behavior describing a flocking phenomenon, in which the crowd of agents congregates within a finite diameter D(t) = sup i,j |x i (t) − x j (t)| < D ∞ < ∞, while aligning their velocities, sup i,j |v i (t) − v j (t)| t→∞ −→ 0, thus approaching the conserved average velocity,
. Starting with the seminal work of Cucker and Smale paper [4] and the follow-up works [7, 6, 10, 17, 2, 15] and reference therein, it has become clear that in order to achieve unconditional flocking in either the agent-based or the macroscopic descriptions (1.3),(1.1), the system has to involve long range interactions so that φ(r) dr = ∞. The drawback of such an assumption in the context of Cucker-Smale model (1.3) is that each agent has to "count" all its (N − 1) neighbors, close and far with equal footing. To remove this deficiency, Motsch and Tadmor introduced in [9] an adaptive averaging protocol in which each neighboring agents is counted by its relative influence. Thus, the normalization pre-factor 1/N on the right of (1.3) is replaced by 1/ j φ(|x i − x j |), leading to the Eulerian dynamics (1.1) with non-symmetric forcing
The model is argued in [9] as more realistic in both -close to and away from equilibrium regimes, but its lack of symmetry is less amenable to the spectral analysis available in the symmetric Cucker-Smale model (1.3). An alternative approach was proposed by us in [14, 15] , where nearby interactions are highlighted by the singularity of the interaction kernel at the origin, thus "adapting" different footing of neighboring agents by placing substantially smaller weights to those agents at far away distances relative to those nearby. A natural example is given by the power-law singularities |x| −(1+α) , α > 0. We consider the system (1.1) on the torus T with the 2π-periodized version of such kernels
which preserve the essential long range but less dominant interactions. In this case the operator L α = L φα becomes the (negative of) classical fractional Laplacian, L α = −Λ α , which we denote
Here and below we assume that u(·, t) |T and likewise, ρ(·, t) |T , are extended periodically onto the line R. The commutator forcing on the right hand side of the momentum equation in (1.1) then becomes a fractional elliptic operator:
with the density controlling uniform ellipticity. Written in this form, system (1.1) resembles the fractional Burgers equation with non-local non-homogeneous dissipation.
In [14] we proved global existence of smooth solutions of (1.1), (1.3) α in the range 1 α 2, with focus on the most difficult critical case α = 1. To this end we utilized refined tools from regularity theory of fractional parabolic equations to verify a Beale-Kato-Majda (BKM) type continuation criterion which guarantees that the solution can be extended beyond T
Building upon the technique developed in [14] , in [15] we proved that all regular solutions converge exponentially fast to a so called flocking state, consisting of a traveling wave, ρ(x, t) = ρ ∞ (x − tu), with a fixed speed u,
Here the average velocity, u, is dictated by the conserved mass and momentum,
Parallel to the release of [14, 15] , Do et.al. in [5] treated the case 0 < α < 1, where they proved global existence result with fast alignment of velocities. Although on the face of it, the system for that α-range seems supercritical, one can employ the known conservation law for e = u x − Λ α ρ to conclude a priori uniform C 1−α Hölder regularity of the velocity, so that the equation (1.1), (1.3) α is kept critical in the range 0 < α < 1. In [5] , the authors use construction of a modulus of continuity, the celebrated method implemented in treating many critical equations such as Burgers and, most notably, critical SQG equation by Kiselev et. al. [8] , in order to verify a Beale-Kato-Majda type criterion
In this present paper we revisit the parameter range 0 < α < 1 using the fractional parabolic technique developed in our earlier works for the range 1 α < 2. As in [15] , our methodology will be to extract quantitative enhancement estimates for the dissipation term, using an adaptation of the non-linear maximum principle as in Constantin and Vicol's proof for the critical SQG, [3] , that yields global existence and, moreover, allows us to completely describe the long time behavior -exponential convergence towards a flocking state. The main result summarized in the following theorem covers the global regularity and flocking behavior for singular kernels in the unified range 0 < α < 2. The (1 α < 2)-part of the theorem was covered already in [15, Theorem 1.3] , quoted in (1.4) with (X, Y ) = (H 3 , H 2+α ). The (0 < α < 1)-part of the theorem is new. Theorem 1.1 (Flocking for singular kernels of fractional order α ∈ (0, 2)). Consider the system (1.1),(1.3) α with singular kernel φ α (x) = |x| −(1+α) , 0 < α < 2, on the periodic torus T, subject to initial conditions (ρ 0 , u 0 ) ∈ H 2+α × H 3 away from the vacuum. Then it admits a unique global solution
. Moreover, the solution converges exponentially fast to a flocking stateρ = ρ ∞ (x − tū) ∈ H 2+α traveling with a finite speedū, so that for any s < 2 + α there exists C = C s , δ = δ s with
We recall that the global existence part for 0 < α < 1 was first derived in Do et. al. [5] . Our alternative proof is along the lines of -and in fact simpler to handle than, the borderline case α = 1 in [14] . The result is a consequence of Lemma 3.1 below, which gives a direct control on BKM continuation criteria |ρ x (·, t)| ∞ , and consequently on |u x (·, t)| ∞ , uniformly in time. Most of our work is then devoted for obtaining quantitative bounds on long time behavior of the slopes and higher order derivatives of the solution in the (0 < α < 1)-part of the theorem.
Preliminary a priori bounds
We start by listing several structural features of the system (1.1),(1.3) α and some preliminary a priori bounds of its solutions. We refer to [5, 14, 15] for details.
• (Control of higher order regularity). The starting point is the conservation law for a new quantity :
Paired with the mass equation we find that the ratio e/ρ satisfies the transport equation
Hence, starting from sufficiently smooth initial condition with ρ 0 away from vacuum, this gives a priori pointwise bound
This argument can be bootstrapped to higher orders [14, Sec. 2]: the next order quantity
hence solving for e ′ (·, t) we obtain the a priori pointwise bound
This can be iterated to any order yielding the high-order bounds
As observed in [14] , the smallest order L 2 -based regularity class for which (2.4) can be understood classically, and hence (2.3) holds at every point is the class u ∈ H 3 , and (2.3) is the lowest order law among (2.6) which allows to close energy estimates. The corresponding regularity class for density ρ follows from its connection to u through the e-quantity which itself is of lower order. Hence, ρ ∈ H 2+α . Indeed, it is proved in [14] for 1 α < 2 and in [5] for 0 < α < 1, that for any initial condition (ρ 0 , u 0 ) ∈ H 2+α × H 3 away from vacuum there exists a unique local solution in the same class
. We note that since the argument [14] for 1 α < 2 is not using the dissipative structure of the commutator term, it can be easily adapted to the case 0 < α < 1. Both results [14] and [5] are accompanied by a BKM type continuation criterion which enables to extend the solution beyond any finite T .
• (Pointwise bound on the density). We have the pointwise lower-and upper-bound on the density globally on the interval of existence
where the constants c 0 and C 0 depend only on the initial condition. This was established in [15] following a weaker lower bound ρ 1/(1 + t) found in [14, 5] .
• (Strong alignment). The variation of the velocity, max y u(y, t) −min y u(y, t), is contracting exponentially fast,
hence there is an exponentially fast alignment of velocities to their average value u(x, t) → u = P 0 /M 0 .
• (Fractional parabolic enhancement) . The parabolic nature of both the momentum and mass equations is an essential structural feature of the system that has been used in all of the preceding works. Using the e-quantity we can write (2.8)
The drift u and the forcing eρ are bounded a priori due to the maximum principle stated above. Moreover, utilizing the boundedness of ρ and of e = u x − Λ α ρ we immediately conclude for 0 < α < 1 that u(·, t) ∈ C 1−α uniformly in time. Hence, the mass equation falls under the general class of fractional parabolic equations,
with a diffusion operator associated with the singular kernel K(x, z, t) = ρ(x + z)|z| −(1+α) , and f ∈ L ∞ , b ∈ C 1−α . Regularity of these equations has been the subject of active research in recent years. In particular, the result of Silvestre [16] , see also Schwab and Silverstre [13] , states that there exists a γ > 0 such that for all t > 0,
Since the right hand side is uniformly bounded on the entire line we have obtained uniform bounds on C γ -norm starting, by rescaling, from any positive time.
3. Proof of the main result 3.1. Existence of global smooth solutions. We begin with proving a uniform bound |ρ x (·, t)| ∞ < ∞. In particular, we then have a uniform bound on |Λ α ρ| ∞ , e, and hence on |u ′ | ∞ and this readily implies global existence by the BKM criterion
To simplify notations, we now use {·} ′ , {·} ′′ and so on to denote spatial differentiation.
Lemma 3.1. Under the assumptions stated of Theorem 1.1 the following uniform bound holds
Proof. Taking the derivative of the density equation we obtain
and expressing, u ′ = e + Λ α ρ, we rewrite the ρ ′ -equation as
Multiplying by ρ ′ and evaluating the equation at the point x + which maximize |ρ ′ (x + , t)| = max x |ρ ′ (x, t)| we obtain
In view of (2.7) and (2.5) the whole nonlinear term on the left hand side can be estimated by e
Next, in view of the lower-bound ρ c 0 , we have
where
By the nonlinear maximum principle of [3] , at the maximal point x = x + we have
and hence
We now get back to estimating the term I = Λ α ρ in (3.2). The estimates are not restricted to the maximal point x + so we temporarily drop the subscript {·} + . Let ψ ∈ C ∞ be the usual even cut-off function with ψ(z) = 1 for |z| < 1 and ψ(z) = 0 for |z| > 2. Denote ψ r (z) = ψ(z/r), and decompose
The last integral, I 3 , is bounded by a constant multiple of |ρ| ∞ , which is uniformly bounded, c 6 . In the intermediate integral we use C γ -regularity of ρ and the fact that the region of integration is restricted to |z| > r. So, we obtain
For the first small-scale integral, we use that |z|
∂ z (z|z| −1−α ) and integrate by parts to obtain
In the first integral we use C γ regularity to obtain an upper-bound r γ−α ; as to the second, since ψ r is even we can add the term ρ ′ (x) inside,
z dz, and using Hölder, the last integral does not exceed c 8 (
Putting all these estimates of I 1 , I 2 and I 3 together, we obtain the bound for the nonlinear term −2|ρ ′ | 2 I, II. With such choice of r, the final bound of (3.2) reads,
which implies the claimed control of |ρ ′ (·, t)| ∞ .
3.2.
Main theorem -step 1: exponential decay towards a flocking state. To establish the stated exponential decay of |u x (·, t)| we first prepare with the following refinement of the nonlinear maximum principle, [3] extending [15, Lemma 3.3] .
Lemma 3.2 (Enhancement of dissipation by small amplitudes).
Let u ∈ C 1 (T) be a given function with amplitude V = max u − min u. There is an absolute constant c 1 > 0 such that the following pointwise estimate holds
In addition, there is an absolute constant c 2 > 0 such that for all B > 0 one has
Proof. Let ψ r be as in the proof of Lemma 3.1. Discarding the positive term |u(x + z)| 2 we obtain
Now, using u ′ (x + z) ≡ (u(x + z) − u(x)) z we integrate by parts in the second integral to obtain
Both integrals are bounded by a constant multiple of V r −(1+α) . Hence
we obtain (3.7). Picking r = B −(1/α) and using Young's inequality,
we obtain (3.8).
Lemma 3.3. Under the assumptions of Theorem 1.1 there exist constants C, δ > 0 such that for all t > 0 one has
Proof. Differentiating the u-equation and evaluating at a point of maximum we find
Pertaining to the dissipation term, let us observe
Thus, in view of density bounds (2.7),
The dissipation encoded in −c 1 D α u ′ (x) cannot control the full cubic term |u ′ | 3 on the right of (3.10); yet as noted earlier, the term |u ′ | is uniformly bounded (by the bounds of |Λ α ρ| ∞ and |e| ∞ ) and in view of the enhancement Lemma 3.2,
Thus, the latter bound on |u ′ | 3 can be absorbed into dissipation term, at least after a finite time at which V (t) becomes small enough below certain threshold, V (t) < c 1 .
Let us turn to the remaining term T (ρ ′ , u)u ′ . We have
∞ + E, where E denotes a generic exponentially decaying quantity. In view of (3.8), the quadratic term gets absorbed into dissipation leaving only exponentially decaying source term:
for all t > t 0 for some large t 0 . The result follows by integration.
We are now ready to prove existence of a flocking pair, at this stage in rough spaces.
Lemma 3.4. Under the assumptions of Theorem 1.1 there exist C, δ > 0 and a flocking pair (ū,ρ) ∈ F ,ρ ∈ C 1−ε , for every ε > 0, such that
Thus, F contains all limiting states of the system (1.1).
Proof. The proof is identical to one given in [15] . We include it for completeness. Clearly, the velocity goes to its natural limitū = P 0 /M 0 . We pass to the moving reference frame and denote ρ(x, t) := ρ(x + tū, t). We see that ρ satisfies
where all the u's are evaluated at x + tū. According to the established bounds we have | ρ t | ∞ < Ce −δt . This proves that ρ(·, t) is Cauchy as t → ∞, and hence there exists a unique limiting state, ρ ∞ (x), such that
Denotingρ(·, t) = ρ ∞ (x − tū) completes the proof of (3.11). The membership ofρ in C 1−ε follows from Lemma 3.1 and the compactness.
3.3. Main theorem -step 2: decay of higher derivatives. We start by showing exponential decay of |u ′′ | ∞ . As before we denote by E = E(t) any quantity with an exponential decay. For example, at this point we know that |u ′ | ∞ = E and V = E. According to Lemma 3.2 applied to u ′′ , we have the following pointwise bounds
(3.12)
Due to these bounds the dissipation term absorbs all (2 + α)-power terms C|u ′′ | 2+α as well as quadratic terms with bounded coefficients C|u ′′ | 2 , and by Young any linear term E|u ′′ | with exponentially decaying coefficient. The cost of this absorbing is a free source term of type E. Lemma 3.5. Under the assumptions of Theorem 1.1, there are constants C, δ > 0 such that for all t > 0 one has
Proof. Evaluating the u ′′ -equation at a point of maximum and performing the same initial steps as in Lemma 3.3 we obtain
As elaborated above, the quadratic term can be absorbed into dissipation by cost of an exponentially decaying source:
We now focus on T (ρ ′′ , u)u ′′ . Unfortunately, at this point we do not have any uniform control on |ρ ′′ |. Thus, we will need to move one or 1 − α derivative from ρ ′′ . To achieve this we add and subtract zu ′ (x) inside the integral. We obtain
We now integrate by parts both integrals, I and II. In the first we obtain
Note that Λ α ρ ′ (x) = e ′ − u ′′ , and |e ′ | |ρ ′ | < C. Consequently,
both are absorbed into dissipation with an extra E-term. In the second integral, we obtain
Splitting each integral into |z| < 2π and |z| > 2π regions, and using Taylor in the small scale regions we immediately obtain the bound |ρ ′ ||u ′ | + |ρ ′ ||u ′′ | E + c|u ′′ |. The corresponding term u ′′ (x)·II is therefore bounded by E|u ′′ |+c|u ′′ | 2 , which is again absorbed into dissipation. We conclude that the whole term T (ρ ′′ , u)u ′′ is dominated by dissipative term plus an Esource.
It remains to notice that the T (ρ ′ , u ′ )u ′′ term is precisely given by the first integral on the right hand side of (3.15), which has been estimated already. We arrive at
This finishes the proof.
To proceed, let us note that we have automatically obtained the uniform bound We are now in a position to perform final estimates in the top regularity class H 3 × H 2+α . 
