Abstract. In this paper is presented a proposal for multimodal interaction between the robot and the person, using voice and gestures, in order to make friendlier human-robot relationship. This functionality will be integrated into a service robot called Donaxi, from Robotics Lab of UPAEP. Due to this research is recent, only is showed some preliminary results what has been achieved so far. Some data from a dataset of gestures being built for service robots is shown.
Introduction
Many countries, in special the European countries, are concerned about the care of the old people. This affect the social and economic aspects of any country. Given the aging of the population, in the future there will be a lack of caregivers for old people; service robots provide an alternative to assist senior persons. Due this, there are many support programs to help to develop this kind of robots, called services robots [1] .
Because these robots are going to interact with a person, it is necessary a comfortable communication way so that person feels that the robot is able to understand very well the given instructions. The most natural way to achieve this is with voice, due it is the most common communication way between us. However, use only the voice to communicate is not enough, due some problems and also because not all people can use the voice.
Therefore, is necessary use other communication way. It is clear that gestures is one very useful alternative, still is not very common between persons. Gestures have been used in many projects with service robots and they have proven to be very efficient in noisy ambient, where the voice is not enough.
According to the above, we can exploit the benefits given by both of them: voice and gestures. Each one can solve the problem of another. When it's used two or more communication way with a machine, this is called multimodal interaction. Therefore, we propose a multimodal interaction with a service robot using voice and gestures.
On the first part of this document is presented the problem and the methodology proposed to solved it. Then the main expected contributions are described, followed by some results obtained at this moment and closed with the conclusions.
Problem
Gestures have proved be very useful to interact with a robot [2] , [3] , [4] . Many kind of devices have been used to achieved this, but the most commons are the video cameras and the Kinect. Among these, the Kinect is the most used in services robots, due the programmers don't have to deal with both segmentation and following persons. These functionalities are provided by the Kinect SDK, using a combination of hardware and software. With this, the problem reduced to identify when the gesture is being performing and what gesture performed the user. The "when" problem is called segmentation and the "what" problem is called recognition. Each problem can be solved by separated, but the aim is that both operate simultaneously, thus a more natural interaction is achieved [5] .
Actually, this problem seems to have been solved with the Kinect version 2 ( Figure 1) In some tests conducted (showed in Section 5), this technique proved be very good solving the two problems described before. Nevertheless, all the previous work was very tedious and long. We have to capture many videos from different persons to achieve a good training of the DBG. After, we have to tag each video with the gestures where are performed.
The other hand, voice is the most natural way to interact with machines. The most common problem with this is the machine can't understand to the person. This because each person have different voice and pronunciation. Another issue that affect this is noisy ambients. This can be solved with: software only, hardware only or both. In those cases, is necessary complement the voice with another communication ways. Obviously, gestures is the best option for doing this. Therefore, we can obtain a multimodal interaction with the service robot using voice and gestures.
The different situations in which the voice and gestures together can be used are:
1. Gesture is voice reinforcement, i.e. when the robot is not capable to understand the voice command, the person performs a gesture with the same significance of the voice command. For example, if the user commands with voice to robot to pay attention to him, and because they are in a Shopping Center, the robot can't hear its owner; then the user can wave his hand to call the attention of the robot. 2. Gesture is voice complement, i.e. at home environment, the user wants the robot gives him a new medicine unknowing by it, and therefore, the robot don't know where is. Then, with voice, the user asks for the medicine to robot and simultaneous, with hand, he shows the place where is the medicine.
In summary, this work objective is to contribute to solve these challenges of the multimodal interaction with the service robot.
Main contribution
There are many works about Multimodal Human Robot Interaction (MHRI) [2] , [6] . Most of them use different devices by each input: voice and gesture, or only use the first combination of them described in Section 2.
We propose use only the Kinect 2 to treat both signals. This because, while fewer devices have connected the robot, it consumes less power and less weight will be loaded. Also, on software side, less communication with different devices is required and this reduces processing costs. This last is very difficult to achieve, due the problems with voice described before, so only can be solved on software side.
Another relevant aspect of our proposal is use the multimodal interaction in different ways, like was described in Section 2.
As result of this work, be going to create data sets for both signals, so these can be used by any research in robotics or associated fields.
Methodology
It is important mention that this work is a continuation of a previous work regarding simultaneous segmentation and recognition of gestures, which apparently is already solved with the VGB. Nonetheless, the experience obtained with that research has allowed a more rapid development of this proposal.
At this moment, this research is in the beginning phase. A general idea of a work plan to be followed, based on the model shown in Figure 2 , is describe below.
As result from the model showed, the work plan to follow is: Fig. 2 . General model to work
1. Know how the Kinect version 2 works with gestures and voice. Although we worked with the Kinect version 1 before, this new version has many different technologies and software that make it more capable to recognize gestures and voice separately. Therefore, it's necessary understand in depth how this works to exploit its benefits and uses them to achieve this research. One idea for this, is using the examples coming with the Microsoft Kinect SDK, designed for gestures and voice recognition. 2. Test the recognition quality from the Kinect 2 for both gestures and voice. It has to design formal experiments to measure the quality of both recognitions way and probe if these are enough in order to the service robot can interact with any person in not controlled ambients. 3. Identify the causes of any shortcomings found in existing recognition techniques from kinect 2. This will allow us determine our research hypothesis and then build proposal to solve them. 4. Once each recognition works well separately, be must to design a model to combine both results, as it showed in Figure 2 . This is the multimodal recognition model, that is expected to be able to perform the service robot. 5. Finally, we must apply the experiments for evaluations, designed to prove that our robot can perform a natural interaction with any person in any ambient.
As will be shown in the next section, there are already some progress in the plan designed, allowing to demonstrate the feasibility of this work.
Results
This research is conducted in the UPAEP robotics laboratory , where there is a service robot called Donaxi. This robot is completely built from scratch by students from different college careers like electronics, mechatronics, bionics and computing. Donaxi will have:
1. Omnidirectional navigation system, with four wheels, each one with a DC motor with encoder. This allow to Donaxi moves in almost any direction. 2. Laser system to build navigation map. It consists of two laser, front and rear.
3. Vertical movement System, based on a rail and a motor, which moves a platform up or down. 4. One arm with five freedom degrees and a parallel gripper on the end. 5. One Kinect version 1 that moves with the vertical movement system, and it used for object recognition. 6. One Kinect version 2 for people recognition, whether the whole body, face or voice. This is fixed in the top of the robot. This it will use to multimodal recognition with gestures and voice. 7. Two laptops. One with Ubuntu and ROS, used for some of the functionality of the robot, and the second with Windows, used to recognize people, faces, gestures and voice. The laptops communicating with each other through TCP/IP messages.
Some of these devices are already available on the robot, but others are in the adaptation process. In Figure 3 is showed the preliminary version of Donaxi. Because in april this year was the Mexican Robotics Tournament (TMR2015) 3 and Donaxi team participated on it, it became necessary to have some work of both gestures and voice recognition separately. For this reason we have some progress on these two features, that was proven in a almost realistic house ambient in this tournament. In Figure 4 are showed the services robots competed at TMR2015.
For voice recognition, a Creative 3D Sense camera was used, which also was used to face recognition. The software used for this was the Intel RealSense SDK, created for these devices. Although not conducted rigorous testing of this feature, a very good preliminary results was obtained, even allowed Donaxi to win the competition in this category. In Figure 5 it showed this device. For gesture recognition, the Microsoft Kinect version 2 was used. To achieve this, it was necessary complete the steps showed in Figure 6 . First, we have to capture many videos from many different people in different places. This because for more different examples provided to the training algorithm, more overfitting is avoided and will provide the capacity to detect any person in any environment. Second, to keep track of the statistics of the video taken by the Kinect, it has been written relevant data into a spreadsheet. Third, to know the content of each video file without opening it, it should be rename them using a specific nomenclature, to then make a conversion using the tool KSConvert from the Kinect SDK. Fourth, because several kinds of catches with various kind of people was used, it was decided to use only part of the full set, to verify if this subset was enough for both training and testing of the recognizer. Fifth, to train each gesture, it should shown in each video where are the positive examples and negative examples, which is called tagging and it was used the Microsoft Visual Gesture Builder. Finally, using the VGB also, can be created the DataBase of gestures, for build the application for the service robot.
In table 1 it shows the total numbers of gestures captured until now for this research. Further details on this work will be shown in a publication about this dataset and thus put this material available to the scientific community.
Once this database of gestures is available, it can build an application for Donaxi, that can detect gestures being made by the user, though the Kinect 2. For this purpose, a sample in C# available in the Microsoft Kinect SDK was used, called "DiscreteGestureBasics". For the TMR competition, only were used three gestures from the seven contemplated. This because has not been tested the accuracy of the recognizer with the seven gestures together in the database. In Figure 7 is showed the three gestures used: attention, to make Donaxi know where is your master; right, to make Donaxi revolves on his right and stop, so Donaxi stop when approaching. These three gestures were used in TMR2015. In attention gesture, the user moves either hand from side to side, near to the head. In stop gesture, the user put the open hand, with arm extended, in front to him. In right gesture, the user extend his arm to right side. It can be appreciated in Figure 7 the arrow showing the movement at each case.
Nevertheless, the application developed with three gestures showed good results, making Donaxi speak only when the user completed any of the gestures. Only the gesture "stop" had some not detection problems (false negatives). For this reason, it is necessary to prepare a more rigorous test plan while is being adding more gestures and to evaluate the results.
In figure 8 can be appreciated the gesture recognition running in Microsoft VGB LivePreview tool, where the user perform each gesture at once. At this moment, is preparing Donaxi for her next challenge, the Rockin 2015 (http://rockinrobotchallenge.eu). This is an international competition of services robots, which this year will be held in Lisbon, Portugal in November. For this competition it will expected to have ready the speech and gesture recognizers fully functioning separately.
Conclusions
It is clear the need for service robots to interact with people in the most natural way possible. However, achieving this type of interaction is not so simple. Many challenges are looming to achieve this kind of robot-human relationship.
For now, most research on multimodal human robot interaction are using only voice and gestures, but obviously this set can grow to reach the expected goal.
This research aims to achieve this multimodal HRI using only the Kinect version 2 for detecting gestures and voice and allow to Donaxi can understand better its owner.
