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A coroa solar é um grande mistério no mundo acadêmico, devido a sua composição em
relação à superfície solar. Para estudar o comportamento da atividade solar várias técnicas
foram utilizadas, dentre elas, a tomografia da coroa solar, a qual se destacou devido à
natureza das ondas de emissão dessa área da atmosfera solar.
Os métodos existentes na literatura para imageamento da coroa solar permitem imagens
de qualidade limitada, em virtude dos números abaixo do critério de Shannon-Nyquist de
projeções captadas pelos telescópios em posições relativas semelhantes com respeito ao sol.
Neste contexto, este trabalho propõe avaliar o desempenho de técnicas de reconstrução
que têm levado à melhora da qualidade objetiva em imagens de tomografia em aplicações
médicas, e explorar sua possibilidade na aplicação da análise da coroa solar. A nova aplicação
exige uma adaptação da forma das medidas de entrada dos algoritmos, e o trabalho avalia
o desempenho das reconstruções de imagens da coroa solar utilizando esta adaptação.
A metodologia utilizada se baseia no uso de Compressive Sensing com algoritmos de
pré-filtragem, que estão entre as técnicas que resultam em melhor qualidade objetiva em
problemas de imageamento médico. Para aplicação da pré-filtragem, no entanto, são exigidas
medidas no domínio da frequência, enquanto que as medidas no caso de análise da coroa
solar estão inicialmente no domínio de Radon. Portanto, o método proposto neste trabalho
inicia com uma estimação de medidas no domínio de Fourier a partir das medidas de Radon.
Considerando o uso subsequente em algoritmos de otimização, são calculadas as medidas
aproximadas em uma malha cartesiana, que possibilitam o uso de transformadas rápidas
de Fourier. Em seguida, são aplicadas as técnicas de pré-filtragem propriamente ditas, que
consistem na reconstrução de versões filtradas da imagem desejada, com uso de filtros que
permitam a esparsificação das imagens. Após reconstrução das imagens filtradas explorando
essa esparsidade, usando Compressive Sensing, uma etapa de composição espectral permite
a obtenção da imagem da coroa solar.
Os resultados obtidos apresentam uma melhora tanto na relação sinal-ruído (SNR)
quanto no índice de similaridade estrutural (SSIM), quando comparados com o método
tradicional de retroprojeção filtrada. De fato, com a retroprojeção filtrada a SNR da ima-
gem reconstruída varia de 1.8 dB até 37.1 dB, quando o número de projeções de entrada
varia de 50 a 500, enquanto que com o método proposto, a SNR varia de 44.0 dB até 57.0 dB,
para os mesmos números de projeções. Além disso, mesmo com 1000 projeções a SNR ob-
tida com retroprojeção filtrada (40.1 dB) fica abaixo da obtida com 500 projeções usando o
método proposto (57.0 dB). Já no caso da segunda métrica de qualidade, observamos que
com a retroprojeção filtrada o uso de 500 projeções resulta em uma SSIM de 0.16, enquanto
que o método proposto resulta em uma SSIM de 0.56.
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Estes resultados sugerem que Compressive Sensing com pré-filtragem permite uma me-
lhora em relação à técnica de pré-filtragem para imageamento da coroa solar, analogamente
à melhora observada nos últimos anos em problemas de imageamento médico. Na próxima
etapa da pesquisa, será feita uma análise estatística destes resultados, com base em um
número maior de imagens de teste.
ix
Abstract
Solar corona is a great mystery in the academic world due to its composition in
relation to the solar surface. To study the behavior of solar activity several techniques
were used, among them the tomography of the solar corona, which stood out due to the
nature of the emission waves of this area of the solar atmosphere.
Existing methods for solar corona imaging in the literature allow for limited quality
images due to the numbers below the Shannon-Nyquist criterion of projections captured
by telescopes at similar relative positions with respect to the sun.
This work proposes to evaluate the performance of reconstruction techniques that
have led to the improvement of objective quality in tomography images in medical appli-
cations, and to explore their possibility in the application of solar crown analysis. The
new application requires an adaptation of the shape of the algorithm input measurements,
and the work evaluates the performance of solar corona image reconstructions using this
adaptation.
The methodology used is based on the use of Compressive Sensing with prefiltering
algorithms, which are among the techniques that result in better objective quality in
medical imaging problems. For pre-filtering application, however, frequency domain me-
asurements are required, while measurements in the case of solar corona analysis are
initially in the Radon domain. Therefore, the method proposed in this paper starts with
an estimation of Fourier domain measurements from Radon measurements. Considering
the subsequent use in optimization algorithms, the approximate measurements in a Car-
tesian mesh are calculated, which allow the use of fast Fourier transforms. Then, the
proper prefiltration techniques are applied, which consists in the reconstruction of filte-
red versions of the desired image, using filters that allow the sparsification of the images.
After reconstructing the filtered images by exploiting this sparsity, using Compressive
Sensing, a spectral compositing step allows the image of the solar corona to be obtained.
The results show an improvement in both signal-to-noise ratio (SNR) and structural
similarity index (SSIM) when compared to the traditional filtered rear projection method.
In fact, with the SNR filtered rear projection of the reconstructed image ranges from
1.8 dB to 37.1 dB, when the number of input projections ranges from 50 to 500, while with
the proposed method the SNR ranges from 44.0 dB to 57.0 dB, for the same projection
numbers. Moreover, even with 1000 projections the SNR obtained with filtered back
projection (40.1 dB) is below that obtained with 500 projections using the proposed
method (57.0 dB). In the case of the second quality metric, we observed that with the
x
filtered rear projection, the use of 500 projections results in SSIM of 0.16, while the
proposed method results in SSIM of 0.56.
These results suggest that Compressive Sensing with prefiltering allows an improve-
ment over the prefiltering technique for solar corona imaging, similar to the improvement
seen in recent years in medical imaging problems. In the next step of the research, a sta-
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1 Introdução
Na astronomia, a definição da qualidade de uma imagem está associada a quantidade
de fótons que o equipamento consegue detectar [16]. Além disso, para a maioria dos
problemas astronômicos de compressão de dados, três propriedades principais devem
estar sob controle: resolução (função de propagação de ponto), sensibilidade (capacidade
de detectar sinais de baixo nível) e fotometria [17], onde cada propriedade é explorada
com as técnicas descritas a seguir.
Em muitas aplicações de interesse prático, como em imagens astronômicas e imagens
médicas, desejamos reconstruir um objeto (um sinal discreto, uma imagem discreta etc.)
a partir de amostras incompletas de Fourier, e para tal foi desenvolvida a teoria do
Compressive Sensing (CS). Depois do conhecido Teorema de Amostragem de Shannon, a
introdução do CS é um grande avanço à comunidade de processamento de sinais [18, 19],
tendo como principal característica, a avaliação da esparsidade da imagem [20].
A tomografia (do grego tomos = cortar, cortar e graphein = escrever) é um método de
reconstrução 3D que usa imagens (ou cortes), de vários ângulos de aspecto. A tomografia
é realizada por meio de imagens 2D, tomada de diferentes seções através de uma onda
penetrante (raio-X ou rádio), usada em radiologia médica, arqueologia, biologia, geofísica,
oceanografia, ciência dos materiais e astrofísica. As aplicações na física solar incluem a
reconstrução 3D do plasma opticamente fino na coroa solar ou nas ejeções de massa
coronal, usando raios-X e imagens de ultravioleta extremo (EUV), ou gráficos de coroa
de luz branca [21].
A coroa solar é composta por plasma muito escasso que forma a parte superior at-
mosfera do Sol, começando a cerca de 2000 km acima do superfície solar. A coroa é
extremamente quente, com temperaturas superior a 106 K [22]. As altas temperaturas
da coroa são um pouco misteriosas. De maneira contraintuitiva, quanto mais se afasta
da superfície solar, maior sua temperatura. Os astrônomos tentam resolver esse mistério
há muito tempo.[23].
Uma missão da NASA chamada Espectrógrafo de imagem da região da interface
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(IRIS) [24] pode ter fornecido uma resposta possível. A missão descobriu pacotes de
material muito quente chamados "bombas de calor"que viajam do Sol para a coroa. Na
coroa, as bombas de calor explodem e liberam sua energia como calor. Mas os astrônomos
pensam que essa é apenas uma das muitas maneiras pelas quais a coroa é aquecida [23, 25].
Seu entendimento é de extrema importância, devido à extensão ao espaço por meio
do vento solar e para compreender a natureza das suas altas temperaturas [23, 21].
1.1 Contextualização
Imagens são padrões de intensidade de luz nos quais a quantidade de luz em qualquer
ponto corresponde à direção de origem da luz, que uma vez captada e organizada, ela
pode ser detectada por uma emulsão de haleto de prata ou uma câmera eletrônica [16]. À
séculos a humanidade admira e estuda os astros do céu noturno, porém somente no século
XIX, onde em 1840, John William Draper (1811-1882), obteve o primeiro daguerreótipo
bem-sucedido (corretamente exposto) da Lua usando um refletor de 13 cm com uma
distância focal longa (exposições de 20 min) [26]. A Fig. 1.1 mostra a imagem obtida
após o sucesso do procedimento.
Figura 1.1. Primeira foto tirada da lua pelo Dr. J. W. Draper de Nova York, 1840
[1].
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Com o avanço da tecnologia, os registros dos eventos astronômicos foram se tornando
recorrentes e crescentes a cada ano, e em parte, isso se deve a pesquisas no infravermelho
óptico e próximo, no qual, foi possível graças ao desenvolvimento de matrizes de imagens
digitais, como dispositivos de carga acoplada (CCDs). O tamanho dos arrays digitais
está crescendo continuamente, impulsionado pelas demandas da pesquisa astronômica
por quantidades cada vez maiores de dados em períodos de tempo cada vez mais curtos.
Como resultado, a comunidade astronômica também é confrontada, com uma necessidade
de técnicas de compressão de dados [20, 16].
Dentro desse contexto, muitas técnicas de compressão de dados astronômicos foram
usadas ou desenvolvidas [27]. Dentre elas, técnicas que não necessariamente seguiam o
Teorema da amostragem de Shannon, como em casos do satélite Herschel, que não con-
seguiu utilizar métodos convencionais de compressão, por limitação do seu equipamento
[17, 20].
Uma técnica desenvolvida no ano de 2004 por Donoho, Candès, Romberg e Tao [18,
28, 29] para aquisição de sinais que são escassos ou compressíveis, de modo a esparsidade
ser uma propriedade inerente desses sinais para os quais, toda a informação contida no
sinal pode ser representada apenas com a ajuda de poucos componentes significativos,
em comparação com o comprimento total do sinal. Um sinal pode ter representação
esparsa / compressível no domínio original ou em alguns domínios de transformação como
transformada de Fourier, transformada de cosseno, transformada wavelet, etc [19]. Desta
forma mesmo ainda sendo majoritariamente utilizada na área da engenharia biomédica,
iniciou-se mesmo que de maneira tímida, a introdução do CS na área de compressão de
dados astronômicos.
Assim como dito anteriormente, imagens multiespectrais são intimamente ligadas às
imagens astronômicas. O primeiro Sistema de Sensores Multiespectrais Landsat (MSS),
lançado em 1972, com suas 4 bandas espectrais, cada uma com cerca de 100 nm de largura
e 80 nm de tamanho de pixel, iniciou a era moderna do sensoriamento remoto terrestre a
partir do espaço. Existem sistemas de satélites operacionais que amostram quase todas
as partes do espectro eletromagnético disponíveis com dezenas de bandas espectrais, e
com tamanhos de pixel variando de menos de 1m a 1000 m, complementados por vários
sistemas hiperespectrais aéreos com centenas de bandas espectrais, cada um no ordem
de 10nm de largura [30]. Porém antes de chegar a este nível, a primeira utilização de
imagens espectrais, foi no século XIX, com o astrônomo P. J. C. Janssen, usando um
monocromador de luz dupla para visualizar a coroa solar e descobrir o elemento Hélio
na mesma [2, 11], que por um longo tempo foi um dos maiores mistérios presentes na
astrofísica [31], como mostra a Fig. 1.2.
3
Figura 1.2. Granulação solar. Imagem obtida por J. Janssen em 1877 [2].
As primeiras observações da coroa solar, portanto, remontam a observações de eclipses
antigos, relatadas por fontes indianas, babilônicas e chinesas, por exemplo, eclipses solares
chineses em 2800 aC, o fracasso de uma previsão pelos dois azarados astrólogos reais
chineses Hsi e Ho ao redor 2000 aC, a previsão bem-sucedida do eclipse solar de 28 de
maio de 585 aC pelo matemático e filósofo grego Thales, ou o eclipse de 1919 de maio
de 1919 em Sobral (Brasil) e Príncipe (África Ocidental), que foi observado por duas
expedições do astrônomo britânico Arthur Stanley Eddington para provar a teoria da
relatividade de Einstein [11].
Durante o século XX, sistemáticas medições diárias do campo magnético da superfície
solar e do brilho da polarização da coroa foram feitas. Estes dados foram usados para
reconstruir tridimensionalmente o campo magnético e a densidade de elétrons, mostrando
perspectivas, antes intangíveis, da Terra ou em órbita (por exemplo, sobre a eclíptica),
assim provendo informações sobre a organização global da coroa solar e sua seculares
mudanças [32].
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1.2 Definição do Problema Científico e Proposta de Pesquisa
Toda a busca pelo entendimento da coroa solar ao longo do tempo, vem se dando
pela sua influência no campo magnético terrestre, e na era moderna humana (como fun-
cionamento de satélites) [33]. Tais influencias se devem às altas temperaturas presentes
na coroa solar e sua extensão ao vento solar [25, 23].
Com o crescente aumento de quantidade e qualidade das imagens astronômicas, e a
limitação de espaço, peso e equipamentos [27] que podem conter nos satélites de obser-
vação, como o Hubble, há uma grande necessidade de desenvolvimento de técnicas que
consigam gerar imagens de alta qualidade, mesmo quando o equipamento não consegue
trabalhar segundo o critério de Shannon-Nyquist.
Desta maneira, esta pesquisa se propõe a utilizar a técnica CS para reconstrução de
imagens de tomografia da coroa solar, e comparar com técnicas já utilizadas na área.
1.3 Objetivos
1.3.1 Objetivo Geral
O objetivo deste trabalho é desenvolver um algoritmo que reconstrua imagens em
raios X e γ da coroa solar, em alta qualidade, oriundas de satélites, em missões solares,
utilizando da técnica de Compressive Sensing.
1.3.2 Objetivos Específicos
Este trabalho visa modelagem da técnica de CS, considerando a imagem esparsa no
domínio de Fourier :
• Reconstruir a densidade de elétrons (intensidade) da coroa solar, a partir das suas
projeções;
• Desenvolver um algoritmo que implemente a modelagem das técnicas descritas; e
• Implementar o algoritmo e reconstruir exemplos teóricos e se possível, casos reais.
5
2 Fundamentação teórica e Estado da Arte
2.1 Transformadas integrais





em que a função f é a entrada da transformada, e a função Tf é o resultado. Uma
transformada integral é uma espécie particular de operadores matemáticos e em geral,
cada transformada integral corresponde a uma diferente escolha da função K, que é
chamada de kernel (ou núcleo) da transformada, onde em geral, os núcleos são famílias
de funções ortogonais, ou ainda, ortonormais, e dos limites de integração t1 e t2. Alguns
núcleos possuem núcleos inversos K−1(u, t) onde suas transformadas inversas são o seu





A conveniência de cada transformada depende do tipo de problema abordado.
2.1.1 Transformada de Fourier
O desenvolvimento da análise de Fourier tem uma longa história, envolvendo dife-
rentes pessoas e a investigação de diversos fenômenos físicos. A utilização de “somas
trigonométricas” — ou seja, somas de senos e cossenos relacionados harmonicamente ou
exponenciais complexas periódicas — para descrever fenômenos periódicos é datado pelo
menos da época dos babilônios, que usavam ideias desse tipo para prever eventos astronô-
micos. A história moderna sobre o assunto começa em 1748, com L. Euler, que examinou
o movimento de uma corda vibrante [35].
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A transformada de Fourier é chamada de representação do domínio da frequência
do sinal original. O termo transformada de Fourier refere-se à ambas representações
do domínio frequência e a operação matemática que associa a representação domínio
frequência a uma função temporal. A transformada de Fourier não é limitada a funções
temporais, contudo para fins de convenção, o domínio original é comumente referido
como domínio do tempo. Para muitas funções de interesse prático, pode-se definir uma
operação de reversão: a transformada inversa de Fourier, também chamada de síntese de
Fourier, de um domínio de frequência combina as contribuições de todas as frequências
diferentes para a reconstituição de uma função temporal original [35, 36].
A transformada de tempo contínuo de Fourier e sua transformada inversa são apre-
sentadas nas Eqs. 2.3 e 2.4 [3, 35]









Onde F é chamado operador de transformação de Fourier ou transformação de Fou-
rier. Uma condição suficiente para que f(t) tenha uma transformação de Fourier é que
f(t) é absolutamente integrável em (−∞,∞). A convergência da integral segue imedi-
atamente o fato de que f(t) é absolutamente integrável. De fato, a integral converge
uniformemente em relação a ω.
A transformada de tempo discreto de Fourier e sua transformada inversa são apre-
sentadas nas Eqs. 2.5 e 2.6 [3, 35]









A transformada de Fourier de tempo discreto compartilha muitas semelhanças com o
caso de tempo contínuo. As principais diferenças entre os dois casos são a periodicidade da
transformação de tempo discreto X(ejω) e o intervalo de integração finito na equação de
síntese. Essas diferenças vêm de um fato que, exponenciais complexas de tempo discreto
que diferem em frequência por um múltiplo de 2π, são idênticas.
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A Transformada clássica de Fourier inclui implicitamente uma hipótese sobre a estaci-
onaridade dos sinais. Uma análise espectral adequada aos sinais não estacionários requer
mais do que a transformada Tf(u), e demanda a introdução de uma dependência no
tempo e espaço na análise de Fourier, visto que a mesma enfatiza somente uma ou a ou-
tra, se possível, preservando a linearidade, assim tornando necessário o desenvolvimento
de outras transformadas [37].
2.1.2 Transformada de wavelets
Como descrito anteriormente, a transformada de Fourier considera que o sinal é esta-
cionário, uma alternativa para abordar o problema no plano conjunto tempo-frequência
consiste em permitir uma resolução variável no tempo. A partir dessa necessidade, a
ideia da Transformada de Fourier de Tempo curto STFT (ou Transformada de Gabor) é
introduzir um parâmetro de frequência local (local no tempo) como se a Transformada
de Fourier Local observasse o sinal através de uma curta “janela” dentro da qual o sinal
permanece aproximadamente estacionário, assim a transformada local observa f(t) “atra-
vés” de uma janela J(t) centrada no instante de tempo e de extensão “limitada”, antes
do cálculo do espectro, como mostra a Eq. 2.7 [37]
STFT (τ, ω) =
∫ ∞
−∞
f(t)J∗(τ − t)e−jωtdt. (2.7)
Apesar das diversas escolhas para a janela, uma vez fixada a janela para a STFT, a
resolução no tempo e na frequência f e t permanece constante em todo o plano t − f .
Intuitivamente, quando a análise é visualizada como um banco de filtros, a resolução
no tempo deveria aumentar com o aumento da frequência central dos filtros, ou seja,
realizar a análise em banco de filtros compostos por passa-faixas com banda passante
relativa constante, assim a transformada contínua de wavelets origina uma análise com
janelas flexíveis cuja largura e altura se adaptam às frequências. A ideia da transfor-
mada é também, como no caso da transformada de Fourier em tempo curto, calcular o
produto interno de f com uma família de funções ψa,τ dependentes de dois parâmetros.
Neste caso, no entanto, essas funções ψa,τ são obtidas de uma função básica ψ (chamada
onduleta mãe) por dilatações ou contrações – isto é, mudanças de escala – controladas








, a, τ ∈ R, a 6= 0. (2.8)
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Definindo a transformada contínua de wavelets e a sua transformada inversa como a
Eq. 2.9 e 2.10 [38]





















Onde o |a|− 12 é introduzido para as diversas funções de mesma energia.
As propriedades da transformada contínua de wavelets dependem das propriedades
da sua função original ψ, onde esta exige ser bem localizada no tempo e na frequência,







para tal, a função ψ deve ter uma condição de decaimento e portanto de certa forma,
oscilar. Por esta característica, a transformada contínua é naturalmente redundante,
exigindo que algoritmos eficientes tenham que restringir o parâmetro de escala a e a
translação τ a valores discretos, ou seja, calcular
∑
j,k∈Z
{Wψf}(a, τ) apenas em uma rede
discreta do plano tempo-escala[3, 38].
Historicamente, a primeira base ortonormalizada construída é a bem conhecida base
de Haar, introduzida muito antes do aparecimento do conceito de wavelets. Esta wavelets
tem ótimas propriedades de localização no tempo, mas a sua localização na frequência é
muito fraca, a Fig. 2.1 apresenta um caso da transformada de Haar [38, 3, 39].
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Figura 2.1. Transformada de Haar.
Onde este sinal é definido pela Eq. 2.12
ψ(t) =

1, 0 ≤ t < 0.5
−1, 0.5 ≤ t < 1
0, para outros valores de t
. (2.12)
A chamada base de Shannon é outro exemplo de uma wavelets ortogonal, sendo as
suas propriedades de localização ao tempo-frequência como que complementares da base
















2.1.3 Transformada de Radon
A definição da transformada de Radon é dada por: Se L é qualquer linha reta no
plano x − y (ou, em R2) e ds é o comprimento do arco ao longo de L, a transformação
Radon de uma função f(x, y) de duas variáveis reais é definida por sua integral ao longo
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de L como [3, 40]




Em outras palavras, a totalidade de todas essas integrais de linha constitui a transfor-
mação Radon de f(x, y) e cada integral de linha é chamada de amostra da transformação
Radon de f(x, y). Assim, a transformada Radon f̂ de f pode ser vista como uma função
definida em todas as linhas retas no plano e o valor de f̂(p, φ) em um dado L é a integral
de f(x, y) sobre essa linha, como mostra a Fig. 2.2.
Figura 2.2. Gráfico da linha L [3].
Como mostra a Fig. 2.2, a equação da linha L é dada por p = xcosφ+ysinφ, onde p é
o comprimento da perpendicular desde a origem até L e φ é o ângulo que a perpendicular
faz com o eixo x positivo. Se girarmos o sistema de coordenadas em um ângulo φ e
rotularmos os novos eixos por p e s, então x = pcosφ − ssinφ, y = psinφ + scosφ.
Consequentemente, a transformação Radon (Eq. 2.14) pode ser definida pela Eq. 2.15
R{f(x, y)} = f̂(p, φ) =
∫ ∞
−∞
f(pcosφ− ssinφ, psinφ+ scosφ)ds. (2.15)
Esta é uma definição bidimensional. Para generalizar são introduzidos os vetores
unitários u = (cosφ, senφ) e u⊥ = (−sinφ, cosφ), de modo que x = (x, y) = (r, φ) =
pu+ tu⊥ para algum parâmetro escalar t, onde r e φ são as coordenadas polares usuais.
A equação da linha L agora pode ser escrita em termos do vetor unitário u como p =
x.u = xcosφ + ysinφ. Usando a definição da função delta do Dirac, expressamos (Eq.
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Sendo φ restrito à [0, π] e sendo a correlação entre a transformada de Radon e Fourier
(Teorema de cortes de Fourier) [5, 40]. A Fig. 2.3 mostra graficamente o somatório da
projeções paralelas em diferentes ângulos.
Figura 2.3. As projeções paralelas são realizadas medindo-se um conjunto de raios
paralelos para vários ângulos diferentes [4].
A partir da transformada n-dimensional de Fourier, coordenadas polares hiperesféri-
















Por ser definida entre 0 e 2π, é possível ser discretizada a partir da série de Fourier,
no qual é apresentado alguns algoritmos em [5, 41, 4].
O número de projeções é finito, resultando em “buracos” no espectro da imagem,
onde não existem componentes de frequência. Este problema é contornado fazendo-se a
interpolação (filtragem) destes dados. No entanto, como a densidade dos pontos diminui
à medida que se afasta do centro (região de componentes de alta frequência), os erros cau-
sados pela interpolação tornam-se maiores. Em função da linearidade da transformada
de Fourier, a reconstrução pode ser feita tanto no domínio da frequência, como descrito
anteriormente, como no espaço, sendo, neste caso, denominada retroprojeção filtrada. Se-
gundo o teorema de cortes de Fourier [5], os espectros das projeções somam-se no ponto
correspondente ao nível DC da imagem (ponto F(0,0), onde F(u,v) é a transformada de
Fourier 2D de f(x,y)) e tornam-se esparsos em regiões de alta frequência. Portanto, a fil-
tragem utilizada nas projeções, além limitar o espectro no intervalo [-W,W], deve atribuir
pesos diferentes às diferentes componentes de frequência de espectro de cada projeção.
Na prática, no lugar de se calcular a transformada inversa de cada projeção isolada no
espectro bidimensional, cada uma das projeções filtradas, no domínio do espaço, é re-
plicada, sendo suas cópias dispostas paralelamente, formando um plano, com o ângulo
de inclinação correspondente ao ângulo utilizado na aquisição dos dados da projeção. A
soma dos n planos, correspondente às n projeções, resulta na imagem reconstruída por











)⊗ h(x′) e é o filtro passa alta no domínio do espaço.
2.2 Compressive Sensing
A medida que a civilização moderna, ano após ano, aumenta cada vez mais a quan-
tidade de dados adquiridos e explorados, têm-se a necessidade de uma melhor análise do
que são os dados adquiríveis e os que “podem ser descartados” com quase nenhuma perda
perceptual. O fenômeno da compressibilidade presente levanta questões muito naturais,
como por que tanto esforço para adquirir todos os dados quando a maior parte do que
obtemos será descartada e se não podemos apenas selecioná-las previamente [43]. Desta
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maneira, o CS foi desenvolvido para projetar protocolos de aquisição de dados compac-
tados, que executam como se fosse possível adquirir diretamente apenas as informações
importantes sobre os sinais / imagens - com efeito, não adquirindo a parte dos dados que
acabaria sendo “descartada” por compressão com perda e reconstruir a partir de muito
menos dados ou medidas do que normalmente é necessário [44, 43].
De um ponto de vista geral, a esparsidade e de forma mais genérica, a compressividade
desempenha papel fundamental em muitos campos da ciência, e não seria diferente com
o CS. Inicialmente, assumindo que o sinal de interesse seja vetor x ∈ Rm, onde x pode
ser um sinal ou imagem com m amostras ou pixels, e que existe uma base ortonormal A.
Assumindo também que o sinal é compressível [17, 43, 44], logo esta formulação possui o
objetivo de reconstruir sinais com frequência de amostragem incompletas.
2.2.1 Amostragem de sinais
Ao se falar de processamento de sinais, de forma geral, sob certas condições, um sinal
de tempo contínuo pode ser completamente recuperado a partir de uma sequência de suas
amostras fornece um meio (forma) para representar um sinal de tempo contínuo por um
sinal de tempo discreto. Este procedimento é realizado, devido ao fato do processamento
de sinais de tempo discreto ser mais flexível (como a resposta ao ruído) e normalmente
preferível ao processamento de sinais de tempo contínuo [45].
A teoria de amostragem clássica, ou teorema de Shannon-Nyquist, considera que a
frequência de amostragem ωs, seja superior a maior que o dobro da frequência ωm, do
sinal x [45], como mostrado na Eq. 2.20
ωs > 2ωm. (2.20)
Este critério mínimo muitas vezes não pode ser atendido, como detalhado na Seção
1.1, e para que haja a garantia de reconstrução do sinal, tem-se a necessidade que mesmo
com um número insuficiente de amostras, de acordo com o teorema de Shannon-Nyquist,
também possa ser completamente recuperado [46].
Nas seções subsequentes, será apresentado a teoria na qual se embasa esse traba-
lho, para garantir a reconstrução das imagens astronômicas, mesmo não satisfazendo as
condições de Shannon-Nyquist.
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2.2.2 Teorema de minimização
Por ser um método para reconstrução de imagens, onde o número de amostras não
é suficiente para se aplicar o critério necessário de Shannon-Nyquist, este é naturalmente
um problema de sistema linear subdeterminado [47], onde é representado pela Eq. 2.21
b = Ax, (2.21)
onde o sinal x é a imagem na sua forma empilhada de dimensões n× 1, A é a matriz de
medidas de dimensões l× n, sendo n >> l e b é o vetor de medidas obtidas de dimensão
l × 1.
Em que x, a incógnita do problema, seja obtida dado o vetor b. Em geral, este tipo
de problema possui infinitas soluções. Das infinitas possibilidades, pode-se encontrar a
solução de energia mínima [48], assim como na Eq. 2.22
x∗ = argmin
x
‖x‖22 sujeito a Ax = b. (2.22)
Para minimizar a função, a partir da função de Lagrange, que é uma técnica de oti-
mização convexa para encontrar pontos críticos em uma função de uma ou mais variáveis
suscetíveis a uma ou mais restrições [49]. Desta maneira, o multiplicador de Lagrange da




‖x‖22 + λH(Ax− b), (2.23)
onde o λ é o vetor multiplicador de Lagrange, com as mesmas dimensões de b e λH sua
hermitiana. Calculando o gradiente em relação a cada variável da função, temos que∇xL(x, λ) = 12xHx+ λH(Ax− b)∇λL(x, λ) = Ax− b.
Igualando o sistema ao vetor nulo e isolando x, resolve-se o problema de reconstrução,
como mostra na Eq. 2.24
x = AH(AAH)−1b. (2.24)
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Porém, não necessariamente a solução de mínimos quadrados é a resposta que se
procura para este problema, pois o sinal procurado geralmente é uma estrutura organizada
e pela teoria da informação, o grau de desordem do sistema é ligado ao seu nível de energia
[50]. Também se sabe da complexidade computacional que A apresenta, assim o que se
busca é uma solução esparsa [48, 47, 44, 51].
2.2.3 Esparsidade
Diz-se que o sinal x é esparso em A se a maioria das entradas do vetor b é zero ou
próximo de zero e, portanto, apenas algumas têm amplitudes significativas. Em outras
palavras, o sinal pode ser eficientemente aproximado (com baixa erro de aproximação
ou distorção), a partir de apenas alguns coeficientes significativos [17]. Considerando a
transformação linear esparsificante da matriz T̂ , define-se uma nova variável x̂, sendo esta
esparsa, na Eq. 2.25
T̂ x = x̂. (2.25)
Por possuir esta característica, como provado em [48], a maior parte do conjunto
de soluções da reconstrução de imagens utilizando a norma euclidiana não pertence ao
conjunto da norma euclidiana. Desta maneira, para a solução exata do problema, é
proposto a solução de otimização combinatorial, ou norma L0.
2.2.4 Solução de otimização combinatorial
A norma L0 é uma solução de otimização convexa, no qual se proporciona a solução
de maneira exata sistema subdeterminados, para os quais, exista uma solução suficiente-
mente esparsa [51].
Assim como feito na seção 2.2.2, na equação 2.22, se propõe a calcular o argumento
que minimiza a função, porém se utilizando da norma L0 e a definição da Eq. 2.25.
Assim, a reconstrução a ser feita inicialmente é descrita na Eq. 2.26
x̂∗ = argmin
x̂
‖x̂‖0 sujeito a AT̂−1x̂ = b. (2.26)
Em geral, utilizar a norma L0 é impraticável, pois possui complexidade combinatorial.
Sendo as normas Lp, entre 0 < p < 1 e a norma L1, um “relaxamento” convexo da norma
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L0, são estas as utilizadas de maneira efetiva [51].
2.2.5 Propriedades das p-normas
Como dito na seção 2.2.2 e 2.2.3, a teoria de minimização é baseada na norma eu-
clidiana, onde apresenta o conjunto de soluções desta norma, sua área de influência, ou
bola, cresce igualmente em todas as direções [52], como apresentado na Fig. 2.4.
Figura 2.4. Comportamento da bola de influência na norma euclidiana.
Por esta solução e a otimização combinatorial não serem soluções viáveis, foi-se ne-
cessário o estudo das p-normas, como descrito na seção 2.2.4.
Os espaços funções da forma Lp têm um papel central em várias questões de análise.
Esta importância se deve ao fato de eles serem uma generalização dos espaços L2 [53, 54].
A definição da norma Lp é apresentado na Eq. 2.27, onde para as p-normas, p é definido









Para valores de p = 1, obtêm-se a norma L1, ou norma de Manhattan e para p = 2
norma L2, ou norma euclidiana [52].
A área de influência ou bola da norma L1, o raio de crescimento r da bola é deter-
minado por |x − a| < r, onde a é o centro da bola [52], assim como mostrado na Fig.
2.5.
Figura 2.5. Comportamento da bola de influência na norma L1.
Por ser a norma Lp do tipo côncava, apesar de aumentar a complexidade de solução
ela garante a unicidade de solução do sistema [54], porém a norma L1 é menos suscetível
a influência de ruído, também sendo bastante utilizada para a reconstrução neste tipo de
problema.
Sendo as normas Lp, um “relaxamento” convexo da norma L0 [51], a sua área de
influência ou bola da norma é apresentação na Fig. 2.6.
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(a) Para p sendo 0.2. (b) Para p sendo 0.3.
(c) Para p sendo 0.7.
Figura 2.6. A bola Lp para diferentes valores de p.
Assim como visto na Fig. 2.6, quanto menor o valor de p, mais ele se aproxima da
norma L0, aumentando sua complexidade de resolução, porém melhorando a mesma.
2.2.6 Proposta de solução
Utilizar as p-normas e a norma de Manhattan aplicadas a Eq. 2.26, a reconstrução é
apresentada na Eq. 2.28 e Eq. 2.29
x̂∗ = argmin
x̂
‖x̂‖11 sujeito a AT̂−1x̂ = b, (2.28)
x̂∗ = argmin
x̂
‖x̂‖pp sujeito a AT̂−1x̂ = b. (2.29)
Podendo esta condição de sujeição ser alterada (no caso da Eq. 2.28) para uma
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condição de inequação em relação à um erro [14].
2.3 Aplicações de Tomografia Computadorizada
A palavra tomografia não é nova. Ela pode ser rastreada até o início da década
de 1920, quando vários pesquisadores estavam desenvolvendo métodos para criar uma
imagem de uma camada ou seção específica do corpo. Naquela época, termos como
“radiografia de seção corporal” e “estratigrafia” (do estrato, que significa “camada”) foram
usadas para descrever a técnica. Em 1935, Grossman refinou a técnica e a rotulou como
tomografia (do Tomos gregos, significando “seção”). Um tomograma convencional é uma
imagem de uma seção do paciente orientada paralelamente ao filme. Em 1937, Watson
desenvolveu outra técnica tomográfica na qual as seções eram seções transversais; essa
técnica foi referida como tomografia axial transversal. No entanto, essas imagens careciam
de detalhes e clareza suficientes para serem úteis na radiologia diagnóstica, impedindo
que a técnica fosse montada como uma ferramenta clínica [7].
Atualmente a busca por melhorar a qualidade da imagem e redução do tempo de
exposição necessários são os focos dos desenvolvimentos acadêmicos [21, 5].
2.3.1 História da tomografia
Wilhelm Röntgen em 1895 descobriu os raios X enquanto realizava experimentos com
tubos de raios catódicos. Nestes experimentos, utilizou telas fluorescentes, que começa-
vam a se iluminar quando eram atingidas pela luz emitida pelo tubo, este efeito persistia
mesmo quando o tubo era colocado dentro de uma caixa de papelão. Ele percebeu que
este tubo não emitia apenas luz, mas também um novo tipo de radiação, que ele chamou
de raios X devido a sua estranha natureza. Este novo tipo de radiação não podia apenas
atravessar a caixa mas também atenuava de maneira diferente em vários tipos de materi-
ais e permitia, como a luz, ser capturada em um filme fotográfico. Isto abriu um grande
leque de possibilidades para o seu uso na medicina. A primeira “Foto de Röntgen”, como
foi chamada na época, de uma mão foi feita apenas alguns meses depois da descoberta
dos raios X, e a natureza dos raios X como pulsos eletromagnéticos de radiação de curto
alcance foi estabelecida por Max von Laue em 1912 [5, 55].
O primeiro equipamento, o tomógrafo, comercialmente viável foi feito em 1972 em
Londres, onde independente da geração, é constituído por um mecanismo que move um
tubo de raios X de forma circular e um conjunto de detectores (fixos ou móveis) deno-
minado gantry. O processo de escaneamento de um objeto depende de seu modelo e
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programação, uma vez que está relacionado às movimentações do tubo de raios X sobre
o suporte central e de como os feixes são detectados, como mostra a Fig. 2.7. O objeto a
ser escaneado então é posto no suporte central ao gantry e é deslocado para o seu interior.
Quando o gantry rotaciona-se ao redor do suporte central e transmite os feixes de raios X,
as estruturas internas do objeto atenuam a radiação incidente e a quantidade de fótons
do lado oposto são mensuradas através dos detectores. Processando esses valores obtidos
através de um computador, obtemos uma imagem de tomografia computadorizada. Vale
ressaltar que antes da tomografia computadorizada, já existia outros tipos de tomografia,
como a a Tomografia Linear e a Tomografia Axial Transversal [56].
Figura 2.7. Esquemático de um tomógrafo [5].
Ao decorrer da evolução dos tomógrafos, foi-se priorizando aumentar a velocidade
de obtenção dos cortes e de melhorar a qualidade da imagem. A Fig. 2.8 apresenta o
processo de escaneamento que é feito em forma de leque, e para cada feixe emitido existe
um detector cobrindo a área atingida pelo feixe, onde é a forma mais eficiente de corte
[5, 55, 56].
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Figura 2.8. Scanner tomográfico [5].
2.3.2 Princípios da tomografia computadorizada
Nesta seção, será introduzido o conceito de Tomografia computadorizada por trans-
missão e por emissão. A tomografia computadorizada por transmissão tem por objetivo
obter uma imagem de uma seção transversal de um objeto de estudo. Na tomografia
computadorizada temos diversas projeções tomadas em direções diferentes no intuito de
reconstruir as características de densidade do tecido em cada ponto ou pequena região no
interior de um corpo. Na tomografia computadorizada é conveniente restringir o corpo a
apenas um plano, ou corte. Deste modo, a incógnita passa a ser uma função f a valores
reais, definida em um subconjunto do plano R2, que representa a propriedade do tecido
que chamaremos “coeficiente linear de atenuação” (ou simplesmente “atenuação”), como
mostra a Fig. 2.9 [5, 57].
Figura 2.9. Feixe de fótons atravessando um corpo [5].
Já com a Tomografia por emissão o coeficiente de atenuação é a intensidade de emis-
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são, e a buscamos determinar a partir de leituras de fótons emitidos para o exterior de
um objeto de estudo quando aplicamos um composto radioativo em seu interior, conta
com as duas mais conhecidas modalidades SPECT e PET (Tomografia por Emissão de
Fóton Único e Tomografia por Emissão de Pósitrons) [58, 5].
Na PET um composto artificial que sofre um decaimento beta positivo emitindo um
pósitron. Este pósitron viaja pelo tecido por uma distância bastante curta, onde sofre
uma redução em sua energia cinética até um ponto em que possa interagir com um
elétron e, quando isto ocorre, a reação produz dois fótons que viajam aproximadamente
em direções opostas sendo esses fótons então detectados pelo aparelho de tomografia
PET, sendo estas dependentes da detecção simultânea ou coincidente do par de fótons
que viajam nestas direções opostas, e os que não são detectados simultaneamente (ou
quase simultaneamente) são ignorados, como mostra a Fig. 2.10 [56, 59, 5].
Figura 2.10. PET - Tomografia por Emissão de Pósitrons [5].
Na SPECT o composto utilizado é natural e quando sofre um decaimento, apenas
gera um fóton que é detectado se conseguir passar com sucesso através dos colimadores,
como mostra a Fig. 2.11. Colimadores são um conjunto de pequenos septos feitos de
chumbo que impedem os fótons que não viajam de maneira ortogonal de chegarem nos
detectores, deste modo, como muitos fótons são absorvidos por estes colimadores, as
imagens reconstruídas através deste tipo de tomografia tendem a ser mais pobres e de pior
qualidade quando comparadas com as geradas pelo PET. Utilizando o modelo matemático
contínuo e não considerando fatores como atenuação, espalhamento, baixa estatística, etc,
a tomografia por emissão também é representada pela Transformada de Radon, porém
em sua forma atenuada [56, 5, 59].
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Figura 2.11. SPECT - Tomografia por Emissão de Fóton Único [5].
Como descrito em [6], para imagens de tomografia solar, presume-se que em um mo-
delo básico várias naves espaciais idênticas (este número pode variar) estejam observando
a coroa de diferentes posições angulares (também é permitido que as posições angulares
variem) em uma órbita de 1 AU na eclíptica, semelhante a o arranjo mostrado na Fig.
2.12.
Figura 2.12. O conceito tomográfico básico é obter observações de estruturas
coronais a partir de vários pontos de vista angulares diferentes. No plano que contém
todas as naves espaciais, o problema se reduz à reconstrução de uma distribuição
bidimensional de emissão, adaptado [6].
No plano central foi assumida uma fonte de emissão. Essa fonte pode ser vista como
a emissão de loops que passam pelo plano eclíptico, somando-as essencialmente a emissão
ao longo da linha de visão, como mostra na Fig. 2.13.
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Figura 2.13. As observações medem a linha de visão projetada integral da emis-
sividade volumétrica. Diferentes pontos de vista fornecem diferentes matrizes de
projeção. A variação dessas matrizes está relacionada à variação espacial da distri-
buição de emissividade, adaptado [6].
2.3.3 Reconstrução de imagens tomográficas
De maneira geral, como mostrado em Fig. 2.14, por diferentes direções a radiação
passa atrás do objeto de interesse, um equipamento o coleta e esse sinal é enviado a um
computador para ser processado [7].
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Figura 2.14. Reconstrução de imagem a partir de projeções. A partir de várias
direções diferentes, a radiação passa através do objeto ou seção transversal e inicia
o imageamento. Essa radiação é coletada por um detector que envia o sinal para
um computador fazer o processamento, revelando a estrutura interna do objeto,
adaptado [7].
Ao considerar que o corte do objeto que se quer realizar a tomografia esteja contido
em um pixel, e aceitar que a atenuação seja constante em cada um deles, pode-se numerar
de 1 a n os pixels desta área e chamar de xj o valor de atenuação no pixel j, transformando
nossa incógnita, em uma função discreta x = (x1, ..., xn), como mostra a Fig 2.15 [5].
Figura 2.15. Matriz de pixels [5].
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Reduzindo a um sistema linear do tipo Ax = b e podendo ser aplicado a teoria descrita
na Seção 2.2.
2.4 Observação da Coroa Solar
O que vemos com nossos olhos do nosso Sol, ou dos bilhões de estrelas da nossa
galáxia, é a radiação ótica emitida na superfície da estrela, na chamada fotoesfera. A
emissão óptica produzida pelo espalhamento de Thomson na atmosfera mais tênue ou
acima, na coroa, é muitas ordens de magnitude menos intensa e, portanto, só pode ser
vista quando a superfície solar é ocultada (por exemplo, pela lua durante um eclipse
solar total) [11]. Além da dificuldade de observação, muitos processos físicos que dão
origem a muitos dos fenômenos geoeficientes, coletivamente chamados de clima espacial,
que podem em casos extremos, danificar satélites na órbita da Terra, causar falhas na
distribuição de energia ou até prejudicar astronautas [60].
A geração atual de naves espaciais que observam o Sol gera um rico e complexo con-
junto de observações, que fornece à comunidade científica medições com resolução espacial
e temporal sem precedentes e diversidade espectral. Assim, novos métodos de processa-
mento de sinal são necessários para tirar o máximo proveito de todas as informações
disponíveis para, finalmente, abordar questões astrofísicas estelares abertas [22].
2.4.1 Características e fenômenos coronais
É habitual subdividir a coroa solar em três zonas, que variam de tamanho durante o
ciclo solar: (1) regiões ativas, (2) regiões de baixa atividade e (3) buraco coronal [61, 11].
• Região ativa: As regiões ativas na superfície solar abrigam a maior parte da ativi-
dade, mas representam apenas uma pequena fração da área total da superfície. As
regiões ativas estão localizadas em áreas de fortes concentrações de campos mag-
néticos, visíveis como grupos de manchas solares em comprimentos de onda ópticos
ou magnetogramas. Grupos de manchas solares geralmente exibem uma polaridade
magnética principal fortemente concentrada, seguida por um grupo posterior mais
fragmentado de polaridade oposta.
• Região de baixa atividade: Do termo em inglês Quiet Sun, que atualmente é
considerado um nome equivocado, pois os processos dinâmicos nestas regiões variam
de fenômenos em pequena escala, como eventos de aquecimento de rede, nanoflares,
explosões solares, pontos brilhantes e jatos de raios X suaves a fenômenos em larga
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escala, como loops transequatoriais ou arcos coronais.
• Buraco coronal: As zonas polares norte e sul do globo solar geralmente são mais
escuras do que as zonas equatoriais durante os eclipses solares. Hoje, é bastante
claro que essas zonas são dominadas por linhas de campo magnético abertas, que
atuam como condutores eficientes para liberar o plasma aquecido da coroa para
o vento solar, se houver fluxos cromosféricos nos pontos de apoio. Devido a esse
mecanismo de transporte eficiente, os buracos coronais ficam vazios de plasma na
maioria das vezes e, portanto, parecem muito mais escuros do que o sol silencioso,
onde o plasma aquecido que flui da cromosfera permanece preso até que esfrie e
precipite de volta à cromosfera.
Como nossa atmosfera terrestre exibe uma grande variedade de formas de nuvens,
de grandes volumes como as nuvens cirros bem estruturadas, a coroa solar exibe uma
mistura igualmente rica de morfologias de loop, que podem revelar pistas importantes
sobre os processos subjacentes de reconexão e reconfiguração magnética [8, 11].
O Sol possui uma estrutura estratificada composta pelo núcleo, zona radiativa, zona
convectiva, fotosfera, cromosfera, região de transição e coroa, como mostra a Fig. 2.16
[8, 11, 61].
Figura 2.16. Densidade (linhas contínuas) e temperatura (linhas tracejadas) em
diferentes camadas da atmosfera solar [8].
O fluxo dessa energia radiativa é emitido pela camada denominada fotosfera. A
fotosfera é a camada visível do Sol, geralmente, chamada de superfície do Sol. Essa
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camada apresenta uma região de temperatura mínima do Sol. A fotosfera apresenta
estruturas nomeadas manchas solares e foram observadas por Galileu em 1610. Nessa
camada é possível observar o topo das células da camada convectiva, os grânulos e os
super grânulos [8, 11, 61].
Acima da fotosfera está a cromosfera. Nesta camada há um aumento na temperatura
entre 10000 K e 20000 K. Esta camada é observada geralmente no comprimento de onda
correspondente ao Hα (656,28 nm) [8, 11, 61].
A região de transição é uma camada fina que separa a cromosfera e a coroa solar.
Nesta região a temperatura cresce rapidamente até alcançar temperaturas de milhões de
Kelvin [8, 11, 61].
E por fim, a coroa que é a camada mais externa da atmosfera solar e apresenta
temperaturas entre 2 e 4 milhões de Kelvin. Geralmente esta camada é observada durante
os eclipses ou usando um coronógrafo, dispositivo que esconde a fotosfera do Sol. Nesta
região acontecem uma variedade de de fenômenos, incluindo Helmet streamers, plumes
nos polos do Sol e loops ou linhas de campo fechadas, linhas de campo aberto ou buracos
coronais, como mostra a Fig. 2.17 [8, 11, 61].
Figura 2.17. Fenômenos na coroa solar: Linhas de campo fechadas (loops), buracos
coronais (CHs), Helmet streamers, plumes nos polos do Sol. Adaptado da imagem
do instrumento AIA no comprimento de onda 21,1 nm, no dia 21 de setembro de
2017 [8].
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Em geral, a coroa muda com o ciclo das manchas solares em outras palavras com a
evolução do campo magnético ao longo do ciclo solar.
2.4.2 Descrição física da irradiância solar
A radiação solar é é a principal fonte externa de calor para o sistema atmosférico /
oceânico acoplado da Terra e as variações dessa energia ocorre em várias escalas de tempo
[62].
A radiação solar é o fluxo de energia emitida pelo Sol e transmitida sob a forma de ra-
diação eletromagnética. Durante muitos anos foi considerada uma constante, no entanto,
desde a corrida espacial, observações contínuas demonstravam variações de poderiam
ocorrer da escala de minutos a décadas de duração [8, 11, 61].
Para se determinar a medição de radiação são determinadas duas grandezas, a TSI-
Irradiância solar total e SSI - Irradiância solar espectral, onde a obtenção desses valores,
com precisão, são importantes para os modelos climáticos e atmosféricos. A TSI é definida
como a potência total da energia proveniente do Sol por unidade de área a 1 UA e a SSI
é o fluxo dado em função da variação do tempo e do comprimento de onda [62, 8, 11].
Para se obter o valor TSI, utiliza-se a Lei de Stefan-Boltzmann, como mostra a Eq.
2.30, onde se considera o Sol como um corpo negro
P = σT 4A, (2.30)
em que P corresponde a TSI, T = 5800K é a temperatura aproximada do Sol, conside-
rando o raio solar R = 6, 9× 108 m e um raio de superfície de 1UA, P ∼ 1387, 6 Wm−2
[8, 10]. A irradiância calculada depende tanto da área coberta por um determinado
tipo de característica quanto da localização espacial no disco solar. No período antes
da disponibilização dos magnetogramas, uma versão simplificada do modelo teve que ser
empregada. Neste modelo, é assumida uma distribuição homogênea de recursos mag-
néticos sobre a superfície solar, de modo que apenas a área fracionária do disco solar
coberta por cada um deles (fator de enchimento global ou médio do disco, α) e o fluxo
específico, F , (isto é, o fluxo que seria emitido se todo o disco solar fosse coberto por esse
tipo de recurso) de cada recurso é necessário. A evolução do fluxo radiativo em um dado
comprimento de onda, λ (SSI), pode ser calculada como mostra a Eq. 2.31
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F (λ, t) = Fq(λ) + αu(t)∆Fu(λ) + αp(t)∆Fp(λ) + αf (t)∆Ff (λ) + αn(t)Fn(λ), (2.31)
em que Fq, Fu, Fp, Ff e Fn são os fluxos radiativos independentes do tempo do modelo de
cinco componentes: Quiet Sun(q), mancha solar umbra (u), mancha solar penumbra (p),
faculae (f) e network (n) [62].
Existem mecanismos propostos para explicar a origem e as variações da irradiância
solar, porém o mais aceito está relacionado a fenômenos que magnéticos da superfície
solar [63], como mostra a Fig. 2.18.
Figura 2.18. O espectro solar de referência em condições de baixa atividade solar
(linha preta ou linha que apresenta variações) [9] e o espectro solar como se o
Sol fosse um corpo negro com uma temperatura de ∼ 5800 K (linha vermelha ou
contínua), adaptado de [10, 8].
Conforme mostra a Fig. 2.16, a temperatura na atmosfera solar varia em função da
altitude, sendo na fotosfera e na cromosfera na ordem de 103 K e aumentando abrupta-
mente na região de transição, chegando a ordem de 106 K na coroa. Isso faz com que
regiões na cromosfera e a região de transição emitem no ultravioleta (UV) e no extremo
ultravioleta (EUV), já na coroa apresenta emissão EUV e raios X. A fotosfera apresenta
temperaturas menores e emite na faixa do visível. A SSI e TSI têm sido medidas desde
1978 usando diferentes instrumentos no espaço, mas estas medidas apresentam discre-
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pâncias. As medidas da irradiância solar em longas escalas de tempo são importantes
para entender sua influência no clima da Terra, para isto são necessários modelos que
permitam reconstruir séries temporais de irradiância total e espectral [8, 11].
2.4.3 Missões de observação solar
A história sobre missões dedicadas a observação solar não é muito longa, devido à
limitação dos métodos terrestres e as poucas missões espaciais dedicadas a este tipo de
observação. As primeiras naves espaciais de observação solar enviadas foram Helios 1 e
Helios 2 (1974 - 1980) a uma distância de 0,3 UA para o Sol [21]. A primeira missão
espacial dedicada a energia solar que operou um ciclo solar completo foi a Solar Maximum
Mission (SMM), lançada em 14 de fevereiro de 1980 e durando até a deterioração da órbita
em 2 de dezembro de 1989, como mostra na Fig. 2.19 [11].
Figura 2.19. O satélite SMM foi operado durante 1980-1989. Algumas falhas do
instrumento ocorreram no início da missão, como o codificador de posição do FCS e
vários giroscópios. Os reparos do satélite foram realizados por “Pinky” Nelson e Dick
Scobee, do Space Shuttle Challenger, em abril de 1984. A abordagem do astronauta
em sua poltrona voadora na espaçonave doente está documentada nesta figura [11].
A SMM fez várias descobertas científicas ao observar cerca de 12.000 explosões solares
e várias centenas de ejeções de massa coronal - CME [64]. Houve uma missão japonesa
similar, Hinotori, entre 21 de fevereiro de 1981 e 11 de outubro de 1982 [65].
Ao longo dos anos, com o progresso do entendimento físico e dinâmica solar, os
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satélites foram estudando cada vez mais fenômenos solares e aprimorando cada missão,
principalmente quando se fala da observação em raios X e raios γ. Outra grande missão
de destaque foi a sonda espacial Observatório Solar e Heliosférico - SoHO, realizada pela
Agência Espacial Europeia (ESA) e a Administração Nacional da Aeronáutica e Espaço
(NASA). Esta sonda foi lançada em 2 de dezembro de 1995 e tem previsão de operação
até o final de 2020, podendo ser estendida até 2022 [66, 11].
A sonda SoHO inclui os seguintes 12 pacotes de instrumentos: 3 instrumentos para
helioseismologia (GOLF, VIRGO, SOI / MDI), 5 instrumentos para observar a atmosfera
solar (SUMER, CDS, EIT, UVCS, LASCO) e 4 instrumentos detectores de partículas que
monitoram o vento solar (CELIAS, COSTEP, ERNE, CISNE), como mostra a Fig. 2.20.
O coronho de luz branca da LASCO a bordo do SOHO foi especialmente projetado
para detectar e rastrear CMEs. Um método de inversão tomográfica foi desenvolvido
para inverter a distribuição integrada da densidade de elétrons da linha de visão 2D
na coroa solar de uma única espaçonave (LASCO-C2), usando restrições adicionais de
simetria esférica ou axial. Outro método tomográfico foi desenvolvido para reconstruir a
distribuição de densidade 3D a partir da combinação de imagens de intensidade e brilho
polarizado do LASCO [21].
Figura 2.20. O Telescópio de Imagens Ultravioleta Extrema (EIT) a bordo do
Observatório Solar e Heliosférico (SoHO) é um telescópio multicamada de incidência
normal. Ele grava desde 1996 imagens solares em disco inteiro em vários filtros,
sensíveis a temperaturas coronais de 1 a 2 MK, com uma resolução espacial de 2,5
e uma cadência de algumas horas (cortesia da equipe do EIT) [11].
Até o ano de 2011, a principal fonte de dados para a literatura sobre observação
solar era a missão Observatório Solar de Relações Terrestres - STEREO. Foram enviadas
duas sondas espaciais que se separaram e entraram em órbitas heliosféricas em direções
opostas, STEREO-A (à frente) liderando na direção leste e STEREO-B (atrás) seguindo
na direção oeste ao redor do Sol, aumentando sua separação em ≈ 45◦ por ano, mas
mantendo suas distância média de 1, 0 ± 0, 1 AU do Sol o tempo todo, como mostra a
33
Fig. 2.21. Essas órbitas específicas fornecem dados solares adequados para estereoscopia
de ângulo pequeno no início da missão (ou sempre que o ângulo de separação é próximo de
zero ou 180 graus), enquanto a estereoscopia e tomografia de ângulo grande são possíveis
nos anos posteriores. A taxa de dados é mais alta no início da missão, mas diminui
continuamente devido à menor taxa de telemetria mais tarde na missão. [12].
Figura 2.21. Esquerda: Conceito da perspectiva 3D da nave espacial STEREO
em uma ejeção de massa coronal lançada do Sol. Direita: Órbitas do STEREO-A
(vermelho) e STEREO-B (azul) em relação à órbita anual da Terra (verde) (crédito:
NASA) [12].
Enquanto isso em fevereiro de 2010, foi lançada a missão Observatório de Dinâmica
Solar - SDO, como mostra a Fig. 2.22, que é descrita como “nosso Hubble no Sol”, que
fornece informações de contexto valiosas ao STEREO com imagens de alta resolução sem
precedentes em EUV, raios X suaves e comprimentos de onda da luz branca. Especial-
mente a combinação de STEREO / EUVI-A, EUVI-B e o Atmospheric Imaging Assembly
AIA / SDO configura um poderoso sistema de ponto de vista triplo para melhorar a es-
tereoscopia e a tomografia [21, 13]. Existem outras missões ativas e futuras para que se
mantenha essa configuração de sistema em ativa [67].
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Figura 2.22. Conceito artístico do SDO em órbita [13].
A Tabela 2.1 apresenta um resumo das missões, em ordem cronológica, descritos nesta
seção.
Tabela 2.1. Missões solares.
Missões Início Fim
Helio 1 e 2 1974 1980
SMM 1980 1989
SoHO 1995 2020 1
STEREO 2006 2016
SDO 2010 2020 1
A missão de enfoque deste trabalho será a SoHO, devido ao fácil acesso do banco de
dados disponível pela NASA.
2.4.4 Sistema de coordenadas para dados de imagens solares
A pesquisa solar está se tornando cada vez mais sofisticada. Os avanços na instrumen-
tação solar levaram a aumentos na resolução espacial e continuarão a fazê-lo. As futuras
missões espaciais verão o Sol sob perspectivas diferentes da visão atual de observatórios
terrestres ou satélites na órbita da Terra. Ambos os avanços exigirão uma atenção mais
cuidadosa aos sistemas de coordenadas usados para dados de imagens solares. De fato,
alguma amostra disso já ocorreu com o satélite SoHO, que vê o Sol a partir do ponto
1É somente uma previsão, podendo ser estendida.
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interno de Lagrange entre a Terra e o Sol. O Sol parece aproximadamente 1% maior do
SoHO do que da Terra, exigindo ajustes sempre que as imagens do SoHO são comparadas
com dados de observatórios terrestres ou satélites em órbita baixa da Terra [68, 69].
O Sistema de Coordenadas Mundiais (WCS) é um padrão para incorporar informa-
ções de coordenadas em um cabeçalho do Sistema de Transporte de Imagem Flexível
(FITS). Seu primeiro uso extensivo na física solar é pelo conjunto de telescópios Inves-
tigação Coronal e Heliosférica das Conexões Terra-Sol (SECCHI) a bordo do STEREO.
O formalismo do WCS auxilia na análise de dados SECCHI de várias maneiras, como o
esférico, nos quais os efeitos associados aos campos de visão extremamente amplos dos
telescópios Heliospheric Imager (HI) podem ser manipulados de uma maneira completa-
mente inequívoca e padrão. De particular importância é que as palavras-chave posicionais
do WCS permitem que informações sobre efemérides da espaçonave sejam incorporadas
ao cabeçalho do FITS sem depender das palavras-chave específicas da missão [70].
Existem várias formas de realizar este tipo de correção, a mais comum é utilizando a
linguagem IDL [71], mas também já existe esse tipo de análise em Python com a biblioteca
SunPy. Por fugir do escopo deste trabalho, não será realizado esta correção.
2.4.5 Modelo de reconstrução da irradiância solar
A relação física entre a intensidade de luz observada remotamente polarizada e a
densidade de elétrons livres no coroa integrada ao longo da linha de visão de medição
(LOS) é dado pela Eq. 2.32 [22, 31, 32, 72]
yt(θt, s) = C
∫
L
dlH(s, s+ lθt) + νt(θt, s), (2.32)
em que a função yt(θt, s) é a luz polarizada (pB) medida em um tempo t a partir dos
ponto de visada (POV) definido por θt. O escalar C é uma combinação de vários fatores
físicos constantes necessárias para equilibrar as unidades físicas da equação. A física de
espalhamento Thomson está encapsulada no conhecido função H(s, s + lθt) e a função
νt(θt, s) é o ruído de medição dependente do instrumento, podendo este ser modelado
com a distribuição de Poisson.
As estatísticas do ruído de medição νt(θt, s) são de Poisson, uma vez que a dispersão
governa a emissão de luz pB da coroa e os sensores de luz são, na maioria das vezes, CCDs.
Na prática, as estatísticas reais do ruído de medição podem ser especificadas apenas com
rigor, uma vez que os coronagraphs são instrumentos ópticos muito complicados e vários
artefatos sistemáticos podem persistir mesmo após a calibração. Frequentemente, apenas
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a variação do ruído para cada pixel é conhecida [22]. Sob essas condições, não está claro
se haverá fótons suficientes por pixel para iluminar o detector e se a relação sinal-ruído
(SNR) será suficiente. Portanto, é necessário quantificar o nível esperado de SNR e, mais
geralmente, fornecer ferramentas para extrair informações de escalas de subpixel, onde
se considerar a emissão da coroa solar uniforme em todo o Sol, teríamos um processo de
Poisson homogêneo, caso contrário, considera-se o fluxo de fótons que atinge o detector
em um local específico durante um tempo de exposição, tornado um processo de Poisson
não-homogêneo [73].
As medições de pB são tipicamente na forma de imagens. Cada pixel de tal imagem
é a intensidade da luz polarizada focada em um sensor, geralmente uma célula de uma
câmera CCD. Mais tarde será conveniente representar essa imagem pelo vetor yt, com
cada um dos seus elementos M iguais a uma intensidade de pixel único da imagem pB.





em que (•)m é o m-ésimo elemento do argumento do vetor e é o conjunto de linhas de
visão focadas no m-ésimo pixel da imagem.
Soluções analíticas de forma fechada para equações integrais de Fredholm como na
Eq.2.32, as quais são possíveis somente quando o núcleo é de uma forma simples. No
entanto, o núcleo de dispersão Thomson na Eq. 2.32 é muito complicado e o modelo
avançado deve ser discretizado para aproximar a solução por meio de técnicas numéricas,





em que r é a posição do vetor, N é o número total de bases e φn(•) é a n-ésima função
de base. A escolha das funções básicas tem um impacto significativo no as reconstru-
ções como todos os recursos na atmosfera solar que não pode ser expresso como uma
combinação linear de funções básicas são perdidas. Em qualquer caso, é possível deter-
minar sistematicamente o número de elementos básicos necessários por meio da seleção
da ordem do modelo ou como um hiperparâmetro no processo de estimativa, mas com
uma despesa computacional potencialmente grande [74, 75]. Assim a Eq. 2.32 pode ser
reduzido a um sistema linear Ax = b, onde a matriz de medidas é representada pela Eq.
2.34, com dependência espacial e a soma ponderada das integrais de linhas da emissão
de raios solares [22].
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3 Materiais e Métodos
Nesta seção será detalhado o algoritmo de reconstrução desenvolvido, calculado antes
do procedimento de otimização para reconstrução, as medições correspondentes a uma ou
mais versões filtradas da imagem esparsa com gradiente desejada. Para tal, será feito 3
esquemas de reconstrução, sendo um artificial, onde a A é decorrente da transformada de
Fourier, outro simulando diferentes números de projeções das linhas de emissão de raios
solares e com a Transformada de Radon.
3.1 Visão Geral
A Fig. 3.1 apresenta, de maneira geral, um diagrama com metodologia utilizada para
a realização deste trabalho. São considerados dois casos de estudo, um onde o vetor de
medidas b é estimado diretamente no domínio de Fourier, sendo este artificial e o outro
estima as medidas no domínio de Fourier a partir da transformada de Radon, sendo este,
correspondente com a natureza do problema de tomografia solar.
É utilizado para cada caso, um conjunto de filtros lineares, a fim de esparsificar a
imagem, inicializando a reconstrução, para cada filtro aplicado, utilizando a teoria do CS,
como descrito na Seção 2.2.
Após finalizado a solução numérica, a imagem passa por um processo de composição
espectral, considerando tanto a resposta de cada filtro linear utilizado, quanto os valores
captados de b, assim finalizando o processo de reconstrução da imagem.
Cada um destes processos serão discutidos e detalhados neste capítulo, ao final apre-













Figura 3.1. Visão geral da metodologia utilizada, em que apresenta os dois casos
de utilizados para a realização do trabalho proposto.
3.2 Estimação de medidas no domínio de Fourier a partir da
Transformada de Radon
Devido ao teorema de cortes de Fourier ou Teorema de projeções [76], o domínio




Rf(p, φ)e−2πjpLdp = R̂f(L, φ), (3.1)
em que θ = (cosφ, senφ)T (Seção 2.1.3). Se utilizando da Eq. 3.1, devido à dificuldade
de modelagem da função H(s, s+ lθt), descrita na Seção 2.4.5, a modelagem é baseada a
partir da transformada de Radon, onde as medidas de irradiância solar são captadas no
domínio de Radon e transformadas para o domínio de Fourier. Sendo uma representação





Rf(p, φ)e−2πjpn = R̂f(L, φ). (3.2)
Como consequência a Eq. 3.2 é definida para as n projeções captadas. Para que o
erro de truncamento associado à discretização seja reduzido, é realizado um processo de
interpolação das medidas no domínio de Fourier.
3.3 Procedimento de otimização para reconstrução
Como descrito na seção 2.4.5, as funções de base da discretização da matriz de medidas
do sistema, impacta na reconstrução da imagem. Esta matriz possui tanta dependência
do equipamento utilizado para a maneira de obtenção de b. Desta forma foi realizado
duas maneiras para a escolha do vetor de medidas:
• Fourier: Em situações como a tomografia de difração, as medidas são mais na-
turalmente expressas no domínio de Fourier e a comparação entre o algoritmo de
retropropagação de Devaney e a reconstrução direta de Fourier revela melhorias
ainda maiores na eficiência computacional do método de Fourier [77].
A aplicação é possível considerando que medições geralmente envolvem amostras
tomadas em trajetórias específicas nos domínios de frequência das imagens, ou
espaços, para que a reconstrução corresponda às imagens computacionais com base
em suas transformadas de Fourier subamostradas [14, 78]. A aplicação dos métodos
de reconstrução da transformada de Fourier é limitada pela dificuldade percebida
de interpolação da grade polar ou outra medida para a grade cartesiana necessária
para o cálculo eficiente da transformada de Fourier [77]. Por não corresponder à
realidade do tema proposto, os resultados apresentados por está metodologia serão
artificiais. A Fig. 3.2 mostra a trajetória utilizada para esta reconstrução, sabendo
que em técnicas de CS a trajetória também deve corresponder a um conjunto de
coeficientes de frequência incoerentes em relação à transformação esparsificante [14].
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Figura 3.2. Linhas radias de trajetória de amostras (os pontos vermelhos repre-
sentam as medidas tomadas), adaptado [14].
• Radon: Utilizando-se do conceito descrito para o vetor com os coeficientes de
Fourier, porém as linhas de trajetórias dos quais as amostras são adquiridas, vêm
das projeções das linhas emitidas, sendo estas transformadas para o domínio de
Fourier como nas trajetórias, assim como descrito nas seções 2.1.3 e 2.3.2. Desta
maneira b e A possuem os requisitos descritos na seção 2.4.5 para a reconstrução
de um caso real.
3.4 Pré-filtragem
Após o processo de calcular o procedimento de otimização para reconstrução (Seção
3.3), as medições correspondentes a projeções da imagem esparsa. Essas versões, ou com-
binações lineares delas, são reconstruídas e um estágio final compõe a imagem, analisando
as imagens filtradas e as amostras originais obtidas pelas suas projeções. Em outras pa-
lavras, um conjunto de filtros lineares é indiretamente aplicado à imagem desejada, mas
de maneira que as imagens filtradas reconstruídas forneçam as informações espectrais
necessárias para obter a imagem não filtrada. A ideia fundamental é que os filtros usa-
dos sejam escolhidos de forma a aumentar a dispersão das imagens no domínio do pixel.
Além disso, observe que, como essas amostras correspondem aos coeficientes de Fourier
da imagem a serem reconstruídos, o cálculo das medições pré-processadas associadas às
versões linearmente filtradas dessa imagem é simples. De fato, como mostra a Eq. 3.3,
seja h o núcleo bidimensional de um dos filtros lineares invariáveis por deslocamento e
seja a transformação de Fourier de h calculada com o mesmo número de pixels da imagem
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a ser reconstruída. Se b é o vetor de amostras da imagem original e bf é o conjunto de
medidas para uma versão filtrada [14].
bf = Hk∈L ◦ b (3.3)
Onde ◦ representa o produto elemento a elemento e onde Hk∈L é o vetor obtido
empilhando todos os valores de H que pertencem à linha de trajetória L das amostras de
projeção.
O filtros utilizados para a realização da pré-filtragem serão do conjunto de filtros na
decomposição bidimensional de wavelets de Haar 2D (Seção 2.1.2), como mostra na Eq.
3.4, pois dependendo das configurações do sistema (valor de p e filtros usados), o tempo














A Fig. 3.3, esquematiza o processo de pré-filtragem descrito nesta seção.
Figura 3.3. Pré-filtragem das medidas de entrada b e reconstrução separada de
cada versão filtrada com as medidas bf1, bf2 e bf3, adaptado [14].
Para este trabalho, foi definido o valor de p = 1, por apresentar uma complexidade




Até está seção foi apresentado toda a teoria e metodologia necessária para a solução
do problema proposto. A partir de agora, será mostrado a otimização feita para o desen-
volvimento do algoritmo de reconstrução. Para solucionar a Eq. 2.28 foi usado o método
Mínimos quadrados com ponderação iterativa - IRLS, onde com a função objetivo modi-
ficada, cada função de iteração se aproxima a
N∑
n=1









p−2x̂2n sujeito a AT̂
−1x̂ = b, (3.5)
em que wn é um parâmetro de peso [80]. Observe que a Eq. 3.5 pode ser resolvido em
apenas uma iteração, mas se o problema for resolvido repetidamente alterando os valores
de wn a cada momento, para que wn se aproxime de x̂n a Eq. 3.5 se aproximará da Eq.
2.28, como mostra a Eq. 3.6 [79]
|w(m)| = |x̂(m−1)|. (3.6)
Como falado em [80, 79, 81], a fim de adicionar informações anteriores sobre a região
de suporte da representação esparsa, se essa informação estiver disponível, é possível
reduzir a quantidade de medições realizadas e ainda reconstruir sem ambiguidade o sinal
subjacente. Como mostra a Eq. 3.7, seja φ o subconjunto de posições em 1, 2, ..., N e
pertencem à região de suporte de x̂ [79, 81]
x̂n 6= 0 ∀ n ∈ φ. (3.7)
Assim as informações representadas pela Eq. 3.7 podem ser adicionadas ao procedi-








|x̂n| sujeito a AT̂−1x̂ = b, (3.8)
na qual wn seja suficientemente próximo de x̂n, a Eq. 3.7 também é verdade para o





n |, se n /∈ φ
τ |x̂(m−1)n |, caso contrário.
(3.9)
Sendo necessário que τ seja muito pequeno para que a aproximação seja verdade.
Desta formas as Eqs. 3.8 e 2.24 são reescritas como as Eq. 3.10 e 3.11, e considerando







w(m)n |(p−2) x̂2n sujeito a AT̂−1x̂ = b, (3.10)
x̂(m) = Q(m)MH(MQ(m)MH)−1b. (3.11)
Onde





n |(2−p), se n /∈ φ
τ (2−p)x̂
(m−1)
n |(2−p), caso contrário.
(3.13)
Devido a inversão presente na Eq. 3.11, a fim de garantir que sempre haja a inversão




n |(2−p) + µ, se n /∈ φ
τ (2−p)x̂
(m−1)
n |(2−p) + µ, caso contrário.
(3.14)
Ao definir o critério de convergência para cada estágio de iteração, o procedimento
iterativo com informações anteriores fornecidas pela Eq. 3.11 pode seguir a mesma es-
tratégia proposta em [80]. Nesse esquema, a Eq. 3.11 é repetida, primeiro com µ = 1
até
|x̂(m)n − x̂(m−1)n |






Os valores de inicialização utilizados foram os mesmo apresentados em [79]. Esta
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otimização é feita para cada estágio da pré-filtragem (Seção 3.4), onde também há a
restrição para cada estágio um máximo de 100 iterações, e o algoritmo a um máximo de
10 estágios [14]. Também o ângulo de alcance utilizado será o de 180◦ por ser um ângulo
de espaçamento ideal [6].
O estágio de composição da imagem mostrada na Fig. 3.3, visa obter a imagem
desejada a partir do conjunto de imagens filtradas reconstruídas e as medidas originais em
b. As imagens filtradas, correspondentes aos operadores de diferenças finitas aplicadas às
linhas, colunas e diagonais de x, fornecem as informações de passa alta que complementam
as informações espectrais originais em b. O nível DC de x, por exemplo, é perdido nas
imagens filtradas, mas está disponível nas medições originais b. Nesta implementação,
x é reconstruído primeiro no domínio da frequência, adotando as seguintes etapas: (1)
Dividi-se os componentes de frequência de Xf1, Xf2 e Xf3 pelos filtros correspondentes
H1, H2 e H3 (filtragem inversa). (2) Em seguida, combina-se os coeficientes de frequência
resultantes de x dados pela filtragem inversa acima, com os das linhas de trajetória
original. (3) Finalmente, a transformada de Fourier inversa dos coeficientes estimados de
x é calculada, fornecendo a representação de x no domínio de pixel [14].
O Algoritmo 3.1 introduz o algoritmo de reconstrução desenvolvido.
Tabela 3.1. Algoritmo utilizado para a reconstrução das imagens a partir das
medidas no domínio da frequência, com base nos métodos iterativo dos mínimos
quadrados reponderados.
Algoritmo 1 Método IRLS para reconstrução de sinal no CS com informações a
priori e metodologia de pré-filtragem
Entradas: p>0, M, b, k.
Passo 1. A partir das linhas de emissão b, gere as linhas de trajetória no domínio
de Fourier.
Passo 2. Com os filtros apresentados em (3.4), inicie o processo de pré-filtragem.
Passo 3. Para cada filtro, inicialize x̂(m) e Q(m), utilizando a Eq. 3.11.
Passo 4. Faça o laço interno:.
4.1 Inicialize m:=1.
4.2 Atualize Q(m) com (3.12) e (3.14).
4.3 Compute x̂(m) usando (3.11) .
4.4 Se (3.15) for satisfeita, vá para o Passo 5, senão m:=m+1 e volte
ao Passo 4.2.
Passo 5. Para cada filtro, atualizar o parâmetro de regularização µ := µ/10.
Passo 6. Para cada filtro, se µ <tol termine, senão retorne para o Passo 4.
Passo 7. Realize o processo de composição da imagem.
Retorna: Imagem reconstruída x.
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3.6 Imagem-teste
Para testar o Algoritmo 3.1, a Fig. 3.4 foi-se utilizada uma imagem LASCO-C2
(possui uma resolução de 23,8 arcsec/pixel, CCDs de 1024x1024 e banda de passagem no
comprimento do laranja), da missão SoHO, da coroa solar em 23 de dezembro de 1996
às 04:44 UT, mostrando a faixa de serpentina interna ao longo do equador do Sol, onde
o vento solar de baixa latitude se origina e é acelerado. Sobre as regiões polares, vemos
as plumas polares até a borda do campo de visão. O campo de visão deste parágrafo
abrange 8,4 milhões de quilômetros da heliosfera interna. O quadro foi selecionado para
mostrar o cometa SOHO-6, um dos sete sungrazers descobertos até agora pela LASCO,
quando sua cabeça entra na região eólica solar equatorial. Eventualmente, mergulhou no
sol. [72, 15].
Figura 3.4. Imagem LASCO C2 da coroa solar, da missão SoHO, da coroa solar
em 23 de dezembro de 1996 às 04:44 UT [15].
Para os redução de esforço computacional, a Fig. 3.4 foi processada em tons de cinza.
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4 Resultados e Discussões
Assim como descrito na Seção 3.3, serão apresentados dois formatos de resultados.
Primeiramente foi realizado os testes com diferentes números de projeções para a trans-
formada de Radon (Seção 2.1.3), utilizando o Algoritmo 3.1. Após realizado este proce-
dimento, foram escolhidos o melhor e o pior caso e comparados com o procedimento dos
coeficientes de Fourier em trajetória (Seção 3.3) e a Retroprojeção Filtrada (Seção 2.1.3).
4.1 Algoritmo proposto
Foram realizadas simulações com diferentes número de projeção k (50, 100, 180,200,
350 e 500) de 180◦, onde no primeiro caso o valores de cada ângulo de projeção não eram
interpolados e no segundo caso eram. A Fig. 4.1 apresenta as reconstruções, referentes a
Fig. 3.4, para o primeiro caso.
(a) Para k sendo 50. (b) Para k sendo 100.
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(c) Para k sendo 180. (c) Para k sendo 200.
(c) Para k sendo 350. (c) Para k sendo 500.
Figura 4.1. Reconstrução sem linhas radiais interpoladas da imagem-teste para
diferentes números de projeções com 180◦ de alcance.
A Fig. 4.2 apresenta as reconstruções, referentes a Fig. 3.4, para o segundo caso.
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(a) Para k sendo 50. (b) Para k sendo 100.
(c) Para k sendo 180. (d) Para k sendo 200.
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(e) Para k sendo 350. (e) Para k sendo 500.
Figura 4.2. Reconstrução com linhas radiais interpoladas da imagem-teste para
diferentes números de projeções com 180◦ de alcance.
Para cada resultado foi feita a análise de relação sinal-ruído (SNR), em decibéis, e Ín-
dice de Similaridade Estrutural (SSIM) [82], em que é comparado a imagem reconstruída
com a imagem original em tons de cinza (Fig. 3.4), sendo estes apresentados na Tabela
4.1.
Tabela 4.1. Análise de qualidade com base na relação sinal-ruído e na similaridade
estrutural para a reconstrução da imagem com o algoritmo proposto.
Número de projeções
50 100 180 200 350 500
SNR SSIM SNR SSIM SNR SSIM SNR SSIM SNR SSIM SNR SSIM
1°
caso
44.0 0.19 47.9 0.23 52.7 0.32 50.9 0.34 53.4 0.42 55.5 0.53
2°
caso
45.7 0.16 48.9 0.24 51.5 0.33 52.0 0.35 54.8 0.44 57.0 0.56
Como mostra a Tabela 4.1 os resultados nos quais os valores de ângulos são interpo-
lados apresentam uma melhor qualidade de imagem, tanto SNR como SSIM, porém com
um custo computacional maior, devido a dificuldade percebida de interpolação da grade
polar ou outra medida para a grade cartesiana necessária para o cálculo eficiente da trans-
formada de Fourier, descrita na Seção 3.3. Desta maneira, para título de comparação, foi
utilizados somente o segundo caso de teste.
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4.2 Comparação
Para este caso foi feita a simulação com ângulo de 180◦ de alcance com o procedi-
mento dos coeficientes de Fourier em trajetória e 50 e 500 projeções para a Retroprojeção
Filtrada. A Fig. 4.3 apresenta a reconstrução para o procedimento dos coeficientes de
Fourier em trajetória.
Figura 4.3. Reconstrução com o procedimento dos coeficientes de Fourier em
trajetória radial.
A Fig. 4.4 apresenta as reconstruções para a Retroprojeção Filtrada, onde estas
apresentam um ângulo de alcance de 180◦.
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(a) Para k sendo 50. (b) Para k sendo 500.
Figura 4.4. Reconstrução com a Retroprojeção Filtrada para diferentes números
de projeções.
Para cada resultado foi feita a análise de relação sinal-ruído (SNR), em decibéis, e
Índice de Similaridade Estrutural (SSIM) [82], sendo estes apresentados na Tabela 4.2.
Tabela 4.2. Análise de qualidade com base na relação sinal-ruído e na similaridade





SNR SSIM SNR SSIM SNR SSIM
62.2 0.41 1.84 0.07 37.1 0.16
Comparando os resultados da Tabelas 4.1 e 4.2, nota-se que o algoritmo proposto
apresenta uma notória melhora na qualidade de imagem (SNR), porém tendo piorando
em relação aos procedimento com os coeficientes de Fourier, o que de fato era o esperado
por ser um caso artificial. Tendo em vista que tomógrafos de terceira geração conse-
guem capturar por volta de 1000 projeções [4, 21], também foi feita a simulação com a
Retroprojeção filtrada com 1000 projeções, como mostra a Fig. 4.5.
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Figura 4.5. Reconstrução com a Retroprojeção Filtrada para número de projeção
k = 1000.
Para este caso, a Tabela 4.3 apresenta a análise de qualidade de imagem para SNR e
SSIM.
Tabela 4.3. Análise de qualidade com base na relação sinal-ruído e similaridade
estrutural utilizando a retroprojeção filtrada com 1000 projeções.
Retroprojeção Filtrada com k = 1000
SNR SSIM
40.1 0.17
Como pode ser observado, mesmo o segundo caso com 500 projeções do algoritmo
proposto a SNR possui uma qualidade superior ao com da Tabela 4.3.
Já se tratando da SSIM, o resultado comparando a Tabela 4.1 e a Tabela 4.2 mostra
que houve um melhor resultado entre o método proposto e o método artificial. Por não




Como possíveis trabalhos futuros, pode-se apontar:
• Utilizar a base de Shannon para a realização da pré-filtragem e comparar os re-
sultados com a base de Haar, verificando e analisando o custo computacional e o
comportamento das suas propriedades de localização de tempo-frequência.
• Estudo da função H(s, s + lθt), oriunda da física de espalhamento Thomson, para
determinar a matriz de medidas e sua hermitiana, ambas necessárias para a apli-
cação do CS, comparando, se possível, esta análise com os resultados apresentados
com o método deste trabalho.
• Analisar estatisticamente o método de avaliação de qualidade de imagem (SSIM)
para o caso proposto neste trabalho. É importante definir as causas dos resultados
apresentados para o caso artificial e o caso proposto por este trabalho.
• Analisar o comportamento do ruído e custo computacional necessário, para diferen-
tes p-normas, para um caso de imagem tomográfica. Assim fazendo uma compara-
ção de custo-benefício verificando a viabilidade de cada solução proposta.
• Analisar estatisticamente a qualidade de imagem para diferentes tipos de p-normas.
Assim, proporcionando uma investigação aprofundada do comportamento da ava-
liação da qualidade de imagem para demais casos.
• Testar e adaptar, caso necessário, o algoritmo proposto para diferentes eventos
solares. O sol possui vários ciclos, com períodos diferentes, com dimensões diferentes
e diferentes origens, podendo introduzir o Compressive Sensing em outros contextos
desta mesma temática.
• Testar e adaptar, caso necessário, o algoritmo proposto para diferentes eventos
astrônomicos, como a imagem do Buraco Negro M-87, revelada pela primeira vez
no ano de 2019, a fim de se obter melhores resultados de qualidade de imagem.
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6 Conclusão
Este trabalho se propôs a introduzir a teoria de CS, que atualmente ainda é timida-
mente explorada na área de astronomia, possuindo um enorme potencial para o campo.
Para tal, o algoritmo de reconstrução, utilizou o conceito de pré-filtragem e com-
posição espectral, trabalhando com duas situações: (1) Trabalhando com as medidas
diretamente do domínio de Fourier, sendo este um caso artificial e (2) Transformando as
medidas do domínio de Radon para o de Fourier, tanto pela dificuldade de modelagem da
função H(s, s + lθt), quando a determinação de uma matriz hermitiana, necessária para
a solução do CS. Este método garantiu a esparsificação da imagem e a reconstrução para
o caso proposto.
Os resultados obtidos, primeiramente para o caso real, que como esperado, a qualidade
de imagem SNR aumenta em até 20.7% e o SSIM é 64.15%, comparando o caso com menos
projeções (50) com o de mais projeções (500), sendo este, para o caso onde os ângulos
das linhas radias não são interpolados. Já quando há a interpolação, o valor de SNR
para a mesma comparação é 19,82% e o SSIM é 71,42%. Levando em consideração que
em termos absolutos, o caso interpolado é melhor que o não-interpolado, como mostra na
Tabela 4.1, apesar do aumento do custo computacional associado.
Já comparando os resultados da Tabela 4.1 com a Retroprojeção Filtrada e o caso
artificial (Tabelas 4.2 e 4.3), conclui-se que os valores de SNR obtidos foram esperados, e
que devido ao fato do caso dos coeficientes de Fourier ser artificial, a qualidade da imagem
se apresenta com o melhor resultado. Já para os valores de SSIM, é necessário uma análise
estatística para a definição do porquê o método proposto obteve um resultado melhor em
comparação ao caso artificial. A retroprojeção filtrada mesmo com o dobro de projeções
do melhor caso do método proposto, como esperado, obteve resultados de qualidade de
imagem inferiores.
Desta forma, pode-se concluir que o presente trabalho mesmo com uma menor quan-
tidade de projeções disponíveis, é possível a reconstrução com uma qualidade de imagem
igual ou superior a técnicas já existentes.
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