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Methyl thionitrite CH3 SNO is an important model of S-nitrosated cysteine aminoacid residue
(CysNO), a ubiquitous biological S-nitrosothiol (RSNO) involved in numerous physiological processes. As such, CH3 SNO can provide insights into the intrinsic properties of the −−SNO group in
CysNO, in particular, its weak and labile S−−N bond. Here, we report an ab initio computational investigation of the structure and properties of CH3 SNO using a composite Feller-Peterson-Dixon scheme
based on the explicitly correlated coupled cluster with single, double, and perturbative triple excitations calculations extrapolated to the complete basis set limit, CCSD(T)-F12/CBS, with a number of
additive corrections for the effects of quadruple excitations, core-valence correlation, scalar-relativistic
and spin-orbit effects, as well as harmonic zero-point vibrational energy with an anharmonicity
correction. These calculations suggest that the S−−N bond in CH3 SNO is significantly elongated
(1.814 Å) and has low stretching frequency and dissociation energy values, νS−−N = 387 cm 1
and D0 = 32.4 kcal/mol. At the same time, the S−−N bond has a sizable rotation barrier, 4E 0 ,
= 12.7 kcal/mol, so CH3 SNO exists as a cis- or trans-conformer, the latter slightly higher in energy,
4E 0 = 1.2 kcal/mol. The S−−N bond properties are consistent with the antagonistic nature of CH3 SNO,
whose resonance representation requires two chemically opposite (antagonistic) resonance structures,
CH3 −−S+ =N−−O and CH3 −−S /NO+ , which can be probed using external electric fields and quantified using the natural resonance theory approach (NRT). The calculated S−−N bond properties slowly
converge with the level of correlation treatment, with the recently developed distinguished cluster
with single and double excitations approximation (DCSD-F12) performing significantly better than
the coupled cluster with single and double excitations (CCSD-F12), although still inferior to the
CCSD(T)-F12 method that includes perturbative triple excitations. Double-hybrid density functional
theory (DFT) calculations with mPW2PLYPD/def2-TZVPPD reproduce well the geometry, vibrational frequencies, and the S−−N bond rotational barrier in CH3 SNO, while hybrid DFT calculations
with PBE0/def2-TZVPPD give a better S−−N bond dissociation energy. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4995300]

I. INTRODUCTION

S-Nitrosothiols (RSNOs) are ubiquitous biological
derivatives of nitric oxide, a major gasotransmitter.1–4
Reversible S-nitrosation of the thiol functional group of cysteine (Cys) aminoacid residues in proteins leading to the
formation of S-nitrosated cysteine CysNO is an important
post-translational modification involved in numerous biological processes across a wide variety of organisms.5–13 Thousands of proteins have been reported to undergo S-nitrosation
in vivo,6,8,10 and while numerous factors point out to enzymatic
control of biological RSNO reactions,9,14,15 the underlying
chemistry is still poorly understood.4
RSNOs in general are sensitive to light, rapidly decompose in the presence of metal ions, and have low thermal stability with respect to homolytic cleavage of the weak S−−N bond
with dissociation energy of only ∼30 kcal/mol.16–18 However,
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the molecular environment can modulate the stability
of CysNO in an exceptionally wide range,19 likely through
the influence of proximal charges.20,21 For instance, the
room-temperature in vitro half-life (t1/2 ) of CysNO as a free
aminoacid is only 0.5 h; however, it increases to 13.6 h for
CysNO residue in a protein albumin and to 40 h for CysNO
within a tripeptide glutathione, while N-acetylated CysNO
has t1/2 = 500 h.19 Understanding the molecular origins of
this remarkable variation of properties as well as the enzymatic mechanisms underlying the biological reactions involving CysNO requires reliable information on the intrinsic properties of the −−SNO group in CysNO, in particular the strength
of its S−−N bond. For instance, reliable data on the S−−N bond
dissociation energy in CysNO are essential for thermochemical analysis of the biological reactions of nitric oxide and
its derivatives.22 In this context, accurate electronic structure
calculations of the relevant CysNO models are certainly of
significant value.
Unfortunately, RSNOs do not lend themselves to
reliable computational modeling of their properties—in
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particular, the S−−N bond dissociation energy, whose early
computational predictions ranged from 15 to 35 kcal/mol
depending on the method.23,24 Later systematic highlevel ab initio investigations focused on thionitrous acid
HSNO,25–30 the smallest RSNO model molecule that, due to
its small size, could be feasibly investigated with the state-ofthe-art electronic structure methods. Although HSNO has been
recently proposed to be an important biological RSNO in its
own right,31–33 accurate high-level computational—and also
recently reported30 experimental—data on HSNO may have
only limited utility for understanding the chemistry of the most
biologically abundant cysteine-based RSNOs since the nature
of substituent R may significantly affect the properties of the
−−SNO group.19,34
The smallest aliphatic RSNO, methyl thionitrite CH3 SNO,
is a far better model of S-nitrosated cysteine sidechain, a
primary aliphatic RSNO. As the prior computational investigations of HSNO have demonstrated,25,26,28 the computed
−−SNO group properties show excruciatingly slow convergence with respect to the level of the electron correlation
treatment and the one-electron basis set size, necessitating
using coupled cluster methods with excitations up to quadruple level and one-electron basis sets up to quintuple- (5Z) and
sextuple-zeta (6Z) quality. This made accurate ab initio calculations of even marginally larger CH3 SNO molecule extremely
challenging computationally.
Fortunately, recently developed explicitly correlated
(F12) coupled cluster methods now allow to significantly alleviate the one-electron basis set convergence problems.35,36
The F12 methods that explicitly include inter-electron distance
through an exponential correlation factor F12 = e−γr12 demonstrate much faster convergence to the complete basis set limit
(CBS), so sextuple-zeta (6Z) quality results can be achieved
with quadruple-zeta (QZ) basis set and quintuple-zeta (5Z)
quality—with triple-zeta (TZ) basis set, the “two-zeta gain
rule.”37 Promising preliminary data on the explicitly correlated coupled cluster calculations of HSNO27,38 suggests that
this rule also holds in the challenging case of the −−SNO
group.
Therefore, in this work, we report accurate ab initio investigation of CH3 SNO molecule with the Feller-Peterson-Dixon
(FPD) approach,39–41 based on the CBS-extrapolated explicitly correlated coupled cluster with single, double, and perturbative triple excitations, CCSD(T)-F12, calculations with
a number of additive corrections for the effects of quadruple excitations, core-valence correlation, scalar-relativistic and
spin-orbit effects, as well as harmonic zero-point vibrational
energy (ZPE) with an anharmonicity correction. In particular, we focus on the S−−N bond properties—its length,
vibrational frequency, dissociation energy, and the rotational
barrier; we also examine the convergence of these properties with the level of the coupled-cluster electron correlation
treatment, including recently developed distinguished cluster approach, and discuss the unusual antagonistic nature
of the S−−N bond probed through external electric field
effect calculations. We also report a limited assessment of
the performance of several commonly used density functional theory (DFT) methods against the high-level FPD
data.
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II. COMPUTATIONAL DETAILS

Ab initio electronic structure calculations were performed
using Molpro 2015.142 program package and MRCC code
interfaced with the CFOUR program43,44 that was used for
CCSDT(Q) calculations. Full geometry optimizations of cisand trans-CH3 SNO and CH3 SNO cis-trans isomerization transition state (TSc-t ) were performed using frozen-core fixed
amplitude explicitly correlated (F12) coupled-cluster with
single, double, and perturbative connected triple excitations,
CCSD(T)-F12,35,36 with the F12-optimized cc-pVnZ-F12
(n = D, T, and Q; further referred to as VDZ-F12, VTZ-F12,
and VQZ-F12, respectively) basis sets,45 and the nature of
all stationary points was confirmed by vibrational frequency
calculations using the Hessian matrix evaluated numerically.
In addition, performance of coupled-cluster with single and
double excitations, CCSD-F12,35,36 as well as conventional
and explicitly correlated distinguishable cluster with single
and double excitations. DCSD and DCSD-F1246–48 has been
investigated.
The complete basis set (CBS) extrapolations were performed based on the CCSD(T)-F12/VTZ-F12 (n = 3) and
CCSD(T)-F12/VQZ-F12 (n = 4) results using a two-point
formula49
B
(1)
E(n) = ECBS(T −Q) + 3 ,
n
which has been applied directly to estimate the geometric
parameters at the CBS limit. The corrections for the coupled
cluster quadruple excitations, 4(Q), were evaluated by initial geometry optimization at the CCSD(T)/cc-pV(D+d)Z level
followed by the S−−N bond relaxation with the CCSDT(Q)/ccpV(D+d)Z level. Core-valence corrections (4CV) to the
geometric parameters were estimated from all-electron
(excluding the 1s-electrons of S atom) and frozen-core
CCSD(T)-F12 geometry optimizations with weighted CV
basis set cc-pCVTZ-F12.50 Scalar-relativistic corrections 4SR
were evaluated in a similar manner at the CCSD(T)/ccpVQZ-DK level using the Douglas-Kroll-Hess method,51,52
as implemented in Molpro.
Calculations of the energetic parameters, D(S−−N),
4E(cis-trans), and 4E , (cis-trans), were based on the
CCSD(T)-F12/CBS electronic energies and harmonic zeropoint vibrational energies (ZPEharm ) calculated with
two-point CBS(T-Q) extrapolation formula (1), using the
CCSD(T)-F12a/VTZ-F12 and CCSD(T)-F12a/VQZ-F12 data.
We compared the CBS(T-Q) values of De (S−−N), obtained with
the two-point formula (1) and a Schwenke-type extrapolation
scheme (2),53
ECBS = (Elarge − Esmall )F + Esmall ,

(2)

where E large and E small correspond to the electronic energies,
obtained with VTZ-F12 and VQZ-F12 basis sets, correspondingly. Hill et al.54 proposed the F value in (2) as 1.363 388
for the CCSD-F12 with the VTZ-F12/VQZ-F12 basis sets,
and 1.769 474 for the perturbative (T) contribution, intending
to alleviate slower convergence of the (T) component on the
one-electron basis set size. In this work, both schemes produced nearly identical results (Table S1 in the supplementary
material).
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The 4(Q) corrections for NO · and CH3 S · radicals were
obtained from single-point calculations with the cc-pV(D+d)
basis set, whereas the S−−N bond length in CH3 SNO was optimized at the CCSDT(Q) level. 4CV and 4SR corrections were
calculated with full geometry optimization of cis-CH3 SNO
and the radical fragments. Spin-orbit coupling correction for
the CH3 S · radical (4SO) was calculated with the Breit-Pauli
operator,55 with the multireference configuration interaction
(MRCI) method56,57 and aug-cc-pV(Q+d)Z basis set,58,59 as
implemented in Molpro.
All density functional theory (DFT) calculations were
performed with Gaussian 09 and Gaussian 1660 electronic
structure packages, with “UltraFine” settings for the integration grid (99 radial shells, 590 angular points per shell),
with a number of hybrid functionals including B3LYP,61–63
PBE0,64–66 PBE0 with empirical dispersion correction,67
PBE0-D3, PBE0 with increased exact exchange contribution, PBE0-1/3,68 ωB97XD,69 as well as double-hybrid
PBE0DH,70 PBE0QIDH,71 B2PLYP,72 mPW2PLYP73 functionals and their dispersion-corrected versions B2PLYPD and
mPW2PLYPD.73
DFT calculations used def2-SV(P)+d [with a tight dtype basis function for sulfur from the aug-cc-pV(D+d)Z
basis set 59 ] and def2-TZVPPD basis sets by Weigend and
Ahlrichs.74,75 Natural Resonance Theory (NRT)76,77 calculations were performed with the NBO 5.9 code,78 using
PBE0/def2-TZVPPD density matrices. The contributions of
the three resonance structures (S, D and I, see below) were
determined from optimized multi-reference weights, as implemented in the multi-reference NRT76 procedure.
The anharmonic contributions to vibrational frequencies and ZPE used in the FPD scheme were calculated
with second-order perturbation theory (PT2) approach,79
at the mPW2PLYPD/def2-TZVPPD and PBE0-GD3/def2TZVPPD levels. The solvent effects on the FPD energetic
parameters were evaluated from DFT calculations with the
def2-TZVPPD basis set and the integral equation formalism
polarizable continuum model (IEFPCM),80 with parameters
for water (ε = 78.36) and diethylether (ε = 4.24).
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values (obtained with the same coupled-cluster method) by just
∼0.003 Å. Similar to HSNO,25 the coupled-cluster methods
with a different level of electron correlation treatment demonstrate smooth and generally parallel convergence with respect
to the one-electron basis set size [Fig. 1(a), Table I, Tables
S2-S3 of the supplementary material].
At the same time, the calculated r(S−−N) values demonstrate slow convergence with the excitation level included
in the coupled cluster calculations; the better the correlation
treatment, the longer the S−−N bond [Fig. 1(a)]. At the CCSDF12/CBS level, r(S−−N) = 1.764 Å, while at the CCSD(T)F12/CBS level, r(S−−N) = 1.794 Å, a 0.03 Å increase; the
correction to include the effect of perturbative quadruple
excitations 4(Q), estimated from limited optimization of the
S−−N bond in CH3 SNO, further lengthens the S−−N bond by

III. STRUCTURE OF CH3 SNO

Accurate ab initio calculations of the RSNO properties—
in particular, those of the S−−N bond—are challenging due
to slow convergence with respect to both one-electron basis
set size and the level of electron correlation treatment.25,28 For
instance, in our earlier study of HSNO, improving the basis set
from double- to quintuple-zeta lead to >0.05 Å shortening in
the S−−N bond length r(S−−N) at the CCSD level (1.856 Å and
1.800 Å, respectively), while improving the correlation treatment from CCSD to CCSD(T) lead to >0.04 Å lengthening
(1.800 Å and 1.841 Å with quintuple-zeta basis set).
In this work, we applied explicitly correlated (F12) coupled cluster methods instead of conventional coupled cluster approaches used earlier for HSNO modeling.25,28 This
methodological improvement largely solved the slow convergence with respect to the one-electron basis set size. Indeed,
the r(S−−N) values obtained with a double zeta VDZ-F12
basis set overestimate the corresponding CBS-extrapolated

FIG. 1. Basis set convergence (D, T, Q in cc-pVnZ-F12) of the S−−N bond
lengths (a) and De (S−−N) incis-MeSNO (b). The horizontal lines show the
respective CBS(T-Q) limits.

044305-4

D. G. Khomyakov and Q. K. Timerghazin

J. Chem. Phys. 147, 044305 (2017)

TABLE I. FPD geometric parameters of CH3 SNO conformers.
Parameter

CCSD(T)-F12/CBS(T-Q)

r(S−−N) (Å)
r(N−−O) (Å)
r(C−−S) (Å)
∠SNO (deg)
∠CSN (deg)

1.794
1.191
1.791
117.42
102.33

r(S−−N) (Å)
r(N−−O) (Å)
r(C−−S) (Å)
∠SNO (deg)
∠CSN (deg)

1.799
1.188
1.797
115.62
94.98

r(S−−N) (Å)
r(N−−O) (Å)
r(C−−S) (Å)
∠SNO (deg)
∠CSN (deg)
∠CSNO (deg)

1.955
1.167
1.809
113.07
90.85
85.39

4(Q)

4CV

cis-CH3 SNO
0.023
−0.007
...
−0.002
...
−0.004
...
0.08
...
0.10
trans-CH3 SNO
0.026
−0.005
...
−0.002
...
−0.005
...
0.001
...
0.10
Cis-trans isomerization TS
0.026
−0.007
...
−0.002
...
−0.004
...
0.02
...
0.10
...
−0.01

0.023 Å. This behavior points out to an appreciable multireference character of the −−SNO group earlier noted in the
case of HSNO.25,28,81 The T 1 and D1 coupled cluster diagnostic values (Table S4 of the supplementary material) that can be
used to assess the multireference character of a molecule82,83
are similar for CH3 SNO and HSNO molecules: T 1 = 0.025
and D1 = 0.080 for cis-CH3 SNO and T 1 = 0.026 and D1
= 0.077 for cis-HSNO,28 above the accepted thresholds of
0.02 and 0.05, respectively, which suggests a moderate multireference character in both cases. A slightly smaller value of
the T 1 diagnostic and smaller effects of the triple (+0.030 Å
in cis-CH3 SNO vs +0.041 Å in trans-HSNO25 ) and quadruple (+0.023 Å in cis-CH3 SNO vs +0.033 Å in trans-HSNO28 )
excitations may suggest marginally reduced multi-reference
character of CH3 SNO compared to HSNO.
We also investigated the performance of recently developed distinguishable cluster with single and double excitations
(DCSD) method by Kats et al.,46–48 which at a similar computational cost demonstrated significant improvement over
CCSD for multi-reference systems. In the case of CH3 SNO,
DCSD-F12 indeed provides better description of the S−−N
bond length than CCSD-F12, 1.785 Å vs. 1.764 Å, a +0.021 Å
improvement, just below ( 0.009 Å) the CCSD(T)-F12 value
of 1.794 Å. A conventional DCSD method shows expectedly
slower convergence [Fig. 1(a), inset] but appears to converge
to roughly the same CBS limit as DCSD-F12.
The CCSD(T)-F12/CBS+4Q geometries were further
corrected to include core-valence correlation 4CV and scalarrelativistic effects 4SR. The former shortens the S−−N bond
in cis-CH3 SNO by 0.007 Å, while the latter elongates it by
0.005 Å ( 0.005 Å and 0.004 Å in trans-CH3 SNO). The final
FPD values of r(S−−N) in CH3 SNO, 1.814 Å in cis-CH3 SNO
and 1.824 Å in trans-CH3 SNO, are noticeably shorter than
our recent FPD values for HSNO, 1.842 Å in cis-HSNO and
1.858 Å in trans-HSNO, as well as recent semi-experimental
values by Nava et al.,30 1.834(2) Å in cis-HSNO and 1.852(2)Å

4SR

Final FPD value

0.005
−0.001
0.002
−0.06
−0.12

1.814
1.189
1.789
117.45
102.31

0.004
−0.001
0.002
−0.06
−0.10

1.824
1.186
1.795
115.56
94.98

0.006
−0.001
0.002
−0.03
−0.18
0.06

1.980
1.165
1.806
113.06
90.77
85.44

in trans-HSNO, derived from the experimental ground-state
rotational constants corrected for zero-point vibrational
motion using CCSD(T)/aug-cc-pV(Q+d)Z calculations.
The N−−O bond length in RSNOs is less sensitive to the
basis set size, e.g., for HSNO28 even conventional CCSD(T)
calculations with a triple-zeta basis set give a reasonable
approximation to the CBS limit (1.183 Å and 1.180 Å, respectively).28 Not surprisingly, r(N−−O) obtained with explicitly
correlated CCSD(T)-F12 converge almost instantly to the CBS
limit. In cis-CH3 SNO, even the smallest basis set VDZ-F12
provides an acceptable N−−O bond value of 1.193 Å, just
within 0.002 of the corresponding CBS limit of 1.191 Å. With
respect to the correlation treatment, the N−−O bond elongates
by 0.008 Å when going from CCSD-F12 to CCSD(T)-F12
(1.183 Å and 1.191 Å at the CBS limit, respectively), which is
significantly smaller than the corresponding S−−N bond elongation, 0.03 Å. At the DCSD-F12/CBS level, the N−−O bond
length (1.190 Å) is almost identical to the CCSD(T)-F12 value.
Other CH3 SNO geometry parameters demonstrate even less
sensitivity to the level of theory. The C−−S bond length calculated at the CCSD(T)-F12/VDZ-F12 level is the same as the
extrapolated CCSD(T)-F12/CBS value (1.791 Å). Both 4CV
and 4SR corrections to r(N−−O) do not exceed 0.002 Å in
magnitude and 0.005 Å in the case of the C−−S bond. Figure 2
summarizes the final recommended FPD geometries of the cisand trans-CH3 SNO molecules obtained here.
IV. S−−N BOND DISSOCIATION ENERGY IN CH3 SNO

The weakness of the S−−N bond which makes it prone to
homolytic dissociation (many primary and secondary RSNOs
have half-lives from seconds to minutes84 ) is one of the defining features of the RSNO chemistry. This makes the S−−N
bond homolytic dissociation energy in RSNOs one of the
most important parameters, which, at the same time, is also
challenging to accurately predict computationally due to slow
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TABLE II. FPD energy properties of CH3 SNO conformers, kcal/mol.
FPD component
CCSD(T)-F12/CBS(T-Q)
4(Q)
4CV
4SO
4SR
ZPEharm
4ZPEanharm
Final FPD value

FIG. 2. Recommended ab initio geometric and energetic parameters of cisCH3 SNO (left), TSc-t (middle), and trans-CH3 SNO (right).

convergence with respect to the basis set size and the degree of
correlation treatment. In our earlier conventional coupled cluster studies of HSNO,25,28 double- to quintuple-zeta basis set
improvement increased De (S−−N) by >5 kcal/mol (22.6 and
27.8 kcal/mol at the CCSD level). Improving the electron
correlation treatment to perturbatively include the effect of
triple excitations further increased De (S−−N) by >5.5 kcal/mol
(31.4 kcal/mol with quintuple-zeta basis set), while inclusion
of perturbative quadruple excitations (evaluated with a doublezeta basis set) increased it by another ∼1.3 kcal/mol.25,28
Explicitly correlated coupled cluster methods expectedly
improve the De (S−−N) convergence with respect to the basis
set size. For cis-CH3 SNO, the De (S−−N) values obtained at the
CCSD-F12 level with VDZ-F12 and VQZ-F12 differ only by
1.2 kcal/mol [29.0 vs. 27.7 kcal/mol, Fig. 1(b) and Table S5 of
the supplementary material]; the convergence is even faster at
the CCSD(T)-F12 level, for which the VDZ-F12 and VQZ-F12
results differ by 0.6 kcal/mol (34.7 vs. 34.1 kcal/mol). Interestingly, the De (S−−N) values calculated with F12 converge
to the CBS limit from above, i.e., smaller basis set calculations overestimate De (S−−N). On the other hand, De (S−−N)
values for HSNO obtained with conventional coupled cluster
calculations25,28 converged from below, with smaller basis sets
underestimating De (S−−N).
The level of correlation treatment has a dramatic effect on
the De (S−−N) value, with CCSD(T)-F12 giving ∼6.5 kcal/mol
stronger S−−N bond than CCSD-F12 (34.1 vs. 27.7 kcal/mol at
the CBS limit, Table S5 of the supplementary material); including the effect of quadruple excitations 4(Q) further increases
De (S−−N) by 1.33 kcal/mol (Table II and Table S6 of the supplementary material). At the extrapolated CBS limit, DCSDF12 performs better than CCSD-F12, giving 4.2 kcal/mol
higher De (S−−N) value (31.9 vs. 27.7 kcal/mol), but still
2.2 kcal/mol below the CCSD(T)-F12/CBS value
(34.1 kcal/mol). Similar to explicitly correlated CCSD-F12
and CCSD(T)-F12, De (S−−N) calculated with DCSD-F12 converge to the CBS limit from above. However, the explicitly
correlated DCSD-F12 demonstrates much worse convergence

D(S−−N)

4E cis-trans

4E , cis-trans

34.1
1.33
−0.02
−0.18
−0.41
−2.79
0.38
32.4

1.15
−0.06
0.01
...
0.00
0.04
0.01
1.15

12.61
0.56
0.10
...
−0.07
−0.55
...
12.65

of De (S−−N) with the basis set size. Surprisingly, the conventional version of DCSD demonstrates slightly better convergence: increasing the basis set size from VDZ-F12 to VQZ-F12
decreases De (S−−N) by 4.8 kcal/mol in the case of DCSDF12, and it increases De (S−−N) by 4.1 kcal/mol in the case
of conventional DCSD. As in the case of other coupled cluster methods, the De (S−−N) values approach to the CBS limit
from below with the conventional DCSD and from above with
DCSD-F12. Both methods appear to converge roughly to the
same CBS value, although due to the slow basis set convergence the CBS(T-Q) extrapolations are much less reliable than
in the case of CCSD-F12 and CCSD(T)-F12 methods.
The core-valence electron correlation correction 4CV
to the De (S−−N) value is minor ( 0.02 kcal/mol, Table II),
while the scalar-relativistic correction reduces De (S−−N) by
0.41 kcal/mol. Due to the relatively high spin-orbit coupling
constant of sulfur (1.13 kcal/mol)85 and the open-shell character of CH3 S · radical, the De (S−−N) value needs to be corrected
for extra stabilization of the CH3 S · radical due to spin-orbit
coupling, 4SO. However, the 4SO correction for De (S−−N)
is more than two-fold smaller for CH3 SNO vs. the 4SO
correction reported earlier for HSNO,25 0.18 kcal/mol vs.
0.48 kcal/mol. This is because Jahn-Teller geometry distortion
removes the degeneracy of the two lowest electronic states of
CH3 S · , so the energy gap between non-degenerate 2 A0 and
2 A 00 states in C -symmetry CH S · is 1.54 kcal/mol [at the
s
3
MRCI/aug-cc-pV(Q+d)Z level, Fig. S1 in the supplementary
material]. On the other hand, HS· radical has two degenerate
2 Π states which leads to stronger spin-orbit coupling.
The zero-point vibrational energy (ZPE) effect on the
the S−−N bond dissociation energy in CH3 SNO is mostly
determined by the S−−N stretching vibration, so the ZPEharm
correction obtained from harmonic frequency calculations at
the CCSD(T)-F12/VQZ-F12 level is similar to the HSNO
case,28 2.79 kcal/mol and 2.77 kcal/mol, respectively. The
ZPEharm value has been further corrected to anharmonicity, 4ZPEanharm , evaluated with the second-order perturbative approach79 using the double-hybrid mPW2PLYPD/def2TZVPPD DFT method. With this correction, our final FPD
value D0 (S−−N) for CH3 SNO in the gas phase is 32.4 kcal/mol.
For a better comparison of the S−−N bond strength
in CH3 SNO vs. HSNO, we updated the FPD value of
D0 (S−−N) reported earlier for HSNO (29.4 kcal/mol),28 to
include the anharmonicity correction 4ZPEanharm recently
evaluated38 with vibrational configuration interaction
(VCI) method86,87 at the CCSD(T)-F12/VDZ-F12 level,
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4ZPEanharm = 0.29 kcal/mol, which compares very well with
the second-order perturbative estimate at the mPW2PLYPD/
def2-TZVPPD level, 0.28 kcal/mol. The updated FPD estimate of D0 (S−−N) for HSNO is then 29.7 kcal/mol.
Thus, the gas-phase FPD values suggest that the S−−N
bond in CH3 SNO is at least 2.7 kcal/mol more stable than that
in HSNO. We note that the correction for quadruple excitations 4(Q) was evaluated in this work using partially optimized
CH3 SNO geometry (only the S−−N bond was relaxed due to
the computational limitations), which tends to underestimate
4(Q) by 0.02-0.03 kcal/mol.28 Therefore, the D0 (S−−N) = 32.4
kcal/mol value is best considered as a lower bound for the
actual value that is slightly larger (by a few tenths kcal/mol).
Finally, to make the data obtained in this work more relevant for assessing the stability of the cysteine-based biological
RSNOs in the aqueous environment, we evaluated the solvation effects 4Solv on D0 (S−−N) using DFT calculations
with a polarizable continuum model (PCM). These calculations (Table S7 of the supplementary material) suggest a
small decrease of D0 (S−−N) in water ( 0.17 kcal/mol) and
diethylether which is often used to mimic protein environment
( 0.15 kcal/mol); this suggests D0 (S−−N) = 32.2 kcal/mol for
CH3 SNO in solution.
V. CONFORMATIONAL BEHAVIOR OF CH3 SNO

The predisposition of RSNOs to adapt planar conformations of the −−SNO fragment due to the hindered rotation
around the S−−N bond has been noted in numerous early
experimental studies.88–90 Cis-trans isomerism of CH3 SNO
was reported as early as in 1961 based on the IR spectroscopic
data,91 followed by the observation of cis-trans conformational
change in CH3 SNO in low-temperature proton NMR experiments,92 and IR spectroscopy in argon matrix.93 Recent gasphase IR studies demonstrated 3:1 cis/trans ratio for another
primary RSNO, CH3 CH2 SNO,94 whereas this ratio is inverted
(1:4) for tertiary (CH3 )3 CSNO.95
The FPD data on the relative stability of cis-CH3 SNO
and trans-CH3 SNO (Table II) suggest that the cis-conformer
is slightly more stable, 4E 0 (cis-trans) = 1.15 kcal/mol, which
is typical for primary RSNOs. On the other hand, HSNO
prefers trans-conformation by 0.9 kcal/mol.28 The 4E 0 (cistrans) value is generally not sensitive to the level of theory
(Table II and Table S8 of the supplementary material) and has
low sensitivity to the solvent effects (trans-CH3 SNO stability
increases by ∼0.02 kcal/mol in water and diethylether, Table
S7 of the supplementary material).
We were also able to optimize and characterize the transition structure TSc-t of CH3 SNO cis-trans interconversion with
the FPD approach (Table I and Table S9 of the supplementary
material). The S−−N bond in the TSc-t level is noticeably elongated compared to cis-CH3 SNO, by 0.13-0.16 Å, depending
on the level of theory; otherwise, the evolution of r(S−−N) and
other TSc-t geometric parameters with increasing one-electron
basis set and the level of electron correlation treatment as well
as the magnitudes of the 4(Q), 4CV, and 4SR corrections
are comparable to the S−−N bond in the equilibrium CH3 SNO
structures. The final FPD r(S−−N) value for TSc-t , 1.980 Å,
is 0.166 Å longer than in cis-CH3 SNO. The TSc-t structure
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is slightly non-perpendicular, with the CSNO dihedral angle
85.4°.
The activation barrier of cis-trans CH3 SNO interconversion 4E e , is relatively insensitive to the basis set size,
and slightly increases with the level of electron correlation
treatment (Table S10 of the supplementary material). CCSDF12/CBS predicts 4E e , of 11.8 kcal/mol, DCSD-F12/CBS
gives 12.0 kcal/mol, CCSD(T)-F12/CBS gives 12.6 kcal/mol,
and addition of the quadruple excitations correction 4(Q)
raises 4E e , to 13.2 kcal/mol; parallel to this progression, the
S−−N bond lengthens from 1.894 Å to 1.978 Å.
Inclusion of the 4CV and 4SR corrections (+0.1 and
0.07 kcal/mol, respectively), as well as a ZPEharm correction
( 0.55 kcal/mol) gives the final FPD value for the cis-trans
interconversion barrier, 4E 0 , = 12.65 kcal/mol.
Previous FPD investigation28 of HSNO yielded noticeably a lower value of the rotational barrier along the S−−N
bond, 4E 0 , = 9.52 kcal/mol. In the case of HSNO, the S−−N
bond elongation in the corresponding TS is larger than in the
case of CH3 SNO (0.175 Å vs. 0.166 Å), and the TS structure
itself has a more upright geometry with the HSNO dihedral
angle 88.0° vs. CSNO dihedral 85.4°.
Finally, the evaluation of the solvation effects on the
CH3 SNO cis-trans interconversion barrier using the PCM
DFT approach (Table S7 of the supplementary material) suggests that polar and non-polar solvents pull the activation
barrier in different directions: aqueous environment on average increases the barrier by 0.57 kcal/mol to 4E 0 , = 13.22
kcal/mol, whereas a less polar solvent (diethylether) decreases
the barrier by 0.12 kcal/mol to 4E 0 , = 12.63 kcal/mol.
VI. CH3 SNO VIBRATIONAL FREQUENCIES

CH3 SNO was first characterized in the gas phase by IR
spectroscopy in 1961 by Philippe.91 At that time, only a few
fundamental frequencies in the IR spectrum were assigned, and
the S−−N and N−−O bond stretches were assigned to 655 cm 1
and 1534 cm 1 , respectively. Later, Christensen et al.92 tentatively assigned the S−−N−−O bending band at 375 cm 1 , S−−N
stretching at 734 cm 1 , and N−−O stretching at 1530 cm 1 .
In 1984, Müller and Huber 93 reported the spectra of both cisCH3 SNO and trans-CH3 SNO in argon matrix at 12 K, with
the N−−O band at 1527 cm 1 for cis-CH3 SNO and 1548 cm 1
for trans-CH3 SNO (21 cm 1 difference), and the S−−N band at
376 cm 1 for cis-CH3 SNO and 371 cm 1 for trans-CH3 SNO.
Recently, Cánneva et al.94 reported gas-phase N−−O stretching frequencies of 1537 cm 1 and 1559 cm 1 (22 cm 1
difference) for cis- and trans-conformers of related species,
CH3 CH2 SNO.
Here, we calculated harmonic vibrational frequencies
for CH3 SNO using CCSD(T)-F12/VnZ-F12 (n = D, T, Q)
with subsequent two-point CBS(T-Q) extrapolation (Table III
and Tables S11-S12 of the supplementary material). The
CCSD(T)-F12 harmonic vibrational frequencies of CH3 SNO
demonstrate fast convergence with the basis set size, with
the VDZ-F12 values already near the CBS limit (the S−−N
bond stretch frequency in cis-CH3 SNO is 400.6 cm 1 vs.
399.7 cm 1 , N−−O bond stretch frequency is 1571.5 vs.
1575.1 cm 1 ); and the ZPEharm values obtained with the

044305-7

D. G. Khomyakov and Q. K. Timerghazin

J. Chem. Phys. 147, 044305 (2017)

TABLE III. cis-CH3 SNO and trans-CH3 SNO FPD vibrational frequencies.
CCSD(T)-F12/CBS(T-Q)

1
2 A0
3 A00
4 A0 (S−−N)
5 A0
6 A0
7 A0
8 A00
9 A0
10 A00
11 A0
12 A0 (N−−O)
13 A0
14 A0
15 A00
ZPE, kcal/mol

Final FPD value (vs. Ref. 93)

CCSD(T)-F12/CBS(T-Q)

cis-CH3 SNO

Mode
A00

4Anh.

84.6
280.1
291.0
399.7
662.4
754.3
962.5
970.8
1334.3
1477.2
1480.8
1575.1
3028.4
3127.3
3157.2
28.0

4Anh.

Final FPD value (vs. Ref. 93)

trans-CH3 SNO
45.1
270.1(268.0)
286.2
398.2(376.0)
652.9(649.0)
737.9(731.5)
939.7
958.0(940.0)
1299.1(1298.0)
1436.0(1428.5)
1436.1(1455.0)
1541.9(1527.0)
2931.6(2910.0)
2990.0(2928.0)
3011.9(2932.0)
27.1

−39.6
−10.0
−4.8
−1.5
−9.5
−16.4
−22.8
−12.8
−35.2
−41.3
−44.7
−33.2
−96.8
−137.3
−145.3
−0.4

VDZ-F12 basis set are within 0.1 kcal/mol of the CBS
limit. We further corrected the harmonic values by adding
a correction for anharmonicity determined with the secondorder perturbative approach79 using the double-hybrid
mPW2PLYPD/def2-TZVPPD DFT method (Table S13 of the
supplementary material). The resulting vibrational frequencies
and ZPEanharm values for cis-CH3 SNO are listed in Table III
along with available experimental data.93
Both experimental and FPD frequencies of the S−−N bond
stretching in CH3 SNO are below 400 cm 1 (398.2/376.0 cm 1
calculated/experimental for cis-conformer , and 386.5/371.0
cm 1 for trans-conformer). The calculated N−−O stretching
frequencies, 1542 cm 1 for cis-CH3 SNO and 1562 cm 1 for
trans-CH3 SNO, are also in reasonable agreement with the earlier experimental data on CH3 SNO,93 1527 cm 1 and 1548
cm 1 , and in even better agreement with the recent experimental data on CH3 CH2 SNO, 1537 cm 1 and 1559 cm 1 ; the calculated difference in the N−−O stretching frequencies for cisand trans-CH3 SNO, 20 cm 1 , closely matches with the experimental values for CH3 SNO (21 cm 1 ) and CH3 CH2 SNO
(22 cm 1 ).94

119.5
227.5
235.6
394.2
669.6
751.8
1011.0
953.5
1352.6
1468.3
1494.5
1593.5
3046.2
3142.3
3150.6
28.0

102.2
220.6(234.5)
224.5
386.5(371.0)
660.1(651.0)
737.1(736.5)
994.7
935.7(971.5)
1319.7(1314.0)
1426.6(1441.0)
1452.1(1456.0)
1561.8(1548.0)
2948.0(2909.0)
3003.4(2928.5)
3006.4(2931.5)
27.1

−17.3
−6.9
−11.1
−7.6
−9.5
−14.7
−16.3
−17.8
−32.9
−41.7
−42.4
−31.8
−98.2
−138.9
−144.2
−0.4

Although the S−−N bond CH3 SNO is relatively nonrigid, it is quite harmonic: the second-order perturbative
anharmonic corrections evaluated at the mPW2PLYPD/def2TZVPPD level (Table IV) for the S−−N stretching vibration are
1.5 cm 1 for cis-CH3 SNO and 7.6 cm 1 for trans-CH3 SNO,
while the anharmonic corrections for the N−−O stretch are
somewhat larger, 33.2 cm 1 and 31.8 cm 1 for cis- and
trans-CH3 SNO, respectively; anharmonic correction lowers
the ZPEharm of both CH3 SNO conformers by 0.9 kcal/mol.
VII. PERFORMANCE OF DFT METHODS

We used the high-level ab initio data for CH3 SNO generated here to evaluate the performance of common DFT
methods with respect to the −−SNO group properties. The DFT
method performance was tested with two basis sets: a large
triple-zeta basis set with two sets of polarization functions
def2-TZVPPD74,75 and a smaller double-zeta def2-SV(P)+d
basis set.74 Since routine DFT calculations typically do not
include relativistic effects, we used a modified set of FPD reference data with omitted 4SR and 4SO corrections; the results

TABLE IV. Performance of the DFT methods (with def2-TZVPPD basis set) vs. truncated FPD scheme for cis-CH3 SNO.
Method
CCSD(T)-F12/CBS(T-Q) +4(Q)+4CV+ZPEharm
B3LYP
PBE0
PBE0-D3
PBE0-1/3
PBE0DH
PBE0QIDH
ωB97XD
B2PLYP
B2PLYPD
mPW2PLYP
mPW2PLYPD

r(S−−N) (Å)

r(N−−O) (Å)

r(C−−S) (Å)

∠SNO (deg)

D0 (S−−N) (kcal/mol)

1.810
1.816
1.779
1.779
1.760
1.757
1.754
1.767
1.811
1.812
1.794
1.795

1.189
1.182
1.179
1.179
1.176
1.179
1.184
1.181
1.190
1.190
1.188
1.188

1.787
1.800
1.782
1.783
1.778
1.777
1.776
1.789
1.794
1.796
1.792
1.794

117.51
117.83
117.91
117.98
118.14
118.07
118.01
118.12
117.61
117.72
117.79
117.87

32.67
28.92
31.83
32.54
28.86
28.80
28.75
28.94
29.21
29.92
28.32
28.83
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of the DFT calculations along with the modified FPD reference data are listed in Tables IV and V and Tables S14-S21 of
the supplementary material.
Global hybrid Perdew, Burke, and Ernzerhof functional
PBE064–66 underestimates the S−−N bond length in CH3 SNO
and in the TSc– t structure by 0.01-0.05 Å and the addition of an empirical dispersion term D367 expectedly does
not affect the geometry. The PBE0 version with the fraction of exact exchange increased from 1/4 to 1/3, PBE01/3, as recently proposed by Guido et al.68 and the rangeseparated ωB97XD functional with empirical dispersion69
tend to give even shorter bond lengths. While these functionals also underestimate all other bond lengths, a widely
used global hybrid B3LYP functional61,63 seems to provide an
inconsistent description of the −−SNO group: it overestimates
the S−−N bond lengths (by 0.01-0.04 Å) while underestimating
the N−−O bond lengths (by ∼0.01 Å). Double-hybrid B2PLYP
(and its dispersion-corrected variant, B2PLYPD)72,96 method
with the def2-TZVPPD basis set gives equilibrium r(S−−N)
within 0.001 Å of the reference (1.811 Å B2PLYP and 1.810 Å
FPD), while the mPW2PLYP/mPW2PLYPD double hybrid
approach73 underestimates equilibrium r(S−−N) by 0.015 Å.
On the other hand, mPW2PLYP/mPW2PLYPD overestimates
the reference r(S−−N) = 1.949 Å in the TSc-t structure
by 0.01 Å, while B2PLYP/B2PLYPD overestimates it by
∼0.04 Å. Surprisingly, recently proposed double-hybrid functionals PBE0DH70 and PBE0QIDH71 based on PBE0 hybrid
functional do not improve upon the parent functional: both
underestimate the S−−N bond lengths by >0.04 Å vs 0.01-0.03
in the case of PBE0.
PBE0 gives the best D0 (S−−N) value (Table IV),
31.8 kcal/mol with the def2-TZVPPD basis set vs. 32.7
kcal/mol reference, the addition of empirical dispersion
in PBE0-D3 (artificially) improves the result even further,
32.5 kcal/mol, while other hybrid and double-hybrid functionals underestimate D0 (S−−N) by 3-4 kcal/mol. DFT methods overestimate the rotational barrier for the S−−N bond in
CH3 SNO by 0.6-2 kcal/mol relative to the reference value
4E 0 , = 12.7 kcal/mol (Table V), with the smallest errors
observed for the range-separated ωB97XD hybrid functional
(0.6 kcal/mol with the def2-TZVPPD basis set).
The harmonic vibrational frequencies of CH3 SNO are
on average better reproduced with the double-hybrid DFT

methods (Tables S18-S21 of the supplementary material),
e.g., mPW2PLYPD/def2-TZVPPD gives the best S−−N
(388.4 cm 1 vs. 399.7 cm 1 reference) and N−−O (1578 cm 1
vs. 1571 cm 1 reference) stretching frequencies. Using smaller
def2-SV(P)+d basis set leads to larger errors in computed
vibrational frequencies; in particular, the N−−O stretching frequency, which often used as a characteristic band in IR spectroscopy studies of RSNOs, is significantly overestimated, e.g.,
PBE0-D3/def2-SV(P)+d value 1756 cm 1 is almost 200 cm 1
larger than the reference (1575.1 cm 1 ).
Overall, DFT methods provide a reasonably accurate
description of the −−SNO group, especially when a larger basis
set used. Consistent with our earlier observations,20,28,97 PBE0
hybrid functional generally provides a consistent description
of RSNO properties; when feasible, PBE0 results can be verified by more computationally demanding double hybrid DFT
calculations.
VIII. ANTAGONISTIC NATURE OF CH3 SNO

The paradox of the RSNO S−−N bond which is elongated,
weak, and has a low stretching frequency, but, at the same
time, has a sizable rotation barrier can be viewed as a consequence of the antagonistic nature of the −−SNO group. In
this context, antagonistic nature implies that two of the three
resonance structures required to describe the −−SNO group are
chemical opposites of each other, or antagonistic.20 These two
structures, referred to as D and I [Fig. 3(a)], imply opposite
bonding patterns (double S==N bond vs. ionic/no bond) and
opposite formal charges (e.g., positive versus negative charge
on the sulfur atom). This simple model of the RSNO structure
has been shown to have a surprising explanatory and predictive
power. It elegantly accounts for the extreme malleability of the
S−−N bond in the presence of charged or neutral Lewis acids
and bases,20,98,99 provides chemically intuitive description of
subtle substituent effects in RSNOs,19,34,100 and explains the
ability of RSNOs to engage in two competing reaction modes
with the same molecule.21,97,99,101 The antagonistic paradigm
also provides a useful framework for designing novel RSNO
reactions99 as well as RSNOs with desired properties.19,34,100
The accurate FPD data on the CH3 SNO structure reported
here are consistent with the antagonistic model. Compared to
HSNO, the S−−N bond is ∼0.03 Å shorter (1.814 Å vs 1.842 Å

TABLE V. Performance of the DFT methods (with the def2-TZVPPD basis set) vs. truncated FPD scheme for CH3 SNO TSc-t .
Method
CCSD(T)-F12/CBS(T-Q) +4(Q)+4CV+ZPEharm
B3LYP
PBE0
PBE0-D3
PBE0-1/3
PBE0DH
PBE0QIDH
ωB97XD
B2PLYP
B2PLYPD
mPW2PLYP
mPW2PLYPD

r(S−−N) (Å)

r(N−−O) (Å)

r(C−−S) (Å)

∠SNO (deg)

∠CSNO (deg)

4E 0 , (kcal/mol)

1.949
1.987
1.939
1.939
1.912
1.907
1.904
1.924
1.984
1.985
1.960
1.961

1.166
1.155
1.154
1.153
1.152
1.155
1.159
1.157
1.163
1.162
1.161
1.161

1.805
1.818
1.800
1.801
1.795
1.794
1.794
1.805
1.814
1.816
1.811
1.812

113.09
113.84
113.71
113.72
113.67
113.61
113.50
113.51
113.63
113.65
113.62
113.62

85.42
85.39
85.08
85.28
85.00
85.01
84.88
85.70
85.04
85.34
85.06
85.30

12.71
13.70
14.62
14.66
14.22
14.28
13.93
13.35
13.65
13.71
13.56
13.60
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FIG. 3. Resonance description of the electronic structure of the −−SNO group
as a combination of conventional resonance structure S (single S−−N bond),
and antagonistic resonance structures D (double S−−N bond) and I (ion
pair) (a); EEF effects on the S−−N bond lengths in CH3 SNO, CH3 NS, and
CH3 SNH2 molecules, calculated with CCSD(T)-F12/VDZ-F12, PBE0/def2TZVPPD, and mPW2PLYP/def2-TZVPPD methods (b); EEF effects on the
resonance weights obtained from PBE0/def2-TZVPPD calculations of cisCH3 SNO optimized in EEF (c); and dependence of the dipole moment projections µZ on the S−−N vector calculated with CCSD(T)-F12/VDZ-F12 and
PBE0/def2-TZVPPD for relaxed cis-CH3 SNO geometries (d).

J. Chem. Phys. 147, 044305 (2017)

in cis-CH3 SNO and cis-HSNO, respectively) and 2.7 kcal/mol
stronger (D0 is 32.4 vs 29.7 in cis-CH3 SNO and trans-HSNO),
and the rotation barrier is ∼3 kcal/mol higher (E 0 , is 12.7 vs.
9.5 kcal/mol).28 This is consistent with the electron-donating
character of the CH3 −− group that favors the structure D
with a positive formal charge on the sulfur atom and double
S==N bond. The transition structure for the rotation along
the S−−N bond correlates well with the removal of the resonance structure D that otherwise counteracts the effect of the
ionic no-bond resonance structure I. This leads to dramatic
lengthening of the S−−N bond to >1.9 Å, well beyond the
distance expected for a covalent bond involving these atoms.
Importantly, the variation of the S−−N bond in cis- and transCH3 SNO and the TSc-t structure anti-correlates with the N−−O
bond length, in agreement with the antagonistic resonance
description [Fig. 3(a)].
However, a more direct way to probe the antagonistic
nature of the −−SNO group is to observe the effect of an external electric field (EEF) on its properties. If the opposite formal
charges implied by the antagonistic structures are to be given
credence, one should expect a significant change in the contribution of these structures with attendant significant changes in
the S−−N bond length. Indeed, optimization of the CH3 SNO
geometry in an EEF oriented along the S−−N bond, F Z , varied
from +0.015 to 0.015 a.u. (1 a.u. = 51.4 V/Å), leads to dramatic changes in the S−−N bond length, much larger than the
corresponding changes observed for typical single and double S−−N bonds [Fig. 3(b)]. The effect is particularly well
pronounced for the negative F Z values that lead to >0.2 Å
lengthening of the S−−N bond due to the increasing contribution of the structure I and decreasing contribution of the
structure D. On the other hand, shortening of the S−−N bond
in the positive fields is smaller, up to 0.1 Å. Scanning the EEF
oriented along the S−−O axis gives essentially the same results
(Fig. S2 of the supplementary material).
DFT methods reproduce the S−−N bond variation
4r(S−−N) in EEF, with PBE0 only slightly underestimating
the shortening of the positive fields, and the double hybrid
mPW2PLYP method slightly overestimating 4r(S−−N) across
the board [Fig. 3(b)]. The evolution of the −−SNO group
electronic structure can be conveniently quantified by the analysis of the DFT density matrix with natural resonance theory
(NRT), which expresses the density matrix in terms of the
resonance contributions of several Lewis structures. NRT calculations [Fig. 3(c)] show that the dominant structure S has a
fairly constant contribution %S within the F Z range studied,
whereas the D structure contribution changes linearly with
the electric field. The variation of the structure I contribution %I is slightly non-linear, mirroring the nonlinearity in
the %S evolution, with a positive (%I) and a negative (%S)
curvature. This nonlinearity correlates with a similar curving
of 4r(S−−N) vs. F Z dependence and can be attributed to the
slower decrease of %I in F Z > 0, so the linear increase in %D
has to be compensated by additional %S decrease.
At F Z = 0, structure D has a higher contribution than I;
as F Z increases in the negative direction, %I increases at the
expense of %D. At F Z ≈ 0.0085 a.u., the D and I contributions balance out, and I becomes the dominant antagonistic structure beyond that point. Remarkably, this changeover
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in %D and %I nearly coincides with the molecular dipole
moment projection [Fig. 3(d)] onto the S−−N axis µZ reaching
zero at 0.007 a.u. [ 0.0065 a.u. for CCSD(T)–F12]. For the

FIG. 4. Resonance description of the electronic structure of the −−SNO group
in TSc-t (a); EEF effects on the S−−N bond lengths in TSc-t , calculated
with CCSD(T)-F12/VDZ-F12, PBE0/def2-TZVPPD, and mPW2PLYP/def2TZVPPD methods (b); EEF effects on the resonance weights obtained from
PBE0/def2-TZVPPD calculations (c); and dependence of the dipole moment
projections µZ on the S−−N vector calculated with CCSD(T)-F12/VDZ-F12
and PBE0/def2-TZVPPD for TSc-t geometries (d).
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fields above this critical value, the orientation of the dipole
moment is consistent with positively charged sulfur atom and
negatively charged NO moiety, i.e., the predominance of the
structure D; in the more negative fields, the dipole moment is
reversed, consistent with the predominance of the structure I.
We also used EEF to probe the transition structure for
rotation along the S−−N bond TSc-t [Fig. 4(a)]. Although the
S−−N bond in the TSc-t is significantly longer, the evolution of its relative change 4r(S−−N) is very similar to that of
cis-CH3 SNO, with the main difference that the S−−N lengthening in the TS is slower for F Z < 0.005 a.u. [Fig. 4(b)].
Although the contribution of structure D is nearly negligible [but not zero due to a slightly non-perpendicular dihedral
angle, ∼85°, Fig. 4(c)], %I is only slightly larger (by ≈3%)
than in cis-CH3 SNO; however, in the absence of structure D,
it is sufficient to significantly weaken the S−−N bond. The
evolution of the dipole moment projection µZ is similar to cisCH3 SNO, but shifted by approximately 0.007 a.u. toward the
positive values, reflecting the stronger effect of the structure I
[Fig. 4(d)].
The EEF effect on the S−−N bond in cis-CH3 SNO is determined by an interplay between the agonistic structures D and I,
but for TSc-t , the EEF effect is mainly due an interplay between
the one remaining antagonistic structure I and the dominant
conventional structure S [Figs. 3(a) and 4(a), correspondingly].
Although this underlying difference is not immediately evident
from the evolution of the S−−N bond length, it can be gleaned
from the evolution of the N−−O bond length (Fig. 5). Indeed,
r(N−−O) vs. F Z has a larger slope for cis-CH3 SNO because
D and I interconversion causes more significant change in the
N−−O bond nature (single vs. triple). The slope is smaller in
the case of the TSc-t structure since the N−−O bond nature
change is less dramatic for I and S interconversion (triple vs.
double).
Thus, analysis of the physical observables (geometry and
dipole moment) obtained with ab initio and DFT calculations supports the antagonistic model of the −−SNO group,
a powerful conceptual model that can be conveniently quantified using the NRT analysis. This study also shows that
DFT methods are capable of correctly capturing the evolution of the −−SNO group properties across a wide range of

FIG. 5. EEF effect on the N−−O bond lengths in cis-CH3 SNO and TSc-t ,
calculated with CCSD(T)-F12/VDZ-F12 methods.
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external perturbations. Finally, it has been hypothesized that
biochemical reactions can be controlled by electric fields created in proteins, which can reach up to ±0.01 a.u.102–108 This
suggests a possible mechanism of effective biological control of protein CysNO reactivity that takes advantage of the
peculiar antagonistic nature of the −−SNO group.
IX. CONCLUSIONS

In this work, we reported accurate ab initio calculations of
the structure and properties of CH3 SNO (summarized in Fig. 2)
using the Feller-Peterson-Dixon (FPD) approach based on the
explicitly correlated coupled-cluster methodology with extrapolation to the complete basis set limit with several additive
corrections. These accurate computational data on CH3 SNO,
the smallest aliphatic S-nitrosothiol (RSNO), provide a useful estimation of the intrinsic properties of the S−−N bond in
S-nitrosated cysteine aminoacid residue (CysNO) sidechain.
Compared to a smaller RSNO model molecule—and likely
also a biological RSNO itself—thionitrous acid HSNO, the
S−−N bond in CH3 SNO is ∼0.03 Å shorter, ∼3 kcal/mol
stronger, and has ∼3 kcal/mol higher rotational barrier. While
the energetic difference between cis- and trans-conformers
is roughly the same, ∼1 kcal/mol, CH3 SNO prefers the cisorientation of the NO moiety, whereas HSNO prefers the
trans-form.
While introduction of efficient explicitly correlated
coupled-cluster methods alleviates the slow convergence of the
S−−N bond properties with the one-electron basis set size, slow
convergence with the coupled-cluster excitation level remains
a problem. Although the recently developed distinguished
cluster approximation, DCSD, works significantly better than
the traditional CCSD method, it falls short of the coupledcluster methods that include triple and quadruple excitations.
Fortunately, some commonly used density functional theory
methods, such as PBE0 and mPW2PLYPD tested in this work,
provide a reasonably accurate description of the −−SNO group
at a modest computational cost.
Curiously, the evolution of the S−−N bond properties with
respect to the level of correlation treatment is rather counterintuitive. As the coupled-cluster description improves, this bond
becomes longer and floppier and, at the same time, harder
to dissociate or rotate around. On transition from CCSD to
CCSDT(Q), the calculated S−−N bond in CH3 SNO becomes
>0.05 Å longer (1.794 Å to 1.817 Å, estimated CBS limit, see
also Table S2 of the supplementary material) and its stretching force constant drops by >0.2 mdyn/Å (0.8 to 0.56 mdyn/Å,
estimated with a double-zeta basis set, Table S22 of the supplementary material), while its bond dissociation energy increases
by >7.7 kcal/mol (De = 27.7 to 35.4 kcal/mol, estimated CBS
limit) and the rotation barrier increases by ∼1.4 kcal/mol (11.8
to 13.2 kcal/mol, estimated CBS limit). All this points out to a
rather unusual and complex, multi-reference character of the
−−SNO group.
Conceptually, the properties of CH3 SNO (as well as other
RSNO molecules) can be understood through the antagonistic resonance model that represents its chemical structure as
a hybrid of three Lewis structures [Fig. 3(a)], two of which
are chemical opposites of each other—antagonistic structures.
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This model can be quantified using the natural resonance theory (NRT) approach and tested by monitoring the −−SNO
group response to the external electric fields (EEFs). Remarkably, the inversion of the dipole moment projection observed
for CH3 SNO in moderately strong EEF appears to correlate
with inversion of the relative order of the resonance contributions of the two antagonistic structures calculated with
NRT.
It is interesting to consider if there is a relation between
the antagonistic nature and the multireference character of
the −−SNO group. As we have seen in this work, the calculated S−−N bond length in the cis-trans interconversion
transition structure TSc-t converges with the coupled-cluster
excitation level at least as slowly as in the equilibrium structures (e.g., Table S22 of the supplementary material). As the
S−−N bond in TSc-t loses its double-bond character, this seems
to support our hypothesis81 that connects the ionic component RS /NO+ and the multi-reference character of the −−SNO
group. Since the unusual electronic structure of the −−SNO
group likely plays a defining role in the biological reactivity of RSNOs, further investigations in this direction are
warranted.
SUPPLEMENTARY MATERIAL

See supplementary material for the ab initio and DFT
structural, spectroscopic, and energetic parameters of the
CH3 SNO isomers (Tables S1-S22, Figs. S1-S2).
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