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STOCHASTIC MAPPINGS AND RANDOM
DISTRIBUTION FIELDS. A CORRELATION
APPROACH
PA˘STOREL GAS¸PAR AND LORENA POPA
Abstract. This paper contains a study of multivariate second
order stochastic mappings indexed by an abstract set Λ in close
connection to their operator covariance functions.
The characterizations of the normal Hilbert module or of Hilbert
spaces associated to such a multivariate second order stochastic
mapping in terms of reproducing kernel structures are given, aim-
ing not only to gather into a unified way some concepts from the
field, but also to indicate an instrument for extending the very well
elaborated theory of multivariate second order stochastic processes
(or random fields) to the case of multivariate second order random
distribution fields, including multivariate second order stochastic
measures. In particular a general Wold type decomposition is ex-
tended and discussed in our framework.
1. Introduction
The study of stochastic or random processes (i.e. a family of random
variables) is nowadays among the important topics in mathematical re-
search. The family of random variables composing a stochastic process
was, naturally, first indexed by the set of integers Z and then by the set
of real numbers R. Further the necessity of simultaneous study of more
stochastic processes or to describe more complicated phenomena from
technical, natural or social sciences, led to consider the process as con-
sisting of multivariate (finite or infinite dimensional) random variables
or even generalized random variables (i.e. continuous linear operators
sending the complex random variables into some Hilbert space) and, on
the other side, to index the process by Zd and Rd (with d a positive in-
teger) or, even by an abstract semigroup or other algebraic-topological
structures.
In an attempt to gather the existing frameworks for studying random
fields we introduce multivariate stochastic mappings as families of H-
valued random variables indexed by an arbitrary set Λ (often taken
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with a topological structure), with H an infinite dimensional separable
complex Hilbert space.
The plan of the paper runs as follows. In Section 2 the basic concepts
regarding the organization of the set of second order H-valued random
variables into a normal Hilbert B(H)-module and some other basic no-
tations are introduced, the outline of the chosen framework and it’s
connections to the developments from the specialized literature being
mentioned.
Section 3 presents basic results regarding the correlation theory (in-
cluding a Kolmogorov-type factorization), formulated in the general
setting of multivariate second order stochastic mappings, where repro-
ducing kernel techniques are essentially used.
In Section 4 multivariate second order random distribution fields are
defined and using the spaceDd of test functions on Rd from distribution
theory as index set, the results from Section 3 are applied to obtain
a correlation theory for such type of stochastic mappings. A general
Wold decomposition in this extended framework ends this Section.
Since, in further developments of the theory of multivariate random
distribution fields their subclass of regular multivariate stochastic not
necessarily bounded measures on Rd play an important role, Section 5
is devoted to transpose the results of Sections 3 and 4 to such measures
as stochastic mappings indexed by some δ-rings of Borel sets in Rd.
Finally in Section 6 considerations about next steps in developing the
theory in this framework are made.
2. Preliminaries and basic notations
We start with a probability space (Ω,A , ℘) and denote by L2(℘) the
Hilbert space of second order complex valued random variables and by
L2s(℘,H) the Hilbert space of strong second order H - valued random
variables. More generally, a function f : Ω→ H is from Lrs(℘,H), 1 ≤
r < ∞, if it is strongly measurable (in this case equivalent to weakly
measurable) and the rth power of its norm is integrable, the spaces
being endowed with the usual r-norms. Hence, the scalar product in
L2s(℘,H) takes the natural form:
(2.1) (f, g)L2s(℘,H) :=
∫
Ω
(f(ω), g(ω))H d℘(ω) ; f, g ∈ L
2
s(℘,H)
(see also [14] pp.11). The space L2w(℘,H) of weak second order H-
valued random variables being in an obvious way defined, it is not hard
to see that L2s(℘,H) ⊂ L
2
w(℘,H) ⊂ L
1
s(℘,H). Then we can identify
in L2s(℘,H) and also in L
2
w(℘,H) the subspaces of strong, respectively
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weak second orderH-valued random variables of zero mean 1 L2s,0(℘,H)
and L2w,0(℘,H) respectively. Now, the mapping
(2.2) f 7→ Vf
where
(2.3) Vfχ =
∫
Ω
χ(ω)f(ω)d℘(ω), χ ∈ L20(℘),
enables us to regard the elements of these two spaces as Hilbert space
morphisms between L20(℘) and H . This is done by endowing them
with a structure of inner product B(H)-modules. Therefore we es-
tablish the following notations. When G is another complex Hilbert
space, then B(G,H) means the space of continuous linear operators,
while C2(G,H) is the class of Hilbert-Schmidt operators from G to
H . C1(H) is the ideal of trace class operators from the C
∗-algebra
B(H) = B(H,H). Now, L2s,0[℘,H ] denotes L
2
s,0(℘,H) organized as a
normal Hilbert B(H)-module with the natural outer action of B(H)
and the C1(H)-valued inner product (Gramian) defined
2 by
(2.4) [f, g]L2s,0[℘,H] : =
∫
f(ω)⊗ g(ω)d℘(ω), f, g ∈ L2s,0[℘,H ],
and the topology given by the norm
(2.5) ‖f‖L2s,0[℘,H] = ‖[f, f ]‖
1/2, f ∈ L2s,0[℘,H ].
Let’s note that because of the connection (f, g)L2s,0(℘,H) = tr[f, g]L2s,0[℘,H]
between the scalar product (2.1) and the Gramian (2.4), the norm (2.5),
defined above, actually coincides with the natural L2-norm.
Thus, the mapping (2.2) is a (Gramian preserving) module isomor-
phism of L2s,0[℘,H ] onto the normal HilbertB(H)-module C2(L
2
0(℘), H),
while its extension to L2w,0(℘,H) embeds it in a natural way into the
Hilbert B(H)-module B(L20(℘), H).
The elements of H , which as in [14] represents henceforth a common
notation for L2s,0[℘,H ] and C2(L
2
0(℘), H), respectively the elements of
B(L20(℘), H) (including those from L
2
w,0(℘,H)) will be called multivari-
ate strong second order random variables of zero mean, respectively
generalized multivariate second order random variables of zero mean.
In what follows instead of strong second order we use simply the term
second order.
Generally speaking a (generalized) multivariate stochastic process is a
family {Φλ}λ∈Λ of (generalized) multivariate random variables, where
1Since the random variables composing a stochastic process or random field are
supposed to have the same mean, we might as well consider only the ones of zero
mean.
2here the tensor product is understood in the sense of Schatten, i.e. (h⊗ k¯)h′ :
= (h′, k)Hh; h, h
′, k ∈ H
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if Λ = Zd, we have a d-time discrete parameter (generalized) multi-
variate stochastic process or, if Λ = Rd, we have a d-time continuous
parameter (generalized) multivariate stochastic process.
Since, in our study we shall use Hilbert space operator methods, Φλ,
λ ∈ Λ will be required to be strongly (or weakly) square integrable and,
without restraining the generality, of zero mean, i.e. Φλ ∈ L
2
s,0(℘,H)
(or Φλ ∈ L
2
w,0(℘,H) ⊂ B(L
2
0(℘), H)). So, in these cases we speak about
{Φλ}λ∈Λ as being a (generalized) multivariate second order stochastic
process. For an embedding as before, see also [31] or [3], where Ba-
nach space valued random variables are considered and the term of
generalized second order stochastic process in this sense first appears.
When d > 1, or even when Λ is a locally compact abelian group, the
term (generalized) random field is preferred instead of (generalized)
stochastic process, while when Λ is an arbitrary index set, the term
(generalized) stochastic mapping is the most appropriate.
So, the basic concept which we shall use in this paper will be a function
Φ defined on an arbitrary set Λ,
(2.6) Λ ∋ λ 7→ Φ(λ) ∈ H
(
or B(L20(℘), H)
)
,
which we shall call (generalized) multivariate second order stochastic
mapping, briefly (g.)m.s.o.s.m.
We shall mention further how several such concepts from the scientific
literature fit in our present setting. When Λ is a separable metric
space (which can automatically be regarded as a measurable space
with respect to a positive measure on the σ-algebra Σ = BorΛ of Borel
sets), then we find ourself with multivariate stochastic mappings in the
framework of infinite dimensional random mappings from the paper
[25]. Let us mention that in this framework regularity conditions (some
kinds of continuity or measurability) for m.s.o.s.m. occur naturally.
They can also be formulated even in some enlarged frameworks. For
instance, if the parameter set Λ is a separate topological space, then we
can - obviously - consider continuous m.s.o.s.m. (a.k.a. stochastically
continuous [25]), while if Λ is a measurable space, i.e. it is endowed with
a positive measure ν on a σ-algebra Σ of subsets of Λ (Λ = (Λ,Σ, ν)),
we may speak about measurable m.s.m. (see [25, pp. 54]), as well as of
(square) summable or locally (square) summable m.s.o.s.m. (see [15],
[5]).
Also covered by this concept are the stochastic or random measures (see
[27]), stochastic or random integrals and the random operators (see [25,
pp. 54, 55]). For example, when Λ = H and Φ is a continuous linear
operator from H to Lrs(℘,H), then it is known as a random bounded
operator (see [22] and, for recent results, [25], [26], [27]), whereas if
Λ is a dense subspace in H , then a closed linear operator from Λ to
Lrs(℘,H) is a random (not necessarily bounded) operator (see [12]).
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The concept of univariate second order stochastic mapping was men-
tioned as such by H. Niemi in [17, pp. 6], while the concept of the gener-
alized multivariate second order stochastic mapping was introduced by
P. Masani in [16] under the name hilbertian variety. In the framework
of this last concept we may place also the works of W. Hackenbroch
[11] on Hilbert space operator valued processes, S. A. Chobanyan and
A. Weron [3] on prediction theory in Banach spaces and of I. Suciu
and I. Valus¸escu [23],[28], [29] about the study of stochastic processes
in the context of complete correlated actions.
An important tool in the development of the theory in all mentioned
areas is the reproducing kernel technique for Hilbert spaces and Hilbert
C∗-modules which are well presented in [2], respectively in [24].
In what follows we restrain ourselves to the study of multivariate sec-
ond order (m.s.o.) stochastic mappings, which cover not only some
particular concepts used in the very well developed theory of m.s.o.
random fields (see [14]), but also an extension which we have in view.
Namely, if we intent to consider the m.s.o. stochastic processes not
only as H -valued or B(L20(℘), H)-valued functions on R
d, but more
generally as H -valued, respectively B(L20(℘), H)-valued distributions
on Rd (see [21]), then it is necessary to have Λ = D(Rd) = Dd, the space
of test functions in the theory of distributions. For such a (generalized)
m.s.o. stochastic mapping we shall use the term (generalized) m.s.o.
random distribution field (m.s.o.r.d.f.).
Mentioning that, for the univariate one time parameter case, such an
extension of stochastic processes was considered for the first time by
K. Itoˆ ([13]) and I.M.Gelfand ([8]) in 1953 and 1955 respectively and
then for the finite variate d time parameteres case in 1957 by A. M.
Yaglom [35] (see also [4], [9], [34], [36], [33]), we emphasize that the
starting point of our research was the extension of the theory of m.s.o.
random fields on Rd (treated in [14]) to the m.s.o. random distribution
fields.
3. Correlation theory of multivariate second order
stochastic mappings
In this section we consider (continuous) m.s.o. stochastic mappings, in-
dexed over an abstract set (topological space) Λ, which in what follows
will be denoted (in both cases) by M(Λ,H ). In analogy to [14, Sec-
tion 4.1] we associate to such stochastic mappings the vector domain,
the modular domain, the measurements space and the operator and
scalar (cross) covariance functions. The corresponding modular and
vector domains are then characterized as reproducing kernel structures
(a Hilbert module and a Hilbert space) considered in [14, Section 2.4],
reproduced by a positive definite C1(H)-valued kernel on Λ, which is
just the operator covariance function of the stochastic mapping. Anal-
ogously the measurements space will be identified as a Hilbert space
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reproduced by the scalar covariance function of the stochastic mapping.
Also for a general positive definite C1(H)-valued kernel, as considered
in [14, Section 2.4], a Kolmogorov type factorization in terms of a m.s.o.
stochastic mapping is obtained. Thus, this Section can be regarded as
being complementary to Section 2.4. from the book [14].
For a given m.s.o.s.m. Φ ∈ M(Λ,H ) we denote by H(Φ) the closed
linear subspace of L2s,0(℘,H) generated by the values {Φ(µ), µ ∈ Λ}
and call it the vector domain of Φ, while the modular domain of Φ is
the closure HΦ in L
2
s,0(℘,H) of the submodule
(3.1) H 0Φ : =
{∑
i∈Nm
aiΦ(λi) , ai ∈ B(H), λi ∈ Λ, i ∈ Nm, m ∈ N
}
,
where Nm = {1, 2, . . . , m}. Obviously, H(Φ) ⊂ HΦ ⊂ H . These terms
can serve also to introduce inM(Λ,H ) the relation of subordination,
which will be useful in the general Wold decomposition. Namely, we
shall say that Φ is subordinate (operator subordinate) to Ψ if H(Φ) ⊂
H(Ψ) (HΦ ⊂ HΨ, respectively).
Now, using the operator model of the normal Hilbert B(H)-module HΦ
(see Corr. 7 pp. 30 of [14]) and denoting GΦ := GHΦ , which will be
called the measurements space of Φ, we have the module isomorphisms
(3.2) HΦ ∼= C2(GΦ, H) = H⊗̂2GΦ ∼= H⊗̂GΦ,
where H⊗̂G is the hilbertian tensor product of the Hilbert spaces H
and G as in [14] pp.20.
Also for two elements Φ,Ψ ∈M(Λ,H ) the operator cross covariance
function ΓΦ,Ψ will be defined as
(3.3) ΓΦ,Ψ(λ, µ) := [Φ(λ),Ψ(µ)]H ; λ, µ ∈ Λ,
while the scalar cross covariance function γΦ,Ψ is defined by
(3.4) γΦ,Ψ(λ, µ) := trΓΦ,Ψ(λ, µ); λ, µ ∈ Λ.
When Φ = Ψ, then we denote simply γΦ,Φ = : γΦ and ΓΦ,Φ = : ΓΦ,
which will be called the scalar covariance function, respectively the
operator covariance function of Φ.
Now, the operator covariance function ΓΦ (the scalar one γΦ, respec-
tively) of Φ is a C1(H)-valued (C-valued) positive definite kernel on Λ,
in the sense of the positivity from B(H), i.e. it holds
(3.5)
∑
i,j∈Nm
aiΓΦ(λi, λj)a
∗
j ≥ 0,
for any m ∈ N and any finite systems a1, . . . , am ∈ B(H), λ1, . . . , λm ∈
Λ, (respectively in the sense of the usual positivity in C)
(3.6)
∑
i,j∈Nm
αiαjγΦ(λi, λj) ≥ 0
for any m ∈ N and any finite systems α1, . . . , αm ∈ C, λ1, . . . , λm ∈ Λ).
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Indeed the relation (3.5) results by applying (3.3) and computing:
∑
i,j∈Nm
aiΓΦ(λi, λj)a
∗
j =
∑
i,j∈Nm
ai [Φ(λi),Φ(λj)]H a
∗
j =
∑
i,j∈Nm
[aiΦ(λi), ajΦ(λj)]H =
[∑
i∈Nm
aiΦ(λi),
∑
j∈Nm
ajΦ(λj)
]
H
> 0,
while (3.6) appears also in [17].
Note also that the positive definite C1(H) - valued kernel Γ = ΓΦ repro-
duces a normal Hilbert B(H)-module HΓΦ (see [14] Section 2.4, Thm.
13, pp.37), as well as a Hilbert space GΓΦ of H-valued functions on
Λ (see [14], Prop. 23, Section 2.4, pp.44), while γ = γΦ as complex
valued positive definite kernel reproduces a Hilbert space KγΦ , (see for
example [2]).
It is not hard to infer now, extending the correspondence Φ(λ) 7→
ΓΦ(λ, ·) to a B(H)-linear mapping between the generating submodules
of HΦ and HΓΦ, that these are isomorph (i.e. HΦ ≅ HΓΦ) as normal
Hilbert B(H)-modules and also that the measurements space GΦ asso-
ciated to Φ is isomorph to the Hilbert space GΓΦ (GΦ ≃ GΓΦ) having
ΓΦ as operator reproducing kernel.
Moreover extending the correspondence Φ(λ) 7→ γΦ(λ, ·) to a linear
mapping between generating subspaces of H(Φ) and of KγΦ , respec-
tively, we have that these are also isomorph as Hilbert spaces.
On the other hand, similarly to (3.2) the module isomorphisms
(3.7) HΓΦ
∼= C2 (GΓΦ , H)
∼= H⊗̂GΓΦ
also hold.
Noticing that GΓΦ is generated by elements of the form ΓΦ(·, λ)x with
λ ∈ Λ, x ∈ H , as well as the fact that the normal Hilbert B(H)-
module isomorphism HΦ ≅ HΓΦ was constructed by the B(H)-linear
extension of the correspondence Φ(λ) 7→ ΓΦ(λ, ·), the measurements
space GΦ associated to the m.s.o. stochastic mapping Φ coincides with
the closed subspace in L20(℘) generated by
(3.8)
{
V ∗Φ(λ)x , λ ∈ Λ, x ∈ H
}
,
where V is the module isomorphism (2.2).
The above results can be gathered in
Theorem 3.1. Given an arbitrary set (a topological space) Λ and a
(continuous) m.s.o. stochastic mapping Φ : Λ → H the following
assertions hold:
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(i) the scalar covariance function γΦ, the operator covariance func-
tion ΓΦ respectively, is a complex, a C1(H)-valued respectively,
positive definite (and continuous) kernel on Λ;
(ii) the space H(Φ) (the module HΦ respectively), associated to Φ
is isomorph as Hilbert space, (as normal Hilbert B(H)-module
respectively) to the reproducing kernel Hilbert space KγΦ, (the
reproducing kernel normal Hilbert B(H)-module HΓΦ respec-
tively);
(iii) the measurements space GΦ, associated to Φ is isomorph to the
Hilbert space GΓΦ, having ΓΦ as operatorial reproducing ker-
nel. In this way the two Hilbert spaces ensure respectively the
description of the B(H)-modules HΦ,HΓΦ by means of the op-
eratorial models mentioned in (3.2), respectively (3.7).
Moreover, GΦ can be described directly in terms of the m.s.o.
stochastic mapping Φ by (3.8).
The proof being contained in the considerations preceding the theorem
we shall only mention that, in the case where Λ is a topological space,
the continuity of Φ, easily implies the continuity of ΓΦ, which in fact
is equivalent to the continuity on the diagonal of Λ× Λ. 
The reproducing kernel technique for normal B(H)-modules will be
also used to characterize the subordination of two m.s.o.s.m. in terms
of their operator (cross) covariance functions. Namely, in analogy to
the characterization given in [14] we have
Theorem 3.2. If Φ and Ψ are two m.s.o.s.m. having the operator
covariance functions ΓΦ and ΓΨ respectively, and the operator cross
covariance function ΓΦ,Ψ, then Φ is subordinate to Ψ, iff the function
Kλ(·) = ΓΦ,Ψ(λ, ·) is in the B(H)-module HΓΨ with ΓΨ as reproducing
kernel and
(3.9) [Kλ, Kµ]HΓΨ = ΓΦ(λ, µ) ; λ, µ ∈ Λ.
The proof is based on the fact that the operator cross covariance func-
tion ΓΦ,Ψ of Φ,Ψ ∈M(Λ,H ) appears in the expression of the operator
covariance function of the product Φ×Ψ ∈M(Λ,H ×H ) (H ×H
being the “product” B(H)-module as in [14, Section 4.9, pp. 192]),
namely
ΓΦ×Ψ(λ, µ) =
(
ΓΦ(λ, µ) ΓΦ,Ψ(λ, µ)
ΓΨ,Φ(λ, µ) ΓΨ(λ, µ)
)
, λ, µ ∈ Λ.
Having in view the preceding results, the rest of the proof runs similarly
as in Theorem 9.3, pp. 193 from [14, Chap.4]. 
If we consider the operator correlation mapping
(3.10) M(Λ,H ) ∋ Φ 7→ ΓΦ ∈ Γ (Λ,C1(H)) ,
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from the set of m.s.o.s.m. M(Λ,H ) to the set of all positive definite
C1(H)-valued kernels on Λ (see (3.5)), Γ (Λ,C1(H)), then the next
theorem proves its surjectivity and gives a description of the pre-image
of each Γ ∈ Γ (Λ,C1(H)).
Theorem 3.3. (i) If Λ is an arbitrary set (a topological space),
then for any positive definite C1(H) - valued kernel Γ on Λ
(continuous on Λ×Λ), there exists a (continuous) multivariate
second order stochastic mapping Φ : Λ→ H , which assures for
Γ a Kolmogorov factorization:
(3.11) Γ(λ, µ) = [Φ(λ),Φ(µ)]H ; λ, µ ∈ Λ,
i.e. Γ coincides with the operator covariance function ΓΦ of Φ.
(ii) If Φ1 and Φ2 are two (continuous) m.s.o. stochastic mappings
on Λ for which ΓΦ1 = ΓΦ2, then Φ1 and Φ2 are gramian unitary
equivalent, i.e. there exists a gramian unitary operator W :
HΦ2 → HΦ1 such that
(3.12) Φ1(λ) = WΦ2(λ) , λ ∈ Λ.
Proof. (i) Let Γ be a positive definite C1(H)-valued kernel on Λ and HΓ
(GΓ respectively) the normal Hilbert B(H)-module (Hilbert space re-
spectively) reproduced by Γ, generated as in [14] Sec.2.4,Thm.13,pp.37
or Prop.23,pp.44, with the gramian (respectively the scalar product)
defined there. Since, by Thm. 2.4., pp. 45 of [14], C2(GΓ, H) is an op-
eratorial model for HΓ, embedding GΓ into a space of the form L
2
0(℘)
(see [18]) HΓ embeds into a normal Hilbert B(H)-module of the form
C2 (L
2
0(℘), H).
In this way the HΓ-valued function defined by Φ(λ) := Γ(λ, ·), (λ ∈ Λ)
gives us exactly the m.s.o. stochastic mapping we seek, since we get
for any λ, µ ∈ Λ
ΓΦ(λ, µ) = [Φ(λ),Φ(µ)]H = [Γ(λ, ·),Γ(µ, ·)]HΓ = Γ(λ, µ).
(ii) From the hypothesis on Φ1 and Φ2 we have
[Φ1(λ),Φ1(µ)]H = [Φ2(λ),Φ2(µ)]H , λ, µ ∈ Λ,
which means that the mapping W defined on {Φ2(µ), µ ∈ Λ} by
WΦ2(µ) = Φ1(µ) , µ ∈ Λ
preserves the gramian, is easily extended by B(H)-linearity, still con-
serving the gramian and is clearly surjective between theB(H)-modules
H 0Φ2 and H
0
Φ1
(see (3.1)). This allows the extension of W by continuity
to a gramian unitary operator from HΦ2 to HΦ1, satisfying (3.12). 
Remark 3.1. Analogous results, formulated in a Hilbert space setting,
hold for the scalar correlation mapping
(3.13) M(Λ,H ) ∋ Φ 7→ γΦ ∈ γ(Λ),
10 PA˘STOREL GAS¸PAR AND LORENA POPA
where γ(Λ) is the set of complex valued positive definite kernels on Λ.
4. Multivariate second order random distribution fields
and their covariance distributions
In this Section we illustrate how the results from the previous Section
can be applied to the case of multivariate second order (m.s.o.) random
distribution fields.
For completeness we shall work with the m-order (0 6 m 6∞) m.s.o.
random distribution field U , which is a continuous linear m.s.o stochas-
tic mapping having the index set Λ = Dmd , the space of complex valued
compactly supported continuously derivable functions up to the order
m (m = 0, 1, 2, . . . ,∞). In other words U ∈
(
Dmd
)
′
(H ) := B(Dmd ,H ),
i.e. it is a H -valued m-order distribution on Rd (see also [21]). For
m = 0, U will be a (H -valued) m.s.o. random Radon measure and for
m = ∞, the index m and the “m-order” will be omitted, otherwise U
will be called of finite m-order.
Now for U, V ∈
(
Dmd
)
′
(H ) the scalar cross covariance function γU,V
and the operator cross covariance function ΓU,V are defined by (3.4)
and (3.3). We shall comment only the properties of ΓU,V , which – from
the linearity and continuity of U and V – is sesquilinear and continuous
on Dmd ×D
m
d . Moreover ΓU is obviously positive definite, i.e. it satisfies
a relation of the form (3.5).
It is possible as in Theorems 3.1 and 3.3 to describe and to characterize
the m.s.o. random distribution fields, their modular and vector do-
mains and measurements space in terms of such kernels. We prefer but
to do that by using everywhere a distributional framework, where in-
stead of C1(H)-valued sesquilinear continuous kernels on D
m
d ×D
m
d , we
use the so-called distribution kernels on Rd in the sense of L. Schwartz
(see [20, I, pp. 138]), which are m - order distributions on R2d. There-
fore we need the following Lemma, where we identify Dm2d with the
inductive tensor product Dmd ⊗i D
m
d (see for example [10, pp. 84]).
Lemma 4.1. Let Γ be a C1(H)-valued sesquilinear kernel on D
m
d , which
is continuous on the diagonal of Dmd ×D
m
d . Then there is an m-order
distribution kernel CΓ on Rd such that
(4.1) CΓ(ϕ⊗ ψ) = Γ(ϕ, ψ¯), ϕ, ψ ∈ D
m
d .
Moreover, when Γ is positive on the diagonal, then CΓ is a positive
definite m-order distribution kernel.
Proof. First, from the hypothesis, it is easily seen that the kernel Γ
is continuous on Dmd × D
m
d and when Γ(ϕ, ϕ) ≥ 0, ϕ ∈ D
m
d , then Γ
is also positive definite. We shall attach an m-order C1(H) - valued
distribution CΓ on R2d as follows. Define first CΓ on the elementary
tensors ϕ ⊗ ψ from Dmd ⊗ D
m
d by CΓ(ϕ ⊗ ψ) := Γ(ϕ, ψ), extend that
by linearity, and then by continuity to the whole Dmd ⊗̂iD
m
d = D
m
2d
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preserving the notation CΓ.
So CΓ ∈
(
Dm2d
)
′
(C1(H)), which, when Γ is positive on the diagonal, will
be a positive definite distribution kernel on Rd. We shall refer to this
as CΓ ∈ pd(D
m
2d)
′
(
C1(H)
)
. 
Since, for each U, V ∈
(
Dmd
)
′
(H ) the operator cross covariance func-
tions ΓU,V , ΓU satisfy the hypotheses from Lemma 4.1, the existence
of the distribution kernels CΓU,V and CΓU is assured, the last one be-
ing even positive definite. These will be called the operator cross co-
variance distribution of U and V , respectively the operator covariance
distribution of the m.s.o. random distribution field U and denoted
by CU,V , respectively CU . Correspondingly cU,V defined by cU,V (χ) :=
trCU,V (χ), χ ∈ D
m
2d, will be called the scalar cross covariance distribu-
tion of U and V , respectively cU = cU,U the scalar covariance distribu-
tion of U .
By applying Theorem 3.1, the following description of the domains as-
sociated to a m.s.o.r.d.f. in terms of its covariance distribution holds.
Corollary 4.2. For a given m.s.o. random distribution field U ∈(
D
m
d
)
′
(H ), the modular domain HU , respectively the measurements
space GU will be isomorph to the B(H)-module HΓCU , respectively the
Hilbert space GΓCU both reproduced by the C1(H)-valued kernel Γ
CU ,
while the vector domain H(U) of U is isomorphic to the Hilbert space
reproduced by the complex valued kernel γCU .
The operator cross covariance distribution together with the operator
covariance distributions of two m.s.o.r.d.f. will be used to obtain from
Theorem 3.2 the following characterization of their subordination.
Corollary 4.3. Given two m.s.o.r.d.f. U and V then U is subordinate
to V , iff for each fixed ϕ ∈ Dd, the function Kϕ(·) given by
Dd ∋ ψ 7→ CU,V (ϕ⊗ ψ¯) ∈ C1(H)
lies in the B(H)-module HΓCV and
[
Kϕ, Kψ
]
H
Γ
CV
= CU(ϕ⊗ ψ¯).
The operator correlation mapping (3.10) becomes
(4.2) (Dmd )
′(H ) ∋ U 7→ CU ∈ pd(D
m
2d)
′(C1(H)),
which we shall call the operator covariance distribution mapping. Its
properties are contained in the following Corollaries.
Corollary 4.4. For anm-order distribution kernel on Rd, C ∈
(
Dm2d
)
′
(C1(H))
the following statements are equivalent:
(i) C ∈ pd
(
Dm2d
)
′
(C1(H)); i.e. the operatorial kernel Γ
C on Dmd de-
fined by ΓC(ϕ, ψ) := C(ϕ⊗ ψ) (ϕ, ψ ∈ Dmd ) is positive definite.
(ii) The operatorial kernel ΓC is sesquilinear and positive (in the
sense of positivity from B(H)) on the diagonal of Dmd ×D
m
d .
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(iii) There is a m.s.o. random distribution field U ∈
(
Dmd
)
′
(H ) such
that C = CU (i.e. C has a Kolmogorov type factorization).
The uniqueness (up to a gramian unitary equivalence) of U in (iii) of the
previous Corollary results now from Theorem 3.3(ii). More precisely it
holds
Corollary 4.5. If the m.s.o. random distribution fields U1, U2 ∈(
Dmd
)
′
(H ) have the same operator covariance distribution, i.e. CU1 =
CU2, then there exists a gramian unitary operator W : HU1 → HU2
such that
(4.3) W U1ϕ = U
2
ϕ, ϕ ∈ D
m
d .
It would be of course interesting to know if each C1(H)-valued distribu-
tion kernel on Rd is the operator cross covariance distribution of some
pair U, V ∈ (Dmd )
′(H ), but this won’t be our goal here.
Now we shall introduce in our general frame the concepts of determin-
ism and nondeterminism and we give a general decomposition of Wold
type of a m.s.o.r.d.f., U , into deterministic and purely nondeterministic
parts, both summands being operator subordinate to U .
In [19] (see also [1]), the observable space up to the moment t0 for a
random distribution for the case d = 1 and H = C was defined. By
using in Rd the ordering relation s = (s1, . . . , sd) ≤ t = (t1, . . . , td)
if sj ≤ tj , j = 1, . . . , d, we shall define by analogy these observable
structures for m.s.o.r.d.f. up to the moment t0.
To this purpose we introduce first the subspace Dt0d in Dd by
(4.4) ϕ ∈ Dt0d ⇔ suppϕ ⊂
{
t ∈ Rd : t 6 t0
}
.
Thus, for a m.s.o.r.d.f. U = {Uϕ}ϕ∈Dm
d
we call the observable module
H
t0
U (the observable space H
t0
(U)) up to the moment t0, the closed B(H)-
module (space) in H , generated by the set
{
Uϕ , ϕ ∈ D
t0
d
}
.
We notice that the Hilbert B(H)-module (Hilbert space) generated by⋃
t∈Rd
H tU (
⋃
t∈Rd
H t(U) respectively) is just the modular domain HU (vec-
tor domain respectively) of the m.s.o.r.d.f. U , while
⋂
t∈Rd
H tU (
⋂
t∈Rd
H t(U)
respectively) will be called the remote past module (space) of U and
denoted by H −∞U (H
−∞
(U) respectively). We shall say that ϕ 7→ Uϕ
is operator deterministic (or, simply deterministic), if HU = H
−∞
U
(H(U) = H
−∞
(U) respectively). If H
−∞
U $ HU (H
−∞
(U) $ H(U) respec-
tively) we say that U is operator nondeterministic (nondeterministic).
For extreme situations, where H −∞U = {0} , (H
−∞
(U) = {0} respec-
tively), the term non-deterministic becomes purely non-deterministic
(see also [32], [14, Sec. 5.1] for the first, respectively the classical re-
sult). In this context we have the following general Wold decomposition
for m.s.o.r.d.f.
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Theorem 4.6. For a m.s.o.r.d.f. {Uϕ}ϕ∈Dd taking values in H , there
exists a unique decomposition
(4.5) Uϕ = U
det
ϕ + U
p
ϕ , ϕ ∈ Dd
of U such that
(i) {Udetϕ }ϕ∈Dd is operator deterministic and {U
p
ϕ}ϕ∈Dd is operator
purely nondeterministic,
(ii) Udet and Up are operator subordinate to U ,
(iii) Udet and Up are operator uncorrelated, i.e. the operator cross
covariance distribution CUdet,Up vanishes on D2d.
Moreover the gramian orthogonal decomposition
HU = HUdet ⊕HUp
holds.
Proof. Since in normal Hilbert B(H)-modules, any closed submodule
has a gramian projection (Lemma 2, Section 2.2, pp.22 [14]), let P be
the gramian projection associated to the submodule H −∞U and let
(4.6) Udetϕ = PUϕ , U
p
ϕ = (I − P )Uϕ , ϕ ∈ Dd.
One can verify by using standard arguments (as in [14, Section 5.1])
that (4.6) gives us the very m.s.o.r.d.f. we seek, the uniqueness of
decomposition (4.5) being obtained by direct reasoning. 
5. Multivariate second order stochastic measures and
their associated bimeasures
In this Section we shall see how from the theory of m.s.o.r.d.f. we can
indeed infer the classical theory of m.s.o. random fields, as well as
how to fit in this general theory the special class of m.s.o.r.d.f., namely
that of (not necessarily bounded) measures, which is very useful for the
spectral representations of random (distribution) fields.
Each very well known continuous m.s.o. random field F on Rd (i.e.
F ∈ E0d(H )) will be identified with the m.s.o. random Radon measure
UF (i.e. m.s.o. random distribution fields of zero order having as index
set D0d), defined by
(5.1) UFϕ =
∫
Rd
ϕ(t)F (t)dt, ϕ ∈ D0d.
Moreover, since F is bounded on each bounded Borel subset A of Rd
(i.e. on each A ∈ B˜or(Rd)), it can be even regarded as a not necessarily
bounded regular measure ξF through
(5.2) ξF (A) =
∫
A
F (t)dt, A ∈ B˜or(Rd).
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In such a way the locally convex B(H)-module E0d(H ) is embedded
into the class of multivariate second order stochastic, not necessar-
ily bounded, regular measures, for which the index set Λ is the δ-ring
B˜or(Rd). Playing an important role in the definitions of various kinds
of harmonizability of m.s.o. random distribution fields, they are often
supposed to have finite operator semivariation i.e.
(5.3) ‖ξ‖o(A) <∞, A ∈ B˜or(Rd),
where ‖·‖o is defined as in [14, pp. 56 Def.4 (1)], or finite semivariation
i.e.
(5.4) ‖ξ‖(A) <∞, A ∈ B˜or(Rd),
where ‖·‖ is defined as in [14, pp.54 Def.1], the corresponding classes of
m.s.o. stochastic regular measures being denoted by fosvrMd(H ), or
by fsvrMd(H ), respectively. They are locally convex B(H)-modules
with the seminorms given by (5.3) and (5.4) respectively. However,
since ‖ξ‖(A) 6 ‖ξ‖0(A), A ∈ B˜or(Rd), the inclusion fosvrMd(H ) ⊂
fsvrMd(H ) holds with continuous embedding.
Now an element ξ ∈ fsvrMd(H ) is to be regarded as a H -valued
distribution U ξ, which will be even a H - valued Radon measure, by
putting
(5.5) U ξϕ =
∫
Rd
ϕ(t)dξ(t), ϕ ∈ D0d.
Thus, we have obtained
Proposition 5.1. For the above mentioned classes of m.s.o. random
distribution fields the following inclusions hold with continuous embed-
ding
(5.6) E0d(H ) ⊂ fosvrMd(H ) ⊂ fsvrMd(H ) ⊂
⊂ (D0d)
′(H ) ⊂ (Dmd )
′(H ) ⊂ D′d(H ).
Let’s observe that a m.s.o. stochastic mapping from one of the men-
tioned classes can have more than one index set. For example, looking
to the above identifications:
ξ = {ξ(A)}A∈B˜or(Rd) with U
ξ = {U ξϕ}ϕ∈D0d,
respectively
F = {F (t)}t∈Rd with ξ
F = {ξF (A)}A∈B˜or(Rd) and U
F = U ξ
F
it is not difficult to see that
Hξ = HUξ , respectively HF = HξF = HUF ,
analogous relations being true for the corresponding vector domains
and measurements spaces. It is of interest how those classes of positive
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definite kernels which are co-domains of the “restrictions” of the op-
erator covariance distribution mapping (4.2) to the submodules from
(5.6) can be suitable described. Let’s mention that for the operator
covariance distribution of an element ξ ∈ fsvrMd(H ) regarded as a
m.s.o. random distribution field we naturally use the notation ΓUξ ,
while if ξ is regarded as a m.s.o. stochastic mapping on B˜or(Rd), then
its operator covariance function Γξ represents a positive definite regu-
lar bimeasure on B˜or(Rd) × B˜or(Rd), for which we shall use also the
notation τξ. It will be also called the operator covariance bimeasure
associated to the m.s.o stochastic measure ξ.
For the bimeasures on B˜or(Rd) × B˜or(Rd) and their semivariation or
operator semivariation we adopt analogue definitions as in [14] (Defi-
nition 9 (1) and (3) pp.62 and Definition 16 pp.65). For the spaces of
such (C1(H)-valued) regular bimeasures with finite (operator) semivari-
ation we shall use the notation fsvrM2d
(
C1(H)
)
(fosvrM2d
(
C1(H)
)
,
respectively).
However, since in our case, the measure and the bimeasure are defined
on a δ-ring, some properties from [14] do not automatically hold.
The corresponding classes of positive definite bimeasures will be de-
noted by fsvrMpd2d
(
C1(H)
)
and fosvrMpd2d
(
C1(H)
)
. So in the above
notation τξ ∈ f(o)svrM
pd
2d(C1(H)).
Let’s also mention that it is not hard to see that a Morse-Transue
(MT)strict integral as in [14, Section 1.2 pp.5] can be defined for bimea-
sures τ on B˜or(Rd)× B˜or(Rd). With such a strict MT-integral to each
τ ∈ fsvrM2d(C1(H)) we can attach a distribution C
τ on R2d (a dis-
tribution kernel on Rd, in the sense of L. Schwartz), first defined on
elementary tensors trough
(5.7) Cτ (ϕ⊗ ψ) =
∫
Rd
∫
Rd
ϕ(s)ψ(t)dτ(s, t), ϕ, ψ ∈ Dmd ,
and then, by the usual extension, to the whole Dm2d.
On the other hand, each K ∈ E02d
(
C1(H)
)
can be regarded as a regular
bimeasure τK , having finite operator semivariation, by putting
(5.8) τK(A,B) :=
∫
A
∫
B
K(s, t)dsdt, A,B ∈ B˜or(Rd).
This infers
Proposition 5.2. The valued domains of the restrictions of the op-
erator covariance distribution mapping (4.2) to the spaces from (5.6)
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satisfy respectively the following inclusions
(5.9) pdE02d
(
C1(H)
)
⊂ fosvrMpd2d
(
C1(H)
)
⊂ fsvrMpd2d
(
C1(H)
)
⊂
⊂ pd(D02d)
′
(
C1(H)
)
⊂ pd(Dm2d)
′
(
C1(H)
)
⊂ pd(D2d)
′
(
C1(H)
)
.
For a more complete image we discuss in detail the restrictions of the
operator covariance distribution mapping (4.2) to the space fsvrMd(H ),
respectively to fosvrMd(H ) and more particular to E
0
d(H ). Since
τξ(A,B) = (ξ ⊗ ξ)(A,B) = [ξ(A), ξ(B)]H , A, B ∈ B˜or(Rd)
we can apply Lemma 19(1) and (3) of [14, pp. 66], from where we de-
duce that τξ ∈ fsvrM
pd
2d
(
C1(H)
)
, respectively τξ ∈ fosvrM
pd
2d
(
C1(H)
)
.
It is not difficult to see that it results
Proposition 5.3. Statements analogous as for the operator covari-
ance distribution mapping (4.2) in the corollaries above, hold for the
corresponding mappings
fosvrMd(H ) ∋ ξ 7→ τξ ∈ fosvrM
pd
2d
(
C1(H)
)
fsvrMd(H ) ∋ ξ 7→ τξ ∈ fsvrM
pd
2d
(
C1(H)
)
.
(5.10)
Moreover, these operator covariance bimeasure mappings are natural
extensions of the covariance function mapping
(5.11) E0d(H ) ∋ F 7→ ΓF ∈ pdE
0
2d
(
C1(H)
)
,
associated to classical m.s.o. random fields, as was defined in [14, Sec-
tion 4.1, pp. 148].
Now it is naturally to ask how the mappings (5.11),(5.10) can be re-
garded as restrictions of the covariance distribution mapping (4.2) to
the first three subspaces from (5.6), i.e our generalization is coherent
to the classical case in [14].
We shall show that the operator covariance distributions of (5.10) and
of (5.11) will be regarded as C1(H)-valued distribution C
τξ on R2d cor-
responding to (generated by) the bimeasure τξ, respectively C
ΓF corre-
sponding to (generated by) the correlation function ΓF . More precisely
it holds
Proposition 5.4. The positive definite operator valued bimeasures
from (5.10) and the operator covariance function of (5.11) satisfy
(5.12) CUξ = C
τξ and CUF = C
ΓF ,
respectively.
Proof. Let ξ ∈ fosvrMd(H ), and U
ξ ∈ (Dmd )
′(H ) given by (5.5).
Then we successively obtain for each ϕ, ψ ∈ Dmd (H )
STOCHASTIC MAPPINGS AND RANDOM DISTRIBUTION FIELDS 17
CUξ(ϕ⊗ ψ) =
[
U ξϕ, U ξψ
]
H
=
∫
Rd
ϕ(s)dξ(s),
∫
Rd
ψ(t)dξ(t)

H
=
=
∫
Rd
∫
Rd
ϕ(s)ψ(t)d
(
ξ ⊗ ξ
)
(s, t) =
=
∫
Rd
∫
Rd
ϕ(s)ψ(t)dτξ(s, t),
which by (5.7) gives the first relation in (5.12).
In particular for ξ = ξF with ξF given by (5.2), we have first U ξ = UF ,
given by (5.5) and secondly, for each ϕ, ψ ∈ Dmd
CτξF (ϕ⊗ ψ) =
∫
Rd
∫
Rd
ϕ(s)ψ(t)ΓF (s, t)dsdt
= CΓF (ϕ⊗ ψ),
which finally means the second relation from (5.12). 
Finally let’s observe that for the particular classes of stochastic map-
pings considered in this Section a Wold type decomposition holds,
which is closely connected to the Wold decomposition given at the
end of the previous Section.
For F ∈ E0d(H ) the observable structure H
t0
F (respectively H
t0
(F )) is the
closed B(H)-module (space) in H generated by the set {F (t), t ≤ to},
while for ξ ∈ fosvrMd(H ), H
t0
ξ , (H
t0
(ξ)) is the closed B(H)-module
(space) in H generated by the set {ξ(A), A ∈ B˜or(Rd) : t ∈ A ⇒
t ≤ t0}.
Using the observable structures just defined one can easily infer corre-
sponding Wold decompositions for F and ξ as in Theorem 4.6:
(5.13) F = F det + F p
respectively
(5.14) ξ = ξdet + ξp.
Since, as it is not hard to see, the above definitions of the observable
structures are coherent to the classical ones, i.e.
H
t0
F = H
t0
UF
(H t0(F ) = H
t0
(UF )
) and H t0ξ = H
t0
Uξ
(H t0(ξ) = H
t0
(Uξ)
),
we obtain the following coherence result for the three types of Wold
decomposition (Theorem 4.6, (5.13) and (5.14)).
Corollary 5.5. The m.s.o.r.d.f.’s F, ξF , UF as well as ξ, U ξ are si-
multaneously (operator) deterministic, (operator) nondeterministic or
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(operator) purely nondeterministic. Also the corresponding summands
in the Wold decomposition are the same, i.e.
(UF )det = UF
det
, (UF )p = UF
p
,
as well as
(U ξ)det = U ξ
det
(U ξ)p = U ξ
p
.
6. Concluding remarks
Let’s mention that the invariance to the gramian unitary equivalences
is an important property not only for a pair of m.s.o. random distri-
bution fields with the same operator covariance distribution (Corollary
4.5), but for a larger class of m.s.o. random distribution fields, namely
those having the property of operator stationarity. Such a study of sta-
tionarity, stationarily cross correlatedness, the corresponding spectral
representations, as well as the periodically correlatedness are treated
in [6] and [7]. An investigation of some other classes of m.s.o. random
distribution fields, which are invariant to similarities (e.g. uniformly
bounded linearly stationary m.s.o. random distribution fields or other
frameworks as in [30]), or which are invariant to the actions of bounded
B(H)-linear operators (especially harmonizable m.s.o. random distri-
bution fields) and where the concept of propagator, see [16] or [24], as
well as some “intertwining” properties of the Fourier transform with
the covariance distribution mapping (4.2), or with the covariance dis-
tribution bimeasure mappings (5.10), (5.11) play important roles, will
be conducted in some forthcoming papers.
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