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Abstract
We establish linear lower bounds for the complexity of non-trivial, primitive recursive algo-
rithms from piecewise linear given functions. The main corollary is that logtime algorithms for
the greatest common divisor from such givens (such as Stein’s) cannot be matched in e3ciency
by primitive recursive algorithms from the same given functions. The question is left open for
the Euclidean algorithm, which assumes the remainder function.
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In 1991, Colson [3] 1 proved a remarkable theorem about the limitations of primitive
recursive algorithms, which has the following consequence:
Colson’s Corollary. If a primitive recursive derivation of min(x; y) is expressed faith-
fully in a programming language, then one of the two computations min(1; 1000) and
min(1000; 1) will take at least 1000 steps.
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1 Colson proved a general result about (absolute) call-by-name primitive recursion, which implies this
Corollary, and David [4] extended Colson’s result using a new method; the call-by-value version of the
theorem was established by Fredholm [5,6].
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The point is that the natural algorithm which computes min(x; y) in O(min(x; y))
steps cannot be matched in e3ciency by a primitive recursive program, even though
min(x; y) is a primitive recursive function; and so, as a practical and (especially)
a foundational matter, we need to consider “recursive schemes” more general than
primitive recursion, even if, ultimately, we are only interested in primitive recursive
functions.
In this paper, we consider extensions of Colson’s theorem which allow conditional
deKnitions and especially calls to a rich variety of “given” functions, whose values are
produced on demand in constant time. Sample, easy to state, result:
Corollary 20. Consider primitive-recursive-like derivations, which in addition to com-
position and primitive recursion allow de6nition by cases and calls to the following
functions and (characteristic functions of) relations:
x + y; x −· y; x ÷ 2; Parity(x); x = y; x ¡ y:
For each such derivation of the greatest common divisor function gcd(x; y), there is
a sequence of pairs {(xt ; yt)} and a rational constant r¿0, such that
lim
t
(xt + yt) =∞; and for all t; c∗(xt ; yt)¿ r(xt + yt);
where the essential complexity measure c∗(x; y) is lower than both the strict and non-
strict (parallel) complexity measures for primitive recursive algorithms from arbitrary
given functions. 2
It follows that Stein’s algorithm which computes gcd(x; y) with strict complexity
O(log2(x)+log2(y)), using the givens listed in the theorem and a very simple (but not
primitive) recursion scheme, cannot be matched in e3ciency using only “primitive-
recursive-like” recursive deKnitions.
We will start in Section 1 with some precise deKnitions of (mostly) familiar no-
tions, and then give in Section 2 a detailed proof of the strict (call-by-value) version
of Colson’s theorem, which sets the pattern for the later results. Section 3 develops
some simple ideas from linear programming, which are then used in Section 4 to eNect
the main construction of the paper for the call-by-value case; this is strengthened by
the introduction of conditionals and the essential complexity measure in Section 5,
and again in Section 6, where it is shown that the essential complexity is no larger
than the non-strict complexity measure. The main result of the paper is established in
2 The essential complexity of a primitive recursive algorithm is an “optimized” call-by-value time com-
plexity, in which the given functions are assumed computed in constant time (one time unit), and arguments
of functions are computed Krst, but “only if needed”. The strict and non-strict complexities count the steps
of the iterations determined by the algorithm on the complete posets
Nn → N ∪ {⊥} and Mon((N ∪ {⊥})n → N ∪ ⊥})
of strict and non-strict partial functions, respectively, with the given functions available from the Krst stage.
Precise deKnitions are given in Sections 1.2, 5 and 6.
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Section 7. Finally, in Section 8, we discuss briePy the connection of this work with the
work of Colson, Fredholm and David which inspired it, and we formulate two relevant
open problems.
1. Preliminaries
1.1. Primitive recursive derivations
We consider primitive recursive derivations or prd’s for short, from a given set of
functions , i.e., sequences
 = f0; : : : ; fk
of functions on N= {0; 1; : : :} such that each fi satisKes one of the following conditions:
D1. fi is a given (function), either one of the basic functions S(x)= x+1, Pnj (˜x)= xj,
Cnq (˜x)= q, or an external given, fi∈.
D2. fi is deKned by composition
f(˜x) = h(g1(˜x); : : : ; gm(˜x)) (1)
from functions h; g1; : : : ; gm which are listed earlier in the derivation.
D3. fi is deKned by primitive recursion
f(0; x˜) = g(˜x);
f(y + 1; x˜) = h(f(y; x˜); y; x˜)
(2)
from functions g; h which are listed earlier in the derivation. (We allow here the empty
tuple x˜, in which case g( )=C0q = q is a number.)
We will systematically confuse “functions” fi and “symbols” naming them in such
programs, and we will assume that  associates with each i6k some Kxed justiKcation
by D1, D2 or D3 for the inclusion of fi in the sequence.
1.2. The strict (parallel, call-by-value) complexity
A (strict) partial function f :Nn*N is a function f :Nn→N∪{⊥}, and we write
f(˜x) ↓ ⇔ f(˜x) = ⊥;
the “strict” means that these objects compose strictly, i.e., for x˜; w∈N,
f(g1(˜x); : : : ; gm(˜x)) = w
⇔ (∃u1; : : : ; um ∈ N)[g1(˜x) = u1; : : : ; gm(˜x) = um; f(˜u) = w]:
Each prd determines a system of recursive equations on partial functions, which can
be iterated to “compute” the functions deKned by the program in the usual way:
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R1. If f is a given function (˜x), then, for every k,
fk (˜x) = (˜x);
so that these functions are available immediately from stage 0.
R2. If f is deKned by composition as in (1), then
f0(˜x) = ⊥; fk+1(˜x) = gk(hk1(˜x); : : : ; hkm(˜x)):
R3. If f is deKned by primitive recursion as in (2), then
f0(y; x˜) =⊥;
fk+1(0; x˜) = gk (˜x);
fk+1(y + 1; x˜) = hk(fk(y; x˜); y; x˜):
We then set, for each function in ,
c∗f (˜x) = the least k such that f
k (˜x) ↓; (3)
so that the (strict, parallel) complexity measure csf (˜x) gives the (minimum) number of
steps required for a call-by-value computation of f(˜x) by the program .
1.3. -terms and V-terms
A -term is an (explicit) term in the vocabulary
V = {0; S} ∪  (4)
with symbols for 0, the successor and the “external givens” in  (if any). We also
associate with  the richer vocabulary
V = {0; S; fk1 ; : : : ; fkm} ∪ ; (5)
which includes a symbol fk i for each function deKned in  by a primitive recursion—
these are the recursive symbols of V. If E is a “V-term”—a term explicit in this
vocabulary—and  :N→N, we set
d(E;  ) = d(E;  ) = the value of E for vi :=  (i);
where v0; v1; : : : are the formal variables. Updates of assignments are deKned as usual,
 {vk := y}(j)
{
y if j = k;
 (j) otherwise:
It is clear that each fi with arity ni can be deKned by a V-term Efi whose free
variables are among the Krst n formal variables v0; : : : ; vni−1. The precise deKnition is
by induction on i:
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T1. If fi (˜x)=(˜x) for some ∈, then E≡(˜v). For the standard givens, we set
(with the obvious notation)
ES ≡ S(v0); ECnq ≡ Sq; EPnj ≡ vj−1;
where the numeral Sq≡ Sq(0) is the canonical term denoting the number q.
T2. If f is deKned by composition (1), then
Ef ≡ Eh{v0 :≡ Eg1 ; : : : ; vm−1 :≡ Egm};
where :≡ indicates the (simultaneous) formal replacement of variables by terms.
T3. If f is deKned by primitive recursion (2), we then have the recursive symbol
(for) f in the vocabulary V, and we simply set
Ef ≡ f(v0; v1; : : : ; vn):
To simplify notation when we deal with these terms, we also set
d(E; x0; : : : ; xn−1) = d(E;  ) (6)
where
 (0) = x0; : : : ;  (n− 1) = xn−1;  (n+ j) = 0;
by an easy induction then, with this notation, for each symbol f in ,
f(˜x) = d(Ef; x˜): (7)
1.4. Ranks
The key notion which we will use in the proofs is that of the rank of a V-term,
which is characteristic of “primitive-recursive-like” algorithms; it makes sense only
when we have a “derivation”, where each function is deKned from functions preceding
it.
Let fk1 ; : : : ; fkm be the recursive symbols which are deKned in a derivation  with
k1¡k2¡ · · ·¡km, and for each V-term E, set
rank(E) = 〈lm; lm−1; : : : ; l1〉; (8)
where li is the number of occurrences of fk i in E.
Ranks are ordered lexicographically, so that -terms have the least rank 〈0; 0; : : : ; 0〉,
and 〈3; 0; : : :〉¿〈2; 10; : : :〉.
1.5. The strict complexity on terms
With each V-term E, we associate a number
c(E;  ) = c(E;  );
which represents (roughly) the least number of steps required for a “fully parallel, call-
by-value” computation of d(E;  ). As with denotation functions, we will occasionally
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simplify notation by using the convention
c(E; x0; : : : ; xn−1) = c(E;  ) (9)
where
 (0) = x0; : : : ;  (n− 1) = xn−1;  (n+ j) = 0;
which is especially useful when E≡Ef ≡f(v0; : : : ; vn−1).
The deKnition of c(E;  ) is by induction on the rank of E, and within this by
induction on the length of E.
CT1. c(vi ;  ) = c(0;  ) = 0.
CT2. E≡f(E1; : : : ; Em), where m=1 and f is the successor symbol S, or f is an
m-ary symbol in . Now each Ei has rank no greater than rank(E) and smaller length,
and so c(Ei;  ) is deKned; we set
c(f(E1; : : : ; Em);  ) = max{c(E1;  ); : : : ; c(Em;  )}:
By these Krst two clauses, if E is a -term, then c(E;  )= 0.
CT3. Suppose E≡f(E0; E1; : : : ; En) and f is deKned by primitive recursion as in
(2). Now rank(Ei)¡rank(E), because no recursive symbol occurs more times in Ei
than in E, and f occurs at least one more time in E than it does in any Ei. Let
dj = d(Ej;  ); cj = c(Ej;  ) (j 6 n):
We will Krst deKne
c(Ef; y; x1; : : : ; xn) = c(f(v0; v1; : : : ; vn); y; x1; : : : ; xn)
by induction on y, and then we will set
c(f(E0; E1; : : : ; En);  ) = max{c0; : : : ; cn; c(Ef; d0; d1; : : : ; dn)}: (10)
CT3.0. Clearly rank(Eg)¡rank(Ef)6rank(E), and we can set
c(Ef; 0; x˜) = c(Eg; x˜):
CT3.1. Again rank(Eh)¡rank(Ef)6rank(E), and we can set
c(Ef; y + 1; x˜) = max{c(Ef; y; x˜) + 1; c(Eh; f(y; x˜); y; x˜)}:
Lemma 1. For each symbol f in a prd ,
c∗f (˜x)¿ c(Ef; x˜):
Proof. It is enough to show that for every k,
fk (˜x) ↓⇒ c(Ef; x˜)6 k
and this is simple, by induction on k.
The main feature of this complexity measure is that it assigns no cost to composition,
but it takes recursion seriously:
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Lemma 2. If f is de6ned by the primitive recursion (2) in , then for every y,
c(Ef; y; x˜)¿y.
Proof. is by induction on y, with a trivial basis. In the induction step, by CT3.1 and
the induction hypothesis,
c(Ef; y + 1; x˜) = max{c(Ef; y; x˜) + 1; c(Eh; f(y; x˜); y; x˜)}¿ y + 1:
Theorem 3. For any V-terms E; A1; : : : ; Ak , if u1; : : : ; uk occur in E and di =d(Ai;  );
ci = c(Ai;  ) for i=1; : : : ; k, then
c(E{u˜ :≡ A˜};  ) = max{c1; : : : ; ck ; c(E;  {u1 := d1; : : : ; uk := dk})}: (*)
Proof. is by induction on the length of E.
In the basis, E≡ vi or E≡ 0, and the only non-trivial possibility is when u1≡ vi;
now E{u1 :≡A}≡A and the result is immediate.
In the induction step we distinguish cases following the deKnition of complexity of
terms.
Case CT2, E≡f(E1; : : : ; Em) and f is the successor or in . We set
cj = c(Ej{u˜ :≡ A˜};  ) (j = 1; : : : ; m)
and we compute, noting that each ui occurs in some Ej:
c(E{u˜ :≡ A˜};  ) =max{c1; : : : ; cm} (by deKnition)
=max{c(E1;  {u˜ := d˜}); : : : ; c(Em;  {u˜ := d˜});
c1; : : : ; ck} (by the induction hypothesis)
=max{c(E;  {u˜ := d˜}); c1; : : : ; ck}:
Case CT3, E≡f(E0; E1; : : : ; En) and f is deKned by primitive recursion as in (2).
We set
cj = c(Ej{u˜ :≡ A˜};  ) (j 6 n);
dj = d(Ej{u˜ :≡ A˜};  ); u˜ ≡ u1; : : : ; uk ; d˜ = (d1; : : : ; dn):
By (10), the induction hypothesis, and (10) again,
c(E{u˜ :≡ A˜};  ) =max{c0; : : : ; cn; c(Ef; d0; d˜)}
=max{c1; : : : ; ck ;
c(E0;  {u˜ := d˜}); : : : ; c(En;  {u˜ := d˜}); c(Ef; d0; d˜)}
=max{c1; : : : ; ck ; c(E;  {u˜ := d˜})};
which is the required equation.
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Corollary 4. (1) For any three V-terms E, A, B,
c(A;  ) = c(B;  )⇒ c(E{u :≡ A};  ) = c(E{u :≡ B};  ):
(2) If u occurs in E, then c(E{u :≡A};  )¿c(A;  ).
Proof. Both claims follow immediately from the theorem, taking cases in (1) on
whether u occurs in E or not.
2. Colson’s Theorem (for call-by-value)
We will give in this section a detailed proof of Colson’s Theorem for call-by-value,
not because it is necessarily new or the simplest, but because it will be used as a pattern
for more complex arguments later in the paper. Key to the proof is the following, trivial
observation:
Lemma 5. If = ∅ (no external givens), then the -terms are exactly the terms of
the form Sk(v) for some variable v and the numerals Sk ≡ Sk(0).
Theorem 6 (Fredholm [5,6]). For each absolute (= ∅) prd which de6nes a function
f(˜x) of n variables, either f(˜x) is one of the trivial functions
f(˜x) = q; f(˜x) = xi + q
or there exists some i; 16i6n, such that for all x˜,
c∗f (˜x)¿ c(Ef; x˜)¿ xi:
Proof. A subterm M of a V-term E is critical, if
M ≡ f(G; N˜ ); (11)
where f is a recursive symbol and G; N˜ are -terms, and a V-term E is reducible if
it has a critical subterm of the form
M ≡ f(Sk; N˜ ); (12)
otherwise it is irreducible.
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Consider the following one-step-reduction procedure on reducible terms:
1. Choose a critical subterm M of E of the form (12).
2. If f is deKned by the primitive recursion (2) in , let E′ be obtained from E by
replacing M by the term Mk , where Mi is deKned by the obvious recursion:
M0 ≡ Eg{˜v :≡ N˜}; (13)
Mi+1 ≡ Eh{v0 :≡ Mi; v1 :≡ Si; v1+1 :≡ N1; : : : ; v1+n :≡ Nn}: (14)
Sublemma 6.1. d(E;  )=d(E′;  ), c(E;  )¿c(E′;  ) and rank(E′)¡rank(E).
Proof. The Krst claim is immediate, because
d(f(Si(0); N˜ );  ) = d(Mi;  );
and the second will follow from
c(f(Si; N˜ );  ) = c(Ef; i; d˜)¿c(Mi;  ) (d˜ = (d(N1;  ); : : : ; d(Nn;  ))
by Theorem 3. To prove this last equation by induction on i, compute Krst for the
basis:
c(f(0; N˜ );  ) = c(Eg; d(N1;  ); : : : ; d(Nn;  ))
(because the N˜ are − terms)
= c(Eg{˜v :≡ N˜};  ) = c(M0;  ):
For the induction step, we compute, using again the fact that the N˜ are -terms with
trivial complexities:
c(Ef; i + 1; d˜) = max{c(Ef; i; d˜) + 1; c(Eh; f(i; d˜); i; d˜)}
¿max{c(Mi;  ) + 1; c(Eh; f(i; d˜); i; d˜)};
on the other hand,
c(Mi+1;  ) = c(Eh{v0 :≡ Mi; v1 :≡ Si; v1+1 :≡ N1; : : : ; v1+n :≡ Nn};  )
6max{c(Mi;  ); c(Eh; d(Mi;  ); i; d˜)}
by Theorem 3 (taking account of the fact that v0 may not occur in Eh), and this
completes the argument.
Finally, the third claim holds because the reduction procedure replaces the critical
subterm f(Sk(0); N˜ ) by the term Mk , in which every recursive symbol occurs earlier
in  than f.
Sublemma 6.2. For each V-term E, there is another V-term E∗ such that:
(1) d(E;  )=d(E∗;  ).
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(2) c(E;  )¿c(E∗;  ).
(3) E∗ has no critical subterm of the form (12).
Proof. Apply the reduction procedure repeatedly, until you reach an irreducible term
E∗—which will occur, since every application lowers the rank.
To prove the theorem, we apply this sublemma to a term Ef associated with a symbol
f in . If the resulting term E∗f has no occurrences of recursive symbols, then E
∗
f
(and so f) must be trivial, by Lemma 5. If, on the other hand, some recursive symbol
occurs in E∗f , then some recursive symbol g must occur in an innermost subterm,
which is then critical; and since this critical subterm cannot be of the form (12), it
must be of the form g(Sk(vi); N˜ ) for some variable vi, and hence
c(Ef; x˜)¿c(Eg; xi + k; d(N1; x˜); : : : ; d(Nn; x˜))¿xi:
3. (-Linear and piecewise (-linear partial functions
We develop here some basic notions from linear programming which we need, both
to state and to prove our results. Throughout this section, ( is a Kxed set of (total)
functions on N. We are primarily interested in the “absolute” case (= ∅ in this article,
but the more general “relative” results are just as easy to establish, and they have
interesting applications.
3.1. (-Linear terms and partial functions
A (-linear term is an (explicit) term in the vocabulary
V‘( =
{
0; 1;+;−; m·; 1
m
·
}
∪(; (15)
where for each m∈N, m· and 1=m· are the unary operations of multiplication and
division by m, respectively,
m · (x) = mx; 1
m
· (x) = x
m
;
and a partial function f(˜x) is (-linear if it is deKned by a (-linear term. When (= ∅,
we will just say linear instead of ∅-linear.
The partiality here comes from subtraction and division by m which are only partially
deKned on N,
x − y ↓ ⇔ x ¿ y; 1
m
· (x) ↓ ⇔ m divides x:
It extends to the terms whose denotations are composed strictly, so that
f(x) = 2 ·
(
1
2
· (x)
)
=
{
x if x is even;
undeKned otherwise
(16)
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and the restriction of the identity function to the even numbers is a linear partial
function.
Here are some examples of partial functions with the terms establishing their linear-
ity, where +R is the characteristic function of a relation R:
S(x) x + 1
Pni (˜x) xi
Cnq (x) q · (1)
x + y x + y
x −· y for x¿y x − y
x −· y for x ¡ y 0 · (y − x − 1)
x
2
for even x
1
2
· (x)
x y
x
2
for odd x
1
2
· (x − 1)
x y
+¡(x; y) for x ¡ y 1 + 0 · (y − x − 1)
+¡(x; y) for x¿y 0 · (x − y)
+=(x; y) for x = y 1 + 0 · (x − y) + 0 · (y − x)
Parity(x) for even x 0 ·
(
1
2
· (x)
)
Parity(x) for odd x 1 + 0 ·
(
1
2
· (x − 1)
)
Immediately from the deKnition, we get:
Lemma 7. The composition of (-linear partial functions is (-linear.
The absolute linear partial functions admit a very simple representation, as follows.
A rational linear form is an expression
-(˜x) = a0 + a1x1 + · · ·+ anxn (a0; : : : ; an ∈ Q); (17)
where Q is the set of (positive and negative) rational numbers, e.g., x=2 − 3. These
deKne partial functions on N, deKned when their value is a natural number.
Lemma 8. A partial function f(˜x) is linear (∅-linear) if and only if for suitable
rational, linear forms -1(˜x); : : : ; -k (˜x); -k+1(˜x),
f(˜x) = w
⇔ (∃u1; : : : ; uk ∈ N)[u1 = -1(˜x) & · · · & uk = -k (˜x) & w = -k+1(˜x)]:
(18)
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In particular, every rational linear form de6nes a linear partial function, and every
linear partial function agrees with a rational linear form on its domain.
Proof. By adding the fractions, we can re-write a rational linear form as
-(˜x) =
p0 + p1x1 + · · ·+ pnxn
q
(q ¿ 0; p1; : : : ; pn ∈ Z = {: : : ;−1; 0; 1; : : :});
so that it is deKned by the term
1
q
· (p0 + p1x1 + · · ·+ pnxn)
and if f(˜x) satisKes (18), then it is deKned by the term
-k+1(˜x) + 0 · (-1(˜x)) + · · ·+ 0 · (-k (˜x)):
The converse is proved by an easy induction on the construction of terms.
Eq. (16) gives an example of a partial function which is linear but not deKned by
a rational linear form.
3.2. (-semilinear sets
A set X ⊆Nn is (-semilinear if it is the domain of convergence of a (-linear partial
function,
x˜ ∈ X ⇔ f(˜x) ↓ :
Lemma 9. (a) The intersection of two (-semilinear sets is semilinear.
(b) The restriction of a (-linear partial function to a (-semilinear set is (-linear.
(c) If f is a (-linear partial function and k is any natural number, then the set
{˜x |f(˜x)= k} is (-semilinear.
(d) A set X ⊆Nn is semilinear ((= ∅) if an only if for suitable rational, linear
forms,
x˜ ∈ X ⇔ (∃u1; : : : ; uk ∈ N)[u1 = -1(˜x) & · · · & uk = -k (˜x)]:
Proof. (a) If x˜∈X ⇔f(˜x)↓ and x˜∈Y ⇔ g(˜x)↓ , then
x˜ ∈ X ∩ Y ⇔ (f(˜x) + g(˜x)) ↓ :
(b) If x˜∈X ⇔f(˜x) ↓ , then the restriction of g(˜x) to X is deKned by the term
g(˜x) + 0 · f(˜x).
(c) f(˜x)= k ⇔ ((k − f(˜x)) + (f(˜x)− k))↓ .
(d) follows immediately from Lemma 8.
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3.3. Piecewise (-linear partial functions
A partial function is piecewise (-linear if it is the “union” of a Knite number of
(-linear partial functions with pairwise disjoint domains. We indicate this by writing
f(˜x) = f1(˜x) unionmulti · · · unionmulti f‘ (˜x);
where each fi (˜x) is a (-linear, somewhere deKned function, and conventionally includ-
ing the nowhere deKned partial function in the case ‘=0; thus f(˜x) is (-linear if it
has exactly one linear part in some decomposition. The list above shows that the total
functions +¡(x; y), x−· y, x=2 and Parity(x) are piecewise linear (in the empty (). The
characteristic function of equality +=(x; y) is also piecewise linear, by combining the
three (linear) cases of x=y, x¡y and x¿y, and (by Lemma 8) it is not linear.
Lemma 10. The composition of piecewise (-linear partial functions is piecewise (-
linear, and hence; if ( is a set of (total) piecewise (-linear functions; then every
function deKned by a (-linear term is piecewise (-linear.
Proof. If, for example, f(˜x)=f1(˜x)unionmultif2(˜x) and g(˜x)= g1(˜x)unionmulti g2(˜x), then
f(g(˜x)) = f1(g1(˜x)) unionmulti f1(g2(˜x)) unionmulti f2(g1(˜x)) unionmulti f2(g2(˜x)):
We get a proper representation of the composition f(g(˜x)) by deleting from this
disjoint union the “empty” (nowhere deKned) linear parts.
Lemma 11. A piecewise (-linear partial function is piecewise (-linear.
Proof. The assertion is that if f is the disjoint Knite union of piecewise (-linear
partial functions on disjoint domains, then it is piecewise (-linear; and the proof is
obvious.
4. The basic construction
With these deKnitions, we can use the construction in the proof of Theorem 6 in Sec-
tion 2 to establish a similar result for prd’s from piecewise (-linear (total) functions.
Proposition 12. For each prd from a set  of piecewise (-linear functions which
de6nes a function f(˜x) of n variables, there is a sequence
1; : : : ; k ;  1; : : : ;  l
of (-linear partial functions with the following properties:
(1) The domains of the i’s and the  j’s form a partition of Nn, i.e., they are
pairwise disjoint and their union is Nn.
(2) If i (˜x)↓ , then f(˜x)=i (˜x).
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(3) Each  j is unbounded, i.e., sup{ j (˜x) |  j (˜x)↓}=∞.
(4) If  j (˜x)↓ , then c(Ef; x˜)¿ j (˜x).
It follows that if f(˜x) is not piecewise (-linear, then there exists an unbounded
(-linear partial function  (˜x) such that
 (˜x) ↓⇒ c(Ef; x˜)¿ (˜x):
Proof. Here we need to deal with the fact that the piecewise (-linear functions deKned
by -terms may be bounded without being constant, e.g., 5 −· x. This complicates the
deKnition of the crucial one-step-reduction procedure, which now splits into cases and,
when iterated, yields a “decision tree” of sorts.
We Kx a prd , as before, which deKnes f. If E is a V-term and X is a (-semilinear
set, we say that E is X -reducible, if E has a critical subterm
M ≡ f(G; N˜ ) (19)
such that either the restriction of d(G; x˜) to X is not (-linear, or it is (-linear and
bounded. Since the restriction of d(G; x˜) to X is always piecewise (-linear, this means
that either every decomposition of it has at least two linear parts, or there is a (-linear
function G˜(˜x) with domain X and a number k, such that
x˜ ∈ X ⇒ d(G; x˜) = G˜(˜x)6k:
If E is not X -reducible, then it is X -irreducible.
A term tree is a structure of the form
(T; {Xu}u∈T ; {Eu}u∈T )
with the following properties:
1. T is a Knite (rooted) tree.
2. For each node u∈T , Xu is a (-semilinear set and Eu is a V-term.
3. If v is a child of u in T , then
x˜ ∈ Xv ⇒ d(Eu; x˜) = d(Ev; x˜) and c(Eu; x˜)¿ c(Ev; x˜):
4. For each node u∈T , the family {Xv | v is a child of u} is a partition of Xu, i.e.,
v; v′ distinct children of u ⇒ Xv ∩ Xv′ = ∅;
Xu =
⋃{Xv | v is a child of u}:
A term tree is reducible if there is some leaf u such that the term Eu is Xu-reducible.
Consider the following one-step reduction procedure which assigns to each reducible
term tree T another term tree T ′, an extension of T by the addition of new nodes
below some leaf of T :
1. Choose a leaf u such that Eu is Xu-reducible, so that it has a critical subterm of the
form f(G; N˜ ); choose a critical subterm of Eu of this kind; and let
G˜(˜x) = G˜1(˜x) unionmulti · · · unionmulti G˜‘ (˜x) (20)
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be the restriction of d(G; x˜) to Xu decomposed into (non-empty) (-linear partial
functions with the least, possible ‘.
2. If ‘¿1 in (20), introduce new nodes u(1); : : : ; u(‘) below u tagged with
Xu(i) = Xu ∩ {˜x | G˜i (˜x) ↓}; Eu(i) ≡ Eu:
3. Otherwise, G˜(˜x) is (-linear and
sup{G˜(˜x) | x˜∈Xu} = k
for some k∈N. Suppose f is deKned from g and h by (2); deKne the terms Mi for
i6k by (13) and (14); and for each i6k, let
Xu;i = Xu ∩ {˜x | G˜(˜x) = i}:
These sets are (-semilinear by Lemma 9, they are pairwise disjoint, and their
union is Xu. We introduce new nodes u(0); : : : ; u(k) tagged with Xu; i and the term
Eu; i obtained by replacing f(G; N˜ ) in Eu by Mi.
Proof that T ′ is a term tree is exactly as in the proof of Theorem 6.
Now, given a term E, start with the one-node tree T with Nn and E assigned to the
root, and apply repeatedly this one-step reduction procedure, as long as it is possible.
Lemma. The iteration cannot go on inde6nitely.
Proof. If it did, then it would produce a Knitely splitting, inKnite tree, which would
then have an inKnite branch, by K-onig’s Lemma. Suppose this branch is
(X1; E1) ¿ (X2; E2) ¿ · · · :
If all the reductions after some stage n along this branch were by Case 2, then
En+m≡En for all m, and so the reductions are all triggered by subterms f(G; N˜ )
of the same En; but this is not possible, since there are only Knitely many subterms
of En, and each of them can justify at most one reduction by Case 2. Thus there must
be inKnitely many reductions by Case 3 of the procedure along the branch, and each
of them lowers the rank of the term, as in the proof of Theorem 6, yielding an absurd
inKnite, decreasing sequence of ranks. (Lemma)
So eventually we stop at a term tree T ∗ such that (as in the proof of Theorem 6):
For each leaf u, Eu is Xu-irreducible and
x˜ ∈ Xu ⇒ d(E; x˜) = d(Eu; x˜) and c(E; x˜)¿ c(Eu; x˜):
In addition, by the construction,
Nn =
⋃{Xu | u is a leaf of T ∗}:
The leaves of T ∗ are divided into two groups:
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(1) Eu is Xu-irreducible because it has no critical subterm, and so it deKnes a
(-linear partial function on Xu. We let
1; : : : ; k
be an enumeration of these partial functions.
(2) Eu contains a critical subterm f(G; n˜) such that the restriction of d(G; x˜) to Xu
is (-linear and
sup{d(G; x˜) | x˜ ∈ Xu} =∞;
now c(E; x˜)¿c(Eu; x˜)¿d(G; x˜) as in the proof of Theorem 6, and we can complete
the proof of the Proposition by letting
 1; : : : ;  l
be an enumeration of these (-linear partial functions.
5. Conditionals and the essential complexity measure
An oft-cited problem with call-by-value recursion is that it is very ine3cient for
“dummy” recursive deKnitions like that of the predecessor function
Pd(0) = 0; Pd(x + 1) = x;
this is formally expressed in a prd as
Pd(0) = 0; Pd(x + 1) = h(Pd(x); x); with h(w; x) = P22(w; x) = x
and, clearly, c(EPd ; x) = x, which is wasteful. We introduce in this section extended
derivations which allow deKnitions by cases, and then we use these to deKne a very
robust notion of “essential” complexity for primitive recursive programs from suitably
“rich” ’s.
5.1. Adding conditionals
A primitive recursive derivation with conditionals or prdc is a sequence of functions
 = f0; : : : ; fk
satisfying one of the conditions D1–D3 in Section 1 or the following:
D4. fi is deKned by cases
f(t; x˜) = if (t = 0) then g(˜x) else h(t; x˜) (21)
from functions g, h which are listed earlier in the derivation. The corresponding clause
in the iteration of  is
R4: fk+1(t; x˜) =
{
gk (˜x) if t = 0;
hk(t; x˜) otherwise:
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We treat symbols that are introduced by conditionals as “recursive symbols” and
they are put in the vocabulary V, so that the V-term associated with f is simply
T4. Ef ≡f(v0; v1; v2; : : : ; v1+n).
We also extend the complexity measure:
CT4. Suppose f is deKned by (21) and E≡f(E0; E1; : : : ; En). Set Krst
dj = d(Ej;  ); cj = c(Ej;  ) (j6n)
and put
c(E;  ) =
{
max{c0; c1; : : : ; cn; c(Eg; d1; : : : ; dn)}; if d0 = 0;
max{c0; c1; : : : ; cn; c(Eh; d0; d1; : : : ; dn)} otherwise:
Lemma 1 and Theorem 3 extend easily to prdc’s:
Theorem 13. For each prdc :
(1) For each symbol f, csf (˜x)¿c(Ef; x˜).
(2) For any V-terms E, A1; : : : ; Ak , if u1; : : : ; uk occur in E and for i=1; : : : ; k,
di = d(Ai;  ); ci = c(Ai;  );
then
c(E{u˜ :≡ A˜};  ) = max{c1; : : : ; ck ; c(E;  {u1 := d1; : : : ; uk := dk})}:
Proof. (1) is immediate from the deKnition, and the proof of (2) is by induction on
E, with just one more case than the narrower Theorem 3.
Case CT4, E≡f(E0; E1; : : : ; En) and f is deKned by cases as in (21). We set
cj = c(Ej{u˜ :≡ A˜};  ) (j6n);
dj = d(Ej{u˜ :≡ A˜};  ); u˜ ≡ u1; : : : ; uk ; d˜ = (d1; : : : ; dn)
and we consider two possibilities.
If d0 = 0, then, by the deKnition, the induction hypothesis, and the fact that d0 =d(E0;
 {u˜ := d˜}),
c(E{u˜ :≡ A˜};  ) =max{c0; c1; : : : ; cn; c(Eg; d˜)}
=max{c1; : : : ; ck ;
c(E0;  {u˜ := d˜}); : : : ; c(En;  {u˜ := d˜});
c(Eg; d˜)}
=max{c1; : : : ; ck ; c(E;  {u˜ := d˜})}:
The computation for the case d0¿0 is almost identical.
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Lemma 14. For each prdc  from a set  which contains the function 1 −· y, there
is a prd r whose recursive symbols include all the recursive symbols of , and such
that for every V-term E,
dr(E;  ) = d(E;  ); cr(E;  )6c(E;  ):
Proof. 3 We will eliminate the deKnitions by cases in  one-at-a-time, by iterating the
following reduction procedure on prdc’s:
Sublemma 14.1. Suppose  contains arithmetic subtraction 1 −· y and
5 = f0; : : : ; fk ; f
is a prdc from , in which the last function is the only one de6ned by cases,
f(t; x˜) = if (t = 0) then g(˜x) else h(t; x˜);
then there is a prd
5′ = f0; : : : ; fk ; ; g; h; f
with complexity measure c′, such that for all V5-terms E,
d′(E;  ) = d(E;  ); c′(E;  )6 c(E;  ): (22)
Proof. We set
(0; u; v) = v; (t + 1; u; v) = u;
g(0; x˜) = 0; g(t + 1; x˜) = g(˜x);
h(0; s; x˜) = 0; h(t + 1; s; x˜) = h(s; x˜);
f(t; x˜) = (1 −· t; g(1 −· t; x˜); h((1 −· (1 −· t)); t; x˜));
where, of course, the primitive recursive deKnitions for the new three functions and
the composition deKning f must be “spelled out” correctly. To check Krst that the new
deKnition for f gives the same function as that in 5, compute with the 5′ deKnition
of f:
f(0; x˜; y˜) =(1; g(1; x˜); h(0; 0; x˜))
=(1; g(˜x); 0) = g(˜x);
f(t + 1; x˜; y˜) =(0; g(0; x˜); h(1; t + 1; x˜))
=(0; 0; h(t + 1; x˜)) = h(t + 1; x˜):
3 This clever trick is most often used to show that the class of partial functions primitive recursive in
given partial functions is closed under de6nition by cases, and it is due to Bird [2]; I learned it from Ivan
Soskov.
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For the corresponding complexity values, we compute
c′(Eg ; 0; x˜) = 0;
c′(Eg ; 1; x˜) = max{c′(Eg ; 0; x˜) + 1; c(Eg; x˜)}
6 c(Eg; x˜) + 1
c′(Eh ; 0; s; x˜) = 0;
c′(Eh ; 1; s; x˜) = max{c′(Eh ; 0; s; x˜) + 1; c(Eh; s; x˜)}
6 c(Eh; s; x˜) + 1
c′(E; 0; u; v) = 0
c′(E; 1; u; v) = 1;
c′(Ef; 0; x˜) = max{c′(Eg ; 1; x˜); c′(Eh ; 0; 0; x˜);
c′(E; g(1; x˜); h(0; 0; x˜)}
6 c(Eg; x˜) + 1
c′(Ef; t + 1; x˜) = max{c′(Eg ; 0; x˜); c′(Eh ; t + 1; x˜);
c′(E; g(0; x˜); h(t + 1; x˜)}
6 c(Eh; t + 1; x˜) + 1:
From this we get immediately the required inequality (22). (14.1)
To prove the lemma from this, set
0 = ; 1 = ′; : : : ; t+1 = ′t ;
where ′i is constructed by 14.1 with respect to the Krst deKnition by cases in i, if
one such exists. In the end we obtain a prd r=t with the required properties.
5.2. The essential complexity
A primitive recursive deKnition
f(0; x˜) = g(˜x);
f(y + 1; x˜) = h(f(y; x˜); y; x˜) (23)
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in a prdc 5=f0; : : : ; fk is fake if the variable v0 does not occur in the term Eh, so
that (by the deKnitions in Section 1.3) the function h(u; y; x˜) does not depend on u. A
genuine primitive recursive deKnition is one which is not fake, and a genuine prdc is
one with no fake primitive recursive deKnitions.
Suppose fi is the Krst function in 5 deKned by a fake primitive recursion, and let
5′ be constructed by replacing this fake recursion by the deKnition by cases
f(t; x˜) = if (t = 0) g(˜x) else h(t; t −· 1; x˜); (24)
formally this requires the introduction of two new symbols which are deKned from
h(w; t; x˜) by composition (with projections), but this does not introduce recursive sym-
bols, and so V5 =V5′ .
For any prdc , set
0 = ; 1 = ′; : : : ; i+1 = ′i : : :
and let
∗ = t; for the least t such that t is genuine; (25)
c∗(E;  ) = c∗(E;  ) = c∗(E;  )
= the complexity of E computed in ∗: (26)
Lemma 15. If  is a prdc from a set of functions  which includes the predecessor
x −· 1 and the function 1 −· y, then ∗ has the following properties.
(a) V =V∗ , i.e.,  and ∗ have the same recursive symbols.
(b) For each V-term E, d(E;  )=d∗(E;  ).
(c) For each V-term E, c(E;  )¿c∗(E;  ).
(d) Every primitive recursion in ∗ is genuine.
Proof. (a) and (d) are immediate from the deKnition. To verify (b) and (c), it is
enough to show that the transformation 5 →5′ preserves denotations and does not
increase complexities.
For (b), notice that if the variable v0 does not occur in the term Eh, then the value
h(w; t; x˜) is independent of w, because for any w; w′,
h(w; t; x˜) = d(Eh; w; t; x˜) = d(Eh; w′; t; x˜) = h(w′; t; x˜):
It follows that if f is deKned by a fake recursion (23) in 5, then
f(0; x˜) = g(˜x);
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f(t + 1; x˜) = h(f(t; x˜); t; x˜)
= h(t + 1; t; x˜)
and so f(t; x˜) satisKes its new deKnition (24) in 5′.
For (c), we check directly from the deKnitions that
c5(Ef; t; x˜)¿c5′(Ef; t; x˜)
and then we apply (2) of Theorem 13.
The next result improves Proposition 12 in two ways, by allowing cases in the
derivations, and by replacing the complexity c(Ef; x˜) by the generally smaller c∗(Ef; x˜).
It is the main combinatorial result of this article.
The Basic Lemma 16. For each prdc from a set  of piecewise (-linear functions
which de6nes a function f(˜x) of n variables, there is a sequence
1; : : : ; k ;  1; : : : ;  l
of (-linear partial functions with the following properties:
(1) The domains of the i’s and the  j’s form a partition of Nn, i.e., they are
pairwise disjoint and their union is Nn.
(2) If i (˜x)↓ , then f(˜x)=i (˜x).
(3) Each  j is unbounded, i.e., sup{ j (˜x) |  j (˜x)↓}=∞.
(4) If  j (˜x)↓ , then c∗(Ef; x˜)¿ j (˜x).
It follows that if f(˜x) is not piecewise (-linear, then there exists an unbounded
(-linear partial function  (˜x) such that
 (˜x) ↓⇒ c∗(Ef; x˜)¿  (˜x):
Proof. By its deKnition, for any V-term E,
c∗(Ef; x˜) = c∗(Ef; x˜);
where ∗ is some prdc; and then by Lemma 14, there is a prd r∗ such that
c∗(Ef; x˜)¿c∗(E; x˜):
Moreover, these transformations preserve denotations, i.e.,
f(˜x) = d(Ef; x˜) = d∗(Ef; x˜) = d∗(Ef; x˜):
The result follows by applying the Proposition 12 to r∗ and using the inequalities
above.
22 Y.N. Moschovakis / Theoretical Computer Science 301 (2003) 1–30
6. The non-strict complexity
The non-strict 4 iterates f˜k of a derivation  are deKned by the same clauses R1–R4
that are used for the call-by-value iteration, except—and this is a big diNerence—that
they are monotone (not necessarily strict) functions on (N∪{⊥})n to N∪{⊥}. We
repeat the clauses here for easy reference, using variables 6, 7 over N∪{⊥}:
RN1. If f is a given function (˜6), then, for every k,
f˜
k
(˜6) = (˜6):
If, for example, f(61; 62)=P22 (61; 62), then f˜
k(⊥; 3)=3.
RN2. If f is deKned by composition as in (1), then
f˜
0
(˜6) = ⊥; f˜k+1(˜6) = g˜k(h˜k1(˜6); : : : ; h˜
k
m(˜6)):
RN3. If f is deKned by primitive recursion as in (2), then
f˜
0
(7; 6˜) =⊥;
f˜
k
(⊥; 6˜) =⊥;
f˜
k+1
(0; 6˜) = g˜k (˜6);
f˜
k+1
(y + 1; 6˜) = h˜
k
(f˜k(y; 6˜); y; 6˜):
RN4. If f is deKned by cases as in (21), then
f˜
k
(⊥; 6˜; 7˜) =⊥;
f˜
k+1
(t; 6˜; 7˜) =
{
g˜k (˜6) if t = 0;
h˜
k
(˜7) otherwise:
The non-strict complexity measure is deKned on natural number arguments only, by
cnf (˜x) = the least k such that f˜
k
(˜x) ↓ : (27)
Theorem 17. For each prdc , and each function symbol f,
csf (˜x)¿ c
n
f (˜x)¿ c
∗(Ef; x˜):
4 In the study of recursive deKnitions relative to arbitrary given functions, this is sometimes referred-to as
“call-by-name” iteration. I have avoided this terminology here, since the related papers by Colson, David,
etc., use the term “call-by-name” to refer to iteration of (absolute) primitive recursive algorithms on the
complete poset of lazy integers rather than the Pat poset N∪{⊥} of partial integers. Notice that there is
no natural interpretation of iteration on the poset of lazy integers in the presence of arbitrary given functions.
Y.N. Moschovakis / Theoretical Computer Science 301 (2003) 1–30 23
Proof. For the (well-known) Krst inequality, we need to show that for every k,
fk (˜x) ↓⇒ f˜k (˜x) ↓ (˜x ∈ N);
and this is almost immediate, by induction on k.
For the second inequality, it is enough to prove that for every k,
f˜
k
(˜6) ↓⇒ d(Ef; 6˜) = f˜k (˜6)& c∗(Ef; 6˜) = c∗(Ef; 6˜)6k: (28)
We show this by induction on k, following the deKnition of ∗ and noting that
[d(Ef; 6˜) ↓ & 6i = ⊥]⇒ the variable vi−1 does not occur in Ef;
simply because terms are evaluated strictly.
In the basis k =0, (28) is easy to verify, taking cases on whether f is the successor
S or in —and then it is evaluated strictly—or a projection Pni or a constant C
n
q , when
only the relevant variable occurs in Ef.
In the induction step, we consider three cases.
Case T2. f is deKned by composition, so
f˜
k+1
(˜6) = g˜k(u1; : : : ; um);
where ui = h˜
k
i (˜6) for i=1; : : : ; m. By the induction hypothesis,
d(Eg; u1; : : : ; um) = g˜
k(u1; : : : ; um);
and so if ui =⊥, then the variable vi−1 does not occur in Eg; for each i then such that
vi−1 occurs in Ef, it must be that
ui = h˜
k
i (˜6) = ⊥
and so the induction hypothesis gives again that d(Ehi ; 6˜)↓ . This implies that
d(Ef; 6˜) = d(Eg{u1 :≡ Eh1 ; : : : ; um :≡ Ehm}; 6˜)
= d(Eg; u˜) ↓ :
The complexity inequality follows by a direct application of Theorem 13, keeping track
of the variables which actually occur in Eg.
Case T3. f is deKned by primitive recursion. We prove (28) by induction on y∈N,
since f˜k+1(⊥; 6˜)=⊥, by deKnition.
Basis, y=0. Now f˜k(0; 6˜)= g˜k (˜6), and the argument is exactly as in CT2.
Induction Step, y= z + 1. The hypothesis is that
f˜
k+1
(z + 1; 6˜) = h˜
k
(f˜
k
(z; 6˜); z; 6˜) ↓
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and so, by induction hypothesis,
d(Eh; f˜
k
(z; 6˜); z; 6˜) ↓ : (29)
There are two possibilities
Case 1. f˜k(z; 6˜)=⊥. Now (29) implies that the variable v0 does not occur in Eh,
and so the primitive recursion deKning f is not genuine; this means that in ∗ it is
replaced by the deKnition by cases
f(t; x˜) = if (t = 0) then g(˜x) else h(t; t
·− 1; x˜);
so that
d∗(Ef; z + 1; 6˜) = d(Eh; z + 1; z; 6˜)
= d(Eh; f˜
k
(z; 6˜); z; 6˜)
= f˜
k+1
(z + 1; 6˜);
using again the fact that v0 does not occur in Eh. Moreover,
c∗(Eh; z + 1; 6˜) = c∗(Eh; z + 1; z; 6˜)6k
as required.
Case 2. f˜k(z; 6˜)=w∈N. It may still be the case that the primitive recursion deKning
f in  is not genuine, in which case the argument is exactly like that in Case 1. If
it is genuine, then f is deKned in ∗ by the same primitive recursion, and then the
induction hypothesis gives the required result.
DeKnition by cases T4 is handled exactly like composition.
7. The main theorem
The key to applying the Basic Lemma 16 is the next, simple extension of Dickson’s
Lemma, 5 where for x˜=(x1; : : : ; xn); y˜=(y1; : : : ; yn)∈Nn,
x˜ 6 y˜ ⇔ x16y1 & : : : & xn 6 yn:
Lemma 18. If a set K ⊆Nn+1 is unbounded on its last coordinate, i.e.,
sup{w | (˜x; w) ∈ K} =∞;
5 Every set S of pairwise undominated points in Nn is 6nite, see [1, pp. 163, 184]. This was rediscovered
by Koutsoupias for the present application, and then van den Dries pointed me to its exposition in [1], where
it is called “the most frequently rediscovered mathematical theorem”.
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then it contains two points (˜x1; w1), (˜x2; w2) such that
x˜1 6 x˜2 and w1 ¡ w2: (30)
Proof. The proof is by induction on n, the result being immediate for n=0. For the
induction step, Kx some (a1; : : : ; an; z)∈K and suppose the lemma fails. This implies
that for every (˜x; w)∈K ,
either w6z or; for some i; xi ¡ ai:
Since the part of K with w6z is certainly not unbounded on the last coordinate and
the second disjunct above splits K into Knitely many parts, there must exist some i
and some k¡ai such that the set
{(˜x; w) ∈ K | xi = k}
is unbounded in the last coordinate; but this is a set in dimension n, and so it con-
tains two points satisfying (30), by the induction hypothesis, contradicting our assum-
ption.
Main Theorem 19. For every prdc from piecewise linear (total) functions  which
de6nes a function f(˜x) of n variables, either f is piecewise linear, or there exist
vectors x˜1 and d˜ =0 in Nn, such that for all t,
c∗f (˜x1 + td˜)¿c
n
f (˜x1 + td˜)¿c
∗(Ef; x˜1 + td˜)¿t:
If the second alternative holds, then there is an s, such that with x˜ t = x˜1 + (s+ t)d˜,
lim
t→∞ (x
t
1 + · · ·+ xtn) =∞
and for a suitable, positive rational r and all t,
c∗(Ef; x˜ t)¿r(xt1 + · · ·+ xtn):
Proof. Suppose f(˜x) is not piecewise linear, and let  (˜x) be the linear partial function
guaranteed by the Basic Lemma 16, which is unbounded and provides a lower bound
for c∗(Ef; x˜). By Lemma 8,
 (˜x) = w
⇔ (∃u1; : : : ; uk ∈ N)[u1 = -1(˜x)& · · · & uk = -k (˜x)&w = -k+1(˜x)]
for suitable rational linear forms -i, so that
-i (˜x) =  i (˜x) + ci (i = 1; : : : ; k + 1);
where each ci is a (possibly 0) rational constant, and each  i (˜x) is a homogeneous
linear function, i.e.,
 i(:˜x1 + ;x˜2) = : i (˜x1) + ; i (˜x2): (31)
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The set K of all (˜x; u˜; w) in Nn+k+1 which satisKes the system of equations
ui =  i (˜x) + ci (i = 1; : : : ; k);
w=  k+1(˜x) + ck+1
is unbounded in the last coordinate, and so, by Lemma 18, there exist points (˜x1; u˜1; w1)
and (˜x2; u˜2; w2) in K , such that
(˜x1; u˜1)6 (˜x2; u˜2) and w1 ¡ w2:
Sublemma 19.1. For each natural number t, the vector x˜1+ t(˜x2− x˜1) is in the domain
of  , and
 (˜x1 + t(˜x2 − x˜1)) = w1 + t(w2 − w1): (32)
Proof. Using (31), we Krst get that for each i6k + 1,
 i (˜x2 − x˜1) =  i (˜x2) + ci − ( i (˜x1) + ci) = u2;i − u1;i¿0
(in the obvious notation) is a natural number, and so
 i (˜x1 + t(˜x2 − x˜1)) + ci =  i (˜x1) + ci + t( i (˜x2)−  i (˜x1))
is the sum of two natural numbers and so also a natural number. This means that the
vector x˜1 + t(˜x2− x˜1) is in the domain of  (˜x), and the case i= k +1 shows (32).
If we set
d˜ = x˜2 − x˜1; c = w2 − w1 ¿ 0;
then
c∗(Ef; x˜1 + td˜)¿ g(˜x1 + td˜) = w1 + ct¿t;
which completes the proof of the Krst claim in the theorem.
For the second claim, let Krst
y˜t = x˜1 + td˜;
add the component equations∑
i
yti =
∑
i
x1;i + t
∑
i
di;
and solve this for t to get (with d =
∑
i di)
t =
1
d
(∑
i
yti −
∑
i
x1;i
)
;
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now limt
∑
i y
t
i =∞, and so there is some s such that
t¿s ⇒
(
1−
∑
i x1;i∑
i y
t
i
)∑
i
yti ¿
1
2
∑
i
yti ;
the required inequality holds then with this s and r=1=2d.
Corollary 20. The function
gcd(x; y) = the greatest common divisor of x and y
is not piecewise linear and so, for every prdc which computes it from piecewise
linear givens with essential complexity c∗(x; y), there is a sequence (xt ; yt) such that
limt (xt ; yt)=∞, and with some rational r¿0,
c∗(xt ; yt)¿r(xt + yt):
Proof. If gcd(x; y) is piecewise linear, then, in particular, there exists rational constants
ai; bi; ci (i¡m), such that for each (x; y), there is an i¡m satisfying
gcd(x; y) = aix + biy + ci:
It follows that the same i will be used for inKnitely many pairs of the form (x3x; x2x),
i.e., for suitable rationals a, b, c, the equation
x = gcd(x3x; x2x) = ax3x + bx2x + c
has inKnitely many solutions, which cannot be true. (In detail, dividing by x3x and
taking the limit as x→∞, we get that a=0, and so the equation
x = bx2x + c
must have inKnitely many solutions; and then, dividing by x2x and taking limits again,
we get that b=0, and so x= c for inKnitely many values of x, which is absurd.)
This means that fast, logtime algorithms for the computation of gcd(x; y) cannot
be expressed by just composition and primitive recursion using piecewise linear
givens. The classical, Euclidean algorithm can be deKned succinctly for x¿y¿1 by
the recursive equation
gcd(x; y) =
{
y; if rm(x; y) = 0;
gcd(y; rm(x; y)) otherwise
from the remainder function
rm(x; y) = the unique r ¡ y such that for some q; x = yq+ r; (33)
which is not piecewise linear; its complexity is O(min(log2(x); log2(y))). Stein’s
algorithm, on the other hand, uses only the piecewise linear functions in the list in
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Section 3, and works in (somewhat greater) logarithmic time. We include this result
for easy reference:
Lemma 21 (Stein’s algorithm, Knuth [8, Vol. 2, Section 4.5.2]). The following recur-
sion computes gcd(x; y) for x; y =0 in O(log2(x) + log2(y)) stages:
gcd(x; y) =

x if x = y (or x = 0 or y = 0)
2 gcd(x=2; y=2) otherwise; if Parity(x) = Parity(y) = 0;
gcd(x=2; y) otherwise; if Parity(x) = 0;Parity(y) = 1;
gcd(x; y=2) otherwise; if Parity(x) = 1;Parity(y) = 0;
gcd(x −· y; y) otherwise; if x ¿ y;
gcd(x; y −· x) otherwise:
Proof. That the gcd satisKes these equations and is determined by them is trivial.
To check the complexity, notice that (at worst) every other application of one of
the clauses involves halving one of the arguments—the worst case being subtraction,
which, however must then be immediately followed by a division, since the diNerence
of two odd numbers is even.
8. Comments and open problems
One can view the Main Theorem 19 as a direct generalization of Colson’s theorem to
“piecewise linear primitive recursion with conditionals”, especially since the Corollary
20 about gcd(x; y) is so much in the spirit of Colson’s Corollary about min(x; y).
From another point of view, these complexity results are only peripherally related to
the results of Colson and David, who are primarily concerned with the analysis of
absolute, sequential, call-by-name primitive recursion to which the present paper is
barely relevant.
There is a third point of view however (always!), by which the work of Colson,
Fredholm, David and this paper are really very much about the same thing, and that is
the study of classes of algorithms which are deKned by certain forms of recursion. A
good name for the topic might be the structural complexity of algorithms, in analogy
with the term structural complexity of queries which has been used to distinguish
the classiKcation of queries (on strings or Knite structures) by the di3culty of their
deKnition rather than by the requirement of resources (time or space) for the algorithms
which decide them. The main questions in structural complexity are, of course, about
its relation with traditional time-and-space complexity, and this is what we do here
also—but about classes of algorithms rather than classes of queries.
If we want to study special classes of algorithms, we should single them out from
“general algorithms” in some form; but what is an algorithm? Colson and David never
adopt some sort of rigorous deKnition, but they assume that primitive recursive algo-
rithms can be faithfully modeled by the combinators which are naturally associated
with primitive recursive derivations, acting on the domain of lazy integers. Fredholm
Y.N. Moschovakis / Theoretical Computer Science 301 (2003) 1–30 29
assumes an underlying theory of partial inductive de6nitions due to Halln-as [7], which
models algorithms (basically) by systems of Herbrand–G-odel–Kleene equations relating
strict partial functions. My own approach is not too diNerent (in the end) from that of
Halln-as, but it is more general, and it is based on the deterministic systems of equations
with strict conditionals introduced by McCarthy [9] rather than the HGK systems; for
a recent paper on the topic (with references to earlier work) see [10].
The two most obvious problems left open by this paper are the following.
Open Problem 1. True or false: for every primitive recursive derivation from piece-
wise linear functions and the remainder function (33) which de6nes a function f(˜x)
of n variables, either f is piecewise linear from the remainder, or there exists some
rational number r¿0 such that
for in6nitely many x˜; c∗(˜x)¿r(x1 + · · ·+ xn);
where c∗(˜x) is the (essential) complexity function of the derivation.
A positive answer would show that the most ancient Euclidean algorithm cannot be
matched in e3ciency by a primitive recursive algorithm from its natural givens, and the
proof would likely be interesting: the obvious attempts to extend the techniques of this
paper to solve the problem lead to apparently di3cult algebraic and number-theoretic
questions.
Open Problem 2. Are there examples of recursive algorithms (with piecewise linear
givens) whose time complexity cannot be matched by a ;-recursive algorithm com-
puting the same function?
By ;-recursion we mean here the extension of primitive recursion by the scheme
for minimalization, deKned on partial functions by
f(˜x) = ;y[g(˜x; y) = 0]
= the least y[(∀i ¡ y)(∃z)[g(˜x; i) = z + 1& g(˜x; y) = 0]:
It would be nice to answer this question positively simply by extending the Main
Theorem 19 to ;-recursion, but this does not hold because of the following, quite easy
result:
Proposition 22. There is a ;-recursive algorithm from piecewise linear givens, which
computes the binary logarithm log2(x) in O(log2(x)) steps.
8.1. Added in proof
Lou van den Dries [11] has now obtained a positive answer to Open Problem 1
for the most important special case of gcd(x; y), he has answered the general prob-
lem negatively, and he has established a (weaker) optimal positive proposition, along
30 Y.N. Moschovakis / Theoretical Computer Science 301 (2003) 1–30
with many stronger, related results on the complexity of the greatest common divisor
function. He uses non-standard models of arithmetic.
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