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In der vorliegenden Arbeit betrachten wir eine Schar 
L(A) E heI + WID,-, + -a- + AD, + Do 
mit beschrankten selbstadjungierten Operatoren D, , D, ,..., D,-, im 
Hilbertraum sj. Diese habe die Eigenschaft, daD fur jedes x E 5, 
x # 0, das Polynom p,(A) = (L(h) x x nur reelle Nullstellen X,(X), , ) 
i = 1, 2,..., n, h,(x) > h,(x) > *.* > h,(x) hat. 
Fur Scharen zweiten Grades (n = 2) im endlichdimensionalen 
unitaren Raum bewies R. J. Duffin [I, 21 unter der zusatzlichen 
Voraussetzung der Einfachheit dieser Nullstellen, dal3 die Werte- 
bereiche Ai , fl, der Funktionale X,(e), &(*) disjunkt sind. Das 
analoge Resultat fur Scharen zweiten Grades im Hilbertraum bildet 
einen Ausgangspunkt fur die in [3-71 u.a. entwickelte Theorie der 
stark oder relativ stark gedampften Scharen. Dabei wurde gezeigt, dal3 
fur eine solche Schar L(X) zwei Operatoren 2, , 2, existieren, die 
Losungen der Gleichung Z2 + D,Z + D, = 0 sind und deren 
Spektrum a(&) mit der AbschlieBung von iii n a(L) zusammenfallt. 
Die Existenz dieser Wurzeln ergab sich durch Betrachtung eines der 
Schar L(X) zugeordneten geeigneten J-selbstadjungierten Operators 
L in einem J-Raum $5. Dabei erwies es sich als wesentlich, daB dieser 
Operator definisierbar (siehe l-5-71) ist, genauer, da8 fur jede 
komplexe Zahl y mit sup /l, < y < inf /1, gilt: [(L - yI)x, x] > 0 
(x E b), wenn [x, y] das indefinite Skalarprodukt in sj bezeichnet. 
Das zitierte Ergebnis R. J. Duffins wurde unlangst von A. S. 
Markus, V. I. Macajev und G. I. Russu [8] auf Scharen n-ten Grades 
verallgemeinert. Sie setzen voraus, da8 jedes p,(X), x E !$, x # 0, 
nur reelle einfache Nullstellen hat und zeigen, da13 dann die 
Wertebereiche A, , A2 ,..., A, der Nullstellenfunktionale h,(m), h,(e),..., 
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h,(e) paarweise disjunkt sind. Hat insbesondere eine solche Menge fli 
einen positiven Abstand von allen iibrigen Mengen /lj (j f i), so 
beweisen sie dariiber hinaus die Existenz einer Wurzel Zi der 
Gleichung 
L(Z) =- 2” -+ Dn-lz”-l $ ... + D,Z -+ D, = 0, (1) 
fur die wieder u(ZJ = a(L) n fli gilt. Unter etwas anderen Voraus- 
setzungen an die Schar L(X) wurde vorher die Existenz einer solchen 
Wurzel such in [9] bewieseni; daraus ergaben sich insbesondere 
gewisse Resultate von R. I,. Turner [lo] unter allgemeineren 
Voraussetzungen. 
Die Existenz der Wurzel Zi mit der Eigenschaft u(ZJ = o(L) n /Ii 
ist in allen genannten Fallen gleichbedeutend damit, da13 sich die 
Schar L(X) faktorisieren 1aRt in der Form 
L(h) = Lyi(h)(XI - Z,), 
wobei L,Jh) eine Schar (n - I)-ten Grades bezeichnet, fur die fli 
mit evtl. Ausnahme seiner Randpunkte zur Resolventenmenge p(Lz,) 
gehiirt (i = 1, 2 ,..., n). 
In der vorliegenden Arbeit wird zunachst gezeigt, dal3 unter 
der eingangs genannten Voraussetzung je zwei der Mengen ilj, 
j = 1, 2,..., n, hijchstens einen Randpunkt gemeinsam haben. Als 
Hauptergebnis (Satz 2) beweisen wir dann, da0 der der Schar L(X) in 
einem geeigneten J-Raum zugeordnete Operator L wieder definisier- 
bar ist. Daraus lassen sich z.B. Aussagen iiber die Vollstandigkeit 
gewisser Systeme von Eigenelementen oder die Existenz einer 
Spektralfunktion im Falle kontinuierlichen Spektrums herleiten, 
worauf wir jedoch hier nicht naher eingehen. Wir zeigen in dieser 
Note als Beispiel fur eine Anwendung von Satz 2, dal3 fur eine 
Schar dritten Grades mit nur reellen Nullstellen drei Wurzeln .Zj der 
Gleichung 
Z3 + D,Z2 + D,Z + D, = 0 
mit u(Zj) = o(L) n fli (j = 1, 2, 3) existieren. 
Es sei schlieBlich vermerkt, da13 gewisse Scharen zweiter Ordnung 
mit nur reellen Nullstellen und unbeschrankten selbstadjungierten 
Operatoren in [ll] betrachtet wurden. 
1 Unllngst bewiesen V. I. Macajev und A. I. Virozub eine Aussage, welche die 
zitierten Ergebnisse aus [8, 91 verallgemeinert. 
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I. J-SELBSTADJUNGIERTE OPERATOREN UND POLYNOMIALE SCHAREN 
1. Wir benutzen im folgenden die in [9], Abschnitt 1 dargestellten 
einfachen Zusammenhange zwischen polynomialen Scharen linearer 
selbstadjungierter Operatoren und J-selbstadjungierten Operatoren. 
Urn die Lesbarkeit dieser Arbeit zu erleichtern, wiederholen wir 
einige Definitionen. 
Es sei -fi ein Hilbertraum fur das Skalarprodukt (x, y) (x, y E 5), 
G ein beschrankter und beschrankt invertierbarer indefiniter (d.h., 
es gibt Elemente X, y E 9 mit (Gx, X) > 0 und (Gy, y) < 0) selbst- 
adjungierter Operator in sj. Wir definieren in 9 ein indefinites 
Skalarprodukt [x, y] durch die Gleichung 
hrl = C&Y) (TY ~J31. (2) 
Dann ist Js ein J-Raum fur dieses indefinite Skalarprodukt und 
ein geeignetes positiv definites Skalarprodukt, dessen Norm der 
Ausgangsnorm aquivalent ist. Ein Element x E & hei& G-p&iv 
(G-nichtnegativ usw.), wenn [x, X] > 0 ([x, X] > 0 usw.) gilt. Ein 
Teilraum, der auBer x = 0 nur aus G-positiven (G-nichtnegativen 
usw.) Elementen besteht, heiDe G-positiv (G-nichtnegativ usw.). Gilt 
fur die Elemente x eines G-positiven (bzw. G-negativen) Teilraumes 
2 sogar 
[x, xl 3 Y II x II2 (bzw. [x, 4 ,< -Y II x II”) 
mit einem y > 0, so nennen wir 9 streng G-positiv (bzw. streng 
G-negativ). 1st ein G-nichtpositiver Teilraum in keinem anderen 
G-nichtpositiven Teilraum enthalten, so heiBt er maximal G-nicht- 
positiv. 
Das G-orthogonale Komplement -F[LJ eines Teilraumes 2 C $3 
besteht definitionsgemgf3 aus allen x E & mit [x, .Fj = JO}. 
Ein beschrankter linearer Operator A in 6 hei& G-selbstadjungiert, 
wenn 
[Ax, Yl = Lx, Ayl (x, Y 6 6) 
gilt. Einen G-selbstadjungierten Operator A nennen wir de$nisierbar, 
wenn ein Polynom p existiert, so daB 
gilt. Aussagen iiber definisierbare Operatoren findet man z.B. in 
[5-7, 12, 131. 
580/12/I-2 
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Einen Eigenwert A des G-selbstadjungierten Operators A nennen 
wir von positivem (bzw. negativem) Typ, wenn alle zugehorigen 
Eigenelemente G-positiv (bzw. G-negativ) sind; a+(A) (bzw. a-(A)) 
sei die Menge aller Eigenwerte von positivem (bzw. negativem) Typ 
des Operators A. Ein Eigenwert, der weder von positivem noch 
von negativem Typ ist, heil3e kritisch. Man sieht leicht, da13 nur 
kritische Eigenwerte Jordansche Ketten von einer Lange >I haben 
konnen; die Menge aller kritischen Eigenwerte von A bezeichnen 
wir mit a,(A). 
2. Es sei 5j ein Hilbertraum. Wir betrachten die Schar L: 
L(A) = hnI + h”-lDD,-, + .‘* + AD, + D, (3) 
mit Operatoren Da ,..., D,-, E W .2 Definitionsgem besteht das 
Spektrum o(L) der Schar L aus allen Punkten h der komplexen Ebene, 
fur die der Nullpunkt z = 0 ein Punkt des Spektrums des Operators 
L(h) ist; sein Komplement bildet die Resolventenmenge p(L). 1st 
x = 0 ein Eigenwert von L(X,), d.h., besteht die Gleichung 
L(h,) X(O) = 0 mit einem Element x(O) E $3, X(O) # 0, so he& A, ein 
Eigenwert der Schar L und das Element x(O) ein Eigenelement zu 
diesem Eigenwert. Die Menge der Eigenwerte der Schar L bezeichnen 
wir mit uJL).~ 
1st A, E u,(L) und geniigen die Elemente X(O) # 0, x(l),..., xck) den 
Gleichungen 
Wo) 
(K-l) + x(O) = 0 3 K = 0, 1 ,...) k, 
so bilden sie definitionsgemal3 eine jordansche Kette der Lange 
k + 1 zum Eigenwert X, . 
Der Schar L in 5 ordnet man [14, vgl. such 5; 151 den Operator 
(4) 
2 1 bezeichnet den Ring der beschriinkten linearen Operatoren in $5. 
3 Definiert man entsprechend das kontinuierliche Spektrum o,(L) und das Resi- 
dualspektrum o,(L), so sieht man leicht, daD im Falle selbstadjungierter Operatoren 
D ,, ,..., D,_, kein reelles Residualspektrum auftritt. 
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im Produktraum sj = %n = !+j(l) @ $c2) @ *a* @ $tn) mit a(l) = 
Jjj(2) = . . . = $3 zu. Bekanntlich gilt dabei 
+4 = o(L), %(L) = %(L>1 
und die zu einem Eigenwert h, gehorenden Jordanschen Ketten von L 
und L entsprechen einander eineindeutig; insbesondere besteht 
zwischen den Eigenelementen x (O) E 8 und x(O) E 8 von L bzw. L 
zum Eigenwert ho der Zusammenhang 
y-lx(o) 
x(o) = t1 A,2x'O' . &do X(O) 
Sind die Operatoren Do, D, ,..., D,-, selbstadjungiert, so iiberzeugt 
man sich leicht davon, da13 der Operator L fiir den selbstadjungierten 
und beschrankt invertierbaren Operator 
G= ? 
t 
0 0 **- 0 I’ 
0 0 -1. I D,-, 
! k-1 Dn-2 . . 
6 i D,-, 
I D,-, D,-, **a D, 1 
G-selbstadjungiert ist. 
Setzen wir fiir ein reelles X und x E fi 
so ergibt sich fur das Skalarprodukt (2) (vgl. [18], (4.7.3)) 
[x, x] = (L’(h)x, x). (5) 
3. In Abschnitt III betrachten wir fiir eine Schar dritten Grades 
L(h)- X31+ PD, + AD1 + Do (6) 
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die zugehorige Operatorengleichung 
z” -I- Do%” -4 D,Z -,- D,, -: 0. (7) 
Bildet 2 E 9 eine Losung von (7), so ist offensichtlich jeder Eigenwert 
von 2 such ein Eigenwert von L und die zugehbrigen Eigenelemente 
stimmen iiberein. Man kann zeigen, da6 sogar jede Jordansche Kette 
von 2 eine Jordansche Kette von L ist. AuBerdem sieht man leicht, 
da8 such jeder approximative Eigenwert von 2 4 zu o(L) gehort. 
Analog wie in [4, 5, 91 erhalten wir eine Losung von (7) mit Hilfe 
von Lemma 2 aus [9], das wir hier fur den Spezialfall einer Schar 
dritten Grades noch einmal formulieren. 
LEMMA 1. Ist 9 ein invarianter Teilraum des Operators L aus (4) 
ftir n = 3 der Gestalt 
z’x 




so gilt 2’ = Z2 und der Operator Z bildet eine Liisung von (7). Ist 
umgekehrt Z E: 9 eine Liisung von (7), so l$lt L den Teilraum 
z2x 
dp,= zx :xgsj 
lo 1 X 
invariant, und es gilt u(Z) = o(L ( 2”). 
Auch das folgende Lemma formulieren wir der Einfachheit halber 
nur fiir Scharen dritten Grades, obwohl entsprechende Aussagen 
fur Scharen beliebiger Ordnung gelten. Den einfachen Beweis 
iiberlassen wir dem Leser. 
LEMMA 2. Fiir Z E 9f ist der Teilraum sz aus (8) genau dann 
nichtnegativ (nichtpositiv, streng positiv bzw. streng negativ), wenn fiir 
den Operator 
S = Z2 + Z*Z + Z*2 + D,Z + Z*D, + D, 
gilt: 
S>O(S<O,S>Obzw.S<O). 
Geniigt Z der Gleichung (7), so ist SZ selbstadjungiert. 
4 Die komplexe Zahl h heiljt ein approximativer Eigenwert von 2, wenn eine Folge 
(xJ mit 1) xk j] = 1 und 2x, - hxk + 0 (k --L 00) existiert. 
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II. SCHAREN ~-TEN GRADES MIT NUR REELLEN NULLSTELLEN 
1. Wir betrachten in diesem Abschnitt die Schar L aus (3) mit 
selbstadjungierten Operatoren D, , D, ,..., D,-, . Fur x E & setzen 
wir pZ(X) = L(X)x, x). Hat jedes Polynom p, (X E $5) nur reelle 
Nullstellen, so sagen wir, die Schar L habe nur reelle Nullstellen. In 
diesem Falle numerieren wir die Nullstellen h{(x), i = 1, 2,..., n, von 
p, in folgender Weise: 
Jedes hi(x) hangt stetig von x ab, deshalb sind die Mengen 
Ai = {hi(X) : x E Aj}, i = 1, 2 ,..., 72, 
Intervalle der reellen Achse. Setzen wir ai = inf /li , pi = sup /li , 
(i = 1, 2,..., n), so gilt offensichtlich 
SATZ 1. Hat die Schar L nur reelle Nzlllstellen, so gilt 
Bi+l G % P i = 1, 2 ,..., n - I. 
Wir fiihren den Beweis durch vollstandige Induktion, und zwar 
zeigen wir zunachst, dal3 die Aussage fiir Scharen n-ten Grades gilt, 
wenn sie fur solche (n - I)-ten Grades bewiesen ist. 
Hat jedes Polynom p, (X E !& x # 0) nur reelle Nullstellen, so 
gilt dasselbe fiir die Ableitungen p,‘. Wir nehmen an, die fiir die 
Schar L,(X) = (1 /n)(dL(X)/dh) entsprechend definierten Intervalle (li’, 
i = 1, 2,..., n - 1, haben die behauptete Eigenschaft. 
Es sei h, E L& n &+r . Dann gibt es ein Element y0 mit pUO(h,) = 
p&(h,) = 0 oder zwei Elemente x0 , xi E $ mit (L(h,)xj , xi) = 0 und 
(L’(h& , Xj) = (- l)j. I m zweiten Falle folgt durch Anwendung des 
Satzes von Hausdorff-Toeplitz5 iiber die Konvexitat des numerischen 
Wertebereiches eines linearen Operators auf den Operator 
L(h,) + iL’(A,) ebenfalls die Existenz eines Elementes y0 mit p,o(h,,) = 
P,(U = 0. 
Ware ai < /$+r , so enthielte (li n (l$+r innere Punkte. Dann gibt 
es auf Grund der Induktionsannahme einen solchen Punkt h, , in dem 
samtliche Polynome p, , fur die p,‘(h,) = 0 gilt, eine von Null 
6 Auf diese MGglichkeit der Anwendung des Satzes van HausdoS-Toeplitz wies 
mich freundlicherweise A. S. Markus hin (vgl. such [8]). 
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verschiedene zweite Ableitung haben. Insbesondere ist also fur das 
oben konstruierte Element y0 such p;O(hO) + 0; sei z.B. p;,(X,) > 0. 
AuDerdem la& sich h, so festlegen, daB ein yr E $3 existiert mit 
P,Jho) > 0. 
Wir wahlen jetzt eine komplexe Zahl 1, folgendermaDen: Zunachst 
wird arg v so bestimmt, daB Re v(L(h,) yr , y,,) nichtnegativ ausfallt. 
Dann existiert eine reelle Umgebung 2I von h, , so dal3 fiir h E % 
und v # 0 gilt: 
P ~,+y~l(~) s (L(x) YO , YO) -I- (L(A) y1 , yl) I v I2 + 2 Re v&(X) y1 , yo) > 0. 
Es seien weiter h, , X, Punkte aus ‘Ql mit h, < h, < h, und&,(X,) < 0, 
pbe(Xa) > 0. Jetzt wahlen wir / v [ so, daI3 
P’ v,+y,(h> = Pk,(h) + I v I2 P&(h) + 2 Re v&‘(~d y1 , yo) < 0, 
P’ Yo+Ylll(~2) = P&(h2) + I v I2 z%Jh2) + 2 Re 4~5’(~~) y1, yo) > 0 
ausflillt. Dann hat pl/O+yl/l zwischen h, und X2 ein positives Minimum, 
also sicher eine nichtreelle Nullstelle. Das widerspricht unserer 
Voraussetzung. 
Die obigen Uberlegungen lassen sich such im Falle n = 2 
anwenden; dabei hat man an Stelle der Induktionsannahme die 
Tatsache zu benutzen, da13 in diesem Falle p;#) = 2 (/ y0 ]I2 gilt. 
Damit ist Satz 1 bewiesen. 
FOLGERUNG. Gentigt die Schar L den Voraussetxungen von Satz 1 
und ist y eine reelle Zahl mit &,l < y < oli , so gilt 
(-lyL(Y) > 0, i = 1) 2 ,...) n - 1, 
Die Randpunkte von Ai liegen in u(L), und xwar ist ein solcher Randpunkt 
genau dann Eigenwert von L, wenn er xu Ai geh6rt. 
Die erste Aussage ist offensichtlich. Zum Beweis der zweiten 
Aussage sei X, ein Randpunkt von /Ii. Dann gibt es eine Folge 
(x~), )I xk I( = 1, mit Ai -+ X, und (L(X,)x,, x& -+ 0, d.h. 
j L(A,)j’/” xk -+ 0 (k -+ co). Daraus folgt leicht die Behauptung. 
2. Hauptergebnis dieser Mitteilung ist der folgende Satz. Im Falle 
12 = 2 wurde er in [6], unter etwas allgemeineren Voraussetzungen 
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iiber den Koeffizienten von X2 in [7] bewiesen. Mit yi bezeichnen 
wir dabei beliebige reelle Zahlen, die den Bedingungen 
geniigen. 
Pi+1 < Yi < “i 9 i = 1, 2,..., n - 1 
SATZ 2. Hat die Schar L nuy reelle Nullstellen, so ist der xugehiirige 
Operator I., in 5 dejinisierbar; als de$nisierendes Polynom kann 
gewiihlt werden. 
fN = (A - Yl) *.- (A - Yn-1) (9) 
Beweis. Ohne Beschrlnkung der Allgemeinheit nehmen wir an, 
dal3 keines der Intervalle Ai, i == 1, 2,..., n, zu einem Punkt entartet; 
in diesem Falle kann man namlich L(h) durch h - clli dividieren und 
die erhaltene Schar niedrigeren Grades betrachten. AuBerdem sei 
n > 2 und der Raum $ zunachst endlichdimensional. 
Da die Nullstellen aller p, , x E !& reel1 sind, ist such a(L) = a(L) 
reell. Auf Grund der Beziehung (5) sind die im Inneren von /l, , 
A 3 ,a** gelegenen Eigenwerte von L von positivem, die im Inneren von 
-4 > 4 ,a’- gelegenen Eigenwerte von negativem Typ. Kritische 
Eigenwerte sind hochstens diejenigen Punkte X, , die im Durchschnitt 
zweier Intervalle fli , &+i liegen (; = 1, 2,..., n - 1); such dann 
haben aber die evtl. auftretenden Jordanschen Ketten eine Lange <2. 
Urn das zu sehen, nehmen wir an, zu einem solchen Punkt X, 
gibe es eine Jordansche Kette der Lange 23: 
L(ho) %I = 0, 
LOO) Xl + (~'(Ul!) x0 = 0, 
Wo) 3% + (L’(&J)/l !) x1 + (L”(A,)/2!) x0 = 0. 
(10) 
(11) 
1st z.B. L(X,) < 0, so folgt aus (10) 
und aus (1 I) 
W”(ho) x0 , x0) = -(L’(&) Xl , x0) < 0. 
Da andererseits p;$h,) > 0 gilt, mul3 ~;~(h,) = 0 sein. Das ist nicht 
moglich, denn X, hegt weder in (ii-i noch in /li+, . Es seien jetzt hj , 
j = 1, 2 ,..., m, die Eigenwerte von L, Pi der zu hj gehorige 
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(G-selbstadjungierte) Rieszsche Projektor. Dann gilt fur x E 5: 




[f(L) pjx, P,x] = n (hj - Yi)[PjX, PjX] 3 0. 
i=l 
(12) 
1st hi E us(L), so gilt fur einen geeigneten Index & 
hj = ai = Pi,+1 9 
also ist f (A,) = 0 und f’(A,) = nF$+ (Ai - rJ. Damit erhalten 
wir gemal [16, VII, 3.221 
n-1 
f(L) Pj = JJ (Xj - rJ(L - h,I) Pj . 
i=l 
i#i, 
Nun gilt sgn n:Z:,,.,, (hj - ri) = sgn( - l)io+l. Wir berechnen 
[(L - hJ)x, x] fur El emente x = Pjx. Dann ist y = (L - A&)x ein 
Eigenelement von L zum Eigenwert hi . Hat y die Gestalt 
SO liefert eine direkte Rechnung die Beziehung 
[CL - v>x, xl = -(-v,) X() , x0) = w”(hj)y, ,yo).6 
Da (- l)io L(X,) und (L”(Xj) y0 , yO)( - I)io+r nichtnegativ sind, folgt 
Zusammen mit (12) erhalten wir also 
[f(L)x, xl = f [f(L) P,x, PjXl 2 0. 
j=l 
6 Wir bemerken, da6 die Elemente y. , x0 eine Jordansche Kette der Schar L zum 
Eigenwert Xj bilden. 
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Der Raum $5 sei jetzt unendlichdimensional und separabel, (e,),,, 2 9 ,... 
eine orthonormierte Basis von J3, Qk der orthogonale Projektor auf 
!& = l.H.{e,: K = 1, 2 ,..., Fz). Wir betrachten die Schar L,(h) = 
Q&(X)Qk in !& . Sie hat offensichtlich nur reelle Nullstellen, und fur 
die ihr zugehorigen Intervalle /11”’ gilt @’ C /li , i = 1, 2,..., n. 
Es bezeichne weiter L, den der Schar L, zugeordneten Operator 
in bkn = $j, . Wir betten & in 8 ein, indem wir jede Komponente !?J 
von fi in der Form sj, @ B)k’ schreiben, und identifizieren L, mit 
folgendem Operator in $j: 
-Dp$ 0 -@12 0 . . . -Dp 0 -0:’ 0 
0 0 0 0 *.. 0 0 0 0 
I 0 0 0 *.. 0 0 0 0 
0 0 0 0 ..* 0 0 0 0 
0 0 (j (j . . . j (j 0 0 
0 0 0 0 0 0 0 0. 
(Dp’ = QkDiQk , i = 1, 2 ,..., n - 1). Bezeichnet Qk den orthogonalen 
Projektor von $j auf den in dieser Weise eingebetteten Raum sj, , 
so gilt nach dem ersten Teil des Beweises 
V&J Q+tx , Qlcxl 2 0. 
Nach Grenztibergang k --f co folgt daraus [f(L)x, x] > 0. 
Wir iiberlassen es schliel3lich dem Leser, den Fall eines nicht- 
separablen Raumes $5 auf den eines separablen Raumes zuruckzu- 
fiihren. 
III. WURZELN VON SCHAREN DRITTEN GRADES MIT 
NUR REELLEN NULLSTELLEN 
In diesem Abschnitt beweisen wir als eine Anwendung von Satz 2 
die Existenz dreier Wurzeln der Gleichung (7), falls die Schar (6) mit 
selbstadjungierten Operatoren D, , D, , D, nur reelle Nullstellen hat. 
Dabei setzen wir ohne Einschrankung der Allgemeinheit 01~ = 0, 
also D, < 0 voraus (durch eine Transformation des Parameters h lPI3t 
sich das unter den angegebenen Voraussetzungen stets erreichen). 
Weiterhin sei im Folgenden y > )I D, 11; die Operatoren G und L 
in 8 = $j3 haben jetzt die Gestalt 
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LEMMA 4. Der Teilraum 2’ C $3 ist genau dann maximal 
G-nichtpositiv, wenn er sich in der Form 
yx +- D,x + yK3x - D,K,x 
9?== K,X 
--N +- K,x 
darstellen l@t mit xwei Operatoren K2 , K, E 92, die der Bexiehung 
2~ II K,x /I2 + II Kzx /I2 + WGx, KG) < 2~ II 32 II2 + (Qx, x) (x E $5) (13) 
geniigen. 
Beweis. Wir wahlen im J-Raum sj die folgenden Koordinaten- 
raume $jj, (d.h. 8, und $- sind G-orthogonal, auf $+ bzw. sj- ist 
das indefinite Skalarprodukt streng positiv bzw. streng negativ 
definit, und $j ist die direkte Summe von $j+ und &): 
sj-= Ii”JxD1x):xEgl, %+= ~j”3;n,yz):y2,ydi4. 
Dann ergibt sich die Aussage des Lemmas leicht aus der Tatsache, 
da0 genau die maximalen G-nichtpositiven Teilraume 9 in der Form 
.S?={x~+Kx.m:x~~$j~) 
mit einem Operator K von & in $j+ mit der Eigenschaft 
l&t-, Kx-] < -[x-, x-1 (x- E 5-j 
dargestellt werden konnen. 
LEMMA 5. 1st der maximal G-nichtpositive Teilraum 9 invariant 
unter L, so lii/3t er sich in der Form 
(14) 
mit einem Operator Z E 92 darstellen. 
Beweis. Wir wlihlen fiir 9 die in Lemma 4 angegebene Darstellung 
und iiberlegen uns, daO W(K, - I) = 9 ist. Da der Operator K, eine 
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Kontraktion beziiglich der zur Ausgangsnorm iquivalenten Norm 
ist, brauchen wir nur zu zeigen, da13 aus (I - J&)x0 = 0 such 
x0 = 0 folgt. Aus K,x, = x0 ergibt sich aber mit (13) KZxO = 0, 
deshalb gehort dann das Element 
ZO 
x0 = i 1 0 mit Z, = 2yx, + D,x, 0 
zu 9. Wegen 0 3 [Lx,, Lx01 = (1 z,, (I2 ist z,, * 0, also such x0 = 0. 
Entsprechend zeigt man, daB aus (I - K3)xk --+ 0 such xk -+ 0 folgt 
(K -+ co). Mit Lemma 1 ergibt sich daraus leicht die Behauptung. 
LEMMA 6. Der Teilraum S? von $ habe die folgenden Eigenschaften 
(1) LZCZ; 
(2) [Lx, xl ,< 0 (x E 2); 
(3) aus [Ly, x] = 0 fiir alle x E Z? folgt [Ly, y] > 0; 
(4) 0 e o(L I 2). 
Dann hat dp die Gestalt (14) mit einem Operator Z E S?. 
Beweis. Wir setzen 6 > Ij D, ]j und betrachten die Teilraume 
Dann gilt fiir Elemente x E X , y E .5Z+ dieser Gestalt 
[Lx, xl = - 241 x/I2 + (%% x), 
l&Y, Yl = 241 Y2 /I2 - P2Y2 , Y2) - (4 y, > y3) 
sowie [Lx, y] = 0, und man sieht leicht, da13 6 die direkte Summe 
der beiden Teilraume 9+ und PC ist. Schreiben wir die Elemente x 
von .5? in der Form 
xq-..)+i”j”y2), (15) 
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so folgt aus Voraussetzung (2) leicht 
26 II y2 Ii2 - (D2v2 7 y2) - (by3 , YJ < 26 Ii 22 I? - (45 4. (16) 
Durchlauft x in (15) ganz .Z, so durchliuft x einen Teilraum 9 von 
5. Ware dieser von 6 verschieden, so gibe es ein Element x,, # 0 
mit 26(x, x0) - (D,x, x0) = 0 fur alle x E 9’. Das Element 
--6x, 
xg = xg 
i 1 0 
hatte dann die Eigenschaften 
[Lx, ) x] = 0 fiir alle x E 9 und [Lx,, , x,,] < 0, 
was der Voraussetzung (3) widersprache. 
Auf Grund von (16) gibt es Operatoren W, , Wa E W mit 
yz = wzx, ( D, [l’2y3 = w,x. 
Die Elemente aus 9 lassen sich also in der Form 
--6x + 6W,x - D,W,x 7 
x= x + w,x 
’ 
x E $7, (17) 
1 D, I-““W,x + z 
darstellen, und wenn x ganz 9 durchlauft, durchlauft x ganz !$r und z 
liegt im Nullraum %(D,). Betrachten wir eine Nullfolge (xk), so 
ergibt sich mit geeigneten Elementen .ali E ‘%(D,) 
Xk = 
i 
--6x, + 6W,x, - D,W,x, 
xk + w2xk 
1 
ES 
) D, /-1’2 Wax, + zk 
und Lxl, -+ 0, also nach den Voraussetzungen (1) und (4) such 
xk -+ 0 und damit 1 D, j-lj2 W,x, -+ 0 sowie zk -+ 0 (k -+ 03). In 
der Darstellung (17) k’ dnnen wir deshalb die dritte Komponente von 
x in der Form Wx mit einem geeigneten WE &? schreiben. 
Die Behauptung ergibt sich jetzt leicht, wenn wir zeigen, da13 
der Wertebereich von I + W, der ganze Raum $ ist. Da I%‘, in 
einer geeigneten Norm wieder eine Kontraktion ist (siehe (16)), 
brauchen wir nur nachzuweisen, daB fur keine Folge (xJ normierter 
’ ID, Iml/* bildet W(l Do 1112) auf W(l D, (1/a) ab. 
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Elemente aus !+j die Beziehung X, + W,x, ---f 0 (K --f co) besteht. 
ZunPchst ergibt sich aus x, + W,x, -+ 0 wegen (16) Wax, -+ 0 und 
daraus [Lx, , xlc] -+ 0 (K ---f co). Mit der Schwarzschen Ungleichung 
folgt [Lx, ) Lx,] -+ 0 und schlief3lich (26 - D2) xI; + 0, also xk + 0 
fiirn-t 03. 
SATZ 3. Es sei L(h) = X31 + h2D2 + XD, + D, eine Schar dritten 
Grades mit nur reellen Nullstellen. Dann gibt es Wurzeln Z, , 2, , 2, 
der Gleichung Z3 + D,Z2 + D,Z + D, = 0 mit den folgenden Eigen- 
schaften (i = 1, 2, 3): 
(a) u(Z) = /li n o(L); 
(b) Si s (- l)i(Zi2 + Z,*Z, + .Z$’ + D2Zi + &*D, + Dl) 20. 
Der Operator Zi wird von Si von links symmetrisiert. Gehiiren die 
Randpunkte von Ai nicht zu u,(L) und sind es keine singuliiren 
kritischen Punktes von L, so ist Si streng positiv und die Wurxel Zi 
durch ihre Eigenschaften (a) und (b) eindeutk bestimmt. 
Wir bemerken,_daB die Voraussetz_ungen der letzten Aussage 
erfiillt sind, wenn fli keine Punkte von dj (j f i) enthalt. 
Beweis. Wir setzen ohne Beschrankung der Allgemeinheit wieder 
voraus, da13 01~ = 0 ist und keines der Intervalle fl, , fl, , /1, zu einem 
Punkt entartet. Der Operator L in 8 ist gemal Satz 2 definisierbar, 
hat also nach [12], Satz 3.2 (siehe such [6], Satz 3) einen invarianten 
maximalen G-nichtpositiven Teilraum 5$. Aus Lemma 4 und 
Lemma 1 folgt damit die Existenz einer Wurzel Z, der Gleichung (1) 
mit der Eigenschaft 
~(2,) = u(L 1 ACEa,) = U(L) n fl, = 0(L) n A, 
und der Eigenschaft (2) (siehe Lemma 2). 
Der Operator L hat weiter einen invarianten maximalen G-nicht- 
negativen Teilraum 9+ mit a(L 1 9+) C fl, u /1, . Wir stellen 9+ in 
der Form 5?+ = ?& + “Eo3 dar mit zwei fur L invarianten TeilrSiumen 
ZZl , P3 , fiir die 
gilt. Es sei &, = E(d)& wobei wir A = (- co, as/2) gesetzt haben, 
wenn E die Spektralfunktion von L bezeichnet. Dann ist 9s ein 
* Siehe [S, 71. 
28 LANGER 
maximaler G-nichtnegativer Teilraum von $jO . Wir iiberlegen uns, 
da13 pa den Bedingungen (l)-(4) aus Lemma 6 geniigt. 
Die Bedingungen (1) und (4) sind nach Konstruktion von 9a 
erfiillt, Bedingung (2) ergibt sich aus (18), der Nichtnegativitat des 
G-Skalarproduktes auf 9a sowie einem Ergebnis von M. G. Krein 
[17]. Zum Nachweis von (3) ist es hinreichend, ein Element aus $jO 
zu betrachten, da fur y, E $j @ $j,, stets [Ly, , x] = 0 fur alle x E 9s 
und [Ly, , yi] >, 0 gilt. Sei also y E .sj, , [Ly, x] = 0 fur alle x E 9s . 
Wegen L9s = 9s folgt y ~5 JZpQ rll - die Bildung des G-Orthogonal- 
komplementes fiihren wir nur in $, aus -, also [y, y] < 0. Da 9s 
fur L invariant und a(L 1 9bl) negativ ist, folgt [Ly, y] 2 0. Aus 
Lemma 6 und Lemma 1 ergibt sich damit die Existenz einer Wurzel 
2, , fur die man entsprechend wie fur 2, die Eigenschaften (a) und 
(b) nachweist. 
Unter den Voraussetzungen der letzten Aussage des Satzes ist der 
Teilraum 9, oder -U; eindeutig bestimmt und streng G-negativ bzw. 
G-positiv. Daraus ergeben sich leicht die Eindeutigkeit der z,u- 
gehijrigen Wurzeln 2, oder 2, und gemaD Lemma 2 die strenge 
Positivitat von S, oder 5’s . 
Die Wurzel 2, ergibt sich schliel3lich nach einer Transformation 
des Parameters X, die die Intervalle A, und fl, der gegebenen Schar 
in Intervalle il, bzw. fl, der transformierten Schar iiberfiihrt. 
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