We present a simple type-checker for a language with dependent types and let expressions, with a simple proof of correctness.
Introduction
Type Theory provides an interesting approach to the problem of (interactive) proof-checking. Instead of introducing, like in LCF 10] , an abstract data type of theorems, it uses the proofs-as-programs analogy and reduces the problem of proof checking to the problem of type-checking in a programming language with dependent types 5]. This approach presents several advantages, well described in 11, 5] , among those being the possibility of independent proof veri cation and of a uniform treatment for naming constants and theorems. It is crucial however for this approach to proof-checking to have a simple and reliable type-checking algorithm. Since the core part of such languages, like the ones described in 5, 7] , seems very simple, there may be some hope for such a short and simple type-checker for dependent types. Indeed, de Bruijn sketches such an algorithm in 5]. However, this last paper leaves unspeci ed the treatment of conversion of terms, and more importantly, the treatment of -conversion, and names of variables.
Though this problem of -conversion, and the related problem of the de nition of substitution, may seem at rst of small importance, there are both theoretical and practical evidence that it is an important issue for languages based on -calculus. We can cite here Abelson and Sussman 2]: \Despite the fact that substitution is a \straightforward idea", it turns out to be surprisingly complicated to give a rigorous mathematical de nition of the substitution process . . . Indeed, there is a long history of erroneous de nitions of substitution in the literature of logic and programming semantics."
From a theoretical side, the problem of substitution and -conversion are analysed in detail in A. Stoughton's paper 17], and one motivation behind the calculus of explicit substitution 1] was to handle precisely these problems. One other attempt for making precise the substitution operation is the substitution calculus of P. Martin-L of, presented in the references 19]. Unexpectedly, R. Pollack discovered that this calculus is not closed under -conversion 16], and this illustrates well the subtlety of this topic.
From the implementation side, it is known that the rst implementation of substitution in Automath 5] was incorrect, and that most of the bugs in the implementation of LCF came from clashes of bound variables in strange situations 15]. How to handle names properly is seen as one of the main problem in the implementation of a language based on Type Theory by Hanna and Daeche 11].
Despite its importance, the problem of -conversion is relatively seldom emphasised and analysed in the literature of type-checking dependent types. Few papers are explicit on this point, and even less try to argue about the correctness of their treatment of names of variables (for some exceptions, see 11, 14, 16, 1, 18] ; the references 1, 16, 18] are more explicit about correctness issues). When the problem is analysed in detail, like in the proof of the \substi-tution lemma" in Stoy's book on denotational semantics 18], the arguments lack of conceptual content and it is di cult to grasp intuitively what makes the whole proof work.
The goal of this note is to present a simple type-checking algorithm for dependent types, with a simple proof of correctness. The main ingredient, which is the explicit introduction of closures, has been already suggested in 9], for the analysis of environment machines. In this way, we are completely explicit relatively to -conversion, but we don't require complicated syntactical lemmata such as the substitution lemma.
For reason of simplicity, we have chosen to illustrate this method on the simplest possible type system with dependent types, namely a type system with dependent product and as only primitive type a type Type of all types. We prove only the soundness of our type-checking algorithm here. Indeed, it is known 8], that there is no decision procedure for the typing problem if we have a type of all types. However, with only minor variations, the same algorithm can be used as the basis of a decision procedure for Martin-L of type theory or the normalising type systems described in 4]. We give in an appendix a Gofer/Haskell implementation 3].
1 Language and Semantics of Dependent Types By structural induction, we can associate with any expression M its set of free variables FV(M) as usual.
Models
We don't need to make completely precise the notion of models, but only to list some general operations and properties that any \reasonable" model should have. We use the notion of models described in 13], due to Hindley and Longo. This notion can be traced back to Henkin in the framework of simply typed -calculus 12]. The rst condition can be seen as a semantical version of -conversion. The last condition is called Berry's condition in 13]. This is a quite elegant de nition of model of -calculus, which is presented as exercise 11.9 in reference 13].
We write M] ] for eval M ():
The situation is richer here because we have a special constant Type Notice that this relation is partial and deterministic. We illustrate only the abstraction case of the type-checking relation, more delicate than the other cases. We have to check that, for any suitable assignment f; We get a language that is similar to de Bruijn's 5]. The problem of type-checking such let expressions is explained and motivated with a concrete example at the end of the survey article 4].
Related Works and Conclusion
We have presented a simple implementation and correctness proof of a typechecking algorithm for dependent types, while being explicit about the problem of -conversion. This is made possible by the explicit introduction of closures.
Previous attempts of a complete description of a type-checking algorithm for dependent types can be found in 14, 16, 5] . In reference 1] there is presented a complete type-checking algorithm for second-order lambda-calculus, that contains most of the di culty of type-checking dependent types. This algorithm has been used in the language Quest 6] . As can be seen by comparing this algorithm with the algorithm we present, our approach is more straightforward. A closer formalism is a predecessor of this work on explicit substitution, presented in 9], which introduces the idea of explicit closures.
We think that the same method can be used to simplify the presentation of the semantics of languages with a binding structure, and the meta-mathematical analysis of languages with dependent types 4]. test :: Bool test = typecheck (Abs "A" (Abs "x" (Var "x"))) (Pi "A" Type (Pi "x" (Var "A") (Var "A")))
