Abstract: Generation of electric energy through wind turbines is one of the practically inexhaustible alternatives of generation. It is considered a source of clean energy, but still needs a lot of research for the development of science and technologies that ensures uniformity in generation, providing a greater participation of this source in the energy matrix, since the wind presents abrupt variations in speed, density and other important variables. In wind-based electrical systems, it is essential to predict at least one day in advance the future values of wind behavior, in order to evaluate the availability of energy for the next period, which is relevant information in the dispatch of the generating units and in the control of the electrical system. This paper develops ultra-short, short, medium and long-term prediction models of wind speed, based on computational intelligence techniques, using artificial neural network models, Autoregressive Integrated Moving Average (ARIMA) and hybrid models including forecasting using wavelets. For the application of the methodology, the meteorological variables of the database of the national organization system of environmental data (SONDA), Petrolina station, from 1 January 2004 to 31 March 2017, were used. A comparison among results by different used approaches is also done and it is also predicted the possibility of power and energy generation using a certain kind of wind generator.
Introduction
The evaluation of wind potential in a region requires systematic data collection and analysis on wind speed and regime. Generally, a rigorous assessment requires specific surveys of the region where the wind farm will be placed [1] [2] [3] . There are three major markets for the field of global wind power generation: Europe, USA and China [4] . Wind energy penetration levels continue to rise, led by Denmark with a 40% use of this energy, followed by Uruguay, Portugal and Ireland with over 20%; Spain and Cyprus with about 20%; Germany with 16%; and the major markets of China, the US and Canada with 4%, 5.5% and 6% wind energy, respectively. The forecast of five years ahead is almost 60 GW of new wind power installations in 2017, rising to an annual market of 75 GW by 2021, and an accumulated installed capacity of more than 800 GW by the end of 2021 [5] . Wind energy is a clean and renewable alternative for the production of electric energy, presenting great social acceptance [6] . In the social feature, wind power plants do not cause major environmental impacts such as in hydroelectric such as in hydroelectric plants and allow the compatibility between the production of electricity from the wind and the use of land for livestock and agriculture.
Wind generation occurs through the contact of the wind with the blades of the wind device. When rotating, these blades convert wind speed into mechanical energy that drives the rotor of the wind generator, which produces electricity. According to [7] , tropical regions receive solar rays almost perpendicularly and are therefore warmer than the polar regions. Consequently, the warm air that is found in the low altitudes of the tropical regions tends to rise, being replaced by a mass of cooler air that comes from the Polar Regions.
Wind is the result of the displacement of air masses, caused by the effects of atmospheric pressure differences between two distinct regions and influenced by natural effects such as continentally, sea level, latitude, altitude, and soil roughness, among others [8] . According to [9] , wind power temporal series always have non-linear and non-stationary characteristics and therefore it is very difficult to accurately forecast the power generated. In [10] , it is established that accurate wind forecasting is decisive to have a reliable power system. However, the intermittent and unstable nature of the wind speed makes it very difficult to predict accurately. The objective of this paper is to develop a hybrid system composed by ARIMA model and two Neural Networks to forecast wind power. The proposed model was applied to a case study in Brazil, and results are according to reality.
Literature Review

Wind Power Generation Potential
The potential of electric energy produced from wind generation is obtained through the kinetic energy of the wind, which is converted into mechanical energy by a process that turns the wind force into a torque that acts on the rotor blades. The amount of energy generated by winds is a function of their speed (v) and mass (m) and is given by the kinetic energy equation [11, 12] ; thus, it is very important to make a good wind speed prediction. The power available in the wind, however, cannot be fully utilized by the wind turbine for the generation of electricity. According [7] , to take into account this physical characteristic, an index called power coefficient Cp is introduced, which can be defined as the fraction of the available wind power that can be extracted by the rotor blades (see Figure 1 ). According to Betz's Law, no wind turbine can convert more than 59.3% of the kinetic energy of the wind into mechanical energy transformed at the rotor (Cp ≤ 59.3%), that is, only 59.3% of the energy contained in the air flow can theoretically be extracted by a wind turbine [13, 14] . According to Betz's Law, no wind turbine can convert more than 59.3% of the kinetic energy of the wind into mechanical energy transformed at the rotor (C p ≤ 59.3%), that is, only 59.3% of the energy contained in the air flow can theoretically be extracted by a wind turbine [13, 14] . The potential of electric energy produced from wind generation is obtained through the kinetic energy of the winds, which is converted into mechanical energy by a process that turns the wind into torque acting on the rotor blades.
According to [11] , the power curve regions can be described as follows:
• Optimum constant C p region, where increasing power with increasing wind speed; • Limited power region, generating a constant power, even in higher winds, by decreasing the C p rotor efficiency; and • Region of power shutdown, where power generation is decelerated to zero, and wind speed approaches the cut-out limit.
In [15] , it is emphasized that wind speed prediction plays a vital role in the management, planning and integration of the energy system. In previous studies, most forecasting models have focused on improving the accuracy or stability of wind speed prediction. However, for an effective forecast model, considering only one criterion (precision or stability) is insufficient.
In [16] , a new design methodology to predict wind farm energy production by means of a spiking neural network-based system is developed. Authors established that the calculation of the flow around wind turbines is a very complicated issue. They affirmed that turbine wakes are responsible for important power losses in wind farms and that randomness of wind speed and unexpected variations of wind speed may increase operating costs of the electricity grid as well as set potential threats to the reliability of electricity supply. A synergetic neural network (SNN)-based model for the prediction of wind farm energy production is developed. This model performs a prediction of the energy produced by one wind turbine of the wind farm, by using the wind speed and direction data coming from the three anemometric towers, during the whole day. This is a very useful model for analyzing turbines inside of a farm. Authors demonstrate that this model could accurately predict the energy produced by each wind turbine of the wind farm by means of testes conducted with experimental data that show low values of median absolute deviation (MAD), mean absolute percentage error (MAPE) and root mean square error (RMSE).
In this work, the focus is limited to predictive models of time series with the use of ARIMA filters, as well as the use of neural networks, however, it will also be analyzed the auto regressive (AR) models, moving average model (MA) and auto regressive moving-average (ARMA) model to enable a better understanding of the ARIMA Model.
Types of Wind Energy Forecast
There are different methods for predicting the wind power to generate. These methods are classified according to time scales and according to different methodologies that are available in the literature.
Time scales and methods for predicting wind power or energy, combining the literature can be divided into four categories [17] [18] [19] :
• Ultra-short-term forecast: From a few minutes to 1 h ahead.
• Short-term forecast: From one hour to several hours ahead.
• Medium term forecast: From several hours to one week ahead.
• Long-term forecast: From one week to one year or more ahead.
Wind Speed Prediction Models
Wind forecasting models can be broadly classified into the following three categories: (i) physical model; (ii) statistical and computational model; and (iii) hybrid model [6, 20, 21] .
The artificial intelligence approach belongs to the statistical approach. The essence of the artificial intelligence approach is to establish the relationship between input and output by artificial intelligence methods, rather than using the analytical method. The model described in this form is usually a non-linear model. Many methods of artificial intelligence are better than conventional methods and have a good perspective of development [22] . 
Statistical Models and Artificial Neural Networks
Statistical models are easy to use and cheaper to develop compared to other models. Basically, statistical methods use the previous history of wind data to perform a forecast over the next few hours, they are good for short periods of time. The disadvantage of this method is that prediction error increases as time forecasting increases, i.e., statistical time series and methods of neural networks are primarily intended for short-term predictions [23, 24] . According to [25] , the sub classification of this approach can be defined as: models based on time series and methods based on neural networks. These forecasting methods are generally used for small forecast horizons (mesoscale), because, in these horizons, the correlation between the velocities of the winds, and consequently the generation, are greater. The statistical models most disseminated by researchers include: auto regressive (AR), auto regressive moving average (ARMA), and auto regressive integrated moving average (ARIMA).
Statistical methods, in many predictions, use the difference between predicted and actual wind speeds to adjust model parameters. The advantage of Artificial Neural Networks (ANNs) is to know the relation between inputs and outputs by a non-statistical approach. According to [14] , neural networks can easily learn from the input and output mapping during the training phase. This allows the neural models to perform well, even without the researchers' knowledge of the problem.
The advantage related to the other methods is to provide relatively inexpensive models of statistical projection that do not require any data other than historical wind power generation data. However, the prediction accuracy for these models falls significantly when the time horizon is extended [23] .
In [26] , it is presented a new statistical method based on the AR model and analysis of independent components. Based on the results obtained, the proposed method obviously gives a greater precision compared to direct predictions.
Mixed Model or Hybrid Model
Usually, the combination of different approaches, such as physical and statistical approaches, models combining short and medium term, etc., is commonly referred to as a mixed or hybrid model approach [25] . According to [24] , the object of hybrid models is to benefit themselves from the advantages of each model and obtain optimum overall forecast performance. Since the information contained in the individual forecasting method is limited, the hybrid method can maximize the available information, integrate information from individual models, and make the best use of the advantages of various forecasting methods, thereby improving prediction accuracy.
Many types of hybrid models were used to predict wind power. The types of combinations can be [23, 24] :
• Combination of physical and statistical approaches; • Combination of models for short term and medium term; • Combination of alternative statistical models; and • Combination of alternative models of artificial intelligence.
According to [14] , mixed models are almost always used in horizons of short predictions (mesoscale) to adjust the results found through Numeric Weather Prediction (NWP) models
Methods for the Prediction and Classification of Time Series
Time series modeling is a dynamic research area that has attracted the attention of scientific communities over the past decades. According to [27] , the main purpose of time series modeling is to collect carefully and rigorously study the past observations of a time series to develop an appropriate model, which describes the inherent structure of the series. This model is then used to generate future values for the series, i.e., to make predictions. Forecasting time series, therefore, can be termed as the act of predicting the future through the understanding of the past [28] .
It is obvious that a successful time series forecast depends on an adjustment of an appropriate model. Great efforts have been made by researchers over many years to develop efficient models to improve forecast accuracy. As a result, the various models of important forecast time series have evolved in the literature.
According to [29] , some characteristics are particular to this type of data, for example:
• Correlated observations are more difficult to analysis and require specific techniques.
•
It is necessary to take into account the temporal order of observations.
Complicating factors such as presence of trends and seasonal or cyclical variation may be difficult to estimate or remove.
Model selection can be quite complicated, and the tools can be difficult to interpret.
• It is more difficult to deal with missed observations and discrepant data due to the sequential nature.
According to [27] , one of the most popular and frequently used models of stochastic time series is the integrated auto regressive integrated moving average (ARIMA).
Stationary Time Series
One of the most frequent assumptions about a time series is that they are stationary, that is, they develop themselves randomly during time around a constant mean, reflecting some form of stable equilibrium [30] . However, in practice, most time series have in their nature some form of non-stationarity.
According to [31] , in general terms, a stochastic process will be called a stationary if its mean and variance are constant over time and the covariance value between the two time periods depends only on the distance, the interval or the lag between the two periods and not of the actual time at which covariance is computed.
Stationary models are those who assume that the process is in equilibrium. According to [32] , a process is considered to be weakly stationary if its means and variances remain constant over time, and the auto covariance function only depends on the time interval. A process is strongly stationary if all joint moments are invariant to time course.
Non-Stationary Time Series
If a time series is not stationary in the sense just defined, it is called a non-stationary time series. In other words, a non-stationary time series will have a mean that varies with time, or a variance that varies over time, or both [31] .
According to [33] , the non-stationary linear models studied in the literature are those that have a "non-explosive" behavior, thus presenting a homogeneous behavior. They are such series that, by taking a finite number of differences become stationary. These models are called ARIMA (Autoregressive Integrate Moving Average).
The non-stationary series have a tendency, being deterministic or stochastic in nature. In economics, price indices and product levels are examples of non-stationary series.
Box-Jenkins Models
The main Box-Jenkins models for estimation and prediction of time series and their mathematical formulation are presented in [29, 34, 35] . These models belong to the family of autoregressive moving average models (ARMA), subdivided into two other models: autoregressive (AR) and MA. However, these models are suitable for stationary series, i.e., those where the mean is constant all the time, but in general, the series are non-stationary; for example, economic series. Therefore, the model that will be presented for series whose behavior is non-stationary, is the ARIMA.
The purpose of the Box-Jenkins method is to identify and estimate a statistical model that can be interpreted as having been generated by the sample data. If this estimated model is used for forecasting, it must be admitted that its characteristics are constant over the period, and particularly over future periods. The simple reason for requiring stationary data is that any model that is inferred based on these data can be interpreted as stationary or stable and therefore provide a valid basis for the prediction [36, 37] .
Autoregressive Models (AR)
This form of an AR is intuitively attractive and has been widely applied to data sets in several areas [38] [39] [40] . They can be considered as:
• First-order autoregressive model: AR (1); and • Auto-regressive model of order p: AR (p).
Moving Average Models (MA)
The MA model describes how an observation directly depends on one or more previous measurements [34, 41, 42] . They can be considered as: 
Autoregressive Moving Average Models
A combination of the AR (p) and MA (q) models results in an autoregressive and moving average model, i.e., an autoregressive integrated moving average (ARMA). If a process consists of both parameters, MA and AR, it is called an ARMA process [34, 43] .
Autoregressive Integrated Moving Average Models (ARIMA)
When the process is non-stationary, the combination of autoregressive and moving average models results in an ARIMA (p, d, q) model, where d is the number of differences necessary to make the series Stationary.
According to [31] , if it is necessary to differentiate a time series d times to make it stationary and apply the ARMA model (p, q), it can be said that the original time series is ARIMA (p, d, q); that is, it is an autoregressive integrated MA time series, where p denotes the numbers of autoregressive terms, d is the number of times the series must be differentiated before becoming stationary, and q is the number of moving average terms. According to [31] , an ARIMA process (p, 0, 0) means a purely stationary AR (p) process; and an ARIMA (0, 0, q) means a purely stationary MA (q) process. Given the values of p, d and q, it is possible to tell which process is being modeled.
The question, of course, is: looking at a time series, how is it possible to know whether it follows a purely AR procedure (if so, what is the value of p) or a purely MA procedure (if so, what is the value of Q) or an ARMA process (and if so, what are the values of p and q) or an ARIMA process, in which case we need to know the values of p, d, and q. The Box-Jenkins methodology is very useful in answering the previous question [31] .
According to [44] , the basic idea of model identification is that if a time series is generated from an ARIMA process, it must have some theoretical properties of autocorrelation. By combining empirical autocorrelation patterns with theoretical ones, it is often possible to identify one or several possible models for a given time series
The basis of the Box-Jenkins methodological approach to temporal modeling series consists of three interactive phases: model identification, parameter estimation, and diagnostic and application testing [35] . The concepts of each step are presented in the literature according to [31, 35, 44, 45] .
In [46] there are listed several principles and criteria, which characterize a good model. They are described as follows: (1) 
Neural Networks
Recently, ANNs have been extensively studied and used in the prediction of time series. According to [47] , a neural network is a massively parallel distributed processor made up of simple processing units (neurons), which have the natural propensity to store experimental knowledge and make it available for use. It resembles the brain in two respects: (1) knowledge is acquired by the network from its environment through a learning process; and (2) connecting forces between neurons, known as synaptic weights, are used to store the acquired knowledge.
According to [48] , the arrangement of layered neurons and the pattern of binding between layers are called neural network architecture. The network architecture determines the number of connection weights and how the input signals are processed in the network. A neuron is an information processing unit that is fundamental to the functioning of a neural network. To achieve good performance, neural networks employ a massive interconnection of simple computational cells called "neurons" or "processing units".
The procedure used to carry out the learning process is called a learning algorithm; its function is to modify the synaptic weights of the network in an orderly way to achieve a desired design goal [47] .
Another important parameter in the design of ANNs is the definition of the architecture of an ANN, since it restricts the type of problem that can be handled by the network. The architecture of an ANN consists of the way the neurons are structured and their connections, that is, the number of layers of the network, the number of neurons in each layer, the type of connection between the neurons [49] .
Use of Wavelets
Nowadays, there are been used some hybrid models that combine the models related before with the use of wavelets. In [50] a comparison between two approaches, wavelet-ARIMA and wavelet-ANN models for temperature time series is made. The main conclusion of this paper is that the wavelet-ARIMA model is more effective than the wavelet-ANN model.
In [51] , it is proposed a wavelet recurrent neural network with semi-parametric input data pre-processing for micro-wind power forecasting in integrated generation systems. In this paper, it is presented an improved micro wind output generation forecasting method by using a Wavelet Recurrent Neural Network predictor. Inputs speed data are pre-processed by a semi parametric based approach. The effectiveness of the proposed method is demonstrated through a wind power forecasting along an entire year.
There are still many discussions about the use of wavelets for analyzing data or for use them in forecasting combined whit other models such as ARIMA or Neural Networks. In [52] , an analysis of the use of Wavelets for Time Series Forecasting is made. Authors arrived to important conclusions: they affirm that, for time series with a strong random component, wavelets generate only little improvements; and that, if the long-term structure is more important than the short-term oscillation, a denoising step plus ARIMA forecasting is the method of choice.
Materials and Methods
Database
The historical series of the meteorological variables used was obtained from national organization Wind direction. The database provided by SONDA, can be accessed in the URL http://sonda.ccst.inpe. br/basedados/.
The complementary data were made available directly with station technicians, since the update up to the date studied is not available online. The site decision was made based on the Brazilian wind atlas [53] , and by the analysis of the average speeds presented in the database. Figure 2 gives an example of the behavior of the time series wind speed of the database.
The complementary data were made available directly with station technicians, since the update up to the date studied is not available online. The site decision was made based on the Brazilian wind atlas [53] , and by the analysis of the average speeds presented in the database. Figure  2 gives an example of the behavior of the time series wind speed of the database.
In this paper, the results obtained for wind speed prediction will be presented using five models: ARIMA, ARIMA + WAVELET, ARIMA + NEURAL NETWORKS 1, ARIMA + NEURAL NETWORKS 1 + NEURAL NETWORKS 2 and NEURAL NETWORKS.
To allow the comparison of the different forecasting horizons, the application of the models follow an equal configuration for all horizons, so it is possible to verify which horizon has the best answer for the proposed model. The configurations will only be applied in the first step of the Model ARIMA. The applications of the neural networks in both the Hybrid model and in the comparative using only Neural Networks will follow standardization as demonstrated after the ARIMA model. The forecasts follow the pattern of Table 1 . * When forecasting the year horizon, due to the small amount of data available, it was necessary to use the horizon base in months, in which the technique of interpolation of the base results in months was applied, transforming them for years. In addition, on the horizon in years, the data moving average extrapolation technique was used five years ahead to allow the comparison of the expected results with real ones.
ARIMA Model
The first step of the proposed algorithm illustrated in Figure 3 In this paper, the results obtained for wind speed prediction will be presented using five models: ARIMA, ARIMA + WAVELET, ARIMA + NEURAL NETWORKS 1, ARIMA + NEURAL NETWORKS 1 + NEURAL NETWORKS 2 and NEURAL NETWORKS.
The first step of the proposed algorithm illustrated in Figure 3 Speed is classified as a dependent variable because its predicted value in ARIMA + NN1 + NN2 depends on the values of the variables humidity, pressure, temperature and direction.
ARIMA models (p, d, q) obtained for each of the time series are presented, respectively, in each application step according to Table 2 . Source: Generated by statistical package for the social sciences (SPSS) modeler.
In this step, the speed dependent variable and the independent variables described above, which are the Humidity, Pressure, Temperature and Direction, generate independent results one of each other. Independence is processed through the program input filter, the time interval of every database used was from 1 January 2004 to 31 May 2017; the estimation is based on the beginning of the data; and the forecast follows the multi pass proposal. First, the response analysis of the models for Step 1 (Minutes, Hours, Days, Weeks, Months, and Years) of each variable was performed. The reliability used was 95% and the delay numbers were 180 for minutes, 72 for hours, 21 for days, 12 for weeks, 38 months and 38 for years. Through extrapolation in the data, these delays represent three cycles of each representation, in order to test the result and then compare it with the variations of the different steps. The initial values found with the ARIMA model represented are the Minimum Error, Maximum Error, Mean Error, Standard Deviation and Linear Correlation. The mean speed of the wind (VMED), mean absolute error (MAE), root mean square error (RMSE), and mean absolute percent error (MAPE) were used to evaluate the prediction accuracy of the variable speed. In [54] , these items are detailed. VMED is the calculation of the average wind speed:
where N is the number of samples, and is the actual value of the Speed. MAE expresses accuracy in the same data units, which helps to conceptualize the magnitude of the error. The equation is: Speed is classified as a dependent variable because its predicted value in ARIMA + NN1 + NN2 depends on the values of the variables humidity, pressure, temperature and direction.
where N is the number of samples, and V real i is the actual value of the Speed. MAE expresses accuracy in the same data units, which helps to conceptualize the magnitude of the error. The equation is:
where, N is the number of samples, V real i is the actual value of Speed and V prev i
is the speed predicted. RMSE is a commonly used measurement of accuracy of time series values.
MAPE expresses accuracy as a percentage of the error. Because this number is a percentage, it may be easier to understand than other statistics. For example, if the MAPE is 7, on average, the forecast is incorrect at 7%. The equation is:
Values by themselves cannot demonstrate positive or negative results these values are basis for model comparisons.
ARIMA + NN1 Model
The second step of the model illustrated with the block diagram in Figure 4 is performed in the first Neural Network-NN1. This step is done to predict explanatory variables and it uses ARIMA results as input variables, which are reduced through the principal component analysis (PCA), which finds linear combinations of the input fields reducing the components for using the main variables.
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where, N is the number of samples, is the actual value of Speed and is the speed predicted.
RMSE is a commonly used measurement of accuracy of time series values.
The second step of the model illustrated with the block diagram in Figure 4 is performed in the first Neural Network-NN1. This step is done to predict explanatory variables and it uses ARIMA results as input variables, which are reduced through the principal component analysis (PCA), which finds linear combinations of the input fields reducing the components for using the main variables. The NN1 presents eight neurons in the input layers, two neurons in the hidden layer and one neuron in the output layer, configuration used for all variables. The back propagation error training algorithm was used, which adjusts the network weights in order to minimize the error between the actual values and the predicted outputs.
Data partitioning was 80% for training and 20% for testing. The stopping criterion used is the The NN1 presents eight neurons in the input layers, two neurons in the hidden layer and one neuron in the output layer, configuration used for all variables. The back propagation error training algorithm was used, which adjusts the network weights in order to minimize the error between the actual values and the predicted outputs.
Data partitioning was 80% for training and 20% for testing. The stopping criterion used is the maximum training time per model. The network was trained with sigmoidal tangent activation function for all neurons.
The network follows a standardized programming with multilayer perceptron (MLP) with the topology 8-2-1, logistic activation function and back propagation algorithm. The network uses the data for each respective horizon, i.e., 180 for minutes, 72 for hours, 21 for days, 12 for weeks, 38 months, and 38 for years by applying the extrapolation in the data. These delays signify three cycles of each representation, and project one step forward, the recursive network re-inserts each projection at the input of the MLP and does that repetition automatically 20 times. In this step, the ARIMA + NN1 speed prediction is made and all values are analyzed based on errors, standard deviation and linear correlation.
ARIMA + NN1 + NN2 Model
The final step of the algorithm is represented by the block diagram in Figure 5 . In this step, the final speed prediction is made.
Energies 2017, 10, 1976 11 of 26 at the input of the MLP and does that repetition automatically 20 times. In this step, the ARIMA + NN1 speed prediction is made and all values are analyzed based on errors, standard deviation and linear correlation.
The final step of the algorithm is represented by the block diagram in Figure 5 . In this step, the final speed prediction is made. The NN2 uses the outputs of the ARIMA + NN1 model as input to optimize the results, which adjusts the weights of the neural network in for minimizing the error between the actual values and the predicted outputs. Data partitioning was 80% for training and 20% for testing.
The network follows a standardized programming with MLP with the topology of 11 neurons in the input layer, eight neurons in the hidden layer and one neuron in the output layer, logistic activation function and back propagation algorithm. It uses values for each respective horizon; that is, 180 for minutes, 72 for hours, 21 for days, 12 for weeks, 38 months, and 38 for years by applying extrapolation to the data. These delays signify three cycles of each representation. They project one-step forward; the recursive network re-inserts each projection at the input of the MLP and do this repetition automatically 20 times.
The stopping criterion is the maximum training time per model. The network was trained with sigmoidal tangent activation function for all neurons.
Neural Networks Model
The model of neural networks was used to compare the results obtained by the proposed hybrid model; the configuration of the model has as input the environmental data of real values described as input variables. The NN2 uses the outputs of the ARIMA + NN1 model as input to optimize the results, which adjusts the weights of the neural network in for minimizing the error between the actual values and the predicted outputs. Data partitioning was 80% for training and 20% for testing.
The model of neural networks was used to compare the results obtained by the proposed hybrid model; the configuration of the model has as input the environmental data of real values described as input variables.
The network follows a standardized programming with MLP with the topology formed with nine neurons in the input layer, seven neurons in the hidden layer and one neuron in the output layer, logistic activation function and backpropagation algorithm. It uses values for each respective horizon, that is, 180 for minutes, 72 for hours, 21 for days, 12 for weeks, 38 months, and 38 for years by applying extrapolation to the data. These delays represent three cycles of each representation, and project one step forward, the recursive network re-inserts each projection at the input of the MLP and does this repetition automatically 20 times.
Forecast of Wind Speed and Generated Power
The final objective of this work is to forecast the wind speed to predict the generated power. For a given wind speed, the power generated depends on the type of generator to use. The wind turbine chosen for the study was the WES100 model with 100 kW of power, capable of generating 100 kW at an average wind speed of (17 m/s), Figure 6 shows the power curve of the wind turbine. chosen for the study was the WES100 model with 100 kW of power, capable of generating 100 kW at an average wind speed of (17 m/s), Figure 6 shows the power curve of the wind turbine. To obtain the generator power curve equation, curve expert software was used from the Power and Speed data. The equation that represents the generation curve is given by:
where P = Generated Power; x = Wind Speed; a = 1.515151515153736 × 10 −2 ; b = −6.414141414141929 × 10 −2 ; c = −9.734848484848370 × 10 −2 ; d = 8.005050505050480 × 10 −2 ; and e = −1.893939393939385 × 10 −3 . Figure 7 shows the graph of annual generation of wind turbine generator wind energy solutions (WES) 100 in kWh. To obtain the generator power curve equation, curve expert software was used from the Power and Speed data. The equation that represents the generation curve is given by:
where P = Generated Power; x = Wind Speed; a = 1.515151515153736 × 10 −2 ; b = −6.414141414141929 × 10 −2 ; c = −9.734848484848370 × 10 −2 ; d = 8.005050505050480 × 10 −2 ; and e = −1.893939393939385 × 10 −3 . Figure 7 shows the graph of annual generation of wind turbine generator wind energy solutions (WES) 100 in kWh. where P = Generated Power; x = Wind Speed; a = 1.515151515153736 × 10 −2 ; b = −6.414141414141929 × 10 −2 ; c = −9.734848484848370 × 10 −2 ; d = 8.005050505050480 × 10 −2 ; and e = −1.893939393939385 × 10 −3 . Figure 7 shows the graph of annual generation of wind turbine generator wind energy solutions (WES) 100 in kWh. To obtain the energy curve equation provided by the generator, curve expert software was used from the Energy and Speed data. The annual energy equation generated according to the wind speed for this turbine is: To obtain the energy curve equation provided by the generator, curve expert software was used from the Energy and Speed data. The annual energy equation generated according to the wind speed for this turbine is:
where E = Generated Energy; v = wind speed; a = 5.738920454544906 × 10 5 ; b = −3.862506313128678 × 
Result Analysis
The results obtained will be shown for each forecast universe as described above. In the case of wind speed, there were used symmetric daubechies wavelets combined with ARIMA model for the forecast.
Ultra Short Term Forecast-CPU (Minutes)
The data used have a base containing 7200 rows, and a total of 36,000 data; such amount is equivalent to a universe of five days.
The multi-step ahead results show that some of the used models have a significant loss of precision, the higher the prediction step, the lower the precision. The ARIMA model already starts with very large errors, the absolute mean error for example in 5-min steps is 0.795 and the MAE percentage is 15.024%. For 20-min steps, the absolute mean error becomes 1.182, and the mean absolute percentage error reaches 20.591%. However, because the ARIMA model returns the prediction values with one-step delay, it will always be worse than the model with neural networks. The ARIMA + NN1 + NN2 model in the step forecast or 5 min, obtained an absolute mean error response of 0.199 and an absolute mean error response of 3.620%. For prediction of 20 min steps, the absolute mean error goes to 0.308 and the mean absolute percentage error goes to 5.305% (see Table 3 ); this result is superior to the other models, confirming its performance (see Table 3 ). The values presented in the table above show the results for each model. The results of ARIMA tend to predicted average based on the delay and the values with intervention of the model of neural networks are based on non-linear characteristics. The actual values were obtained until 31 May 2017, the forecast was made from the Minute 00 of 1 June 2017 extending to the 20th min of the same date; that is, a forecast of 20 step (minutes) forward. Figure 8 shows the results of the speed values in m/s predicted for ultra-short term in minutes. In Figure 8 it can be appreciated that there is no great difference between ARIMA model and ARIMA + WAVELETS model, and the latter one will not be included in power and energy forecasting. Figure 9 shows the generated power predicted for ultra-short-term (minutes); the results data are in in KW. In Figure 8 it can be appreciated that there is no great difference between ARIMA model and ARIMA + WAVELETS model, and the latter one will not be included in power and energy forecasting. Figure 9 shows the generated power predicted for ultra-short-term (minutes); the results data are in KW. forecasting. Figure 9 shows the generated power predicted for ultra-short-term (minutes); the results data are in in KW. The forecast for this horizon takes into account an ultra-short time interval, which produces some abrupt changes in the speed variation. From the interval of 5 min to 7 min, there was an increase of approximately 15 kW according to the forecast ARIMA + NN1 + NN2, and a drop of approximately 20 kW from the range of 9 min to 11 min. After these peaks, forecasting tended to an average of approximately 10 kW and the ARIMA model tended to 12 kW. There were peaks in the prediction of up to 26 kW. The forecast of power generation for this horizon is important for electricity market compensation, real-time network operations and regulatory actions. The forecast for this horizon takes into account an ultra-short time interval, which produces some abrupt changes in the speed variation. From the interval of 5 min to 7 min, there was an increase of approximately 15 kW according to the forecast ARIMA + NN1 + NN2, and a drop of approximately 20 kW from the range of 9 min to 11 min. After these peaks, forecasting tended to an average of approximately 10 kW and the ARIMA model tended to 12 kW. There were peaks in the prediction of up to 26 kW. The forecast of power generation for this horizon is important for electricity market compensation, real-time network operations and regulatory actions.
Forecasted Speed at Ultra-Short Term (Minutes)
Estimated Power at Ultra-Short-Term (Minutes)
Short Term Forecast-(Hours)
It was also performed the short term forecast that covers the magnitude of time in hours. The data used for this horizon have a base containing 8760 lines, and a total of 43,800 data, these data are equivalent to a universe of 1 year. Table 4 shows the errors in the values of predicted speed for short term forecast. The short-term results show outcomes proportional to the ultra-short term results where the ARIMA model obtained a good result, and the neural network model was superior. The second stage of the ARIMA + NN1 model had a subtle improvement, and the Proposed Hybrid Model ARIMA + NN1 + NN2 is superior to the other models with results. Although the correlation in the Neural Networks model was subtly superior to the proposed Hybrid model, the result of the mean absolute error (MAE) has greater weight in the consideration of the best model. Nevertheless, the RMSE is also important because it shows the average magnitude of the estimated errors, has always positive value and the closer to zero, the higher the quality of the measured or estimated values. The smaller the discrepancy of the data, the better is the result. The ARIMA + NN1 + NN2 model returns a higher accuracy than other ones.
In Table 4 , the results of errors in speed prediction for ultra-short term for 5 h, 10 h and 20 h for ARIMA, ARIMA + NN1, ARIMA + NN1 + NN2 and Neural Networks models are presented.
The average speed (VMED) results for the various prediction steps are very close due to the wind behavior which although varying throughout the day, the average takes into account all previous values. For example, the speed for five steps or 5 min in the ARIMA model is 7.562 m/s; this average is the sum of the values divided by the number of samples, in the 20-step or minute forecast the average speed is 7.306.
Although the speed is very close, the ARIMA model has a characteristic that tends to mean moving average of the data, even with this characteristic of the behavior of the average speed and the characteristic of the model, the average percentage error (MAPE) returns a very high value of forecast. In this forecast horizon for short-term (hours) multi-steps ahead, the ARIMA + NN1 + NN2 model in both the absolute mean error, the mean square error, and the mean error, obtained a better result than the other models. Figure 10 shows the results of the speed values in m/s predicted for short term forecasting in hours. In Figure 10 , it can be appreciated again that there is not a great difference between ARIMA model and ARIMA + WAVELETS model
Wind Speed Short Term Forecasting (Hours)
The actual values are until 31 May 2017, the forecast was made from Hour 01 of 1 June 2017 extending up to 20 h at the same date; that is, a forecast of 20 step (hours) forward. Figure 11 shows the expected generated power for short term (hours); the results are given in kW. In Figure 10 , it can be appreciated again that there is not a great difference between ARIMA model and ARIMA + WAVELETS model.
Short Term (Hours) Forecasted Power in kW
The actual values are until 31 May 2017, the forecast was made from Hour 01 of 1 June 2017 extending up to 20 h at the same date; that is, a forecast of 20 step (hours) forward. Figure 11 shows the expected generated power for short term (hours); the results are given in kW.
In Figure 10 , it can be appreciated again that there is not a great difference between ARIMA model and ARIMA + WAVELETS model
The actual values are until 31 May 2017, the forecast was made from Hour 01 of 1 June 2017 extending up to 20 h at the same date; that is, a forecast of 20 step (hours) forward. Figure 11 shows the expected generated power for short term (hours); the results are given in kW. Figure 11 . Generated power expected. Short-term (hours) in KW.
The generated power varies according to the expected wind speed, for the selected generator. For this generator can be generated a power of up to 40 kW. This power can be increased taking into account the speed and also adopting a wind generator of more capacity. The variation in the power generation prediction behavior was smoother than the ultra-short prediction, but there was still a variation of approximately 15 kW from the range of 8-10 h and a decrease in the same proportion in the 10 h for 12 h interval This forecast horizon is important for planning the economic load dispatch, reasonable load decisions and operational safety in the electricity market. The generated power varies according to the expected wind speed, for the selected generator. For this generator can be generated a power of up to 40 kW. This power can be increased taking into account the speed and also adopting a wind generator of more capacity. The variation in the power generation prediction behavior was smoother than the ultra-short prediction, but there was still a variation of approximately 15 kW from the range of 8-10 h and a decrease in the same proportion in the 10 h for 12 h interval This forecast horizon is important for planning the economic load dispatch, reasonable load decisions and operational safety in the electricity market.
Medium Term Forecast (Days)
The data used for this horizon, have a base containing 8736 lines, and a total of 43,680 data. These data are equivalent to a universe of 13 years.
All values of errors are considered important in the result analysis. For the medium term, the proposed Hybrid model ARIMA + NN1 + NN2 has a better result than other models. In Table 5 , the results of the errors for Medium Term for 5 days, 10 days and 20 days are presented for ARIMA, ARIMA + NN1, ARIMA + NN1 + NN2 and Neural Networks models related to the speed predicted. Results show that even the highest 20 h forecast for the ARIMA + NN1 + NN2 model is superior to the lower ARIMA and ARIMA + NN1 prediction, showing the efficiency of the proposed model. Figure 12 shows the results of the speed values in m/s predicted for medium term in days.
Medium Term Forecasted Speed (Days)
Forecasting Figure 12 shows the results of the speed values in m/s predicted for medium term in days. Figure 13 shows the expected power generated for the medium term. The results are given in KW. Figure 13 shows the expected power generated for the medium term. The results are given in KW. The calculated actual values are until 31 May 2017, and the forecast was made from 1 June 2017 and extended until 20 June 2017 with 20 steps (days) forward. The variation of the generation capacity of the horizon days is greater in relation to the hour horizon. This is due to the behavior of the winds, which although not being part of the analysis of this paper, deserves an observation since the wind repeats its behavior during the cycle of one day, one month and one year, on proportional scales. It is possible to realize that there were generation peaks of more than 50 kW, close to 60% of the maximum capacity of the wind turbine. This generation value could increase if another wind generator of greater capacity would be used. The medium-term forecast horizon is important for unit commitment decisions, reserve commitment decisions and generator online/offline decisions.
Estimated Power for Medium Term (Days)
Medium Term Forecast (Weeks)
The fourth forecast horizon was performed over the medium term, which covers the time quantity in weeks. The data used have a base containing 1248 rows, and a total of 6240 data, and such amount is equivalent to a universe of 13 years. The calculated actual values are until 31 May 2017, and the forecast was made from 1 June 2017 and extended until 20 June 2017 with 20 steps (days) forward. The variation of the generation capacity of the horizon days is greater in relation to the hour horizon. This is due to the behavior of the winds, which although not being part of the analysis of this paper, deserves an observation since the wind repeats its behavior during the cycle of one day, one month and one year, on proportional scales. It is possible to realize that there were generation peaks of more than 50 kW, close to 60% of the maximum capacity of the wind turbine. This generation value could increase if another wind generator of greater capacity would be used. The medium-term forecast horizon is important for unit commitment decisions, reserve commitment decisions and generator online/offline decisions.
The fourth forecast horizon was performed over the medium term, which covers the time quantity in weeks. The data used have a base containing 1248 rows, and a total of 6240 data, and such amount is equivalent to a universe of 13 years.
Results for the medium-term forecast show that the ARIMA + NN1 + NN2 hybrid model is superior both in relation to the compared models and in comparison, to the horizons already shown, the linear correlation keeps the result very strong considering the Pearson coefficient. The MAPE obtained shows a better result for this horizon due to the forecasted speed behavior. The mean absolute percentage error. The results of the errors in predicted speed for the medium term for 5 weeks, 10 weeks and 20 weeks for the ARIMA, ARIMA + NN1, ARIMA + NN1 + NN2 and Neural Networks models are presented in Table 6 . Although, in the prediction of one step (week), the hybrid model proposed ARIMA + NN1 + NN2 had a loss of precision in relation to the medium term horizon forecast (days), these variations are relative to the statistical behavior of the data. Figure 14 shows the results of the expected speed values in m/s for medium term in weeks.
Predicted Wind Speed in Medium Term (Weeks)
Energies 2017, 10, 1976 19 of 26 Although, in the prediction of one step (week), the hybrid model proposed ARIMA + NN1 + NN2 had a loss of precision in relation to the medium term horizon forecast (days), these variations are relative to the statistical behavior of the data. Figure 14 shows the results of the expected speed values in m/s for medium term in weeks. The actual values are up to 31 May 2017, and the forecast was made from 1 June 2017 extending for 20 weeks, which corresponds to the date of 12 October 2017, with a horizon of 20 step (weeks) forward. Figure 15 shows the expected power generated for medium term (weeks); results are given in KW. Actual calculated values are until 31 May 2017, and the forecast was made from 1 June 2017, extending it 20 weeks forward. Comparing the generation results with the other horizons, it is possible to notice that the behavior varies according to the winds, even though the variations are below 10 kW, the power generation forecast was maintained at an average near 20 kW and with peaks of 40 kW expected. These values may be higher with wind variation or adopting wind generator with higher generation capacity. The medium-term forecast horizon for weeks is also important for unit commitment decisions, reserve commitment decisions and generator online/offline decisions Figure 15 shows the expected power generated for medium term (weeks); results are given in KW. 
Estimated Power Medium Term Weeks
Long-Term Forecast (Months)
The fifth forecast horizon was performed in long term, the time quantity in months was used. The data used have a base containing 312 rows, and a total of 1560 data, which is equivalent to a universe of 13 Years.
The long-term results show an improvement in the results in the proposed ARIMA + NN1 + NN2 hybrid model, which is superior both in relation to the compared models and in comparison, to the previous horizons, the linear correlation has a result considered perfect according to the Pearson's coefficient. These values have higher results than the multi-step forecast, since these represent responses to one-step only. Table 7 presents the results of the long-term errors in predicted speed for 5 months, 10 months and 20 months for the ARIMA, ARIMA + NN1, ARIMA + NN1 + NN2 and Neural Networks models. The ARIMA + NN1 + NN2 hybrid model maintained the same evolution of the medium term horizon (weeks), which had the best performance in relation to the previous horizons, but had a loss of precision in multi steps.
4.14. Long-Term (Months) Forecast Speed Figure 16 shows the results of the speed values in m/s predicted for long term in months. The ARIMA + NN1 + NN2 hybrid model maintained the same evolution of the medium term horizon (weeks), which had the best performance in relation to the previous horizons, but had a loss of precision in multi steps. Figure 16 shows the results of the speed values in m/s predicted for long term in months. The actual amounts are up to 31 May 2017, the forecast was made from 1 June 2017 and it was extended for 20 months, covering until January 2019, a horizon of 20 step (months) forward. Figure 17 shows the generated power expected for long term (months); the results are given in KW. Actual calculated values are until 31 May 2017, the forecast was made from 1 June 2017, and it was extended 20 months forward. In this horizon, the forecast amplitude of the generated power is greater, due to the wind behavior, which varies the complete cycle, in April, May and June. There were obtained peaks of more than 60 kW of predicted power, almost 70% of the total capacity of the wind generator. If another higher capacity generator replaces the generator, the power generation will also be higher. The long-term forecast horizon is important for maintenance planning, operation management, optimum operating cost, and feasibility study of wind farm projects.
Long-Term (Months) Forecast Speed
Long-Term (Months) Forecasted Power
Long-Term Forecast (Years)
The sixth forecast horizon was performed in the long term, the time quantity was used in years. For the long-term horizon of magnitude in years, because the database has only 13 rows, which is considered insufficient to make a forecast with the models and techniques proposed, the base of months was used, which contains 312 rows, with a total of 1560 data. This amount is equal to a Actual calculated values are until 31 May 2017, the forecast was made from 1 June 2017, and it was extended 20 months forward. In this horizon, the forecast amplitude of the generated power is greater, due to the wind behavior, which varies the complete cycle, in April, May and June. There were obtained peaks of more than 60 kW of predicted power, almost 70% of the total capacity of the wind generator. If another higher capacity generator replaces the generator, the power generation will also be higher. The long-term forecast horizon is important for maintenance planning, operation management, optimum operating cost, and feasibility study of wind farm projects. The sixth forecast horizon was performed in the long term, the time quantity was used in years. For the long-term horizon of magnitude in years, because the database has only 13 rows, which is considered insufficient to make a forecast with the models and techniques proposed, the base of months was used, which contains 312 rows, with a total of 1560 data. This amount is equal to a universe of 13 years. After the application of the models was done, the interpolation of the data transforming the results from months to years, and for comparison of the results, the extrapolation was also used through the moving average of the data in years to enable the comparative tests to be carried out.
The results for long term in years have similar behavior to the other horizons keeping the proposed Hybrid Model ARIMA + NN1 + NN2 with superior performance compared to the other models analyzed. Table 8 presents the results of the five-year long-term errors for the ARIMA, ARIMA + NN1, ARIMA + NN1 + NN2 and Neural Networks models. For this horizon, it was only possible to forecast for five-steps (years) due to limited database of 13 years. The result for the long-term horizon in years had a great performance even having a very small database; the result was possible using statistical and mathematical techniques of extrapolation and interpolation and due to the consistency of the applied models. The result for the long-term horizon in years had a great performance even having a very small database; the result was possible using statistical and mathematical techniques of extrapolation and interpolation and due to the consistency of the applied models. The actual values are until 31 December 2016, the forecast was made from 1 January 2017, and it was extended for five years, covering until 2021, which is a horizon of 20 steps (years) forward. The annual speed has a smaller variation than the velocities of the other horizons, since the wind has a variation according to the seasons of the year, but this paper does not intend to treat this subject. Figure 19 shows the power generated predicted for long term (years) forecast; the results are given in kW. The actual values are until 31 December 2016, the forecast was made from 1 January 2017, and it was extended for five years, covering until 2021, which is a horizon of 20 steps (years) forward. The annual speed has a smaller variation than the velocities of the other horizons, since the wind has a variation according to the seasons of the year, but this paper does not intend to treat this subject. Figure 19 shows the power generated predicted for long term (years) forecast; the results are given in kW. Figure 18 . Estimated Speed in m/s for long-term forecast (years). Source: Authors.
Long-Term Forecasted Speed
Long-Term (Years) Power Generation Forecast
The actual values are until 31 December 2016, the forecast was made from 1 January 2017, and it was extended for five years, covering until 2021, which is a horizon of 20 steps (years) forward. The annual speed has a smaller variation than the velocities of the other horizons, since the wind has a variation according to the seasons of the year, but this paper does not intend to treat this subject. Figure 19 shows the power generated predicted for long term (years) forecast; the results are given in kW. The calculated actual values are until 31 December 2016, the forecast was made from 1 January 2017, and it was extended five years forward. This forecast horizon extends for five steps or five years; it is a lower forecast than the previous horizons due to the amount of historical data. However, it is possible to perceive that the amplitude of forecast of generation is greater, due to the behavior of the wind the in the months of April, May and June, with peaks of more than 60 kW of expected power, almost 70% of the total capacity of the wind generator, if the generator is replaced by a larger one, the power generation will also be bigger. The long-term forecast horizon for steps in years is important for maintenance planning, operation management, optimum operating cost and feasibility study for wind farm projects. Figure 20 shows the predicted average annual energy forecast for long-term horizon (years); the results are given in kWh. The calculated actual values are until 31 December 2016, the forecast was made from 1 January 2017, and it was extended five years forward. This forecast horizon extends for five steps or five years; it is a lower forecast than the previous horizons due to the amount of historical data. However, it is possible to perceive that the amplitude of forecast of generation is greater, due to the behavior of the wind the in the months of April, May and June, with peaks of more than 60 kW of expected power, almost 70% of the total capacity of the wind generator, if the generator is replaced by a larger one, the power generation will also be bigger. The long-term forecast horizon for steps in years is important for maintenance planning, operation management, optimum operating cost and feasibility study for wind farm projects. Figure 20 shows the predicted average annual energy forecast for long-term horizon (years); the results are given in kWh. The energy forecast for the horizon shows a peak of approximately 365,000 kWh for the ARIMA model and 362,000 kWh for the ARIMA + NN1 + NN2 model, the amplitude of the forecast is not very large, and does not have very abrupt forecast variations. The energy forecast for the horizon shows a peak of approximately 365,000 kWh for the ARIMA model and 362,000 kWh for the ARIMA + NN1 + NN2 model, the amplitude of the forecast is not very large, and does not have very abrupt forecast variations.
Average Yearly Energy Predicted for Long-Term Forecast (Years)
Conclusions
• Accurate and reliable wind speed prediction is vital for wind farm planning and operational planning for electrical networks. To improve the accuracy of wind speed prediction, many forecasting approaches have been proposed; however, these models typically do not account for the importance of data pre-processing and are limited by the use of individual models.
• Achieving accurate forecasts of wind speed and power is still a critical problem. Since wind power is proportional to the wind speed cubed, the wind power potential assessment is summarized as wind speed prediction.
•
There are many models and their variants for predicting wind speeds, both simple and hybrid, but none of them cover the full range of forecasting possibilities from ultra-short-term forecasts to several years ahead.
To forecast the wind speed and the possible power to be generated, four prediction models were used:
ARIMA ARIMA + NN1
ARIMA + NN1 + NN2
NEURAL NETWORKS
The four types of forecast were made according to the revised literature:
Ultra-short-term forecasting Short-term forecasting
Medium-term forecasting
Long-term forecasting
• Of the models used, the hybrid model of ARIMA + NN1 + NN2 was the one that presented the best results with the smallest errors in the prediction of wind speed in all forecast horizons, as can be seen in the table and graphs presented in this paper. For the prediction for a five-step forward, the best response to the MAE was obtained for the hour horizon with a result of 0.180, and the worst response obtained was for the weeks horizon with a response of 0.292. The best response for the RMSE was obtained for the hour horizon with 0.403, and the worst response was for the weeks horizon with an error of 0.654. For the mean absolute percentage error (MAPE) responses, the best response was obtained for the month's horizon with 2.329%, and the worst response for the weeks horizon with 3.948%. For prediction of 20 steps forward, the best response to absolute mean error (MAE) was obtained for the hour horizon with a result of 0.189, and the worst response was for the week's horizon with an error of 0.413. The best response for RMSE was obtained for the hour horizon with 0.843, and the worst response was for the week's horizon with a response of 1.848. For the mean absolute percentage error (MAPE) responses, the best response was obtained for the hour horizon with 2.571%, and the worst response for the week's horizon with 5.796%.
The use of hybrid models is shown to be more efficient by considering the linear and non-linear characteristics of the modeled signals. The higher the forecasting step, the lower the guarantee of results, but the market needs quick responses and the trend of this response speed feature is increasing in the world scenario. In addition to an efficient model for the need for demand, the database is crucial for results with optimum accuracy. With the prediction of wind speed, it is possible to predict the wind generation of the analyzed region, depending on the generators to be installed. These results of wind speed prediction and therefore of wind power generation potential are unprecedented in the literature, more so, with the combination of models and term predictions, which is undoubtedly a novelty.
The use of wavelets does not improve the wind speed forecasting; ARIMA + WAVELETS forecasting results are very closed to ARIMA forecasting ones.
