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Abstract
We consider the Poisson equation (I − P )u = g, where P is the
transition matrix of a Quasi-Birth-and-Death (QBD) process with in-
finitely many levels, g is a given infinite dimensional vector and u is
the unknown. Our main result is to provide the general solution of
this equation. To this purpose we use the block tridiagonal and block
Toeplitz structure of the matrix P to obtain a set of matrix difference
equations, which are solved by constructing suitable resolvent triples.
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1 Introduction
Given a row-stochastic matrix P and a vector g, the Poisson equation is
written as
(I − P )u = g, (1)
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where u is the unknown vector. A matrix P is row-stochastic if it has non-
negative entries and P1 = 1, where 1 is the vector with components equal
to 1. The Poisson equation is important in Markov chain theory, where P
represents the transition probability matrix of an irreducible homogeneous
Markov chain. Some examples of applications are: heavy-traffic limit theory
e.g. Asmussen [1], central limit theorem e.g. Glynn [7], variance constant
analysis e.g. Asmussen and Bladt [2], mean and variance of mixing times
of QBD processes e.g. Li and Cao [13], asymptotic variance of single-birth
process e.g. Jiang et al. [11].
If the matrix P = (pi,j)i,j=1,n is finite and pi is the stationary distribution
of the Markov chain, i.e., pi is the vector such that piTP = piT and piT1 = 1,
then the Poisson equation has solutions if and only if piTg = 0. In fact,
this condition is equivalent to the property that g belongs to the span of the
columns of I − P . Moreover, the Poisson equation has a unique solution, up
to an additive constant, given by
u = (I − P )#g + α1 (2)
for an arbitrary scalar α, where H# denotes the group inverse of the matrix
H (see Meyer [15] and Campbell and Meyer [5]). In the case of infinite state
Markov chains, P = (pi,j)i,j∈N has infinite size, and uniqueness does not hold
in general. This case has been studied by Makowski and Schwartz in [14],
where the authors give some characteristics of the solutions.
A class of infinite dimensional Markov chains, having great importance
in applications, is given by Quasi-Birth-and Death processes. The transition
matrix of these processes has the following block tridiagonal, almost block-
Toeplitz structure
P =

B A1
A−1 A0 A1
A−1 A0
. . .
. . .
. . .
 (3)
where B,A−1, A0 and A1 are square matrices of order m < ∞. The QBD
processes are described and analyzed for instance in Neuts [16] and Latouche
and Ramaswami [12]. In Dendievel et al. [6], the authors derive particular
solutions of the Poisson equation for QBDs in terms of the deviation matrix,
and their solution is based on probabilistic arguments.
In this paper, we focus instead on finding all the solutions of the Poisson
equation for a QBD, by exploiting the structure of the matrix (3). Indeed,
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rewriting (1) in terms of the blocks of the transition matrix (3) yields the set
of equations
(B − I)u0 + A1u1 = −g0, (4)
A−1ur + (A0 − I)ur+1 + A1ur+2 = −gr+1, (5)
for r ≥ 0, where the infinite vectors u and g have been partitioned into
blocks ui, gi, i ≥ 0, of length m. Equation (5), for r ≥ 0, represents a
matrix difference equation, while (4) provides the initial condition. Seen in
this way, the Poisson equation for QBDs may be analyzed by relying on the
theory of matrix difference equations developed by Gohberg et al. in [9].
We provide the general expression of the solution of the matrix difference
equation (5) by means of resolvent triples of the matrix polynomial
η(λ) = A−1 + (A0 − I)λ+ A1λ
2. (6)
Due to the stochasticity of P , the polynomial det(η(λ)) has a root λ equal to
1. If λ = 1 is a simple zero, like for positive recurrent or transient QBDs, then
we may construct a resolvent triple from the minimal nonnegative solutions
G and Ĝ of the quadratic matrix equations A−1+(A0−I)X+A1X
2 = 0 and
A−1X
2+(A0−I)X+A1 = 0, respectively. If the QBD is null recurrent, then
λ = 1 is not a simple zero. In this case we cannot construct a resolvent triple
directly form G and Ĝ, and we follow a different approach which consists in
transforming the matrix difference equation (5) into a modified difference
equation A˜−1u˜r+(A˜0− I)u˜r+1+ A˜1u˜r+2 = −g˜r+1, such that the polynomial
det(A˜−1 +(A˜0− I)λ+ A˜1λ
2) has a simple root at λ = 1. This new difference
equation can be solved by means of resolvent triples and we give an explicit
expression relating the solutions of the modified difference equation to the
solutions of the original equation. This transformation relies on the shift
technique introduced by He et al. [10] and developed by Bini et al. in [4].
Once we have a general expression of the solution of the difference equa-
tion (5), we impose the initial condition (4). In the positive and null recurrent
cases, the initial condition leads to a Poisson equation of finite size, which
can be solved by means of the group inverse according to equation (2). In the
transient case, the initial condition leads to a nonsingular linear system. In all
cases, the expression of the general solution of the Poisson equation depends
on an arbitrary vector y. We show that the particular solution obtained in
Dendievel et al. [6] by means of probabilistic arguments, corresponds to a
specific choice of the vector y.
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The paper is organized as follows. In Section 2 we recall the fundamental
elements on QBD processes and introduce some key matrices. In Section 3 we
analyze the matrix difference equation adapted to our problem and introduce
the notion of resolvent triple. The main results of this paper are given in
Sections 4 and 5. In Section 4, Theorem 3 provides the general solution of
the Poisson equation in the case of a positive recurrent or a transient QBD
process. In Section 5 we deal with the null recurrent case and show in details
two different approaches based on the shift technique. We compare in Section
6 the particular probabilistic solution given in Dendievel et al. [6] with the
solution given in Section 4.
2 Quasi-Birth-and-Death process
Some properties on QBD processes will be used in the next sections. We
consider a discrete-time QBD process with transition matrix P given in (3),
on the state space S = {(n, i) : n ∈ N, i ∈ E}, E = {1, . . . , m}, where n is
called the level and i is the phase. We define the matrix G as the minimal
nonnegative solution of the equation
A−1 + (A0 − I)X + A1X
2 = 0, (7)
and the matrix Ĝ as the minimal nonnegative solution of the equation
A1 + (A0 − I)X + A−1X
2 = 0. (8)
The component Gij of the matrix G is the conditional probability that the
process goes to the level n in a finite time and that j is the first phase visited
in this level, given that the process starts from state (n + 1, i), for i, j ∈ E ,
n ∈ N. The matrix Ĝ corresponds to the matrix G of the level-reversed
process.
Throughout the paper we assume that P is irreducible, that A−1+A0+A1
is irreducible and that the following property holds.
Assumption 1. The doubly infinite QBD on Z× E has only one final class
Z × E∗, where E∗ ⊆ E . Every other state is on a path to the final class.
Moreover, the set E∗ is not empty.
Assumption 1 is Condition 5.2 in [3, Page 111] where it is implicitly
assumed that E∗ is not empty.
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The roots of the polynomial φ(λ) = det η(λ), where η(λ) is defined in (6),
have a useful property that we give now for future reference (Bini et al. [3,
Theorem 4.9], Govorun et al. [9, Theorem 3.2]).
Lemma 1. Denote by ξ1, . . . , ξ2m the roots of φ(λ), organized so that |ξ1| ≤
|ξ2| ≤ · · · ≤ |ξ2m|, with ξd+1 = · · · = ξ2m = ∞ if the degree of φ(λ) is d < 2m.
The roots ξ1, . . . , ξm are the eigenvalues of the matrix G and ξm+1, . . . , ξ2m
are the reciprocals of the eigenvalues of Ĝ with the convention that 1/∞ = 0
and 1/0 = ∞. The roots ξm, ξm+1 are real and one has
|ξm−1| < ξm ≤ 1 ≤ ξm+1 < |ξm+2|.
Moreover
• if the QBD is positive recurrent then ξm = 1 < ξm+1, G is stochastic
and Ĝ is sub-stochastic,
• if the QBD is transient then ξm < 1 = ξm+1, G is sub-stochastic and Ĝ
is stochastic,
• if the QBD is null recurrent then ξm = 1 = ξm+1, G and Ĝ are stochas-
tic.
Furthermore, thanks to the repetitive structure of P , the stationary dis-
tribution pi of the process, partitioned as pi = (pii)i≥0, where pii is an m-
dimensional vector representing the stationary probability of the level i, has
a matrix-geometric structure, that is, piTi = pi
T
0R
i, where R is the minimal
nonnegative solution of the equation
A1 +X(A0 − I) +X
2A−1 = 0 (9)
(Latouche and Ramaswami [12, Theorems 6.2.1 and 6.2.10]).
We assume in this section and the next two that the QBD process is
positive recurrent or transient (not null recurrent for short). Under this
assumption the series
W =
∞∑
j=0
Gj(U − I)−1Rj (10)
is convergent, where U = A0+RA−1, and it is shown in [4] that the matrices
R and Ĝ are related by
WR = ĜW. (11)
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Note for later reference that from [12, Theorem 6.2.9] we have the relations
R = A1(I − U)
−1, (12)
U = A0 + A1G. (13)
In addition, the vector pi0 is a solution of
piT0 (I − B − A1G) = 0, (14)
normalized by piT0 (I − R)
−1
1 = 1.
We show in Lemma 2 that W is invertible, so that R and Ĝ are actually
similar matrices. The subsequent results give additional characterizations of
the matrix W .
Lemma 2. If the QBD is not null recurrent, then the matrix W defined in
(10) and the matrix GĜ− I are nonsingular, moreover
W−1 = (I − U)
(
GĜ− I
)
. (15)
Proof. By (11), we obtain(
GĜ− I
)
W =
∞∑
j=0
Gj+1(U − I)−1Rj+1 −W = −(U − I)−1.
It follows that W and GĜ− I are nonsingular so that (15) holds.
Lemma 3. If the QBD is not null recurrent, then the matrix W of (10) is
such that
WA1(GĜ− I) = Ĝ. (16)
Proof. Since the QBD is not null recurrent, W is well defined and invertible,
and it follows from (11) that equation (16) is equivalent to
WA1(GĜ− I)W = WR, or to A1GWR− A1W = R.
Replacing W by its definition leads to
A1
∞∑
j=0
Gj+1(U − I)−1Rj+1 −A1(U − I)
−1 − A1
∞∑
j=1
Gj(U − I)−1Rj = R,
which simplifies to A1(I − U)
−1 = R, a true relation given by (12).
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We introduce some notation. Let M be a nonsingular matrix such that
ĜM = MJ, (17)
with
J =
[
V1 0
0 V0
]
, (18)
where V1 is a nonsingular square matrix of order p, 0 ≤ p ≤ m, and V0
is square matrix of order m − p with ρ(V0) = 0. For instance, we may
choose M such that J is the Jordan normal form of Ĝ, with V1 containing
all the blocks for the non-zero eigenvalues and V0 containing all the blocks
for the zero eigenvalues. The matrix M may be written with corresponding
dimensions as
M = [L ¦ K] , (19)
here, L is a matrix with dimensions m×p and K is a matrix with dimensions
m×(m−p). As a consequence, we have that (17) may be equivalently written
as the system of equations
ĜL = LV1, ĜK = KV0. (20)
As a corollary of (8), we have
A1L+ (A0 − I)LV1 + A−1LV
2
1 = 0,
A1K + (A0 − I)KV0 + A−1KV
2
0 = 0.
(21)
The next proposition will be useful in Section 3.
Lemma 4. Assume that the QBD is not null recurrent. Take
Y =
[
A1LV
−1
1 ¦ − A−1KV0 − (A0 − I)K
]
, (22)
with M,L,K, V1 and V0 as defined above. The matrix Y −A1GM is nonsin-
gular and the matrix W defined in (10) is equal to
W = M (A1GM − Y )
−1 . (23)
Proof. We prove that
W (A1GM − Y ) = M, (24)
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from which the nonsingularity of A1GM − Y and (23) follow, since W and
M are nonsingular. By Lemma 2, (24) will follow from
Y = (I − U)
(
I −GĜ
)
M + A1GM. (25)
By [12, Theorem 6.2.9] and (17),
(I − U)(I −GĜ)M + A1GM
= (I − (A0 + A1G)) (M −GMJ) + A1GM,
= M − A0M +
(
(A0 − I)G + A1G
2
)
MJ,
= M − A0M − A−1MJ, by (7)
= [(I − A0)L−A−1LV1 ¦ (I − A0)K − A−1KV0] ,
since M and J may be replaced, respectively with (19) and (18). From (21),
it follows that
(I − A0)L− A−1LV1 = A1LV
−1
1
so that (25) is satisfied.
3 Resolvent triple
We report from Gohberg et al. [8] some definitions and results concerning
the resolution of matrix difference equations. We apply these results to the
solution of the Poisson equation.
Given the m×m matrix polynomial B(λ) =
∑l
i=0Biλ
i of degree l, a pair
of matrices (X, T ), with X of size m×ml and T of size ml×ml, is called a
decomposable pair for B(λ) if:
1. X = [X1 ¦ X2], and T =
[
T1 0
0 T2
]
, where X1 is an m × q matrix, T1
is a q × q matrix, for some 0 ≤ q ≤ ml;
2. the matrix 
X1 X2T
l−1
2
X1T1 X2T
l−2
2
...
...
X1T
l−1
1 X2

is nonsingular;
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3.
∑l
i=0BiX1T
i
1 = 0 and
∑l
i=0BiX2T
l−i
1 = 0.
Furthermore, the triple (X, T, Z) is a resolvent triple of B(λ) if (X, T ) is a
decomposable pair of B(λ) and Z is a matrix such that B−1(λ) = XT−1(λ)Z,
where T (λ) = diag(λI − T1, λT2 − I).
We state next a finite difference equation theorem for general matrix
equations ([8, Theorem 8.3]).
Theorem 1. Let (X, T, Z) be a resolvent triple of the m×m matrix polyno-
mial B(λ) =
∑l
i=0Biλ
i, where X = [X1 ¦ X2], and T = diag(T1, T2), and let
Z =


Z1
Z2

 be the corresponding partition of Z. The general solution of the
homogeneous difference equation
B0ur +B1ur+1 + · · ·+Blur+l = 0,
is hr = X1T
r
1 z, for r ≥ 0, where z ∈ C
q is arbitrary.
Let {f r}r∈N be a sequence of vectors in C
m. A particular solution of the
non-homogeneous difference equation
B0ur +B1ur+1 + · · ·+Blur+l = f r, (26)
is given by
σr = −
ν−1∑
i=0
X2T
i
2Z2f i+r +
r−1∑
j=0
X1T
r−j−1
1 Z1f j , r ≥ 0,
for some positive integer ν such that T ν2 = 0. The general solution of the
non-homogeneous equation (26) is
ur = hr + σr, r ≥ 0.
In our QBD problem, (26) reduces to (5) and the matrix polynomial
η(λ) defined in (6) plays the role of the matrix polynomial B(λ) defined in
Theorem 1.
We use known properties of the blocks of the transition matrix to con-
struct a resolvent triple of η(λ) and we obtain in the next section a general
solution of the Poisson equation. Equation (4) furnishes a supplementary
condition on the vector called z in Theorem 1. First, we give a decompos-
able pair of η(λ) in the following lemma. In its proof, we find it helpful to
indicate explicitly the dimensions of the identity matrix and in such cases we
indicate it as an index.
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Lemma 5. Assume that the QBD (3) is not null recurrent. Let G be the
minimal nonnegative solution of (7), let Ĝ be the minimal nonnegative solu-
tion of (8) and let L, K, V1 and V0 be defined as in (17)–(19).
Define X = [X1 ¦ X2] with X1 = [Im ¦ L], X2 = K, and define T =
diag(T1, T2), with T1 = diag(G, V
−1
1 ), T2 = V0.
The pair (X, T ) is a decomposable pair of η(λ).
Proof. We check the conditions (i), (ii) and (iii) of the definition of decompos-
able pairs. Conditions (i) and (iii) are obvious by construction. For condition
(ii), we have to verify that the matrix
[
X1 X2T2
X1T1 X2
]
=
[
Im L KV0
G LV −11 K
]
=
[
Im MJ
G M
] Im 0 00 V −11 0
0 0 Im−p
 ,
is nonsingular. By (17), we write
[
X1 X2T2
X1T1 X2
]
=
[
Im Ĝ
G Im
] [
Im 0
0 M
] Im 0 00 V −11 0
0 0 Im−p
 ,
and this is a product of nonsingular matrices. In fact, the first factor is
nonsingular since its determinant coincides with the determinant of I −GĜ,
which is nonsingular in view of Lemma 2. The other two factors are nonsin-
gular by construction.
Given a decomposable pair (X, T ) of a matrix polynomial, Theorem 7.7
in Gohberg et al. [8] gives an explicit expression for a matrix Z such that
(X, T, Z) is a resolvent triple for the same matrix polynomial. In the next
theorem, we adapt this directly to our special case where the matrix polyno-
mial is quadratic. The construction of such a triple (X, T, Z) will help us to
build the solution of the Poisson equation, relying on Theorem 1.
We partition the inverse of the matrix M defined in (17) as
M−1 =
[
E
F
]
, (27)
where E is p×m and F is (m− p)×m.
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Theorem 2. Assume that the QBD (3) is not null recurrent. Let Z be the
matrix defined by
Z =
[
Z1
Z2
]
, Z1 =
[
W
−EW
]
, Z2 = −V0FW,
where V0 is given in (18), and E and F are defined in (27). The triple
(X, T, Z), where X and T are given in Lemma 5, is a resolvent triple of
η(λ).
Proof. The pair (X, T ) in Lemma 5 is a decomposable pair of η(λ). By [8,
Theorem 7.7], (X, T, Z) is a resolvent triple of η(λ) if Z takes the form
Z =
[
Im+p 0
0 V0
]
Γ−1
[
0
Im
]
, (28)
where
Γ =
[
Im L K
A1G A1LV
−1
1 −A−1KV0 − (A0 − I)K
]
=
[
Im M
A1G Y
]
,
with Y defined in (22). The matrix S = Y −A1GM is the Schur complement
of Im in Γ. By Lemma 4, the matrix S is invertible and S = −W
−1M . We
have
Γ−1
[
0
Im
]
=
[
−MS−1
S−1
]
=
[
W
−M−1W
]
=
 W−EW
−FW

by (27). Replacing this in (28) completes the proof.
4 The general solution: non null recurrent case
We need to recall the concept of group inverse of a matrix. When it exists,
the group inverse H# of a square matrix H is the matrix solving the three
equations HH# = H#H , HH#H = H , H#HH# = H#; if H is nonsingular,
then H# = H−1. For an irreducible finite Markov process with transition
matrix P , the group inverse of the matrix H = I − P always exists, it is
uniquely characterized by the set of equations
I − (I − P )(I − P )# = 1piT , piT (I − P )# = 0 (29)
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where pi is the stationary distribution vector of the Markov process (see
Theorem 8.5.5 in [5]). As indicated in the introduction, if g belongs to the
columns span of I − P then the equation (I − P )u = g has the solution (2).
Relying on the results of the previous section, we provide an explicit
representation for the general solution of the Poisson equation in the case of
a non null recurrent QBD. Under this assumption, the matrixW in (10) exists
and is nonsingular, moreover, by Theorem 2 there exists a resolvent triple
(X, T, Z) of η(λ). In the case of a homogeneous equation, the next lemma
provides the general solution, it is an immediate consequence of Theorems 1
and 2.
Lemma 6. Let G be the minimal nonnegative solution of (7), let L and V1
be the matrices of size m × p and p × p, respectively, defined through (17),
(18), (19). The general solution of the homogeneous equation
A−1ur + (A0 − I)ur+1 + A1ur+2 = 0,
is given by
hr = G
rx+ LV −r1 y, r ≥ 0,
where x ∈ Cm and y ∈ Cp are arbitrary.
The following result provides a particular solution of the non-homogeneous
equation together with the general solution. It immediately follows from
Theorems 1 and 2.
Lemma 7. Let G be the minimal nonnegative solution of (7), let L, K, V1
and V0 be the matrices of size m×p, m×(m−p), p×p and (m−p)×(m−p),
respectively, defined through (17), (18), (19). Let E and F be the matrices
defined in (27), let W be defined in (10). A particular solution of
A−1ur + (A0 − I)ur+1 + A1ur+2 = −gr+1, (30)
is given by
σr = −
r∑
k=1
(
Gr−k − LV k−r1 E
)
Wgk −
ν−1∑
j=1
KV j0 FWgj+r, r ≥ 0, (31)
where ν is the smallest integer such that V ν0 = 0. The general solution of
(30) is
ur = G
rx+ LV −r1 y + σr, r ≥ 0, (32)
where x ∈ Cm and y ∈ Cp are arbitrary.
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Lemma 7 characterizes all the solutions of the difference equation (5). If
we consider also the boundary condition (4), we arrive at the following result,
which expresses the general solution of the Poisson equation.
In the positive recurrent case, we need to assume that the series
∑∞
k=0R
kgk
converges. As ρ(R) < 1 for positive recurrent QBDs, this allows some flexi-
bility for asymptotic properties of the gks.
Theorem 3. The general solution of the Poisson equation (1) is given by
ur = G
rx+ LV −r1 y + σr, r ≥ 0, (33)
where σr is defined in (31) and x and y satisfy the following constraints.
If the QBD is transient, then y ∈ Cp is arbitrary and
x = (I − P∗)
−1
((
(B − I)Ĝ+ A1
) (
σ1 + LV
−1
1 y
)
+ g0
)
(34)
where P∗ = B + A1G and
σ1 = −
ν−1∑
j=0
KV j0 FWgj+1, (35)
with ν being the smallest positive integer such that V ν0 = 0.
If the QBD is positive recurrent and if the series
∑∞
k=0R
kgk converges,
then
y = y∗ + y⊥ (36)
x = (I − P∗)
#
((
(B − I)Ĝ+ A1
) (
σ1 + LV
−1
1 y
)
+ g0
)
+ α1 (37)
where
y∗ = −
∞∑
k=1
V k1 EWgk, (38)
the vector y⊥ ∈ C
p is any vector in the hyperplane piT0W
−1Ly = piTg, and
α is an arbitrary constant.
Proof. Firstly, we show that σ1 is given by (35): from (31), we have
σ1 = −(I − LE)Wg1 −
ν−1∑
j=1
KV j0 FWgj =
ν−1∑
j=0
KV j0 FWgj,
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since I = MM−1 = LE +KF . Furthermore,
σ0 =
ν−1∑
j=1
KV j0 FWgj
= KV0Fσ1.
The boundary equation (4), together with (32) gives
(I − B − A1G)x = (B − I)(Ly + σ0) + A1(LV
−1
1 y + σ1) + g0
or (I − P∗)x =
(
(B − I) Ĝ+ A1
)
(σ1 + LV
−1
1 y) + g0. (39)
To see this, we observe that ĜL = LV1 and ĜK = KV0 so that Ly =
ĜLV −11 y on the one hand and that
σ0 = KV0Fσ1 = ĜKFσ1 = Ĝσ1
on the other hand since FK = I.
If the QBD is transient, then G is sub-stochastic, the matrix I − P∗ is
nonsingular, and the constraint (34) on x immediately results from (39) while
there is no constraint on y.
If the QBD is recurrent, then G is stochastic and P∗ is the transition
matrix of an irreducible finite Markov process, so that (39) is a finite Poisson
equation and (37) follows, provided that the right-hand side is in the span of
the columns of I − P∗, that is, provided that
piT0
(
(B − I) Ĝ+ A1
)
(σ1 + LV
−1
1 y) + pi
T
0 g0 = 0, (40)
as piT0 (I − P∗) = 0 by (14). We have
piT0
(
(B − I) Ĝ+ A1
)
= piT0A1(I −GĜ) as pi
T
0 (I − B − A1G) = 0,
= −piT0W
−1Ĝ by (16),
and, as we have seen earlier that ĜLV −11 = L, the constraint (40) may be
written as
piT0W
−1Ly = piT0 g0 − pi
T
0W
−1Ĝσ1. (41)
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Now, having assumed that the series converges, we have
∞∑
k=0
Rkgk = g0 +
∞∑
k=1
W−1ĜkWgk by (11), (42)
= g0 +W
−1Ĝ
∞∑
k=0
KV k0 FWgk+1 +W
−1Ĝ
∞∑
k=0
LV k1 EWgk+1
since Ĝk = KV k0 F + LV
k
1 E,
= g0 −W
−1Ĝσ1 −W
−1ĜLV −11 y
∗. (43)
Thus, (41) may be written as
piT0W
−1Ly = piT0
∞∑
k=0
Rkgk + pi
T
0W
−1ĜLV −11 y
∗ = piTg + piT0W
−1Ly∗.
This proves (36).
The expression of ur given in (33) can be equivalently rewritten in a
numerically more convenient form as follows
ur = G
rx−
r−1∑
k=0
GkWgr−k +LV
−r
1
(
y +
r∑
k=1
V r1 EWgk
)
−
ν−1∑
j=1
KV j0 FWgj+r.
(44)
Some simplification occurs when the matrix A1 is nonsingular: then the
matrix R is nonsingular and the expression for the general solution simplifies
as follows.
Corollary 1. Assume that detA1 6= 0. Let G and R be the minimal nonneg-
ative solutions of (7) and (9). The general solution of the Poisson equation
(1) is given by
ur = G
rx+WR−ry˜ −
r∑
k=1
(
Gr−kW −WRk−r
)
gk, r ≥ 0,
where the vectors x and y˜ satisfy the following constraints.
If the QBD is transient, then y˜ ∈ Cm is arbitrary and
x = (I − P∗)
−1
(
(B − I)W y˜ + A1WR
−1y˜ + g0
)
,
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with P∗ = B + A1G.
If the QBD is positive recurrent and the series
∑∞
k=0R
kgk converges, then
y˜ = y˜∗ + y˜⊥ and
x = (I − P∗)
#
(
(B − I)W y˜ + A1WR
−1y˜ + g0
)
+ α1,
where y˜∗ = −
∑∞
k=1R
kgk, y˜⊥ is any vector in the hyperplane pi
T
0 y˜⊥ = pi
Tg,
and α is arbitrary.
Proof. Since R is nonsingular, Ĝ is nonsingular as well, V1 is an m × m
matrix, V0 does not exist, and we may take M = I, V1 = Ĝ, and L = E = I.
In view of (11), we have V k1 = Ĝ
k = WRkW−1 for any integer k. With this
choice of matrices, we have
V k−r1 EWgk = WR
k−rW−1Wgk = WR
k−rgk
and (31) becomes
σr = −
r∑
k=1
(Gr−kW −WRk−r)gk.
Set y˜ = W−1y so that V −r1 y = WR
−ry˜. Replace the latter expression in
(33) and get
ur = G
rx+WR−ry˜ + σr.
The reminder of the proof results from (34, 36–38).
The expression of ur given in the above corollary can be equivalently
rewritten in a numerically more convenient form as follows
ur = G
rx−
r−1∑
k=0
GkWgr−k +WR
−r
(
y +
r∑
k=1
Rkgk
)
.
To conclude this section, we briefly examine the asymptotics of ur in
(33) as r → ∞ and we discuss the effect of the powers of G and of V −11 for
different choices of y — note that x is actually a function of the arbitrary
vector y.
The powers of G are bounded, since G1 ≤ 1 and so, limr→∞G
rx is
bounded for any given y. Concerning the powers of V −11 , recall that the
eigenvalues of V1 coincide with the nonzero eigenvalues of R. Thus, in the
16
positive recurrent case where the spectral radius ρ(R) of the matrix R is such
that ρ(R) < 1, all eigenvalues of V −11 are strictly greater than one in absolute
value and the powers of V −11 diverge. In the transient case where ρ(R) = 1,
the powers of V −11 diverge as well if p > 1. The term in the general solution
(44) which involves V1 is
sr = LV
−r
1
(
y +
r∑
k=1
V k1 EWgk
)
.
Assume that the series
∑∞
k=0R
kgk is convergent. Under this assumption,
the series
∑∞
k=1 V
k
1 EWgk is convergent as well. Thus, choosing y = y
∗ from
(38) implies that
sr = −LV
−r
1
∞∑
k=r+1
V k1 EWgk = −L
∞∑
k=r+1
V k−r1 EWgk.
Whence sr is bounded.
We discuss further the significance of the vector y∗ in Section 6.
5 The general solution: null recurrent case
If the QBD is null recurrent, then ξm = ξm+1 = 1 and we cannot directly
apply the arguments of the previous section. Indeed, both G and R have
spectral radius equal to one, the matrix W in (10) Theorem 2 is not de-
fined, and the standard triple which allowed us to build a solution cannot be
constructed.
However, after a suitable manipulation, we can transform the original
difference equation into a new one where we can express the solution through
a standard triple. This manipulation is based on the shift technique of [10, 4],
which enables us to construct a new matrix polynomial having the same
eigenvalues as the original polynomial except for ξm and ξm+1 = 1 which
are replaced by zero or by infinity. The new quadratic matrix polynomial
is associated with a new matrix difference equation which can be solved by
means of the resolvent triples as in Section 4. We will prove that from the
solution of the transformed matrix difference equation we can recover the
solution of the original equation.
This transformation can be performed in different ways, say, by applying
a left shift, or a right shift, or combining together the two transformations.
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In this section we recall the shift technique from [4], while in the next
section we describe the transformation which relates the solutions of the
matrix difference equations obtained this way.
In addition to G, R, and Ĝ, define Ĥ = A0 − I + A−1Ĝ, together with
R̂ = A−1(I − Ĥ)
−1; the matrix R̂ coincides with the minimal nonnegative
solution of the matrix equation
A−1 +X(A0 − I) +X
2A1 = 0.
For a null recurrent QBD we have ρ(G) = ρ(Ĝ) = ρ(R) = ρ(R̂) = 1, and
1 is a simple eigenvalue in each case. If X is any of the four matrices, denote
by wX and vX a right and a left nonnegative eigenvectors, respectively, of
X corresponding to the eigenvalue 1. The main results of [4] concerning the
right and the left shift are as follows.
Theorem 4 (Right shift). Take Q = wGv
T
Ĝ
, with vT
Ĝ
wG = 1, and define
A˜−1 = A−1(I −Q), A˜0 = A0 + A1Q, A˜1 = A1.
Normalize w
R̂
so that vT
Ĝ
Ĥ−1w
R̂
= −1.
The matrix equations
A˜−1 + (A˜0 − I)X + A˜1X
2 = 0 and A˜1 + (A˜0 − I)X + A˜−1X
2 = 0
have the solutions G˜ = G−Q and G¨ = Ĝ+ (wG + Ĥ
−1wR̂)v
T
Ĝ
, respectively.
Moreover, ρ(G˜) < 1 and ρ(G¨) = 1, det(I − G˜G¨) 6= 0, and the matrix
W˜ =
∞∑
i=0
G˜i(U − I)−1Ri
is nonsingular.
We recall that in the above theorem, the scalar product vT
Ĝ
Ĥ−1w
R̂
is
always non zero [4].
Theorem 5 (Left shift). Take S = w
R̂
vTR, with v
T
RwR̂ = 1 and define
A˜−1 = A−1, A˜0 = A0 + SA−1, A˜1 = (I − S)A1.
Normalize v
Ĝ
so that vT
Ĝ
Ĥ−1w
R̂
= −1.
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The matrix equations
A˜−1 + (A˜0 − I)X + A˜1X
2 = 0, and A˜1 + (A˜0 − I)X + A˜−1X
2 = 0
have the solutions G and G¨ = Ĝ+Ĥ−1wR̂v
T
Ĝ
, respectively. Moreover, ρ(G) =
1 and ρ(G¨) < 1.
For the next developments, it is useful to reformulate the difference equa-
tion (5) in the following functional form
η(λ)u(λ−1) = k−1λ
2 + k0λ−
∑
j≥1
gjλ
−j+1, (45)
where u(λ) =
∑∞
i=0uiλ
i, with k−1 = A1u0 and k0 = (A0 − I)u0 + A1u1.
5.1 Solution based on the right shift
Define η˜(λ) = η(λ)(I − 1
1−λ
Q). It follows from [4] that
η˜(λ) = A˜−1 + λ(A˜0 − I) + λ
2A˜1,
where the matrices A˜i, i = −1, 0, 1, are defined in Theorem 4. We may
associate with the matrix polynomial η˜(λ) the matrix difference equation
A˜−1u˜r + (A˜0 − I)u˜r+1 + A˜1u˜r+2 = −gr+1 (46)
Our goal is to express the solutions u˜r of the above difference equation
by means of standard triples, using the solutions G˜ and G¨ given in Theorem
4, and to relate these solutions to the general solution of the original matrix
difference equation (5).
By Theorem 4, the matrices I− G˜G¨ and W˜ are both nonsingular. Know-
ing this, we follow the steps in Lemma 5 and Theorem 2 and obtain a resolvent
triple for η˜(λ). We apply Theorem 1 and obtain the general solution of (46).
The solutions of (46) and those of (5) are related in a simple manner.
Observe that the product η(λ)u(λ−1) is such that
η(λ)u(λ−1) = η(λ)(I −
1
1− λ
Q)(I −
1
1− λ
Q)−1u(λ−1) = η˜(λ)u˜(λ−1),
where u˜(λ) is defined by
u(λ) = (I −
λ
λ− 1
Q)u˜(λ). (47)
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Since η˜(λ)u˜(λ−1) = η(λ)u(λ−1), from (45) we deduce that
η˜(λ)u˜(λ−1) = k−1λ
2 + k0λ−
∑
j≥1
gjλ
−j+1.
Multiplying both sides of (47) by λ − 1 and comparing the terms with the
same degree in λ yields
u0 = u˜0, uk = u˜k +Q
k−1∑
i=0
u˜i, k ≥ 1. (48)
and so k−1 = A˜1u˜0 and k0 = (A˜0− I)u˜0+ A˜1u˜1, that is, the vector sequence
u˜r solves (46). This proves that we may recover the general solution of the
original equation from (48).
In view of Lemma 7, the general solution of the matrix difference equation
(46) may be expressed in the following form
u˜r = G˜
rx+ L˜V˜ −r1 y + σ˜r, r ≥ 0
σ˜r = −
r∑
k=1
(
G˜r−k − L˜V˜ k−r1 E˜
)
W˜gk −
ν−1∑
j=1
K˜V˜ j0 F˜ W˜gj+r, r ≥ 0,
for any vectors x and y where
G¨M˜ = M˜J˜, J˜ =
[
V˜1 0
0 V˜0
]
, M˜ =
[
L˜ ¦ K˜
]
with ρ(V˜0) = 0, det V˜1 6= 0, and L˜ and K˜ are matrices of size m × p and
m× (m− p), respectively; moreover
M˜−1 =
[
E˜
F˜
]
where E˜ and F˜ are matrices of size p×m and (m− p)×m, respectively.
Now it remains to analyze the solution which satisfies the initial condi-
tions (4). To this end we assume that the series
∑∞
k=0R
kgk is convergent.
Observe that, since u0 = u˜0, and u1 = u˜1 + Qu˜0, the initial condition
(4) can be rewritten as
(B˜ − I)u˜0 + A1u˜1 = −g0, B˜ = B + A1Q.
20
Rewriting the above equation in terms of the vectors x and y and exploiting
the identities G˜ = G−Q, L˜y = G¨L˜V˜ −11 y and σ˜0 = G¨σ˜1 yields
(I − B − A1G)x = g0 +
(
(B˜ − I)G¨+ A1
)
(σ˜1 + L˜V˜
−1
1 y).
The matrix P∗ = B+A1G is stochastic and pi
T
0 (I−P∗) = 0 so that the above
system has a solution if and only if the following condition is satisfied
piT0 g0 + pi
T
0
(
(B˜ − I)G¨+ A1)
)
(σ˜1 + L˜V˜
−1
1 y) = 0. (49)
Observe that P∗ = I − B˜ − A1G˜ and therefore pi
T
0 (I − B˜ − A1G˜) = 0 from
which we get piT0 ((B˜− I)G¨+A1)) = pi
T
0A1(I − G˜G¨). Since det(I− G˜G¨) 6= 0,
we may proceed as in the proof of Theorem 3 and arrive at the following
equivalent formulation of condition (49)
piT0 W˜
−1L˜(y − y˜∗) = piTg,
where y˜∗ = −
∑∞
k=0 V˜
k
1 E˜W˜gk. Observe that the definition of y˜
∗ is consistent
since we assumed that
∑∞
k=0R
kgk is finite. The latter property implies also
that piTg is finite.
5.2 Solution based on the left shift
Instead of shifting ξm to 0 (or equivalently, replacing the maximal eigenvalue
of G by 0), we may shift ξm+1 to ∞, and so shift the maximal eigenvalue of
Ĝ to 1/ξm+1 = 0. This requires us to use the left shift and to modify the
right-hand side of (5).
Rewrite (45) in the following form:
(I −
λ
λ− 1
S)η(λ)u(λ−1) = (I −
λ
λ− 1
S)(k−1λ
2 + k0λ−
∑
j≥1
gjλ
−j+1), (50)
where S = w
R̂
vTR, v
T
RwR̂ = 1, and get
η˜(λ)u(λ−1) = g˜(λ)
with η˜(λ) = (I − λ
λ−1
S)η(λ) and g˜(λ) is the right-hand side of (50).
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Recall that R is the minimal nonnegative solution of (9) and that vR is
its left eigenvector corresponding to the eigenvalue 1. Thus,
S(A1 + (A0 − I) + A−1) = S(A1 +R(A0 − I) +R
2A−1) = 0
and so S(A0 − I) = −S(A1 + A−1). One readily verifies that η˜(λ) = A˜−1 +
λ(A˜0 − I) + λ
2A˜1, where A˜i, i = −1, 0, 1 are defined in Theorem 5.
If the function
∑
j≥1 gjλ
−j+1 is analytic for |λ−1| < c for some c > 0,
since λ/(λ − 1) = 1/(1 − λ−1) is analytic for |λ−1| < 1, then the function
g˜(λ) is analytic for |λ−1| < min(c, 1), and we may write g˜(λ) =
∑+∞
i=−2 g˜iλ
−i,
where the coefficients g˜r can be explicitly expressed as functions of S, k−1,
k0, and gj for j ≥ 1.
Thus, we obtain a modified difference equation in the form
A˜−1ur−1 + (A˜0 − I)ur + A˜1ur+1 = g˜r.
In view of Theorem 5, the matrix equations associated with the matrix poly-
nomial η˜(λ) have solutions G˜ and G¨ such that I − G˜G¨ is nonsingular, we
may apply the technique of standard triples and obtain the explicit solution
of the difference equation.
Observe that in this case, unlike the shift to the right, the solution of
the transformed matrix difference equation coincides with the solution of the
original equation. Thus we do not need to reconstruct one solution from the
other one. On the other hand, with the shift to the left we have to compute
a different right-hand side.
The two techniques of shifting to the right and to the left can be combined
together to obtain another possible representation of the solution. We leave
the details to the reader.
6 Comparison with published results
Solutions of the Poisson equation are constructed in [6] under the assumptions
that the QBD is positive recurrent, that piT0
∑∞
k=0R
k‖gk‖ < ∞, and that
piT0
∑∞
k=0R
kgk = 0. The approach there is based on a probabilistic argument,
and a particular solution, up to an additive constant, is written, for r ≥ 0,
as
ωr = G
rγ + yr + c1, (51)
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where c is any arbitrary constant,
γ = (I − P∗)
#
∞∑
k=0
Rkgk and yr = −
∞∑
k=0
r−1∑
j=0
Gj (U − I)−1Rkgr+k−j.
(52)
This solution has a different aspect from (33); in particular, the right-
hand sides of (52) are expressed as series while we have finite sums only in
(33), which is more convenient for computational purposes. We show below
that, for positive recurrent QBDs, the solution obtained by probabilistic
reasoning is identical to the solution from Theorem 3, for the specific choice
of y = y∗ defined in (38). This is proved in Lemma 8. What is more, we
show in Lemma 9 that the vectors ωr actually form a solution of the Poisson
equation for transient or null recurrent QBDs also.
Our condition throughout is that
∑∞
k=0 ρ(R)
k‖gk‖ should be a convergent
series for some vector norm ‖·‖, and then automatically for any vector norm.
For transient and for null recurrent QBDs, ρ(R) = 1 and this imposes a strong
constraint on g. One immediate advantage stemming from the constraint is
that the series in (52) are all convergent, and so the yrs are all well defined.
To see this, we choose a vector norm such that ‖R‖ = ρ(R) and we write
‖yr‖ ≤ ‖U − I‖
−1
∞∑
k=0
r−1∑
j=0
‖G‖j‖R‖k‖gr+k−j‖
= ‖U − I‖−1
∞∑
k=0
r−1∑
j=0
‖G‖jρ(R)k‖gr+k−j‖
= ‖U − I‖−1
r−1∑
j=0
‖G‖jρ(R)j−r
∞∑
k=r−j
ρ(R)k‖gk‖
which converges by assumption.
Lemma 8. Assume that the QBD is positive recurrent, that
∑∞
k=0 ρ(R)
k‖gk‖ <
∞ and that piT0
∑∞
k=0R
kgk = 0. Equation (51) may be written as
ωr = G
rx+ LV −r1 y
∗ + σr
where y∗ is defined in (38), x is defined in (37) with y replaced by y∗, and
σr is defined in (31).
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Proof. We write
yr = −
∞∑
k=0
k+r−1∑
j=0
Gj(U − I)−1Rkgk+r−j +
∞∑
k=0
k+r−1∑
j=r
Gj(U − I)−1Rkgk+r−j
= −
∞∑
k=1
k−1∑
j=0
Gj(U − I)−1Rkgk+r−j −
∞∑
k=0
k+r−1∑
j=k
Gj(U − I)−1Rkgk+r−j + G
rζ
where
ζ =
∞∑
k=1
k−1∑
j=0
Gj(U−I)−1Rkgk−j =
∞∑
j=0
Gj(U−I)−1
∞∑
k=1
Rk+jgk = W
∞∑
k=1
Rkgk.
We simplify the first term as
∞∑
k=1
k−1∑
j=0
Gj(U − I)−1Rkgk+r−j =
∞∑
k=1
∞∑
i=0
Gi(U − I)−1Ri+kgk+r
=
∞∑
k=r+1
WRk−rgk
=
∞∑
k=r+1
Ĝk−rWgk,
by definition of W and (11). The second term becomes
∞∑
k=0
k+r−1∑
j=t
Gj(U − I)−1Rkgk+r−j =
r∑
k=1
∞∑
t=0
Gr−k+t(U − I)−1Rtgk
=
r∑
k=1
Gr−kWgk.
Thus,
yr = −
∞∑
k=r+1
Ĝk−rWgk −
r∑
k=1
Gr−kWgk +G
rζ.
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By (17–20, 27), since V j0 = 0 for, j ≥ ν, we may write
yr = −LV
−r
1
∞∑
k=1
V k1 EWgk +
r∑
k=1
LV k−r1 EWgk −
ν−1∑
j=1
KV j0 FWgj+r
−
r−1∑
k=1
Gr−kWgk +G
rζ
= LV −r1 y
∗ + σr +G
rζ
and so
ωr = G
r(γ + ζ) + LV −r1 y
∗ + σr + c1.
Finally, we verify that Grx = Gr(γ + ζ) + c11, for some scalar c1. The
equation (43) may be written as
−W−1Ĝ(σ1 + LV
−1
1 y
∗) =
∞∑
k=1
Rkgk = W
−1ζ.
The vector x given in (37) may be rewritten as
x = (I − P∗)
#
(
−(B − I)ζ + A1
(
σ1 + LV
−1
1 y
∗
)
+ g0
)
+ α1. (53)
Furthermore, by repeating the argument (42–43), we find that
σ1 + LV
−1
1 y
∗ = −W
∞∑
k=0
Rkgk+1
and so
A1(σ1 + LV
−1
1 y
∗) = (R− A1GWR)
∞∑
k=0
Rkgk+1 by Lemma 2
=
∞∑
k=1
Rkgk − A1Gζ,
and (53) becomes
x = (I − P∗)
#
(
(I − B − A1G)ζ +
∞∑
k=0
Rkgk
)
+ α1
=
(
I − (piT0 1)
−1
1piT0
)
ζ + γ + α1 by (29)
= ζ + γ + c21
where c2 is a scalar. Since G is stochastic, this completes the proof.
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To prove that the vectors ωr are always a solution of (1), even if the
QBD is null recurrent or transient, we may not refer to the vector y∗ since
the definition (38) depends on the matrix W , and the series in (10) diverges
in the null recurrent case. Instead, we prove by direct verification that (51)
is a solution of (4, 5).
Lemma 9. Assume that
∑∞
k=0 ρ(R)
k‖gk‖ converges, where R is the minimal
nonnegative solution of (9).
If the QBD is recurrent, assume in addition that piT∗
∑∞
k=0R
kgk = 0,
where pi∗ is the stationary distribution of P∗: pi
T
∗ (I − P∗) = 0, pi
T
∗ 1 = 1.
Under these assumptions, one solution of the Poisson equation (1) is
given by (51).
Proof. For positive recurrent QBDs, pi0 is proportional to pi∗, and so the
statement immediately results from Lemma 8.
For null recurrent QBDs, we have
(B − I)ω0 + A1ω1 = (B − I)γ + A1Gγ + A1y1
= (P∗ − I)γ −A1
∞∑
k=0
(U − I)−1Rkgk+1
= (P∗ − I)(I − P∗)
#
∞∑
k=0
Rkgk +
∞∑
k=1
Rkgk
= (1piT∗ − I)
∞∑
k=0
Rkgk +
∞∑
k=1
Rkgk by (29)
= −g0.
By (52), yr =
∑r−1
j=0G
jzr−j, with zn = (I − U)
−1
∑∞
k=0R
kgn+k, so that
A−1ωr + (A0 − I)ωr+1+A1ωr+2 = A−1yr + (A0 − I)yr+1 + A1yr+2
=(A−1 + (A0 − I)G+ A1G
2)
r−1∑
j=0
Gjzj
+ (A0 − I + A1G)zr+1 + A1zr+2
=−
∞∑
k=0
Rkgr+1+k + A1(I − U)
−1
∞∑
k=0
Rkgr+2+k
=− gr+1
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by equations (12,13).
For transient QBDs, P∗ is sub-stochastic, (I −P∗)
# = (I −P∗)
−1 and the
same calculation as above apply.
Remark 1. It is interesting to note that the solution obtained by proba-
bilistic reasoning, in the case of positive recurrent QBDs, corresponds to the
solution (33, 36, 37) with y⊥ = 0; this is another emphasis placed on the
role played by the vector y∗. It is remarkable, in addition, that we should
have found solutions of the Poisson equation, even when the process is null
recurrent or even transient. This is another illustration of the nice properties
stemming from the transition structure of QBDs.
Acknowledgements
Guy Latouche and Sarah Dendievel thank the Ministère de la Communauté
française de Belgique for supporting this research through the ARC grant
AUWB-08/13–ULB 5. Dario A. Bini and Beatrice Meini thank GNCS of
INdAM for supporting this research, and acknowledge the financial support
of Pisa University through the PRA project “Mathematical models and com-
putational methods for complex networks”.
References
[1] S. Asmussen. Queueing simulation in heavy traffic. Mathematics of
Operations Research, 17(1):84–111, 1992.
[2] S. Asmussen and M. Bladt. Poisson’s equation for queues driven by a
Markovian marked point process. Queueing Systems, 17(1-2):235–274,
1994.
[3] D. A. Bini, G. Latouche, and B. Meini. Numerical methods for structured
Markov chains. Numerical Mathematics and Scientific Computation.
Oxford University Press, New York, 2005. Oxford Science Publications.
[4] D. A. Bini, G. Latouche, and B. Meini. Shift techniques for quasi-
birth and death processes: canonical factorizations and matrix equa-
tions. 2016. Submitted for publication. arXiv:1601.07717.
[5] S. L. Campbell and C. D. Meyer. Generalized Inverses of Linear Trans-
formations, volume 56. SIAM, 2009.
27
[6] S. Dendievel, G. Latouche, and Y. Liu. Poisson’s equation for discrete-
time quasi-birth-and-death processes. Performance Evaluation, 70:564–
577, 2013.
[7] P. W. Glynn. Poisson’s equation for the recurrent M/G/1 queue. Ad-
vances in Applied Probability, pages 1044–1062, 1994.
[8] I. Gohberg, P. Lancaster, and L. Rodman. Matrix Polynomials, vol-
ume 58. SIAM, 2009.
[9] M. Govorun, G. Latouche, and M.-A. Remiche. Stability for fluid queues:
characteristic inequalities. Stochastic Models, 29:64–88, 2013.
doi: 10.1080/15326349.2013.750533.
[10] C. He, B. Meini, and N. H. Rhee. A shifted cyclic reduction algorithm for
quasi-birth-death problems. SIAM J. Matrix Anal. Appl., 23(3):673–691
(electronic), 2001/02.
[11] S. Jiang, Y. Liu, and S. Yao. Poisson’s equation for discrete-time single-
birth processes. Statistics & Probability Letters, 85:78–83, 2014.
[12] G. Latouche and V. Ramaswami. Introduction to Matrix Analytic Meth-
ods in Stochastic Modeling, volume 5 of ASA-SIAM Series on Statistics
and Applied Probability. Siam, Philadelphia PA, 1999.
[13] Q.-L. Li and J. Cao. A computational framework for the mixing times in
the QBD processes with infinitely-many levels. arXiv:1308.4227, 2013.
[14] A. M. Makowski and A. Shwartz. The Poisson equation for countable
Markov chains: Probabilistic methods and interpretations. In Handbook
of Markov Decision Processes, pages 269–303. Springer, 2002.
[15] C. D. Meyer, Jr. The role of the group generalized inverse in the theory
of finite Markov chains. Siam Review, 17(3):443–464, 1975.
[16] M. F. Neuts. Matrix-Geometric Solutions in Stochastic Models: An
Algorithmic Approach. The Johns Hopkins University Press, Baltimore,
MD, 1981.
28
