We study the distribution of a statistic useful in calculating the signi cance of the numberof k-tuple matches detected in biological sequence homology algorithms. The statistic is R n;k , the total number of heads in head runs of length k or more in a sequence of iid Bernoulli trials of length n. Calculation of the mean is straightforward. Poisson approximation formulas have been used for the variance because they are simple and powerful. Unfortunately, when p = P Head is large, the Poisson approximation no longer works well. In our application, p is large, say :75, and we h a ve turned instead to direct calculation of the variance. Surprisingly, w e are able to show that the variance, which is based on the interactions of On 2 random variables, can be computed in constant time, independent of the length of the sequence and probability p. This result can be used to calculate the mean and variance of a number of other head run statistics in constant time. Additionally, w e show h o w to extend the result to sequences generated by a stationary Markov process where the variance can be calculated in On time.
In the case when p is small, we can use the powerful and elegant P oisson approximation to obtain very accurate estimates of the statistics of head runs. But, when p is not small, Poisson approximation no longer works well. In this paper, we present a new method for accurately and e ciently approximating the distributions of a variety of head run statistics. Our method is insensitive to the value of p. Because the distributions for many statistics can be accurately approximated by the Normal distribution, knowing the variance and the mean is su cient for their explicit use. While calculating the mean is easy, calculating the variance often is not. In this paper, we show h o w to compute the exact variance of a statistic, R n;k , the sum of heads in head runs of length k or longer in a sequence of length n. The remarkable property of our method is that the covariance of many dependent random variables and therefore the variance of the statistic can be calculated in constant time. For example, for R n;k , the number of random variables is On 2 and a naive computation of the variance would take On 4 time. Our main result is a constructive proof that the exact variance of the distribution of R n;k can be calculated in constant time.
Our work is motivated by the problem of detecting tandem repeats in DNA sequences. DNA is a long linear molecule which in the famous double helix constitutes our chromosomes. For analysis purposes, a single strand of DNA can be viewed as a sequence of letters over the alphabet = fA; C; G; Tg. A tandem repeat is any pattern of letters which occurs two or more times in a row. For example the sequence: ACACGTC G TC G TC G TA TA TC T contains a tandem repeat consisting of four copies of the pattern CGT. Because DNA is a biological molecule subject to random mutations, tandem repeats typically consist of approximate copies. Di erences between copies consist of substitutions where one letter replaces another and deletions and insertions where some letters are lost or new letters are added. A real albeit only moderately mutated example is shown below. The actual DNA sequence appears on the upper line and a consensus sequence is shown on the lower line only 2 of 8 copies are shown. A marks a substitution with respect to the consensus and a represents an insertion or deletion.
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Let us make an assumption about the average amount of mutation that has occurred between the copies by xing p = PHeads. For example, we could assume that p = 0 :75. The matching k-tuples approach nds the head runs of length k or longer. So, here is the problem. How many heads do we see under our assumption about p?
This problem was already considered important for calculating the signi cance of matching scores when performing database searches for biological sequence homology. When a new biological sequence is discovered, one of the rst tasks is to screen it against a database like Genbank in order to nd similar sequences. One popular program for this purpose is FASTA 20 which uses the sum of matches in matching k-tuples as the measure of similarity. Matching k-tuples are, of course, common and the question naturally arises, How many matches are required for statistical significance?" Goldstein and Waterman 12 estimated the distribution of R n;k for randomly aligned sequences in order to answer this question. In their case, p = :25 and they used a compound Poisson distribution to approximate the probability PR n;k = x. In this method, the number, W, of head runs of size k or larger is assumed to be Poisson and the size X i of the ith head run is geometric with PX i = j = qp j . Note that in reality W and the X i are not independent because each depends on p. Y et, when p is small, the dependence is small and these variables can be treated as independent. In that case, error bounds can be computed for the di erence between the real and approximate distributions using the Chen-Stein technique as shown by Arratia, Goldstein and Gordon 2 .
In our case, p is too large for the Chen-Stein error bounds to be useful. This is so because 1 for large p, the number of head runs can not be well approximated by a P oisson distribution and 2 the dependence between the number of head runs and the run length is too great to dismiss. The same would be true if we w ere examining random sequences with only a two letter alphabet, as for example, the purine pyrimidine classi cation of DNA bases. In our approach, we approximate the distribution of R n;k by the Normal distribution. Therefore, we h a ve to calculate the mean and variance. The mean is straightforward. Only the variance presents di culty.
A proof that R n;k can be well approximated by the Normal distribution is beyond the scope of this paper. For our purposes, we h a ve tested the goodness-of-t of the Normal approximation for representative v alues of n, k and p. F or example, with n = 100, k = 5 and p = :75, we collected simulated data and performed the chi-square goodness-of-t test for the null hypothesis that this random variable approximately follows the Normal distribution with mean and variance calculated by the method presented in this paper. The asymptotic approximate P-value is much larger than 0.05, so the null hypothesis is supported by these data.
Besides the distribution of R n;k , our method can be applied to a variety of other statistics involving head runs 2, 9 , including 1 the length of the longest head run 2 the number of head runs of size exactly k, 3 the number of head runs of size greater than or equal to k, 4 the number of non-overlapping head runs of size exactly k, and 5 the number of overlapping head runs of size exactly k.
In our presentation, we assume that the sequences are generated by iid Bernoulli trials. We then show h o w to extend the result to sequences generated by a stationary Markov process. The compound Poisson approach can also be used for stationary Markov processes 23 , but with the same limitation that the probability of heads is small. When the sequence is generated by Bernoulli trials that are not identically distributed, i.e the probabilities in each trial are not identical, a di erent method for calculating the distributions based on Markov c hains has been described by F u and Koutras 9 . While that work can be applied to the distribution of R n;k and the other statistics mentioned above, there are several di culties. The method is based on matrix multiplication, a di erent matrix is required for each sequence length n, and the matrix must be raised to the nth power. With respect to iid Bernoulli trials, formulas for the exact distributions of non-overlapping and overlapping head runs of size exactly k have been given 22, 13, 11, 19, 15, 1 4 , 7 , but the calculations take on the order of On 2 time to determine the probability for each individual value which these statistics can assume and are therefore not useful in practice. The remainder of this paper is organized as follows. In section 2 we state our problem and show how the mean and variance of R n;k can be calculated from a large set of indicator random variables. In section 3 we show h o w to calculate the covariances of these variables in On show h o w to extend our result to sequences generated by a stationary Markov process.
Problem Statement and Analysis
Our problem is to determine the exact mean and variance of the random variable R n;k where R n;k = the total number of heads in headruns of length k or longer in an iid Bernoulli sequence of length n.
Let us rst de ne several important random variables:
1. Let A = A 1 ; A 2 ; : : : ; A n be a sequence of zero-one valued, independent Bernoulli random variables with head probability p, where head means success and is denoted by the value one. 2. Let I = f1; 2; : : : ; n g be an index set whose elements denote locations in the sequence A where head runs can begin. 
In terms of the indicator random variables, we de ne R n;k as:
The probability that each indicator variable equals one is:
q 2 p j if = 2 ; 3; : : : ; n , j and j n , 2 qp j if = 1 o r = n , j + 1 and j n , 1 p n if = 1 and j = n. EX j = PX j = 1 V a r X j = PX j = 11 , PX j = 1: Calculating the mean of R n;k is straightforward. As long as we can determine the covariance between the variable pairs, we will be able to calculate the variance of R n;k . I t i s o b vious that the variables X j and X h are independent if the patterns denoted by those variables do not overlap.
For those variable pairs, the covariance is zero. If the patterns denoted by a pair of variables do overlap, the relationship between those variables is one of the following two t ypes:
The set f g includes all those locations for which X h = 0 : We h a ve shown two excluded patterns. If we ignore the edges of the sequences, the size of the set f g is j + h + 1. Since the variables X j and X h can not take the value one at the same time, we h a ve EX j X h = 0, and CovX j ; X h = EX j X h , EX j EX h = ,EX j EX h We h a ve shown one reinforced pattern. Ignoring edge e ects, can take o n t wo v alues. As illustated, if X j = 1, then the probability that X h = 1 increases by a factor of 1=q. T o see why, note that the two patterns, denoted by the variables X j and X h respectively, m ust share the letter T when X j = 1 and X h = 1, so one less T is required for these adjacent patterns than for non-adjacent patterns. Meanwhile, the probability of occurrence of letter T is q in Bernoulli trial, so:
PfX j X h = 1 g = 1 =qPfX j = 1 gPfX h = 1 g:
Therefore EX j X h = 1 =qEX j EX h , and CovX j ; X h = EX j X h , EX j EX h = 1=q , 1EX j EX h hjEX j EX h excluded pairs 5 where ; are used for mutually exclusive pairs and ; are used for reinforcing pairs. f g = f : 1 and , h + j and n , h + 1 and ; j 6 = ;hg f g = f : 1 and = , h , 1 or = + j + 1 and n , h + 1 g
In order to avoid counting the same covariance twice, if h = j then and .
Quadratic Time Algorithm
By equations 1 and 5, we can compute the mean and variance of R n;k . The mean can be easily calculated in constant time. For the variance it is straightforward that the computation can be done in On   3 time because almost all EX h have same value for given j; h, and it is just a matter of nding sums of a constant. Below, we show that the variance can be calculated in On 2 time. We show h o w to handle the covariances of the mutually excluded patterns. The analysis dealing with the reinforced patterns is similar and much simpler. Also, since it is easy to compute the covariances between the variables when = 1 and = n,j + 1 ,w e ignore these two extreme cases in our analysis. We focus on the covariances between variables denoting the mutually excluded patterns within the range of from 2 to n , j. W e rst notice that for xed j and h, many positions yield the same value. In fact, we can partition the j; h pairs into three disjoint sets for which the 's give consistent v alues. These sets will lead naturally to the linear and constant time algorithms in section 4. Suppose we x jk j n , 2, then we h a ve three cases which partition the values of hj + 1 h n , 1. The relevance of this partition will be explained in section 4. The cases in increasing order of h are:
1. n , j , h h + 2 2. n , j , h h + 2 and n , j h + 2 3. n , j h + 2 and n , j 2 We consider each case in turn.
Case 1: n , h , j h + 2 .
In this case, we partition the range of into the three intervals gure 1:
1. 2 1 h + 2 2. h + 2 2 n , j , h 3. n , j , h 3 n , j.
For 2 1 , the number of patterns excluded when X j = 1 shrinks by one each time moves one position to the left from h + 1 to 2. When = h + 1, there are j + h patterns of the form TH h T and one pattern of the form H h T. Recalling that the covariance for a mutually excluded pair is negative, we h a ve the following covariances for 2 1 Case 2: n , h , j h + 2 and n , j h + 2 :
In this case, we also separate the range of into three intervals gure 2:
1. 2 1 n , h , j 2. n , h , j 2 h + 2 3. h + 2 3 n , j
In the intervals 1 and 3 , the analysis is the same as in Case 1, except that when = n , j , h, there are n , h , 1 patterns of the form TH h T. We h a ve the following covariances for 2 1 : P CovX j ; X h = ,n , h , 1 + 1 =qEX j EX h = n , j , h P CovX j ; X h = ,n , h , 2 + 1 =qEX j EX h = n , j , h , 1 Using formulas 6 10, we can compute the total variance of R n;k using just the variables j and h, that is, in On 2 time.
Linear and Constant Time Algorithms
In order to get a linear time algorithm, we need to eliminate the dependence of the formulas on the variable h. W e can see how to do this by xing j and examining the change in total variance as we increase from h to h + 1 . I f w e can determine where the change is consistent, we will be done. Figure 4 illustrates the three cases for the quadratic algorithm. Using it, we can explain the ideas behind the linear time algorithm.
In gure 4, the solid black line is a function f j which is the number of excluded patterns for position , when j is xed. At the smallest h Case 1, the function is a staircase on either end of a long platform. The minimum of the staircase is j + 2, and the maximum is j + h + 1 . A s h increases, the staircase gets longer because the maximum increases. Simultaneously, the platform shrinks. Eventually, the platform reaches its minimum size either 1 or 2. This occurs just before the maximum number of patterns excluded as determined by j exceeds the maximum number of h patterns of type T H : : : H T that t in n. That is, when j+h+1=n,h,1 o r j+h+1=n,h,2.
Let h 1 = bn , j , 2=2c denote this critical value. When h = h 1 + 1 Case 2, the staircases reach their maximum size. Thereafter, as h continues to increase, the maximum number of h patterns of all types that t in n falls, pushing down the staircases, until all that is left is a single step. This occurs just before the minimum number of excluded patterns as determined by j exceeds the maximum number of h patterns. That is, when n , h = j + 2. Let h 2 = n , j , 2 denote this second critical value. As h increases still further Case 3, h, not j, determines the number of excluded patterns. Only the platform itself remains and it is pushed down until nally there is only one pattern left to be excluded.
Within each i region in each Case, the covariances change predictably with increasing h. Therefore taking symmetry into account we need ve formulas for the total covariance due to the mutually exclusive v ariables. We show as one example the formulas for Case 1. Based on the analysis for the quadratic algorithm, we replace, in formula 5, the term for the excluded pairs by:
hj Covarh; j where Covarh; j is one of formulas 6 10 which are only dependent on the variables j and h. where w1, w2, w3, and w4 are same as above. For the constant time algorithm, we partition the j into three intervals. Those j in the rst interval exhibit each of Cases 1, 2 and 3. Those in the second interval exhibit each of Cases 2 and 3 and those in the third interval exhibit only Case 3. Now, the partitions between these intervals are determined by the critical h values h 1 and h 2 and the minimum value h min which is j + 1 . All three of these values are determined by rst xing j. Note though, that at some minimum j = j 1 + 1 , there will be no h 1 h min . Then, j 1 is the last j in the rst interval. Similarly, at some minimum j = j 2 + 1 there will be no h 2 h min . Then, j 2 is the last j in the second interval. We determine that j 1 = bn , 4=3c and j 2 = bn , 3=2c: Again, for each o f t h e intervals in each of the Cases within each subdivision of the j values, the covariances change predictably for increasing j. Carrying forward the preceding example, we next determine the covariance for the j in the rst j interval, ,2 j 1 X j=k j Covarj; deriving formulas for the 1 and 2 regions in a manner similar to that illustrated above. This last step for Case 1 yields 2 formulas which are each longer than one page. For the mutually excluded variables with from 2 to n , j, there are 5 such formulas.
For our application, instead of programming such complex formulas, we stopped at the linear time algorithm which w as fast enough for our purposes. For example, running on a Silicon Graphics O2 R10000, the linear time algorithm computes R 500;5 for p = 0 :8 in .033 seconds. The linear time algorithm can be obtained by sending email to benson@ecology.biomath.mssm.edu.
5 Sequences generated by a Markov process Using the techniques described in the previous sections, we are able to produce a On algorithm for computing the mean and variance of R n;k for sequences generated by a Markov process. We assume the Markov c hain is stationary and of order 1. There is no loss of generality because we can write an order m chain on = fH;Tg as an order 1 chain on m . We use the following notation. X;Y 2 f H;Tg. Let X be the stationary probability o f X. Let P be the transition matrix and PXjY be the transition probability from Y to X. Let pairs of indicator variables. The mutually excluded and reinforced variable pairs are handled in a manner similar to that described in the previous sections. Here, we show h o w to handle the variables representing patterns that do not overlap. Unlike the situation with iid Bernoulli trials, the covariance of these variables is not zero. To simplify the description, we assume that every variable represents a pattern that begins and ends with a T.
First, for the expectation of a single variable we h a ve: EX j = TPHjTPHjH j,1 PTjH:
For the joint expectation we assume that we h a ve t wo v ariables, X j and X h where X j represents the rst pattern to occur in the sequence and X h represents the following pattern. We let = + j + 
