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INTRODUCTION
Classification techniques are very popular in various automatic medical diagnoses tools. Problems with liver patients are not easily discovered in an early stage as it will be functioning normally even when it is partially damaged [1] . An early diagnosis of liver problems will increase patients survival rate. Liver disease can be diagnosed by analyzing the levels of enzymes in the blood [5] . Moreover, now a day's mobile devices are extensively used for monitoring humans' body conditions. Here also, automatic classification algorithms are needed. With the help of Automatic classification tools for liver diseases (probably mobile enabled or web enabled), one can reduce the patient queue at the liver experts such as endocrinologists.
Michael J Sorich [11] reported that SVM classifier produces best predictive performance for the chemical datasets. Lung-Cheng Huang reported that Naïve Bayesian classifier produces high performance than SVM and C 4.5 for the CDC Chronic fatigue syndrome dataset [14] . Paul R Harper [12] reported that there is not necessary a single best classification tool but instead the best performing algorithm will depend on the features of the dataset to be analyzed.
In this paper, five Classification algorithms Naive Bayes classification (NBC), C 4.5 Decision Tree, Back Propagation, K-Nearest Neighbour (KNN) and Support Vector Machines (SVM) have been considered for comparing their performance based on the liver patient data [8] .
Two Liver patient datasets were used in this study, one is from Andhra Pradesh state of India and the second one is BUPA Liver Disorders datasets taken from University of California at Irvine (UCI) Machine Learning Repository [2] . In this experimentation, 10-fold cross-validation methods for comparison of selected classification algorithms have been used. This paper concentrates on performance of classification algorithms with different features combinations such as SGOT, SGPT and ALP with the selected datasets.
CLASSIFICATION ALGORITHMS
Classification algorithms are widely used in various medical applications. Data classification is a two phase process in which first step is the training phase where the classifier algorithm builds classifier with the training set of tuples and the second phase is classification phase where the model is used for classification and its performance is analyzed with the testing set of tuples [13] .
Naive Bayes Algorithm:
Bayesian Classifiers are statistical classifiers based on bayes theorem. Bayesian classification is very simple and it shows high accuracy and speed when applied to large data bases. It works on one assumption that is the effect of an attribute value on a given class is independent of the values of the other attributes. This assumption is called class conditional independence [3] .
Bayesian classification can predict class membership probabilities, such as probability that a given tuple belongs to a particular class [6] . The Naïve Bayesian classification predicts that the tuple X belongs to the class C i. Using the formula ( ) ( )
Where P (C i /X) is maximum posteriori hypothesis for the class C i .
As P(X) is constant for all classes, only P(X/ C i ) P (C i ) needed to be maximized.
If the class prior probabilities are not known, then it is commonly assumed that the classes are equally likely, that is,
Note that the class prior probabilities may be estimated by P (C i ) =|C i , D|/|D|, where |C i , D| is the number of training tuples of class C i in D.
Given datasets with many attributes, it would be extremely computationally expensive to compute P(X/C i ). In order to reduce computation in evaluating P(X/C i ), the naive assumption of class conditional independence is made. This presumes that the values of the attributes are conditionally independent of one another, given the class label of the tuple i.e., that there are no dependence relationships among the attributes.
Thus,
are easily estimated from the training tuples. Recall that that here X k refers to the value of attribute A k for tuple X which may be categorical or continuousvalued.
C4.5 Algorithm:
C4.5 is an algorithm used to generate a decision tree developed by Ross Quinlan. C4.5 is an extension of Quinlan's earlier ID3 algorithm. The decision trees generated by C4.5 can be used for classification, and for this reason, C4.5 is often referred to as a statistical classifier. C4.5 builds decision trees from a set of training data in the same way as ID3, using the concept of information entropy. The training data is a set S = S 1 ,S 2 ,... of already classified samples. Each sample S i = X 1 , X 2 ,... is a vector where X 1 ,X 2 ,... represent attributes or features of the sample. The training data is augmented with a vector C = C 1 , C 2 ,.. Where C 1 , C2, represent the class to which each sample belongs. At each node of the tree, C4.5 chooses one attribute of the data that most effectively splits its set of samples into subsets enriched in one class or the other. Its criterion is the normalized information gain (difference in entropy) that results from choosing an attribute for splitting the data. The attribute with the highest normalized information gain is chosen to make the decision.
• All the samples in the list belong to the same class. When this happens, it simply creates a leaf node for the decision tree saying to choose that class.
• None of the features provide any information gain. In this case, C4.5 creates a decision node higher up the tree using the expected value of the class.
• Instance of previously-unseen class encountered. Again, C4.5 creates a decision node higher up the tree using the expected value.
Back propagation Algorithm:
The Back Propagation Algorithm is a multi-layered Neural Networks for learning rules [4] , credited to Rumelhart and McClelland. It produces a prescription for adjusting the initially randomized set of synaptic weights such that to maximize the difference between the neural network's output of each input fact and the output with which the given input is known (or desired) to be associated. Back propagation is a supervised learning algorithm and is mainly used by Multi-Layer-perceptron to change the weights connected to the net's hidden neuron layer(s).
The back propagation algorithm uses a computed output error to change the weight values in backward direction [12] . To get this net error, a forward propagation phase must have been done before. The neurons are being activated using the sigmoid activation function while propagating in forward direction.
K-Nearest Neighbor Algorithm:
K-Nearest neighbor algorithm (KNN) is one of the supervised learning algorithms that have been used in many applications in the field of data mining, statistical pattern recognition and many others. It follows a method for classifying objects based on closest training examples in the feature space.
An object is classified by a majority of its neighbors. K is always a positive integer. The neighbors are selected from a set of objects for which the correct classification is known. The Knearest neighbors' algorithm is as follows:
1. Determine the parameter K i.e., number of nearest neighbors beforehand. 2. Distance between the query-instance and all the training samples is calculated using any distance measure algorithm. 3. Distances for all the training samples are sorted and nearest neighbor based on the K-th minimum distance is determined. 4. Since the K-NN is supervised learning, get all the Categories of your training data for the sorted value which fall under K. 5. The prediction value is measured by using the majority of nearest neighbors.
Support Vector Machines (SVM) Algorithm:
A Support Vector Machine (SVM) separates the data into two categories of performing classification and constructing an N-dimensional hyper plane. These models are closely related to neural networks. In fact, this model uses a sigmoid kernel function which is equivalent to a two-layer, perceptron neural network.
These models are closely related to classical multilayer perceptron neural networks. By using a kernel function, these are an alternative training method for polynomial, radial basis function and multi-layer perceptron classifiers in which the weights of the network are found by solving a quadratic programming problem with linear constraints, rather than by solving a non-convex, unconstrained minimization problem as in standard neural network training.
In the SVM literature, a predictor variable which is called an attribute and a transformed attribute that is used to define the hyper plane is called a feature [11] . Here, choosing the most suitable representation can be taken as feature selection. A set of features that describes one case (i.e., a row of predictor values) is called a vector. The goal of this modeling is to find the optimal hyper plane which separates clusters of vector in such a way that cases with one category of the target variable are on one side of the plane and cases with the other category are on the other size of the plane. The vectors near the hyper plane are the support vectors.
RESULTS AND DISCUSSION:
Performance of Selected classification algorithms were evaluated with two datasets. First dataset contains 751 liver patient records from Andhra Pradesh, India with 12 attributes as shown in Table 1 . Second dataset is taken from University of California at Irvine (UCI) Machine Learning Repository [ 2] , which contains 345 records with 5 attributes as shown in Table 2 . For the purpose of experimentation, Weka© Data Mining open source machine learning software [7] . It is used on i7 processor with 4 GB RAM. With Each algorithm, we have observed Accuracy, Precision, Sensitivity and Specificity which can be defined as follows:
Accuracy: The accuracy of a classifier is the percentage of the test set tuples that are correctly classified by the classifier. Our previous Experimentations motivates us to use 10 fold cross validation in our analysis with each of the selected algorithms. That is, each dataset was divided into ten parts out of which nine parts were used as training set and the remaining part is used as testing set. Repeating these ten folds ensures that each part is used for training and testing thus minimizing the sample bias.
The performance of Naive Bayes, C 4.5, Back Propagation, K-NN and SVM Classification Algorithms are analyzed with AP dataset. The features are ranked based on priority using the ranking algorithm available in Weka tool. Ordering of the attributes are Total Bilirubin, Direct Bilirubin, Indirect Bilirubin, Albumin, SGOT, SGPT, Gender, Age, Total Proteins, Globulin, A/G Ratio and ALP given in table 3. Performances of Classification Algorithms for the different feature set combination are presented in the following Tables 3-11 . The Sensitivity is high for Naïve Bayes for the different feature set combination that indicates Naïve Bayes identifies high true positive rate. Specificity is higher than Accuracy, Precision and Sensitivity that indicates true negative rate is high. Sensitivity increases upto first 8 ordered features and from 9 th feature it decreases and constant for the remaining features that indicates true positive rate is high upto first 8 ordered features and from 9 th feature onwards they are unimportant. SVM classifier shows more precision for almost all set of features that indicates percentage of tuples labeled as "Liver damage" that actually are "Liver damage tuples. We can find the parameters accuracy etc all improving with the addition of new attribuites. This is observed with all the selected algorithms. However K-NN algorithm is identified to be giving better accuracies with all feature set combination. Figure 1-4 shows accuracy, precision, sensitivity and specificity of the selected algorithms with AP dataset.We have carried out similar experiments with UCLA dataset. Table 15 shows observed parameters with all the available attributes. Always accuracy is high for both AP Liver dataset compared to UCLA Liver dataset [10] . Kenal Polat [10] also reported their observations of UCLA dataset which all matching our observations. We decided to explore why we are getting high accuracy rate around 98 with attribute set. Similar high accuracy levels are also observed with Taiwan dataset [1] . We have taken common attributes (SGOT, SGPT, ALP) of both AP and UCLA datasets and carried out our experimentation. Table 14 shows the observations with AP dataset, observed parameters are very good. Which indicates the three common attributes are vital in diagnosis of liver diseases. However, poor results with UCLA dataset can be attributed to the limited number of samples compared to AP dataset. 
CONCLUSIONS:
In this study, popular Classification Algorithms were considered for evaluating their classification performance in terms of Accuracy, Precision, Sensitivity and Specificity in classifying liver patients dataset. Accuracy, Precision, Sensitivity and Specificity are better for the AP Liver Dataset compared to UCLA liver datasets with all the selected algorithms. This can be attributed to more number of useful attributes like Total bilirubin, Direct bilirubin, Indirect bilirubin, 
