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Tato práce se zabývá možností modelování stochastických procesů. Prvky systému se zdro-
jem náhodnosti lze v některých případech reprezentovat pomocí rozdělení pravděpodob-
nosti. Čtenář bude obeznámen s metodami statistické indukce pro výběr vhodného rozdělení
a generováním pseudonáhodných čísel. Nástroj vytvořený v tomto projektu má za cíl na-
vrhnout vhodné rozdělení pravděpodobnosti na základě empirického souboru a poskytnout
generování náhodné veličiny s navrženým rozdělením.
Abstract
This thesis discusses the possibility of modeling stochastic processes. Elements of the system
with the source of randomness in some cases may be represented by probability distribution.
The reader will be acquainted with methods of statistical induction for selecting suitable
distribution and generating random numbers. Tool developed in this project aims to propose
appropriate probability distribution based on empirical data and provide random variable
generating with proposed distribution.
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V posledných rokoch neustály pokrok vo vývoji číslicových systémov vytvára priestor pre
rozvoj modelovania a simulácie na počítačoch. Oproti fyzickým modelom tento pokrok pri-
niesol mnohé výhody, či už z pohľadu šetrenia nákladov alebo možnosti vytvárať simulačné
modely, ktoré sú v skutočných podmienkach nerealizovateľné. Simulačné metódy sa stali
neoddeliteľnou súčasťou mnohých vedných disciplín aj vďaka prvkom systému, ktoré majú
v reálnom svete často stochastický charakter. Systémy s takýmito prvkami nemožno vy-
jadriť matematickým modelom, ktorý by sme boli schopní riešiť analyticky. Niektoré zo
stochastických prvkov môžme modelovať pomocu vhodného rozdelenia pravdepodobnosti.
Výber rozdelenia pre prvok so zdrojom náhodnosti ako poruchovosť, doba obsluhy, za-
siahnutie cieľa a podobne, musí byť patrične zdôvodnený, k čomu môžu poslúžiť metódy
matematickej štatistiky. Vo väčšine prípadov je nutné zozbierať údaje o náhodnom jave a za
pomoci metód matematickej štatistiky zhodnotiť, či je možné získané empirické rozdelenie
nahradiť niektorým zo známych teoretických.
Prvá kapitola má za cieľ čitateľa oboznámiť so základnými pojmami z oblasti pravdepo-
dobnosti a matametickej štatistiky. Jadrom obsahu práce je predstavenie metód štatistickej
indukcie pre aproximáciu empiricky získaných dát niektorým zo známych teoretických roz-
delení a ich nahradenie generátormi pseudonáhodných veličín pre potreby modelovania ná-
hodných procesov. Z dôvodu rozsiahlosti problematiky bola táto časť rozdelená do viacerých
kapitol. V kapitolách 3 a 4 budú popísané metódy odhadu parametrov rozdelení pravde-
podobnosti a štatistické testy súvisiace s aproximáciou empirického rozdelenia, konkrétne
testy zhody a testy odľahlých hodnôt. Ďalej, v kapitole 5 bude predstavený základný typ
generátorov rovnomerného rozdelenia pseudonáhodných čísiel, ich vlastnosti, ktoré musia
spĺňať a nakoniec spôsoby ich neodmysliteľného testovania pred akýmkoľvek použitím. Naj-
známejším rozdeleniam pravdepodobnosti využívaných v rôznych oblastiach bude venovaná




V nasledujúcej kapitole budú uvedené základné pojmy z pravdepodobnosti a štatistiky,
ktoré sú používané v texte.
2.1 Náhodná premenná, distribučná funkcia
Proces, ktorého výsledok nie je jednoznačný, nazývame náhodný pokus a množinu všetkých
výsledkov náhodného pokusu nazývame priestorom elementárnych udalostí a označujeme
ako Ω. [6]
Náhodná premenná je funkcia (pravidlo), ktorá priraďuje reálne číslo každému výsledku
náhodného pokusu z Ω. Na označenie náhodnej premennej používame veľké latinské pís-
mená väčšinou z konca abecedy napr. X,Y, Z. Konkrétne hodnoty výsledkov pokusu, ktoré
náhodné premenné nadobudli budeme označovať malými písmenami napr. x, y, z. [6]
Ak X je náhodná premenná, tak funkciu F (x) nazývame jej distribučnou funkciou, ktorá
je definovaná pre každé reálne číslo nasledovne:
F (x) = P (X ≤ x) pre x ∈ R (2.1)
V rovnici 2.1 zápis P (X ≤ x) označuje pravdepodobnosť udalosti, že náhodná premenná
X nadobúda hodnoty menšie alebo rovné ako reálne číslo x. Distribučná funkcia F (x) má
nasledujúce vlastnosti [6]:
1. 0 ≤ F (x) ≤ 1 pre x ∈ R
2. F (x) je neklesajúca na svojom definičnom obore, t.j. pre x1 < x2 platí F (x1) ≤ F (x2)
3. P (a ≤ x ≤ b) = F (b)− F (a)
4. lim
x→∞F (x) = 1 a limx→−∞F (x) = 0
Pre nezávislé náhodné premenné potom platí
F (x1, x2, . . . , xn) = F (x1)F (x2) · · ·F (xn) (2.2)
Náhodným výberom označíme potom postupnosť X1, X2, . . . , Xn nezávislých náhodných
premenných s identickým rozdelením pravdepodobnosti.[6]
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Rozlišujeme dva základne typy náhodnej premennej:
1. Diskrétna náhodná premenná napr. počet chybných bitov v správe, počet zmätkov vo
výrobe. . .
2. Spojitá náhodná premenná napr. čas, teplota, napätie. . .
Náhodná premenná X sa nazýva diskrétna, ak nadobúda hodnoty len z konečnej alebo
spočítateľnej množiny reálnych čísiel {xi}. K hodnotám xi prislúchajú pravdepodobnosti pi
a platí:
pi = P (X = xi) a
∑
i
P (X = xi) =
∑
i
pi = 1 (2.3)
Distribučná funkcia diskrétnej náhodnej premennej má tvar 2.1 a pri využití rovnice 2.3
dostávame:
F (x) = P (X ≤ x) =
∑
xi≤x




Graf diskrétnej distribučnej funkcie má tzv. schodovitý tvar.[7]
Spojitá náhodná premenná X môže nadobúdať ľubovoľnú hodnotu xi z konečného alebo
nekonečného intervalu reálnych čísiel. Pre spojitú náhodnú premennú existuje nezáporná
funkcia f(x), taká že pre x ∈ R platí:




Funkciu f(x) nazývame funkciou hustoty pravdepodobnosti spojitej náhodnej premennej X
a má nasledujúce vlastnosti:
1. je nezáporná, čiže pre x ∈ R platí, že f(x) ≥ 0




f(x) dx = 1
4. P (a ≤ x ≤ b) = F (b)− F (a) =
b∫
a
f(x) dx pre a < b
Distribučná funkcia (pravdepodobnosť) je na základe vyššie popísaných vlastností plocha
pod funkciou hustoty f(x).[7]
Pre pravdepodobnosť v ľubovoľnej konkrétnej hodnote x ∈ R spojitej náhodnej premen-
nej podľa [14] platí:
P (X = x) =
x∫
x
f(t) dt = 0 (2.6)
Na základe 2.6 platí rovnosť pravdepodobnosti pre rôzne typy intervalov:
P (a < x < b) = P (a ≤ x < b) = P (a < x ≤ b) = P (a ≤ x ≤ b)
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2.2 Číselné charakteristiky
Táto podkapitola bola prevzatá z [14, 6].







Charaketristiky polohy sú určitým stredom rozdelenia, okolo ktorého hodnoty náhodnej
premennej kolísajú. Za navýznamnejšiu charakteristiku polohy sa označuje stredná hodnota
E(X). Stredná hodnota diskrétnej náhodnej premennej X s hodnotami xi pre i = 1, 2 . . . n
a ich pravdepodobnosťami pi = P (X = xi) je vyjadrená vzťahom:




Pre spojitú náhodnú premennú X s funkciou hustoty pravdepodobnosti f(x) je stredná
hodnota E(X) definovaná ako:




Medzi charakteristiky polohy patrí aj medián x˜ = x0,5, ktorý rozdelí množinu možných
hodnôt náhodnej premennej X na dve rovnako pravdepodobné (početné) časti. Pri spojitej
náhodnej premennej X môžme povedať, že x0,5 rozdelí funkciu hostoty f(x) na dve časti
s rovnakým obsahom a pre distribučnú funkciu potom platí, že
P (X ≤ x0,5) = F (x0,5) = 0, 5
2.2.2 Charakteristiky variability
Charakteristiky variability merajú kolísanie, variabilitu hodnôt náhodnej premennej X
okolo strednej hodnoty. Významnou charakteristikou variability je rozptyl D(X), ktorý sa
často nazýva aj ako variancia, disperzia. Rozptyl D(X) náhodnej premennej X je stredná
kvadratická odchýlka X od strednej hodnoty E(X).
Pre diskrétnu náhodnú premennú X je rozptyl D(X) definovaný vzťahom
D(X) = σ2(X) =
∑
i
[xi − E(X)]2pi (2.9)




[x− E(X)]2f(x) dx (2.10)
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Pred zavedením vzťahov pre charakteristiky šikmosti a špicatosti je potrebné sa oboznámiť
s začiatočnými a centrálnymi momentami.
Začiatočné momenty










Pre k = 1 sú vyššie uvedené vzťahy totožné so vzťahmi pre strednú hodnotu E(X) diskrétnej
2.7 a spojitej 2.8 náhodnej premennej, čiže
E(X) = m1 (2.14)
Centrálne momenty




[xi − E(X)]kpi (2.15)




[x− E(X)]kf(x) dx (2.16)
Druhým centrálnym momentom je rozptyl
D(X) = µ2 = m2 −m21 (2.17)
2.2.4 Charakteristiky šikmosti






kde µ3 je centrálnym momentom tretieho stupňa (2.15) a σ(X) je smerodajná odchýlka
(2.11).
Pre β1 = 0 je rozdelenie pravdepodobnosti symetrické. Ak β1 > 0 hovoríme o pozitívnej
(pravostrannej) asymetrii. Pre β1 < 0 je zošikmenie negatívne (ľavostranné).
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2.2.5 Charakteristiky špicatosti
Koeficient špicatosti označujeme ako β2 a je mierou špicatosti rozdelenia pravdepodobnosti.





kde µ4 je centrálnym momentom štvrtého stupňa (2.15) a σ(X) je smerodajná odchýlka
(2.11).
Koeficient špicatosti sa nazýva tiež excesom náhodnej premennej a často sa porovnáva





Potom normálne rozdelenie pravdepodobnosti má špicatosť βexc = 0. Pre βexc > 0 je




Cieľom odhadu je určiť približnú hodnotu parametra, keďže pracujeme s konečným súbo-
rom pozorovaných hodnôt náhodnej premennej X, nie sme chopní získať ich presné hodnoty.
Medzi základné metódy odhadu parametrov patria bodový a intervalový odhad. V nasle-
dujúcej kapitole si zadefinujeme súvisiace pojmy a oboznámime sa s niektorými metódami
bodového odhadu.
3.1 Bodový odhad
Používame pre odhad neznámeho parametra θ rozdelenia f(x, θ) z náhodného výberu
X1, X2, . . . Xn, ktorý má konečný počet navzájom nezávislých náhodných premenných s roz-
delením pravdepodobnosti f(x, θ). Ak odhad závisí len od hodnôt náhodného výberu Xi a
nie od parametra θ, tak takýto odhad nazývame výberovou charakteristikou alebo štatisti-
kou. Množinu hodnôt, ktoré môže parameter θ nadobúdať nazývame parametrický priestor
a označujeme ju Θ. [6]
Bodový odhad parametra θ z náhodného výberu X1, X2, . . . Xn spočíva v jeho nahradení
hodnotou vhodne zvolenej výberovej charakteristiky Tn a každú funkciu
Tn = T (X1, X2, . . . Xn) (3.1)









je neskresleným odhadom strednej hodnoty µ a nazýva sa výberový aritmetický priemer a







(Xi − X¯)2 (3.3)
je neskresleným odhadom rozptylu σ2. Nazýva sa výberový rozptyl a platí E(S2) = σ2.[6]
10
3.2 Metódy bodových odhadov
V nasledujúcej časti popíšeme dve najčastejšie používané metódy pre bodový odhad para-
metrov pravdepodobnostných rozdelení pomocou náhodného výberu.
3.2.1 Metóda momentov
Nech pre X1, X2, . . . Xn náhodný výber z rozdelenia f(x, θ1, θ2, . . . , θm), ktoré závisí od
m,m ≥ 1 neznámych parametrov, existujú začiatočné momenty v tvare mk(θ) = E(Xk)






i pre k = 1, 2, . . .m. [6]
Odhady parametrov θˆ1, θˆ2, . . . , θˆm získame riešením rovníc
mk(θˆ) = mk ′ pre k = 1, 2, . . .m
Metóda je použiteľná, ak ide o rozdelenie, ktoré má konečné momenty. Odhady získané
touto metódou nemajú vždy vlastnosti kvalitných odhadov uvedených v [14].
3.2.2 Metóda maximálnej vierohodnosti
Táto metóda je predstavovaná ako najlepšia z metód pre bodový odhad parametrov. Od-
hady získané touto metódou sa vyznačujú veľmi dobrými vlastnosťami v porovnaní s alter-
natívnymi metódami, napr. s metódou momentov. Tieto vlastnosti možno nájsť v [12, 7, 14].
Predpokladajme, že X je náhodná premenná s funkciou hustoty f(x, θ), závislej od
jedného parametra θ ∈ Θ. Funkciu L(θ) pre náhodný výber X1, X2, . . . , Xn s realizáciou
x1, x2, . . . , xn
L(θ) = f(x1, θ)f(x2, θ) · · · f(xn, θ) (3.4)
nazveme funkciou vierohodnosti.[6, 7]
Pozn.: Zjednodušeným zápisom L(θ) nahrádzame L(x1, x2, . . . , xn|θ).
Maximálne vierohodný odhad
Za Maximálne vierohodný odhad parametra θ označíme θˆ a je definovaný takou hodnotou
z Θ, ktorá pre všetky možné hodnoty z parametrického priestoru maximalizuje funkciu
vierohodnosti L(θ). Pre bod θˆ ∈ Θ teda platí podľa [6]:
L(θ) ≤ L(θˆ) pre všetky θ ∈ Θ (3.5)
Maximalizácia funkcie vierohodnosti




Častejšie sa však miesto maximalizácie funkcie vierohodnosti využíva pre odhad parametra
θˆ maximalizácia jej prirodzeného logaritmu, ktorý nazývame logaritmická funkcia viero-
hodnosti [6, 7]. Pre získanie riešenia, aby bola splnená podmienka 3.5, položíme deriváciu
















V praxi sa často stretávame s určitým tvrdením pre ktoré musíme urobiť rozhodnutie, či
dané tvrdenie prijmeme alebo zamietneme. Takéto tvrdenie sa nazýva hypotéza a spôsob
rozhodovania sa medzi hypotézami nazývame testovanie štatistických hypotéz. V nasledu-
júcej kapitole si na úvod zadefinujeme základné pojmy súvisiace s danou problematikou.
Ďalej sa oboznámime s testovacou štatistikou a na záver si uvedieme štatistické testy, a to
testy odľahlých hodnôt a testy dobrej zhody.
4.1 Štatistická hypotéza
Štatistická hypotéza je predpoklad, ktorý sa týka parametrov rozdelenia pravdepodobnosti
alebo typu rozdelenia pravdepodobnosti. Hypotézu nazývame jednoduchou, ak je ňou jedno-
značne určené rozdelenie. V opačnom prípade sa hypotéza skladá z viacerých jednoduchých
a nazývame ju zloženou. Medzi jednoduché hypotézy, ak je známy typ rozdelenia, radíme
parametrické testy, ktoré sa týkajú testovania parametrov náhodnej premennej.[6, 14]
Pri testovaní štatistických hypotéz proti sebe stoja vždy dve hypotézy. Prívlastkom nu-
lová alebo tiež testovaná označujeme hypotézu, ktorej platnosť overujeme a zapisujeme ju
ako H0. Oproti nej stojí alternatívna hypotéza H1, ktorú môžme formulovať ako jedno-
strannú alebo dvojstrannú.
Predpokladajme hypotézu, že neznámy parameter θ nadobudá hodnotu Θ0, čo zapíšeme
ako
H0 : θ = Θ0
V prípade, že nulová hypotéza neplatí musí platiť dvojstranná alternatívna hypotéza
H1 : θ 6= Θ0
alebo jedna z nasledujúcih jednostranných hypotéz
H1 : θ < Θ0
H1 : θ > Θ0
4.2 Testovacia štatistika a chyby pri testovaní štatistických
hypotéz
Pre testovanie štatistických hypotéz používame testovaciu štatistiku g(X), ktorá je funkciou
náhodného výberu X = (X1, X2, . . . , Xn) z určitého rozdelenia a má známe teoretické
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rozdelenie pravdepodobnosti. Množinu hodnôt, ktoré testovacia štatistika g(X) nadobúda,
musíme rozdeliť na dve disjunktné množiny. Prvú podmnožinu nazveme kritický obor a
označíme W , ak výsledok štatistiky padne do tejto množiny, tak zamietame testovanú
hypotézu. Doplnkovú množinu označíme ako V a ak g(X) ∈ W , tak nulovú hypotézu
nemožno zamietnuť.[6]
Na základe prijatie alebo zamietnutia testovanej hypotézy sa môžme podľa [6] dopustiť
chyby 1. alebo 2. druhu.
Chyba 1. druhu
Chyby prvého druhu sa dopúšťame, ak zamietame nulovú hypotézu, hoci je v skutočnosti
správna. Prijatie alebo zamietnutie H0 závisí od zvolenej hladiny významnosti, ktorá je
pravdepodnosťou chyby 1. druhu, označujeme ju α a platí
α = P (g(X) ∈W |H0) (4.1)
Chyba 2. druhu
Ak nulovú hypotézu nezamietneme a je v skutočnosti nepravdivá, dopúšťame sa chyby dru-
hého druhu, pretože testovacia štatistika nenadobudla hodnoty z kritického oboru. Pravde-
podobnosť chyby 2. druhu označujeme β a platí
β = P (g(X) /∈W |H1) (4.2)
Pre uvedené pravdepodobnosti platí, že α+ β = 1
Kritické hodnoty, P -hodnota
Kritické hodnoty nám pri porovnaní s hodnotou testovacieho kritéria určujú, či nulovú





F (k2) = 1− α2 (4.3)
kde F (x) je distribučná funkcia testovacieho kritéria.[14]
P -hodnota vyjadruje pravdepodobnosť, že testovacia štatistika nadobudne pri najmen-
šom takú extrémnu hodnotu ako je hodnota vypočítaná zo vzorky, za predpokladu, že
nulová hypotéza je pravdivá. Formálna definícia hovorí, že P -hodnota je najnižšia hodnota
hladiny významnosti, ktorá vedie k zamietnutiu nulovej hypotézy [12].
P -hodnotu vypočítame na základe vzťahov uvedených v [12]
P =

2(1− F (z) pre obojstranný test
1− F (z) pre pravostranný test
F (z) pre ľavostranný test
(4.4)
,kde F (z) je distribučná funkcia testovacieho kritéria.
1. Ak P ≤ α, tak zamietame nulovú hypotézu.
2. Ak P > α, tak prijmeme nulovú hypotézu.
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4.3 Testy odľahlých hodnôt
Často pri meraní dochádza k chybám, ktoré do vzorku dát zanášajú hodnoty podstatne líšia-
ce sa od väčšiny ostatných. Tieto podozrivé hodnoty môžme vylúčiť zo súboru na základe
určitého kritéria. V štatistike sa pre identifikáciu a následné vylúčenie takýchto hodnôt
používajú testy odľahlých hodnôt. Avšak odľahlé hodnoty nám niekedy poskytujú informácie
o nezvyčačajných okolnostiach a ich automatické vyradenie by malo byť zvážené, pokiaľ
neznámy vplyv nechceme zanedbať.
4.3.1 Dixonov test
Dixonov test (Q-test) skúma podozrivé hodnoty, ktorými sú najmenšia a najväčšia hod-
nota v testovanom súbore a na základe testovacieho kritéria rozhodne, či daná hodnota je
odľahlá. Q-test prodpokladá, že hodnoty v testovanom súbore majú normálne rozdelenie
pravdepodobnosti a tento test by nemal byť použitý viac ako jeden krát [16].
Nevýhoda testu spočíva v tom, že je aplikovateľný len na súbor dát s veľkosťou do 30
vzoriek n ≤ 30. V [16] sa uvádzajú kritické hodnoty pre rozsah súboru n ≤ 100, vypočí-
tané prostredníctvom simulácií využívajúcich metódu Monte Carlo s rozšírením na štyri
desatinné miesta.
Majme postupnosť x1, x2, . . . , xn realizácie náhodného výberu z normálneho rozdelenia.
Tieto hodnoty zoradíme vzostupne, aby x1 bola najmenšia hodnota a xn najväčšia. Ak
testujeme len jednu odľahlú hodnotu použijeme štatistiku:
Qexp =
x2 − x1
xn − x1 pre n ≥ 3 (4.5)
Qexp =
xn − xn−1
xn − x1 pre n ≥ 3 (4.6)
Hypotézu, že x1 v rovnici 4.5 alebo xn v rovnici 4.6 bolo získané z rovnakého rozdelenia
ako ostatné hodnoty, označíme ako H0. Aternatívnu hypotézu, že x1 pochádza z iného
normálneho rozdelenia s odlišným parametrom polohy alebo rozmeru, či oboch, označíme
ako H1.[16]
Výsledok štatistiky Qexp porovnáme s odpovedajúcou kritickou hodnotou Q pre zvolenú
hladinu významnosti α a daný počet pozorovaní n. Ak platí nerovnosť
Qexp > Q(α, n) (4.7)
tak zamietneme hypotézu H0 na hladine významnosti α a podozrivú hodnotu zo súboru
vylúčime [16]. Zdôrazňujeme, že s uvedenou štatistikou vyraďujeme vždy len jednu hodnotu
zo súboru.
V [16] môžme nájsť aj iné testovacie štatistiky pre Dixonov test, ktoré testujú súčastne
maximálnu aj minimálnu hodnotu alebo dokonca aj dve maximálne a dve minimálne hod-
noty. Kritické hodnoty sú pre každú testovaciu štatistiku rozdielne.
4.4 Testy dobrej zhody
Test dobrej zhody je štatistický test, ktorý posudzuje, či náhodný výber X1, X2, . . . , Xn
má rozdelenie pravdepodobnosti s istou distribučnou funkciou. Hovoríme tiež, že testujeme
zhodu empirického rozdelenia s teoretickým.
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4.4.1 Chí-kvadrát test
Nazýva sa tiež Pearsonov test dobrej zhody. Pomocou χ2-testu overujeme platnosť hypotézy,
že empirické početnosti v jednotlivých triedach sú rovné teoretickým početnostiam v týchto
triedach.
Pre vyčíslenie χ2-testu dobrej zhody postupujeme podľa krokov uvedených v [7].
1. Definičný obor teoretického rozdelenia rozdelíme na k priľahlých intervalov
〈a0, a1), 〈a1, a2), . . . , 〈ak−1, ak).
Pre každý interval, ktorý predstavuje triedu v histograme, vypočítame empirické
početnosti Nj , pre j = 1, 2, . . . , k.
2. Následne pre každú triedu histogramu vypočítame pravdepodobnosť pomocou distri-




fˆ(x) dx = Fˆ (aj)− Fˆ (aj−1) pre j = 1, 2, . . . , k (4.8)






pre npj ≥ 5 (4.9)
kde n je rozsah súboru.
Problém nastáva už v prvom kroku pri voľbe počtu intervalov a ich rozmerov. V [7] sa
uvádza, že počet intervalov by mal byť k ≥ 3 a vzdialenosť medzi nimi tzv. ”ekvipravdepo-
dobnostná“. Pre pj potom platí
p1 = p2 = · · · = pk (4.10)
Pre výpočet aj medzí intervalov je potrebná inverzná distribučná funkcia teoretického roz-
delenie, preto sa častejšie volia ekvidistatné vzdialenosti.
V poslednom kroku vyberáme len tie triedy, v ktorých pre minimálnu teoretickú počet-
nosť platí podmienka npj ≥ 5.
Testovacia štatistika χ2 má pre n→∞ asymptoticky rozdelenie χ2(m) (viď 6.9) s m =
k − p − 1 stupňami voľnosti, kde k je počet tried histogramu a p je počet odhadnutých
parametrov teoretického rozdelenia pravdepodobnosti zo súboru [7]. Ak sú všetky parametre
teoretického rozdelenia známe, tak p = 0.
Hypotézu H0, že náhodný výber má rozdelenie pravdepodobnosti s distribučnou funk-
ciou Fˆ (x) zamietame na hladine významnosti α, ak plati nerovnosť
χ2 > χ2k−p−1,1−α (4.11)
kde χ2k−p−1,1−α je horná kritická hodnota s k−p−1 stupňami voľnosti. Pomocou distribučnej
funkcie Fm(x) rozdelenia χ2(m), kde m = k − p− 1 zamietneme H0 ak
Fm(χ2) > 1− α (4.12)
V programe výsledok vyjadrujeme pomocou P -hodnoty pre ktorú platí
P = 1− Fm(χ2) (4.13)
Ak P ≤ α, zamietame hypotézu H0 na hladine významnosti α.
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4.4.2 Kolmogorov-Smirnov test
Tento test dobrej zhody sa zameriava na porovnanie empirickej distribučnej funkcie F (x)
s distribučnou funkciou Fˆ (x) teoretického rozdelenia.
Na rozdiel od chí-kvadrát testu, nie sme nútení triediť súbor do historamu, z tohto
dôvodu odpadá problém spomínanej voľby počtu a dĺžky intervalov. Tento test ale nie
je aplikovateľný pre ľubovoľné teoretické rozdelenie. V [7] sa K-S test v pôvodnom tvare
považuje za validný len ak sú všetky parametre teoretického rozdelenia známe (nemôžme ich
odhadnúť zo súboru) a zároveň sa jedná o spojité rozdelenie. Rozšírené K-S testy pripúšťajú
odhady parametrov pre niektoré typy rozdelení. Avšak, napriek uvedenému tvrdeniu sa K-S
test používa v pôvodnom tvare pre rozdelenie s odhadnutými parametrami a dokonca aj
pre diskrétne rozdelenie.
Pre vyčíslenie K-S testu, že náhodný výber X1, X2, . . . , Xn má rozdelenie pravdepodob-
nosti s distribučnou funkciou Fˆ postupujeme podľa [7].
1. Prvý krok spočíva vo vyčíslení empirickej distribučnej funkcie F (x) z náhodného





kde k je počet takých Xi, že platí Xi ≤ x, pre i = 1, 2, . . . , n. F(x) má schodovitý
tvar a ak je náhodný výber usporiadaný, použijeme pre jej výpočet F (Xi) = i/n, pre
i = 1, 2, . . . , n.
2. Ďalej určíme maximálnu vertikálnu vzdialenosť Dn medzi distribučnými funkciami








, D−n = max
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3. Kritické hodnoty s ktorými porovnáme výsledok Dn, závisia len od zvolenej hladiny
významnosti. Využíva sa nasledujúca aproximácia testovacej štatistiky, ktorá elimi-
nuje závislosť kritických hodnôt od rozsahu súboru n. Ak platí nerovnosť(√




Dn > c1−α (4.17)
tak zamietame hypotézu H0, že náhodný výber má rozdelenie pravdepodobnosti s dis-
tribučnou funkciou Fˆ .
Kritické hodnoty možno nájsť v [7] napr. pre α = 0,05 je kritická hodnota 1, 358 ak
sú všetky parametre rozdelenia známe. Pre rozdelenia ako normálne, exponenciálne a Wei-
bullovo môžme v [7] nájsť aj aproximácie testovacej štatistiky a kritické hodnoty k nej





Skutočnú náhodnosť nemožno hľadať v aritmetických výpočtoch vykonávaných na počítači.
Hovoríme o akomsi ”hraní“ s číslami na konci ktorého získavame len tzv. pseudonáhodné
čísla, ktoré by mali spĺňať isté vlastnosti. Tieto vlastnosti a ich testovanie rozoberieme v na-
sledujúcej kapitole, kde si tiež predstavíme generátor rovnomerného rozdelenia a metódy
transformácie na iné rozdelenia.
5.1 Generátor rovnomerného rozdelenia
Označujeme ho za základný generátor z ktorého pomocou metód uvedených v 5.3 môžme zí-
skať ľubovoľné rozdelenie. Podstatou je generovanie čísiel s rovnomerným rozdelením U(0, 1)
uvedeným v 6.3. Pri generovaní náhodných veličín na počítači je známy vzťah medzi ich
postupnosťou (deterministický generátor) a navyše sme obmedzený dátovým typom na
konkrétny počet desatinných miest. Z uvedených dôvodov hovoríme o generátoroch pseu-
donáhodných čísiel, ktoré pri splnení vlastností z 5.2 môžu byť použité v simuláciách.
Nedeterministický generátor skutočne náhodných čísiel je voľne dostupný napr. na [4].
Tento generátor získava náhodné čísla na základe fyzikálneho javu, konkrétne atmosféric-
kého šumu. Nevýhodou nedeterministických generátorov je nereprodukovateľnosť postup-
nosti a slabá efektívnosť.
V nasledujúcej časti sa budeme zaoberať len pseudonáhodnými číslami, či generátormi
a budeme ich označovať ako ”náhodné“.
5.1.1 Lineárne kongruentné generátory
Táto časť bola prevzatá z [7].
Medzi najpoužívnajšie generátory sa radia lineárne kongruentné generátory. Základom
týchto generátorov je postupnosť prirodzených čísiel definovaná vzťahom
Zi = (aZi−1 + b) (mod m) (5.1)
kde a, b,m sú konštanty z oboru N+ a nazývame ich v poradí multiplikatívna, aditívna
konštanta a modul. Zo vzťahu vidieť, že postupnosť môže nadobúdať len hodnoty z intervalu
〈0,m − 1〉 a počet krokov po ktorých sa postupnosť opakuje, tj. Zi nadobudajú identické
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hodnoty, nazývame perióda generátoru, pričom ak vhodne zvolíme konštanty maximálna
perióda môže byť m a nazýva sa plná perióda.
Náhodné veličiny s rozdelením U(0, 1) získame z vyššie uvedenej postupnosti ako Ui =
Zi/m.
Konštanty a, b,m a Z0, ktorú nazývame inicializačné číslo alebo ”semienko“, zvolíme
tak aby platilo 0 < m, a < m, c < m a Z0 < m. Pri plnej perióde generátoru môžme zvoliť
Z0 ∈ 〈0,m−1〉 ľubovoľne a vždy dosiahneme plnú periódu len s iným poradím postupnosti,
čo neplatí, ak Z0 volíme pri perióde menšej ako plnej, potom dĺžka periódy závisí na Z0.
Postup ako vhodne zvoliť konštanty pre dosiahnutie plnej periódy a vyhovujúceho ge-
nerátoru je uvedený v [7] pre zmiešané (b > 0) aj multiplikatívne (b = 0) generátory.
5.2 Testovanie generátorov
Pred použitím generátoru je vždy nutné otestovať, či jeho vlastnosti sú vyhovujúce pre
riešenie daného problému.
5.2.1 Vlastnosti generátorov
Medzi hlavné vlastnosti, ktoré by mal generátor spĺňať, podľa [7] patria
1. Vygenerované čísla by mali zdanlivo vyzerať ako rovnomerne rozdelené na intervale
〈0, 1〉 a nemala by sa medzi nimi prejavovať korelácia.
2. Dôraz kladieme na čo najdlhšiu možnú periódu vygenerovaných čísiel.
3. Rýchlosť generovania postupnosti náhodných veličín.
4. Je vhodné mať možnosť opätovne vygenerovať identickú postupnosť náhodných ve-
ličín, či už pre ladenie alebo verifikáciu programu. Túto schopnosť generovania iden-
tických postupností môžme využiť aj pri porovnávaní modelov.
5.2.2 Používané testy
Pri testovaní generátorov sa používajú empirické a teoretické testy. Empirické testy sú
štatistickými testami využívajúce vygenerované náhodné veličiny Ui pre zhodnotenie ich
podbnosti s rozdelením U(0, 1). Medzi empirické testy patria frekvenčný test, ktorý zhod-
notí rovnomernosť rozdelenia a korelačný test pre overenie, či medzi náhodnými veličinami
Ui existujú väzby. Teoretické testy sa zameriavajú na parametre generátoru. Pri kongruent-
nom generátore testujeme parametre a, b,m,Z0 pomocou rozloženia k-tíc z U1, U2, . . . , Un
v k dimenzionálnom priestore. Pre 2-dimenzionálny priestor sledujeme ako dvojice
(U1, U2), (U2, U3), . . . , (Un−1, Un)
vypĺňajú priestor jednotkového štvorca. Rovnako postupujeme aj pre trojice, ktoré budú
vypĺňať jednotkovú kocku. [7]
5.2.3 Dieharder
Dieharder je voľne dostupný nástroj z [2] pre testovanie generátorov náhodných čísiel. Obsa-
huje rôzne testy, medzi nimi aj tzv. Diehard batériové testy od George Marsaglia, z ktorých
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bola väčšina zmodifikovaná. Jedným z cieľov návrhu dieharder bolo umožniť testom spra-
covávať veľmi dlhé postupnosti náhodných čísiel. Z tohto dôvodu sa pred súbormi preferuje
testovanie generátorov, ktoré umožňujú generovať neobmedzne dlhú postupnosť, čím pre
každý test môžme generovať požadovaný počet.
V nástroji pribúdajú nové testy a medzi nimi aj testy z národného inštitútu pre štan-
dardy a technológie [15], z ktorých by mali byť implementované časom všetky. Je možné
pridať aj vlastné testy a generátory, keďže sa jedná o otvorený projekt.
Reprezentácia výsledkov
Predtým ako uvedieme niektorý z testov, vysvetlíme ako takýto test prebieha v dieharder
a čo je jeho výsledkom.
K zhodnoteniu testu sa využíva P -hodnota (4.2). Konečnú P -hodnotu testu získame na
základe viacerých behov testu (prednastavane 100) s nezávislými inicializačnými hodnotami
(semienkami) generátoru, ktorých výsledky sú tiež P -hodnoty. Ukázalo sa, že P -hodnota
je testovacia štatistika s rovnomerným rozdelením, na základe čoho môžme z množiny P -
hodnôt získať jedinú porovnaním jej empirického a teoretického rozdelenia. Ako sme si už
uviedli v 4.4 pre takéto porovnanie využívame testy zhody, konkrétne v dieharder sa používa
Kuiper KS, ktorý je podobný Kolmogorov-Smirnovmu testu.
Vyhovujúci generátor pre daný test bude vytvárať približne rovnomerné rozdelenie P -
hodnôt.
Testy v dieharder
V stručnosti si predstavíme dva testy dostupné v programe dieharder, ktorých kompletný
popis a postup výpočtu P -hodnôt možno nájsť v [15].
Nasledujúcim testom boli podrobené generátory Mersenne twister (MT) [10] a neslávne
známy generátor RANDU, ktorý je lineárny kongruentný generátor (5.1.1) s parametrami
m = 231, a = 65 539, b = 0. Práve kvôli výskytu typov generátorov podobných RANDU je
nutné generátor vždy otestovať.
Testujeme hypotézu H0, že testovaná postupnosť vytvorená generátorom je náhodná.
1. Monobit test je jednoduchým frekvenčným testom, ktorý skúma či počet jednotiek
a núl vo vygenerovanej postupnosti je približne rovnaký s očakávaným tj. rovnako
pravdepodobným počtom v skutočnej náhodnej postupnosti.
Pri RANDU generátore H0 zamietame už pri tomto teste na hladine významnosti
α = 0, 01. MT generátor sa testom nepodarilo spochybniť, H0 nezamietame. Výsledky
testu sú uvedené v prílohe B.1. Pre oba generátory obsahujú histogram P -hodnôt
s desiatimi ekvidistantnými triedami na intervale 〈0, 1〉 a konečnú P -hodnotu pre
zhodnotenie ich rovnomernosti rozdelenia.
2. Runs test Test spočíva v určení počtu behov, kde jeden beh je nepretržitá postupnosť
dĺžky l jednotkových (jednotkový beh) alebo nulových bitov (nulový beh). Beh musí
začínať a končiť opačným bitom, ako sama postupnosť alebo začiatkom a koncom
postupnosti. Predmetom testu je rozhodnúť, či počet behov s rôznymi dĺžkami je
očakávaným počtom. Uvedený postup je ekvivalentný s určením počtu prechodov 01
alebo 10, čím môžme porovnať rýchlosť oscilácie.
Výsledky testu sú uvedené v prílohe B.2.
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5.3 Metódy transformácie rozdelenia
Táto podkapitola bola prevzatá z [7].
V predchádzajúcej podkapitole sme si ukázali ako vygenoravať náhodné číslo s rovno-
merným rozdelením pravdepodobnosti, ktoré je základom pre generovanie náhodných čísiel
s ľuvoľným iným rozdelením. Pre transformáciu náhodnej premennej na iné rozdelenie je
možne využiť metódy:




5. vzťahy s inými rozdeleniami.
Často nastáva situácia, že pre generovanie pseudnáhodných čísiel zo zadaného rozde-
lenia exitujú alternatívne algoritmy. Pri výbere z nich požadujeme vždy presnosť, ktorá
vyjadruje, že vygenerované náhodné premenné majú skutočne požadované rozdelenie. Ak
túto vlastnosť spĺňa viacero algoritmov, zameriavame sa na ich efektívnosť z pohľadu ná-
rokov na pamäť a doby výpočtu. Doba výpočtu závisí na počiatočnej inicializácii, ktorá sa
vykonáva pred samotným generovaním pri každej zmene parametrov rozdelenia (viď gene-
rovanie pre gama rozdelenie 6.11) a na výpočte samotnom, ktorý sa označuje ako hraničná
doba výpočtu. Počiatočná inicializácia nadobúda na význame s intenzitou zmeny paramet-
rov, inak je pre nás podstatnejšia hraničná doba výpočtu.
5.3.1 Inverzná transformácia
Metóda vychádza z inverznej distribučnej funkcie požadovaného rozdelenia. Z vlastností
distribučnej funkcie zopakujeme, že jej obor hodnôt je interval 〈0, 1〉. Z toho vyplýva, že
definičný obor inverznej distribučnej funkcie bude 〈0, 1〉.
Algoritmus pre generovanie náhodnej premennej s distribučnou funkciou F (x) je nasle-
dovný
1. Vygeneruj U ∼ U(0, 1).
2. Vráť X = F−1(U)
Metóda sa využíva hlavne ak môžme vyjadriť inverznú distribučnú funkciu F−1(x) po-
mocou elementárnych funkcií. V prípade, že F−1(x) takto nie sme chopní vyjadriť, môžme
použiť uvedenú metódu, no pre vyčíslenie distribučnej funkcie použijeme numerické metódy.
5.3.2 Kompozičná metóda
Kompozičná metóda rozdeluje funkciu hustoty f(x) na viac častí. Cieľom je získať jednodu-
chšie distribučné funkcie F1(x), F2(x), ..., Fn(x) pomocou ktorých budeme môcť generovať






kde pj ≥ 0,
∑∞
j=1 pj = 1 je pravdepodobnosť, že náhodná premenná je z distribučnej funkcie
Fj(x).
Algoritmus je po rozdelení distribučnej funkcie naledujúci
1. Vygeneruj kladné prirodzené číslo J , pre ktorého pravdepodobnosť platí
P (J = j) = pj pre j = 1, 2, . . . (5.3)
2. Vráť X s distribučnou funkciou Fj
V prvom kroku vyberieme jednu z čiastkových distribučných funkcií s pravdepodob-
nosťou pj a následne vygenerejume náhodnú premennú s distribučnou funkciou Fj . Pre
každú Fj môžme použiť inú metódu transformácie.
5.3.3 Zamietacia metóda
Princíp metódy spočíva v generovaní bodov s rovnomerným rozdelením na obmedzenom
definičnom obore 〈a, b〉 funkcie hustoty f(x) a body ktoré nepadnú pod f(x) zamietame.
Pri generovaní bodov nestačí obmedziť len definičný obor, tak že pre x /∈ 〈a, b〉 je
f(x) = 0, ale musíme nájsť aj takú fukciu t(x), že pre každé x ∈ 〈a, b〉 platí f(x) ≤ t(x).
Funkciu t(x) môžme zvoliť ako konštantná funkciu t(x) = c, kde c je maximum funkcie
f(x).
Algoritmus pre generovanie náhodnej premennej s funkciou hustoty f(x) pozostáva
z troch krokov:
1. Vygeneruj Y ∼ U(a, b).
2. Vygeneruj Z s funkciou hustoty t(x) (ak t(x) je konštantná funkcia generuj Z ∼
U(0, c)).
3. Ak Z ≤ f(Y ) vráť X = Y , inak sa vráť na krok 1.
Kde Y a Z sú nezávislé náhodné premenné a X je náhodná premenná s rozdelením f(x).
Pomocou plôch ∫ b
a
f(x) dx = 1,
∫ b
a
t(x) dx = s (5.4)
môžme vyjadriť pravdepodobnosť prijatia náhodnej premennej v 3. kroku algoritmu ako
1/s. Aby bol algoritmus čo najefektívnejší, usilujeme sa funkciu t(x) zvoliť tak, aby s bolo
čo najmenšie, čiže funkcia t(x) je len mierne nad f(x).
Zároveň sa však snažíme dosiahnuť, aby náhodné premenné bolo možné generovať z t(x)
jednoducho, čo pôsobí často proti požiadavke malej hodnoty s. Metóda má viacero nevýhod
a používame ju napríklad keď iné metódy zlyhajú.
5.3.4 Konvolučná metóda
Jej princípom je na základe náhodného výberu Y1, Y2, . . . , Ym, získať náhodnú premennú X
pomocou vzťahu
X = Y1 + Y2 + · · ·+ Ym (5.5)
Z uvedeného vzťahu je zrejmé, že pre generovanie náhodnej premennej X s rozdelením
g(x) je nutné vygenerovať až m náhodných premenných s rozdelením h(x).
22
5.3.5 Vzťahy s inými rozdeleniami
Pre transformácie sa okrem uvedených techník využívajú aj tzv. osobitné vlastnosti rozde-
lenia alebo náhodných premenných. Náhodnú premennú X potom môžme získať na základe




Cieľom tejto kapitoly je čitateľa oboznámiť s rozdeleniami pravdepodobnosti, ktoré sú po-
važované za základné, či už v oblasti štatistiky alebo v modelovaní a simulácii. Pre každé
rozdelenie bude uvedená funkcia hustoty pravdepodobnosti, distribučná funkcia, odhad pa-
rametrov, spôsob generovania náhodných čísiel a využitie.
Vzťahy pre funkcie hustoty pravdepodobnosti, distribučné funkcie a algoritmov pre ge-
nerovanie boli prevzaté z [7, 11, 9]. Vzťahy pre výpočet charakteristík a odhad parametrov
pochádzajú z [11, 13].
6.1 Využívané funkcie
Pre vyčíslenie niektorých distribučných funkcií sa využívajú funkcie, ktoré je nutné riešiť
numerickou aproximáciou alebo integráciou.
6.1.1 Gama funkcia




tx−1e−t dt pre x > 0 (6.1)
Dôležitou vlastnosťou gama funkcie je Γ(x + 1) = xΓ(x). Ak x ∈ N+ potom pre Γ(x)
platí vzťah
Γ(x) = (n− 1)! (6.2)
Neúplná gama funkcia











tx−1(1− t)y−1 dt pre x, y > 0 (6.4)
Pre jej výpočet je možné využiť gama funkciu, pretože medzi nimi platí vzťah





Označujeme ju B(a, x) a je definovaná vzťahom
B(x; a, b) =
∫ x
0
ta−1(1− t)b−1 dt (6.6)
6.2 Parametre rozdelenia pravdepodobnosti
Každé rozdelenie pravdepodobnosti závisí minimálne od jedného parametra. Rozlišujeme
tri druhy parametrov:
1. Parameter polohy zvyčajne určuje strednú hodnotu alebo ľavú medz definičného oboru
rozdelenia (hovoríme o posune rozdelenia).
2. Parameter tvaru mení základný tvar funkcie v závislosti od jeho hodnoty.
3. Parameter rozmeru vyjadruje roztiahnutie alebo zúženie funkcie v smere y-osi. Ak je
tento parameter väčší ako 1 obor hodnôt roztiahneme, inak ho zúžime. Základný tvar
priebehu funkcie hustoty sa nemení.
6.3 Rovnomerné rozdelenie
Náhodnú veličinu X, ktorá má rovnomerné rozdelenie pravdepodobnosti s parametrami a,
b budeme zapisovať ako X ∼ U(a, b).
Pre parametre a, b ∈ R musí platiť, že a < b. Parameter a sa nazýva parameter polohy
alebo ľavá medz. Pravú medz definuje parameter b. Parameter rozmeru sa určí ako b− a.










0 pre x < a
x−a
b−a pre a ≤ x ≤ b
1 pre x > b
(6.8)
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Vzťahy pre odhad parametrov rozdelenia pomocou momentovej metódy:
aˆ = X¯ −
√
3S2
bˆ = X¯ +
√
3S2
Nasledujúca veta odôvodňuje rovnomernosť rozdelenia. Nech X ∼ U(0, 1) a interval
[x, x+ ∆x] je podinterval intervalu [0, 1], pre ∆x ≥ 0 potom platí:
P (X ∈ [x, x+ ∆x]) =
∫ x+∆x
x
1 dy = (x+ ∆x)− x = ∆x (6.9)
Rozdelenie U(0, 1) je základom pre generovanie náhodných čísiel zo všetkých ďalších
rozdelení. Z uvedeného vyplýva, že kvalita a vlastnosti generátoru normovaného, rovno-
merného rozdelenia sa prejavia aj v týchto rozdeleniach.
Z generátoru náhodných čísiel rozdelenia U(0, 1) je možné metódou inverznej transfor-
mácie získať rovnomerné rozdelenie na ľubovoľnom intervale nasledovne:
1. u ∼ U(0, 1).
2. x = F−1(u) = a+ (b− a)u.
6.4 Normálne rozdelenie
Náhodnú veličinu X, ktorá má normálne rozdelenie pravdepodobnosti s parametrami µ, σ2
budeme zapisovať ako X ∼ N(µ, σ2), kde µ označuje strednú hodnotu a σ2 rozptyl.
Funkcia hustoty pravdepodobnosti rozdelenia N(µ, σ2) má tvar zvonu a pre normované
rozdelenie N(0, 1) sa označuje ako φ(x) 6.10. Parameter µ ∈ R vyjadruje posunutie (polohu)
vrcholu a φ(x) je symetrická okolo bodu x = µ. Parameter rozmeru σ > 0 určuje šírku zvonu,
nazýva sa smerodajná odchýlka a platí P (X ∈ (µ − 3σ, µ + 3σ)) = 0, 997, čo znamená, že
99.7 % hodnôt leží v intervale µ± 3σ.


















































Funkcia Φ(x) 6.14 je distribučná funkcia pre rozdelenie N(0, 1) a nazýva sa normo-
vaná alebo štandardizovaná distribučná funkcia. Primitívna funkcia k funkcii y = e−x2 sa
nedá vyjadriť pomocou elementárnych funkcií, preto je nutné pre riešenie použiť numerickú
integráciu alebo aproximáciu.
Pre numerickú aproximáciu sa používa normovaná distribučná funkcia 6.14. Ak náhodná





Na základe požadovanej presnosti môžu byť zvolené rôzne metódy aproximácie Φ(z).
Abramowitz a Stegan v [1] pre aproximáciu Φ(z), kde z > 0 uvádzajú vzťah 6.16
s absolútnou chybou |ε(z)| < 7,5 · 10−8.
Φ(z) = 1− φ(z) (b1t+ b2t2 + b3t3 + b4t4 + b5t5)+ ε(z) (6.16)
,kde z ∼ N(0, 1), t = 11+pz a konštanty majú nasledovné hodnoty:
p = 0,231 641 9
b1 = 0,319 381 530
b2 = −0,356 563 782
b3 = 1,781 477 937
b4 = −1,821 255 978
b5 = 1,330 274 429
Ak z < 0 tak hodnotu funkcie Φ(z) vypočítame ako:
Φ(z) = 1− Φ(−z)
V [8] sa pre aproximáciu Φ(z) využíva Taylorov polynóm, vďaka ktorému je možné
dosiahnuť ľubovoľnú presnosť. V programe je presnosť výpočtu pravdepodobností poskyto-












3 · 5 +
z7
3 · 5 · 7 +
z9














Pre generovanie náhodných čísiel s rozdelením N(0, 1) sa často používa Box-Mullerova
metóda priamej transformácie uvedená v [7]. Táto metóda umožňuje generovanie náhodných
čísiel N(0, 1) v dvojiciach. Nech U1 a U2 sú nezávislé náhodné veličiny s rozdelením U(0, 1).






Transformáciou Z ∼ N(0, 1) pomocou vzťahu 6.18 môžme získať X ∼ N(µ, σ2):
X = µ+ σZ (6.18)
Nevýhodou Box-Mullerovej metódy je použitie goniometrických funkcií, čo má negatívny
vplyv na rýchlosť generovania náhodných čísiel. Metóda, ktorá tento problém eliminuje
sa nazýva polárna metóda. Podobne ako Box-Mullerova metóda, tak aj polárna metóda
umožňuje generovať náhodné čísla s rozdelením N(0, 1) v dvojiciach, ktoré získame pomocou
nasledujúceho algoritmu z [7]:
1. Vygeneruj U1 a U2 ako nezávislé náhodné veličiny s rozdelením U(0, 1). Nech V1 =
2U1 − 1, V2 = 2U2 − 1 a W = V 21 + V 22 .
2. AkW > 1, vráť sa na krok 1. Inak nech Z1 = V1
√
(−2 lnW )/W , Z2 = V2
√
(−2 lnW )/W .
Z1 a Z2 sú nezávislé náhodné veličiny s rozdelením N(0, 1).
Pre transformáciu na rozdelenie N(µ, σ2) použijeme vzťah 6.18.
Normálne rozdelenie je možné považovať za najvýznamnejšie rozdelenie v štatistike.
Aproximuje veličiny, ktoré vznikajú ako súčet veľkého počtu iných veličín. Inak povedané
podľa centrálneho limitného teorému veličiny vznikajúce uvedeným spôsobom sú rozložené
približne normálne. Podobne aj rôzne chyby majú zvyčajne normálne rozdelenie, preto
ďalším využitím môže byť práve ich šírenie v experimente.
6.5 Polonormálne rozdelenie
Polonormálne rozdelenie je normálne rozdelenie popísané v 6.4 s parametrom µ = 0 a
hodnatami náhodných veličín obmedzených na interval x ∈ [0,∞). Z toho vyplýva, že ak
Y ∼ N(0, σ2), tak veličinu Z s polonormálnym rozdelením dostaneme ako Z = |Y |.
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2σ2 pre x ≥ µ (6.19)
Parameter µ ∈ R vyjadruje posunutie a σ je parameter rozmeru pre ktorý platí, že σ > 0.
Distribučná funkcia má tvar:
F (x) =
{
2Φ(x−µσ )− 1 pre x ≥ µ
0 pre x < µ
(6.20)
V rovnici 6.20 Φ(z) označuje normovanú distribučnú funkciu pre normálne rozdelenie
viď. 6.14. Pred predaním hodnoty funkcii Φ musí byť použitý transformačný vzťah 6.15.
Vzťahy pre výpočet charakteristík:












(pi − 2) 32
.= 0,995 271 746
β2 =
8(pi − 3)
(pi − 2)2 + 3
.= 3,869 177 304
Vzťahy pre odhad parametrov rozdelenia pomocou momentovej metódy:








Náhodné čísla vygenerujeme pomocou rozdelenia N(0, 1). Nech náhodná veličina Z ∼
N(0, 1), potom náhodnú veličinu P s polonormálnym rozdelením s parametrami µ a σ
získame ako:
P = σ|Z|+ µ (6.21)
6.6 Exponenciálne rozdelenie
Náhodnú veličina X, ktorá má exponenciálne rozdelenie pravdepodobnosti s parametrami
µ, β budeme zapisovať ako X ∼ Exp(µ, β). Posunutie µ ∈ R má veľmi často hodnotu 0,
preto je oproti uvedenému všeobecnejšiemu značeniu rozšírenejšie Exp(β). V literatúre sa
tiež môžme miesto používania parametra rozmeru β stretnúť s používaním parametra λ,
ktorý sa nazýva ”rate“ parameter a je prevrátenou hodnotou parametra tvaru λ =
1
β . Pre
Exp(µ, β) sa používa aj názov záporné exponenciálne rozdelenie.






β pre x ≥ µ
0 pre x < µ
(6.22)
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Distribučná funkcia má tvar:
F (x) =
{
1− e−x−µβ pre x ≥ µ
0 pre x < µ
(6.23)
Vzťahy pre výpočet charakteristík:




Vzťahy pre odhad parametrov rozdelenia pomocou momentovej metódy:






Pre generovanie náhodných čísiel s rozdelením Exp(µ, β) je možné použiť algoritmus
využívajúci metódu inverznej transformácie:
1. U ∼ U(0, 1)
2. X = µ− β ln(1− U)
V 2. kroku je použitý prirodzený logaritmus a jeho definičný obor je interval (0,∞). Keďže
U ∈ 〈0, 1) a v bode 0 nie je logaritmus definovaný, využijeme faktu, že U aj 1 − U majú
rovnaké rozdelenie U(0, 1).
Exponenciálne rozdelenie je špeciálnym prípadom gama a Weibullovho rozdelenia. Ak
X ∼ Exp(µ, β1), potom X má tiež rozdelenie gama a Weibull s posunutím µ, parametrom
tvaru α = 1 a rozmeru β2. Ďalším rozdelením, s ktorým súvisí je Poissonovo rozdelenie. Po-
issonov proces je počet výskytov náhodného javu za jednotku času a časový interval medzi
jednotlivými výskytmi má exponenciálne rozdelenie. Počet výskytov javu musí byť v sle-
dovanej časovej jednotke konštantný. Napr. ak sledujeme príchody požiadavkov na server
počas dňa, tak počet sa líši v závislosti na aktuálnej hodine. Ak sa zameriame na inter-
valy, v ktorých je výskyt zhruba konštantný, potom čas príchodu nasledujúceho požiadavku
v danom intervale je možné modelovať pomocou expenenciálneho rozdelenia.
Rozdelenie taktiež nachádza uplatnenie pri modelovaní doby obsluhy a v teórii spoľahli-
vosti a životnosti. Napr. rôzne elektronické prvky majú dobu životnosti s exponeciálnym





kde f(t) = λe−λt je hustota pravdepodobnosti Exp(0, β) a R(t) = 1 − F (t) = e−λt je
pravdepodobnosť bezporuchovej práce na intervale t ∈ 〈0, t〉. Typickým priebehom funkcie
λ(t) 6.24 je tzv. vaňová krivka. Strednú dobu medzi poruchami vyjadríme ako 1λ(t) .
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6.7 Weibullovo rozdelenie
Náhodná veličina X ∼ Weibull(µ, α, β) má Weibullovo rozdelenie pravdepodobnosti, kde
parameter µ ∈ R označuje posunutie, α > 0 je parameter tvaru, β > 0 parameter rozmeru,














pre x > µ










pre x > µ
0 pre x ≤ µ
(6.26)
Vzťahy pre výpočet charakteristík:



























)− Γ2 (α+1α ) )3
β2 =





)− Γ (α+2α ) )2
Pre generovanie náhodných čísiel s rozdelením Weibull(µ, α, β) využijeme inverznú dis-
tribučnú funkciu z 6.26. Algoritmus má potom nižšie uvedenú podobu:
1. U ∼ U(0, 1)
2. X = µ+ β[− ln(1− U)]1/α
Pre Weibullovo rozdelenie platí, že ak Y ∼Weibull(µ, 1, β) a X ∼ Exp(µ, β), tak potom
X a Y majú totožné rozdelenie pravdepodobnosti. Weibull(µ, α, β) pre parameter α = 2
prechádza do Rayleighovho rozdelenia s parametrami µ a σ, kde σ = β/
√
2.
Rozdelenie sa podľa [12] často využíva pre modelovanie času do výskytu poruchy rôznych
fyzikálnych systémov. Parametre rozdelenia, najmä parameter tvaru α, poskytujú flexibilitu
pre modelovanie systémov, v ktorých sa intenzita porúch v čase znižuje α < 1 (niektoré
polovodiče), zostáva konštantná α = 1 (chyby spôsobené externým zapríčinením) alebo
zvyšuje α > 1 (opotrebovanie súčiastky).
Pre parameter 0 < α < 1 platí, že limt→0 λ(t) = ∞. Funkcie intenzity porúch je od
bodu t = 0 monotónna, klesajúca a limt→∞ λ(t) = 0. Je vhodná pre modelovanie ranných
porúch spôsobených napríklad chybou vo výrobe poškodenou alebo nekorektne pracujúcou
súčiastkou. S parametrom tvaru α = 1 je λ(t) konštantná funkcia s hodnotou 1/β vhodná
pre vyjadrenie doby životnosti. Ak α > 1, tak limt→∞ λ(t) = ∞ a pre t = 0 je intenzita
porúch λ(0) = 0. λ(t) je potom monotónna rastúca a používa sa pre modelovanie prvkov
vykazujúcich opotrebovanie.
Z vyššie uvedeného vyplýva, že pomocou Weibullovho rozdelania s rôznymi hodnatami




Náhodná veličina X ∼ Rayleigh(µ, σ) má Rayleighovo rozdelenie pravdepodobnosti, kde








2σ2 pre x ≥ µ







2σ2 pre x ≥ µ
0 pre x < µ
(6.28)
Vzťahy pre výpočet charakteristík:













.= 0,631 110 657
β2 =
−6pi2 + 24pi − 16
(4− pi)2 + 3
.= 3,245 089 3
Vzťahy pre odhad parametrov rozdelenia pomocou momentovej metódy:








Náhodnú veličinu X ∼ Rayleigh(µ, σ) môžme získať na základe súvislosti s normálnym
rozdelením. Ak náhodné veličiny Y , Z sú nezávislé s rozdelením pravdepodobnosti N(0, σ2),
potom náhodná veličina X = (Y 2 + Z2)1/2 má Rayleighovo rozdelenie pravdepodobnosti
s parametrami µ = 0 a σ. Algoritmus pre generovanie je potom nasledujúci:
1. Vygeneruj Y a Z ako nezávislé náhodné veličiny s rozdelením N(0, σ2).
2. X = (Y 2 + Z2)1/2 + µ
Popísané rozdelenie sa využíva najmä pre modelovanie vĺn s rôznou amplitúdou v oceáno-
grafii. Uplatnenie má aj pri modelovaní rýchlosti vetra v perióde jedného roka. V teó-
rii komunikácie Rayleighovo slabnutie označuje slabnutie rádiového signálu, ktorý sa šíri
v troposfére, ionosfére alebo husto zastavaných mestách.
6.9 Pearsonovo rozdelenie
Nazýva sa aj rozdelenie χ2 (čítaj chí-kvadrát). Ak náhodné veličiny X1, X2, . . . Xm sú





m má rozdelenie χ
2(m) s m stupňami voľnosti.
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xm/2−1e−x/2 pre x > 0
0 pre x ≤ 0 (6.29)
kde m ∈ N+ je prirodzené číslo. Hustota fm(x) má pre malé m značne nesymetrický priebeh.
S rastúcim m sa stáva symetrickejšou a pre m > 50 ju možno aproximovať funkciou hustoty
rozdelenia N(0, 1).





Pre m = 2 má distribučná funkcia tvar:
F2(x) = 1− e−x/2 (6.31)
K riešeniu 6.30 je potrebné použiť numerickú aproximáciu alebo integráciu.










Vzťahy pre odhad parametrov rozdelenia pomocou momentovej metódy:
mˆ = X¯
Pre generovanie náhodných čísiel by bolo možné použiť súčet druhých mocnín náhod-
ných veličín s rozdelením N(0, 1) ako bolo spomenuté na začiatku, no efektívnosť klesá
s rastúcim požadovaným stupňom voľnosti. Efektívnejší postup generovania je uvedený





kde U ∼ U(0, 1). Ak je m nepárne využijeme vzťah medzi χ2(m) a gama rozdelením (6.11).
Nech X ∼ χ2(m) a Y ∼ Gama(0,m/2, 2) potom X,Y majú rovnaké rozdelenie pravdepo-
dobnosti. Pre nepárne m > 30 použijeme X = 12(Z +
√
2m− 1)2, kde Z ∼ (0, 1).
χ2-rozdelenie má široké uplatnenie v matematickej štatistike napr. pri testovaní štatis-
tických hypotéz a pri odhade neznámych parametrov.
6.10 Studentovo rozdelenie
Náhodná veličinaX má Studentovo rozdelenie alebo skrátene t-rozdelenie pravdepodobnosti












pre x ∈ R (6.33)
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kde n ∈ N+ je prirodzené číslo. Rozdelenie je symetrické a má tvar zvonu s jediným vrcholom
v bode x = 0. Pre rastúce n sa t-rozdelenie približuje k rozdeleniu N(0, 1).
























































m− 4 pre n > 4 β2 > 9/5




Pre generovanie náhodných čísiel je možné využiť faktu, že t-rozdelenie vychádza z nor-





má t-rozdelenie s n stupňami voľnosti.
Rozdelenie sa využíva pri testovaní štatistických hypotéz k zhodnoteniu testovacieho
kritéria. Pri odhade neznámeho parametra ako strednej hodnoty, rozptylu normálneho roz-
delenia, môžme pomocou t-rozdelenia stanoviť interval spoľahlivosti pre skutočnú strednú
hodnotu, rozptyl.
6.11 Gama rozdelenie




pre x > µ (6.37)
má gama rozdelenie s parametrom posunutia µ ∈ R, tvaru α > 0 a parametrom rozmeru β >
0. Náhodnú veličinu X s uvedeným rozdelením budeme označovať ako X ∼ Gama(µ, α, β).
34





∞ pre 0 < α < 1
1
β pre α = 1
0 pre α > 1
(6.38)




pre x > µ (6.39)
Funkciu 6.39 pre α ∈ N+ môžme vyjadriť ako:





pre x > µ (6.40)
Vzťahy pre výpočet charakteristík:





β2 = 6/α+ 3
Vzťahy pre odhad parametrov rozdelenia pomocou momentovej metódy:
αˆ = 4/β1






Pre generovanie náhodných čísiel nie sme schopný využiť metódu inverznej transformácie
a parameter α situáciu mierne komplikuje svojím vplyvom na rozdelenie pravdepodobnosti
viď. 6.38. Je postačujúce generovať X ∼ Gama(0, α, 1), ktoré môžme následne upraviť
na rozdelenie X ′ ∼ Gama(µ, α, β) pomocou vzťahu X ′ = µ + βX. Využijeme algoritmus
uvedený v [7]:
(a) Ak α < 1 najskôr vypočítame b = e+αe a použijeme algoritmus GS využívajúci vylu-
čovaciu metódu:
1. Vygeneruj U1 ∼ U(0, 1) a nech P = bU1. Ak P > 1, choď na krok 3. Inak
pokračuj na krok 2.
2. Nech Y = P 1/α a vygeneruj U2 ∼ U(0, 1). Ak U2 ≤ e−Y , vráť X = Y . Inak sa
vráť na krok 1.
3. Nech Y = − ln[(b−P )/α] a vygeneruj U2 ∼ U(0, 1). Ak U2 ≤ Y α−1, vráť X = Y .
Inak sa vráť na krok 1.
(b) Ak α > 1 použijeme modifikovanú verziu tzv. GB algoritmu využívajúceho vylučova-
ciu metódu. Vypočítame konštanty a = 1/
√
2α− 1, b = α− ln 4, q = α+1/a, K = 4.5
a d = 1 + lnK.
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1. Vygeneruj U1 a U2 ako nezávislé náhodné veličiny s rozdelením U(0, 1).
2. Nech V = a ln[U1/(1− U1)], Y = αeV , Z = U21U2, a W = b+ qV − Y .
3. Ak W + d−KZ ≥ 0, vráť X = Y . Inak pokračuj na krok 4.
4. Ak W ≥ lnZ, vráť X = Y . Inak sa vráť na krok 1.
(c) Ak α = 1 využijeme prechodu Gama(µ, 1, β) do exponenciálneho rozdelenia a ná-
hodnú veličinu X získame z Exp(µ, β) viď. 6.6.
Gama rozdelenie pre určité hodnoty parametrov prechádza aj do iných rozdelení ako
exponenciálneho. Ak X ∼ Gama(µ, α, β), tak náhodná veličina X má Erlangovo rozdelenie
pravdepodobnosti uvedené v 6.13 práve ak α ∈ N+ a χ2(n) rozdelenie s n stupňami voľnosti
pre Gama(0, n/2, 2).
Najčastejšie sa gama rozdelenie používa pri modelovaní času do ukončenia vykonávanej
úlohy, či už je to obsluha zákazníka alebo vykonávanie opráv na stroji.
6.12 Beta rozdelenie
Náhodná premenná X má beta rozdelenie pravdepodobnosti s parametrami α1 > 0, α2 > 0,




xα1−1(1− x)α2−1 pre 0 < x < 1 (6.41)






∞ pre α1 < 1
α2 pre α1 = 1






∞ pre α2 < 1
α1 pre α2 = 1
0 pre α2 > 1
(6.43)
Pre α1 = α2 je rozdelenie symetrické, pre α1 < α2 má pravostrannú asymetriu a pre α1 > α2
ľavostrannú.







pre 0 < x < 1 (6.44)










α1 + α2 + 1




3(α1 + α2 + 1)[2(α1 + α2)2 + α1α2(α1 + α2 − 6)]
α1α2(α1 + α2 + 2)(α1 + α2 + 3)
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E3(X)− 2E2(X) + X¯S2 + X¯ − S2
S2
(6.45)
Pri generovaní náhodných čísiel s rozdelením Beta(α1, α2) využijeme gama rozdelenie.
1. Vygeneruj nezávislé veličiny Y1,Y2, tak že Y1 ∼ Gama(0, α1, 1) a Y2 ∼ Gama(0, α2, 1).
2. Vráť X = Y1/(Y1 + Y2).
Náhodná veličina X má potom rozdelenie Beta(α1, α2).
V istých prípadoch nie sme schopní získať štatistiky o náhodných veličinách. Vzniká
problém aké rozdelenie pravdepodobnosti zvoliť a práve v takýchto prípadoch, pre náhodné
veličiny ohraničené z oboch strán, sa ako jedno z riešení javí beta rozdelenie. So svojimi
parametrami tvaru poskytuje vysokú flexibilnosť, no na druhej strane vzniká problém ako
tieto parametre zvoliť. Ďalej je možné beta rozdelenie využiť pri modelovaní doby vykonania
určitej úlohy napríklad pri projektovom riadení v stochastickej metóde PERM.
Beta rozdelenie pre α1 = α2 = 1 prechádza do rovnomerného rozdelenia U(0, 1). Ak
X ∼ Beta(1, 2), tak X má hustotu ľavého pravouhlého trojuholníka a pre Beta(2, 1) pravého
pravouhlého trojuholníka s výškou 2.
6.13 Erlangovo rozdelenie
Ako už bolo spomenuté v 6.11 Erlangovo rozdelenie pravdepodobnosti je špeciálnym prí-
padom Gama(µ, α, β), ak parameter α ∈ N+. Náhodnú veličina X, ktorá ma Erlangovo
rozdelenie pravdepodobnosti budeme zapisovať ako X ∼ Erlang(µ, α, β). Posunutie vyja-
druje parameter µ ∈ R, α ∈ N+ a β > 0 sú parametrami tvaru.
Náhodná veličina X s Erlangovým rozdelením je potom rovná dĺžke intervalu, v ktorom
sa vyskytne α poissonových príchodov so strednou dobou λ = 1/β. Z toho môžme usúdiť,
že Erlangovo rozdelenie je zovšeobecnením exponenciálneho a pre X ∼ Erlang(µ, 1, β) má
veličina X ∼ Exp(µ, β).
Funkcia hustoty má tvar:
f(x) =
(x− µ)α−1e−(x−µ)/β
βα(α− 1)! pre x > µ (6.46)
Distribučná funkcia:





pre x > µ (6.47)
Vzťahy pre výpočet charakteristík a odhad parametrov pomocou momentovej metódy
sú totožné ako pre gama rozdelenie uvedené v 6.11.
Pre generovanie náhodný čísiel s Erlangovým rozdelením využívame nasledovného vzťahu:










Uplatnenie nachádza pri modelovaní systémov hromadnej obsluhy, kde pomocou Erlan-
govho rozdelenia môžme zohľadniť čakanie vo fronte. V telekomunikáciách môže byť použité
pre meranie vyťaženia určitých telefónnych okruhov, ktoré sa udáva v tzv. Erlangovej jed-
notke.
6.14 Trojuholníkové rozdelenie
Náhodná veličina X ∼ Triang(a, b, c) má trojuholníkové rozdelenie pravdepodobnosti s pa-




(b−a)(c−a) pre a ≤ x ≤ c
2(b−x)
(b−a)(b−c) pre c < x ≤ b
0 inak
(6.49)
kde parametre sú z oboru reálnych čísiel a platí a < c < b. Parametrom polohy je a,




0 pre x < a
(x−a)2
(b−a)(c−a) pre a ≤ x ≤ c
1− (b−x)2(b−a)(b−c) pre c < x ≤ b
1 pre b < x
(6.50)









2(a+ b− 2c)(2a− b− c)(a− 2b+ c)
5(a2 + b2 + c2 − ab− ac− bc)3/2
β2 = 2.4
Vzťahy pre odhad parametrov:
aˆ = min(X)
bˆ = max(X)
cˆ = 3X¯ −min(X)−max(X)
Pi generovaní náhodných čísiel s trojuholníkovým rozdelením využijeme metódu in-
verznej transformácie, pričom generujeme X ∼ Triang(0, 1, (c − a)/(b − a)). Algoritmus je
potom nasledovný:
1. Vygeneruj U ∼ U(0, 1).
2. Ak U ≤ c, vráť X = √cU . Inak vráť X = 1−√(1− c)(1− U)
Náhodnú veličinu X môžme potom previesť na Y ∼ Triang(a, b, c) ako Y = a+ (b− a)X.
Rozdelenie sa podobne ako beta rozdelenie využíva pri absencii dát, keď je o výstupe
známe len minimum, maximum a najpravdepodobnejší výstup. Ďalej v projektovom riadení




Náhodná veličinaX má Fisherovo-Snedecorovo rozdelenie pravdepodobnosti s n,m stupňami



















pre x > 0 (6.51)
kde n,m ∈ N+. Rozdelenie sa nazýva tiež F -rozdelenie a zapisujeme F (n,m).









kde x = nxm+nx .
Vzťahy pre výpočet charakteristík:
E(X) = m/(m− 2) pre m > 2
D(X) =
2m2(n+m− 2)






n(n+m− 2) pre m > 6
β2 =
12(−16 + 20m− 8m2 +m3 + 44n− 32mn+ 5m2n− 22n2 + 5mn2)
n(m− 6)(m− 8)(n+m− 2) + 3 pre m > 8
Vzťahy pre odhad parametrov:
nˆ =
2m3 − 4m2
S2(m− 2)2(m− 4)− 2m2
mˆ =
2X¯
X¯ − 1 pre X¯ 6= 1
Ak Y1 ∼ χ2(n1) a Y2 ∼ χ2(n2), sú nezávislé náhodné veličiny, potom náhodná veličina
X = Y1/n1Y2/n2 má F -rozdelenie s n = n1 a m = n2 stupňami voľnosti. Tento vzťah využijeme
pre generovanie náhodných čísiel s F -rozdelením. Algoritmus má potom tvar:
1. Vygeneruj Y1 ∼ χ2(n1) a Y2 ∼ χ2(n2) ako nezávislé náhodné veličiny.
2. Vráť X = Y1/n1Y2/n2
Rozdelenie sa obvykle využíva pri vytváraní testovacích hypotéz a intervalov spoľahli-
vosti.
6.16 Laplaceovo rozdelenie
Náhodná veličina X má Laplaceovo rozdelenie pravdepodobnosti s parametrami µ ∈ R a






σ pre x ∈ R (6.53)
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kde parameter µ je posunutie a σ je parametrom rozmeru. Rozdelenie sa nazýva tiež dvoj-
exponenciálne.





(x−µ)/σ pre x ≤ µ
1− 12e−(x−µ)/σ pre x > µ
(6.54)










Pre generovanie náhodných čísiel využijeme kompozičnú metódu s inverznou distribuč-
nou funkciou. Algoritmus je nasledovný
1. Vygeneruj U1, U2 s rozdelením U(0, 1).
2. Ak U1 ≤ 0, 5 vráť X = µ+ σ ln(1− U2). Inak ak U1 > 0, 5 vráť X = µ− σ ln(1− U2)
kde X má Laplaceovo rozdelenie pravdepodobnosti s parametrami µ a σ. Generujeme v pod-
state rozdelenie Exp(µ, σ) a s pravdepodobnosťou 50 % meníme znamienko.
6.17 Paretovo rozdelenie
Náhodná veličina X má Paretovo rozdelenie pravdepodobnosti s parametrami α > 0 a







pre x ≥ xm
0 pre x < xm
(6.55)
Parameter xm je ľavá medz a α je parametrom tvaru.
Distribučná funkcia má tvar:
F (x) =
{
1− (xmx )α pre x ≥ xm
0 pre x < xm
(6.56)
Vzťahy pre výpočet charakteristík:
E(X) =
αxm
α− 1 pre α > 1
D(X) =
αx2m







pre α > 3
β2 =
6(α3 + α2 − 6α− 2)
α(α− 3)(α− 4) + 3 pre α > 4
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Pre generovanie náhodných čísiel s Paretovým rozdelením využijeme inverznú distribu-
čnú funkciu. Algoritmus má tvar:
1. Vygeneruj U ∼ U(0, 1).





V 2. kroku je v menovateli nutné použiť 1− U ak U ∈ 〈0, 1).




Spočiatku sa pre pôvodný neobjektový návrh zvolil za implementačný jazyk - jazyk C.
Pri postupnom vývoji sa preukazovala horšia prehľadnosť a modifikovateľnosť nástroja, čo
viedlo k prechodu na objektovo orientovaný jazyku C++ a k reprezentácii jednotlivých
rozdelení pomocou objektov.
Pre rozdelenia pravdepodobnosti bola vytvorené abstraktná bázová trieda, z ktorej od-
vodením možno vytvoriť nové rozdelenia. Pri vytváraní rozdelení je nutné implementovať
všetky abstraktné metódy bázovej triedy.
Celkovo bolo implementovaných 16 rozdelení pravdepodobnosti z ktorých 15 je možné
nájsť v kapitole 6 a navyše bolo zaradené mocninné rozdelenie.
Práca implementuje matematické a štatistické metódy, ktorých programátorský popis
by zodpovedal len prepisovaniu vzorcov z tohto dôvodu je popis ponechaný na matematickej
úrovni.
7.1 Implementačné časti
Jednotlivé implementačné časti zodpovedajú približne postupu testovania hypotézy H0, že
dáta v súbore je možné aproximovať istým teoretickým rozdelením, pozostávajúcej z krokov:
1. Ošetrenie vstupného súboru Dixonovým testom.
2. Odhad parametrov a výpočet výberových charakteristík.
3. Pre vybrané teoretické rozdelenia aplikovať test zhody s empirickým rozdelením v sú-
bore.
7.1.1 Dixonov test
Dixonov test bol uvedený v 4.3.1. Na základe spomenutého obmedzenia, že počet testova-
ných čísiel v súbore má byť menší ako n ≤ 100 sa v programe pre zhodnotenie testovacieho
kritéria pre n > 100, používa kritická hodnota odpovedajúca n = 100.
Celkovo je možné Dixonov test prevádzať na 3 hladinách významnosti α a to α =
0, 10, α = 0, 05 a α = 0, 01. Kritické hodnoty sú v programe tabelované pre 3 ≤ n ≤ 100 a
boli prevzaté z [16] pre testovaciu štatistiku N7 jednej odľahlej hodnoty.
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7.1.2 Odhad parametrov
Pre odhad parametrov sa využíva pri väčšine rozdelení momentová metóda. Vzťahy pre
tieto odhady sú uvedené v 6. V niektorých prípadoch sa pre odhad parametrov využíva
minimálna a maximálna hodnota zo súboru, napríklad pri Paretovom rozdelení pre odhad
ľavej medze rozdelenia.
7.1.3 Test zhody
Pre rozhodnutie platnosti hypotézy H0 sa v programe využíva chí-kvadrát test. Algoritmus
testu je uvedený v 4.4.1. Počet k tried do ktorých budú údaje zo súboru roztriedené môže
zadať užívateľ, tak aby platilo k ≥ 3. Pri χ2 teste je nutné vypočítať teoretické početnosti
v jednotlivých triedach pomocou distribučných funkcií. Ako možno vidieť v 6 niektoré
vzťahy distribučných funkcií vyžadujú gama alebo beta funkciu.
Aproximácia gama funkcie
Pre vyčíslenie využívame Lanczosovu aproximáciu prirodzeného logaritmu Γ(x) uvedenú
v [9]:
ln Γ(x) = lnAg + ln
√
2pi + ln(x+ 6, 5)(x− 0, 5)− (x+ 6, 5) (7.1)
kde pre Ag platí:






+ · · ·+ a8
x+ 7
(7.2)
Konštanty a0, . . . , a8 sú prevzaté z [3]:
a0 = 0, 99999999999980993
a1 = 676, 5203681218851
a2 = −1259, 1392167224028
a3 = 771, 32342877765313
a4 = −176, 61502916214059
a5 = 12, 507343278686905
a6 = −0, 13857109526572012
a7 = 9, 9843695780195716× 10−6
a8 = 1, 5056327351493116× 10−7
Presnosť aproximácie je 10−14.
Beta funkciu získame na základe vzťahu 6.5.
Kolmogorov-Smirnov test zhody
Algoritmus testu je uvedený v časti jeho popisu 4.4.2. Keďže tento test je v pôvodnej podobe
učený na porovnanie empirickej a teoretickej distribučnej funkcie so známymi parametrami,
využíva sa len v prípade, keď je zadaný vstupný súbor a rozdelenie so všetkými parametrami.
Zmyslom takéhoto porovnania je otestovanie generátoru rozdelenia.
Výstupom testu nie je P -hodnota ako v prípade χ2 testu, ale výsledok testovacej šta-
tistiky, ktorá rozhodla hypotézu H0, že náhodné čísla v súbore pochádzajú zo zadaného
rozdelenia. Testovanie prebieha na hladine významnosti α = 0, 05.
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7.1.4 Výber generátoru rovnomerného rozdelenia
Pre generovanie rovnomerného rozdelenia U(0, 1) náhodných čísiel bol zvolený Mersenne
twister [10] a interval 〈0, 1). Dôvodom tejto voľby bolo ”obstátie“ generátoru pri jeho testo-
vaní pomocou batérií testov dostupnej v programe Dieharder, z čoho vyplýva, že generátor
spĺňa všetky vlastnosti uvedené v 5.2.1. Pre zaujímavosť jeho dĺžka periódy je 219937 − 1,
čo je výrazne postačujúce pre potreby simulácie.
Generovanie náhodných veličín
Generovanie náhodných veličín je pravádzané pomocou všetkých metód transformácie z 5.3
až na vylučovaciu metódu. Celkovo je možné generovať náhodné čísla zo 16-tich typov
rozdelenia pravdepodobnosti.
Algoritmy boli popísané v nasledujúcich častiach:
1. Generátor rovnomerného rozdelenia v 6.3.
2. Generátor normálneho rozdelenia v 6.4.
3. Generátor polonormálne rozdelenia v 6.5.
4. Generátor exponenciálneho rozdelenie v 6.6.
5. Generátor Weibullovho rozdelenie v 6.7.
6. Generátor Rayleighovho rozdelenia v 6.8.
7. Generátor Pearsonovho rozdelenia v 6.9.
8. Generátor Studentovho rozdelenia v 6.10.
9. Generátor gama rozdelenia v 6.11.
10. Generátor beta rozdelenia v 6.12.
11. Generátor Erlangovho rozdelenia v 6.13.
12. Generátor trojuholníkového rozdelenia v 6.14.
13. Generátor Fisherovo-Snedecorovho rozdelenia v 6.15.
14. Generátor Laplaceovho rozdelenia v 6.16.




Funkčnosť aplikácie overíme pomocou viacerých testov a na základe ich výsledkov v zá-
vere práce zhodnotíme používané metódy a postupy. Prívlastkom náhodné čísla budeme aj
v tejto kapitole nahradzovať označenie pseudonáhodné čísla.
8.1 Test generátorov rozdelení
V tomto teste overíme hypotézu H0, že generátor náhodnej veličiny X s rozdelením prav-
depodobnosti f(x) skutočne generuje náhodné premenné s požadovaným rozdelením. Vyu-
žijeme chí-kvadrát test dobrej zhody a Kolmogorov-Smirnov test.
8.1.1 Chí-kvadrát test
Pri teste postupujeme nasledujúcimi krokmi:
1. Vygenerujeme súbor s rozsahom n vzorkov.
2. Zvolíme si hladinu významnosti α
3. Aplikujeme χ2 test na súbor, pričom parametre rozdelenia sú známe.
4. Ak pre P -hodnotu platí P ≤ α zamietame hypotézu H0. Inak hypotézu nemožno
zamietnuť.
Tento test bol aplikovaný na všetky vygenerované súbory pomocou jednotlivých rozde-
lení s rozsahom 1500 vzorkov. Nepodarilo sa nám zamietnuť hypotézu H0. Ak by pri použití
χ2 testu nastal prípad, že by sa hypotéza H0 zamietla, môžme túto skutočnosť potvrdiť
alebo vyvrátiť K-S testom, ktorý nezávisí od rozsahu súboru a je spoľahlivejší.
Príklad testu
Testovaný súbor bol vygenerovaný generátorom náhodnej veličiny X ∼ Exp(3, 20). Vý-
stupná P -hodnota pre χ2 pri známych parametroch rozdelenia veličiny X je rovná 0, 747756,
hypotézu H0 na hladine významnosti α = 0, 05 nemožno zamietnuť.
Kolmogorov-Smirnov test toto rozhodnutie potvrdil na hladine významnosti α = 0, 05.
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8.2 Aproximácia stochastických dát
Pri aproximácii testujeme hypotézu H0, že empirické rozdelenie môžme nahradiť teoretic-
kým rozdelením. Pre zhodnotenie hypotézy používame χ2 test.
Výber rozdelenia pre aproximáciu závisí od odhadu jeho parametrov, ktorý musí splniť
podmienku príslušnosti do parametrického priestoru. Navyše, pri rozdeleniach ktorých zá-
kladný tvar sa nemení z dôvodu absencie parametru tvaru sa testuje odchýlka od teoretickej
šikmosti a špicatosti.
Odhad parametrov sa pri testovaní ukázal ako najslabší článok. Odhady momentovou
metódou v niektorých prípadoch vykazujú nízku presnosť, čo pri niektorých rozdeleniach
môže viesť až k zamietnutiu hypotézy H0. Tento problém je badateľný najmä pri rozde-
leniach s parametrami tvaru, ktorý pri nesprávnom odhade môže spôsobiť výraznú zmenu
tvaru funkcie hustoty. Najvhodnejším príkladom pre demonštráciu tohto problému je gama
rozdelenie.
Príklad testu
Testovaný súbor bol vygenerovaný generátorom náhodnej veličinyX s rozdelením Gama(10, 1, 5).
Ako už vieme z kapitoly 6 gama rozdelenie pre parameter tvaru α = 1 prechádza do ex-
ponenciálneho rozdelenia a erlangovo rozdelenie je špeciálnym prípadom gama rozdelenie
s parametrom tvaru α ∈ N+.
Tento vzťah sa prejavil aj vo výsledku aproximácie súboru. Na hladine významnosti
α = 0, 05 vyhoveli tieto tri rozdelenia s výsledkami odhadnutých parametrov a vypočítaných
P -hodnôt:
Gama Exp Erlang
P -hodnota 0, 0845567 0, 511075 0, 416946
µˆ 9, 77172 9, 90078 9, 90078
αˆ 1, 05131 × 1
βˆ 4, 96855 5, 09442 5, 09442
Tabulka 8.1: Výsledky aproximácie
Najnižšiu P -hodnotu pri gama rozdelení možno zdôvodniť nepresným odhadom para-
metru tvaru. Parameter tvaru pri Erlangovom rozdelení bol odhadnutý a následne zaokr-
úhlený na celočíselnú hodnotu. Napriek presnému odhadu α = 1 však výsledná P -hodnota
je menšie ako u exponenciálneho rozdelenia s ktorým má parameter rozmeru a posunutie
zhodné. Tento fakt je odôvodnení spôsobom výpočtu P -hodnoty v ktorej sa prejavujú počty
odhadovaných parametrov.
Zaokrúhlovanie odhadnutých parametrov pre rozdelenia s celečíselným parametrom
môže chybu zvýšiť odhadu až o 0, 5.
8.2.1 Použitie dixonovho testu
Aplikácia Dixonovho testu pre súbory s rozsahom vyšším ako n = 100 s použitím kritickej
hodnoty C100,α sa sa nepreukázala ako správna. Vo väčšine prípadov sa odľahlé hodnoty
v takýchto súboroch vyskytovali opodstatnene.
Na základe čoho konštatujeme, že test má zmysel aplikovať na empiricky získané údaje
s rozsahom do 100 vzorkov.
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8.3 Aproximácia empirického súboru
Pomocou súpravy na meranie ionizujúceho žiarenia Roboton RFT 20046 bolo pri pokuse
nameraných 100 hodnôt [5]. Tieto namerané údaje sú zobrazené v histogram 8.1. Pravdepo-
dobnosť rozpadu jadra vyjadruje poissonovo rozdelenie, ktoré je možné pre strednú hodnotu
E(X) = λ, kde λ ≥ 10 na časovom intervale T0 aproximovať normálnym rozdelením.
Obrázek 8.1: Histogram nameraných hodnôt žiarenia
Z histogramu vidíme, že jeho priebeh približne zodpovedá funkcii hustoty normálneho
rozdelenia. Výraznejšie odchýlky sú badateľné len v okolí x = 42 a x = 30.
Pred aproximáciou empirického súboru sme aplikovali Dixonov test, ktorý nevylúčil
žiadnu hodnotu. Na hladine významnosti α = 0, 05 pre χ2 test vyhoveli rozdelenia
1. N(42.75, 6.97) s P -hodnotou 0.07
2. Rayleigh(29.43, 10.63) s P -hodnotou 0.09
3. Gama(14.04, 16.99, 1.69) s P -hodnotou 0.06
Bližšie preskúmanie tvarov funkcií hustoty Rayleighovho a gama rozdelenia pre odhad-
nuté parametre tento výsledok potvrdzuje, pretože funkcie hustoty majú veľmi podobný
tvar.





Jeden z cieľov práce bol študijný a kompilačný, čo viedlo k vytvoreniu základného prehľadu
problému popísaného v úvode a k získaniu informácií pre splnenie nášho ďalšieho bodu,
týkajúceho sa implementácie samotného nástroja. Primárnym účelom nástroja je aproxi-
mácia súboru s náhodnými číslami. Na základe empirického súboru sa navrhnú teoretické
rozdelenia pravdepodobnosti spolu s ich parametrami. Pomocou týchto informácií možno
následne stochastický proces reprezentovať generátorom odpovedajúcej náhodnej veličiny.
Pri testovaní boli odhalené niektoré nedostatky, ktoré súvisia hlavne s odhadom pa-
rametrov rozdelenia a používaným štatistickým testom. Momentová metóda pre odhad
parametrov nevykazuje vysokú presnosť, čo spôsobuje skreslenosť aproximácie empirického
rozdelenia a v niektorých prípadoch môže viesť až k dopusteniu sa prvej alebo druhej chyby
pri štatistickom teste. Využívanie χ2 testu zhody má síce svoje opodstatnenie, pretože je
použiteľný pre ľubovoľné rozdelenie, no nutnosť deliť dáta do ekvidistantných intervalov sa
nepreukázalo rovnako vhodné pre každé rozdelenie.
Všetky použité metódy by našli uplatnenie aj v ďalšom pokračovaní práce, v ktorom by
bolo vhodné využiť ”lepšie“ metódy odhadov. Ako najvhodnejší kanditát sa javí metóda
maximálne vierohodných odhadov, ktorá vo väčšine prípadov vyžaduje riešenie sústavy
rovníc, pre ktoré by bolo možné ako počiatočné aproximácie využiť odhady získané mo-
mentovou metódou. Ďalej by bolo vhodné rozšíriť štatistické testy o Andersonov-Darlingov
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• bin - obsahuje spustiteľný súbor programu
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• report
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# Random number generator tested: randu
# Samples per test pvalue = 100000 (test default is 100000)
# P-values in final KS test = 100 (test default is 100)
#==================================================================
# Histogram of p-values
##################################################################
# Counting histogram bins, binscale = 0.100000
# 60| | | | | | | | | | |
# | | | | | | | | | | |
# 54| | | | | | | | | | |
# | | | | | | | | | | |
# 48| | | | | | | | | | |
# |****| | | | | | | | | |
# 42|****| | | | | | | | | |
# |****| | | | | | | | | |
# 36|****| | | | | | | | | |
# |****| | | | | | | | |****|
# 30|****| | | | | | | | |****|
# |****| | | | | | | | |****|
# 24|****| | | | | | | | |****|
# |****| | | | | | | | |****|
# 18|****| | | | | | | | |****|
# |****| | | | | | | | |****|
# 12|****| | | | | | | | |****|
# |****| | | | | | | | |****|
# 6|****| | | | | | | | |****|
# |****| |****|****| |****|****| | |****|
# |--------------------------------------------------




Kuiper KS: p = 0.00000000




# Random number generator tested: mt19937
# Samples per test pvalue = 100000 (test default is 100000)
# P-values in final KS test = 100 (test default is 100)
#==================================================================
# Histogram of p-values
##################################################################
# Counting histogram bins, binscale = 0.100000
# 20| | | | | | | | | | |
# | | | | | | | | | | |
# 18| | | | | | | | | | |
# | | | | | | | | | | |
# 16| | | | | | | | | | |
# | | | | | | | | | | |
# 14|****|****| | | | | | | | |
# |****|****| | | | |****| | | |
# 12|****|****| | | | |****| | | |
# |****|****| |****| | |****| |****| |
# 10|****|****| |****| | |****| |****|****|
# |****|****| |****| | |****| |****|****|









# | 0.1| 0.2| 0.3| 0.4| 0.5| 0.6| 0.7| 0.8| 0.9| 1.0|
#==================================================================
# Results
Kuiper KS: p = 0.52734558






# Random number generator tested: randu
# Samples per test pvalue = 100000 (test default is 100000)
# P-values in final KS test = 100 (test default is 100)
#==================================================================
# Histogram of p-values
##################################################################
# Counting histogram bins, binscale = 0.100000
# 60| | | | | | | | | | |
# | | | | | | | | | | |
# 54| | | | | | | | | | |
# |****| | | | | | | | | |
# 48|****| | | | | | | | | |
# |****| | | | | | | | | |
# 42|****| | | | | | | | | |
# |****| | | | | | | | | |
# 36|****| | | | | | | | | |
# |****| | | | | | | | | |
# 30|****| | | | | | | | | |
# |****| | | | | | | | | |
# 24|****| | | | | | | | | |
# |****| | | | | | | | | |
# 18|****| | | | | | | | | |
# |****| | | | | | | | |****|
# 12|****| | | | | | | | |****|
# |****| | | | | | | | |****|
# 6|****| | | | | |****| | |****|
# |****| | |****|****|****|****|****|****|****|
# |--------------------------------------------------
# | 0.1| 0.2| 0.3| 0.4| 0.5| 0.6| 0.7| 0.8| 0.9| 1.0|
#==================================================================
# Results
Kuiper KS: p = 0.00000000




# Random number generator tested: mt19937
# Samples per test pvalue = 100000 (test default is 100000)
# P-values in final KS test = 100 (test default is 100)
#==================================================================
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# Histogram of p-values
##################################################################
# Counting histogram bins, binscale = 0.100000
# 20| | | | | | | | | | |
# | | | | | | | | | | |
# 18| | | | | | | | | | |
# | | | | | | | | | | |
# 16| | | | | | | | | | |
# | | | | | | | | | | |
# 14| | | | | | | | | | |
# | | | |****| | | |****| | |
# 12| | | |****| | | |****| | |
# | |****| |****|****| | |****| |****|
# 10| |****| |****|****|****| |****| |****|










# | 0.1| 0.2| 0.3| 0.4| 0.5| 0.6| 0.7| 0.8| 0.9| 1.0|
#==================================================================
# Results
Kuiper KS: p = 0.99337069
Assessment: PASSED at > 5\% for STS Runs Test
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