Numerical schemes based on off-step discretization are developed to solve two classes of fourth-order time-dependent partial differential equations subjected to appropriate initial and boundary conditions. The difference methods reported here are second-order accurate in time and second-order accurate in space and, for a nonuniform grid, second-order accurate in time and third-order accurate in space. In case of a uniform grid, the second scheme is of order two in time and four in space. The presented methods split the original problem to a coupled system of two second-order equations and involve only three spatial grid points of a compact stencil without discretizing the boundary conditions. The linear stability of the presented methods has been examined, and it is shown that the proposed two-level finite difference method is unconditionally stable for a linear model problem. The new developed methods are directly applicable to fourth-order parabolic partial differential equations with singular coefficients, which is the main highlight of our work. The methods are successfully tested on singular problems. The proposed method is applied to find numerical solutions of the Euler-Bernoulli beam equation and complex fourth-order nonlinear equations like the good Boussinesq equation. Comparison of the obtained results with those for some earlier known methods show the superiority of the present approach.
Introduction
Consider the fourth-order quasi-linear parabolic partial differential equation (PDE) A (x, t, u, u 
where = {(x, t)| -∞ < a < x < b < ∞, t > }, equipped with the following initial and boundary conditions: ) and u(a, t) = g  (t), u(b, t) = g  (t), t > , (b)
where f , u  , u  , g  , g  , h  , and h  are functions of sufficient smoothness with required high-order derivatives. Fourth-order PDEs arise in various mathematical models of physical problems in science and engineering such as vibrations of a homogenous beam, propagation of shallow water waves, fluid dynamics, surface diffusion of thin solid films, and deformation of beams [-] . Jacob Bernoulli formulated the first consistent elasticity theory of thin beams, in which the curvature of an elastic beam at any point is proportional to the bending moment at that point. Based on his uncle's elasticity theory, Daniel Bernoulli derived a PDE representing the motion of a thin vibrating beam [, ] . Then, Leonard Euler extended and applied Bernoulli's theory to the loaded beams [] . The Euler-Bernoulli beam equation is a fourth-order PDE governing the undamped transverse vibrations of a homogenous beam, in which the support does not contribute to the strain energy of the system and is set up as follows [] :
where u(x, t) is the transverse displacement of each position of the beam, σ (x) >  is the flexural rigidity, μ(x) >  is the linear mass density, p(x, t) is the load per unit length, and b -a is the length of the beam. The quantity u xx is the value of the bending moment of the beam. Equation () must be solved subject to the initial conditions (a) and simply supported boundary conditions (b)-(c). The solution of the Euler-Bernoulli beam equation () is significant in various branches of engineering such as the construction of flexible structures, the layout of robotic designs, and so on (see [, ] ). The other time-dependent fourth-order PDE studied in the paper is the second-order Benjamin-Ono equation [, ] of the form
where the constant q denotes the depth of the fluid, and r is a nonzero constant controlling nonlinearity and the characteristic speed of the long waves. In this case, the solution u(x, t) is the elevation of the free surface of the fluid. It is one of the most important nonlinear PDEs arising in the study of water waves and is used in the analysis of many other physical applications such as the percolation of water in the porous subsurface of a horizontal layer of material [] . We also consider the good Boussinesq equation, which is similar to the Korteweg-de Vries equation and presents a balance between dispersion and nonlinearity leading to the existence of soliton solutions [] . The general form of the good Boussinesq equation can be written as
It is one of the important models having numerous applications in several fields, for instance, ion-acoustic waves in plasma, magnetohydrodynamics waves in plasma, longitudinal dispersive waves in elastic rods, pressure waves in liquid-gas bubble mixtures, and so on (see [, ] ). It describes shallow water waves propagating in both directions and possesses a highly complicated mechanism of solitary wave interaction [] .
Another particular class of fourth-order nonlinear parabolic PDEs considered in this study is of the form
subject to the initial and boundary conditions (a)-(c) (see [] ).
Owing to their great importance and wide range of applications, the attention of many physicists and mathematicians has been attracted to the studies of such problems. The closed-form solutions to fourth-order PDEs are necessary to know the qualitative behavior of natural processes and physical phenomena. But most fourth-order time-dependent PDEs have no closed-form solutions except for certain particular types of linear or quasilinear equations. Therefore, construction of accurate numerical methods for finding approximate solutions to these equations are of great significance. Among the entire arsenal of numerical methods available to approximate a fourth-order PDE, such as the finite element method, spline collocation method, the finite difference method, is attractive because of its relative ease of implementation, flexibility, and accuracy in the solution values. Higher-order methods yield not only comparable accuracy but also require much coarser discretization with greater computational efficiency. Apart from this, the advantage of developing a compact scheme restricted to the patch of cells immediately surrounding any given grid point is its suitability to be used directly adjacent to the boundary without introducing any extra nodes outside the boundary of the domain. Higher-order difference approximations for one-space-dimensional nonlinear parabolic and hyperbolic differential equations were discussed in [-]. A meshless numerical solution of hyperbolic PDEs using an improved localized radial basis functions collocation method was proposed in [] . Recently, a new high-order compact implicit variable mesh discretization for onespace-dimensional unsteady quasi-linear biharmonic problem was developed in [] .
Various explicit and implicit difference schemes for numerical solution of the EulerBernoulli equation by decomposing it into a system of second-order PDEs have been studied by Conte The consideration of using off-step nodal points for discretization is motivated by the polar form of one space Laplacian operator
, which has a singular coefficient associated with the first-order derivative term. Using only three grid points at each time level, three-level compact difference methods of order two in time and four in space for the solution of differential equation () for uniform mesh were reported by Mohanty and Evans [] , but these methods fail at singular points, and a special technique was needed to solve singular problems. To this concern, in the present article, using the same number of grid points ( +  + ) of a single compact cell, we have proposed two new off-step discretizations for the solution of the fourth-order quasi-linear PDE () having the foremost advantage that these are directly applicable to the singular problems without requiring any fictitious points. Recently, Mohanty and Kaur [] proposed an implicit highorder two-level finite difference scheme for the solution of particular type of fourth-order equation (). However, that scheme featured a major shortcoming that it is not directly applicable to the singular problems and requires a special treatment to handle singular points. In this paper, we have developed two new two-level unconditionally stable implicit methods using off-step nodal points for the solution of the differential equation (). The proposed new methods are convenient to implement at singular points without requiring any modification, and we do not need to discretize the boundary conditions, which is a main attraction. An outline of the paper is as follows: In Section , we formulate and derive three-level quasi-variable mesh difference methods using off-step points for the solution of quasilinear fourth-order PDE (). In Section , we present and derive new quasi-variable mesh two-level off-step discretizations to solve the particular type of fourth-order PDE (). Further, in Section , the stability analysis of the derived methods for linear model problems have been discussed. In Section , we apply the proposed methods to a linear fourth-order PDE in polar coordinates. In Section , the performance of the proposed methods is illustrated by numerical experiments done on a collection of test problems having physical significance including the highly nonlinear good Boussinesq equation. Some concluding remarks about this paper are given in Section .
Three-level quasi-variable mesh off-step discretization and derivation
For simplicity, we first consider the fourth-order nonlinear parabolic PDE of the form
We introduce the new variable v defined as
Then equation () is reduced into an equivalent form of two second-order differential equations:
Since the value of u and u t is prescribed at t = , this implies that the values of all successive tangential partial derivatives u x , u xx , . . . of u are known at t = . Since v(x, ) = u xx (x, ), the value of v is also known at t = . Also, note that the values of u and v are given at x = a and x = b.
The associated initial and boundary conditions with (a)-(b) are
In order to obtain a numerical solution of above initial boundary value problem, we superimpose on the solution domain a rectangular grid with spacing At the grid point (x l , t j ), for S = A, U, and V , we denote
At the grid point (x l , t j ), let
We require the following approximations for deriving the high-accuracy quasi-variable mesh methods. For r = , ±, we denote:
Similarly, approximations are defined for the solution variable v(x, t) at the grid point (x l , t j ) by replacing U with V in these expressions. Next, we define
Finally, we let
Then, at each grid point (x l , t j ), l = ()N , j = , , . . . , the proposed differential equations (a)-(b) are discretized by finite difference methods of accuracies
and
respectively, where T j l
The derivation of the numerical methods (a)-(b) is straightforward. So, we discuss in detail the derivation of the novel off-step discretization technique given by (a)-(b).
At the grid point (x l , t j ), we let
The differential equations (a)-(b) at the grid point (x l , t j ) may be written as
Similarly,
By using the Taylor series expansion in F j l±/ , we obtain
where
Next, we let
and e  are the parameters to be determined in such a way that
. Using approximations (a)-(i), with the help of equations (a)-(b), from (a)-(e) we obtain
Finally, invoking the Taylor expansion and using (a)-(e) in (), we obtain
Further, by Taylor's series expansion we may write
Since U  = V  , using relation (a) in (a), by the help of Taylor series the local trunca-
l associated with (a) may be obtained as T
for arbitrary θ . In a similar manner, by the help of approximations (a)-(d), (a)-(b), (), and (b), from (b) we obtain the local truncation error T j () l associated with (b) as
We observe from () that for the proposed method (b) to be of accuracy
Thus, equating the coefficients of each of U  , V  , U  , U  , V  , and U  in () to zero, we obtain the values of the parameters
Hence, we conclude that for this set of parameters, T
For the quasi-linear differential equation (), that is, when the coefficient A = A(x, t, u, v), we need to modify our proposed difference methods (a)-(b) and (a)-(b). In this case, we make use of the following approximations in (a)-(b) and (a)-(b):
Using approximations (a)-(d), the difference methods (a)-(b) and (a)-(b) retain their orders, and hence we obtain difference methods of orders 
respectively, for arbitrary θ . Note that for the constant mesh case, the difference method (a)-(b) is fourth-order accurate in space for a fixed value of the mesh ratio parameter λ = k/h  .
3 Two-level off-step discretization strategy and truncation error analysis
In this section, we develop new quasi-variable mesh off-step finite difference methods for the differential equation () with initial and boundary conditions given by (a)-(c). Let us introduce the new variable v(x, t) = u xx (x, t) -u t (x, t). Then we may rewrite the given PDE () in a coupled manner as
Note that the initial and Dirichlet boundary conditions are given by u(x, ) = u  (x), u(a, t) = g  (t), and u(b, t) = g  (t). Since the grid lines are parallel to the coordinate axes, this implies that the values of their successive tangential derivatives are known on the boundary, that is, the values of u xx (x, ) = u  (x), u t (a, t) = g  (t), and u t (b, t) = g  (t) are known exactly on the boundary. The initial and boundary conditions associated with (a)-(b) can be written as
Let
where  < τ <  is a parameter to be suitably determined. Our quasi-variable mesh numerical methods are described as follows. For p = , ±, let
Replacing U by V in these expressions, similar approximations are defined for the solution variable v(x, t) at the grid point (x l , t j ). Using these approximations, we define
Finally, we define
Then, at each internal grid point (x l , t j ), l = ()N, j = , , , . . . , the finite difference methods of orders
respectively, for τ = /, where T
We discuss in detail the derivation of quasi-variable mesh finite difference method (a)-(b). In this section, at the grid point (x l , t j ), we denote
The proposed differential equations (a)-(b) at the grid point (x l , t j ) can be written as
In a similar manner,
The following relations are obtained upon differentiating system (a)-(b) with respect to t at the grid point (x l , t j ):
By the help of approximations (a)-(f), from (b) we get
where p  , q  , r  , s  , and s  are the parameters to be determined in such a manner that the truncation error T
. Using approximations (a)-(f) and (a)-(b), we obtain
Using () and (a)-(d) in (), we obtain
Using relation (a) and Taylor series, the local truncation error T j () l associated with (a) is obtained as
For the proposed difference method (a) to be of order O(k  + kh l + h , the local truncation error T j () l associated with (b) may be obtained as
Thus, for the proposed difference method (b) to be of order O(k
Substituting the values of S  and S  into () and equating to zero the coefficients of U  , V  , U  , V  , and V  , we obtain the following values of the parameters:
With this set of values, the local truncation error T
, the proposed methods (a)-(b) and (a)-(b) for the solution of differential equations (a)-(b) reduce to the following implicit difference methods of orders
respectively.
Stability analysis using characteristic equation
Let us consider the singularly perturbed model equation
where  <  is a small parameter. The proposed difference method (a)-(b) of order O(k  + h  ) for the uniform mesh when applied to this equation results in the following scheme written in the matrix form:
The matrices S and T are N × N block tridiagonal, y is the N -component solution vector, and w denotes the N component column vector of known boundary values and right-hand side function values of the block system (). The submatrices for S and T are given by
where [a, b, c] is the N × N tridiagonal matrix having eigenvalues b +  √ ac cos(φ), φ = (sπ)/((N + )), s = ()N , and λ = k/h  is the mesh ratio parameter for the uniform mesh
The eigenvalues of S  , S  , S  , and S  are given by -θ sin
Further, the eigenvalues of T  , T  , T  , and
For discussing the stability of the differential equation (), we consider the homogenous part of the difference scheme (), which may be written as
We denote by ε 
U and V being exact solution vectors. We may write the error equation as
where the amplification matrix H is given by
The characteristic root ξ of the matrix S satisfies the following characteristic equation:
which on simplification gives
The characteristic root ρ of the matrix T satisfies the following characteristic equation:
which gives
Let ν be the eigenvalue of S - T, where ξ and ρ are eigenvalues of S and T satisfying () and (), respectively. If μ denotes the characteristic root of the amplification matrix H, then it satisfies the following characteristic equation:
. Hence, we conclude that the difference method (a)-(b) is stable if |W | ≤ .
For stability of the particular fourth-order PDE, we consider the linear parabolic equation of the form
Applying the method (a)-(b) of order O(k  + h  ) for the uniform mesh to the differential equation (), we obtain the matrix equation
u, v are solution vectors, and the vectors l  , l  consist of homogenous functions, initial and boundary values of the block system (). The submatrices Q  , Q  , R  , and R  are given by
The eigenvalues of submatrices Q  , Q  , R  , and R  are given by  + λ sin  φ,
and -k  , respectively. Hence, the eigenvalues of the matrices Q and R for the difference method (a)-(b) are given by  + λ sin  φ and  -λ sin  φ, respectively.
The amplification matrix of system () is given by Q - R. Since the matrices Q - and R commute each other, the eigenvalues ψ of Q - R are given by
Since  ≤ sin  φ ≤ , from () it is easy to verify that |ψ| ≤  for all variable angles φ and λ > . Hence the method (a)-(b) is unconditionally stable for the differential equation ().
Application of the proposed difference methods to a linear singular equation
Let us consider a class of linear singular equations of the form
equipped with the initial and boundary conditions of the form (a)-(c). Equivalently, equation () can be written in a coupled form as
For α =  and ,
denotes the Laplacian operator in cylindrical and spherical coordinates, respectively, in one space dimension. Applying the difference method (a)-(b) to the singular equation (), we obtain the following difference scheme of accuracy O(k
Note that the quasi-variable mesh difference schemes (a)-(b) and (a)-(b) for the solution of singular equation () do not have the terms involving /(r l± ), so the singularity at r =  is avoided, and thus these schemes can be very easily solved in the region
developed by Mohanty and Evans [] using three spatial grid points for the uniform mesh featured a major drawback: it is not directly applicable to the singular equation () since it contains the term F l- , so a singularity arises at l =  since r  =  and requires a special treatment to deal with the singular points. However, this is not the case with our proposed schemes since F l-  appears instead of F l- , which is the major advantage of using off-step discretization.
Computational results
In order to test the accuracy of the proposed methods, we have solved a large variety of linear and nonlinear fourth-order parabolic problems. In each case, the exact solution is prescribed and the right-hand side functions, the initial and boundary conditions, are obtained using the exact solution as a test procedure. We have chosen θ = . in each case for computing the solution of PDE (), and all the computations were performed using MATLAB. The matrices represented by the new formulas are block tridiagonal. The Gauss-Seidel iteration method has been used for solving linear coupled system of equations, whereas the Newton nonlinear iteration method has been applied to determine the solution of nonlinear equations (see [, ]), and in each case, the iterations are terminated once the absolute error tolerance  - is reached.
Note that the proposed difference methods (a)-(b) and (a)-(b) are three-level in time. The values of u and v are known from the initial conditions. To begin any computation, it is necessary to know the values of u and v of required accuracy at the first time level, that is, at t = k. Using the known values of u and u t at t = , we can determine all their successive tangential partial derivatives at t = , that is, the values of
are known at t = . We use the following approximations for u and v of accuracy O(k  ) at t = k:
The considered fourth-order quasi-linear PDE () may be written as
Differentiating () twice successively with respect to x and using the relation v = u xx , we get
Using the initial values and their successive tangential partial derivatives in () and (), we can determine the values of U
. Finally, substituting these values into () and (), respectively, we can compute the values of u and v of required accuracy at t = k.
Throughout our computation (wherever not specified), we have used the time step k = ./(N + )  for finding the solution at t = . Since
so the first mesh spacing in the x-direction is obtained as
Thus, we can calculate h  using () and mesh lengths of the remaining subintervals in the x-direction are computed by using the relation h l+ = ηh l , l = ()N . The exact solution of this problem is u(x, t) = sin πx cos t.
Example  We consider the Euler-Bernoulli beam equation () in the following form [-]:
We have solved this problem by the proposed method (a)-(b) with h = ., . and k = ., .. The absolute errors in the displacement u and the bending moment u xx at particular points x = ., ., ., ., . are computed and reported in Table  for different time levels t = . and t = . using  and  time steps, respectively. We have compared our results with the results in [-], and it is evident from Table  that 
The exact solution is
We have solved this problem using method (a)-(b) with h = . and k = . using  time steps. The absolute errors in u and u xx at particular points x = ., ., ., ., . are tabulated in Table  
In order to compare the results obtained using our proposed methods with those of the existing methods [, , ], we have solved this problem using method (a)-(b) with h = . and k = ., ., . using , , and  time steps, respectively. The maximum absolute relative errors defined as
are tabulated in Table  Example  We consider the singularly perturbed problem of the form
The maximum absolute errors (MAEs) using methods (a)-(b) and (a)-(b) are tabulated in Table  at t =  for various values of .
Example  We solve numerically the linear singular problem () whose exact solution is u = r  sin r sin t using difference schemes (a)-(b) and (a)-(b). The MAEs are tabulated in Table  at t =  for α = ,  and η = .. The D graphs of numerical solution using method (a)-(b) vs exact solution are plotted in Figure  (a) and (b), respectively for  < r <  from t =  to . Table  at various time levels t = , , , and . The D graph of the numerical solution vs exact solution is plotted in Figure  for - < x <  at t = . Example  We compute the approximate solution of the following quasi-linear equation:
The exact solution is u(x, t) = cosh x sinh t.
The MAEs are tabulated in Table  at t =  for η = . and for various values of α. The D graphs of numerical solution using method (a)-(b) vs exact solution are plotted in Figure  (a) and (b), respectively, for  < x <  from t =  to .
Example  We consider the following particular type of fourth-order nonlinear parabolic equations:
The exact solution is u = cosh x sin t. (ii) Compact stencil: The finite difference methods discussed here are based only on three spatial grid points. In each time step, every iteration involves solving a tridiagonal system.
(iii) No Ghost points: The boundary conditions are incorporated in a natural way without the use of any extra nodes or special schemes adjacent to the boundary, thereby eliminating the usual complexity encountered with the difference methods.
(iv) Directly applicable to singular problems: The existing fourth-order implicit difference method of [] for solving the fourth-order quasi-linear parabolic equation () is not directly applicable to problems in polar coordinates and requires a special technique to handle singular points because of the presence of the terms of the form /r l- , which give rise to singularity at l =  as r  = . In the present paper, by using off-step nodal points the singularity at r =  is avoided, which enables a direct application of the proposed stable methods for finding the numerical solution of fourth-order parabolic equations with singular coefficients.
(v) Unconditional stability of the two-level method: The two-level implicit methods for the particular type of the fourth-order parabolic PDE () are unconditionally stable. Thus, the time step can be considerably large, which is extremely useful when the problem is solved on a long time interval. In Example , the maximum absolute errors has been calculated at large time levels t = , , , , and in Example , the errors are computed at t = . The accuracy of the schemes is not degraded at large time intervals.
Also, the numerical solution of u xx , in case of solution of () and the one-dimensional time-dependent Laplacian u xx -u t and in case of solution of (), which are quite often of interest in various applied problems, are computed as a byproduct of the proposed methods. We are currently working on extension of these methods to solve D and D fourth-order nonlinear parabolic PDEs. Application of these new methods to some more physical problems in science and engineering will be the content of our further research.
