Abstract. In this paper we prove that the affine Schur algebra S(n, r) is affine quasihereditary. This result is then applied to show that S(n, r) has finite global dimension and its centralizer subquotient algebras are Laurent polynomial algebras. We also use the result to give a parameter set of simple S(n, r)-modules and identify this parameter set with that given in [4] .
Introduction
Affine (quantum) Schur algebras play a central role in linking the representations of affine quantum groups and affine Hecke algebras. These algebras can be defined in several equivalent ways and has been widely studied; see, for example, [11, 12, 16, 20, 4] .
The notion of affine quasi-hereditary algebras, which are an affine analogue of quasihereditary algebras, was introduced in [15] as a description of a kind of algebras which have affine Hecke algebras of type A as a perfect model. In [13] , affine quasi-hereditary (graded) algebras was systematically studied and an affine analogue of the Cline-ParshallScott Theorem was given. In particular, quiver Hecke algebras (or KLR algebras) of finite type and Kato's geometric extension algebras are shown to be affine quasi-hereditary algebras in [13] .
It was shown in [1] that affine quantum Schur algebra S v (n, r) are affine cellular in the sense of König-Xi [15] by proving that the affine cell ideals of S v (n, r) are generated by canonical bases introduced by Lusztig in [16] and can be viewed as generalized matrix algebras over the representation ring of certain direct product of general linear groups. Recently, Nakajima [19] proved that the cell ideals of modified quantum affine algebras are idempotent, and, in particular, the BLN algebras are affine cellular with idempotent cell ideals. As a kind of BLN algebra, S v (n, r) has idempotent cell ideals in case n > r.
The aim of this paper is to prove that the affine Schur algebra S(n, r) (by evaluating the parameter v = 1) is affine quasi-hereditary in the sense of [15] . In case n > r, we identify the cell ideals given in [1] with the ideals generated by some idempotents in S(n, r). This identification gives the affine quasi-heredity of S(n, r). In case n ≤ r, we use Schur functors to derive an affine-heredity chain of S(n, r), which affords an affine quasi-hereditary structure for S(n, r) in this case. As applications, we prove that S(n, r) has finite global dimension and its centralizer subquotient algebras of S(n, r) are Laurant polynomial algebras. Furthermore, we use the affine-heredity chain to give a parameter set of simple S(n, r)-modules and identify this parameter set with that given in [4] .
In a forthcoming paper, we will consider the affine quasi-heredity of affine quantum Schur algebras.
The paper is organized as follows. In Sections 2-4 we recall the definitions of affine cellular algebras and affine quasi-hereditary algebras and review two definitions of the affine Schur algebra S(n, r) and a construction of its affine cell chain. The affine quasi-heredity of S(n, r) in case n > r is proved in Section 5. We then use the Schur functor to prove the affine quasi-heredity of S(n, r) in case n ≤ r in Section 6. As an application, we prove in Section 7 that the centralizer subquotient algebras of S(n, r) are Laurent polynomial algebras. In the final section, we give a parameter set of simple S(n, r)-modules and identify it with the parameter set given in [4] .
Affine cellular algebras and affine quasi-hereditary algebras
In this section we recall the definitions of affine cellular algebras and affine quasi-hereditary algebras introduced in [15] and [13] , respectively. For a module over an algebra, we always mean a left module unless otherwise stated.
Suppose that k is a Noetherian domain. A commutative k-algebra B is called affine if it is a quotient of a polynomial ring k[x 1 , . . . , x s ] in finitely many variables x 1 , . . . , x s by an ideal I, i.e. B = k[x 1 , . . . , x s ]/I. A k-linear anti-automorphism τ of a k-algebra A with τ 2 = id A will be called a k-involution on A.
Definition 2.1 ([15]
). Let A be a unitary k-algebra with a k-linear involution τ on A. A two-sided ideal J in A is called an affine cell ideal if the following conditions are satisfied:
(1) τ (J) = J.
(2) There is a free k-module V of finite rank and an affine algebra B with a k-involution σ such that ∆ = V ⊗ k B is an A-B-bimodule, where the right B-module structure is induced by that of the regular right B-module B B .
(3) There is an A-A-bimodule isomorphism α : J → ∆ ⊗ B ∆ ′ , where ∆ ′ = B ⊗ k V is a B-A-bimodule with the left B-structure induced by B B and the right A-module structure is given as
, where p is the switch map:
We call this chain an affine cell chain for the affine cellular algebra A. The bimodule ∆ will be called a cell lattice for the affine cell ideal J.
The following two lemmas are taken from [15, Lem. 2.4] and [15, Th. 4.3] .
Lemma 2.2. Suppose that K is another Noetherian doamin and ψ : k → K is a homomorphism of rings with identity. If A is an affine cellular k-algebra, then K ⊗ k A is an affine cellular K-algebra with the canonical affine cell chain induced from that of k-algebra A.
Lemma 2.3. Let J = V ⊗ k B ⊗ k V be an idempotent affine cell ideal in a k-algebra A with the cell lattice ∆ = V ⊗ k B as in Definition 2.1.
(1) If there is a nonzero idempotent e in J, then A J is a projective A-module, J = AeA, and there is an equality add( A Ae) = add( A ∆).
(
Now we give the definition of an affine quasi-hereditary algebra following [15, 13] .
Definition 2.4. Let A be a left Noetherian k-algebra. An ideal J in A is called an affineheredity ideal if the following conditions are satisfied:
(1) There is an idempotent e ∈ J such that J = AeA; (2) As a left A-module, J ∼ = P ⊕ · · · ⊕ P m , for some projective A-module P and some m ∈ N, and B := End A (P ) is an affine algebra, which means that B is a finitely generated commutative algebra. (3) As a right B-module, P is finitely generated and flat. The algebra A is called affine quasi-hereditary if there is a finite chain of ideals
is an affine-heredity ideal of A/J i−1 for each 1 ≤ i ≤ t. Such a chain of ideals is called an affine-heredity chain.
Remark 2.5. The definition for an affine quasi-hereditary given here follows from the one in [15] . A graded version is given in [13] .
Affine Schur algebras
This section is devoted to introducing the geometric definition of affine (quantum) Schur algebras given by [11, 16] . An algebraic definition of affine Schur algebras given in [21] will also be reviewed. Finally, we give a correspondence of the basis elements between these two definitions and recall some multiplication formulas in [4, 16, 21] .
Let F be a field and let F[x, x −1 ] be the Laurent polynomial ring in indeterminate
induces a bijection between the set of G-orbits in F △ and Λ △ (n, r), where
We denote by F λ the fiber of λ under this map φ, i.e.
We usually identify Λ(n, r) with Λ △ (n, r) via the following bijection:
The group G also acts diagonally on
there is a bijection between the set of G-orbits in
, where
and M △,n (N) is the set of all Z × Z matrices A = (a i,j ) i,j∈Z with a i,j ∈ N such that (a) a i,j = a i+n,j+n for i, j ∈ Z ; (b) for every i ∈ Z, the set {j ∈ Z | a i,j = 0} is finite .
Assume now that F = F q is a finite field of q elements and write
Clearly, c A,A ′ ,A ′′ ;q is independent of the choice of (L, L ′′ ), and a necessary condition for c A,A ′ ,A ′′ ;q = 0 is that [11] ). The affine quantum Schur algebra S v (n, r) is the free Z[v, v −1 ]-module with basis {e A | A ∈ Θ △ (n, r)}, and multiplication defined by
As in the finite case, for each λ ∈ Λ △ (n, r), define diag(λ) = (δ i,j λ i ) i,j∈Z ∈ Θ △ (n, r), and l λ = e diag(λ) . It is easy to see that for each A ∈ Θ △ (n, r),
Thus, λ∈Λ△(n,r) l λ is the identity of S v (n, r).
For each ring R which is a
In particular, for the ring of integers Z and any field F, we have S(n, r) = S(n, r) Z and S(n, r) F , where Z and F are viewed as a Z[v, v −1 ]-module by specializing v to 1. Now we introduce the algebraic definition of affine Schur algebras given in [21] . Let S r denote the symmetric group on r letters and let S △ = S r ⋉ Z r denote the extended affine Weyl group of type A r−1 . Define
The group S r acts on I(n, r) by place permutation while S △ acts on I(Z, r) on the right with S r acting by place permutation and Z r acting by shifting, i.e.,
for i ∈ I(Z, r), σ ∈ S r and ε ∈ Z r . Then S △ acts diagonally on I(Z, r) × I(Z, r). For (i, j) ∈ I(Z, r) × I(Z, r) and (k, l) ∈ I(Z, r) × I(Z, r), we identify ξ i,j and ξ k,l if and only if (i, j) ∼ S△ (k, l), i.e., (i, j) and (k, l) are in the same orbit.
Definition 3.2 ([21]
). The affine Schur algebra S ′ (n, r) is defined to be the Z-algebra with basis {ξ i,j | i, j ∈ I(Z, r)/ ∼ S△ } and multiplication given by the following rule:
where i, j ∈ I(Z, r) and A = (a x,y ) x,y∈Z ∈ Θ △ (n, r) is defined by setting
In the following we will simply identify S ′ (n, r) with S(n, r). We now give some useful multiplication formulas from [21, 22] .
Proposition 3.4 ([21]
). Let i, j, k, l ∈ I(Z, r). We have the following equalities in S △ (n, r).
(3) i∈I(n,r)/Sr ξ i,i is a decomposition of unity into orthogonal idempotents.
, [22] ).
(1)
where i, j, l are in I(Z, r), S △,i is the stabilizer subgroup of i in S △ and S △,i,j is the stabilizer of i and
where i, j, l are in I(n, r), ε, ε ′ ∈ Z r , S i is the stabilizer subgroup of i in S r and S i,j is the stabilizer of i and j in S r , i.e. S i,j = S i ∩ S j , etc, S j,l,ε ′ \ S j /S i,j,ε denotes a representative set of double cosets.
canonical basis and two-sided cells of S v (n, r)
In this section we introduce the canonical basis of S v (n, r) given in [16] and its two-sided cells given in [17] . We finally give an affine cell chain of S v (n, r) constructed in [1] .
Lusztig has defined in [16, Sect. 4 ] the canonical basis {{A}|A ∈ Θ △ (n, r)} of S v (n, r) by
where Π A,A = 1 and
. We use {l λ } to denote the canonical basis {diag(λ)}.
Applying (4.1) implies that the only term in {l λ } with nonzero coefficient is l λ , that is,
Bs,As = 0 or ν
Recall that Λ(n, r) :
by subtracting 1 from the first entry or adding 1 to the second, with the latter being the case for all but finitely many k. Thus, visually if you draw the matrix with rows increasing from top to bottom and columns from left to right (as we will do), then path starts and ends with infinite vertical strips, and takes finitely many right or vertical turns. Let d j be the maximal size of the sum of entries in the union of j antidiagonal paths. Then, we define a map
Then {c λ | λ ∈ Λ + (n, r)} are the two-sided cells of S v (n, r).
Proof. This can be directly checked by using Proposition 4.3.
Let "≥" be a partial ordering on Λ + (n, r) defined by λ ≥ µ whenever
It is obvious that (r, 0, . . . , 0) is the maximal element with respect to this ordering. We then fix a total ordering
which is a refinement of the above ordering, where t equals the number of elements in Λ + (n, r).
Then c 1 , c 2 , . . . , c t are the two sided cells in S v (n, r) such that c i LR c j implies i ≤ j. 3) . Thus, in the following sections we simply view the C i as ideals of S(n, r) and the chain (4.3) as an affine cell chain of S(n, r).
5.
Affine quasi-heredity of S(n, r) in case n > r
In this section we prove that S(n, r) is affine quasi-hereditary under the assumption n > r. Keep all the notations in the previous sections.
Since S(n, r) is a kind of BLN algebra when n > r, it follows from [19] (see also [2] ) that affine cell ideals of S(n, r) are idempotent ideals.
Fix a total ordering λ (1) > λ (2) > . . . > λ (t) on Λ + (n, r) as in Section 4, where t equals the number of elements in Λ + (n, r).
Proof. First we remark that λ (1) = (r, 0, . . . , 0) ∈ Λ + (n, r). By Lemmas 4.1 and 4.4,
is an idempotent ideal of S(n, r) by Proposition 5.1, it follows from Lemma 2.3 that
and J 1 is projective as a left S(n, r)-module.
For each 1 ≤ i ≤ t, the above analysis is valid forS = S(n, r)/J i−1 . Then we get that
and C i /C i−1 is projective as a leftS-module. Now we prove that C i = J i for 2 ≤ i ≤ t by induction. By Lemmas 4.1 and 4.4,
Then there is a canonical inclusion from J i to C i for 1 ≤ i ≤ t. This together with the induction hypothesis induces an inclusion of Z-modules
It is easy to check that
On the other hand, C i /C i−1 =Sl λ (i)S by (5.1). Then θ is an isomorphism. This proves that
Now we introduce the representation ring of the general linear group. It has been shown in [1] that the affine cell ideals of S(n, r) can be considered as generalized matrix algebras over these representation rings.
Let R(GL m (C)) denote the representation ring of GL m (C), where m ∈ N. It is shown in [10, Exercise 23.36] that
, where λ(l) = λ l − λ l+1 with λ n+1 = 0. Define Proof. By [23, Th. 5], S(n, r) is Noetherian. Recall that λ (1) > λ (2) > . . . > λ (t) is a total ordering on the elements of Λ + (n, r) and
l µ S(n, r),
Then we obtain the following chain of ideals of S(n, r):
It suffices to prove that J i /J i−1 is an affine-heredity ideal ofS = S(n, r)/J i−1 for 1 ≤ i ≤ t. By Lemma 5.2, J i /J i−1 =Sl λ (i)S is an idempotent ideal ofS andSl λ (i)S is projective over S. Thus, condition (1) in Definition 2.4 is fulfilled. By Definition 2.1 and Lemma 5.2, for each 1 ≤ i ≤ t, there areS-B λ (i) -bimodule ∆ and B λ (i) -S-bimodule ∆ ′ with the followingS-bimodule isomorphism
where B λ (i) is defined as in (5.2).
For notational simplicity, we write B i for B λ (i) . We remark that ∆ and ∆ ′ are free of the same finite rank over B i when viewed as right and left modules, respectively. Since J i /J i−1 =Sl λ (i)S is generated by the idempotentl λ (i) , it follows from Lemma 2.3 that add(SSl λ (i) ) = add(S∆).
This implies that ∆ is projective as a leftS-module. Since ∆ ′ is a free B i -module of finite rank, we get the following decomposition ofSl λ (i)S as a direct sum of projectiveS-modules:
where m equals the rank of ∆ ′ over B i . To prove thatSl λ (i)S satisfies condition (2) of Definition 2.4, we only need to show that EndS(∆) is an affine algebra. Indeed, by the definition of B i , it is easy to see that rad(B i ) = 0. Then, by Lemma 2.3, EndS(∆) ∼ = B i is an affine algebra.
Since ∆ is free of finite rank over B i , condition (3) in Definition 2.4 is satisfied. This finishes the proof.
6. Affine quasi-heredity of S(n, r) in case n ≤ r
In this section we prove that S(n, r) is affine quasi-hereditary when n ≤ r. We first give some properties of S(n, r) which will be needed in the proof. Note that these properties are valid for S(n, r) with n, r arbitrary.
Recall that there is an action of the symmetric group S n on Λ(n, r) given by w · (λ 1 , . . . , λ n ) = (λ w(1) , . . . , λ w(n) ), (6.1) where w ∈ S n . Lemma 6.1. Let λ, µ ∈ Λ(n, r). If there is some w ∈ S n such that w · λ = µ, then S(n, r)l λ S(n, r) = S(n, r)l µ S(n, r).
Proof. By [22, Lem. 2] , S(n, r)l λ ∼ = S(n, r)l µ . The isomorphism is induced by two elements X, Y ∈ S(n, r) such that X ∈ l λ S(n, r)l µ , Y ∈ l µ S(n, r)l λ , XY = l λ , and Y X = l µ .
Since Xl µ = X and Y l λ = Y , we get that
This implies that l λ is contained in the ideal generated by l µ , and vice versa. Therefore, S(n, r)l λ S(n, r) = S(n, r)l µ S(n, r).
Lemma 6.2. Write S = S(n, r). Then 
where t is the number of elements in Λ + (N, r) and
Since n ≤ r < N, there is an inclusion map from Λ(n, r) to Λ(N, r)
Then we can view Λ(n, r) as a subset of Λ(N, r). Furthermore, let e = λ∈Λ(n,r) l λ .
Then e 2 = e ∈ S(N, r) and it is easily checked that e S(N, r)e ∼ = S(n, r). (6.3) Lemma 6.3. Let {J i | 1 ≤ i ≤ t} be the ideals of S(N, r) in the affine quasi-heredity chain as given in (6.2). Then there is some 1 ≤ l ≤ t such that J l = S(N, r)e S(N, r).
Then there is some 1 ≤ l ≤ m such that J l = S(N, r)x S(N, r). By Lemma 6.1, S(N, r)e S(N, r) = S(N, r)x S(N, r) = J l .
Theorem 6.4. The algebra e S(N, r)e is affine quasi-hereditary. In other words, S(n, r) ∼ = e S(N, r)e is affine quasi-hereditary when n ≤ r.
Proof. Take the affine-heredity chain of S(N, r) as in (6.2)
such that J l = S(N, r)e S (N, r) , where e = λ∈Λ(n,r) l λ . We want to show that 0 = eJ 0 e ⊆ eJ 1 e ⊆ · · · eJ i e ⊆ · · · ⊆ eJ l e = e S(N, r)e is an affine-heredity chain of e S(N, r)e, i.e., S(n, r) = e S(N, r)e is affine quasi-hereditary. First we prove that eJ l e = e S(N, r)e. To simplify the notation, we use S to denote S(N, r) in what follows. Since J l = Se S, we deduce that eJ l e = e Se Se = e( Se) 2 = e Se.
Now we only need to prove that eJ 1 e is an affine-hereditary ideal of e Se, the other requirements follow easily by induction.
We first check that eJ 1 e = (eJ 1 e) 2 . It is obvious that eJ 1 e ⊇ (eJ 1 e) 2 . Note that
we get that eJ 1 e = (eJ 1 e) 2 . This proves that eJ 1 e satisfies condition (1) of Definition 2.4. Now we want to show that eJ 1 e can be decomposed into a direct sum of some projective e Se-module P and that the endomorphism algebra of P is an affine algebra.
Since J 1 is an affine cell ideal of S, there are S-B-bimodule ∆ and B-S-bimodule ∆ ′ with the following S-S-bimodule isomorphism
where B = B λ (1) , ∆ and ∆ ′ are free over B of finite rank. By [22, Prop. 6] ,
r ]. Since J 1 is idempotent and contains a nonzero idempotent l λ (1) , we get by Lemma 2.3 that
Then ∆ is projective as a left S-module and J 1 can be decomposed into a direct sum of projective S-modules
where s is the rank of ∆ ′ over B. Further, by [24, Lem. 3.3] ,
is an e Se-bimodule isomorphism which makes eJ 1 e an affine cell ideal of e Se. Since eJ 1 e is idempotent and contains a nonzero idempotent l λ (1) 
Hence, e∆ is a left projective e Se-module. Since ∆ ′ e is free of finite rank over B, we obtain an e Se-module decomposition
where a is the rank of ∆ ′ e over B. Since rad(B) = 0, we get that End e Se (e∆) ∼ = B by Lemma 2.3. Thus, End e Se (e∆) is an affine algebra. Consequently, eJ 1 e satisfies condition (2) of Definition 2.4.
Since ∆ is free of finite rank over B as a right module, it is easy to check that e∆ is projective and finitely generated over B. Thus, condition (3) of Definition 2.4 is satisfied. Hence, eJ 1 e is an affine-hereditary ideal of e Se. The proof is completed. Theorem 6.4 together with Theorem 5.3 gives a positive answer to a conjecture in [13] and [1] which states that S(n, r) is affine quasi-hereditary. Furthermore, the affine-heredity chain of S(n, r) satisfies the conditions in [15, Th. 4.4] . i.e., for each 1 ≤ i ≤ t, rad(B λ (i) ) = 0, Sl λ (i)S is idempotent and contains a nonzero idempotent inS. We remark that in this case, the global dimension of S(n, r) is finite if and only if the global dimension of B λ (i) is finite for every 1 ≤ i ≤ t. Since B λ (i) is a localization of Z[x 1 , . . . , x λ 1 ], it has finite global dimension. Therefore, we obtain the following corollary.
Corollary 6.5. For all positive integers n and r, the global dimension of S(n, r) is finite.
7.
Application I: A description of subquotient algebras of S(n, r) Q In this section we always work with the Q-algebra S(n, r) Q . For λ = (λ 1 , . . . , λ n ) ∈ Λ + (n, r), set
where λ(l) = λ l − λ l+1 and λ n+1 = 0. i.e.
where m(i) = λ 1 − λ i+1 and λ n+1 = 0.
The main aim of this section is to prove that for each λ ∈ Λ + (n, r),
First we have the following lemma.
Lemma 7.1. For each λ ∈ Λ + (n, r),l λSlλ is Morita equivalent to B λ .
Proof. It is clear thatl λSlλ ∼ = EndS(Sl λ ). SinceSl λS is an affine cell ideal ofS, there arē S-B λ -bimodule ∆ and B λ -S-bimodule ∆ ′ with the followingS-S-bimodule isomorphism
Then addS(Sl λ ) = addS(∆) by Lemma 2.3. This implies thatl λSlλ and EndS(∆) are Morita equivalent. Since rad(B λ ) = 0, we get that EndS(∆) ∼ = B λ by Lemma 2.3. This proves the lemma.
By the commutativity of B λ and Lemma 7.1, in order to get the isomorphisml λSlλ ∼ = B λ , it suffices to prove thatSl λS is commutative. To prove this fact, we need the following basic results on classical Schur algebra S(n, r) Q (over Q).
We first recall a refined triangular decomposition and a presentation of S(n, r) Q given in [8] and [7] , respectively. For 1 ≤ i, j ≤ n, let E i,j = (a k,l ) be the n × n elementary matrix in N defined by
for 1 ≤ i < n and λ ∈ Λ(n, r). Suppose that I is the set of finite sequence B = (i 1 , . . . , i m ) (including the empty sequence ∅), with each i l for 1 ≤ l ≤ m contained in the set {1, 2, . . . , n − 1}. For each sequence B = (i 1 , . . . , i m ), define
and set e ∅ = f ∅ = 1 by convention.
Lemma 7.2 ([8, Prop 2.7])
. Let S(n, r) Q be the classical Schur algebra over Q. Then S(n, r) Q is spanned by products of the form f B e λ e D , where B, D are in I and λ ∈ Λ(n, r).
Lemma 7.3 ([7, Thm 1.4]).
The Q-algebra S(n, r) is generated by
subject to the following relations
Proof. We identify l λ with ξ i,i , where i = (1, . . . , 1
, . . . , n, . . . , n λn ) ∈ I(n, r). Then l λ S(n, r) Q l λ is spanned by the set
In this sense, we can view X as a subset of l λ S(n, r)l λ . By Lemma 7.2, for each e A ∈ X, we can write
where a s ∈ Q, B s , D s ∈ I and λ (s) ∈ Λ(n, r). Consequently,
If D s = ∅ and e Ds l λ = 0 for some s, then
where λ ′ > λ by Lemma 7.3. This means that l λ f Bs e λ (s) e Ds l λ ∈ J. Similarly, if B s = ∅ and l λ f Bs = 0 for some s, then l λ f Bs l λ (s) e Ds l λ ∈ J. Therefore, for each A ∈ X,
where a equals the number of s such that λ (s) = λ. Hence,l λSlλ is Q-spanned by
Let Λ be the subalgebra of l λ S(n, r) Q l λ which is Q-spanned by {ξ i,i+nε | ε ∈ Z r }. Applying [22, Prop. 8] gives
α ], where α is the number of nonzero entries in {λ 1 , . . . , λ n }. Then by (7.2), we get an epimorphism from Λ tol λSlλ . This proves thatl λSlλ is a commutative algebra. Applying Lemma 7.1 givesl λSlλ ∼ = B λ . This proves the theorem.
Application II: An identification of parameter sets of simple modules
In this section we give a parameter set of simple S(n, r) C -modules and further identify this parameter set with the set given in [4] and [9] .
For λ = (λ 1 , . . . , λ n ) ∈ Λ + (n, r), recall that
, where m(i) = λ 1 − λ i+1 and λ n+1 = 0. Define
where m(i) = λ 1 − λ i+1 and λ n+1 = 0. For a = (a 1 , a 2 , . . . , a λ 1 ) ∈ Ω λ , define
Then we have the following lemma.
forms a complete set of non-isomorphic simple B λ -modules.
Then Ω r,n is a parameter set of non-isomorphic simple S(n, r) C -modules.
Proof. Then C r,n =∪ λ∈Λ + (n,r) C λ , where C λ = {s ∈ C r,n | ̺(s) = λ}. Note that if λ = (λ 1 , . . . , λ n ) ∈ Λ + (n, r) and there is some 1 ≤ i ≤ n such that λ i > n, then C λ = ∅.
Lemma 8.3 ([4]
, [9] ). C r,n is a parameter set of finite dimensional non-isomorphic simple S(n, r) C -modules.
Proof. In [9] , finite dimensional simple S(n, r) C -modules are parameterized by the set of dominant polynomials. It is proved in [4, Thm. 4.4.2] and [3, Thm. 6.6 ] that the set of dominant polynomials and C r,n coincide.
For λ = (λ 1 , . . . , λ n ) ∈ Λ + (n, r), we define its dual partition λ ′ as follows
, where λ ′ i = |{j|λ j ≥ i}|, for 1 ≤ i ≤ n. Note that for λ ∈ Λ + (n, r), its dual partition λ ′ ∈ Λ + (n, r) if and only if λ i ≤ n for all 1 ≤ i ≤ n.
Theorem 8.4. For arbitrary r, n ∈ N, there is a bijection between C r,n and Ω r,n .
Proof. Take λ = (λ 1 , . . . , λ i , 0, . . . , 0) ∈ Λ + (n, r) with λ i = 0 and λ j ≤ n for 1 ≤ j ≤ i. It is easy to check that φ(s) ∈ Ω λ ′ and φ is a bijection between C r,n and Ω r,n . The proof is completed. a 1 , a 1 , a 1 , a 2 , a 2 , a 3 ) | a i ∈ C, for 1 ≤ i ≤ 3, a 1 a 2 a 3 = 0}. (a 1 , a 2 , a 3 ) ∈ Ω λ ′ , where λ ′ = (3, 2, 1). Let µ = (3, 3, 1) . Then C µ = {a ′ = (a 1 , a 1 , a 1 , a 2 , a 2 , a 2 , a 3 ) | a i ∈ C, for 1 ≤ i ≤ 3, a 1 a 2 a 3 = 0}.
Since 3 = 3 = 1, by Theorem 8.4, φ(a ′ ) = (a 1 + a 2 , a 1 a 2 , a 3 ) ∈ Ω µ ′ , where µ ′ = (3, 2, 2). Let ν = (4, 2, 1). Since ν 1 = 4 > 3, this implies that C ν = ∅. Its dual partition ν ′ = (3, 2, 1, 1) does not belong to Λ + (3, 7).
