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Geostatistical modelingAirborne electromagnetic (AEM) survey data was used to supplement geotechnical investigations for a highway
construction project in Norway. Heterogeneous geology throughout the survey and consequent variable bedrock
threshold resistivity hindered efforts to directly track depth to bedrock, motivating us to develop an automated
algorithm to extract depth to bedrock by combining both boreholes and AEM data. We developed two variations
of this algorithm: one using simple Gaussian or inverse distance weighting interpolators, and another using or-
dinary kriging and combined probability distribution functions of input parameters.
Evaluation shows that for preliminary surveys, signiﬁcant savings in boreholes required can be made without
sacriﬁcing bedrock model accuracy. In the case study presented, we estimate data collection savings of 1000 to
10,000NOK/km (c. $160 to $1600 USD/km)would have been possible for early phases of the investigation. How-
ever, issues with anthropogenic noise, low signal, and uncertainties in the inversion model likely reduced the
comparative advantage that including AEM provided.
AEM cannot supersede direct sampling where the model accuracy required exceed the resolution possible with
the geophysical measurements. Nevertheless, with the algorithm we can identify high probability zones for
shallow bedrock, identify steep or anomalous bedrock topography, and estimate the spatial variability of depth
at earlier phases of investigation. Thus, we assert that our method is still useful where detailed mapping is the
goal because it allows for more efﬁcient planning of secondary phases of drilling.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Using geophysical methods in geotechnical site investigations for
transport corridors is common practice. Compared to direct sampling
methods (i.e. drilling, excavation), subsurface data can be acquired
with much fuller coverage at a much lower cost. However, to date,
such techniques have been generally limited to localized surveys using
ground-based techniques. This includes seismic methods (Michaels,
1999, 2004; Rucker, 2000), ground penetrating radar (Nichol and
Reynolds, 1999), and geoelectric methods including electrical resistivity
tomography (ERT) and electromagnetics (EM) (Ngan-Tillard et al.,
2010; Sauvin et al., 2013; Solberg et al., 2012).While the use of airborne
systems is apparently rare for surface transport projects, Pfaffhuber
et al. (2010) and Okazaki et al. (2011) document recent examplesChristensen), AAP@ngi.no
(T.F. Smaavik).
f Geoscience, 844 Campus Place
. This is an open access article underwhere airborne electromagnetic (AEM) surveys were used for tunnel
pre-investigations.
Regardless of the scale of the geophysical survey, the cost-saving po-
tential of the technique is impeded by difﬁculties in interpretation. Geo-
physical properties of a lithological unit may show regional trends, yet
they are site-speciﬁc and may be locally heterogeneous (Beamish,
2013), meaning extracting a useful ﬁnal product is not straightforward.
The traditional approach is knowledge-based (cognitive) modeling,
where practitioners manually take into account multiple data sources
such as boreholes, surface observations, and geophysical surveys to con-
struct a model. Recent examples such as Foged (2014) and Jørgensen
et al. (2013) show that this approach can still be useful because they
producemore nuancedmodels thanmore automatedmethods; howev-
er, they are subjective, difﬁcult to repeat, and time-consuming to
produce. Constrained inversion is more repeatable and objective, but
limited to cases with very simple geology and a narrow scope of re-
quired engineering parameters (Chouteau et al., 2013; Foged et al.,
2014). In more complex geological settings, combining unconstrained
inversion results with other data sets using geostatistical techniques
to determine appropriate cutoff values is often more appropriate, as
demonstrated by studies in sedimentary settings such as He et al.the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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proven useful for such settings (Gunnink et al., 2012).
Our study was motivated by one such example in engineering geo-
physics where extracting a useful quantitative model proved challeng-
ing. A 30 km section of the E16 highway northeast of Oslo, Norway is
scheduled for reconstruction (Fig. 1). An AEM survey was used to,
among other aims, map depth to bedrock and to ﬁll in data gaps be-
tween drilling locations. While the resulting resistivity model and bore-
hole logs showed similar trends, the resistivity at known bedrock
locations varied between 60 and 2000 Ωm for reasons discussed in
Section 2 (Field Data). Using a single-valued resistivity threshold pro-
duced a model that only partially matched ground truth data. Similarly,
the time-consuming cognitive approach of manually creating a surface
that matched both borehole depths and trends in the resistivity model
also gave a model with unknown uncertainty. An example cross-
section showing these early modeling efforts is shown in Fig. 2. In
order for AEM surveys to successfully reduce the number of boreholes
and excavations needed for geotechnical site investigations, we re-
quired an interpretation method that gave us more reliable model
results.
This paper presents a new bedrock depth tracking algorithm to ad-
dress this problem. By combining AEM inversion models and borehole
data, this method should:
1. Account for variable bedrock threshold resistivity;
2. Quantify the uncertainty of prediction; and
3. Limit manual input from user (i.e. be automated).Fig. 1. Location maps for data collected for the E16 highway upgrade site inBy cross-validating the method using subsets of borehole data, we
evaluate the potential cost savings in site-investigations of this type
using AEM.
2. Field data
Our intention with this article is to describe and discuss the integra-
tion of AEM and geotechnical data rather than a detailed description of
the survey details or results. We thus only brieﬂy introduce the project,
survey and processing and inversion details. A more detailed treatment
of these can be found in Anschütz et al. (2014).
The section of road surveyed spans an area with primarily glacial
sediments underlain by Precambrian bedrock. Deglaciation last oc-
curred 9000– 10,000 years ago, and various glaciomarine, glacioﬂuvial,
and modern ﬂuvial deposits have since formed (Andersen, 1979;
Norwegian Geological Survey, 2014; Ramberg et al., 2008). A map of
surﬁcial sediments is provided in Fig. 3. Based on borehole logs,
glaciomarine clay is the dominant material, with some layers of silt. In
large areas the clay is sensitive or quick through the entire overburden
thickness. The bedrock here is part of the Gothian Orogenic belt
referred to either the Romerike District or Åmål-Horred belt (Ramberg
et al., 2008; Starmer, 1996). The region is dominated by a variety of
supracrustal granitoid rocks, ranging from biotite-rich gneisses and
mica schist, with amphibolite and hornblende gneiss appearing to a
lesser degree (Ramberg et al., 2008). Despite having a somewhat het-
erogeneous composition (being a layered gneiss), these are all grouped
into a single unit on the geological map (Norwegian Geological Surveyvestigation, with inset map showing location relative to Oslo, Norway.
Fig. 2.Anexampleproﬁle locatedbetween the rivers Vorma andUåa showingAEM-derived resistivity and boreholes (see Fig. 3 for color scale). Boreholes aremarkedby their identiﬁcation
numbers (4digits) and their lateral distance to the AEMproﬁle in [m] (1 digit). The red line depicts amanually pickedbedrock layer,while the black line is an automatically picked100Ωm
threshold (Figure from Anschütz et al., 2014).
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intersected by the survey. The closest is a major shear zone between
the Romerike District and the older Trans-Scandinavian Igneous Belt
(TSIB) which is 6 km northwest of the zone with overlapping AEM and
borehole data (Ramberg et al., 2008; Starmer, 1996). Hence, while localFig. 3.Map of the average resistivity of the uppermost 5 m of the subsurface superimposevariations in resistivity due to gneissic layering are expected, no sharp
regional-scale boundaries in bedrock resistivity should be present.
While there are variations within overburden and bedrockmaterial,
conditions are nevertheless conducive to bedrock mapping with AEM.
The area was presumably scoured bare by glaciation and mostd on surface sediment map retrieved from the Norwegian Geological Survey (2014).
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try of the contact between bedrock and overburden should presumably
be quite sharp. Second, the magntiude of resistivity difference between
bedrock and overburden is sufﬁciently large. Norwegian glaciomarine
clays generally range from 1 to 100 Ωm (Rømoen et al., 2010; Solberg
et al., 2012), and though no previous EM or resistivity measurements
in this project area were encountered, Palacky (1987) states that nearly
all unweathered metamorphic and igneous rocks have resistivities be-
tween 1000 and 100,000Ωm. Hence, given the sharp geological contact
and large difference in resistivities that are likely to occur in the area, the
bedrock depth should be well-deﬁned in our resistivity model despite
variations in what resistivity value that transition occurs at.
The AEMsurveywas conductedwith the SkyTEM302 systemusing a
314 m2 frame with two turns in the high moment and one turn in the
low moment to obtain high near surface resolution. A general descrip-
tion of the system can be found in Sørensen and Auken (2004). A total
of 178 line-km was ﬂown in three consecutive days in January 2013.
Three parallel lines with a spacing of 25 m were ﬂown along the
planned road corridor. Additional lines with nominal spacing 125 m
covered two river crossings: 15 lines near Vorma/Vormsund, and 9
lines near Uåa (Fig. 1). Raw data were processed using the Århus work-
bench (www.aarhusgeo.com). Signiﬁcant portions of the raw datawere
rejected for several reasons, either due to anthropogenic noiseFig. 4. Overview of data ﬂow and major compu(primarily electrical transmission lines) or due to low signal from shal-
low or very resistive bedrock. Both layered and borehole-constrained
inversions were attempted, but produced unsatisfactory results. This
judgment was based on high residual values, poor ﬁt with data, poor
match with borehole measurements, and unrealistic conﬁgurations
given what is known about the geological environment. Instead, using
a smooth, a 1-D stitched spatially constrained inversion (sometimes
called a “pseudo-3D” inversion) (Viezzoli et al., 2008) with ﬁxed layer
depth produced the best results. The ﬁnal model used has 20 layers of
logarithmically increasing thicknesses, ranging from 1.5 to 12.4 m.
While the smoothedmodel better accounted for the complex geometry
of overburden sediments, the smoothingmay also contribute to the ap-
parent variation in the bedrock threshold resistivity. Even in this model,
however, the inversionmethod had difﬁculty converging on a resistivity
value in many locations, leaving approximately 35% of AEM soundings
with an undetermined uncertainty value.
At the timeof this study, 1388 borehole locationswere available, 842
of whichwere within 125m from one AEM sounding. Over 92% of these
were rotary pressure soundings, but total soundings were dug as well.
These holes have a nominal spacing of 50 m along the proposed road
alignment and at the bridge crossing at Vorma, while they are 100 m
or more apart everywhere else. There is some uncertainty in the depth
to bedrock measurements from rotary pressure soundings becausetational steps performed by the algorithm.
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bedrock.
3. Method
Fig. 4 outlines the main computation steps of the algorithm devel-
oped. The process uses two sets of data: vertical resistivity proﬁles at
one set of x–y coordinates (AEM soundings), anddepth to bedrockmea-
surements at another set of x–y coordinates (boreholes). Step 1 ﬁnds an
appropriate bedrock threshold resistivity for the bedrock surface by in-
terpolating resistivity at themeasured bedrock locations. Step 2 then in-
terpolates the chosen bedrock threshold resistivities from bedrock
locations onto the AEM sounding coordinates. In Step 3, depth to bed-
rock is chosen at the AEM locations based on the vertical resistivity pro-
ﬁle, threshold resistivity, and an initial guess of the depth based on
nearby boreholes. Finally, depth to bedrock is interpolated on a regular
grid using both borehole measurements and predictions at AEM loca-
tions in Step 4.
Two different variations of the method were developed. These both
varied the interpolator used in Steps 1, 2, and 4, and the depth selectionFig. 5. Comparison of the depth to bedrock selection methods employed in Step 3. A) Variat
B) Variation 2 employs multiple probability distribution functions.process in Step 3. Variation 1, the simpler of the two, uses weighted ar-
ithmetic means based on distance from data points:
x ¼
Xn
i¼1xi w rið ÞXn
i¼1w rið Þ
ð1Þ
where:
x interpolated parameter value
n number of input data values
xi ith data value
w weight function
ri distance to ith data value
Two weighting functions were tested: inverse distance weighting
(IDW) and Gaussian function
wIDW rð Þ ¼ 1rp ð2Þion 1 uses simple intersection of the vertical resistivity proﬁle and threshold resistivity.
Table 1
Comparison of the distribution of bedrock threshold resistivities between Variations and between the ﬁrst two steps of the computation.
Minimum [Ωm] Median [Ωm] Maximum [Ωm]
Step 1: bedrock threshold resistivities at boreholes Variation 1 55 4.3 × 102 2.4 × 103
Variation 2 31 4.6 × 102 2.0 × 103
Step 2: bedrock threshold resistivities at AEM soundings Variation 1 55 3.8 × 102 1.6 × 103
Variation 2 85 3.7 × 102 1.6 × 103
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2
2σ ð3Þ
where:
p IDW exponent
σ correlation distance parameter
In the case of 3D interpolation in Step 1, transverse anisotropy was
modeled by specifying different horizontal and vertical relationships:
wIDW rxy; rz
  ¼ α
rpxy
þ 1
rpz
ð4Þ
wGaus rxy; rz
  ¼ e− r
2
xy
2σxy
−
r2z
2σz ð5Þ
where:
rxy, rz horizontal and vertical distance
α ratio of horizontal to vertical distance weighting
σxy, σz horizontal and vertical correlation parameters
To select depth at AEM soundings in Step 3, Variation 1 simply ﬁnds
the depth at which the vertical resistivity proﬁle and threshold resistiv-
ity intersect (Fig. 5A). In the casewhere there ismore than one intersec-
tion, the intersection closest to the initial depth estimate becomes the
prediction used.
In Variation 2, more advanced geostatistical methods are applied.
Kriging is used to interpolate in steps 1, 2, 4. While more computation-
ally demanding, kriging has several advantages: it uses a data-derivedFig. 6. An illustration of the variability in bedrock threshold resistivity calcrather than arbitrary interpolation function; it optimized interpolation
weights based on data conﬁguration; and offers a way to calculate
uncertainty of the predicted value. For each kriging interpolation, two
separate kriging calculations are performed: one for themodel parame-
ter, and one for the uncertainty of the parameter. An experimental
semi-variogram is calculated for both, and a theoretical semi-
variogram modeled using a least-squares ﬁtting routine developed by
Schwanghart (2010). Model parameter and model parameter errors
are interpolated, and the kriging variance of the model parameter is
also calculated. Total uncertainty of themodel parameter then becomes
(Pryet et al., 2011):
σ2tot ¼ σ2krig þ σ2err ð6Þ
where:
σtot2 total parameter variance
σkrig2 kriging variance
σerr2 variance due to model parameter error
Parameter variances are thus carried through by using total variance
of a model parameter in one step as the input error parameter in the
next interpolation step.
In all cases, ordinary kriging in two dimensions using an isotropic
variogram model is the form of kriging used. Due of the long, linear
conﬁguration of the data, automatically ﬁtting an anisotropic variogram
becomes difﬁcult. There are relatively few pairs of data aligned perpen-
dicular to the orientation of the planned road, meaning a reasonable
variogram model cannot be ﬁt for all directions. Furthermore, for Step
1 speciﬁcally, the assumption of data stationarity, an importantulated near Uåa by the tracking algorithm (Variation 1, Steps 1 & 2).
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trend in resistivity. Given that the resistivity model used has depth
layers with consistent thickness, the method employed by Pryet et al.
(2011), wherein resistivity was kriged in 2D in each model layer sepa-
rately, was adopted.
Additionally, rather than using a simple intersect, Variation 2
selects depth to bedrock in Step 3 using multiple Probability
Distribution Functions (PDFs). At each AEM sounding, three two-
dimensional PDFs are modeled on the resistivity-depth plane, one
each for the initial depth estimate (Fig. 5Bi), the bedrock threshold
resistivity (Fig. 5Bii), and the vertical resistivity proﬁle (Fig. 5Biii). These
are multiplied together to produce a combined PDF (Fig. 5Biv). This
surface is integrated over small strips parallel to the resistivity
axis to produce a one-dimensional probability versus depth curve.
A normal distribution is then ﬁt to this curve, and the mean and
standard deviation are returned as the depth to bedrock and
depth uncertainty.
Finally, we made two important choices in data handling applicable
to both variations. First of all, resistivity data was transformed using a
base-10 logarithm before any calculation. Given that resistivity valuesFig. 7. A) While the method used by Variation 1 to selected depth to Bedrock in Step 3 usually
method provides a more reliable choice in depth because these uncertainties are considered.are distributed over several orders of magnitude, the interpolated
values would have been strongly skewed by large values without the
transformation. Furthermore, kriging provides the best linear unbiased
estimator when data are close to normally distributed, and resistivity
data is often lognormally distributed (Chilès and Delﬁner, 2011). Sec-
ond, all interpolation in Step 1was performed in x–y-depth space rather
than x–y–z space. Initial runs showed that x–y–z interpolation of resis-
tivity produced a staircase-like model where layer thicknesses changed
abruptly at midpoints between AEM soundings. Doing x–y-depth inter-
polation instead allowed layer thicknesses to vary more continuously,
which was assumed to be a more realistic treatment.
After running each Variation on the full data set, the performance of
the algorithmwas evaluated using cross validation. We input a random
number and combination of boreholes plus all of the AEM data. Then,
we used the algorithm to predict the depth to bedrock at borehole loca-
tions that were not given to the interpolator, and compared the predic-
tions to themeasure depth values.We repeated this for the same subset
of boreholes, but excluded theAEMdata. 1500 trials were performed for
Variation 1, and 500 were performed for Variation 2. Additionally, for
Variation 2, standard scores of depth predictions were calculatedsufﬁces, it fails where there are large uncertainties in input parameters. B) Variation 2's
185C.W. Christensen et al. / Journal of Applied Geophysics 119 (2015) 178–191based on the calculated prediction uncertainty and themeasured depth
values:
Z ¼ dp−dobs
σd
ð7Þ
where:
Z standard score of depth prediction
dp depth prediction
dobs measured (observed) depth
σd estimated uncertainty of depth prediction
4. Results
When using the full set of AEMand borehole data, results from inter-
mediary steps of either Variation show similar trends. The difference are
not very large in Steps 1 and 2. Despite the dissimilar interpolation func-
tions, the distribution of threshold resistivities selected are similar
(Table 1), and have a high degree of spatial variability (Fig. 6). In Step
3, the simple intersection method used by Variation 1 gives nearly the
same depth selection as the PDF method used by Variation 2. However,
Variation 1 rejects at least 5% of depth selections because they are more
than 20 m from the original estimate. As Fig. 7 shows, Variation 2 has a
performance edge in such difﬁcult to interpret cases.Fig. 8. Comparison of the output depth to bedrock grids using either Variation 1 or 2, and usin
dicated AEM sounding locations where no valid depth to bedrock value was found. The whiteTheﬁnal depth to bedrock grids diverge signiﬁcantly, however. Fig. 8
shows a zoomed in samples of the algorithms output. Both Variation 1
and 2 show that adding AEM data gives enhanced detail to the bedrock
map, compared to borehole information only. However, Variation 1
does not successfully ﬁnd depth to bedrock at many AEM soundings,
which limits the coverage of the resulting map. Additionally, Variation
1 does not give anestimate of uncertainty,while themap fromVariation
2 clearly shows the limits of certainty andhowAEMreduces uncertainty
(which is represented by the fading white overlay). Furthermore, the
depths selected at a large distance from the boreholes vary substantial-
ly, by up to 40 m in some cases.
Despite the differing results, both Variations face two similar obsta-
cles. First of all, while the entire calculation is automated, some time
was needed to select appropriate interpolation parameters. Second, be-
tween 35% and 40% of all AEM soundings lacked a valid depth selection
after Step 3. Most of these are locations where, as described in Section 2
(Field Data), raw data was rejected due to noise or low signal, or where
the inverted resistivity model had too large of an uncertainty. Some of
these were also due to the limitations of the contouring algorithm. Var-
iation 1 requires an exact match between bedrock threshold resistivity
and the vertical resistivity proﬁle to ﬁnd depth in Step 3, but in areas
of shallow bedrock, the resistivity does not have sufﬁcient resolution
to capture this transition from sediment to bedrock. This was often
the case in the northeastern portion of the survey area, where bedrock
was nearly at surface and sometimes outcropping. As well, depth picks
which deviated more than 20 m from the initial guess based on nearlyg either only borehole data or including both borehole and AEM data. Small black dots in-
overlay in Variation 2 represents increasing uncertainty in depth prediction.
Fig. 9. Results of the cross-validation showing RMS error of the bedrock depth predictions versusmean spacing of the input boreholes. Plots compare accuracy of themodels when AEM is
used or disregarded, as well as the relative performance of Variations 1 and 2. B) and D) calculate RMS based only on model predictions in river valleys at Uåa and Vorma.
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tional depth pick rejections in a few isolated instances.
Evaluation of Variation 1 by cross validation shows that using AEM
in this way can have a signiﬁcant comparative advantage over using
only boreholes tomap depth to bedrock depending on the spatial distri-
bution of boreholes. (Fig. 9A) shows that at large borehole spacings,Fig. 10. Cross-validation shows that adding AEM data does not improve the depth to bedrock p
proves the accuracy of the depth to bedrock prediction by up to 13m in some locations (blue an
and are of a lower magnitude than the improvements.the average error of the algorithm's depth to bedrock predictions (as
expressed in root mean squared (RMS)) tends to be far less than the av-
erage error of the borehole only method. This comparative advantage
decreases as borehole spacing decreases. The crossover point is at ap-
proximately 70 m, roughly half the nominal AEM survey line spacing.
Below this point, integrating AEM adds more error to the depth torediction at most locations (black/approximately zero). However, including AEM data im-
d white/negative). Reductions in accuracy by adding AEM (red/positive) are less frequent
Fig. 11.Unit cost of data collection as a function of target accuracy of the depth to bedrock
model. Red and blue labels along the curves indicate themeanborehole spacing associated
with the survey. See the Appendix A for derivation of cost models.
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the interpolator has more difﬁculty with outliers, with depth at shallow
locations being overestimated, and underestimated at deep bedrock lo-
cations. No other signiﬁcant trends regarding RMS and bedrock depth
were found.
Fig. 9A only shows average prediction error and does not account for
spatial variation. In most locations, including AEM data does not have a
substantial effect on prediction error due to the limited bedrock depth
variation in between boreholes. However, in areaswith steeper bedrock
topography and local maxima andminima, such as the river crossing at
Uåa, the comparative advantage of including AEM data versus only
using borehole data increases signiﬁcantly (Fig. 9B).
Evaluation of Variation 2 shows a similar effect (Fig. 9C).When com-
paring the combined AEM and borehole interpolators between Varia-
tions 1 and 2, the second one does appear to have a slight edge in
accuracy. The crossover point between Variation 2 and kriging onlyFig. 12. Probability map of encountering bedrock less than 10 m deep, ausing borehole depths is also similar, at 90 m mean borehole spacing.
However, the average comparative advantage between using both
data sets and only boreholes for Variation 1 is much larger than that
seen in Variation 2. Nevertheless, the advantage is location dependent
too, and produces a modestly better model in locations of difﬁcult ter-
rain (Fig. 10).
Variation 2 does have some weaknesses. Beyond a certain mean
borehole spacing, Variation 2 completely fails. When most boreholes
are further apart than the average correlation distance (or the range
in the vocabulary of variogram modeling), a meaningful theoretical
semi-variogram cannot be ﬁt because the experimental one derived
from the boreholes has no data for small offsets. Furthermore, standard
Z-score calculations show that the prediction error estimates should be
1.6 times larger, meaning they are underestimates. No obvious spatial
relationship between location and magnitude of underestimate were
found. For comparison, calculating z scores for depth predictions using
only boreholes and ordinary kriging gives an average score of 1.
5. Discussion
The three stated goals for the depth to bedrock tracking have been
met, to varying degrees. Variable bedrock threshold resistivities ranging
overmore than an order ofmagnitudewere used to select depth to bed-
rock from resistivity models in two different ways. While Variation 1
lacked uncertainty estimates, those computed by Variation 2 were use-
ful for visualizing the extent of reasonable depth to bedrock predictions,
despite being an underestimate. Finally, while some parameter selec-
tion is required from the users to select appropriate values for some in-
terpolator parameters, the algorithm offers a large improvement over
earlier attempts to extract depth to bedrock from these data sets.
The cross-validation performed indicates that integrating AEM in
early phases of geotechnical site investigations in this way can indeed
reduce site investigation costs. Fig. 9 shows that when boreholes are
sparsely distributed, adding AEM data using this algorithm leads to a
substantial enhancement in bedrock model accuracy. This gain in accu-
racy is much more substantial when data is too sparse for kriging to be
possible and simple interpolators from Variation 1 must be used.
However, these ﬁgures also show the limitations of using AEM as a
detailed bedrock mapping technique. At 125 m line spacing, the survey
is already near the lateral resolution limit of themethod. It appears thatpotentially useful planning tool for later phases of site investigation.
Table 2
Estimated typical unit costs for drilling.
Drilling technique Cost per 20 m hole (Norwegian Kroner)
Total sounding 10,000
Rotary pressure sounding 8500
Fig. 13. A comparison of algorithm performance in different, hypothetical geological scenarios. A) a case like the project presented, where there is a sharp boundary between bedrock and
overburden resistivity and the difference in resistivity magnitude between domains is large. B) a case where the bedrock-overburden contact has a gradual transition in resistivity. C) A
case where the difference in resistivity between overburden and bedrock is not as large.
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tinues to equally weigh the imprecise depth estimate from the resistiv-
ity model and the precise borehole measurements, resulting in an
accuracy reduction rather than an improvement. This treatment may
not be appropriate because the depth measurements and depth picks
based on AEM have very different uncertainties associated with them.
Regardless, even if this weakness is addressed, the algorithm perfor-
mance cannot be expected to outperform a measured data set with a
resolution that exceeds that of the geophysical method itself.
Based on estimated unit costs for boreholes and performing an AEM
survey and on the average trends in Fig. 9, we have attempted to quan-
tify the cost savings potential that AEM could have provided in this
case. Fig. 11 shows unit cost (in Norwegian Kroner per square kilome-
ter) of data acquisition as a function of the target accuracy for the ﬁnal
depth to bedrock model, expressed as the RMS error. Our analysis
shows that for early phases of site investigation, combining AEM and
borehole data using this algorithm could have provided a comparably
accurate bedrock model for 1000 to 10,000 NOK less per line-km of
AEM survey (approximately $160 to $1600 USD per line-km) than a
ground investigation based on boreholes alone. Details of this calcula-
tion are provided in an Appendix A. This is only a ﬁrst-order estimate
given that, among other factors, the uncertainty of the correlation be-
tween RMS andmean borehole spacing is not considered. This compar-
ison is also site speciﬁc, as the spatial variability of depth and bedrock
resistivity play a role in the relative accuracy of each algorithmvariation.Furthermore, we have assumed that the cost of collecting AEM data is
internal; in some cases, public or third-party datasets (e.g. mineral ex-
ploration data) may be used as algorithm input instead. These factors
considered, we take the results as evidence that tracking depth to bed-
rockwith this algorithm could have provided large cost savings for early
survey results for the E16 highway project, and may be able to do the
same for similar engineering projects in the future.
An important caveat is that this preceding cost analysis only con-
siders average trends; actual cost savings provided by AEM may be
greater than suggest by Fig. 11. The algorithmusingAEMdata is not pre-
cise enough for detailed bedrockmapping, yet it can still reduce theﬁnal
number of boreholes used by giving an early indication of where high
priority areas are. For instance, while including AEM data only provides
minor gains in accuracy in ﬂat areas, it more accurately images locations
where bedrock topography varies signiﬁcantly. Using this, areas with-
out higher spatial variability can be selected formore detailed investiga-
tion. The depth uncertainty estimates can also be used to map the
probability of encountering bedrock within a certain depth interval
Fig. 14. Plots of two intermediate functions which are combined to model cost as a func-
tion of Depth to bedrock prediction accuracy.
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are too sparsely sampled, the resulting depth map may be used to esti-
mate the spatial variability of depth, a valuewhichmay be used to select
an appropriate sample spacing for later stages of the survey. Hence, by
carefully considering of the spatial trends observed in an early AEM sur-
vey, further reductions in the number of boreholes needed are possible.
The applicability of this method in future projects may also differ
because of challenges with this particular AEM data set. With more than
1/3 of AEM data points excluded due to noise, low signal, or inversion
model uncertainty, issues with data quality undoubtedly reduced the
gains obtained by including AEMdata. For parts of the survey a frequency
domain system may have been more robust to electric interference and
also could have resolved even shallower bedrock depths du to bandwidth
difference between frequency- and time domain systems. The primary
target of the survey, however, were the areas with tens of meters with
conductive clay andhigh resolutionof subtle resistivity variationswas im-
portant for quick clay delineation. Thus, SkyTEM302was the ideal system
for this survey. If this algorithm is applied in areas where data quality or
challenging inversion situations are not as problematic, we anticipate an
improved performance over that demonstrated in this case study.Table 3
Best ﬁt relationships between RMS of depth predictions and mean borehole spacing (s)
given in Fig. 9.
Variation 1 Variation 2
AEM and
Boreholes
RMS = 5.771 ∗
log10(s)− 4.744
RMS ¼ 5:696  log10 sð Þ−4:766; for sb350mUndefined; sN350

Boreholes
Only
RMS = 7.986 ∗
log10(s)− 8.786
RMS ¼ 7:805  log10 sð Þ−8:909; for sb350m
Undefined; sN350
Other study areas may present challenges that were not encountered
in this project. Some of these could be overcomewith slightmodiﬁcations
to the algorithm. The magnitude of resistivity contrast between layers
could be smaller (Fig. 13c) where, for example, large shear zones with
more conductive minerals or water-ﬁlled fractures are present. The
existing depth-selection method would assign a very large uncertainty
in such a case, but including resistivity gradients as an additional criterion
for depth selection couldhelp reduce that uncertainty.Whendetermining
the bedrock threshold resistivity at borehole locations in Step 1, it was as-
sumed data points at a similar depth were representative of bedrock re-
sistivity. This may not necessarily be the case where there are larger
vertical discontinuities in resistivity, whether due to a geological contact
or a fault. When using the same variogram model for interpolation,
kriging does not take into account the variability of nearby data points
when determining a variance value, but rather only their spatial arrange-
ment. This error could be avoided by including a priori information about
geological structures by, for instance, setting linear boundaries across
which data points cannot be accessed for interpolation, or by dividing
the study area into geological domains where spatial variability is
modeled separately. Our method may be more difﬁcult to adapt in
other geological conditions. It is common in Canada and Scandinavia for
weathered, conductive layers to have been removed by recent glacial ero-
sion, but this is not the case in other areas of the world (Palacky, 1987). A
more gradual transition in resistivity would have led to a greater uncer-
tainty in the depth selection (Fig. 13b). Although in Variation 2, Step 3
our algorithm does give more weight to the initial depth estimate based
on nearby boreholes when the AEM data is unable to give a precise
depth selection, that larger uncertainty is not accounted for when inter-
polating in Step 4when creating the ﬁnal depthmap. Thus, while data ac-
quisition and inversion were challenging in our study area, this was an
ideal case in terms of strong resistivity contrasts, sharp bedrock-
overburden contact, and lack of major, discrete geological structures.
Aside from these modiﬁcations to improve the versatility of this tool
for other geological settings, there are several changes that would im-
prove overall performance. The highest priority change would be ac-
counting for differences in data point uncertainty when interpolating.
This applies primarily to Step 4, where precise borehole measurements
and imprecise resistivity model depth picks are combined to create a
depth map. A more probabilistic approach would improve the perfor-
mance of the interpolator in caseswhere borehole spacing is approaching
(but is still more sparse than) the lateral resolution of AEM. Second, the
reasonwhy the uncertainty estimates calculatedbyVariation2 are under-
estimates remains unclear. The variogrammodeling and kriging gives ap-
propriate variance estimates when excluding AEM data using only
borehole information. Hence, the underestimate is likely due either to un-
certainty values in the inversion model being too low or due the PDFs
being combined in an inappropriateway in Step 3. Incorporating sensitiv-
ity values aswell as uncertainties from the inversion outputmay also help
address this. Finally, aside from providing uncertainty estimates, using
kriging in Variation 2 provided only small accuracy advantages over Var-
iation 1. The ordinary kriging approached did not use existing trends in
the data or account for changes in spatial variability over the 30 km
long survey extent. More advanced methods such as using Bayesian
kriging, accounting for directional anisotropy, or using location-
dependent variogram models rather than an area-wide model may war-
rant investigation (Boisvert, 2010; Omre and Halvorsen, 1989).
6. Conclusion
We have successfully created a depth to bedrock tracking algorithm
which combines AEM and borehole data and can account for variable
bedrock resistivity. We can quantify prediction error given sufﬁcient
borehole information, yet these are underestimates. Finally, while
some user input is required to ﬁnd reasonable bounds on interpolation
parameters, the algorithm is far more efﬁcient than the cognitive
modeling approach previously used in this project.
190 C.W. Christensen et al. / Journal of Applied Geophysics 119 (2015) 178–191Evaluation of the algorithm developed shows that the cost of site in-
vestigations can be signiﬁcantly reduced by using thismethod. Based on
our cross-validation of the algorithm, combining AEM and borehole
data in this way can reduce costs for this type of site investigation by
1000 to 10,000 NOK/km depending on the desired accuracy of the
depth to bedrock model. The tool is only applicable to early phases of
site investigation, however, due to the precision limits of the geophysi-
cal measurements themselves.
Despite the measurement resolution limitations, by using AEM this
algorithm in an early phase of site investigation, we can (a) identify
zones where shallow bedrock is likely to be; (b) identify areas of steep
or locally anomalous of bedrock topography; and (c) estimate the spa-
tial variability of depth, giving amore informed choice of borehole spac-
ing. Acquiring a detailed depth to bedrock model should typically be
more cost efﬁcient by using AEM because secondary phases of drilling
can be planned to target high-priority areas. The degree to which this
is feasible is likely very site-dependent. The potential beneﬁts of using
the algorithmwere limited by issues with data noise from ground infra-
structure, low signal, and large uncertainties in the inverted resistivity
model. However, the contrast between overburden and bedrock resis-
tivity was strong in our example. We suspect that with some modiﬁca-
tions, our method may be applied to cases where geological conditions
are not ideal for mapping the bedrock-sediment interface, but further
testing is required.Acknowledgments
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The cost of data collection per line km of AEM data was the com-
bined total of borehole and AEM data costs:
data collection cost
line km
¼ borehole cost
line km
þ AEM cost
line km
:
Estimating a unit cost for the AEM survey is non-trivial as factors
such as survey size, survey location, season and the system/contractor
selection play a signiﬁcant role in the pricing of the survey. The costs
for the AEM survey in the project presented were comparably high for
a number of reasons. Potential ﬁnal project cost savings may thus be
considered a minimum estimate. The AEM cost estimate is based on
860,000 NOK for a project of this size, based on 178 survey line km
(not including processing and inversion). This gives a value of
approximately 4,830 NOK per line km.The unit cost of boreholes is given by:
borehole cost
line km
¼ cost
borehole
 borehole
area
 area
line km
The cost per borehole was estimated using typical costs for geo-
technical and geophysical work during the 2014 project (Table 2).
In this particular project, roughly 92% of boreholes were rotary pres-
sure soundings and 8% were total soundings. Hence, the weighted
mean cost of boreholes for further calculations was 8,620 NOK per
20 m hole.
Formost of the survey area, boreholeswere arranged on a nominally
rectangular grid. Hence, for a given spacing s, the density of boreholes
per unit area was:
borehole
area
¼ 1 hole
s2 km2
The footprint of a typical AEM line was estimated to be 125 mwide.
Combining these assumptions together, the unit cost of borehole data as
a function of mean borehole spacing is:
borehole cost
line km
¼ 10260NOK
hole
 
 1 hole
s2 km2
 
 0:125 km 1kmð Þ
line km
borehole cost
line km
¼ 1282:5
s2
NOK
line km
Unit cost of data collection as a function of borehole spacing is given
in Fig. 14A.
The RMS error of a bedrock depth model was modeled as a function
depth of borehole spacing (Table 3) using the results of the algorithm
cross evaluation shown in Fig. 9.
Two piecewise functions were constructed: one for the AEM and
Boreholes algorithm, and one for the boreholes only interpolation. For
a given borehole spacing, the functions returns either the RMS of the
model calculated by either Variation 1 or Variation 2, selectingwhichev-
er value was smaller (Fig. 14B).
The ﬁnal cost analysis Fig. 11 was constructed by plotting borehole
spacing, data collection cost, and RMS in three dimensions, and then
looking at the desired 2D section.
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