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Abstract In this paper, we focus on real-life set-
tings that require the development of new models of
flowshop scheduling problems, where job processing
times can increase with the number of processed jobs
due to the aging effect and decrease by the allocation
of additional resource. We analyse the makespan min-
imization flowshop problem with such model and also
with the aging effect only. We prove that the considered
problems and their special cases are still polynomially
solvable under given conditions, and on their basis, we
provide optimal polynomial time solution algorithms.
Keywords Scheduling · Flowshop · Aging effect ·
Deteriorating · Resource allocation
1 Introduction
In many industrial systems, the processing times of
jobs can increase due to deterioration of machines that
has a negative influence on the total output. On the
other hand, additional resources allocated to jobs can
decrease their processing times, but it also increases the
production cost (e.g. financial, environmental etc.).
In particular, such problems occur during the pick-
ling process that accompanies galvanization and plays
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a significant role in various industry sectors, where gal-
vanized steel is an essential fabrication component (e.g.
aircraft and car industries). It follows from the fact that
metal items have to be cleaned before exposing them
to further treatment (see [24]). This cleaning process,
called pickling, consists of at least two stages. In the
first one, a human worker prepares items and operates
the bath, and in the second, the items are exposed to
the pickling process that is one of the most important
stages in metal finishing [8, 24]. However, the number
of stages can be greater, since pickling can consist of
two stages on its own [24] or it is preceded by such
activities as removal of grease, oil, polishing or drawing
compounds etc. [9].
The mentioned method of cleaning metal surfaces is
based on immersion of metal items into pickling baths
that remove a metal dirt (e.g. metal oxides, heat tread
scale and foreign metals) from pickled parts. The com-
position of a pickling bath (e.g. hydroxides: potassium,
sodium; acids: nitric, hydrochloric, hydrofluoric, sul-
phuric) and its parameters (e.g. metal pickling/cleaning
time) depends on a type of a cleaned surface (e.g.
steel, copper, aluminium, magnesium alloys); for more
details, see [8]. However, during pickling process, the
parameters of the bath (an active substance) change.
For example, pickling of a stainless steel causes that the
concentration of hydrochloric or sulphuric acid in the
bath decreases and the concentration of ferrous salts
increases—that slows down the etching rate. The mea-
surable result is the time required to clean an individual
metal item increases as more dirt (e.g. foreign metals)
is dissolved in the pickling bath [19].
When the pickling/cleaning time is too long, the
active substance can be added or the bath is changed.
However, the active substance, even if it is worn
136 Int J Adv Manuf Technol (2012) 62:135–145
out, must be chemically neutralized, since the remains
of acid or alkalis can be still active and dangerous
for human and the natural environment—especially
for ground and surface water [8]. In some cases, the
efficiency of pickling can be improved for individual
items without adding the active substance or changing
the pickling bath. One of such methods is heating up the
bath, since its activity can be controlled by temperature.
For instance, in the case of a pickling bath based on
sulphuric acid, heating it up by 10◦C increases the
pickling (cleaning) speed by about 70%. To increase
the activity of this type of pickle to a maximum, it is
heated up to 95◦C (see [24]).
At first, note that the pickling process consists of
at least two stages; therefore, we can express it as
a flowshop scheduling problem. However, the classi-
cal flowshop scheduling problems (with constant job
processing times) are perceived to be more interesting
in a theoretical context than as a practical research
[10]. It follows from the observations that algorithms
constructed on the basis of the classical models usually
provide unsatisfactory (unstable) solutions for real-life
flowshop problems, since these models do not take into
consideration additional factors that are significant in
practice, e.g. sequence-dependent setup times [16, 20]
or variable processing times [2, 4, 5, 23, 27, 31]. To this
group belong the described real-life problems, where
a deterioration of machines (understood as chemical
cleaning baths, lathe machines, human workers etc.)
or allocation of additional resources to jobs (e.g. a gas
that heats up the pickling bath) affects the production
parameters such as job processing times. Therefore, to
construct efficient solution algorithms, we have to de-
velop more precise models that take into consideration
the fundamental aspects of the described systems, i.e.
the decreasing efficiency of machines (e.g. the pickling
bath) and allocation of additional resources (e.g. a gas
that heats up the pickling bath).
In the scheduling theory, there are two approaches
to model the first aspect. One assumes that the job
processing times are non-decreasing functions of their
starting times. In this case, the phenomenon is known
as “deteriorating effect” and has been extensively stud-
ied in the last decade (e.g. [4]). However, scheduling
models consistent with this approach are not relevant
to many real-life industrial problems. It is especially
significant for flowshop environments, where deterio-
ration does not take place (or it is negligible) during
idle times of machines, e.g. the efficiency of the pickling
bath does not change or it is negligible if no elements
are in the bath. Such inconveniences are absent in the
approach called “aging effect” (see [12, 18, 32]) and
sometimes “deteriorating” (see [17, 28, 29]), in which
job processing times are described by non-decreasing
functions dependent on the actual condition (fatigue)
of machines affected by already processed jobs. There-
fore, in this paper, we will use the aging models to
express the decreasing efficiency of a pickling bath.
Note that the similarity of jobs usually allows to assume
that a machine (e.g. understood as a bath) deteriorates
with the number of processed jobs [15, 33].
The second aspect, the improvement of machine
efficiency (e.g. of the bath by heating up the pickle
using an additional energy), can be modelled by addi-
tional resources (e.g. [2, 11, 22]), i.e. gas or electric en-
ergy (to heat up the pickle) and/or the active substance.
However, the additional usage of the active substances
should be avoided, since they are hazardous to the
natural environment. Therefore, we will exclude this
approach from further consideration.
Therefore, in this paper, we will express the dis-
cussed problems as flowshop scheduling problems with
the aging effect and additional resource allocation,
where the processing time of each job can be described
by a function that is non-decreasing with respect to the
number of processed jobs (e.g. the number of cleaned
items that models impurity degree of the pickling bath)
and decreasing with respect to the additional resource
allocated to a job, e.g. electrical energy that reduces the
negative results of the aging effect (see [22]). We prove
some properties of the analysed problems, and on their
basis, we construct optimal polynomial time algorithms
that can be easily used by practitioners. Since some
of the proposed algorithms are dedicated for prob-
lems with arbitrary aging/deteriorating characteristics,
then in such cases the complete knowledge about the
optimized system (job parameters) is not required to
construct an efficient schedule.
Although the considerations presented in this paper
are dedicated to the optimization of pickling and galva-
nization processes, they can be applied for other similar
problems that can be found in many other manufactur-
ing systems, in which, for instance, tiredness of human
workers (e.g. [6, 7]) or tool wear of lathe machines (e.g.
[26]) affect the production output.
The remainder of this paper is organized as follows:
Section 2 contains the problem formulation. Properties
of the problems and resulting optimal polynomial time
algorithms are provided in Section 3. The last section
concludes the paper.
2 Problem formulation
There are given a set J ={1,. . ., n} of n jobs (e.g. pick-
ling of individual metal items or batches of such metal
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items that can be cleaned together in the same bath)
and m machines (e.g. the pickling baths or cleaning
stages), namely M={M1,. . ., Mm}. Each job j consists
of a set O={O1, j, . . . , Om, j} of m operations (e.g.
cleaning activities related with particular stages). Each
operation Oz, j has to be processed on machine Mz
(z=1,. . ., m). Jobs (operations O1, j) are available for
processing on M1 at time 0, and operation Oz+1, j may
start only if Oz, j is completed. Due to the technological
constraints (e.g. the order of cleaning activities such as
polishing and pickling is fixed and the same for each
cleaned metal item), it is assumed that machines have to
process jobs in the same order; it is called a permutation
flowshop. Since the capacity of a bath is limited and
to avoid undesired chemical reactions between items
of different metal kinds that occur if they are cleaned
together, it is required that each machine can process
at most one job (e.g. metal items of the same kind) at a
time. Moreover, the technological requirements usually
force that jobs cannot be preempted. We also assume
that there are no precedence constraints between jobs.
Further, instead of operation Oz, j, we say job j on
machine Mz.
To model the aging effect, the processing time p(z)j (v)
of job j that is scheduled in position v in a sequence
on machine Mz (z = 1, . . . , m) is defined as a non-
decreasing positive function dependent on its position
v (i.e. the number of previously machined products, v −
1). Moreover, each job j is characterized by its normal
processing time a(z)j on machine Mz that is defined as
the time required to process a job if the machine is




In practice, it can be difficult to provide the exact
shape of the aging characteristic p(z)j (v); therefore, we
consider aging models, where the processing time of job
j on machine Mz is described by one of the following:
p(z)j (v) = a(z)j · f (v), (1)
p(z)j (v) = a(z)j + h(v), (2)
p(z)j (v) = a(z)j + b (z)j v, (3)
where b (z)j is the linear aging ratio of job j on ma-
chine Mz, f (v) and h(v) are positive non-decreasing
functions dependent on a job position in a sequence
and f (1) = 1 and h(1) = 0 for z = 1, . . . , m and j =
1, . . . , n. Observe that model 1 includes in particular
model pj(v) = a jvα (see [3]) as a special case (where
α is an exponential aging ratio common for all jobs).
These characteristics can approximate more complex
aging functions; therefore, they can be applied by prac-
titioners more likely.
In the further part of the paper, we use the follow-
ing notation for the special cases of these functions:
If a(z)j =a(w)j and b (z)j =b (w)j for j=1, . . . , n and w, z=
1, . . . , m (z = w), then a(z)j =a j and b (z)j =b j, respec-
tively; if a(z)j =a(z)k and b (z)j =b (z)k for j, k = 1, . . . , n ( j =
k) and z = 1, . . . , m, then a(z)j =a(z) and b (z)j =b (z), re-
spectively; if a(z)j =a(w)k and b (z)j =b (w)k for j, k=1, . . . , n
( j =k) and z, w=1, . . . , m, then a(z)j =a and b (z)j =b ,
respectively.
For the m-machine permutation flowshop problems,
the schedule of jobs on the machines can be unam-
biguously defined by their sequence (permutation). Let
π = 〈π(1), . . . , π(i), . . . , π(n)〉 denote the sequence of
jobs on machines (permutation of the elements of the
set J), where π(i) is the job processed in position i
in this sequence. By  we will denote the set of all
such permutations. Thus, for the given sequence π ∈
, we can determine the completion time C(z)π(i) of a
job scheduled in the ith position in a sequence π on








where C(0)π(1) = C(z)π(0) = 0 for z = 1, . . . , m and C(1)π(i) =∑i
l=1 p
(1)
π(l)(l) is the completion time of a job placed in
position i in the permutation π on M1.
The objective is to find such a schedule π of jobs on
the machines that minimizes the maximum completion
time (makespan) Cmax(π)  maxi=1,...,n,z=1,...,m{C(z)π(i)}
that is Cmax(π)  C(m)π(n). Formally, the optimal schedule
π∗ for the makespan minimization problem is defined





flowshop problems with models 1, 2 and 3 according
to the three field notation scheme X | Y | Z will be
denoted as Fm|p(z)j (v) = a(z)j · f (v)|Cmax, Fm|p(z)j (v) =
a(z)j + h(v)|Cmax and Fm|p(z)j (v) = a(z)j + b (z)j v|Cmax,
respectively.
As was mentioned in the previous section, in many
real-life problems, the negative influence of the aging
effect on the time required to process a job can be
decreased by the allocation of additional resources (e.g.
fuel, electrical energy etc.). For instance, the wear of
the pickling bath increases the cleaning time for metal
items; however, it can be decreased for the items ac-
tually in the bath by heating it up. Let u(z)j denote
such an additional resource amount allocated to job
j on machine Mz that can model electrical energy
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or a gas, which heats up the pickling bath. On this
basis and following [22], the processing time of job




j ), is given by a function
dependent on position v of job j in a sequence and on






= p(z)j (v) − γ (z)j u(z)j , (5)
where p(z)j (v) is a non-decreasing function of job j
dependent on its position v in a sequence and γ (z)j is
the resource ratio of job j on machine Mz that de-
notes the decreasing of its processing time depending
on the amount of allocated resource u(z)j to job j on
machine Mz.
Apart from the presented above model with the
aging effect p(z)j (v) and resource allocation, we also





= a(z)j + b (z)j v − γ (z)j u(z)j . (6)
Observe that the amount of a resource allocated to
a job is usually limited in practice due to various tech-
nological restrictions, e.g. the range of the temperature
of the pickling bath for each job is bounded. Therefore,
it is assumed that there are constraints on the amount
of a resource allocated to job j on machine Mz defined
as follows: u(z)j ≤u(z)j ≤u(z)j , where u(z)j and u(z)j are the
minimal and maximal amount of the resource that can
be allocated to job j on machine Mz, respectively,
and 0≤u(z)j ≤u(z)j . Furthermore, the practical aspects
(e.g. a company environmental policy or other financial
requirements impose that there is a global restriction








Note also that u(z)j >0 can be reduced to u
(z)
j =0
(for j = 1, . . . , n and z = 1, . . . , m) by the following





u(z)j =u(z)j −u(z)j and p(z)j (v, u(z)j )= p(z)j (v, u(z)j )−γ (z)j u(z)j .
Therefore, for convenience, we assume that u(z)j = 0 for
j = 1, . . . , n and z = 1, . . . , m.
Now we will formulate the problems with
the aging effect and resource allocation. Let
u = 〈u(1), . . . , u(z), . . . , u(m)〉 be the resource allocation,
where u(z) = 〈u(z)1 , . . . , u(z)j , . . . , u(z)n
〉
is the resource
allocation to jobs on machine Mz and recall that u
(z)
j is
the resource amount allocated to job j on machine Mz.
On this basis, for a given schedule π and resource
allocation u, we can determine the completion time of



















π(l)) is the completion time of
a job placed in position i in the permutation π on M1
with the given amount of allocated resource u.
The objective is to find such a schedule π and
resource allocation u that minimize the makespan
Cmax(π, u)maxπ∈,u∈U{C(m)π(n)(u)}, where U denotes
the set of all feasible resource allocations. Formally, the
optimal schedule π∗ and resource allocation u∗ for the
makespan minimization problem is defined as follows:





Above we have introduced a new general model
of flowshop scheduling problems with the aging effect
and additional resource allocation that can describe
many real-life settings, where the negative influence of
the aging effect on different production stages can be
counteracted by the allocation of additional resource.
However, in the further part, we will analyse its special
cases with two machines, where job processing times on
M2 are constant, i.e. p
(2)
j (v) = a(2)j and u(2)j = 0 (thereby
u(2)j = 0 and γ (2)j = 0) for j, v = 1, . . . , n. Thus, there is
no aging nor possibility to allocate additional resource




j ) = a(2)j (for j, v = 1, . . . , n). How-
ever, it models following real-life settings, e.g. pickling
(affected by aging and alternatively improved by the
allocation of additional resource) is the first stage and
galvanization (with constant job processing times) is the
second stage of a manufacturing process.
Since the resource allocation is related only with M1,
therefore, for convenience, we will use the following
notation: u(1)j = u j, u(1)j =u j, γ (1)j =γ j (for j=1, . . . , n),




j=1 u j ≤ Rˆ;
furthermore b (2) =0 for Eq. 6 and m=2. The analysed
problems in the three-field notation scheme will
be denoted as F2|p(1)j =a(1)+b (1)v−γ ju j, p(2)j (v, u j)=
a(2), u¯j = u,∑ uj ≤ Rˆ|Cmax, F2|p(1)j (v, uj) = a(1)j +b (1)v−
γ u j, p
(2)
j (v, u j)=a(2),
∑
u j ≤ Rˆ|Cmax and F2|p(1)j (v, uj)=
p(1)(v)−γ u j, p(2)j (v, u j)=a(2)j , u¯ j =u,
∑
u j ≤ Rˆ|Cmax.
3 Properties and solution algorithms
In this section, we will provide optimal polynomial
time algorithms that solve the problems formulated in
Int J Adv Manuf Technol (2012) 62:135–145 139
Section 2. First we will analyse problems with the aging
effect only and next cases, where the aging effect can be
decreased by the allocation of additional resource.
3.1 Problems without additional resource allocation
In this part, we will analyse problems with the aging
effect only. In such cases, the system objectives cannot
be improved by the additional resources; however, it
can be done in a limited range by the schedule of
processed jobs.
At first, we will show the Johnson rule [13] that is op-
timal for the classical two-machine flowshop problem
with the makespan minimization is no longer optimal
even for a simple linear aging model, i.e. p(z)j (v) =
a(z)j + bv for z = 1, . . . , m and j = 1, . . . , n.
Example 1 Consider the following instance of the
problem F2|p(z)j (v) = a(z)j + bv|Cmax: a(1)1 = 4, a(2)1 = 8,
a(1)2 = 3, a(2)2 = 3, a(1)3 = 3, a(2)3 = 4, a(1)4 = 1, a(2)4 = 4,
a(1)5 = 8, a(2)5 = 7 and b = 2. The optimal criterion value
is Cmax(π∗) = 63 for π∗ = {4, 1, 5, 3, 2}; on the other
hand, Johnson’s algorithm provides a schedule π =
{4, 3, 1, 5, 2} with Cmax(π) = 64.
Now, we will provide some useful expressions.
Namely, following [1] and [14], the completion time of










where Iπ(l) denotes the idle time on M2 immediately
before the start time of π(l), i.e. between finishing job
π(l − 1) and starting π(l) for l = 1, . . . , i. The total idle

































Next, we will consider problems with ordered job
processing times that application to model practical
settings was justified in [25]. Namely, we will say
that job processing times are ordered if a(1)j > a
(2)
j for
j = 1, . . . , n and a(1)j > a(1)k implies a(2)j > a(2)k for j, k ∈
{1, . . . , n} and j = k; in the three-field notation scheme,
it will be denoted by ord.
On the basis of Eqs. 8 and 9 and using the well-
known job interchanging technique, we can easily prove
the following property:
Property 1 The problem F2|p(z)j (v)=a(z)j · f(v),ord|Cmax
can be solved optimally in O(n log n) steps by schedul-
ing jobs according to the non-increasing order of the
normal job processing times a(z)j for fixed z (z ∈ {1, 2}).
Proof The proof will be done in the same way as a
proof for a similar problem with the learning effect by
Koulamas and Kyparisis [14].
Assume there is given an optimal permutation π ,
which does not hold the rule from the thesis of this
property. Therefore, for this permutation, there exists
a pair of jobs π(i) and π(i + 1), where a(z)π(i) < a(z)π(i+1)
for z = 1, 2. Assume there is given a permutation π ′,
which has been obtained from the permutation π by
interchanging the jobs from the ith and the (i + 1)th
position. It is easy to notice that p(z)
π ′(l)(l) = p(z)π(l)(l) and
Yπ ′(l) = Yπ(l) for l = 1, . . . i − 1 and z = 1, 2. Based on
Eqs. 8 and 9, we have














( f (i + 1)− f (i))
+ max{Yπ(i), Yπ(i+1)}
− max{Yπ ′(i), Yπ ′(i+1)}.









max{Yπ(i), Yπ(i+1)} = Yπ(i+1), then C(2)π(i+1)−C(2)π ′(i+1) ≥
Yπ(i+1) − max{Yπ ′(i), Yπ ′(i+1)}. Thus, only two cases
have to be considered: (a) Yπ ′(i) > Yπ ′(i+1) and (b)
Yπ ′(i) < Yπ ′(i+1) for which we have:







f (i + 1) − f (i)
)
> 0,
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For both cases, C(2)π(i+1)−C(2)π ′(i+1) >0; thus, the per-
mutation π cannot be optimal and the non-increasing
order of a(z)j (for fixed z ∈ {1, 2}) gives the optimal
solution to the considered problem. 	unionsq
The following properties can be proved in the similar
manner:
Property 2 The problem F2|p(z)j (v) = a(z)j + h(v),
ord|Cmax can be solved optimally in O(n log n) steps
by scheduling jobs according to the non-increasing
order of the normal job processing times a(z)j for fixed
z (z ∈ {1, 2}).
Property 3 The problem F2|p(z)j (v) = a + b (z)j v, b (2)j =
0|Cmax can be solved optimally in O(n log n) steps by
scheduling jobs according to the non-increasing order
of the ratios b (1)j .
Now, we will focus on the m-machine proportional
flowshop problem, where the processing times of a job
are identical on each machine, i.e. p(z)j (v) = pj(v) for
z = 1, . . . , m and j, v = 1, . . . , n. Proportional flowshop
problems were justified by Pinedo in [21].
Property 4 The problem Fm|p(z)j (v) = a j · f (v)|Cmax
can be solved optimally in O(n log n) steps by schedul-
ing jobs according to the non-increasing order of the
normal job processing times a j.
Proof The proof is similar to that provided by Wang
and Xia [30] for a problem with the learning effect.
Thus, based on [21] and Eq. 7, the makespan for





+(m−1)max{aπ(1) f (1), . . . , aπ(i) f (i), . . . , aπ(n) f(n)}.
(10)
Assume now that π is optimal and it does not hold
the rule from the thesis of this property. Therefore, for
this permutation, there exists a pair of jobs π(i) and
π(i + 1), where aπ(i) < aπ(i+1). Assume there is given
a permutation π ′, which has been obtained from the
permutation π by interchanging the jobs from the ith






(f (i+1)− f (i))+(m−1)max
×{aπ(1) f (1), . . . , aπ(i) f (i), aπ(i+1)
× f (i+1),. . . , aπ(n) f (n)
}−(m−1)max
×{aπ(1) f (1), . . . , aπ(i+1) f (i), aπ(i)
× f (i + 1), . . . , aπ(n) f (n)
}
.
Since aπ(i) <aπ(i+1) and aπ(i+1) f (i + 1)>aπ(i) f (i + 1)
and aπ(i+1)(i + 1) > aπ(i+1)(i), then C(m)π(n) − C(m)π ′(n) > 0.
Thus, π cannot be optimal and the non-increasing order
of the normal job processing times a j gives the optimal
solution to the considered problem. 	unionsq
The following properties can be proved in the same
way:
Property 5 The problem Fm|p(z)j (v) = a j + h(v)|Cmax
can be solved optimally in O(n log n) steps by schedul-
ing jobs according to the non-increasing order of the
normal job processing times a j.
Property 6 The problem Fm|p(z)j (v) = a + bjv|Cmax
can be solved optimally in O(n log n) steps by
scheduling jobs according to the non-increasing
order of the ratios bj.
3.2 Problems with additional resource allocation
In this section, we will analyse the problems with the ag-
ing effect and resource allocation. However, note that
the two-machine permutation flowshop problem with
additional resource allocation only under the makespan
minimization is NP-hard if resource ratios are identical
on M1 and job processing times are constant on M2
(see [11]), i.e. F2|p(1)j (u j)=a(1)j −γ u j, p(2)j =a(2)j ,
∑
u j ≤
Rˆ|Cmax. Nevertheless, we will prove properties of opti-
mal solutions for the cases formulated in Section 2. On
this basis, we will provide for them optimal polynomial
time algorithms.
First, we provide useful expressions that are based
on Eqs. 8 and 9. Namely, the completion time of a job






π(l) + max1≤v≤i{Yπ(v)(u)}, (11)














On this basis, we prove the following properties:
Property 7 The problem F2|p(1)j = a(1) + b (1)v − γ ju j,
p(2)j (v, u j) = a(2), u¯ j = u,
∑
u j ≤ Rˆ|Cmax can be solved
optimally in O(n log n) steps by allocating the resource
in the non-increasing maximal possible amount starting
from the jobs with the maximal value of parameter γ j
and by scheduling jobs according to the non-increasing
values of resource ratios γ j.
Proof To prove that the solution consistent with this
property is optimal, at first we will show that the re-
source should be allocated up to the maximal possible
amount starting from the jobs with the maximal value
of parameter γ j. Assume there is given a fixed arbitrary
schedule π . Furthermore, assume there is given an
optimal resource allocation u, which does not comply
with the thesis of this property, i.e. there exists at least
one pair of jobs π(h) and π(k) (1 ≤ h < k ≤ n) with
uπ(h) ≤ uπ(k) for which γπ(h) > γπ(k). Let u′ denote a
resource allocation obtained from u by interchanging
the amount of resource allocated to jobs π(h) and π(k).
Since the amount of resource allocated to jobs sched-
uled in positions 1, . . . , i − 1 is the same in u and u′, thus
the difference C(2)





The amount of resource allocated to jobs scheduled in
positions h + 1, . . . , k − 1 is the same in u and u′; thus,
it is sufficient to compare the following two differences:
Yπ(h)(u) − Yπ(h)(u′) = γπ(h)(uπ(k) − uπ(h)) ≥ 0 and
Yπ(k)(u) − Yπ(k)(u′) = (γπ(h) − γπ(k))(uπ(k) − uπ(h)) ≥ 0.








π(k)(u) − C(2)π(k)(u′) ≥ 0; hence, the criterion value
of u′ cannot be greater than that of u. Therefore, in
the optimal solution, the resource is allocated in the
non-increasing amount starting from the jobs with the
maximal value of γ j.
Now, we have to prove that the resource should be
allocated to the maximal possible extent. Assume there
are given a permutation π and an optimal resource al-
location u′, where the resource is allocated according to
non-increasing values of γ j, but not up to the maximal
possible value. Thus, there exists at least two jobs π(h)
and π(k) (1 ≤ h < k ≤ n) for which u′
π(h) = u¯ − π(h),
u′
π(k) = u¯ − π(k), γπ(h) > γπ(k) and u¯ > π(k) > π(h) >
0 and π(h) + π(k) ≤ u¯ follows from u′π(h) + u′π(k) ≥ u¯;
otherwise, there is not enough resource to allocate it up
to the maximal possible amount. Note that if π(h) +
π(k) > u¯, i.e. u′π(h) + u′π(k) < u¯, then we can assume
that the maximum possible amount is equal to the
amount of the available resource, i.e. u¯ = u′
π(h) + u′π(k)
and π(h), π(k) are calculated for the new u¯.
Let u′′ denote a resource allocation obtained from
u, such that the only difference between them is the
amount of resource allocated to jobs in positions h
and k (1 ≤ h < k ≤ n) that is equal to u′′
π(h) = u¯ and
u′′
π(k) = u¯ − π(h) − π(k). As in the previous case, since
the amount of resource allocated to jobs in positions











The amount of resource allocated to jobs scheduled in
positions h + 1, . . . , k − 1 is the same in u′ and u′′; thus,
it is sufficient to compare the following two differences:
Yπ(h)(u′) − Yπ(h)(u′′) = γπ(h)π(h) > 0 and
Yπ(k)(u′) − Yπ(k)(u′′) = π(h)(γπ(h) − γπ(k)) > 0.





hence, the criterion value of u′′ cannot be greater than
that of u′. Therefore, allocating the resource according
to non-increasing values of parameter γ j up to the
maximal possible amount is optimal.
Now, we will prove that in the optimal solution, jobs
should be scheduled according to the non-increasing
values of parameter γ j. Assume there is given an op-
timal fixed resource allocation u′′ and a permutation π ,
which does not comply with the thesis of this property,
i.e. there exists at least two jobs π(i) and π(i + 1) for
which γπ(i) < γπ(i+1). Assume there is given a permuta-
tion π ′, which has been obtained from π by interchang-
ing jobs from the ith and (i + 1)th positions. Since the
sequence of jobs in positions 1, . . . , i − 1 is the same in
π and π ′, thus we have:
C(2)π(i+1)(u
′′)−C(2)π ′(i+1)(u′′)=max{Yπ(i)(u′′), Yπ(i+1)(u′′)}
− max{Yπ ′(i)(u′′),Yπ ′(i+1)(u′′)}.
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On this basis and knowing that
Yπ(i)(u′′) − Yπ ′(i)(u′′) = γπ(i+1)u′′π(i+1) − γπ(i)u′′π(i) > 0
and Yπ(i+1)(u′′)=Yπ ′(i+1)(u′′), the difference C(2)π(i+1)(u′′)−
C(2)π(i+1)(u
′′) is non-negative; hence, the criterion value
of π ′ cannot be greater than that of π . Therefore,
scheduling jobs according to non-increasing values of
γ j provides the optimal sequence for the given optimal
resource allocation. 	unionsq
Algorithm 1
1: Determine initial solution πinit by
scheduling jobs in the non-decreasing
order of p(1)j (1, min{u¯ j, Uˆ}), π∗ =∅, u∗ =0
2: For i = 1 To n
Assign π∗(i)=πinit(i), u∗π∗(i) =min{u¯∗π∗(i),Uˆ},
Uˆ = Uˆ − u∗π∗(i)
3: π∗ is an optimal schedule and u∗ is
an optimal resource allocation
Property 8 The problem F2|p(1)j (v, u j) = a(1)j + b (1)v −
γ u j, p
(2)
j (v, u j) = a(2),
∑
u j ≤ Rˆ|Cmax can be solved op-
timally in O(n log n) steps according to Algorithm 1.
Proof To prove this property, at first we will show that
for the fixed arbitrary schedule, the resource should
be allocated up to the maximal possible amount to
the succeeding jobs starting from the first scheduled
job. Next, we will prove that scheduling jobs according
to the non-decreasing values of p(1)j (1, min{u¯ j, Uˆ}) is
optimal.
To prove that the resource is allocated to the max-
imal possible extent, we assume that for a fixed arbi-
trary permutation π the resource is allocated to suc-
ceeding jobs starting from the first scheduled job, but
not up to the maximal possible amount. Assume that
there is given an optimal resource allocation denoted
by u, where for at least two jobs π(i) and π(i + 1),
the resource is allocated not up to the maximal pos-
sible amount. Therefore, the resource allocation to
jobs π(i) and π(i + 1) is uπ(i) = u¯π(i) − π(i), uπ(i+1) =
u¯π(i+1) − π(i+1), u¯π(i) > π(i) > 0, u¯π(i+1) > π(i+1) > 0
and π(i) + π(i+1) ≤ u¯π(i), π(i) + π(i+1) ≤ u¯π(i+1) fol-
lows from uπ(i) + uπ(i+1) ≥ u¯π(i) and uπ(i) + uπ(i+1) ≥
u¯π(i+1), respectively; otherwise, there is not enough re-
source to allocate it up to the maximal possible amount.
Note that if π(i) + π(i+1) > u¯π(i) and π(i) + π(i+1) >
u¯π(i+1), i.e. uπ(i) + uπ(i+1) < u¯π(i) and uπ(i) + uπ(i+1) <
u¯π(i+1), then we can assume that the maximum pos-
sible amount is equal to the amount of the avail-
able resource, i.e. u¯π(i) = u¯π(i+1) = uπ(i) + uπ(i+1) and
π(i), π(i+1) are calculated for the new u¯π(i) and u¯π(i+1),
respectively.
Let us construct a new resource allocation u′, which
is obtained from u, such that the only difference be-
tween them is the resource allocation to jobs π(i) and
π(i + 1), which is equal to u′π(i) = u¯π(i) and u′π(i+1) =
u¯π(i+1) − π(i) − π(i+1).
The amount of resource allocated to jobs in positions
1, . . . , i − 1 is the same; thus, we have:
C(2)π(i+1)(u)−C(2)π(i+1)(u′) = max{Yπ(i)(u), Yπ(i+1)(u)}
− max{Yπ(i)(u′),Yπ(i+1)(u′)},
Yπ(i)(u) − Yπ(i)(u′) = γπ(i) ≥ 0, and
Yπ(i+1)(u) − Yπ(i+1)(u′) = 0.




′) ≥ 0; hence, the criterion value of u′ cannot
be greater than that of u. Therefore, in the optimal
solution, resource is allocated to the maximal possible
amount to the succeeding jobs starting from the first
scheduled job.
There is given an optimal resource allocation u′.
Assume that there is given an optimal permuta-
tion π which does not hold the rule from the the-
sis of this property, i.e. there exist at least two
jobs i and i + 1 for which pπ(i)(1, min{u¯π(i), Uˆ}) <
pπ(i+1)(1, min{u¯π(i+1), Uˆ}). Based on π , we obtain a se-
quence π ′ in which jobs in positions i and i + 1 are
interchanged. Since the each job processed on M2







π(l)) and Yπ ′(l)(u
′) = Yπ(l)(u′) for l = 1, . . . i − 1
and z = 1, 2, then the completion time of job scheduled
in position i + 1th is equal to:
C(2)π(i+1)(u
′)−C(2)π ′(i+1)(u′)=max{Yπ(i)(u′), Yπ(i+1)(u′)}
− max{Yπ ′(i)(u′),Yπ ′(i+1)(u′)}.
Moreover, since the aging ratio b (1)j is the same for each
job, i.e. b (1)j = b (1), then Yπ(i+1)(u′)=Yπ ′(i+1)(u′). There-
fore, it is sufficient to compare Yπ(i)(u′) and Yπ ′(i)(u′):
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Due to the assumption p(1)π(i)(1,min{u¯π(i),Uˆ}) < p(1)π(i+1)(1,
min{u¯π(i+1), Uˆ}), the difference C(2)π(i+1)(u′)−C(2)π ′(i+1)(u′)
is non-negative; therefore, the criterion va-
lue of permutation π ′ cannot be greater than that
of π . Thus, scheduling jobs according Algorithm 1 is
optimal. 	unionsq
Note that Janiak [11] proposed an algorithm with
complexity O(n2) for the problem F2|p(1)j (v, u j) =
a(1)j − γ u j, p(2)j (v, u j) = a(2),
∑
u j ≤ Rˆ|Cmax (i.e. with-
out the aging effect) that is a special case of the
considered problem (Property 8). However, we have
improved it (Algorithm 1) to solve also cases with the
aging effect, and furthermore, we have decreased its
complexity to O(n log n).
Property 9 The problem F2|p(1)j (v, u j)= p(1)(v) − γ u j,
p(2)j (v, u j)=a(2)j , u¯ j =u(1),
∑
u j ≤ Rˆ|Cmax, where p(1)(v)
is an arbitrary non-decreasing function the same for
all jobs, can be solved optimally in O(n log n) steps by
scheduling jobs according to the non-increasing values
of a(2)j and then by allocating the resource to succeeding
jobs up to the maximal possible amount starting from
the first scheduled job.
Proof To prove this property, at first we will show that
the optimal resource allocation is schedule indepen-
dent. Then, it will be proved that for the fixed arbitrary
resource allocation in the optimal solution, jobs are
scheduled according to the non-increasing values of
a(2)j . Next, we will prove that the resource should be
allocated up to the maximal possible amount starting
from the first scheduled job. According to Eqs. 11 and
12, the completion time of job scheduled in position i




















Observe that the resource is allocated regardless of
the permutation (is job independent), since the crite-















is maximized, i.e. the value of allocated resource is
maximized.
On this basis, we can conclude that the considered
problem can be solved optimally in the following way.
At first, jobs are scheduled according to non-increasing
values of a(2)j , and then resource is allocated to the
maximal possible amount to succeeding jobs starting
from the first scheduled job.
Assume that for the given resource allocation u
there is given an optimal permutation π which does
not comply with the thesis of this property, i.e. the
following inequality holds: a(2)π(i−1) < a
(2)
π(i). Assume there
is given permutation π ′ that has been obtained from the
permutation π by interchanging jobs in positions i − 1
and i. Based on expression 11, we have:






























Since a(2)π(i) < a
(2)
π(i+1), then the difference C
(2)
π(i+1) −
C(2)π ′(i+1) is positive. Therefore, the criterion value of per-
mutation π ′ is not greater than that of π and scheduling
jobs according to the non-increasing values of a(2)j gives
the optimal schedule.
Now, we will prove that the resource is allocated up
to the maximal possible amount starting from the first
scheduled job. Assume that there are given a permu-
tation π and the optimal allocation of the resource u,
which is not allocated in the non-increasing amount.
Therefore, there exists at least one pair of jobs π(i)
and π(i + 1), for which uπ(i) < uπ(i+1). Assume also that
for the permutation π there is given a resource alloca-
tion u′, which is obtained from u by interchanging the
amount of resource allocated to jobs π(i) and π(i + 1).
Since the amount of resource allocated to jobs sched-
uled in positions 1, 2, . . . , i − 1 is the same in u and u′,
then on the basis of expression 11:
C(2)π(i+1)(u) − C(2)π(i+1)(u′) = max{Yπ(i)(u), Yπ(i+1)(u)}
− max{Yπ(i)(u′), Yπ(i+1)(u′)}.
It can be seen that Yπ(i+1)(u) = Yπ(i+1)(u′). Therefore,
it is enough to compare Yπ(i)(u) − Yπ(i)(u′), i.e.





Since uπ(i) < uπ(i+1), then the difference C(2)π(i+1)(u) −
C(2)π(i+1)(u
′) is non-negative. Therefore, the criterion
value of u′ cannot be greater than that of u.
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To prove that the resource is allocated to the maxi-
mal possible extent, we assume that for a fixed arbitrary
permutation π the resource is allocated to succeeding
jobs starting from the first scheduled job, but not up
to the maximal possible amount. Assume that there is
given an optimal resource allocation u′, where for at
least two jobs π(i) and π(i + 1), the resource is allocated
not up to the maximal possible amount; therefore, the
resource allocation to these jobs is u′π(i) = u¯ − π(i),
u′π(i+1) = u¯ − π(i+1), γπ(i) > γπ(i+1) and u¯ > π(i+1) >
π(i) > 0 and π(i) + π(i+1) ≤ u¯ follows from u′π(i) +
u′π(i+1) ≥ u¯; otherwise, there is not enough resource to
allocate it up to the maximal possible amount. Note
that if π(i) + π(i+1) > u¯, i.e. u′π(i) + u′π(i+1) < u¯, then
we can assume that the maximum possible amount is
equal to the amount of the available resource, i.e. u¯ =
u′π(i) + uvπ(i+1) and π(i), π(i+1) are calculated for the
new u¯. Let u′′ denote a resource allocation obtained
from u′, such that the only difference between them is
the amount of resource allocated to jobs in positions
i and i + 1 that is equal to u′′π(i) = u¯ and u′′π(i+1) = u¯ −
π(i) − π(i+1). Since the amount of resource allocated





and Yπ(i)(u′) − Yπ(i)(u′′) = γπ(i) > 0 and
Yπ(i+1)(u′) − Yπ(i+1)(u′′) = 0.
Since the difference C(2)π(i+1)(u
′) − C(2)π(i+1)(u′′) is non-
negative, then the criterion value of u′′ cannot be
greater than that of u′. Therefore, the allocation of
resource in the non-increasing and maximal amount to
the succeeding jobs starting from the first scheduled job
is optimal. 	unionsq
4 Conclusions
In this paper, we analysed real-life problems, which in
particular occur in industrial processes that accompany
metal finishing. To solve them, we developed a new
model of flowshop scheduling problems that takes into
consideration the processing times of jobs can increase
with the number of processed jobs and decrease by the
allocation of additional resource. We proved that some
cases of the considered problems are still polynomi-
ally solvable and provided for them optimal solution
algorithms that can be easily used by practitioners.
Since some of the proposed algorithms are dedicated
for problems with arbitrary aging/deteriorating char-
acteristics, then in such cases the complete knowledge
about the optimized system (job parameters) is not re-
quired to construct an efficient schedule. Furthermore,
they can be also used as heuristics for more complex
settings.
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