Solution of the Rectangularm×nGeneralized Bisymmetry Equation and of the Problem of Consistent Aggregation  by Aczél, János & Maksa, Gyula
 .JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 203, 104]126 1996
ARTICLE NO. 0369
Solution of the Rectangular m = n Generalized
Bisymmetry Equation and of the Problem of
Consistent Aggregation
Janos Aczel*Â Â
Uni¨ ersity of Waterloo, Waterloo, Ontario, Canada N2L 3G1
and
Gyula Maksa²
Kossuth L. Uni¨ ersity, Pf. 12, H-4010 Debrecen, Hungary
Submitted by John Hor¨ athÂ
Received July 26, 1995
DEDICATED TO JURG RATZ ON HIS SIXTIETH BIRTHDAYÈ È
1. INTRODUCTION
We introduce consistent aggregation by the following example others
.could be investment, employment, consumption, etc. . Inputs of n kinds
contribute to the outputs of m producers. The jth producer's output or
.maximal output by some measure depends upon the inputs x , . . . , x toj1 jn
 .that producer through possibly producer-specific microeconomic produc-
 .tion functions F j s 1, . . . , m . The question is, do there exist aggregatorj
 .  .functions for the outputs G and for each kind of inputs G ; k s 1, . . . , nk
so that the aggregated output depend only upon the n aggregated inputs
through a macroeconomic function F. As Table I shows, we get the
 .functional equation of m = n rectangular generalized bisymmetry
G F x , . . . , x , . . . , F x , . . . , x .  . .1 11 1n m m1 m n
s F G x , . . . , x , . . . , G x , . . . , x . 1 .  .  . .1 11 m1 n 1n m n
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TABLE I. Consistent Aggregation of Inputs and Outputs
 .  .Inputs commodities and services Maximal outputs
 .Producers 1 ??? k ??? n production functions
 .1 x ??? x ??? x y s F x , . . . , x11 1 k 1 n 1 1 11 1 n. . . . .. . . . .. . . . .
 .j x ??? x ??? x y s F x , . . . , xj1 jk jn j j j1 jn. . . . .. . . . .. . . . .
 .m x ??? x ??? x y s F x , . . . , xm1 m k m n m m m1 m n
 .Agg- z s ??? z s ??? z s z s G y , . . . , y s1 k n 1 m
   .   .regates G x , G x , G x , G F x , . . . , x ,1 11 k 1 k n 1 n 1 11 1 n ?
 . . .  ..aggre- . . . , x . . . , x . . . , x . . . ,F x , . . . , x sm1 m k m n m m1 m n
.  .gators y s F z , . . . , z s1 n
  .F G x , . . . , x ,1 11 m1
 ... . . ,G x , . . . , xn 1 n m n
Several questions can and should be asked: What are the domains and
ranges of the functions F , . . . , F , G , . . . , G , F, G; and which of these1 m 1 n
functions should be considered as given and which as unknown? We will
consider in this paper quite general domains and ranges. As to the second
question, Wolfgang Eichhorn Department of Economics and OR, Univer-
.sity of Karlsruhe , who called our attention to the problem, informed us
that it is often argued that, if outputs can be measured by their monetary
value, then they can be ``aggregated by addition,'' that is,
G y , . . . , y s y q . . . qy 2 .  .1 m 1 m
and, if the ``kinds of inputs are completely separated,'' even
G x , . . . , x s x q . . . qx k s 1, . . . , n 29 .  .  .k 1 m 1 m
 . can be assumed. If so, then 1 can easily it leads to a ``Pexider equation,''
w x.cf. Section 5 or, e.g., 2, pp. 42]46, 99]101 be solved: under reasonable
 .regularity conditions F , . . . , F and F will be affine linear functions.1 m
However, production functions used in practice, such as the CD
 .  .Cobb]Douglas and the CES Constant Elasticity of Substitution func-
tions
F z , . . . , z s az c1 z c2 . . . z cn , 3 .  .1 n 1 2 n
1rbb b bF z , . . . , z s a c z q c z q . . . qc z , 4 .  . .1 n 1 1 2 2 n n
 .  .c , . . . , c , a ) 0; b / 0 are not linear except for b s 1 or affine.1 n
In this paper we show, using an induction idea which seems rather
natural to us, how this problem can be sol¨ ed if the G's need not be
 .  .  .  .additions. We show also that 3 and 4 are incompatible with 2 or 29
  ..and 1 .
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w xAs it turned out, similar results, often called Klein]Nataf 6, 8 type
theorems, have been known, under different conditions and with different
 w x w x.proofs, since 1946 for a historical account, see 12 , cf. also 5 . The most
w x often quoted result and proof is from the seminal paper 4 of Gorman for
w x.some corrections see 13, 14 . The problem there concerns representation
of a function D of m = n variables simultaneously in the forms
D x , . . . , x s G F x , . . . , x , . . . , F x , . . . , x , .  .  . .11 m n 1 11 1n m m1 m n
D x , . . . , x s F G x , . . . , x , . . . , G x , . . . , x .  .  . .11 m n 1 11 m1 n 1n m n
 .  .``separability'' properties . This, of course, implies Eq. 1 . The result is
that then, under certain conditions, D can be represented as
m n
y1D x , . . . , x s w b x . .  . 11 m n jk jk /
js1 ks1
It is important to realize that not only D but also the composing in Table I
.aggregator and production functions G, G , . . . , G , F, F , . . . , F have to1 n 1 m
 w x. w xbe determined cf. also 9, 12 . In 4, 14 the proof is based upon set
theoretical]combinatorial considerations and upon the functional equa-
  . .   .. wtion of generalized associativity H K x, y , z s L x, M y, z 1, pp.
x .  .311]313 is quoted . A particular case of 1 is the 2 = 2 generalized
bisymmetry
G F x , x , F x , x s F G x , x , G x , x , 5 .  .  .  .  . .  .1 11 12 2 21 22 1 11 21 2 12 22
w x w xalso solved in 1, pp. 313]315 and, under different conditions, in 11 . It
 .  .seems to us that a natural way of solving 1 is to use results on 5 and
apply induction. In this paper we show how this can be done, by applying
 .basic tools from analysis and some from algebra.
On the other hand, there is no compelling reason why inputs, outputs,
etc., have to or can be measured by money or other real valued measures.
 .So it makes sense to sol¨ e 1 , as we will do, on quite general sets without
 w x.imposing any order or topological properties cf. also 13 . In particular, the
sets could be discrete, for instance the sets consisting of all possible
collections of inputs or outputs. This may approximate reality better. As
 .we will see, a cornerstone of the solution of 1 is an abelian group.
 .  .We will solve 1 by reduction to 5 on general sets in Section 2 with
most of the proofs relagated to Section 3. In Section 4 we specify our
results for continuous solutions on real intervals; in particular we show
how CD and CES functions fit in. In Section 5 we give examples of
compatibility and incompatibility, including the above mentioned incom-
patibility of aggregation by addition with CD and CES functions cf. also
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w x.9 and give an interpretation for it. We conclude with discussion of the
 w x.representativity cf. 12 of the aggregates.
2. DEFINITIONS AND RESULTS FOR GENERAL SETS
 .  .We use the usual notions of surjective onto , injective 1-to-1 , and
 .  .bijective 1-to-1 and onto functions f from X onto into Y. We denote
 .  .the image of X under f the co-domain of f by f X . Note: If f is an
 .injection from X then it is a bijection of X onto f X . Fixing in an n-place
function F all variables except z , we get a partial function F l: Z ª Xl l
really a fam ily of functions: one for each fixing of
.z , . . . , z , z , . . . , z . For general sets we will prove the following.1 ly1 lq1 n
THEOREM 1. Let m G 2, n G 2 be integers, X , Y , Z , S nonempty sets,jk j k
and F : X = . . . = X ª Y , G : X = . . . = X ª Z , F: Z = . . . =j j1 jn j k 1k m k k 1
Z ª S, G: Y = . . . = Y ª S functions. Then the partial functions F k:n 1 m j
X ª Y , Gk: X ª Z will be surjections, F k: Z ª S and G j: Y ª S willjk j k jk k k j
be injections, and
G F x , . . . , x , . . . , F x , . . . , x .  . .1 11 1n m m1 m n
s F G x , . . . , x , . . . , G x , . . . , x 1 .  .  . .1 11 m1 n 1n m n
will be satisfied for all x g X if , and only if , there exist an abelian groupjk jk
 .  .T , ( T : S , surjections f : X ª T and bijections g : Y ª T , h : Z ª Tjk jk j j k k
such that
F z , . . . , z s h z ( . . . ( h z z g Z ; k s 1, . . . , n , 6 .  .  .  .  .1 n 1 1 n n k k
G y , . . . , y s g y ( . . . ( g y y g Y ; j s 1, . . . , m 7 .  .  .  . .1 m 1 1 m m j j
F x , . . . , x s gy1 f x ( . . . ( f x 8 .  .  .  . .j j1 jn j j1 j1 jn jn
G x , . . . , x s hy1 f x ( . . . ( f x 9 .  .  .  . .k 1k m k k 1k 1k m k m k
x g X ; j s 1, . . . , m; k s 1, . . . , n . .jk jk
While Theorem 1 is about existence of such surjections and injections,
these are not unique: functions can have several representations of the
 .  .form 6 ] 9 . For this we consider equations like
y1 y1h f x ( . . . ( f x s h f x ( . . . ( f x . 10 .  .  .  .  . .  .1 1 m m 1 1 m m
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y1 .   ..  .With F t s h h t , Eq. 10 can be written as
F f x ( . . . ( f x s f x ( . . . ( f x . .  .  .  . .1 1 m m 1 1 m m
We will need the following result on a similar equation for N-place
functions.
 .LEMMA 2. Let M G 2, N G 1 be intergers, X nonempty sets, T , ( anjk
abelian group, F: T N ª T , E : X = . . . = X ª T functions, and f :j j1 jN jk
X ª T surjections. If , and only if , each partial function F k: T ª T isjk
bijecti¨ e and the equation
F f x ( . . . ( f x , . . . , f x ( . . . ( f x .  .  .  . .11 11 M 1 M 1 1 N 1 N M N M N
s E x , . . . , x ( . . . ( E x , . . . , x 11 .  .  .1 11 1 N M M 1 M N
 .holds for all x g X j s 1, . . . , M; k s 1, . . . , N then do there existjk jk
 .automorphisms p , . . . , p of T , ( and constants d , . . . , d g T such thatn N 1 M
F t , . . . , t s p t ( . . . ( p t ( d ( . . . ( d , 12 .  .  .  .1 N 1 1 N N 1 M
E x , . . . , x s .j j1 jN
= p f x ( . . . ( p f x ( d .  . .  .1 j1 j1 N jN jN j
j s 1, . . . , m 13 .  .
 .for all t g T and x g X j s 1, . . . , M; k s 1, . . . , N .k jk jk
 .Lemma 2 for N s 1 , and the argument preceding it, yields the follow-
ing result on the ``uniqueness'' of g , h , f in Theorem 1.j k jk
 .PROPOSITION 3. If T , ( is an abelian group, X , Y , Z are nonemptyjk j k
sets, f , f : X ª T are surjections, g , g : Y ª T , and h , h : Z ª T arejk jk jk j j j k k k
bijections then
y1 y1g f x ( . . . ( f x s g f x ( . . . ( f x , 14 .  .  .  .  . .  /j j1 j1 jn jn j j1 j1 jn jn
y1 y1h f x ( . . . ( f x s h f x ( . . . ( f x 15 .  .  .  .  . .  .k 1k 1k m k m k k 1k 1k m k m k
 .for all x g X j s 1, . . . , m; k s 1, . . . , n if , and only if , there existjk jk
 .constants d g T and an automorphism p of T , ( such thatjk
g y s p g y ( d ( . . . ( d y g Y , .  .  . .j j j1 jn j
h z s p h z ( d ( . . . ( d z g Z , .  .  . .k k 1k m k k
f x s p f x ( d x g X ; j s 1, . . . , m; k s 1, . . . , n . .  .  . .jk jk jk jk
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In Theorem 1, a condition was that the partial functions F k and G j be
injections into S. The other conditions guarantee that they are bijections
 .  .onto the codomain F Z , . . . , Z of F cf. the Note early in this section ,1 n
which will prove to be also the codomain of G:
LEMMA 4. Let m, n, X , Y , Z , S, F , G , F, G be as in Theorem 1, injk j k j k
particular the partial functions F k: X ª Y , G j : X ª Z be surjectionsj jk j k jk k
k j  .and F : Z ª S, G : Y ª S injections and Eq. 1 satisfied for all x g X .k j jk jk
k j Then the F and G will be bijections of Z or Y , respecti¨ ely k s 1, . . . , n;k j
.  .j s 1, . . . , m onto T s G Y , . . . , Y .1 m
This T will be the subset of S figuring in Theorem 1, which we prove in
the next section after the proof of the auxiliary Lemmata 2 and 4.
3. PROOFS OF LEMMATA 2, 4, AND THEOREM 1
Proof of Lemma 2. We denote by e the unit element of the abelian
 . 0group T , ( . Since each f : X ª T is surjective, there exist x g Xjk jk jk jk
 0 .  .such that f x s e j s 1, . . . , M; k s 1, . . . , N . Now we pick an inte-jk jk
 . 0ger i between 1 and M and fix in 11 x s x for all j except j s i andjk jk
 .for all k. Since T , ( is abelian, we get
M
0 0F f x , . . . , f x s E x . . . x ( E x , . . . , x 16 .  .  .  . .  .i1 i1 i N i N i i1 i N j j1 jN
js1
j/i
 .x g X ; k s 1, . . . , N . We writei k ik
M M
s s s ( . . . ( s , s s s ( . . . ( s ( s ( . . . ( s , 17 . j 1 m j 1 iy1 iq1 M
js1 js1
j/i
y1
M
0 0q s E x , . . . , x , .i j j1 jN 0js1
j/i
  ..  .the exponent y1 indicates the inverse in the group T , ( . So 16
becomes
E x , . . . , x s F f x , . . . , f x ( q . 18 .  .  .  . .i i1 i N i1 i1 i N i N i
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 .But this is true for all i s 1, 2, . . . , M. Therefore we get, from 11 and
 .17 ,
M M
F f x , . . . , f x .  . j1 j1 jN jN /js1 j-1
M M
s F f x , . . . , f x ( q . .  . . j1 j1 jN jN j
js1 js1
 . For all t g T we have x g X with t s f x f being surjections;jk jk jk jk jk jk jk
.j s 1, . . . , M; k s 1, . . . , N , thus
M M M M
F t , . . . , t s F t , . . . , t ( q . 19 . .   j1 jN j1 jN j /js1 js1 js1 js1
 .  .Choose in 19 , t s e for j s 3, . . . , M and k s 1, . . . , N and definejk
M
My 2c s F e, . . . , e ( q , 20 .  . .  j
js1
where the ``power'' is formed by repetition of (. We get
F t ( t , . . . , t ( t s F t , . . . , t (F t , . . . , t (c .  .  .11 21 1 N 2 N 11 1 N 21 2 N
or, with
C t , . . . , t s F t , . . . , t (c, 21 .  .  .1 N 1 N
C t ( t , . . . , t ( t s C t , . . . , t (C t , . . . , t . .  .  .11 21 1 N 2 N 11 1 N 21 2 N
 N .  wso C: T ª T is a homomorphism . It follows, as is well known see 2, p.
x.46 , that there exist p , . . . , p such that1 N
C t , . . . , t s p t ( . . . ( p t , 22 .  .  .  .1 N 1 1 N N
p u(¨ s p u ( p ¨ u , ¨ g T ; k s 1, . . . , N . 23 .  .  .  .  .k k k
 .So each p : T ª T is a homomorphism ``endomorphism'' . Moreover, byk
 .supposition, each partial function of F and thus, by 21 , also of C is a
 . kbijection and 22 shows that for each C we have, with some constant
k .  .C , C t s p t (C . So each p : T ª T is also a bijection and thusk k k k
 .  .automorphism. From 21 and 22
F t , . . . , t s p t ( . . . ( p t (cy1 , 24 .  .  .  .1 N 1 1 N N
 .  .  y1 .so that 18 indeed gives 13 we write d s c ( q .i i
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 .  .  .  .Putting 24 and 13 into 11 we get, in view of 23 ,
M
y1p f x ( . . . ( p f x (c .  . .  .  .1 j1 j1 N jN jN
js1
M
s p f x ( . . . ( p f x ( d ( . . . ( d . 25 .  .  . .  .  .1 j1 j1 N jN jN 1 M
js1
y1  .  .So c s d ( . . . ( d and from 24 we get 12 . This concludes the proof1 M
 .of the ``if'' part of Lemma 2 and yields also 11 from the ``only if'' part,
k  .while the bijectivity of the partial functions F k s 1, . . . , N follows
 .from 12 and from the bijectivity of p , . . . , p .1 N
Proof of Lemma 4. As the variables x go through X , the surjectivejk jk
functions F and G will attain all values in Y or Z , respectivelyj k j k
 .  .j s 1, . . . , m; k s 1, . . . , n . So the left and right hand sides of 1 will
 .  .attain all values in G Y , . . . , Y and F Z , . . . , Z , respectively. Thus1 m 1 n
 .  .G Y , . . . , Y s F Z , . . . , Z ; we have denoted this set by T.1 m 1 n
 .We fix now in 1 , x s x for all k except k s l in order to getÄjk jk
Äwe write only the x still variable and use the abbreviation G sjl k
 . .G x , . . . , x for k / lÄ Äk 1k m k
G F . . . , x , . . . , . . . , F . . . , x , . . . .  . .1 1 l m ml
Ä Ä Ä Äs F G, . . . , G , G x , . . . , x , G , . . . , G . . /ly1 l 1 l ml lq1 n
l l l .  . Since the F : X ª Y are surjective and F x s F . . . , x , . . . j sj j j j jl j jl
.1, . . . , m , therefore the left hand side attains every value in T s
 .G Y , . . . , Y and so does the right. Furthermore G is surjective onto Z .1 n l l
thus the injection F l is a surjection from Z onto T and, thus a bijection.l
k  .Since l was arbitrary, all F : Z ª T k s 1, . . . , n are bijections. Simi-k
Ä  .  .larly, if we fix x s x for all j / i and write F s F x , . . . , x j / iÄ Ä Äjk jk j j j1 jn
 .in 1 , we get
Ä Ä Ä ÄG F , . . . , F , F x , . . . , x , F , . . . , F . /1 iy1 i i1 in iq1 m
s F G . . . , x , . . . , . . . , G . . . , x , . . . .  . .1 i1 n in
and, Gi being surjective, the right hand side attains all values in T sk
 . iF Z , . . . , Z . Again, F is surjective onto Y , so G : Y ª T is a surjection1 n i i
and, being an injection, it is a bijection. Since i was arbitrary, each G j:
 .Y ª T j s 1, . . . , m is also a bijection.j
We can now prove Theorem 1, first for m s 2, then for m G 2. The ``if ''
parts are ob¨ious.
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Proof of Theorem 1 for m s 2. We prove the ``only if'' part for m s 2
 .by induction with respect to n. Since n G 2, we start with n s 2. So 1
reduces to
G F x , x , F x , x s F G x , x , G x , x . 5 .  .  .  .  . .  .1 11 12 2 21 22 1 11 21 2 12 22
Analyzing the remaining conditions, we realize that the m s n s 2 case of
w x   .Theorem 1 is nothing but Theorem 5 in 11 . With T s G Y , Y , the1 2
w x  .  .``generalized groupoids'' in 11 are here X , X , Z , G k s 1, 2 ,1k 2 k k k
 .  .  .  . .X , X , Y , F j s 1, 2 , Z , Z , T , F , and Y , Y , T , G . The result inj1 j2 j j 1 2 1 2
w x  .  .11 is exactly our 6 ] 9 for m s n s 2, including also the statements
 .about the existence of an appropriate abelian group T , ( , of surjections
f : X ª T , and of bijections g : Y ª T and h : Z ª T j s 1, 2; k sjk jk j j k k
.1, 2 .
We proceed with the induction proof: Suppose that, for all x g1k
X , x g X ,1k 2 k 2 k
G F x , . . . , x , F x , . . . , x .  . .1 11 1n 2 21 2 n
s F G x , x , . . . , G x , x 26 .  .  . .1 11 21 n 1n 2 n
holds, where F k, G j are surjections of X onto Y and Z , respectively, F kj k jk j k
j  .and G are injections of Z or of Y , respectively j s 1, 2; k s 1, . . . , n ,k j
 .into S and thus, by Lemma 4, bijections onto T s F Z , . . . , Z s1 n
 .  .G Y , Y . We fix x s x j s 1, 2 and defineÄ1 2 jn jn
F z , . . . , z s F z , . . . , z , G x , x . Ä Ä . .1 ny1 1 ny1 n 1n 2 n
z g Z ; k s 1, . . . , n y 1 , .k k
F x , . . . , x s F x , . . . , x , x . Ä .j 1 ny1 j 1 ny1 jn
x g X ; k s 1, . . . , n y 1; j s 1, 2 . .k jk
 .Then 26 becomes
G F x , . . . , x , F x , . . . , x .  . .11 1, ny1 2 21 2, ny1
s F G x , x , . . . , G x , x . .  . .1 11 21 ny1 1, ny1 2, ny1
 .But this is an equation of the form 26 with n y 1 in place of n, F in
 .place of F and F in place of F j s 1, 2 . All other conditions beingj j
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satisfied, by the induction hypothesis G and G , . . . , G are already of1 ny1
 .  .the form 7 and 9 :
G y , y s g y ( g y y g Y , y g Y , 27 .  .  .  .  .1 2 1 1 2 2 1 1 2 2
Ãy1 Ã ÃG x , x s h f x ( f x .  .  . .k 1k 2 k k 1k 1k 2 k 2 k
x g X ; j s 1, 2; k s 1, . . . , n y 1 , 28 . .jk jk
Ã Ãwhere the f : X ª T are surjective, the g : Y ª T , h: Z ª T bijective,jk jk j j k
 .  .and T , ( is an abelian group j s 1, 2; k s 1, . . . , n y 1 .
 .   ..  .Putting 27 but not yet 28 into 26 , we get
g F x , . . . , x , x ( g F x , . . . , x , x .  . .  .1 1 11 1, ny1 1n 2 2 21 2, ny1 2 n
s F G x , x , . . . , G x , x ,G x , x .  .  . .1 11 21 ny1 1, ny1 2, ny1 n 1n 2 n
x g X ; j s 1, 2; k s 1, . . . , n y 1, n . 29 . .jk jk
 .This time we fix x s x for j s 1, 2 and for k s 1, . . . , n y 1 not for nÄjk jk
and define
Ãh t s F G x , x , . . . , G x , x , t t g Z , 30 .  .  .Ä Ä Ä .  . .n 1 11 21 ny1 1, ny1 2, ny1 n
Ãf x s g F x , . . . , x , x x g X ; j s 1, 2 . 31 .  .Ä Ä  . . /jn j j j1 j , ny1 jn
n  .But F : X ª Y j s 1, 2 are surjections so, since g : Y ª T arej jn j j j
Ã  .bijections, the f : X ª T are also surjections j s 1, 2 . Furthermore, byjn jn
n ÃLemma 4, F : Z ª T is a bijection, thus h : Z ª T is also a bijectionn n n
Ã Ã Ã .  .  .  .  .   ..and, by 29 , 30 , and 31 , f x ( f x s h G x , x , that is,1n 1n 2 n 2 n n n 1n 2 n
 .G will be of a similar form as G , . . . , G in 28 :n 1 ny1
Ãy1 Ã ÃG x , x s h f x ( f x x g X , x g X . .  .  .  . .n 1n 2 n n n 1n 2 n 2 n 1n 1n 2 n 2 n
32 .
 .  .  .Now we put 32 and also 28 into 29 in order to get
g F x , . . . , x , x ( g F x , . . . , x , x .  . .  .1 1 11 1, ny1 1n 2 2 21 2, ny1 2 n
Ãy1 Ã Ã Ãy1 Ã Ãs F h f x ( f x , . . . , h f x ( f x .  .  .  . .  . /1 11 11 21 21 n 1n 1n 2 n 2 n
 .for all x g X j s 1, 2; k s 1, . . . , n . This is an equation of the formjk jk
 .11 and we can apply Lemma 2, with M s 2, N s n and
Ãy1 Ãy1F t , . . . , t s F h t , . . . , h t , .  .  . .1 n 1 1 n n
E x , . . . , x s g F x , . . . , x j s 1, 2 . .  .  . .j 1 n j j 1 n
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 .So there exist automorphisms p , . . . , p of T , ( and constants d , d g T1 n 1 2
such that
n
y1 ÃF x , . . . , x s g p f x ( d .  .  /j 1 n j k jk k j /ks1
x g X ; k s 1, . . . , n; j s 1, 2 33 . .k jk
n
ÃF z , . . . , z s p h z ( d ( d z g Z ; k s 1, . . . , n . .  .  . .1 n k k k 1 2 k k
ks1
34 .
In order to conclude the induction proof we need only a few new
notations:
Ã Ãh z s p h z ( d ( d and h z s p h z .  .  .  . .  .1 1 1 1 2 k k k
k s 2, . . . , n 35 .  .
Ã Ãf x s p f x ( d and f x s p f x .  .  .  . /  /j1 1 j1 j jk k jk
k s 2, . . . , n; j s 1, 2 . 36 .  .
Ã ÃSince p and h are bijective, while f is surjective, so h is bijective andk k jk k
 .  .  .f is surjective j s 1, 2; k s 1, . . . , n and, with them, 33 and 34jk
 .  .  .become 8 and 6 , respectively. As we saw, G is already of the form 27 ,
 .  .  .that is, 7 with m s 2. Let us see whether also 9 holds for m s 2 with
 .  .these g , g and with the h and f defined by 35 and 36 , respectively.1 2 k jk
Ãy1 Ã y1 .  .We can use 28 and 32 but have to express h , f with the new h , fk jk k jk
 .  .  .j s 1, . . . , m; k s 1, . . . , n from 35 and 36 :
Ãy1 y1 Ãy1 y1h t s h p t ( d ( d , h t s h p t k s 2, . . . , n , .  .  .  .  . .  .1 1 1 1 2 k k k
y1 Ã ÃG x , x s h p f x ( f x ( d ( d .  .  . . /1 1 2 1 1 11 1 21 2 1 2
s hy1 f x ( dy1 ( f x ( dy1 ( d ( d .  . .1 11 1 1 21 2 2 1 2
s hy1 f x ( f x , .  . .1 11 1 21 2
y1 Ã ÃG x , x s h p f x ( f x .  .  . . /k 1 2 k k 1k 1 2 k 2
s hy1 f x ( f x k s 2, . . . , n . .  .  . .k k1 1 k 2 2
This concludes the proof for m s 2. We now pro¨e Theorem 1 for
arbitrary m.
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Since the ``only if'' part of Theorem 1 already holds for m s 2 and for
all n G 2, we prove it completely by induction with respect to m. The
 .proof is similar to the previous induction. In 1 we hold x s xÄm k m k
 .k s 1, . . . , n constant and use the notations
G y , . . . , y s G y , . . . , y , F x , . . . , x . Ä Ä . .1 my1 1 my1 m m1 m n
y g Y ; j s 1, . . . , m y 1 .j j
G x , . . . , x s G x , . . . , x , x .  .Äk 1 my1 k 1 my1 m k
x g X ; j s 1, . . . , m y 1; k s 1, . . . , n .j jk
in order to get
G F x , . . . , x , . . . , F x , . . . , x .  . .1 11 1n my1 my1, 1 my1, n
s F G x , . . . , x , . . . , G x , . . . , x . 37 .  .  . .1 11 my1, 1 n 1n my1, n
 .This is 1 with m y 1 in place of m, and F, F , . . . , F , G, G , . . . , G1 my1 1 n
satisfy the assumptions. By the induction hypothesis, F, F , . . . , F are1 my1
 .  .already of the forms 6 , 8
F z , . . . , z s h z ( . . . ( h z z g Z ; k s 1, . . . , n , 38 .  .  .  .  .1 n 1 1 n n k k
y1F x , . . . , x s g f x ( . . . ( f x .  .  . /j j1 jn j 1 j j1 n j jn
x g X ; k s 1, . . . , n; j s 1, . . . , m y 1 , 39 . .jk jk
 .where f : X ª T the switch from jk to kj is deliberate are surjections,k j jk
 .g : Y ª T and h : Z ª T are bijections j s 1, . . . , m y 1; k s 1, . . . , nj j k k
 .and T , ( is an abelian group.
 .  . We substitute 38 into 1 and get, for all x g X j s 1, . . . , m;jk jk
.k s 1, . . . , n ,
G F x , . . . , x , . . . , F x , . . . , x , F x , . . . , x .  .  . .1 11 1n my1 my1, 1 my1, n m m1 m n
s h G x , . . . , x , x ( . . . ( h G x , . . . , x , x . .  . .  .1 1 11 my1, 1 m1 m n 1n my1, n m n
40 .
 .This time we fix x s x for all k and j s 1, . . . , m y 1 and defineÄjk jk
g , f bym m k
g t s G F x , . . . , x , . . . , F x , . . . , x , t . Ä Ä Ä Ä .  . .m 1 11 1n my1 my1, 1 my1, n
t g Y , 41 .  .m
f x s h G x , . . . , x , x x g X ; k s 1, . . . , n . 42 .  .  .Ä Ä . .k m k k 1k my1, k m k
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 .By the suppositions, by Lemma 4, and by our results concerning 38 and
 .  .39 , also these f k s 1, . . . , n are surjections, g is a bijection and, byk m m
 .  .  .40 , 41 , and 42 ,
y1F x , . . . , x s g f x ( . . . ( f x .  .  . .m m1 m n m 1m m1 m n m n
x g X ; k s 1, . . . , n . 43 .  .m k m k
 .  .  .  .Now we substitute 38 , 39 , and 43 into 1 :
y1 y1G g f x ( . . . ( f x , . . . , g f x ( . . . ( f x .  .  .  . .  . .1 11 11 n1 1n m 1m m1 nm m n
s h G x , . . . , x ( . . . ( h G x , . . . , x .  . .  .1 1 11 m1 n n 1n m n
x g X ; j s 1, . . . , n; k s 1, . . . , n . .jk jk
 .  .This is 11 with x ; x and M s n, N s m, and k s 1, . . . , n s Mjk k j
y1 y1F t , . . . , t s G g t , . . . , g t , .  .  . .1 m 1 1 m m
E x , . . . , x s h G x , . . . , x . .  . .k 1 m k k 1 m
 .By Lemma 2 there exist automorphisms p , . . . , p of T , ( and constants1 m
c , . . . , c g T such that1 n
m
y1G x , . . . , x s h p f x (c .  .  /k 1 m k j k j 1 k /js1
x g X ; j s 1, . . . , m; k s 1, . . . , n , 44 . .j jk
M
G y , . . . , y s p g y (c ( . . . (c y g Y ; j s 1, . . . , m . .  .  . .1 n j j j 1 n j j
js1
45 .
Recognizing that the induction proof is concluded is again just a matter
of new notations:
y1h z s h z (c ( . . . (c , h z s h z (c k s 2, . . . , n , .  .  .  .  .1 1 2 n k k k
g y s p g y (c ( . . . (c , g y s p g y j s 2, . . . , m , .  .  .  .  . .  .1 1 1 1 n j j j
46 .
GENERALIZED BISYMMETRY AND AGGREGATION 117
f x s p f x (c ( . . . c , f x s p f x if j ) 1 or k ) 1. .  .  .  . .  /11 1 11 1 n jk j k j
47 .
 .With these bijections h , g , and surjections f we see that 44 goes overk j jk
 .into 9 :
m
y1G x , . . . , x s h p f x (c (c ( . . . (c .  .  /1 1 m 1 j 1 j j 1 2 n /js1
m
y1s h f x , .1 j1 j /js1
m
y1 y1G x , . . . , x s h p f x (c (c .  .  /k 1 m k j k j j k k /js1
m
y1s h f x k s 2, . . . , m . .  .k jk j /js1
 .  .  .  .  .  .  .Equations 38 , 45 become 6 , 7 and we get 8 from 39 , 43 and
 .  .46 , 47 :
n n
y1 y1F x , . . . , x s g p f x (c ( . . . (c s g f x , .  .  . . 1 1 n 1 1 k1 k 1 n 1 1k k /  /ks1 ks1
n
y1F x , . . . , x s g p f x .  .  /j 1 n j j k j k /ks1
n
y1s g f x j s 2, . . . , m . .  .j jk k /ks1
4. RESULTS ON REAL INTERVALS: EXAMPLES
 .CD, CES FUNCTIONS, EXTENSIONS
We call real inter¨ al a subinterval of positi¨ e length of R. If the sets Xjk
 .j s 1, . . . , m; k s 1, . . . , n are intervals and if G and F are real ¨aluedk
 .nonconstant continuous functions then Z s G X = X = . . . = Xk k 1k 2 k m k
 .and T s F Z = Z = . . . = Z will also be real inter¨ als. Therefore we1 2 n
 .will write Z s I k s 1, 2, . . . , n and T s I.k k
 . 0  .Since the h : I ª I in 6 are bijections, there exist z k s 1, . . . , nk k k
 0.  .such that h z s e, where e is the unit element of I, ( . Our goal is tok k
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 .show that with F also h , . . . , h and ( are continuous. We put into 6 ,1 n
z s z 0, . . . , z s z 0 and get2 2 n n
h z s F z , z 0 , . . . , z 0 . .  .1 1 1 2 n
Since F is continuous, so is h and, being a continuous bijection from an1
interval onto an interval, h is strictly monotonic. So also the in¨erse1
bijection hy1 : I ª I is continuous and strictly monotonic, thus h is a1 1 1
 .homeomorphism. Similarly, each h k s 1, . . . , n is a homeomorphism.k
0 0  .Now fix just z s z , . . . , z s z in 6 :3 3 n n
h z ( h z s F z , z , z 0 , . . . , z 0 , .  .  .1 1 2 2 1 2 3 n
t ( t s F hy1 t , hy1 t , z 0 , . . . , z 0 . .  . .1 2 1 1 2 2 3 n
This shows that, with F, hy1 and hy1, also (: I = I ª I is continuous. As1 2
group operation, ( is bijecti¨ e, thus strictly monotonic in each factor. But
 w x.then see, e.g., 1, pp. 37]53, 254 there exists a strictly increasing homeo-
morphism w : I ª R such that
t ( t s wy1 w t q w t for all t , t g I. 48 .  .  . .1 2 1 2 1 2
y1 .Since R is an open interval, so I s w R is an open inter¨ al. Further-
more, since the f : X ª I are surjections, there exist x 0 such thatjk jk jk
 0 .  . 0 0f x s e. Put into 9 x s x , . . . , x s x :jk jk 2 k 22 m k m k
y1 y10 0 0 0f x s h G x , x , . . . , x ( f x ( . . . ( f x . .  .  .  . /1k 1k k k 1k 2 k m k 2 k 2 k m k m k
Since G , h and ( are continuous, so is f and, similarly, all surjectionsk k 1k
 .f are continuous j s 1, . . . , m; k s 1, . . . , n .jk
We introduce new functions a : I ª R, g : Y ª R, b : X ª R byk k j j jk jk
a z s w h z , g y s w g y , b x s w f x . .  .  .  .  .  . .  .  .k k j j jk jk
49 .
From what we saw above, the b are continuous surjections and the a arejk k
homeomorphisms, so I , . . . , I are open inter¨ als too. Further, since the g1 n j
 . y 1 .are bijections, also the g are bijections. By 49 , a t sj k
y1 y1 .. y1 . y1 y1 ..  .  .  .h w t , g t s g w t . Thus from 6 ] 9 and 48 , we obtain,k j j
 .for all y g Y , z g I , x g X j s 1, . . . , m; k s 1, . . . , n ,j j k k jk jk
n
y1F z , . . . , z s w a z , 50 .  .  .1 n k k /
ks1
m
y1G y , . . . , y s w g y , 51 .  .  .1 m j j /
js1
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n
y1F x , . . . , x s g b x , 52 .  .  .j j1 jn j jk jk /
ks1
m
y1G x , . . . , x s a b x . 53 .  .  .k 1k m k k jk jk /
js1
If we make the one additional supposition that G is also continuous then,
 .since w is continuous, all bijections g j s 1, . . . , m are continuous andj
thus strictly monotonic homeomorphisms. Again, the Y 's will be openj
 .inter¨ als, which we denote by Y s J . By 52 , since the b : X ª R arej j jk jk
continuous surjections and the g : J ª R are homeomorphisms, the F arej j j
 .also continuous and nonconstant j s 1, . . . , m; k s 1, . . . , n .
We have proved the following. Under different conditions a similar
result has been obtained in the case m s n, F s F s . . . s F s G s1 n
w x .G s . . . s G in 7 .1 m
THEOREM 5. Let m G 2, n G 2 be integers, X inter¨ als, G : Xjk k 1k
= . . . = X ª I and F: I = . . . = I ª R be continuous, nonconstantm k k 1 n
functions, F k: X ª J , G j : X ª I be surjections, F k: I ª R, G j: J ª Rj jk j k jk k k j
 .injections, G: J = . . . = J ª R continuous and 1 be satisfied for all1 m
 .x g X j s 1, . . . , m; k s 1, . . . n . Then I , . . . , I , J , . . . , J and I sjk jk 1 n 1 m
 .  .F I , . . . , I ha¨e to be open real inter¨ als, also I s G J , . . . , J and there1 n 1 m
exist continuous surjections b : X ª R and homeomorphisms a : I ªjk jk k k
 .  .R, g : J ª R, w : I ª R such that 50 ] 53 hold for all x g X , y gj j jk jk j
 .J , z g I j s 1, . . . , m; k s 1, . . . , n .j k k
Remark 6. The converse is also true, as in Theorem 1, Lemma 2, and
Proposition 3.
Remark 7. The X in Theorem 5 and its converse need not be realjk
intervals. They can be connected topological spaces as long as the surjec-
tions b map them onto real intervals.jk
w xRemark 8. Our conditions are different from those in 9, 14 . They
require that the k th partial functions have the same monotonicity behavior
 .for all fixings of the remaining variables k s 1, . . . , n , while we suppose
in essence that all partial functions F 1, . . . , F n have the same codomainsj j
 .j s 1, . . . , m . It can be shown that it is enough to make the latter
supposition just for one fixing of x , . . . , x . However, as one of theÄ Ä1 m
 .following examples that of CES functions shows, if the conditions of
Theorem 5 or 1 are not satisfied for some functions, they may still hold for
their extensions.
 .  .As examples we look at the CD and CES functions 3 , 4 . They are of
 . n  .  .the form 50 on R R is the set of positive reals with w u sqq qq
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 .  .  . b  . b b  .ln ura , a z s c ln z or w u s u , a z s c a z k s 1, . . . , n , re-k k k k
  . .spectively they are also of the form 52 , etc. . Do they satisfy the
conditions of Theorem 5 or, if not, those of Theorem 1?
 .The CD functions 3 clearly satisfy the conditions of Theorem 5: all
1 1 . c1 c2 cnpartial functions, for instance F defined by F z s az z . . . z , areÄ Ä2 n
homeomorphisms from R onto R , thus continuous and bijective. Thisqq qq
 .is not immediately the case with the CES functions 4 . In particular, the
image of R under the partial functions F l given byqq
1rb
n
l b bF z s F z , . . . , z , z , z , . . . , z s a c z q c z . Ä Ä Ä Ä Ä . 1 ly1 lq1 n l k k /ks1
k/l
x  b b b.1r b w  x w .is a c z q . . . qc q c z , ` by . , . we denote open intervalsÄ Ä1 1 lq1 lq1 n
 .which depends upon the choice of l and of z k / l , while we saw inÄk
Lemma 4 that the conditions of Theorem 1 imply that every partial
function of F is a bijection onto the same set T. We cannot achieve that
on any subinterval of R either.qq
 .We can, however, extend 4 from R to R so that the conditions ofqq
Theorem 1, and, if b ) 0, also of Theorem 5 apply. Indeed, define
w : R ª R byb
¡ bz z ) 0 .
b~w z s 54< < .  .y z z - 0 .b ¢0 z s 0 . .
n n .Then the CES function 4 is a restriction to R of F: R ª R definedqq
by
n
y1 1r bF z , . . . , z s w w ac z . 55 .  . .1 n b b k k /
ks1
 .On one hand, if b ) 0 then w in 54 is a continuous, strictly increasingb
 .bijection, and so is every partial function of 55 . Thus the conditions of
 .Theorem 5 are satisfied and F is of the form 50 . Finally one restricts all
functions and variables to R n , R m , R .qq qq qq
If, on the other hand, b - 0 then w is discontinuous at 0 and F is notb
continuous either. So Theorem 5 does not apply. But w is still a bijectionb
 .of R onto R and so is every partial function of 55 . So Theorem 1 applies
 .and indeed 55 can be written as
F z , . . . , z s h z ( . . . ( h z .  .  .1 n 1 1 n n
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with
h z s awy1 c z k s 1, . . . , n; z g R , 56 .  .  .  .k b k
t ( t s wy1 w t q w t t , t g R . 57 .  .  .  . .1 2 b b 1 b 2 1 2
 .  .We recognize the similarity of 57 to 48 ; it is superficial because here
 .I s R and w in 54 is discontinuous at 0. but it is a bijection of R onto Rb
 .  .  .and so are h , . . . , h given by 56 , so 55 conforms with 50 . All partial1 n
functions of F are bijections of R onto R. Thus, if G, F , . . . , F , G , . . . , G1 m 1 n
satisfy the remaining conditions, then Theorem 1 can be applied. So it is
 .no surprise that F is of the form 6 . At the end we again restrict the
functions to R .qq
The question is, what conditions have to be imposed upon F, G,
 .  .  .F , . . . , F , G , . . . , G so that all solutions of 1 be of the forms 50 ] 53 ,1 m 1 n
 .even if w and maybe g , a , b ; j s 1, . . . , m; k s 1, . . . , n are not contin-j k jk
 .uous anymore but w, g , a are still injections . We may look further intoj k
this matter at another occasion. Here we prove the following.
Ä .PROPOSITION 9. Let I, ( be an abelian group, I a subset of I which is a
y1 Ä Ä  4.real inter¨ al and which generates I that is, I s x( y N x g I, y g I , and
Ä .  .let the restriction I, ( of I, ( be a continuous semigroup. Then there exists
Äa bijection w : I ª R, whose restriction to I is continuous and which satisfies
u(¨ s wy1 w u q w ¨ for all u , ¨ g I. 58 .  .  . .
Ä .We give the simple proof here. Every subsemigroup I, ( of a group
Ä .  .  wI, ( is cancellati¨ e. Since our I, ( is also continuous, there exists see 1,
x.  w pp. 255]267; 3 a real interval J s C, ` on the left side indicates that
.J may be open or closed on the left end , where C is nonnegative or y`,
Äand a continuous bijection w : I ª J such thatÄ
Äw x( y s w x q w y for all x , y g I. 59 .  .  .  .Ä Ä Ä
Ä .  .In both cases in the case C s y` trivially , for the interval J s w I sÄ
w- C, ` above,
Ä Ä 4R s J y J s z y w N z g J , w g J , that is, R s w I y w I . .  .Ä Ä
60 .
Ä ÄSince I generates I, for every u g I there exist x, y g I such that
u s x( yy1. We define the function w, whose existence is asserted in
Proposition 9, by
y1 Äw u s w x( y s w x y w y u g I ; x , y g I . 61 .  .  .  . . Ä Ä  .
y1 y1This definition is unambiguous, because, if u s x( y s x( y , then
 .  .  .  .  .  .  .  .59 implies w x q w y s w x q w y , thus w x y w y s w x yÄ Ä Ä Ä Ä Ä Ä
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 .  .  .w y . A similar agrument shows that w is an injection, that is, w u s w uÄ Ã
 . y1 y1 implies u s u u, u g I . Indeed, let u s x( y , u s x( y x, y, x, y gÃ Ã Ã Ã Ã Ã Ã
Ä y1 y1.  .  .  .  .  .  .I . Then w x( y s w x( y means, by 61 , w x y w y s w x yÃ Ã Ä Ä Ä Ã
 .  .  .  .  .  .  .  .w y , that is, w x q w y s w x q w y or, by 59 , w x( y s w x( y .Ã Ä Ä Ã Ä Ã Ä Ä Ã Ä Ã
But w is a bijection, so this implies x( y s x( y and u s x( yy1 s x( yy1Ä Ã Ã Ã Ã
 .  .s u, as asserted. By 61 and 60 , w : I ª R is a surjection, so it is aÃ
bijection.
 .  .The function w, defined by 61 , satisfies 58 . Indeed, for all u s
y1 y1 Ä Ä Ä .  .x( y , ¨ s x( y x, y, x, y g I, so x( x g I, y( y g I in I, by 59
 .and 61 ,
y1y1 y1w u(¨ s w x( y ( x( y s w x( x ( y( y .  .  . . .
s w x( x y w y( y .  .Ä
s w x y w y q w x y w y s w u q w ¨ . .  .  .  .  .  .Ä Ä Ä Ä
ÄFinally, the restriction of w to I is the continuous function w becauseÄ
y1 Ä  .  .  .  .u s x( y with x, y and u in I implies w x s w u( y s w u q w y ,Ä Ä Ä
Ä .  .  .  .that is, w u s w x y w y s w u for u g I.Ä Ä Ä
 .  .Notice that Proposition 9 applies to the formula 57 with 54 which
 .arose from the extended CES functions 55 . Now one can restrict w tob
Ä .R which is an I in the sense of Proposition 9 and return to theqq
 .original CES funtions 4 .
5. CONCLUSIONS: APPLICATION TO CONSISTENT
AGGREGATION, COMPATIBILITY AND
INCOMPATIBILITY FOR CD AND CES
FUNCTIONS, REPRESENTATIVITY
We summarize: For consistent aggregation, under the conditions of Theo-
 .  .  .  .rems 1 and 5, the production functions are gi¨ en by 6 , 8 or 50 , 52 and
 .  .  .  .the aggregation functions by 7 , 9 or 51 , 53 on general sets or on real
inter¨ als, respecti¨ ely.
Now we can answer also the question raised in Section 1, why the CD
 .  .  .functions 3 and the CES functions 4 for b / 1 are incompatible with
 .aggregation by addition as in 2 .
If e¨en one aggregation function is a simple sum, say
G x , . . . , x s x q . . . qx 62 .  .1 1 m 1 m
 .  .  .then no production function 52 can be CD. Indeed, putting 62 into 53
gives
a x q . . . qx s b x q . . . qb x . 63 .  .  .  .1 1 m 11 1 m1 m
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w x  .This is a ``Pexider equation.'' A result specified in 10 applies if Eq. 63
 .is satisfied for x on real intervals J j s 1, . . . , m and yields that allj j
continuous solutions are given by
m
b x s rx q s j s 1, . . . , m , a x s rx q s .  .  . j1 j 1 j
js1
 .  .r ) 0, s , . . . , s constants so, from 52 ,1 m
n
y1F x , . . . , x s g rx q s q b x . 64 .  .  .j 1 n j 1 j jk k /
ks2
 .Another application of the Pexider equation shows that 64 cannot equal a
c1 c2 cn  w x. CD function ax x . . . x cf. 9 . The situation with CES functions for1 2 n
.b / 1 is quite similar, they too are incompatible with aggregation by
addition. We leave the details to the reader.
 .So, what kind of aggregation functions are compatible consistent with
CD or CES functions? Suppose first that all ``production functions''
 .F, F , . . . , F are CD,1 m
F z , . . . , z s az c1 z c2 . . . z cn , F x , . . . , x s a x c j1 x c j2 . . . x cjn .  .1 n 1 2 n j j1 jn j 1 jnj2
65 .
 z , x move in proper intervals of positive numbers, a, a , c , c arek jk j k jk
.  .  .  .positive constants . Comparison to 50 , 52 furnishes with w t s
t tr c uk .  .  .  .  .w ae , t s c ln z , a t s a e , and g u s g a e , u sk k k k k j j j jk
u r c jk .  .  .c ln x , b u s b e , again equations of the form 63 :jk jk jk jk
w t q . . . qt s a t q . . . qa t , .  .  .1 n 1 1 n n
g u q . . . qu s b u q . . . qb u .  .  .j j1 jn j1 j1 jn jn
 .j s 1, . . . , m; k s 1, . . . , n . So
n
a t s pt q q , w t s pt q q , .  . k k k
ks1
n
b u s r u q s , g u s r u q s , .  . jk j jk j j jk
ks1
n¨
a z s pc ln z q q , w ¨ s pln q q , .  . k k k ka ks1
ny
b x s r c ln x q s , g y s r ln q s .  . jk j jk jk j j jkaj ks1
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 .j s 1, . . . , m; k s 1, . . . , n . thus, after consolidating constants, we get
that
G y , y , . . . , y s Cy d1 y d2 . . . y dm , .1 2 m 1 2 m
G x , x , . . . , x s D x b1 k x b2 k . . . x bm k .k 1 2 m k 1 2 m
aDc1 Dc2 . . . DcnsCad1 ad2 . . . adm ; b c sc d ; js1, . . . , m; ks1, . . . , n , .1 2 n 1 2 m jk k jk j
that is, only CD functions as aggregation functions are compatible with CD
 .production functions 65 . In particular, aggregation by multiplication, that is,
G y , y , . . . , y s y y . . . y , .1 2 m 1 2 m
66 .
G x , x , . . . , x s x x . . . x k s 1, . . . , n .  .k 1k 2 k m k 1k 2 k m k
 .  .is compatible with 65 if a s a a . . . a and c s c j s 1, . . . , m . One1 2 m jk k
 .determines similarly the aggregation functions compatible consistent with
CES functions
1rbn
bF z , . . . , z s a c z , . 1 n k k /
ks1
67 .
1rbjn
bjF x , . . . , x s a c x j s 1, . . . , m . .  .j j1 jn j jk jk /
ks1
The calculations are easy but tedious. So we mention only that, if bsb s1
b b  .??? s b and a c s a c j s 1, . . . , m are satisfied, then aggregationm k j jk
 .functions compatible with 67 are
1rbm
bG y , . . . , y s y , . 1 m j /
js1
68 .
1rbn
bG x , . . . , x s x k s 1, . . . , n . .  .k 1k m k jk /
js1
 .  . Do results like 66 and 68 mean that we have to multiply or apply the
 ..  .operation 68 in order to aggregate input, output values? Maybe not;
maybe they mean the the values of the inputs and outputs should not be
  ..measured by x , y but adjusted to ln x , ln y in case of 66 , or tojk j jk j
b b   ..x , y in case of 68 and then the ``adjusted'' aggregate ¨alues, obtainedjk jk
b  .now by addition, will also be ln z or z , respectively. Generally, in 53 ork k
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 .  .  .51 , the ``adjusted'' inputs b x or outputs g y would add up to thejk jk j j
 .  . ``adjusted aggregates'' a z and w t , respectively j s 1, . . . , m; k sk k
.1, . . . , n .
 w x.Finally, we discuss briefly representati¨ ity cf. 12 . As Table I shows, the
 .aggregates can be considered as some ficti¨ e ``representati¨ e producer's''
 .inputs and output if , and only if , 1 is satisfied. The question is: Can the
macroeconomic production function F of this representati¨ e be of the same
form as the microeconomic F , . . . , F ? Of course, the answer depends on1 m
what we mean by ``same form.'' In particular, if F , . . . , F are CD or CES1 m
functions, may F also be CD or CES, respectively? Does it have to? The
 .  .similar structure of the formulas 50 and 52 shows that under the
 .conditions of Theorem 5 or 1 the general question can be answered in
 .the affirmati¨ e. As to the particular case of CD functions, we have in 52
g y s ln yra , b x s c ln x j s 1, . . . , m; k s 1, . . . n . .  .  . .j j jk jk
 .This does not restrict w and a , . . . , a in 50 at all. So the function F1 n
 .may be CD or not, as long as it is of the form 50 . The situation is similar
for CES functions.
In conclusion: The problem of consistent aggregation can be sol¨ ed under
rather general conditions but usually not if e¨en one of the aggregation
 .functions is prescribed arbitrarily or ``the wrong way'' . On the other hand,
while there are strong arguments for representati¨ ity also from the point of
w x.view of economics, see 12 , this is in part a matter of taste or choice.
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