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Esta dissertac¸a˜o pretende cobrir o desenvolvimento de um motor gra´fico baseado em
OpenGL para desenho de superf´ıcies de dimensa˜o planeta´ria com topografia real. A
quantidade de informac¸a˜o necessa´ria para cobrir toda a superf´ıcie de um planeta torna
necessa´ria a utilizac¸a˜o de mecanismos de representac¸a˜o multiresoluc¸a˜o, compressa˜o e
organizac¸a˜o da topografia para permitir a recuperac¸a˜o eficaz, possibilitando o seu
desenho sem pausas percept´ıveis para o utilizador.
Neste contexto, esta dissertac¸a˜o descreve a concepc¸a˜o e desenvolvimento de um
motor gra´fico para desenho de superf´ıcies cont´ınuas, de dimensa˜o planeta´ria, utilizando
topografia real. Os objectivos deste motor sa˜o:
• Desenho de superf´ıcies planeta´rias com topografia real
• Apresentar baixa complexidade tecnolo´gica para adaptac¸a˜o simples a cada cena´rio de utilizac¸a˜o
• Garantir performance satisfato´ria para va´rios cena´rios de utilizac¸a˜o sem atrasos percept´ıveis
• Ser disponibilizado em modo Open Source e de forma gratuita
• Utilizar apenas fontes de informac¸a˜o gratuitas e publicamente acess´ıveis
Apresentarei os me´todos desenvolvidos para este efeito nas diferentes fases de pre´-
processamento, desenho e processamento vectorial no processador gra´fico, assim como
os resultados obtidos e comparac¸a˜o com me´todos alternativos.
Posteriormente, para ilustrar a possibilidade de extensa˜o de funcionalidades do
motor desenvolvido, apresentarei me´todos e implementac¸o˜es de codificac¸a˜o de regras
de f´ısica e visualizac¸a˜o de dados reais dentro do motor.
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1Introduc¸a˜o
Nesta dissertac¸a˜o apresenta-se uma estrate´gia para a construc¸a˜o de um motor de
desenho 3D baseado em OpenGL, cujo objectivo principal e´ a simulac¸a˜o de um sis-
tema planeta´rio a` escala, com suporte a` representac¸a˜o de planetas de dimensa˜o real,
com topografia real, assim como interacc¸o˜es f´ısicas elementares, como gravitac¸a˜o ou
feno´menos de dispersa˜o atmosfe´rica.
As aplicac¸o˜es para um motor deste ge´nero sa˜o va´rias e va˜o desde, numa ponta
do espectro, jogos, ate´ sistemas de informac¸a˜o geogra´fica, passando pela simulac¸a˜o
e treino ou visualizac¸a˜o cient´ıfica em a´reas como a meteorologia ou a oceanografia.
Existem va´rios motores deste tipo dispon´ıveis, como por exemplo o Google Earth ou o
NASA WorldWind, cada um implementando te´cnicas distintas e com maior ou menor
grau de abertura quanto a` divulgac¸a˜o das mesmas. Este projecto pretende produzir
um componente de software opensource e gratuito.
A quantidade de informac¸a˜o topogra´fica necessa´ria para representar um planeta
inteiro, independentemente da sua dimensa˜o real, depende apenas da resoluc¸a˜o com
que o terreno foˆr amostrado. A t´ıtulo de exemplo, o espac¸o de armazenamento
necessa´rio para guardar toda a topografia do planeta Terra incluindo superf´ıcies de
a´gua e sugesta˜o de coˆr em cada amostra, a uma resoluc¸a˜o de 250m/amostra e´ de
aproximadamente 73.5GB.
12
Filipe Costeira Varela Desenho de Superf´ıcies Planeta´rias em 3D
Os avanc¸os computacionais em tecnologias de processamento gra´fico nos anos
recentes aumentaram drasticamente o espectro de possibilidades de tratamento e
desenho de informac¸a˜o geogra´fica. Esta evoluc¸a˜o po˜e constantemente a` prova as
formas de desenhar mais informac¸a˜o sem perda de desempenho comparativamente
a implementac¸o˜es de gerac¸a˜o anterior. Ainda assim, um dos objectivos deste motor e´
cumprir os requisitos previamente enumerados utilizando hardware modesto, existente
em computadores de uso pessoal com capacidades de processamento gra´fico limitadas.
1.1 Motivac¸a˜o
Mencionei anteriormente a existeˆncia de va´rios motores para desenho de planetas
com topografia real. Estes motores sa˜o, no entanto, vocacionados para fins muito
espec´ıficos. Independentemente de terem uma arquitectura modular, que permita a
reutilizac¸a˜o de componentes para contextos distintos, essa modularidade esta´, geral-
mente, escondida dos utilizadores e exposta apenas ao fabricante do motor. Na˜o e´
poss´ıvel a um utilizador reutilizar apenas os componentes responsa´veis pelo desenho
da superf´ıcie planeta´ria num contexto para o qual na˜o foi concebido.
Assim, a principal motivac¸a˜o da construc¸a˜o deste motor e´ distribuir um compo-
nente ba´sico sobre o qual possam ser desenvolvidos um qualquer conjunto de me´todos
para utilizac¸a˜o em contextos diferentes, como por exemplo:
• Representac¸a˜o fiel de um sistema solar com regras de gravitac¸a˜o
• Simulador para ca´lculo de trajecto´rias de voˆo de sondas de explorac¸a˜o espacial
• Simulador de voˆo de aeronaves com interacc¸a˜o atmosfe´rica
• Visualizac¸a˜o de dados em tempo real
O facto de o motor ter co´digo aberto e ser gratuito e modular, permitira´ a quem
assim o desejar, substituir qualquer um dos componentes de pre´-processamento, de-
senho ou ca´lculo vectorial no GPU por uma implementac¸a˜o melhor ou mais eficiente
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dentro do contexto para o qual o motor esteja a ser adaptado. Aproveitando a filosofia
vital inerente a algumas formas de licenciamento opensource, todos os utilizadores
beneficiara˜o destas melhorias ou particularizac¸o˜es, podendo concentrar-se no desen-
volvimento de futuras melhorias incrementais.
1.2 Organizac¸a˜o
Esta dissertac¸a˜o esta´ organizada com o seguinte formato:
Cap´ıtulo 2 - Introduc¸a˜o ao OpenGL Os mecanismos de desenho e processamento
gra´ficos que sera˜o abordados carecem de alguma contextualizac¸a˜o para o leitor na˜o
familiarizado. Neste cap´ıtulo sera´ feita uma breve introduc¸a˜o a` API OpenGL, os
seus componentes, tipos de dados que sa˜o manipulados e entidades responsa´veis pelo
seu processamento, assim como a motivac¸a˜o para a selecc¸a˜o desta API 3D face a`s
alternativas.
Cap´ıtulo 3 - Desenho de terrenos Neste cap´ıtulo sera˜o enumeradas as diferentes
te´cnicas para desenho de terrenos em 3D.
Cap´ıtulo 4 - Modelo F´ısico Neste cap´ıtulo sera˜o apresentados os elementos que
sa˜o simulados para a reconstruc¸a˜o fiel de um sistema planeta´rio a` escala, a estrutura
dos mesmos e as interacc¸o˜es a que sa˜o sujeitos.
Cap´ıtulo 5 - Arquitectura do motor Neste cap´ıtulo sera´ apresentada, de forma
esquema´tica e alto-n´ıvel, a arquitectura do motor. Sera˜o enumerados os seus com-
ponentes e funcionalidades por componente, assim como a pipeline de processamento
gra´fico que e´ adoptada pelo motor.
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Cap´ıtulo 6 - Caracterizac¸a˜o dos dados Neste cap´ıtulo sera˜o caracterizados os
datasets topogra´ficos que foram utilizados para o motor, que informac¸a˜o conteˆm e
como foram gerados.
Cap´ıtulo 7 - Pre´-Processamento Neste cap´ıtulo sera˜o apresentadas as formas de
pre´-processar a informac¸a˜o topogra´fica para ser utilizada na implementac¸a˜o definida
em Desenho de terrenos 3D e relac¸a˜o entre fidelidade aos dados originais e espac¸o
de armazenamento utilizado por cada resoluc¸a˜o poss´ıvel.
Cap´ıtulo 8 - Manipulac¸a˜o CPU Neste cap´ıtulo sera´ apresentada a forma como
o motor trabalha os dados resultantes do pre´-processamento no contexto do bina´rio
a ser executado no CPU. Sera˜o abordadas as formas de leitura, caching e gesta˜o de
memo´ria.
Cap´ıtulo 9 - Render GPU Neste cap´ıtulo sera˜o apresentadas as te´cnicas para
utilizar a informac¸a˜o topogra´fica armazenada em texturas para manipular, no GPU,
os ve´rtices que sera˜o desenhados. Sera˜o explicadas as formas de translacc¸a˜o de ve´rtices,
aplicac¸a˜o de informac¸a˜o para iluminac¸a˜o e texturas com sugesta˜o de coˆr em cada ponto
do terreno.
Cap´ıtulo 10 - Conclusa˜o Este cap´ıtulo consiste numa ana´lise dos perfis de execuc¸a˜o
da aplicac¸a˜o desenvolvida e interpretac¸a˜o destes resultados para aferir grau de cum-
primento dos objectivos iniciais.
Cap´ıtulo 11 - Trabalho Futuro Neste cap´ıtulo sera˜o enumerados alguns melho-
ramentos e desenvolvimentos planeados para o futuro do projecto.
ULHT 15 ECATI
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O OpenGL - Open Graphics Library e´ uma API de processamento gra´fico, indepen-
dente de hardware ou sistemas operativos que na˜o inclui funcionalidade para desenho
de interfaces gra´ficos. O principal objectivo e´ que os diversos interfaces gra´ficos dos
diversos sistemas operativos tenham pontes para delegar a responsabilidade do desenho
de alguns dos seus componentes a` API OpenGL.
Esta API constitui, conjuntamente com o Direct 3D, da Microsoft, o standard
de facto para desenho 3D com suporte a acelerac¸a˜o por hardware. Ha´ diferenc¸as
entre ambas que se traduzem numa maior ou menor facilidade de utilizac¸a˜o, resultado
gra´fico final, suporte variado para extenso˜es que permitem utilizac¸a˜o de mecanismos
avanc¸ados para manipulac¸a˜o de ve´rtices no processador gra´fico, entre va´rias outras. No
entanto, a u´nica diferenc¸a que serviu de base para a selecc¸a˜o da API a utilizar para a
construc¸a˜o do motor gra´fico aqui descrito, e´ a portabilidade. O Direct3D e´ proprieta´rio
da Microsoft, e esta´ apenas dispon´ıvel para sistemas Windows enquanto que o OpenGL
e´ uma norma aberta e a sua portabilidade traduz-se na sua disponibilidade para
praticamente todas as plataformas de computac¸a˜o e sistemas operativos existentes,
incluindo Linux, Mac OS X, Windows, Solaris e BSD.
A t´ıtulo de curiosidade, o Direct3D e´ a API utilizada pelas consolas do mesmo
fabricante, XBox 360. O OpenGL ES, versa˜o para sistemas embebidos do OpenGL,
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e´ a API utilizada nas consolas PlayStation. Para melhor ilustrar a consequeˆncia da
portabilidade e do facto de se tratar de uma norma aberta, o suporte a desenho 3D em
ambientes WEB, presente na norma WebGL suportada pelo HTML5, e´ uma versa˜o
de OpenGL ES.1
Apesar de se tratar de uma API de desenho, na˜o inclui funcionalidade para o
desenho de objectos complexos. Tudo o que e´ desenhado e´ baseado num conjunto de
primitivas e instruc¸o˜es elementares como, por exemplo, translacc¸o˜es e rotac¸o˜es sobre
pontos e linhas.
2.1 Arquitectura
O OpenGL consiste num conjunto de algumas centenas de func¸o˜es que permitem, ao
programador, a utilizac¸a˜o das func¸o˜es que o hardware gra´fico implementa. Define-se
como uma ma´quina de estados cujas transic¸o˜es sa˜o levadas a cabo atrave´s de chamadas
a func¸o˜es.
Figura 2.1: Arquitectura de processamento do OpenGL.
1Microsoft, Direct3D, Playstation sa˜o marcas registadas dos respectivos proprieta´rios
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2.2 Primitivas
A forma de desenhar objectos e´ adiciona´-los ao contexto de execuc¸a˜o do OpenGL.
No entanto, a API na˜o tem qualquer noc¸a˜o da natureza dos objectos a desenhar,
visto que estes sa˜o constitu´ıdos apenas um conjunto de ve´rtices que sa˜o inseridos na
pipeline de processamento. Para que seja poss´ıvel desenhar a superf´ıcie deste conjunto
de ve´rtices e na˜o apenas um conjunto de pontos, e´ necessa´rio indicar a` API qual e´ a
natureza das superf´ıcies que os ve´rtices representam. Para este efeito existem algumas
pistas que identificam primitivas e que sa˜o utilizadas no processo de envio de ve´rtices
para processamento. Sendo o OpenGL uma ma´quina de estados, a forma de enviar
esta informac¸a˜o e´ chamar uma func¸a˜o glBegin cujo argumento e´ um identificador da
primitiva que deve ser desenhada com os ve´rtices que se seguira˜o. Um exemplo de
uma sequeˆncia para desenhar um triaˆngulo e´:
Listagem 2.1: Co´digo para desenhar um triaˆngulo.
glBegin(GL TRIANGLES);




Poder-se-ia continuar a enviar ve´rtices em grupos de treˆs antes de enviar a declarac¸a˜o
de final de uso da primitiva de triaˆngulos. A API saberia que cada treˆs ve´rtices seriam
unidos por uma linha para formar um triaˆngulo. A figura 2.2 ilustra quais as primitivas
que esta˜o dispon´ıveis para desenho.
2.3 Mecanismo de Projecc¸a˜o
A API assenta num conceito fundamental de matrizes que representam todo o espac¸o
a ser desenhado sobre pontos de vista diferentes. A construc¸a˜o de uma cena e´ um
processo ana´logo ao de tirar uma fotografia e consiste no posicionamento da caˆmara,
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Figura 2.2: Primitivas do OpenGL.
na rotac¸a˜o da caˆmara e subsequente tranformac¸a˜o de coordenadas R3 → R2 para a
construc¸a˜o da imagem bidimensional num e´cran. A sequeˆncia de transformac¸o˜es e´
ilustrada na figura seguinte.
Figura 2.3: Processo de transformac¸a˜o de coordenadas ate´ a` fase de desenho no ecran.
Apo´s o envio de coordenadas para a API atrave´s da chamada de uma func¸a˜o com
valores, e depois de estabelecida a primitiva a utilizar, as coordenadas sa˜o transfor-
madas do espac¸o objecto para o espac¸o do modelo. Neste espac¸o, todos os objectos
teˆm coordenadas num referencial comum. As coordenadas sa˜o depois transformadas,
projectando-se para um espac¸o cuja origem de referencial e´ a posic¸a˜o do observador.
Este passo e´ o de projecc¸a˜o verdadeiramente dita. Segue-se uma fase de normalizac¸a˜o
das dimenso˜es da imagem de acordo com as dimenso˜es da zona em que vai ser mostrada.
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2.4 Modos de Operac¸a˜o
Existem va´rias formas de enviar ve´rtices para a API do OpenGL. Uma das formas,
chamada de modo directo, e´ exemplificada na listagem de co´digo 9.2. Esta forma
consiste na invocac¸a˜o de uma func¸a˜o da API para o envio de cada ve´rtice. No caso
de primitivas compostas, como filas de triaˆngulos, e´ feita uma optimizac¸a˜o trivial,
ou seja, os primeiros 3 ve´rtices constituem um triaˆngulo e todo o ve´rtice adicional
fecha mais um triaˆngulo. Neste caso, o nu´mero de func¸o˜es a invocar para desenhar
n triaˆngulos e´ igual a n + 2. Como ha´ uma equivaleˆncia entre nu´mero de func¸o˜es a
invocar e de ve´rtices em uso para a definic¸a˜o de cada triaˆngulo, a memo´ria necessa´ria
para armazenar n triaˆngulos tambe´m desce de 3m para m+ 2 com m correpondendo
a` memo´ria ocupada por cada ve´rtice.
No entanto, e´ facilmente compreens´ıvel que no processo de desenho de geometrias
muito complexas, havera´ um nu´mero de chamadas a func¸o˜es n a partir do qual, o
processador gra´fico na˜o consegue desempenhar de forma a manter a coereˆncia visual.
Isto e´, a partir desses ponto, o tempo envolvido nas mudanc¸as de contexto e chamadas a
func¸o˜es da API excede o tempo ma´ximo entre duas imagens consecutivas que permitiria
que o nu´mero de imagens produzidas por segundo transmitiria a sensac¸a˜o de fluidez
ao olho humano. Para resolver este problema, foram desenvolvidos me´todos de envio
de geometria alternativos.
2.4.1 Display Lists
Uma das formas de minimizar as instruc¸o˜es enviadas a` API e´ a utilizac¸a˜o de display
lists. Este grupo de comandos permite copiar para memo´ria um conjunto de dados
e instruc¸o˜es para futura refereˆncia. Desta forma, em vez de em cada imagem enviar
toda a geometria de um objecto para o processador gra´fico, envia-se uma u´nica vez
o conjunto de dados e instruc¸o˜es de desenho do objecto. Em imagens subsequentes,
basta instruir o processador gra´fico para desenhar a display list com um determinado
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identificador. Este me´todo permite que qualquer objecto passe a requerer apenas 1
chamada a func¸o˜es para o seu desenho, independentemente da sua complexidade.
Listagem 2.2: Co´digo para desenhar um triaˆngulo utilizanto display lists.
// criar uma lista
GLuint index = glGenLists(1);
// compilar instrucoes e dados para desenho da lista
glNewList(index, GL COMPILE);
glBegin(GL TRIANGLES);





// desenhar a lista
glCallList(index);
// apagar lista quando ja nao se pretende desenhar os seus objectos
glDeleteLists(index, 1);
A utilizac¸a˜o de display lists permite va´rias outras optimizac¸o˜es. E´ poss´ıvel inclu´ır
dentro da lista translac¸o˜es e rotac¸o˜es, operac¸o˜es com iluminac¸a˜o, entre outras.
2.4.2 Vertex Arrays
Os vertex arrays sa˜o uma forma de aglomerar informac¸a˜o de ve´rtices num buffer em
memo´ria para, tal como com display lists, executar operac¸o˜es de desenho complexas
com poucas chamadas a func¸o˜es. O seu modo de funcionamento passa por alocar o
espac¸o para a informac¸a˜o geome´trica, indicar alguma informac¸a˜o sobre a forma como
o conteu´do esta´ organizado, e executar a operac¸a˜o de desenho. E´ poss´ıvel indicar que
tipo de primitiva deve ser utilizada para aglomerar os ve´rtices ou o espac¸amento entre
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cada conjunto de coordenadas de ve´rtices.
Permitem tambe´m uma optimizac¸a˜o em relac¸a˜o ao modo de funcionamento de
display lists que consiste na na˜o duplicac¸a˜o de ve´rtices partilhados entre superf´ıcies.
A t´ıtulo de exemplo, ao desenhar um cubo com display lists, seria necessa´rio, para cada
face, indicar os quatro ve´rtices que a compoem. No entanto, cada um destes ve´rtices
e´ partilhado por 3 faces, pelo que seria especificado, em modo directo, em triplicado.
A metodologia de desenho de vertex arrays permite aglomerar todos os ve´rtices
u´nicos sequencialmente em memo´ria, e utilizar um segundo buffer para armazenar
ı´ndices dos ve´rtices que compoem cada face. Desta forma, o espac¸o necessa´rio para
informac¸a˜o redundante desce do nu´mero de ocorreˆncias redundantes de cada ve´rtice
multiplicado pelo espac¸o necessa´rio a cada, para apenas o espac¸o necessa´rio para
armazenar uma posic¸a˜o ou ı´ndice do ve´rtice redundante.
Ao contra´rio das display lists, na˜o e´ poss´ıvel executar chamadas a func¸o˜es de
manipulac¸a˜o de ve´rtices ou iluminac¸a˜o com a utilizac¸a˜o de vertex arrays.
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3Desenho de terrenos
O desenho de terrenos em 3D e´ uma a´rea particularmente complexa da disciplina de
computac¸a˜o gra´fica. Isto deve-se ao facto de que uma representac¸a˜o pormenorizada
de um terreno real ou sintetizado requer informac¸a˜o cuja complexidade espacial e´
suficientemente grande para serem necessa´rios mecanismos de restric¸a˜o a` informac¸a˜o
a ser desenhada de forma a poder ser trabalhada pelos recursos limitados dispon´ıveis
em ma´quinas para computac¸a˜o dome´stica.
Por esta ser uma disciplina suficientemente complexa para merecer descric¸a˜o mais
pormenorizada e por este na˜o ser o foco, mas uma generalizac¸a˜o do problema tratado
nesta dissertac¸a˜o, procurarei apresentar os mecanismos mais comuns de organizac¸a˜o
e desenho de informac¸a˜o topogra´fica, assim como as te´cnicas de restric¸a˜o aos dados
desenhados para que possam ser trabalhados por recursos modestos.
3.1 Conceitos Elementares
A topografia de um pedac¸o de terreno e´, regra geral, representada por um mapa de
elevac¸o˜es heightmap. Esta estrutura na˜o e´ mais do que uma imagem comum cujos
canais de cores representam na˜o amplitude de cada coˆr, mas altitude de um ponto
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do terreno. Estas imagens sa˜o tratadas de formas distintas consoante o me´todo
de desenho. Podem ser lidas no contexto do programa de desenho e interpretadas
para atribuir coordenadas em 3D aos ve´rtices que va˜o ser desenhados, ou podem ser
interpretadas como imagens e passadas ao GPU como texturas para atribuic¸a˜o, numa
fase posterior, das altitudes correspondentes.
Visto que uma estrutura de dados que contenha todos os ve´rtices necessa´rios para
representar a topografia completa de um corpo planeta´rio ou de dimensa˜o equivalente
possa conter uma quantidade de informac¸a˜o va´rias ordens de grandeza superior aos
recursos habitualmente dispon´ıveis para a processar, torna-se necessa´rio aplicar algu-
mas te´cnicas de particionamento de espac¸o e selecc¸a˜o de informac¸a˜o a desenhar que
sa˜o transversais a todos os me´todos de desenho. Algumas destas te´cnicas combinam
com um me´todo de desenho em particular, outras aplicam-se a qualquer me´todo de
desenho de qualquer objecto em 3D.
3.1.1 Depth Sorting
A te´cnica de depth sorting ou ordenac¸a˜o por profundidade consiste em ordenar uma
lista de objectos a desenhar por distaˆncia crescente para os objectos completamente
opacos, e pela ordem inversa para os translu´cidos.
Desta forma, os objectos mais perto do ponto de vista do observador, ao serem
desenhados primeiro, pintam uma mancha num buffer de profundidade da API 3D.
Com este buffer pintado em algumas a´reas, qualquer outro objecto mais distante que
va´ ocupar a mesma a´rea e´ testado pela API 3D e alguns ou todos os seus ve´rtices sa˜o
imediatamente descartados, nunca chegando a`s fases de processamento mais intensivas
do GPU e minimizando assim o tempo total de processamento dedicado ao desenho.
O motor desenvolvido para esta dissertac¸a˜o utiliza este me´todo para filtragem
de informac¸a˜o a desenhar pelo GPU em cada ciclo, para ale´m de outras formas de
ordenac¸a˜o temporal para determinac¸a˜o de elementos que precisam de sa´ır de memo´ria
cache.
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Figura 3.1: buffer de profundidade de uma cena. As zonas ocultas de cada objecto na˜o
chegam a`s fases avanc¸adas de processamento.
3.1.2 Frustum Culling
Esta te´cnica consiste em determinar, para todos os objectos em memo´ria, quais esta˜o
completamente fora do cone de espac¸o que e´ vis´ıvel ao observador. Uma vez identifica-
dos, o desenho destes objectos e´ abortado, minimizando a informac¸a˜o que e´ desenhada
em cada ciclo.
Para identificar quais os objectos que esta˜o completamente ocultos, e´ necessa´rio
testar os seus ve´rtices quanto a` visibilidade. No entanto, alguns objectos sa˜o sufi-
cientemente complexos para que o tempo de execuc¸a˜o destes testes seja superior ao
tempo que demoraria o desenho dos mesmos. Por este motivo utilizam-se te´cnicas de
optimizac¸a˜o destes testes que variam consoante o tipo de geometria codificada pelos
ve´rtices em questa˜o.
De todas estas te´cnicas, salientam-se duas particularmente comuns. O conceito
fundamental e´ o mesmo e consiste em encapsular o objecto numa estrutura geome´trica
simplificada e testar apenas os ve´rtices dessa estrutura. A principal variac¸a˜o tem que
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Figura 3.2: Detecc¸a˜o de visibilidade por frustum culling.
ver com a geometria da estrutura em si e na˜o com o processo de teste. As duas
estruturas mais comuns sa˜o paralelip´ıpedos e esferas. Com estas te´cnicas, para um
objecto com um qualquer nu´mero de ve´rtices, apenas e´ preciso testar a visibilidade
dos ve´rtices da estrutura que o engloba e, em alguns casos, as arestas que unem estes
ve´rtices.
O motor desenvolvido para esta dissertac¸a˜o utiliza ambas, e alterna entre as duas
dependendo do qua˜o apta e´ cada uma para a detecc¸a˜o de visibilidade do objecto
encapsulado.
Apo´s estas fases, e´ necessa´rio calcular informac¸a˜o que vai ser utilizada para ca´lculos
de iluminac¸a˜o do terreno e, posteriormente, aplicar texturas a` geometria.
3.1.3 Iluminac¸a˜o
A iluminac¸a˜o do terreno e´ feita atrave´s de ca´lculos que determinam, para cada ve´rtice,
coeficientes de luminosidade ambiente, specular e difusa. Estes ca´lculos teˆm em conta
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o vector normal a cada ve´rtice. Isto implica que seja calculado um novo conjunto de
vectores de dimensa˜o igual a` dos ve´rtices. Este novo conjunto e´ designado por um
mapa de normais. Cada um dos treˆs paraˆmetros de iluminac¸a˜o tem em conta o qua˜o
orientado para a fonte de iluminac¸a˜o esta´ a superf´ıcie de cada triaˆngulo de terreno.
Os treˆs paraˆmetros calculados sa˜o ponderados para a produc¸a˜o de uma me´trica
escalar final que e´ multiplicada pela coˆr na textura de cada ve´rtice, permitindo ajustar
a sua intensidade e, assim, simular iluminac¸a˜o.
3.2 Particionamento Espacial e simplificac¸a˜o
geome´trica
Como referido anteriormente, na˜o e´ poss´ıvel desenhar em todos os ciclos, toda a in-
formac¸a˜o que codifica a geometria do terreno. Por este motivo, e´ necessa´rio particionar
o terreno em blocos de ve´rtices cont´ıguos e aplicar os testes referidos acima a cada
um destes blocos. Torna-se evidente, apo´s refereˆncia a` te´cnica de particionamento
espacial, que estes testes podem ser aplicados de forma recursiva a cada bloco. Desta
forma, sempre que ha´ apenas visibilidade parcial de um bloco, e´ poss´ıvel particionar
o bloco em blocos de dimensa˜o espacial inferior e testa´-los individualmente.
Para ale´m das te´cnicas de particionamento espacial que permitem ana´lise de com-
plexidade geome´trica em blocos, existem tambe´m te´cnicas de simplificac¸a˜o geome´trica,
ou mais precisamente, de remoc¸a˜o de informac¸a˜o supe´rflua para o desenho de su-
perf´ıcies. Isto deve-se ao facto de as amostras topogra´ficas serem feitas em malhas
regulares, independentemente da complexidade do terreno em questa˜o.
Existem muitas te´cnicas de particionamento espacial para a geometria de terrenos
em 3D. Estas te´cnicas podem ser visualizadas como uma a´rvore evolutiva de algoritmos
que foram sendo refinados ao longo do tempo, sendo que as mais recentes e com maior
investigac¸a˜o e aplicac¸a˜o no presente sa˜o as que apresentarei abaixo.
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3.2.1 Triangulated Irregular Networks - TIN
Este me´todo de particionamento do terreno consiste em triangular o terreno de forma
irregular. O objectivo e´ representar com poucos triaˆngulos as a´reas com pouca variac¸a˜o
topogra´fica como, por exemplo, plan´ıcies, e com maior densidade de triaˆngulos as a´reas
com muita variac¸a˜o de elevac¸o˜es como, por exemplo, cordilheiras.
Se se imaginar a representac¸a˜o de elevac¸o˜es de um terreno como uma imagem
em que as elevac¸o˜es sa˜o codificadas como intensidade de um qualquer canal de coˆr,
enta˜o o nu´mero de triaˆngulos necessa´rio para a representac¸a˜o de cada zona da imagem
e´ directamente proporcional ao mapa que codifique as amplitudes da derivada de
primeira ordem - o declive - do mapa original.
Figura 3.3: Terreno triangulado com TIN.
Embora esta te´cnica permita manter a densidade de amostras original do terreno
nas zonas que precisem de maior pormenor e, simultaneamente, simplificar a geometria
das zonas menos acidentadas, na˜o e´ um me´todo de particionamento espacial. Esta
te´cnica pode, no entanto, ser aplicada aos blocos resultantes do particionamento
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conseguido com outras te´cnicas.
3.2.2 Realtime Optimally Adapting Meshes - ROAM
Este me´todo tornou-se muito popular em anos recentes. Embora seja substancialmente
mais complexo que as alternativas contemporaˆneas, oferece melhor gesta˜o de recursos
e performance.
O conceito fundamental consiste na utilizac¸a˜o de uma a´rvore bina´ria cujos elemen-
tos conteˆm um triaˆngulo e apontadores para elementos filhos em resoluc¸a˜o crescente.
A forma de popular a geometria dos n´ıveis inferiores da a´rvore e´ segmentar o elemento
imediatamente acima ao meio e copiar metade da sua geometria para o n´ıvel inferior.
Figura 3.4: Bloco de terreno triangulado com ROAM.
Paralelamente a esta estrutura, sa˜o utilizadas duas filas. Uma de divisa˜o de
elementos e uma de fusa˜o de elementos. Estas filas sa˜o utilizadas para seleccionar o
n´ıvel de detalhe com que a geometria deve ser desenhada de acordo com uma me´trica de
erro. Esta me´trica e´ uma combinac¸a˜o de elementos que determinam qua˜o acidentada
e´ a superf´ıcie a ser desenhada e, portanto, qua˜o precisa deve ser a sua representac¸a˜o
geome´trica, e qua˜o afastada esta´ do observador. Existem va´rios paraˆmetros de ajuste
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a estes dois componentes que variam de caso a caso consoante os dados topogra´ficos,
o mecanismo de projecc¸a˜o utilizado no motor gra´fico, entre outros.
3.2.3 Chunked Level of Detail - CLOD
Este me´todo consiste tambe´m, na utilizac¸a˜o de uma a´rvore bina´ria para armazena-
mento de geometria. No entanto, o conteu´do de cada elemento da a´rvore e´ um bloco de
n.n ve´rtices em forma quadrangular que representa a geometria de um bloco de terreno.
Cada um destes elementos conte´m apontadores para 4 outros elementos seus filhos.
Cada um destes elementos filhos conte´m a mesma quantidade de informac¸a˜o que o seu
pai, n.n ve´rtices que representam 1/4 da sua informac¸a˜o. Assim, a resoluc¸a˜o duplica a
cada n´ıvel da a´rvore mas mante´m-se um nu´mero de ve´rtices por bloco constante. Esta
caracter´ıstica permite optimizac¸o˜es em esta´gios posteriores da linha de processamento,
como por exemplo, a partilha de um u´nico bloco de ve´rtices na˜o geo-referenciado e
posterior transformac¸a˜o de altitudes atrave´s da leitura da informac¸a˜o topogra´fica como
se de uma textura se tratasse.
Figura 3.5: Bloco de terreno particionado com CLOD.
O processo de desenho destes elementos consiste na determinac¸a˜o, tambe´m, de uma
me´trica de erro relacionada com a distaˆncia de cada elemento ao observador e do qua˜o
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importante e´ o bloco para a a´rea de foco da cena. Sempre que se determine que um
elemento precisa de ser desenhado com maior ou menor resoluc¸a˜o, retira-se o mesmo
da lista de blocos que sera˜o desenhados e repete-se a ana´lise para, respectivamente, os
seus filhos ou pai.
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4Modelo F´ısico
O motor desenvolvido no aˆmbito desta dissertac¸a˜o, como descrito na secc¸a˜o anterior,
simula alguns corpos do nosso sistema solar. Os corpos simulados, neste momento,
sa˜o o Sol e a Terra. Estes corpos foram seleccionados pela existeˆncia de informac¸a˜o
topogra´fica completa para a Terra. Na altura da escrita deste documento, existem
ja´ dados topogra´ficos para va´rios outros planetas. O formato em que esses dados
sa˜o armazenados e´ praticamente igual em cada caso, pelo que seria poss´ıvel, com um
esforc¸o de algumas horas, prepara´-los para integrac¸a˜o no motor.
Na˜o existem simulac¸o˜es completas e integralmente fie´is a` realidade. E´ sempre
necessa´rio trac¸ar uma fronteira entre a informac¸a˜o que e´ representada e a que fica fora
do modelo, de acordo com o fim para o qual a simulac¸a˜o se destina. Este motor simula
o movimento de translacc¸a˜o da Terra em roda do Sol e a rotac¸a˜o sobre o seu pro´prio
eixo Norte/Sul. As posic¸o˜es relativas do Sol e da Terra sa˜o calculadas de acordo com a
data configurada no sistema e correspondem a`s localizac¸o˜es reais de ambos os corpos
na mesma data.
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Figura 4.1: Proto´tipo para ca´lculo de posic¸o˜es relativas do Sol, Terra e Marte.
4.1 Posicionamento
Para o ca´lculo da posic¸a˜o da Terra em relac¸a˜o ao Sol, e´ utilizado um modelo publicado
em [3] e e´ baseado numa combinac¸a˜o de fitting de observac¸o˜es. Este modelo utiliza,
como paraˆmetros, uma data e um par de coordenadas latitude e longitude na superf´ıcie
da Terra. O resultado do algoritmo e´ outro par de coordenadas que representa o ponto,
na superf´ıcie terrestre, em relac¸a˜o ao ponto do observador, pelo qual passa uma recta
que una o centro da Terra ao centro do Sol. A distaˆncia entre estes dois corpos e´ tida
como constante e igual a 1a.u.1.
O Sol e´ representado por uma esfera cuja posic¸a˜o corresponde ao versor do vector
Terra-Sol multiplicada por 1a.u..
1a.u.: Unidade Astrono´mica. Aproximadamente igual a` distaˆncia me´dia entre Terra e Sol, 149
597 870,7 km
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4.2 Iluminac¸a˜o
Uma vez estabelecido o vector Sol-Terra, considera-se o seu versor como a direcc¸a˜o da
fonte de iluminac¸a˜o da superf´ıcie do planeta. Para que os aˆngulos de incideˆncia ao
plano tangente de cada ponto na superf´ıcie terrestre sejam o mais pro´ximos a` realidade
quanto poss´ıvel, este versor e´ multiplicado por 1a.u.. Assim, a fonte de iluminac¸a˜o
de modelo omnidireccional esta´ posicionada no mesmo local que a sua representac¸a˜o
geome´trica.
Apesar de ser deseja´vel representar estes nu´meros com a maior precisa˜o poss´ıvel,
ha´ um limite pra´tico inultrapassa´vel e definido pelo mı´nimo mu´ltiplo comum de fun-
cionalidades do pro´prio processador gra´fico. O motivo pelo qual isto acontece e´ que,
apesar de haver suporte para v´ırgula flutuante e dupla precisa˜o na camada API de
OpenGL, o mesmo na˜o acontece na camada de hardware. Caso se utilize o tipo de dupla
precisa˜o e v´ırgula flutuante, todos os valores sa˜o convertidos para fixed-point de 32bit
pelo hardware. Esse e´, enta˜o, o limite para o qual se deve apontar para representar
o valor ma´ximo, sem overhead de converso˜es de tipos, nem perda de precisa˜o. Esse
valor e´, por consequeˆncia da norma IEEE 754-2008, igual a 3, 4× 1038.
4.3 Gravitac¸a˜o
O modelo de gravitac¸a˜o utilizado tira vantagem da forma de organizac¸a˜o, em memo´ria,
dos va´rios objectos que constituem a cena. Foi criada uma a´rvore que conte´m todos
estes elementos. Cada elemento, para ale´m da informac¸a˜o geome´trica e algumas
propriedades auxiliares, conte´m informac¸a˜o de massa e energia. A cada iterac¸a˜o do
ciclo de desenho sa˜o calculadas as forc¸as resultantes da interacc¸a˜o entre os va´rios
objectos e aplicadas as transformac¸o˜es resultantes da acc¸a˜o dessas forc¸as.
No entanto, e devido ao facto de se tratar de uma simulac¸a˜o em tempo discreto,
acontecem alguns arredondamentos e impreciso˜es nos ca´culos. Estas impreciso˜es le-
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vam, ao fim de algum tempo, a` acumulac¸a˜o de erros de posicionamento que desequi-
libram o sistema. Estes problemas manifestam-se pela perturbac¸a˜o das o´rbitas dos
planetas simulados e perda de estabilidade de sate´lites em o´rbita dos mesmos.
Para contornar este problema, poder-se-ia presumir um sistema isolado e de esta-
bilidade inerente. Partindo deste princ´ıpio, seria poss´ıvel alterar as formas de ca´lculo
para terem em conta a lei da conservac¸a˜o de energia e assim, corrigir os erros em cada
iterac¸a˜o do ciclo de ca´lculo.
A forma de ca´lculo passa por, para cada elemento, calcular a forc¸a resultante da
interacc¸a˜o com todos os outros. Para evitar que o resultado do processamento de cada
elemento alimente os ca´lculos dos restantes na mesma iterac¸a˜o, e´ utilizado um duplo
buffer tradicional.
A equac¸a˜o utilizada para determinar a forc¸a resultante entre cada elemento e cada





Em que r2 e´ o quadrado da distaˆncia entre elementos e ~u2−1 e´ o versor do vector
que une ~p1 a ~p2. Uma vez calculadas todas as resultantes, a posic¸a˜o de cada elemento
e´ ajustada pela seguinte equac¸a˜o
~pt = ~pt−1 + ~v × dt+ ~F × dt2 (4.2)
Em que dt e´ o tempo decorrido entre cada iterac¸a˜o do ciclo de ca´lculo.
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5Arquitectura do motor
O me´todo de desenho desenvolvido para o motor gra´fico baseia-se numa conjugac¸a˜o
de te´cnicas aos va´rios n´ıveis da pipeline de desenho. A figura representa esquematica-
mente os diversos componentes do motor.
Figura 5.1: Componentes do motor T.R.E.
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5.1 Loader
O componente Loader e´ apenas uma classe abstracta cujas implementac¸o˜es interpretam
formatos diferentes de topografia, convertendo-os para a representac¸a˜o em memo´ria
utilizada pelo motor. A implementac¸a˜o de loader utilizado para esta dissertac¸a˜o leˆ
os formatos Blue Marble Next Generation1. Este componente e´ utilizado por outros
componentes sempre que se verificar a necessidade de ler informac¸a˜o topogra´fica out-
of-core.
5.2 Cache
O componente de cache e´ responsa´vel pela determinac¸a˜o de importaˆncia de manter
um bloco de terreno em cache e pela organizac¸a˜o e classificac¸a˜o de blocos na lista em
cache. A estrate´gia de cache assenta num threshold temporal a partir do qual um
bloco e´ descartado caso seja necessa´rio ler um novo bloco e o tamanho da lista apo´s
esta leitura exceda um threshold de memo´ria configurado. Os melhores resultados
foram conseguidos com threshold temporal de aprox 60 segundos e alocac¸a˜o de 200
bloco de terreno. Este componente apenas marca os bloco com informac¸a˜o de caching.
Os dados em si esta˜o organizados numa lista gerida pelo componente MeshList.
5.3 SceneGraph
Para desenhar os va´rios blocos em memo´ria e´ necessa´rio determinar a posic¸a˜o e
orientac¸a˜o da camara e, com base nessa informac¸a˜o, calcular que bloco esta˜o vis´ıveis
na cena que vai ser desenhada. Desta forma garante-se que na˜o e´ desenhada geometria
na˜o vis´ıvel. Este componente e´ tambe´m responsa´vel pela determinac¸a˜o, atrave´s de uma
me´trica combinada de distaˆncia e erro no ecran, de qual o n´ıvel de resoluc¸a˜o a que
um bloco deve ser desenhado. Sempre que foˆr determinado que e´ necessa´rio aumentar
1http://visibleearth.nasa.gov/, NASA
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a resoluc¸a˜o de um bloco, o bloco resultante e´ pedido a` cache. Caso o retorno seja
negativo, o no´ e´ pedido ao Loader e inserido na cache.
5.4 Renderer
Devido a optimizac¸o˜es comuns nas APIs de 3D, os componentes opacos devem ser de-
senhados de frente para tra´s. Desta forma, o buffer de profundidade pode ser utilizado
para determinar se um objecto esta´ a` frente do outro, ocultando-o completamente, e
impedir o desenho do objecto ocultado. Para este efeito, o Renderer reordena a lista
de elementos a desenhar por distaˆncia crescente a` camara e desenha-os nessa ordem.
Todos os elementos desenhados sa˜o implementac¸o˜es de uma subclasse de interface de
desenho u´nica.
5.5 Physics
Uma vez que o motor simula planetas a` escala real, foi desenvolvido um mo´dulo de
f´ısica que e´ responsa´vel pelo tracking de posic¸a˜o de todos os objectos. Este mo´dulo
e´ cr´ıtico para a determinac¸a˜o da posic¸a˜o da estrela do sistema e, consequentemente,
ca´lculo dos vectores de iluminac¸a˜o a utilizar no render final.
O tracking de posic¸o˜es de planetas e estrelas e´ feito com base nos algoritmos
descritos em [3]. As posic¸o˜es de todos os restantes objectos sa˜o calculadas atrave´s
do modelo gravitacional de Newton.
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6Caracterizac¸a˜o dos Dados
A topografia planeta´ria utilizada e´ proveniente de va´rios datasets. Em anos recentes
teˆm sido desenvolvidos esforc¸os por diversas organizac¸o˜es para compilar informac¸a˜o
topogra´fica do planeta Terra e corrigir erros existentes na informac¸a˜o ja´ existente.
Destes esforc¸os salientam-se dois datasets que sa˜o a fonte de facto para software de
informac¸a˜o geogra´fica que exija grande pormenor e fidelidade. Esses sa˜o o Blue Marble
Next Generation - BMNG - e o Shuttle Radar Topography Mission1 - SRTM.
6.1 Resoluc¸a˜o da Informac¸a˜o Geogra´fica
Enquanto que o SRTM conte´m apenas informac¸a˜o de elevac¸a˜o a uma resoluc¸a˜o de
90 metros por amostra, o BMNG utiliza uma resoluc¸a˜o inferior (de 500 metros por
amostra) mas conte´m informac¸a˜o topogra´fica, batime´trica, sinalizac¸a˜o de presenc¸a de
a´gua e sugesta˜o de coˆr me´dia em cada amostra. Devido a este facto, e´ comum utilizar
simultaneamente ambos os datasets representando a topografia com elevado grau de
fidelidade.
O motor T.R.E. apenas utiliza o BMNG para toda a informac¸a˜o. Uma vez estabe-
1http://www.cgiar-csi.org/, Versa˜o 4.1 do dataset produzido pela NASA
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Figura 6.1: Mapa de elevac¸a˜o do planeta BMNG.
lecido o mecanismo mais favora´vel ao desenho de topografia sem atrasos percept´ıveis,
e´ trivial escrever um mo´dulo Loader para suportar o formato SRTM.
O motor T.R.E. utiliza, para o desenho de superf´ıcies com informac¸a˜o topogra´fica,
va´rios subconjuntos de informac¸a˜o do BMBG. Todos estes subconjuntos sa˜o cons-
titu´ıdos por amostras numa projecc¸a˜o cil´ındrica equidistante (Plate-Carre) no sistema
WGS-84. Os va´rios componentes utilizados sa˜o:
Subdatasets utilizados no pre´-processamento. 21.5GB
• Raw Topography Conjunto de 86400x43200 amostras de 16bit com elevac¸a˜o em metros em
relac¸a˜o do n´ıvel me´dio do mar (aprox 7GB)
• Raw Bathymetry Conjunto de 21601x10801 amostras de 16bit com profundidade em metros
em relac¸a˜o do n´ıvel me´dio do mar (aprox 445MB)
• Raw Color Data Conjunto de 86400x43200 amostras de 24bit com informac¸a˜o de coˆr me´dia.
Conte´m 3 canais de 8bit cada (aprox 10.5GB)
• Raw Water Mask Conjunto de 86400x43200 amostras de 8bit com informac¸a˜o de presenc¸a
de a´gua2 (aprox 3.5GB)
Estes dados teˆm de ser transformados para um formato interme´dio. E´ importante
evidenciar a necessidade de transformar esta informac¸a˜o para que possa ser desenhada
por um motor gra´fico.
2Na˜o se pode presumir que um ve´rtice com altitude abaixo do n´ıvel me´dio do mar esteja submerso,
nem que um ve´rtice acima desta na˜o o esteja. Existem, por exemplo, rios acima do n´ıvel do mar.
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6.2 Tratamento dos Dados
Num contexto de 3D, as superf´ıcies sa˜o constitu´ıdas por ve´rtices. Para que uma
superf´ıcie seja desenhada com iluminac¸a˜o realista, e´ necessa´rio codificar informac¸a˜o
de iluminac¸a˜o no ambiente 3D e e´ necessa´rio especificar, para cada ve´rtice, qual a sua
orientac¸a˜o face a` luz. Este me´todo de funcionamento e´ transversal a todas as APIs de
3D e traduz um balanc¸o entre memo´ria e desempenho, ja´ que a extracc¸a˜o de informac¸a˜o
de declive de uma superf´ıcie e´ suficientemente complexa para ser prefer´ıvel fazeˆ-lo
numa fase de pre´-processamento e apenas ler essa informac¸a˜o na fase de desenho.
Esta informac¸a˜o designa-se por informac¸a˜o de normais visto ser composta por um
vector normal a cada ve´rtice. Por esta raza˜o, a partir da informac¸a˜o topogra´fica, gera-
se um novo conjunto de amostras, mas contendo um vector em R3 por cada amostra
de elevac¸a˜o.
O formato escolhido para conter a informac¸a˜o, ignorando a forma como a in-
formac¸a˜o deve ser segmentada, e´ o seguinte:
• Topography Conjunto de 86400x43200 amostras de 24bit contendo 16bit de elevac¸a˜o em
relac¸a˜o ao raio me´dio do planeta (fusa˜o entre topo e bathy) e 8bit de ma´scara de presenc¸a de
a´gua para efeitos de reflexos (specular highlight) (aprox 10.5GB)
• Normals Conjunto de 86400x43200 amostras de 24bit. Cada amostra e´ um vector normal a`
superf´ıcie em R3 (aprox 10.5GB)
• Raw Color Data Conjunto de 86400x43200 amostras de 24bit com informac¸a˜o de coˆr me´dia.
Conte´m 3 canais de 8bit cada (aprox 10.5GB)
Figura 6.2: Altitudes codificadas em dois canais. Normais codificadas em 3 canais.
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7Pre´-Processamento
Uma vez estabelecida a informac¸a˜o que e´ necessa´rio ter para se poder desenhar a
geometria com informac¸a˜o de iluminac¸a˜o, reflexos e coˆr, e´ poss´ıvel definir a forma
como o pre´-processamento vai gerar a mesma. Da ana´lise de alto n´ıvel dos dados,
resultam duas observac¸o˜es importantes para definir o processo que se segue:
• A projecc¸a˜o cil´ındrica equidistante conte´m uma densidade de informac¸a˜o na˜o linear entre
amostras perto do equador e nos po´los.
• A informac¸a˜o contida nos datasets na˜o pode ser carregada em memo´ria em sistemas de
utilizac¸a˜o gene´rica ou dome´stica. E mesmo nos sistemas com maior quantidade de recursos de
memo´ria, continuaria a ser imposs´ıvel solicitar a um GPU o desenho da informac¸a˜o e ainda
manter uma quantidade de frames por segundo aceita´vel.
Daqui resultam novos problemas a resolver antes de codificar o processamento da
informac¸a˜o:
• E´ necessa´rio escolher um me´todo de particionamento da informac¸a˜o para ser poss´ıvel carregar
selectivamente apenas a informac¸a˜o que vai ser desenhada e implementar mecanismos de cache
para minimizar tempos de leitura de cada partic¸a˜o.
• E´ deseja´vel escolher uma projecc¸a˜o que minimize a distorc¸a˜o resultante da na˜o-linearidade na
densidade de informac¸a˜o em cada partic¸a˜o.
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• E´ deseja´vel escolher uma projecc¸a˜o que permita a` partida uma forma de pre´-particionamento
do espac¸o.
Assim sendo, a fase de pre´-processamento consiste nos seguintes passos:
• Projecc¸a˜o dos va´rios datasets de cil´ındrica equidistante para gnomo´nica resultando em seis
partic¸o˜es/projecc¸o˜es.
• Particionamento de cada projecc¸a˜o para leitura selectiva de dados e caching de cada conjunto
de dados.
7.1 Projecc¸a˜o
Dos va´rios processos de particionamento, foi utilizado um mecanismo de conversa˜o
de projecc¸a˜o cil´ındrica para gnomo´nica [1], aproveitando a baixa distorc¸a˜o resultante
desta projecc¸a˜o. Os seis pontos de projecc¸a˜o correspondem aos po´los e a pontos
inscritos num circulo assente no mesmo plano do equador de forma a terem um
afastamento de pi/2 e a func¸a˜o de transfereˆncia de um par latitude/longitude para
coordenadas na zona reprojectada e´
x =




cosθ1 × sinθ − sinθ1 × cosθ × cos(λ− λ0)
cosψ
(7.2)
A te´cnica de cubemapping e´ muito apropriada para objectos esfe´ricos. Isto tem que
ver com o facto de o mapa de elevac¸o˜es1 serem, tipicamente, estruturas rectangulares,
ou uma projecc¸a˜o planisfe´rica do objecto original. Assim, a te´cnica consiste em mapear
essa estrutura rectangular em va´rias faces de um cubo e, apo´s isto, normalizar as
alturas base de cada ve´rtice resultante, gerando assim uma esfera. Desta forma, cada
ve´rtice passara´ a ter comprimento igual ao raio desejado da esfera - o planeta em si -
mais a altura do terreno no ponto por ele representado.
1Heightmaps na literatura de refereˆncia
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Figura 7.1: Exemplo de projecc¸a˜o gnomo´nica.
O processo passa por segmentar o mapa de elevac¸o˜es original em seis zonas. Como
o processo de projecc¸a˜o planisfe´rica que gera o mapa de elevac¸o˜es conte´m informac¸a˜o
redundante em quantidade crescente do equador aos po´los, e´ necessa´rio reduzir a
quantidade de informac¸a˜o, sem perda, de forma a extra´ır apenas a informac¸a˜o que
originou o planisfe´rio.
Para este efeito foi escrito um programa2 que converte um ficheiro com a topografia
em projecc¸a˜o cil´ındrica em seis ficheiros, cada um com a topografia da zona projectada
a` volta de cada um dos seis pontos de refereˆncia.
Cada uma das superf´ıcies resultantes sera´ desenhada normalizando cada um dos
seus vectores em R3 e multiplicando o versor resultante pelo raio do planeta, conse-
guindo assim uma conversa˜o de um cubo numa esfera.
Figura 7.2: Seis projecc¸o˜es gnomo´nicas finais.
2project.c
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Figura 7.3: Va´rias zonas do cubo projectado em esfe´rica com normalizac¸a˜o dos vectores.
7.2 Particionamento
Foi estabelecido previamente que para conseguir um desempenho aceita´vel e´ necessa´rio
desenhar as va´rias zonas com graus de pormenor varia´veis de acordo com alguma
me´trica que determine qual o grau de pormenor a utilizar, assim como na˜o desenhar
secc¸o˜es na˜o vis´ıveis do terreno. Tambe´m foi pre´-estabelecido que para o conseguir
e´ necessa´rio usar te´cnicas de particionamento do espac¸o de cada face do cubo. E e´
necessa´rio fazeˆ-lo em unidades de dimensa˜o estudada para que:
• Tenham dimensa˜o suficientemente grande para que os ve´rtices possam ser enviados numa
operac¸a˜o para o GPU e assim conseguir acelerar o processo de render
• Tenham dimensa˜o suficientemente grande para que seja u´til teˆ-las numa cache de geometria e,
portanto, reduzir consultas e leituras a` base de dados principal
• Tenham dimensa˜o suficientemente pequena para que seja poss´ıvel mostrar simultaneamente
zonas de alto e baixo pormenor de acordo com uma me´trica de distaˆncia ao centro da zona
Para responder a estas necessidades, foi utilizada uma quadtree[5]. Uma quadtree
e´ uma estrutura de dados utilizada para particionar espac¸os bidimensionais. Cada
elemento da a´rvore contem 4 elementos, repetindo-se esta organizac¸a˜o ate´ ao u´ltimo
n´ıvel. O nu´mero de n´ıveis corresponde ao nu´mero de n´ıveis de detalhe. Cada n´ıvel
contem um quarto da informac¸a˜o do n´ıvel seguinte. Desta forma, o primeiro n´ıvel e´ o
menos detalhado e o u´ltimo o mais detalhado.
A te´cnica de desenho consiste em determinar a distaˆncia do observador ao centro de
uma zona e determinar quantos pixeis sa˜o necessa´rios para desenhar a zona utilizando
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Figura 7.4: Mesma topografia em multiresoluc¸a˜o, n´ıveis LOD de LOD0 (esquerda, mais
detalhado) ate´ LOD2 (direita, menos detalhado).
uma projecc¸a˜o inversa. A partir de um determinado limite consegue-se saber que
ha´ mais pixeis do que ve´rtices e, portanto, baixa fidelidade. Nesta fase, itera-se
pelos va´rios n´ıveis de detalhe ate´ chegar ao primeiro n´ıvel cuja diferenc¸a de ve´rtices
para pixeis seja a mı´nima e escolhe-se esse n´ıvel para desenhar a zona, enviando os
ve´rtices contidos nos blocos de terreno para o GPU apo´s actualizar o grafo que conte´m
apontadores para todos os elementos a desenhar.
Figura 7.5: Va´rios n´ıveis de pormenor. Cada bloco de terreno divide-se em quatro mais
detalhados.
Os elementos com pedac¸os da geometria chamam-se blocos de terreno. Esta forma
de agregac¸a˜o de ve´rtices em blocos - chunks e de organizac¸a˜o por n´ıveis de detalhe na
hierarquia de uma quadtree e´ aquilo a que se chama Chunked LOD [4].
Existe ainda uma restric¸a˜o quanto ao nu´mero de amostras em cada bloco de
terreno. Essa restric¸a˜o implica que o nu´mero de ve´rtices na aresta de cada bloco
seja igual a uma poteˆncia de base dois mais uma unidade - 2n + 1. Como se pode ver
pela figura 3.4, ao aumentar o n´ıvel de detalhe de um bloco de terreno, duplica-se a
resoluc¸a˜o, quadriplicando o nu´mero de ve´rtices:
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V ertsLODn+1 = 4× V ertsLODn (7.3)
Para que dois blocos de terreno possam ser desenhados adjacentes, teˆm que parti-
lhar os ve´rtices nas arestas que se tocam. Assim, e´ necessa´rio ter 2n ve´rtices em cada
aresta para ser poss´ıvel duplicar a resoluc¸a˜o a cada nivel LOD e e´ preciso acrescentar
uma coluna e uma linha extra a cada bloco, num total de 2n + 1 ve´rtices por aresta
para que na˜o haja singularidades entre os mesmos.
A escolha de n foi feita com base num compromisso entre, por um lado, ter pouca
informac¸a˜o em cada bloco a fim de minimizar o consumo de memo´ria e tempos de
leitura do disco, e ter uma quantidade suficientemente grande que represente um
melhoramento de performance quando o bloco tiver que ser cacheado. No motor
T.R.E., o n e´ constante e igual a 32.
Como os datasets originais na˜o teˆm, como aresta, um nu´mero de ve´rtices que
obedec¸a a estas condic¸o˜es, e´ necessa´rio fazer resample para uma poteˆncia de base 2. As
arestas originais teˆm, no entanto, uma relac¸a˜o de 2 : 1 em largura por altura. A escolha
da dimensa˜o final deve ser um compromisso entre tamanho do dataset resultante, e
perda de informac¸a˜o. Neste caso, e porque o importante para este aˆmbito e´ desenvolver
mecanismos de processamento de informac¸a˜o escala´veis, a dimensa˜o final do dataset
na˜o e´ importante.
O objectivo de desenvolver algoritmos escala´veis para o pre´-processamento pode
ser ensaiado com uma quantidade de informac¸a˜o facilmente maneja´vel e aplicado
a um dataset maior no final. Por este motivo, foi feita uma sub-amostragem de
86400 amostras de largura para a poteˆncia de base dois imediatamente abaixo, 65536
amostras ou 216. Para demonstar o volume de informac¸a˜o que seria gerado com um
resample para 217, o quadro de caracterizac¸a˜o do dataset na secc¸a˜o anterior seria:
Informac¸a˜o resultante do pre´-processamento. Aproximadamente 73.5GB
• Topography Conjunto de 131072x65536 amostras de 24bit contendo 16bit de elevac¸a˜o em
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relac¸a˜o ao raio me´dio do planeta (fusa˜o entre topo e bathy) e 8bit de ma´scara de presenc¸a de
a´gua para efeitos de reflexos (specular highlight) (aprox 24.5GB)
• Normals Conjunto de 131072x65536 amostras de 24bit. Cada amostra e´ um vector normal a`
superf´ıcie em R3 (aprox 24.5GB)
• Raw Color Data Conjunto de 131072x65536 amostras de 24bit com informac¸a˜o de coˆr me´dia.
Conte´m 3 canais de 8bit cada (aprox 24.5GB)
E com sub-amostragem para dimensa˜o 216:
Informac¸a˜o resultante do pre´-processamento. Aproximadamente 18.4GB
• Topography Conjunto de 65536x32768 amostras de 24bit contendo 16bit de elevac¸a˜o em
relac¸a˜o ao raio me´dio do planeta (fusa˜o entre topo e bathy) e 8bit de ma´scara de presenc¸a de
a´gua para efeitos de reflexos (specular highlight) (aprox 6.1GB)
• Normals Conjunto de 65536x32768 amostras de 24bit. Cada amostra e´ um vector normal a`
superf´ıcie em R3 (aprox 6.1GB)
• Raw Color Data Conjunto de 65536x32768 amostras de 24bit com informac¸a˜o de coˆr me´dia.
Conte´m 3 canais de 8bit cada (aprox 6.1GB)
Confirmando que o total de informac¸a˜o a um n´ıvel LODn+1 e´ o qua´druplo da
informac¸a˜o no n´ıvel LODn. Desta forma e´ fa´cil estimar a quantidade de informac¸a˜o
necessa´ria para cada n´ıvel de resoluc¸a˜o em m/pixel:
m/pixel Largura Altura n/bloco LOD Espac¸o Ocupado
1318 32768 (215) 16384 32 10 4.6GB
660 65536 (216) 32768 32 11 18.4GB
500 86400 43200 32 12 21.5GB (BMNG original)
250 131072 (217) 65536 32 13 73.5GB
164 262144 (218) 131072 32 14 294GB
Tabela 7.1: Relac¸a˜o entre resoluc¸a˜o de um dataset e espac¸o de armazenamento necessa´rio.
Dado que o nu´mero de amostras por bloco e´ constante, o nu´mero de blocos varia
consoante a dimensa˜o do dataset. Assim, o nu´mero de blocos de largura em cada
configurac¸a˜o de dataset, com a dimensa˜o 2n e´ dado por:
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p = 2n/vbloco (7.4)
E o nu´mero de n´ıveis LOD em cada configurac¸a˜o e´ dado por:
l = log2(p) (7.5)
7.3 Pipeline de transformac¸a˜o
Uma vez identificados os diferentes processos de pre´-processamento, e´ poss´ıvel especi-
ficar uma pipeline com a sequeˆncia de operac¸o˜es que produzira´ os dados para uso no
motor gra´fico. Os passos identificados sa˜o:
• Projecc¸a˜o dos va´rios datasets de cil´ındrica equidistante para gnomo´nica resultando em seis
partic¸o˜es/projecc¸o˜es.




No contexto de aplicac¸a˜o residente em CPU sa˜o criadas va´rias estruturas de dados
para guardar a informac¸a˜o topogra´fica, de texturas e mapas de normais a`s superf´ıcies.
Estas estruturas sa˜o referenciadas por listas de objectos a desenhar e sa˜o geridas por
um mo´dulo de cache que tenta acelerar o desenho de objectos que persistam tempo-
ralmente na zona de foco vis´ıvel ao observador. O me´todo de leitura e manipulac¸a˜o
destes dados passa por uma cadeia de fases.
Para facilitar a compreensa˜o do fluxo de execuc¸a˜o, torna-se essencial explicar o loop
principal do motor gra´fico. Este loop consiste num conjunto de fases que enumerarei
e pormenorizarei de seguida:
• Processamento de eventos do utilizador
• Ca´lculo de intervalo de tempo desde u´ltima execuc¸a˜o do ciclo
• Reposicionamento e reorientac¸a˜o de objectos
• Desenho de objectos
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8.1 Processamento de eventos
Esta fase consiste no processamento de eventos gerados pelo utilizador com o teclado
e rato e subsequente ajustamento da posic¸a˜o e orientac¸a˜o no espac¸o do observador. O
processo passa por analisar que acc¸o˜es o utilizador desempenhou atrave´s da extracc¸a˜o
de dados de uma tabela de estados associada a cada evento gerado. Esses estados po-
dem ser alterac¸a˜o de teclas pressionadas ou de alterac¸a˜o de valores nos eixos ou boto˜es
do rato e sa˜o tratados em duas func¸o˜es distintas: processClicks() e processKeys().
Estas func¸o˜es permitem adicionar a`s varia´veis que conteˆm posic¸a˜o e orientac¸a˜o do
observador. O mecanismo e´, para qualquer uma destas varia´veis, o seguinte:
staten = staten−1 + fixed val ∗ dt (8.1)
8.2 Ca´lculo de intervalo temporal entre frames
Para ser poss´ıvel processar os ca´lculos que permitem a simulac¸a˜o de posic¸o˜es de fontes
de iluminac¸a˜o e gravitac¸a˜o, e´ necessa´rio calcular o tempo passado entre cada iterac¸a˜o
dos mesmos. A forma utilizada para o fazer e´ o armazenamento, numa estrutura de
dados, da data da u´ltima execuc¸a˜o destes ca´lculos, com precisa˜o de micro-segundos.
A cada iterac¸a˜o e´ calculada a diferenc¸a entre o momento de execuc¸a˜o e o valor
armazenado anteriormente e e´ armazenado o delta temporal - dt - que sera´ utilizado
nos ca´lculos subsequentes.
8.3 Reposicionamento e reorientac¸a˜o de objectos
Sempre que o utilizador interage com o sistema, alterando a sua posic¸a˜o ou orientac¸a˜o,
o modelo deve reflectir estas mudanc¸as. Mesmo que o utilizador na˜o interaja com o
sistema, a natureza dinaˆmica do modelo f´ısico no que diz respeito ao posicionamento
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dos corpos planeta´rios e fonte de luz, provoca alterac¸o˜es nas posic¸o˜es destes corpos
relativamente ao observador.
Desta forma, e num referencial relativo ao observador, e´ irrelevante qual o objecto
que sofreu alterac¸o˜es para o objectivo de reflectir estas modificac¸o˜es. Assim, na˜o e´
utilizada nenhuma forma de validar se e´ necessa´rio reprocessar as posic¸o˜es e orientac¸o˜es
dos corpos. Estes paraˆmetros sa˜o recalculados em todas as iterac¸o˜es.
As posic¸o˜es de todos os objectos e do observador sa˜o relativas a um referencial
centrado no corpo planeta´rio de maior interesse. Isto permite que os vectores de
posic¸a˜o tenham a menor norma poss´ıvel, minimizando problemas de precisa˜o que
resultariam de eventuais overflows a`s varia´veis que o OpenGL utiliza para as guardar.
Para a orientac¸a˜o do observador, e´ necessa´rio guardar a rotac¸a˜o do mesmo nos 3
eixos correspondentes a`s coordenadas espaciais. E´ poss´ıvel guardar apenas os valores
escalares de aˆngulos Euler em cada eixo. No entanto, e porque dessa forma, a ordem
de aplicac¸a˜o de rotac¸o˜es seria relevante e sujeita a problemas de singularidades em
func¸o˜es trigonome´tricas como, por exemplo, no ca´lculo de tanpi
2
, optei pela utilizac¸a˜o
de uma estrutura mais apropriada - um quaternia˜o[2].
Os quaternio˜es sa˜o um sistema nume´rico que extende os nu´meros complexos. Sa˜o
representados internamente como vectores de 3 dimenso˜es imagina´rias e uma real.
A vantagem na utilizac¸a˜o desta estrutura e´ que e´ poss´ıvel aplicar os deltas de
rotac¸a˜o ao quaternia˜o em cada iterac¸a˜o sem qualquer preocupac¸a˜o com o seu estado
interno, singularidades, ou ordem de rotac¸o˜es. Uma vez processados estes pequenos
ajustes de rotac¸a˜o, o quaternia˜o e´ normalizado e e´ extra´ıda uma matriz que representa
a rotac¸a˜o do objecto. Esta matriz pode ser passada directamente ao OpenGL e
representa a orientac¸a˜o do observador. Todos estes ca´lculos esta˜o implementados num
template C++ - Quaternion.h.
Para ale´m dessa vantagem, ha´ uma outra importante. Com a utilizac¸a˜o de qua-
ternio˜es, a rotac¸a˜o de um objecto em relac¸a˜o a outro - muito u´til para ca´lculos de
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o´rbitas - e´ ta˜o trivial quanto multiplicar o quaternia˜o de rotac¸a˜o do primeiro pelo do
segundo.
Sendo que todos os objectos neste motor sa˜o subclasses de uma classe gene´rica de
elemento numa a´rvore de objectos, todo o co´digo que diz respeito ao posicionamento
e orientac¸a˜o pertence a` classe ma˜e: Node. A classe Camera partilha toda esta lo´gica,
mas conte´m mais algum co´digo para o posicionamento e orientac¸a˜o do observador.
Este co´digo e´ utilizado exclusivamente para a construc¸a˜o dos referenciais de objecto,
observador e projecc¸a˜o do OpenGL.
8.4 Desenho de objectos
O desenho dos objectos que esta˜o presentes numa cena obedece a uma lo´gica hiera´rquica.
Todos estes objectos esta˜o inseridos numa a´rvore que conte´m a lista de geometria a
desenhar em cada iterac¸a˜o do ciclo. Esta lista e´ alimentada por um mo´dulo de detecc¸a˜o
de visibilidade. Assim, em cada iterac¸a˜o e´ analizada a visibilidade de todos os objectos
dentro da zona vis´ıvel. Os objectos que na˜o esta˜o em memo´ria sa˜o instanciados e
inseridos numa fila de elementos que precisam de ser carregados em memo´ria.
Existem objectos que sa˜o sempre desenhados e outros que sa˜o desenhados de-
pendendo da sua visibilidade. O u´nico objecto sempre desenhado, e que tem uma
geometria muito simples, e´ o Sol. A decisa˜o de o reposicionar e desenhar sempre tem
que ver com a importaˆncia da sua presenc¸a para os ca´lculos de gravitac¸a˜o e iluminac¸a˜o
de toda a cena.
Em linhas gerais, o processo de desenho dos objectos obedece a` seguinte lo´gica:
• Calcular tempo passado deste u´ltima frame e gravar hora actual
• Processar ca´lculos de f´ısica para observador e aplicar transformac¸o˜es
• Reposicionar luzes e desenhar sol
• Para cada planeta - Executar func¸a˜o de desenho de cena planeta´ria
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• Para cada objecto adicional - Aplicar ca´lculos de f´ısica e desenhar
A func¸a˜o drawP lanetScene e´ responsa´vel por analizar a a`rvore de elementos de
terreno que devem ser desenhados de acordo com a posic¸a˜o e orientac¸a˜o do observador
em cada planeta. O processo passa por determinar o cone vis´ıvel ao observador,
armazena´-lo numa lista de valores vis´ıvel a todas as entidades e, de seguida, iniciar o
ciclo de desenho da classe Planet. Por motivos de performance e ordem de desenho
de superf´ıcies com transpareˆncia, o desenho e´ partido em duas fases: o desenho da
atmosfera do planeta e o desenho do terreno.
O desenho da atmosfera passa por desenhar a superf´ıcie de uma semi-esfera com a
concavidade orientada para o observador. Isto permite a visibilidade de um halo a` volta
do terreno. A func¸a˜o que desenha a atmosfera apenas desenha os ve´rtices e recalcula
os paraˆmetros de iluminac¸a˜o da mesma. Estes paraˆmetros sa˜o depois passados ao
programa que sera´ executado no GPU para o desenho propriamente dito dos pixels
que constituem a atmosfera.
Quanto ao desenho do terreno, divide-se na fase de construc¸a˜o de uma a´rvore de
elementos vis´ıveis, ordenac¸a˜o dos mesmos por distaˆncia, reorganizac¸a˜o da cache de
elementos desenhados com frequeˆncia e posterior desenho da lista final. A sequeˆncia
de operac¸o˜es e´ a seguinte:
• Activar shader
• Enviar posic¸a˜o de observador, luzes, paraˆmetros atmosfe´ricos para shader
• Para cada face do cubo do planeta, executar func¸a˜o de ana´lise de visibilidade
8.5 Gesta˜o das faces do cubo
A estrutura que implementa a quadtree que constitui cada face do cubo de um planeta
e´ implementada numa classe TerrainNode e utiliza uma outra instaˆncia esta´tica para
solicitar a leitura de blocos de terreno de disco para memo´ria: a TerrainManager.
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Quando um planeta e´ instanciado, as suas 6 faces tambe´m o sa˜o. Uma vez
instanciadas, e´-lhes atribu´ıdo o n´ıvel de pormenor mais baixo e menos complexo. Este
n´ıvel esta´ sempre residente em memo´ria e constitui a ra´ız da a´rvore. Assim que a func¸a˜o
de desenho deste n´ıvel e´ executada, atrave´s da chamada referida acima analyse(), e´
iniciado o processo recursivo de determinac¸a˜o de visibilidade e necessidade de leitura
de n´ıveis de pormenor maior.
O processo de inicializac¸a˜o de qualquer bloco de terreno - incluindo a ra´ız da a´rvore
- e´ o seguinte:
• Copiar informac¸a˜o sobre posic¸a˜o e orientac¸a˜o deste bloco recebida no construtor
• Determinar se este bloco tem enderec¸o entre [1-4] ou se e´ um bloco ra´ız da a´rvore
• Marcar este bloco como na˜o registado na lista de blocos a desenhar
• Marcar data de u´ltima vez desenhado como NULL
• Marcar os blocos filhos como na˜o alocados
• Marcar este bloco como na˜o pronto para ser utilizado pelo OpenGL. Este processo corre
numa thread solta. O OpenGL na˜o tem suporte para executar aqui. Assim que terminarmos,
marcamos o bloco como pronto e sera´ processado pelo OpenGL na thread principal
• Calcular posic¸a˜o do centro deste bloco e escalar somando o seu versor com o raio do planeta
• Inserir pedido de leitura de dados topogra´ficos para este bloco numa lista
Apo´s esta inicializac¸a˜o, inicia-se a leitura da geometria do terreno a partir do disco.
A classe TerrainManager tem uma pool de threads para leitura simultaˆnea de blocos
de terreno. O nu´mero de threads e´ configura´vel num ficheiro. Nos sistemas testados,
o n´ıvel ma´ximo de threads a partir do qual a concorreˆncia no acesso ao disco satura o
ma´ximo desempenho de IOops e´ 4.
Cada uma destas threads tem um ciclo de processamento intensivo para veri-
ficac¸a˜o de elementos TerrainNode numa lista de pedidos de leitura. Estes elementos
adicionam-se a eles pro´prios a esta lista com a chamada anterior requestLoad. Esta
func¸a˜o executa a seguinte lo´gica:
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Listagem 8.1: Co´digo executado por cada bloco de terreno para se adicionar a uma lista.
TerrainManager::requestLoad(TerrainNode ∗node) {
// add node to list
pthread mutex lock(& mutex);
nodeQueue.push back(node);
pthread mutex unlock(& mutex);
}
E o ciclo de execuc¸a˜o de cada uma das threads de leitura executa a seguinte lo´gica:
Listagem 8.2: Pseudo-co´digo do ciclo de thread de leitura de geometria do disco.
TerrainManager::spawnThread(void ∗ NULL) {
while(1) {
// check if list has items
pthread mutex lock(& mutex);
size t count = nodeQueue.size();
if (count > 0) {
// sort them by distance to make sure closer nodes load first
nodeQueue.sort(TerrainNode::compareByDistance);
// load
std::list<TerrainNode ∗>::iterator i = nodeQueue.begin();
TerrainNode ∗node = ∗i;
nodeQueue.pop front();
// release ASAP
pthread mutex unlock(& mutex);
node−>asynch init();
} else {





E´ de destacar que como resultado desta lo´gica, o bloco de terreno na a´rvore vai
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executar uma func¸a˜o - asynch init() - numa thread separada. O OpenGL na˜o suporta
multithreading e qualquer chamada a uma das suas func¸o˜es fora da principal causa um
crash imediato. No entanto, a inicializac¸a˜o do bloco precisa de utilizar estas chamadas.
Por esta raza˜o, a inicializac¸a˜o e´ feita em duas fases. A primeira fase copia a geometria
do disco num fluxo de execuc¸a˜o secunda´rio. A segunda fase corre no fluxo principal
e trabalha esta informac¸a˜o para poder ser utilizada pelo OpenGL. Como a segunda
fase e´ muito leve em termos de complexidade temporal, na˜o ha´ atrasos nem paragens
considera´veis no fluxo principal que causem perturbac¸o˜es a` ilusa˜o de movimento e
fluidez de animac¸a˜o.
A func¸a˜o de inicializac¸a˜o de um bloco fora do ciclo principal obedece a` seguinte
lo´gica:
Listagem 8.3: Co´digo de inicializac¸a˜o de um bloco em thread separada.
TerrainNode::asynch init() {
// load topography from disk
uint16 t tex size = min(32∗pow(2, level), 512);
size t bytes per sample = temp bps = ( planet−> maxlod == 8) ? 3 : 4;
rawTopo = (uint8 t ∗)malloc(sizeof(uint8 t)∗tex size∗tex size∗2);
rawTexture = (uint8 t ∗)malloc(sizeof(uint8 t)∗tex size∗tex size∗bytes per sample);
rawNormals = (uint8 t ∗)malloc(sizeof(uint8 t)∗tex size∗tex size∗3);
BlueMarbleTopo::readTopography( planet, cubeface, qtindex, level, rawTopo);
BlueMarbleTopo::readTextures( planet, cubeface, qtindex, level, rawTexture);
BlueMarbleTopo::readNormals( planet, cubeface, qtindex, level, rawNormals);
// mark us as initialized. the render queue will call the secondary init
// which uses OpenGL calls inthe main thread to make us ready to draw
initialized = true;
}
Esta func¸a˜o podera´ demorar algum tempo a executar visto que vai utilizar uma
classe esta´tica auxiliar para ler os dados topogra´ficos, texturas e mapa de normais do
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disco. Estas operac¸o˜es teˆm uma complexidade espacial consideravelmente grande. Um
bloco de terreno de 32x32 ve´rtices a um n´ıvel de detalhe diferente do natural dos dados
originais precisa de saltar a cada n amostras para criar uma representac¸a˜o de resoluc¸a˜o
inferior. Estes saltos sa˜o executados com operac¸o˜es fseek e fread intercaladas.
O nu´mero total de operac¸o˜es para qualquer n´ıvel de detalhe diferente do natural e´
igual a 2 + 32 × 32 e corresponde a` operac¸a˜o fopen, respectivas procuras em disco e
fclose. Estas operac¸o˜es sa˜o repetidas para a topografia, texturas e normais.
Apo´s esta fase, a inicializac¸a˜o do bloco de terreno e´ finalizada criando as estruturas
OpenGL que sera˜o desenhadas e inicia-se a fase de ana´lise de visibilidade e desenho.
A ana´lise de visibilidade do seu pai determinou que este bloco era vis´ıvel, pelo que
na˜o ha´ instanciac¸a˜o de blocos na˜o vis´ıveis num determinado momento. A excepc¸a˜o e´
o bloco que constitui a ra´ız da a´rvore.
Esta ana´lise processa-se da seguinte forma:
• Abortar se bloco na˜o estiver inicializado
• Se inicializac¸a˜o OpenGL na˜o estiver feita, executa´-la agora em thread princiapl
• Abortar se bloco na˜o estiver dentro do cone vis´ıvel ao observador
• Determinar me´trica de erro para saber se este bloco tem detalhe suficiente para ser desenhado
ou se se deve desenhar os seus filhos
• Se for necessa´rio desenhar os filhos, pedir incializac¸a˜o dos mesmos caso necessa´ri
• Se estiverem printos a desenhar, executar func¸a˜o analyse de cada um e abortar imediatamente.
Esta func¸a˜o e´, obviamente, recursiva.
• Se execuc¸a˜o chegar aqui, este bloco tem resoluc¸a˜o suficiente. Determinar se esta´ oculto pela
curvatura do planeta e desenha´-lo caso seja vis´ıvel.
E´ importante destacar a u´ltima verificac¸a˜o feita neste pseudo-co´digo. E´ poss´ıvel
que um bloco de terreno esteja dentro da zona vis´ıvel ao observador, mas que esteja
oculto pela curvatura do planeta. Nestes casos, e´ feita uma optimizac¸a˜o adicional que
consiste em descartar o bloco e na˜o invocar a func¸a˜o draw. Para todos os efeitos, e´
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tratado como se na˜o estivesse vis´ıvel e, portanto, a data de u´ltima inserc¸a˜o da queue
de desenho na˜o e´ actualizada.
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Na cap´ıtulo anterior foi pormenorizada toda a lo´gica de leitura de topografia, texturas
e mapas de normais de disco, gesta˜o destes elementos em memo´ria e preparac¸a˜o dos
dados para injecc¸a˜o em OpenGL nas varia´veis que sa˜o utilizadas no GPU.
Nesta secc¸a˜o sera´ pormenorizada a forma como a pipeline de func¸a˜o-fixa do OpenGL
e´ substitu´ıda por programas novos, especialmente desenhados para o desenho de
terrenos planeta´rios e atmosfera. Estes programas - shaders - sa˜o escritos na linguagem
GLSL - GL Shading Language, que e´ muito semelhante a C com suporte SIMD inerente
a` natureza vectorial das unidades de execuc¸a˜o de shaders dos GPUs.
9.1 Funcionamento dos Shaders
Estes programas dividem-se em dois tipos: vertex shaders e fragment shaders. Os
primeiros sa˜o responsa´veis pela transformac¸a˜o dos ve´rtices e aplicar informac¸a˜o to-
pogra´fica aos mesmos a partir das texturas que a codificam. O resultado e´, posterior-
mente, enviado para os segundos. O me´todo passa por interpolar todos os pixels que
compoem as superf´ıcies entre ve´rtices e, para cada um deles, aplicar a lo´gica de render
de um fragmento.
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Um fragmento e´ um candidato a pixel. Sempre que se determina que dois fragmen-
tos va˜o ocupar a mesma zona do ecran, descarta-se o menos importante para a cena e
so´ outro e´ realmente processado pelo programa de colorizac¸a˜o final - fragment shader.
9.2 Shader de transformac¸a˜o de ve´rtices
Tal como foi descrito anteriormente, a geometria e´ completamente plana ate´ chegar
ao GPU. A informac¸a˜o topogra´fica e´ enviada para uma unidade de texturas da placa
gra´fica como se de uma imagem se tratasse e e´ lida pelo programa de desenho de
terreno. A informac¸a˜o de altitude e´ carregada para um vector e somada a cada ve´rtice
com a seguinte lo´gica:
Listagem 9.1: Codigo GLSL para transformacao de ve´rtices.
void main(void) {
// obter coordenadas de textura passadas pelo CPU para a unidade
// de texturas 0
gl TexCoord[0] = gl MultiTexCoord0;
// recalibrar altitude de 0−65535 para −32768,32767
// descartar arredondamentos anteriores para vector nulo [0−1000]
if (length(gl Vertex.xyz) > 1000.0) {
vec4 heightmap = texture2D(heightTexture, gl TexCoord[0].st);
float height = heightmap.a ∗ 65536.0 − 32768.0;
height = floor(height);
orig vertex = vec4(normalize(gl Vertex.xyz) ∗ (height + fInnerRadius), 1.0);
} else {
orig vertex = gl Vertex;
}
// Aplicar transformacao de espaco objecto para referencial mundo
v vertex = gl ModelViewMatrix ∗ orig vertex;
gl Position = gl ModelViewProjectionMatrix ∗ orig vertex;
}
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No final desta fase, todos os ve´rtices esta˜o prontos para o ca´lculo da superf´ıcie que
os une. Todos os pontos desta superf´ıcie - os fragmentos - sa˜o posteriormente enviados
para o pro´ximo esta´gio - fragment shader.
9.3 Shader de produc¸a˜o de fragmentos
A lo´gica de transformac¸a˜o e´ repetida, ja´ que o ca´lculo anterior apenas serve para
determinar a altitude de cada ponto para o ca´lculo de declive que e´ utilizado para
conferir algum pormenor adicional a` superf´ıcie, como por exemplo, se deve ser mais
rochosa ou mais arenosa.
A lo´gica de processamento vectorial na unidade de fragmentos e´ a seguinte:
Listagem 9.2: Codigo GLSL para transformacaoo e desenho de vertices.
void main(void) {
// recalibrar altitude de unsigned para signed
vec4 heightmap = texture2D(heightTexture, gl TexCoord[0].st);
float real height = heightmap.a ∗ 65536.0 − 32768.0;
float height = floor(real height);
// aplicar textura de Blue Marble Next Generation
vec4 terrain = texture2D(terrainTexture, gl TexCoord[0].st);
// se nivel de detalhe for o maior, adicionar pormenor gerado com gaussian noise
vec4 detail = vec4(1.0);
if (lod < 1)
detail = texture2D(terrainDetailTexture, gl TexCoord[0].st∗16.0) ∗ 2.0);
// obter normais com Z comum apontado para cima de textura
// escalar de 0−1 para −1,1
vec3 normal = texture2D(normalTexture, gl TexCoord[0].st).xyz;
// calcular declive da superficie para pormenores
float slope = abs(dot(vec3(0.0, 0.0, 1.0), normal.rbg));
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// normais sao orientadas todas com base no mesmo referencial
// rodar cada uma com base no referencial do espaco tangente
// a superficie esferica do planeta
normal ∗= vec3(1.0, 1.0, 1.0);
mat3 rot matrix = fromToRotation(vec3(0.0, 0.0, 1.0), normalize(orig vertex.xyz));
normal = normalize(normal ∗ rot matrix);
normal = normalize(gl NormalMatrix ∗ normal);
}
A rotac¸a˜o de normais executada neste passo e´ extremamente importante para o
resultado final. As normais que chegam a esta fase esta˜o orientadas para o mesmo
referencial. Este referencial corresponde a` projecc¸a˜o cil´ındrica do planisfe´rio com o eixo
x orientado para longitude crescente a este de Greenwich, o eixo y orientado para norte
e o eixo z perpendicular a` superf´ıcie do planisfe´rio. Assim, o eixo Z na˜o so´ simboliza
a componente maior, visto os vectores de altitude serem geralmente perpendiculares
a` superf´ıcie, como e´ o mesmo eixo para todas. No entanto, os ve´rtices inscritos na
superf´ıcie esfe´rica teˆm sistemas de coordenadas pro´prios. Para estes ve´rtices, o eixo
Z e´ sempre perpendicular a` superf´ıcie esfe´rica e na˜o a` projecc¸a˜o cil´ındrica da mesma
superf´ıcie.
Como este eixo e´ partilhado por todos e a maior componente de todas as normais
e´ a Z, e esta˜o representadas como cores, a mesma coordenada equivale ao canal azul -
a.xyz = a.rgb. Por esta raza˜o, no mapa de normais na˜o transformado para o espac¸o
tangente, a coˆr predominante e´ o azul. Uma vez transformadas para o referencial
geoceˆntrico, as cores representam a orientac¸a˜o face aos 3 eixos ortogonais com origem
no nu´cleo do planeta. As figuras 9.1 e 9.2 ilustram as normais antes e depois da
reorientac¸a˜o ao espac¸o tangente a` superf´ıcie para o referencial geoceˆntrico do mundo
desenhado.
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Figura 9.1: Normais em referencial espac¸o
tangente.
Figura 9.2: Normais em referencial
geoceˆntrico.
9.4 Me´todo para rotac¸a˜o de normais
A cada normal que precisa de ser rodada, corresponde um ve´rtice ja´ transformado. O
processo de rotac¸a˜o passa por determinar a rotac¸a˜o necessa´ria para passar alinhar o
ve´rtice transformado para o mesmo refereˆncial das normais. Assim, e´ calculada uma
matriz de rotac¸a˜o que transforma o ve´rtice do seu referencial actual - geoceˆntrico - para
o referencial XYZ alinhado ao planisfe´rio. Esta matriz e´, posteriormente invertida e
multiplicada pelo vector da normal, passando-a do referencial XYZ planisfe´rico para o
geoceˆntrico. A a´lgebra do processo e´ algo complexa e e´ implementada exclusivamente





O trabalho descrito nos cap´ıtulos anteriores desta dissertac¸a˜o constitui uma estrate´gia
para atingir um conjunto de objectivos que, de forma resumida, sa˜o:
• Desenho de superf´ıcies planeta´rias com topografia real
• Baixa complexidade tecnolo´gica para adaptac¸a˜o simples a cada cena´rio de utilizac¸a˜o
• Performance satisfato´ria para va´rios cena´rios de utilizac¸a˜o sem atrasos percept´ıveis
Sera˜o apresentados resultados que clarificam a forma como todos os objectivos
foram atingidos. Esta apresentac¸a˜o sera´ feita com base em resultados gra´ficos e dados
de execuc¸a˜o da aplicac¸a˜o e programas no GPU. Os dados de execuc¸a˜o permitem inferir
o qua˜o flu´ıda e´ a produc¸a˜o de imagens e qua˜o intensiva e´ a utilizac¸a˜o de recursos de
hardware para o conseguir.
10.1 Desenho de superf´ıcies planeta´rias
com topografia real
Independentemente de se ter ou na˜o atingido o objectivo de manter fluidez suficiente
na gerac¸a˜o de imagens para conseguir uma cadeˆncia mı´nima que permita a percepc¸a˜o
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de animac¸a˜o pelo olho humano, a qualidade das imagens geradas cumpre com os
objectivos.
Foi poss´ıvel, com o conjunto de algoritmos e te´cnicas desenvolvidas, criar superf´ıcies
com topografia real, texturas reais e iluminac¸a˜o correcta. O pormenor destas imagens
poderia, no entanto, ser substancialmente melhorado no que diz respeito a` precisa˜o
topogra´fica com a utilizac¸a˜o de datasets mais recentes - como proposto em trabalho
futuro.
E´ importante salientar que na˜o existe qualquer representac¸a˜o de intervenc¸a˜o hu-
mana no terreno. As texturas representam uma tentativa de colorizac¸a˜o da geometria
de acordo com paraˆmetros definidos pela pro´pria NASA que sa˜o, entre outros, a
reflecc¸a˜o provocada por vegetac¸a˜o, declive e altitude do terreno, cobertura de neve
baseada na latitude e estac¸a˜o do ano, entre outros.
As figuras ilustram a qualidade dos resultados obtidos. Os executa´veis e dados em
anexo permitem a reproduc¸a˜o dos mesmos.
Figura 10.1: Ame´rica do Norte vista de o´rbita.
Todas estas imagens foram produzidas numa ma´quina modesta, com um processa-
dor Intel Core 2 Duo a 2.0GHz, com uma placa gra´fica na˜o dedicada. Esta placa gra´fica
tem 256MB RAM partilhadas com a RAM principal do sistema e e´ uma NVIDIA
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Figura 10.2: Pen´ınsula Ibe´rica vista de o´rbita.
Figura 10.3: Cordilheira dos Andes vista do terreno.
GeForce 9400M. As imagens de controlo aqui presentes foram geradas em Mac OS X
10.6 com uma implementac¸a˜o de OpenGL 2.1, va´rias gerac¸o˜es anterior a` actual 4.1.
A utilizac¸a˜o de uma placa gra´fica com caracter´ısticas mais evolu´ıdas poderia apenas
acelerar a execuc¸a˜o dos programas em GPU e permitir a utilizac¸a˜o de antialiasing.
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Figura 10.4: Poˆr-do-sol sobre Madaga´scar visto de o´rbita.
10.2 Baixa complexidade tecnolo´gica
O motor gra´fico desenvolvido e´ constitu´ıdo por um nu´mero pequeno de classes, comple-
tamente estanques e modulares. Toda a lo´gica de desenho de terrenos e´ implementada
pela classe que lida exclusivamente com geometria do terreno. Esta classe solicita a
leitura de informac¸a˜o topogra´fica, de texturas e de normais a uma classe auxiliar. Esta
classe auxiliar BlueMarbleTopo implementa co´digo para interpretar os dados BMNG
e fornece-los numa representac¸a˜o interna ao motor gra´fico. Este me´todo permite que
se escrevam adaptadores diferentes para formatos externos diferentes, mantendo a
arquitectura do motor inalterada.
O total de linhas de co´digo, incluindo comenta´rios extensos, proto´tipos, declarac¸o˜es
de estruturas de dados e bibliotecas auxiliares, para a leitura de dados do disco e para
o seu desenho, e´ de 1111. O total de linhas de co´digo na implementac¸a˜o completa do
motor, incluindo Makefiles que suportam Linux e Mac OS X, e´ de 4649.
Esta decisa˜o de desenho permite, por um lado, conferir modularidade aos compo-
nentes do motor, e por outro, implementar o desenho de geometria complexa de fontes
de dados de dimensa˜o arbitra´ria de uma forma extremamente simples.
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Seria poss´ıvel simplificar ainda mais a arquitectura e generalizar algumas das regras
de desenho que esta˜o, de momento, replicadas em va´rias classes. Tal na˜o foi conseguido
por constrangimentos temporais na elaborac¸a˜o deste trabalho, mas sera´ proposto como
trabalho futuro para uma nova versa˜o deste motor gra´fico.
10.3 Performance
Na˜o e´, para ale´m da percepc¸a˜o de movimento, poss´ıvel classificar em termos de
performance, o desempenho de um motor deste tipo, utilizando outras me´tricas que
na˜o os perfis de execuc¸a˜o dos bina´rios. Assim, apresento os perfis que demonstram a
quantidade de memo´ria RAM, utilizac¸a˜o de CPU e operac¸o˜es IO de acesso aos dados
em disco durante a execuc¸a˜o de uma aproximac¸a˜o a um ponto do terreno, a partir de
o´rbita.
Os perfis de execuc¸a˜o correspondem ao tempo total decorrido entre o in´ıcio da
aproximac¸a˜o e, apo´s atingido o ponto final, o momento em que todo o terreno esta´
carregado com o n´ıvel ma´ximo de pormenor.
Para estas execuc¸o˜es, a cache de blocos e´ aquecida com todos os que sera˜o de-
senhados na aproximac¸a˜o. Este corresponde ao caso t´ıpico de leitura destes blocos
pre´-gerados a partir de disco ou de outro meio, como, por exemplo, num cena´rio de
streaming, de um servidor de blocos remoto.
A ma´quina em que esta execuc¸a˜o acontece e´ a mesma utilizada para a gerac¸a˜o
das imagens anteriores. O desenho acontece em fullscreen correspondente ao modo de
acelerac¸a˜o ma´xima em Mac OS X, com uma resoluc¸a˜o de 1280x800 pixels, 24 bits de
profundidade de cor e sem antialias.
A figura 10.5 e´ um gra´fico de toda de memo´ria alocada entre estes dois instantes.
O ponto ma´ximo corresponde ao total alocado. Este valor e´ o valor que aparece na
tabela da figura 10.6. A alocac¸a˜o de blocos comec¸a no primeiro salto do gra´fico, aos 7
segundos. O final acontece aos 25 segundos. Durante todo este tempo na˜o houve, em
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Figura 10.5: Memo´ria alocada ao longo do tempo.
qualquer momento, nenhuma espera percept´ıvel pela leitura dos dados.
A tabela na figura 10.6 corresponde ao total de memo´ria alocada por tamanho
de bloco pedido a` func¸a˜o de alocac¸a˜o. Os 3 maiores blocos, de 512KB a 1MB
correspondem a` alocac¸a˜o de espac¸o para terreno, normais, e texturas. A coluna
Transitory conta o total de blocos alocados e a coluna Overall o total de espac¸o
alocado para todos os blocos de um tipo. Pela ana´lise conclui-se que uma aproximac¸a˜o
a um ponto no terreno e respectivo desenho, com qualidade ma´xima, necessita de
aproximadamente 382,98MB de RAM. Este valor corresponde a aproximadamente
1/5 do total de memo´ria numa ma´quina modesta com 2GB de RAM.
Uma vez desenhado algum terreno no n´ıvel ma´ximo de pormenor, caso o utilizador
se afaste desse ponto e escolha outra zona de foco, as zonas que deixam de ser
desenhadas va˜o expirando por inactividade e va˜o sendo desalocadas.
A figura 10.7 ilustra quanto foi a utilizac¸a˜o de CPU pela aplicac¸a˜o face ao total
dos recursos dispon´ıveis no sistema e a figura 10.8 representa o tempo total de CPU
gasto nesta execuc¸a˜o.
Como se pode observar, a utilizac¸a˜o de blocos pre´-gerados faz com que pratica-
mente todo o tempo de CPU seja gasto na ana´lise e desenho de geometria. Nesta lista,
as percentagens sa˜o relativas ao total gasto pela aplicac¸a˜o.
Os n´ıveis de recursos necessa´rios para a construc¸a˜o deste resultado final, quer no
que diz respeito a` utilizac¸a˜o de CPU, quer de consumo de memo´ria e respectiva gesta˜o,
quer de saturac¸a˜o de IO ilustram o qua˜o bem sucedido foi o trabalho e demonstram
o cumprimento, em pleno, dos objectivos inicialmente propostos.
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Figura 10.6: Total de memo´ria alocada por tipo de bloco.
Figura 10.7: Total de CPU utilizado face ao total dispon´ıvel.
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Figura 10.8: Total de tempo de CPU gasto em cada componente da aplicac¸a˜o.
10.4 Trabalho Futuro
Este projecto foi colocado num reposito´rio pu´blico1 para fa´cil acesso e contribuic¸o˜es da
comunidade. Tendo os resultados ficado dentro do esperado e tendo sido atingido um
patamar de desempenho desacoplado da dimensa˜o espacial dos dados topogra´ficos em
uso, torna-se via´vel a adaptac¸a˜o do motor T.R.E. para utilizac¸a˜o dos dados SRTM.
Este desenvolvimento ja´ foi iniciado e sera´ adicionado ao reposito´rio pu´blico do motor
brevemente.
Durante a fase final de desenvolvimento deste trabalho foi publicado um novo
conjunto de dados topogra´ficos de cobertura global de ainda maior precisa˜o que os do
SRTM. Este novo conjunto de dados - ASTER GDEM2 - resulta duma parceria entre
o Ministe´rio Economia e Indu´stria do Japa˜o e a NASA e tem uma precisa˜o constante
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aos dados que sa˜o pu´blicos. No entanto, uma vez resolvidos, seria interessante adaptar
o motor T.R.E. para os poder utilizar.
Para este u´ltimo desenvolvimento seria necessa´rio recriar o conjunto de progra-
mas auxiliares que tratam da fase de pre´-processamento da informac¸a˜o e adaptar
os mo´dulos de leitura e desenho para os utilizar. Este trabalho sera´, a seu tempo,
proposto a` comunidade.
Neste momento, e´ tambe´m poss´ıvel utilizar todos os programas ja´ acabados para
processar todos os dados topogra´ficos de outros corpos planeta´rios que esta˜o dis-
pon´ıveis ao pu´blico. Ja´ foi iniciado o trabalho de processamento da informac¸a˜o de
topografia de Marte, da Lua, de Ve´nus e de Mercu´rio. Sera´ necessa´rio fazer alguns
ajustes e pequenas correcc¸o˜es devido a particularidades de cada um destes objectos
no final. Tambe´m este trabalho sera´ brevemente proposto a` comunidade.
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