Abstract. In this paper we investigate the uniform distribution properties of polynomials in many variables and bounded degree over a fixed finite field F of prime order. Our main result is that a polynomial P : F n → F is poorly-distributed only if P is determined by the values of a few polynomials of lower degree, in which case we say that P has small rank.
Introduction
Let F be a finite field of prime order. Throughout this paper, F will be considered fixed (e.g. F = F 2 or F = F 3 ) and we shall be working inside the n-dimensional vector spaces F n over F for various natural numbers n. More generally, any linear algebra term (e.g. span, independence, basis, subspace, linear transformation, etc.) will be understood to be over the field F.
If f : F n → C is a function, and h ∈ F n is a shift, we define the (multiplicative) derivative ∆ h f : F n → C of f by the formula ∆ h f (x) := f (x + h)f (x).
An important special case arises when f takes the form f = e F (P ), where P : F n → F is a function, and e F : F → C is the standard character e F (j) := e 2πij/|F| for j = 0, . . . , |F|−1. In that case we see that ∆ h f = e F (D h P ), where D h P : F n → F is the (additive)
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Given an integer d 0, we say that a function P : F n → F is a polynomial of degree at most d if we have D h 1 . . . D h d+1 P = 0 for all h 1 , . . . , h d+1 ∈ F n , and write P d (F n ) for the space of all polynomials on F n of degree at most d. Thus for instance P 0 (F n ) is the space of constants, P 1 (F n ) is the space of linear polynomials on F n , P 2 (F n ) is the space of quadratic polynomials, and so forth. It is easy to see that P d (F n ) is a vector space and that, with an obvious notation, the monomials x i 1 1 . . . x in n for 0 i 1 , . . . , i n < |F| and i 1 + . . . + i n d form a basis. (The restriction i 1 , . . . , i n < |F| arises of course from the fact that x |F| = x for all x ∈ F.) We shall say that a function f : F n → C is a polynomial phase of degree at most d if it takes the form f = e F (P ) for some P ∈ P d (F n ), or equivalently if all (d + 1)
st multiplicative derivatives ∆ h 1 . . . ∆ h d+1 f are identically 1.
It is of interest to test for the property that a function P : F n → F is "close to" a polynomial of degree at most d, or to test for the closely related property that a function f : F n → C "correlates" with a polynomial phase of degree at most d. One proposal to perform such a test goes by the name of the Inverse Conjecture for the Gowers norms (see e.g. [6, 12, 18] ), which roughly speaking asserts that a function f correlates with a polynomial phase of degree at most d if and only if the (d + 1) st multiplicative derivatives of f are biased. To describe this conjecture more precisely, we need some further notation. Definition 1.1 (Gowers uniformity norm). [8] , [9] Let f : F n → C be a function, and let d 0 be an integer. We then define the Gowers norm f U d+1 of f to be the quantity 1 f U d+1 := |E h 1 ,...,h d ,x∈F n ∆ h 1 . . . ∆ h d+1 f (x)| 1/2 d+1 , thus f U d+1 measures the average bias in (d + 1) st multiplicative derivatives of f . We also define the weak Gowers norm f u d+1 of f to be the quantity
|E x∈F n f (x)e F (−Q(x))|, thus f u d+1 measures the extent to which f can correlate with a polynomial phase of degree at most d.
Remark. It can in fact be shown that the Gowers and weak Gowers norm are in fact norms for d 2 (and seminorms for d = 1), see e.g. [9, 19] . Further discussion of these two norms can be found in [12] .
The Gowers norm and weak Gowers norm are closely related; for instance, one easily verifies the invariance f g U d+1 = f U d+1 and f g u d+1 = f u d+1 (1.1)
Note carefully the lower bound on the characteristic |F| of F. It turns out that some such restriction is necessary, and indeed that Conjecture 1.2 is false without some modification. This is elucidated by the following example, which we shall analyse in §10. This counterexample was discovered independently by Lovett, Meshulam and Samorodnitsky [15] . They obtain a very much stronger bound for the lack of correlation of f with a cubic phase, namely f u 4 ≪ 2 −cn . We obtain our bound by a very slight modification of Ramsey-theoretic arguments of Alon and Beigel [2] . We will in fact be able to establish similar results with S 4 replaced by S 2 j for j 2; see Theorem 11.3. The aforementioned paper of Lovett, Meshulam and Samorodnitsky goes further in establishing counterexamples to Conjecture 1.2 for all prime fields F = F p ; specifically, the conjecture fails when d + 1 = p 2 .
We note that the counterexample presented in Theorem 1.4 is also a counterexample to the specific case of Conjecture 1.2 given as [6, Conjecture 21] .
It seems of interest to determine for what other degrees, Gowers norms, and characteristics one has a counterexample of the above type, and to ask what can be salvaged when F is very small. We will speculate on these questions in §11. We do not regard Theorem 1.4 as an obstacle to the possible truth of the inverse conjecture over Z/NZ on which our programme to count solutions to linear equations in primes depends (cf. [13] ). Indeed this seems to be a "low characteristic" issue, albeit one of a rather interesting nature.
We turn now to a discussion of the main technical result of the paper, on which the proof of Theorem 1.3 depends. We begin by defining the notion of rank.
Definition 1.5 (Rank). Let d 0, and let P : F n → F be a function. We define the degree d rank rank d (P ) of P to be the least integer k 0 for which there exist polynomials Q 1 , . . . , Q k ∈ P d (F n ) and a function B : F k → F such that we have the representation P = B(Q 1 , . . . , Q k ). If no such k exists, we declare rank d (P ) to be infinite (since F n is finite-dimensional, this only occurs when d = 0 and P is non-constant).
In the low-degree case, it is well known that the bias E x∈F n e F (P (x)) of a polynomial phase e F (P (x)) is closely related to the rank of P . For instance, if P ∈ P 1 (F n ) is linear, then from simple Fourier analysis we see that E x∈F n e F (P (x)) has magnitude 1 if rank 0 (P ) = 0 and magnitude 0 otherwise. For quadratic polynomials, we have the following well-known fact:
where c > 0 is an absolute constant.
Proof. If P ∈ P 1 (F n ) then the claim can be verified by Fourier analysis, so we can assume that P ∈ P 1 (F n ). We begin with the easy case |F| > 2, and then discuss the changes needed to handle |F| = 2.
Suppose that |E x∈F n e F (P (x))| δ (1.6) for some 0 < δ < 1/2. It will suffice to show that rank 1 (P ) ≪ log |F| 1 δ .
Squaring (1.6), we conclude that
From Fourier analysis, we see that the average E x∈F n e F (D h P (x)) vanishes unless D h P ∈ P 0 (F n ), in which case it has magnitude 1. Thus the assumption (1.6) implies that
Now by breaking up P into monomials, we can express P (x) = B(x, x) + L(x) for some bilinear form B : F n × F n → F and some L ∈ P 1 (F n ). In the odd characteristic case |F| > 2, we can take B to be symmetric. We conclude that
and hence that
If δ 2 > 1/|F| then this forces B to vanish identically, which contradicts the hypothesis P ∈ P 1 (F n ), so we may assume δ 2 1/|F|. Then the linear transformation associated to B has rank at most O(log |F| 1/δ); since P (x) = B(x, x) + L(x), we conclude rank 1 (P ) ≪ log |F| 1/δ as desired. Now we consider the even characteristic case |F| = 2, in which case we cannot take B to be symmetric. Then the above argument gives
whereB(x, h) := B(x, h) + B(h, x) is a symmetric bilinear form. ThusB must have rank O(log 2 1/δ). By linear algebra we can thus express
for some k ≪ log 2 1/δ, some linearly independent linear functionals L i : F n → F, and some coefficients c i,j ∈ F. SinceB is symmetric and the L i are independent, we have c i,j = c j,i . SinceB(x, x) = B(x, x) + B(x, x) vanishes in characteristic 2, we also see that c i,i = 0. We can thus writẽ
where C(x, h) :
We then easily verify that B(x, x) − C(x, x) is a linear function of x, and so P (x) can be expressed as the sum of C(x, x) and a linear function, from which the claim rank 1 (P) ≪ log 2 1/δ follows.
We shall establish the following generalisation of the above estimate to higher degree polynomials, provided that the degree does not exceed the characteristic: Theorem 1.7 (Lack of equidistribution implies bounded rank). Suppose that an integer d satisfies 0 d < |F|. Let δ ∈ (0, 1], and suppose that
The proof of this theorem is the technical heart of the paper, and will be accomplished in §5. It is possible that the restriction on |F| can be removed, but our method of proof breaks down when d |F|. Certainly the deduction of Theorem 1.3 from Theorem 1.7 breaks down in this case (which of course it must, thanks to Theorem 1.4).
Factors and regularity
In this section we give some definitions and results which will be useful in our proof of Theorem 1.7.
Definition 2.1 (Factors and configuration space). Suppose that d
0 is an integer and that M 1 , . . . , M d are further non-negative integers. By a factor of degree d on F n we mean a collection F = (P i,j ) 1 i d,1 j M i where P i,j ∈ P i (F n ) for all i, j. By the dimension dim(F ) of F we mean the quantity M 1 + · · · + M d . Write F i for the i-degree part of F , that is to say the collection (P i,j ) 1 j M i . Although we are using the term factor to describe nothing more complicated than a collection of polynomials, we encourage the reader to think in addition of the σ-algebra σ(F ) defined by these polynomials P i,j , that is to say the partition of F n into atoms of the form {x :
and call this the configuration space of F . We write Φ : F n → Σ for the evaluation map given by Φ(
We will use the notation of this definition throughout the paper without further comment. Sometimes we will have factors F , F ′ and F ′′ ; we will write P i,j , P
′ , Φ ′′ and so on for the corresponding polynomials, configuration spaces, dimensions and evaluation maps.
We will frequently need to extend a factor into a more regular one, by expressing the complicated polynomials in a factor by simpler ones. Our notation for this concept is as follows. We say that a factor F ′ is an extension of F if σ(F ′ ) is a (possibly trivial) refinement of σ(F ). Note that this is not the same thing as saying that the collection (P ′ i,j ) defining F ′ contains the collection (P i,j ) defining F . For example, the factor defined by the linear polynomials x 1 , x 2 , x 3 is a refinement of that defined by the polynomials x 1 , x 2 and
By a growth function of order d we mean a non-decreasing function F :
Definition 2.2 (F -regularity). Let F be a factor of order d, and let F be a growth function. We say that F is F -regular if we have
for all 1 i d and all coefficients c i,1 , . . . , c i,M i ∈ F that are not all zero. (In particular, if F is positive, this implies that the polynomials P i,1 , . . . , P i,M i are linearly independent.) Example. If d, F and M 1 , . . . , M d are fixed, and P i,j are chosen uniformly at random from P i (F n ), then the resulting factor F will be F -regular with probability 1 − o(1), where o(1) goes to zero as n → ∞ for fixed d, F, M 1 , . . . , M d . Indeed, one should view the polynomials in an F -regular factor as "behaving like" generic polynomials, in that they obey no unexpected algebraic constraints of bounded complexity. ⋄
The following lemma, which allows us to replace take an arbitrary factor F and find a highly regular extension of it, is absolutely fundamental to our arguments. This generalises [14, Lemma 8.7 ] to the case of factors of degree 3 or more. The result is faintly analagous in some ways to Szemerédi's regularity lemma for graphs and to more recent versions of this for hypergraphs. 
Remark. The actual bound we obtain here, if one worked it out, would have an extremely weak dependence on F, d and dim(F ). Even for quite "reasonable" growth functions F one starts to see functions in the Ackerman hierarchy making an appearance. It is our dependence on this lemma and the rather poor bounds that result from its proof that renders Theorem 1.7 essentially ineffective. 
Proof
+ into a well-ordered set (with the ordinal type ω d ), and so we can perform strong induction on this space. In other words, we may assume without loss of generality that the claim has already been proven for all smaller dimension vectors.
If F is already F -regular, then we are done. Otherwise, there exists i ∈ [d] and a nontrivial linear combination Q i of the P i,1 , . . . , P i,M i such that rank i−1 (Q i ) < F (dim(F )), or in other words Q i is some combination of fewer than F (dim(F )) polynomials of degree at most i − 1. By rewriting Q i in this fashion, we can find an extension F ′′ of F with dimension vector
(with some obvious modifications in the easy case i = 1). Applying the induction hypothesis to F ′′ we obtain the claim.
A lemma of Bogdanov and Viola
In this section we recall [6, Lemma 25] , and provide a proof in the interests of selfcontainment. This lemma almost immediately establishes our main result, Theorem 1.7, except for the presence of some small errors. Our main task in subsequent sections is to eliminate the errors and turn this near-miss result into a proof of Theorem 1.7.
Lemma 3.1 (Bogdanov-Viola lemma). Let d 0 be an integer, and let δ, σ ∈ (0, 1] be parameters. Suppose that
Then there exists a functionP :
Proof. We remark that the bound on rank d−1 (P ) is much superior to that we will eventually obtain for Theorem 1.7. This is because the Bogdanov-Viola lemma does not rely on the regularity lemma, Lemma 2.3. In fact this bound could even be improved somewhat, but this is not relevent to our work here.
For each r ∈ F, define a measure µ r :
we see that whenever r = s.
Now fix a value of x and let h ∈ F n be chosen at random. Then
that is to say D h P (x) has the distribution µ P (x) . Now we expect that if a large number D h 1 P (x), . . . , D h k P (x) of points are sampled from this distribution then the observed distribution
should approximate µ P (x) . In view of the separation property (3.2), this ought to give us a good chance of recovering P (x).
Choose k
2σδ 2 , and sample h 1 , . . . , h k independently at random from F n . Motivated by the above discussion, we defineP h 1 ,...,h k (x) to be that value of r ∈ F for which µ obs (h 1 , . . . , h k ; x) − µ r is minimal. Note thatP h 1 ,...,h k is measurable with respect to the set of functions D h 1 P (x), . . . , D h k P (x), each of which is a polynomial of degree at most d − 1. Thus
It remains to show that, at least for some choice of h 1 , . . . , h k , the functionP h 1 ,...,h k approximates P . Now ifP h 1 ,...,h k (x) = P (x) then it follows from the separation property
2δ/|F|. We claim that for fixed x the probability of this happening (over random choices of h 1 , . . . , h k ) is at most σ. Summing over x, it then follows that there is at least one choice of h 1 , . . . , h k for which #{x : P (x) =P h 1 ,...,h k (x)} σ|F n |, and the lemma follows upon takingP :
n and a value of t ∈ F, and write
To establish the claim, it suffices to show that
Noting that the Y i are i.i.d. Bernouilli random variables with means Y = µ P (x) (t), this follows from a suitable version of the law of large numbers. In this case we may use the inequality
which follows from Chebyshev's inequality.
Remark. When |F| = 2, the above proof has a pleasant interpretation. The value of P h 1 ,...,h k (x) is then obtained by "majority vote" amongst the values of D h i P (x).
Counting lemmas
We shall prove Theorem 1.7 by induction. Accordingly, we begin by first describing some consequences of Theorem 1.7 at a given order d, which are already of some independent interest. These consequences complement the regularity lemma in much the same way that "counting lemmas" in graph theory complement the Szemerédi regularity lemma. 
for all configurations t ∈ Σ. In words, all the atoms in the σ-algebra σ(F ) have roughly the same size.
is the configuration space associaed to the factor F , and that Φ : F n → Σ is the evaluation map.
Proof. We may expand the condition Φ(x) = t using Fourier analysis on Σ to obtain
It therefore suffices to show that
whenever the Q i ∈ Span(F i ) are not all zero. Let s ∈ [d] be the largest integer for which Q s is non-zero. As F is F -regular, we have rank
If we choose F to sufficiently rapidly growing depending on ε and d, we can thus invoke Theorem 1.7 to obtain (4.2) as required.
In addition to understanding the distribution of Φ(x), it turns out to be important to have an understanding of how k-dimensional parallelepipeds are distributed in configuration space. That is, we study the distribution of (
). We prepare the ground for this study with some definitions. 
where I ⊆ [k] has size k − k ′ and each δ i is either 0 or 1. If all of the δ i are zero then we say that F is a lower face. A lower face of dimension k ′ can be identified with the power set of [k] \ I, which is a set of size k ′ .
Suppose that we have a parallelepiped (
This cannot be arbitrary: indeed we have the "obvious" constraints coming from the relations
k is a face of dimension at least i + 1, and |ω| := ω 1 + . . . + ω k . To model these obvious constraints, we introduce some more notation.
Definition 4.3 (Face vectors and parallelepiped constraints). Suppose that
|ω| if i = i 0 , j = j 0 and ω ∈ F , and is zero otherwise. We call such a vector a face vector. If F is a lower face then we speak of a lower face vector. If dim(F ) i 0 + 1 we say that the face vector (or lower face vector) is relevant. We say that (t(ω)) ω∈{0,1} k ∈ Σ {0,1} k satisfies the parallelepiped constraints if it is orthogonal to all the relevant lower face vectors.
Remarks. The motivation for this definition, of course, is that for any x, h 1 , . . . , h k the vector (Φ(x + ω · h)) ω∈{0,1} k ∈ Σ {0,1} k satisfies the parallelepiped constraints. At first sight the fact that we have restricted attention to lower face vectors may look curious. However it turns out (and is not hard to prove) that the set of relevant face vectors in Σ {0,1} k is spanned by the relevant lower face vectors. We will not require this fact.
Write Σ ⊆ Σ {0,1} k for the subspace of vectors in Σ {0,1} k satisfying the parallelepiped constraints.
Lemma 4.4 (Dimension of Σ ). Suppose that k > d. Then we have
, it suffices to show that the dimension of the space spanned by the relevant lower face vectors is
. This is precisely the number of different relevant lower face vectors, and so we must only show that the lower face vectors are linearly independent. To do this, we may clearly work with a fixed choice of i and j, since the supports of the face vectors r(i, j, F ) are disjoint for different pairs (i, j). Suppose there is some linear relation Among all lower faces F for which a F = 0, suppose that F 0 contains the largest element ω 0 in the lexicographic order on {0, 1}
k . Comparing coefficients of ω 0 we see that a F 0 = 0, contrary to assumption.
If the factor F is F -regular for some sufficiently rapid growth function F , it turns out that the parallelepiped constraints we have written down are the only relevant ones in a rather strong sense.
Proposition 4.5 (Counting parallelepipeds).
Suppose that |F|, k > d, and suppose that Theorem 1.7 is true for orders up to d. Let ε ∈ (0, 1) be a parameter and suppose that F grows sufficiently quickly (depending on k, d and ε). Suppose that the factor F has degree at most d and is F -regular. Suppose that t ∈ Σ , and that x ∈ F n is a point with
Remark. Note carefully that we have been able to fix the basepoint x; this is important in applications of the proposition. This is why j now only ranges from 1 to i rather than from 0 to i as in Lemma 4.4.
Proof. Write Φ (h) for the vector (Φ(x +
We seek the number of h for which Φ (h) = t ; by harmonic analysis on Σ {0,1} k this may be expanded as
Now when r lies in the space W spanned by the relevant lower face vectors together with the vectors r(i, j, 0) we have r · (Φ (h) − t ) = 0, since both Φ (h) and t satisfy the parallelepiped constraints and Φ (h)(0) = t (0). Since the lower face vectors are linearly independent the contribution from these r to the sum (4.3) is |F| to the power
. To conclude the argument it certainly suffices to show that the contribution from each r / ∈ W is small in the sense that
Such an exponential sum is unaltered in magnitude if an arbitrary element of W is added to r . By repeated operations of this type, directed so as to reduce the largest element in the ω-support of each (r (ω)) i,j in the lexicographic order on {0, 1} k , we may assume that (r (ω)) i,j = 0 unless |ω| i. Since r is not in W , there is at least one choice of i, j and at least one ω = 0 for which (r (ω)) i,j = 0. Amongst all such triples (i, j, ω), choose one with the largest value of i, say i = i 0 . For this value of i = i 0 choose (j 0 , ω 0 ) with s = |ω 0 | maximal, still subject to the condition that (r (ω 0 )) i 0 ,j 0 = 0. Note that 1 s i. By relabelling the cube {0, 1} k we may assume that ω 0 = 1 s 0 k−s . By construction, any triple (i, j, ω) satisfies one of the following properties: (i) i > i 0 and ω = 0; (ii) i = i 0 and ω = ω 0 ; (iii) i = i 0 and at least one of the coordinates ω l , 1 l s, is zero; (iv) i < i 0 .
Since 1 s i k the sum in (4.4) may then be written as an average (over h s+1 , . . . , h k ) of sums of the form
where P is not zero and lies in Span(F i ), and Q has degree at most s−1 as a polynomial in h 1 , . . . , h s . Such a sum may be written as
where each b is a bounded function which does not depend on h i . By introducing dummy variables we may assume that s = i. Applying the Cauchy-Schwarz inequality i times to eliminate the bounded functions b, we see that the sum in (4.4) may be bounded thus:
Note that this derivative is, for fixed h 1 , . . . , h i , simply a constant; we write it as
. . , h i ). It follows that if (4.4) is false then
Applying Theorem 1.7 at degree i d and with V = (F n ) i we see that
Note however that we have the Taylor expansion
for some polynomial Q of degree at most i − 1 (this is the only point in the whole paper where we use the assumption that |F| > d i, in order to ensure invertibility of i!). It follows that rank i−1 (P ) ≪ k,ε,dim(Σ) 1. This contradicts the F -regularity of the factor F if F is assumed to grow sufficiently rapidly.
Proof of Theorem 1.7
In this section we complete the proof of Theorem 1.7. Our starting point is the lemma of Bogdanov and Viola, stated as Lemma 3.1 in this paper. We urge the reader to recall the statement now. In view of that lemma, it suffices to establish the following proposition.
Proposition 5.1 (Polynomials which are almost low-rank are low-rank). Suppose that d 1 is an integer, and that Theorem 1.7 holds for all orders up to d − 1. Let σ d > 0 be a small quantity to be specified later. Suppose that P ∈ P d (F n ) and that F is an F -regular factor of degree d − 1. for some growth function which grows suitably rapidly in terms of d. Suppose thatP : F n → F is an F -measurable function and that
Proof of Theorem 1.7 assuming Proposition 5.1. This is almost immediate. By induction we may fix d 1 and assume that Theorem 1.7 holds for all orders up to d −1. Take the functionP appearing in the conclusion of Lemma 3.1. By construction,P is measurable with respect to some factor F 0 of degree at most d − 1 and dimension no more than |F| 5 /δ 2 σ. By Lemma 2.3 we may extend F 0 to a factor F which is F -regular and satisfies dim(F ) ≪ F,d,δ,F 1. The functionP is manifestly F -measurable, and so the result follows upon applying Proposition 5.1.
Proof of Proposition 5.1. We use the same notation for the factor F that was introduced in Definition 2.1. In particular this factor is defined by polynomials P i,j ∈ P i (F n ): these should not be confused with the polynomial P which is the subject of Proposition 5.1.
For the purposes of an initial discussion write X for the set of points in F n for which
The key idea is that we may use (d + 1)-dimensional parallelepipeds in X to create new points x ′ for which P (x ′
Completing atoms.
Suppose that x, h 1 , . . . , h d+1 are such that all 2 d+1 points x + ω · h lie in the same atom A of σ(F ). Suppose in addition that x + ω · h ∈ X whenever ω = 0. Then using the relation ω (−1) |ω| P (x + ω · h) = 0 and the fact thatP is constant on A, we see that x also lies in X.
2.
Creating new atoms on which P is constant. Suppose that A is an atom of σ(F ) such that there are atoms A ω , ω ∈ {0, 1} d+1 \ 0 d+1 with the following property. For any x ∈ A, there are h 1 , . . . , h d+1 ∈ F n such that x + ω · h ∈ A ω for all ω ∈ {0, 1} d+1 \ 0. Then if P is constant on each of the A ω , it is also constant on A. This follows from the relation ω (−1) |ω| P (x + ω · h) = 0 once again.
It is in fact possible to perform Procedures 1 and 2 simultaneously, but the exposition is fractionally clearer if the urge to do this is suppressed.
Let us start with an analysis of Procedure 1. It is easy to see using Lemma 4.1 that for
We say that P is almost constant on such atoms, and our task is to show that P is actually 100% constant on each such atom.
Suppose that P is almost constant on the atom A = Φ −1 (t), and write A ′ ⊆ A for the set where P =P . Proof. Let N (x) denote the number of parallelopipeds (x + ω · h) ω∈{0,1} d+1 , all of whose vertices lie in A. The vector (t, t, . . . , t) ∈ Σ {0,1} d+1 trivially satisfies the parallelepiped constraints, and so by Proposition 4.5 we have
if F is sufficiently rapidly growing.
The number N (x) of parallelopipeds in A is thus quite large. Unfortunately, this does not immediately imply that the number of paralleopipeds in A ′ is large, as the N (x) parallelopipeds in A may all be intersecting the small set A\A ′ . However, it will turn out that such a concentration in A\A ′ can be picked up via the Cauchy-Schwarz inequality, as it will force into existence an anomalously large number of pairs of parallelopipeds that share an additional vertex in common besides x. The main difficulty in the proof then lies in counting number of such pairs properly.
We turn to the details. It suffices to show, for each fixed ω 0 ∈ {0, 1} d+1 \ 0 d+1 , that the number of parallelepipeds (x + ω · h) ω∈{0,1} d+1 , all of whose vertices lie in A, and with
The number of such "bad" parallelepipeds may be written as
and we may use the Cauchy-Schwarz inequality to bound this above by
Thus if σ d is chosen so small that |A \ A ′ | 2 −2d−5 |A|, it suffices to show that
for some sufficiently small ε > 0.
By relabelling the cube {0, 1} d+1 if necessary, this may be recast as the problem of counting the number of h, h ′ ∈ (F n ) d+1 satisfying the constraint
and for which the two parallelepipeds
lie in A. Substituting (5.1) and the approximate size of |A| (cf. Lemma 4.1) into (5.2), we see that our task is to establish that the number of such h, h ′ is at most 1 + O(ε) times |F| to the power n(2d
The parallelepipeds 1 and 2 share the common vertices x and x + h 1 + · · · + h s . Note that 1 and 2 may be embedded inside a (2d + 1)-dimensional parallelepiped
where 
is a polynomial of total degree at most i in ω 1 , . . . , ω 2d+1 . Using the fact that ω = ω 2 = ω 3 = . . . for ω ∈ {0, 1}, we see that there exists a polynomial Q i,j : Z 2d+1 → F with total degree at most i and degree at most 1 in each of ω 1 , . . . , ω 2d+1 with the property that for ω ∈ {0, 1} 2d+1 . In fact this extension is unique, as the following lemma shows. 
Proof. This appears, for example, as [1, Lemma 2.1]. We proceed by induction on k, the result being trivial when k = 1. We may write
where both R and S have degree at most one in each x j . Noting that R(x 1 , . . . , x k−1 ) = Q(x 1 , . . . , x k−1 , 0) and that S(x 1 , . . . , x k−1 ) = Q(x 1 , . . . , x k−1 , 1) − Q(x 1 , . . . , x k−1 , 0), we see that R(x 1 , . . . , x k−1 ) = S(x 1 , . . . , x k−1 ) = 0 for all x j ∈ {0, 1}. By the inductive hypothesis this implies that R ≡ S ≡ 0 identically.
It follows from Lemma 5.3, (5.3), (5.4) and the fact that P i,j ( 1 ) and P i,j ( 2 ) are fixed that Q i,j (ω) is fixed for ω in both of the d + 1-dimensional lattices by its values on S := {0, 1} · (e 1 , . . . , e s−1 , e s+1 , . . . , e 2d+1 , v). In particular we see that Q i,j (ω), and hence P i,j (x + ω · y), is determined for ω ∈ {0, 1} 2d+1 by its values on S. Since Q i,j has degree at most i we see that it is determined on S by its values at arguments which are the sum of at most i elements from {e 1 , . . . , e s−1 , e s+1 , . . . , e 2d+1 , v}.
Of the 0 j i 2d+1 j possible choices for the values of the polynomials Q i,j at these arguments, 2 0 j i d+1 j − 2 of them are already fixed for us since Q i,j is fixed in both Λ and Λ ′ . It follows that the number of choices of (P i,j (x + ω · y)) ω∈{0,1} 2d+1 is at most |F| to the power 1 + 1 j i
. Summing over i and j, it follows that the number of choices for Φ(˜ ) subject to our constraints on Φ( 1 ) and Φ( 2 ) is at most |F| to the power
For each such choice the number of˜ is, by Proposition 4.5, 1 + O(ε) times |F| to the power n(2d+1)−
, and so the total number of˜ is 1+O(ε) times |F| to the power n(2d
, which is what we wanted to prove. This concludes the proof of Lemma 5.2.
Recall that A ′ ⊆ A is the set of points where P (x) =P (x). Now A is an atom in the factor F , which has degree d − 1, and P is a polynomial of degree d. We therefore see that if all the points x + ω · h, ω ∈ {0, 1} d+1 \ 0 d+1 , lie in A ′ then so does x. It follows from Lemma 5.2 that A ′ = A.
This completes the analysis of Procedure 1, and we find ourselves in the situation that P (x) =P (x) on 1 − O( √ σ d ) of the atoms in σ(F ). Call these the good atoms. To perform procedure 2, we need only show that for any (bad) atom A = A 0 there are good atoms A ω , ω ∈ {0, 1} d+1 \ 0 d+1 , such that the sequence of coordinates t = Φ(A ω ) ∈ Σ {0,1} d+1 satisfies the parallelepiped constraints. To do this it suffices to find just a single parallelepiped (x + ω · h) ω∈{0,1} d for which all of x + ω · h, ω ∈ {0, 1} d+1 \ 0 d+1 , lie in good atoms. To see that this is possible, fix x ∈ A 0 and pick h 1 , . . . , h d+1 at random. It is clear that for any fixed ω = 0 d+1 , the probability that x + ω · h lies in a good atom is the same as the probability that a random element of F n lies in a good atom, which
for sufficiently small c it follows that there is indeed positive probability that all of the x + ω · h, ω ∈ {0, 1} d+1 \ 0 d+1 , lie in good atoms.
We have now successfully performed Procedures 1 and 2. By earlier remarks, this concludes the proof of Proposition 5.1 and hence, by the remarks at the start of the section, that of Theorem 1.7.
Inverse theorems for the Gowers norm
We can now give a fairly quick proof of Theorem 1.3. We begin with a preliminary result which is already of interest. Proposition 6.1. Suppose that |F| > d + 1 2 and that δ > 0, let P ∈ P d+1 (F n ), and write f (x) := e F (P (x)). Suppose that f U d+1 δ. Then rank d (P ) ≪ d,δ 1.
. Since P has degree d + 1, this does not depend on x. From the definition of the U d+1 norm, we have
Applying Theorem 1.7, we conclude that
But since |F| > d + 1 we have the Taylor expansion
where deg Q d. Thus the rank of P is itself bounded by O d,δ (1), as required.
Proof of Theorem 1.3. We fix d and induct on k. The cases k d are trivial (since f u d+1 = 1 in these cases), so we first verify the case k = d + 1. In this case, we know from Proposition 6.1 that rank d (P ) ≪ d,δ 1, thus we can express f (x) = e F (P (x)) as some function of O d,δ (1) polynomials of degree at most d. By Fourier analysis, we can therefore obtain a representation
, and c j are complex numbers of magnitude O d,δ (1) for all j ∈ [J]. It follows immediately that f has inner product at ≫ d,δ 1 with at least one of the functions e F (Q i (x)), and therefore f u d+1 ≫ d,δ 1 as desired. Now suppose that k > d and the claim has already been proven for polynomials of degree k. Suppose that P ∈ P k+1 (F n ), that f (x) := e F (P (x)) and that f U d+1 δ. By the monotonicity of Gowers norms (see e.g. [19, Chapter 11]) we have f U k+1 δ and thus by Proposition 6.1 we obtain
Let F be a growth function (depending on k, δ, d) to be chosen later. Applying Lemma 2.3, we can find an F -regular factor F of degree k and dimension O F,k,d,δ (1) such that P is measurable with respect to σ(F ). By Fourier expansion, we can thus express
where the coefficients c Q 1 ,...,Q k are complex numbers of magnitude at most B for some B = O k,dim(Σ) (1) . We may use this expansion to split f as f 1 + f 2 , where
and
Thus f 2 is the part of f which "genuinely has degree larger than d". We shall show the U d+1 -norm of this part is small.
Suppose that polynomials Q 1 ∈ Span(F 1 ), . . . , Q k ∈ Span(F k ) are such that Q s is nonzero and Q s+1 , . . . , Q k−1 all vanish for some s > d. Since F is F -regular, we have rank s−1 (Q s ) F (dim(F )), and thus
for any Q ∈ P d (F n ). Applying Theorem 1.7 and the induction hypothesis, we conclude (if F is large enough) that
Since the Gowers U k+1 -norm obeys the triangle inequality (see e.g. [9, Lemma 3.9]), it follows that f 2 U k+1 δ/2. Recalling that f U k+1 δ, another application of the triangle inequality implies that f 1 U k+1 δ/2. Now by Cauchy-Schwarz we have
From the bounds on the Fourier coefficients c Q 1 ,...,Q k we have f 1 ∞ ≪ k,dim(F ) 1, and therefore
. From (6.1) and the pigeonhole principle it follows that there exist
On the other hand, from (6.3), Theorem 1.7, and (6.2) we have
if F grows sufficiently rapidly. Hence from one further application of the triangle inequality we have
and thus f u d ε/2. Therefore the induction goes through and we have proved Theorem 1.3.
A recurrence result
Proposition 5.1 had a rather lengthy proof. However, the claim is much simpler in the case when the factor F is trivial. More precisely, we have the following slight generalization of [18, Proposition 4.5].
Lemma 7.1 (Non-zero polynomials do not vanish almost everywhere). Suppose that
Remark. This lemma is almost certainly folkloric, but we do not have a precise reference for it.
Proof. We proceed by induction on d, the result being obvious for d = 1. For any fixed h we have P x∈F n (P (x+h) = P (x) = 0) > 1−2
. Applying the inductive hypothesis to P (x + h) − P (x) ∈ P d−1 (F n ), we see that P (x + h) − P (x) = 0 for all x, h. This manifestly implies the result.
A short consequence of Lemma 7.1 is the following curious recurrence result.
Lemma 7.2 (Multiple polynomial recurrence).
Suppose that d, k 1 are integers, that P 1 , . . . , P k ∈ P d (F n ) are polynomials and that x 0 ∈ F n . Then
Proof. Consider the polynomial
This polynomial has degree (|F| − 1)kd, and clearly Q(x 0 ) = 0. Applying Lemma 7.1 in the contrapositive, we conclude P x (Q(x) = 0) 2 −(|F|−1)kd and the claim follows.
Remark. In the case d < |F|, one could also obtain a qualitative version of Lemma 7.2 by combining Lemma 2.3 (applied to the factor generated by P 1 , . . . , P k ) followed by Lemma 4.1. Of course, the bounds obtained by this approach are far weaker.
Representations that respect degree
The results of this section and the next are somewhat technical, and by necessity some of the notation is a little fearsome. First-time readers may wish to skip to the discussion of the counterexample of Theorem 1.4, which is presented in §10.
In previous sections we showed discussed the notion of low-rank polynomials P ∈ P d (F n ), which can be expressed as B(Q 1 , . . . , Q k ) with
In this section we show how (under a regularity assumption on the factor generated by the Q i ) the function B can be chosen to be a polynomial with controlled degree. Example. Let F have large characteristic. If F is the degree 2 factor on F 5 consisting of the four polynomials X 1 X 2 +X 3 , X 1 X 2 +X 4 , X 2 +X 3 and X 1 +X 5 , where X 1 , . . . , X 5 are the coordinate functions, the polynomial (
has F -degree 9, and so does (
In the above example we saw that the F -degree of a polynomial can exceed the ordinary degree due to dependencies among the polynomials in the factor. The following theorem can be viewed as a converse to this phenomenon. Proof. Let d, D be as above, let F be a rapid growth function to be chosen later, and let P, F be as above. Since P is measurable with respect to σ(F ), we have a representation
for some function B : Σ → F. As F is a finite field, we can view B as a polynomial of dim(F ) variables, which has individual degree at most |F| − 1 in each of the variables (note that all higher degrees can be eliminated since x |F| = x). Thus we can write
where R is the set of all tuples r = (r i,j ) 1 i d;1 j M i , and the c r are coefficients in F.
For each tuple r ∈ R, we define the weight |r| of r by the formula
To prove the claim, it suffices to show that c r = 0 for all tuples r with weight larger than D. Suppose for contradiction that this is not the case. Then we can find r with |r| > D such that c r = 0; without loss of generality we may assume that |r| is maximal with respect to this property. From (8.1), we thus have
for all x ∈ F n . Since P has degree D < |r|, its |r| th order derivatives vanish. Thus we have 0 = c r ω∈{0,1} |r|
for all x ∈ F n and h ∈ (F n ) |r| .
Now if a = (a i,j (ω)) ∈ Σ {0,1} |r| satisfies the parallelelepiped constraints, and if F grows sufficiently rapidly, then we know from Proposition 4.5 that there are x ∈ F n and h ∈ (F n ) |r| such that P i,j (x + ω · h) = a i,j (ω) for all i, j with i ∈ [d] and j M i and for all ω ∈ {0, 1} |r| . We thus conclude that 0 = c r ω∈{0,1} |r|
for all a ∈ Σ {0,1} |r| satisfying the parallelepiped constraints. Thus, to obtain the desired contradiction, it will suffice to locate such an a for which
for all s ∈ R\{r} with |s| |r|.
We can do this explicitly as follows. Let us parametrise {0, 1} |r| as
where we embed {0, 1} into F in the obvious way. Since a i,j (ω) is a linear combination of products of i coordinates of ω, it is easy to see that a satisfies the parallelepiped constraints.
Let us now verify (8.3). For fixed i, j, a i,j (ω) depends only on the components lying in ({0, 1} i ) r i,j , which are disjoint as i, j vary. We can therefore factorise the left-hand side of (8.3) (with a hopefully obvious notation) as
where the notation is supposed to suggest that η is in the i, j-part of the product
On the other hand, If |s| |r| and s = r, then from the pigeonhole principle there must be some i d and some j M i such that s i,j < r i,j . Fixing this i, j, it thus suffices to show that
But we observe that a i,j (ω) s i,j is a linear combination of products of is i,j coordinates of ω, which is strictly less than ir i,j , and the claim follows. Now we verify (8.2) . Performing the same factorisation as before, it suffices to show that
for each i, j. But a i,j (0, . . . , 0, η, 0, . . . , 0) r i,j is equal to r i,j ! i k=1 r i,j t=1 η k,t (viewed of course as an element of F), plus several other monomials, none of which involve all of the η k,t . From this we see that the left-hand side of (8.4) is simply (−1) ir i,j r i,j !. Since r i,j < |F|, this expression is non-zero in F, as desired.
Combining this theorem with Lemma 2.3 we immediately obtain the following corollary. 
A nullstellensatz
In this section we establish a kind of finite field analogue of Hilbert's Nullstellensatz. These results are not needed elsewhere in the paper, but are illustrative applications of the previous machinery, and may be of some independent interest. Proposition 9.1 (Nullstellensatz). Let k 0 and 0 d < |F|, and let P 1 , . . . ,
Proof. Let F be the degree d factor defined by the polynomials P 1 , . . . , P k , Q. Let F be a growth function to be chosen later. By Lemma 2.3, we can extend F to an F -regular factor F ′ of order d and dimension O d,k,F (1). If F is sufficiently rapid, then by Lemma 4.1 we see that the configuration map Φ ′ : F n → Σ ′ corresponding to F ′ is surjective. Since P 1 , . . . , P k , Q are measurable with respect to σ(F ′ ), we can write
Our assumption together with the surjectivity of Φ ′ implies that if z ∈ Σ ′ is such that p i (z) = 0 for i = 1, . . . , k then q(z) = 0. By working on each point z separately, one can therefore find functions r 1 , . . . , r k : Σ ′ → F such that
Composing with Φ ′ we conclude that
for all x ∈ F n , where
, one can view r 1 , . . . , r k as polynomials of degree O d,k,F (1), and so R 1 , . . . , R k are also polynomials of degree O d,k,F (1). The claim follows.
In the above result the polynomials R i had bounded degree. However, if the polynomials P 1 , . . . , P k arose from a sufficiently regular factor, one can get the sharp degree bound for R i , namely deg(R i ) = deg(Q) − deg(P i ). n , and given any Q ∈ P k (F n ) which vanishes whenever the polynomials P i,j defining F all vanish, there exist polynomials
for all x ∈ F n .
Before embarking on the proof, we give a technical generalisation of the regularity lemma, Lemma 2.3. Let us say that an extension F ′ of a factor F of order d is nondisruptive if we have
′ is a non-disruptive extension of F and F ′ is F -regular, then F must also be F -regular. Our next lemma can be regarded as a kind of converse to this fact. 
Proof. Fix d, F , and letF be a sufficiently rapid growth function to be chosen later. First observe that as the polynomials in F are F ′ -measurable, we have the crude bound dim(F ) ≪ D 1, and so we may allow our constants to depend on dim(F ) also. 
′ in exactly the same way as in Lemma 2.3 in order to obtain an F -regular extension F ′′ of F ′ obeying (9.1). The key point is that the low-rank polynomials Q i which arise in the proof of Lemma 2.3 can never arise from F i ifF is chosen sufficiently rapid (thanks to (9.1)). Because of this, we can easily arrange that the extension F ′′ appearing in the proof of Lemma 2.3 continues to be a non-disruptive extension of F , and the claim easily follows.
Proof of Proposition 9.2. Fix D, d, k
0. By adding dummy polynomials to F and enlarging d if necessary we may assume that d k. Let F 1 be a growth function depending on D, d, k to be chosen later, and let F be an even more rapid growth function depending on D, d, k, F 1 and also to be chosen later.
Let F , Q be as in the statement of the proposition. Let
be the factor of order d formed by adjoining Q to F . Applying Lemma 9.3, we see (if F is sufficiently rapid depending on D, d, k, F 1 ) that we can find an F 1 -regular extension
which is a non-disruptive extension of F . Applying Theorem 8.2, we conclude (if F 1 is sufficiently rapid depending on D, d, k) that Q has F ′′ -degree at most k. Using the identity x |F| = x to eliminate all exponents greater than or equal to |F|, we have a representation Q(x) = q(Φ ′′ (x)) for all x ∈ F n , where q : Σ ′′ → F is a polynomial which takes the form
where c s ∈ F for all s ∈ S k , and S k is the collection of all tuples (s i,j ) 1 i d;1 j M ′′ i of non-negative integers 0 s i,j < |F| obeying the weight condition
By hypothesis, Q(x) vanishes whenever all the P i,j (x) vanish for i = 1, . . . , d and j M i . On the other hand, by Lemma 4.1 we see (if F 1 is sufficiently rapid) that Φ ′′ : F n → Σ ′′ is surjective. We conclude that q vanishes on the coordinate subspace W := {t ∈ Σ ′′ : t i,j = 0 for all i = 1, . . . , d and j M ′ i }. Restricting q to W and then equating coefficients (recalling from the Lagrange interpolation formula that the coefficients are uniquely determined as long as all exponents are less than |F|) we conclude that c s vanishes for each s ∈ S such that s i,j = 0 for all i, j with i d and j M i . From this, we can easily obtain a representation of the form
where each r i,j has weighted degree at most k − i in the sense that it can be expanded into monomials as in (9.2) but using only exponents from S k−i rather than all of S k . In particular r i,j must vanish for i > k. Substituting t = Φ ′′ (x) we obtain the claim.
The counterexample
In this section we analyse the counterexample to the inverse conjecture for the Gowers norms in characteristic two by proving Theorem 1.4. Recall what is claimed in that theorem: the elementary symmetric quartic
is such that f (x) = (−1) S 4 (x) has large U 4 -norm on F n 2 , but this function does not correlate well with any cubic phase.
We begin by establishing that the U 4 -norm of this function is large. Define the symmetric bilinear form B : B(a, b), B(a, c), B(a, d), B(b, c), B(b, d), B(c, d) Lemma 10.1 (Gauss sum estimate). For any ξ ab , ξ ac , ξ ad , ξ bc , ξ bd , ξ cd ∈ F 2 , not all zero, we have
Proof. By symmetry we may assume ξ ab = 1. It suffices to show that
But if we fix c, d, we can write the left-hand side as
for some L, L ′ ∈ P 1 (F n 2 ). Applying Cauchy-Schwarz to eliminate the (−1) L ′ (b) factor, we can estimate this quantity in absolute value by
writing c := a − a ′ this becomes
Performing the c average using Fourier analysis and using the triangle inequality, we can bound this by
But B has rank n − O(1), and so
The claim follows.
From this lemma and Fourier analysis on F 6 2 (as in the proof of Lemma 4.1) we see that B 6 is equidistributed in the sense that
2 . It follows that (10.3) can be rewritten as E q ab ,qac,q ad ,q bc ,q bd ,q cd ∈F 2 (−1) q ab q cd +qacq bd +q ad q bc + O(2 −n ).
But we can factorise the expectation and rewrite this expression as
, it follows that f 4
Now we turn to (1.5), which asserts that f does not have substantial correlation with a cubic phase. Let us remind the reader once more that a better bound is contained in the independent work of Lovett, Meshulam and Samorodnitsky [15] . Our bound is all but contained in Alon and Beigel [2, Theorem 7] , although we recall that argument here for the convenience of the reader.
(mod 2). Recalling Lucas' theorem on binomial coefficients (mod p), which states that On the other hand we have, by a technique once known 4 as "multisection of series",
From these facts and some computation we easily conclude that
for all coefficients c 0 , c 1 , c 2 , c 3 ∈ F 2 . Clearly this immediately implies that
whenever Q 0 ∈ P 0 (F n 2 ) and c 0 , c 1 , c 2 , c 3 ∈ F 2 .
4 One can also interpret this computation as exhibiting (by the usual Fourier-analytic method) the exponential mixing rate of a simple random walk on Z/8Z. Now suppose instead that Q 1 ∈ P 1 (F n 2 ) and c 0 , c 1 , c 2 , c 3 ∈ F 2 , and consider the average
Then we can write
for some Q 0 ∈ P 0 (F n 2 ) and some set E ⊂ {1, . . . , n}. We can thus find a set I ⊆ {1, . . . , n} of size m := ⌊ n 2 ⌋ which either lies in E, or is disjoint from E. By permuting the coefficients we can write I = {1, . . . , m}. Then by freezing the coefficients y := (x m+1 , . . . , x n ) ∈ F n−m 2
, we see that we can write (10.7) as an average of expressions of the form E x∈F m 2 (−1)
for some c 0,y , . . . , c 3,y ∈ F 2 and Q 0,y ∈ P 1 (F m 2 ). Applying (10.6) and the triangle inequality we thus conclude that
Now suppose instead that Q 2 ∈ P 2 (F n 2 ) and c 0 , c 1 , c 2 , c 3 ∈ F 2 , and consider the average
for some Q 1 ∈ P 1 (F n 2 ) and some graph Γ on vertex set [n] . By Ramsey's theorem (see e.g. [10, Section 4.2]), we can find a set I ⊆ [n] of size m = Ω(log n) such that the complete graph on vertex set I either lies completely inside E, or is disjoint from E. We can then repeat the above freezing argument (using (10.8) instead of (10.6)) and conclude that Finally, suppose Q 3 ∈ P 1 (F n 2 ) and c 0 , c 1 , c 2 , c 3 ∈ F 2 , and consider the average E x∈F n 2 (−1) S 4 (x)+c 3 S 3 (x)+c 2 S 2 (x)+c 1 S 1 (x)+c 0 S 0 −Q 3 (x) .
Then we can write Q 3 (x) = {i,j,k}∈E(Γ)
for some Q 2 ∈ P 2 (F n 2 ) and some 3-uniform hypergraph Γ on vertex set [n] . Applying the bounds of Erdős and Rado for the hypergraph Ramsey theorem (see e.g. [10, Section 4.7]) we can find a set I ⊂ [n] of size m = Ω(log log n) such that the complete 3-uniform hypergraph on I either lies completely inside E or is disjoint from E. Using the freezing argument one last time, we obtain E x∈F n 2 (−1) S 4 (x)+c 3 S 3 (x)+c 2 S 2 (x)+c 1 S 1 (x)+c 0 S 0 −Q 3 (x) = O(m −Ω(1) ) = O((log log n) −Ω(1) ). (10.9) This is a bound of the form claimed in (1.5) of Theorem 1.4, except there is an extra logarithm. To remove it, we run the two Ramsey-theoretic arguments in parallel, by using the following variant of the Erdős-Rado bound.
Lemma 10.2 (Simultaneous Ramsey theorem). Let
be a graph and 3-uniform hypergraph respectively. Then there exists a set I ⊂ [n] of size m = Ω(log log n) such that for each j = 2, 3, the set I j either lies completely inside E j or is disjoint from E j .
Proof. We generate some vertices x 1 , . . . , x l by the following algorithm:
• Step 0. Initialise l = 0 and J := [n].
• Step 1. By the pigeonhole principle, there exists J ′ ⊆ J with |J ′ | ≫ 2 −O(l 2 ) |J| such that for any i, j ∈ [l] and x ∈ J ′ , the truth value of the statements {x i , x} ∈ E 2 or {x i , x j , x} ∈ E 3 are independent of x. Fix this J ′ .
• Step 2. Set x l+1 := min(J ′ ), replace J by J ′ \{x l+1 }, and increment l to l + 1. If J ′ is non-empty then return to Step 1; otherwise STOP.
One easily verifies that this algorithm terminates in k = Ω(log 1/3 n) steps to obtain a sequence 1 x 1 . . . x l n with the property that for any 1 i < j l, the truth value of {x i , x j } ∈ E 2 is independent of j, and for any 1 i < j < k l, the truth value of {x i , x j , x k } ∈ E 3 is independent of k. By an appeal to Ramsey's theorem for graphs one can then find a set I ⊂ {x 1 , . . . , x k } with |I| ≫ log k ≫ log log n with the desired properties.
Note that by applying Ramsey's theorem for graphs and 3-uniform hypergraphs sequentially, one would only get m = Ω(log log log n) here. The reader can easily verify that the logarithmic saving in this lemma propagates through the previous arguments to improve (10.9) to (1.5).
General degrees and characteristics
It is natural to wonder for which F and d the symmetric polynomials S d on F n provide counterexamples to Conjecture 1.2, the inverse conjecture for the U d -norm. We do not have a complete answer to this question, but we give some partial results in this direction here. For a more in-depth treatment of these issues, we refer the reader to the recent preprint [15] .
We begin with a general result that shows that e F (S d ) U d is large whenever d > |F|. This result (and in fact a generalisation of it which establishes the largeness of e F (S d ) U d−p+2 for d 2p, where p = |F|) was shown to us by the authors of [15] before we wrote this section. The following argument is a slight variant of theirs which, we believe, is worth having in the literature.
Theorem 11.1 (Lower bound on Gowers norm). Let F be a finite field, let n 1, and let d > |F|. Let S d be the symmetric polynomial on F n , and let f := e F (S d ). Then
Proof. For this, we must find some analogue of the computations earlier in the section and, in particular, the identity (10.2). For this we need some more notation. Let Thus for example if π is the partition of [3] into {1, 2} and {3} then we have R π (h (1) , h (2) , h (3) ) = (h
1 h
1 + · · · + h
n h
n )(h
1 + · · · + h We place a partial ordering on partitions π by declaring π ′ π if every set in π ′ is contained in some set in π. This has a minimal element π min := {{1}, . . . , {n}}. The Möbius function can be shown 5 to obey the Möbius inversion identities µ(π min ) = 1 and
As a consequence we obtain the following variant of (10. The claim now follows from the Möbius inversion formula. 
