The patient with ischemic stroke can benefit most from the earliest possible definitive diagnosis. While a quantitative evaluation of the stroke lesions on the magnetic resonance images (MRIs) is effective in clinical diagnosis, manually segmenting the stroke lesions is commonly used, which is, however, a tedious and time-consuming task. Therefore, how to segment the stroke lesions in a fully automated manner has recently extracted extensive attentions. Considering that the clinically acquired MRIs usually have thick slices, we propose a 2D-slice-based segmentation method. In particular, we use multi-spectral MRIs, i.e., diffusion weighted image, apparent diffusion coefficient, and T2-weighted image, as input, and propose a residual-structured fully convolutional network (Res-FCN). The proposed Res-FCN is trained and evaluated on a large data set with 212 clinically acquired MRIs, which achieves a mean dice coefficient of 0.645 with a mean number of false negative lesions of 1.515 per subject. The proposed Res-FCN is further evaluated on a public data set, i.e., ISLES2015-SISS, which presents a very competitive result among all 2D-slice-based segmentation methods.
I. INTRODUCTION
Ischemic stroke is the most common cerebrovascular disease and one of the most frequent causes of death and disability worldwide [1] . A patient with ischemic stroke can benefit most from the earliest possible definitive diagnosis, and imaging plays an essential role in the assessment of patients [2] . Due to its excellent soft tissue contrast, the magnetic resonance imaging (MRI) has become the modality of choice for clinical evaluation of ischemic stroke lesions. For a quantitative analysis of stroke lesion in MRI images, the expert manual segmentation still serves as a common approach to compute the sizes, shapes and volumes of stroke lesions. However, it is a tedious and time consuming task and is non-reproducible. Therefore, the development of fully automated and accurate stroke lesion segmentation methods has become an active research field [3] .
Conventionally, the lesion segmentation was treated as an abnormality detection problem, where a healthy atlas is established, and the lesions are detected according to the differences in tissue appearances [4] - [7] . The brain appearance, however, differs from patient to patient, and the lesions may also cause deformation in brain structure. Moreover, the MRIs acquired from different machines suffer from different levels of noise and deformations, which leads to incorrect detection and segmentation. Therefore, many machine-learning methods have been proposed, where the features are learnt from massive training data, and high segmentation accuracy can be achieved. For instance, random-forest-based methods have been used in the literature [8] - [11] , which present good performance in brain tumor segmentation by using hand-crafted features.
Note that the performance of the random-forests-based methods heavily relies on the manually annotated features. To achieve better performance, it is preferable to make the machine find the features from the data by itself. Deep learning is a machine-learning approach that uses artificial neural network with many hidden layers to extract features from data at progressively higher levels of abstraction [12] . In recent years, the deep-learning-based methods have been widely used in object classification and semantic segmentation thanks to its recent breakthrough in convolutional neural network (CNN).
The CNN was originally proposed for image classification tasks and has achieved 2.3% top-5 error in the classification of 1000 objects in Imagenet Large Scale Visual Recognition Challenge (ILSVRC) 2017. Thanks to its great potential in image analysis, great efforts have been made to apply the deep learning methods in medical image analysis [13] - [16] . Different from the images included in the ImageNet dataset which can be easily obtained from the Internet and annotated by the ordinary people, the medical images are much more difficult to be acquired, and many well-trained doctors are further required to annotate labels. Therefore, the dataset used in medical image analysis is usually much smaller than that used in the ordinary image classification tasks. For instance, the ImageNet dataset contains 1,431,167 images, while the brain tumor segmentation (BraTS) challenge 2015 has only 274 patients in the training dataset and 110 patients in the testing dataset [17] . In the sub-acute stroke lesion segmentation task of the ischemic stroke lesion segmentation (ISLES) 2015 challenge, the dataset is much smaller, with 28 patients in the training dataset and 36 patients in the testing dataset [18] . The insufficient data limits the ability to learn features from the training data, and the CNN may also become over-fitted to the training data. Despite of this, many deep-learning-based methods have been proposed for brain tumor and ischemic stroke segmentation tasks in the challenges [19] - [23] , and presented good performance by using data augmentation techniques on the original data to enlarge the training dataset.
As the CNN is naturally a classifier, one of the most popular methods is to convert the image segmentation to a pixel-by-pixel classification task, and dedicated loss functions have been designed to overcome the huge class imbalance between the normal and abnormal tissue pixels [19] , [22] , [23] . To correctly classify a pixel, one need to include its surrounding area to provide sufficient contextual information for the classification task, which significantly increases the memory and computational costs. To perform semantic segmentations efficiently, [24] proposed a fully convolutional network (FCN) by replacing the fully-connected layers as convolutional layers. The FCN structure enables to segment the whole image at once, and the memory-and computational costs can be significantly reduced. Inspired by [24] , a 3D-Convolution-based FCN, known as DeepMedic, was proposed and won the ISLES 2015 and BraTS 2015 challenges [20] , [21] . In ISLES 2015 sub-acute ischemic stroke lesion segmentation (SISS) dataset, it is able to detect subacute ischemic stroke lesions from 34 out of 36 patients in the testing dataset, and achieves a Dice coefficient of 0.59 on the test dataset [21] . In BraTS 2015 challenge, it achieves a Dice coefficient of 0.85 in segmenting the tumor tissues [20] . The promising results in ISLES and BraTS show the great potential of deep learning in the brain tissue segmentation tasks. Based on the high resolution data provided in the challenges, many deep-learning-based methods have been further proposed [25] - [27] . Note that the MRIs provided in the challenges, such as BraTS 2015 and ISLES 2015, are acquired for scientific usage with a high resolution of 1 × 1 × 1mm per voxel, and the non-brain tissues, such as the skull, have been removed from the images in advance. In clinical practice, as it is very time-consuming to acquire the images with slices as thin as 1 mm, the clinically acquired images are usually with much thicker slices. For instance, the MRIs used in [28] has a slice thickness of 5mm, and a slice spacing of 1.5mm. Due to the thick slices, the 3D segmentation methods developed for the high resolution images with thin slices can hardly be applied directly on the clinically acquired images.
In clinical diagnosis, the diffusion weighted image (DWI) is one of the most commonly used MRI sequence to identify the ischemic stroke lesions, which measures the molecular motion of water in the brain tissues. Due to the decreased diffusion of the tissues with ischemia, the ischemic stroke lesions display as hyperintensive regions on DWIs. Recently, deep-learning-based methods have been applied to clinically acquired DWI data for acute ischemic stroke lesion segmentation. In [28] , a network which consists of two Deconvolution Network (DeconvNet) [29] is developed and trained on a clinical dataset of 741 acute ischemic stroke patients. A multiscale CNN is further developed to remove potential false positives. The mean dice coefficient, mean number of false positives and the mean number of false negatives achieved in [28] are 0.67, 3.27 and 4.07, respectively. While the former two are reasonable, the latter is relatively too large. When evaluating the performance of a segmentation method in clinical diagnosis, we should keep in mind that the false negative (FN) is much severer than the false positive (FP). It is very possible that the clinicians would pay much attention to the regions which are annotated as lesions by the segmentation algorithm, and the FPs can be possibly filtered by clinicians. The FNs, which are sometimes the lesions that are too subtle to be identified on the images, can be possibly ignored by clinicians, which may lead to severe misdiagnosis accident, especially if the misclassified lesion is the only lesion in the brain. This motivates us to study how to further reduce the FNs to develop a practical deep-learning based stroke lesion segmentation method for clinical diagnosis usage. Challenge examples in ischemic stroke segmentation. The columns from left to right shows the DWI, ADC and T2WI. In example 1, the yellow arrow identifies the hyperintense that is a true acute ischemic stroke lesion, and the red arrows identify hyperintense due to magnetic susceptibility artifacts. In example 2, the red arrows identify hyperintense due to T2 shine-through effect. Best view in color.
Note that only DWI is not sufficient for the diagnosis of ischemic stroke. The hyperintensity on the DWI resulting from the magnetic susceptibility artifact and the T2 shinethrough effect will be misclassified as stroke lesions if only DWI is used. For stroke diagnosis by radiologist, images with more acquisition parameters, such as apparent diffusion coefficient (ADC) map and T2-weighted image (T2WI) [30] , are jointly considered. Fig. 1 presents two challenge examples that would be misclassified as a stroke lesion if only DWI is considered. In the first example, the hyperintensive region at the pons on DWI, which is identified by a yellow arrow, presents hypointensity on ADC map, and should be classified as an acute ischemia. On the other hand, the hyperintensive regions at the base of the brain, which are identified by the red arrows, present no abnormalities on ADC map and T2WI. Such hyperintensities are actually artifacts that caused by the magnetic field inhomogeneity due to the magnetic susceptibility differences between the brain tissue and aircontaining areas of the skull, and should not be classified as ischemic stroke lesions [31] . The second example in Fig. 1 presents the artifacts due to T2 shine-through effect [32] . The lesions in the bilateral brachium pontis, which are identified by red arrows, appear hyperintense on DWI, ADC and T2WI. The hyperintensive regions on DWI are actually due to an increase in the T2 signal, rather than a decrease in diffusion, and should not be classified as stroke lesions. The examples shown in Fig. 1 indicate that the artifacts that appear hyperintense on DWI would probably be misclassified as stroke lesions. To correctly identify and segment the stroke lesions, multi-spectral MRIs, including DWI, ADC, and T2WI, should be jointly considered.
To further improve the performance of a CNN, a natural thought is to build the network deeper and wider, such that more features can be extracted by the convolution layers. However, the performance will become worse if we simply stack many convolution layers, as the weights of the deep convolution layers cannot be updated due to the gradient vanishing problem. Recently, a so-called residual network (ResNet) was proposed to make the network much deeper [33] . Instead of simply stacking more convolution layers, many skip connections are added between the layers. Such structure allows the gradient to pass backward through the skip connections, and all the convolution layers are able to be updated to extract features since the first training epoch. In this paper, we propose a residual-structured fully convolutional network (Res-FCN) for brain ischemic stroke lesion segmentation. Specifically, we collected the clinical data of 212 ischemic stroke patients from Nankai University affiliated Tianjin Huanhu Hospital, where 115 of them are used for training, and 97 of them for testing. By using mult-spectral MRI images, i.e., DWI, ADC and T2WI, the proposed Res-FCN is able to achieve a mean number of false negatives of 1.515 per subject on the testing dataset. We further evaluated the proposed method on a public dataset, i.e., ISLES2015-SISS, where it achieves very competitive results over all 2D segmentation methods. Fig. 2 shows the whole pipeline of our proposed residualstructured fully convolutional network (Res-FCN). The DWI, ADC and T2WI are concatenated and jointly used as input, and the output is a binary segmentation of stroke lesions. During the training process, the images and labels of patients in the training dataset are used to tune the network parameters of Res-FCN by using a gradient-based method, such that the difference between the predictions and the ground truth labels, which is measured by a loss function, is minimized. The details of our proposed method will be introduced in detail in the following subsections.
II. METHOD
In the testing process, the images in the testing dataset, which have never been seen before by the neural network, are used to generate predictions. As the output for the i-th pixelx i ∈ [0, 1] which can be interpreted as the probability that the i-th pixel is classified as lesion tissue, a threshold δ is used to generate the final binary segmentation, where the final binary outputx i = 1 ifx i ≥ δ, andx i = 0 otherwise. The predicted binary segmentation patches are finally repositioned to its corresponding position to generate the final output. The performance is then evaluated by comparing the prediction segmentations and the manually annotated ground truth.
A. PREPROCESSING AND PATCH EXTRACTION
In our method, each image slice is first normalized to zero mean and unit variance, and the DWI, ADC and T2WI images are concatenated to a 3-channel image. Note that the volumes of ischemic stroke lesions are typically much smaller than that of the normal brain tissues. If we use the whole slice as the input, the number of lesion tissue pixels would be much smaller than the number of normal tissue pixels, leading to a significant class imbalance. Therefore, we propose to use image patches, instead of the whole slice, as the input to train the network.
During the training process, we extract the patches by using a sliding window scheme with the window size N × N , and a sliding step of N /8. To balance the number of the normal and lesion pixels, we only include the patches with lesions in the training dataset. With a relatively large N , a significant part of the normal tissue will also be included on each patch, and the features of normal tissues can still be learnt by the network. As each patient has a limited number of lesions, there is only a small number of patches available after patch extraction. To tune the massive number of network parameters, we perform data augmentation by horizontally flipping and randomly rotating the extracted patches.
In the testing process, as we have no prior information on the stroke lesions, we simply normalize the intensities of each image slice, and extract the patches using a sliding window of size N × N with a sliding step of N /2. After processed by the Res-FCN, for avoiding the zero padding influence, the predicted segmentation is cropped to N /2 × N /2, and repositioned to its original position to generate the final segmentation result of the whole image.
B. ARCHITECTURE OF Res-FCN
The proposed network architecture is presented in Fig. 3 . In the feature extraction stage, we propose to use the ResNet-50 structure as the base network. The input patches are initially processed by a stack of three atrous convolutional layers with dilation rates 1, 2 and 4, respectively. Then four Res-blocks are used to extract more features, where the Resblocks are composed of 3,4,6 and 3 bottleneck blocks with the filters n = 64, 128, 256 and 512, respectively, as suggested in [33] .
At the score map reconstruction stage, we use deconvolutional layers with kernel size 3 × 3 and stride 2 to upsample the feature maps. Inspired by U-NET [34] , we propose to use the high resolution feature maps to assist reconstructing the score map. Global convolutional network (GCN) blocks and boundary refinement (BR) blocks [35] are used to refine the feature maps. The detailed structures and the effects of the essential parts in the proposed Res-FCN will be introduced in the following subsections.
1) CONVOLUTIONAL LAYERS
The basic building block to construct a CNN is the convolutional layer. Several layers can be stacked on top of each other. Each convolutional layer can be understood as extracting features from the preceding layer, and produces the feature maps as output.
Each feature map O s is associated with one kernel. The feature map O s is computed as
where W s is the kernel and b s is the bias term. * is the convolution operator. X r is the r-th channel of the input. For instance, for the first convolutional layer, the input is the stack of DWI, ADC and T2WI patches with a matrix size N × N × 3, and X r represents the r-th channel of the original multi-spectral MRI, for r = 1, 2, 3. For the subsequent convolutional layers whose input is a M × M × R, X r is the output of the r-th feature map of the preceding layer whose size is M × M , for r = 1, 2, · · · , R, where R is the number of feature maps of the preceding convolution layer. During the training process, each convolutional layer is able to learn the features at different levels via the gradientbased method, such as the stochastic gradient descent, on a dedicated loss function related to the misclassification error, and the gradient for each layer can be computed by using the back-propagation (BP) algorithm [12] .
Note that the field-of-view (FOV) of filters at a convolution layer is limited by the spatially small convolution kernels (typically 3×3), making it difficult to extract features from sufficiently large scale of spatial contextual information. If we use larger convolution kernels, the number of parameters to be tuned will grow exponentially, leading to prohibitively high computational complexity and memory cost. More importantly, a much larger number of training data will be required if we have more parameters, which is impossible in biomedical image segmentation tasks, as the dataset is usually small. Therefore, we propose to use two methods to compensate such shortcoming.
First, inspired by DeepLab method [36] , we propose to use a stack of atrous convolution (also known as dilated convolution) to extract multi-scale features from the inputs. The atrous convolution is operated as
where O[i, j], X [i, j] and W [i, j] denote the (i, j)-th entry in the output feature map, input image, and the r-th convolutional kernel, respectively. d is the dilation rate. With d = 1, the atrous convolution converges to the conventional convolution operation in (1). Fig. 5 plots an visualized example of dilated convolution. As we can see, the atrous convolution can be interpreted as conventional convolution with a ''hole'' of size d −1 on each kernel, which enlarges the receptive field of a kernel without increasing the kernel size and the number of parameters. In our work, we propose to adopt a stack of atrous convolution layers with rate 1, 2 and 4 to extract multi-scale features from the original images.
Second, we adopt the GCN and BR blocks proposed in [35] to extract more contextual information. Instead of directly using larger kernel, the GCN block employs a combination of 1 × k + k × 1 and k × 1 + 1 × k subsequently to extract the features with receptive field of k × k. Compared to the k × k kernel, the GCN structure reduces the number of parameters by a factor of 2 k , which enables the probability to extract more features with considerably small number of parameters. Reference [35] justifies that the GCN structure shown in Fig. 4C is able to achieve better performance over that with a k × k kernel and that with a stack of small size kernels.
2) BOTTLENECK BLOCK
The bottleneck block is the basic block in a ResNet with more than 34 convolutional layers, 1 which are depicted in Fig. 4A and Fig. 4B . Specifically, we first use a 1 × 1 convolutional layer with n kernels as a bottleneck layer to reduce dimensionality of the features. Then we use a 3 × 3 convolutional layer with n kernels, and finally another 1 × 1 convolutional layer with 4n kernels to restore the depth. A skip connection with a 1×1 convolution with 4n kernels is used so that the input and output have the same size. Finally, the input of the block and the output of the final convolutional layer are added, and an activation is used after the summation. The number of filters are doubled every residual block, and at the same time their height and width are halved by using a convolutional layer with stride 2. A batch normalization (BN) layer is used after each convolution layer.
As shown in Fig. 4A , with the residual structure, the convolutional layer of each bottleneck block learns the residual part h(X) = f (X) − X, where X and f (X) denote the input and output feature maps, respectively. Thanks to the skip connections in the bottleneck blocks, the ResNet is able to efficiently update the deepest convolutional layers, i.e., the first convolution block shown in Fig. 3 , from the beginning, and solves gradient vanishing problem in a dedicated way.
3) LOSS FUNCTION
The loss function is used to measure the error. It is also the function to be minimized during training. In this paper, we propose to use negative Dice coefficient as the loss function, which is defined as
where p i and g i denote the segmentation results of the i-th pixel in the predicted probability map and the ground truth, respectively. g i = 1 if the i-th pixel is labeled as stroke lesion, and g i = 0 otherwise. p i ∈ [0, 1] can be interpreted as the probability of the i-th pixel being labeled as lesion. > 0 is a small positive constant to avoid singularity of (3). 1 In ResNet-34 or ResNet-18, a simple block is used [33] . In our method, we propose to build the network based on ResNet-50, and therefore a bottleneck block is used in this paper. The reason we use (3) instead of categorical cross-entropy as loss function is that the numbers of normal and lesion pixels are significantly imbalanced even if we only extract the patches with lesions. With imbalanced classes, the crossentropy loss function tends to category all pixels into the major class, i.e., the normal class in this paper, to minimize the loss function. The loss function in (3), however, tends to maximize the overlapping area and minimize the nonoverlapping area, such that the class imbalance problem can be mitigated.
C. EVALUATIONS
We aim to study an automated ischemic lesion segmentation method towards clinical diagnosis. The dice coefficient (DC) is a commonly used measurement in image segmentation accuracy, which is defined as
where G and P denote the ground truth and the predicted segmentation, respectively. | · | denotes the area of lesion segmentations.
In clinical diagnosis, the segmentation of large and small stroke lesions are equally important. Therefore, we introduce the lesion-wise metrics to evaluate the performance. Specifically, we count the numbers of the false negative lesions and the false positive lesions at each image slice, and calculate the number of false negative and false positive lesions of each subject. The mean number of false negative lesions (m#FN) and the mean number of false positive lesions (m#FP) per subject are then calculated. These metrics are obtained using connected component analysis. A false positive lesion is defined as a 2D connected region in the predicted segmentation that has no overlap with the ground truth, while a false negative lesion is defined as a 2D connected region in the ground truth that has no overlap with the predicted segmentation.
III. EXPERIMENT RESULTS

A. DATA
In this study, 212 patients with ischemic stroke lesions were collected from Nankai University affiliated Tianjin Huanhu Hospital, where 62% of them are male, and the mean age is 56.21. All clinical images were collected from a retrospective database and anonymized prior to use. Ethical approval was granted by Tianjin Huanhu Hospital Medical Ethics Committee. MRI measurements were acquired from three MR scanners, with two 3T MR scanners (Skyra, Siemens and Trio, Siemens) and one 1.5T MR scanner (Avanto, Siemens). T2WI images were acquired using a fast spin-echo sequence. DWI images were acquired using a spin-echo type echo-planar (SE-EPI) sequence with b values of 0 and 1000 s/mm 2 . The parameters are summarized in Tab. 1. Following acquisition, ADC maps were calculated from the diffusion scan raw data in a pixel-by-pixel manner as
where b characterizes the diffusion-sensitizing gradient pulses, with b 1 = 1000 s/mm 2 and b 0 = 0 s/mm 2 in our data. S 1 is the diffusion-weighted signal intensity with b = 1000s/mm 2 . S 0 is the signal with no diffusion gradient applied, i.e., with b = 0 s/mm 2 . The T2WI, DWI and ADC images were copy referenced to ensure the same slice position so as to allow optimal image evaluation and measurement. The ischemic lesions were manually annotated by two experienced experts from Nankai University Affiliated Tianjin Huanhu Hospital. We randomly spit the whole dataset into a training set with 115 subjects, and a testing set with 97 subjects. The training set is used for training the network weights and tuning the hyperparameters, and the testing set is used for evaluating the performance only.
B. PREPROCESSING
As the images were acquired on three different machines, the matrix sizes varies. Therefore, we first resample all images to a pixel size of 1.77 × 1.77mm using linear interpolation, and crop the matrices to a uniform size of 128 × 128. Then we register the T2WI and ADC images according to the corresponding DWI images. The pixel intensity of each image slice is normalized into that of zero mean and unit variance. The patches are extracted as described in Sec. II, and the value N is set to be 64, which means that we extracted patches with size of 64 × 64, and the sliding window step to sample the patches is 8 pixels per step. The extracted patches are splitted into training set and validation set before data augmentation, and a proportion of 0.1 patches with lesions are used for validation. The patches in the training set are augmented using the method described in Sec. II, and no data augmentation is performed for validation set.
C. SETUP
The hyperparameters of the proposed Res-FCN are shown in Tab. 2. All the parameters are initialized in the way as suggested in [33] . An 2 norm of the network parameters is added to the loss function with a kernel regularization factor 10 −4 . We use the Adam method [37] with initial learning rate of 0.001, β 1 = 0.9, β 2 = 0.999 as optimizer, and the learning rate is scaled down in a factor of √ 0.1 if no progress is made for 5 epochs in validation data. Without specifications, in this section, the threshold δ to generate binary segmentation is set to be 0.5.
D. RESULTS
The trained network is evaluated on the test dataset with 97 subjects. Fig. 6 plots some examples of segmentations where the lesions are located at cerebellum, cerebral hemisphere and basal ganglia. The fourth row shows an example with a small lesion at the cerebellar vermis. As Fig. 6 shows, our proposed method is sensitive to both large and small lesions. Tab. 3 summarizes the results on the training and testing dataset. For comparison, we also evaluate the results of U-Net [34] and EDD-Net [28] using the same data. Note that compared to the results reported in [28] , the EDD-Net achieves worse results in DC and m#FP as we simply use a threshold δ = 0.5, instead of a well-tuned value. As we will show in the following section, a higher DC can be achieved by adjusting the threshold δ.
Despite that our network is much deeper than U-Net and EDD-Net, the Res-FCN achieves the best results on the testing dataset thanks to the residual structure of the bottleneck block. As we can see from Tab. 3, the Res-FCN is able to achieve a mean number of FNs of 1.515.
E. IMPLEMENTATION AND RUNNING TIME
The experiments are performed on an Alienware Aurora R6 workstation with an Intel Core i7-7700K CPU, 48GB   TABLE 3 . Performance of our proposed Res-FCN with GCN kernel size k = 9, U-NET [34] and EDD Net [28] . The threshold δ is set to be 0.5. The bold number indicates the most significant performance. RAM and Nvidia GeForce 1080Ti GPU with 11GB memory. The workstation operates on Linux (Ubuntu 14.4) with CUDA 8.0. The network is implemented on Keras 2 with Tensorflow 3 backend. The MR image files are stored as Neuroimaging Informatics Technology Initiative (NIfTI) format, and processed using Simple Insight Toolkit (Sim-pleITK) [38] . The visualized results are presented by using ITK-SNAP [39] .
During prediction, our method contains three stages: patch extraction, patch segmentation, and patch restoration. The number of parameters and the average running time of each stage are reported in Tab. 4. For the sake of comparison, we also present the numbers of parameters and the average running time of U-Net and EDD-Net. Despite that our proposed Res-FCN cost the most running time during prediction, it is able to finish segmentation in less than 1 second, which is sufficiently fast for diagnostic use. Performance of Res-FCN with a stack of three atrous convolution layers with kernel sizes 3 × 3 and dilation rate 1, 2 and 4, denoted as ''atrous'', and that with a stack of three conventional convolution layers with kernel size 3 × 3, denoted as ''conv''. The size of GCN kernels are 5, 7 and 9.
IV. DISCUSSIONS A. EFFECTS OF ATROUS CONVOLUTIONS AND GCN
In our proposed network, we use the atrous convolution layer stack instead of conventional convolution as the first convolutional layers. The proposed pyramid atrous convolution shows of paramount importance in extracting multiscale spatial contextual information from the original images. To illustrate this, we compare the performance with atrous convolutions and conventional convolutions on our dataset, which are summarized in Tab. 5. The use of atrous convolution layer stack significantly increases the DC, and the m#FP and m#FN are greatly reduced, due to the fact that the atrous convolution has a larger field-of-view (FOV) of filters. In particular, with atrous convolutions, the FOVs are 3 × 3, 5 × 5 and 7 × 7, while with conventional convolutions, the FOVs of the three convolutional layers are all 3×3. With a larger FOV, the network is able to learn with more contextual information without increasing the kernel size.
Tab. 5 also summarizes the results with different GCN kernel sizes, i.e., k = 5, 7 and 9. The DC can be significantly improved by using larger GCN kernel, which is in accordance with the observation in [35] . Moreover, the mean number of FPs and FNs both decrease as the kernel size k increases, indicating that more contextual information is extremely helpful in improving the performance of lesion segmentation.
B. TRADEOFF BETWEEN FNs AND FPs
Note that the output of a CNN indicates the probability that a pixel should be labeled as lesion tissue, and a threshold δ is required to convert the probability score map to a binary TABLE 6. Performance of Res-FCN, EDD-Net and U-Net on the testing dataset with the threshold δ = 1 for U-Net and Res-FCN, and δ = 0.9 for EDD-Net. segmentation. The segmentation results presented previously are obtained by setting the threshold δ = 0.5. In fact, the choice of the threshold can be interpreted as a tradeoff between FNs and FPs. Intuitively, as the threshold δ increases, fewer pixels will be classified as stroke lesion tissues, leading to an increasing m#FN and decreasing m#FP. Fig. 7 plots the dependence between m#FN and m#FP of Res-FCN with GCN kernel size k = 9 on the test dataset. Each dot of the curve is plotted by using different values of the threshold δ, ranging from 0.5 to 1. The tradeoffs of EDD-Net and U-Net are also plotted for comparison. As the threshold δ increases, the m#FP reduces at the expense of a higher m#FN. As we can see from Fig. 7 , the proposed Res-FCN presents the best FN-FP-tradeoff. In particular, for given value of m#FN, the Res-FCN has about 2 FPs less than EDD-Net, which highlights the outstanding performance of Res-FCN in clinical diagnosis. Fig. 8 further plots the dependence between m#FN and the DC with different values of the threshold δ. As we can see from Fig. 8 , the Res-FCN presents the best DC performance over EDD-Net and U-Net. The DCs of both U-Net and Res-FCN increases monotonically with the threshold δ. With δ = 1, the Res-FCN achieves the highest DC of 0.658, at the expense that m#FN increases to 1.866. With EDD-Net, the DC is maximized at δ = 0.9 according to our experiment, where the DC is 0.644 and the m#FN increases to 2.217. Compared to EDD-Net, our proposed Res-FCN is able to achieve higher segmentation accuracy with much fewer misclassifications.
Tab. 6 summarizes the performance on the testing dataset where the threshold δ is set to be the value that maximizes the DC. As we can see from Tab. 6, our proposed Res-FCN TABLE 7. Performances on 2-fold cross validation of U-Net, EDD-Net and Res-FCN. 212 subjects are divided into two subset with 106 subjects each. In experiment 1, the networks are trained on Set 1 and tested on Set 2. In experiment 2, we exchange the roles of Set 1 and Set 2. presents the highest DC and the lowest misdiagnosis. Compared to the results presented in [28] , much lower numbers of false negatives and false positives are presented by using EDD-Net on our clinical dataset, due to the fact that we use mult-spectral images, i.e., DWI, ADC and T2WI, instead of single-spectral image, i.e., DWI, as input. Through the mutual corroboration of the different sequence, the detection of the stroke is more accurate, and the artifact can be avoided effectively. It highlights the importance to include multspectral MRI images in designing stroke lesion segmentation algorithms.
C. 2-FOLD CROSS VALIDATION
As our dataset is smaller compared to that commonly used for image segmentation, such as PASCAL VOC 2012, we apply a 2-fold cross-validation to evaluate its performance. In particular, we randomly split the whole dataset with 212 subjects into two complementary subsets, with 106 subjects in each set. We train the network on one subset and evaluate the performance on the other. In particular, in experiment 1, the network is trained on the subjects in Set 1, and evaluated on Set 2. In experiment 2, the roles of the two sets are exchanged. The performances on the test dataset of U-Net, EDD-Net, and the proposed Res-FCN are summarized in Tab. 7. As we can see, the proposed Res-FCN achieves the best performance, which highlights the importance in utilizing residual structure in lesion segmentation.
D. EVALUATION ON PUBLIC DATASET
To further demonstrate the performance of the proposed segmentation method, we evaluated Res-FCN on a public dataset, i.e., ISLES2015-SISS. The ISLES2015-SISS dataset contains 28 subjects for training and 36 for testing. Each subject has four co-registered MRI sequences, i.e., T1 weighted image (T1WI), fluid attenuation inversion recovery (Flair), T2WI and DWI, which are skull-stripped and resampled to a resolution of 1 × 1 × 1mm per voxel. The ground truth segmentations of the testing dataset are not released, and the evaluation results are automatically calculated after uploading the segmentations to the website. 4 The evaluation metrics of ISLES2015-SISS are average symmetric surface distance (ASSD), hausdorf distance (HD), dice coefficient (DC), precision and recall.
Since the data specification of SISS is much different from our dataset, we performed some adjustments to our method. First, the patches are extracted from three different views, i.e., axial, coronal, and sagittal views, so that the advantages of the thin slices can be utilized. Second, the patch size is set to be 128 × 128, and the patches are extracted by a sliding window with a sliding step of 16 in the training process. Third, we set the GCN kernel size as 11, and set the dilation rate of the first three convolution layers as 1, 4 and 8 to extract features from a larger receptive field. During training, only the patches with lesions are used, and the patches are randomly flipped along two axes. The model was trained for 500 epochs using Adam method with the same parameter as described in Sec. III-B. During the prediction process, the patches are extracted from axial, coronal, and sagittal views, and the probability score map is generated by taking average over the prediction results from three views. The binary segmentation results are finally generated by using a threshold δ = 0.5.
Tab. 8 summarizes the top 5 ranking results on ISLES2015-SISS testing leaderboard on July 15, 2018. Our result is among the best result in terms of DC. We would like to mention that the top ranking methods kamnk1 [20] and zhanr6 [27] use 3D patches to segment the lesions, which are more memory-and time-consuming. The method of fengc1, used conventional image analysis technique with hand-crafted features, instead of a deep-learning method [18] . From the evaluation results, we can then conclude that our proposed method achieves very competitive results over all 2D-patch-based deep-learning methods in ISLES2015-SISS dataset.
V. CONCLUSION
In this paper, we present a fully automated ischemia lesion segmentation method based on fully convolutional neural network. The DWI, ADC and T2WI are used as input, and a very deep CNN is built and efficiently trained thanks to the residual structure. The proposed Res-FCN network presents a high segmentation accuracy on the clinical MRI images with a dice coefficient of 0.645. More importantly, it presents very low false negatives, with a mean number of 1.515 per subject, which is of paramount importance in avoiding misdiagnosis in clinical scenario.
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