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MIXING CODED SYSTEMS
DAWOUD AHMADI DASTJERDI, MALIHEH DABBAGHIAN AMIRI
Abstract. We show that a coded system is mixing if and only if it is totally
transitive and if in addition it has a generator whose length of its elements are
relatively prime, then it has strong property P . We continue by showing that
a mixing half-synchronized system has such a generator. Moreover, we give an
example of a mixing coded system which does not have any generator whose
length of its elements are relatively prime.
Introduction
A coded system X is a subshift over a finite set of alphabet A having a generator
set. That is, there exists a countable set of words W = {wi : wi is an admissible
word} called generator such that any x ∈ X ⊆ AZ is in the closure of the set
of arbitrary concatenation of the elements of W . For any coded system there is
a graph G with countable vertices and edges that are labeled by the elements of
A and so that the closure of recording the labels of all the bi-infinite walks on G
determines X [15]. The converse is also true, that is if such a graph exists, then
that graph represents a coded system. Coded systems are very chaotic: the periodic
points are dense and they are transitive and all have positive entropy.
Subshifts of finite type (SFT) and their factors that is sofic shifts are coded
systems and are among the most investigated subshifts. Two known properties of
sofics which are of our interest for general case are 1) A sofic system is mixing iff it
is totally transitive [2, Theorem 3.3]; 2) A sofic is mixing iff it has a generator W
such that gcd(W) = gcd({|wi| : wi ∈ W}) = 1. We will show that (1) is valid for
a general coded system but (2) fails to be so.
The organisation of this paper is as follows. In Section 2, we will give some
general results for coded subshifts and as one of our main results, we will prove
that a coded subshift is mixing if and only if it is totally transitive. Section 3
is devoted to the properties of those coded systems which have a generator W
such that gcd(W) = gcd({|wi| : wi ∈ W}) = 1. Then we consider a subclass of
mixing coded systems with a set of generator W whose gcd(W) = 1. We show
that this subclass contains the set of half-synchronized systems and all have the
strong property P in Section 3.1. So the following implications are satisfied for
half-synchronized systems.
mixing ⇔ strong property P ⇔
K-system⇔ u.p.e. ⇔ weak mixing⇔ totally transitive.
In Section 4, we will construct an example of a mixing coded system whose any
generator W has gcd(W) > 1.
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1. Definitions and preliminaries
A TDS is a pair (X, T ) such that X is a compact metric space and T is a
homeomorphism. The return time set is defined to be
N(U, V ) = {n ∈ Z : U ∩ T−nV 6= ∅}
where U and V are opene (nonempty and open) sets. A TDS (X, T ) is transitive if
N(U, V ) 6= ∅; and it is totally transitive if (X, T n) is transitive for any n ∈ Z. We
call a TDS (X, T ) weak mixing if N(U, V ) is a thick set (i.e. containing arbitrarily
long intervals of Z) for any two opene sets U and V ; and is strong mixing if N(U, V )
is cofinite for opene sets U, V .
Let A be a finite alphabet, i.e. a finite set of symbols. The shift map σ : AZ → AZ
is defined by σ((ai)i∈Z) = (ai+1)i∈Z, for (ai)i∈Z ∈ AZ. If AZ is endowed with the
product topology of the discrete topology on A, then σ is a homeomorphism and
(AZ, σ) is a TDS called two-sided shift space. Similarly, one-sided shift space can
be defined on AN0 , then σ is a finite-to-one continuous map. A subshift is the
restriction of σ to any closed non-empty subset Σ of AZ that is invariant under σ.
Set σΣ := σ|Σ. A word (block) of length n is a0a1 · · · an−1 ∈ An if there is x ∈ Σ
such that xi = ai, 0 ≤ i ≤ n− 1. The language L(Σ) is the collection of all words
of Σ and Ln(Σ) is the collection of all words in Σ of length n. Also, a cylinder is
defined as [a0 · · ·an]qp = {x ∈ Σ : xp = a0, . . . , xq = an}.
Shift spaces described by a finite set of forbidden blocks are called shifts of
finite type (SFT) and their factors are called sofic. A word w ∈ L(Σ) is called
synchronizing if whenever uw, wv ∈ L(Σ), then uwv ∈ L(Σ). A synchronized
system is an irreducible shift which has a synchronizing word. A subshift Σ is
specified, or has specification property, if there is N ∈ N such that if u, v ∈ L(Σ),
then there is w of length N so that uwv ∈ L(Σ). A specified system is mixing and
synchronized and any mixing sofic is specified.
2. General Results in Coded Systems
The coded systems were first defined by Blanchard and Hansel in [5] as an
extension for sofic systems. There are several equivalent definitions and we choose
the following.
Definition 2.1. A shift space is coded if its language L is freely generated by
concatenating words in a countable set W called the generator set. We denote a
coded space X by X(W).
A well studied sub-class containing sofics are synchronized systems. The fol-
lowing result was already known for sofics [2, Theorem 3.3] and then extended for
synchronized systems [19, Proposition 4.8].
Theorem 2.2. A coded system is mixing if and only if it is totally transitive.
Proof. The necessity is clear. So let X , our coding system, be totally transitive.
Since a coded system has a dense set of periodic points, X is weak mixing [10,
Corollary 3.6].
LetW be the generator of X and gcd(W) = k. First assume that there is u0 ∈ W
such that |u0| = k.
To see that X is mixing, it suffices to show that for any u, v ∈ W , N([u], [v]) is
cofinite. We do this by showing that there exists somem ∈ N such that N([u], [v])−
3|u| ⊃ kN ∪ (kN+mk + 1) ∪ · · · ∪ (kN+mk + k − 1). As a result, N([u], [v])− |u|
will contain all numbers greater than (m+ 1)k and so it is cofinite.
Since u0, u, v ∈ W , for any n we have u(u0)nv ∈ L(X) and this implies that
kN ⊂ N([u], [v])− |u|. But X is weak mixing and N([v], [u]) must be thick. Hence
there does exist some s ∈ N such that s − 1, s − 2, . . . , s − k ∈ N([v], [u]) − |v|.
This means that uαiv ∈ L(X) where |αi| = s− i.
Observe that for any i, uαiv is a subword of
(2.1) wi = uiuαivvi
where wi is constructed by some concatenation of some words in W . By the fact
that gcd(W) = k, |wi|, |u|, |v| ∈ kN and this implies that |ui| + |vi| + s − i ∈ kN.
Without loss of generality assume that s ∈ kN. Hence |ui|+|vi| ≡ i( mod k) and so
there is mi ∈ N such that |ui|+ |vi| = mik+ i. By considering (2.1), for any n ∈ N,
vvi(u0)
nuiu ∈ L(X) and this in turn implies that nk +mik + i ∈ N([u], [v])− |u|.
Since n is arbitrary, by setting m = max{m1, . . . , mk}, for any i we have kN+
mk + i ∈ N([u], [v])− |u|.
Now suppose for some l > 1, |u0| = lk. Replace u and v with ul and vl respec-
tively and we consider wli instead of wi. So |u|, |v|, |wi| are in lkN and by a similar
reasoning as above we are done. 
3. Mixing coded systems with a relatively prime generator
A generator W is called relatively prime if gcd{|wi| : wi ∈ W} = 1. Note that
if a coded system has a relatively prime generator, then it possesses a generator
W ′ having two elements with coprime lengths. For there is sufficiently large k ∈
N such that gcd({|w1|, . . . , |wk|}) = 1. By Be´zout’s identity and a reindexing
of {w1, . . . , wk} if necessary, there are yi ∈ N with 1 = y1|w1| + · · · + yℓ|wℓ| −
(yℓ+1|wℓ+1|+· · ·+yk|wk|). Now, gcd(y1|w1|+· · ·+yℓ|wℓ|, yℓ+1|wℓ+1|+· · ·+yk|wk|) =
1 and so we may set
W ′ =W ∪ {wy11 · · ·w
yℓ
ℓ , w
yℓ+1
ℓ+1 · · ·w
yk
k }.
Henceforth, without loss of generality, we may assume that any relatively prime
generator has two elements with coprime lengths.
An easy implication of the following lemma is that a coded system with a rela-
tively prime generator is mixing.
Lemma 3.1. Suppose gcd{a1, a2} = 1, a1, a2 ∈ N. Then there is L ∈ N such that
for any n ≥ L, there are r1, r2 ∈ N0 = N ∪ {0} with n = r1a1 + r2a2.
Later in Theorem 4.1, we will show that there are examples of mixing coded
systems which do not have any relatively prime generator. However, a trivial argu-
ment shows that all mixing synchronized do have a relatively prime generator. In
order to see this, consider
(3.1) W = {wα : αwα ∈ L(X), α 6⊂ w}
as a generator for X where α is a synchronized word; then the assertion follows
from the fact that N([α], [α]) is cofinite.
A TDS (X,T ) is said to have strong property P [11, Definition 6.2], if for any
finite opene sets U1, U2, . . . , Un in X there exists N ∈ N such that for any k ≥ 2
and any s = (s(1), s(2), · · · , s(k)) ∈ {1, 2, . . . , n}k there exists x ∈ X with
(3.2) x ∈ Us(1) ∩ T
−NUs(2) ∩ · · · ∩ T
−(k−1)NUs(k).
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Clearly a TDS with specification property has strong property P . The converse is
not true though. In fact, Blanchard in [4, Example 5] gives an example of a subshift
which has u.p.e but not mixing; so it cannot have specification property. By [4,
Proposition 4], Blanchard’s example has strong property P . A consequence of this
argument is that mixing in a general TDS is different from having property P and
does not imply this property. However, a TDS with property P is always weak
mixing [4]. The situation is different for a coded system with a relatively prime
generator.
Theorem 3.2. A coded system with a relatively prime generator has strong property
P .
Proof. Let X be mixing coded and W a generator for X with gcd(W) = 1. First
assume that v(1) and v(2) are two words in W with coprime lengths. Since any
concatenation of v(1) and v(2) is again in L(X), by Lemma 3.1, there is L ∈ N such
that for m ≥ L there are some concatenations of v(1) and v(2) of length m.
To show that X has strong property P , let U = (U1, . . . , Un) be an n-tuple of
nonempty open sets and pick ui ∈ L(X) such that [ui] ⊂ Ui. Moreover, as a coded
system there is V (i) a concatenation of some words in W such that ui ⊆ V
(i) and
let V (i) = viuiwi. We may further assume that there are l and N such that for all
i, (1) l = |vi| and (2) N = |V (i)|. This is possible for otherwise set l′ = L + N0
where N0 = max{|vi| : 1 ≤ i ≤ k} and extend each V
(i) from left by concatenation
of some v(1) and v(2) whose sum of lengths is l′ − |vi| and call it V (i) again. This
sets (1) and similar reasoning by adding necessary concatenation of v(1) and v(2)
from right achieves (2). Observe that by this construction, the concatenation of
any order of V (i)’s is a word in X and since ui starts from entry (l+1) of V
(i), we
have
[us(1)] ∩ σ
−N [us(2)] ∩ · · · ∩ σ
−(k−1)N [us(k)] 6= ∅
where s = (s(1), s(2), . . . , s(k)) ∈ {1, 2, . . . , n}k. By allowing T = σ, this implies
that there exists x ∈ X such that (3.2) is satisfied. 
By [11, Lemma 6.3], any system with strong property P is K-system. In fact,
we have the following implications
strong property P ⇒ K-system⇒ u.p.e.⇒ weak mixing⇒ totally transitive.
By the above results, all the converses are true for the coded systems with a rela-
tively prime generator.
3.1. Mixing half-synchronized systems. As we saw all mixing synchronized
systems have a relatively prime generator. We extend this result to half-synchronized
systems. First let us recall the necessary definitions.
For any x ∈ X , x− = x(−∞, 0] (resp. x+ = x(0,∞)) is called a left ray (resp.
right ray). Set X− = {x− : x ∈ X} and X+ = {x+ : x ∈ X}. It is abvious that for
any u ∈ L(X) and any left (resp. right) ray x− ∈ X− (resp. x+ ∈ X+), x−u (resp.
ux+) is a left (resp. right) ray.
Let η be either a word or a left ray. The follower set of η is defined as ω+(η) =
{x+ ∈ X+ : ηx+ is admissible}. The follower block of η is denoted by F+(η) =
{u ∈ L(X) : ηu is admissible}. Similarly one may define the precessor set ω−(ζ)
or precessor block F−(ζ) of a word or a right ray ζ.
5Definition 3.3. [7, Definition 0.9] A transitive subshift X is half-synchronized if
there is m ∈ L(X), called the half-synchronizing word of X , and a left transitive
ray x− ∈ X such that x−|m|+1 · · ·x0 = m and ω+(x−) = ω+(m).
One can change the condition F+(x−) = F+(m) with ω+(x−) = ω+(m) in
Definition 3.3. Also, similar definition for a right transitive ray can be given.
Theorem 3.4. A half-synchronized system is mixing if and only if it has a relatively
prime generator.
Proof. The sufficiency is obviously true. To prove the necessity, we first define a
generator W for a given half-synchronizing system and we will show that if the
system is mixing, then W is relatively prime. Let (X, σ) be a half-synchronized
system and let x and m be as provided in Definition 3.3. Define
(3.3) W = {wm : mwm = x−n · · ·x0 ⊂ x(−∞, 0] for some n}.
Since x is left transitive, all words of L(X) appear infinitely many times as
asubword in x−, in other words, L(X) ⊆ L(Σ(W)).
We prove our assertion by showing that L(Σ(W)) ⊆ L(X). This is done by
an induction argument for showing that all concatenations of members of W are
in L(X). It is trivially true for any two concatenations. So assume that this
is true for k − 1 concatenations and consider a k concatenations of members of
W such as wi1mwi2m · · ·wikm. By assumption mwi2m · · ·wikm is admissible; so
wi2m · · ·wikm ∈ ω+(m) = ω+(x−). But wi1 appears as a subword in the end of x−,
thus we have wi1mwi2m · · ·wikm ∈ L(X) and so L(Σ(W)) ⊆ L(X) as required.
Now suppose that X is mixing and assume gcd(W) = k ≥ 2. So for wm ∈ W ,
(3.4) |wm| ∈ kN.
But N([m], [m]) is cofinite; so for a fixed 1 ≤ i ≤ k−1, there is ui ∈ L(X) such that
muim ∈ L(X) and |uim| ∈ kN + i. By left transitivity of x, there is some ti ∈ N
such that muim = x−ti · · ·x−ti+|muim|. On the other hand, definition ofW implies
that there are some vi ∈ L(X) so that vim, uimvim ∈ W and from (3.4), both
|vim| and so |uimvim| must be in kN. However, |uimvim| = |uim|+ |vim| ∈ kN+ i
and so our assumption is false and k = 1 as required. 
Corollary 3.5. A half-synchronized system is mixing if and only if it has strong
property P .
Proof. A system with strong property P is weakly mixing and thus totally transitive
and in fact mixing by Theorem 2.2. The converse follows from Theorem 3.4 and
Theorem 3.2. 
The generator given in (3.1) is a handy one for synchronized systems. For a
half-synchronized system we have:
Theorem 3.6. Fix a word m and let U be the collection of all words such that
whenever u = u1mu2 ∈ U , we have u2 ∈ U . Set W = {um : u ∈ U}; then
X = X(W) is half-synchronized with a half-synchronizing word m.
Proof. Choose a left transitive point x− which is a concatenation of words in W .
Thus x[−|m|+1···0] = m and we have ω+(x−) ⊂ ω+(m). On the other hand, since
any concatenation of W follows x−, ω+(m) ⊂ ω+(x−) and consequently ω+(m) =
ω+(x−). 
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The converse to the above theorem is also correct, that is, if m is a half-
synchronizing word, then there is U satisfying the hypothesis of the above theorem.
For let X be half-synchronized and W its generator as (3.3). Now this generator is
the same as the one provided in Theorem 3.6 by letting U = {w : wm ∈ W}.
Note that we are not assuming that whenever u = u1mu2 ∈ U , then u1 ∈ U .
Hence, using Theorem 3.6, one can construct examples of strictly half-synchronized
system, that is systems which are half-synchronized but not synchronized.
4. Coded mixing systems without relatively prime generator
We give a collection of examples of coded mixing systems without any reatively
prime generator.
Theorem 4.1. For any k ∈ N there is a coded mixing system such that if W is
any generator, then gcd(W) ≥ k ≥ 2.
Proof. Assume that k = 2 and choose X to be a non-trivial two sided mixing
minimal subshift in {0, 1}Z and let x = {xb}b∈Z ∈ X . Let S ⊂ {0, 1, 2, 3}
Z be the
coded system given by the cover G in Figure 1 where yb = xb + 2. Denote by πu a
path labeled u = u0u1 · · ·u|u|−1 in G and let mu (resp. Mu) be the integer assigned
to the most left (resp. right) vertex appearing in G for πu including the initial and
terminal vertices. For instance, πx0x1y1 in Figure 1 has mx0x1y1 = 0 and Mx0x1y1 =
2. Set πx(u) to be the path labeled x(u) = xmuxmu+1 · · ·x(Mu−1) ∈ L(X) initiating
at mu. Observe that {yb}b∈Z with obvious correction on indices defines a minimal
subshift Y ⊂ {2, 3}Z conjugate to σ−1X . Let y(u) = y(Mu−1)y(Mu−2) · · · ymu ∈ L(Y )
and note that x(u) and y(u) are not necessarily subwords of u, but if πu and πu′
are different paths both labeled by u, then
(4.1) x(u) = x(u′) and y(u) = y(u′).
First, we show that S is mixing. Let u, u′ ∈ L(S) and by necessary prolongations,
· · · −2 −1
y−2
hh
x−2
((
0
y−1
hh
x−1
$$
1
y0
dd
x0
$$
2
y1
dd
x1
$$
3
y2
dd
x2
$$
4
y3
dd
x3
$$
· · ·
Figure 1. Cover G for S.
we may assume that if πu (resp. πu′) is a path labeled u (resp. u
′), then πu
(resp. πu′) starts at mu (resp. mu′) and terminates at Mu (resp. Mu′), or in fact,
t(πu) = τx(Mu)−1 (resp. i(πu′ ) = ıu′m). Since X is mixing, there exists K and paths
labeled wi ∈ L(X), |wi| ∈ {K, K + 1, . . .} in G so that πuwiu′ is again a path in G.
This means uwiu
′ ∈ L(S) or equivalently S is mixing.
Now we show that ifW = {w0, w1, . . .} is any generator for S, then gcd(W) ≥ 2.
Since w∞i ∈ S, we do this by showing that if u
∞ is any periodic point in S, then πu
is a cycle in G and so |u| as well as |wi| are even numbers. In particular, by assuming
u being in its least period ((u1 ⊆ u, u∞1 = u
∞)⇒ u1 = u), then
∣
∣(x(u))ℓ
∣
∣ = |x(u)|
is constant for all ℓ.
If u∞ ∈ S is not the image of any closed cycle in G, then for some sufficiently
large ℓ0 and for all ℓ ≥ ℓ0, there is a path πuℓ in G with sup{
∣
∣x(uℓ)
∣
∣ : ℓ ≥ ℓ0} =∞.
By choosing an appropriate subsequence, we may assume that limℓ
∣
∣x(uℓ)
∣
∣ր∞.
7Without loss of generality assume that πu starts at its respective mu and u is in
its least period. By these assumptions, x(uu) = x(u)x(u) and so x(uℓ) is a word in
X for ℓ ≥ ℓ0. This in turn means that X has to have a periodic point x(u)∞ which
is absurd for a minimal system such as X .
Now for an arbitrary k ≥ 2, let X be as above, but {xi}i∈Z the orbit of a point
x ∈ X under σk−1X . 
Note that any half-synchronized subsystem of S in the above theorem is not
mixing. In particular, one can choose non-mixing increasing SFT’s X1 ⊂ X2 ⊂
· · · such that X = ∪i∈NXi. That establishes an example of non-mixing SFT’s
converging to a mixing coded system. See also [19, Example 4.11], for non-mixing
SFT’s approximating a two sided full shift.
Also, it is not hard to see that the examples of Theorem 4.1 all have strong
property P. So the converse of Theorem 3.2 is not necessary true.
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