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Resumo
Os sistemas de longo alcance são caracterizados por um potencial decaindo a longas dis-
tâncias com r−α, de modo que α ≤ d e d é a dimensão do sistema. Neste trabalho
estudamos características pouco usuais do sistema gravitacional unidimensional, este sis-
tema consiste de folhas infinitas livres para se mover no eixo x, e para tanto analisamos
as propriedades ergódicas nos estados homogêneo e inomogêneo. Também investigamos,
através das equações cinéticas, a dinâmica dos sistemas de longo alcance e do sistema gra-
vitacional unidimensional. As equações que descrevem a dinâmica dos sistemas de longo
alcance homogêneos e unidimensionais, equação de Landau e Balescu-Lenard, têm termo
colisional nulo, sendo necessário considerar termos de ordem superior a estes para poder-
mos concluir como ocorre a evolução destes sistemas. Obtivemos uma equação cinética
geral, que descreve a dinâmica dos sistemas homogêneos, unidimensiais e com potencial
periódico. Vimos para o estado homogêneo dos sistema unidimensional que o termo colisi-
onal da equação cinética é nulo e através de simulações constatamos que a distribuição de
partículas permanece constante, indicando um termo colisional nulo se considerarmos um
limite adequado, logo o sistema é dito não ergódico. Já para o estado inomogêneo vimos
que é ergódico, além de constatar que o termo de ordem 1/N da equação de Balescu-
Lenard em variáveis ângulo-ação é nulo. Portanto para cada um dos estados do sistema
gravitacional unidimensional há uma dinâmica diferente.
Palavras-chave: sistemas de longo alcance, equações cinéticas, sistema gravitacional
unidimensional
Abstract
Long-range systems interact by a potential decaying over long distances with r−α, so that
α ≤ d and d is the size of the system. We study unusual features of the one-dimensional
gravitational system, this system consists of infinite free sheets to move on the x axis,
and for that, we analyze the ergodic properties in the homogeneous and inhomogeneous
states. We also studied, through kinetic equations, the dynamics of long-range systems
and the one-dimensional gravitational system. The equations that describe the dynamics
of homogeneous and one-dimensional long-range systems, the Landau and Balescu-Lenard
equation, have a vanish collisional term, and it is necessary to consider terms of a higher
order than these to conclude how these systems evolve. We obtained a general kinetic
equation, which describes the dynamics of homogeneous, one-dimensional systems with
periodic potential. We saw for the homogeneous state of the one-dimensional system
that the collisional term of the kinetic equation is null and verify through simulations,
we found that the particle distribution remains constant, indicating a vanish collisional
term if we consider an adequate limit, so the system is said to be non-ergodic. As for
the inhomogeneous state, we saw that it is ergodic, in addition to verifying that the order
term 1/N of the Balescu-Lenard equation in angle-action variables vanish. So for each of
the states of the one-dimensional gravitational system, there is a different dynamic.
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Capítulo 1
Introdução
Neste trabalho iremos estudar a dinâmica de sistemas de longo alcance, ou seja, ire-
mos descrever como esses sistemas se comportam ao longo do tempo. Tais sistemas são
caracterizados por potenciais entre pares que decaem para longas distâncias com r−α, tal
que α ≤ d e d é a dimensão do sistema. Eles apresentam propriedades termodinâmica no
equilíbrio diferentes das observadas em sistemas de curto alcance como não ergodicidade
([2], [3], [4]), inequivalência de ensemble [5], não aditividade [6], entre outras. São exem-
plos desse tipo de sistema: os sistemas gravitacionais [7], plasmas [8], sistemas de dipolos
[9] e o HMF (Hamiltonian Mean Field) [10]. A dinâmica de sistemas com interação de
longo alcance pode tipicamente ser dividida em três estágios: a relaxação violenta, da con-
dição inicial para os estados quasi-estacionários [11] e ocorre num tempo curto, seguida
por uma evolução lenta para o equilíbrio termodinâmico, causado por efeitos de colisão
([12],[13]). O terceiro e último estágio é o equilíbrio termodinâmico, que pode nunca ser
atingido no limite N →∞, neste estágio a descrição de campo médio se torna exata e a
colisão contribue para que a equação cinética se torne nula [14].












com potencial entre partículas Vij ≡ V (|ri−rj|), pi, ri o momento e a posição da partícula
i, respectivamente, e m a massa de cada partícula. O fator 1/N na energia potencial da
Eq.(1.0.1) é introduzido tal que a energia total é extensiva (o chamado fator de Kac [15])
[2, 5, 16, 17].
A dinâmica dos sistemas de longo alcance são descritas pelas equações de Hamilton e
de Liouville, das equações de Liouville derivamos a hierarquia BBGKY, da qual obtemos a
equação de Landau ou Balescu-Lenard, quando os efeitos coletivos dos sistemas são levados
em consideração. A equação de Landau é obtida quando computamos termos colisionais
de ordem λ2 da hierarquia BBGKY, onde λ é a constante de acoplamento fraco, já a
equação de Balescu-Lenard é obtida considerando termos colisionais de ordem 1/N . No
sistemas unidimensional homogêneo o termo colisional das equações de Landau e Balescu-
Lenard cancelam, sendo necessário considerar termos de ordem superiores, ou seja, termos
de ordem λ3 e 1/N2. Na literatura não há uma equação cinética que descreve a evolução
de um sistema homogêneo, unidimensional, com potencial geral, neste trabalho iremos
obter a equação cinética que descreve a dinâmica destes sistemas, com potencial periódico
geral. Para obtermos esta equação usamos um método semelhante ao usado em [13] para
2
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o modelo HMF, mas consideramos um potencial geral. Além de investigarmos um caso
particular dos sistemas de longo alcance, que é o sistema gravitacional unidimensional.
O sistema gravitacional unidimensional tem potencial V (x, x′) = 2πG|x−x′| [20] em
que as partículas são folhas infinitas no eixo y− z e estão livres para se moverem no eixo
x. Este potencial é obtido da solução da equação de Poisson no espaço unidimensional
e este sistema contém N folhas infinitas cada uma com massa unitária. Para o estado
homogêneo do sistema gravitacional unidimensional analisaremos os termos colisionais das
hierarquias BBGKY e para o estado não homogêneo usaremos a abordagem de Chavanis
[21], que consiste em obter o termo colisional da equação cinética usando variável ângulo-









− são o número de partículas a direita e a esquerda
da partícula i, respectivamente, e partículas podem cruzar entre si livremente.
A dinâmica do sistema gravitacional unidimensional foi estudada na literatura nas
últimas décadas e uma questão recorrente era se o sistema relaxa para o equilíbrio ter-
modinâmico, devido a dinâmica lenta de parâmetros macroscópicos [22, 23, 20, 24, 25].
Rybicki em seu trabalho [26] obtem a mecânica estatística desses sistemas, considerando
os ensembles canônico e microcanônico, e encontra a função distribuição de uma partí-
cula no ensemble microcanônico para um número de partículas finito e também no limite
N → ∞. Com isto muitos grupos dedicaram em estudar o tempo de termalização, ou
seja, o tempo para o sistema relaxar para a distribuição microcanônica, considerando
diferentes critérios. Em [27] os autores examinam um sistema de N = 40 partículas e
concluem que o tempo de termalização é da ordem de N2Tc, com Tc o tempo para uma
partícula atravessar o sistema. Em [28] foram realizadas investigações a respeito da esta-
bilidade destes sistemas para diferentes números de partícula e eles mostram através de
simulações numéricas que sistemas com N ≤ 10 convergem para o equilíbrio, enquanto
para N > 10 o sistema fica preso em regiões intermediárias. Em [29] são feitas algumas
simulações para N pequeno e grande e nota-se a existência de regiões no espaço de fase
onde o sistema permanece por tempos longos e não atingindo o equilíbrio em ambos os
casos, levantando questões sobre a estrutura do espaço de fase, relaxamento e a adequa-
ção de vários testes de equilíbrio para estes sistemas. Joyce e Worrakitpoonpon em [30]
introduziram uma ferramenta para caracterizar o longo tempo de evolução desses sistema
através da evolução do parâmetro de ordem para determinar o equilíbrio, mostraram que
de fato o sistema gravitacional unidimensional evoluem para o equilíbrio no estado não
homogêneo e que o tempo de relaxação escala linearmente com o número de partículas.
Em [14] os autores mostram a evolução ao longo do tempo para o parâmetro ς(t), para o





[N(x, t)−Nch(x)]2 dx, (1.0.2)
onde N(x, t) é o número de partículas localizada entre x e x + dx no tempo t e Nch(x)
é o número de partículas na posição x na distribuição de core-halo, que corresponde a
distribuição no estado quasi estacionário ou QSS. Os autores mostram neste trabalho que
o tempo de relaxação para o equilíbrio, partindo do QSS é proporcional a N1,8, mas outros
trabalhos indicam resultados divergentes quanto ao tempo de relaxação [18, 19].
Iremos separar nosso estudo em dois casos: estados homogêmeos e inomogêneo (ou
não homogêneo). Mostraremos através de uma abordagem diferente de [30] que no estado
não homogêneo com N finito o sistema realmente atinge o equilíbrio, já para o estado ho-
mogêneo as simulações indicam que a evolução é lenta e ao aumentar o tamanho da célula
unitária a distriuição do momento se torna constante neste estado. Nossa abordagem,
também usada em [31] para um sistema gravitacional bidimensional, consiste em obter a
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distribuição de uma simples partícula para um tempo fixo e comparar com a média do
ensemble de N partículas para um tempo fixo. Se o sistema é ergódico, para um tempo
igual ao tempo de ergodicidade as duas distribuições são iguais a distribuição gaussiana
apresentada por Rybicki em seu trabalho [26]. Realizaremos este teste de ergocidade para
ambos os estados (homogêneo e não homogêneo) do sistema gravitacional unidimensional.
Além disso realizamos uma análise analítica das equações que descrevem a evolução destes
sistemas.
Em suma neste trabalho iremos investigar a dinâmica dos sistemas de longo alcance
através de uma análise analítica e investigar a dinâmica do sistema gravitacional unidi-
mensional através de uma descrição analítica e apresentar alguns resultados que validam
a análise analítica. Deste modo, dividiremos este trabalho da seguinte maneira: no capí-
tulo 2 são apresentadas a definição do sistema de longo alcance e algumas das principais
caracterísiticas desses sistemas. No capítulo 3 são introduzidas as principais equações que
descrevem a dinâmica de sistemas de longo alcance e a partir destas equações obtemos a
equação que descreve a dinâmica dos sistemas homogêneos e unidimensionais, para um
potencial geral. No capítulo 4 descreveremos o sistema gravitacional unidimensional e são
apresentados nossos resultados das equações que descrevem a dinâmica destes sistemas
nos estados homogêneos e não homogêneos. Finalmente, no capítulo 5 expomos alguns
resultados da teoria ergódica para o sistema gravitacional unidimensional e concluímos
como ocorre a dinâmica para este sistema.
Capítulo 2
Sistema de Longo Alcance
Vamos estimar a energia potencial para uma partícula colocada no centro da esfera
d-dimensional de raio R, considerar que as partículas estão homogeneamente distribuídas
dentro do volume, excluindo a contribuição para as partículas localizadas na vizinhança
de raio pequeno e menor que δ, pois o potencial diverge próximo a origem. Se o potencial
























onde ρ é a densidade, J é a constante de acoplamento e Ωd o volume angular na dimensão
d (2π em d = 2, 4π em d = 3). Quando incrementamos o raio R, a energia é finita apenas
se α > d. Considerando a energia potencial total Utotal = UV , a energia potencial total
irá incrementar com o volume, este comportamento ocorre em sistemas de curto alcance.
Ao contrário, se α ≤ d:
U ∝ JRd−α ≈ JV 1−α/d. (2.0.3)
Então a energia potencial de uma partícula cresce com o volume através do fator V 1−α/d e
a energia potencial total cresce com o fator V 2−α/d. Casos onde a energia potencial total
cresce superlinearmente com o volume define interações de longo alcance. Segue alguns
exemplos de sistemas de longo alcance [6]:
• Gravitacional- O sistema gravitacional é muito utilizado na astrofísica, esta inte-
ração é responsável pela dinâmica, formação e evolução das galáxias. Para o sistema











|xi − xj|, (2.0.4)
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onde m é a massa da partícula i, G é a constante gravitacional, xi é a posição da
partícula i e pi o momento [29, 32].











ln (|ri − rj|+ ε) , (2.0.5)
onde m é a massa da partícula i, ri, pi é a posição e o momento da partícula i,
respectivamente, e ε é o parâmetro de suavização, usado para lidar com a divergência
quando a distância entre as partículas é zero [31].














onde m é a massa da partícula i, ri e pi é a posição e o momento da partícula i [33].











[1− cos (θi − θj)] , (2.0.7)
onde mi é a massa da partícula i, θi ∈ [0, 2π] é a posição, pi o momento conjugado
da partícula i e ε é a constante que indica atração (ε > 0) ou repulsão (ε < 0)
entre as partículas. Este potencial é obtido considerando apenas o primeiro termo
da expansão do potencial gravitacional unidimensional em séries de Fourier [34]
• Modelo Blume-Capel- Esse modelo consiste em reproduzir a superfluidez da mis-













onde J é a constante de acoplamento, Si = 0,±1 é a variável de spin e 4 > 0
controla a diferença de energia entre o estado ferromagnético e paramagnético [35].













onde −→µi é o momento magnético, −→rij = (−→rj −−→ri ) é a distância entre dois dipolos e
µ0 é a permeabilidade magnética do vácuo [36].
Como veremos a seguir o fato de conseguirmos transformar os sistemas de longo
alcance em extensivos, através da redefinição da constante de acoplamento, não implica
em aditividade. E veremos a seguir algumas outras características destes sistemas.
2.1 Extensividade e aditividade
Nesta seção utilizaremos a hamiltoniana de campo médio de Curie-Weiss para ilustrar















onde a variável de spin Si = ±1 é relacionada ao específico sítio i, tal que i = 1, ..., N . O
fator 1/N da prescrição de Kac, garante a extensividade de (2.1.10). A magnetização por










enquanto M é uma grandeza extensiva e a hamiltoniana (2.1.10) é não aditiva, como
veremos a seguir.
Vamos dividir um sistema em duas partes: uma parte com N/2 spins + e outra com
N/2 spins − [2]. A energia das duas partes é calculada e obtem-se E1 = E2 = −JN2 .
Por outro lado, a energia total E desse sistema é zero. Já que E 6= E1 + E2, o sistema é
dito não aditivo. A extensividade em (2.1.10) é garantida pelo fator 1/N . Logo o sistema
descrito pela Eq. (2.1.10) é extensivo, mas não aditivo.
Dividindo um dado sistema em duas partes, a energia E vai ser igual a E1+E2+Eint,
onde E1 e E2 é a energia das partes e Eint é a energia de interação entre as partes. No
limite termodinâmico se a razão Eint/(E1 + E2) tende a zero, então o sistema é dito
aditivo. A aditividade está relacionada com a extensividade, uma vez que se Eint tende a
zero no limite termodinâmico, então a energia de duas partes iguais é igual a metade da
energia total e a energia total é o dobro da energia de uma das metades, então aditividade
implica extensividade (não extensividade implica não aditividade), mas o reverso não é
válido, desde que a energia de interação deve escalar com N , como é o caso do modelo de
Curie-Weiss . Para este modelo Eint ∝ N e no limite termodinâmico a razão Eint/(E1+E2)
não tende a zero [2].
2.2 Não aditividade e a inequivalência de ensembles
Tomemos um sistema com dimensão d = 3, com N partículas e volume V , o número
de microestados com energia E, no espaço de fase é
Ω(E) ∼
∫
d3Nq d3Np δ(E −H(q, p)) (2.2.12)
onde H é a hamiltoniana do sistema. A entropia é
S(E) = ln Ω(E), (2.2.13)
onde a constante de Boltzmann kb é tomada igual a 1.
Agora considere um sistema isolado com energia E e vamos dividir esse sistema em
duas partes: a primeira parte menor com energia E1 e a segunda parte maior com energia
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E2. Se o sistema é aditivo a probabilidade que o sistema tenha energia E1 é:
p(E1) =
∫
Ω2(E2)δ(E1 + E2 − E)dE2 = Ω2(E − E1)
ln p(E1) = ln Ω2(E − E1) = S(E − E1)









∝ Ω2(E) exp (−E1β) (2.2.14)
Podemos observar que quando o sistema é aditivo, podemos partir do ensemble microcanô-
nico e construir o ensemble canônico. Quando o sistema é finito claramente a aditividade
é violada, pois a entropia depende da contribuição da superfície que separa os dois sub-
sistemas. No limite termodinânico essa contribuição pode ser negligenciada para sistemas
de curto alcance, mas não pode ser negligenciada para sistemas de longo alcance. Nos
sistemas de longo alcance mesmo no limite termodinâmico, E = E1 + E2 + Eint, onde
Eint é a energia da superfície que separa os dois subsistemas [6]. A escolha do ensemble
dependerá dos vínculos físicos do sistema:
• O ensemble microcanônico é empregado quando o sistema é isolado, em [37] o autor
considera a aplicação deste ensemble nos sistemas com partículas carregadas, com
potencial Coulombiano, e em sistemas auto-gravitantes;
• O ensemble canônico é empregado quando o sistema está em contato com um banho
térmico, como é o caso apresentado em [38] em que os autores mostram que no HMF
podemos usar o ensemble canônico;
• E caso os ensembles sejam equivalentes, pode-se escolher qualquer um.
2.3 A não aditividade e a falta de convexidade
Seja o espaço de grandezas termodinâmicas intensivas (ε, m), onde m é a magnetiza-
ção por partícula e ε é a energia por partícula do sistema. Dividimos um sistema de curto
alcance em dois subsistemas com energias diferentes (ε1, ε2) e magnetizações diferentes
(m1, m2). Definimos λ como sendo um parâmetro com valor entre 0 e 1, dependendo do
tamanho do subsistema.
Considerando a aditividade dos sistemas de curto alcance, a energia total devido
à contribuição de cada um dos subsistemas é ε = λε1 + (1 − λ)ε2 e a magnetização
m = λm1 + (1 − λ)m2 . Qualquer valor de λ no intervalo [0,1] corresponde a uma
configuração do sistema que pode ser realizada. Portanto convexidade implica que o
espaço de parâmetros é conectado.
Já em sistemas de longo alcance as interações são não aditivas e intermediários valo-
res dos parâmetros não são necessariamente aceitáveis, para estes sistemas o espaço dos
parâmetros termodinâmicos não é conectado. Mas devemos tomar um cuidado, pois não
aditividade não necessariamente implica ser não conectado [2].
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2.4 Inequivalência de ensembles e o calor específico ne-
gativo
No ensemble canônico o valor médio da energia é




















com β = 1/kBT , logo podemos concluir que o calor específico canônico é sempre positivo.
Já para sistemas auto-gravitantes isolados (ensemble microcanônico) tridimensionais
utiliza-se o teorema do virial, que vale para o potencial V (rij) ∝ r−αij (para sistemas au-
togravitantes α = −1). O teorema do virial fornece uma relação entre a energia potencial
e a energia cinética para sistemas no estado estacionário. Partimos da identidade de La-





= 2Ec + U, (2.4.17)





m r2i . (2.4.18)
Considerando a média temporal de (2.4.17) ao longo de t obtemos:
0 = 2 〈Ec〉+ 〈U〉 , (2.4.19)
este é o teorema do virial para sistemas com potencial 1/rα. Do teorema do virial temos
que:
E = 〈Ec〉+ 〈U〉 = −〈Ec〉 . (2.4.20)








ou seja, quando o sistema perder energia este ficará mais quente. Portanto há uma inequi-
valência entre os ensembles canônico e microcanônicos para os sistemas autogravitantes
tridimensionais. Podemos notar essa inequivalência também em plasmas [41] e fluidos
dinâmicos bidimensionais [42] . Já no modelo HMF os ensembles são equivalentes, esta
equivalência é discutida em [43]. Ou seja, a inequivalência de ensemble é uma caracterís-
tica presente em alguns sistemas de longo alcance.
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2.5 Dinâmica de Sistemas de Longo Alcance
A dinâmica dos sistemas de longo alcance é regida por três estágios descitos a seguir.
O primeiro estágio é a relaxação violenta, que representa a evolução desde as condições
iniciais até estados de Vlasov. Este é um estágio rápido que independe do número de
partículas e é uma consequência da dinâmica complexa não linear da equação de Vlasov
[44].
O segundo estágio da dinâmica são os estados quasi estacionários (QSS), que são
estados estáveis de Vlasov, fora do equilíbrio, na qual o sistema está preso. Nesse estágio
o sistema permanece por tempos longos até atingir o equilíbrio, o tempo de permanência
nos QSS é conhecido como tempo de relaxação e diverge com N [13]. A dinâmica lenta
nos QSS foi estudada ao longo dos anos por vários autores [6, 5, 44], principalmente para
o sistema Hamiltonian Mean Field (HMF) [44, 10, 45, 12], onde sistemáticas simulações
e análises das equações cinéticas indicam que a lei de escala de duração do QSS para o
HMF é N2.
O terceiro estágio é o estágio de equilíbrio de Gibbs-Boltzmann, que é o estágio na




Neste capítulo veremos algumas equações cinéticas que descrevem a evolução de
sistemas de longo alcance e, em particular, como obter a equação cinética geral para
sistemas de longo alcance homogêneos e unidimensionais.
3.1 Hierarquia BBGKY (Bogoliubov-Born-Green-Kirk
wood-Yvon)
Esta abordagem apresentada abaixo é a utilizada em [16]. Introduzimos a notação j
para representar a coordenada −→xj e o momento −→pj da partícula j:
j = {−→xj ,−→pj } , (3.1.1)
para j = 1, ..., N . Considerando um sistema de N partículas, a hamiltoniana desse sistema
é uma função das variáveis 1, 2, ..., N , e pode ser escrita como,








V (j, k) , (3.1.2)





e V (j, k) é o potencial de interação entre as partículas j e k.
O estado estatístico do sistema é representado pela função distribuição no espaço
de fase F (1, ..., N, t) (eventualmente a dependência temporal será considerada implícita
quando não escrita), tal que F (1, ..., N, t) d1.... dN é a probabilidade de encontrar a
partícula 1 no volume do espaço de fase d1 = dx1 dp1, a partícula 2 no volume do espaço
de fase d2 e assim por diante e vamos considerar todas as partículas idênticas com massa
m.
Vamos definir a função distribuição de uma partícula f1(1), como
f1(1) =
∫
d2.... dNF (1, ..., N). (3.1.4)
Agora definiremos a função distribuição reduzida de s-partículas fs(1, ..., s), s ≤ N :
fs(1, ..., s) =
∫
d(s+ 1)... dNF (1, ..., N), (3.1.5)
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tal que fs(1, ..., s) representa a densidade de probabilidade das s partículas estar nos
respectivos s espaços de fase. Sabendo que∫
F (1, ..., N) d1... dN = 1, (3.1.6)
a condição de normalização da função distribuição reduzida é:∫
d1... dsfs(1, ..., s) = 1. (3.1.7)
Em sistemas homogêneos as propriedades intensivas são as mesmas em todos os
pontos do espaço. Essa propriedade é expressa matematicamente por:
fs(
−→x1 +−→a ,−→x2 +−→a , ...,−→xs +−→a ,−→p1 , ...,−→ps) = fs(−→x1,−→x2, ...,−→xs,−→p1 , ...,−→ps), (3.1.8)
onde −→a é um vetor constante. Devido ao vínculo de (3.1.8), a função distribuição reduzida
de s partículas depende efetivamente de s − 1 variáveis de posição. Em particular, f1
depende apenas do momento −→p e f2 depende da distância entre as partículas, além dos
momentos das partículas, ou seja,
f1(
−→x ,−→p ) = nϕ(−→p ),
f2(
−→x1,−→x2,−→p1 ,−→p2) = f2(−→x1 −−→x2,−→p1 ,−→p2), (3.1.9)
onde n = 1/V é a densidade, a qual é constante para o sistema homogêneo, neste caso
iremos considerar: ∫
ϕ(−→p ) d−→p = 1. (3.1.10)
A evolução de um sistema de N partículas interagentes contidas num volume V é
descrita pela equação de Liouville. Esta equação determina, que para um sistema com
6N condições iniciais únicas [−→x0,−→p0 ], a evolução hamiltoniana garante que a forma pode
mudar, mas o volume permanece o mesmo. A equação de Liouville é:
∂tF (1, ..., N) = [H(1, ..., N), F (1, ..., N)]




















































































com L0j = −(−→pj /m) ·
−→






















Derivando a condição de normalização de F (1, ..., N) dada por Eq. (3.1.6) com relação
ao tempo, obtemos: ∫
∂F (1, ..., N)
∂t
d1... dN = 0. (3.1.18)













para que esta equação se anule, os termos devem cancelar separadamente, ou seja,∫
d1... dNL0jF (1, ..., N) = 0,∫
d1... dNL′jkF (1, ..., N) = 0, (3.1.20)
para todo j. Cada um dos termos acima envolve derivada de F com respeito a x ou p,










Integrando a Eq. (3.1.17) sobre as partículas s + 1, ..., N , obtemos então a equação
da evolução da função distribuição reduzida a s-partículas:















Considerando a propriedade de (3.1.21) no primeiro termo do lado direito de (3.1.22),
reduzimos a
∂tfs(1, ..., s) =
s∑
j=0








Já o segundo termo do lado direito de (3.1.23) é ramificado em três casos:





L′ikfs(1, ..., s); (3.1.24)
2. Partículas i e k pertencente ao grupo s + 1, ..., N . Para esta região os termos são
nulos devido as integrais de superfície;
3. Partículas i pertencentes ao grupo 1, ..., s e partículas k pertencentes a s+ 1, ..., N .
Neste caso consideramos que fs(1, ..., s) é simétrica sob mudança de partículas, ou
seja,
f3(1, 2, 3) = f3(1, 3, 2). (3.1.25)
Vamos considerar que:∫
d2... dNL12F (1, ..., N) =
∫
d2... dNL13F (1, ..., N), (3.1.26)∫
d2 d3L12f3(1, 2, 3) =
∫




Ou seja, para que a igualdade de (3.1.26) seja estabelecida, basta fazer uma mudança
de variável de 3 para 2. Portanto, no terceiro caso, todos os termos do somatório∑N












(N − s)L′i,s+1F (1, ..., N)
=
∫
d(s+ 1)...dN(N − s)
s∑
i=1
L′i,s+1F (1, ..., N)





L′i,s+1fs+1(1, ..., (s+ 1))
(3.1.28)
Reescrevendo a equação (3.1.23), obtemos:
∂tfs(1, ..., s) =
s∑
j=0












i,s+1fs+1(1, ..., (s+ 1)), (3.1.29)
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para 1 ≤ s ≤ N . Esta equação consiste de um conjunto de N equações, relacionando
a evolução da função distribuição de s partículas com a função distribuição de (s + 1)
partículas. Devido a esta característica, esta é uma equação hierarquica e conhecida como
hierarquia BBGKY (a inicial dos autores que derivaram esta equação: Bogoliubov-Born-
Green-Kirkwood-Yvon).
Outra abordagem possível é a utilizada por Balescu em [17], nesta abordagem o autor
considera a seguinte condição de normalização para a função distribuição reduzida:∫




Nesta abordagem a hierarquia BBGKY é:
∂tfs(1, ..., s) =
s∑
j=0












i,s+1fs+1(1, ..., s+ 1), (3.1.31)
para 1 ≤ s ≤ N .
Ambas as abordagens representam a equação que descreve a dinâmica de sistemas
de longo alcance, a diferença está apenas na definição da função distribuição reduzida.
Ao longo deste trabalho iremos utilizar as duas abordagens conforme conveniência. A
hierarquia BBGKY pode ser representada através de diagramas que indicam as interações
entre partículas, para entender como são representados os termos da hierarquia BBGKY
através dos diagramas veja Apêndice A.
3.2 Equação de Vlasov
Para um sistema de s partículas, se a probabilidade de encontrar uma partícula
no estado xi independe de outras partículas, podemos representar a função distribuição
reduzida, tal que:




Neste caso, o sistema de partículas é dito descorrelacionado e as partículas são estatis-
ticamente independentes uma das outras. A correlação depende da distância entre as
partículas e quando a distância tende a infinito a correlação é nula. A representação de
aglomerado descreve essa dependência da correlação com a distância, além de relacionar
o número de partículas da função distribuição reduzida com os possíveis tipos de cor-
relações. Para um sistema de duas partículas, a única correlação entre partículas é a
correlação entre duas partículas. Para um sistema com três partículas, a correlação pode
ocorrer entre um par de partículas e a terceira partícula estar independente ou a correla-
ção pode ocorrer entre as três partículas. Ou seja, podemos escrever a função distribuição
reduzida de s partículas com um termo que representa a descorrelação entre as partículas
e os termos que indicam as correlações:
f2(1, 2) = f(1)f(2) + g2(1, 2), (3.2.33)
f3(1, 2, 3) = f(1)f(2)f(3) + f(1)g2(2, 3) + f(2)g2(1, 3)
+ f(3)g2(1, 2) + g3(1, 2, 3), (3.2.34)
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e assim por diante.
Usando a representação de aglomerado podemos reescrever a hierarquia BBGKY
(3.1.31) para s = 1:





= L01f (1) +
∫
d2L′12 (f (1) f (2) + g2 (1, 2)) . (3.2.35)
E para s = 2:
∂tf2 (1, 2) = L
0
1f2 (1, 2) + L
0





d3 (L′13f3 (1, 2, 3) + L
′
23f3 (1, 2, 3)) . (3.2.36)







g2 (1, 2) = L
′
12 (f (1) f (2) + g2 (1, 2))
+
∫
d3 {L′13f (1) g2 (2, 3) + L′23f (2) g2 (1, 3)
+ (L′13 + L
′
23) (f (3) g2 (1, 2) + g3 (1, 2, 3))} . (3.2.37)
Sob certas condições as partículas podem ser consideradas descorrelacionadas (para





d2L′12f (1) f (2) . (3.2.38)
O último termo da equação (3.2.38), usando as integrais de superfície (3.1.21), pode ser
reescrito como:∫
d2L′12f (1) f (2) =
∫
d2∇1V12∂12f (1) f (2)
=
∫
d2∇1V12f (2) ∂1f (1)
= ∇1
∫
d~x2 d~p2V12 ( ~x1 − ~x2) f (2) ∂1f (1)
= ∇1V ( ~x1) ∂1f (1)
= V {ff} , (3.2.39)
com :
V ( ~x1) =
∫
d~x2 d~p2V12 ( ~x1 − ~x2) f (2) (3.2.40)
e V é o potencial médio. Portanto:
∂tf (1) = L
0
1f (1) + V {ff} . (3.2.41)
A equação (3.2.41) é conhecida como equação de Vlasov [46]. Seus termos têm a
seguintes característica:
• L01f (1)- está associado ao deslocamento das partículas devido sua velocidade. Quando
apenas este termo está presente as partículas se movem livremente com velocidade
constante;
• V {ff}- é o termo de Vlasov, ele é responsável pela aceleração e desaceleração das
partículas, devido a dependência com o potencial de interação V12 [47].
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3.3 Equação de Landau
Na prática as equações cinéticas de interesse são derivadas através de uma expansão
em termos de um parâmetro pequeno. Inicialmente vamos considerar o estado de referên-
cia quando todas as interações estão “desligadas” e que o potencial de interação V (r) é
uniformemente pequeno para todas as distâncias. Para dimensionar este potencial vamos
considerá-lo:
V (r) ≡ λv(r), (3.3.42)
onde λ é um parâmetro adimensional.
Quando λ << 1, temos o acoplamento fraco. Ou seja, os termos da equação cinética
que dependem do potencial serão termos de ordem O(λ), já termos que não dependem da
interação são termos de ordem O(λ0). Portanto,
L0j = O(λ
0), L′jn = O(λ) (3.3.43)
e
f(1) = O(λ0), (3.3.44)
mas para correlacionar duas partículas é necessário pelo menos uma interação, logo:
g2(1, 2) = O(λ) (3.3.45)
e para correlacionar três partículas é necessário pelo menos duas interações (a interação
da partícula 1 com a 2 e da partícula 2 com a 3, por exemplo), então:
g3(1, 2, 3) = O(λ
2). (3.3.46)
Para um sistema de longo alcance de partículas interagentes, há diferentes tipos de
comprimentos característicos e tempo de escala associados a estes comprimentos. Na
equação de Vlasov vimos que a interação ocorre devido ao potencial de campo médio,
ela é obtida considerando termos de ordem λ. Considerando termos de ordem superior
(O(λ2)) a dinâmica dependerá também da correlação entre partículas. Para caracterizar
o movimento é necessário os seguintes comprimentos e tempos característicos ( esta seção
apresenta o método desenvolvido em [17]):
• 1◦ termo- Considere o movimento de uma partícula P em linha reta, quando uma
partícula P se encontra próxima a uma partícula Q seu movimento muda para uma
trajetória curva devido a correlação entre as partículas. Esta distância onde começa
ocorrer a correlação é conhecida como comprimento de correlação lc e o tempo onde
a partícula estará sob influência da correlação é conhecido como tempo de correlação
τc. Ambos lc e τx são independentes de λ.
• 2◦ termo- Após o evento da correlação a partícula P continua seguindo uma traje-
tória retilínea até ocorrer outra colisão (correlação) com outra partícula. O compri-
mento percorrido entre duas colisões é conhecido como livre caminho médio lmfp,
este comprimento depende inversamente da densidade, quanto maior a densidade
menor será o lmfp, e do comprimento das interações (λ), quanto maior λ menor
será lmfp. O tempo entre duas sucessivas colisões é conhecido como τR tempo de
relaxação.
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• 3◦ termo- O último comprimento característico é o hidrodinâmico lH , a qual depende
do comprimento macroscópico do sistema. Este comprimento é maior do que todos
os outros e associado a ele está o tempo hidrodinâmico τH .
Esses comprimentos característicos e tempos característicos se relacionam através da
inequivalência a seguir:
lc << lmfp << lH e τc < τR < τH . (3.3.47)
Como vimos o tempo de correlação τc é o menor tempo. Vamos assumir t, o tempo de
interesse da teoria cinética, como sendo muito maior do que o menor tempo característico,
ou seja,
τc << t, (3.3.48)
pois vamos considerar o tratamento assintótico do processo evolutivo.
Em sistemas homogêneos f(~x, ~p, t) = nϕ(~p, t), logo o termo de Vlasov é reescrito, tal
que:




d~x2V ( ~x1 − ~x2)
)
∂1ϕ (~p1, t)ϕ (~p2, t) , (3.3.49)
fazendo a mudança de variável ~r = ~x1 − ~x2,
V {ff} = n2∂1ϕ (~p1, t)∇1
∫
drV (r) = n2∂1ϕ (~p1, t)∇1V = 0,
(3.3.50)
onde V é uma constante. E a equação de Vlasov fica:
∂tϕ(~p, t) = 0, (3.3.51)
portanto para sistemas homogêneos devemos considerar os termos de ordem superior
(O(λ2)). Para tanto vamos considerar o termo que depende da correlação em (3.2.35),
mas para obter uma equação dinâmica para a função distribuição de uma partícula, f(1),
precisamos resolver (3.2.37). No lado direito da equação (3.2.37), apenas o primeiro termo
é de ordem λ, os demais termos são de ordem λ2 e λ3. Considerando apenas os termos de
ordem λ:






g2 (1, 2, t) = L
′
12f (1) f (2) . (3.3.52)
Para resolver a equação (3.3.52), vamos introduzir a ideia do propagador. Inicial-
mente vamos considerar os termos de ordem λ0 nas equações (3.2.35) e (3.2.37):
∂tf (1) = L
0
1f (1) (3.3.53)






g2 (1, 2) (3.3.54)
Para resolver as equações acima vamos introduzir o propagador não pertubado U01 ,
tal que:
f(~x1, ~p1, t) = U
0
1 (t)f(~x1, ~p1, 0), (3.3.55)







dxf(x) = f(x+ a), (3.3.56)
portanto:





t, ~p1, 0), (3.3.57)
que está de acordo com a equação de Liouville, pois a função densidade de probabilidade
de encontrar uma partícula no tempo t e nas coordenadas ~x1 e ~p1 é igual a densidade
inicial quando a partícula está na posição inicial ~x1 − ~p1t, com momento ~p1.
Já para (3.3.54) o propagador que resolve a equação para g2 é:
g2(1, 2, t) = U
0





2)t = U01 (t)U
0
2 (t), (3.3.59)
ou seja, L01 comuta com L02. Para resolver (3.3.52) vamos utilizar o propagador U012 e a
solução é
g2 (1, 2, t) = U
0





12f (1, t− τ) f (2, t− τ) , (3.3.60)
onde o primeiro termo é obtido da mesma maneira que em (3.3.58) e o segundo termo
que é a convolução do propagador U012(τ) com o termo independente de g2. Substituindo

















12f (1, t− τ) f (2, t− τ) (3.3.61)
Nesta equação o primeiro termo do lado direito é o termo de Vlasov, o segundo termo
é o funcional da correlação inicial e o terceiro termo é o termo que depende do histórico
de f(i) no tempo τ = 0 a t, ou seja, devido a esta dependência com o histórico da função
distribuição de uma partícula, a equação acima é uma equação não markoviana. Para
transformar esta equação em uma equação markoviana, vamos analisar termo a termo da
equação acima. Analisando o segundo termo do lado direito e considerando a mudança
de variável ~x2 para ~r21 = ~x2 − ~x1:∫
d2L′12U
0
























12g2 (~x1 − ~p1t, ~r21 − ~g21t, ~p1, ~p2, 0) ,
(3.3.62)
onde ~g21 = ~p2 − ~p1 é o momento relativo.
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Observa-se no lado direito de (3.3.62), que ~r21 − ~g21t é uma função do tempo e pela




12 (t) g2 (1, 2, 0) ≈ 0 para t >> τc. (3.3.63)




















d~r12∂12∇1V (~r12)∇1V (~r12 − ~g12τ)U012 (τ) ∂12U012 (−τ) f (1, t) f (2, t) ,
(3.3.64)
onde ~r12 = ~x1 − ~x2, ~g12 = ~p1 − ~p2 e
U012 (τ) ∂12U
0
12 (−τ) = ∂12 + τ (∇1 +∇2) . (3.3.65)
Vamos considerar que o tempo dinâmico t é consideravelmente maior que o tempo
de colisão, desse modo:
U012 (τ) ∂12U
0
12 (−τ) ≈ ∂12 (3.3.66)
e t→∞.
Além disso:





















d~r12∂12~∇V (~r12) ~∇V (~r12 − g12τ) ∂12f (~x1, ~p1, t) f (~x1, ~p2, t)
= V {ff}+K{ff} , (3.3.68)




d~p2∂12G (~g12) ∂12f (~x1, ~p1, t) f (~x1, ~p2, t) , (3.3.69)
com







Ṽ (k)2 ~k.~k, (3.3.70)
onde G (~g12) é o tensor de Landau. Portanto realizamos um processo de transformação
de uma equação não Markoviana em uma equação Markoviana, a este processo de trans-
formação é conhecido como markovianização. Para sistemas homogêneos, os termos de
Vlasov e do movimento livre são nulos, temos f(~x, ~p, t) = nϕ(~p, t) e a equação de Landau
pode ser reescrita como [17]:
∂tϕ(~p, t) = K{ϕϕ} (3.3.71)
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e para sistemas unidimensionais:
∂tϕ(~p, t) = 0, (3.3.72)












dkδ (kg12) Ṽ (k)
2 kk
)












δ (p1 − p2) Ṽ (k)2 kk
)










dp2∂12δ (p1 − p2) ∂12f (x1, p1, t) f (x1, p2, t)
= 0, (3.3.73)
ou seja, concluimos que K{ff} é nulo para sistemas gravitacionais homogêneos e unidi-
mensionais. Veremos adiante ummétodo para obter as equações que descrevem a dinâmica
destes sistemas.
3.4 Abordagem de Klimontovich
Esta é uma abordagem alternativa para obter a equação cinética ao invés da hierar-
quia BBKGY. Em [48, 49, 50] a abordagem de Klimontovich é empregada no estudo de







onde xi e pi são a coordenada e o momentos da partícula i, respectivamente, e {xi} é o




V (xi − xj), (3.4.75)
com V uma função par, ou seja, V (−x) = V (x). O estado exato de um estado bem
definido do sistema no espaço de fase, em função do tempo, pode ser representado pela
função distribuição singular:





δ(x− xi(t))δ(p− pi(t)). (3.4.76)
As 2N equações de movimento são:






Diferenciando (3.4.76) com relação ao tempo:

























∂δ (x− xi (t))
∂xi








δ (x− xi (t))
∂δ (p− pi (t))
∂pi
. (3.4.79)
Usando aδ(a− b) = bδ(a− b)







∂δ (x− xi (t))
∂x








∂V (xi − xj)
∂xj
δ (x− xi (t))




v (x, t) = N
∫
dx′ dp′V (x− x′) fd (x′, p′, t) , (3.4.81)








































∂δ (x− xi (t))
∂x








δ (x− xi (t))




∂fd (x, p, t)
∂t
+ p







denominada de equação de Klimontovich, que pode ser reescrita como:
∂fd
∂t
+ [Hd, fd] = 0, (3.4.85)
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onde Hd = p
2
2
+ v(x, t) e










Seja {xi(0), pi(0)} os estados iniciais das N partículas e fin({xi(0), pi(0)}) a densidade





dxi dpifin({xi(0), pi(0)})fd(x, p, t). (3.4.87)
Note que há uma dependência de fd com as condições iniciais, desde que fd depende
das soluções das equações de movimento decorrente de 3.4.76 [6, 51].Vamos introduzir
flutuações suave δf , tal que δf é conhecido como ruído de disparo ou shot noise e depende
do desvio padrão da função distribuição suave [16]. Como δf ∝
√
〈fd〉 e f = 〈fd〉 ∝ 1/N ,
então δf ∝
√
1/N . Considerando δφ a flutuação do potencial, temos:







ou seja, quanto maior o número de partículas menor é a diferença entre a função distri-























+ [H, f ] + [δH, f ] +
1√
N























+ [H, f ] +
1√
N
[δφ, f ] +
1√
N
[H, δf ] +
1
N
[δφ, δf ] = 0. (3.4.91)








+ 〈[H, f ]〉+ 1√
N
〈[δφ, f ]〉+ 1√
N
〈[H, δf ]〉+ 1
N
〈[δφ, δf ]〉 = 0.
(3.4.92)









N , então 〈δφ〉 = 0. Além disso,











= [H, f ] , (3.4.93)
[〈δφ〉 , f ] = 0, (3.4.94)
[H, 〈δf〉] = 0, (3.4.95)
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+ [H, f ] = − 1
N
〈[δφ, δf ]〉 . (3.4.96)
Subtraindo (3.4.96) de (3.4.91) :
∂δf
∂t
+ [H, δf ] + [δφ, f ] = − 1√
N
([δφ, δf ]− 〈[δφ, δf ]〉). (3.4.97)
As equações (3.4.96) e (3.4.97) formam a base da teoria quaselinear e considerando o
limite termodinâmico em ambas (N →∞), obtem-se:
∂f
∂t
+ [H, f ] = 0, (3.4.98)
∂δf
∂t
+ [H, δf ] + [δφ, f ] = 0, (3.4.99)
onde a primeira equação é a equação de Vlasov e a segunda equação de Vlasov linearizada
[50]. Usaremos as equações apresentadas nesta seção para obter a equação de Balescu-
Lenard na próxima seção.
3.5 Equação de Balescu-Lenard
Da equação de Klimontovich(3.4.84), usando fd = f + δf/
√



















































Esta é a equação principal para obter a equação de Balescu-Lenard, nesta seção iremos
obter esta equação para o caso unidimensional, que será o foco deste trabalho, mas esses
cálculos podem ser generalizados para o caso d-dimensional. Para obter uma forma mais
utilizável da equação de Balescu-Lenard vamos definir primeiramente a transformação de
Laplace do tempo de uma função g(t) , tal que:
g̃(w) = L{g (t)} =
∫ ∞
0
eiwtg (t) dt, (3.5.102)
para Im (w) suficientemente grande. A transformada de Fourier do espaço de g(x), tal






e−ikxg (x) dx. (3.5.103)
A transformada da densidade δf (x, p, t) é dada por:







dte−i(kx−ωt)δf (x, p, t) (3.5.104)
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e a transformada de δφ:








′x−ω′t)δφ (x, t) , (3.5.105)
onde consideramos que o potencial tem período 2π. A transformação inversa é:







ei(kx−ωt)δ̃f (k, p, ω) (3.5.106)








′x−ω′t)δ̃φ (k′, ω′) . (3.5.107)
Nos restringimos a estados homogêneos, tal que a função distribuição de uma partí-















e multiplicando a Eq. (3.5.108) por e−i(kx−ωt), integrando q de 0 a 2π, t de 0 a∞, obtemos:
−δ̂f (k, p, 0)− iωδ̃f (k, p, ω) + ikpδ̃f (k, p, ω)− ikδ̃φ (k, ω) f ′ (p) = 0,(3.5.109)
onde o primeiro termo é a transformada de Fourier espacial de valor inicial:





e−ikxδf (x, p, 0) . (3.5.110)
Reescrevendo (3.5.109) e isolando δ̃f(k, p, ω), temos:
δ̃f (k, p, ω) =
kf ′ (p) δ̃φ (k, ω)
kp− ω
+










dp v (x− x′) f (x′, p, t) , (3.5.112)
portanto a flutuação do potencial pode ser escrita como:






dp v (x− x′) δf (x′, p, t) (3.5.113)
e a transformada de Laplace-Fourier desta flutuação do potencial é :
δ̃φ (k, ω) = 2π
∫ ∞
−∞







′)v (x− x′) . (3.5.115)
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Integrando (3.5.111) por p, substitutindo (3.5.114) e passando o primeiro termo do lado
direito para o lado esquerdo de (3.5.111), obtemos:∫











δ̂f (k, p, 0)
i (kp− ω)
. (3.5.116)
A função dielétrica é definida como






Logo de (3.5.116), temos:∫






δ̂f (k, p, 0)
i (kp− ω)
. (3.5.118)
Substituindo este resultado em (3.5.114), obtemos:






δ̂f (k, p, 0)
i (kp− ω)
. (3.5.119)
Podemos usar as equações acima para obter o lado direito de (3.5.101). Portanto
substituindo (3.5.106) e (3.5.107) em (3.5.101) e esquecendo temporariamente 1
N
e a de-














































δ̃φ (k, ω) δ̂f (k′, p, 0)
〉




δ̃φ (k, ω) δ̃φ (k′, ω′)
〉
=
(2π)2 ṽ (k) ṽ (k′)








δ̂f (k, p, 0) δ̂f (k′, p′, 0)
〉
i (pk − ω) i (p′k′ − ω′)
=
(2π)2 ṽ (k) ṽ (k′)








δ̂f (k, p, 0) δ̂f (k′, p′, 0)
〉
(pk − ω) (−p′k′ + ω′)
,
(3.5.122)
usando a definição de transformação de Fourier:〈












′x′) 〈δf (x, p, 0) δf (x′, p′, 0)〉 .
(3.5.123)
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Como vimos δf =
√
N (fd (x, p, 0)− f (p)), logo:
δf (x, p, 0) δf (x′, p′, 0) = N (fd (x, p, 0) fd (x
′, p′, 0)− fd (x, p, 0) f (p′)
− fd (x′, p′, 0) f (p) + f (p) f (p′)) . (3.5.124)
E a média é :
〈δf (x, p, 0) δf (x′, p′, 0)〉 = N (〈fd (x, p, 0) fd (x′, p′, 0)〉 − f (p) f (p′)) .(3.5.125)
Substituindo fd (x, p, 0) =
∑
i δ (x− xi) δ (p− pi) /N , temos:


















(N 〈fd (x, p, 0)〉 δ (x− x′) δ (p− p′)




f (p) δ (x− x′) δ (p− p′) + f (p) f (p′) + h2 (x, p, x′, p′)
(3.5.126)
Onde f2 (x, p, x′, p′, 0) é a função distribuição de duas partículas e é definida por
f2 (x, p, x




(f (p) f (p′) + h2 (x, p, x
′, p′)) , (3.5.127)
onde h2 é a função correlação. Substituindo (3.5.126) em (3.5.125) e (3.5.125) em (3.5.123),
obtemos:〈







































































δk,−k′δ (p− p′) +








′)h2 (x− x′, p, p′) (3.5.129)
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e usamos o fato do sistema ser homogêneo, ou seja, h2 depende da diferença x − x′.
Portanto: 〈





(f (p) δ (p− p′) + u (k, p, p′)) (3.5.130)
Substituindo este resultado em (3.5.122), temos:〈
δ̃φ (k, ω) δ̃φ (k′, ω′)
〉
=
2πδk,−k′ ṽ (k) ṽ (k
′)








(f (p) δ (p− p′) + u (k, p, p′))
(pk − ω) (−k′p′ + ω′)
(3.5.131)
O segundo termo da equação acima depende de u (k, p, p′), ou seja, da correlação
inicial entre as partículas e esta função decai no tempo, logo podemos descartar o segundo
termo e obtemos:〈
δ̃φ (k, ω) δ̃φ (k′, ω′)
〉
=
2πδk,−k′ ṽ (k) ṽ (k
′)





(pk − ω) (−k′p+ ω′)
=
2πδk,−k′ ṽ (k) ṽ (k
′)





(pk − ω) (kp+ ω′)
, (3.5.132)







∓ iπδ (x− a) , (3.5.133)
temos que [(pk − ω) (pk + ω′)]−1 = (2π)2 δ (ω + ω′) δ (ω − pk). Então〈
δ̃φ (k, ω) δ̃φ (k′, ω′)
〉
=
(2π)3 δk,−k′ ṽ (k) ṽ (k
′) δ (ω + ω′)
D̃ (ω, k) D̃ (ω′, k′)
∫ ∞
−∞
dpf (p) δ (ω − pk)
(3.5.134)
e sabendo que D̃ (ω, k) = D̃∗ (−ω,−k), temos:〈
δ̃φ (k, ω) δ̃φ (k′, ω′)
〉
=
(2π)3 δk,−k′ ṽ (k) ṽ (k
′) δ (ω + ω′)
|D̃ (ω, k) |2
∫ ∞
−∞
dpf (p) δ (ω − pk) .
(3.5.135)
Considerando o segundo termo de (3.5.121) e usando (3.5.119):〈
δ̃φ (k, ω) δ̃f (k′, p, 0)
〉








δ̂f (k, p′, 0) δ̂f (k′, p′, 0)
〉







δk,−k′f (p) δ (p− p′)
i (kp′ − ω) i (pk′ − ω′)
=
ṽ (k) f (p)
D̃ (ω, k)
δk,−k′
(kp− ω) (pk + ω′)
=
























































































onde desconsideramos termos imaginários.





































f (p) δ (ω − pk) ,
(3.5.138)
onde










x− x0 ± iγ
= P 1
x− x0






− iπδ (kp′ − ω) , (3.5.141)
logo temos:




f ′ (p′) + 2π2ikṽ (−k)
∫
dp′δ (kp′ − ω) f ′ (p′)




f ′ (p′) + 2π2i
k
|k|





Substituindo (3.5.142) em (3.5.138) e desconsiderando termos imaginários, obtemos que







ṽ (k) ṽ (−k)














|D̃ (ω, k) |2
















|D̃ (ω, k) |2
δ (ω − kp)
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|D̃ (ω, k) |2
δ (ω − kp)
(














ou seja, o termo de Balescu-Lenard se anula. O caso para mais de uma dimensão espacial
nos dá:


































f (−→v1 , t)
∂f (−→v , t)
∂−→v




























é a função dielétrica do sistema.
3.6 Resultados da dinâmica de sistemas de longo al-
cance homogêneo
Nesta seção serão apresentados nossos resultados da dinâmica de sistemas de longo
alcance, nossso objetivo será obter uma equação cinética geral que descreva a dinâmica de
sistemas unidimensionais, periódicos e homogêneo. Consideraremos o potencial periódico,
pois iremos resolver as hierarquias BBGKY representando as correlações e o potencial
através das séries de Fourier e para tanto estas funções devem ser periódicas.
Como vimos para um sistema homogêneo e unidimensional, o termo colisional da
equação de Lenard-Balescu é nulo (assim como o termo colisional da equação de Landau),
nos levando a concluir que é necessário considerar termos de ordem superior para a equação
cinética. Conforme é observado em [13, 52] para o modelo do HMF (Hamiltonian Mean
Field) com estados homogêneos, a interação entre duas partículas é fraca, justificando a
expansão de acoplamento fraco para este caso. De maneira análoga, em sistemas de longo
alcance, que a interação entre as partículas é pequena para longas distâncias, podemos
utilizar a expansão de acoplamento fraco e para esses sistemas introduzimos um parâmetro
λ para especificar a pequenez do potencial, tal que V → λV , com λ sendo a constante de
acoplamento fraco. Iremos considerar a seguinte notação: 1 ≡ x1, p1, 2 ≡ x2, p2 e assim
por diante, com xi e pi as variáveis de posição e momento, respectivamente.





fs (1, 2, ..., s) =
s∑
j=1

















































V (xi, xj) . (3.6.152)











12f2 (1, 2) . (3.6.153)
onde 1 e 2 representa o estado no espaço de fase das partículas 1 e 2, ou seja, 1 = {x1, p1}
e 2 = {x2, p2}. Usando a expansão em aglomerados (3.2.33), temos que a equação acima











Notemos que para criar uma correlação entre duas partículas é necessário uma interação,
a função g2 é proporcional à λ/N . Seguindo o mesmo raciocínio, g3 é proporcional à
λ2/N2, e assim por diante. Então vamos expandir as correlações g2 e g3 em termos de
potências de λ/N , temos que:






























Usando (3.6.155), (3.6.156), (3.2.33) e (3.2.34) e a expansão em aglomerados nas hierar-
quias BBGKY para s = 2 e s = 3, obtemos que a equação que descreve a dinâmica dos
termos de ordem 1/N para s = 2 é:(




















2 (1, 3, t) .
(3.6.157)
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Quando s = 2 os termos de ordem 1/N2 obedecem a seguinte equação:(




































2 (2, 3, t) d3
+1↔ 2, (3.6.158)
onde ∂/∂t = ∂t e 1 ↔ 2 representando os termos onde existem permutação dos índices
1↔ 2. Quando s = 3 considerando os termos de ordem 1/N2, obtemos:
(




3 (1, 2, 3, t) = L̂
′
12f (p1, t) g
(1)
2 (2, 3, t) + L̂
′
12f (p2, t) g
(1)
2 (1, 3, t)
+L̂′13f (p1, t) g
(1)
2 (2, 3, t) + L̂
′
13f (p3, t) g
(1)
2 (1, 2, t) + L̂
′
23f (p2, t) g
(1)








V ′ (x24) g
(1)
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V ′ (x14) g
(2)
3 (2, 3, 4, t) d4.+ L̂
′
23f (p3, t) g
(1)
2 (1, 2, t) .
(3.6.159)



































Ṽ (n) eiπnxij/L, (3.6.163)
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com n e m inteiros e o potencial tomado como periódico com período 2L. Substituindo
as séries de Fourier do potencial e da correlação na equação cinética (3.6.154) obtemos:
∂tf (p1, t) =






dp2 ∂1g̃2 (m, p1, p2, t)






dp2 ∂1 Im g̃2 (m, p1, p2, t) , (3.6.164)
onde consideramos apenas a contribuição dos termos reais no lado direito da equação. Para
obter Im g̃2 (m, p1, p2, t) é necessário resolver as equações (3.6.157), (3.6.158) e (3.6.159).
Vamos primeiro resolver a equação (3.6.157), para os termos g(1)2 (1, 2, t), a equação
(3.6.157) é uma equação integro-diferencial difícil de resolver e para conseguir resolvê-la
iremos negligenciar os termos de ordem λ e passar para o espaço de Fourier. Assim a
solução de (3.6.157) é:
g̃
(1)












L Ṽ (m) ∂12f (p1, t− τ) f (p2, t− τ) , (3.6.165)
com p12 = p1 − p2. Podemos notar em 3.6.165 que a correlação g(1)2 (m, p1, p2, t) depende
do valor inicial, que corresponde ao primeiro termo do lado direito de 3.6.165, e dependerá
da história de f ao longo do intervalo t = 0 a t, esta é uma equação não markoviana.
Para transforma-la numa equação markoviana realizaremos a aproximação markoviana,
que consiste em considerar o tempo t − τ muito maior do que τc, que é o tempo de
correlação, isso nos permite fazer o limite t → ∞ e trocar f(p, t − τ) por f(p, t) [53].
Fazendo a aproximação markoviana o primeiro termo é transiente e nulo neste limite. E

























com P (1/x) a parte principal de 1/x e δD (x) a função delta de Dirac. Portanto obtemos:
g̃
(1)
2 (m, p1, p2, t) =
(














mṼ (m) ∂12f (p1, t) f (p2, t) , (3.6.167)











































































Logo g̃(1)2 (m, p1, p2, t) é puramente real e substituindo (3.6.167) em (3.6.164) resulta num
termo colisional nulo. Usando os termos λ0 da equação (3.6.158), concluímos que o termo
g̃
(2)
2 (m1, p1, p2, t) é também puramente real e o termo colisional de (3.6.164) também é
nulo.
Dessa forma devemos considerar os termos até a ordem λ em (3.6.158), substituindo as

























Vamos precisar da parte imaginária da componente de Fourier da correlação de três partí-
culas Im g̃23 (m1 + n, n, p1, p2, p3, t), para tanto vamos usar a equação (3.6.159) para obter
este termo. Considerando os termos de ordem λ0 em (3.6.159) e resolvendo no espaço de
Fourier, conclui-se que:
Im g̃23(m1,m2, p1, p2, p3, t) = δD (m1 (p1 − p2) +m2 (p2 − p3))π
×
(
−Ṽ (m2)m2∂13f(p3, t)g̃12(m1 −m2, p1, p2, t)
−Ṽ (m1)m1∂13f(p1, t)g̃12(−m1 +m2, p2, p3, t)





g̃12(−m2, p3, p4, t) dp4
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∂g̃12(m2, p2, p3, t))
∂p2
Ṽ (m1) m1 − f(p3, t)






g̃12(m2, p2, p3, t)Ṽ (m1) m1 +
∂f(p3, t)
∂p3




Portanto a equação cinética para um potencial periódico com período L é:
∂tf (p1, t) = −






dp2 ∂1 Im g̃2 (m1, p1, p2, t)
= −πλ






dp2 ∂1 Im g̃
2
2 (m1, p1, p2, t) ,
(3.6.172)
com Im g̃22 (m1, p1, p2, t) expressa por (3.6.170), Im g̃23(m1,m2, p1, p2, p3, t) por (3.6.171)
e g̃12(m1, p1, p2, t) por (3.6.167). Nós podemos notar que fazendo L = π para (3.6.172),
(3.6.170), (3.6.171), (3.6.167) e trocando Ṽ (n) = − (δn,1 + δn,−1) /2, a qual é a componente
de Fourier do potencial para o HMF, obtemos a expressão para a equação cinética para
HMF homogêneo unidimensional obtida em [13]. Ou seja, as equações (3.6.167), (3.6.170),
(3.6.171) e (3.6.172) descrevem a evolução de um sistema de longo alcance unidimensional
homogêneo com potencial periódico.
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Capítulo 4
Dinâmica de um sistema
auto-gravitante unidimensional
Neste capítulo iremos estudar as equações cinéticas que descrevem a dinâmica do
sistema gravitacional unidimensional. Apresentaremos o modelo referente a este sistema,
o método da soma de Ewald, que consiste em um método para transformar o potencial
gravitacional unidimensional em um potencial periódico e descreveremos a dinâmica destes
sistemas através da equações BBGKY e de Landau, para os dois estados possíveis destes
sistemas: estados homogêneos e não homogêneos.
Nossa motivação para estudar a dinâmica destes sistema surgiu do artigo [30]. Neste
trabalho Joyce e Worrakitpoonpon obtiveram resultados sobre a relaxação para o equi-
líbrio do sistema gravitacional unidimensional no estado não homogêneo utilizando o















Por construção essa quantidade do parâmetro de ordem é zero no equilíbrio térmico. Para
caracterizar este equilíbrio calcula-se os parâmetros de ordem φ11 e φ22 considerando sua
evolução temporal. A condição inicial utilizada por [30] foi uma distribuição tipo waterbag
nas posições e momentos, definida por:




, se |x| < x0 e |p| < p0,
0, caso contrário,
(4.0.3)
para x0 = p0 = 200. Neste trabalho escolhe-se a razão R0 adimensional, que caracteriza
a waterbag, sendo R0 = 2T0/U0, onde T0 é a energia cinética média e U0 a energia
potencial total média, a palavra "média"indica que os valores obtidos são calculados
para a configuração inicial da waterbag. Se em t = 0 a função distribuição não é solução
estacionária da equação de Vlasov, o sistema deve oscilar. Quando a relaxação é completa
e o QSS é estabelecido R = 1, portanto esta deve ser uma condição para o equilíbrio
térmico [14].
A evolução de R, φ11 e φ22 para N = 100, N = 400 e R0 = 0 são realizadas em [30] e
conseguimos observar os estágios de evolução de um típico sistema de longo alcance: re-
laxação violenta em um curto intervalo de tempo para um estado quase-estacionário QSS
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e um tempo de relaxação N-dependente, que relaxa do QSS para o equilíbrio. Portanto é
razoável dizer que o sistema atinge o equilíbrio para tempos de escala longos e da ordem
de t ≈ 3, 4 · 104 para N = 100 e t ≈ 1, 3 · 105 para N = 400, em [30] os autores mostram
que para o número de partículas até N = 800 os estados não homogêneos evoluem para
o equilíbrio termodinâmico. Devido à dinâmica lenta do sistema gravitacional unidimen-
sional não homogêneo, podemos concluir que o termo colisional da equação cinética deve
ser pequeno. Analisaremos a seguir este termo colisional analiticamente para cada um
dos estados do sistema gravitacional.
4.1 O modelo
Nosso sistema de interesse é o sistema gravitacional unidimensional. Ele consiste de
um modelo onde o potencial é obtido da solução da equação de Poisson em uma dimensão
[32], e descreve folhas massivas, paralelas, infinitas, livres para se moverem no eixo x [54],
como ilustrado na figura abaixo:
Figura 4.1.1: Representação do sistema gravitacional, as partículas são representadas
como planos infinitos, livres para se moverem no eixo x
A equação de Poisson para este sistema é:
∇2ψ (x, t) = 4πGρ (x, t) , (4.1.4)
onde G é a constante gravitacional e ρ(x, t) a densidade de massa. Para simplificar
a equação vamos trabalhar com grandezas adimensionais. Para tanto, serão feitas as
seguintes mudanças:
ψ (x, t) = ψ0ψ (x, t) , (4.1.5)
ρ (x, t) = ρ0ρ (x, t) , (4.1.6)




= 2(2πGρ0)ρ (x, t) , (4.1.7)










ρ (x, t) , (4.1.8)
onde ψ0 = 2πGmL0 , por simplificação consideraremos 2πG = m = 1. Então:
∂2ψ (x, t)
∂x2
= 2ρ (x, t) , (4.1.9)
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é a equação de Poisson adimensional. Podemos reescrever (4.1.9) como:
L̂ψ (x, t) = 2ρ (x, t) , (4.1.10)
com L̂ ≡ ∂2/∂x2.
Sabemos que a função de Green do operador diferencial de 2◦ ordem, L̂, atuando no
ponto x′ é solução da equação:
L̂G (x, x′) = δ (x− x′) , (4.1.11)
onde δ é a função delta de Dirac. Se for possível encontrar a função de Green G (x, x′)
que satisfaz a equação acima, então a solução da equação de Poisson adimensional pode
ser escrita como:
ψ (x, t) =
∫
dx′G (x, x′) ρ (x′) . (4.1.12)
A transformada inversa de Fourier de ψ (x, t) e ρ (x, t) é:




eikxψ̃ (k, t) (4.1.13)
e




eikxρ̃ (k, t) . (4.1.14)
Substituindo (4.1.13) e (4.1.14) em (4.1.9):
−k2ψ̃ (k, t) = 2ρ̃ (k, t) ,
ψ̃ (k, t) =
−2
k2
ρ̃ (k, t) . (4.1.15)
Então:






































Comparando (4.1.12) com (4.1.16), temos que:










A transformada inversa de Fourier de G (x, x′) é dada por:














Tomando a transformada de Fourier inversa da Eq. (4.1.19) obtemos finalmente que:
G (x, x′) = |x− x′|. (4.1.20)
Considerando que a densidade é ρ (x− x′) = δ (x− x′), então a hamiltoniana para um












|xi − xj|, (4.1.21)
onde o potencial entre as partículas é V (xi, xj) = |xi − xj|, 1/N é a prescrição de Kac
necessário para garantir a extensividade da hamiltoniana e, por uma escolha de unidades,
tomamos 2πG = m = 1.














onde N> (xi) é o número de partículas com posição maior que xi e N< (xi) é o número de
partículas com posição menor do que xi.
4.2 Condições de contorno periódica e soma de Ewald
A condição de contorno periódica consiste em dividir o eixo, onde as partículas se
encontram, em infinitas células periódicas, cada célula com período 2L e 2N partículas.
As partículas interagem através de um potencial e podem em algum momento deixar a
célula através de uma das faces delimitadoras, mas, imediatamente, entram na região da
face oposta [55]. A soma de Ewald consiste em obter as soluções analíticas do potencial
em sistemas unidimensionais com as condições de contorno periódica [56]. Para plasmas
e sistemas gravitacionais [57, 58], estas condições de contorno são adotadas para evitar o
tratamento nos extremos do eixo. No caso específico do sistema gravitacional podemos
calcular a contribuição de todas as células para o potencial, como veremos a seguir.
Considere uma partícula localizada em x′, o potencial gravitacional unidimensional
num ponto x devido a esta partícula é:
V (x) = |x− x′|. (4.2.23)
O potencial no ponto x devido a todas as partículas com massa unitária é:
φ (x) =
∫
dx′ |x− x′|ρ (x′) , (4.2.24)
onde ρ (x) é a densidade de massa. Para um sistema homogêneo com ρ constante, o
potencial total sobre todo o espaço diverge. Para tratar um sistema infinito, vamos
utilizar condições de contorno periódicas, ou seja, a região do espaço no intervalo (−L,L)
é denominada de célula unitária e todo o restante da reta real é preenchida por cópias
exatas das partículas da célula unitária. Quando uma partícula chega numa borda da
célula unitária em x = ±L ela ressurge na outra borda em x = ±L com a mesma
velocidade, em mais de uma dimensão o procedimento é o mesmo em cada variável de
posição. Dessa forma a distribuição de massa passa a ter período 2L:
ρ (x+ 2L) = ρ (x) , (4.2.25)
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esta distribuição de massa periódica produz um potencial periódico, que será empregada
nas equações cinéticas para o sistema gravitacional. Com o intuito de tornar o potencial
convergente, introduzimos um fator exp (k|x− x′|), resultando em:
φ (x) =
∫
dx′ |x− x′|e−k|x−x′|ρ (x′) , (4.2.26)
ao final dos cálculos tomamos o limite k → 0. Apresentamos a seguir o resultado para a
soma de Ewald a uma dimensão espacial [56].
Como a densidade de massa ρ (x) é agora uma função periódica, podemos escreve-la
como ρ (x) = ρ0 + σ (x), com ρ0 é a média de ρ (x) e σ (x) a flutuação periódica. A



















Embora φ0 exploda no limite k → 0, desde que φ0 é um invariante translacional, ele não
contribue para o campo gravitacional, portanto φ (x) em (4.2.26) dependerá apenas da
contribuição de σ (x), que é dada por:
φσ (x, k) =
∫
dx′|x− x′|e−k|x−x′|σ (x′) . (4.2.28)







onde no somatório ′ indica que estamos desconsiderando o termo n = 0. Então:








































































Tomamos a célula unitária, com 2N folhas cada, cada folha com massa m = 1, a
flutuação (periódica) na densidade é:
σp (x) = ρ (x)− ρ0,
= ρ (x)− M
2L
,











































(−Θ (xj − L) +Θ (L+ xj)) e−
iπnxj
L , (4.2.36)









Substituindo (4.2.37) em (4.2.33):












Esse é o potencial total no ponto x devido a flutuação periódica da densidade de massa,
considerando a célula primitiva e todas as réplicas, devido às 2N folhas em cada célula.
Considerando apenas uma folha de massa m = 1, localizada em x1 e suas réplicas, o
potencial em x é
































Portanto o potencial total em (4.2.38) é:









E o potencial da soma de Ewald, entre duas partículas, é um potencial periódico de
período L e dado por [56]:




4.3 Equação cinética para o estado homogêneo
Para tratar o caso de um estado homogêneo consideramos condições de contorno
periódicas e a soma de Ewald, conforme apresentado na seção anterior. A Hamiltoniana











V (xi, xj) , (4.3.44)
com




















g2(1, 2, t) = V
′





d3 [V ′13∂13f(1, t)g2(2, 3, t) + V
′
23∂23f(2, t)g2(1, 3, t)
+ (V ′13∂13 + V
′
23∂23) {f(3, t)g2(1, 2, t) + g3(1, 2, 3, t)}] .
(4.3.47)
Podemos notar que estas equações dependem da derivada do potencial (4.3.45), que tem
uma singularidade quando a distância entre as partículas é zero. Consideramos a seguinte
renomeação de índices de partículas: no momento em que duas partículas (folhas) se
cruzam, trocamos seus rótulos. Desta forma, em cada colisão (em distância zero) as par-
tículas trocam seus momentos e a força é constante no tempo, esta colisão é equivalente
a uma colisão elástica. Se as partículas são rotuladas tal que xi < xj se i < j, o ordena-
mento na posição é preservado ao longo do tempo. Então a força na partícula i devido
a partícula j pode ser escrita como F = Fgrav + FHC , com Fgrav = −∂V (xi − xj)/∂xi,
com V dado por (4.3.45), e FHC é a força associada a troca do momento das partículas
quando elas colidem a uma distância zero, a força de hard-core.
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A contribuição da força Fgrav para (4.3.47) desaparece no limite L → ∞, esta afir-
mação é comprovada pela figura 4.3.2, que mostra a força sobre uma dada partícula em
função da posição, devida ao potencial gravitacional e ao potencial de Ewald, variando
L da célula unitária, mas mantendo a densidade n = N/L constante. Observamos que
conforme aumentamos L, a força Fgrav aproxima-se de zero, tal que apenas contribuições
de FHC são retidas em (4.3.47). Como a força hard-core apenas troca o momento de duas
partículas em cada interação, isso faz com que as equações obtidas da hierarquia BBGKY
sejam idêntica as equação de Boltzmann para um sistema homogêneo unidimensional.
Isso implica que nossa equação cinética é da forma de uma equação de Boltzmann, que
nesse caso tem um termo colisional nulo. Como o termo de campo médio também é nulo
para um estado homogêneo, a equação cinética se reduz simplesmente a ∂f1(p; t)/∂t = 0,
ou seja, f1 é constante no tempo. No entanto, caso o estado homogêneo seja instável,
para menores energias, qualquer flutuação na homogeneidade tira o sistema do estado
homogêneo, que passará então a evoluir segundo a equação de Vlasov para tempos curtos,
ou segundo uma equação cinética com termo colisional não nulo para tempos mais longo.
Pequenos desvios deste comportamento são esperados para ocorrer em simulações numé-
ricas devido a efeitos resultantes do valor L finito, que resulta numa pequena flutuação do
valor da força próximo de zero, mas que representa efeitos espúrios devido à aproximação
de uma célula unitária finita.

















Figura 4.3.2: Força na partícula i, na posição x = xi, devido a N − 1 partículas para o
sistema gravitacional unidimensional com o adicional potencial de Ewald, para diferentes
números de partículas, mas mesma densidade n = N/L. A posição foi reescalada para
[-1,1] para fins de comparação. Nossa célula unitária para N = 2048 é dada por L = 20
e simulamos para outros valores de N para manter a densidade no mesmo valor. Figura
retirada de [1].
4.4 Equação cinética para o estado não homogêneo
Nesta seção utilizaremos a abordagem de Klimontovich, descrita na seção (3.4), para
derivar a equação cinética que descreve a dinâmica de sistemas inomogêneos unidimensi-
onais usando variáveis ângulo-ação, nesta abordagem consideraremos os efeitos coletivos
do sistema. Para tal será necessário utilizar variáveis de ângulo-ação obtidas para o po-
tencial de campo médio, conforme desenvolvido nas referências [21, 59], e que passamos a
apresentar de forma sucinta. Posteriormente aplicaremos essa abordagem para o sistema
auto-gravitante unidimensional.
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2 (E − v(x)) (4.4.49)
e v(x) é o potencial de campo médio no ponto x, expresso pela Eq. 3.4.81.





onde W (x, J) é a solução da equação de Hamilton-Jacobi independente do tempo [60].
Sendo W (x, J) independe do tempo, podemos definir a frequência angular ω, tal que:













Por construção a hamiltoniana H depende apenas da variável ação, isto implica que as
variáveis ação são constantes de movimento, ou seja, neste caso f = f(J), corresponde a
distribuição do estado estacionário da equação de Vlasov e é uma distribuição homogênea
nas variáveis ângulo-ação. Devido às colisões entre as N partículas do sistema esta função
f evolue lentamente ao longo do tempo no QSS, portanto a função distribuição ao longo
do tempo é descrita por f(J, t) [21]. Agora vamos partir das equações (3.4.96) e (3.4.99)
para obter a equação cinética. Como, a hamiltoniana depende apenas da variável ação,
temos que [H, f ] = 0, além disso:



































































Podemos resolver as equações acima utilizando uma transformada de Fourier-Laplace.
Definimos a transformada de Fourier-Laplace da flutuação da função distribuição δf como:






dte−i(kϕ−θt)δf (ϕ, J, t) , (4.4.59)
com transformada inversa







ei(kϕ−θt)δ̃f (k, J, θ) , (4.4.60)
onde C é o contorno de Laplace no plano complexo e deve passar acima de todos os pólos
de integração. Utilizaremos a propriedade da derivada da transformada de Laplace [61]:





e−stf (t) dt. (4.4.62)
Fazendo a transformada de Fourier-Laplace em (4.4.58) e substituindo a propriedade
acima, temos:
−δ̂f (k, J, 0)− iθδ̃f (k, J, θ) + ikωδ̃f (k, J, θ)− ik ∂f
∂J
δ̃φ (k, J, θ) = 0, (4.4.63)
com:




e−ikϕδf (ϕ, J, 0) (4.4.64)




e−i(kϕ−θt)δφ (ϕ, J, t) . (4.4.65)
Ou seja,
δ̃f (k, J, θ) =
δ̂f (k, J, 0)




δ̃φ (k, J, θ)
kω − θ
, (4.4.66)
com o primeiro termo dependendo da condição inicial de δf e o segundo termo dependendo
de efeitos coletivos de δφ.
A flutuação do potencial está relacionada com a flutuação da densidade por:
δφ (x, t) =
∫
V (|x− x′|) δρ (x′, t) dx′. (4.4.67)
Tomemos agora a equação de Poisson:
∇2v (x) = 4πGρ (x) , (4.4.68)
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de tal forma que:
∇2φα (x) = 4πGρα (x) . (4.4.71)
O coeficiente constante aα é determinado quando multiplicamos Eq. (4.4.70) por −φ∗α (x)








dxφ∗α (x) ρ (x) ,
Mαβ = −
∫
dxφ∗α (x) ρβ (x) . (4.4.73)
Vamos escolher M , tal que é uma matriz identidade, então:
aα = −
∫
dxφ∗α (x) ρ(x) (4.4.74)
e temos a seguinte condição de bi-ortogonalidade:∫
dxφ∗α (x) ρβ(x) = −δαβ. (4.4.75)
Usando Eqs. (4.4.69) e (4.4.70) em (3.4.81), temos:
φα (x) =
∫
V (|x− x′|) ρα (x′) dx′. (4.4.76)
Escrevemos a flutuação da densidade das partículas, a flutuação do potencial médio
e a flutuação do potencial médio nas variáveis ângulo-ação, respectivamente:
δρ (x, t) =
∑
α
Aα (t) ρα (x) , (4.4.77)
δφ (x, t) =
∑
α
Aα (t)φα (x) , (4.4.78)
δφ (ϕ, J, t) =
∑
α
Aα (t)φα (ϕ, J) , (4.4.79)
com Aα (t) sendo o mesmo para as três funções acima e representado por:
Aα (t) = −
∫
dxφ∗α (x) ρ(x, t), (4.4.80)
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multiplicando Eq. (4.4.76) por Aα (t), somando para todo α , temos a Eq. (4.4.67).
A transformada de Fourier-Laplace de (4.4.79) é:
δ̃φ (k, J, θ) =
∑
α








φ̃α (k, J) =
∫




Então podemos reescrever (4.4.66) como:
δ̃f (k, J, θ) =
δ̂f (k, J, 0)





α Ãα (θ) φ̃α (k, J)
kω − θ
. (4.4.84)
A transformada de Fourier inversa de δf é:
δ̃f (ϕ, J, θ) =
∑
k
eikϕδ̃f (k, J, θ) . (4.4.85)
Ou seja,





δ̂f (k, J, 0)









Multiplicando o lado esquerdo de (4.4.86) por φ∗α′ (ϕ, J) e integrando sobre ϕ e J , temos:∫
δ̃f (ϕ, J, θ)φ∗α′ (ϕ, J) dϕ dJ = −Ãα′ (θ) , (4.4.87)
no qual usamos
δ̃ρ (x, θ) =
∫




Ãα (θ) ρα (x) , (4.4.88)
e dx dv = dϕ dJ já que (ϕ, J) são variáveis canônicas e o jacobiano da transformação é
1. Multiplicando o lado direito de (4.4.86) por φ∗α′ e integrando por ϕ e J , temos:∑
k
∫
dϕ dJeikϕφ∗α′ (ϕ, J)
(
δ̂f (k, J, 0)














δ̂f (k, J, 0)















δ̂f (k, J, 0)
i (kω − θ)
φ̃∗α′ (k, J) =
∑
α









δ̂f (k, J, 0)
i (kω − θ)
φ̃∗α′ (k, J) , (4.4.91)
com








φ̃α (k, J) φ̃
∗
α′ (k, J) . (4.4.92)
O lado esquerdo de (4.4.91) pode ser visto como o produto da matriz Ã (θ) com a matriz
ε (θ) e multiplicando ambos os lados da equação por ε−1 (θ), que é a matriz inversa de
ε (θ), resulta em:








δ̂f (k′, J ′, 0)
i (k′ω′ − θ)
φ̃∗α′ (k
′, J ′) . (4.4.93)
Substituindo (4.4.93) em (4.4.81), temos:







δ̂f (k′, J ′, 0)














′, J ′) . (4.4.95)






























δ̂f (k, J, 0) δ̃φ (k′, J, θ′)
〉










Agora vamos calcular estes dois termos do lado direito de (4.4.97) separadamente.
Usando (4.4.94):〈








Dk,k1 (J, J1, θ)
1




δ̂f (k1, J1, 0) δ̂f (k2, J2, 0)
〉




δ̂f (k, J, 0) δ̂f (k′, J, 0)
〉
pode ser obtido usando (4.4.64), tal que:〈









′ϕ′) 〈δf (ϕ, J, 0) δf (ϕ′, J ′, 0)〉 .
(4.4.99)
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Na seção (3.4) vimos que δf = fd − f , logo:
〈δf (k, J, 0) δf (k′, J ′, 0)〉 = 〈fd (ϕ, J, 0) f ′d (ϕ′, J ′, 0)〉 − f (J) f ′ (J ′) . (4.4.100)
Da equação (3.4.76), fazendo m = 1/N temos:
fd (ϕ, J, t) = m
∑
i
δ (ϕi − ϕi (t)) δ (J − Ji (t)) , (4.4.101)
tal que:
〈fd (ϕ, J, 0) f ′d (ϕ′, J ′, 0)〉 = mf (J) δ (ϕ− ϕ′) δ (J − J ′) + f (J) f ′ (J ′) .
(4.4.102)
Substituindo (4.4.102) em (4.4.100) e (4.4.100) em (4.4.99), temos:〈





f (J) δ (J − J ′) δk,−k′ . (4.4.103)
Logo de (4.4.98), temos:〈

















(k1ω1 − θ) (k1ω1 + θ′)
= (2π)2 δ (ω + ω′) δ (θ − k1ω1) . (4.4.105)
Então,〈








Dk,k1 (J, J1, θ)
1
Dk′,−k1 (J, J1,−θ)
× (2π)2 δ (θ + θ′) δ (k1ω1 − θ) . (4.4.106)
Já o segundo termo de (4.4.97) é:〈
δ̂f (k, J, 0) δ̃φ (k′, J, θ′)
〉







Dk′,k′′ (J, J ′′, θ′)
〈
δ̂f (k, J, 0) δ̂f (k′′, J ′′, 0)
〉
(kω − θ) (k′′ω′′ − θ′)
,
(4.4.107)
onde usamos (4.4.94). Usando (4.4.103):〈
δ̂f (k, J, 0) δ̃φ (k′, J, θ′)
〉







Dk′,k′′ (J, J ′′, θ′)
mf (J) δ (J − J ′′) δk,−k′′




δ (θ + θ′) δ (kω − θ) . (4.4.108)
Iremos substituir (4.4.106) em (4.4.97) e (4.4.97) em (4.4.96), tal que o primeiro











kδ (k1ω1 − kω)



























Dk,k (J, J, kω)




α′ (k, J) . (4.4.111)
Sabendo que dado um número complexo z = a+ib, o complexo conjugado será z∗ = a−ib,
logo:
z − z∗ = 2ib e b = 1
2i
(z − z∗) , (4.4.112)















φ∗α′ (k, J) .(4.4.113)
























De (4.4.92), temos que a operação acima com o tensor dielétrico é:















λ′ (k, J) .
(4.4.116)
















= −2iπδ (kω − θ) . (4.4.118)
Logo,











δ (k′ω′ − θ)φλ (k′, J ′)φ∗λ′ (k′, J ′) .
(4.4.119)












|Dk,k′ (J, J ′, kω) |2





















|Dk,k′ (J, J ′, kω) |2






















|Dk,k′ (J, J ′, kω) |2









f (J, t) f (J ′, t) . (4.4.122)
Esta é a equação de Balescu-Lenard com efeitos coletivos para um sistema unidimensional
e não homogêneo [21], nas variáveis ângulo-ação.
4.5 Equação cinética para um estado não homogêneo
do sistema auto-gravitante unidimensional
Agora vamos utilizar a abordagem descrita acima para obter uma equação cinética
do tipo Balescu-Lenard para o sistema auto-gravitante unidimensional em um estado
não homogêneo e hamiltoniana dada na equação 4.1.21. Como determinar as variáveis
ângulo-ação em forma fechada não é sempre possível, pois requer poder realizar integrais
de forma analítica mesmo em uma única dimensão, vamos nos restringir aqui a um estado




Θ(x0 − |x|), (4.5.123)
ou seja, as partículas estão uniformemente distribuídas entre −x0 e x0, com massa m = 1
cada e Θ é a função de Heaviside:
Θ (t) =
{
0, t < 0
1. t > 0
(4.5.124)














































































(x− x′) dx′ +
∫ x0
x










A hamiltoniana que descreve o movimento de uma partícula sob o efeito do campo





A solução da equação de Hamilton-Jacobi para cada uma das regiões é (vide (B)):
• x < −x0:














− x = −∂S
∂t
= H = E, (4.5.130)
onde E é a energia total. Usando o método de separação de variáveis, obtemos:
S(x, t) = W (x)− Et, (4.5.131)
























[2 (E + x)]3/2 − Et. (4.5.132)
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2 (E + x). (4.5.134)
O novo momento é:
P = E, (4.5.135)









2 (E + x)− t. (4.5.136)






• x > x0:















+ x = −∂S
∂t
= H = E, (4.5.138)
onde E é a energia total. Usando o método de separação de variáveis, obtemos:
S(x,E, t) = W (x)− Et, (4.5.139)



















[2m (E − x)]3/2 . (4.5.140)






2 (E − x). (4.5.141)









2 (E − x)− t. (4.5.142)
Portanto a antiga coordenada da posição pode ser reescrita em função das novas variáveis,
como segue:





• |x| < x0:























= H = E. (4.5.144)
Usando o método de separação de variáveis, obtemos:




























































































O potencial de campo médio para cada região é mostrado na figura 4.5.3, para o
caso x0 = 10. Nota-se que há dois intervalos possíveis para a energia, E < x0 e E ≥ x0.
Quando E < x0 o potencial é (x2 + x20) /2x0 e |x| <
√
2x0(E − x0/2). Quando E ≥ x0:
v (x) =

−x, −E < x < −x0
(x2+x20)
2x0
, |x| < x0
x, x0 < x < E
(4.5.150)
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Figura 4.5.3: Potencial de campo médio em cada região para x0 = 10







Figura 4.5.4: Região de integração para obter J quando E ≤ x0








esta expressão pode ser interpretada como uma elípse no espaço de fase centrada em






= E − x0
2
, (4.5.153)











































A hamiltoniana em função da variável ação pode então ser escrita como:







































A variável ângulo é obtida substituindo a energia E em função de J como dada pela
































1 + tan2 ϕ
)
, (4.5.161)











Note na Eq. (4.5.157) que a frequência não depende da variável ação e que a Eq. (4.4.122)












ṽα (k, J) ṽ
∗
α′ (k
′, J ′) lim
θ→kω
ε−1αα′ (θ) , (4.5.163)
com εαα′ (θ) dado por Eq 4.4.92. Devido ω ser independente de J o termo 1/ (kω − θ) sai





que por sua vez implica:
Dk,k′ (J, J
′, kω)
−1 → 0. (4.5.165)
Ou seja, quando E < x0, a frequência independe de J e da Eq. (4.4.122) concluímos que
∂f/∂t = 0.
Para E ≥ x0, a região de integração, no espaço de fase está representada na figura
(4.5.5).
Figura 4.5.5: Região de integração para obter J quando E > x0























































(2E − x0) arctan
( √
x0√
2 (E − x0)
)
. (4.5.166)
Não conseguimos obter, de maneira analítica, a energia E em função da variável ação
através da equação (4.5.166). Com o intuito de obter uma aproximação para essa expres-
são, consideramos os valores x0 = 5 e E > x0, e mostrados o gráfico de J em função de
E na figura 4.5.6, tal que o primeiro termo da equação 4.5.166 é representado por T1, o
segundo termo de 4.5.166 por T2 e a equação 4.5.166 é representada por Ttotal.
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Figura 4.5.6: Na figura a curva vermelha representa o primeiro termo do lado direito de
(4.5.166) e é aproximadamente coincidente com a curva verde. A curva azul representa o
segundo termo do lado direito de (4.5.166) e a curva verde indica a soma dos dois termos,
considerando x0 = 5.0 e a energia variando 6 a 1000.
Podemos notar que o segundo termo de (4.5.166) é aproximadamente igual a zero,
logo vamos considerar que:
J ≈ (4E − x0)
3π
√
2(E − x0). (4.5.167)















































3 (2 (E + x))
3/2




















−x0 < x < x0
1
3 (2 (E − x))
3/2
, x0 < x < E,
(4.5.170)
No entanto não conseguimos obter uma expressão analítica em forma fechada para
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x (J, ϕ). Obtemos na região −x0 < x < x0 a variável ângulo:
ϕ = a(J, x0) arctan
(
x√
b (J, x0)− x2 − x20
)(√





b (J, x0)− x2 − x20
,
(4.5.171)
com b(J, x0) e a(J, x0) funções de J e x0, mas não conseguimos isolar o x na expressão
acima. Portanto para o sistema gravitacional unidimensional não homogêneo conseguimos
mostrar que o termo de ordem 1/N , na equação dinâmica se anula para E < x0, indicando
que o tempo de relaxação para o equilíbrio neste caso deve ser N δ, com o expoente δ ≥ 2,




auto-gravitante em uma dimensão
A teoria ergódica auxilia o estudo de diversos campos de pesquisa, como a mecânica
celeste (estabilidade do sistema solar), química (estabilidade de moléculas excitadas iso-
ladas) e na mecânica estatística. Ela surge com George D. Birkhoof e John von Neumann
em 1931 [62], quando ambos publicaram artigos separados e praticamente simultâneos
sobre o que veio a ser conhecido como teorema ergódico. Nesses artigos as técnicas eram
diferentes, mas chegaram a resultados semelhantes. Eles conseguiram solucionar um pro-
blema enfrentado pelos criadores da mecânica estatísitica J. C. Maxwell e L. Boltzmann
desde 1870, justificar a hipótese de que as médias de observáveis sobre intervalos gran-
des de tempo são iguais a suas médias de ensemble no espaço de fase. Neste capítulo
apresentaremos o conceito de ergodicidade, alguns métodos para verificar a ergodicidade,
como o método direto [63], funcional dinâmico [64] e estatística dos tempos de ocupação
[65], e aplicaremos o método direto no sistema gravitacional unidimensional, nos estados
homogêneos e não homogêneos.
Considerando x um ponto no espaço de fase M , representando o sistema no tempo
t = 0, tal que x ≡ (q1, p1, ..., qN , pN), onde qi e pi são as posições e o momento da i-
ésima partícula, respectivamente, e N é o número de partículas. Definimos por Pt (x) o
estado do sistema no tempo t, com P0(x) = 0 ao tempo inicial t = 0. Além disso f é
uma função integrável, que descreve a distribuição de partículas no espaço de fase M . Na








f (Pt (x)) dt =
∫
M
f (ν) dµ (ν) , (5.0.1)
onde ν representa o estado do sistema no espaço de fase e dµ(ν) é uma medida invariante
no espaço de fase. Ou seja, o sistema é ergódico quando a média temporal é igual a
média do ensemble ([66],[62]).Para determinar se o sistema é ou não ergódico utilizaremos
o método direto, que passamos a descrever na subseção a seguir.
5.1 Teste de ergodicidade - Método Direto
Neste teste de ergodicidade analisaremos o comportamento do desvio padrão para as
coordenadas e para o momento de um sistema de N partículas. Este método será descrito
















com ∆t um intervalo de tempo constante, que tomamos como sendo o passo de integração,














onde 〈...〉, denota a média de ensemble, isto é, a média sobre as N partículas. O sistema
é ergódico quando σx (t) e σp (t) tendem a zero quando t → te, com te o tempo de
ergodicidade, ou seja, um sistema é ergódico quando xk e pk é a mesma para todas as
partículas. Em [31] os autores apresentam um estudo sobre os devios padrões do modelo
HMF (homogêneo e inomogêneo) e para o sistema gravitacional bidimensional mostrando
que te ≈ tr, com tr o tempo de relaxação para o equilíbrio termodinâmico.
Podemos classificar o sistema com forte quebra de ergodicidade, quando alguma
região no espaço de fase é não acessível pela trajetória do sistema ou, por outro lado,
o sistema pode ter comportamento fracamente não ergódico correspondendo a situação
onde todos estados podem ser alcançados, mas o tempo gasto em regiões diferentes do
espaço de fase, de mesma medida, é diferente, então o sistema é não ergódico.
Na literatura encontramos outros métodos , como:
• Estatística de tempos de ocupação-Este teste analisa a função densidade de
probabilidade da média temporal de um observável, este método foi desenvolvido
em [65] e também é apresentado em [31].
• Método do funcional dinâmico- O método do funcional dinâmico é usado em
processos estocásticos estacionários [67, 31], como o processo clássico Ornstein-
Uhlenbeck e o processo Gaussiano apresentado em [68].
Além destes métodos utilizamos outro método para determinar a ergodicidade dos siste-
mas auto-gravitantes unidmensionais, ele será descrito na seção seguinte.
5.2 Propriedades ergódicas do sistema auto-gravitante
unidimensional
5.2.1 Estado não homogêneo
Agora iremos apresentar nossos resultados para as propriedades ergódicas do sistema
auto-gravitante em uma dimensão, da hamiltoniana dada pela equação 4.1.21, e relatado
em [1].
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Para um estado não homogêneo não há razão de utilizar condições de contorno pe-
riódicas, de forma que a interação entre duas partículas é dada pelo potencial:
V (xi − xj) = |xi − xj| . (5.2.6)
As simulações de dinâmica molecular foram realizadas utilizando uma adaptação do algo-
ritmo de event driven descrito em [69], neste algoritmo as colisões ocorem pela influência
da força de hard-core, ou seja, no momento da colisão consideramos a troca dos rótulos
das partículas. Como condição inicial vamos considerar as N partículas com posição e
momento dados por uma realização de uma distribuição de waterbag definida por




, se |x| < x0 e |p| < p0,
0, caso contrário,
(5.2.7)
para x0 e p0 constantes. A evolução temporal do sistema entre duas colisões é então dada
por:















b = pi+1 (0)− pi (0) , (5.2.11)
c = xi+1 (0)− xi (0) , (5.2.12)
d =
√
b2 − 4ac. (5.2.13)
Após a colisão as posições e momentos são, respectivemente:





pi (t+ ∆t) = pi (t) + Fi∆t. (5.2.15)
Temos assim N − 1 tempos de colisão (eventualmente infinito se as partículas nunca
colidirem no futuro), que são armazenados na memória do computador. Aquela com o
menor tempo de colisão é implementada, e todas as partículas são avançadas até esse
tempo. O tempo de colisão entre as partículas envolvidas na colisão e suas vizinhas é
atualizado correspondentemente. O sistema é assim evoluído ao longo do tempo colisão





(N − i+ 1)− i
N
=
N − 2i+ 1
N
, (5.2.16)
onde N> (xi) e N< (xi) é o número de partículas com coordenadas maior do que xi e menor
do que xi, respectivamente. A força Fi é constante ao longo do tempo.














onde usamos 〈x〉 = 0 e 〈p〉 = 0.






onde σp é o desvio padrão de p. Para k = 4 o momento reduzido é a curtose e no caso
de uma distribuição gaussiana µ4 = 3 e µ6 = 15. Portanto, quanto mais próxima µ4 e µ6
está destes valores, mais próximo a distribuição de partículas está da gaussiana.
A evolução de µ4 e µ6 ao longo do tempo para o sistema com a distribuição inicial
tipo waterbag com x0 = 10.0, p0 = 0.5 e N = 100, está apresentada na Fig. 5.2.1, com
tempo de relaxação tr ≈ 106. Usamos um valor de N pequeno para podermos observar
a evolução até o equilíbrio, o que não conseguimos em nosso algoritmo para N grande.
Devido à alta densidade da distribuição espacial, uma alta precisão numérica é requerida,
vamos usar uma precisão quádrupla para evitar perder qualquer colisão devido aos erros
de arredondamento. Além da evolução de µ4 e µ6, são apresentados na Fig. 5.2.1 (b) a
evolução dos desvios para p e x. Podemos notar na Fig. 5.2.1 que quando t → tr, µ4 e
µ6 tende aos valores de equilíbrio associados à distribuição gaussiana e σx e σp tende a
zero, demonstrando que o sistema se torna ergódico para tempos da ordem do tempo de































Figura 5.2.1: (a): Evolução dos momentos reduzidos µ4 e µ6 ao longo do tempo. (b):
Evolução temporal dos desvios σx e σp, para N = 100, x0 = 10.0, p0 = 0.5.
Outra forma de obter a ergocidade do sistema é considerar as distribuições φ (p, t) e
ρ (x, t), que são a densidade de probabilidade para as variáveis x e p sobre as N partículas
no tempo fixo t e as densidades de probabilidade para os valores de x e p de uma partícula
específica, que ela assume ao longo de sua história entre o tempo inicial e t, denotamos
por h (x, t) e g (p, t). A ergodicidade implica:
φ (p, t) = g (p, t) (5.2.20)
ρ (x, t) = h (x, t) (5.2.21)
(5.2.22)
e t ≈ te, com te o tempo de ergodicidade. Os resultados da evolução destas densidades
de probabilidade ao longo do tempo são apresentados nas figura 5.2.2 e 5.2.3 para alguns
valores de tempo e é evidente que as equações 5.2.21 e 5.2.22 são satisfeitas quando o
tempo tende para o tempo de ergodicidade e de relaxação para o equilíbrio.
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H istogram a de um a sim ples
 partícula







































Figura 5.2.2: A distribuição g(p, t) (histograma), φ(p, t) (linha pontilhada) e a distribuição
de equilíbrio (linha tracejada) para a mesma simulação da Fig. 5.2.1 para β=0.225, para
alguns valores de t.
Nas Figs. 5.2.2 e 5.2.3 a distribuição no equilíbrio foi obtida em [26]:



















com E a energia total do sistema, G é a constante gravitacional e M = N é a massa total
do sistema para um sistema com partículas de massa unitária. Assim as densidades de
probabilidade no equilíbrio são:
φeq (p) = Ce
−bp2β, (5.2.26)




com b, C e A constantes e β o inverso da temperatura.
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Histograma de uma simples
 partícula


































Figura 5.2.3: Mesmo como Fig. 5.2.2, mas para h(x, t) (histograma) e ρ(x, t) (linha
pontilhada) e a distribuição espacial no equilíbrio (linha tracejada).
5.2.2 Estado homogêneo
Já para um estado homogêneo temos que utilizar condições de contorno periódicas,
com célula unitária no intervalo [−L,L] e com acréscimo da componente de Ewald, como
explicado na seção 4.2 . Assim o potencial entre duas partículas é dado por:
V (xi, xj) =
(





A seguir apresentamos os resultados obtidos para uma distribuição inicial de waterbag,
com x0 = L = 1 e p0 = 3, tal que a colisão entre as partículas não é influenciada pela
força de hard-core, ou seja, as partículas podem se atravessar. As equações de Hamilton
do sistema são então resolvidas numericamente utilizando um integrador simplético de
quarta ordem, descrito no apêndice C. A evolução temporal dos momentos reduzidos µ4
e µ6 até t = 105 é mostrada na Fig. 5.2.4.
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Figura 5.2.4: Momento reduzido µ4 e µ6 para o estado homogêneo com a condição inicial
waterbag com x0 = 1.0 e p0 = 3.0.
Cabe comparar os resultados para as distribuições φ (p, t) e ρ (x, t) em t = 105 com
as distribuições g (p, t) e h (x, t), mostradas na figura 5.2.5 para o mesmo valor do tempo.
Elas são claramente muito distintas, mesmo após um tempo tão longo e tão poucas par-
tículas. A distribuição espacial h (x, t) é aproximadamente uniforme, já que as partículas
podem se entrecruzarem e a força de campo médio é, residualmente, pequena. No entanto
a distribuição do momento g (p, t) não é simétrica, contrário ao caso do sistema inomogê-
neo para todos os valores de t, exceto para um tempo inicial como é observado na figura
5.2.2. Portanto concluímos que o tempo para ergodicidade, se for finito, é muitas ordens
de magnitude maior do que o estado não homogêneo.






















Figura 5.2.5: (a): Função distribuição g(p, t) para t = 105, a simulação é a mesma que a
realizada em Fig. 5.2.4. (b): função distribuição h(x, t) para t = 105.
Com base na discussão na seção 4.3, com base nos resultados mostrados na figura
4.3.2, percebemos que essa evolução extremamente lenta do momento µ6 observada na
figura 5.2.4 é um efeito espúrio de utilizar a aproximação com valor finito para L e que




Neste trabalho estudamos a dinâmica dos sistemas auto-gravitantes unidimensional,
além de estudar as equações cinéticas, que descreve a evolução dos sistemas unidimen-
sionais no estado homogêneo. Nossa motivação para estudar os sistemas gravitacionais
unidimensionais, se deve aos resultados do artigo [30] em que os autores indicam uma di-
nâmica lenta dos estados não homogêneos para o equilíbrio. Por este motivo, realizamos
em nosso trabalho tanto a análise analítica , através da obenção das equações cinéticas,
quanto a análise numérica, para estados homogêneos e não homogêneos.
Além disso, os trabalhos [52, 13] também nos motivaram. Nestes trabalhos os autores
obtêm uma equação cinética para o HMF e mostram através análise analítica e através
de simulações numéricas, que o tempo de relaxação para o equilíbrio é proporcional a
N2. Incentivados por estes resultados , buscamos obter uma equação geral para descrever
a evolução dos sistemas unidimensionais homogêneos e com potencial periódico, já que
a técnica utilizada consiste em resolver as equações BBGKY expressando os potenciais
e as correlações como séries de Fourier. Como vimos ao longo do capítulo 3, os termos
colisionais das equações de Landau e Balescu-Lenard se anulam para este sistema, logo
consideramos termos de ordem superiores da equação BBGKY e obtivemos através das
equações (3.6.167), (3.6.170) e (3.6.171) uma equação que descreve a dinâmica destes
sistemas. Aplicamos o potencial e período do HMF nesta equação geral e obtivemos
exatamente os resultados de [52] e [13].
No capítulo 4 estudamos os sistemas auto-gravitantes unidimensionais, estes sistemas
apresentam dois estados: os estados homogêneos e não homogêneos, cada qual com uma
dinâmica. Apresentamos a soma de Ewald, que consiste em um método de condições de
contorno periódica, com período L, para obter o potencial gravitacional devido a uma
célula e suas réplicas. Este potencial obtido da soma de Ewald foi utilizado na análise da
equação cinética para o estado homogêneo. As equações cinéticas deste estado dependem
da derivada do potencial e este potencial tem uma singularidade, quando a distância entre
as partículas é nula. Consideramos que na colisão as partículas trocam seus momentos e
a força responsável por esta troca é a força de hard-core (FHC), neste caso a força numa
partícula i devido a uma partícula j é F = Fgrav +FHC , onde Fgrav = −∇Vij. Vimos que,
no limite L → ∞ a força gravitacional tende a zero e que a única força que permanece
nesse limite é a força de hard-core. Esta força é responsável apenas pelas trocas dos mo-
mentos, mantendo o ordenamento entre as partículas preservado. Desta forma, a evolução
da função distribuição de uma partícula ao longo do tempo é constante, implicando que
o termo colisional da equação cinética é nulo. Isto indica que o tempo de relaxação do
estado homogêneo é infinito.
67
Para o sistema auto-gravitante unidimensional no estado não-homogêneo, utilizamos
a equação de Balescu-Lenard para variáveis ângulo-ação. Para este caso analisamos dois
regimes diferentes de energia E ≥ x0 e E < x0. Vimos para E ≤ x0, que o termo colisional
da equação cinética é nulo e que o tempo de relaxação para o equilíbrio deve ser N δ, com
δ ≥ 2. Já para E > x0 não podemos concluir sobre a dinâmica.
No capítulo 5 foi apresentado o teste de ergodicidade do método direto para o sistema
auto-gravitante unidimensional, no qual consiste em calcular o desvio padrão, tanto para
a posição quanto para o momento. O sistema é dito ergódico quando o desvio padrão
tende a zero, quando o tempo tende ao tempo de ergodicidade. Fizemos este teste para o
estado não homogêneo, com N = 100 partículas e com estado inicial representado por uma
waterbag, verificamos que para t ≈ 106 o sistema atinge o equilíbrio. Realizamos outro
dois testes: o teste dos momentos reduzidos (µ4 e µ6), para obter o tempo de relaxação
para o equilíbrio, e o teste para comparar a evolução das distribuições das N partículas
(φ(p, t) e ρ(x, t)) com as distribuições de uma partícula (g(p, t) e h(x, t)) e a distribuição
gaussiana, para comparar o tempo de relaxação e ergodicidade. Concluímos através destes
testes, que o estado não homogêneo atinge o equilíbrio, além disso, é ergódico e o tempo
de relaxação é proporcional a N3, estando estes resultados de acordo com os resultados
da análise analítica.
Considerando os estados homogêneos, os resultados dos testes de ergodicidade, mos-
tram que estes sistemas não atingem o equilíbrio para t = 105 e pela análise das distri-
buições g(p, t) e h(x, t) podemos observar que se este sistema atinge o equilíbrio é para
tempos muito grande, este resultado também está de acordo com nossa análise analítica
das equações cinéticas.
Como proposta para futuros estudos destacam-se estudar a dinâmica de outros sis-
temas unidimensionais, de longo alcance e homogêneos e aplicar as equações (3.6.172),
(3.6.167), (3.6.170) e (3.6.171), para testar a validade em outros sistemas. Além disso,
devido a insuficiência de resultados quanto ao uso da equação de Balescu-Lenard nas
variáveis ângulo-ação para os sistemas gravitacionais unidimensionais não homogêneo de-
vemos investigar essa dependência com a energia total e tentar obter alguma conclusão
sobre a dinâmica destes sistemas para os diferentes limiares de energia.
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Apêndice A
Diagramas da hierarquia BBGKY
Para construir a representação gráfica da hierarquia BBGKY, vamos considerar
fs(x1, ..., xs) representado por linhas horizontais associada as partículas (1, ..., s). O propa-
gador L0i não requer nenhuma representação, já que ele é um propagador que representa
a partícula livre. As interações associadas aos operadores L′ij são representadas pela
junção das linhas, que representa i e j da direita para a esquerda. Considerando esta
representação, temos dois tipos de diagramas:
• X vértice-está associado apenas a interação de duas partículas e representa o segundo
termo de 3.1.29, dependendo apenas ao operador L′ij;
Figura A.0.1: Diagrama tipo X-vértice.
• Y vértice- representa o terceiro termo da equação 3.1.29, associado a interação
entre duas partículas, seguida de uma integração da partícula extra. Este vértice
representa a transição do estado de (s + 1) partículas para s partículas e apenas
uma linha é representada na esquerda.
Figura A.0.2: Diagrama tipo Y-vértice.
Para s = 1 em 3.1.29:






12f (x1) f (x2) , (A.0.1)
o diagrama de evolução da hierarquia BBGKY é:
Para s = 2 em 3.1.29:
∂tf2 (x1, x2) = L
0
1f2 (x1, x2) + L
0
2f2 (x1, x2) + L
′




13f3 (x1, x2, x3)




23f3 (x1, x2, x3) (A.0.2)
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Figura A.0.3: Diagrama da hierarquia BBGKY para s = 1.
e os diagramas são:
Figura A.0.4: Diagrama da hierarquia BBGKY para s = 2.





O formalismo de Hamilton-Jacobi permite obter uma transformação canônica que
simplifica as equações de movimento.
Seja um sistema descrito pelas variáveis canônicas (q, p) e com hamiltonianaH(q, p, t),
seja uma função geradora S(q, P, t) responsável pela transformação canônica. A função
geradora S é escolhida de tal forma que a nova hamiltoniana é K(Q,P, t) = 0, logo as








= 0→ Pi = αi, (B.0.2)
onde αi e βi são constantes. Logo,





























esta é a equação de Hamilton-Jacobi. Ou seja, encontrada uma solução da equação de
Hamilton-Jacobi da forma S (q1, ..., qn, α1, ..., αn, t) esta função transforma a nova hamil-
toniana reduzindo-a a zero.
A natureza da equação de Hamilton-Jacobi possibilita a separação de variáveis na




Integradores simpléticos são usados para resolver numericamente sistemas hamilto-
nianos. Quando o integrador não é simplético o erro da energia total cresce em geral,
já quando o integrador é simplético não há mudança no erro da energia total, já que os
algorítmos são construídos tal que preservam certas propriedades geométricas inerentes
ao sistema.
O primeiro desses métodos foi desenvolvido por Rene de Vogelaere. Esse método foi
desenvolvido independentemente por R. D. Ruth, que construiu o integrador simplético
para estudar a dinâmica de aceleradores de partículas [70]. Demonstraremos a seguir
como obter o integrador simplético de primeira, segunda e quarta ordem.

Seja A e B operadores que não comutam e τ um número real pequeno. Vamos
considerar n a ordem do integrador e encontrar um conjunto de números reais (c1, c2, ..., ck)





O problema de obter ci e di está relacionado diretamente ao integrador simplético do
sistema Hamiltoniano. Primeiramente, introduzimos a notação z = (x, p) e a equação de
Hamilton pode ser reescrita, tal que:
ż = {z,H (z)} , (C.0.2)
onde { } é o parênteses de Poisson, {F,G} = FxGp−FpGx, com Fx = ∂F/∂x. Vamos in-
troduzir o operador diferencial DG, com DG = {F,G}, portanto (C.0.2) pode ser reescrito
como ż = DHz. Então a solução de 0 a τ para z é:
z (τ) = z (0) eDHτ . (C.0.3)
Para uma hamiltoniana separável,
H (x, p) = T (p) + V (x) , (C.0.4)
o operador diferencial DH = DT +DV , ou seja:
z (τ) = z (0) e(A+B)τ , (C.0.5)


































A2z = D2T z = DT{z, T} = {{z, T}, T} = {(ẋ, 0), T} = 0,





, V } = 0. (C.0.10)
Logo concluimos que:
eAτ = 1 + τA
eBτ = 1 + τB. (C.0.11)
E de (C.0.5):
z = (1 + τA) (1 + τB) z(0) (C.0.12)
Considerando z = (x, p) e substituindo em (C.0.12), podemos reescrever:








com i=1,..., k. Portanto um integrador de ordem n é obtido através de (C.0.13). Quando
queremos o integrador simplético de ordem n = 1, consideramos (C.0.1) e expandimos o
lado esquerdo de (C.0.1) em potenciais de τ e igualamos o coeficiente de potência igual de
τ até a ordem 1 do lado direito de (C.0.1), fazendo k = 1, teremos duas equações: uma
com os coeficientes de A e outra com os coeficientes de B. Ou seja:
eτ(A+B) = 1 + τ (A+B) ,
eτc1 = 1 + τAc1,
eτd1 = 1 + τAd1,
⇒ 1 + τ (A+B) = 1 + τAc1 + τAd1, (C.0.14)
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com c1 = d1 = 1. Seguindo a mesma técnica, para o integrador simplético de ordem n = 2
a solução mais simples é quando k = 2, c1 = c2 = 1/2 e d1 = 1. Já os coeficentes do
integrador de quarta ordem foi obtido por F. Neri e são [71]:
c1 = c4 =
1
2 (2− 21/3)
, c2 = c3 =
1− 21/3
2 (2− 21/3)






, d4 = 0.
(C.0.15)
E para o integrador de quarta ordem a equação (C.0.13) é aplicada para i = 1, 2, 3, 4.

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