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Abstract
We present a novel classifier network called STEP, to
classify perceived human emotion from gaits, based on a
Spatial Temporal Graph Convolutional Network (ST-GCN)
architecture. Given an RGB video of an individual walk-
ing, our formulation implicitly exploits the gait features to
classify the emotional state of the human into one of four
emotions: happy, sad, angry, or neutral. We use hundreds
of annotated real-world gait videos and augment them with
thousands of annotated synthetic gaits generated using a
novel generative network called STEP-Gen, built on an ST-
GCN based Conditional Variational Autoencoder (CVAE).
We incorporate a novel push-pull regularization loss in the
CVAE formulation of STEP-Gen to generate realistic gaits
and improve the classification accuracy of STEP. We also
release a novel dataset (E-Gait), which consists of 2, 177
human gaits annotated with perceived emotions along with
thousands of synthetic gaits. In practice, STEP can learn
the affective features and exhibits classification accuracy of
89% on E-Gait, which is 14−30% more accurate over prior
methods.
1. Introduction
Human emotion recognition using intelligent systems is
an important socio-behavioral task that arises in various
applications, including behavior prediction [13], surveil-
lance [2], robotics [4], affective computing [52, 3], etc. Cur-
rent research in perceiving human emotion predominantly
uses facial cues [17], speech [24], or physiological signals
such as heartbeats and respiration rates [55]. These tech-
niques have been used to identify and classify broad emo-
tions including happiness, sadness, anger, disgust, fear and
other combinations [15].
Understanding the perceived emotions of individuals us-
ing non-verbal cues, such as face expressions or body move-
Figure 1. STEP and STEP-Gen: We present a novel classi-
fier network (STEP) to predict perceived emotions from gaits, as
shown for this walking video. Furthermore, we present a gen-
erator network (STEP-Gen) to generate annotated synthetic gaits
from our real world gait dataset to improve the accuracy of STEP.
We evaluate their performance on a novel E-Gait dataset and ob-
serve 14 − 30% improvement in the classification accuracy over
prior methods.
ment, is regarded as an important and challenging problem
in both AI and psychology, especially when self-reported
emotions are unreliable or misleading [37]. Most prior work
has focused on facial expressions, due to the availability of
large datasets [16]. However, facial emotions can be un-
reliable in contexts such as referential expressions [14] or
the presence or absence of an audience [20]. Therefore,
we need better techniques that can utilize other non-verbal
cues.
In this paper, we mainly focus on using movement fea-
tures corresponding to gaits in a walking video for emotion
perception. A gait is defined as an ordered temporal se-
quence of body joint transformations (predominantly trans-
lations and rotations) during the course of a single walk cy-
cle. Simply stated, a person’s gait is the way the person
walks. Prior work in psychology literature has reported that
participants were able to identify sadness, anger, happiness,
and pride by observing affective features corresponding to
arm swinging, long strides, erect posture, collapsed upper
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body, etc. [36, 34, 35, 30].
There is considerable recent work on pose or gait ex-
traction from a walking video using deep convolutional
network architectures and intricately designed loss func-
tions [10, 21]. Gaits have also been used for a variety of ap-
plications including action recognition [46, 49] and person
identification [54]. However, the use of gaits for automatic
emotion perceptions has been fairly limited, primarily due
to a lack of gait data or videos annotated with emotions [7].
It is difficult and challenging to generate a large dataset with
many thousands of annotated real-world gait videos to train
a network.
Main Results: We present a learning-based approach to
classify perceived emotions of an individual walking in a
video. Our formulation consists of a novel classifier and
a generative network as well as an annotated gait video
dataset. The main contributions include:
1. A novel end-to-end Spatial Temporal Graph
Convolution-Based Network (STEP), which im-
plicitly extracts a person’s gait from a walking video
to predict their emotion. STEP combines deeply
learned features with affective features to form hybrid
features.
2. A Conditional Variational Autoencoder (CVAE) called
STEP-Gen, which is trained on a sparse real-world an-
notated gait set and can easily generate thousands of
annotated synthetic gaits. We enforce the temporal
constraints (e.g., gait drift and gait collapse) inherent
in gaits directly into the loss function of the CVAE,
along with a novel push-pull regularization loss term.
Our formulation helps to avoid over-fitting by generat-
ing more realistic gaits. These synthetic gaits improve
the accuracy of STEP by 6% in our benchmarks.
3. We present a new dataset of human gaits annotated
with emotion labels (E-Gait). It consists of 2, 177 real-
world and 4, 000 synthetic gait videos annotated with
different emotion labels.
We have evaluated the performance of STEP on E-Gait. The
gaits in this dataset were extracted from videos of humans
walking in both indoor and outdoor settings and labeled
with one of four emotions: angry, sad, happy, or neutral.
In practice, STEP results in classification accuracy of 87%
on E-Gait. We have compared it with prior methods and
observe:
• An accuracy increase of 14% over prior learning-based
method [38]. This method uses LSTMs for modeling
their input, but for an action recognition task.
• Accuracy improvement of 21 − 30% on the absolute
over prior gait-based emotion recognition methods re-
ported in the psychology literature that use affective
features.
2. Related Work
We provide a brief overview of prior work in emotion
perception and generative models for gait-like datasets.
Emotion Perception. Face and speech data have been
widely used to perceive human emotions. Prior methods
that use faces as input commonly track action units on the
face such as points on the eyebrow, cheeks and lips [16],
or track eye movements [39] and facial expressions [33].
Speech-based emotion perception methods use either spec-
tral features or prosodic features like loudness of voice,
difference in tones and changes in pitch [24]. With the
rising popularity of deep learning, there is considerable
work on developing learned features for emotion detection
from large-scale databases of faces [51, 53] and speech sig-
nals [12]. Recent methods have also looked at the cross-
modality of combined face and speech data to perform emo-
tion recognition [1]. In addition to faces and speech, physi-
ological signals such as heartbeats and respiration rates [55]
have also been used to increase the accuracy of emotion per-
ception. Our approach for emotion perception from walking
videos and gaits is complimentary to these methods and can
be combined.
Different methods have also been proposed to perceive
emotions from gaits. Karg et al. [26] use PCA-based clas-
sifiers, and Crenn et al. [8] use SVMs on affective fea-
tures. Venture et al. [45] use autocorrelation matrices be-
tween joint angles to perform similarity-based classifica-
tion. Daoudi et al. [11] represent joint movements as sym-
metric positive definite matrices and perform nearest neigh-
bor classification.
Gaits have also been widely used in the related problem
of action recognition [25, 18, 19, 32, 49]. In our approach,
we take motivation from prior works on both, emotion per-
ception and action recognition from gaits.
Gait Generation. Collecting and compiling a large dataset
of annotated gait videos is indeed a challenging task. As
a result, it is important to develop generative algorithms
for gaits conditioned on emotion labels. Current learning-
based generation models are primarily based on Genera-
tive Adverserial Networks (GANs) or Variational Autoen-
coders (VAEs). MoCoGAN [43] uses a GAN-based model,
the latent space of which is divided into motion space
(for generating temporal features) and content space (for
generating spatial features). It can generate tiny videos
of facial expressions corresponding to various emotions.
vid2vid [47] is a state-of-the-art GAN-based network that
uses a combined spatial temporal adversarial objective to
generate high-resolution videos, including videos of human
poses and gaits when trained on relevant real data. Other
generative methods for gaits learn the initial poses and the
intermediate transformations between frames in separate
networks, and then combine the generated samples from
both networks to develop realistic gaits [50, 6]. In this work,
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we model gaits as skeletal graphs and use spatial-temporal
graph convolutions [49] inside a VAE to generate synthetic
gaits.
3. Background
In this section, we give a brief overview of Spatial Tem-
poral Graph Convolutional Networks (ST-GCNs) and Con-
ditional Variational Autoencoders (CVAE).
3.1. GCN and ST-GCN
The Graph Convolutional Network (GCN) was first in-
troduced in [5] to apply convolutional filters to arbitrarily
structured graph data. Consider a graph G={V, E} with N
= |V| nodes. Also consider a feature matrix X ∈ RN×F ,
where row xi ∈ RF corresponds to a feature for vertex i.
The propagation rule of a GCN is given as
Z(l+1) = σ(AZ(l)W (l)), (1)
where Z(l) and Z(l+1) are the inputs to the l-th and the
(l+1)-th layers of the network, respectively. Z(0)=X ,W (l)
is the weight matrix between the l-th and the (l+ 1)-th lay-
ers, A is the N × N adjacency matrix associated with the
graph G and σ(·) is a non-linear activation function (e.g.,
ReLU). Thus, a GCN takes in a feature matrix X as an in-
put and generates another feature matrix Z(L) as the output,
L being the number of layers in the network. In practice,
each weight matrix W in a GCN represents a convolutional
kernel. Multiple such kernels can be applied to the input of
a particular layer to get a feature tensor as output, similar to
a conventional Convolutional Neural Network (CNN). For
example, ifK kernels, each of dimension F×D are applied
to the input X , then the output of the first layer will be an
N ×D ×K feature tensor.
Yan et al. [49] extended GCNs to develop the spatial
temporal GCN (ST-GCN), which can be used for action
recognition from human skeletal graphs. The graph in their
case is the skeletal model of a human extracted from videos.
Since they extract poses from each frame of a video, their
input is a temporal sequence of such skeletal models. “Spa-
tial” refers to the spatial edges in the skeletal model, which
are the limbs connecting the body joints. “Temporal” refers
to temporal edges which connect the positions of each joint
across different time steps. Such a representation enables
the gait video to be expressed as a single graph with a fixed
adjacency matrix, and thus can be passed through a GCN
network. The feature per vertex in their case is the 3D po-
sition of the joint represented by that vertex. In our work,
we use the same representation for gaits, described later in
Section 4.1.
3.2. Conditional Variational Autoencoder
The variational autoencoder [28] is an encoder-decoder
architecture that is used for data generation based on
Bayesian inference. The encoder transforms the training
data into a latent lower-dimensional distribution space. The
decoder draws random samples from that distribution and
generates synthetic data that are as similar to the training
data as possible.
In conditional VAE [41], instead of generating from a
single distribution space learned by the encoder, it learns
separate distributions for the separate classes in the train-
ing data. Thus, given a class, the decoder produces random
samples from the conditional distribution of that class, and
generates synthetic data of that class from those samples.
Furthermore, if we assume that the decoder generates Gaus-
sian variables for every class, then the negative log likeli-
hood for each class is given by the MSE loss
Lo = ‖x− fθc(z)‖2 (2)
where fθc(·) denotes the decoder function for class c, x rep-
resents the training data, and z the latent random variable.
We incorporate a novel push-pull regularization loss on top
of this standard CVAE loss, as described in Section 5.3.
4. STEP and STEP-Gen
Our objective is to perform emotion perception from
gaits. Based on prior work [30, 26, 8], we assume that emo-
tional cues are largely determined by localized variances in
gaits, such as swinging speed of the arm (movement of 3
adjacent joints: shoulder, elbow and hand), stride length
and speed (movement of 3 adjacent joints: hip, knee and
foot), relative position of the spine joint w.r.t. the adjacent
root and neck joints and so on. Convolutional kernels are
known to capture such local variances and encode them into
meaningful feature representations for learning-based algo-
rithms [31]. Additionally, since we treat gaits as a periodic
motion that consists of a sequence of localized joint move-
ments in 3D, we therefore use GCNs for our generation and
classification networks to capture these local variances effi-
ciently. In particular, we use Spatial Temporal GCNs (ST-
GCNs) developed by [49] to build both our generation and
classification networks. We now elaborate our entire ap-
proach in detail.
4.1. Extracting Gaits from Videos
Naturally collected human gait videos contain a wide va-
riety of extraneous information such as attire, items carried
(e.g., bags or cases), background clutter, etc. We use a state-
of-the art pose estimation method [10] to extract clean, 3D
skeletal representations of the gaits from videos. Moreover,
gaits in our dataset are collected from varying viewpoints
and scales. To ensure that the generative network does not
end up generating an extrinsic mean of the input gaits, we
perform view normalization. Specifically, we transform all
gaits to a common point of view in the world coordinates
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Figure 2. Our Generation Network (STEP-Gen): The encoder consists of ST-GCN, Average Pool and Conv2D layers. The decoder
consists of DeConv2D, Repeat and ST-GDCN layers. RSG (Random Sample Generator) is used to generate random samples from the
latent space. + denotes appending; T : number of time steps (75 in our dataset); V : number of nodes (16 in our dataset); C: dimension
of each node (3 in our dataset). Input: Human gaits processed from walking videos and corresponding emotion label. Spheres are nodes,
thick red lines are spatial edges and thin gray lines are temporal edges. Output: Human gaits corresponding to the input label, with same
T , V , and C.
using the Umeyama method [44]. Thus, a gait in our case
is a temporal sequence of view normalized skeletal graphs
extracted per frame from a video. We now provide a formal
definition for gait.
Definition 4.1. A gait is represented as a graph G = (V, E),
where V denotes the set of vertices and E denotes the set of
edges, such that
• vti ∈ V , i ∈ {1, . . . V } represents the 3D position of
the i-th joint in the skeleton at time step t and V is the
total number of joints in the skeleton.
• Ati ⊆ V is the set of all nodes that are adjacent to vti as
per the skeletal graph at time step t,
• vi := {vti}t∈{1,...,T} denotes the set of positions of of
the i-th joint across all time steps 1 . . . T ,
• (vti , vtj) ∈ E , ∀vtj ∈ Ati ∪ vi, ∀t ∈ {1, . . . , T}, ∀i ∈
{1, . . . , V }.
A key pre-requisite for using GCNs is to define the ad-
jacency between the nodes in the graph [5, 29, 49]. Note
that as per definition 4.1, given fixed T and V , any pair of
gaits Gx and Gy can have different sets of vertices, Vx and
Vy respectively, but necessarily have the same edge set E
and hence the same adjacency matrix A. This useful prop-
erty of the definition allows us to maintain a unique notion
of adjacency for all the gaits in a dataset, and thus develop
ST-GCN-based networks for the dataset.
4.2. STEP-Gen: The Generation Network
We show our generative network in Figure 2. Our net-
work architecture is based on the Conditional Variational
Autoencoder (CVAE) [41].
In the encoder, each C × T × V dimensional input gait,
pre-processed from a video (as per Section 4.1), is appended
with the corresponding label, and passed through a set of 3
ST-GCN layers (yellow boxes). C=3 is the feature dimen-
sion of each node in the gait, representing the 3D position
of the corresponding joint. The first ST-GCN layer has 64
kernels and the next two have 32 kernels each. The output
from the last ST-GCN layer is average pooled along both the
temporal and joint dimensions (blue box). Thus, the output
of the pooling layer is a 32 × 1 × 1 tensor. This tensor
is passed through two 1 × 1 convolutional layers in paral-
lel (red boxes). The outputs of the two convolutional layers
are 32 dimensional vectors, which are the mean and the log-
variance of the latent space respectively (purple boxes). All
ST-GCN layers are followed by the ReLU nonlinearity, and
all the layers are followed by a BatchNorm layer (not shown
separately in Figure 2).
In the decoder, we generate random samples from the 32
dimensional latent space and append them with the same
label provided with the input. As commonly performed
in VAEs, we use the reparametrization trick [28] to make
the overall network differentiable. The random sample is
passed through a 1 × 1 deconvolutional layer (red box),
and the output feature is repeated (“un-pooled”) along both
the temporal and the joint dimension (green box) to pro-
duce a 32 × T × V dimensional tensor. This tensor is then
passed through 3 spatial temporal graph deconvolutional
layers (ST-GDCNs) (yellow boxes). The first ST-GDCN
layer has 32 kernels, the second one has 64 channels, and
the last one has C=3 channels. Hence, we finally get a
C×T ×V dimensional tensor at the output, which is a syn-
thetic gait for the provided label. As in the encoder part, all
ST-GDCN layers are followed by a ReLU nonlinearity, and
all layers are followed by a BatchNorm layer (not shown
separately in Figure 2).
Once the network is trained, we can generate new syn-
thetic gaits by drawing random samples from the 32 dimen-
sional latent distribution space parametrized by the learned
µ and Σ.
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The original CVAE loss Lo is given by:
Lo =
T∑
t=1
‖vtR − vtS‖2, (3)
where vt =
[
vt1 . . . v
t
V
]>
, where each vti is assumed to
be a row vector consisting of the 3D position of the joint i at
frame t. The subscriptsR and S stand for real and synthetic
data respectively.
Each gait corresponds to a temporal sequence. There-
fore, for any gait representation, it is essential to incorpo-
rate such temporal information. This is even more impor-
tant as temporal changes in a gait provide significant cues
for emotion perception [30, 26, 8]. But, the baseline-CVAE
architecture does not take into account the temporal nature
of the gaits. We therefore modify the original reconstruc-
tion loss of the CVAE by adding regularization terms that
enforce the desired temporal constraints (Equation 8).
We propose a novel “push-pull” regularization scheme.
We first make sure that sufficient movement occurs in a gen-
erated gait across the frames so that the joint configurations
at different time frames do not collapse into a single con-
figuration. This is the “push” scheme. Simultaneously, we
make sure that the generated gaits do not drift too far from
the real gaits over time due to excessive movement. This is
the “pull” scheme.
• Push: We require the synthetic data to resemble the
joint velocities and accelerations of the real data as
closely as possible. The velocity velti of a node i at
a frame t can be approximated as the difference be-
tween the positions of the node at frames t and t − 1,
i.e.,
velti = v
t
i − vt−1i (4)
Similarly, acceleration accti of a node i at a frame t can
be approximated as the difference between the veloci-
ties of the node at frame t and t− 1, i.e.,
accti = vel
t
i − velt−1i = vti − 2vt−1i + vt−2i (5)
We use the following loss for gait collapse:
Lc =
T∑
t=2
‖veltR − veltS‖2 +
T∑
t=3
‖acctR − acctS‖2 (6)
where velt =
[
velt1 . . . vel
t
V
]>
and acct =[
acct1 . . . acc
t
V
]>
.
• Pull: When the synthetic gait nodes are enforced to
have non-zero velocity and acceleration between the
frames, the difference between the synthetic node po-
sitions and the corresponding real node positions tends
to increase as the number of frames increases. This is
commonly known as the drift error. In order to con-
strain this error, we use the notion of anchor frames.
Figure 3. Our Classifier Network (STEP): It consists of ST-
GCN, Average Pool, Conv2D and fully connected (FC) layers. +
denotes appending. T : number of time steps (75 in our dataset);
V : number of nodes (16 in our dataset); C: dimension of each
node (3 in our dataset). Input: Human gaits processed from walk-
ing videos. Spheres are nodes, thick red lines are spatial edges
and thin gray lines are temporal edges. Output: Predicted label
after Softmax. The first Softmax from the left gives the output of
Baseline-SETP, and the second Softmax gives the output of STEP.
At the anchor frames, we impose additional penalty on
the loss between the real and synthetic gaits. In order
to be effective, we need to ensure that there are a high
number of anchor frames and they are as far apart as
possible. Based on this trade off, we choose 3 anchor
frames in the temporal sequence — the first frame, the
middle frame and the last frame of the gait. We use the
following loss function for gait drift:
Ld =
T∑
t=1
∑
ω∈Ω
‖vtR − vωR − (vtS − vωS )‖2 (7)
where Ω denotes the set of anchor frames.
Finally, our modified reconstruction loss Lr of the CVAE is
given by
Lr = Lo + λcLc + λdLd (8)
where λc and λd are the regularization weights. Note
that this modified loss function still satisfies the ELBO
bound [28], if we assume that the decoder generates vari-
ables from a mixture of Gaussian distributions for every
class, with the original loss, the push loss ad the pull loss
representing the 3 Gaussian distributions in the mixture.
4.3. STEP: The Classification Network
We show out classifier network in Figure 3. In the base
network, each input gait is passed through a set of 3 ST-
GCN layers (yellow boxes). The first ST-GCN layer has 32
kernels and the next two have 64 kernels each. The output
from the last ST-GCN layer is average pooled (blue box) in
both the temporal and joint dimensions and passed through
a 1×1 convolutional layer (red box). The output of the con-
volutional layer is passed through a fully connected layer of
dimension 4 (corresponding to the 4 emotion labels that we
have), followed by a softmax operation to generate the class
labels. All the ST-GCN layers are followed by the ReLU
nonlinearity and all layers except the fully connected layer
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are followed by a BatchNorm layer (not shown separately
in Figure 3). We refer to this version of the network as the
Baseline-STEP.
Prior work in gait analysis has shown that affective fea-
tures for gaits provide important information for emotion
perception [30, 26, 8]. Affective features are comprised of
two types of features:
• Posture features. These include angle and distance be-
tween the joints, area of different parts of the body
(e.g., area of the triangle formed by the neck, the right
hand and the left hand), and the bounding volume of
the body.
• Movement features. These include the velocity and ac-
celeration of individual joints in the gait.
We exploit the affective feature formulation [30, 9] in our
final network. We append the 29 dimensional affective fea-
ture (purple box) to the final layer feature vector learned by
our Baseline-STEP network, thus generating hybrid feature
vectors. These hybrid feature vectors are passed through
two fully connected layers of dimensions 128 and 4 respec-
tively, followed by a softmax operation to generate the final
class labels. We call this combined network STEP.
5. Experiments and Results
We list all the parameters and hardware used in train-
ing both our generation and classification networks in Sec-
tion 5.1. In Section 5.2, we give details of our new dataset.
In Sections 5.3, we list the standard metrics used to compare
generative models and classification networks and in Sec-
tion 5.4, we list the state-of-the-art methods against which
we compare our algorithms. In Section 5.5, we present the
evaluation results. Finally, in Section 5.6, we analyse the ro-
bustness of our system and show that both STEP and STEP-
Gen do not overfit on the E-Gait Dataset.
5.1. Training Parameters
For training STEP-Gen, we use a batch size of 8 and
train for 150 epochs. We use the Adam optimizer [27] with
an initial learning rate of 0.1, which decreases to 110 -th of
its current value after 75, 113 and 132 epochs. We also use
a momentum of 0.9 and and weight-decay of 5× 10−4.
For training STEP, we use a split of 7 : 2 : 1 for training,
validation and testing sets. We use a batch size of 8 and
train for 500 epochs using the Adam optimizer [27] with
an initial learning rate of 0.1. The learning rate decreases
to 110 -th of its current value after 250, 375 and 438 epochs.
We also use a momentum of 0.9 and and weight-decay of
5 × 10−4. All our results were generated on an NVIDIA
GeForce GTX 1080 Ti GPU.
5.2. Dataset: Emotion-Gait
Emotion-Gait (E-Gait) consists of 2, 177 real gaits and
1, 000 synthetic gaits each of the 4 emotion classes gener-
Figure 4. Effect of Data Augmentation: Effect of augmenting
synthetically generated data to the train and test sets of STEP+Aug
on its performance. For every percent improvement in accuracy,
an exponentially larger number of data need to be augmented.
ated by STEP-Gen, for a total for 3, 177 gaits. We collected
342 of the real gaits ourselves. We asked 90 participants
to walk while thinking of the four different emotions (an-
gry, neutral, happy and sad). The total distance of walking
for each participant was 7 meters. The videos were labeled
by domain experts. The remaining 1, 835 gaits are taken as
is from the Edinburgh Locomotion MOCAP Database [22].
However, since these gaits did not have any associated la-
bels, we got them labeled with the 4 emotions by the same
domain experts.
5.3. Evaluation Metrics
Generation: For generative models, we compute the
Fre´chet Inception Distance (FID) score [23] that measures
how close the generated samples are to the real inputs while
maintaining diversity among the generated samples. The
FID score is computed using the following formula:
FID = ‖µx − µg‖22 + Tr(Σx + Σg + 2(ΣxΣg)
1
2 ) (9)
Classification: For classifier models, we report the classi-
fication accuracy given by Accuracy = (TP + TN)/TD,
where TP, TN, TD are the number of true positives, true
negatives, and total data, respectively.
5.4. Evaluation Methods
Generation: We compare our generative network with both
GAN- and VAE-based generative networks, as listed below.
• vid2vid (GAN-based) [47]: This is the state-of-the-art
video generation method. It can take human motion
videos as input and generate high-resolution videos of
the same motion.
• Baseline CVAE (VAE-based): We use a CVAE with
the same network architecture as STEP-Gen, but with
only the original CVAE loss given in Equation 3 as the
reconstruction loss.
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Figure 5. Training Loss Convergence: Our “Push-Pull” regular-
ization loss (Equation 8) as a function of training epochs, as pro-
duced by the baseline-CVAE and our STEP-Gen. The baseline-
CVAE fails to converge even after 150 epochs, while STEP-Gen
converges after approximately 28 epochs.
Classification: We compare our classifier network with
both prior methods for emotion recognition from gaits, and
prior methods for action recognition from gaits, as listed
below.
• Emotion Recognition: We compare with the current
state-of-the-art classifiers of [26, 45, 8, 48, 11].
• Action Recognition: We compare with the state-
of-the-art methods using both GCNs [49] and
LSTMs [38]. The networks of both these methods
were trained on our dataset before comparing the per-
formance.
We also perform the following ablation experiments with
our classifier network:
• Baseline-STEP: It predicts emotions based only on the
network-learned features from gaits. This network is
trained on the 2, 177 real gaits in E-Gait.
• STEP: This is our hybrid network combining affec-
tive features [30, 9] with the network-learned features
of Baseline-STEP. This network is also trained on the
2, 177 real gaits in E-Gait.
• STEP+Aug: This is the same implementation as STEP,
but trained on both the real and the synthetic gaits in
E-Gait.
5.5. Results on E-Gait
Generation: All the generative networks are trained on the
2, 177 real data in E-Gait. We report an FID score of 11.11,
while the FID score of Baseline-CVAE is 11.33. Lower FID
indicates higher fidelity to the real data. However, we also
note that vid2vid [47] completely memorizes the dataset
and thus gives an FID score of 0. This is undesirable for
our task since we require the generative network to be able
to produce diverse data that can be augmented to the train-
ing set of the classifier network.
Additionally, to show that our novel “Push-Pull” regular-
ization loss function (Equation 8) generates gaits with joint
movements, we measure the decay of the value of the loss
function for the baseline-CVAE and STEP-Gen with time
(Figure 5). We add the Lc and Ld terms from equation 8
(without optimizing them) to the baseline-CVAE loss func-
tion (Equation 3). We observe that STEP-Gen converges ex-
tremely quickly to a smaller loss value in around 28 epochs.
On the other hand, the base-line CVAE produces oscilla-
tions and fails to converge as it does not optimize Lc and
Ld.
We also perform qualitative tests of gait generated by
all the methods. vid2vid [47] uses GANs to produce high-
quality videos. However, in our experiments, vid2vid mem-
orizes the dataset and does not produce diverse samples.
Baseline-CVAE produces static gaits that do not move in
time. Finally, our gaits are both diverse (different from
input) and realistic (successfully mimics walking motion).
We show all these results in our demo video1.
Ven-
ture et
al.
[45]
Karg
et al.
[26]
Daoudi
et al.
[11]
Wang
et al.
[48]
Crenn
et al.
[8]
ST-
GCN
[49]
LSTM
[38]
Base-
STEP STEP
STEP
+ Aug
30.83 39.58 42.52 53.73 66.22 65.62 75.10 78.24 83.15 89.41
Table 1. Classification Accuracy Comparison: Accuracies are
computed using the formula in Section 5.3 and shown in increas-
ing order. We choose methods from both psychology and com-
puter vision literature. Base-STEP and STEP+Aug are variations
of STEP.
Classification: In Table 1, we report the mean classifica-
tion accuracies of all the methods using the formula in Sec-
tion 5.3. We observe that most of the prior methods for emo-
tion recognition from gaits have less than 60% accuracy on
E-Gait. Only Crenn et al. [8], where the authors manually
compute the same features we use in our novel “push-pull”
regularization loss function (enforce i.e. distances between
joints across time) has greater than 65% accuracy. The two
prior action recognition from gait methods we compare with
have 65% and 75% accuracy respectively. By comparison,
our Baseline-STEP has an accuracy of 78%. Combining
network-learned and affective features in STEP gives an ac-
curacy of 83%. Finally, augmenting synthetic gaits gener-
ated by STEP-Gen in STEP+Aug gives an accuracy of 89%.
To verify that our classification accuracy is statistically
significant and not due to random chance, we perform two
statistical tests:
• Hypotheses Testing: Classification as a task, depends
largely on the test sample to be classified. To ensure
that the classification accuracy of STEP is not achieved
due to random positive examples, we determine the
statistical likelihood of our results. Note that we do
not test on STEP+Aug as accuracy of STEP+Aug is
also dependent on the augmentation size. We generate
1demo video available at: https://gamma.umd.edu/
researchdirections/affectivecomputing/step
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Figure 6. Accuracy Analysis of STEP+Aug on E-Gait dataset:
Classification results over the 3, 177 gaits. We observe > 75%
accuracy for each class.
a population of size 10, 000 accuracy values of STEP
with mean 83.15 and standard deviation 6.9. We set
µ = 83.15, i.e. the reported mean accuracy of STEP
as the null hypothesis,H0. To accept our null hypothe-
sis, we require the p-value to be greater than 0.50. We
compute the p-value of this population as 0.78 > 0.50.
Therefore, we fail to reject the null hypothesis, thus
corroborating our classification accuracy statistically.
• Confidence Intervals: This metric determines the like-
lihood of a value residing in an interval. For a result to
be meaningful and statistically significant, we require a
tight interval with high probability. With a 95% likeli-
hood, we report a confidence interval of [81.19, 85.33]
with a standard deviation of 1.96. Simply put, our clas-
sification accuracy will lie between 81.19 and 85.33
with a probability of 0.95.
Finally, we show the discriminatory capability of our
classifier through a confusion matrix in Figure 6.
5.6. Overfitting Analysis
Effect of Generated Data on Classification: We show
in Figure 4 that the synthetic data generated by STEP-Gen
increases the classification accuracy of STEP+Aug. This,
in turn, shows that STEP-Gen does not memorize the train-
ing dataset, but can produce useful diverse samples. Never-
theless, we see that to achieve every percent improvement
in the accuracy of STEP+Aug, we need to generate an ex-
ponentially larger number of synthetic samples as training
saturation sets in.
Saliency Maps: We show that STEP does not memorize
the training dataset, but learns meaningful features, using
saliency maps obtained via guided backpropagation on the
learned network [40, 42]. Saliency maps determine how
Figure 7. Saliency Map: Saliency map showing the magnitude of
the network gradient along the z-axis (in and out of the paper) gen-
erated by our trained network, which is the direction of walking in
both the examples shown. The examples are for the ‘happy’ emo-
tion. In the positive example, the network correctly detects simul-
taneous movement in the right leg and the left hand, followed by a
transition period, followed by simultaneous movement of the left
leg and the right hand. These movements are important emotional
cues, thereby confirming that our classifier is learning meaningful
features to recognize emotions accurately.
the loss function output changes with respect to a small
change in the input. In our case, the input consists of
3D joint positions over time, therefore, the corresponding
saliency map highlights the joints that cause the most
influence the output. Intuitively, we expect the saliency
map for a positively classified example to capture the
joint movements that are most important for predicting the
perceived emotion from a psychological point of view [8].
We show the saliency map given by our trained network
for both a positively classified and a negatively classified
example for the label ‘happy’ in Figure 7. The saliency
map only shows magnitude of the gradient along the z-axis
(in and out of the plane of the paper), which is the direction
of walking in both the examples. Black represents zero
magnitude, and bright red represents a high magnitude.
In the positive example, we see that the network detects
simultaneous movement in the right leg and the left hand,
followed by a transition period, followed by simultaneous
movement of the left leg and the right hand. This is the
expected behavior, as the movement of hands and the
stride length and speed are important cues for emotion
perception [8]. Note that other movements, such as that of
the spine, lie along the other axes directions, and hence are
not captured in the shown saliency map. By the contrast,
there is no intuitive pattern to the detected movements in
the saliency map for the negative example. For the sake
of completeness, we provide the saliency maps along the
other axes directions in the demo video.
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6. Limitations and Future Work
Our generative model is currently limited to generating
gait sequences of a single person. The accuracy of the clas-
sification algorithm is also governed by the quality of the
video and the pose extraction algorithm. There are many av-
enues for future work as well. We would like to extend the
approach to deal with multi-person or crowd videos. Given
the complexity of generating annotated real-world videos,
we need better generators to improve the accuracy of clas-
sification algorithm. Lastly, it would be useful to combine
gait-based emotion classification with other modalities cor-
responding to face-expressions or speech to further improve
the accuracy.
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