I. INTRODUCTION
The Load-Frequency Control (LFC) problem is gaining importance with the growth in size and complexity of large interconnected power systems. The primary objective of LFC is to regulate the power outputs of the electric generators within a prescribed area in response to changes in system frequency and tie-line loadings so as to maintain the system frequency and power interchanges with other areas within permissible limits. During last decades, many techniques have been developed for LFC problem [1] . Most of these techniques are based on the classical proportional plus integral (PI) control due to the simplicity, ease of S. Velusami is with the Department of Electrical Engineering, Annamalai University, Annamalainagar, Tamilnadu-608002, India.
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implementation, robustness and decentralized nature of control strategy.
However, even in the case of small load disturbances and with the optimized gains for the PI controller, the frequency oscillations and tie-line power deviations persist for a long duration. In these situations, the governor system may no longer be able to absorb the frequency fluctuations due to its slow response. Thus, to compensate for the sudden load changes, an active power source with fast response such as a Superconducting Magnetic Energy Storage (SMES) unit is expected to be the most effective counter measure [2] . The optimum parameter values of the conventional load-frequency controllers have been obtained in the literature by minimizing the integral of the squared error (ISE) criterion [3] , which reduces the frequency and tie line power errors to zero in the steady state. However, in most cases, the mathematical model of the power system has been oversimplified by ignoring the simultaneous presence of important system nonlinearities such as Governor Dead Band (GDB) and Generation Rate Constraint (GRC). In the presence of nonlinearities, the dynamic response of the system is associated with large overshoots and longer settling times [4] . Hence, it becomes important to consider these system nonlinearities while designing the controllers.
Controllers designed on the basis of ISE criterion are often of practical significance because of the minimization of control effort. But the system has poor relative stability. Hence, to obtain the decentralized controllers with improved stability margin, they are designed on the basis of Maximum Stability Margin (MSM) criterion using Lyapunov method. However, Controllers designed on the basis of Maximum stability Margin (MSM) criterion do not possess the inherent good properties of the controller designed on the basis of ISE criterion except for improvement in stability [5] . Therefore, it is expected that an appropriate multi-objective control strategy will be able to give a better solution for this problem.
Many Evolutionary Techniques such as Genetic Algorithm have been extensively used for controller design in isolated as well as interconnected power systems [6] , [7] . But, they have been mainly applied to LFC problems treated as single-objective optimization problems.
Hence 46 controllers is proposed for the decentralized load-frequency control of interconnected power systems with nonlinearities and SMES units to achieve a better transient, as well as steady state response and stability of the system. In this study, the LFC problem is formulated as a Multi-Objective Optimization problem where ISE criterion and MSM criterion are treated as competing objectives. The proposed controller has been applied to an interconnected two-area thermal power system with GDB and GRC nonlinearities. Each area comprises of two thermal generating units and a SMES unit.
II. SMES SYSTEM
The schematic diagram in Fig.1 shows the configuration of a thyristor controlled SMES unit. The SMES unit contains a DC superconducting coil and a 12-pulse converter, which are connected by Y-Δ/Y-Y transformer. The superconducting coil is contained in a helium vessel. Heat generated is removed by means of a low-temperature refrigerator. The energy exchange between the superconducting coil and the electric power system is controlled by a line commutated converter. The superconducting coil can be charged to a set value from the grid during normal operation of the power system. Once the superconducting coil gets charged, it conducts current with virtually no losses, as the coil is maintained at extremely low temperatures. When there is a sudden rise in the load demand, the stored energy is almost released through the converter to the power system as alternating current. As the governor and other control mechanisms start working to set the power system to the new equilibrium condition, the coil current changes back to its initial value. Similarly, during sudden release of loads, the coil immediately gets charged towards its full value, thus absorbing some portion of the excess energy in the system and as the system returns to its steady state, the excess energy absorbed is released and the coil current attains its normal value [8] .
The control of the converter firing angle provides the dc voltage E d appearing across the inductor to be continuously varying within a certain range of positive and negative values. The inductor is initially charged to its rated current I d0 by applying a small positive voltage. Once the current reaches the rated value, it is maintained constant by reducing the voltage across the inductor to zero since the coil is superconducting. Neglecting the transformer and the converter losses, the DC voltage is given by
Where E d is DC voltage applied to the inductor (kV), α is firing angle (°), I d is current flowing through the inductor (kA). R c is equivalent commutating resistance (Ω) and V d0 is maximum circuit bridge voltage (kV).
Charge and discharge of SMES unit are controlled through change of commutation angle α : If α is less then 90°,converter acts in converter mode and if α is greater than 90°, the converter acts in an inverter mode (discharging mode).
A. Control of SMES unit
In LFC operation, the dc voltage E d across the superconducting inductor is continuously controlled depending on the sensed area control error (ACE) signal. In this study, inductor voltage deviation of SMES unit of each area is based on ACE of the same area in power system [9] . Moreover, the inductor current deviation is used as a negative feedback signal in the SMES control loop. So, the current variable of SMES unit is intended to be settling to its steady state value. If the load demand changes suddenly, the feedback provides the prompt restoration of current. The inductor current must be restored to its nominal value quickly after a system disturbance, so that it can respond to the next load disturbance immediately. Fig. 2 shows the block diagram of SMES unit [9] .
The equations of inductor voltage deviation and current deviation of SMES unit of area i (i=1,2,…N) in Laplace domain are as follows 
A is the system matrix, B is the input distribution matrix, Γ is the disturbance distribution matrix, C is the control output distribution matrix, H is the measurable output distribution matrix, x is the state vector, u is the control vector and d is the disturbance vector consisting of load changes.
IV. DECENTRALIZED OUTPUT FEEDBACK CONTROL SCHEME
It is known that, by incorporating an integral controller, the steady state requirements can be achieved. In order to introduce integral function in the controller, the system equation (6) is augmented with new state variables defined as the integral of
The augmented system of the order   n N  may be described as
will also be available for feedback in each area, the new measurable output vector y may be written as
For the design of a decentralized controller, the augmented system should be controllable and should not have unstable fixed modes. It can be easily shown that the augmented system will be controllable if and only if the system is controllable and the matrix
The problem now is to design the decentralized feedback control law
to meet the objectives stated in the Section I. The control law equation (8) may be written in-terms of
where
is a 2-dimensional integral and proportional feedback gain vector.
V. DESIGN OF DECENTRALIZED OUTPUT FEEDBACK CONTROLLER USING MOEA
A new design procedure to obtain the decentralized output feedback controller using MOEA is discussed in this section.
A. Design of Decentralized Output Feedback Controller using ISE Criterion
Decentralized optimum proportional plus integral controllers using output feedback for interconnected power systems are designed suitably adopting the ISE criterion.
The closed loop augmented system with the decentralized controllers may be represented as
To obtain the optimum decentralized controller output feedback gain k i (i=1,2 …N), the following quadratic performance index is considered.
( ) 
i . Now the objective is to design the proportional and integral controller feedback gains using decentralized 48 output feedback. This design assumes that, the interconnected power system consists of N -identical areas. Therefore, the decentralized integral feedback gains
N -identical areas are considered to be equal. Similarly, the decentralized proportional controller feedback
are also assumed to be equal.
1) Design of decentralized proportional controller using output feedback
In the absence of the integral control one can sharply increase the gain of the closed loop system and thereby improve the system response. If the feedback gain of the integral controller is high, overshoot will occur, increasing sharply as a function of the gain, which is highly undesirable. Thus, the integral controller gain cannot be increased to a large value because it leads to instability in the transient region [11] . Therefore, the design of decentralized proportional controller using output feedback is considered first.
The cost function of area [12] . The closed loop system simulation of equation (10) may be carried out using fourth order Runge Kutta Gill method.
2) Design of decentralized proportional plus integral controller using output feedback
Following the procedure discussed in Section A.1, the proportional plus integral controller is designed. The cost function of area 
B. Design of decentralized output feedback controller using MSM criterion
The controller designed on the basis of Integral Squared Error criterion tends to show a rapid decrease in the large initial error. Hence, the response is fast and oscillatory. Thus, the system has poor relative stability [11] . Therefore, the design of proportional plus integral controller with improved stability using MSM criterion using Lyapunov method [13] is discussed in this section.
Let the symmetric positive definite matrix P be the solution of the following Lyapunov equation
where Q is a positive semi-definite matrix. The stability index η to be minimized can be written as
(14) Minimization of stability index η leads to the minimum value of the sum of the weighted square error. The stability index η is minimized with respect to the chosen parameters k' P and k' I as discussed below. 1) Design of decentralized proportional controller using output feedback.
The proportional controller feedback gain k' P , corresponding to minimum value of stability index η, is obtained using the MSM criterion by plotting the stability curve for various values of k' P against the stability index η [13] . The integral feedback gain k' I is treated as zero throughout in this design.
2) Design of decentralized proportional plus integral controller using output feedback
The proportional plus integral controller feedback gains are obtained by plotting the stability curve for various values
C. Proposed decentralized controller using output feedback
Controllers designed on the basis of ISE criterion are often of practical significance because of the minimization of control effort. But the system has poor relative stability. Hence, to obtain the decentralized controllers with improved stability margin, they are designed on the basis of MSM criterion. But, these controllers do not posses the inherent good properties of the controller designed on the basis of ISE criterion except for improvement in stability. It is also found that, the controllers designed using ISE criterion are more powerful and efficient [5] than those designed using the MSM criterion.
Hence, it follows that, a new controller design needs to be developed based on a compromise between the ISE design criterion and MSM design criterion in order to obtain satisfactory performance and stability.
Considering the above, a systematic attempt has been made in this section to design a decentralized controller using Multi-Objective Evolutionary Algorithm.
1) Multi-Objective Evolutionary Algorithm
Multi-objective optimization methods deal with finding optimal solutions to problems having multiple objectives. These objectives often conflict each other so that improving one of them will deteriorate another objective function. Therefore, the solution to a Multi-objective optimization problem is normally not a single value but instead a set of values called the -Pareto-Optimal Set‖ [14] . No solution from this set of optimal solution can be said to be better than the other. This procedure is practical because the user gets an opportunity to investigate a number of other trade-off solutions before choosing one particular optimal solution.
A Multi-objective optimization problem can be mathematically defined as [15] : A solution X is a vector of n decision variables. X = (x 1 ,x 2 ,……x n ) T . Evolutionary Algorithms (EAs) are a natural choice for solving multi-criterion optimization problems because of their population-based nature. A number of Pareto-optimal solutions can, in principle, be captured in an EA population, thereby allowing a user to find multiple Pareto-optimal solutions in one simulation run. Different approaches of MOEA have been used by different researchers for multi-objective optimization, each one having its merits and demerits. Among various MOEAs, ε -MOEA has shown the best performance. Hence, in this study, a steady state Multi-Objective Evolutionary Algorithm based on ε-dominance concept is used. The use of ε-dominance criterion has been found to lessen the redundancy problem and ensures that no two obtained solutions are within an ε i from each other in the i th objective [16] . Here, two populations (EA and archive) are evolved simultaneously and independently. Using one solution each from both populations, two off-spring solutions are created through mating. Each off-spring is then used to update both parent and archive populations. The archive population is based on the ε-dominance whereas a usual dominance concept is used to update the present population. The final archive members after a specified number of iterations are reported as the obtained solutions. The algorithm for ε -MOEA is given below [17] (b) Replace randomly selected population member with new individual, if there is no population member which dominates the new individual. Step6: Check termination criteria.
2) Design of proposed decentralized controller using MOEA
An attempt has been made in this section, to apply MOEA to the LFC problem with ISE criterion and MSM criterion as conflicting objectives.
The LFC problem can be formulated as Minimize
The proportional plus integral feedback gains obtained by ISE criterion (
) and those obtained by MSM criterion using Lyapunov method (
) are treated as the upper and lower bounds for the two decision variables, namely k Pm and k I m while using MOEA to the LFC problem. This design ensures that, the controller feedback gains will always be within the ranges of the gains obtained from the ISE criterion and the MSM criterion. Therefore, the controller will guarantee the stability. Further the controller possesses improved stability when compared to the controller obtained using ISE criterion. The overall performance of these controllers will be better than that of the controller designed on the basis of MSM criterion. Application of this controller for the interconnected power system is discussed in the next section.
VI. APPLICATION TO A TWO-AREA POWER SYSTEM

A. Mathematical Model
The proposed controller is applied to an interconnected two-area thermal power system with GDB and GRC nonlinearities, as shown in Fig. 3 . Each area comprises of two thermal generating units and a SMES unit. Data for the system is taken from [8] and is given in Appendix.
GDB is defined as the total magnitude of a sustained speed change within which there is no change in valve position. A describing function approach is used to incorporate the GDB nonlinearity [4] , [8] .
In the real life situation, there is a maximum limit to the rate of change in generated power of a thermal plant. It has been shown that dynamic responses of the system with the presence of GRC have larger overshoots and longer settling times, when compared to the system wherein GRC is neglected [4] . Moreover, if the parameters of the controller are not designed properly, the system may become unstable. A generation rate limitation of 3% per minute is considered for the thermal plants, in this study.
The state variable equation of the multi-area thermal power system may be written as 
Proposed decentralized output feedback controller with MOEA As a first step, the augmented system equations are formed. Next, the decentralized output feedback controller using MOEA has to be designed as discussed in Section V.
1) Design of decentralized output feedback controllers using ISE criterion
Decentralized optimal proportional and integral controllers using the output feedback are designed by considering the quadratic performance index of area 1. The generation rate constraint is taken into account by introducing a limiter into the block diagram of each steam turbine and has been incorporated explicitly in the design procedure [4] . A typical value of GRC of 3% per minute is considered. If the generation rate is more than 3% per minute, it arrests it at that value and below it, passes unregulated.
The proportional controller cost curve is obtained as discussed in section V.A.1 by choosing the weighting factors 
2) Design of decentralized output feedback controllers using MSM criterion
The decentralized proportional and integral controller with the output feedback is designed with MSM criterion using Lyapunov method. I m =2.82 using MOEA. The choice of ε-MOEA parameters was done according to general guidelines available in the literature. A population size of 100, the real-parameter Simulated Binary Cross-over (SBX) recombination operator with a crossover probability of 1 and a distribution index of 15 for crossover, and a polynomial mutation operator with a mutation probability of 1/n (n = number of decision variables) and a distribution index of 20 for mutation, have been used. The recommended values of ε 1 =0.05 and ε 2 =0.05 are found to be robust enough and are used in our study.Simulation results and observations
The decentralized controller with output feedback is designed using MOEA with multiple objectives, namely the ISE criterion and MSM criterion, and implemented in the interconnected two-area thermal power system with SMES units. The system is simulated with the proposed controller for 0.01 p.u.MW step load change in area 1 and the corresponding frequency deviation f  and tie -line power 
MW)
Controller designed using ISE criterion For easy comparison, the responses of f  and P e of the system are shown along with the responses obtained with the optimum decentralized proportional plus integral controller designed based on ISE criterion in Fig. 4 . It can be seen that the oscillations are practically damped out and also the amplitudes of the deviations in frequency and tie-line power are reduced considerably. The settling of response is also very fast with the proposed controller. Any further improvement in one of the design objectives will lead to degradation in the other objective.
The cost function values of both the controllers are given in Table 1 . It is observed from Fig.4 and Table 1 that the proposed controller using MOEA has improved stability as well as reduced cost function value when compared to the controller designed on the basis of ISE criterion.
Sensitivity is considered as an important factor for any control algorithm. Therefore the performance of the proposed controller has been analyzed under parameter variation of the speed regulation coefficient R by 20 % from its nominal value. The closed loop response of ΔF 1 has been shown in Fig. 5 for both the controllers.
From Fig. 5 , it is observed that the system response is affected only marginally due to the parameter variation. Thus, it is observed that the proposed controller is less sensitive to the changes in the system parameters. A new design of Multi-Objective Evolutionary Algorithm based decentralized load-frequency controllers for interconnected power systems with nonlinearities are presented. The improvement in the LFC with the addition of small capacity SMES units in both the areas is studied. This design has been successfully applied to an interconnected two-area thermal power system with GDB and GRC nonlinearities and SMES units. The enhancement in the dynamic responses with improved closed-loop stability of the system is verified through the simulation results. Sensitivity analysis reveals that the optimal controller setting is practically insensitive to system parameter variations in the presence of nonlinearities. 
