Institute for Microbiology and Genetics, Georg-August-University Göttingen, Justus-von-Liebig-Weg 11, 37077 Göttingen, Germany (Received 4 August 2016; accepted 9 September 2016; published online 27 September 2016) Molecular dynamics simulations are capable of predicting the permeability of lipid membranes for drug-like solutes, but the calculations have remained prohibitively expensive for high-throughput studies. Here, we analyze simple measures for accelerating potential of mean force (PMF) calculations of membrane permeation, namely, (i) using smaller simulation systems, (ii) simulating multiple solutes per system, and (iii) using shorter cutoffs for the Lennard-Jones interactions. We find that PMFs for membrane permeation are remarkably robust against alterations of such parameters, suggesting that accurate PMF calculations are possible at strongly reduced computational cost. In addition, we evaluated the influence of the definition of the membrane center of mass (COM), used to define the transmembrane reaction coordinate. Membrane-COM definitions based on all lipid atoms lead to artifacts due to undulations and, consequently, to PMFs dependent on membrane size. In contrast, COM definitions based on a cylinder around the solute lead to size-independent PMFs, down to systems of only 16 lipids per monolayer. In summary, compared to popular setups that simulate a single solute in a membrane of 128 lipids with a Lennard-Jones cutoff of 1.2 nm, the measures applied here yield a speedup in sampling by factor of ∼40, without reducing the accuracy of the calculated PMF. Published by AIP Publishing. [http://dx
I. INTRODUCTION
Passive diffusion over the lipid membrane is a common mechanism for drugs to enter the cell, making low membrane permeability the reason for failure of a significant fraction of drug candidates. 1 Hence, in recent years much effort has been invested in the development of computational tools for accurate yet efficient predictions of membrane permeabilities and partition free energies between membranes and water.
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The permeability is mainly determined by the partitioning of the solute into the membrane, which can be quantified by the potential of mean force (PMF) for solute translocation over the membrane. PMFs for membrane permeation are often calculated using molecular dynamics (MD) simulations, which provide an accurate physical model of the membrane (Ref. 7 and references therein). However, MD simulations are not yet used for high-throughput permeability predictions, due to their high computational cost. Hence, computationally efficient setups for such calculations are required, in order to transfer their applicability to pharmaceutical research.
MD-based PMF calculations of membrane permeation require (a) a physical model, defined by the lipid and solutes force fields, the size of the membrane system, and the MD parameters such as cutoffs, thermostats, etc., (b) a reaction coordinate (or order parameter) used to quantify the solute position along the permeation pathway, and (c) a sampling algorithm that ensures sufficient conformational sampling of both the order parameter and orthogonal a) jhub@gwdg.de. URL: http://cmb.bio.uni-goettingen.de/.
degrees of freedom. In recent years, much work has been carried out for the development of better force fields for lipids [19] [20] [21] [22] [23] [24] [25] [26] and small molecules, 27, 28 as well as for improved sampling algorithms to allow for more accurate and more efficient permeation simulations. 8, 9, 17, 18, 29, 30 In contrast, only few studies systematically analyzed simple methods for accelerating PMF calculations of membrane permeation, such as using smaller simulation systems, shorter cutoffs, 11 or simulating multiple solutes per simulation system, despite the fact that such parameters may be tuned with any MD software without methodological overhead.
In this study, we analyzed the influence of such simple parameters on PMF calculations of membrane permeation, including (a) the system size, given by the number of lipids, (b) the solute-solute distance used when simulating multiple solutes per system, and (c) the cutoffs applied for the calculation of van der Waals interactions, as modeled by the attractive term of the Lennard-Jones (LJ) potential. In addition, to assess the role of the reaction coordinate, we computed PMFs using two different definitions for the membrane center of mass (COM), based either on all lipid atoms or only on the lipid atoms within a cylinder aligned along the membrane normal and centered on the solute. All PMFs were computed using umbrella sampling, 31 but most of the findings reported here are expected to also hold for more sophisticated sampling methods, such as multidimensional metadynamics, simulated tempering, or Hamiltonian replica exchange. 8, 9, 32, 33 Similarly, it is conceivable that some of our findings could be also applicable to other force fields in addition to the united-atom Berger lipid force field 19 used in our simulations. Overall, we find that the PMF calculations are remarkably robust with respect to membrane size, LJ cutoffs, and solute-solute distance. The artifacts arising with small membranes, short cutoffs, and short solute-solute distances are small compared to the uncertainties due to the force field inaccuracies. In addition, we find that the PMFs are invariant with respect to the membrane size only if the cylinder-based definition for the membrane COM is employed. In contrast, membrane undulations may bias the PMFs if the membrane COM is computed from all lipid atoms.
II. METHODS

A. Simulation setup, parameters, and equilibration
The membrane simulation systems were set up with the MemGen web server (http://memgen.uni-goettingen.de). 34 The systems were composed of 18, 32, 50, 72, 98, or 128 palmitoyl-oleoyl-phosphatidylcholine (POPC) lipids, plus 50 water molecules per lipid (Fig. 1) . For each lipid number, two systems were set up, either with a square or with a hexagonal cross section of the membrane. The energy of each system was minimized using a steepest descent algorithm, and each system was equilibrated for 10 ns. Subsequently, all systems were simulated under equilibrium conditions for 1 µs (18-lipid systems), 600 ns (32-lipid systems), or 290 ns (the rest of the systems). All simulations were conducted with the GROMACS software, version 4.6. 35 During equilibration, the temperature was controlled at 300 K through velocity rescaling 36 (τ = 0.5 ps), and the pressure was kept at 1 bar using a semi-isotropic weak coupling scheme 37 SETTLE 38 algorithm was applied to constrain bond lengths and angles of water molecules, and LINCS 39 was used to constrain all other bond lengths. The integration time step was set to 4 fs. Electrostatic interactions were calculated at every step using the particle-mesh Ewald method, 40, 41 with a real-space cutoff of 1 nm, if not stated otherwise. Dispersive interactions were described by a LJ potential with a cutoff of 1 nm, if not stated otherwise. In simulations with shorter LJ cutoffs (see below), the same cutoff was used for the LJ interactions, the direct-space Coulomb interactions, and for neighbor lists. Neighbor lists were updated every 5 steps.
The parameters for POPC were taken from the work of Berger et al. 19 with modifications for the oleoyl double bond suggested by Tieleman and Berendsen, 42 and water was described by the SPC model. 43 Non-bonded parameters for ammonia were taken from the OPLS all-atom force field. 44 To make the application of a 4-femtosecond integration time step possible, the ammonia molecules were modeled as rigid. Accordingly, the bonds between the nitrogen atom, the first hydrogen, and the second hydrogen atom were constrained. The third hydrogen atom was constructed as a virtual site. The constraints and the virtual site parameters were chosen such that all N-H bond lengths were constrained to 0.101 nm and all H-N-H angles to 106.4
• . The parameters for ibuprofen were taken from the (S)-(+)-ibuprofen model deposited at the Automated Topology Builder (ATB) website, 45 and are based on the Gromos54A7 force field. 46 Methanol parameters were taken from the Gromos43A1 force field. 47 As for ammonia, the angles involving hydrogen atoms were constrained to the equilibrium angle in the ibuprofen and methanol models. Hence, the ammonia, methanol, and ibuprofen models used in this study may be considered as approximate models only. However, as we do not aim to compute accurate absolute PMFs, and we investigate purely the robustness of PMF calculations with respect to various PMF simulation parameters, the used models are sufficient. The deuterium order parameters were computed with the GROMACS module g_order.
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B. Umbrella sampling simulations
The umbrella sampling simulations were conducted similarly to previous work. 10, 14 Starting structures for the umbrella sampling simulations were randomly chosen from the equilibrium simulations. All PMFs were computed using the membranes with a square cross section. For the PMF calculations with modified LJ cutoffs (see below), the starting structures for umbrella sampling were taken from simulations with a 1.0 nm cutoff, i.e., no additional equilibration with modified LJ cutoffs was conducted. The membrane normal z was chosen as the reaction coordinate for solute permeation, where z = 0 corresponds to the COM of the membrane. Here, two different definitions for the membrane COM were employed: (i) The membrane COM was computed from all lipid atoms, denoted henceforth as "all-lipid center of mass" (all-atom COM), or (ii) the membrane COM was computed from a weighted sum over the lipid atoms within a cylinder that was centered at the respective solute and aligned along the z axis. The cylinder was defined by an inner radius R i cyl
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Nitschke, Atkovska, and Hub J. Chem. Phys. 145, 125101 (2016) and an outer radius R o cyl . Atoms within R i cyl contributed to the COM with a weight of unity, and the weight was linearly switched to zero between R i cyl and R o cyl . As shown below, different pairs of (R i cyl , R o cyl ) were tested in this study. We refer to the latter COM definition as "cylinder-based center of mass" (cylinder-based COM). This reaction coordinate was applied with the GROMACS option "pull-geometry = cylinder."
The reaction coordinate was sampled with an interval ∆z win = 0.25 Å between umbrella windows, and spanned the space from one bulk water regime across the membrane and into the other bulk water regime. The solutes were inserted at the umbrella centers. Ibuprofen was inserted in the trans conformation, 9 as downloaded from the ATB website. To save computational resources, multiple umbrella windows were sampled per simulation, while maintaining a distance of ∆Z sol along z between neighboring solutes (illustrated below in Fig. 6(a) ). Hence, N sim = ∆Z sol /∆z win simulations were necessary to collect the umbrella histograms over the entire span of the reaction coordinate. The solute-solute distance was set to ∆Z sol = 1.5 nm, if not stated otherwise. Different values for ∆Z sol were tested for ammonia (0.1-2 nm) and ibuprofen (0.75-2.5 nm), in order to test the influence of ∆Z sol on the PMFs. Water molecules that overlapped with the solutes were removed. Overlaps between the solute and lipid atoms were removed by gradually switching on the Lennard-Jones interactions between the solute and the rest of the system within 5000 simulation steps for ibuprofen, and within 150 steps for methanol and ammonia. Only during these insertion simulations a large virtual site atom was added to the center of the aromatic ibuprofen ring, in order to quickly repel the lipid tails from the ring. Subsequently, the energy of each structure was minimized.
A harmonic umbrella potential acting on the COM of the solute was applied (force constant 1000 kJ mol −1 nm −2 ). The umbrella sampling simulations of ibuprofen and methanol were carried out for 50 ns (with exception of the ibuprofen simulations with ∆Z sol ≤ 1 nm, which were run for only 20 ns), and the umbrella sampling simulations of ammonia were carried out for 30 ns. The temperature was set to 300 K through a stochastic dynamics integrator (τ = 1 ps). 48 The pressure was controlled at 1 bar using a semi-isotropic weak coupling scheme, 37 while scaling the box in the x-y plane only, and keeping the box dimension in the z-direction fixed.
C. Construction of PMFs
After removing the first 10 ns for equilibration, the PMFs were computed with the weighted histogram analysis method (WHAM), 49 as implemented in the g_wham software. 50 Depending on the system, the PMFs were based on 252-330 histograms. Here, the integrated autocorrelation times (IACTs) of the umbrella windows were incorporated in the WHAM iteration procedure as described by Kumar et al. 49 IACTs were estimated as described in the g_wham reference, 50 and smoothed along z using a Gaussian filter with σ = 0.2 nm. First, non-periodic and non-symmetrized PMFs were computed. These PMFs were reasonably symmetric with respect to the membrane center and exhibited only a small offset between the two bulk water regimes, suggesting that the PMFs were reasonably converged. Subsequently, a periodic PMF was computed and symmetrized with respect to the membrane center (z = 0), if not stated otherwise. Statistical uncertainties of the PMFs were calculated using the Bayesian bootstrap of complete histograms.
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D. Convergence of PMFs
The convergence of the PMFs was investigated using long umbrella simulations of two test cases: (i) ammonia permeation across the 72-lipid patch using ∆Z sol = 1 nm and 2(d) present the barrier height of the ammonia PMF and the minimum depth of the ibuprofen PMF, respectively, versus the umbrella sampling simulation time used to compute the PMF. The curves suggest that the barrier height for ammonia permeation changes less than 1 kJ mol −1 if umbrella simulations are extended beyond 30 ns. For ibuprofen, the minimum of the PMF exhibits small drifts in the order of 1-2 kJ mol −1 if the simulations are extended beyond 50 ns, possibly reflecting slow adaptations of the membrane to the presence of the ibuprofen solutes. 51 In this study, we restricted the umbrella sampling simulations of ibuprofen to 50 ns to restrict the computational cost. Consequently, the depth of the minima of the ibuprofen PMFs presented here may be systematically underestimated by 1-2 kJ mol −1 .
III. RESULTS
A. Effect of the membrane size and the definition of the reaction coordinate
The size of the membrane system could in principle affect the PMFs via three distinct mechanisms. First, increasing the membrane size allows increased undulations. If the reaction coordinate is taken as the center of mass (COM) distance between the solute and all lipid atoms, such undulations may smear out or even completely integrate out the barrier along the permeation pathway. 6 Second, finite size artifacts might influence the lipid structure, thereby also affecting the PMF. Third, interactions of the solute with its periodic images could spuriously stabilize a polar solute inside the lipid membrane.
To test if any of these mechanisms influence the PMF for membrane permeation, we computed the PMFs for permeation of methanol and ibuprofen across membranes with 16, 25, 36, 49, or 64 lipids per monolayer (Fig. 1) . Overall, the PMFs reflect the physicochemical properties of methanol and ibuprofen (Fig. 3) . The methanol PMFs exhibit a barrier that reflects the polar character of this solute. The barrier height of ∼10 kJ mol −1 is slightly lower than the experimental water/hexadecane transfer free energy of 15.8 kJ mol −1 , possibly due to slight limitations of the force fields applied here. 52 The ibuprofen PMF reasonably agrees with previous studies. 9 The two pronounced minima reflect favorable conformations in which the polar carboxyl group of ibuprofen remains in contact with the polar lipid head groups, while the apolar ibuprofen groups are fully solvated among the apolar lipid tails. These two minima are separated by a barrier at z = 0 since transfer of ibuprofen between the two leaflets requires breaking of the favorable carboxyl-head group contacts. with increasing system size, the barrier decreases and becomes narrower along z, in qualitative agreement with previous simulations of water permeation. 11 For ibuprofen, increasing the system size leads to less pronounced energy wells. Minor deviations from these trends are accounted for by the standard error, which we estimated to be ∼0.5 kJ mol −1 for the methanol PMFs, and ∼1.5 kJ mol −1 for the ibuprofen PMFs. The significant effect of the system size, clearly evident in the PMFs computed with the all-atom COM definition, can be readily explained by different degrees of undulation of the membranes. 6, 11 For polar solutes, such as methanol, membranes may undulate to avoid solute penetration into the hydrophobic core, leading to lower and narrower barriers (Fig. 3(a) ). Likewise, for apolar solutes, such as ibuprofen, the membrane may undulate to keep the solute in the hydrophobic core, leading to less pronounced minima in the PMFs (Fig. 3(c) ).
To validate that membrane undulations underlie these trends, we computed PMFs for permeation of the same solutes, but with the cylinder-based COM definition for the membrane. Indeed, with this COM definition, the PMFs from nearly all system sizes agree within the errors (Figs. 3(b) and 3(d) ). In order to test the lower limit, we also used an exceptionally small membrane, with only 9 lipids per monolayer, and only then we found small artifacts appearing (black curves). These findings suggest that, even in very small systems of only 16 or 25 lipids per monolayer, finite size artifacts on the membrane structure or interactions of the solute with its periodic images only marginally affect the PMFs. Hence, once the effects of the membrane undulations are removed by using the cylinderbased COM definition, the computed PMFs are independent of the system size, down to 16-25 lipids per monolayer.
Structural parameters vs. system size and cross section shape
To rationalize the invariance of the cylinder-based PMFs with respect to the system size, we computed lipid tail order parameters as well as the area per lipid during equilibrium simulations. Figures 4(a) and 4(c) (blue symbols) demonstrate that these structural parameters agreed among nearly all system sizes within the statistical errors. Only the exceptionally small system of 9 lipids per monolayer exhibits visible deviations. Hence, even for small systems down to 16 lipids per monolayer, finite size artifacts seem to hardly bias the membrane structure.
Simulations of globular or membrane proteins were previously conducted in simulation boxes of a hexagonal prism. 54, 55 The hexagonal box geometry is motivated from the fact that, at a fixed cross section area, the distance of an atom to its periodic image is larger (by ∼7%) as compared to a quadratic cross section area. Hence, membrane simulations using a box of a hexagonal prism might be less prone to finite size artifacts. To test if the box shape may influence the membrane structure, we computed the same structural parameters from equilibrium simulations of systems with number of lipids as before, but using a hexagonal geometry for the simulation box (Figs. 4(b) and 4(c) (red symbols)). As expected, these structural parameters are likewise nearly invariant with respect to the system size. However, a closer inspection reveals a slight decrease of the small finitesize artifacts in the hexagonal, as compared to the square membrane patch, visible in the order parameters and the area per lipid at 18 and 32 lipids per bilayer (Figs. 4(a) and 4(b) black/red curves and Fig. 4 (c) at ≤32 lipids). Since setting up membranes with a hexagonal cross section is simple with the MemGen web server, 34 and using such a geometry holds no technical disadvantages, a hexagonal simulation box might indeed be advantageous for reducing the finite-size artifacts in systems of ≤32 lipids per bilayer.
Cylinder size for cylinder-based center of mass definition
The cylinder-based COM requires the definition of the inner and outer cylinder radii R i cyl and R o cyl , between which the weights of the atoms contributing to the COM calculation are switched from unity to zero. Very small radii could in principle lead to artifacts due to computing the COM from only a few lipids. On the other hand, very large radii might allow effects from membrane undulations. To test how the chosen cylinder radii influence the PMFs, we computed PMFs for permeation of methanol using R i cyl /R o cyl combinations of 1.0/1.5 nm, 1.4/1.9 nm, and 1.8/2.3 nm, thereby increasing the effective number of lipids inside the cylinder by a factor of ∼2.7. As shown in Fig. 5 , the size of the cylinder in the tested range has only a marginal effect on the PMFs. Since the smallest cylinder (1.0/1.5 nm) exhibits some minor non-symmetric features, we suggest that radii of around 1.5 or 2 nm provide a suitable choice. 
B. Influence of solute-solute distance
A trivial yet efficient method to save computational resources is to collect multiple umbrella histograms per umbrella sampling simulation, by placing multiple solutes into the simulation box. 3, [56] [57] [58] To this end, the distance between adjacent solutes along the reaction coordinate ∆Z sol should be sufficiently large to avoid significant interactions between the solutes (Fig. 6(a) ). Obviously, larger solutes are expected to require a larger ∆Z sol to avoid such solute-solute interactions.
To identify the computationally most efficient setup without artifacts due to solute-solute interactions, we computed the PMFs for ammonia and ibuprofen using a wide range of ∆Z sol between 0.1 and 2.5 nm (Figs. 6(b) and 6(c) ). These PMFs were computed with the 72-lipid system (Fig. 1,  top right) and using the all-lipid COM definition. The barrier heights from the ammonia PMFs are summarized in Fig. 6(d) . For very small ∆Z sol ≤ 0.75 nm, we find that the permeation barrier is spuriously reduced, presumably because the polar ammonia solutes stabilize each other in the hydrophobic membrane core. In contrast, for ∆Z sol ≥ 1.0 nm all barriers agree within the error, suggesting that ∆Z sol = 1.0 nm provides the computationally most efficient setup for ammonia.
For ibuprofen, PMFs with ∆Z sol ≤ 1.2 nm exhibit pronounced artifacts due to solute-solute interactions, since two adjacent ibuprofen solutes may stabilize each other through hydrogen bonds between their carboxyl groups. A typical example is presented in Fig. 6(e) , taken from the simulation with ∆Z sol = 0.75 nm. In contrast, using ∆Z sol ≥ 1.5 nm leads to similar PMFs, since the ibuprofen molecules are too far from each other to form solutesolute contacts (Fig. 6(f) ). Hence, ∆Z sol = 1.5 nm provides the computationally most efficient setup for ibuprofen. Overall, this analysis demonstrates that surprisingly small ∆Z sol values may be used without causing artifacts in the PMFs. For the solutes studied here, collecting multiple umbrella histograms from a single simulation increased the computational efficiency by factors of 9 and 6 for ammonia and ibuprofen, respectively.
125101-6
Nitschke, Atkovska, and Hub 
C. Influence of Lennard-Jones cutoffs
Lennard-Jones (LJ) potential calculations for lipid membrane simulations have been conducted using various cutoff settings, including simple cutoffs, twin-range cutoffs, or switched potentials. Long-range interactions were either ignored or they were modeled using dispersion corrections or Ewald summation. 59 For an excellent overview on common LJ cutoff settings, we refer to the work of Piggot et al. 60 It is well established that cutoff settings may influence membrane properties such as order parameters, area per lipid, or diffusion constants. [59] [60] [61] In addition, Huang and García reported that short cutoffs enhance the propensity of the Berger force field for forming water defects. For simulations of water permeation, Comer et al. found only a small influence of LJ cutoffs on the PMFs, despite a significant effect on the area per lipid.
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Whether LJ cutoffs influence the PMF for permeation of larger drug-like solutes has not been, to our knowledge, systematically addressed. In this study, we computed the PMFs for ammonia and ibuprofen using a wide range of LJ cutoffs between 0.7 and 1.4 nm (Fig. 7) . Here, we set ∆Z sol to 1.0 and 1.5 nm for ammonia and ibuprofen, respectively. The ammonia PMFs suggest that, at a cutoff ≥0.8 nm, the main barrier varies at most by 1 kJ mol −1 , which is hardly statistically significant (Fig. 7(a) ), and is in agreement with the water permeation study by Comer et al. 11 Only with a ridiculously short cutoff of 0.7 nm, massive artifacts are observed (Fig. 7(a), indigo) . For ibuprofen, the PMFs agree within statistical error when using a cutoff of ≥0.9 nm (Fig. 7(b) ). In contrast, using a cutoff of 0.8 nm produces artifacts in the head group region that seem to influence the overall PMF. Hence, with the Berger force field used here, a short cutoff of 0.9 nm seems sufficient for accurate PMF calculations.
We also tested whether dispersion corrections would remove artifacts in the PMFs due to very short cutoffs. To this end, we recomputed the ammonia PMF with a cutoff of 0.7 nm and the ibuprofen PMF with a cutoff at 0.8 nm, while using dispersion corrections for the energy and pressure. Even though applying such corrections altered the PMF curves, the agreement with the PMFs computed with longer cutoffs did not improve (data not shown). Hence, for the PMF calculations considered here, dispersion corrections do not allow for shorter cutoffs, and accordingly more efficient PMF calculations.
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IV. DISCUSSION
We have systematically analyzed the influence of various parameters on the accuracy of PMF calculations for membrane permeation of small drug-like molecules. Specifically, we tested the possible effects of the system size, center of mass definition for the reaction coordinate, solute-solute interactions, and LJ cutoffs. Overall, we found that PMF calculations for membrane permeation are remarkably robust. Namely, (i) using small membrane patches, (ii) collecting multiple umbrella histograms from a single simulation, and (iii) using short LJ cutoffs had only a small effect on the computed PMFs. This allows for an increase of the computational efficiency of PMF calculations, by very easy adjustment of these parameters, without losing accuracy. Compared to a standard setup, where a single solute is simulated in a membrane of 128 lipids using a LJ cutoff of 1.2 nm (as often used for simulation of membrane permeation), the methods investigated here may provide a speedup in sampling by a factor of ∼40 or more without causing significant effects on the calculated PMFs.
As a numerical example, a reasonably converged PMF may be computed using umbrella windows separated by 0.25 Å and simulating each window for 50 ns. Using a ∆Z sol = 15 Å, the PMF will require 60 simulations and a total of 3 µs of simulation. On an inexpensive and slightly outdated GPU node with an Nvidia GTX 770 GPU and a 4-core Intel Xeon (E3-1270v2) processor, we achieved ∼500 ns/day for the 32-lipid system using a 0.9 nm cutoff, thus requiring 6 node days per computed PMF. Hence, a rack with 40 such GPU nodes would allow the calculation of ∼2500 PMFs per year. Obviously, these numbers are only an estimate. The simulation time required for convergence varies for different solutes. Solutes larger than ibuprofen require larger ∆Z sol to avoid significant solute-solute interactions. In addition, longer simulations are required to obtain converged PMFs for the permeation across membranes of lipid mixtures, such as membrane models containing cholesterol. Furthermore, the computation time will change with next-generation GPUs. Nevertheless, this back-of-the-envelope calculation demonstrates that accurate high-throughput calculations for membrane permeation of drug-like compounds are within reach.
This study was restricted to hydrophobic or moderately polar solutes that do not form a water defect in the membrane upon permeation. For highly polar solutes, and in particular for ions, most of the findings shown here do not hold. Highly polar or ionic solutes drag water into the membrane and may even form a transmembrane water defect upon permeation. [62] [63] [64] We recently showed that the topology of a transmembrane water pore and the pore-closure kinetics may be strongly influenced by finite-size artifacts if too small membrane patches are simulated. 65 In this previous study, we suggested that a patch of at least 128 lipids should be used if transmembrane pores are relevant. Likewise, LJ cutoffs might influence the free-energy landscape of transmembrane pore formation, 61 suggesting that simulations of ion permeation may be influenced by the cutoff. Regarding the solute-solute distance ∆Z sol , if very polar solutes form membrane defects upon permeation, a much larger ∆Z sol will be required to avoid artifacts from solute-solute interactions. However, many uncharged drugs are at most moderately polar, and charged drugs may permeate membranes in a neutral (de)protonated form, 66 suggesting that the findings of this study are applicable to PMF calculations for many drug-like solutes.
We found that varying the LJ cutoff between 1.4 and 0.9 nm has only a small effect on the PMFs computed here. However, modifying cutoff settings should be applied with caution. The cutoff settings are part of the force field and, hence, modifying the cutoff may change various properties of the system. Thus, we cannot exclude that modifying the LJ cutoffs affects the PMFs for solutes not considered here, for instance, by modulation the populations along internal degrees of freedom of the solute. In addition, we cannot exclude that PMF calculations using other lipid force fields are more sensitive with respect to modified LJ cutoffs.
We further tested the influence of the definition of the membrane center of mass (COM), which is used to define the reaction coordinate. When using the all-atom COM definition, we found that the minimum in the PMF for ibuprofen is reduced by up to 10 kJ mol −1 when changing the membrane size between 32 and 128 lipids. For methanol, the effect was slightly smaller. In contrast, using the cylinder-based COM definition strongly reduced the influence of the membrane size (Fig. 3) , suggesting that the size-dependence of the PMFs was due to membrane undulations. These findings are in line with that of Filipe et al. who showed that using the cylinder-based coordinate leads to smaller deformations of the membrane upon permeation. 67 Hence, we recommend the usage of the cylinder-based COM definition in future studies. The radius of the cylinder used to compute the membrane COM seems not to be very critical, but inner and outer radii in the range of 1.5-2 nm seem reasonable (Fig. 5) .
In this study, we carried out straightforward umbrella sampling simulations, which are technically simple and are implemented in many MD packages. Since such simulations parallelize trivially, that is, they do not require any communication between the individual simulations, the setup is robust for (worldwide) distributed computing platforms, and the simulations will scale with the rapidly increasing number of CPU and GPU cores. These properties make umbrella sampling an attractive MD setup. Nevertheless, many of the conclusions drawn here for umbrella sampling hold also for more sophisticated sampling algorithms. For instance, while using umbrella sampling along the membrane normal z, the sampling along orthogonal degrees of freedom (ODFs, such as the solute orientation, or the internal angles of the solute) could be accelerated with metadynamics. 8, 9, 68 However, during exhaustive sampling of the ODFs, the simulations spend most of the time in states of high free energy that hardly contribute to the PMF along the permeation pathway. Exhaustive sampling of the ODFs may indeed prove important if slow transitions along these degrees of freedom influence the barrier for permeation, as suggested for ibuprofen, 9 but it is far from obvious whether it generally yields faster convergence of the PMF. Alternatively, metadynamics may be used to first identify a good reaction coordinate, along which the PMF is afterwards computed with umbrella sampling. 29 Other work in this field has focused on accelerating the sampling along the main reaction coordinate. 30, 32 However, to our knowledge, none of these approaches have been used with multiple solutes along the membrane normal. For instance, Neale et al. used replica-exchange Monte-Carlo moves between adjacent umbrella windows; however, this strategy requires a communication between the individual umbrella sampling simulations. 32 Likewise, metadynamics has been successfully used to compute a PMF for membrane permeation. In a setup with a single solute per simulation system (i.e., an infinitely large ∆Z sol ), metadynamics yielded a PMF with slightly smaller error bars as compared to umbrella sampling, suggesting that metadynamics may distribute the sampling very efficiently along the reaction coordinate. 30 However, it remains to be shown whether this advantage outweighs (i) the increased sampling from simulating multiple umbrella windows per simulation (i.e., using a finite ∆Z sol ) and (ii) the practical benefits due to the trivial parallelization of umbrella sampling. We believe that additional work will be required to identify the computationally best sampling algorithm for computing PMFs for membrane permeation. By focusing on simple parameters such as membrane size, cutoffs, solute-solute distance, and COM definition, the present study complements ongoing algorithmic developments and may guide the search for efficient computational methods to study membrane permeation.
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