The worldwide demand on data storage continues to increase and both the number and the size of data centers are expanding rapidly. Energy efficiency is an important factor to consider in data centers since the total energy consumption is huge. The servers must be cooled and the performance of the cooling system depends on the flow field of the air. Computational Fluid Dynamics (CFD) can provide detailed information about the airflow in both existing data centers and proposed data center configurations before they are built. However, the simulations must be carried out with quality and trust. The k-ε model is the most common choice to model the turbulent airflow in data centers. The aim of this study is to examine the performance of more advanced turbulence models, not previously investigated for CFD modeling of data centers. The considered turbulence models are the k-ε model, the Reynolds Stress Model (RSM) and Detached Eddy Simulations (DES). The commercial code ANSYS CFX 16.0 is used to perform the simulations and experimental values are used for validation. It is clarified that the flow field for the different turbulence models deviate at locations that are not in the close proximity of the main components in the data center. The k-ε model fails to predict low velocity regions. RSM and DES produce very similar results and, based on the solution times, it is recommended to use RSM to model the turbulent airflow data centers.
Introduction
During the last several years, the demand on data storage has increased and it will most probably continue to do so in the future. The facilities housing the storage systems are called data centers. As a result of the increased demand, both the number and the size of data centers are expanding rapidly [1] . Since investments in new data centers are likely to continue, developing sustainable solutions is very important. In 2012, the energy consumption for data centers represented about 1.4% of the total energy consumption worldwide, with an annual growth rate of 4.4% [2] . Reducing the energy consumption in data centers will have a major impact on the global energy system already today but even more in the future. As a result of the development of higher power densities for the servers, liquid cooling is introduced as a complement to the traditional air cooling systems in some new data centers [3] . In addition to introducing data centers with new cooling technologies, it is equally important to improve the energy efficiency of the traditional air cooling systems in already existing data centers. This may imply studies on component level [4] , rack level [5] and room level [6] . The focus in this study is on the largest of these scales.
The most important parts in a data center are Computer Room Air Conditioner (CRAC) units and server racks housing servers. The servers generate heat and must be cooled to maintain a satisfactory temperature. If the cooling is insufficient, there is a risk of overheating, which might cause the servers to shut down. It is very important that the servers are sufficiently cooled, whereas over-dimensioned cooling systems in data centers are both costly for business and a waste of energy. The CRAC units supply cold air. Ideally, the supplied cold air enters through the front side of the server racks and the hot air that exits through the back side of the server racks returns to the CRAC units. Unfortunately, the exhausted hot air may enter the front side of another server rack instead. This is called hot air recirculation and should be avoided [7] . To avoid hot air recirculation, the server racks are often placed in a number of rows where hot and cold aisles are formed between the rows. Cold aisles are formed between two rows where the front sides are facing each other and hot aisles are formed between two rows where the back sides are facing each other. To further prevent hot and cold air from mixing, aisle containment is a strategy that can be used by either containing the hot aisles or the cold aisles [8] . There are two main categories of configurations in data centers, hard floor configurations and raised floor configurations. In a hard floor configuration, the CRAC units supply the cold air directly into the data center. In a raised floor configuration, the cold air is supplied into an under-floor space instead and enters the data center through perforated tiles located in the cold aisles. Using a raised floor configuration can also be a strategy to prevent unwanted mixing of hot and cold air. There are thermal guidelines that specify recommended and allowable temperature ranges of the air that enters the server racks [9] . The recommended and allowable temperature ranges are 18-27 • C and 15-32 • C, respectively. These guidelines apply to data centers in general and are likely to be refined in the future.
The performance of the cooling system in a data center depends on the flow field of the air. Computational Fluid Dynamics (CFD) is an efficient tool to provide detailed information about the airflow. Experimental procedures are more expensive and time-consuming. Another advantage of using CFD modeling is the possibility to analyze proposed data center configurations that have not been built yet, in addition to already existing data centers. However, it is very important that the simulations are carried out with quality and trust. Important parameters such as quality of the computational grid, boundary conditions and choice of turbulence model must be carefully considered [10] . Otherwise, the results from CFD modeling can be misleading.
The Reynolds number is most likely high in large parts of data centers and turbulence must then be taken into account when modeling the airflow. The most common turbulence model used in previous studies concerning CFD modeling of data centers is the k-ε model [11] . A well-known disadvantage of the k-ε model is its inability to predict anisotropic turbulence [12] . It also assumes that the flow is fully turbulent, which is inaccurate if the velocities are small in some parts of the data centers. Cruz et al. [13] compared the performance of the k-ε model to even more simplified turbulence models when modeling the airflow in a data center. As there are no reported results on more advanced turbulence models, a benchmark study on this subject is essential. The aim of this study is to examine the performance of different turbulence models, not previously investigated for CFD modeling of data centers, in a similar manner as described by Larsson et al. [14] for another application. The considered turbulence models are the k-ε model, the Reynolds Stress Model (RSM) and Detached Eddy Simulations (DES). The commercial code ANSYS CFX 16.0 (ANSYS, Canonsburg, PA, USA) is used to perform the simulations and experimental values are used for validation. All the results are evaluated for the case when RSM is used. The k-ε model and DES is only used for comparison to RSM.
Governing Equations
The governing equations of fluid flows in general are the conservation laws for mass, momentum and energy. In turbulent flows, the instantaneous variables are often decomposed into a mean value and a fluctuating value, where the mean value usually is the most important part. By decomposing the variables in the Navier-Stokes equations and taking the time average, governing equations of the steady mean flow are obtained. They are called the Reynolds-Averaged Navier-Stokes (RANS) equations and read ∂ρ ∂t
where ρu i u j are the Reynolds stresses. As shown by the first term on the left-hand side, depending on the choice of time averaging scale, transitions and larger fluctuations in the flow are still allowed.
To close the system of equations for the steady mean flow, a turbulence model must be used.
The k-ε model solves additional transport equations for two variables, turbulent kinetic energy and rate of dissipation of turbulent kinetic energy. It is based on the turbulent-viscosity hypothesis, which assumes isotropic turbulence and proportionality between the Reynolds stresses and the mean velocity gradients according to
There is no assumption on isotropic turbulence for the Reynolds Stress Model (RSM). Instead, it solves additional transport equations for the six individual Reynolds stresses as well as an additional equation for the rate of dissipation. The individual Reynolds stresses are used to obtain closure of the RANS equations. The turbulent-viscosity hypothesis is not needed, which means that one of the major disadvantages with the k-ε model is eliminated. Detached Eddy Simulation (DES) is a hybrid formulation of RANS (the SST model in ANSYS CFX) inside the boundary layers and Large Eddy Simulations (LES) elsewhere. Turbulent flow contains a wide range of both length and time scales. Scales larger than a predefined filter scale are resolved, whereas only the scales that are smaller than the filter scale are modeled when LES is used. Because the larger-scale motions are represented explicitly, using LES is much more computationally expensive than using other turbulence models [15] .
Close to a solid wall, the velocity approaches zero and there is a viscous sublayer. Far away from the wall, viscous forces are negligible compared to inertia forces. Somewhere between these limits there exists a region called the log-law layer, where there is a logarithmic relationship between the dimensionless expressions for velocity and wall distance. Viscous forces and inertia forces are equally important in this region [16] . When it can be assumed that the entire boundary layer does not need to be resolved, a wall function approach can be used in ANSYS CFX . The near-wall grid points should then be located inside the the log-law layer [17] .
Method

Geometry
The considered data center is Module 1 at the large-scale research facility SICS ICE, located in Luleå. A traditional air cooling system based on a hard floor configuration is used. The dimensions of the data center are 5.084 × 6.484 × 3.150 m 3 . Figure 1 shows the geometry in the CFD model, where the main components are four CRAC units and ten server racks. In Figure 2 , all the components as well as the locations where velocity measurements have been performed are labeled. A hot aisle is formed between the two rows of server racks, which are positioned with the back sides facing each other. Partial hot aisle containment is imposed by using a door at the end of the rows. SEE Cooler HDZ-2 (SEE Cooling, Nacka, Sweden) and 600 mm wide pre-assambled cabinets (Minkels, Veghel, The Netherlands) are used as CRAC units and server racks, respectively. A full server rack houses 18 PowerEdge R730xd servers (Dell, Round Rock, TX, USA). All server racks are full, except for R5, which is empty but has a small opening that does not contain blanking panels and R6 that houses only six servers. In the simulations, the flow inside the main components was not resolved. Instead, boundary conditions were applied to the sides where the flow enters and exits the CRAC units and the server racks. There are also a switchgear and an uninterruptible power supply (UPS) that were modeled without heat loads. They were included to take the effect of flow blockage into account, but smaller obstructions such as cables and pipes were ignored. 
Grid
The geometry was imported into ANSYS Meshing and tetrahedral grids were created. The discretization error was estimated using the Grid Convergence Index (GCI) and Richardson's extrapolation [18] . Solutions on three different grids that converge against the same result are required to use the method. The maximum element sizes were chosen in order to obtain a constant refinement factor for the investigated grids. When unstructured grids are used, the refinement factor for two different grids is determined as
where N is the number of elements and D is the number of dimensions. When computed profiles of a variable are used to estimate the discretization error, error bars should be used to indicate numerical uncertainty. This should be done using the GCI with an average value of p = p ave as a measure of the global order of accuracy [19] . For a constant refinement factor, the order of p is calculated as
where ε 32 = φ 3 − φ 2 and ε 21 = φ 2 − φ 1 . φ 3 , φ 2 and φ 1 are the solutions on the coarse, medium and fine grid, respectively. The approximate relative error for the fine grid is
and the fine-grid convergence index is
The extrapolated values are
Boundary Conditions
The flow rate and the supply temperature must be measured to be able to set up boundary conditions on a CRAC unit. The flow rates through the front sides of all the CRAC units were measured using the DP-CALC Micromanometer Model 8715 and the Velocity Matrix add-on kit from TSI (Shoreview, MN, USA). The Velocity Matrix is designed for area-averaged multi-point face velocity measurements. The accuracy is ±3% of reading ±0.04 m/s for the velocity range 0.25-12.5 m/s. The front sides of the CRAC units were divided into smaller regions where the face velocity was measured, and the average velocity was used to set up the inlet boundary conditions. The mass flow rate through the inlets and the outlets located on the CRAC units should be equal. The outlets were located on the top side of the CRAC units. The supply temperature was measured using the handheld hotwire thermo-anemometer VT100 from Kimo (Gothenburg, Sweden). It has an accuracy of ±0.4% of reading ±0. Table 1 . The flow rate through the server racks must be measured and the heat load generated by the servers must be known to be able to set up boundary conditions on a server rack. The strategy of using boundary conditions at the server racks instead of modeling the flow inside is called the black box model [20] . Zhang et al. [21] compared the black box model to more detailed server rack models and showed that the choice of server rack model does not significantly affect the flow field. The flow rates through all the server racks were measured on the back sides using the same equipment as for the CRAC units. The mass flow rate through the inlet on a server rack and the outlet located on the same server rack should be equal. The total heat load generated at each server rack as well as the measured velocities are presented in Table 2 . The heat load results in a temperature difference across the server rack. It is determined as ∆T = q mc p ,
where q is the heat load,ṁ is the mass flow rate and c p is the specific heat capacity, which was considered constant equal to 1004.4 kg/(kJ · K) in the simulations. The temperature at the back side of a server rack was calculated by using this relation in addition to the average temperature on the front of the server rack.
The floor, the walls and the ceiling were assumed to be adiabatic with no-slip boundary conditions, and it was assumed that there was no leakage out of the data center. 
Additional Simulation Settings
Abdelmaksoud et al. [22] showed that the effect of buoyancy often should be taken into account in CFD modeling of data centers. Buoyancy is the driving force for natural convection. The importance of buoyancy is quantified by the Archimedes number, a ratio of natural and forced convection. It is expressed as
where L is a vertical length scale, ∆T is the temperature difference between hot and cold regions, V is a characteristic velocity, g is acceleration of gravity and β is the volumetric expansion coefficient. An Archimedes number of order 1 or larger indicates that natural convection dominates. In this study, Ar ≈ 2.7 and the effect of buoyancy should be taken into account. The full buoyancy model in ANSYS CFX was used to calculate the buoyancy force directly from the density variations in the airflow. Airflows in ventilated rooms cannot be expected to be steady and in some cases, and it is only possible to obtain a converged solution with transient simulations [23] . Airflows in data centers are similar. As could be expected, steady-state simulations had difficulties converging due to fluctuations in the flow field. Therefore, transient simulations were considered instead and the time averaged flow fields were used in the analysis. A constant time step equal to 0.05 s was applied, but 0.025 s was required when DES was used as turbulence model. The convergence criteria were such that all the root mean square residuals fall below 10 −5 at each time step. The chosen time step required about three inner iterations per time step. To monitor the progress of the solution and ascertain that the transient simulations reach a statistically steady state, values of velocity and temperature were recorded at the measurement locations. These locations were chosen since they are used both to validate the simulations and to compare the different turbulence models. The simulations were run as long as necessary for the transient averages of both velocity and temperature at all these locations to converge. The simulations were run 60 s as a start-up period and transient averages were then recorded for 600 s. Running the simulations even longer did not change the transient averages, which verifies that this period is sufficient.
Validation
Velocity and temperature measurements were performed in order to be able to validate the simulations. Velocity measurements were done using the single point anemometer ComfortSense Mini (Dantec, Skovlunde, Denmark). The omnidirectional 54T33 Draught probe (Dantec, Skovlunde, Denmark) was used since it is suitable for indoor applications such as testing of ventilation components. The accuracy is ±2% of reading ±0.02 m/s for the velocity range 0.05-1 m/s and ±5% of reading for the velocity range 1-5 m/s. Measurements were performed at five different locations in the data center and at three or four different heights for each location (see Figure 2 ). Values were recorded for 60 s with a sampling frequency of 10 Hz. The average values were the same for longer durations and the sampling frequency was considered to be sufficient to evaluate the time averaged velocity profiles. If evaluation of turbulent quantities would have been of interest, a higher sampling frequency might have been required. Temperature measurements were done using the temperature sensor DPX2-T1H1 from Raritan (Somerset, NJ, USA). It has an accuracy of ±1 • C for temperatures from −25 • C to 75 • C. The sensors were placed 1.09 m above the lower edge of the server rack doors on both sides of all server racks.
Results and Discussion
Grid Refinement
The discretization error was estimated using the GCI and Richardson's extrapolation. The method requires simulations on three different grids. The number of elements are 298,535, 668,242 and 1,486,077 for the coarse, medium and fine grid, respectively. A constant refinement factor of r = 1.31 was obtained by setting the maximum cell size for each grid. The maximum cell sizes are 14.0 cm, 10.6 cm and 8.0 cm for the coarse, medium and fine grid, respectively. Five inflation layers with a growth factor of 1.2 are used for all grids to achieve a better resolution near the walls.
Velocity is one of the most interesting variables of airflow in a data center. Transient averages of velocity profiles along L1 (see Figure 2 ) are compared for the case when RSM is used as turbulence model. Figure 3a shows velocity profiles for the three investigated grid sizes and an extrapolated curve based on these three different grids according to Richardson's extrapolation. The local order of accuracy p ranges from 0.0197 to 27.70, with a global average of 6.583. Figure 3b shows error bars for the fine grid, calculated using the GCI with the average value of p. The maximum discretization uncertainty is 0.0521 m/s. Since the fine grid gives acceptable results according to the grid refinement study, all further work in this study is performed using this grid. Using the fine grid is also consistent with previous results regarding grid size for CFD modeling of data centers. VanGlider et al. [24] has shown that results are not totally grid independent even for a grid size as small as 2.5 cm, but do not change significantly below a grid size of about 15.2 cm. However, a significant difference is that hexahedral grids were used in that study. 
Flow Field
To illustrate the flow field of the air, Figure 4 shows streamlines based on the instantaneous velocity field originating from the inlet surfaces located on the CRAC units and the server racks separately. The color of the streamlines represents velocity. Figure 4a shows that a large part of the cold air enters the front side of the server racks, which is the idea, but some fraction returns to the CRAC units instead of reaching the servers. This fraction is higher for C1 and C3, the CRAC units closest to the end of the rows, than for C2 and C4. In total, the CRAC units supply more cold air than necessary for the current setup of server racks. Figure 4b shows that the airflow turns upwards in the hot aisle and stays close to the ceiling while it returns to the CRAC units. No hot air recirculation is apparent over the server racks and the risk of hot air recirculation around server racks is eliminated by the partial hot aisle containment. To illustrate the spatial distribution of the flow field, Figure 5 shows transient averages of velocity, temperature and turbulent kinetic energy on a plane through the center of the rows of server racks. It is even more clear here that both the highest velocities and most of the heat are found close to the ceiling. This is of practical importance for heat re-use applications. It is also obvious that there are large areas with very low velocities that have no function for the cooling. The turbulent kinetic energy is largest at the borders of the jets formed when the hot air moves back to the CRAC units. This is expected and similar to what is revealed in previous studies [25, 26] . 
Temperatures
A comparison of temperatures at the server racks for the case when RSM is used as turbulence model and experiments is shown in Figure 6 . The comparison is made where the temperature sensors are located. Figure 6a shows the temperatures at the front side of the server racks. All the values predicted by the CFD model are within the experimental error bars and well below both the maximum recommended and the maximum allowable temperature specified by the thermal guidelines for data centers. Figure 6b shows the temperatures at the back side of the server racks. In this case, all values except for two are within the experimental error bars. In the simulations, Equation (9) is used to calculate the temperature difference across each server rack. A uniform temperature is applied on the whole inlet surface on the back side of each server rack, respectively. In the experiments, one sensor at each server rack is used to measure the temperatures. However, there are non-uniformities on the back side of the server racks, which the sensors are not able to capture. It may explain the differences found between simulations and experiments. The deviations indicate that using the black box model as boundary condition for the server racks might not give exact results on rack level, which means right behind the server racks. However, it could still give accurate results on room level where the non-uniformities have leveled out. This is further investigated by comparing the velocity profiles from simulations and experiments. 
Velocity Profiles
A comparison of transient averages of velocity profiles for the different turbulence models and experiments is shown in Figure 7 . The simulations show that the different turbulence models give different agreement between them and to the experiments depending on the location in the data center. The same tendencies are found for temperatures. Figure 7a -c show the velocity profiles at the measurement locations behind the server racks, inside the hot aisle. As expected, higher velocities are experienced further away from the floor in this region since the airflow turns upwards inside the hot aisle. The velocities are under-estimated by the simulations at L1 and L2, especially at the two upper measurement points. At L3, the velocities produced by the simulations show much better agreement to the experiments. The considered turbulence models produce similar results behind the server racks. The largest difference between the turbulence models are found at heights above the server racks, where the boundary conditions applied to the server racks have less effect on the flow field. The velocity profiles at L4, outside the door at the end of the hot aisle, are shown in Figure 7d . At this location, the flow field is not as affected by the boundary conditions as the flow field at the other measurement locations and some differences between the turbulence models are apparent. The under-estimated velocities at L1 and L2 are a result of very steep velocity gradients at these locations in a similar manner as for the mid-plane illustrated in Figure 5 . Therefore, the distance from where the inlet condition is applied at the back side of the server racks to the location where the measurements are made is very crucial for the results. Velocity profiles from the simulations slightly closer to the center of the hot aisle show much better agreement to the experimental values.
To exemplify, Figure 8 shows transient averages of velocity profiles for L1 and L2 when these locations are moved 5 cm, 10 cm and 15 cm in the direction towards the center of the hot aisle. There is very good agreement 10 cm closer to the center for L1 and 15 cm closer to the center for L2. In the considered data center, the back side of the servers does not reach the back side of the server racks. There are gaps behind the server rack doors that are not considered when setting up the boundary conditions. It may explain why the velocities are under-estimated close the the server racks in the simulations. To further investigate the differences between the turbulence models found at heights above the server racks, Figure 9 shows transient averages of velocity on planes at L1 and L2. It is shown that wakes appear above the outlets located on the back sides of the server racks. The absence of flow from the server racks closest to the wall attracts air exhausted by the other server racks, imposing asymmetry in the flow in the hot aisle. The largest wakes are observed above the server racks in the middle. RSM and DES produce very similar results, but the k-ε model under-estimates the size of these large low velocity regions. The assumption of fully turbulent conditions is a well-known disadvantage of the k-ε model. It might explain why inaccurate results are produced in the low velocity regions. The fact that the turbulence models produce different results, even though they all use the wall function approach in ANSYS CFX instead of resolving the boundary layer, indicates that the differences arise from the treatment of the free flow and not the treatment of the boundary layer. Transient averages of turbulent kinetic energy on planes at L1 and L2 are illustrated in Figure 10 for the case when RSM is used as turbulence model. Most turbulent kinetic energy is created close to the corner where the roof meets the wall and where the flow is deflected. This can be avoided with another design in the data center. When compared to the velocity field in Figure 9 , it can also be seen that there is some turbulent kinetic energy in the large wakes. It may be a result of the higher velocity fields next to the wakes. However, it must be remembered that in the middle plane between the server racks there is a jet moving upwards. This jet and the shear created by it may also create the turbulent kinetic energy seen on the planes at L1 and L2.
(a) (b) Figure 10 . Turbulent kinetic energy on planes at (a) L1 and (b) L2 for RSM.
Conclusions
In this study, CFD modeling was used to provide detailed information about the airflow in a data center and experimental values were used for validation. It is intended to contribute to improved accuracy and reliability of CFD modeling of data centers. The simulations must be carried out with quality and trust. The effect of buoyancy must be taken into account when modeling the airflow. The simplified boundary conditions used in this study might not give exact results on rack level, which means right in front of the inlet surfaces located on the components. However, it is indicated that the results on room level are accurate. The aim of this study was not only to validate the CFD model, but also to compare the performance of the different turbulence models. It is clarified that the flow field for the different turbulence models deviate at locations that are not in the close proximity of the main components in the data center. Of the three models compared, the deviations from experimental values are about the same, but differences are found at heights above the server racks. The k-ε model fails to predict the low velocity region found there. RSM and DES produce very similar results, but the solution time increases significantly when using DES. Therefore, this study indicates that RSM should be used to model the turbulent airflow in data centers. For future studies, measurements should be performed at more locations where the flow field is not as affected by the boundary conditions as it was for many of the measurement locations in this study.
