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Abstract. One of the productsto be derived from dataacquired by the Moderate
Resolution Imaging Spectroradiometer (MODIS) onboard the National
Aeronautics and Space Administration (NASA) Earth Observing System (EOS)
will identify locations where land cover changes attributable to human activities
are occurring. The product aims to serve as an alarm where rapid land cover
conversion can subsequently be analysed with higher resolution sensors such as
Landsat 7. This paper describes the production procedure and change detection
algorithms for the 250m MODIS land cover change product. Multiple change
detection algorithms, including three spectral methods and two texture methods,
are utilized to generate the product from the two 250m MODIS bands. The
change detection methods are implemented with look-up tables (LUTs) which
are initially generated using data from the Advanced Very High Resolution
Radiometer (AVHRR) and Landsat Thematic Mapper (TM) until MODIS data
become available. The results from the ￿ ve methods are combined to improve
con￿dence in the product.We test the performanceof each methodagainst several
sets of simulated MODIS data derived from Landsat TM image pairs. The test
data represent tropical deforestation, agricultural expansion and urbanization.
The commissionerrorsofthe ￿ vemethodsandthe combinationareapproximately
10%, with reasonable omission errors less than 25%.
1. Introduction
The Earth’s land cover exerts an important control on the planet’s environment.
Land cover in￿ uences surface roughness and albedo, factors which consequently
a￿ ect exchanges of sensible heat, water vapour (latent heat), and carbon dioxide and
other greenhouse gases between the land surface and the atmosphere. In addition,
vegetation plays a physiological role in these exchange processes through stomatal
resistance and photosynthetic capacity (Sellers et al. 1996). These exchangesof energy
and materials are major components of the hydrologic cycle, the carbon cycle and
the global climate system. Consequently, many hydrological, ecological and climato-
logical models use geographically referenced land cover information as an essential
input (Asrar and Dozier 1994, Denning et al. 1996). Reliable land cover information
is thus increasingly recognized as having crucial relevance for understanding many
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aspects of Earth system science (Townshend et al. 1991, 1994). The signi￿ cant e￿ ects
of hypothetical land cover changes on the climate (Dickinson and Henderson-Sellers
1988, Nobre et al. 1991, Yukuan et al. 1994, O’Brien 1996, Xue 1996) indicate that
land cover change information is also important for global change studies. As Earth
system models become more sophisticated, it will be necessary to incorporate land
cover change as a variable. In addition, monitoring land cover change is increasingly
important for natural resource management, biodiversity assessments and inventories
for implementing international agreements on greenhouse gas emissions.
Several static global land cover products derived from remotely sensed data are
now availableor are under production (Loveland et al. 1991,DeFries and Townshend
1994, DeFries et al. 1995, Loveland and Belward 1997, DeFries et al. 1998, Hansen
et al. 2000). These products were created primarily with remote sensing data from
the National Oceanic and Atmospheric Administration (NOAA) AVHRR. The
MODIS of NASA’s EOS will provide an improved source of global information for
the study of land surfaces with spatial resolutions of 250 to 1000m depending on
the bandwidth. As one of the e￿ orts of the MODIS Land Science Team, a global
land cover change product at 1km resolution will be created by Boston University
to depict broad-scale land cover changes attributable, for example, to interannual
variability in climate (Lambin and Strahler 1994). The University of Maryland
(UMd) will provide a product at 250m resolution to depict land cover changes due
to anthropogenic activities which generally occur at ￿ ner resolutions than 1km
(Townshend et al. 1991). This paper describes the 250m resolution land cover change
product developed by the UMd. Speci￿ cally, this paper presents the generation
procedure, the change detection algorithms and the associated look up tables (LUTs)
required for their implementation, the data sets used for creating the LUTs and
testing the change detection algorithms, and ￿ nally the results of the algorithm testing.
2. Generation of the MODIS 250m land cover change product
The MODIS instrument onboard the EOS AM-1 platform is a scanning radio-
meter system with 36 spectral bands extending from the visible to the thermal
infrared wavelengths (Running et al. 1994). The ￿ rst seven bands are designed
primarily for remote sensing of the land surface with spatial resolutions of 250m for
band 1 (red, 620–670nm) and band 2 (near-infrared (NIR), 841–876nm), and 500m
for bands 3–7 (459–479nm, 545–565nm, 1230–1250nm, 1628–1652nm, 2105–
2155nm respectively). Its orbital con￿ guration and its viewing geometry produce
full global coverage every two days. Because a very high proportion of land cover
changes due to human activities occur at spatial scales around or less than 250m
(Townshend et al. 1991), the land cover change product described in this paper is
derived from the only two bands available at 250m resolution. Although the number
of the available bands is limited, the two bands are in the red and near-infrared
wavelengths—the most important spectral regions for remote sensing of vegetation
(Townshend and Justice 1988).
Considering that the information available in the two 250m bands of MODIS
and the current scienti￿ c knowledge in global scale land cover change detection are
both limited, the MODIS 250m global land cover change product is designed to
serve as an alarm system rather than a comprehensive global scale land cover change
monitoring system. This alarm system aims to provide users with indicators for
where the major land cover changes might have occurred and then users can use
higher resolution remote sensing data of the indicated areas to examine the exactGlobal and regional land cover characterization 1435
locations and types of the changes. One of the direct applications of the alarm
product is to help the data acquisition strategy of the Landsat 7 satellite. With this
alarm system, we aim to identify changes caused by human activities, such as
deforestation, urbanization, agricultural expansion or contraction, as well as by
extreme natural events, such as ￿ ooding and ￿ re (burn scars). Speci￿ cally, the types
of land cover change to be detected in this at-launch version of the product are
conversions between the following land cover types: forest (tall woody vegetation
with greater than 40% canopy cover), non-forest (short herbaceous vegetation or
woody vegetation with less than 40% canopy cover), bare ground, water bodies, and
burn scars (table 1). These simpli￿ cations are associated with the conservative goal
of the current at-launch version of the product. Once experience of detecting global
scale land cover change with real MODIS data is gained, other detailed types of
land cover change, such as conversions between non-forest land cover types will be
included in the post-launch version of the product.
Figure 1 shows the data processing scheme for the 250m global land cover
change product. The processing procedure takes advantage of the gridded level 2
(L2G) products of surface re￿ ectance for the two 250m bands. The L2G surface
re￿ ectance product used as input in the processing chain has been atmospherically
corrected for molecular scattering or absorption of atmospheric gases (such as water
vapour, carbon dioxide, ozone and other trace gases), aerosols, and thin cirrus clouds
(Vermote et al. 1995, 1997). We chose to use a surface re￿ ectance product that does
not employ a bidirectional re￿ ectance distribution function to correct for sensor
geometry in order to avoid assumptions about land cover type.
The ￿ rst step in the processing chain involves compositing the surface re￿ ectance
for each 32-day period to maximize the availability of cloud-free, snow-free, good
quality and close-to-nadir surface re￿ ectance data. The compositing procedure we
have chosen is shown in ￿ gure 2. After the 32-day surface re￿ ectance data for the
red and NIR bands have been generated for the two dates to be considered, they
are used as input to ￿ ve change detection algorithms. In the absence of MODIS
data for developing and testing the algorithms, we use multiple algorithms to build
con￿ dence in the result. The change results from the ￿ ve algorithms are then
integrated with an ‘algorithm integration rule’ to determine whether to label the
pixel as ‘change’ or ‘no change.’ The ￿ ve change detection algorithms and the
algorithm integration rule are described in §3.
The 250m global land cover change product detects changes between images
acquired at both 3-month and annual intervals. For the 3-month interval, which is
confounded by phenological changes that do not represent a change in cover type,
Table 1. Types of land cover change to be detected by the MODIS 250m land cover change
product; — indicates that the conversion is not of interest or is not likely to occur.
Time 2 cover type
Time 1 cover type Forest Non-forest Bare Water Burn
Forest — Deforest. Deforest. Flooding Burn
Non-forest Regrowth — Urban Flooding Burn
Bare Regrowth Agriculture — Flooding —
Water Flood retreat Flood retreat Flood retreat — —
Burn Regrowth Regrowth — — —X. Zhan et al. 1436
Figure 1. Data processing ￿ ow chart for the at-launch version of the MODIS 250m global
land cover change product.
we apply the algorithms to three pairs—a 1-month interval, 2-month interval and
3-month interval—in order to build con￿ dence in the result (see ￿ gure 3). These
three results are then integrated into a ￿ nal result for the 3-month period using the
time integration rules that combine the various outcomes for the three time intervals.
3. Change detection algorithms
Detection of land cover changes has been a major application of remote sensing
for more than a decade. During this time period, the role of remote sensing in
monitoring the Earth’s environment became emphasized (Townshend 1977). Several
change detection techniques have been developed and applied. These techniques fall
into two categories: analysis of di￿ erences in classi￿cation results between two dates
and analysis of radiometric di￿ erences between dates. In the absence of very high
accuracies in classi￿cation results, the classi￿cation approach must be used cautiously
in order that misclassi￿ ed pixels in either of the two dates are not erroneously
labelled as change. Radiometric methods include band di￿ erencing, band ratioing,
transformed band di￿ erencing, principal component analysis, and multispectral or
multi-temporal change vector analysis (see Singh (1989) for a review and Johnson
and Kasischke (1998) for examples). Although these methods have been successful
with the local-scale samples to which they have been applied, none of them have
been tested at a global scale.
The 250m MODIS land cover change product will be created as an alarm system
of land cover changes. Because MODIS data will not be available until the EOS-Global and regional land cover characterization 1437
Figure 2. The processing procedure for compositing the 32 daily observationsof the band 1
and band 2 re￿ ectance values for each pixel.
Figure 3. Time intervals over which land cover changes will be detected in the at-launch
version of the MODIS 250m land cover change product.
AM1 platform is launched, it is only possible to develop and test the algorithms
with simulated data. For this reason, we employ multiple change detection methods
in the 250m MODIS land cover change product in order to have a reasonable level
of con￿ dence in the result.X. Zhan et al. 1438
Speci￿ cally, the change detection methods used in the 250m MODIS land cover
change product are: the red–NIR space partitioning method, the red–NIR space
change vector method, the modi￿ ed delta space thresholding method, changes in the
coe￿ cient of variation, and changes in linear features. The ￿ rst three methods exploit
the spectral information from MODIS bands 1 and 2 for the two 32-day composites
being compared. The other two methods exploit changes in spatial texture. We
describe the theoretical basis for each of the methods in the following sections.
3.1. The red–NIR space partitioning method
Most land cover changes caused by human activities, ￿ ood or ￿ re are associated
with changes in the surface brightness and greenness. Therefore, the locations of a
pixel in the two-dimensional space of brightness and greenness at di￿ erent times
should indicate whether and whattype of change hasoccurred. Because the brightness
can be represented by albedo (approximately the mean of MODIS bands 1 (red)
and 2 (NIR) re￿ ectances), and the greenness can be represented by the di￿ erence
between MODIS bands 2 and 1, the brightness–greenness space is just a 45ß clockwise
rotation of the red and NIR space (￿ gure 4). In addition, the value of the Normalized
Di￿ erence Vegetation Index (NDVI) of a point in the red–NIR space is associated
with the slope of the line connecting the origin and the point. All points on one line
going through the origin have the same value of NDVI. For a given geographic
region and time of year, the spectral signatures of various land cover types have
Figure 4. The relationship between the red–NIR space and the brightness–greenness space
and the typical signatures of various land cover types.Global and regional land cover characterization 1439
characteristic ranges in the red–NIR space. The red–NIR space partitioning method
exploits these characteristic land cover signatures to detect change (Hansen et al.
1998).
The method partitions the red–NIR space into ￿ ve classes: forest (tall woody
vegetation with greater than 40% canopy cover), non-forest (short herbaceous and
woody vegetation with less than 40% canopy cover), bare ground, water bodies, and
burn scars. By comparing the locations of the pixel in the red–NIR space at time 1
(the composite derived from 32 daily observations for the ￿ rst month being consid-
ered) and time 2 (the composite derived from 32 daily observations for the second
month being considered), we can determine whether conversions between the ￿ ve
cover types have occurred. Though similar to the classic classi￿cation di￿ erence
method, this method di￿ ers in the following important ways: (1) it distinguishes only
￿ ve classes which are spectrally distinct compared with more detailed land cover
classi￿cations; (2) it labels pixels as changed only when it migrates in spectral space
from the core area for one cover type in time 1 (the spectral space with no confusion
between classes, see § 5.1 for further explanation) to the core area for another cover
type in time 2. Migration between a core area and an area in spectral space that
represents mixtures of cover types are not labelled as change. This avoids the problem
of overestimating pixels that have changed, a problem with classic classi￿cation
di￿ erencing methods. To implement the red–NIR space partitioning method for the
250m land cover change product, a set of LUTs to de￿ ne the core areas is needed.
Section 5 describes the generation of these LUTs.
3.2. The red–NIR space change vector method
The red–NIR space change vector method is based on the presumption that land
cover conversions can be characterized by a vector indicating a pixel’s change in
location in the red–NIR space from time 1 to time 2. The starting and ending
positions, direction, and magnitude of the change vector are used to determine if
and what type of change has occurred. In other words, the change vector method
uses both the state and dynamic information of location in the red–NIR space
compared with known spectral signatures of the ￿ ve cover types (￿ gure 5). For
example, if a forest does not undergo conversion between time 1 and time 2 and the
seasonal change is not signi￿ cant, the spectral signature does not changesubstantially
and the change vector has a magnitude of zero or close to zero. If the forest is
cleared for agriculture or urban development and becomes bare ground, then the
change vector would generally move from low brightness and high greenness to high
brightness and low greenness, in other words parallel with the red axis in the red–
NIR space. If the forest is burned, both the greenness and brightness decrease and
the corresponding change vector moves parallel but in the negative direction to the
NIR axis in the red–NIR space. These examples illustrate the utility of the dynamics
of the change vector, the magnitude and direction, for identifying land cover change.
However, the change vectors associated with di￿ erent types of change may have
similar values for magnitude and direction, as shown in ￿ gure 5 for changes from
forest to bare ground and non-forest vegetation to bare ground. In this case, the
state information, i.e. the starting and ending positions of the change vector, can
indicate the type of change (Huang et al. 1998, Zhan et al. 1998).
The red–NIR change vector method di￿ ers from the traditional multispectral or
multi-temporal change vector methods (e.g., Malila 1980, Colwell and Weber 1981,X. Zhan et al. 1440
Figure 5. Typical change vectors associated with no forest change, deforestation and forest
burning processes in the red–NIR space representing the brightness–greenness space.
The small circles show the typical signatures at Time 1 (T 1) and Time 2 (T 2)
respectively.
Lambin and Strahler 1994, Johnson and Kasischke 1998) in that the former: (1) uses
the starting or ending position of the vector in addition to magnitude and direction;
(2) distinguishes the characteristic signatures for di￿ erent types of change using a
decision tree approach (see §5.2) rather than simply setting a threshold for the change
magnitude and/or direction.
The magnitude A and direction h of the red–NIR space change vector are
computed from the re￿ ectance values of band 1 and band 2 at time 1 and time 2
with the following equations:
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are the surface re￿ ectance values of the MODIS band
1 (red) and band 2 (NIR) at time 1 (T1) and time 2 (T2) respectively. When the
values of rT1 Red
, rT1 NIR
, rT1 Red
and rT1 NIR
are available and the values of A and h are
computed, the red–NIR space change vector method is implemented with a set of
LUTs. The LUTs provide the ranges for values of A, h, rT1 Red
or rT2 Red
, and
rT1 NIR
or rT2 NIR
associated with the various types of land cover change. The generation
of these LUTs is described in §5.
3.3. The modi￿ed delta space thresholding method
Because the seasonal changes of vegetation are not among the types of land
cover change we are interested in, we apply the modi￿ ed delta space thresholding
method to compensate for seasonaldi￿ erences in order to avoid￿ agging phenological
variations as real change (Zhan et al. 1998). The change vector in the red–NIR space
can be converted to the delta-red (Dr
Red
) and delta-NIR (Dr
NIR
) space (called the
delta space for short) where delta represents the di￿ erence in re￿ ectance between
time 1 and time 2. With this conversion, the change vectors for all pixels start at the
origin (￿ gure 6). The delta-brightness and delta-greenness space can be overlain with
the delta-red and delta-NIR space, which aids the interpretation of the change vectors
in terms of the types of changes they represent. The modi￿ ed delta space is measured
in the coordinate system of dr
Red
and dr
NIR
which are Dr
Red
and Dr
NIR
modi￿ ed to
account for the expected seasonal variability in the re￿ ectances. Mathematically, if
the time 1 and time 2 averages of the red and NIR re￿ ectance for the cover type of
the pixel are MT1 Red
, MT2 Red
, MT1 NIR
and MT2 NIR
respectively, then
dr
Red
=Dr
Red
Õ (MT2 Red
Õ MT1 Red
)=rT2 Red
Õ rT1 Red
Õ (MT2 Red
Õ MT1 Red
) (6)
dr
NIR
=Dr
NIR
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)=rT2 NIR
Õ rT1 NIR
Õ (MT2 NIR
Õ MT1 NIR
) (7)
With this seasonality compensation, the e￿ ects of ￿ uctuations in re￿ ectance associ-
ated with the seasonal changes are theoretically eliminated. Values of dr
Red
and dr
NIR
signi￿ cantly larger than zero indicate real land cover changes.
For the MODIS 250m land cover change product, the modi￿ ed delta space
thresholding method is employed to label whether and what type of change has
occurred by the following steps.
(1) Determine the cover type for each pixel using band 1 and 2 re￿ ectances with
a set of ‘cover type’ LUTs which are the ranges of the band 1 and band 2
re￿ ectance values at time 1 for each of the ￿ ve cover types.
(2) Compute the values of dr
Red
and dr
NIR
with equations (6) and (7).
(3) Compute A and h by substituting Dr
Red
and Dr
NIR
in equations (1)–(3) with
dr
Red
and dr
NIR
.X. Zhan et al. 1442
Figure 6. Change vectors in the delta spaces. The coordinates of change vector magnitude
and direction are overlaid with the delta spaces.
(4) Determine whether change has occurred and type of change from the com-
puted A and h in conjunction with the ‘change’ LUTs for the cover type
determined in step (1).
The ‘cover type’ LUTs and the ‘change’ LUTs are described in §5.
3.4. The texture change detection method
Texture features describe the spatial distribution, or heterogeneity, of the
re￿ ectances within one or in a combination of multiple bands. Information about
the spatial distribution complements information available from spectral features
(Strahler 1981). Most land cover changes that we aim to detect with this product
correspond to a change in texture features. For example, deforestation caused by
logging or farming generally increases the heterogeneity of the deforested areas along
the boundaries of such areas. Agricultural expansion in the desert also increases the
heterogeneity of the landscape.
Many measures of texture features have been proposed (Haralick 1979, Lambin
1996, Mayaux and Lambin 1996, Wulder et al. 1998). After applying some of these
measures to the test data sets, we ￿ nd that the coe￿ cient of variation (CoV: standard
deviation divided by the mean) using NDVI values of neighbouring pixels in a 3Global and regional land cover characterization 1443
pixel by 3 pixel kernel to be an e￿ ective texture measure for change detection. For
the at-launch version of the 250m MODIS land cover change product, we use the
following criteria to label changed pixels: if |CoV
T2
Õ CoV
T1
| 4, then label the pixel
as changed, where CoV
T1
and CoV
T2
are the values of the CoV for the NDVI in a
3Ö 3 pixel kernel surrounding the pixel at T1 and T2 respectively.
3.5. The linear feature change detection method
The linear feature change detection method is based on the observation that
many land cover changes caused by human activities are associated with explicit
boundaries such as roads, power line rights-of-way or the edges of ￿ elds. If a linear
feature is observed at time 2 but was not present at time 1, it can be inferred that
change has occurred.
The linear feature change detection method has three steps: (1) highlight linear
features by manipulating the grey levels of neighbouring pixels with an edge enhance-
ment method; (2) identify linear features in both the time 1 and time 2 edge-enhanced
images; (3) label the pixel as changed if a linear feature is identi￿ ed in time 2 but
not time 1.
Exploratory analysis identi￿ ed band 1 (red) re￿ ectance as better at discriminating
linear features than either band 2, or metrics based on combinations of bands 1 and
2. The step (1) edge enhancement of band 1 re￿ ectance computes the mean of the
absolute di￿ erence between the grey level value at each pixel and at each neighbour
in a 3Ö 3 image kernel surrounding the pixel. In step (2) a continuous indicator of
the presence of a linear feature is derived using the following rule: in each of the
four directions through the centre pixel in a 3Ö 3 image kernel, ￿ nd the minimum
edge enhanced value, then save the maximum of these four minimum values. Step
(3) identi￿ es the pixel as containing an edge if the result of step (2) is greater than
or equal to 3.7, and then labels the pixel as changed if an edge exists in time 2 but
not time 1.
4. Data sets for implementing and testing change detection algorithms
The 250m MODIS land cover change product will be generated from data
acquired by MODIS bands 1 and 2 using the change detection algorithms described
above. However, to derive the LUTs required by the algorithms to develop this at-
launch product, a global data set of the red and NIR surface re￿ ectances are needed
before real MODIS data are available. Also, to test the performance of the change
detection methods, simulated MODIS data for test sites are needed. For these
purposes, we use two types of existing remotely sensed data. First, the LUTs for the
three spectral methods (the red–NIR space partitioning method, the change vector
method and the modi￿ ed delta space thresholding method) were generated mainly
using data from the AVHRR together with spectral data from Landsat TM. Second,
testing of the ￿ ve change detection methods was conducted with data sets simulated
from Landsat TM image pairs. Sections 4.1 and 4.2 describe these data sets.
4.1. AVHRR data
The AVHRR sensor is a relatively simple scanning radiometer with ￿ ve bands
in the red, NIR and thermal spectral regions (Kidwell 1988). It is a ‘heritage
instrument’ of MODIS with an orbital con￿ guration and viewing geometry produ-
cing daily full Earth coverage. The AVHRR red (channel 1: 580–680nm) and NIR
(channel 2: 725–1100nm) bands overlap the MODIS red (band 1: 620–670nm) andX. Zhan et al. 1444
NIR (band 2: 841–876) bands but have larger bandwidths than the MODIS bands.
Similar AVHRR sensors onboard NOAA’s satellite series have been continuously
observing the Earth’s surface since 1981. The historical record has been preserved
in an archive to produce continuity needed for land surface studies. Many e￿ orts
have been made to calibrate and atmospherically correct the data, such as NASA’s
AVHRR Land Path￿ nder project (Agbu and James 1994, James and Kalluri 1994).
AVHRR Path￿ nder data are calibrated and corrected for the atmospheric e￿ ects of
molecules, aerosols, trace gas absorption and scattering. However, they are not
corrected for water vapour absorption. Because no other remotely sensed and atmo-
spherically corrected red and NIR surface re￿ ectance data are available globally, we
used the AVHRR Land Path￿ nder data for generating the LUTs of the change
detection algorithms.
Two sets of AVHRR data were used for generating the LUTs: the 8km data for
12 years from 1982 to 1993 (Agbu and James 1994) and the 1km AVHRR data for
1992–1993 (Eidenshink and Faudeen 1994). The 1km data set has a closer spatial
resolution than MODIS and a 1km pixel should have better purity than an 8km
pixel. However, the 1km data set has more cloud contamination than the 8km data
sets. Since each of the two data sets has advantages and disadvantages, and because
no better data are available, we used both for the prototypes of the LUTs needed
for the change detection method. We composited the decadal 8km and 1km data
to monthly values based on maximum NDVI values (Holben 1986). In order to
derive representative red and NIR re￿ ectances from the 12 years of the 8km data,
for each month we ranked the values from low to high NIR re￿ ectances. Then, the
value least likely a￿ ected by both atmospheric and bidirectional e￿ ects (the one
yielding the composite image with the least speckle) was chosen for each month. The
corresponding red and NIR re￿ ectance values for that year were then extracted to
construct a representative monthly data set of red and NIR re￿ ectances.
Pixels sampled from the 8km and 1km AVHRR data were subsequently used as
training data to construct the LUTs. This will be described in §5.
4.2. L andsat Thematic Mapper (TM) data
Landsat TM data were used for two purposes: (1) to extract sample re￿ ectance
values in the red and NIR bands for water bodies and burned areas and (2) to test
the change detection methods. Landsat TM has seven spectral bands ranging from
the visible blue–green to the thermal infrared spectral regions. Band 3 (red: 630–
690nm) and band 4 (NIR: 750–900nm) of Landsat TM are the ‘heritage bands’ of
the MODIS bands 1 and 2 and can be used to simulate MODIS data. The pixel
size of the TM images for the red and NIR bands is 28.5m. Landsat 4 and 5 have
a 705km near-circular, Sun-synchronous orbit with a repeat period of 16 days.
Global coverage of Landsat data is not available. However, we selected cloud-free
TM images or image subsets in several locations for use in the development of the
change detection algorithms.
A TM image of an area in north-eastern China where a boreal forest had been
burned massively was used to extract the sample values of red and NIR re￿ ectances
for burn scars. The sample re￿ ectance values for water bodies and ￿ ooding were
obtained from TM images of the Washington, DC area, Manaus, Brazil, and the
San Francisco Bay area. We delineated polygons to identify water bodies, ￿ oods and
burn scars. The TM images were then degraded to MODIS 250m resolution using
a specially designed ￿ lter that approximates the point spread function of MODISGlobal and regional land cover characterization 1445
(the computer code for this transformation was obtained from Dr Kai Yang and is
referred to as the TM-MODIS code hereafter). The re￿ ectance values of the delin-
eated areas on the simulated MODIS images were extracted to represent red and
NIR values of water and burn scars. The seasonal variations of these re￿ ectance
values were considered to be negligible.
To validate the change detection methods presented previously, more than a
dozen pairs of cloud-free or nearly cloud-free Landsat TM images were obtained for
di￿ erent locations around the world where various types of land cover conversions
are occurring. The characteristics of some of these locations are listed in table 2. To
reduce the size of this paper, only three pairs of these data sets, representing agricul-
tural encroachment into desert, agricultural expansion into tropical rainforest, and
temperate urban development, are going to be presented.
To utilize these TM image pairs for testing the performance of the change
detection methods, preliminary data processing is required. The most important
processing requirements for change detection are the accurate registration and the
radiometric normalization of the images. As the ￿ rst step, the original TM image
pairs were coregistered using ground control points. A root mean square (rms) error
of less than 0.67, corresponding to approximately 20m, was achieved using a linear
Table 2. Characteristicsof the LandsatTM imagesusedto createthe test datasets (*indicates
that the data set is presented in this paper).
Location Dates of TM images Main types of land cover change
*Alexandria, Egypt 7 June 1984 Agricultural expansion in desert
13 June 1992
Beijing, China 26 September 1987 Urban growth into agricultural area
25 October 1992
Charlotte, NC 8 July 1984 Temperate mixed woodland to urban
28 July 1997 development
Manaus, Brazil 2 August 1989 Conversions between forest and
20 September 1995 non-forest and between water and
land
Orlando, FL 9 January 1985 Forest to agricultural ￿ elds or
26 January 1997 residential areas
Ontario site 1, Canada 17 August 1985 Boreal forest deforestation and
20 October 1985 regrowth
20 August 1992
Ontario site 2, Canada 17 August 1985 Boreal forest deforestation and
20 August 1992 regrowth
Ontario site 3, Canada 27 July 1987 Boreal forest deforestation and
3 July 1996 regrowth
Rondonia, Brazil 10 August 1986 Tropical rain forest to agricultural
20 July 1996 ￿ elds
*Santa Cruz, Bolivia 2 July 1986 Rain forest to agricultural use
10 July 1992
Parana River Basin, Brazil 22 November 1986 Patches of forest converted into
20 November 1991 agricultural ￿ elds
*Washington, DC 26 May 1985 Temperate mixed woodland to urban
8 May 1990 development
Yellowstone, WY 22 September 1987 Forest to burn scars
10 October 1988
Yucatan, Mexico 14 April 1986 Urban growth in arid or semi-arid
4 April 1994 areaX. Zhan et al. 1446
or second-order polynomial equation. The TM data were then degraded to the
MODIS spatial resolution of 250m using the TM-MODIS code. Based on the rms
error of 20m for the TM data, the rms errorof the coregistration of the simulated
MODIS data is less than 0.1 pixel.
Radiometric normalization of the test data is of equal importance to geometric
registration. We applied a radiometric normalization procedure based on that
reported by Hall et al. (1991) to most of the pairs of coregistered, simulated MODIS
data. For each pair of images, black target pixels such as water bodies and bright
target pixels such as bare soil were selected. If their re￿ ectance values at time 1 and
time 2 were signi￿ cantly di￿ erent (more than 5% of the mean value), we determined
that the pair of data required radiometric normalization and the procedure was
applied. For the three pairs of data listed in table 2, the Washington, DC and Egypt
pair were normalized. The Bolivia pair was not because the dark and bright target
re￿ ectance values were comparable.
For each test data pair, we delineated where land cover change had occurred by
visual inspection of the original TM images. The change bitmaps at TM resolution
were then converted to 250m using the TM-MODIS code. If the 250m simulated
MODIS pixel included at least 25% change based on the TM resolution change
bitmap, the 250m pixel was labelled as change. These change bitmaps at MODIS
resolution were used to test the performance of the change detection methods (§6).
5. Implementation of the change detection methods
For the generation of the 250m MODIS land cover change product, the ￿ ve
algorithms are implemented with look up tables (LUTs). To account for the season-
ality di￿ erences between the latitudes, the Earth is split into four regions: the north
region (>23.5ß N), northern tropical region (0–23.5ß N), southern tropical region
(0–23.5ß S) and south region (>23.5ß S). The LUTs associated with each of the ￿ ve
methods were created for each of these four regions and for each of the 12 months.
Thus, for each of the ￿ ve methods, there are 12Ö 4=48 LUTs. These LUTs were
designed and generated as follows.
5.1. L UTs for the red–NIR space partitioning method
The LUTs for implementing the red–NIR space partitioning method are a set of
tables which determine the land cover class membership from the red and NIR
re￿ ectance values. They are used according to the following mathematical function:
Cover type (r
Red
, r
NIR
) (8)
where r
Red
and r
NIR
are the surface re￿ ectance values of MODIS bands 1 and
2 respectively, and the value of the function is one of the following cover types:
forest, non-forest, bare, water, burn scar and mixtures of each. These functions are
determined for each of the four latitude regions for each of the 12 months.
To determine the values for the LUTs, we used decision trees, a technique
described by Breiman et al. (1984) and implemented for land cover classi￿cation
using remotely sensed data (Hansen et al. 1996, 2000, Friedl and Brodley 1997,
DeFries et al. 1998). Decision trees predict class membership by recursively parti-
tioning training data into more homogeneous subgroups. A deviance measure is
calculated for all possible splits in the training data and the split that yields the
greatest overall reduction in deviance is chosen to partition the data. The procedure
is repeated with the subgroups until a decision tree is created with terminal nodesGlobal and regional land cover characterization 1447
with no misclassi￿ cation errors or until preset conditions are met for terminating
the tree’s growth. By selecting those terminal nodes with no misclassi￿ cation errors
(pure nodes), we identi￿ ed the spectral signature in the red–NIR space for the ‘core
area’ for each cover type. Terminal nodes with high classi￿cation errors represent
spectral signatures of pixels with mixtures of cover types. The pixel is labelled as
change only when the location of a pixel in the red–NIR space migrated from a
‘core area’ at time 1 to a di￿ erent ‘core area’ in time 2. Otherwise it is labelled as
no change.
The 8km monthly composited AVHRR Path￿ nder data were used to train the
decision tree to determine values associated with ‘core areas’ and ‘mixed areas’ using
the following steps: (1) aggregate the UMd 1km land cover product (Hansen et al.
2000) into the ￿ ve cover types; (2) randomly select 1000 pixels (after bu￿ ering the
polygons of contiguous land cover types by 1 pixel to avoid mixed pixels) for the
forest, non-forest vegetation and bare cover types; (3) extract the red and NIR
re￿ ectance values for the selected pixels of the three cover types and the re￿ ectance
values of water bodies and burn scars from the Landsat TM data; (4) for each region
and each month, generate a decision tree from the 1000 pixels for each of the ￿ ve
cover types to ￿ nd the boundaries of the ‘core areas’ and ‘mixed areas’ (see Hansen
et al. 1998).
5.2. L UTs for the red–NIR space change vector method
The red–NIR space change vector method uses the red and NIR re￿ ectances in
time 1 and time 2 and the change direction and magnitude to distinguish the di￿ erent
types of change. The LUTs have the following form:
Change type (rT1 Red
, rT2 Red
, rT1 NIR
, rT2 NIR
, A, h) (9)
where A and h were computed using equations (1)–(5) and rT1
Red
, rT2
Red
, rT1
NIR
, rT2
NIR
are
the red and NIR re￿ ectance values of the beginning and ending positions of the
vector. To generate this set of LUTs, the 1km AVHRR data were used to determine
the re￿ ectance values for forest, non-forest and bare ground. The values for water
bodies and burn scars were obtained from Landsat TM images as described previ-
ously because these types are not identi￿ able in the AVHRR data. For each of the
￿ ve cover types listed in table 1, 500 randomly selected pixels in the agreed areas of
the UMd’s (Hansen et al. 2000) and Eros Data Center’s (Loveland and Belward
1997) 1km land cover classi￿cation product were used to determine values for
rT1 Red
, rT2 Red
, rT1 NIR
, rT2 NIR
for each month. For each possible type of change in table 1, the
corresponding values for change direction h and magnitude A were computed using
equations (1)–(5) for the 500 pixels. Applying the decision tree approach to the data
of rT1
Red
, rT2
Red
, rT1
NIR
, rT2
NIR
and A and h for each possible land cover change, the charac-
teristic ranges of these variables were determined and entered into the LUTs (Huang
et al. 1998). Examples of these LUTs are listed in table 3 for the regions and months
corresponding to the test data listed in table 2.
5.3. L UTs for the modi￿ed delta space thresholding method
To implement the modi￿ ed delta space thresholding method, two sets of LUTs
are needed. One set, ‘cover type LUTs’, is used to determine the cover type for time
1 from the red and NIR re￿ ectances. Mean values of red and NIR re￿ ectances for
each month and region are used to modify the delta values in equations (6) and (7)
to compensate for seasonal changes in re￿ ectances. These LUTs are similar to theX. Zhan et al. 1448
Table 3. The LUT used to detect the speci￿c land cover changes in the test data sets listed
in table 2 with the red–NIR space change vector method.
Bolivia
(South Tropical
Region, July) Egypt Washington, DC
Data set and forest to (North Region, June) (North Region, May)
change type non-forest vegetation bare to vegetation Forest to urban
(1) A>3.0% and (1) A>23.3% (1) h>172ß and
h>318ß and rT1 Red
<6.9% and
rT1 Red
<3.6% and rT1 NIR
>27.6%
rT1 NIR
>12.6%
Criteria for
Change Type or or or
LUT
(2) A>3.0% and (2) (2) A>12.3% and
210ß < h< 318ß and 10.8%< A<23.3% 127ß < h< 178ß and
rT1 Red
<3.6% and and h>106ß and rT1 Red
<4.6% and
rT1 NIR
>12.6% rT1 Red
<24.6% rT1 NIR
>27.6%
LUTs represented by function (8) for the red–NIR space partitioning method, but
the latter include only the ‘core areas’ without the ‘mixed areas.’ The other set of
LUTs, the ‘change type LUTs’, are used to determine the type of land cover change
from the values of direction h and magnitude A. These LUTs are computed from
the modi￿ ed delta values (dr
Red
and dr
NIR
), substituting for the Dr
Red
and Dr
NIR
in
equations (1), (2) and (3).
The randomly selected pixels for forest, non-forest, and bare and the Landsat
TM data for water bodies and burn scars, as described in §5.2 for deriving LUTs
for the red–NIR space change vector method, are also used to derive the LUTs for
the modi￿ ed delta space thresholding method. The ‘cover type’ LUTs were deter-
mined with a simple classi￿er from the randomly selected pixels. The ‘change type’
LUTs were determined with the same simple classi￿er using equations (6) and (7).
Examples of the two types of LUTs are shown in table 4 for the speci￿ c types of
land cover changes in the regions and months corresponding to the test data sets
in table 2.
Table 4. The Look-Up Tables used to detect the speci￿c land cover changes in the test data
listed in table 2 with the modi￿ed delta space thresholding method.
Bolivia
(South Tropical
Region, July) Egypt Washington, DC
Data set and forest to (North Region, June) (North Region, May)
change type non-forest vegetation bare to vegetation Forest to urban
Criteria for the 0%< rT1 Red
<6% and 0%< rT1 Red
<6.0% 0%< rT1 Red
<10% and
cover type 10%< rT1 NIR
<100% for bare 10%< rT1 NIR
<100%
LUT for forest for forest
Criteria for the 2%< A<100% and 2%< A<100% and 7%< A<100% and
change type 0ß < h<150ß 0ß < h<150ß 0ß < h<175ß
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5.4. L UTs of the coe￿ cient of variation and linear feature methods
The LUTs for the texture and linear feature methods simply identify a threshold
for the di￿ erence in texture or linear feature between time 1 and time 2. Above this
threshold, a pixel would be labelled as change. Because the spatial resolution of the
AVHRR data precludes a possibility of determining texture and linear features at
250m resolution, the only available data for deriving the threshold are simulated
MODIS data derived from Landsat TM images. Landsat TM data for all months
in all regions are not available. Consequently, the threshold values were based on
empirical examination of the available Landsat TM data.
5.5. L UTs for integrating various change detection results
The ￿ ve change detection methods produce ￿ ve results of detected changes. These
results may not agree on whether or not change has occurred. To integrate the
results and create a ￿ nal result for the 250m MODIS land cover change product, a
LUT for integrating the results from the di￿ erent algorithms is needed. Based on
experiments with di￿ erent combinations of the results from the ￿ ve methods on the
three test data sets in table 2, the following rule was found to give an acceptable
result: if at least any three of the ￿ ve methods label a pixel as ‘change’, then the pixel
is labelled as ‘change’. This ‘algorithm integration rule’ is implemented with a LUT.
This LUT can be updated for any other ‘algorithm integration rules’.
A simple ‘time integration rule’ for the 3-month result states that if at least any
one of the time intervals (1-month, 2-months or 3-months) labelled the pixel as
‘change’, then the pixel is labelled ‘change’ in the 3-month change detection product.
These integration rules require further testing with additional test sites.
6. Performance of the change detection methods
We tested the ￿ ve change detection methods, implemented with the LUTs, on
three pairs of MODIS data simulated from Landsat TM images. The test data
represent tropical deforestation near Santa Cruz, Bolivia (￿ gure 7), agricultural
expansion into desert areas around Alexandria, Egypt (￿ gure 8), and conversion of
temperate mixed woodland to residential and commercial uses (￿ gure 9). The ￿ ve
algorithms were run on each of these test data sets. The result from the ‘algorithm
integration rule’ applied to the ￿ ve change detection results and an integration result
was obtained for each of these data sets. The results from each of the ￿ ve methods
and the integration were then compared with the validation data generated from
bitmaps of known changed pixels as described in §4.3 to test the performance of
these methods. It should be noted that, because the change bitmaps were generated
by visual inspection, false errors can result due to errors in the change bitmaps
themselves.
Errors in the test results can be of two types: commission errors, where pixels
that are not labelled as change by the change bitmap are falsely labelled as change,
or omission errors, where pixels labelled as change in change bitmaps are not labelled
as change by the algorithm. These measures used to evaluate the performance of the
algorithms are:
Commission error (%)=
Ncommit
Npredict
(10)
Omission error (%)=
N
omit
N
bitmap
(11)X. Zhan et al. 1450
Figure 7. The MODIS 250m resolutionimages simulatedfrom the Landsat TM band 3 and
4 re￿ ectance data of the Santa Cruz, Bolivia area on 2 July 1986 (the left panel) and
10 July 1992 (the right panel). The colour images were composited with the MODIS
band 1 (red) and band 2 (NIR) re￿ ectance data. Band 1 is displayed in both green
and blue colours and band 2 in red. The black bar represents 10km in length.
Figure 8. The MODIS 250m resolutionimages simulatedfrom the Landsat TM band 3 and
4 re￿ ectance data of the Alexandria, Egypt area on 7 June 1984 (the left panel) and
14 June 1990 (the right panel). The colour images were composited with the MODIS
band 1 (red) and band 2 (NIR) re￿ ectance data. Band 1 is displayed in both green
and blue colours and band 2 in red. The black bar represents 10km in length.
where N
commit
is the number of pixels where the method labelled change but the
actual change bitmap did not, N
predict
is the total number of pixels that the method
labelled as change, N
omit
is the number of pixels where the change bitmap labelledGlobal and regional land cover characterization 1451
Figure 9. The MODIS 250m resolutionimages simulatedfrom the Landsat TM band 3 and
4 re￿ ectance data of the Washington, DC area on 2 July 1986 (the left panel) and
10 July 1992 (the right panel). The colour images were composited with the MODIS
band 1 (red) and band 2 (NIR) re￿ ectance data. Band 1 is displayed in both green
and blue colours and band 2 in red. The black bar represents 10km in length.
change but the method did not and N
bitmap
is the total number of the change pixels
in the change bitmap. The rate of correctly detected change pixles is the compensation
of the omission error rate, that is, (100%Õ omission error).
The performance statistics of each of the ￿ ve change detection methods and their
integration are listed in tables 5, 6 and 7 for the three respective test data sets. The
spatial distributions of the commission and omission errors of these change detection
results for the three data sets are demonstrated in ￿ gures 10, 11 and 12. Commission
errors were smaller than omission errors. There were trade-o￿ s between the commis-
sion and omission errors during the selection of the criteria for growing the decision
trees of the change detection methods. The criteria were chosen in favour of smaller
Table 5. Commission and omission errors of the ￿ ve change detection methods and the
integration of them tested against the Bolivia data set (the size of the data set is
308Ö 342 pixels and the change bitmap has 14822 actual change pixels).
Commission Omission Commission Omission
error error error error
(per pixel) (per pixel) (3Ö 3 window) (3Ö 3 window)
Method (%) (%) (%) (%)
Red–NIR space 1.1 67.8 0.1 21.3
partitioning
Red–NIR space change 7.7 42.6 0.7 4.2
vector
Modi￿ed delta space 8.4 17.1 0.8 0.7
thresholding
CoV texture change 34.7 29.8 1.7 4.4
detection
Linear feature change 19.6 74.0 0.3 24.1
detection
The integration of the 3.0 49.0 0.2 10.4
￿ ve methodsX. Zhan et al. 1452
Table 6. Commission and omission errors of the ￿ ve change detection methods and the
integration of them tested against the Egypt data set (the size of the data set is
137Ö 160 pixels and the change bitmap has 5977 actual change pixels).
Commission Omission Commission Omission
error error error error
(per pixel) (per pixel) (3Ö 3 window) (3Ö 3 window)
Method (%) (%) (%) (%)
Red–NIR space 0.8 29.3 0.0 6.6
partitioning
Red–NIR space change 10.6 34.9 0.3 1.8
vector
Modi￿ed delta space 8.0 20.5 0.2 2.1
thresholding
CoV texture change 39.8 29.8 8.3 0.5
detection
Linear feature change 31.8 45.0 2.7 7.4
detection
The integration of the 5.2 28.4 0.1 6.6
￿ ve methods
Table 7. Commission and omission errors of the ￿ ve change detection methods and the
integration of them tested against the Washington, DC data set (the size of the data
set is 342Ö 297 pixels and change bitmap has 4331 actual change pixels).
Commission Omission Commission Omission
error error error error
(per pixel) (per pixel) (3Ö 3 window) (3Ö 3 window)
Method (%) (%) (%) (%)
Red–NIR space 11.2 90.8 0.0 62.5
partitioning
Red–NIR space change 41.4 54.4 1.2 7.1
vector
Modi￿ed delta space 32.2 59.4 0.7 13.7
thresholding
CoV texture change 80.6 41.1 7.3 2.1
detection
Linear feature change 84.5 75.0 4.9 12.6
detection
The integration of the 26.8 69.2 0.3 23.9
￿ ve methods
commission errors which would make the change detection product more
conservative.
Figures 10, 11 and 12 show that the pixels incorrectly identi￿ ed as no change
are in close proximity to pixels correctly identi￿ ed as change. Because the intent of
the product is to ￿ ag areas undergoing change for further analysis with high-
resolution data rather than to identify change at each 250m pixel, we calculate the
omission error for a 3Ö 3 pixel moving window in addition to the error on a per-
pixel basis. For this calcualtion, if a pixel is labelled as change in the bitmap and
any pixel in the 3Ö 3 window around the bitmap pixel is identi￿ ed as change from
the algorithm, we consider the result to be correct. By this criteria, omission errorsGlobal and regional land cover characterization 1453
Figure 10. Comparison of the change detection results from each of the ￿ ve methods and
their integration with the actual change bitmap for the Bolivia data set. The green
pixels are detected and actualchange, the red pixels are detected but not actualchange,
and the blue pixels are actual change but not detected. The black bar represents10km
in length.
for the integrated results were 6.6%, 23.9% and 10.4% for the Bolivia, Egypt and
DC scenes respectively. The omission errors computed on the 3Ö 3 window basis
are listed in column 5 of tables 5, 6 and 7.
The commission errors can also be computed on the 3Ö 3 window basis. For
this calculation, if a pixel is labelled as change by an algorithm and any pixel in the
3Ö 3 window around the pixel was not labelled as change by the change bitmap,
then we consider the labelling is a commission error. If there is one or more pixels
labelled as change by the change bitmap around the pixel labelled as change by an
algorithm, then we consider the labelling by the algorithm to be correct. Based on
this 3Ö 3 window calculation, the commission errors (listed in column 4 of tables 5,
6 and 7) are all less than 10%.
For the Bolivia and Egypt data sets, the three spectral methods gave commission
errors around or less than 10% while omission errors could be as low as 20% (e.g.X. Zhan et al. 1454
Figure 11. Comparison of the change detection results from each of the ￿ ve methods and
their combination with the actual change bitmap for the Egypt data set. The green
pixels are detected and actualchange, the red pixels are detectedbut not actualchange,
and the blue pixels are actual change but not detected. The black bar represents10km
in length.
the modi￿ ed delta space thresholding method) on a per-pixel basis and 1% when
considering the error in a 3Ö 3 window. The red–NIR space partitioning method
gave the smallest commission errors (around or less than 10%) for all the three data
sets. However, the omission errors for the red–NIR space method were relatively
high (from 30% to 90% on a per-pixel basis and from 6% to 63% on the 3Ö 3
window basis) compared to the other two spectral methods.
The CoV change detection method labels a pixel as changed when its CoV at
time 1 is signi￿ cantly larger or smaller than its CoV at time 2. This occurred
prevailingly in the Bolivia data set, where the land cover changed mainly from
deciduous forest with higher level heterogeneity to more homogeneous crop lands,
and in the Egypt data set, where the homogeneous desert were converted to irrigated,
small agricultural patches which have higher heterogeneity. Consequently, theGlobal and regional land cover characterization 1455
Figure 12. Comparison of the change detection results from each of the ￿ ve methods and
their combination with the actual change bitmap for the Washington, DC data set.
The green pixels are detected and actual change, the red pixels are detected but not
actual change, and the blue pixels are actual change but not detected. The black bar
represents 10km in length.
method worked relatively well for the Bolivia data set (35% commission error and
30% omission error) and the Egypt data set (40% commission error and 30%
omission error). If the change bitmaps are bu￿ ered by one pixel around the edge to
consider the e￿ ect of the 3Ö 3 kernel used by the CoV method, the commission error
of the method can be reduced to 6% for the Bolivia data set and 25% for the Egypt
data set. On the 3Ö 3 window basis, the omission errors of the CoV method are less
than 5% for all three data sets.
The linear feature method identi￿ es boundaries present at time 2 but not at time
1. In the Bolivia data set, the vegetation covers are relatively homogeneous. Thus,
the linear feature method had a relatively small commission error (20%) for the
Bolivia data set compared with other data sets. The method misses the central pixels
of changed areas, thus its omission errors are high for all the three data sets on per-
pixel basis (45–75%). However, if we compute the omission errors on the 3Ö 3
window basis, the 7–24% omission rates are acceptable.
The Washington DC data set is di￿ erent from the other two in terms of heterogen-
eity of the land cover (see the time 1 and time 2 images in ￿ gure 9). In this temperate
urban area, the land cover is characterized by many small patches: small agricultural
￿ elds with di￿ erent crop types, various kinds of roads and highways, commercialX. Zhan et al. 1456
build-ups, residential areas, power line rights-of-way, etc. The changed areas marked
by the change bitmap are also small patches. Because many pixels may consist of
di￿ erent cover types, the spectral di￿ erence between its time 1 and time 2 values
may not be signi￿ cant compared with the signal noises retained in the data. Therefore,
the commission and omission error rates of all the ￿ ve methods are large on per-
pixel basis (30–90%) except the red–NIR space partitioning method had a 11%
commission error. The small patches especially damage the performance of the
texture change detection methods (the CoV and linear feature methods) which detect
changes based on the emerging of border lines. The commission errors of these
texture methods are larger than 80% for this data set. However, all of the ￿ ve
methods correctly identi￿ ed the major changed areas(see the green areas in ￿ gure 12).
The spatial patterns of the detected change areas by the three spectral methods and
of the actual change bitmap matched reasonably well. Thus, on the 3Ö 3 window
basis, the omission errors for all the methods are reasonable (see the last column
of table 7).
The commission and omission errors of the integrated change detection results
from the ￿ ve methods are reasonable for the Bolivia and Egypt data sets (commission
errors of 3% and 5% and omission errors of 49% and 28% respectively). For the
Washington DC data set, the omission error of the integrated result is 69% which
is higher than the omission errors of three of the ￿ ve change detection methods.
This indicates that the di￿ erent methods missed di￿ erent change pixels, in other
words, di￿ erent methods identi￿ ed di￿ erent pixels as change. This is the rationale
for using multiple methods to gain con￿ dence in the change detection results.
7. Discussion
The at-launch version of the 250m MODIS land cover change product is based
on an approach using multiple change detection methods to build con￿ dence in the
result. The methods are implemented with LUTs, the data of which are currently
determined with re￿ ectance values from the AVHRR Path￿ nder data sets and
Landsat TM images. The results of the test for a limited number of sites show the
ability of the methods to identify change. We expect the methods to become more
reliable when data for training the LUTs can be derived from more advanced sensors
such as the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) and the future
National Polar-orbiting Operational Environmental Satellite System (NPOESS),
and especially real MODIS data available after launch.
There are several possibilities for improving the change detection algorithms
described in this paper as well as for improving the evaluation of results. First, the
algorithms are based on comparisons between only two dates. Incorporation of
multi-temporal information would likely improve performance because there are
times of year when di￿ erent cover types display similar re￿ ectances. For example,
dense crops in the growing season can appear as green as forest or deciduous
vegetation in the winter can appear as bright as bare ground. Because of these
limitations, the at-launch version of the product will serve as only an alarm system.
To create a comprehensive global land cover change monitoring system based on
MODIS, more experience and knowledge of global scale change detection and real
MODIS data are needed.
To build more con￿ dence in each of the ￿ ve methods and their di￿ erent integra-
tion approaches, more test data sets are required. Although the three test data sets
used in this paper represent di￿ erent landscapes in di￿ erent geographic areas, weGlobal and regional land cover characterization 1457
are processing test data sets for boreal forest changes, urbanization in rapidly
developing countries, ￿ ooding and ￿ ood retreat, forest burning, irrigation agricultural
development and deforestation in di￿ erent areas. The methods were designed to
label di￿ erent types of changes simutaneously with the LUTs. Test data sets in which
di￿ erent types of land cover changes occurred within the same scene will be used to
evaluate the capabilities of the methods in detecting these di￿ erent types of change.
In addition, more test data are needed to test the redundancy of the methods and
to study the feasibility of combining the three spectral methods into one integrated,
more robust spectral change detection method.
The compensation for seasonal changes in vegetation were included in the LUTs
for the ￿ ve change detection methods. Time 1 and time 2 for the three test data sets
used in this paper were the same month in di￿ erent years and thus do not depict
seasonal changes. Data sets with both real land cover changes and seasonal changes
are needed to test the capabilities of these methods in distiguishing them.
The performances of the texture change detection methods are not satisfactory,
as shown in the above section. One inherent reason may be that we were using
globally uniform thresholds for labelling changes with the texture measures (CoV or
edges). The thresholds identi￿ ed real change from texture in the Bolivia data set,
but they identi￿ ed false change in the Washington DC area (see ￿ gure 12) and the
mountain areas in the north of Egypt data (see ￿ gure 11). If larger thresholds were
used, the commission errors for the Washington DC and Egypt data sets could be
reduced, but the real borders in the Bolivia data set would be missed. This indicates
that more area-speci￿ c thresholds, rather than the single one, are needed for the
texture change detection methods. A full set of LUTs of the thresholds for the global
texture change detection should be obtained from more remote sensing data available
in the near future.
Another test for the performance of the change detection methods is the e￿ ects
of misregistration of the time 1 and time 2 images. The geolocation accuracies for
the MODIS 250m bands are designed to 20% of a pixel, i.e. 50m. If this level of
geolocation accuracy can actually be achieved, then the maximum georegistration
error between the time 1 and time 2 images will be 100m. A preliminary simulation
study on misregistration e￿ ects shows that error due to misregistration is within the
noise due to a combination of atmospheric and bidirectional e￿ ects. Further testing
for the e￿ ects of misregistration needs to be conducted using the test data with
simulated misregistration errors.
For the post-launch version of the MODIS landcover change product, in addition
to the outputs of the metric layers for users to judge changes, we will also directly
output a ‘Change Probability’ measure considering the uncertainties associated with
the intensities of various types of land cover change. Once real MODIS data are
availableand more knowledge of globalscale landcover change detection is obtained,
the post-launch version of the product is expected to be more comprehensive and
reliable.
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