Additive manufacturing is the process by which material is added layer by layer. In most cases, many layers are added, and the passes are lengthy relative to their thicknesses and widths. This makes finite element simulations of the process computationally demanding owing to the short time steps and large number of elements. The classical lumping approach in computational welding mechanics, popular in the 80s, is therefore, of renewed interest and is evaluated in this work. The method of lumping means that welds are merged. This allows fewer time steps and a coarser mesh. It was found that the computation time can be reduced considerably, with retained accuracy for the resulting temperatures and deformations. The residual stresses become, to a certain degree, smaller. The simulations were validated against a directed energy deposition (DED) experiment with alloy 625.
Introduction
Additive manufacturing (AM) is a process by which a product is built by adding the material layer by layer. This method provides new opportunities from the design and manufacturing points of view. It is possible to create complex shapes, which can be utilized for the design of optimized geometries with the possibility of saving weight. It can also be used to repair existing products. Other advantages are the reduced material waste and shorter component lead-time [1] . However, a challenge with AM is how to minimize the distortions and residual stresses of the final product.
The finite element method (FEM) can be used to predict the resulting distortion and residual stresses. This leads to additional knowledge about the process and may also reduce the number of trial and error experiments necessary to find the process parameters. There are a number of publications about simulation of additive manufacturing; e.g., [2] [3] [4] [5] [6] .
Finite element simulations of the AM process are computationally demanding owing to the short time steps and large number of elements involved. This is one of the main reasons why simulation of AM is not widely used. Several approaches are aimed at reducing the computational effort. Umer et al. [7] make use of dimensional reduction in their thermo-mechanical model to study the effect of different support structures in electron beam melting. A 2D model is not suitable for all geometries, and it will always introduce a loss of details in the problem. Remeshing is a useful tool for spatial reduction. Remeshing has been performed layer by layer [8] [9] [10] and locally, near the heat source [11, 12] . Moreover, different techniques for merging or lumping layers and passes have been used. Lumping is a history-reduction approach and was used in the early era of computational welding mechanics (CWM) for multipass welding, as can be seen in reviews [13, 14] . In additive manufacturing, Chiumenti et al. [15] investigated the results of thermal simulations when the material was added hatch by hatch or layer by layer in the simulation. The simulation time was reduced by up to 98% and the average temperature history was captured, but not the local thermal history. Prabhakar et al. [16] used
Materials and Methods

Experimental Set Up
The experiment used for validation was performed by Denlinger et al. [26] . In it, a wall was built on a substrate plate using directed energy deposition (DED). Two cases of DED of alloy 625 presented in that paper were selected for this work. They differed with respect to the dwell time between each layer. One case had no dwell time and the other had a dwell time of 20 s between each layer. The wall was 101.6 mm long, 38.1 mm high, and 6.7 mm wide, and the substrate plate was 152.4 mm long, 38.1 mm wide, and 12.7 mm thick. The deposit was made using a laser power of 2 kW and a scan speed of 10.6 mm/s. The wall consisted of 42 layers, and each layer was comprised of three passes. The layer thickness used in the simulations was 0.9 mm. Figure 1 shows the scan sequences during the deposition. Figure 1a shows the sequence for odd-numbered layers and Figure 1b shows the case for even-numbered layers. The measurements of temperature, displacements, and residual stress were used to validate the simulations. The temperature was measured by three thermocouples and the deflections by a laser displacement sensor (LDS) at the positions shown in Figure 2a . The LDS measures the distortion of the substrate along the z-direction, see Figure 2b . The residual stress was measured at the location of TC2 using the hole drilling method defined in ASTM E837. The method has an accuracy of ±50 MPa if all requirements are met. The method measures the absolute residual stress at a point, including the residual stresses incurred when the material is prepared. The preparation of the substrate in the experiment is not specified in [26] . 
Computational Set Up
The finite element software MSC.Marc was used in the simulations. It accounts for large strains and deformations. A strong coupling between the thermal and mechanical analyses was obtained by the so-called staggered approach. For each time step the thermal problem was first solved and the resulting thermal load was used as an input to the mechanical problem. After the mechanical problem was solved, the geometry was updated. Thus, updating of the geometry in the thermal analysis lags one step behind. Moreover, the heat generation by the plastic deformation in the mechanical analysis was added to the thermal analysis in the next time step. For an AM simulation, that contribution was minimal. Eight-node hex elements, improved with the constant dilatation approach and assumed strain formulation, were used for the spatial discretization. The constant dilatation approach forces the volumetric strain to be constant throughout the element in order to avoid volume locking. With the assumed strain formulation, the interpolation functions were modified such that the shear strain variation could be better represented in the element. This improved the bending behavior compared to conventional hex element. Fixed time steps of 0.1 s and 0.2 s were used for the heat input and cooling phases respectively. The measurements of temperature, displacements, and residual stress were used to validate the simulations. The temperature was measured by three thermocouples and the deflections by a laser displacement sensor (LDS) at the positions shown in Figure 2a . The LDS measures the distortion of the substrate along the z-direction, see Figure 2b . The residual stress was measured at the location of TC2 using the hole drilling method defined in ASTM E837. The method has an accuracy of ±50 MPa if all requirements are met. The method measures the absolute residual stress at a point, including the residual stresses incurred when the material is prepared. The preparation of the substrate in the experiment is not specified in [26] . The measurements of temperature, displacements, and residual stress were used to validate the simulations. The temperature was measured by three thermocouples and the deflections by a laser displacement sensor (LDS) at the positions shown in Figure 2a . The LDS measures the distortion of the substrate along the z-direction, see Figure 2b . The residual stress was measured at the location of TC2 using the hole drilling method defined in ASTM E837. The method has an accuracy of ±50 MPa if all requirements are met. The method measures the absolute residual stress at a point, including the residual stresses incurred when the material is prepared. The preparation of the substrate in the experiment is not specified in [26] . 
The finite element software MSC.Marc was used in the simulations. It accounts for large strains and deformations. A strong coupling between the thermal and mechanical analyses was obtained by the so-called staggered approach. For each time step the thermal problem was first solved and the resulting thermal load was used as an input to the mechanical problem. After the mechanical problem was solved, the geometry was updated. Thus, updating of the geometry in the thermal analysis lags one step behind. Moreover, the heat generation by the plastic deformation in the mechanical analysis was added to the thermal analysis in the next time step. For an AM simulation, that contribution was minimal. Eight-node hex elements, improved with the constant dilatation approach and assumed strain formulation, were used for the spatial discretization. The constant dilatation approach forces the volumetric strain to be constant throughout the element in order to avoid volume locking. With the assumed strain formulation, the interpolation functions were modified such that the shear strain variation could be better represented in the element. This improved the bending behavior compared to conventional hex element. Fixed time steps of 0.1 s and 0.2 s were used for the heat input and cooling phases respectively. 
The finite element software MSC.Marc was used in the simulations. It accounts for large strains and deformations. A strong coupling between the thermal and mechanical analyses was obtained by the so-called staggered approach. For each time step the thermal problem was first solved and the resulting thermal load was used as an input to the mechanical problem. After the mechanical problem was solved, the geometry was updated. Thus, updating of the geometry in the thermal analysis lags one step behind. Moreover, the heat generation by the plastic deformation in the mechanical analysis was added to the thermal analysis in the next time step. For an AM simulation, that contribution was minimal. Eight-node hex elements, improved with the constant dilatation approach and assumed strain formulation, were used for the spatial discretization. The constant dilatation approach forces the volumetric strain to be constant throughout the element in order to avoid volume locking. With the assumed strain formulation, the interpolation functions were modified such that the shear strain variation could be better represented in the element. This improved the bending behavior compared to conventional hex element. Fixed time steps of 0.1 s and 0.2 s were used for the heat input and cooling phases respectively.
Material Models
The thermal and elastic properties versus temperature are listed in Table 1 . A cut-off was used for properties outside the given temperatures; i.e., the values were not extrapolated but instead the last given value was used. The thermal expansion coefficient in the table is the tangent coefficient based on data in [29, 30] . The density was 8.44 g/cm 3 [30] . The latent heat for melting and solidification was 150 kJ/kg in the temperature interval 1189-1336 • C [31] . This was obtained from an experiment where the latent heat was measured during solidification with a cooling rate of 60-100 • C/s. The solidus temperature was calculated as 1137 • C according to the Scheil module in Thermo-Calc [32] . The flow stress for the annealed state of the material was compiled from stress-strain curves from various sources [33] [34] [35] , as indicated in Table 2 . The flow stress was tabulated versus plastic strain and temperature, which was used to interpolate flow stress and hardening of the material. The accumulated equivalent plastic strain was set to zero whenever the temperature was above 1137 • C. The removal of the accumulated plastic strain corresponds to the reduction in dislocation density, owing to both the melting and diffusion-controlled climb processes that annihilate dislocations, and thereby suppressed the hardening at high temperatures.
The material properties in this work were taken from experimental data. Physically based flow stress models and microstructure models were used to describe the physics in the material more accurately. These models were coupled to FE models for AM. Murgau et al. [36] and Salsi et al. [37] used microstructure models and were able to predict the amount of different phase fractions formed in the process. Babu et al. [38] coupled a microstructure model and a physically based flow stress model to the mechanical properties and applied it in a DED-process. They could thereby get a more accurate description of the material behavior over the temperature, strain rate, and strain range during the process. 
Addition of Material
There are two basic approaches to model the addition of the filler material in AM simulations, quiet element and inactive element [14] . In the quiet element approach the elements of the filler material are included in the problem definition when the analysis starts but is given material properties that are scaled such that they do not affect the surrounding structure. When the filler material is added, the corresponding elements obtain the correct material properties. In the inactive element approach, the elements of the deposited material are not included in the problem definition before the material is added and the elements are activated. Michaleris et al. [40] proposed a hybrid quiet/inactive element approach. Initially all elements were set to inactive. Then, layer by layer, all elements in the current layer were switched to quiet. The individual elements obtained the correct material properties when the corresponding material was added in the process. In that approach, the system of equations is recomputed only when each layer is activated.
The inactive element approach was used in the current work. The activation of elements is performed in two steps. They are first activated in the thermal analysis in order to supply heat to the elements. The position of the heat source determines which elements will be activated in the thermal step. A search algorithm is used to locate these elements. The subsequent mechanical activation is temperature controlled. When the temperature decreases below the solidification temperature (T solidus ) for the material, the element is activated in the mechanical analysis.
Heat Source Model
The heat source model prescribes the heat input. It should represent the resulting heat input from the heat source, which in this case is a laser. Different models with different geometries and heat distributions exist. Simpler models use constant heat applied in a certain geometry [41] . The intensity of the beam at the surface in the simulated experiment was determined to have a Gaussian profile [26] ; thus, a model with Gaussian heat distribution was appropriate. Pavelic et al. [42] proposed a model with a planar Gaussian heat distribution at the surface. For more deep penetration processes a conical heat source, or a combination of two heat sources proposed by Lundbäck et al. [43] can be preferred. However, in this work the heat flux of the laser, which was in convective mode, was modeled by the double ellipsoidal heat source model proposed by Goldak et al. [44] . This model has been used extensively for modeling the heat input of both arc and beam heat sources. In the simulation of the current case by Denlinger et al. [3] they also used this heat input model.
The double ellipsoidal heat source model is described by a moving local coordinate system. The heat source is moving in the y -direction according to Figure 3 . The heat source consists of two elliptic regions, one at the front of the origin, described by Equation (1),
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(5) Figure 3 . Double ellipsoidal heat source [45] .
The integration of the heat input Equations (1) and (2) gives the total heat input in a time step that may vary as it is evaluated over the integration points in the elements of the mesh. Thus, the heat input may fluctuate depending on where the heat source is located with respect to the mesh. These fluctuations are avoided by controlling the heat input in every iteration in every time step, according to Lindgren [14] .
Simulation Models
All of the 126 weld passes were simulated individually in two more accurate models. The two models differed with respect to the size of the elements. The results from the model with a finer mesh acted as a reference, and they were compared with those from the experiments. Subsequently, the results of the lumped models were compared with those reference results. The reference model is shown in Figure 4 , and it consists of 43,312 elements with 184 elements per weld pass. The motivation for the model with the coarser mesh was to evaluate the efficiency gained owing to the lumping only, excluding the reduction in number of elements. This model is shown in Figure 5b , and it consists of 7683 elements with 46 elements per weld pass.
The mechanical boundary conditions used for all the models are shown in Figure 4 . The nodes at the bottom of the substrate in contact with the clamp are fixed in the z-direction. Two nodes at the corner are fixed in the y-direction and one node in the x-direction, as seen in Figure 4 , to prevent rigid body motion. The thermal boundary conditions are convection and radiation, which were applied on all free faces except at the top faces of the added material. The heat transfer at the interface between the substrate and the fixture is explained in the next section. a, b, c f , and c r are shown in Figure 3 . These parameters and the net heat input, Q, were determined by calibration and the values are listed in Table 3 . The parameters f f and f r must comply with
(3) Table 3 . Calibrated and given parameters.
The heat flux should be continuous along y = 0 in Figure 3 , which together with Equation (3) gives Equations (4) and (5),
All of the 126 weld passes were simulated individually in two more accurate models. The two models differed with respect to the size of the elements. The results from the model with a finer mesh acted as a reference, and they were compared with those from the experiments. Subsequently, the results of the lumped models were compared with those reference results. The reference model is shown in Figure 4 , and it consists of 43,312 elements with 184 elements per weld pass. The motivation for the model with the coarser mesh was to evaluate the efficiency gained owing to the lumping only, excluding the reduction in number of elements. This model is shown in Figure 5b , and it consists of 7683 elements with 46 elements per weld pass. 
Heat Transfer Through Fixture
The heat transfer at the interface between the substrate and the fixture (see Figure 5a ) was modeled by a large value of the heat transfer coefficient. The model shown in Figure 5a includes the fixture, whereas the fixture is replaced by a boundary condition in the model in Figure 5b , in order to reduce the size of the model. The heat loss to the fixture was modeled as a convective heat transfer with a convection coefficient, hfixture, of 500 W/m 2 . This value was obtained by the calibration procedure described below. The total heat loss through the interfaces between the base plate and the fixture, and the temperatures in thermocouples TC 1 and TC 3, were compared for the two models. The value of the convective heat transfer coefficient was adjusted until the heat flux through the fixture interface and the temperatures in TC1 and TC3 were in good agreement; see Figure 6 . 
The heat transfer at the interface between the substrate and the fixture (see Figure 5a ) was modeled by a large value of the heat transfer coefficient. The model shown in Figure 5a includes the fixture, whereas the fixture is replaced by a boundary condition in the model in Figure 5b , in order to reduce the size of the model. The heat loss to the fixture was modeled as a convective heat transfer with a convection coefficient, hfixture, of 500 W/m 2 . This value was obtained by the calibration procedure described below. The total heat loss through the interfaces between the base plate and the fixture, and the temperatures in thermocouples TC 1 and TC 3, were compared for the two models. The value of the convective heat transfer coefficient was adjusted until the heat flux through the fixture interface and the temperatures in TC1 and TC3 were in good agreement; see Figure 6 . The mechanical boundary conditions used for all the models are shown in Figure 4 . The nodes at the bottom of the substrate in contact with the clamp are fixed in the z-direction. Two nodes at the corner are fixed in the y-direction and one node in the x-direction, as seen in Figure 4 , to prevent rigid body motion. The thermal boundary conditions are convection and radiation, which were applied on all free faces except at the top faces of the added material. The heat transfer at the interface between the substrate and the fixture is explained in the next section.
The heat transfer at the interface between the substrate and the fixture (see Figure 5a ) was modeled by a large value of the heat transfer coefficient. The model shown in Figure 5a includes the fixture, whereas the fixture is replaced by a boundary condition in the model in Figure 5b , in order to reduce the size of the model. The heat loss to the fixture was modeled as a convective heat transfer with a convection coefficient, h fixture , of 500 W/m 2 . This value was obtained by the calibration procedure described below.
The total heat loss through the interfaces between the base plate and the fixture, and the temperatures in thermocouples TC 1 and TC 3, were compared for the two models. The value of the convective heat transfer coefficient was adjusted until the heat flux through the fixture interface and the temperatures in TC1 and TC3 were in good agreement; see Figure 6 .
Calibrated Parameters
The computed temperatures from the reference model with the fine mesh were compared with those from the experiments to calibrate the parameters included in Table 3 . These values were used for all the models. The heat transfer between the substrate and the fixture, denoted as h fixture , has been discussed earlier. The heat loss to the ambient air is described by the film coefficient h and the emissivity is denoted by e. These values were calibrated with respect to the final cooling part of the temperature measurements and were in agreement with the general guidelines in the heat transfer literature. The heat source efficiency η indicates how much of the total power of the laser is absorbed by the material. The heat distribution is described by the estimated heat source dimension parameters, a, b, and c, according to Figure 3 . These parameters, together with the efficiency parameter, are determinants for the obtained peak temperatures. 
The computed temperatures from the reference model with the fine mesh were compared with those from the experiments to calibrate the parameters included in Table 3 . These values were used for all the models. The heat transfer between the substrate and the fixture, denoted as hfixture, has been discussed earlier. The heat loss to the ambient air is described by the film coefficient h and the emissivity is denoted by e. These values were calibrated with respect to the final cooling part of the temperature measurements and were in agreement with the general guidelines in the heat transfer literature. The heat source efficiency η indicates how much of the total power of the laser is absorbed by the material. The heat distribution is described by the estimated heat source dimension parameters, a, b, and c, according to Figure 3 . These parameters, together with the efficiency parameter, are determinants for the obtained peak temperatures. 
Lumping of Passes in AM Simulations
The coarse model shown in Figure 5b still requires considerable computing time. The effect of the lumping of welds has been studied with respect to efficiency and accuracy. The lumping procedure is explained with reference to the specific case of lumping six weld passes into one. The lumped model was created by merging six passes in the height direction into one. A general sketch of the lumping procedure can be seen in Figure 7 . The largest element size in the height direction was determined by the layer thickness. In this case, there was the possibility to coarsen the mesh when lumping was utilized.
The only parameters that needed to be changed were the heat source velocity v, time step length Δt, and cooling time tc. All other parameters, such as heat source geometry and effect, were kept unchanged. The changes of the three parameters were both physically sound and straight forward. The velocity was divided by the number of lumped passes, n, and the time step length was multiplied by n. The heat source then moved the same distance during each time step, regardless of how many passes are lumped. The modified parameters are summarized in Table 4 for an arbitrary number of lumped passes. This means that the energy per unit length of a weld was the sum of those for the individual passes. The total energy supplied to the model was the same for all cases. 
The coarse model shown in Figure 5b still requires considerable computing time. The effect of the lumping of welds has been studied with respect to efficiency and accuracy. The lumping procedure is explained with reference to the specific case of lumping six weld passes into one. The lumped model was created by merging six passes in the height direction into one. A general sketch of the lumping procedure can be seen in Figure 7 . The largest element size in the height direction was determined by the layer thickness. In this case, there was the possibility to coarsen the mesh when lumping was utilized. The principle of lumping is shown in Figure 8 . As can be seen, the number of the elements representing the added layer can be reduced when lumping is applied. The number of elements for the various case models is listed in The only parameters that needed to be changed were the heat source velocity v, time step length ∆t, and cooling time t c . All other parameters, such as heat source geometry and effect, were kept unchanged. The changes of the three parameters were both physically sound and straight forward. The velocity was divided by the number of lumped passes, n, and the time step length was multiplied by n. The heat source then moved the same distance during each time step, regardless of how many passes are lumped. The modified parameters are summarized in Table 4 for an arbitrary number of lumped passes. This means that the energy per unit length of a weld was the sum of those for the individual passes. The total energy supplied to the model was the same for all cases. The principle of lumping is shown in Figure 8 . As can be seen, the number of the elements representing the added layer can be reduced when lumping is applied. The number of elements for the various case models is listed in Table 5 . The principle of lumping is shown in Figure 8 . As can be seen, the number of the elements representing the added layer can be reduced when lumping is applied. The number of elements for the various case models is listed in Table 5 . 
Results
The results for the detailed model with fine mesh and the reduced models with lumped passes are described here. The model with the fine mesh was validated with measurements and acts as a reference model for the lumped models. Further, the reduction of simulation time with the lumped models is described.
Results for Reference Model
The results for the calibrated simulation model with the fine mesh (see Figure 4 ) are shown here. The simulation was compared with the temperature and displacement measurements from [26] for the cases with no dwell time and with 20 s dwell time between layers. Figure 9 shows the temperature and displacement results for the case with no dwell time, whereas Figure 10 shows the temperature and displacement results for the case with 20 s dwell time between layers.
Result for Lumped Models
The main aim of this study was to evaluate the modeling error that is introduced when using the described method of lumping weld passes, and the reduction in computation time. The transient temperature and displacement during the process and the residual stress were evaluated for the lumped models. When the results were compared, the same locations as in the measurements were used for the lumped models and for the reference model with fine mesh.
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Result for Lumped Models
The temperatures are compared at the locations of the thermocouples in the experiment; see Figure 2a . The temperature results for the cases with no dwell time and with 20 s dwell time between layers for lumping of 3, 6, and 14 passes are shown in Figure 11 . They are compared with the reference model with fine mesh, which is denoted in the figure as the detailed model. The temperatures are compared at the locations of the thermocouples in the experiment; see Figure 2a . The temperature results for the cases with no dwell time and with 20 s dwell time between layers for lumping of 3, 6, and 14 passes are shown in Figure 11 . They are compared with the reference model with fine mesh, which is denoted in the figure as the detailed model. The displacement at the location of the LDS measurement in the experiment is shown below. The results for the cases with no dwell time and with 20 s dwell time between layers for lumping of 3, 6, and 14 passes are shown in Figure 12 and are compared with the reference model with fine mesh, denoted in the figure as the detailed model. The final displacement for the reference model with fine mesh and the lumped models are collected in Table 6 . The table also shows the relative deviation. The computed residual stresses at the mid cross section in the weld direction are compared. Only the results for the case with no dwell time and 3, 6, and 14 passes are shown in Figure 13 . They are nearly identical to the results for the cases with 20 s dwell time. Moreover, the residual stress in the welding direction at the bottom center of the substrate was compared with that in the experimental results and is presented in Table 7 .
Computation Times
The computation times for the different simulations are compiled in Table 8 . The table also contains the computation times in percentages for the lumping models, with the model with coarse mesh as the reference. For all simulations, multithreading with four threads has been used when solving the resulting system of equations on a machine with the Intel Xenon E5-2670, 2.6 GHz chip. 
Discussion
The simulated results from the detailed model with respect to temperature and displacement are in good agreement with the measurements. However, the temperature at the TC 2 location in the case with no dwell time between layers is an exception. This can be seen in Figure 9a ; the temperature registered by TC 2 is higher than that registered by TC 1 at the beginning, but it then decreases so that the two curves cross after around 1000 s according to the measurements in [26] . This behavior is not shown in the simulation and there is no realistic explanation for this occurrence. None of the other similar cases in [26] show this behavior.
The residual stress at the mid cross section of the substrate for the simulation was 508 MPa, a value that can be compared with the measured value of 740 MPa. Denlinger et al. [3] performed a similar simulation and obtained a residual stress of just above 500 MPa. They explain the difference between the simulation and measurements with the temperature-dependent precipitation hardening that the simulation model does not take into account.
The main focus of this study was to evaluate the trade-off between accuracy and computation time. It is clear that lumping welds can be used to reduce the computation time significantly for the studied case, as presented in Table 8 . This is also relevant for other geometries with large number of passes.
The extent of lumping depends on the aim of the model and the required accuracy. The temperature results for lumping show that lumping a larger number of passes generates larger oscillations. However, the overall trend is captured even in the case of lumping 14 passes. The displacement results show similar behavior to that of the temperatures. The results show that the final deformation of a built product can be predicted accurately, even when lumping 14 passes. The overall residual stress distribution is captured but the magnitude at the evaluated location is already 10% lower when lumping three passes.
The procedure described for lumping weld passes of the DED process is straightforward. Once the accurate thermo-mechanical model is created, no additional calibrations are needed to set up a model using the lumping technique. The only parameters that need to be changed are the heat source velocity, v, time step length, ∆t, and cooling time, t c . These parameters are changed in a predefined way. The element size is also made larger for the lumped models to further reduce the computation time. However, the element size must always be estimated in a FE-model.
The results also show that the lumping technique works better for the cases without dwell time, which correspond to the left column in Figure 12 . The final displacements deviate more when there is a dwell time between each pass; see Table 6 . The reason is that the procedure applied will extend the dwell time with a multiple corresponding to the number of lumped passes. Because of this, the material is cooled down excessively before the next layer is added. This mismatch in temperature between the existing material and the added filler material causes additional plasticity. A better prediction of the final geometry is achieved if the time schedule of the added welds is adjusted so that cooling of the existing material is more similar to that in the real process. The drawback with that approach is that a lumped model is needed to estimate this beforehand. An example of this is shown in Figure 14 , where the original approach is compared with a simulation in which the dwell time is halved.
Depending on the scope of the simulation, the large oscillations in the temperature and displacement results owing to lumping may be acceptable or not. If the scope is to predict the final deformation and residual stress state, it has been shown that lumping can be applied with sustained accuracy. However, if the microstructure is of interest, then lumping would not be a viable way to reduce the computational time, as it alters the thermal history in a deleterious way. that approach is that a lumped model is needed to estimate this beforehand. An example of this is shown in Figure 14 , where the original approach is compared with a simulation in which the dwell time is halved. Depending on the scope of the simulation, the large oscillations in the temperature and displacement results owing to lumping may be acceptable or not. If the scope is to predict the final deformation and residual stress state, it has been shown that lumping can be applied with sustained accuracy. However, if the microstructure is of interest, then lumping would not be a viable way to reduce the computational time, as it alters the thermal history in a deleterious way.
Conclusions
A thermo-mechanical FE model has been validated with temperature and displacement results from a DED process for alloy 625. The validated model has then been used to study lumping of welds with respect to efficiency and accuracy. Based on the given AM process and material, the following specific conclusions can be drawn from this work:
•
Lumping of welds can reduce the computational time considerably, owing to the reduction in number of time steps and the reduction of number of elements required in the model.
Lumping of welds is a viable option when the main scope is to capture the overall residual states, such as stresses and deformations, of an AM-produced component.
The heat source parameters do not have to be re-calibrated for the different lumping cases. The velocity is the only parameter that changed. The velocity is divided by the number of lumped layers to get a correct input of energy per length unit. • History-dependent results, such as microstructure evolution, cannot be predicted when applying the lumping technique, since the local thermal history is not captured. 
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