The concepts of accuracy, consistency, stability and convergence are presented in the context of one-dimensional compressible inviscid ow. The speci c example is the propagation of an initially sinusoidal disturbance. A family of simple discretizations are developed to illustrate the concepts.
Introduction
T HERE are four principal properties of a numerical algorithm for uid dynamics. 1{3 Accuracy is the quantitative measure of the agreement between the numerical simulation and the exact solution on a given grid. Consistency is the delity of the numerical simulation in representing the actual solution of the governing partial di erential equations. Stability is the absence of temporally (or iteratively) unbounded oscillations of a nonphysical nature in the simulation. Convergence implies that the numerical solution approaches the exact solution as the spatial and temporal grid spacing are reduced.
We present a class of nite volume approximations to the 1-D unsteady Euler equations for the purpose of illustrating these properties. These approximations are deliberately chosen to simple in character to facilitate a straightforward analysis of their properties. It is emphasized that they are not typical of methods employed in modern CFD codes for which the corresponding analysis is considerably more complicated. The value of the selected approximations lies in their bene t for instruction.
Example Problem
We select the propagation of a one-dimensional disturbance in a compressible homogeneous uid as an example. The solution 4 for the velocity u(x; t) is x = a o + ( + 1) 2 u t + f(u) (1) where f(u) is the constant of integration and a o is the stagnation speed of sound. Note that at t = 0, x = f(u). The solution (1) is valid until the formation of the rst shock de ned by t s = ? 2 ( + 1) df du and d 2 f du 2 = 0
It is evident that the formation of a shock(s) requires one or more in ection points u s in the initial velocity distribution where d 2 f=du 2 = 0 and a negative slope df=du at u = u s . We will focus on the behavior prior to the formation of the shock(s).
The solution for the density and pressure (valid for 0 t < t s ) is 
where o and p o are the density and pressure at the location where u = 0. Eqs (1), (3) , and (4) yield two solutions corresponding to waves travelling to the left(?) and right (+).
Consider an initial sinusoidal disturbance for u u(x; 0) = a o sin kx (5) with k = 2 = where is the wavelength and is a dimensionless coe cient. The initial condition for the speed of sound a corresponding to a wave travelling to the right is a = a o + ( ? 1) 2 u
The initial conditions for the remaining ow variables are obtained from (3) and (4) 
From (1) , the shock forms a distance a o t s to the right of the point where u = 0 in the initial condition. Since the initial condition is periodic, a countably in nite number of shocks initially appear at t s at locations a o t s + n for n = 0; 1; : : : The propagation of the disturbance (5) and shock formation is illustrated in Fig. 1 
and F is the vector of uxes F = 
Fig. 2 Grid
Time is discretized as t n , n = 1; : : :; N, where t n+1 = t n + t n (17) For volume i, the volume averaged vector of dependent variables is denoted by
where V i = x y and y is the (constant) height of each cell. The problem therefore reduces to de ning the temporal and spatial quadrature algorithms for evaluating the second term on the right side of (24).
A Class of Discrete Approximations
We consider a class of discrete approximations to (24) where according to (19)
The class is limited in scope for the purposes of discussing the issues of accuracy, consistency, stability and convergence. The approximation proceeds in two steps. First, we consider a two-level approximation to the time integral,
where is a constant and ) indicates that the integral is replaced by the discrete expression on the right. 
where the right side is evaluated at x i+ 1 2 . The second step is to expand the ux di erence in (28)
The third step is to substitute (31) into the discrete approximation (28) which yields
The fourth step is to incorporate the error in the time discretization (26). The discrete system (28) is therefore equivalent to
where the coe cients (30) The error is described in terms of its temporal and spatial components. If = 1 2 , the algorithm is temporally second order accurate, and if 6 = 1 2 , it is temporally rst order accurate 2 . If R 1 = 0, then the algorithm is spatially second order accurate, and if R 1 6 = 0, then it is spatially rst order accurate.
Consistency
The discrete approximation (28) is consistent with the exact equation (24) if it yields equation (23) in the limit of t ! 0. This is determined by the nature of the error E( x; t). 
Flux Quadrature and Stability
The choice of ux quadrature (19) has a signi cant impact on the accuracy of the solution. Certain methods will yield exponentially growing solutions which are physically implausible. We present two di erent ux quadrature methods. These methods are chosen for their obvious simplicity in order to illustrate an fundamental requirement, namely, the spatial ux quadrature must respect the physical domain of dependence.
To this end, we show by example that, irrespective of the temporal quadrature method, that the failure to meet this requirement leads to exponentially growing perturbations and an unsatisfactory solution. We also show that satisfying this requirement, although necessary, is not su cient to guarantee an acceptable solution everywhere.
A Simple Flux Quadrature
We begin with a simple and straightforward approach to illustrate the concept. We assume
where Q i+ 1 2 = 1 2 (Q i + Q i+1 ) (37) We seek to determine the stability of the (37) using the analysis developed by Von Neumann. 6 For purposes of simplicity, we assume that the ow is periodic in x,
and assume M is odd with M = 2N + 1. Consider Q(x; t) to be a continuous vector function which interpolates Q i , Q(x i ; t) = Q i (t) (39) Then the Fourier series for Q(x; t) is Q(x; t) = 
where H = c p T + 1 2 u 2 is the total enthalpy. The inverse T ?1 is the concatenation of the left eigenvectors of A, 
Thus, the condition for stability (i.e., the solution does not grow exponentially in time) is
From (50) and (53),
Therefore, the ux quadrature formula (37) is stable. This is shown in Fig. 3 for the example problem. The initial condition is de ned by (5) with = 0:1, and the domain 0 < kx < 2 is discretized into 100 uniform cells. Periodic boundary conditions are imposed on the left and right boundaries. The temporal integration was performed using a second-order accurate RungeKutta algorithm with a Courant number of one. The initial condition at ka o t = 0 and the solution at ka o t = 1:25 are shown. The pro le at ka o t = 1:25 shows close agreement with the exact solution 3 . Fig. 3 Result for ux quadrature Eq (37) 3 However, the agreement degenerates when the shock wave forms.
Another Simple Flux Quadrature
We further illustrate the concept of spatial stability by considering a di erent formula for the ux quadrature have positive slope as illustrated in Fig. 4, i. e., the ow at x i+ 1 2 only depends on conditions at x < x i+ 1 2 . The algorithm (65) is of limited usefulness, however, due to the condition (72). If it were to be employed, it would be necessary to test for satisfaction of this condition at every timestep and every face and employ some other method if this condition were not met. (72) It is useful to consider why the algorithm (37) does not exhibit a constraint similar to (72). The explanation is again based on the ow physics. Regardless of the magnitude of u relative to a and the sign of u, the algorithm (37) incorporates ow information corresponding to all three ow characteristics (16) since it includes data from x < x i+ 1 2 and x > x i+ 1 2 . This is illustrated in Fig. 6 which assumes an explicit temporal integration. The Courant condition 1 yields x max i=1;2;3 j i j t
implying that the numerical domain of dependence includes the physical domain of dependence. Fig. 6 The three characteristics for 0 < u < a
Shock Waves
It must be noted, however, that the simple ux algorithm (37) is not adequate in general, despite satisfying the stability condition (63). As noted previously, the initial sinusoidal disturbance forms a train of shock waves in a nite time. Fig. 7 shows the computed and exact pro les for the velocity for the same conditions as Fig. 3 at the time of initial formation of the shock wave (10). The computed pro le displays severe oscillations immediately downstream of the shock wave (i.e., as viewed by an observer travelling with the shock wave). These oscillations are numerical in origin, and represent a shortcoming of the ux algorithm. The solution is to employ an upwinding method. 3 For a numerical algorithm satisfying the consistency condition and a properly posed initial value problem, stability is the necessary and su cient condition for convergence according to the Equivalence theorm of Lax. 1 We employ the root-mean-square for the norm in (75) jjQ n i ?Q n i jj = 
Conclusion
The concepts of accuracy, consistency, stability and convergence are presented in the context of onedimensional compressible inviscid ow. The speci c example is the propagation of an initially sinusoidal disturbance. A family of simple discretizations are developed to illustrate the concepts. The relationship between numerical stability and the ow physics is illustrated. A simple convergence study is performed.
