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Optimal Capacity Allocation for Sampled Networked Systems
Xudong Chen, M.-A. Belabbas, Tamer Bas¸ar
Abstract
We consider the problem of estimating the states of weakly coupled linear systems from sampled measurements.
We assume that the total capacity available to the sensors to transmit their samples to a network manager in charge
of the estimation is bounded above, and that each sample requires the same amount of communication. Our goal is
then to find an optimal allocation of the capacity to the sensors so that the average estimation error is minimized.
We show that when the total available channel capacity is large, this resource allocation problem can be recast as a
strictly convex optimization problem, and hence there exists a unique optimal allocation of the capacity. We further
investigate how this optimal allocation varies as the available capacity increases. In particular, we show that if the
coupling among the subsystems is weak, then the sampling rate allocated to each sensor is nondecreasing in the total
sampling rate, and is strictly increasing if and only if the total sampling rate exceeds a certain threshold.
I. INTRODUCTION
This paper addresses situations in which a network manager is tasked with estimating the state of an ensemble of
weakly inter-connected linear systems. For the estimation to be performed, the systems send sampled measurements
to the network manager over a shared communication channel. Because this communication channel has a finite
capacity, we seek to optimize the allocation of channel capacity to each sensor in order to minimize the total
estimation error. In this work, we assume that the channel capacity is directly proportional to the number of
samples sent by the subsystems; this is verified when all samples are treated equally.
To proceed, we first describe the model adopted in precise terms. We consider N weakly-coupled stochastic
linear systems with sampled outputs
Si :=
 dxi =
(
Aixi + ǫ
∑
j 6=i Aijxj
)
dt+Gidwi
yi(kτ0) = c¯
⊤
i xi(kτ0) + vi(kτ0),
(1)
where 1/τ0 > 0 is the sampling rate of the sensors and k is a positive integer. We have that Ai, Aij ∈ Rn×n,
c¯i ∈ Rn×p, and Gi ∈ Rn×n, and that |ǫ| is small. The assumptions that the subsystems have the same state-dimension
n and the outputs yi have the same dimension p for all i, and the assumption that the coupling parameter ǫ is
the same for all pair (i, j), for i 6= j, are made to simplify the notations of the paper, but are not necessary for
the results to hold. The Brownian motions wi are pairwise independent and the νi(kτ0) are pairwise independent
normal random variables. The wi and νi are also assumed to be independent.
We refer to the system described in (1) as subsystem Si. The samples yi(kτ0), k ∈ N, are sent over a common
channel to a network manager whose objective is to estimate the states xi of the subsystems Si, for all i = 1, . . . , N ,
from these samples. The network manager needs to decide the schedule with which it receives the samples in order
to minimize the estimation error. Note that since the systems are coupled, the knowledge of yi can help with the
estimation of xj , for i 6= j.
We now describe in detail the scheduling problem. The network manager has at his disposal N linear sensors
from which he can request samples in order to estimate the states of the subsystems. We only consider periodic
schedules. That is, we assume that over a fixed time period τ > 0, the network manager can request up to
rtot = r1 + r2 + · · · + rN samples from the sensors, where ri is the number of samples from the i-th sensor,
bounded below by a positive number rmin. We thus have τ = rtotτ0 and we can assume that the time-period τ is
then divided evenly into rtot time slots. In each time slot, the network manager can only have one sample sent
over the common channel from one of the N sensors. Thus, the problem faced by the network manager is to decide
how to assign these rtot slots to the sensors to send their samples to minimize the estimation error.
We note here that the problem has two natural scales, τ and τ0 which are proportional to each other, with ratio
rtot. We use the following notation to refer to the time slots: The sub-index l refers to the current position within a
time period, and the main index k refers to the current period. More specifically, for an arbitrary time signal s(t),
we let
s(l)(k) := s((krtot + l)τ0) (2)
where l is only allowed to take values in the set {0, . . . , rtot − 1}. With this convention, we can write the output
of the i-th sensor as
yi,(l)(k) = c¯
⊤
i x(l)(k) + vi,(l)(k), (3)
where the νi,(l)(k)’s are pairwise independent normal variables.
We call an allocation strategy an assignment of the time slots to the sensors over a period τ , and denote by R
the set of all possible allocation strategies. We call R the strategy set. Our objective is thus to find the allocation
strategy that minimizes the time-averaged (infinite horizon) estimation error. We refer to this problem as the optimal
allocation problem. A precise formulation of the problem is presented in Section II.
The optimal allocation problem (also known as the optimal scheduling problem if the dynamics for the state x is in
discrete-time) has been investigated for decades, with numerous applications in networked control and estimation,
such as localization of mobile robot formations [1], navigation of underwater vehicles using sonar sensors [2],
target tracking [3], trajectory planning [4], to name just a few. Because of its widespread relevance, there has
been continuing efforts in designing efficient algorithms for finding the optimal (but often an suboptimal) solution
to the allocation/scheduling problem. Amongst the related works, we first note the seminal work [5] by Meier,
Peschon, and Dressler: The authors there consider a discrete-time linear control system with multiple sensors. But
only one sensor can be used at each time step. The objective is thus to determine the schedule of the sensors
to minimize the total estimation error for a finite horizon. The optimization problem is then solved via dynamic
programming. However, such a method is often computationally intractable especially when the number of sensors
is large and schedule horizon is long (here, N and rtot are large). Following [5], there have been various methods
established to reduce the computational complexity. Among the deterministic methods, greedy algorithms have been
used several times to find suboptimal solutions (see, for example [6]–[8]). Other algorithms, such as pruning of
the tree-search, have also been proposed (note that the optimal scheduling problem is a special type of tree-search
problem). For example, the tree-pruning algorithms established in [9] trade-off the quality of the solution and
the complexity of the problem through a tuning parameter. We further refer to [10] for an suboptimal algorithm
using relaxed dynamic programming. Besides deterministic algorithms, there are also stochastic methods dealing
with computational complexity of the optimal scheduling problem. For example, the authors in [11] select a sensor
randomly at each time step according to a certain probability distribution. An upper-bound for the expected value of
the stead-state estimation error is established. The probability distribution is then chosen so as to minimize the upper-
bound. For other stochastic methods, we refer to [3] for a Monte Carlo method, and to [4] for a simulation-based
approach. We further point out that the optimal scheduling problem is also investigated for nonlinear processes. For
example, the authors established in [12] the existence of an optimal solution for nonlinear diffusion processes.
Amongst other related works, there have also been studies on a similar problem called optimal sensor selection,
for which the objective is to select a relatively small subset of sensors to be put to use at each time step so as
to minimize the estimation error. The optimal selection problem also faces the challenge of high computational
complexity; indeed, it has been proved in [13] that the problem is NP-hard, which holds even if the system is
stable. Various algorithms have also been proposed to deal with the computational complexity. We refer to [14] for
an approach using convex relaxation, and to [15] for an approximation algorithm which finds a suboptimal solution
in a polynomial time and guarantees that the resulting estimation error is within factor 2 of the least possible error.
For more works related to the optimal scheduling problem, we note that there are settings where there exist
energy constraints and/or running costs for transmitting samples, and the objective is thus to decide whether to
transmit or not [16]–[22]. There are also settings where the channels over which the samples are sent are lossy [21],
[23]–[26]. While our set-up is related in spirit, the approach required to solve these problems is different from the
one we need here.
As mentioned above, most extant work in this area has dealt with the computational complexity by appealing to
heuristic algorithms, and look for suboptimal solutions. In this work, we investigate the optimal allocation problem
from a different perspective: First, we recall that the dynamics of networked system is in continuous-time, with
N sensors sampling the state at a rate of 1/τ0. A total number of rtot samples can be obtained in a scheduling
period τ . We investigate in this work how the estimation error depends on the sampling rate, and moreover, how
such a dependence affects the solution to the optimal capacity allocation problem. One of our main contributions is
then to show that the optimal allocation problem can be solved exactly for τ asymptotically small (or equivalently,
the sampling rate asymptotically high). We note here that the question about the dependence of the estimation
error on the sampling rates, and the optimal allocation problem, have also been addressed recently in the computer
science and cyber-physical systems communities [27]–[29]. This line of work, however, relies on a heuristic claim
that the performance measure (here, the total estimation error) decays exponentially in the sampling rate. We show
in the next section that this is not in fact true, and derive the exact asymptotic behavior.
We now briefly outline the approach taken in this paper. First, we show that the estimation error afforded by a
given allocation strategy R—in the appropriate asymptotic limit—is independent of the order in which the samples
are requested, but depends only on the total numbers of samples requested from each sensor in a time period
τ by the strategy R. This simplifies the problem greatly and allows us to show that it is in fact equivalent to
a continuous-time estimation problem where the limited resource is not the channel capacity, but the quality of
the sensors, specifically, the signal-to-noise ratio of the measurements they provide. Said otherwise, we show that
under a few natural assumptions, we can replace the generally difficult problem of optimally assigning time slots
to sensors with the easier problem of optimally choosing signal-to-noise ratios of measurements.
We state these problems and show their equivalence in Section II. Next, in Section III, we study the dependence
of the error covariance on the sampling rate for a single subsystem. In particular, we show that it is strictly convex
and monotone decreasing in the sampling rate. We then show that if several subsystems are weakly coupled, the
resulting optimal capacity allocation problem is also strictly convex and hence admits a unique optimal allocation.
Finally, in Section IV, we investigate how this optimal allocation depends on the total available capacity.
Definitions and notations. We describe the notation used throughout the paper. We denote by RN+ the nonnegative
orthant in RN . Given σ > 0, we define the simplex of height σ in RN as
Sp[σ] :=
{
v ∈ RN | vi ≥ 0 and
N∑
i=1
vi = σ
}
. (4)
We use the acronym ARE to refer to the algebraic Riccati equation [30]. For a matrix P , we let tr(P ) be the trace
of P . For a symmetric matrix P , we write P ≥ 0 (resp. P ≤ 0) if P is positive (resp. negative) semi-definite, and
P > 0 (resp. P < 0) if P is positive (resp. negative) definite. An N ×N matrix P = (pij) is said to be diagonally
dominant if
|pii| ≥
∑
j 6=i
|pij |, ∀ i = 1, . . . .N.
Given a square matrix P , a principal submatrix of P is a matrix derived by removing certain rows and columns
of P , with the condition that the two sets of indices—the indices of the rows that are removed and the indices of
the columns that are removed—are the same.
II. PROBLEM FORMULATION
A. The optimal allocation problem
We present the estimation problem in the case of a single system with N sensors. To this end, we consider a
linear stochastic system with N sensors: dx = Axdt +Gdwyi,(l)(k) = c¯⊤i x(l)(k) + vi,(l)(k), i = 1, . . . , N. (5)
Recall that the optimal allocation problem consists of assigning the rtot time slots in a period τ = rtotτ0 to the
sensors in order to minimize the estimation error of x(t). For a later purpose, we note here that the optimization
problem is comprised of the following two inter-related problems:
P1). Given rtot > 0 fixed, determine how many time slots ri ≥ 0 are assigned to sensor i, subject to the constraint
that rtot = r1 + r2 + · · · rN and ri ≥ rmin for all i = 1, . . . , N?
P2). Given r1, . . . , rN ≥ 0 fixed, determine how to assign the ri slots to the i-th sensor, for all i = 1, . . . , N , out
of the total rtot slots?
Note that we do not consider here feedback strategies of allocations, in which, for example, the network manager
decides which sensor should send its sample for the upcoming time slot based upon all the past observations. Of
course, such a feedback strategy would evidently yield a better performance, but their real-time implementation is
far more difficult. We instead focus on the optimal design problem, for which the network manager makes a static
assignment that is used for every period τ . We can assume that all the sensors sample their outputs at the same
frequency 1/τ0 and that the network manager requests the samples as needed.
To proceed, let xˆ(l)(k) be the optimal mean squared error (MSE) estimate of the state x(l)(k) of the system by
the network manager. It is well known that the MSE estimate is the conditional expectation of x(l)(k) given all the
past observations. It is also well known how to update the MSE estimate recursively (see, for example [31]). We
thus only sketch the recursive derivation with an eye towards obtaining asymptotics: First, let e(l)(k) be the error
in estimation of x(l)(k):
e(l)(k) := x(l)(k)− xˆ(l)(k).
We denote the corresponding error covariance as follows:
Σ(l)(k) := E
[
e(l)(k)e
⊤
(l)(k)
]
,
where the expectation is conditioned on the past observations. We note here that the trace of Σ(l)(k), denoted
by tr(Σ(l)(k)), is then the estimation error. Now, by first taking the expectation on both sides of the evolution
equation (5) and then integrating over one time slot τ0, we obtain the MSE estimate of x(l)(k) without using the
new sample yi,(l)(k), for some i ∈ {1, . . . , N}, which is solved by
xˆ−(l)(k) := e
Aτ0 xˆ(l−1)(k).
Correspondingly, the covariance Σ−(l)(k) of the estimation error e
−
(l)(k) := xˆ
−
(l)(k)−x(l)(k) is obtained by integrating
the following Lyapunov differential equation:
Σ˙ = AΣ + ΣA⊤ +GG⊤
over a time slot τ0, with Σ(l−1)(k) the initial condition. The solution can be obtained explicitly as follows:
Σ−(l)(k) = e
Aτ0Σ(l−1)(k)e
A⊤τ0 +
∫ τ0
0
eAsGG⊤eA
⊤sds. (6)
Upon receiving the new sample yi,(l)(k), we update the mean and covariance as follows:
xˆ(l)(k) = xˆ
−
(l)(k) + Σ
−
(l)(k)c¯i
[
c¯⊤i Σ
−
(l)(k)c¯i + I
]−1 (
yi,(l)(k)− c¯⊤i xˆ−(l)(k)
)
,
and
Σ(l)(k) =
(
Σ−(l)(k)
−1 + c¯ic¯
⊤
i
)−1
. (7)
For convenience, we define the map
φi : Σ(l−1)(k) 7→ Σ(l)(k)
which sends an error covariance matrix to its update over a single slot. The sub-index i indicates that sensor i is
used in the corresponding time slot.
We recall that R is the set of allocation strategies of assigning the slots to the sensors in a scheduling period τ .
Let R ∈ R be an allocation strategy. Note that R can be represented by a rtot-dimensional vector, whose entries
take values in the set {1, . . . , N}. More specifically, if the l-th entry of R, denoted by Rl, is i, then sensor i is
used at the l-th slot over the period τ . We now associates each allocation strategy R a map ΦR, defined as the
composition of φRl for l = 1, . . . , rtot:
ΦR := φRrtot · · ·φR1 .
Note that the map ΦR depends (implicitly) on the scheduling period τ , and the matrices A, G and c¯i, for i =
1, . . . , N , in (5). Further, for ease of notation, we omit the sub-index of Σ(l)(k) if l = 1. Then, with the map ΦR
defined above, we have that Σ(k) = ΦR(Σ(k − 1)). Thus, given an initial condition Σ(0) of the error covariance,
we can obtain Σ(k) = ΦkR(Σ(0)) for all k ≥ 0.
We now establish a sufficient condition for the convergence of the sequence of error covariance matrices. First,
let Eig(A) be the set of eigenvalues of the matrix A in (5). We then let T be a subset of positive numbers τ defined
as follows: if τ ∈ T , then for any pair of distinct eigenvalues (λi, λj) of A, we have that eλiτ 6= eλjτ , i.e.,
T := {τ ∈ R+ | eλiτ 6= eλjτ if λi 6= λj ∈ Eig(A)}
It should be clear that T is an open dense subset of R+. Note, in particular, that if τ is sufficiently small such that
|Im(λi)− Im(λj)|τ < 2π, ∀λi, λj ∈ Eig(A), (8)
where Im(·) denotes the imaginary part of a complex number, then τ ∈ T . With the definitions and notations above,
we now have the following fact:
Proposition 1. Let c := [c¯1, . . . , c¯N ], with ci in (5). Suppose that (A, c) is an observable pair; then, for any
allocation strategy R ∈ R and any scheduling periodic τ ∈ T , the sequence of error covariance matrices converges
to a steady state:
Σ(∞; τ, R) := lim
k→∞
ΦkR(Σ(0)),
which depends only on τ and R, but not on the initial condition Σ(0).
We refer to Appendix A for a proof of the proposition. In the sequel, we assume that τ ∈ T . Following
Proposition 1, we formalize the optimal allocation problem as the problem of minimizing the steady-state estimation
error:
η(τ, R) := tr(Σ(∞; τ, R)), (9)
over all possible allocation strategies R ∈ R.
B. The small τ asymptotic
The optimal allocation problem described in the previous section is a combinatorial optimization problem, and is
in general hard to solve, especially when both N and rtot are large. We show in this subsection that in the τ → 0
asymptotic, major simplifications occur that ultimately lead us to a (strict) convex optimization problem which is
thus tractable. Specifically, we will show that when τ → 0, the exact order in which the measurement signals yi are
sampled is not important, but only the number of times they are sampled in a period τ matters. In other words, the
network manager only needs to solve Problem P1 in Subsection II-A, i.e. determine how many slots are allocated
to each sensor, and not Problem P2, i.e. determine which slots are allocated to each sensor.
To proceed, we first note the following fact: When the sampling period of the measurement signal decreases, as
a compensation, we need to let the norm of the observation vector c¯i decrease (or, equivalently, let the variance of
the measurement noise v(kτ) increase) at a rate proportional to the square root of the sampling period. We thus
write
c¯i = ci
√
τ , (10)
for some vector ci with fixed norm. This scaling applies to all observation vectors c¯i, for i = 1, . . . , N .
We now fix an allocation strategy R ∈ R, and focus on the update equation Σ(k + 1) = ΦR(Σ(k)). Recall that
the map ΦR is defined as the composition of φRl for l = 1, . . . , rtot. Thus, to obtain from Σ(k) to Σ(k + 1),
we need to recursively apply φRl to obtain Σ(l+1)(k) from Σ(l)(k). To this end, we assume that R1 = i, i.e., the
sensor i is used at the first slot. Then, by appealing to (6) and (7) and the scaling c¯ic¯⊤i = τcic⊤i defined in (10),
we obtain that
Σ(1)(k) = Σ(0)(k) + Σ(0)(k)cic
⊤
i Σ(0)(k)τ +
(
AΣ(0)(k) + Σ(0)(k)A
⊤ +GG⊤
)
τ0 + o(τ), (11)
where o(τ) denotes the higher order terms in τ . Similarly, if the sensor j is used in the next slot, i.e., R2 = j, then
Σ(2)(k) = Σ(1)(k) + Σ(1)(k)cjc
⊤
j Σ(1)(k)τ +
(
AΣ(1)(k) + Σ(1)(k)A
⊤ +GG⊤
)
τ0 + o(τ). (12)
We now plug (11) into (12). Then, up to the first order in τ , we obtain
Σ(2)(k) = Σ(0)(k) + Σ(0)(k)(cic
⊤
i + cjc
⊤
j )Σ(0)(k)τ + 2
(
AΣ(0)(k) + Σ(0)(k)A
⊤ +GG⊤
)
τ0 + o(τ). (13)
By repeating this process for rtot times, we then obtain Σ(k + 1) from Σ(k) as follows:
Proposition 2. Let R be an allocation strategy, and ri be the number of slots times assigned to sensor i over a
scheduling period τ . Then,
Σ(k + 1) = Σ(k) + τ
[
AΣ(k) + Σ(k)A⊤ +
N∑
i=1
riΣ(k)cic
⊤
i Σ(k) +GG
⊤
]
+ o(τ). (14)
Now, let τ be sufficiently small such that (8) holds. Then, from Proposition 1, the steady state Σ(∞; τ, R) exists,
and satisfies the following expression:
Σ(∞; τ, R) = φR(Σ(∞; τ, R)).
It thus follows from Proposition 2 that if we express Σ(∞; τ, R) as
Σ(∞; τ, R) = Σ(0)(R) + τΣ(1)(R) + · · · ,
then its zeroth order term Σ(0)(R) must satisfy the following algebraic Ricatti equation (ARE):
AΣ(0)(R) + Σ(0)(R)A⊤ −
N∑
i=1
riΣ
(0)(R)cic
⊤
i Σ
(0)(R) +GG⊤ = 0. (15)
Note that if (A, c) is an observable pair, then so is (A, c), with c := [c1, . . . , cN ] = c
√
τ . Thus, Σ(0)(R) is the
unique positive semi-definite solution to (15). We further note that Σ(0)(R) depends only on the ri’s, i.e., the
numbers of slots assigned to the sensors, but not on the order in which we sample these sensors.
We conclude this section with the following fact which will be essential to the analysis of the optimal allocation
problem: For an allocation strategy R, we consider the following system with continuous observation signals
(compared to (5)):  dx = Axdt +Gdwdzi = √ric⊤i xdt+ dνi, i = 1, . . . , N. (16)
The MSE estimate of its state given the past observations is given by the Kalman-Bucy filter, and if we denote by
Σ(t) the covariance of the estimation error at time t, then it is well known that Σ obeys the following continuous-time
Riccati differential equation:
Σ˙ = AΣ + ΣA⊤ −
N∑
i=1
riΣcic
⊤
i Σ+GG
⊤. (17)
Furthermore, since (A, c) is an observable pair, the solution of (17), with any initial condition Σ(0) ≥ 0, converges
to a unique positive semi-definite matrix Σ(∞), which satisfies the same equation (15) as Σ(0)(R) does. We thus
obtain the following result:
Corollary 1. In the limit τ → 0, the steady-state estimation error, as defined in (9), of the sampled system (5) for
a fixed allocation strategy R coincides with the estimation error of system (16):
lim
τ→0
η(τ ;R) = tr(Σ(∞)).
III. THE OPTIMAL SOLUTION FOR RESOURCE ALLOCATION
A. On Algebraic Riccati Equations
In this subsection, we establish the properties of Algebraic Riccati Equation (ARE) that are needed to prove the
results of this paper. For r > 0, we introduce the following ARE:
AΣ + ΣA⊤ − rΣcc⊤Σ+GG⊤ = 0, (18)
It is well known that if (A, c) is observable, then (18) admits a unique positive semi-definite matrix Σ as its solution.
Furthermore, if GG⊤ > 0, then Σ > 0. It should be clear that the positive semi-definite solution Σ to ARE (18) is
nothing but the steady state of the Riccati differential equation (17). Thus, the trace of Σ, denoted by tr(Σ), is the
MSE in steady state for the Kalman-Bucy filter of system (16). We will sometimes emphasize the dependence of
Σ on r by writing Σ(r) explicitly. We further denote the first and second derivatives (taken entry-wise) of Σ with
respect to r as
Σ′(r) :=
dΣ(r)
dr
and Σ′′(r) := d
2Σ(r)
dr2
.
We investigate below the dependence of Σ(r) on r. We start with the following definition:
Definition 1 (Regular triplet). Let (A, c) be an observable pair, and P be a positive definite matrix. We say that
(A, c, P ) is a regular triplet if the following condition is satisfied: there is a number r > 0 such that the pair
(A,Σc) is controllable, where Σ is the unique positive definite solution of the following ARE:
AΣ+ ΣA⊤ − rΣcc⊤Σ+ P = 0. (19)
We show below that if a triplet (A, c, P ) is regular for some r > 0, then it is regular for all r > 0. Precisely,
we have the following fact:
Proposition 3. Suppose that (A, c, P ) is a regular triplet, with (A, c) observable and P > 0; then, for any positive
number r, the pair (A,Σ(r)c), with Σ(r) the unique positive definition solution to (19), is controllable.
We refer to Appendix B for a proof of Proposition 3. We note here that not all triplets (A, c, P ), with (A, c)
observable and P > 0, are regular. An illustration of a counter example is given below:
Example 1. Let a triplet (A, c, P ) be given by
A =
−1 0
0 −2
 , c =
1
1
 , P =
 5 −3
−3 4
 .
One sees that (A, c) is observable and P > 0. Let r = 1; then, the positive definite solution to (19) is given by
Σ =
 2 −1
−1 1
 .
But the pair
(A,Σc) =
−1 0
0 −2
 ,
1
0

is not controllable.
However, we show in Appendix B that a triplet (A, c, P ), with (A, c) observable and P > 0, is generically
regular. With the preliminaries above, we state the following fact:
Proposition 4. Let (A, c) be an observable pair and GG⊤ > 0. Let Σ(r), for r > 0, be the positive definite
solution to
AΣ(r) + Σ(r)A⊤ − rΣ(r)cc⊤Σ(r) +GG⊤ = 0. (20)
Then,
Σ′(r) ≤ 0 and Σ′′(r) ≥ 0.
Furthermore, if the triplet (A, c,GG⊤) is regular, then the inequalities above are strict.
We refer to Appendix C for a proof of Proposition 4.
Remark 1. Note that a similar result has been derived in [32]. Specifically, the authors there consider the following
ARE:
AΣ+ ΣA⊤ − ΣSΣ+ P = 0,
and they have shown that the solution Σ is convex in S and concave in P . In Proposition 4, we provide in addition
a sufficient but generic condition for Σ(r) to be a strictly convex function in r.
With a slight abuse of notation, we let
η(r) := tr(Σ(r)) (21)
and set
η′(r) :=
dη(r)
dr
and η′′(r) := d
2η(r)
dr2
.
As an immediate consequence of Proposition 4, we have
Corollary 1. Let
(
A, c,GG⊤
)
be a regular triplet, and η(r) be as in (21). Then,
η′(r) < 0 and η′′(r) > 0.
B. On weakly coupled networks
In this subsection, we return to a network of N weakly-coupled n-dimensional stochastic linear systems, denoted
by S1, . . . , SN :
Si =
 dxi =
(
Aixi + ǫ
∑
j Aijxj
)
dt+Gi dwi,
yi,(l)(k) = c¯
⊤
i xi,(l)(k) + vi,(l)(k).
(22)
Using Corollary 1, we know that for a fixed allocation strategy R ∈ R, the MSE estimation problem for the sampled
system (22) is equivalent, in the asymptotic case τ → 0, to the MSE estimation problem for the continuous system
below:
Si =
 dxi =
(
Aixi + ǫ
∑
j Aijxj
)
dt+Gi dwi
dzi =
√
ric
⊤
i xidt+ dνi,
(23)
where we recall ci = c¯i/
√
τ (see (10)), and ri is the number of time slots assigned to the sensor i over a time
period τ by the allocation strategy R. For the remainder of the paper, we assume that the sub-systems in (23)
satisfy the following mild assumption:
Assumption 1. Each sub-system Si, for i = 1, . . . , N , satisfies the following condition: The pair (Ai, ci) is
observable, Gi is nonsingular, and the triplet
(
Ai, ci, GiG
⊤
i
)
is regular.
To proceed, we first introduce some notations that will make the derivations of the subsequent results easier. Let
A and G be two nN × nN matrices defined as follows:
A :=

A1 ǫA12 . . . ǫA1N
ǫA21 A2 . . . ǫA2N
.
.
.
.
.
.
.
.
.
.
.
.
ǫAN1 ǫAN2 . . . AN
 , (24)
and
G = diag(G1, . . . , GN ).
Let x := (x1, . . . , xN ) ∈ RnN be defined by concatenating xi, for i = 1, . . . , N . Similarly, we define dw :=
(dw1, . . . , dwN ). With the notations above, we can re-write the network dynamics (23) as follows: dx = Axdt +Gdw,dzi = √ric⊤i xidt+ dνi, ∀ i = 1, . . . , N. (25)
Recall that rmin > 0 is the lower bound such that ri ≥ rmin for all i = 1, . . . , N . So, for ease of notation, let γ be
a vector in RN defined as follows:
γ := (γ1, . . . , γn), with γi := ri − rmin. (26)
It should be clear that γ lies in RN+ , the nonnegative orthant of RN . We gather all the observation vectors
√
rici
in a matrix cγ as follows:
cγ := diag(
√
γ1 + rminc1, . . . ,
√
γN + rmincN ).
Now, let dz := (dz1, . . . , dzN ) be the concatenation of all the observations, and similarly, let dν := (dν1, . . . , dνN ).
We then further simplify (25) as follows:  dx = Axdt+Gdw,dz = c⊤γ xdt + dν. (27)
The network dynamics is thus parametrized by the vector γ ∈ RN+ . To proceed, we first note the following fact
about the observability of the pair (A, cγ):
Lemma 1. Let c := diag(c1, . . . , cN). If (A, c) is an observable pair, then so is (A, cγ) for all γ ∈ RN+ . Furthermore,
if Assumption 1 holds, then there exists ǫ0 such that for all ǫ with |ǫ| ≤ |ǫ0|, the pair (A, c), and hence the pair
(A, cγ), is observable
Proof. The proof of the first statement directly follows from the definitions of c and cγ , as well as the expressions
of the observability matrices for the pairs (A, c) and (A, cγ). For the second part, note that from Assumption 1,
(Ai, ci) is observable for all i = 1, . . . , N , and hence (A, c) is observable for ǫ = 0. Since being observable is an
open condition, the statement follows. 
For the remainder of the paper, we shall assume that ǫ ∈ [0, ǫ0], which then implies that (A, cγ) is observable
for all γ ∈ RN+ . Now, for a given γ ∈ RN+ , let Σ be the (unique) positive definite solution of the ARE:
AΣ + ΣA⊤ − Σcγc⊤γ Σ +GG⊤ = 0. (28)
As before, we write Σ(γ) to emphasize the dependence of Σ on γ. Since from our assumptions, (A, cγ) is observable
for all γ ∈ RN+ , Σ(γ) is well defined for all γ ∈ RN+ . In fact, we can establish the following result:
Lemma 2. Let Q be a subset of RN defined as
Q := {γ = (γ1, . . . , γN ) | γi ≥ −rmin}.
Then, the unique positive definite solution Σ(γ) to (28) is well defined over Q and is analytic in γ.
Proof. Since the pair (A, c), for c = diag(c1, . . . , cN ), is observable, we obtain using the definition of cγ that so
is the pair (A, cγ) if γi + rmin > 0 for all i = 1, . . . , N . We thus have that Σ(γ) is well defined for all γ ∈ Q.
The fact that Σ(γ) is analytic in γ is a consequence of results of [33]. 
In the remainder of the section, we solve the optimal allocation problem formalized in Section II in the asymptotic
case τ → 0. Specifically, our goal is to minimize the steady state mean squared estimation error:
η(γ) = tr(Σ(γ)), (29)
over γ ∈ RN+ , subject to the constraint that
N∑
i=1
γi ≤ σ := rtot −Nrmin. (30)
To proceed, first recall that from Corollary 1, the first derivative of η(γ) is negative, and hence an optimal γ has
to meet the bound in (30), i.e., ∑Ni=1 γi = σ. We thus consider γ as a vector parameter in Sp[σ], the simplex of
height σ in RN defined in (4). With the preliminaries above, we establish our first main result, captured by the
following theorem:
Theorem 1. Let η : Sp[σ] −→ R be defined in (29). Then, under Assumption 1, the following hold:
1) For ǫ small, η is strictly convex over Sp[σ].
2) A point γ∗ ∈ Sp[σ] is the unique minimum of η if and only if there exists a number µ ≤ 0 such that
∂η(γ)
∂γi
∣∣∣∣
γ=γ∗
= µ if γi 6= 0,
and
∂η(γ)
∂γj
∣∣∣∣
γ=γ∗
≥ µ if γj = 0.
Proof. We first prove item 1. Note that the cost function η(γ) implicitly depends on ǫ via A in the ARE (28). We
thus write η(γ; ǫ) explicitly to emphasize the dependence. Now, suppose that ǫ = 0; then, the N linear sub-systems
are decoupled. In this case, the cost function η(γ; 0) is also decoupled and can be written as the sum of independent
functions of the entries γi as
η(γ; 0) =
N∑
i=1
ηi(γi)
where ηi(γi) is given by
ηi(γi) = tr (Σi) ,
for Σi the positive definite solution to the ARE
AiΣi +ΣiA
⊤
i − (γi + rmin)Σicic⊤i Σi +GiG⊤i = 0.
Since each triplet (Ai, ci, GiG⊤i ) is regular, we know from Corollary 1 that η′′i (γi) > 0 for all γi > 0, and hence
η′′(γ; 0) = diag (η′′1 (γ1), . . . , η
′′
N (γN )) > 0, ∀ γ ∈ Sp[σ],
which implies that η(γ; 0) is strictly convex. Note that the matrix A (defined in (24)) is linear in ǫ, and the matrix
Σ in (28) are analytic in A [33]. Hence, the cost function η(γ; ǫ) is analytic in ǫ. In particular, if ǫ is sufficiently
small, then η(γ; ǫ) is strictly convex. The second item of Theorem 1 then directly follows the Karush-Kuhn-Tucker
(KKT) conditions [34]. This completes the proof. 
IV. MONOTONICITY PROPERTIES AND FILTRATION OF OPTIMAL RESOURCE ALLOCATION
While Theorem 1 is only valid in the τ → 0 asymptotic, in practical situations, we can expect that the asymptotic
regime is reached for relatively low sampling frequencies (which are related to the largest real part of the eigenvalues
of A) per the approximation of (6). In this section, we assume that the equivalence of system (1) and (23) holds, and
we investigate how the unique minimum of η(γ) varies as the total available number of slots within a time-period
rtot (and thus σ) increases.
To this end, we introduce the set
Ch[σmax] := ⊔0≤σ≤σmax Sp[σ]. (31)
It is clear that Ch[σmax] is the convex hull of the origin in RN and the points σmaxe1, . . . , σmaxeN , where e1, . . . , eN
form the canonical basis of RN . Now, we define the function f : [0, σmax] −→ Ch[σmax] as follows:
f(σ) := arg min
γ∈Sp[σ]
η(γ). (32)
We call f the optimal allocation map. By construction, f(σ) ∈ Sp[σ].
We show in this section, starting from the model given in (27), that the optimal allocation f(σ) is “well-behaved”
with respect to the increase in the total amount of resource σ in the following sense: the sampling rate allocated to
each sensor by the optimal strategy is nondecreasing in the total sampling rate. Moreover, it is strictly increasing
if and only if the total sampling rate exceeds a certain threshold. To make this notion precise, we first borrow the
following definition from measure theory:
Definition 2. Let S be an arbitrary set, and P(S) be the power set of S. A map F : R −→ P(S) is a filtration
if for x1 ≤ x2, we have that F(x1) ⊆ F(x2).
The map f is said to be monotonically increasing if it is entry-wise monotonically increasing, i.e., if we let fi,
for i = 1, . . . , N , be the i-th entry of f , then, for σ1 ≤ σ2,
fi(σ1) ≤ fi(σ2), ∀ i = 1, . . . , N.
We show in this section that the map f is monotonically increasing provided that the subsystems (23) are weakly
coupled.
For ease of notation, let I := {1, . . . , N} be the index set. For a σ ≥ 0, let Iσ be a subset of I defined as
follows:
Iσ := {i ∈ I | fi(σ) > 0}.
By definition, if j /∈ Iσ , then fj(σ) = 0. In other words, Iσ is comprised of the indices of nonzero entries of f(σ).
We then consider the map
F : [0, σmax] −→ P(I), (33)
which sends σ, the total available rate, to Iσ . Note that if we can show that f is monotonically increasing, then it
follows immediately that F is a filtration.
We now formalize the results stated above. First, recall that from Theorem 1, for a fixed σ ∈ [0, σmax], the
derivative η′(γ) at γ∗(σ) = f(σ) satisfies the following condition: there exists a number µσ such that
∂η(γ)
∂γi
∣∣∣
γ=f(σ)
= µσ, ∀ i ∈ Iσ,
∂η(γ)
∂γj
∣∣∣
γ=f(σ)
≥ µσ, ∀ j /∈ Iσ.
We now collect together the indices for which we have an equality in the relation above: define the subset Jσ ⊂ I
to be
Jσ :=
{
i ∈ I | ∂η(γ)
∂γi
∣∣∣∣
γ=f(σ)
= µσ
}
. (34)
By construction, we have
Iσ ⊆ Jσ,
and moreover, the equality Iσ = Jσ holds if and only if
∂η(γ)
∂γj
∣∣∣∣
γ=f(σ)
> µσ, ∀ j /∈ Iσ.
We will see soon that the equality indeed holds for almost all σ ∈ [0, σmax]. On the other hand, there are σ’s for
which the equality does not hold. Specifically, these are the σ’s for which there exists a j ∈ I such that
∂η(γ)
∂γj
∣∣∣∣
γ=f(σ)
= µσ and fj(σ) = 0.
We thus collect these σ’s and define the set D as follows:
D := {σ ∈ [0, σmax] | Iσ ( Jσ} ∪ {0, σmax}. (35)
We now show that D is a finite set, and moreover, each σ ∈ S − {0, σmax} is a point of “discontinuity” of the
map F . Precisely, we establish below our second main result, captured by the following theorem:
Theorem 2. Let the maps f and F be defined in (32) and (33), respectively, and let the set D be defined in (35).
Then, for ǫ sufficiently small, the following hold:
1) There are only finitely many points in D, which we label as
0 = σ0 < σ1 < . . . < σm = σmax.
2) The map f is continuous and monotonically increasing. Moreover, f is continuously differentiable over each
open interval (σi−1, σi) for i = 1, . . . ,m.
3) The map F is a filtration. In particular, we have
∅ = Iσ0 ( Iσ1 ( . . . ( Iσm ,
and for each i = 1, . . . ,m, we have
Iσ = Iσi , ∀σ ∈ (σi−1, σi].
In the remainder of this section, we establish the properties of the maps f and F that are needed to prove
Theorem 2.
A. On right-differentiability of f
We first recall the definition of right-differentiability:
Definition 3. Let f : [a, b] −→ RN be an arbitrary function defined over a closed interval [a, b] of R. We say that
f is right-continuous at x ∈ [a, b) if
lim
ε→0,ε>0
f(x+ ε) = f(x),
and is right-differentiable at x if the limit
∂+f(x) := lim
ε→0,ε>0
f(x+ ε)− f(x)
ε
exists. We call ∂+f(x) the right-derivative of f at x.
Now, let f be the optimal allocation map allocation. We compute in this subsection the right-derivative of f . To
proceed, we first state a fact about the Hessian matrix
η′′(γ; ǫ) :=
∂2η(γ; ǫ)
∂γ2
.
.
Lemma 3. Let σmax > 0 and Ch[σmax] be the convex set defined in (31). If the coupling strength |ǫ| is sufficiently
small, then for any γ ∈ Ch[σmax] and any principal submatrix M of η′′(γ, ǫ), M−1 exists. It is moreover positive
definite and diagonally dominant.
Proof. We have shown in the proof of Theorem 1 that for ǫ = 0 and for all γ ∈ Ch[σmax]
η′′(γ; 0) = diag (η′′1 (γ1), . . . , η
′′
N (γN )) > 0.
Using a classical argument involving the continuity of eigenvalues with respect to the entries of a matrix and the
compactness of Ch[σmax], we conclude that for ǫ > 0 sufficiently small, Lemma 3 holds. 
We will implicitly assume, for the remainder of this section, that |ǫ| is small enough so that Lemma 3 holds.
With such a choice of ǫ, we derive the following fact about the right-derivative of f :
Proposition 5. The right-derivative ∂+f(σ) exists for all σ in [0, σmax), and is right-continuous. Moreover, ∂+fi(σ) > 0 if i ∈ Jσ,∂+fi(σ) = 0 otherwise.
where we recall that the definition of Jσ is given in (34).
As a consequence of Proposition 5, we have
Corollary 2. For each σ ∈ [0, σmax), there exists a number δ > 0 such that for all σ′ ∈ (σ, σ + δ),
Iσ′ = Jσ′ = Jσ. (36)
Moreover, for any such δ > 0, the map f is continuously differentiable and monotonically increasing over [σ, σ+δ).
We omit the proof of Corollary 2 as it directly follows from the definition of right-continuity and Proposition 5.
In the remainder of the subsection, we prove Proposition 5. Fix σ in [0, σmax) and, without loss of any generality,
assume that
Jσ = {1, . . . , k}.
We now introduce helpful notation for the analysis below. Let x∗σ ∈ Rk be the first k entries of f(σ), i.e., we
have
f(σ) = (x∗σ ,0).
Note that x∗σ may also have zero entries since, from the definitions of Iσ and Jσ , the entries of x∗σ are all nonzero
if and only if Iσ = Jσ . For a vector x ∈ Rk, we set x ∈ RN to be the vector obtained by appending (N − k) zero
entries at the end of the vector:
x := (x,0) ∈ RN .
In particular, we note here that from the definition, x∗σ = f(σ). Conversely, for a vector y = (y1, . . . , yN ) ∈ RN ,
we truncate y by defining
y[1:k] := (y1, . . . , yk) ∈ Rk.
Now let the open neighborhood U of x∗σ be chosen such that for any x = (x1, . . . , xk) ∈ U , we have xi > −rmin
for all i = 1, . . . , k. Then, from Lemma 2, η(x) = tr(Σ(x)) is well defined for all x ∈ U . We set
φ(x) := η′(x)[1:k].
We show below that if U is sufficiently small, then φ is a diffeomorphism. To establish this fact, we show that
the derivative of the map φ, is full rank. To this end, we partition the Hessian matrix η′′(x) into 2 × 2 blocks as
follows:
η′′(x) =
η′′11(x) η′′12(x)
η′′21(x) η
′′
22(x)

where η′′11(x) is a k × k matrix. Then, by definition of φ, we obtain
φ′(x) = η′′11(x),
and in particular, φ′(x∗σ) = η′′11(f(σ)). From Lemma 3, we obtain the following result:
Lemma 4. If the open neighborhood U of x∗σ is sufficiently small, then for any x ∈ U , the inverse φ′(x)−1 exists,
and is positive definite and diagonally dominant. In particular, φ is a diffeomorphism.
Proof. From Lemma 3, η′′11(x∗σ)−1 is positive definite and diagonally dominant. Lemma 4 then follows from the
fact that φ′′(x) depends smoothly on x ∈ U . The second statement follows from the inverse function theorem. 
For the remainder of the subsection, we assume that the open neighborhood U of x∗σ is chosen such that Lemma 4
holds.
From item 2 of Theorem 1 and the definition of Jσ (see (34)), we have
φ(x∗σ) = η
′(f(σ))[1:k] = µσ1,
where 1 is a vector of all ones in Rk. Denote by V ⊂ Rk the image of U by φ. Then, V is an open set, and hence
there exists an ε > 0 such that the following closed-open line segment:
lε := {µ1 | µ ∈ [µσ, µσ + ε)}
is contained in V .
Now, by using the fact that φ is a diffeomorphism between U to V , we know that the map φ−1
∣∣
lε
, is a
diffeomorphism between lε and its image, which is a one-dimensional curve in U . We denote this curve as follows:
x(µ) := φ−1
∣∣
lε
(µ) ∈ U, (37)
and let xi(µ) be the i-th entry of x(µ). Further, we define a function s : [µσ, µσ + ε) −→ R as the sum of the
entries of x(µ):
s(µ) :=
k∑
i=1
xi(µ). (38)
Note that by their definitions, both x(µ) and s(µ) are smooth; we denote their derivatives by
x′(µ) :=
dx(µ)
dµ
and s′(µ) :=
ds(µ)
dµ
.
We further write by x′(µ) ≻ 0 if x′i(µ) > 0 for all i = 1, . . . , k. With the preliminaries above, we establish
relationships among x(µ), s(µ) and the optimal allocation map:
Lemma 5. The following hold for x(µ) and s(µ):
1) For each µ ∈ [µσ, µσ + ε),
x′(µ) ≻ 0 and s′(µ) > 0.
2) If ε is sufficiently small, then
x(µ) = f(s(µ)).
Proof. We first establish item 1 of Lemma 5. By definition of x(µ), we have
x′(µ) =
d
dµ
φ−1
∣∣
lε
(µ),
which can be evaluated as follows:
x′(µ) = [φ′(x(µ))]
−1
1 ≻ 0.
The inequality in the equation above holds because from Lemma 4, φ′(x)−1 is positive definite and diagonally
dominant for all x ∈ U . It then follows that
s′(µ) =
k∑
i=1
x′i(µ) > 0.
We now establish the second item. First, note that since x′(µ) ≻ 0, we have
x(µ) ≻ x(µσ)  0 ∈ RN ,
for all µ > µσ. Furthermore, by the fact that
N∑
i=1
xi(µ) =
k∑
i=1
xi(µ) = s(µ),
we obtain that
x(µ) ∈ Sp[s(µ)].
Next, note that from the definition of the map φ−1|lε , we have
φ(x(µ)) = φ
(
φ−1
∣∣
lε
(µ)
)
= µ1,
and since φ(x(µ)) = η′(x(µ)), we obtain
∂η(γ)
∂γi
∣∣∣∣
γ=x(µ)
= µ, ∀ i = 1, . . . , k.
So, from item 2 of Theorem 1, it suffices to show that if ε is sufficiently small, then
∂η(γ)
∂γj
∣∣∣∣
γ=x(µ)
≥ µ, ∀ j = k + 1, . . . , N, (39)
for any µ ∈ [µσ, µσ + ε). But this holds because we have assumed that Jσ = {1, . . . , k}, and by definition of Jσ ,
the inequalities in (39) are strict when µ = µσ . Now, since η′(x(µ)) = φ(x(µ)) is smooth in µ, we conclude that
there is an ε > 0 such that (39) holds for all µ ∈ [µσ, µσ + ε). This completes the proof. 
With Lemma 5, we prove Proposition 5:
Proof of Proposition 5. Let σ ∈ [0, σmax) and ε > 0 be small enough so that Lemma 5 holds. We compute the
right-derivative of f at σ. The proof relies on the use of the two smooth maps x(µ) and s(µ) (defined in (37)
and (38), respectively), both of which are defined over the interval [µσ, µσ + ε).
First, note that by definition, s(µσ) = σ, and from item 1 of Lemma 5, s(µ) is strictly monotonically increasing
in µ. Hence, there is a δ > 0 such that the map
s : [µσ, µσ + ε) −→ [σ, σ + δ),
with s(µσ) = σ, is a diffeomorphism. Moreover, its inverse s−1 : [σ, σ + δ) −→ [µσ, µσ + ε), is also smooth and
strictly monotonically increasing. Now, from item 2 of Lemma 5, we have that for σ′ ∈ [σ, σ + δ),
f(σ′) = x(s−1(σ′)),
and hence f(σ′) is smooth in σ′ ∈ [σ, σ + δ). Moreover, by the chain rule,
∂+fi(σ) =
 x′i(µσ)/s′(µσ) > 0 if i = 1, . . . , k,0 if i = k + 1, . . . , N,
where the inequality above follows directly from the first item of Lemma 5. 
B. Analysis and Proof of Theorem 2
In this subsection, we establish Theorem 2. Recall that from Corollary 2, for each σ ∈ [0, σmax), there exists a
number δ such that
Iσ′ = Jσ′ = Jσ, ∀σ′ ∈ (σ, σ + δ). (40)
Now, let δσ be the supremum among all such δ:
δσ := sup{δ ∈ R | Eq. (40) holds}.
We introduce the map ρ :
ρ : σ 7→ min{σ + δσ, σmax}. (41)
Appealing again to Corollary 2, we know that the map f is continuously differentiable and monotonically increasing
over [σ, ρ(σ)). We now show that the map f is continuous at ρ(σ). First, note that from Proposition 5, f is continuous
from the right, it thus suffices to show that f is continuous from the left. Precisely, we establish the following
result:
Proposition 6. Let σ ∈ [0, σmax), and ρ(σ) ∈ (σ, σmax] be defined in (41). Then,
lim
ε→0,ε>0
f(ρ(σ)− ε) = f(ρ(σ)). (42)
Remark 2. By combining Corollary 2 and Proposition 6, we have
Iσ′ = Iρ(σ) = Jσ ⊆ Jρ(σ),
for all σ′ ∈ (σ, ρ(σ)]. Furthermore, by the definition of the map ρ, we have that if ρ(σ) 6= σmax, then the last
inequality in the equation above is strict.
Proof of Proposition 6. We first show that the limit in (42) exists. Without loss of generality, we assume that
Jσ = {1, . . . , k}, for k ≤ n. Then, by the definition of ρ(σ) and from Proposition 5, we have that f(σ′) is smooth
over [σ, ρ(σ)), and moreover, for all σ′ ∈ [σ, ρ(σ)), ∂+fi(σ′) > 0 if i = 1, . . . , k,∂+fi(σ′) = 0 if i = k + 1, . . . , N.
In particular, each fi(σ′), for i = 1, . . . , k, is strictly monotonically increasing over [σ, ρ(σ)). Then, combining the
fact that each fi(σ′), for i = 1, . . . , N , is nonnegative and the fact that for all σ′ ∈ [σ, ρ(σ)),
fi(σ
′) ≤
N∑
i=1
fi(σ
′) = σ′ < ρ(σ),
we have that limε→0,ε>0 f(ρ(σ) − ε) exists.
Now, let the limit be denoted by γ˜. It should be clear that the nonzero entries of γ˜ are the first k entries. We
show below that f(ρ(σ)) = γ˜. First, note that by the definition of the map ρ (see (41)), we have
Iσ′ = Jσ′ = {1, . . . , k}
for any σ′ ∈ (σ, ρ(σ)), and hence
∂η(γ)
∂γi
∣∣∣
γ=f(σ′)
= µσ′ ∀ i = 1, . . . , k,
∂η(γ)
∂γi
∣∣∣
γ=f(σ′)
> µσ′ ∀ i = k + 1, . . . , N.
Then, using the fact that η′(γ) is smooth in γ and the fact that γ˜ = limε→0,ε>0 f(ρ(σ) − ε), we know that there
exists a µ˜ ∈ R such that 
∂η(γ)
∂γi
∣∣∣
γ=γ˜
= µ˜ ∀ i = 1, . . . , k,
∂η(γ)
∂γi
∣∣∣
γ=γ˜
≥ µ˜ ∀ i = k + 1, . . . , N.
We thus conclude, from item 2 of Theorem 1, that f(ρ(σ)) = γ˜. It then follows that for all σ′ ∈ (σ, ρ(σ)],
Jσ = Iσ′ = Iρ(σ) = {1, . . . , k},
and Jσ ⊆ Jρ(σ). 
We are now in a position to prove Theorem 2.
Proof. The proof of Theorem 2 relies on the use of the map ρ and the properties established in Proposition 6. We
first show that the set D, defined in (35), is finite. Let σ0 := 0; then, for a positive integer l > 0, we define a
number σl in [0, σmax] as follows:
σl := ρ ◦ ρ ◦ · · · ◦ ρ︸ ︷︷ ︸
l times
(σ0),
i.e., we iteratively apply ρ for l times.
We now show that there exists an integer m > 0 such that
0 = σ0 < σ1 < . . . < σm = σmax, (43)
and hence σm+1 does not exist. Note that if (43) holds, then from the definition of the map ρ, we have
D = {σ0, . . . , σm}.
To establish (43), first note that σ1 = ρ(σ0) is well defined. Since σ1 > 0, we obtain
∅ = Iσ0 ( Iσ1 .
If σ1 = σmax, then (43) holds. We thus assume that σ1 < σmax. But then, σ2 = ρ(σ1) is well defined, and moreover,
from Proposition 6, we have
Iσ1 ( Jσ1 = Iσ2 .
Combining the two inequalities above, we obtain
∅ = Iσ0 ( Iσ1 ( Iσ2 .
So, by repeatedly applying the arguments above, we obtain a sequence of inequalities as follows:
∅ = Iσ0 ( Iσ1 ( . . . ( Iσl ( . . . ;
but since I is a finite set, the chain has to terminate in a finite number of steps. In other words, there must exist a
positive integer m such that σm = ρ(σm−1) = σmax. We have thus proved the first part of Theorem 2.
The last two parts of Theorem 2 then directly follow from Corollary 2 and Proposition 6. Indeed, from Corollary 2,
the map f is smooth and strictly monotonically increasing over [σi−1, σi) for all i = 1, . . . ,m. Then, from
Proposition 6, for all i = 1, . . . ,m,
lim
ε→0,ε>0
f(σi − ε) = f(σi),
and hence f is continuous over the entire interval [0, σmax]. Furthermore, appealing again to Proposition 6, we have
that for all i = 1, . . . ,m,
Iσi−1 ( Iσ′ = Iσi , ∀σ′ ∈ (σi−1, σi].
This completes the proof. 
V. CONCLUSIONS
We considered in this paper an optimal resource allocation problem for the MSE estimation of a networked system.
Precisely, a network of N weakly, dynamically coupled linear systems is connected via a shared communication
channel to a network manager. Each system can send sampled measurements of its own state over this channel.
These samples are then used by the network manager to estimate the global state of the network. Given that the
channel capacity is finite, the problem is how to optimally schedule the transmission of the samples. Such problems
arise in the control and estimation of real-time cyber-physical systems [?], [28], [29]
In the set-up employed, we set aside information-theoretic considerations and made the simplifying assumption
that each sample requires the same amount of communication, and the capacity is thus directly proportional to
the number of samples sent per unit of time. The analysis went along the following steps: for a unit of time
τ , we assume that we have a number rtot of time slots, and that one sample can be sent per time slot. The
optimal allocation problem is then a problem of designing an optimal strategy for assigning the rtot time slots
to N different subsystems. We have then shown in Section II that this optimal allocation problem is equivalent,
in the limit τ → 0, to a problem of optimal allocating sensor qualities—namely, the signal-to-noise ratio of the
measurements they provide—albeit for continuous-time sample measurements. In particular, we have shown that in
the limit τ → 0, the order in which the rtot slots are assigned to the N subsystems over a time period τ becomes
irrelevant, but only the number of slots assigned to each subsystem matters. We have then used the above-mentioned
equivalence and shown in Section III that the optimal allocation problem, in the limit τ → 0, is a strictly convex
optimization problem under certain mild assumptions. We have further studied in Section IV how the optimal
allocation strategy evolves as the total channel capacity increases.
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APPENDIX A
We prove here Proposition 1. The proof will be carried out by constructing and solving an optimal control
problem. Let R be an allocation strategy. We define R′ ∈ R be reversing the order of R, i.e.,
R′rtot−l := Rl+1, ∀l = 0, . . . , rtot − 1.
Let A0 := eA⊤τ0 . We consider the following discrete-time periodically-switched control system:
x[l+1][k] = A0x[l][k] + c¯R′
l
u[l][k], l = 0, . . . , rtot − 1. (44)
So, each time step k is comprised of rtot sub-steps (we identify x[rtot][k] with x[0][k+1]). There are N controllers
c¯1, . . . , c¯N in total. But only one controller can be used at a single sub-step, which is determined by the reversed
strategy R′.
We now introduce a cost function associated with the control system (44): Let H be a positive definite matrix
given by
H :=
∫ τ0
0
eAsGG⊤eA
⊤sds.
For each i = 1, . . . , N , we define a matrix Pi as follows:
Pi :=
 H Hc¯i
c¯⊤i H c¯
⊤
i Hc¯i + I

Note that each matrix Pi is positive definite; indeed, for a vector z = (x, u) with x and u in appropriate dimensions,
we have
z⊤Piz = ‖
√
H(x+ c¯iu)‖+ ‖u‖,
where ‖ · ‖ is the standard Euclidean norm, and √H > 0 is the square root of H . Thus, z⊤Piz = 0 if and only if
z = 0. With the matrices Pi’s defined above, we define a finite horizon cost function as follows:
ξT := x
⊤
[1][T ]K0x[1][T ] +
T−1∑
k=0
rtot∑
l=1
z⊤[l][k]PR′lz
⊤
[l][k],
where K0 > 0, and z[l][k] := (x[l][k], u[l][k]).
This is a classical optimal control problem, which can be solved by introducing a Hamiltonian of the system
and writing down the co-state equations. We omit the details here, but provide the solution to the problem. To this
end, we define a sequence of positive definite matrices {K[l][k] | 0 ≤ k ≤ T − 1, 0 ≤ l ≤ rtot − 1} by backward
recursion: For the initialization, we let K[0][T ] := K0. Then, for the recursion, we have
K[l][k] =
[[A⊤0 K[l+1][k]A0 +H]−1 + c¯R′l c¯⊤R′l]−1 , (45)
where K[rtot][k] is identified with K[0][k+1]. We note here that (45) can be re-written into a discrete-time dynamic
Riccati equation via the use of the Woodbury matrix identity. Now, with the matrices K[l][k]’s defined above, we
have that the optimal controls u∗[l][k]’s are given by:
u∗[l][k] := −
(
I + c¯⊤R′
l
Hc¯⊤R′
l
+ c¯⊤R′
l
K[l+1][k]c¯R′
l
)−1 (
c¯⊤R′
l
H + c¯⊤R′
l
K[l+1][k]A0
)
x[l][k],
and the corresponding cost function is simply given by
ξ∗T := x
⊤
[0][0]K[0][0]x[0][0].
Recall that the map φi is defined by combining (6) and (7), which sends an error covariance matrix to its update
over a single slot. By comparing (45) with (6) and (7), we obtain that K[l−1][k] = φR′
l
K[l][k]. Thus, if we let
K[k] := K[0][k], then K[k − 1] = ρR′
1
· · · ρR′rtotK[k]. Since R′ is defined by reversing the order of R, we have
K[k − 1] = ρRrtot · · · ρR1(K[k]) = ΦR(K[k]).
It then follows that K[T − k] = ΦkR(K0). In particular, if we let K0 be the initial condition of error covariance
Σ(0), then K[T − k] = Σ(k). On the other hand, it is well known that if system (44) is controllable (a sufficient
condition of controllability will be established shortly), then the optimal control problem introduced above can be
solved for an infinite horizon (i.e., we let T go to infinity); indeed, if the system is controllable, then one is able
to drive the system back to the origin in finite time steps. It then implies that the minimal cost ξ∗∞ exists, and so
does the limit limk→∞ ΦkR(K0). Furthermore, we note that the limit does not depend on the initial condition K0
because it is necessary that the optimal controls u∗[l][k] drive the states x[l][k] converge to 0, and hence the term
limT→∞ x
⊤
[0][T ]K0x[0][T ] in the cost function is zero regardless of the value of K0.
It thus suffices for us to show that if the assumption of Proposition 1 is satisfied, i.e., (A, c¯) is observable and
τ ∈ T , then system (44) is controllable. First, we define matrices A and B as follows:
A := eA⊤τ = Artot0
and
B :=
[
c¯R′
1
,A0c¯R′
2
, . . . ,Artot−10 c¯R′rtot
]
.
Then, it follows that system (44) is controllable if and only if (A,B) is controllable. We let C(A,B) be the
controllability matrix, and Col(A,B) be the column space of C(A,B). Recall that ri is the number of slots
assigned to a sensor i over a period τ , and ri ≥ rmin > 0. Thus, for each i = 1, . . . , N , there exists an li such that
R′li = i. It should be clear that
Col(A,B) ⊇
N∑
i=1
Col
(
A,Ali−10 c¯R′li
)
=
N∑
i=1
Ali−10 Col (A, c¯i)
Furthermore, by appealing to the Cayley-Hamilton theorem, we have that
Ali−10 Col (A, c¯i) ⊆ Col
(
A⊤, ci
) (46)
Note that if λ is an eigenvalue of A, then eλτ is an eigenvalue of A. Furthermore, if τ ∈ T , then eλiτ 6= eλjτ
for any two distinct eigenvalues λi and λj of A, and hence the (generalized) eigenspace of A corresponding to
the eigenvalue λ is the same as the (generalized) eigenspace of A corresponding to the eigenvalue eλτ . Thus, a
sufficient condition for the equality in (46) to hold is that τ ∈ T . As a consequence, it follows that
Col(A,B) ⊇
N∑
i=1
Ali−10 Col (A, c¯i) =
N∑
i=1
Col
(
A⊤, ci
)
= Col
(
A⊤, c
)
.
Since (A, c) is observable, we have Col
(
A⊤, c
)
= Rn, and hence Col(A,B) = Rn, which implies that (A,B) is
controllable.
APPENDIX B
We prove here Proposition 3, and establish the fact that a triplet (A, c, P ), with (A, c) observable and P > 0, is
generically regular. Recall that Σ(r), for r > 0, is the unique positive definite solution to the following ARE:
AΣ(r) + Σ(r)A⊤ − rΣ(r) cc⊤Σ(r) + P = 0, (47)
and Σ′(r) is the derivative of Σ(r) with respect to r. We first establish the following fact:
Proposition 7. Let (A, c) be an observable pair, and P > 0. Then, the following three items are equivalent:
1) The triplet (A, c, P ) is regular.
2) For all r > 0, Σ′(r) < 0.
3) For all r > 0, (A,Σ(r)c) is controllable.
Proof. First, note that from Definition 1, item 3 implies item 1. We show below that first, items 2 and 3 are
equivalent, and second, item 1 implies item 2.
To show that items 2 and 3 are equivalent, it suffices to show that for any fixed r > 0, Σ′(r) < 0 if and only if
(A,Σ(r)c) is controllable. Recall that Σ′(r) satisfies the following Lyapunov equation:(
A− rΣcc⊤)Σ′ +Σ′ (A⊤ − rcc⊤Σ)− Σcc⊤Σ = 0,
and hence has the following explicit expression:
Σ′ = −
∫ ∞
0
e(A−rΣcc
⊤)tΣcc⊤Σe(A
⊤−rcc⊤Σ)tdt.
This, in particular, implies that Σ′ < 0 if and only if
(
A− rΣcc⊤,Σc) is controllable, which holds if and only if
(A,Σc) is controllable.
We now show that item 1 implies item 2. Since (A, c, P ) is a regular triplet, from Definition 1, there exists a
r˜ > 0 such that (A,Σ(r˜)c) is controllable, and hence, from the arguments above, Σ′(r˜) < 0. We need to show that
Σ′(r) < 0 for all r > 0. The proof will be carried out by contradiction: we show that if there is a number r1 > 0
such that Σ′(r1) is singular, with Σ′(r1)v = 0 for some nonzero vector v ∈ Rn, then Σ′(r)v = 0 for all r ≥ 0. To
see this, recall that from Proposition 4,
Σ′(r) ≤ 0 and Σ′′(r) ≥ 0, ∀ r > 0.
Then, since v⊤Σ′(r1)v = 0, we have that for any r ≥ r1,
0 ≥ v⊤Σ′(r)v =
∫ r
r1
v⊤Σ′′(s)v ds ≥ 0.
It then follows that v⊤Σ′(r)v = 0, which in turn implies that Σ′(r)v = 0 because Σ′(r) ≤ 0. On the other hand,
Σ(r) is analytic in r. So, if Σ′(r)v = 0 for all r ≥ r′, then Σ′(r)v = 0 for all r > 0. But this contradicts the fact
that Σ′(r˜) < 0. We have thus shown that item 1 implies item 2, which completes the proof. 
Proposition 3 then immediately follows from Proposition 7. We are now in a position to establish the genericity
of regular triplets.
Proposition 8. Let X be the set of triplets (A, c, P ), with (A, c) observable and P > 0. Let Xreg ⊂ X be the set
of regular triplets. Then, Xreg is open and dense in X .
Proof. First, we show that Xreg is open in X . Let r be a positive number, and let Σ(r) be the unique positive
definite solution to the ARE (47), where (A, c, P ) is a regular triplet. Then, from Proposition 3, we have that
Σ′(r) < 0. Now, fix the number r, and we perturb the triplet (A, c, P ) in (47): since Σ is analytic in (A, c, P ),
there is an open neighborhood U of (A, c, P ) in X such that the inequality Σ′(r) < 0 still holds even if we replace
(A, c, P ) in (47) with an arbitrary triplet (A′, c′, P ′) in U . Appealing again to Proposition 3, we have that each
(A′, c′, P ′) in U is a regular triplet. This then shows that Xreg is open in X .
We now show that Xreg is dense in X . To do so, we construct a regular triplet arbitrarily close to an arbitrary
triplet. First, perturb matrix A, if necessary, so that A is diagonalizable and the eigenvalues of A are not repeated.
Since observability is an open condition, we can choose a perturbation small enough so that it remains observable
after the perturbation. We also note that for any such matrix A, the pair (A, v) is controllable for almost all v in Rn.
This latter fact implies that there exists a symmetric matrix δΣ, with ‖δΣ‖ arbitrarily small, such that (Σ + δΣ)
is positive definite and (A, (Σ + δΣ)c) is controllable. Now, fix any such δΣ, and let δP be a symmetric matrix
defined as follows:
δP := − (A− Σcc⊤) δΣ− δΣ (A⊤ − rcc⊤Σ) ,
Note that ‖δP‖ can be made arbitrarily small by decreasing ‖δΣ‖, and hence we can assume that the matrix
(P + δP ) is positive definite. Now, let
Σ˜ := Σ + δΣ and P˜ := P + δP.
Then, from construction, Σ˜ is the unique positive definite solution to the following ARE:
AΣ˜ + Σ˜A⊤ − rΣ˜cc⊤Σ˜ + P˜ = 0.
Since (A, Σ˜c) is controllable, from Proposition 3, (A, c, P˜ ) is a regular triplet. This then shows that Xreg is dense
in X . 
APPENDIX C
We prove here Proposition 4:
Proof of Proposition 4. To simplify the notation, we suppress the explicit dependence of Σ on r. First, we show
that Σ′ ≤ 0 and Σ′′ ≥ 0. Let
A := −A and K := Σ−1.
Then, K satisfies the following ARE:
A
⊤
K +KA−KGG⊤K + rcc⊤ = 0.
Differentiating K with respect to r, we obtain K ′ as
(A
⊤ −KGG⊤)K ′ +K ′ (A−GG⊤K)+ cc⊤ = 0, (48)
and K ′′ as
(A
⊤ −KGG⊤)K ′′ +K ′′ (A−GG⊤K) − 2K ′GG⊤K ′ = 0. (49)
Let
√
GG⊤ be the square root of GG⊤, which is the unique positive definite matrix such that
√
GG⊤
√
GG⊤ =
GG⊤. Note that
√
GG⊤ is of full rank, and hence
(
A,
√
GG⊤
)
is controllable, which implies that
(
A
⊤ −KGG⊤
)
is stable. So, from (48) and (49), we have that
K ′ ≥ 0 and K ′′ ≤ 0.
Furthermore, by differentiating the equality KΣ = I with respect to r, we get KΣ′ = −K ′Σ, which implies Σ′ = −ΣK ′Σ ≤ 0Σ′′ = 2ΣK ′ΣK ′Σ− ΣK ′′Σ ≥ 0. (50)
We used the facts that K ′ ≤ 0 for the first inequality, and Σ > 0 and K ′′ ≤ 0 for the second inequality.
We now assume that the triplet
(
A, c,GG⊤
)
is regular, and show that Σ′ < 0 and Σ′′ > 0. By differentiating (20),
we obtain the Lyapunov equation:(
A− rΣcc⊤)Σ′ +Σ′ (A⊤ − rcc⊤Σ)− Σcc⊤Σ = 0,
which admits the solution:
Σ′ = −
∫ ∞
0
e(A−rΣcc
⊤)tΣcc⊤Σ e(A
⊤−rcc⊤Σ)t dt.
Since the triplet (A, c,GG⊤) is regular, we know, from Proposition 3, that the pair (A,Σc) is controllable. This
in turn implies that
(
A− rΣcc⊤,Σc) is controllable. Hence, we have that Σ′ < 0. Finally, using the equalities in
(50), we conclude that K ′ = −KΣ′K > 0, and hence
Σ′′ ≥ 2ΣK ′ΣK ′Σ > 0,
which completes the proof. 
APPENDIX D
We set-up here a gradient algorithm to locate the local minima γ∗ of η over Sp[σ]. The algorithm can be shown
to be globally convergent and can be used instead of convex optimization methods.
Denote by M the set of symmetric, rank one matrices with unit trace:
M := {vv⊤ | v ∈ Rn, ‖v‖ = 1}.
Because the diagonal entries of vv⊤ are v2i , we have that
∑n
i=1 v
2
i = 1, and thus the projection map π : M −→ Sp[σ]
given by
H 7→ σ (h11, · · · , hnn)⊤
is well defined, where we let H = (hij). It is easily seen to be surjective as well. Hence, there exists a function
Φ : M −→ R such that
Φ(H) := η(π(H)).
To be more explicit, we first recall that η(γ) is defined as η(γ) = tr(Σ), where Σ is the unique positive definite
solution to the ARE:
AΣ + ΣA⊤ − Σcγc⊤γ Σ +GG⊤ = 0, (51)
with cγ given by
cγ = diag
(√
γ1 + rminc1, . . . ,
√
γN + rmincN
)
.
So, if we let γ = π(H), for all i = 1, . . . , n, then Φ(H) depends on H via Σ. Our goal in this section is to
derive a gradient algorithm for Φ. To this end, we first need to define a metric on M . This is done in the following
paragraph.
a) Normal metric and double bracket flows: Let so(n) be the set of n-by-n skew-symmetric matrices: so(n) =
{Ω ∈ Rn×n | Ω = −Ω⊤}. For a point H in M , let THM be the tangent space of M at H . Then, it is a well-known
fact that
THM = {[H,Ω] | Ω ∈ so(n)} ,
where [A,B] := AB −BA is the commutator of matrices. We also adopt the standard notation adHΩ := [H,Ω].
Note that if the symmetric matrix H has pairwise distinct eigenvalues, then adH is invertible [35]. Then, the
so-called normal metric is defined as follows: for any two elements X and Y in THM , let
gH (X,Y ) := − tr
(
ad−1H X ad
−1
H Y
)
. (52)
In our setup, however, H will be of rank one and thus have multiple zero eigenvalues, whence adH has a nontrivial
kernel. We thus need to slightly adapt the definition of the normal metric to handle this case. The modification goes
as follows (see also [36]): Let kerH be the kernel of adH , and ker⊥H the subspace of so(n) orthogonal, with respect
to the Frobenius norm, to kerH , i.e., ‖Ω‖F =
√
tr (Ω⊤Ω). Then, adH is a linear isomorphism when restricted to
ker⊥H . With a slight abuse of notation, we introduce the map
adH : ker
⊥
H −→ THM, (53)
and denote its inverse as ad−1H . The normal metric (52) is then well defined on M provided that we use the definition
of adH in Eqn. (53). Let Φ be a smooth function over M , and denote by
Φ′(H) :=
(
∂Φ(H)
∂hij
)
ij
∈ Rn×n.
We then have the following result, adapted from [35] :
Lemma 6. The gradient flow of Φ(H) on M with respect to the normal metric (52) is given by
d
dt
H = − [H, [H,Φ′(H)]] . (54)
Moreover, H is an equilibrium of the gradient flow if and only if [H,Φ′(H)] = 0.
b) Double bracket flow for optimal resource allocation: We build upon the results of the previous paragraphs
to introduce a differential equation whose solutions provably converge to an optimal allocation vector γ∗ ∈ Sp[σ].
Namely, we will derive the gradient flow of the function Φ(H) over the space M—from Lemma 6, it suffices for
us to compute Φ′(H). From the definition of the projection map π, the potential function Φ(H) depends only on
the diagonal entries of H . As a consequence, Φ′(H) is a diagonal matrix; indeed, because Φ(H) = η(π(H)), we
have
Φ′(H) = σ diag (η′(π(H))) (55)
where we recall that η′(π(H)) is the derivative ∂η(γ)/∂γ evaluated at π(H). We thus appeal to Lemma 6 and
derive the double bracket gradient-descent of Φ(H) as follows:
d
dt
H = −σ [H, [H, diag (η′(π(H)))]] . (56)
We elaborate here the evaluation of η′(π(H)). For ease of notation, denote by γ := π(H). Let Σ′i := ∂Σ/∂γi, with
Σ the positive definite solution to the ARE (51). Then,
∂η(γ)
∂γi
= tr (Σ′i) .
It thus remains to compute Σ′i. To this end, let Ci be an nN × nN matrix defined as follows: First, divide Ci into
N ×N blocks, with each block an n× n matrix. Then, let the ii-th block of Ci be cic⊤i , and all the other blocks
be zero matrices. Now, by a simple calculation using (51), we obtain Σ′i as the solution to the following Lyapunov
equation: (
A− Σcγc⊤γ
)
Σ′i +Σ
′
i
(
A⊤ − cγc⊤γ Σ
)− ΣCiΣ = 0.
The convergence of the double bracket flow follows from the fact that the cost function η(γ) defined over Sp[σ],
and hence Φ(H) defined over M , has a unique local minimum point.
