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Chapter I: Introduction 
The purpose of this study is to develop new non-parametric efficiency measures 
based on the idea of aggregation via merging functions. Specifically, we focus our 
attention on two levels of aggregation: firms and industry. The first level is of concern 
when we aggregate input and output efficiency to obtain an average-oriented efficiency 
for a firm in a particular industry. We are interested in the second level of aggregation 
when we aim to obtain industry efficiency measures. 
As a theoretical background we use Shephard's (1970) axiomatic approach to the 
Production Theory of Economics. This allows us to characterize a production technology 
with distance functions. A particular application of this methodology is the efficiency 
measurement of an economic unitthe main issue of the study. 
In terms of theoretical developments, there are four contributions of this study to 
the theory of efficiency measurement in economics. First is the statement of a problem of 
(size and rank) ambiguity in efficiency measures based on Shephard's distance functions. 
Second, and based on Aczel's (1990) result, is the introduction of a correction for the 
ambiguity problem, using the geometric average merging function. Third is the statement 
of inconsistency of arithmetic aggregation to obtain industry efficiency measures. Forth, 
again based on Aczel's (1990) result, is the introduction of consistent (with constant 
returns to scale assumption) industry efficiency measures. 2 
To go from the presented theory to our empirical study we employ the 
computation technique, known as Data Envelopment Analysis or DEA (Charnes, et al., 
1978, and Farrell, 1957). The conceptual idea of the computation is to measure the 
`distance' from the observed input-output vector to a 'best' potential input-output vector 
using a piecewise linear approximation of the technology set. 
The empirical implications of the study support the importance of listed 
theoretical contributions as well as show the consistency with results in other studies of 
the same industry using parametric and non-parametric approaches. In particular, the 
following (consistent with other studies) conclusions can be drawn: 
1.	  The efficiency scores tend to be lower when technological change is ignored in 
the model. 
2.	  The large economies of scale in the U.S. brewing industry were opened due to the 
technological change that occurred during 1954-65. 
3. Most of the firms were operating under economies of scale during the period of 
technological change and surviving firms eventually caught up with the most 
efficient firms. 
4.	  In most cases, perfectly efficient firms (i.e., those that are on the efficient 
technology frontier) were maintaining their efficiency leadership for more than 
one period. 3 
Chapter II: Literature Review. 
ILL The U.S. Brewing Industry 
One of the most comprehensive surveys of the U.S brewing industry was done by 
Elzinga (1995) using the Structure-Conduct-Performance framework of traditional 
industrial organization theory. In his analysis he makes several arguments. On the 
demand side, he advocates that cross-elasticity of demand for beer versus non-beer is 
lower than cross-elasticity among all beverages. On the other hand, cross-elasticity of a 
brand versus another brand is high i.e. brand loyalty is not strong. 
Among the main reasons for the dramatic change in the industry concentration 
(the number of firms declined about 90% while sales doubled during 1947-1952) Elzinga 
(1995) notes that the existence of the large scale economies due to technological change 
was the most important. Because of strict enforcement of antitrust laws, mergers were 
not the main reason for rising concentration, instead, most of the growth in firm size 
came from the internal expansion. In his words: 
Most of the mergers in the beer industry did not involve firms of 
significant stature. Generally they represented the demise of an 
inefficient firm, which salvaged some remainder of its worth by selling 
out to another brewer.  ... Mergers such as these are not the cause of 
structural change; they are the effect as firms exit through the merger 
route. (Elzinga, 1995, p. 128). 
He also identifies three main barriers to entry: enormous marketing cost, high 
sunk costs, and the risky status of the industry. 4 
Discussing the issue of product differentiation he argues that there are no real 
differences between brands, but it is their images that create illusionary differentiation. 
He supports this argument with the fact that in blind tests consumers could not identify 
the difference between brands and could not consistently rank brands in terms of quality. 
In addition, he argues that, higher priced brands do not necessarily have higher 
production costs. As far as profit in the industry is of concern, he finds that: 
...on the whole, in the post World War II period, brewing firms have 
been less profitable than the average manufacturing firm.  ... In recent 
years, accounting profits for the industry increased, averaging 11 
percent for the three years 1988 to 1990. ... Beginning in 1964 the top 
four companies began to outperform the rest of the brewing industry in 
terms of profits. Before that time, the profit record of the top four 
brewers approximated that of the rest of the industry and was usually 
inferior to the firms ranked five through eight. (Elzinga, 1995, p. 143). 
Like many industries, there are externalities associated with brewing. Elzinga 
(1995) discusses three main negative externalities for the U.S. case: alcohol abuse, 
problem of drunk drivers, and littering. 
A recent study by Kerkvliet et al. (1998) (using econometric estimation of ray 
homothetic production function with industry data for output and main inputs) analyzes 
the production technology for the period 1950-1992. They find that there was a structural 
change (identified using Chow and CUSUM tests) between the two periods: 1950-1971 
and 1972-1992, such that each input was more productive in the second period. The 
overall technical efficiency value for the period of study averaged around 93.1 95.6%. 
Moreover, they find that a representative firm was scale efficient until about 1980. As an 
explanation of rapid structural change in the industry they state that "... it appears that the 
massive exit of firms in brewing during the 1960s and 1970s was motivated by rising 5 
scale economies" (Kerkvliet, et al. 1998, p.14). This implies that the primary reason for a 
firm's exit from the industry was its inability to reach minimum efficient scale. However, 
they also make an important remark: "Efficiency indexes are quite sensitive to the way 
the technological change is empirically modeled" and therefore they argue that "... 
failing to account for technological change in the U.S. brewing biases efficiency 
estimates downward." (Kerkvliet, et al. 1998, p.10). 
One of our major concerns about the results of this study is the problem of 
aggregation in studying efficiency. Specifically, efficiency scores obtained from the 
aggregate (industry) data may or may not reflect the efficiency scores of the industry 
calculated as an average of individual efficiency scores obtained from the disaggregated 
(i.e., for each individual firm) data. 
A study by Tremblay and Tremblay (1996) analyzes the motives behind 
introducing new products in the U.S. brewing industry. They use firm's data (22 firms, 
1950-88 time period, 389 observations) and the econometric model for count data and 
also a quadratic version of the generalized Leontieff cost function to obtain inferences 
about the existence and significance of economies of scale. They find that unsuccessful 
firms are more likely to introduce a new brand and pioneer a new product niche, while 
national firms are usually the followers into new and already proven to be successful 
market niches. From the cost function they find that economies of scope are insignificant, 
arguing that products are substitutes rather than complements in the production. They 
also find that the higher per capita income in the economy is firms, the more likely a firm 
would introduce a new product. 6 
An application of DEA to the U.S. brewing industry was done in a paper of Day, 
et al. (1995) where they use firms data from 11 U.S. Breweries, 1960-1970. The idea of 
file paper is to use the efficient firms-referents (i.e. those that base efficiency frontier) as 
leaders of strategic groups. They define a strategic group as a group that consist of all 
firms that use the same referent when measuring efficiency via DEA. They find that there 
is "no repeated clustering around any set of firms suggesting that firms change the group 
memberships throughout the time of the study." (p. 632) and that efficient firms were 
consistently efficient throughout time but on different efficient facets. 
There are several theoretical concerns that I see in their paper. The most important 
is that a referent status from a radial distance from a firm to an efficient frontier is neither 
a sufficient nor necessary condition to define a strategic leader or a member of a 
particular group, even in the population. That is, both a member of a strategic group and a 
strategic leader may or may not be on the efficiency frontier. Moreover, a member of a 
strategic group may have similarities with its strategic leader that may or may not be 
revealed with the radial measure as one used due to DEA. 
In a sample such a definition of the strategic group and strategic leader may 
mislead even more, since an addition of a new efficient firm may change the reference 
frontier and thus may change the estimated "strategic groupings", implying weak 
robustness of this methodology. Moreover the DEA model that was used relies on the 
constant returns to scale (CRS) assumption that is not necessarily the case for each year 
and each firm in the sample. Relaxing the CRS assumption may change the reference 
frontier so that, again, different estimated groupings may occur. This dependence of 7 
theoretical results on the model nature and the absence of sufficient or at least necessary 
conditions for the grouping criterion seems not to be appropriate as a methodology. 
In their study of the effect of advertising in the U.S. brewing industry on 
consumers' welfare, Tremblay and Tremblay (1995) use firm data (22 national and 
regional firms, for 1950-88) to implement econometric estimation of Becker and 
Murphy's welfare function in the translog specification. They find that a firm's own 
advertising has a positive and significant effect on its output price while rival's 
advertising also has a positive and significant but lower effect on a firm's price. Their 
main conclusion is that advertising is excessive from a social point of view. They also 
find firms are not price takers, i.e. there exists market power. However, the estimated 
conjectural variation is close to Bertrand (-0.92). Surprisingly, their results show that the 
market power (measured as firm's sales) is not positively related to the firm size, but a 
firm's size has a significant negative effect on market power. They conclude that the 
U.S. Beer Market is imperfectly competitive.' 
In their earlier study, Tremblay and Tremblay (1988) analyze the determinants of 
horizontal acquisitions in the U.S. brewing industry using firm data (for 1950-83 period, 
34 firms, 22 horizontal sales, 74 horizontal purchases, 670 annual observations). Using a 
multinomial Logit model they find that the main determinant of horizontal mergers is the 
firm's success. In their words, "successful firms are more likely to buy, while failing 
firms are more likely to sell" (p. 31). Another important variable is "macroeconomic 
activity." They argue that since beer is a "slightly inferior good" the acquiring firms have 
more ability to buy during recession time. In some of the modification of specifications 8 
they find market share to have significant positive effect on the probability of buying. It 
may seem to be a surprise that among insignificant factors were the scale economies and 
the market power of a firm. The reason of this insignificance may be due to strict 
enforcement of antitrust laws. 
Tremblay (1987), using firm data of 19 (regional) firms for the period of 1950-78, 
estimates a short run total cost function in the translog specification (with relaxed 
restriction for homogeneity in input prices). He finds that there were significant 
economies of scale and that for most firms the CRS was dominating in early 1950, but 
1953 "firms operated in a region of economies of scale" (Tremblay, 1987, p. 80). He also 
finds that successful producers had a lower cost function (especially during 1950stime 
of rapid tech change) which supports the Demsetz superiority hypothesis. On the 
contrary, national producers did not operate on lower cost functions. In this paper he also 
makes an important remark that the "large national producers had significantly higher 
average revenues [implying that] their size may have been demand rather than cost 
determined" (Tremblay, 1987, p.74). 
In an earlier study, Tremblay (1985), using firms data of 22 firms for the period of 
1950-77, estimates a hedonic model that captures brand differences via the advertising 
variable. Assuming oligopoly behavior, he finds that advertising was an important 
variable in explaining beer prices. Both total costs and advertising expenditures had a 
significant positive impact on price, while concentration has an insignificant impact on 
equilibrium price. Overall, the net effect of changes in these variables between 1972 and 
1977 led to a price decrease. 
I  In this paper they also argue that identical technology and similar inputs are used to produce different 
brands. This may imply similarity in cost functions for different brands and possiblity to use a generic, 9 
11.2. The Non-parametric Efficiency Measures 
The origins of efficiency measurement using the linear programming technique 
can be found in a paper by Farrell (1957). He provides a criticism of previously used 
efficiency measures (average factor productivity, etc.) that ignore the "saving" effect due 
to changes in other inputs or outputs. In his framework he introduced the concept of 
"Efficient Production Function" or "efficient facets" (p. 255) constructed from most 
efficient observations. This has come to be called the 'best-practice frontier.' In this 
framework, he introduced the concept of proportional measure of "technical efficiency" 
(p. 259) and a proportional measure of "price [or overall] efficiency" (p.260). The latter 
he, himself, criticized (p.261) as a measure that may be very sensitive to a change in 
sample size by adding efficient firms. Finally, he introduced the concept of the 
"Structural Efficiency of an Industry" (pp.261-262) that can be composed of individual 
efficiency measures. 
Another classic paper that is often referenced when DEA is used is written by 
Charnes, Cooper, and Rhodes (1978). They use a different approach in defining "best-
practice frontier" (or as they call it "efficient frontier of production possibility surface" 
Charnes, et al., 1978) by using the fractional programming problem. In particular, the 
problem of a decision making unit (DMU) is defined as a constrained problem of 
maximizing its weighted output-input ratio. The weights are variable in the problem and 
are determined by constraining weighted input-output ratio for each DMU to be not 
greater than unity. Such a problem (referred as DEA) is nonlinear, non-convex and 
belongs to the class of fractional problems that may be solved by reduction to a linear 
aggregate brand, barrels of beer, as an output in our analysis, regardless of number of brands. 10 
programming problem. Throughout the paper they imposed constant return to scale. The 
solution to their problem gives the measure of efficiency that conveys the same 
information as Farrell technical efficiency measure and Shephard's distance function. 
More on comparisons of the efficiency measurement results obtained from three different 
approaches: DEA (due to Charnes et al., 1978), Farrell (1957) approach and approach via 
Shephard's (1970) distance functions can be found in Banker et al. (1984), and Seiford 
and Thrall (1990). 
The book by Fare and Primont (1995) provides an extensive discussion of 
Shephard's axiomatic approach to the production theory and its extensions developed by 
the authors and others. This book was often used to support the methods and 
developments in our study. Specifically, the authors provide representation of the 
production theory using duality relationships. The text consists of most of the results and 
their proofs of duality in economics. In particular, they describe that a technology of the 
same process can be modeled through different concepts involving different data (prices 
and/or quantities) and still can give the same conclusions. They demonstrate, that the 
most general representation of the technology is the profit function. They also extend the 
duality from direct characterization to the duality in indirect characterization. 
A recent paper by Chambers, Chung, and Fare (1998) discovers a dual to the most 
general characterization of technology, the profit function. It is the directional distance 
function. Its duality with profit function makes it a complete characterization of a 
production technology. They also showed its relationship with Shephard's distance 
functions: that the latter are the special cases of the former. 11 
Besides measuring efficiency and productivity, there are other applications of 
distance functions. One of them is estimation of shadow prices. Fare and Grosskopf 
(1998) present a framework to estimate shadow prices of 'good' and 'bad' commodities. 
Another application of the distance function approach was used in characterizing a 
consumer behavior. In their paper, Fare, Grosskopf and Roos (1996), used the Malmquist 
productivity indexes (based on distance functions) to measure a consumer satisfaction. 
Yet another application was presented by Fare, Grosskopf, (1995) to what is 
known as "Non-parametric tests of regularity" (or consistency) of the data with the 
optimization behavior. Essentially, their framework is an alternative to tests developed by 
Varian, and used, for example in Chavas and Cox (1988), and Tauer (1995). 
The scale efficiency measure in the non-parametric framework was introduced in 
Forsund and Hjalmarsson (1979) and Fare and Grosskopf (1985). In addition, in the latter 
source, the authors defined the scale efficiency measure for two data frameworks: the 
input-output framework and the cost-output framework, and derived the conditions under 
which the measures of scale efficiency in these two different frameworks are equivalent. 
Fare, Grosskopf, and Russell (1997), in their book on index numbers provide an 
extensive review of known Productivity measures. They show the relationship among 
different indexes and advocate the generality of the Malmquist productivity measure. 
They show that the latter can be decomposed into measures of efficiency change and 
technological change. 
A book by Fare, Grosskopf, and Lovell (1996) on Production Frontiers provides 
an extensive discussion of efficiency measurement in production. We used this text to 
support our conclusions on the 'ambiguity problem' in efficiency measures produced 12 
from DEA under VRS assumption developed within this study and later (section 111.2-
III.3) described in a greater detail. 
The paper by Aczel (1990) on merging function played important role in 
supporting the idea of merging information from differently oriented efficiency measures 
using the geometric average as a way to avoid the problem of ambiguity. His 
fundamental result proves that the geometric mean is the best merging function under 
some desirable restrictions. In the paper he also shows the relationships between various 
properties of a merging function. 
DEA does not exhaust the entire non-parametric approach to the production 
theory. Another part of this approach is concerned with non-parametric tests of 
consistency of data with optimization behavior that is usually assumed in economics. The 
theoretical papers of this kind include work of Varian (1984) and others. The empirical 
papers include those by Chavas, Cox (1988), and Tauer (1995). In particular, Chavas and 
Cox (1988) use the saddle point theorem to optimization problem in economics to derive 
necessary and sufficient condition for various non-parametric tests (separability, Hicks-
neutral technical change, profit maximization and cost minimization) and apply it to the 
U.S. Agricultural Industry. They advocates that such a non-parametric approach does not 
encounter the problem of dependency of results upon assumptions of parametric 
specification, which is the case in many empirical works. 
As it was mentioned, the idea of an industry efficiency measure takes its origins 
in Farrell's (1957) work. Since that time many measures were introduced to implement 
this idea. For example, some of these measures are summarized in S. Ylvinger (1998) 
who along with a critique of existing measures introduces a new way of obtaining the 13 
"structural industry efficiency" measure based on weights obtained from fractional 
problem as defined in Charnes et al. (1978). 
There were many other industry efficiency measures defined in the spirit of 
Farrell (1957). For example, Carlsson (1972) defines the "efficiency index for the 
industry" as the weighted arithmetic average (weighted by the actual output) of the 
individual efficiency indexes, where the latter is defined as the ratio of the actual output 
to the potential output for each particular individual decision making unit (DMU). 
Analogously, Bjurek, Forsund and Hjalmarsson (1990) defined a measure for "the 
saving potential of the whole sector" also as a weighted arithmetic average. However, 
this time they construct the average of "input saving measures" that are defined as the 
ratio of potentially minimal input to actually used input for each particular DMU. Also, 
they used they weigh by input rather than output. 
Earlier, Forsund and Hjalmarsson (1979) elaborated the Farrell (1957) idea of 
measuring industry efficiency. They proposed "to construct an [arithmetic] average plant 
for the industry and regard this average plant as an arbitrary observation on the same line 
as the other observations and then compute [technical and scale efficiency measures] for 
this average unit." (p. 300). 
Li (1998) in his paper provides a deep insight into the nature of Malmquist 
productivity index via Invariance Principle axioms. He shows that it is superior to Fisher 
and Tornqvist productivity indexes with respect to satisfying the axioms. He also shows 
the possibility of accounting for the productivity change that is due to a change in input. 
He also finds an empirical support of the developed framework applied to measuring the 
productivity of Chinese economy. 14 
Chapter III: The Methodology: Non-parametric Efficiency Measures 
III.1. The Theoretical Framework 
I begin with the theoretical background that gives the foundation for the analysis 
undertaken in the study. It consists of the set of axioms, definitions and theorems. Such 
an axiomatic approach dates back to Shephard's (1970) work and can also be found in 
Fare and Primont (1995). 
To make things clear, I make use of the following definitions. 
Let x = (xi, Xz  X N ) ..  0 be a vector of inputs, let y = (yi, y2,  ym )  0 be a vector of 
outputs. The technology set can then be represented as 
T = {(x,y) : x can produce y} 
Pictorially, this concept (for 1-output 1-input case) is represented in Figure 1. 
A 
Y 
\\ 
T 
X 
Figure 1. The Technology set. 15 
This figure illustrates the technology set T (for single output, single input case) 
composed of all points (x,y) such that y is producible by x. So far we have not made any 
assumptions on properties of the set. This will be done when we introduce the axioms 
later in the study. The technology may also be represented by its Output sets: 
P: TN+ --> P(x) = {y : (x,y)  T}, Vx  91N+  . 
I.e., the output, y, that can be produced given a fixed level of input, x. 
And by Input sets: 
L :  91m, ---> L(y) = {x : (x,y) E T}, Vy E 91m+  . 
I.e., the inputs, x, required to produce a given fixed level of output, y. 
It is assumed that the technology, T, can be equivalently represented as: 
T = {(x,y) : y E P(x) Vx E TN+ }, or as T = {(x,y) : x E L(y) Vy E 91m+ }. 
That is, for y  91m+, x  91N+ : 
(x,y) ET  r7>  y e P(x)  <=>  x E L(y), 
Pictorially, these concepts are represented in Figure 2 and Figure 3 respectively. 
Y2 
L(y) 
Figure 2. Output set.  Figure 3. Input set. 
xl 16 
Figure 2 illustrates that for a given level of input, x, a set of different 
combinations of outputs, y, that are producible from this level of input, can be 
constructed. This is the idea of output set P(x). If we construct such sets for every x E 
91N+, then the technology set T will be retrieved. Analogously, Figure 3 illustrates that 
one can construct a set of all inputs that are sufficient to produce a given level of output 
y. If such a correspondence is constructed for every possible y, then the technology set T 
is retrieved. 
In the analysis I use the notion of returns to scale, which in terms of the 
technology set can be defined as the following. The technology exhibits (global) constant 
returns to scale (CRS) if: 
AT= T, for any X > 0. 
The technology exhibits (global) non-increasing returns to scale (NIRS) if: 
XT c T, for any 0 < X  1. 
The technology T exhibits (local) increasing returns to scale (IRS) if: 
3 O<X,. 1 : XT ct T, 
Variable returns to scale (VRS) is said to exist when (local) increasing, constant, 
and decreasing returns are observed over some subsets of T. The idea of returns to scale 
is pictorially represented in Figure 4. 
In this figure, the ray from the origin OAB sketches the global CRS technology 
(denoted as TcRs). The curve OAC sketches the global NIBS technology, and the 
technology that allows for local IRS is sketched by the curve ODAC. This latter 17 
technology exhibits VRS (denoted by Tv Rs), since it allows for the (local) VRS, CRS and 
NIRS at some of its subsets. 
x 
Figure 4. Technology set and returns to scale. 
The theory is based on the following Axioms (Fare and Primont, 1995, p.27): 
Al. Inactivity is possible, i.e. 0 E P(x), and positive output from inactivity is 
impossible, i.e. if y  0 (i.e. y # 0 and y  0) then y  P(0). This altogether means that 
zero input implies zero output, i.e. P(0) = {0 }. 
A2. Weak disposability of Inputs. Only a proportional increase in all inputs can 
ensure possibility to produce the output vector available before the increase; i.e., 
if x E L(y) and X  1 then Xx E L(y), y E  x E 91N+ 
A2.S. Strong disposability of Inputs. Any increase in inputs still allows producing 
the level of output available before the increase, i.e. 
if x E L(y) and x°  x then x° E L(y), y E 91m+, x E 91N+ 18 
Pictorially, the idea of weak and strong disposability is represented in Figure 6 
and 5 respectively. Figure 5 demonstrates that any increase in the input vector still 
belongs to the L(y) set. Figure 6 demonstrates that only proportional change in the input 
vector always ensures that the new input vector is still in L(y). In other words, there exist 
such a combination of inputs in L(y) that some, not proportionally increased, input vector 
does not belong to L(y). 
xl  
L(y) 
X2 
Figure 5. Strong disposability of inputs.  Figure 6. Weak disposability of inputs. 
A3. Weak disposability of outputs. Here, analogous to weak the input 
disposability case, for a given vector of inputs, x, it is only a proportional decrease of 
every element in vector y that ensures that decreased level of y is still feasible for that 
level of x. 
if y E P(x) and 0 < 2%, 5_ 1 then 2t.y  P(x), y E 91m+, x e 91N+ 
A3.S. Strong disposability of Outputs. 19 
This implies that for a given vector of inputs if the technology enables the production of a 
vector of outputs y, then any other vector of outputs y°, such that y  y°, also can be 
produced. That is, some of the outputs can be costlessly disposed of: 
if y E P(x) and y  y° then y° E P(x), y E 91m+, x E 9IN+ 
Pictorially, these concepts can be demonstrated via Figure 7 and 8. Figure 7 
illustrates that any decrease in the output vector is still in the set P(x), while Figure 8 
implies that it is only a proportional decrease in the output vector which ensures that the 
decreased output vector still belongs to the set P(x). 
P(x) 
Y2 
Figure 7. Strong disposability of outputs.  Figure 8. Weak disposability of outputs. 
Three more axioms are necessary to facilitate the usage of the results of 
production theory: 
A4. Technology set is a closed set.  
A5. The output set, P(x), is bounded for all x E 91N+.  
A6. Technology set is a convex set.  20 
Axioms 4 and 5 ensure that the output set is compact and therefore there exists a 
maximum of a continuous function defined on this set. Axiom 6 is needed for facilitating 
the usage of duality results of the production theory. 
ra.i.i. Distance Functions 
A technology set can be characterized with Shephard's (1970) distance functions. 
These distance functions can be defined on two sides: input and output2. Essentially, a 
distance function measures the relation (a distance) of a particular point in (or out of) the 
set to a boundary of the set in a given direction. We defined them below. 
The output orientated distance function Do : 9m+x  91_,L4+00}is defined as: 
Do(x,y) = inf {0 : (x, y/ 0) E T} 
This function measures the distance of a particular point (x,y) in the technology 
set to the boundary of this set (technology frontier) by fixing the input vector at its 
current level and (proportionally) increasing the output vector as much as it is feasible for 
the vector still to be in the technology set. 
Pictorially, this concept is represented in Figures 9 and 10. Figure 10 illustrates 
that the output oriented distance function which fixes x and expands output as much as 
possible without getting out of the technology set. Since Figure 10 illustrates only one 
output case, the proportionality of expansion can not be demonstrated. This is done via 
Figure 9 that illustrates expansion of observed outputs (for fixed observed input) as a 
proportional increase of every element of output vector y. 21 
o 
Y2  X x 
Figure 9. Output oriented distance function  Figure 10. Output oriented distance 
measured on output correspondence set.  function measured on technology set. 
The input orientated distance function3 Di : 91m, x 91N, > 91,u {+oo} is defined: 
Di(y,x) = sup {X : (x/X, y) e T} 
This function measures the distance of a particular point in a technology set to the 
boundary of this set by fixing the output vector at its current level and proportionally 
decreasing the input vector as much as possible without getting out of the set. 
Pictorially, this concept is represented in Figure 11 and 12. Figure 11 illustrates 
the idea of fixing output and contracting the input, while Figure 12 illustrates the idea of 
proportional contraction of all inputs (for given fixed output level). 
2 It can also be defined on both sides, with given weights (defined by the direction vector) for each side, as 
developed by Chambers, Chung, Fare (1998). 
3 Note that the order of x and y in parentheses of Di is different than in Do, which is just a conventional 
notation used in many sources to indicate that the linear homogeneity of the distance function is in the 
second argument. 22 
X2 
Xi	  X0/ D,(y°, x°)  X 
Figure 11. Input oriented distance function  Figure 12. Input oriented distance 
measured on the Input set.  function measured on technology set. 
The use of the distance functions comes from their nice properties, especially 
their ability to completely characterize the technology and dual relationships to cost, 
revenue and profit functions.4 This implies that they can be used to represent the 
technology from the well known economic concepts: profit, cost, revenue. 
in.1.2. Properties of the Distance Functions 
Here I state only those properties of the distance function that will be used in the 
analysis (for proofs see Fare and Primont, 1995). 
1.	  The Complete characterization. 
(x, y) E T  Do(x,y) < 1  a  Di(y,x) > 1. 
This property implies that a technology set can be completely characterized by the 
input or output distance functions. This allows us to investigate the properties of the 
technology set using a distance function. 23 
2.  Linear homogeneity of the input (output) oriented distance function in its vector 
of inputs (outputs): 
Do(x,ay) = a Do(x,y)  and  Di(y,ax) = a Di(y,x), for any positive real scalar a. 
This property comes directly from the definitions of distance functions. Moreover, when 
the technology exhibits constant returns to scale, an additional property applies: 
3.	  The Reciprocal relationship. 
CRS  '  Di(x,y) = 1/1D0(x,y) 
In the general case (e.g., VRS) both functions are inverses of each other. It is the 
matter of a particular technology that defines the specific inverse relationship. This 
property demonstrates that under the CRS this inverse relationship boils down to a 
reciprocal relationship. More properties and their proofs can be found in Fare and 
Primont (1995). 
1111.3. Efficiency Measures 
Here we define efficiency measures that employ distance functions. 
Measures of Technical Efficiency. 
The output oriented Farrell Technical Efficiency measure is defined as: 
Fo(x,y) = 1 / Do(x,y) 
This is a measure of the distance from a particular observation (x,y) to the best 
practice frontier taken as a proportional expansion of all outputs, while fixing input at the 
observed level. For (x, y) E T, it is always greater or equal to unity. Intuitively, the value 
4 Axioms 1-9 must apply. 24 
over unity gives information on how much more output could be produced (relative to its 
observed level) with a given input if the observation were on the best-practice frontier. 
The input oriented Farrell Technical Efficiency measure is defined as: 
Fi(y,x) = 1 / Di(y,x) 
This is a measure of the distance from a particular observation (x,y) to the best 
practice frontier taken as a proportional contraction of all inputs while fixing output at the 
observed level. For (x, y) E T, it is always less than or equal to unity. Intuitively, the 
value that is insufficient to reach the unity (i.e. 1- Fi(y,x)) gives information on how 
much less of the input (relative to its observed level) could be used to produce the 
observed output, if the observation was on the best-practice frontier. 
Both input and output oriented efficiency measures can be obtained for different 
assumptions of scale of the technology: constant returns to scale (CRS), non-increasing 
returns to scale (MRS), variable returns to scale (VRS). 
Measures of Scale Efficiency 
Let the "CRS" ("VRS") inside an index indicate that it is obtained from a 
technology that is assumed to exhibit the CRS (VRS). 
The input oriented Scale Efficiency measure is defined as: 
Si(y,x)  Di(y,xIVRS)/ Di(y,xICRS) 
This is a measure of the distance from a particular observation (x,y) moved by 
proportionately decreasing all inputs to the best practice VRS frontier and then moved to 
the CRS frontier. It is always less than or equal to unity. Intuitively, the value that is 25 
insufficient to reach the unity (i.e. 1-Si(y,x)) gives information on how much less of the 
input could be used to produce the observed output, if the observation is moved from the 
VRS best-practice frontier to the CRS one. 
The output oriented Scale Efficiency measure is defined as: 
So(x, y)  Do(x, YIVRS)/ Do(x, ylCRS) 
This is a measure of the distance from a particular observation (x,y) moved, by 
proportionately increasing all outputs, to the best practice VRS frontier and that moved to 
the CRS frontier. It is always greater than or equal to unity. Intuitively, the value that is 
over unity (i.e. So(y,x)-1) gives information on how much less of the input could be used 
to produce the observed output, if the observation is moved from the VRS best-practice 
frontier to the CRS one. 
Throughout the rest of this study we will use definitions of efficiency measures in 
terms of distance functions. The idea of these measures is summarized pictorially in 
Figure 13 and Table 1 for 1-inputl-output case. They demonstrate that, for example, the 
input distance function for the CRS technology is a maximal (and proportional) feasible 
contraction of the inputs obtained as a ratio of distance OF to OD. And the input oriented 
scale efficiency measure is the further contraction from the CRS to VRS technology, 
obtained as a ratio of OD to OE. Similarly this can be done for the output orientation. 
The output distance function for the VRS technology is a maximal feasible proportional 
expansion of output obtained as a ratio of distance OA to OB. And the output oriented 
scale efficiency measure is the further expansion from the VRS to the CRS technology, 
obtained as a ratio of OB to OC. These measures are also summarized in Table 1. 26 
Table 1. Efficiency measures 
Measures of 
efficiency 
Di(x,yICRS) 
Do(x,yICRS) 
Di(x,yIVRS) 
Obtained as 
OF/OD 
0A/OC 
OF/OE 
Measures of 
efficiency 
Do(x,y1VRS) 
Si(x,y) 
So(x,y) 
Obtained as 
0A/OB 
OD/OE 
OC/OB 
0  D E  F 
Figure 13. Efficiency measures. 
111.1.4. Duality for Measuring Efficiency: Cost-Output Framework 
The idea of distance functions in an input-output framework was applied to a 
cost-output framework (Fare and Grosskopf, 1985). This framework is especially 
valuable when a researcher does not have information on all inputs for each firm (xk E 
91N+, k= 1,...,K) but have only data on total cost (c1 -c--xkwk E 914 In practice, it is usually 27 
easier to obtain data on total costs than data for each input (which may be a corporate and 
confidential information). 
Such a simplification of the problem required an additional assumption: all firms 
face the same input prices (i.e. wk= wk  , for any firms k, k' = 1,...,K). This assumption is 
needed to maintain a consistency with the input-output framework (Fare and Grosskopf, 
1985, p.598). This assumption means that the difference in values of cost functions for 
firms may come only from the difference in composition of inputs used, or from different 
levels and/or composition of outputs produced (assuming the same technology). This 
assumption is reasonable if, for example, the inputs are sold on a competitive market. 
Intuitively, the idea of the cost-output approach is the same as in the one-input 
case of the input-output approach, where the proxy for this only input, x, is the weighted 
sum of all inputs, with the weights being the corresponding input prices. We formalize 
this concept in the following manner. 
First we define the measures for the cost-output framework and then we point out 
its connections with traditional distance functions in the input-output framework. 
The analogue of the input oriented distance function for the cost - output 
framework is defined as Dci : 9lm+ x  {4-00}: 
Dei(y,wx) = supa.c{Xc : wx/? > C(y,w)} 
We refer to it as the input oriented cost distance function. In this definition, 
C(y,w) stands for the 'best practice total cost frontier' for given level of output y, and wx 
represents the actual total cost that was used to obtain y, for given w. This measure can 
also be rewritten as: 
Dci(y, wx) = supx.c{Xc : wx/C(y,w) > A.c }= wx/C(y,w) 28 
This is an (inverse of) overall-input efficiency measure (Fare and Grosskopf, 
1995), measured on cost side. This measure versus the input oriented efficiency measure 
was also analyzed in Fare and Grosskopf (1985) using the piecewise linear approximation 
of best practice technology. The intuition behind this measure is that it measures how a 
particular DMU is efficient relative to other similar DMUs, taking into account technical 
efficiency as well as 'price efficiency' (Farrell, 1957, p. 254-255, 260, etc). It includes 
the technical efficiency measure as well as what is known as the allocative5 input 
efficiency measure. Pictorially this concept is represented in Figures 14 and 15. In Figure 
14, the technical efficiency is measured as OC/OB, the allocative input efficiency is 
measured by OB/OA, and the overall-input efficiency is measured by OC/OA. 
Figure 14. Input oriented cost distance  Figure 15. Input oriented distance 
function measured on input  function measured on technology set. 
correspondence set. 
5 Allocative input efficiency is defined (Fare and Grosskopf, 1995) as a ratio of the overall input efficiency 
to the input oriented technical efficiency. Intuitively it measures inefficiency due only to a non-optimal 
allocation of inputs with respect to input prices. 29 
Figure 15 demonstrates the idea of fixing output and contracting total cost as long 
as it is feasible. The idea of the contraction as well as the fact that Dci(y, wx) includes 
technical and allocative efficiencies is demonstrated in Figure 14. 
The analogue of the output oriented distance function for cost-output framework 
is defined as Dco : 91M+ x 911+  91+ U {FOO} : 
D. (wx, y)  = info { Oc : wx  C(y Oc, w)} 
It also can be treated as an overall-input efficiency measure, but measured on the 
output rather than the input side. We refer to it as the output oriented cost distance 
function6. Intuitively, this function measures the distance between observed output and 
maximal output that is feasible for the observed level of cost, wx. Pictorially, this is 
illustrated in Figures 16 and 17. Both figures demonstrate the idea of fixing total cost at 
observed level and expanding the observed output level as long as it is feasible. 
X2  wx A  
)C(y,w) 
WX 
xi  ycliroco(wx°, y)  y Y° 
Figure 16. Output oriented cost distance  Figure 17. Output oriented distance 
function measured on input  function measured on technology set. 
correspondence set. 
6 They have shown that this measure, Dco(wx, y), is equivalent to the output oriented indirect distance 
function, defined as IDo(w/wx, y) = infx,ec { O  : (y° / 8c) E P(x), C = wx,  e Dom L , w>0) 30 
The difference between Dco(wx, y) and De; (y, wx) is analogous to the difference 
between D0(x, y) and Di(y, x). That is, the former is measured on the output side (with 
fixed values on the input side) and the latter is on the input side (with fixed values on the 
output side). Under the CRS assumption, both measures are reciprocal to each other and 
therefore convey the same information. However, they may be different when the CRS 
assumption is relaxed. As we show later, this difference must be resolved to avoid 
ambiguity in efficiency judgements. Both of the measures can be obtained using the same 
methods as those for regular distance functions and will be discussed later. 
Measures of Scale Efficiency in Cost-Output framework 
Let the "CRS" ("VRS") inside a measure indicate that this measure is obtained from a 
technology that is assumed to exhibit the (global) CRS (VRS), then: 
The Cost-Input oriented Scale Efficiency measure is defined as: 
Sci(y,wx)  =  Dci(y,wxIVRS)/ Dci(y,wx1CRS) 
The Cost - Output oriented Scale Efficiency measure is defined as: 
Sco(y,wx)  Dco(wx, yIVRS)/ Dco(wx, yjCRS) 
The first measure was introduced in Fare and Grosskopf (1985) using the 
piecewise linear approximation of the technology. They showed that it is equivalent to 
the scale efficiency measure in the input-output framework when the Allocative 
efficiency under the CRS and VRS are the same. We investigate this condition later. The 
second measure was introduced in Fare, Grosskopf, and Lovell (1994, p.166) and was 31 
called the "Cost Indirect Output Scale efficiency". In addition, they suggested a method 
to identify the source of inefficiency: due to increasing or decreasing returns to scale. 
Pictorially, the concept of scale efficiency measured on the input and output sides 
is illustrated in Figure 18. Here, the best practice total cost frontier for the CRS 
technology is denoted by C(y,wxJCRS) and for VRS technology by C(y,wxyRS). The 
cost-input oriented scale efficiency measure for a particular observation (wx,y) is 
obtained as a ratio of two measures:(OA/OB) and (OA/OC), which results in the ratio 
OC/OB, that is a measure of the distance BC. The cost- output oriented scale efficiency 
for this observation is obtained as a ratio of two measures: (OB'/OA) and (OC' /OA), 
which results in the ratio OB'/OC', which is a measure of the distance B'C'. 
C(y,wxIVRS) 
C(y,wx1CRS) 
A'  Bs C' 
Figure 18. Scale efficiency measures in cost-output framework. 32 
Next, we investigate the question of the cost-scale efficiency measure (cost-output 
framework) is equivalent to the input oriented scale efficiency (in the input-output 
framework). To show the equivalence of Si(y,x) and Sci(y,wx) we need to introduce a 
new concept, namely, the Input Scale Homotheticity and prove the following results. 
Definition: Input Scale Homotheticity (ISH) 
A technology T exhibits Input Scale Homotheticity if L(yICRS) = H(y)L(yIVRS) 
Where H(y) is some function H: RM+  R+, consistent with the axioms Al-A6. 
It turns out that this property of the technology is a necessary and sufficient 
condition for Si(y,x) and Sci(y,wx) to be equal. This is stated in the following 
proposition. 
Proposition  
A technology T exhibits Input Scale Homotheticity (ISH) if and only if Si(y,x) and  
Sci(y,wx) are equivalent. Moreover, under ISH, Si(y,x) = Sci(y,wx) = 1/H(y).  
Proof See appendix A.  
Therefore, if a researcher wants to obtain information on the input oriented scale  
efficiency, Si(y,x), of a decision making unit (DMU) but has data only for total cost and  
output rather than input and output, he/she can still obtain this same information from the  
cost-output oriented scale efficiency measure, Sci(y,wx), if the technology exhibits the  
Input Scale Homotheticity property. The empirical issue about how to test the presence of  
ISH property in a technology is a research question in itself and is not undertaken here.  33 
III.2. The Problem of Ambiguity of Input and Output Oriented Efficiency Measures 
Based on the Distance Functions 
Although the input and output oriented distance functions, defined above, have 
many beneficial properties, they also have shortcomings. One of these shortcomings is 
the possible ambiguity in efficiency judgements based on the input oriented versus output 
oriented distance functions'. 
Specifically, the input oriented distance function fixes output and searches for a 
maximal radial (or proportional) contraction of all inputs; that is, it gives a measure on 
the input side (orientation) and ignores the output side efficiency. Analogously, the 
output oriented distance function fixes input and searches for the maximal radial 
expansion of all outputs; i.e., it gives a measure of efficiency on the output side and 
ignores the input side efficiency. 
Both measures convey the same information under the assumption of (global) 
constant returns to scale, since then, the input and output distance functions are 
reciprocals of each other. However, allowing for variable returns to scale may cause 
ambiguity when one tries to draw conclusions about the efficiency of each DMU. This is 
due to the fact that, in general: Di(y,xIVRS) # (Do(x,y1VRS))-' and the difference among 
the two may be significant. In particular, we identify two types of ambiguity: 
1.	  The Efficiency Size Ambiguity. A firm may be judged differently under the input 
oriented measure versus the output oriented measure. For example, in Figure 19 
Another drawback for measuring efficiency is their radiality. Specifically, they measure the maximal 
contraction (expansion) radially, or proportionately. This may or may not be the best or even possible way 
to achieve technical efficiency in terms of allocation of inputs (outputs). 34 
firm B (observation (xB,yB) ) is quite efficient on the output side, but highly 
inefficient on the input side. For firm A (observation (xA,yA) it is the reverse. 
2.	  The Efficiency Ranking Ambiguity. Two firms may be judged differently relative 
to each other under the input oriented measure versus output oriented measure. 
For example, in Figure 19, firm B is more efficient than firm A if we choose the 
output oriented measure but it is the reverse if we choose the input oriented 
measure. 
0 x 0	  x 
Figure 19. Ambiguity in Farrell  Figure 20. Ambiguity in Scale 
Technical Efficiency measure.  Efficiency measure. 
This ambiguity problem implies that for the same data set, different researchers 
may obtain different conclusions and perhaps apply different policy actions, which is not 
very satisfactory. The same two types of ambiguity can be found for the scale efficiency8 
measure (Figure 20). Here, we show even more extreme examples when one, say input 35 
oriented, measure for Firm A shows perfect scale efficiency and the other, output 
oriented measure, implies poor scale efficiency. For firm B it is the reverse. 
These problems may be avoided by the directional distance9 function that takes 
into account both input and output sides simultaneously (with any weights pre-specified 
by directional vector). In its calculation, an additional assumption is needed: the 
directional vector, which is chosen arbitrarily by the researcher. In the next section new 
indexes are introduced in an attempt to measure efficiency without running into the 
ambiguity problem, while still making use of Farrell efficiency measures. 
M.3. Possible Solutions to the Problem of Ambiguity 
One of the solutions would be to choose a priori whether it is the input or the 
output side that is to be a benchmark for the efficiency measurement. This may be based 
on knowledge of the industry or technical process; e.g., if cost minimization is more 
natural for a particular industry, then one may think of using the input oriented distance 
function. Such a priori assumptions can be tested, for example, using non-parametric 
tests found in Varian (1984) and their applications in Chavas and Cox (1988) and Tauer 
(1995). However, if many firms do not pass the test of (say, the "weak axiom") cost 
minimization (e.g. as in Tauer study), it is still unclear which orientation (input or output) 
to use for efficiency measurement. An ad hoc choice by a researcher may lead to a 
incorrect conclusions with respect to those firms that happened to concentrate their 
efficiency on a side different than was chosen by the researcher. 
8 Origins of this problem were discussed in Fare, Grosskopf, Lovell, 1994, p.122-124. 
9 See Chambers, R., Y. Chung, and R. Fare, (1998). 36 
An alternative solution would be to use a function that will merge information 
from both input and output oriented efficiency measures. Usually, various types of 
averages play the role of merging or aggregating functions: arithmetic, geometric, 
harmonic, their weighted prototypes. However, besides aggregating the information, it 
may be desirable for the function that merges efficiency scores (obtained from distance 
functions) to satisfy some properties. These properties may constitute the criteria that 
help to choose an appropriate form of the merging function. 
We derive these properties from the theory that is behind the distance functions. 
Specifically, we want the new measure to be consistent with such properties of distance 
functions as complete characterization and reciprocal relationship under the CRS (see 
section 111.1.2). As a result, we advocate the following properties for a merging function 
that constructs a measure by aggregating information from the input oriented and output 
oriented efficiency measures: (equational) agreement, the CRS consistency, and inverse 
symmetry. Technically, we define these properties as follows. 
Let G be a real valued merging function defined as G: R2+ > R+ with the 
arguments being a vector P = (pr, p2) where the components represent differently oriented 
(i.e. input and output) efficiency measures. For example, in measuring (aggregate) 
technical efficiency we define: p1= Di(y,x), p2 = (Do(x,y)) -1  , where the inverse of the last 
term is taken to bring both measures to the same scale (both are greater or equal to one). 
On this scale, the (average-oriented) efficiency measure becomes: 
(III.3.1)  G(D1(y,x), (Do(x,y)) -1). 37 
Similarly, we could define: p' i= pi 1= (1),(y,x))-1, and p'2 = p2 1 = Do(x,y), to 
bring both measures to another scale (both are less than or equal to one). On this scale the 
(aggregate) efficiency measure becomes: 
(111.3.2)  GRD1(y,x))-1, Do(x,Y))-
Next, it is desired that no matter which scale of measuring is chosen it must be 
true that the same form of aggregation, G, of the same measures at the same observation 
(x,y) must give the same information on efficiencyperhaps on different scales, but the 
same information. If the aggregation is on different scales, then both measures after 
transformation to the same scale must be equal. In order to transform (III.3.1) to the same 
scale as (111.3.2), one of them must be reversed. This gives the notion of the Inverse 
Symmetry property, defined for aggregated technical Efficiency as: 
G(Di(y,x), (1:04x,y)) -1) = [G((D1(y,x))-1, 134x,y))] 
Or for a general case: 
G(pi, p2) = [G(p1  132 -1)1 
Another important property, equational Agreement property, is defined next. 
Definition (Aczel, 1990): 
If pi = p2 = p implies that: 
G(pi, p2) = G(p, p) = p, 
then the merging function G(pi, p2) possesses the agreement property. 38 
Intuitively, this property requires the merging function to give an outcome p if all 
its arguments are the same and equal to p  .  This is desirable so that the aggregated 
measure has the same value as input and output oriented efficiency measures (when 
measured on the same scale) if there is no ambiguity, i.e. when both input and output 
oriented measures give identical efficiency information. If the new measure merges these 
identical efficiency scores (e.g. both equal to 1) and gives a different efficiency score (not 
equal to 1), then there is obviously a distortion introduced by the new measure. Therefore 
we advocate that the agreement property is desired. In particular, this property implies 
that if p1= Di(y,x) =1, p2 = (130(x,y))-1=1, then G(Di(y,x), (D0(x,y)) -1) = G(1,1) =1. 
The next property is referred to as the CRS Consistency and is derived as the 
following. Since under (global) CRS it is always true that Di(y,x) = 1/130(x,y) as stated 
earlier (see section 1111.2), it therefore must always be true that under the CRS: 
G(Di(Y,x), 030(x,Y))-1) = GRD0(x,Y))-1, NY,x)) 
In other words, it says that the order of the arguments in the merging function 
does not matter. This property implies what is known as the Symmetry property of a 
merging function (Aczel, 1990). Evidently, if a merging function does not satisfy this 
property then the unambiguous conclusion from the Farrell measures may be distorted. In 
general, we call G(pi, p2) symmetric if: 
G(pi, P2) = G(p2, pi). 39 
So far, among desirable conditions we have: Inverse Symmetry, (equational) 
Agreement and Symmetry. Our next step is to show that a multiplicativity property 
(defined below) of the merging function G is also desired. 
Definition (Aczel, 1990): 
A (merging) function G: R2+  R+ satisfies the Multiplicativity property if G(piqi, p2q2) 
G(pi, p2)G(qi, q2), where pi, p2, qi, q2, are any positive real scalars. 
The technical justification of the need of the multiplicative property of the 
merging function G, given that we impose the Inverse Symmetry property, is provided in 
the appendix B. Here we outline only an intuition behind the desire to have it. 
Specifically, efficiency indexes that make use of Farrell technical efficiency measures (or 
Shephard's distance functions) have a multiplicative meaning, in the sense that they give 
the value that must be multiplied by a vector of actual outputs (inputs) to obtain the 
vector of potential outputs (inputs). Therefore, one may expect that a natural operation 
for such indexes is multiplicativity and a natural way to merge them would be to use a 
multiplicative structure of the merging function. 
Given that Inverse Symmetry, Agreement, Multiplicativity, and the CRS 
consistency (that implies Symmetry) properties are imposed, we can proceed with our 
search for the merging function among only those that satisfy each of these properties. 
Fortunately, the theoretical work has already been done in this area (Acze1,1990). The 
most applicable result for our problem is the following: 
Proposition (Aczel, 1990, p.35): 40 
The geometric mean is the only agreeing, multiplicative, and symmetric function 
G:  R +. [where n is the number of relative efficiency measures to be merged.] 10 
This proposition implies that the geometric average form of the merging function 
is a necessary condition for the new efficiency measure. It is straightforward to see that 
this merging function also implies Inverse Symmetry and the CRS consistency properties, 
as shown below. Therefore we can conclude that the geometric mean is also a sufficient 
form for the new measure given all properties mentioned here. 
First, we define the new measure for the general case, then we illustrate how it 
works for measuring technical efficiency and then scale efficiency. 
Geometric Average-oriented Indexes of an Efficiency 
Let (x, y) E T and y > 0 (i.e. at least one element of y is not zeros l). Let pi be an input 
oriented measure of efficiency, and p2 be an output oriented measure of efficiency (both 
derived for a particular element (x°,y) of the technology set T, i.e. p1= pi(x°,y°), P2 = 
pi(y °,x °)). Then the new (average-oriented) efficiency measure defined as a merging 
function of pi and p2 in the geometric average-oriented form is: 
(111.3.1)  GAE(x°,30 = [pi (p2)1 vz 
Inverse Symmetry implies that the same information on efficiency can be 
obtained from: 
(111.3.2)  GAE(y °,x °) = [(pi)-1 p2] 
10 He also points out that relaxing the multiplicativity condition justifies the relevance of arithmetic and 
harmonic ("root-mean-power") means. If the symmetry assumption is relaxed then their weighted 
prototypes will work. 
We need it to ensure the distance functions to be greater than zero and less than infinity. 41 
111.3.1. Corrections for the Technical Efficiency Measures 
In this section we apply the general result stated in formulas (III.3.1) and (III.3.1) 
to measuring technical efficiency. 
Geometric Average-oriented Indexes of Technical Efficiency 
Let (x, y) E T and y > 0, let pi= Di(y,x), p2 = (D0(x,y))-1 then the new (average-oriented) 
technical efficiency measure is: 
ATE1(y,x) = [Di(y,x) (Do(x,y))"1] 
Similarly, the Inverse Symmetry implies that the same information on efficiency 
can be obtained from12: 
ATE2(x,y) = [(Di(y,x) rlDo(x,y)] I/2 
Intuitively, one can interpret this measure(s) as a technical efficiency index 
measured on the input side and adjusted on the output side. Although we need this new 
measure essentially when we allow for VRS (i.e., when either type of ambiguity may 
occur), one can note that the conclusions from different orientations are not different 
when there is the CRS technology (i.e. when no ambiguity exists). This is, of course, the 
result of imposing the agreement property. 
It is important to note that the new measure also satisfies the following property, 
that we refer to as the Complete characterization: 
For any (x, y) E T  <=>  ATEi(y,x) 2_ 1  ,  and ATE2(x,y) < 1 
12 Note that we changed the order of the arguments (y,x) to (x,y) to indicate the change in the scale, i.e. 
ATE1(y,x) is measured on the scale "> 1" and ATE2(x,y) on the scale "< 1". 42 
This property resembles and follows directly from the "complete characterization 
property of the distance functions" stated earlier (see section 111.1.2.), i.e. 
(x, y) E T  p  Do(x,y) <1  p  Di(y,x) ?. 1 
It is desirable in order to have the new measure describe the efficiency at any point 
of the technology set in the same fashion as input and output distance functions do. Unity 
implies perfect efficiency. Therefore, this property also keeps the efficiency score of any 
observation (x, y) E T from being "more" than perfectly efficient. The new measure also 
satisfies another propertyOrdinal Agreement. 
Definition: Ordinal Agreement. 
Let superscripts A, B be the indexes for any two observations of vectors (x,y) such that 
(x A, y  E T and (x B, y B) E T for which efficiency indexes (pi, p2) are obtained. The 
merging function G possesses the property of Ordinal Agreement if the following is true 
for any observations A, B. 
B
piA > piB and P2A > p2  =>  G(piA, p2A) > G(P1B, P2B) 
This is a (strict) monotonicity property. It ensures that the new measure does not 
distort the efficiency ranking when differently oriented efficiency measures, pi and P2, 
give the same ranking. In other words, when there is no ranking ambiguity problem, the 
new measure should not change the ranking. Since the geometric average-oriented 
function is strictly monotonic, the new measure always satisfies this property. 43 
111.3.2. Corrections for the Scale Efficiency Measures 
As was mentioned at the beginning of the paper, the origins of ambiguity were 
noticed earlier (Fare, Grosskopf, Lovell, 1994, p.122-124) as the possibility of 
contradictory conclusions obtained from measuring scale efficiency defined (Fare and 
Grosskopf,  1985) in terms of Farrell measures of technical efficiency. 
One way to correct the problem of ambiguity in this case is to apply formulas 
(III.3.1) and (111.3.2) (i.e. the general formulas for the geometric average indexes of an 
efficiency) to merging differently oriented scale efficiency measures to obtain the new 
(average-oriented) scale efficiency measure. 
Another way is to use the new technical efficiency measures (ATEI or ATE2) 
introduced above to build the new (average-oriented) scale efficiency measure using the 
same idea as in the original definition of the input (output) oriented scale efficiency (Fare 
and Grosskopf,  1985). We demonstrate the equivalence of both approaches below. 
Geometric Average-oriented Scale Efficiency index 
Let (x,  T and y  0, let p1= Si(y,x), p2= (S0(x,y))-1 then the new 
(aggregated) technical efficiency measure is: 
ASE1(x,y) = [S1(y,x) (S0(x,y))  '/2 
The Inverse Symmetry implies that the same information can be obtained from: 
ASE2(y,x) = [(S1(y,x) )-1S0(x,y)] 
'/2 44 
The equivalent result is obtained if we define the new scale efficiency measure as 
the original scale efficiency index13 but instead of using Farrell measures we use the 
corrected efficiency measures (i.e., ATE) introduced in section 111.3.1; i.e., 
ATE1(y,x1VRS)  [Di(Y,xIVRS) (Dqx,YIVRS)) -111/2 
ASE1(x,y) =  = [Si(y,x) (S.(x,y))1112 
ATE1(y,x1CRS)  [Di(y,xICRS) (Do(x,Y1CRS))-111/4 
A similar operation can be done for ASE2(y,x). 
14 
Again, the geometric average form of the merging function is necessary and 
sufficient for satisfying the properties of (equational) agreement, the CRS consistency 
and, Inverse Symmetry. The proof is the same as for the general case and therefore is 
omitted. 
The Ordinal Agreement follows from monotonicity of the geometric mean function. The 
new measure of the scale efficiency also satisfies the Complete Characterization property, 
which is shown by the following proposition. 
Proposition. 
(x, y) E T  a  ASE1(x,y) < 1 
Proof. 
Let (x, y) E T then Do(x,y)  1 and D1(y,x) > 1, for both the CRS and VRS technologies. 
Moreover, Di(y,xIVRS) < Di(y,xICRS), since TVRS  -CRS, and the input distance function 
13 They were defined as: S,(y,x) ANY,xIVRS)/D,(y,x1CRS), and So(xY) = D0(x,yIVRS)/ Do(x,yICRS). 
14 Please note that we changed the order of the ASE arguments (y,x) to (x,y) to indicate the change in the 
scale, i.e. ASEI(x,y) is measured on the scale "< 1", and ASE2(y,x) on the scale "> 1". 45 
is searching for a "maximum". Analogously, Do(x,y1VRS)  Do(x,yICRS), since Tv Rs c 
Tc Rs, and the output distance function is searching for a "minimum". This implies that 
Si(y,x) < 1, and So(x,y) > 1. Therefore, ASEI(x,y) = [Si(y,x) (S0(x,y)) -1] v25 1. The 
converse,  is true by definition, since ASE1(x,y) is defined only for (x, y) E T. 
Q.E.D. 
A similar proof can be done for ASE2(y,x) > 1. 
Analogous corrections for the ambiguity can be applied to measures in the cost-
output framework. Specifically, applying the general formulas (1II.3. 1) and (111.3.2) to 
this framework, we may get the following measures of efficiency. 
Average-oriented Overall-Input Efficiency 
AOIE(y,wx)  [Dci(y,wx) (Dco(wx,y))"1] 
Average-oriented Cost-scale Efficiency 
ACSE(wx,y) = [Sci(y,wx) (Sco(wx,y))1  . 
MA. The Problem of Ambiguity: a Numerical Example 
To give a numerical example of the problem of ambiguity we use the data 
envelopment analysis (DEA) approach to construct the feasible "best practice technology 
frontier" from the observations of (imaginary) firms' data of some industry. This data is 
given (for a particular point in time) in the following table. For simplicity, we assume 
that this industry is composed only of the listed firms. 
We mentioned about the idea of DEA at the beginning of the paper (sections I. 
and 11.2) and will discuss it in more detail later (section 111.5). Essentially, this approach 46 
constructs the piecewise linear approximation of the "best practice technology frontier" 
from all observations in a data set. We have chosen this approach for illustration because 
it is used the most in empirical work. In addition, the problem of ambiguity is easier to 
highlight when the technology frontier has flat (horizontal and/or vertical) intervals. 
The data and the results from the DEA approach are presented in the Table 2. 
From this table, one can see that, for example, when input orientation is used, then 
firms 1 and 2 may be considered as perfectly technically efficient (i.e., efficiency score is 
equal to 1), yet for output orientation these firms are not efficient. For firms 11 and 13 the 
conclusions are the opposite. This extreme example highlights the need for accounting 
for the efficiency on both sides, input and output. We do it via the new (average-oriented) 
efficiency measures ATE(x,y) and ASE(x,y). 
Table 2. The problem of ambiguity and its correction: a numerical example 
Obs  input  Output  Fi(y,x  F4y,x1  1/Fo(x,Y1  ATE(x,y)  Si(y,x)  1  ASE(x,y) 
CRS)  VRS)  VRS)  So(x,y) 
Col.  8  9  1  2  3  4  5  6  7 
Firml  10.00  4.00  0.40  1.00  0.40  0.63  0.40  1.00  0.63 
Firm2  10.00  5.00  0.50  1.00  0.50  0.71  0.50  1.00  0.71 
Firm3  11.00  6.00  0.55  0.91  0.55  0.71  0.60  1.00  0.77 
Firm4  12.00  7.00  0.58  0.83  0.58  0.70  0.70  1.00  0.84 
Firm5  10.00  10.00  1.00  1.00  1.00  1.00  1.00  1.00  1.00 
Firm6  10.00  9.00  0.90  1.00  0.90  0.95  0.90  1.00  0.95 
Firm?  15.00  14.00  0.93  0.93  0.93  0.93  1.00  1.00  1.00 
Firm8  16.00  14.00  0.88  0.88  0.88  0.88  1.00  1.00  1.00 
Firm9  20.00  20.00  1.00  1.00  1.00  1.00  1.00  1.00  1.00 
Firm10  21.00  20.00  0.95  0.95  1.00  0.97  1.00  0.95  0.98 
Firml 1  30.00  20.00  0.67  0.67  1.00  0.82  1.00  0.67  0.82 
Firm12  29.00  19.00  0.66  0.66  0.95  0.79  1.00  0.69  0.83 
Firm13  28.00  20.00  0.71  0.71  1.00  0.84  1.00  0.71  0.85 
Firm14  27.00  17.00  0.63  0.63  0.85  0.73  1.00  0.74  0.86 47 
For a few other firms, the difference in technical efficiency scores for input versus 
output orientation is not very extreme, but still is present and therefore the average-
oriented measures might be useful to eliminate the ambiguity. 
Similar conclusions can be drawn for the scale efficiency measure. For example, 
firms 1, 2, 3, and 4 are perfectly scale efficient on the output orientation but not on the 
input orientation. Analogously, firms 6, 10, 11, 12, 13, and 14 are scale efficient on the 
input orientation but not on the output orientation. This illustrates what we called the size 
ambiguity. To illustrate the ranking ambiguity, we sorted the firms by their efficiency 
scores in the descending order and presented the results in the following table. 
Table 3. The problem of ranking ambiguity and its correction: the 
Efficiency ranking for the numerical example 
Rank  Fi(y,x1C)  Fi(y,xI  1/Fo(x,y1  ATE(x,y)  Si(y,x)  1 /So(x,y)  ASE(x,y) 
VRS)  VRS) 
1  Firm5  Firm5  Firm5  Firm5  Firm5  Firm5  Firm5 
2  Firm9  Firm9  Firm9  Firm9  Firm9  Firm9  Firm9 
3  Firm10  Firm6  Firm10  Firm10  Firm10  Firm7  Firm7 
4  Firm7  Finn2  Firm13  Firm6  Firm7  Firm8  Firm8 
5  Firm6  Firml  Firmll  Firm7  Firm8  Firm6  Firm10 
6  Firm8  Firm10  Firm12  Firm8  Firm13  Firm4  Firm6 
7  Firm13  Firm7  Firm7  Firm13  Firm11  Firm3  Firm14 
8  Firmll  Firm3  Firm6  Firmll  Firm12  Firm2  Firm13 
9  Firm12  Firm8  Firm8  Firm12  Firm14  Firml  Firm4 
10  Firm14  Firm4  Finn14  Firm14  Firm6  Firm10  Firm12 
11  Firm4  Firm13  Firm4  Finn2  Firm4  Firm14  Firmll 
12  Firm3  Firm 1 1  Firm3  Firm3  Firm3  Firm13  Firm3 
13  Finn2  Firm12  Firm2  Firm4  Firm2  Firm12  Finn2 
14  Firml  Firm14  Firm'  Firml  Firml  Firmll  Firml 
By comparing this table with the previous table, one may notice the following: 48 
1.  In general, the efficiency ranking by Fi(y,xIVRS) is different from the efficiency 
ranking by Fo(y,xIVRS). 
2. When both scores from Fi(y,xIVRS) and Fo(y,xIVRS) are the same then the 
efficiency ranking by Fi(y,xIVRS) and by Fo(y,xIVRS) are also the same. 
3.	  The efficiency ranking by ATE(y,x) almost exactly resembles the ranking by 
Fi(y,xICRS). 
4.	  There are cases when the average-oriented efficiency score (from ATE(y,x)) for firms 
that are inefficient on both sides is greater than that for firms with "perfect efficiency" 
on one side but low efficiency on the other. For example, the score from ATE(y,x) for 
firms 14, 7 and 8 is greater than that for firms 1 and 2. This, again, highlights the 
importance of accounting for the efficiency on both input and output sides 
(orientations). 
These differences in rankings, when VRS technology is modeled, illustrate the ranking 
ambiguity and justify the usage of average-oriented efficiency measures, ATE(x,y) and 
ASE(x,y). 
111.5. Industry Efficiency Measures (Technical, Overall, Scale) 
One possible usage of individual efficiency scores obtained from the measures 
described above is an inference on industry efficiency. This can be done via aggregating 
all efficiency scores into one value, using some merging function. There are however at 
least three important issues that must be highlighted. The first issue, is that an industry 
efficiency obtained as an average-oriented of the efficiency scores of each individual firm 
representing this industry does not necessarily give a measure of actual industry 49 
performance relative to its best potential performance. Instead it gives a measure of "the 
extent to which an industry keeps up with the performance of its own best firms" (Farrell, 
1957, p.262). For example, if all DMU's perform equivalently but at half of its potential, 
their individual efficiency measures based on the distance functions to the observed 'best 
practice frontier' would be the same and equal 1. 
Therefore an average of individual efficiency scores also would be 1. However it 
does not imply that the industry was perfectly efficient relative to its potentialjust 
perfectly efficient relative to its 'best' DMU's. We will refer to this measure as 
"Structural Efficiency of an Industry" (Farrell, 1957, p.262). 
The second issue is which merging function to use. It is obvious that one has to 
use a weighted average function since one wants to account for importance of each DMU 
in the industry. However, it is not so obvious which particular average to use: arithmetic, 
geometric, harmonic (or root-mean-power). Most of the previous studies make use of the 
arithmetic aggregation. In this study, however, we advocate that the weighted geometric 
average as the only consistent (with properties of distance functions under the CRS) 
aggregation. The technical proofs of this statement we provide in the Appendix C. Here 
we list only the measures to be used in the study15. 
INDUSTRY Measures of Overall-Input Efficiency 
The idea behind the construction of the following indexes is to use the weighted 
geometric average of efficiency scores of every individual DMU to obtain the structural 
15 The third issue is the weights to be used. To the awareness of the author, this area is not well developed 
for multiple-input-multiple-output case. Here, we follow the suggeston of Farell (1957) to use the observed 
firm's output shares (firms output relative to the total output of the sample) as weights in the aggregation. 50 
efficiency of the industry, represented by these DMUs. The weights (denoted by cok) are 
calculated as output shares of each firm in the sample. 
INDUSTRY Input oriented Overall-Input Efficiency measure: 
TOM' = n(Fci(y, w-x)k)wk 
k =1 
INDUSTRY Output oriented Overall-Input Efficiency measure: 
IOIE° =  (Fco(wx, y)k 
k =1 
However, these two measures may suffer from the ambiguity problem. Therefore 
we apply the formula (III.3.1) to obtain the average-oriented efficiency score: 
INDUSTRY Average-oriented Overall-Input Efficiency 
IAOIE(y,x) =  (101E°)-i] 
INDUSTRY Measures of Cost-Scale Efficiency  
INDUSTRY Input oriented Cost-Scale Efficiency measure:  
ICSE' = u(Sci(y,wx), rk 
INDUSTRY Output oriented Cost-Scale Efficiency measure: 
ICSE° = u(sco(wx,y)k)ok 
k =1 
Again, since these two measures may suffer from the ambiguity problem we 
apply formula (III.3.1) to obtain the average-oriented efficiency score: 
INDUSTRY Average-oriented Cost-Scale Efficiency 
IASE(y,x) = [ICSE' (ICSE°)-1] 51 
111.5. Empirical Modeling of the Theory 
There are several ways to obtain efficiency scores based on the distance functions. 
In this study, we use the non-parametric, non-stochastic approach. The origins of this 
method date back to Farrell (1957) and Charnes, et al. (1978). After the latter work, this 
approach was often referred to as data envelopment analysis (or DEA). 
The main idea of this approach is to distinguish from the entire data only the 
observations that exhibit the best performancethose that use less input and produce 
more output (those that are closer to the upper-left corner in Figure 1). Then, these 
observations are used to construct the 'efficient technology frontier' as a convex 
disposable hull. Then, the resulting efficient technology frontier is used as a reference 
frontier to measure an efficiency of the other observations in the data set. 
Intuitively, one can see that such an approach implies that the resulting efficiency 
scores are not measuring the relation of the actual to the potential (input-output 
combination of an observation), but rather the relation of the actual to the `observed best' 
of input-output frontier. For this reason, the obtained efficient frontier is often referred to 
as 'best practice frontier'. 
Since DEA linearly approximates the best practice technology, then the best way 
to find particular values of distance functions for each particular observation is to employ 
linear programming technique. In the table below, we provide the DEA representation16 
for different reference technologies (constant, non-increasing and variable returns to 
scale). 
16 More precisely, we use a variation of DEA known as von Neumann Activity Analysis Models (Fare and 
Primont, pp. 28-36, p. 40, 1995). 52 
Notation: Let index k=1,2, ...,K denote a firm for which we are measuring efficiency. 
Y = (KxM) matrix of observed all outputs M and for all firms K (physical units). 
X = (KxN) vector of observed inputs for all firms K (physical units). 
C = (Kxl) vector of observed total costs for all firms K (monetary units). 
z = (Kxl) vector of intensity variables (obtained for particular firm k). 
ove ck is a (1x1) vector of observed total costs of firm k (monetary units). 
yk = (Mxl) vector of observed all M outputs for firm k (physical units). 
xk = (Nxl) vector of observed inputs of firm k (physical units). 
n= 1,...,N are all inputs used in production and available in the sample. 
m= 1,...,M are all outputs used in production and available in the sample. 
Table 4. Computation of efficiency measures via DEA: Input-Output Framework 
Output oriented efficiency  Input oriented efficiency measures 
measures for a firm k.  for a firm k. 
CRS  (Do(xk,ykICRS))-' = Max 0  s.t.  (Di(yk,xkICRS)) -1  = Min X,  s.t. 
Y'z  0 yk  Y'z _. yk 
X'z < xk  X'z < Xxk 
z E 91k+	  Z e 91k, 
MRS  (130(xk,ykINIRS))-1 = Max 0 s.t.  (D,(yk,xkINIRS)) -1  = Min X s.t. 
Y'z  0 yk  Y'z _?_ yk 
X'z < xk  X'z < Xxk 
z e 91k+  Ezil  Z e 91k+  E zi  1 
VRS  (130(xk,?1VRS)) -1 = Max 0  (Di(yk,xkIVRS))-1  = Min X 
s.t.	  s.t. 
Y'z  0 yk  Y'z ?_ yk 
XZ < Xk  X'Z < XXk 
Z E 91k+  E zi =1  Z e 9/k+  E zi =1 
Scale  Do(xk,ykIVRS)  Di(?,xkICRS)  
Efficiency  So(xk,yk) =  SKyk,xk)  
Measure  Do(xk,ykICRS)  Di(yk,xkIVRS)  53 
Table 5. Computation of efficiency measures via DEA: COST-Output Framework 
Output oriented efficiency  Input oriented efficiency measures 
measures for a firm k.  for a firm k. 
CRS  (D.(wxk,ykICRS))-' = Max 0  s.t.  (Dci(yk,wxkICRS)) -1  = Min X  s.t. 
Y'z  Ocyk  Y'z > yk ..
C'z < ck  C'z < Xcck 
z E 911(1- Z E 91k+ 
NIRS  (134.(w)ck,ykINIRs))-i = Max e s.t.  (Dci(yk,wxkiNiRs))-'  = min a. s.t. 
Y'z > Ocyk  Y'z _.  yk 
C'z < ck  C'z < X,Ck 
z e 91k+  Ezii.1  z E 9ik+  E zi < 1 
VRS  (134.0(wxk,ykIVRS))-1= Max 0 s.t.  (D6(yk,wxkIVRS))-1  = Min X  s.t. 
Y'z _. Ocyk  Y'z  yk 
C'z < Ck  C'z < Xcck 
Z E 9ik+  E zi =1  z e 91k+  E zi =1 
Scale  Dco(wxk,ykjVRS)  Dci(yk,wxkICRS)  
Efficiency  Sco(wxk,yk) =  Sei(yk,wxk) =  
Measure  13,(wxk,ykICRS)  Dci(yk,wxkIVRS)  
Such a linear programming problem must be solved each time we want to 
compute an efficiency score for an individual DMU (k) .  In our computations we used a 
specialized software application for estimating efficiency measures"OnFront" v.1.01. 
To obtain the ambiguity corrected and industry efficiency measures we used Microsoft 
Excel 97. 54 
1116. Summary of the Theoretical Framework 
This section is made to give a brief overview of what was discussed and 
developed in previous sections on the methodology of the non-parametric efficiency 
measurement theory. 
In sections III. 1.1-111.1.2 we have provided the theoretical framework for the 
input-output framework: the main axioms, and the definitions (of the technology set, 
returns to scale, distance functions and their properties). In section 1.3, for this 
framework, we defined the efficiency measures (technical and scale) that make use of the 
distance functions. In section 1.4, we presented this same concept of distance functions 
and the resulting efficiency measures in cost-output framework In section 2 we discussed 
the problem of ambiguity and presented a possible solution to it in section 3. Industry 
efficiency measures were discussed in section 4 and, finally, an empirical modeling of the 
theory using the non-parametric, non-stochastic approach was discussed in section 5. 
Here we provide a summary of all formulas of the measures to be used in our empirical 
study (where we use only the cost-output framework). 
COST-OUTPUT Framework 
Input oriented cost distance function Dci : 91m, x 911+ > 91+ L.) {-fop} is defined as: 
D,i(y,wx) = supx,{X, : wx/X,  C(y,w)} 
Output oriented cost distance function. D.: 911"1+ x 911+  91+ L.) { +00} is defined as: 
D. (wx, y)  = info, { 0, : wx > C(y/ 0,, w)) 55 
Measures of Overall-Input Efficiency 
Output oriented Overall-Input Efficiency measure: 
Fco(wx,y) = 1 / Dco(wx,y) 
Input oriented Overall-Input Efficiency measure: 
Fci(y,wx) = 1 / Dci(y,wx) 
Average-oriented Overall-Input Efficiency 
AOIE(y,wx) = [Dci(y,wx) (Dco(wx,y)) -1] 
Measures of Scale Efficiency 
Input oriented Cost-Scale Efficiency measure is defined as: 
Sci(y,wx)  =  Dci(y,wxIVRS)/ Dci(y,wxICRS) 
Output oriented Cost-Scale Efficiency measure is defined as: 
Sco(y,wx)  =  Dco(wx, yIVRS)/ Dco(wx, yICRS) 
Average-oriented Cost-scale Efficiency 
ACSE(wx,y) = [Sci(y,wx) (Sco(wx,y))1 
INDUSTRY Measures 
Measures of the Structural Technical Efficiency 
INDUSTRY Input oriented Farrell Technical Efficiency measure: 
IFTE' = n(Fi(Y, x)k ) °k 
k=1 
INDUSTRY Output oriented Farrell Technical Efficiency measure: 
IFTE° =11(F0(x,  k)uk 56 
INDUSTRY Average-oriented Farrell Technical Efficiency  
IAFTE(y,x) = PTV (IFTE°)1  
INDUSTRY Measures of Scale Efficiency 
INDUSTRY Input oriented Scale Efficiency measure: 
5 ISE' = 1-1(Si(y, x)  k )°'k 
k=1 
INDUSTRY Output oriented Scale Efficiency measure: 
ISE° =  (50(x, y)k  
INDUSTRY Average-oriented Scale Efficiency  
IASE(y,x) = [ISE' (ISE°)-1]  
INDUSTRY Measures of Cost-Scale Efficiency 
INDUSTRY Input oriented Cost-Scale Efficiency measure: 
IC SE' = F1(Sci(y,wx) 
k=1 
INDUSTRY Output oriented Cost-Scale Efficiency measure: 
ICSE° =  (sco(wx, y)k rk 
k=1 
INDUSTRY Average-oriented Cost-Scale Efficiency  
IASE(y,x) = [ICSE' (ICSE0-1] %  57 
INDUSTRY Measures of Overall-Input Efficiency 
INDUSTRY Input oriented Overall-Input Efficiency measure: 
K 
IOIE' = n(Fci(y, wx)k ) °'k 
k=1 
INDUSTRY Output oriented Overall-Input Efficiency measure: 
IOIE° =fl(F c o (wx, y)k)°'k 
INDUSTRY Average-oriented Overall-Input Efficiency 
IAOIE(y,x) = [IOIE' (IOIE°)-'] vs 58 
Chapter IV: Data and Computational Remarks 
The data used in this study is received from C. Tremblay and V. Tremblay, 
Department of Economics of Oregon State University. The original data represents a 
large set obtained from various sources (Moody's Industrial Manual, Beer Industry 
Update: A Review of Recent Developments, Brewers Almanac, etc.) as precisely 
described in the papers of owners of the data (Tremblay and Tremblay, 1995). Here, I 
provide the description of only those variables in the data set that was used in this paper. 
The data set consists of 514 annual observations of up to 22 beer-producing 
companies for the period 1947-1989. The number of firms representing a year varied; i.e., 
not all 22 firms are represented in each year. 
Furthermore, not all types of firms that produce beer were included in the sample. 
Most of the firms in the sample are large national and regional producers. The firms that 
were deliberately excluded (by the owners of the data set) from the sample were 
microbreweries and brewpubs. The reason for such an exclusion comes from two facts: 
their insignificant market share and significant differences of their produce relative to the 
produce of a large brewery (Tremblay and Tremblay, 1995, p. 378). 
In addition, the data included observations obtained from the survey of small 
regional producers. Those were two companies that agreed to provide information under 
conditions of confidentiality. In order to maintain their confidentiality, all firms in the 
sample are identified by their pseudo-names. Table 6 lists the definitions of variables in 
the data set that was used in this study. 
All dollar values in the data are in real terms, deflated to 1972 year prices. To 
deflate the monetary values, Tremblay and Tremblay (1995) used the 'consumers price 59 
index' in order to obtain real output and the 'wholesale price index' to obtain the real 
input. Both deflators were taken from the U.S. Bureau of Labor Statistics. 
Table 6. Description of variable in the working sample 
Notation  Definition  Units  
Tc  Total cost  ($1,000)  
Y  Firm output (thousands of 31 gallon barrels of beer)  (1000 bbls)  
YI  Industry output (thousands of 31 gallon barrels of beer)  (1000 bbls)  
Firm  Firm identification (made for confidentiality)  Number  
Year  Year of an observation  (year-1900)  
Data on the total cost was obtained as the difference between total revenue and 
profit for each firm, each year. Data on the firm's output, measured in thousands of 
barrels of beer sold per year, can be received from Advertising Age (1950-82) and Beer 
Industry Update: A Review of Recent Developments, (1983-88). Industry output 
measured in thousands of barrels can be received from Brewers Almanac (1950-1988) 
that also provides information for the entire industry such as consumption, expenditures, 
labor and financial statistics. The data description is presented in the Table 7. 
Table 7. Some Descriptive Statistics of entire data set (1947-1989, 514 obs.) 
Tc  Y  YI 
Arithmetic Mean  211506.8  6671.5  130016.3 
Stdev.  419038.6  11182.1  39209.3 
Stdev./Ar.mean,%  198%  168%  30% 
Median  67081.0  2888.5  122407.8 
Min  4179.5  177.6  88125.3 
Max  3121096.0  80700.0  197032.0 60 
One can see a high variation in variables that are essential to the analysis: firm's output 
and firm's total cost. It is important to add that the number of firms in the industry varied 
from about 400 in 1950 to 150 in 1973, about 100 in 1983 and then about 450 in 1993. 
This information can be found in Brewers' Almanac (1994, p. 8,13). 
Computational Problems with the Data: 
1.	  Unbalanced Panel. There are, in most cases, different sets of firms that represent 
each year, i.e. some firms observed in some period t may or may not be observed in 
period t+1 or t-1. Moreover, for some years, there are missing observations. 
For computational purposes, observations with missing data (on total costs or 
firm's output) were deleted from the working sample (first conditioning). 
2.	  Small cross-section sub-samples. There are, for some years, not many (up to 5) 
firms representing the year. 
For computational purposes, only the years with more than 5 firms that represent 
the industry were used in the working sample (second conditioning). This is based on 
(arbitrary) practical rule: 'at least K=3xV observations', where V = number of variables 
in the computation. 
This 'conditioning' of the data reduced the working sample to 373 observations 
for 1950-1983. The difference between the entire sample and the working sample can be 
inferred from Table 8. Although there seems to be some loss of information from the 
conditioning of the data, the latter cannot be avoided. First conditioning is absolutely 
necessary to reach a solution different from infinity or zeros for efficiency measures in 
linear program algorithm. Second conditioning is more flexible, but it eliminated only 3 61 
years (1984, 1985, 1986 and 15 observations) if the minimum number of firms per year 
was decreased say to 5. 
Table 8. Descriptive Statistics for Working Sample 
Descriptive Statistics for Working Sample  Deviations from the entire 
(1950-1983, 373 observations)	  Sample 
(9 years, 141 observations) 
Tc  Y YI Tc Y  YI 
Ar.mean  165445  5946  125106  22%  11%  4% 
St.dev.  260271  8517  35273  38%  24%  10% 
St.dev./Ar.mean,%  157%  143%  28%  21%  15%  6% 
Median  62327  2866  116550  7%  1%  5% 
Min  4179  177  88178  0%  0%  0% 
Max  2307111  60541  195123  26%  25%  1% 
Other Problems with the data: 
1.	  The prices of inputs were changing during the years. This change may influence the 
shape and the position of the total cost curve. Therefore, it may be incorrect to merge 
data of different years to obtain one total cost frontier for a period of more than 1 year 
rather than doing it for each year separately. 
2.	  Quality or rather image of same product, beer, could be different among firms. This 
difference may make it irrelevant to compare efficiency simply on the basis of costs, 
since production of higher quality beer may require higher total costs. 62 
Chapter V: Efficiency Measurement Results 
For a background we provide a general picture of trends in the industry with the 
variables of interest that appear from our sample. One can note the following trends. 
1.	  The industry sample output was constantly increasing, except 1975-76 and 1980-83 
(see Figure 21). 
2. The trend of the industry output obtained from the sample closely resembles the 
industry output trend obtained from the population (the simple correlation coefficient 
is 0.97) (see Figure 21 versus 22). 
3. The industry sample total costs were increasing, except 1958-59, 1972-74, 1975-76, 
1979-82 (see Figure 23). 
4. The industry sample unit costs were mostly decreasing except 1951-54, 1959-60, 
1976-78, 1981-83 (see Figure 24). 
The application of the non-parametric efficiency measuring theory to the U.S. 
brewing industry gave the following results. 
I.  The industry efficiency (in the geometric form, see Table 9). 
1.	  The industry overall-input efficiency (measured by IAOIE) during the period 
1950-83 averaged at 0.87. 
2.	  The industry average-oriented cost-scale efficiency (measured by IACSE) for the 
same period averaged at 0.47. 
3.	  The lowest efficiency scores for both average-oriented cost-scale and overall-
input efficiency of the industry are observed during 1955-1965. During this 
period, we also observe a drop in (sample average) unit cost (see Figures 28, 29). 
Another period of a drop in cost-scale efficiency of the industry was during 1978-63 
1983. However, during this period no substantial drop in (sample average) unit 
cost and overall-input efficiency was observed. 
4. A drop in industry average-oriented cost-scale efficiency during the period 1955-
1965 was due to a larger relative drop in IAOIE(CRS) than in IA01E(VRS). 
5.	  The input oriented overall-input efficiency, measured by IOIE', is always less than 
or equal to the output oriented overall-input efficiency, measured by IOIE°. In 
particular: 
- The average difference is 5% 
- The max difference is 44%. (See Table 9.) 
This justifies a use of the average-oriented efficiency index, IAOIE. 
6.	  The input oriented cost-scale efficiency, measured by ICSE', is almost always 
(except 1969 and 1971) greater than or equal to the output oriented cost-scale 
efficiency, ICSE°. In particular: 
- The average difference is 6% 
- The max difference is 83%. (See Table 9.) 
This justifies a use of the average-oriented efficiency index, IACSE. 
II.  Arithmetic versus Geometric aggregation (see Table 10). 
1.	  In all measures, the arithmetic aggregation over all observations (to obtain 
industry efficiency measures) always gave greater value (i.e. greater efficiency 
score) than geometric aggregation. It is consistent with the theoretical result that 
arithmetic aggregation always gives a value that is not less than the geometric 
aggregation (with equivalent weights)17. 
17 See Hylten-Cavallius and Sandgren (1962), pp. 41-43. 140000  
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Table 9.  Industry efficiency (Geometric Mean Form), 1950-1983 
Year  IOIE'(c) I0lEi(v)  WM:EV) 
(2)-(3) 
21  IAOIE  ICSE'  ICSE° 
(6)47) 
in  IACSE 
col  (1)  (2)  (3)  (4)  (5)  (6)  (7)  (8)  (9) 
1950  0.58  0.90  0.92  -2%  0.91  0.64  0.63  2%  0.63 
1951  0.59  0.94  0.95  -1%  0.95  0.63  0.62  1%  0.63 
1952  0.61  0.95  0.96  -1%  0.96  0.65  0.63  2%  0.64 
1953  0.64  0.97  0.98  -1%  0.98  0.66  0.65  1%  0.66 
1954  0.67  0.92  0.96  -3%  0.94  0.73  0.70  4%  0.72 
1955  0.23  0.72  0.87  -18%  0.79  0.32  0.26  22%  0.29 
1956  0.21  0.68  0.86  -22%  0.76  0.32  0.25  27%  0.28 
1957  0.14  0.64  0.84  -23%  0.73  0.22  0.17  28%  0.19 
1958  0.11  0.62  0.81  -24%  0.71  0.18  0.14  34%  0.16 
1959  0.09  0.38  0.67  -44%  0.50  0.23  0.13  83%  0.17 
1960  0.14  0.70  0.88  -20%  0.79  0.20  0.16  .., 23%  0.18 
1961  0.15  0.70  0.86  -19%  0.77  0.21  0.17  24%  0.19 
1962  0.12  0.65  0.82  -20%  0.73  0.18  0.15  23%  0.16 
1963  0.13  0.69  0.82  -16%  0.75  0.19  0.16  22%  0.17 
1964  0.19  0.67  0.81  -18%  0.74  0.29  0.24  20%  0.26 
1965  0.21  0.71  0.83  -14%  0.77  0.29  0.25  16%  0.27 
1966  0.67  0.86  0.89  -4%  0.87  0.78  0.76  3%  0.77 
1967  0.62  0.82  0.86  -5%  0.84  0.76  0.72  5%  0.74 
1968  0.68  0.83  0.86  -3%  0.84  0.81  0.79  3%  0.80 
1969  0.67  0.87  0.88  -1%  0.87  0.77  0.80  -3%  0.79 
1970  0.69  0.88  0.88  0%  0.88  0.79  0.79  0%  0.79 
1971  0.69  0.92  0.92  0%  0.92  0.75  0.75  0%  0.75 
1972  0.68  0.87  0.88  -1%  0.87  0.78  0.78  1%  0.78 
1973  0.68  0.88  0.89  -1%  0.88  0.78  0.77  1%  0.77 
1974  0.57  0.91  0.93  -2%  0.92  0.63  0.62  2%  0.62 
1975  0.61  0.88  0.90  -2%  0.89  0.69  0.67  2%  0.68 
1976  0.73  0.92  0.92  -1%  0.92  0.79  0.79  1%  0.79 
1977  0.69  0.89  0.91  -2%  0.90  0.77  0.76  2%  0.76 
1978  0.45  0.90  0.93  -3%  0.92  0.50  0.48  4%  0.49 
1979  0.38  0.92  0.95  -3%  0.93  0.42  0.41  3%  0.41 
1980  0.34  0.93  0.96  -2% %  0.95  0.37  0.36  3%  0.36 
1981  0.33  0.93  0.95  -2%  0.94  0.35  0.35  2%  0.35 
1982  0.28  0.93  0.95  -2%  0.94  0.30  0.29  3%  0.30 
1983  0.26  0.96  0.97  -1%  0.96  0.27  0.27  1%  0.27 
arithm. Aver.  -5%  7% 
geom. Aver.  0.41  0.85  0.90  0.87  0.48  0.46  0.47 
min  0.09  0.38  0.67  -44%  0.50  0.18  0.13  -3%  0.16 
max  0.73  0.97  0.98  0%  0.98  0.81  0.80  83%  0.80 1.20 
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Figure 25. Industry Overall Input Efficiency measures, 1950-1983 r  70 
2. The highest differences in the arithmetic versus geometric aggregation are  
observed during 1955-1965. (See Figures 30, 31.)  
III.	  Individual efficiency measurement (see Table 11). 
1.	  The cost-scale efficiency measures. 
There exist observations where the cost-scale efficiency score on one 
orientation is perfect (i.e., equal to unity) and on the other orientation it is not 
perfect (less than unity); that is, the notion of "size ambiguity" is supported by 
the data. This is most evident during 1955-1965. 
The maximum difference between individual differently oriented cost-scale 
efficiency scores is more than 10 times. 
There are periods, when different (input or output) orientations of cost-scale 
efficiency give different efficiency rankings; i.e., the notion of "ranking 
ambiguity" is supported by the data. 
This justifies the use of the ACSE instead of Sci(y,wx) or Sco(wx,y). 
2.	  The overall-input efficiency measures. 
There exist observations where the overall-input efficiency score on one 
orientation is high and on the other is very low, that is, the notion of "size 
ambiguity" occurs here as well. This is most evident during 1955-1965. 
The maximum difference between the individual differently oriented overall-
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Figure 26. Industry Scale Efficiency measures, 1950-1983 Table 10.  Industry Structural Efficiency: Arithmetic vs. Geometric aggregation 
IOIEI(e)  IOIEI(v)  I/10IEo(v)  IAOIE
Mal  141.,(51  (7)-(8)  00)411 
Year  ArMean  GeMean  (2)  ArMean  GeMean  i (5)  ArMean  GeMean  (7)  ArMean  GeMean  (11) 
col  (1)  (2)  (3)  (4)  (5)  (6)  (7)  (8)  (9)  (10)  (11)  (12) 
1950  0.61  0.58  6%  0.91  0.90  I%  0.92  0.92  I%  0.91  0.91  1% 
1951  0.63  0.59  5%  0.95  0.94  0%  0.96  0.95  0%  0.95  0.95  0% 
1952  0.64  0.61  5%  0.96  0.95  0%  0.97  0.96  0%  0.96  0.96  0% 
1953  0.67  0.64  4%  0.97  0.97  0%  0.98  0.98  0%  0.98  0.98  0% 
1954  0.70  0.67  4%  0.93  0.92  I%  0.96  0.96  0%  0.94  0.94  0% 
1955  0.26  0.23  14%  0.77  0.72  8%  0.88  0.87  2%  0.82  0.79  4% 
1956  0.24  0.21  11%  0.73  0.68  804  0.88  0.86  2%  0.79  0.76  4% 
1957  0.17  0.14  21%  0.75  0.64  16%  0.86  0.84  3%  0.79  0.73  8006 
1958  0.14  0.11  27%  0.74  0.62  20%  0.85  0.81  4%  0.78  0.71  10% 
1959  0.20  0.09  134%  0.58  0.38  54%  0.76  0.67  13%  0.64  0.50  27% 
1960  0.17  0.14  19%  0.81  0.70  15%  0.90  0.88  2%  0.85  0.79  7% 
1961  0.17  0.15  17%  0.79  0.70  14%  0.88  0.86  2%  0.83  0.77  7% 
1962  0.15  0.12  22%  0.77  0.65  18%  0.85  0.82  5%  0.80  0.73  10% 
1963  0.15  0.13  20%  0.78  0.69  14%  0.85  0.82  4%  0.81  0.75  9% 
1964  0.22  0.19  14%  0.76  0.67  14%  0.85  0.81  4%  0.80  0.74  8% 
1965  0.23  0.21  12%  0.77  0.71  8%  0.85  0.83  3%  0.81  0.77  5% 
1966  0.69  0.67  3%  0.87  0.86  1%  0.90  0.89  I%  0.88  0.87  1% 
1967  0.64  0.62  3%  1414  0.82  2%  0.88  0.86  1%  0.85  0.84  2% 
1968  0.70  0.68  3%  0.85  0.83  2%  0.87  0.86  2%  0.86  0.84  2% 
1969  0.69  0.67  2%  0.88  0.87  I%  0.89  0.88  I%  0.89  0.87  I% 
1970  0.71  0.69  2%  0.89  0.88  1%  0.89  0.88  1%  0.89  0.88  1% 
1971  0.71  0.69  2%  0.91  0.89  2%  0.91  0.89  2%  0.91  0.89  2% 
1972  0.70  0.68  2%  0.89  0.87  2%  0.89  0.88  2%  0.89  0.87  2% 
1973  0.70  0.68  2%  0.90  0.88  2%  0.90  0.89  2%  0.90  0.88  2% 
1974  0.59  0.57  3%  0.93  0.91  2%  0.94  0.93  1%  0.93  0.92  2% 
1975  0.62  0.61  2%  0.90  0.88  2%  0.91  0.90  1%  0.91  0.89  2% 
1976  0.74  0.73  2%  0.92  0.92  I%  0.93  0.92  1%  0.93  0.92  I% 
1977  0.70  0.69  2%  0.90  0.89  I%  0.92  0.91  1%  0.91  0.90  1% 
1978  0.46  0.45  2%  0.92  0.90  2%  0.94  0.93  1%  0.93  0.92  1% 
1979  0.39  0.38  3%  0.93  0.92  1%  0.95  0%  0.94  0.931.1."Y'""  1% 
1980  0.36  0.34  3%  0.94  0.93  1%,  0.96,  0.96  0%  0.95  0.95  0% 
1981  0.34  0.33  3%  0.94  0.93  1%  0.95  0.95  0%  0.95  0.94  0% 
1982  0.29  0.28  5%  0.94  0.93  I%  0.96  0.95  0%  0.95  0.94  1%, 
1983  0.28  0.26  6%  0.96  0.96  0%  0.97  0.97  0%  0.97  0.96  0% 
Amean  0.49  0.47  0.07  0.89  0.86  0.04  0.91  0.90  0.02  0.90  0.88  0.03 
Gmean  0.44  0.41  0.04  0.88  0.85  0.02  0.91  0.90  0.01  0.90  0.87  0.01 Table 10. (Continued) Industry Structural Efficiency: Arithmetic vs. Geometric aggregation 
ICSEI  JCSEo  IACSE 
(1414151  (1714181 t' " 
Year  ArMean GeMean  (15)  ArMean  GeMean  (18)  ArMean  GeMean  001-1211 (21) 
ool  (14)  (15)  (16)  (17)  (18)  (19)  (20)  (21)  (22) 
1950  0.68  0.64  7%  0.67  0.63  7%  0.68  0.63  7% 
1951  0.67  0.63  0.66  0.62  7%  0.67  0.63  7% 
1952  0.68  0.65  6%  0.67  0.63  6%  0.68  0.64  6% 
1953  0.69  0.66  5%  0.68  0.65  5%  0.69  0.66  5% 
1954  0.76  0.73  4%  0.73  0.70  4%  0.74  0.72  4% 
1955  0.40  0.32  24%  0.30  0.26  16%  0.34  0.29  19% 
1956  0.38  0.32  21%  0.28  0.25  12%  0.32  0.28  15% 
1957  0.32  0.22  43%  0.21  0.17  21%  0.25  0.19  29% 
1958  0.28  0.18  52%  0.17  0.14  28%  0.21  0.16  33% 
1959  0.44  0.23  88%  0.25  0.13  97%  0.30  0.17  76% 
1960  0.29  0.20  46%  0.19  0.16  20%  0.23  0.18  28% 
1961  0.29  0.21  38%  0.20  0.17  19%  0.24  0.19  25% 
1962  0.26  0.18  42%  0.18  0.15  22%  0.21  0.16  27% 
1963  0.25  0.19  32%  0.19  0.16  20%  0.21  0.17  23% 
1964  0.36  0.29  26%  0.27  0.24  /4%  0.31  0.26  18% 
1965  0.35  0.29  19%  .  '  0.28  0.25  12%  0.31  0.27  15% 
1966  0.81  0.78  394,  0.78  0.76  3%  0.80  0.77  3% 
1967  0.79  0.76  4%  0.75  0.72  4%  0.77  0.74  4% 
1968  0.84  0.81  3%  0.81  0.79  3%  0.83  0.80  3% 
1969  0.80  0.77  ,  3%  0.82  0.80  3%  0.81  0.79  3% 
1970  0.81  0.79  3%  0.81  0.79  3%  0.81  0.79  3% 
1971  0.79  0.77  3%  0.80  0.78  3%  0.80  0.77  3% 
1972  0.80  0.78  3%  0.80  0.78  3%  0.80  0.78  3% 
1973  0.80  0.78  3%  0.79  0.77  3%  0.79  0.77  3% 
1974  0.66  0.63  4%  0.64  0.62  4%  0.65  0.62  4% 
1975  0.71  0.69  3%  0.69  0.67  3%  0.70  0.68  3% 
1976  0.82  0.79  3%  0.81  0.79  3%  0.81  0.79  3% 
1977  0.79  0.77  3%  0.78  0.76  3%  0.79  0.76  3% 
1978  0.52  0.50  4%  0.49  0.48  3%  0.50  0.49  ,,,gr,.. 4% 
1979  0.44  0.42  5%  0.42  0.41  3%  0.43  0.41  4% 
1980  0.39  0.37  5%  0.37  0.36  4%  0.38  0.36  4% 
1981  0.37  0.35  5%  0.36  0.35  4%  0.37  0.35  4% 
1982  0.32  0.30  7%  0.31  0.29  5%  0.31  0.30  6% 
1983  0.29  0.27  8%  0.28  0.27  7%  0.29  0.27  7% 
Amean  0.57  0.54  0.10  0.55  0.52  0.07  0.56  0.53  0.08 
Gmean  0.53  0.48  0.06  0.49  0.46  0.05  0.51  0.47  0.05 0.90 
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Table 11.  Results of Efficiency calculations of DEA approach 
Obi  Fci(c)  Fcl(v)  1/Fco(v)  P1431(3)  AOIE  Sci  1JSco  f.ezal (7)  ACSE 
50-1 
col  (1) 
1.00 
(2) 
1.00 
(3) 
1.00 
(4) 
0% 
(5) 
1.00 
(6) 
1.00 
(7) 
1.00 
(8) 
0% 
(9) 
1.00 
50-2  0.89  1.00  1.00  0%  1.00  0.89  0.88  1%  0.89 
50-4  0.83  0.86  0.85  1%  0.86  0.97  0.97  0%  a97 
50-6  0.81  1.00  1.00  0%  1.00  0.81  0.81  0%  0.81 
50-11  0.70  0.71  0.70  1%  0.71  0.99  1.00  -1%  a99 
50.18  0.73  0.73  0.75  -2%  0.74  0.99  0.97  2%  0.98 
50-20  0.43  1.00  1.00  0/.  1.00  0.43  0.43  1%  0.43 
50-21  0.41  0.79  0.86  -8%  0.83  0.52  0.47  10%  0.50 
AritlimAver.  0.61  0.91  0.92  -2%  0.91  0.68  0.67  2%  0.68 
Geoai.Aver.  -- 0.58  0.90  032  -2%  0.91  8.64  0.63  2%  863 
51-1  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
51-2  0.96  1.00  1.00  0%  1.00  .  0.96  0.95  1%  0.96 
51-4  0.80  0.81  0.81  0%  0.81  ( 0.99  0.99  0%  0.99 
51-6  0.82  1.00  1.00  0%  1.00  0.82  0.82  0%  0.82 
51-11  0.72  0.72  0.75  -4%  0.73  1.00  0.95  5%  0.98 
51-18  0.81  0.81  0.87  -7%  0.84  1.00  0.93  VA  0.96 
51-20  0.43  1.00  1.00  0%  1.00  0.43  0.43  1%  0.43 
51-21  0.48  0.97  0.98  -1%  0.98  0.49  0.49  0%  0.49 
AMA(  0.63  0.95  0.96  -1%  0.95  0.67  0.66  2%  0.67 
Geow.Aver.  0.59  0.94  0.95  -1%  0.95  0.63  0.62  1%  9.63 
0%  0% 
52-1  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
52-2  0.90  1.00  1.00  0%  1.00  0.90  0.90  0%  0.90 
52.4  0.93  0.94  0.93  1%  a94  0.99  1.00  -1%  0.99 
52-6  0.82  1.00  1.00  0%  1.00  0.82  0.82  0%  0.82 
52-11  0.72  0.72  0.81  -11%  0.76  1.00  0.90  11%  0.95 
52-18  0.85  0.94  0.96  -2%  0.95  0.91  0.88  3%  090 
52-20  0.45  1.00  1.00  0%  1.00  0.45  0.45  1%  0.45 
52-21  0.48  0.94  0.95  -1%  0.95  0.52  0.51  rA  0.51 
Ariths.Aver.  0.64  0.96  0.97  -1%  0.96  0.68  0.67  2%  0.68 
GeolaAver.  0.61  0.95  0.96  -1%  0.96  0.65  0.63  2%  0.64 
53-1  1.00  1.00  1.00  VA  1.00  1.00  1.00  0%  1.00 
53-2  0.88  1.00  1.00  0%  1.00  0.88  0.88  0%  a88 
53-4  0.95  0.95  0.96  -1%  0.96  1.00  0.99  1%  1.00 
534  0.80  1.00  1.00  0%  1.00  0.80  0.80  0%  - a80 
53-11  0.74  0.80  0.85  -6%  0.82  0.92  0.87  6%  0.89 
53-18  0.83  0.95  0.96  -1%  0.96  0.88  0.87  1%  0.87 
53-20  .  ,  0.46  1.00  1.00  0%  1.00  0.46  0.46  0%  a46 
53-21  -- 0.57  1.00  1.00  0%  1.00  0.57  0.57  0%  0.57 
AriduM  0.67  0.97  0.98  -1%  0.98  0.69  0.68  1%  0.69 
Geom.Aver.  0.64  0.97  0.98  -1%  0.98  0.66  0.65  1%  0.66 
0%  0% 
54-1-- 0.99  1.00  1.00  0%  1.00  ..0.99  0.99  0%  0.99 
54-2  0.90  1.00  1.00  0%  1.00  -0.90  0.90  0%  0.90 
54-4  1.00  1.00  1.00  0".  1.00  1.04  1.00  0%  1.00 
54.6  0.85  1.00  1.00  0%  1.00  0.85  0.85  -1%  0.85 
54-11  0.80  0.86  0.88  -2%  0.87  0.94  0.91  3%  0.92 
54-18  0.86  0.91  0.93  -2%  0.92  0.94  0.93  2%  0.93 
54-20  0.48  1.00  1.00  0%  1.00  0.48  0.48  0%  0.48 
5421  0.57  0.74  0.88  -16%  0.81  0.77  0.65  1 9 %  0.71 
AritlawAver.  0.70  033  0.96  -3%  034  0.76  0.73  4%  174 
Gem.Aver.  0.67  0.923897  0.9569568  -3%  0.94028  0.72762  0.70272  4%  17150649 77 
Table 11. (Continued) Results of Efficiency calculations of DEA approach 
55-1  0.29  0.30  0.67  -55%  0.45  0.97  0.43  124%  0.65 
55-2  0.26  1.00  1.00  0%  1.00  0.26  0.26  -1%  0.26 
55-4  0.30  0.43  0.74  -42'%  0.56  0.69  0.40  73%  0.52 
55-6  0.25  1.00  1.00  0%  1.00  0.25  025  -1%  0.25 
55-11  0.23  0.55  0.74  -26%  0.64  0.43  0.31  37%  0.37 
55-13  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
55-15  0.21  0.26  0.48  -46%  0.35  0.81  0.43  86%  0.59 
55-18  0.25  0.50  0.74  -32h  0.61  0.50  034  47%  0.41 
55-20  0.15  1.00  1.00  0%  1.00  0.15  0.15  3%  0.15 
55-21  0.19  0.74  0.88  -16%  0.81  0.26  0.22  20%  0.24 
ArithM  0.26  0.77  0.88  -12%  0.82  0.40  030  31%  0.34 
Geom.Aver.  0.23  0.72  0.87  -18%  0.79  0.32  0.26  22%  0.29 
56-1  0.29  0.30  0.66  -54%  0.44  0.95  0.43  119%  0.64 
56-2  0.23  1.00  1.00  0%  L00  0.23  0.23  0%  0.23 
56-4  0.29  0.57  0.79  -28%  067  030  0.37  37%  4143 
56-5  0.31  0.32  068  -53%  0.47  0.96  0.45  113%  4166 
56-6  024  1.00  1.00  0%  1.00  0.24  0.24  0%  024 
56-11  0.22  0.66  0.78  -16%  0.72  0.34  0.29  19%  0.31 
56-13  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
56-14  0.21  023  037  -60%  0.36  0.94  037  151%  0.59 
56-15  0.20  0.23  0.52  -56%  0.35  0.86  0.38  125%  1157 
56-18  0.23  032  0.72  -28%  061  0.45  032  40%  0.38 
56-20  0.14  0.69  ...  0.99  -30%  083  021  0.14  45%  017 
56-21  0.17  0.65  0.73  -11%  069  026  0.23  14%  0.24 
56-22  0.20  1.00  1.00  0%  1.00  0.20  0.20  -2A  6120 
Arida(  024  0.73  0.88  -17%  0.79  0.38  0.28  37%  0.32 
Geoat.Aver.  0.21  0.68  0.86  -22%  0.76  0.32  0.25  27%  0.28 
0%  0% 
57-1  0.19  0.26  0.54  -52%  0.37  0.72  035  106%  0.50 
57-2  0.15  1.00  1.00  0%  1.00  0.15  0.15  - 2 %  0.15 
57-4  0.18  0.26  0.69  -62%  0.42  0.72  0.27  170%  0.44 
57-5 
57-6 
0.20 
0.15 
0.23 
1.00 
0.60 
1.00 
-62% 
0% 
0.37 
1.00 
0.83 
0.15 
0.32 
0.15 
156% 
2h 
0.52 
0.15 
57-11  0.14  033  0.73  -27%  0.62  027  0 20  38%  0.23 
57-13  1.00  1.00  1.00  0%  L00  1.00  1.00  0%  1.00 
57-14 
57-15 
0.14 
0.13 
0.16 
0.17 
034 
0.48 
-70% 
-64% 
0.29 
0.29 
0.86 
0.75 
0.26 
027 
235% 
nrh 
0.47 
0.45 
57-18  0.15  0.29  0.65  -55%  0.43  030  0.23  122%  0.34 
57-20  0.09  100  100  0%  1.00  0.09  0.09  -4%  0.09 
57-21  0.11  035  0.68  -19%  0.61  0.20  0.16  27%  018 
57-22  0.13  1.00  1.00  0%  1.00  0.13  0.13  -2%  0.13 
ArialM  0.17  0.75  0.86  -13%  0.79  032  0.21  53%  0.25 
GeomAver.  0.14  0.64  0.84  -23%  0.73  032  0.17  28%  0.19 
58-1  0.15  0.22  0.50  -56%  0.33  0.65  0.29  120%  0.44 
58-2  0.12  0.85  0.14  499%  0.35  0.14  0.86  -84%  0.35 
58-4  0.15  038  0.72  -48%  0.52  0.40  0.21  94%  0.29 
58-5  0.15  0.19  038  0.33  -0.193  0.27  201%  0.46 
58-6  0.12  1.00  1.00  0%  1.00  0.12,  0.12  -3%  0.12 
58-11  0.12  0.62  0.78  -20%  069  0.19.  0.15  25%  0.17 
58-13  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
58-14  0.11  0.11  0.57  41%  0.25  0.97  0.20  397%  0.44 
58-15  0.10  0.14  0.48  -71%  0.26  0.76  022  253%  0.40 
58-18  0.12  0.25  0.63  .61%  0.40  0.48  0.19  156%  0.30 
58-20  0.08  1.00  1.00  0%  1.00  0.08  0.08  5%  0.08 
58-21  0.06  036  032  -30%  0.43  0.17  0.12  46%  014 
58-22  0.11  1.00  1.00  0%  1.00  0.11  0.11  2%  0.11 
Arltithi  0.14  0.74  0.85  -12%  0.78  0.28  0.17  59%  0.21 
Geout-Aver.  0.11  0.62  0.81  -24%  0.71  0.18  0.14  34%  0.16 78 
Table 11. (Continued) Results of Efficiency calculations of DEA approach 
59-1  0.08  0.25  0.19  35%  0.22  0.30  0.41  -26%  0.35 
59-2  0.06  1.00  1.00  0%  1.00  0.06  0.06  -2%  0.06 
59-4  0.07  0.14  0.32  -57%  0.21  0.51  0.22  128%  0.34 
59-S  0.08  0.21  0.22  -6%  0.22  0.36  0.34  7%  0.35 
59-6  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
59-11  0.06  0.09  0.41  -78%  a19  0.63  0.14  360%  0.29 
59-13  0.44  1.00  1.00  0%  1.00  0.44  0.44  0%  0.44 
59-14  0.05  0.12  0.28  -57A  0.18  0.46  0.19  141%  1130 
59-15  0.05  0.16  0.19  -18%  0.18  032  0.26  23%  0.29 
59-18  0.06  0.13  0.28  -54%  0.19  0.46  0.21  121%  0.31 
59-20  0.04  1.00  1.00  0%  L00  0.04  0.04  7%  1104 
59-21  0.06  0.07  0.78  -91%  0.23  0.97  0.08  losrA  0.28 
59-22  0.05  0.67  0.91  -26%  0.78  0.08  ..  0.06  40%  0.07 
ArtthM  0.20  0.58  0.76  -23%  0.64  0.44  0.25  75%  0.30 
Geoca.Aver.  0.09  0.38  0.67  -44%  0.50  0.23  0.13  83%  0.17 
60-1  0.19  0.26  0.53  -51%  1137  0.72  036  102%  1131 
60-2  0.16  100  1.00  0%  1.00  0.16  0.16  -3%  0.16 
60-4  0.18  0.41  0.73  -44%  0.55  0.44  0.24  81%  0.33 
60-5  0.19  0.23  0.57  -60%  1136  0.81  0.32  149%  1151 
60-6  0.15  1.00  1.00  0%  1.00  0.15  0.15  rh  1115 
60-11  0.14  0.57  0.75  -24%  0.65  0.25  0.19  32%  0.22 
60-13  1.00  1.00  1.00  0%  L00  1.00  1.00  0%  1.00 
60-14  0.13  0.23  0.60  -62%  0.37  0.57  0.22  164%  a35 
60-15  0.13  0.16  0.49  -67%  1128  0.79  0.26  203%  0.45 
60-18  0.14  0.14  0.58  -76%  1129  0.97  0.24  304%  0.48 
60-20  0.09  1.00  1.00  0%  1.00  0.09  0.09  -5%  0.09 
60-21  0.15  0.99  1.00  -1%  0.99  0.15  0.15  -1%  1113 
60-22  0.13  1.00  1.00  0%  1.00  0.13  0.13  2%  0.13 
ArithM  0.17  0.81  0.90  -10%  0.85  0.29  0.19  49%  0.23 
Geows.Aver.  0.14  0.70  0.88  -20%  0.79  0.20  0.16  23%  0.18 
61-1  0.20  0.28  032  .46%  0.38  0.70  038  83%  0.52 
61-2  0.17  1.00  1.00  0%  1.00  0.17  0.17  1%  a17 
61-4  0.17  0.37  0.68  -46%  0.50  0.47  0.25  87%  1134 
61-5  0.19  0.25  034  -54%  1137  0.75  0.35  113%  0.51 
61-6  0.15  0.92  0.96  -4%  494  0.17  0.16  7%  0.16 
61-11  0.15  0.54  0.72  -25%  1162  0.27  0.21  31%  0.24 
61-13  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  L00 
61-14  0.14  0.26  039  -56%  0.39  034  0.23  133%,  0.35 
61-15  0.13  0.16  035  -71%  0.30  0.79  0.23  238%  0.43 
61-18  0.16  0.18  035  -67%  0.31  0.87  0.29  204%  aso 
61-20 
61-21  . ,' 
0.10 
0.16 
1.00 
1.00 
1.00 
1.00 
0% 
0% 
1.00 
1.00 
0.10 
0.16 
0.10 
0.16 
2% 
-3% 
am 
0.16 
61-22  0.13  0.94  0.97  -3%  1196  0.14  0.14  3%  a14 
ArithM  0.17  0.79  0.88  -10%  0.83  029  020  44%  0.24 
Geock.Aver.  0.15  0.70  0116  -19%  0.77  0.21  0.17  24%  0.19 
62-1  0.05  0.07  0.26  -73%  a13  0.68  0.19  264%  a36 
62-2  0.12  0.75  0.16  369%  1135  :0.17  0.78  -78%  1136 
62-4  0.13  0.38  0.63  -40%  0.49  0351  0.21  66%  0.27 
62-5  0.16  0.22  030  -56%  0.33  0.72  0.31  129%  0.48 
62-6  0.13  0.78  0.88  -11%  0.83  0.16  0.14  11%  0.15 
62-11  0.12  0.43  0.63  -32%  0.52  0.29  0.19  49%  0.24 
62-13  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
62-14  0.12  0.28  036  -50%  0.40  0.42  0.21  103%  0.29 
62-15  0.10  0.14  0.49  -71%  0.26  0.70  0.21  235%  0.38 
62-18  0.13  0.15  ,  030  -70%  0.27  0.85  0.26  229%  0.47 
62-20  0.08  1.00  1.00  0%  1.00  0.08  0.08  -2h  1108 
62-21  0.16  1.00  1.00  0%  1.00  0.16  0.16  1%  a16 
62-22  0.11  0.98  0.99  -1%  0.99  0.11  0.11  -2%  an 
ArithM  0.15  0.77  0.85  -10%  0.80  0.26  0.18  43%  0.21 
GeolsAver.  0.12  0.65  0.82  -20%  0.73  0.18  0.15  23%  0.16 79 
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63-1  0.05  0.06  0.25  .76%  0.12  0.83  0.20  322%  0.40 
63-2  0.14  0.64  0.20  226%  0.35  0.21  0.69  -70%  0.38 
63-4  0.14  0.53  0.67  -21%  0.60  0.27  0.21  27%  0.24 
63-5  0.17  0.23  0.50  -54%  0.34  0.74  0.34  115%  0.51 
63-6  0.13  0.71  0.81  -13%  0.76  0.19  0.16  16%  0.18 
63-11  0.14  0.40  0.61  -35%  0.50  0.34  0.23  51%  0.28 
63-13  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
63-14  0.13  0.28  0.55  -49%  0.39  0.45  0.23  94%  0.32 
63-15  0.11  0.19  0.47  -60%  0.30  0.58  0.23  155%  0.36 
63-20  0.09  1.00  1.00  0%  1.00  0.09  0.09  5%  0.09 
63-21  0.18  1.00  1.00  0%  1.00  0.18  0.18  1%  0.18 
63-22  0.11  0.96  0.98  -2%  0.97  0.12  0.11  TA  0.12 
Arith111  0.15  0.78  0.85  -8%  .  0.81  A25  0.19  33%  0.21 
GeorAver.  0.13  0.69  0.82  -16%  0.75  0.19  0.16  32A,  -0.17 
64-1  0.09  0.10  0.28  -65%  017  0.87  0.30  189%  0.51 
64-4  0.23  0.51  0.67  -24%  0.59  0.44  0.34  31%  0.38 
64-5 
646 
0.28 
0.20 
0.44 
0.70 
0.50 
0.78 
-12% 
-10% 
(147 
Q74 
0.64 
0.29 
0.56 
0.26 
13% 
11% 
Q60 
0.27 
64-11  0.19  Oil  0.51  -59%  Q33  0.88  0.36  142x,  Q57 
64-13  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
64-14  0.20  0.34  0.57  -41%  Q44  0.57  0.34  65%  Q44 
64-15  0. I 6'  0.16  0.47  -66%  0.27  0.99  0.35  181%  0.S9 
64-20  0.13  1.00  1.00  0%  1.00  0.13  0.13  -2%  1113 
64-21  0.27  1.00  1.00  0%  1.00  0.27  0.27  -1%  0.27 
64-22  0.17  0.84  0.95  -12A  0.89  0.20  0.18  13%  1119 
ArithM  0.22  0.76  0.85  -10%  0.80  0.36  0.27  33%  0.31 
Geoet.Aver.  0.19  0.67  0.81  -18%  0.74  0.29  024  20.  0.26 
65-1  023  0.64  0.72  -12%  0.68  0.36  0.32  14%  0.34 
65-6  0.21  0.68  0.76  -10%  0.72  0.31  0.28  12%  0.29 
65-10  0.22  0.36  0.43  -16%  0.39  0.61  0.51  19%  1156 
65-11  0.19  0.22  0.47  -53%  0.32  0.86  0.40  112%  1159 
65-13  1.00  1.00  1.00  0%  L00  1.00  1.00  0%  1.00 
65-14  0.20  0.33  0.56  -41%  Q43  0.59  0.36  65%  0.46 
65-15  0.17  0.19  0.45  -57%  0.29  0.91  038  139%  0.59 
65-20  0.14  1.00  1.00  0%  1.00  0.14  0.14  -3%  Q14 
65-21  0.29  1.00  1.00  0%  L00  0.29  0.29  0%  0.29 
65-22  0.18  0.71  0.90  -21%  0.80  0.25  0.20  26%  0.22 
ArithM  0.23  0.77  0.85  -10%  0.81  0.35  0.28  23%  0.31 
Gesa.Aver.  0.21  0.71  0.83  -14%  0.77  0.29  0.25  16%  0.27 
66-1  0.78  0.83  0.81  3%  0.82  0.95  0.97  -2%  0.96 
666  ' 
0.72  0.73  0.76  -4%  0.74  0.98  0.95  3%  0.97 
669  0.58  0.96  0.76  27%  0.85  0.60  0.76  -21%  0.67 
66-10  0.74  1.00  1.00  0%  1.00  0.74  0.75  -1%  0.74 
6611  0.68  0.84  0.81  4%  0.82  0.81  0.85  -4%  0.83 
66-14  0.72  0.82  0.79  4%  0.80  0.88  0.91  -3%  1189 
66-15  0.57  0.70  0.64  9%  1167  . 0.81  0.88  -8%  1185 
6620  0.51  1.00  1.00  0%  1.00  0.51  0.51  -1%  Q51 
6641  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
6622  0.62  0.69  0.88  -22%  a 78  0.89  0.70  27%  4179 
AsithM  0.69  0.87  0.90  -3%  0.88  0.81  0.78  3%  0.80 
Gessa.Aver.  0.67  0.86  0.89  -4%  0.87  0.78  0.76  3%  0.77 80 
Table 11. (Continued) Results of Efficiency calculations of DEA approach 
67-1  0.77  0.84  0.85  -1%  0.84  0.92  0.91  1%  0.91 
67-6  0.65  0.71  0.72  -1%  0.71  0.91  0.90  1%  0.91 
67-8  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
67-9  0.51  0.52  0.54  -4%  0.53  0.98  0.93  5%  0.96 
67-10  0.65  0.65  0.68  -4%  0.66  0.99  0.95  4%  0.97 
67-11  0.66  0.69  0.70  -2%  0.70  0.96  0.93  3%  0.95 
67-14  0.68  0.73  0.74  -1%  a74  0.93  0.92  1%  0.92 
67-15  0.52  0.54  0.56  -3%  0.55  0.95  0.93  3%  0.94 
67-17  0.62  0.87  0.63  38%  0.74  0.71  0.99  -28%  0.84 
67-20  0.47  1.00  1.00  0%  1.00  0.47  0.47  1%  a47 
67-21  0.90  1.00  1.00  0%  1.00  0.90  0.90  0%  0.90 
67-22  0.56  0.65  0.87  -25%  0.75  0.86  0.65  32%  0.75 
ArIthM  0.64  '  0.84  0.88  -5%  0.85  0.79  0.75  5%  0.77 
Geole.Aver.  0.62  0.82  0.86  -5%  0.84  0.76  0.72  5%  0.74 
68-1  0.87  0.89  0.88  1%  0.89  0.98  0.98  0%  0.98 
68-6  0.72  0.73  0.72  1%  0.73  0.99  1.00  -1%  0.99 
68-7  0.91  1.00  1.00  0%  1.00  0.91  0.92  -1%  0.91 
68-8  0.82  0.97  0.95  2%  0.96  0.84  0.86  -3%  0.85 
68-9  034  038  0.56  3%  0.57  0.93  0.96  -3%  0.95 
68-10  0.70  0.82  0.76  7%  a79  0.85  0.92  -7%  an 
68-11  0.67  0.72  0.70  2%  0.71  0.93  0.95  -2%  0.94 
68-14  0.76  0.79  0.78  24  0.78  0.96  0.97  -I%  0.97 
68-15  0.54  038  0.56  4%  0.57  0.93  0.97  -4%  0.95 
68-17  0.72  1.00  1.00  0%  1.00  0.72  0.72  0%  0.72 
68-19  0.61  0.62  0.61  1%  0.62  0.98  1.00  -2%  0.99 
68-20 
68-21 
0.54 
1.00 
1.00 
1.00 
1.00 
1.00 
0% 
0% 
1.00 
1.00 
0.54 
1.00 
0.54 
1.00 
0% 
0 
a54 
1.00 
68-22  0.61  0.68  0.85  -20%  a 76  0.89  0.71  25%  a79 
ArithM  0.70  0.85  0.87  -3%  0.86  0.84  0.81  3%  0.83 
Geow.Aver.  0.68  0.83  0.86  -3%  0.84  0.81  0.79  3%  0.80 
69-1  0.78  0.80  0.78  3%  0.79  0.98  0.99  -1%  Q99 
694  0.73  0.73  0.72  1%  0.72  0.99  1.00  -1%  0.99 
69-7  0.92  1.00  0.97  3%  0.99  0.92  0.95  -3%  0.94 
69-8  0.83  0.93  0.91  2%  Q92  0.89  0.95  -7%  4192 
69-9  035  037  0.73  22%  0.65  0.95  0.99  -4%  Q97 
69-10  0.69  0.79  0.70  12%  1275  0.88  0.95  -8%  0.92 
69-11  0.70  0.76  0.76  0%  a76  0.92  0.96  -4%  0.94 
69-12  031  0.61  030  22%  C155  0.84  0.98  -14%  0.91 
69-14  0.76  0.78  0.81  -4%  0.80  0.97  0.99  -2%  0.98 
69-16  0.84  1.00  1.00  0%  1.00  0.84  0.93  -10%  0.89 
69-17  0.72  1.00  1.00  0%  1.00  0.72  0.74  -3%  0.73 
69-19  0.60  0.61  0.60  1%  Q61  0.99  1.00  -1%  0.99 
69-20  0.54  1.00  1.00  0%  1.00  0.54  038  -7%  0.56 
69-21  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
69-22  0.62  0.91  0.96  -5%  0.94  0.68  0.68  -1%  0.68 
MIIhM 
GromAver. 
0.69 
0.67 
0.88 
0.87 
0.89 
0.88 
-1% 
-1, 
0.89 
0.87 
0.80 
'.0.77 
0.82 
0.80 
-3% 
-3% 
0.81 
0.79 
70-1  0.77  0.78  0.78  1%  a78  0.9  0.99  0%  0.99 
706  0.72  0.72  0.72  0%  a72  0.99  1.00  .1%  0.99 
70-7  0.93  0.97  0.97  0%  0.97  0.95  0.95  0%  CL95 
70-8  0.86  0.91  0.91  0%  a91  0.94  0.95  -1%  a95 
70-9  0.72  0.74  0.73  1%  a73  0.98  0.99  -1%  Q99 
70-10  0.67  0.72  0.70  2%  a71  0.93  0.95  2%  0.94 
70-11  0.73  0.77  0.76  2%  a76  0.94  0.96  -2%  a95 
70-12  0.49  031  0.50  2A  Q50  0.95  0.98  -3%  0.97 
70-14  0.80  0.82  0.81  1X  a82  0.98  0.99  -1%  a#9 
70-16  0.93  1.00  1.00  0%  1.00  0.93  0.93  0%  a93 
70-17  0.74  1.00  1.00  0%  1.00  0.74  0.74  0%  a74 
70-19  0.60  0.61  0.60  1%  a61  0.99  1.00  -1%  0.99 
70-20  0.58  1.00  1.00  0%  1.00  0.58  0.58  0%  0.58 
70-21  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
70-22  0.66  0.94  0.96  -2%  0.95  0.70  0.68  2%  0.69 
ArithM  0.71  0.89  0.89  0%  0.89  0.81  0.81  0%  0.81 
Geost.Aver.  0.69  0.88  0.88  0%  0.88  0.79  0.79  0%  0.79 81 
Table 11. (Continued) Results of Efficiency calculations of DEA approach 
71-7  0.95  1.00  1.00  0%  1.00  0.95  0.95  0%  0.95 
71-8  0.87  0.99  0.98  1%  0.99  0.88  0.88  -1%  0.88 
71-9  0.74  0.76  0.75  1%  0.76  0.97  0.98  -1%  0.98 
71-10  0.66  0.79  0.71  11%  0.75  0.84  0.93  -10%  0.89 
71-14  0.83  0.85  0.85  0%  0.85  0.98  0.98  0%  0.98 
71-16  0.78  0.96  0.93  3%  0.95  0.82  0.84  -r...  0.83 
71-17  0.76  1.00  1.00  0%  1.00  0.76  0.76  05'.  0.76 
71-19  0.50  0.50  0.50  0%  0.50  0.99  1.00  -I%  0.99 
71-20  0.58  1.00  1.00  0%  1.00  0.58  0.58  0%  ass 
71-21  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
71-22  0.68  0.96  0.98  -2v.  0.97  0.71  0.70  2v.  0.70 
ArithM  0.71  0.93  0.93  0%  0.93  0.77  0.77  0%  0.77 
Geon.Aver.  0.69  _ 0.92  0.92  0%  0.92  0.75  0.75  0%  0.75 
72-3  0.69  0.69  0.74  -6%  0.71  1.00  0.93  7%  0.97 
72-6  0.70  0.71  0.70  1%  a71  0.99  1.00  -1%  a99 
72-7  0.93  1.00  1.00  0%  1.00  0.94  0.93  1%  0.94 
72-8  0.90  1.00  1.00  0%  1.00  0.90  0.90  0%  a90 
72-9  0.72  0.73  0.73  0%  0.73  0.98  0.98  0%  0.98 
72-10  0.62  0.70  0.67  5%  0.68  0.88  0.93  -6%  0.91 
72-14  0.84  0.86  0.85  1%  0.86  0.97  0.98  -1%  0.98 
72-16  0.77  1.00  1.00  0%  1.00  0.77  0.76  1%  0.77 
72-17  0.75  0.95  0.91  5%  0.93  0.80  0.83  -4%  0.82 
72-19  0.47  0.47  0.47  0%  0.47  0.99  1.00  -1%  099 
72-20  0.58  1.00  1.00  0%  1.00  038  038  -1%  ass 
72-21  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
72-22  0.66  0.95  0.97  -2v.  0.96  0.69  0.68  2%  a68 
Ar kW  0.70  0.89  0.89  -1%  0.89  0.80  0.80  1%  0.80 
Geoat.Aver.  0.68  037  0.88  -I%  0.87  0.78  0.78  1%  0.78 
73-3  0.68  0.68  0.76  -10%  0.72  0.99  0.89  11%  0.94 
73-6  0.73  0.74  0.74  1%  0.74  0.99  0.99  0%  0.99 
73-7  0.93  0.93  0.93  0%  0.93  1.00  1.00  0%  1.00 
73-8  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
73-9  0.69  0.69  0.69  -1%  0.69  0.99  0.99  0%  0.99 
73-10  039  0.60  0.60  1%  0.60  0.98  1.00  -2%  a99 
73-14  0.85  0.86  0.85  1%  4286  0.99  0.99  0%  0.99 
73-16  0.88  1.00  1.00  0%  1.00  0.88  0.88  0%  au 
73-17  0.75  0.89  0.75  19%  0.81  0.84  1.00  -16%  0.92 
73-19  0.48  0.49  0.49  1%  0.499  0.99  0.99  0%  1299 
73-20  038  1.00  1.00  0%  1.00  0.58  038  -1%  ass 
73-21  0.99  1.00  1.00  0%  1.00  0.99  0.99  0%  a99 
73-22  0.67  1.00  1.00  0%  1.00  0.67  0.67  0%  0.67 
ArithM  7  ::,:'  0.70  0.90  0.90  -1%  0.90  0.80  0.79  1%  0.79 
GeoaLAver.  0.68  0.88  0.89  -I%  0.88  0.78  0.77  1%  0.77 
74-3  0.77  1.00  1.00  0%  1.00  0.77  0.78  -1%  0.77 
74-6  0.54  0.61  0.67  -9%  0.64  0.90  0.81  11%  4E86 
74-7  0.79  0.83  0.82  1%  0.82  43.95  0.97  2%  QM 
74-8  0.87  1.00  1.00  0%  1.00  0.8  0.87  0%  0.87 
74-9  035  0.55  0.64  -14%  059  1.00  0.86  16%  0.93 
74-14  1.00  1.00  1.00  0%  L00  1.00  1.00  0%  1.00 
74-16  0.68  0.85  0.76  12%  0.80  0.80  0.90  -11%  0.85 
74-19  0.41  0.43  031  -16%  0.47  0.96  0.81  19%  0.88 
74-20  0.46  1.00  1.00  0%  1.00  0.46  0.46  1%  a46 
74-21  0.75  1.00  1.00  0%  L00  0.75  0.75  1%  0.75 
74-22  033  1.00  1.00  0%  1.00  033  033  -1%  0.53 
AritbM  1.59  0.93  0.94  -1%  093  0.66  0.64  2%  0.65 
Geo 11.Aver.  0.57  0.91  0.93  -?/.  0.91  0.63  0.62  2%  0.62 82 
Table 11. (Continued) Results of Efficiency calculations of DEA approach 
75-3  0.57  0.68  0.73  -7A  0.70  0.84  0.78  8%  0.81 
75-6  0.59  0.60  0.63  -5%  0.62  0.98  0.93  6%  0.95 
75-7  0.87  0.97  0.96  1%  0.97  0.90  0.90  0%  0.90 
75-9  0.63  0.64  0.67  -5%  0.66  0.99  0.93  6%  0.96 
75-14  1.00  1.00  1.00  05'.  1.00  1.00  1.00  0%  1.00 
75-16  0.73  1.00  1.00  0%  1.00  0.73  0.73  0%  0.73 
75-19  0.50  0.50  0.57  -13%  0.54  0.98  0.86  14%  0.92 
75-20  031  1.00  1.00  0%  1.00  031  0.51  0%  am 
75-21  0.82  1.00  1.00  0%  1.00  0.82  0.82  0%  0.82 
75-22  039  0.98  0.98  0%  0.98  0.60  0.60  1%  0.60 
Arida(  0.62  0.90  0.91  -1%  0.91  0.71  0.69  3%  0.70 
Gam-Aver.  0.61  038  0.90  -v.  0.89  0.69  0.67  2%  0.68 
76-3  0.72  0.72  0.76  -6%  0.74  1.00  0.94  6  0.97 
76-6  0.80  0.81  0.81  0%  0.81  0.98  0.99  -1%  0.99 
76-7  0.97  1.00  1.00  05'.  1.00  0.97  0.97  0%  0.97 
76-9  0.72  0.72  0.72  0%  a77  0.99  0.99  0%  0.99 
76-14  0.92  0.92  0.93  -1%  0.92  0.99  0.99  0%  0.99 
76-16  0.85  1.00  1.00  0%  1.00  0.85  0.85  -1%  0.8.5 
76-19  0.68  0.69  0.68  1%  0.69  0.99  0.99  0%  0.99 
76-20  0.58  1.00  1.00  0%  1.00  0.58  038  0%  0.58 
76-21  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
76.22  0.70  1.00  1.00  0%  1.00  0.70  0.70  0%  0.70 
Arit MK  1.74  032  0.93  -1%  0.93  0.82  031  1%  8.81 
Geoaa.Aver.  0.73  0.92  0.92  -1%  0.92  0.79  0.79  1%  0.79 
77-3  0.66  0.66  0.74  -10%  0.70  1.00  0.89  12A  (994 
77-6  0.76  0.80  0.79  1%  0.80  0.95  0.96  -1%  0.96 
77-7  0.94  1.00  1.00  0%  1.00  0.94  0.94  0%  0.94 
77-9  0.67  0.68  0.68  1%  0.68  0.98  0.99  -1%  a99 
77-14  0.97  0.98  0.98  0%  0.98  0.98  0.98  0%  0.98 
77-16  0.78  1.00  1.00  0%  1.00  0.78  0.78  0%  a78 
77-19  0.64  0.66  0.65  0.65  0.97  0.98  -1%  0.98 
77-20  036  1.00  1.00  0%  L00  0.56  0.56  0%  0.56 
77-21  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
77-22  0.65  0.90  0.93  -4%  0.92  0.72  0.69  4%  0.71 
ArithM  am  090  0.92  -2%  0.91  0.79  0.78  2%  0.79 
Gam-Aver.  0.69  0.89  0.91  -2%  0.90  0.77  0.76  2%  0.76 
78-3  0.45  092  0.93  -2%  0.93  0.49  0.49  1%  0.49 
78-6  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
78-7  0.71  0.75  0.72  4%  0.73  0.94  0.99  -5%  0.96 
78-9  0.47  0.74  0.82  -10%  0.78  0.64  037  13%  Q60 
78-14  0.45  0.68  0.79  -14%  0.73  0.67  0.57  17%  0.62 
78-16  '-- 036  1.00  1.00  0%  1.00  0.56  036  0%  0.56 
78-19  0.34  035  0.54  -36%  0.44  0.98  0.63  56%  a79 
78-20  0.40  1.00  1.00  0%  1.00  0.40  0.40  0%  a4o 
78-21  0.44  0.93  0.94  -1%  0.94  0.47  0.46  2%  a47 
78-22  0.45  1.00  1.00  0%  1.00  0.45  0.45  0%  (145 
Arithlki  0.46  0.92  0.94  .2%  0.93  ' 0.52  0.49  5%  0.50 
Gam-Aver.  0.45  0.90  0.93  -3%  092  0.50  0.48  4%  0.49 83 
Table 11. (Continued) Results of Efficiency calculations of DEA approach 
79-3  0.38  0.93  0.93  0%  a93  0.41  0.40  2%  0.41 
79-6  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
79-7  0.63  0.63  0.82  -23%  0.72  0.99  0.76  30Y.  0.87 
79-9  0.41  0.98  0.98  0%  0.98  0.42  0.42  0%  0.42 
79-14  0.39  0.73  0.81  -10%  0.77  0.54  0.49  11%  0.51 
79-16  0.58  1.00  1.00  0%  1.00  0.58  0.58  0%  0.58 
79-19  0.41  0.42  0.68  -38%  0.53  0.97  0.60  61%  0.76 
79-20  0.35  1.00  1.00  0%  1.00  0.35  0.35  - 1 %  0.35 
79-21  0.38  0.97  0.97  0%  0.97  0.39  039  -1%  0.39 
79-22  0.35  0.90  092  -2%  0.91  0.39  0.38  2%  0.39 
ArithM  039  0.93  0.95  -2.4  0.94  0.44  0.42  5%  0.43 
Geoaz.Aver.  0.38  0.92  0.95  -3%  0.93  0.42  0.41  3%  0.41 
80-3  032  0.88  0.90  -2A  089  0.37  0.36  4%  0.36 
806  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
80-7  0.53  0.54  0.77  -30%  0.64  0.98  0.69  42%  0.82 
80-9  0.37  1.00  1.00  0%  1.00  037  037  0%  0.37 
80-14  0.35  0.66  0.78  -16%  0.72  0.53  0.45  18%  0.49 
80-16  0.52  1.00  1.00  0%  1.00  0.52  0.52  0%  0.52 
80-20  031  1.00  1.00  0%  1.00  031  031  1%  0.31 
80-21  0.34  0.96  0.97  -1%  0.97  036  035  2%  0.36 
80-22  0.33  0.92  0.93  -2.4  0.93  036  0.35  2A,  0.36 
ArithM  0.36  0.94  0.96  -2%  1195  0.39  0.37  5%  0-38 
GeomAver.  0.34  0.93  0.96  -2%  0.95  0.37  036  3%  0.36 
81-3  030  0.82  0.85  -4%  0.84  037  0.36  4%  0.36 
81-6  1.00  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
81-7  0.51  0.57  0.79  -28%  0.67  0.90  0.64  40%  0.76 
81-9  0.37  1.00  1.00  0%  1.00  037  0.37  1%  0.37 
81-16  0.47  1.00  1.00  0%  1.00  0.47  0.47  1%  0.47 
81-20  030  1.00  1.00  0%  1.00  030  030  -I%  0.30 
81-21  0.32  0.88  0.90  -2%  0.89  037  0.36  3%  0.36 
81-22  032  0.88  0.90  -2%  0.89  036  035  2%  Q36 
ArItlaM  0.34  0.94  0.95  -2%  0.95  0.37  0.36  3%  0.37 
Geoaa-Aver.  0.33  0.93  0.95  -2%  0.94  035  035  2%  0.35 
82-3  0.24  0.74  0.79  -6%  0.76  033  0.31  6%  0.32 
826  1.001  1.00  1.00  0%  1.00  1.00  1.00  0%  1.00 
82-7  0.40  0.47  0.74  -37%  0.59  0.85  0.54  58%  0.68 
82-9  032  1.00  1.00  0%  1.00  032  032  1%  0.32 
82-16  0.42  1.00  1.00  0%  1.00  0.42  0.41  1%  1142 
82-20  0.25  1.00  1.00  0%  1.00  0.25  0.25  1%  0.25 
82-21  ..  ' 
0.29  0.89  0.91  -2%  0.90  033  032  3%  0.33 
ArithM  019  0.94  0.96  -?/..  0.95  0.32  031  5%  031 
Geon.Aver.  0.28  0.93  0.95  -2%  0.94  0.30  0.29  3%  0.30 
83-3  0.27  0.81  0.83  -3%  0.82  0.33  032  3%  0.32 
836  1.00  1.00  1.00  0%  1.00  . 1.00  1.00  0%  1.00 
83-7  0.45  0.64  0.81  -21%  a72  '0.70  035  27%  0.62 
83-9  032  1.00  1.00  0%  1.00  0.4  0.32  I%  0.32 
83-16  0.45  1.00  1.00  0%  1.00  0.45  0.45  -1%  Q45 
83-20  0.21  1.00  1.00  0%  1.00  0.21  0.21  0%  0.21 
83-21  0321  0.96  0.97  -1%  0.97  033  033  0%  0.33 
ArithM  0.28  0.96  0.97  -1%  0.97  0.29  0.28  2%  0.29 
Game-Aver.  0.26  0.96  0.97  -1%  0.96  0.27  0.27  1%  0.27 
ado  0.04  0.06  0.14  -91%  0.12  0.04  0.04  -84%  0.04 
sax  1.004  1.00  1.00  499%  1.00  1.00  1.00  1082%  1.00 84 
There are periods, when different orientations of overall-input efficiency give 
different efficiency ranking, i.e. the notion of "ranking ambiguity" is 
supported by the data for this measure as well. 
This justifies the use of the AOIE instead of Fci and Fco. 
3. Most of the difference in the input versus output orientated efficiency measures 
occurs during periods that coincide with technological change: 1955-65 and 1977-
1982. Intuitively, it appears that this difference becomes substantial when the 
industry is not in the long run equilibrium but experiencing a technological 
change that makes some firms to grow faster and others to lag behind. This non-
long run state justifies the use of VRS in modeling the technology and the use of 
the new (aggregated) efficiency measures (AOIE, ACSE, etc.) instead of Farrell 
measures, which may suffer from the problem of ambiguity under VRS. 85 
Chapter VI: Empirical Implications 
The non-parametric approach to measuring efficiency that was presented 
theoretically with application to the U.S. brewing industry is an alternative to the 
parametric approach that involves econometric estimation. In this section we make a 
comparison of our (non-parametric) results with the results in other studies, including 
those that use parametric approaches. 
First of all, we justify the use of an aggregated output rather than a multi-output 
model (where each brand is treated as a different output) by relying on comments of 
Tremblay and Tremblay (1995). They argue that (in the U.S brewing industry) the 
identical technology and similar inputs are used to produce different brands. A similar 
comment is made by Elzinga (1995) who argues that the product differentiation is not due 
to the differences in quality or characteristics of different brands, which is technology 
dependent, but it is image that gives a better explanation of differences in tastes for 
brands, which is marketing dependent. He supports it with the fact that in blind tests 
consumers could not distinguish between the brands, and that more expensive brands do 
not require higher production cost. This suggests that, in terms of defining a technology 
set for mass-producing beer firms, ignoring the brand differences may be a reasonable 
simplification. 
During a technological change we may expect the long run equilibrium of the 
industry to be distorted and some firms may operate not at the CRS level of the 
technology. Therefore, it is more adequate to model the technology with the assumption 
of VRS during the time of a technological change. In other words, efficiency scores 
obtained under the assumption of the CRS, while technological change is present, may 86 
lead to significantly lower efficiency scores for those individual observations that lagged 
behind in updating the technology. If there are many such lagging firms, then industry 
efficiency measures will also be low. These expectations are consistent with our results 
and with what was found by Kerkvliet et al. (1998) who, using a parametric approach, 
argue that "Ignoring technological change leads to low efficiency estimates for brewing," 
and "Efficiency indexes are very sensitive to the way the technological change is 
modeled." 
Another finding consistent with conclusions of previous studies is that many of 
the efficient firms were efficient throughout several consecutive years. A similar result 
was obtained by Day et al. (1995) who applied the non-parametric approach to a sample 
of the U.S. brewing industry and found that "Efficient firms were consistently efficient 
throughout time but on different efficient facets." 
Economic theory predicts that inefficient firms must eventually be driven out of 
the industry if it is highly competitive. From our results we can see that many firms were 
inefficient for several consecutive periods, and some of them were extremely inefficient 
but still did not exit the industry. This may suggest that some degree of market power 
does exist and the industry is not perfectly competitive. This is consistent with what was 
found by Tremblay and Tremblay (1995), who reject the hypothesis that companies are 
price takers and conclude that the market is imperfectly competitive. 
Our conclusion is that it is more likely that the U.S. brewing industry was 
operating in an imperfectly competitive environment, rather than a perfectly competitive 
one. In the latter, the production (technical, overall-input, and scale) efficiency is a 87 
crucial factor of presence in the industry, while in the former, very successful marketing 
may cover some production inefficiency (say, due to higher markups on the product). 
Tremblay (1987) argues that there were significant economies of scale in the 
industry, and that "... a typical firm operated under Economies of scale." This is 
consistent with our finding that the cost-scale efficiency was on average very low. For 
example, during 1950-83 it averaged at 0.47. During the period of rapid technological 
change the cost-scale efficiency was the lowest. In particular, in 1958 it reached 0.16. 
Using a parametric approach he also finds that, during early 1950, the CRS technology 
dominated in the industry, which is consistent with our findings that the highest industry 
cost-scale efficiency level was during this period. Our results show that during this period 
(1950-54) scale efficiency scores (as well as overall-input efficiency scores) were higher 
than the average for 1950-1983 (see Table 9 and Table 11). 
His finding that after 1953, "...firms operated in a region of ES" is almost the 
same as our conclusion that tremendous economies of scale were opened up after 1954, 
as indicated by a sudden drop of cost-scale efficiency scores of most of the firms. 
The explanation for the sudden drop in cost-scale efficiency is that some firms 
advanced faster in technological progress and moved the best practice frontier before 
other firms were able to catch up. This is consistent with the empirical finding of 
Tremblay (1987) who argues that successful producers had a lower cost function, 
especially during 1950sa time of rapid technological change, but eventually, the rest of 
the firms were able to catch up. 
An open research questions is the relation of technical, overall and scale 
efficiency of a firm to its decision on its future status in the industry: whether to exit, 88 
stay, or stay and acquire other firms. This question is an issue in itself and therefore will 
not be included in this study. However, some attempts of this analysis were done and it 
would be logical to include some related ideas that may serve as a stepping stone for 
further research. 
The first, and we think the most important, limitation is that the available data set 
used in this study may have some selection bias. Specifically, we see that most of the 
firms in the sample are significant, big firms in the industry. On the other hand, most of 
the exits from the industry are attributed to the small relatively insignificant firms, 
especially in the period of 1950-70. 
This first remark on limitation is consistent with an explanation made by 
Tremblay and Tremblay (1988) in their study on acquisitions in the brewing industry. 
They point out that the acquisitions did not have a significant effect on the industry 
development until 1970. Further, it is only "...since 1972, [that] horizontal mergers have 
had a positive impact on industry concentration." Similarly, it is consistent with an 
opinion of Elzinga (1995) who concludes that: 
Most of the mergers in the beer industry did not involve firms of 
significant stature. Generally they represented the demise of an 
inefficient firm, which salvaged some remainder of its worth by selling 
out to another brewer.  ... Mergers such as these are not the cause of 
structural change; they are the effect as firms exit through the merger 
route. 
The second limitation is the existence of other variables that weaken the 
relationship between efficiency of a firm and its future status in the industry. For 
example, the Antitrust restriction that was placed on some firms explicitly (e.g., 89 
Anheuser-Busch) and on others implicitly may have frightened others. This is consistent 
with Tremblay and Tremblay (1988, p. 32) who find that "the antitrust dummy variable is 
binding on otherwise likely horizontal buyers." 
The third (and least important) limitation is incompleteness of the panel data set. 
Specifically, there is sometimes information that a firm has exited or acquired other 
firms, but for the period when output and total cost data are absent (e.g., sometimes there 
is information on a firm's exit that happened 5-10 periods after the firm has disappeared 
from the sample). This limitation, of course, can be overcome by collecting additional 
data, if available. 90 
Chapter VII: Conclusions 
In this study we used the non-parametric approach to develop new measures of 
economic efficiency based on the idea of aggregation (via merging functions). The 
theoretical methodology of the study is known as Shephard's (1970) axiomatic approach 
to the production theory of economics. The main issue of the study was efficiency 
measurementa particular application of this methodology. 
A connection of this methodology with the empirical study that we use is 
commonly known as Data Envelopment Analysis that employs the piecewise linear 
approximation of a technology set and uses the linear programming techniques to find 
solutions that give efficiency scores. 
In terms of theoretical developments, there are four contributions of this study to 
the area efficiency measurement in economics. 
1. We address the problem of (size and rank) ambiguity in efficiency measures based on 
Shephard's distance functions. 
2.	  We introduce a correction for the ambiguity problem using the geometric average 
merging function (based on results of Aczel, 1990). 
3. We address the problem of inconsistency of the arithmetic average aggregation for 
obtaining industry efficiency measures. 
4. We introduce the consistent industry efficiency measures (based on results of Aczel, 
1990). 
In terms of empirical implications of this studythere is support of the 
importance of listed contributions for measuring efficiency as well as consistency with 91 
results in other studies of the same industry using parametric and non-parametric 
approaches. In particular, we conclude that: 
1.	  The efficiency scores tend to be lower when the possibility for technological change 
is ignored in the model (by assuming the global CRS). 
2.	  The large economies of scale in the U.S. brewing industry were opened due to the 
technological change that occurred during 1954-65. 
3. Most of the firms were operating under economies of scale during the period of 
technological change and later caught up with the most (scale) efficient firms. 
4.	  Efficient firms tend to maintain their high efficiency for several periods. 92 
Bibliography 
Aczel, J. (1990) "Determining Merged Relative Scores," Journal of Mathematical 
Analysis and Applications: vol. 150, No.1, July 15, pp. 20-40. 
Banker, R., A.Charnes, W.W. Cooper (1984), "Some Models for Estimating Technical 
and Scale Inefficiencies in Data Envelopment Analysis," Management Science 30:9 
(September), pp. 1078-92. 
Bjurek H., FOrsund, F., and L. Hjalmarsson (1990), "Deterministic parametric and 
nonparametric estimation of efficiency in service production," Journal of Econometrics 
46 pp. 213-227. 
Carlsson, B. (1972) "The measurement of efficiency in production: an application to 
Swedish manufacturing industries 1968," Swedish Journal of Economics, vol. 74, pp. 468-
85. 
Chambers, R., Y. Cung, and R. Fare (1998) "Profit, Directional Distance Functions, and 
Nerlovian Efficiency," Journal of Optimization theory and Applications: vol. 98, No. 2, 
August, pp. 351-364. 
Charnes, A., W.W. Cooper and E. Rhodes (1978), "Measuring the Efficiency of Decision 
Making Units," European Journal of operational research 2: 6 (November), pp. 429-444. 
Chavas, J., T.Cox (1988), "A Nonparametric Analysis of Agricultural Technology," 
American Journal of Agricultural Economics 70, pp. 303-310 
Day, D.L., A.Y. Lewin, H. Li, (1995) "Strategic leaders or strategic groups: A 
longitudinal Data Envelopment Analysis of the U.S. brewing industry," European 
Journal of Operational Research, 80, pp. 619-638. 
Elzinga, K. G. (1990) " The Beer Industry," in Walter Adams, ed., The Structure of 
American Industry. New York: Macmillan, pp. 128-160. 
Fare, R. (1988), Fundamentals of Production Theory. Springer-Verlag, Berlin, Germany. 
Fare, R. and S. Grosskopf (1985) "A Nonparametric Cost Approach to Scale Efficiency," 
Scandinavian Journal of Economics 87 (4), pp. 594-604. 
Fare, R. and S. Grosskopf (1995) " Nonparametric Test of regularity, Farrell efficiency, 
and goodness-of-fit," Journal of Econometrics, (4), pp. 415-425. 
Fare, R. and S. Grosskopf and C.A.K. Lovell, (1994) Production Frontier, Cambridge, 
Cambridge university Press. 93 
Fare, R. and S. Grosskopf and R. Russell, eds. (1997) Index Numbers: Essays in Honor of 
Sten Malmquist, Boston: Kluwer Academic Publishers. 
Fare, R. and D. Primont (1995), Multi- Output Production and Duality: Theory and 
Applications, Boston: Kluwer Academic Publishers. 
Farrell, M.J. (1957), "The Measurement of Productive Efficiency," Journal of Royal 
Statistical Society, Series A, General, 120, part 3, pp. 253-281. 
FOrsund, F., and L. Hjalmarsson (1974), "On the measurement of productive efficiency," 
Swedish Journal of Economics 76, pp. 141-154. 
FOrsund, F., L. Hjalmarsson (1979), "Generalized Farrell measures of efficiency: An 
application to milk processing in Swedish dairy plants," Economic Journal 89 (354) 
(June), pp. 294-315. 
Hylten-Cavallius, C., L. Sandgren (1962), Matematisk Analys I, Lund Hakan Ohlssons 
Boktrykeri. 
Li, S. K. (1998), "Decomposing Output Growth in the Presence of Multiple Outputs," 
working paper, Department of Economics, Hong Kong Baptist University, Kowoloon, 
Hong Kong, China, e-mail: siclahcbu.edu.hk, tel.(852) 2339-7553. 
Kerkvliet, J.R, W. Nebesky, C. H. Tremblay, V. J. Tremblay, (1998) "Efficiency and 
Technological Change in the U.S. Brewing Industry," Journal of Productivity Analysis, 
10, pp.1-18. 
Seiford M.,L., R.M. Thrall (1990), "Recent Developments in DEA: The Mathematical 
Programming to Frontier Analysis," Journal of Econometrics 46, pp. 7-38. 
Shephard, R.W. (1970), Theory of Cost and Production Functions. Princeton: Princeton 
University Press. 
Tauer, L.W. (1995), "Do New York Dairy Farmers Maximize Profits or Minimize 
Costs?" American Journal of Agricultural Economics 77 (May), pp. 421-429. 
Tremblay, C. H., V. J. Tremblay (1995) "Advertising, Price, and Welfare: Evidence From 
the U.S. Brewing Industry," Southern Economic Journal, October, pp. 367-381. 
Tremblay, V.J. (1987), "Scale Economies, Technological Change, and Firm-Cost 
Asymmetries in the US Brewing Industry," Quarterly Review of Economics and 
Business, Summer, pp. 71-86. 94 
Tremblay, C. H., V. J. Tremblay (1988) "The Determinants of Horizontal Acquisitions: 
Evidence from the U.S. Brewing Industry," The Journal of Industrial Economics, pp. 21-
45, September. 
Tremblay, V.J. (1985) "A Reappraisal of Interpreting Rising Concentration: The Case of 
Beer," The Journal of Business, pp. 419-31, vol. 58. No. 4. 
Tremblay, C. H., V. J. Tremblay (1996) "Firm Success, National Status, and Product line 
Diversification: An Empirical Examination," Review of Industrial Organization 11, pp. 
771-789. 
Varian, H.R. (1984), "The Non-parametric Approach to Production Analysis," 
Econometrica 52, (May), pp. 579-97. 
Ylvinger S., (1999) "Industry Performance and Structural Efficiency Measures: Solutions 
to Problems in Firm Models," working paper, Transportcentrum, Box 760, 781 27 
Borlage, Sweden, e-mail: svante.ylvinger@geteborg.mail.telia.corn 95 
Appendices 96 
Appendix A: Conditions for Equivalence of Si(y,x) and Sci(y,wx) 
This appendix provides the theory and the proofs of Equivalence of Si(y,x) and 
Sci(y,wx) developed within this study. To show this equivalence we need to introduce the 
concept of Input Scale Homotheticity and prove the following results. 
Definition: Input Scale Homotheticity (ISH) 
A technology T represents Input Scale Homotheticity if L(yjCRS) = H(y)L(yIVRS), 
where H(y) is some function H: RM+  R+, that is consistent with the axioms Al-A6. 
Lemma 
A technology T represents Input Scale Homotheticity if and only if cost function have the 
following property:  C(y,wICRS) = H(y)C(y,wIVRS). 
This lemma says that the ISH property of the technology can be equivalently 
characterized in terms of the cost function. This simplifies the proof of equivalence of 
Si(y,x) and Sci(y,wx) since they are defined in terms of distance functions, which in turn 
can be retrieved from the cost functions. 
Proof 
"if' part: Assume that a technology exhibits Input Scale Homotheticity, then: 
C(y,wICRS) = min. {wx : x E L(y1CRS)} = min. {wx : x  H(y)L(AVRS))= 
= H(y) min. {wx/H(y) : x/H(y) E L(yIVRS))= H(y) min.> {wx' : x' E L(yIVRS)}= 
= H(y)C(y,wIVRS). where x'=x/H(y). 
"only if" part: 97 
Now assume that C(y,wICRS) = H(y)C(y,wIVRS) , then using the fact' that: 
L(y) = {x : px > C(y,w), for all w > 0}.  
We can write:  
L(yICRS) = {x : wx > C(y,wICRS), all w > 0} = {x : wx H(y)C(y,wJVRS), all w > 0)  
= H(y){x/ H(y) : wx/ II(y) > C(y,wIVRS), all w > 0) (let x' = x/H(y)) 
= H(y){x' : wx' > C(y,wIVRS), all w > 0) = 11(y) L(yIVRS). 
That is, L(yICRS) = H(y)L(yIVRS).  Q.E.D. 
Now we are ready to prove the following proposition. 
Proposition 
A technology T represents Input Scale Homotheticity (ISH) if and only if Si(y,x) and 
Sci(y,wx) are equivalent. Moreover, under ISH, Si(y,x) = Sci(y,wx) = 1/11(y). 
Proof 
"if' part: 
Assume that a technology T represents Input Scale Homotheticity, then for each 
particular y it will be true that: 
Sci(y,wx) =  Dci(y,wxIVRS)/ Dci(y,wxICRS) = [wx/C(Y,w1VRS)] i[wx/C(Y,w1CRS)] 
[this is Si(y,x) by definition, now using ISH we get] 
= C(y,wjVRS)/ H(y)C(y,wIVRS) = 1/11(y). 
"only if" part: 
Now assume that, Si(y,x) = Sci(y,wx). This implies (by definition) that, 
Di(y,xIVRS)/ Di(y,xICRS) = [wx/C(y,w(VRS)]/[wx/C(y,w1CRS)] <=> 
C(y,wICRS) = C(y,wIVRS)[Di(y,xIVRS))/ Di(y,xICRS)] 
17 See Proposition (3.1.2) in Fare and Primont, 1995, p. 45. 98 
Since the left hand side, C(y,wICRS), does not depend on x, the right hand side 
also does not depend on x. Therefore, we can treat the ratio Di(y,xIVRS))/Di(y,xICRS) as 
some function H(y) that depends only on y. One may note that this ratio appears exactly 
as the definition of input oriented scale efficiency. 
The last expression implies:  C(y,wICRS) = C(y,wIVRS) H(y) 
which is, by the previous lemma, equivalent to saying that: L(yICRS) = H(y)L(yIVRS), 
which is the definition of Input Scale Homotheticity. Therefore, Si(y,x) = Sci(y,wx) 
implies ISH.  Q.E.D. 
The intuition behind this result is the following. If a researcher wants to obtain 
information on input oriented scale efficiency, Si(y,x), of a decision making unit (DMU) 
but have data only for total cost and output rather than input and output, he/she can still 
obtain this same information from the cost-output oriented scale efficiency measure, 
Sci(y,wx), if the technology exhibits the Input Scale Homotheticity property. 
Another way to look at this equivalence is to show that the Input Scale 
Homotheticity hold if and only if the Allocative efficiency under CRS is the same as the 
Allocative efficiency under VRS assumption, the condition that was pointed out by Fare 
and Grosskopf (1985). To prove this we make the following definitions. 
Definition: Allocative efficiency (Fare and Grosskopf, 1995): 
Let ATE, Fci(y,wx) and Fi(y,x) denote allocative input, overall-input, and input oriented 
technical efficiency measures, then the first is defined in terms of the rest as: 
ALE = Fci(y,wx) / Fi(y,x) 99 
Figure Al illustrates this idea by showing that the observation is not only 
technically inefficient, but also is allocatively inefficient since there exist a better 
allocation of inputs that produce the same level of output, y, but with lower cost, wx (for 
the same input prices, w). For observation (x°,y) the input oriented technical efficiency is 
measured as OA/OB =l, the overall-input efficiency is OA/OC and Allocative input 
efficiency is measured as a ratio OB/OC. 
Figure Al. Technical Overall and Allocative efficiency. 
Therefore, for specific assumptions of returns to scale (as indicated in the 
parentheses) we can write the following: 
AIE(CRS) = Fci(y,wx1CRS)/Fi(y,x1CRS) and AIE(CRS) = Fci(y,wxICRS)/Fi(y,xICRS) 
To consider conditions under which AIE(CRS)= AIE(VRS), we need the 
following lemma. 
Lemma 
A technology T exhibits Input Scale Homotheticity if and only if the input oriented 
distance function has the following property:  Di(y,xICRS) = Di(y,xIVRS)/ H(y). 100 
Proof 
"if" part:  
Assume that a technology T represents Input Scale Homotheticity, then:  
Di(y,xICRS) = supx{X : x/X E L(yICRS)} = supx{X : x/X E H(y)L(AVRS))= 
= (1/H(y)) supx{X11(y) : x/(X1-1(y)) e L(yIVRS) } = 
= H(y) supx{X' : x/X' E L(yIVRS) } = Di(y,xIVRS)/H(y). where X.'=X/H(y). 
"only if" part: 
Now assume that Di(y,xICRS) = Di(y,x1VRS) / H(y), then using the fact' that: 
L(y) = {x: Di(y,x) 2_1), we can write: 
L(yJCRS) = {x: Di(y,xICRS)  }= {x: Di(y,xIVRS)/ H(y) 21) 
(using linear homogeneity of Di(y,x) in x we get) 
= {x: Di(y,x/H(y))IVRS) ?I) = H(y){x/H(y): Di(y,x H(y))IVRS) > 1) 
(denoting x'= x/H(y), we get) 
= H(y)(x': Di(y,x'))IVRS) 21) = H(y)L(yIVRS). 
Q.E.D. 
Now we are ready to prove the following result. 
Proposition. 
Input Scale Homotheticity of a technology holds if and only if the allocative input 
efficiency under CRS is the same as the allocative input efficiency under the VRS, i.e. if 
and only if  AIE(CRS) = AIE(CRS). 
Proof.  "if part: 
AIE(CRS) = Fci(y,wx1CRS)/Fi(y,x1CRS) = (C(y,wICRS)/wx)/(1/Di(y,x1CRS)) = 
18 See Proposition (2.1.22) in Fare and Primont, 1995, p. 22. 101 
= (C(y,wiCRS)Di(y,x1CRS))/wx (now impose Input Scale Homotheticity) 
(H(y)C(y,w1VRS)Di(y,x1VRS)/H(y))/wx = (C(y°,w1VRS)Di(y,x1VRS))/wx 
= Fci(y,wxIVRS)/Fi(y,xIVRS) = AIE(VRS). 
"only if part ":  AIE(CRS)= AIE(VRS) =>  
(C(y,w1CRS)Di(y,x1CRS))/wx = (C(y,wIVRS)Di(y,xIVRS))/wx  =>  
C(y,wICRS) = (C(y,w1VRS)Di(y,x(VRS))/ Di(y,xICRS)  
Since the left hand side, C(y,wICRS), does not depend on x, the right hand side 
also does not depend on x. Therefore, we can treat the ratio Di(y,x1VRS))/Di(y,x1CRS) as 
some function H(y) that depends only on y. (Not surprisingly, this ratio appears exactly 
as the definition of input oriented scale efficiency.) 
Therefore, the last expression implies:  C(y,wICRS) = C(y,wIVRS) H(y). 
which means that the technology exhibits Input Scale Homotheticity.  Q.E.D. 
In addition, it is important to note that for a single-output (multiple input) case the 
ISH of a technology implies that the technology also exhibits Input Homotheticity" (Fare 
and Primont, 1995). This is evident from the following manipulations: 
From the definition of ISH we have: L(yICRS) = H(y)L(yIVRS), which is equivalent to: 
yL(1MICRS) = H(y)L(yIVRS) (due to CRS technology), next, applying ISH to the left-
hand-side of the last expression we get: y H(1m)L(1mi'VRS) = H(y)L(yIVRS), which is the 
same as:  G(y) L(1MIVRS) = L(yIVRS), where G(y) = [y H(1M) / H(y)]. The last 
expression shows that the technology L(y) is also Input Homothetic, by definition. 
19 Recall, that A Technology T exhibits Input Homotheticity if L(y) = G(y)L(1M). 102 
Appendix B: Multiplicativity of the Merging Function for Avoiding 
the Problem of Ambiguity 
This appendix provides details of the notion of ambiguity developed within this 
study. Specifically, the purpose of this appendix is to show the importance of the 
multiplicativity property of the function that merges relative efficiency scores obtained 
from differently oriented distance functions. 
A general formula for the scale efficiency measure is defined as: 
S = TE(CRS)/TE(VRS)  (B1) 
where TE(CRS) and TE(VRS) are some technical efficiency measures obtained for 
different assumptions about returns to scale. For example, these could be Farrell technical 
efficiency measures that would produce the scale efficiency measure introduced by Fare 
and Grosskopf (1985). As was noticed in the paper, if this measure can be calculated on 
different sides, input and output, then it may suffer from the ambiguity problem, i.e. 
Si =TEi(CRS) / TEi(VRS), and S. = TEO(CRS) / TEO(VRS), and in general Si  So. 
Therefore, we need some function G  :  912+4 91+ , that merges information on 
both sides (input and output) and gives a new efficiency measure. Suppose we know 
some merging function G that avoids the problem of ambiguity by merging input and 
output oriented measures of (technical, scale, overall) efficiency. This function will 
produce some technical efficiency measures, which we can write as: 
ATE(CRS) = G(TEi(CRS), 1/TEO(CRS)) for the CRS assumption, and 103 
ATE(VRS) = G(TEVRS), 1/TE.(VRS)) for VRS assumption. 
These new measures can be used to obtain a new scale efficiency measure, using 
the general formula for scale efficiency stated in (B1). That is, some: 
S = ATE(CRS) /  ATE(VRS) 
On the other hand, we assumed that the function G is capable to avoid the 
problem of ambiguity in efficiency measures, including the technical and scale efficiency 
measures. Therefore, if G is applied to measuring the scale efficiency it will produce 
some: 
ASE =  G(Si, 1/So) 
Since we used the same merging function, G, and the same information in 
obtaining ATE(CRS) and ATE(VRS)  and the same definition of scale efficiency to obtain 
ASE, Si and So (formula (B1))it is normal to expect that both scale efficiency measures 
S and ASE must give the same information. Therefore, in searching for a function G we 
require S = ASE, that is: 
S = ATE(CRS) / ATE(VRS) =  G(Si,  1/So) = ASE  (B2)  
Now, we are ready to prove the need for multiplicativity. 
Proposition. 104 
Requirement (B2) along with the Inverse symmetry of a merging function 
G : 912+4 91+ requires G to have the multiplicativity property. 
Proof. 
The expression in (B2), ATE(CRS) / ATE(CRS) = G(Si, 1/So), is equivalent to saying: 
G(TEi(CRS), 1/TE.(CRS)) 
= G(TEi(CRS)/TEi(VRS), TEO(CRS)/TEO(VRS))  (B3) 
G(TEi(VRS), 1/TE0(VRS)) 
The first term in (B3) after using Inverse Symmetry2° to its denominator gives: 
G(TEi(CRS), 1/TE(CRS)) 
--------- = G(TEi(CRS), 1/TE0(CRS)) G(1/TEi(VRS), TE0(VRS)) 
G(TEi(VRS), 1/TE0(VRS)) 
Equating this with the right hand side of (B3) gives: 
G(TEi(CRS), 1/TE.(CRS)) G(1/TEi(VRS), TEO(VRS)) = 
= G(TEi(CRS) / TE'VRS), TEO(CRS) / TEO(VRS)) 
Which satisfies the definition of multiplicativity21. 
Q.E.D. 
20 Recall that Inverse symmetry was defined as G(pi, p2) = [G(pi  p2-1)[  where pi, p2 are positive real  
scalars (in our case they are differently oriented (i.e. input and output) efficiency measures).  
21 Recall that a merging function G: Rk+ -' R. satisfies the Multiplicativity property if  
G(p1q1 ,p2q2)=G(p1,p2)G(cb,q2), where pi,p2, q1, q2, are any positive real scalars.  105 
Appendix C: Inappropriateness of Arithmetic Aggregation 
We advocate that the arithmetic aggregation of the individual efficiency scores 
(based on the distance functions) does not have an important property that might be 
desirable for keeping consistency with the theory of the distance functions. 
Specifically, we are concerned with the reciprocal relationship property between 
the input and the output oriented efficiency measures under the CRS. We know that this 
property exists for the individual efficiency measures, and we also would like to preserve 
it in the industry efficiency measures obtained due to an aggregation. We formulate this 
idea in the following axiom. 
Let ITV and ITE° be input and output oriented measures of industry technical 
efficiency obtained from aggregating individual efficiency scores from Farrell technical 
efficiency measures with corresponding orientation (input or output). Since under the 
CRS, the individual input oriented and output orientedFarrell measures of technical 
efficiency give the same efficiency information22 then the following statement must also 
be true: 
Axiom ("CRS consistency" for Farrell technical efficiency measures): 
CRS  = 1 / ITE° 
We use this axiom as a criterion in what we call a 'CRS Consistency Test' for 
industry efficiency Measures. If a measure fails this test then we call it an inconsistent. 
22 They are reciprocal to each other. This follows directly from the "reciprocal property of distance 
functions" and the definitions of Farrell measures of technical efficiency. 106 
It is worth clarifying a few notions stated in the axiom. For the individual 
measures of technical efficiency to "give the same efficiency information" means that, 
for example, that the input oriented measure gives the same efficiency score as the output 
oriented efficiency measure when both are translated into the same scale. Recall that 
Farrell input oriented efficiency is measured on the scale "always < 1", and Farrell output 
oriented efficiency measure is on the scale "always > 1". Therefore, this translation can 
be done simply by taking the reciprocal of either input oriented or output oriented 
measure. In the first case both efficiencies would be measured on the scale "always > 1", 
in the second, on the scale "always < 1". 
If an industry technical efficiency measure is obtained using some form of 
average, then the scales are preserved. Thus, the industry input oriented efficiency is also 
measured on the scale "always < 1", and the industry output oriented efficiency measure 
is on the scale "always > 1". So, again, the translation can be done by using the reciprocal 
of one or the other. Thus, the axiom says that, under the CRS, both industry input 
oriented and industry output oriented efficiency measures must give the same efficiency 
score (the value) after the translation into the same scale. Now, we are ready to make the 
following proposition. 
Proposition 
If we impose the multiplicativity and agreement properties on the merging function G 
then the only appropriate aggregation of efficiency scores based on the distance functions 
is the Geometric Average. 
Proof. 107 
This proof can be done by the following illustrative example. Suppose a 
researcher observes the efficiency scores of all (imaginary) firms in the industry 
presented in the following table. 
Table Cl. Illustrative example of arithmetic average aggregation 
Efficiency  Observed Individual efficiency scores for firms 1, ...,  10  Arithm. Aggregat. 
measures 
1  2  3  4  5  6  7  8  9  10 Average 1/Average 
Fi(CRS)  1  0.90  0.80  0.70  0.60  0.50  0.40  0.30  0.20  0.10  0.55  1.82 
Fo(CRS)  1  1.11  1.25  1.43  1.67  2.00  2.50  3.33  5.00  10.00  2.93  0.34 
In Table Cl, Fi(CRS) and Fo(CRS) stand for input and output oriented Farrell 
measures of technical efficiency, respectively. The CRS in parentheses indicate that both 
are received from modeling the CRS technology and therefore are reciprocals to each 
other. It is evident that if the researcher were to use the input oriented efficiency 
measures he/she would conclude the "industry efficiency" to be 0.55. On the other hand, 
if the output orientation was used, then the 'industry efficiency" would be reported as low 
as 0.34. Therefore, although the individual output versus input oriented efficiency scores 
are reciprocals to each other, the industry input oriented efficiency obtained via 
arithmetic aggregation not a reciprocal to the industry output oriented efficiency. Thus, 
the axiom is violated. 
Q.E.D. 
Before starting a search for a merging (or aggregating) function that passes the 
CRS Consistency Test we want to explore other necessary and/or sufficient conditions for 108 
such a function. It turns out that the reason for the CRS inconsistency hides a necessary 
condition. 
Specifically, the arithmetic mean has an additive structure of aggregation while 
efficiency measures (those obtained from the distance functions) have a multiplicative 
meaning. The multiplicative meaning, in general, gives different implications than the 
additive meaning. This is precisely the reason for the inconsistency of the arithmetic 
aggregation. Therefore we advocate23 that a way to aggregate these efficiency measures 
must require a multiplicative property of a merging (aggregating) function, which is 
technically defined below. 
Definition: Multiplicativity property (Aczel, 1990): 
A merging function G: RK,  R+ satisfies the Multiplicativity property if 
G(piq 1, p2q2, ... pKq  = G(pi, p2, ...,  pi() G(qi, q2,  qx), 
where pl, p2,  pK, qi, q2,  qic are any positive real scalars. (For our case, the 
components, pi e 91+, (i=1, 2, ..., K), represent efficiency measures of different firms in 
the industry.) 
In addition, we want this merging function to yield the value, say equal to E, if all 
its arguments that are to be aggregated have the same value, equal to this E .  This 
property is known as the agreement property (Aczel, 1990), and is evidently needed for 
the merging function not to destroy the conclusion that is obvious without an aggregation. 
Technically, it is defined as: 
Definition: Agreement property (Aczel, 1990): 
A merging function G: RK+  R+ possess The Agreement property if 
pi = 102 =  = pK  implies  G(pi,p2,  pK) = G(p, p,  p) = p 109 
Intuitively, this property says that when all firms have the same level of 
efficiency, then an efficiency of any of these firms may serve as a representation of the 
industry efficiency. 
Thus far, we have three desirable conditions, namely: the "CRS consistency", 
"multiplicativity", and "agreement". Using Aczel's (1990) result, we conclude24 that the 
weighted geometric mean is the only suitable form of the merging function that satisfies 
these three conditions. We summarize this statement in the following proposition. 
Proposition 
If the industry measures of efficiency, 'Eland IE° (obtained via an aggregation of the 
individual efficiency scores based on the distance functions), must possess the 
multiplicativity and the agreement properties, then a necessary and sufficient form of the 
aggregation (the merging function) is the weighted geometric average. This form of 
aggregation also satisfies the "CRS Consistency" axiom. 
Proof. 
To prove this proposition, we make use of the Aczel result about the general form of 
multiplicative function, which along with the definition of the agreement property 
produces the geometric average form of a merging function (necessity). In turn, the 
geometric average form of a merging function implies these properties (sufficiency)25. 
Let G(P) be a relative merging function (RME), such that G: RK, i R+, where 
23 A technical proof of the need for multiplicativity of the merging function we provide in the appendix D. 
24 We provide the proof in the appendix B.  
25 Aczel (1990) provided the proof for necessity and sufficiency of the (non-weighted) geometric mean 
under these conditions and a symmetry condition, and pointed out that if the symmetry condition is relaxed 110 
P =(pi,p2,  pK) is a vector of (relative) efficiency scores. Aczel (1990) proves the 
following result. 
Lemma (Aczel, 1990, p. 26, Corollary 4): 
The general locally continuous (locally bounded) multiplicative RMF's [relative merging 
function's] are 
G(P)  P:k  where bk are arbitrary constants. 
k=1 
Proof See Aczel (1990), p. 26. 
Now we are ready to prove our proposition. 
From previous lemma one can see that the multiplicativity property alone imposes 
the weighted geometric average form if we restrict the sum over all bk to be 1. This 
restriction can be imposed by the agreement property. Using the definition of the 
agreement property inserted into the previous result gives: 
P = GO,  P)  , PK) = G(P) = fic[Pwi 
k=1 
K   fwk 
This means that p = up°4 = pk.'  , which (for real positive p) can be true if an only if 
k=1 
Ct) k = 1 
k =1 
Thus, multiplicativity and agreement properties impose the weighted geometric 
average form. Reverse statement (that the geometric average implies multiplicative and 
agreement properties) is also true and is evident. 
then the weighted geometric average form is implied (p.35-36). Although the proof without the symmetry 
condition is straightforward we still provide it for the sake of completeness. 111 
The geometric form of the merging function also satisfies the "CRS Consistency 
test." That is, the reciprocal relationship of individual input versus output oriented 
C 
efficiency measures under the CRS, E:RS  )  implies the reciprocal relationship of 
industry (due to aggregation of individual scores) input versus output oriented efficiency 
-1 
CRS 
measures, n(Eki r  ,VCOk E  + 
k=1  k=1 
Therefore the weighted geometric average is a necessary and sufficient 
aggregation for fulfilling properties of multiplicativity and agreement, and passing the 
"CRS consistency test".  Q.E.D. 
Using this proposition we define our industry efficiency 26 measure as: 
=n(Ekyok 
k=1 
where cok is a weight of importance of firm k in the industry, such that Ecok =1. 
k=1 
As particular case we define the industry input oriented technical efficiency measure as: 
ITE2 = [I (TEE )°'k 
k=1 
Under the CRS, equivalent efficiency information can be obtained from The industry 
output oriented technical efficiency measure: 
ITE° = n(7.,°)°'' 
k=1 
The industry input oriented Scale efficiency measure: 
26 More precisely, we are concerned with the Structural Efficiency of an Industry in Farrell (1957) sense. 112 
K 
ISE' = H(S.EL)mk 
k=1 
The industry output oriented scale efficiency measure: 
K 
ISE° = n (SET rk 
k=1 
Similar aggregation can be done for other efficiency measures (e.g., overall, 
allocative) that make use of the distance functions. 
As an illustrative example, we use the (made up) observations of an imaginary 
industry provided in the Table 1. The industry technical efficiency measure with the input 
orientation gives the score equal to 0.45 and with the output orientation is 2.21. The 
resulting values are reciprocal to each other, as it is required by the "CRS Consistency" 
axiom. 
Therefore we see that the geometric aggregation of efficiency scores obtained 
from the distance functions preserves the property of reciprocal relationship between the 
input and output oriented efficiency measures, when we go from measuring the 
individual efficiency to the industry efficiency. If this property is important then we 
suggest using the geometric average rather than the arithmetic average in order to 
aggregate efficiency scores that are based on the distance functions. 
In general, the arithmetic aggregation always gives values greater than or equal to 
the geometric aggregation (Hylten-Cavallius and Sandgren, 1962, pp.42-43). The 
difference between the two aggregation is greater, the greater the difference between the 
arguments that need to be aggregated. 113 
Appendix D: The Multiplicativity Property of a Merging Function for Obtaining an 
Industry Efficiency Measure 
The purpose of this appendix is to show the need for the multiplicativity 
property of the function that merges individual efficiency scores received from the 
distance functions, when the Inverse Symmetry property is imposed. 
Recall that a general formula for a scale efficiency measure is defined as: 
S = TE(CRS)/ TE(VRS)  (D1) 
where TE(CRS) and TE(VRS) are some technical efficiency measures obtained 
for different assumptions about the returns to scale, the CRS and VRS respectively. For 
example, these could be the Farrell technical efficiency measures that would produce the 
scale efficiency measure introduced by Fare and Grosskopf (1985). As was noticed 
earlier (in section 111.1.3.) this measure can be calculated on different sides (orientations): 
input and output. That is we obtain: 
Si =TEi (CRS) / TEi (VRS), and S. =TE. (CRS) / TE. (VRS) 
In this appendix, we do the proof only for the input orientation, but the logic of 
the proof for the output orientation case is the same. When we want to obtain the industry 
scale efficiency we can apply formula (D1) in two ways. First, we can obtain individual 
scale efficiency scores via formula (D1) and then aggregate them with some merging 
function G :  R+.  This will give some measure, let us call it ISE*, such that: 114 
ISE* = G(Sil, Si2,  SiK) 
Second, we can aggregate individual technical efficiency measures using the 
same merging function G :  911(+4 9i, for obtaining the industry technical efficiency 
measures, and then use them in the general formula (D1) to obtain the industry scale 
efficiency measure. This will give some other measure, let us call it ISE**, such that: 
ITEi(CRS)  G(TEACRS), TE;2(CRS),  TEiK(CRS)) 
ISE** 
ITEKVRS)  G(TEil(VRS), TE?(VRS),  TEiK(VRS)) 
As one can see, in both ways we were using the same observations Ic=1, 2,  K, 
the same formulas for the technical efficiency measures, the same merging function G, 
and the same formula for the scale efficiency (D1). The difference is only in the order of 
the stepswhether the aggregation or the usage of the formula (D1) is a first step. 
Therefore, we advocate that both measures, ISE* and ISE** must always yield the same 
values. That is, 
ISE* = ISE  (D2) 
In addition, in our proof we use the notion of Inverse Symmetry defined and 
described below: 
Definition: 
A merging function G :  9i1(+4 91+ is called Inverse Symmetric if 
G(pi, p2,  PK)  [G(Pi 
-1, 
A  ,  (D3) 
where pl, p2,  pK are positive real scalars. 115 
In our case the arguments pi, p2,  pK are efficiency measures with the same 
1  TE 2,  TEiK orientation (i.e. input or output). For example, when pi =  p2 
then 
G(TEil, TEi2,  MiK)	  rrEiN -1 
Intuitively, this notion states that the merging efficiency scores on the scale 
"always > 1" is equivalent to merging these scores on the other scale, "always < 1", and 
then translating this (merged) result back to the former scale, "always > 1". Ifa merging 
function does not satisfy this property, then its aggregation introduces a distortion, which 
is, of course, undesirable. 
Therefore, we need some merging function G :  911(4.--) 91+ that merges 
information from several efficiency scores (with the same orientation, i.e. either input or 
output) and gives a new efficiency measure. Moreover, this function must satisfy Inverse 
Symmetry property (D3) and equality in (D2). Now we are ready to prove the need for 
the multiplicativity. 
Proposition. 
Requirement (D2) along with the Inverse symmetry (D3) ofa merging function 
G :	 911C+-÷ 91+ implies that the function G must possesses the multiplicativity property. 
Proof. 
The expression in (D2), ISE* = ISE**, is equivalent to: 
G(TEACRS), TEi2(CRS),  TEiK(CRS)) 
G(S,1, S12,  SiK)  (D4) 
G(TEAVRS), TEi2(VRS),  TEiK(VRS)) 116 
The left hand side term in (D4), using formula (D1), is equivalent to 
G(Sil,  SiK) = G(TEil(CRS)/G(TEil(VRS),  TEiK(CRS)/ G(TEiK(VRS)) 
The right hand side term in (D4) after using Inverse Symmetry to its denominator gives: 
G(TEACRS), TEi2(CRS),  TEiK(CRS)) 
G(TE,1(VRS),TEi2(VRS),  TE,K(VRS)) 
= G(TEil(CRS), TE;2(CRS),  TENCRS)) G(1/TEAVRS), 1/TEi2(VRS),  1/TENVRS)) 
Therefore (D4) can be rewritten as: 
G(TEACRS)/G(TEil(VRS),  TENCRS)/ G(TENVRS)) =  
G(TEil(CRS), TE;2(CRS),..., TENCRS)) G(1/TEAVRS), 1/TEi2(VRS),  1/TENVRS))  
This implies that the function G must satisfy the multiplicativity property27. 
Q.E.D. 
27 Recall that a merging function G: Rk+  R+ satisfies Multiplicativity property if G(piq 1, p2q2,  = 
G(pi, p2,  G(q1, (12,  ,  qi0, where p,,..., px , and q,,,..., qx, are any positive real scalars. 