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Abstract. We consider a region of Minkowski spacetime bounded either by one or by two parallel, in-
finitely extended plates orthogonal to a spatial direction and a real Klein-Gordon field satisfying Dirichlet
boundary conditions. We quantize these two systems within the algebraic approach to quantum field the-
ory using the so-called functional formalism. As a first step we construct a suitable unital ∗-algebra of
observables whose generating functionals are characterized by a labelling space which is at the same time
optimal and separating and fulfils the F-locality property. Subsequently we give a definition for these
systems of Hadamard states and we investigate explicit examples. In the case of a single plate, it turns
out that one can build algebraic states via a pull-back of those on the whole Minkowski spacetime, more-
over inheriting from them the Hadamard property. When we consider instead two plates, algebraic states
can be put in correspondence with those on flat spacetime via the so-called method of images, which we
translate to the algebraic setting. For a massless scalar field we show that this procedure works perfectly
for a large class of quasi-free states including the Poincare´ vacuum and KMS states. Eventually Wick
polynomials are introduced. Contrary to the Minkowski case, the extended algebras, built in globally
hyperbolic subregions can be collected in a global counterpart only after a suitable deformation which
is expressed locally in terms of a *-isomorphism. As a last step, we construct explicitly the two-point
function and the regularized energy density, showing, moreover, that the outcome is consistent with the
standard results of the Casimir effect.
1 Introduction
The success of quantum field theory (QFT) is often and righteously ascribed to the associated
description of the matter constituents and of their mutual interactions. Yet one should not forget
that QFT has lead to the discovery of several unique phenomena which could be thought as really
being the blueprint of the theory. In between these one should certainly include the Casimir
effect. Heuristically often depicted as the existence of a non vanishing force between two infinite,
parallel and perfectly conducting plates due to the quantum fluctuations of the vacuum, it has
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been thoroughly studied in the literature. Much has been written about it since the publishing
of the seminal papers [Cas48, CP48] and also several confirmations at an experimental level are
available. It is a daunting task to give an exhaustive bibliography of all different aspects of the
Casimir effect and of all its ramifications in modern physics. We do not even pretend to trying
and we limit ourselves in recommending an introduction which complements the content of this
paper [Mil01].
Our goal is instead to fill a partial gap, namely to discuss the Casimir effect by means of
the functional approach to the axiomatic description of quantum field theory. More precisely
we are interested in the so called algebraic approach, a framework first introduced by Haag &
Kastler in the sixties – see [HK63], which divides the quantization of a physical system in two
separate steps. The first consists of collecting all observables in a unital ∗-algebra whose mutual
relations encode concepts such as locality and causality as well as information on the dynamics
of the system. In the second step, one identifies a quantum state, that is a positive, normalized
linear functional on the algebra of observables. Via the renown GNS theorem, one can recover
the standard probabilistic interpretation of all quantum theories. The success of the so-called
algebraic approach is doubtless, especially since it can be directly applied also to curved back-
grounds, under minimal assumptions on the causal structure of the underlying background –
see for example [BDH13, HW14]. With reference specifically to the Casimir effect, mathemati-
cally rigorous analyses can be found in [DC78, Kay78], while preliminary investigations in the
algebraic framework can be found in [Kuh05, Nie09, Som06]. It is especially noteworthy the
analysis in [Som06] which associates to a quantum field theory on a region with boundaries
the universal algebra generated by the algebras of properly embedded globally hyperbolic sub-
regions. Boundary conditions are take into account via appropriate ideals. Although this is
a viable alternative, we shall not focus on it in this paper and we leave a comparison to our
methods to future investigations.
Another notable and relevant exception is represented by [Her04, Her05, Her10] although
our approach should be seen as parallel and complementary rather than a continuation of these
analyses.
Let us now be more specific on the goals of this paper. Although the words “Casimir
effect” actually do encompass several rather different systems, we are interested only in two
idealized scenarios, namely a real scalar field living in a bounded subset of Minkowski spacetime.
The boundary is represented by either one or two parallel, infinitely extended hypersurfaces,
orthogonal to a spatial direction. Dynamics is ruled by the Klein-Gordon equation with Dirichlet
boundary conditions. The first case is dubbed a Casimir-Polder system, in analogy with [CP48],
the second a Casimir system with reference to [Cas48]. Our choices are merely for simplicity.
On the one hand the method could be almost slavishly translated to Neumann or to Robin
boundary conditions, although some of the conclusions, that we draw, such as the existence of
KMS states, would not necessarily hold true. On the other hand the procedure we use could be
similarly adapted to study other fields such as, for example, the vector potential. Yet, we feel
that it is safer to start with a theory which does not include any gauge freedom which might
complicate the analysis, hence with the risk of turning us from the main purpose of the paper.
We give an answer to different questions concerning specific structural aspects of these sys-
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tems. The first concerns which is the correct algebra of observables to associate to a free quantum
field theory in a confined region such as those considered in a Casimir-Polder or in a Casimir
system. This is not an obvious question since the standard procedure in the algebraic approach
relies heavily on the underlying manifold being globally hyperbolic and on finding the smooth
solutions to the equation(s) of motion, seen as an initial value problem. Both features are not
present in our model. In order to tackle this problem we adapt to the case at hand the so-called
functional formalism which has been used successfully in the algebraic framework in the past
few years – see for an introduction [BDF09, BF09, FR12]. The net advantage of this procedure
is the following: Observables are seen as functionals on a space of kinematical/dynamical con-
figurations and the algebraic structure is obtained by deforming the standard pointwise product
so to include the information of the canonical commutation relations. As soon as one wants to
deal with interactions at a perturbative level or is interested in the expectation value of quan-
tities such as the stress-energy tensor, Wick polynomials are needed. Although their rigorous
construction is known since more than a decade [HW01], the functional formalism allows for an
easier identification not only of the polynomials themselves but also of the underlying algebraic
structure via an additional deformation of the pointwise product.
In order to select a specific class of functionals we adapt to the case at hand a procedure
which was already successfully applied recently to the analysis of Abelian gauge theories [BDS12,
BDS13, SDH12] and of linearized gravity [BDM14]: We start by constructing the space of all
possible configurations allowed by the underlying dynamics, by means of a well-known procedure
in PDE theory: the method of images. Subsequently we identify a set of linear functionals on the
collection of dynamical configurations which play the role of the above mentioned generators. In
order to justify our choice we will argue that there are minimal requirements which need to be
met, namely these generating functionals should be a separating and optimal set – see [Ben14].
At this stage the analysis of a Casimir-Polder and of a Casimir system will start to diverge
considerably. While in the first case we will show that generators are, up to an isomorphism, a
subset of those for a Klein-Gordon field in Minkowski spacetime, in the second, this feature is
lost. Additionally we verify that the algebra of observables also enjoys the so-called F-locality
property introduce by Kay in [Kay92], according to which, the restriction of such algebra to any
globally hyperbolic subregion of the underlying manifold should be ∗-isomorphic to the algebra
of observables built directly on this region with the standard prescriptions. An important novel
point, which our investigation shall uncover, is that the algebra of observables both for a Casimir
and a Casimir-Polder system enjoys the same structural properties of the standard Minkowski
counterpart, especially the time-slice axiom, a feature which was not considered before.
The second question to which we wish to give an answer concerns the choice of an algebraic
quantum state of Hadamard form both for a Casimir and for a Casimir-Polder system. The
microlocal characterization of the Hadamard condition was formulated by [Rad96a, Rad96b] for
scalar field theories on globally hyperbolic spacetimes. Here we extend the definition so that it
can be applied also to theories in bounded regions. In particular we shall call a state Hadamard
if such property is satisfied by its restriction to any globally hyperbolic submanifold of the
underlying spacetime, extending at a level of states the above mentioned F-locality property.
Subsequently we investigate explicit examples. Also at this stage, the two systems, that we
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consider, differ greatly. In the Casimir-Polder one, it turns out that algebraic states can be
constructed via pull-back from those in the whole Minkowski spacetime inheriting, moreover,
the Hadamard property. In the Casimir one, the situation is far more complicated. Here
our main goal is to make contact with the procedures often followed in the standard physics
literature, where states are constructed either with the method of Green functions or, exploiting
the special geometry of the system, via the method of images – for a preliminary investigation
see [Nie09]. The aim especially of the latter is to show that one can construct states for a Casimir
system starting directly from those for a Klein-Gordon field on the whole Minkowski spacetime.
We stress one additional advantage, which is almost never mentioned: The method of images
does not rely on modes and hence on a Fourier transform, being thus a natural candidate to be
used for a generalization of our results to curved backgrounds. We investigate how to translate
rigorously this procedure in the algebraic framework and we show that, in the case of a massless
real scalar field, if we start from the Poincare´ vacuum, we obtain a full-fledged Hadamard state
for a Casimir system. At the same time we show that we can consider a larger class of states on
the whole Minkowski spacetime as starting point. More precisely we give sufficient conditions to
identify them and we show that KMS states at finite temperature meet them. As a byproduct,
it turns out that the corresponding state for the Casimir system preserves the KMS condition.
Additionally, in view of the microlocal characterization of the Hadamard states for the two
systems under investigation, we are able to construct the extended algebra of Wick polynomials.
Noteworthy is the fact that, in order to embed the local Wick polynomial, i.e., those constructed
in a globally hyperbolic subregion, into a global extended algebra, a non-local deformation of
the ordinary star product is necessary. In this respect, we recall that the local extended algebra
depends only on the choice of the Hadamard function, used to deform the star-product. Different
choices of Hadamard functions yield isomorphic algebras and the intertwining isomorphism is a
regular deformation [BDF09]. Yet, in the systems under investigation, contrary to the Minkowski
case, it is impossible to construct a global Hadamard function which depends only on local
geometric properties. Hence, the Wick polynomial constructed out of local property of the
spacetime can be represented in a global algebra only after applying a local deformation. The
necessity for such deformation becomes manifest in the computation of the correlations between
local observables constructed on suitable different globally hyperbolic subregions.
The synopsis of the paper is the following: We define notations and conventions in the next
subsection. In the second section, instead we focus on a Casimir-Polder system. To start with, we
classify all dynamically allowed configurations, constructing out of them the ∗-algebra of fields
and relating it to a subalgebra of the one for a Klein-Gordon field on Minkowski spacetime.
Subsequently we give a notion of Hadamard states for a Casimir-Polder system and we show
how they are related to those on the whole Minkowski spacetime. Eventually we discuss the
notion of Wick polynomials and of Hadamard regularization pointing out the differences with
the standard approach. We show how one can recover, starting from the Poincare´ vacuum, the
usual results for the two-point function and for the regularized energy density. In the third
section instead we focus on a Casimir system. Mimicking the same procedure of the second
section, first we construct all dynamical configurations and then the unital ∗-algebra of fields.
After giving the notion of Hadamard states, we investigate how to construct them starting from
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those on the whole Minkowski spacetime. In particular we discuss the method of images and
we show that it gives well-defined results if we start either from the Poincare´ vacuum or from a
KMS state at finite temperature, if we consider a massless Klein-Gordon field. In this respect
we extend to the algebraic framework earlier analyses, see in particular [BM69, FR87, KCD79]
for the thermal case and [Ful89] for the vacuum case. Eventually we compute also in this case
the expectation value of the two-point function and of the regularized energy density.
1.1 Notations and conventions
Goal of this section is to introduce the notation which will be used throughout the text.
Throughout this paper we shall always indicate with R4 Minkowski spacetime, hence thinking
of this manifold as endowed with the flat metric of signature diag(−1, 1, 1, 1). We will consider
always the standard Cartesian coordinates (t, x, y, z) and we use x as a short-cut to indicate
(t, x, y). When needed, we will also write xµ to indicate the µ-component, µ = 0, 1, 2. The
remaining coordinate z will play a distinguished role as we will be interested on subsets of R4,
bounded by one or two planes orthogonal to a spatial direction, which we will choose always as z.
Additionally, in Section 3.2 we will be using bold face letters such as x as a short-cut to indicate
(x, y, z). From the point of view of quantum field theory, we shall think of R4 as a special case
of a globally hyperbolic spacetime (see [BGP07, Wal84] for the definition). Furthermore we will
be interested on the set of functions which are thereon smooth, C∞(R4), smooth and compactly
supported, C∞0 (R
4) or smooth and spacelike compact, C∞sc (R4). The latter are those functions
whose support, intersected with any Cauchy surface, is compact. Additionally we will need a
fourth class of functions, which are not so often used in the literature and whose definition is,
thus, here given for completeness:
Definition 1.1. We call C∞tc (R4) the collection of timelike compact functions, that is those
α ∈ C∞(R4) such that supp(α) ∩ J−(p) and supp(α) ∩ J+(p) is either compact or empty for all
p ∈ R4. Here J±(p) indicate the causal future (+) and the causal past (-) of p ∈ R4.
On Minkowski spacetime we shall consider a real scalar field whose dynamics is ruled by
Pφ
.
=
(
✷−m2)φ = 0 where ✷ is the standard d’Alembert wave operator. As thoroughly
discussed in [BGP07, Bar13], since P is a normally hyperbolic partial differential operator,
there exist two operators E± : C∞tc (R4) → C∞(R4), called E+, the advanced and E−, the
retarded fundamental solution, such that
• P ◦ E± and E± ◦ P are the identity on C∞tc (R4),
• for all α ∈ C∞tc (R4), supp(E±(α)) ⊆ J±(supp(α)).
Starting from E± we can build the causal propagator E .= E+ − E−. It yields an isomorphism
of topological vector spaces between
C∞tc (R
4)
P [C∞tc (R4)]
and S(R4) =
{
φ ∈ C∞(R4) | Pφ = 0} via [α] 7→
E(α). Notice that, if we consider C∞0 (R
4) in place of C∞tc (R4), then we obtain via the causal
propagator all smooth and spacelike compact solutions to the equation Pφ = 0.
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Another key role in our investigation is played by the algebra of observables for the scalar
Klein-Gordon field in Minkowski spacetime. Following[BDF09, BFR12, FR12], consider the
space of kinematical/off-shell configurations CKG(R4) ≡ C∞(R4), which is endowed with the
compact-open topology. We consider regular functionals on the collection of kinematically al-
lowed configurations [BFR12], namely
Definition 1.2. Let F : CKG(R4) → C be any functional and let U ⊂ CKG(R4) be an open
set. We say that F is differentiable of order k if, for all m = 1, ..., k, the following m-th order
(Gaˆteaux) derivatives exist as jointly continuous maps from U× (CKG(R4))⊗m to C:
F (m)[φ](φ1, ..., φm) = 〈F (m)[φ], φ1 ⊗ ...⊗ φm〉 .= ∂
m
∂λ1...∂λm
∣∣∣∣
λ1=...=λm=0
F
φ+ m∑
j=1
λjφj
 .
Here 〈, 〉 denotes the dual pairing and, for each fixed φ ∈ CKG(R4), F (m)[φ] identifies a distri-
bution density of compact support on R4m. We say that a functional F is
• smooth if it is differentiable at all orders k ∈ N.
• regular if it is smooth, if, for all k ≥ 1 and for all φ ∈ CKG(R4), F (k)[φ] ∈ C∞0 (R4k) and
if only finitely many functional derivatives do not vanish. We indicate this set as F0(R
4).
Since the dynamics is ruled by a Green-hyperbolic operator, we can endow F0(R
4) with the
structure of a ∗-algebra by means of the following product ⋆ : F0(R4)× F0(R4)→ F0(R4):(
F ⋆ F ′
)
(φ) =
(
M ◦ exp (iΓE) (F ⊗ F ′)
)
(φ), (1)
where F,F ′ ∈ F0(R4). Here M stands for the pointwise multiplication, i.e., M(F ⊗ F ′)(φ) .=
F (φ)F ′(φ), whereas
ΓE
.
=
1
2
∫
R4×R4
E(x, x′)
δ
δφ(x)
⊗ δ
δφ(x′)
,
where E(x, x′) is the integral kernel of the causal propagator associated to P . The exponential
in (1) is defined intrinsically in terms of the associated power series and, consequently, we can
rewrite the product also as
(
F ⋆ F ′
)
(φ) =
∞∑
n=0
in
2nn!
〈F (n)(φ), E⊗n(F ′(n))(φ)〉, (2)
where the 0-th order is defined as the pointwise multiplication, that is 〈F (0)(φ), (F ′(0))(φ)〉 .=
F (φ)F ′(φ). The ∗-operation is complex conjugation, that is, for all F ∈ F0(R4) and for all
φ ∈ CKG(R4), F ∗(φ) = F (φ). We call
A
KG(R4)
.
=
(
F0(R
4), ⋆
)
.
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While from a mathematical point of view it represents a deformation of the ∗-algebra of re-
gular functionals endowed with the pointwise multiplication, from a physical point of view it
describes an off-shell algebra of observables associated to the Klein-Gordon scalar field. Notice
the following relevant facts:
• Since regular functionals are such that only a finite number of functional derivatives do
not vanish, there is no issue concerning the convergence of (2). Furthermore we can realize
AKG(R4) as being generated by functionals of the form
Ff (φ)
.
=
∫
R4
d4x f(x)φ(x), f ∈ C∞0 (R4), (3)
barring a completion needed to account for the fact that C∞0 (R
4)× ...×C∞0 (R4) is dense in
C∞0 (R
4×...×R4). In this respect smooth and compactly supported functions on Minkowski
spacetime represent the labeling space of the off-shell algebra of functionals, building, thus,
a bridge towards the more traditional approaches to a covariant quantization of a Klein-
Gordon scalar field.
• Dynamics can be encoded simply restricting functionals to S(R4), a vector subspace of
CKG(R4) made of dynamically allowed configurations. As a by-product, F0(R
4) contains
redundant functionals, that is those F ∈ F0(R4) such that F (φ) = 0 for all φ ∈ S(R4).
At the level of AKG(R4), this restriction can be implemented considering the quotient
between such algebra and the ideal IKG(R4) generated by those functionals of the form
(3) with f = P (h), h ∈ C∞0 (R4). Since the product ⋆ descends to the quotient, the result
A
KG
on (R
4)
.
=
AKG(R4)
IKG(R4)
,
is again a ∗-algebra, which we dub also as the on-shell algebra of observables. Its labeling
space is constituted by the equivalence classes lying in
C∞0 (R
4)
P [C∞0 (R4)]
and thus AKGon (R
4) is
∗-isomorphic to the algebra of observables built out of the standard approaches, see e.g.
[BDH13] and references therein.
Before concluding this section we introduce a last notation which will be useful in this paper,
namely we shall call C∞− (R4) the set of all smooth functions on Minkowski spacetime such that
α(x, z) = −α(x,−z). We will also call the elements lying in this set as odd (under reflection
along the hyperplane z = 0). Conversely we refer to C∞+ (R4) as the collection of smooth
functions which are even under reflection along the hyperplane z = 0, that is α(x, z) = α(x,−z).
Notice the following splitting of vector spaces: C∞(R4) = C∞− (R4) ⊕ C∞+ (R4). Furthermore,
since the operator P contains only the second derivative along the z-direction, it holds that
P : C∞± (R4)→ C∞± (R4) and, thus, P [C∞(R4)] = P [C∞− (R4)]⊕ P [C∞+ (R4)] as well as
C∞(R4)
P [C∞(R4)]
≃ C
∞− (R4)
P [C∞− (R4)]
⊕ C
∞
+ (R
4)
P [C∞+ (R4)]
. (4)
The isomorphism (4) holds true even restricted to C∞tc (R4), C∞sc (R4) and to C∞0 (R
4).
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2 Algebraic quantum field theory and the Casimir-Polder effect
Let us consider the following region of Minkowski spacetime, (H4, η), where H4 = R3 × [0,∞)
is the four dimensional upper half-plane endowed with the Lorentzian flat metric. In agreement
with the notations introduced in section 1.1, the interval [0,∞) runs along the spatial direction,
whose coordinate we indicate as z. We consider a real scalar field vanishing on the boundary ∂H4
and whose dynamics is ruled by the Klein-Gordon equation. This scenario is often associated in
the physics literature to the so-called Casimir-Polder effect [CP48], which describes originally the
interaction between a neutral atom in an electromagnetic cavity and a perfectly conducting wall
at a distance d. For that reason, from now on we shall refer to our setting as a Casimir-Polder
system.
We recall a standard definition in analysis [Lee00, Chapter 1]:
Definition 2.1. Let O ⊆ H4. We say that u ∈ C∞(O) if and only if there exist both an open
subset O˜ of R4 such that O ⊆ O˜ and u˜ ∈ C∞(O˜) such that u˜|O = u.
Notice that the existence of u˜ is guaranteed if and only if u is continuous on the whole O,
smooth on the interior O˚
.
= O \ ∂O and each partial derivative of u on O˚ has a continuous
extension to ∂O. With this last definition and in full analogy with the standard case of a real
scalar field on Minkowski spacetime, we call dynamical configurations of a Casimir-Polder
system the set SCP (H4) of all u ∈ C∞(H4) such that u satisfies the following boundary condition
problem: {
Pu =
(
✷−m2 − ξR)u = 0, m ≥ 0 and ξ ∈ R
u(x, 0) = 0
, (5)
where R is the scalar curvature. Although the scalar curvature on Minkowski spacetime or on
any of its subsets vanishes identically, the coupling term ξR has a consequence on the form of
the stress-energy tensor, which is proportional to the variation of the Lagrangian with respect
to the metric.
Since H4 is not a globally hyperbolic spacetime, we construct dynamical configurations via
the method of images. The analysis which will involve the remainder of the section can be
divided in three parts and it will follows conceptually the one outlined for the Klein-Gordon
scalar field on the whole Minkowski spacetime in section 1.1.
Part 1 – Dynamical configurations: Bearing in mind the notation introduced in section
1.1, we introduce the isometry ιz : R
4 → R4 for which (x, z) 7→ (x,−z). With a slight abuse
of notation, we adopt the same symbol also to indicate its natural action on C∞(R4) and on
generic distribution. We also recall, that, in view of Poincare´ covariance, ιz ◦E = E ◦ ιz, where
E is the causal propagator of P .
Proposition 2.2. Let SCP (H4) be the dynamical configurations of a Casimir-Polder system. It
holds that ρH4 ◦ (E − ιz ◦ E) : C
∞
tc,−(R
4)
P [C∞tc,−(R4)]
→ SCP (H4) is a bijection. Here ρH4 stands for the
restriction map on H4.
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Proof. The map E − ιz ◦ E implements the method of images on Minkowski spacetime. Hence
its image is a solution to Klein-Gordon equation on R4 and, once restricted to H4 via ρ, it
implements also the Dirichlet boundary condition.
Let us prove surjectivity. For any u ∈ C∞(H4) fulfilling (5) we define the auxiliary function
u˜(x, z) =
{
u(x, z), ∀ (x, z) ∈ H4
−u(x,−z) ∀ (x, z) ∈ R3 × (−∞, 0) .
Notice that u˜ ∈ C∞(R4). To show it, it suffices to control the behaviour of the function at
∂H4 = R3 × {0}. Since u(x, 0) = 0 then u˜ is continuous at ∂H4. Let us consider now the first
order partial derivatives: Continuity at ∂H4 is guaranteed along any of the x-directions since
u(x, 0) = 0 whereas that along the z-direction descends from the fact that u˜ is odd along the
z-directions and thus ∂zu˜ is even. A similar string of reasoning can be applied slavishly to the
second derivative1 barring for that along the z-direction for which we have first to recall that
∂2zu(x, z) =
(
∂2t − ∂2x − ∂2y +m2 + ξR
)
u(x, z). Consequently since u vanishes on ∂H4, so does
∂2zu. Reiterating the procedure to all orders yields in combination with Schwarz theorem the
sought result. Furthermore, since u is a solution of (5), it holds that Pu˜ = 0. Consequently, in
view of our discussion in section 1.1, there exists [α] ∈ C∞tc (R4)
P [C∞tc (R4)]
such that u˜ = E(α).
Since u˜ is an odd function, 0 = u˜ + ιzu˜ = E(α) + ιzE(α) = E(α + ιzα) = 0. Hence there
exists λ ∈ C∞tc,+(R4), for which α+ ιzα = Pλ. If we add the information that E ◦P = 0 and that
P [C∞tc (R4)] = P [C∞tc,+(R4)]⊕P [C∞tc,−(R4)], to each u ∈ SCP (H4), we can associate an equivalence
class [α] ∈ C
∞
tc,−(R
4)
P [C∞tc,−(R4)]
. This proves surjectivity. Notice that this map is per construction
injective as, if u = 0, then u˜ = 0 and, thus we can write u˜ = E(α) with α ∈ P [C∞tc,−(R4)].
Part 2 – The off-shell algebra: Following the scheme given in Section 1.1, we define at
first a space of kinematical configurations for a Casimir-Polder system. Let us introduce the
following map:
η : C∞(R4)→ C∞(H4), φ(x, z) 7→ u(x, z) .= 1√
2
(φ(x, z) − ιzφ(x, z))
∣∣∣∣
H4
, (6)
where the numerical pre-factor is a normalization.
Definition 2.3. We call space of kinematical/off-shell configurations for a Casimir-Polder sys-
tem
C
CP (H4)
.
=
{
u ∈ C∞(H4) | u|∂H4 = 0 and ∃φ ∈ CKG(R4) such that u = η(φ)
}
,
where η is the map defined in (6). Since CCP (H4) ⊂ C∞(H4) and since η is for construction
surjective thereon, we endow CCP (H4) with the quotient topology. In complete analogy we shall
also consider CCP0 (H
4) where the subscript 0 stands for compact support.
1We are grateful to Nicolo´ Drago, Igor Kahvkine and Valter Moretti for an enlightening discussion on this
point.
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For later convenience, we introduce η† : C∞0 (H
4)→ E′(R4) defined via
〈η†(h), φ〉 .= 〈h, η(φ)〉H4 =
∫
H4
d4xh(x)η(φ)(x),
Notice both that the integral kernel of η†(h) ∈ E′(R4) is 1√
2
(h(x)Θ(z) − [ιz(h)](x)Θ(−z)) where
Θ is the Heaviside step function and that
WF (η†(h)) ⊂ {(x, k) ∈ T ∗R4 \ {0} | x ∈ ∂H4 and ki = gijkj = 0, ∀i 6= z}, (7)
where g stands here for the Minkowski metric written in Cartesian coordinates.
In analogy with Definition 1.2, we now introduce regular functionals on CCP (H4).
Definition 2.4. Let F : CCP (H4) → C be any smooth functional. We call it regular if for
all k ≥ 1 and for all u ∈ CCP (H4), F (k)[u] ∈ C∞0 (H4k) and if only finitely many functional
derivatives do not vanish. We indicate this set as F0(H
4).
In order to introduce a suitable product in F0(H
4), analogous to (1), we define a map which
plays the role of E in (2):
EH4 : C
∞
0 (H
4)→ SCP , EH4(h) .= η ◦ E ◦ η†(h), (8)
and we call it CP-propagator. Observe that E ◦ η†(h) is well-defined in view of (7) and of
[Ho¨r90, Th. 8.2.13]. Furthermore, for all h ∈ C∞0 (H4), E(η†(h)) ∈ C∞sc (R4) and it solves the
Klein-Gordon equation. As a by-product EH4 is well-defined map into S
CP .
Let us consider now:
⋆H4 : F0(H
4)× F0(H4)→ F0(H4),
which associates to each F,F ′ ∈ F0(H4)(
F ⋆H4 F
′) (u) = (M ◦ exp(iΓE4
H
)(F ⊗ F ′)
)
(u). (9)
Here M stands for the pointwise multiplication, i.e., M(F ⊗ F ′)(u) .= F (u)F ′(u), whereas
ΓE
H4
.
=
1
2
∫
H4×H4
EH4(x, x
′)
δ
δu(x)
⊗ δ
δu(x′)
,
where EH4(x, x
′) is the integral kernel of (8). The exponential in (9) is defined intrinsically in
terms of the associated power series and, consequently, we can rewrite the product also as
(
F ⋆H4 F
′) (u) = ∞∑
n=0
in
2nn!
〈F (n)(u), E⊗n
H4
(F ′(n))(u)〉H4 , (10)
where 〈, 〉H4 stands for the pairing on H4 built of out integration. The 0-th order is defined as
the pointwise multiplication, that is 〈F (0)(u), F ′(0)(u)〉 .= F (u)F ′(u). Notice that (10) defines
a ⋆-product. In view of (8), 〈F (n)(u), E⊗n
H4
(F ′(n))(u)〉H4 is well-defined for all n ≥ 0 and the
non-vanishing derivatives of F ⋆H4 F
′ evaluated on any u ∈ CCP (H4) are compactly suppported.
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Definition 2.5. We call ACP (H4) ≡ (F0(H4), ⋆H4) the off-shell ∗-algebra of a Casimir-Polder
system endowed with complex conjugation as ∗-operation. It is generated by the functionals
Fh(u) =
∫
H4
d4xu(x)h(x) where h ∈ C∞0 (H4) while u ∈ CCP (H4).
Part 3 – The on-shell algebra: To conclude our investigation on the algebra of observables for
a Casimir-Polder system, we want to investigate how ACP (H4) should be modified if we restrict
the allowed configurations from CCP (H4) to SCP (H4). At this stage it is more advantageous to
work on the counterpart of SCP (H4) on Minkowski spacetime specified by Proposition 2.2.
Proposition 2.6. Let OKG− (R4) be the span of all functionals F[ζ] :
C∞tc,−(R
4)
P [C∞tc,−(R4)]
→ C, [ζ] ∈
C∞0,−(R
4)
P [C∞0,−(R4)]
such that F[ζ]([α]) =
∫
R4
ζE(α). This space is:
1. separating, that is for every pair of different configurations [α], [α′] ∈ C
∞
tc,−(R
4)
P [C∞tc,−(R4)]
, there
exists a classical observable [ζ] ∈ C
∞
0,−(R
4)
P [C∞0,−(R4)]
such that F[ζ]([α]) 6= F[ζ]([α′]).
2. optimal, that is, for every pair of classical observables [ζ], [ζ ′] ∈ C
∞
0,−(R
4)
P [C∞0,−(R4)]
there exists at
least one configuration [α] ∈ C
∞
tc,−(R
4)
P [C∞tc,−(R4)]
such that F[ζ]([α]) = F[ζ′]([α])
3. symplectic if endowed with the following weakly non-degenerate symplectic form2:
σ : OKG− (R
4)× OKG− (R4)→ R, σ(F[ζ], F[ζ ′]) = 〈ζ,E(ζ ′)〉 =
∫
R4
d4x ζ(x)E(ζ ′)(x).
Proof. Let us prove 1. Consider any pair [α], [α′] ∈ SCP (H4), [α] 6= [α′], and two representatives
α,α′ ∈ C∞tc,−(R4). On account of standard arguments in analysis we know that C∞0 (R4) is
separating for C∞(R4) with respect to the pairing (1.2). Hence, since E(α−α′) ∈ C∞(R4) is not
vanishing, there must exist β ∈ C∞0 (R4) such that (β,E(α−α′)) 6= 0. Since E(α−α′) ∈ C∞− (R4),
it holds that (β,E(α − α′)) = (ζ,E(α − α′)) where ζ(x, z) .= β(x, z) − β(x,−z) ∈ C∞0,−(R4). ζ
identifies a non trivial element in OKG− (R4), hence the statement is proven.
We focus on 2. Let [ζ], [ζ ′] ∈ OKG− (R4) and let ζ, ζ ′ be two arbitrary representatives. For the
same reason as in the previous point, since E(ζ−ζ ′) ∈ C∞(R4) is non vanishing there must exist
γ ∈ C∞0 (R4) such that supp(γ)∩(supp(E(ζ)) ∪ supp(E(ζ ′))) 6= ∅ and that (γ,E(ζ−ζ ′)) 6= 0. Let
α(x, z)
.
= γ(x, z)− γ(x,−z) ∈ C∞0,−(R4) ⊂ C∞tc,−(R4) individuate an element in SCP (H4) via the
action of the causal propagator E. It holds that F[ζ]−[ζ′]([α]) = (ζ−ζ ′, E(α)) = −(E(ζ−ζ ′), α)) =
2(E(ζ − ζ ′), γ) 6= 0, which entails the sought result.
2Notice that, from a geometrical point of view, it would be more appropriate to refer to σ as a Poisson structure.
We stick to the more traditional codification used in algebraic quantum field theory.
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At last we prove 3. Notice that, per construction, σ is bilinear and antisymmetric. Suppose
that, per absurd, there exists a non trivial F[α] ∈ OKG− (R4) such that σ(F[α], F[α′]) = 0 for every
F [α′] ∈ OKG− (R4). Since every representative of [α] is odd, the same statement holds true for
every [α′] ∈ C∞0 (R4)
P [C∞0 (R4)]
since
C∞0,−(R
4)
P [C∞0,−(R4)]
and
C∞0,+(R
4)
P [C∞0,+(R4)]
are orthogonal to each other with respect
to σ.
Corollary 2.7. Let OCP (H4) be the span of all functionals F[f ] : S
CP (H4) → C with [f ] ∈
CCP0 (H
4)
P [CCP0 (H
4)]
such that F[f ](u) =
∫
H4
d4x f(x)u(x), endowed with the symplectic form:
σH4 : O
CP (H4)× OCP (H4)→ R, σH4(F[f ], F[f ′]) .= 〈f,EH4f ′〉H4 =
∫
H4
d4x f(x)EH4(f
′)(x).
There exists an isomorphism of symplectic spaces between OCP (H4) and OKG− (R4).
Proof. First of all we notice that F[f ](u) with u ∈ SCP (H4) and [f ] ∈ C
CP
0 (H
4)
P [CCP0 (H
4)]
is well-defined
as the choice of the representative of [f ] is not relevant. As a matter of fact, on account of
the boundary conditions of all elements involved, we can still integrate by parts canceling all
boundary terms so that, for all Pf ′, f ′ ∈ CCP0 (H4),
∫
H4
d4xP (f ′)u =
∫
H4
d4x f ′Pu = 0 since
u ∈ SCP (H4). To prove the isomorphism we construct explicitly a bijective map from OCP (H4)
to OKG− (R4), preserving the symplectic structure. We observe that the map η of (6) is injective
on C∞0,−(R
4) thus it admits an inverse map η−1 defined on η[C∞0,−(R
4)] ≡ CCP0 (H4). Since both
η and η−1 descend to the quotients
C∞0,−(R
4)
P [C∞0,−(R4)]
and
CCP0 (H
4)
P [CCP0 (H
4)]
, we can define with a slight abuse
of notation the pull-back:
η∗ : OCP (H4)→ OKG− (R4), η∗(F[f ])([α]) .= F[f ](η(φ)), (11)
where φ = E([α]) ∈ SKG. Since any u ∈ SCP is the unique image of a [α] ∈ C
∞
tc,−(R
4)
P [C∞tc,−(R4)]
via the
bijection 2. of Proposition 2.2, η∗ is an isomorphism of vector spaces. It also preserving the
symplectic structure σH4 . To prove it, let us observe that η
∗(F[f ]) = Fη†([f ]). We thus can write:
σ(η∗(F[f ]), η∗(F[f ′])) = σ(Fη†([f ]), Fη†([f ′]))
= 〈η†(f), E(η†(f ′))〉 = 〈f, ηEη†(f ′)〉H4 =
= σH4(F[f ], F[f ′]),
which is valid for all F[f ], F[f ′] ∈ OCP (H4).
In view of this corollary,
Definition 2.8. We call on-shell ∗-algebra of observables for a Casimir-Polder system
the algebra
(
ACPon (H
4), ⋆H4
)
generated by the functionals OCP (H4), where ⋆H4 is defined in (9).
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Before proving several important properties of ACPon (H
4), we want to investigate how it relates
with the Minkowski counterpart AKG(R4). This will give us the chance to prove the already
mentioned properties.
Proposition 2.9. Let η˜∗ : ACPon (H4)→ AKGon (R4) be the natural extension of the pull-back map
η∗ defined on OCP (H4). This is an injective ∗-homomorphism of algebras which becomes an
isomorphism on AKGon,−(R4), the ∗-subalgebra of AKG(R4) generated by functionals OKG− (R4).
Proof. Let us prove that η˜∗ is injective. Suppose that there exists F[f ] ∈ ACPon (H4) such that
η∗(F[f ]) is the vanishing functional. Then, for all φ ∈ SKG(R4) one has 0 = η∗(F[f ])(φ) =
F[f ](η(φ)) = Fη†([f ])(φ). Since φ is arbitrary, the only possible solution is η
†([f ]) = 0 and, thus
f = 0 for all f ∈ [f ], which entails the sought injectivity. In order to prove that η˜∗ is also a
∗-homomorphism it suffices to focus again only on the generators. Let F[f ], F[f ′] ∈ OCP (H4) and
φ ∈ SKG(R4). Then, on account of (2) the following holds true:(
η∗(F[f ]) ⋆ η∗(F[f ′])
)
(φ) = (Fη†([f ]) ⋆ Fη†([f ′]))(φ)
= Fη†([f ])(φ)Fη†([f ′])(φ) +
i
2
〈η†(f), E(η†(f ′))〉 =
= F[f ](η(φ))Fh′ (η(φ)) +
i
2
〈f, ηEη†(f ′)〉H4 =
=
(
F[f ] ⋆H4 F[f ′]
)
[φ].
Since the ∗-operation is complex conjugation, it is left untouched by all the operations above
and, as a consequence, we can infer that η˜∗ is a ∗-homomorphism. The isomorphism ACPon (H4) ≃
AKGon,−(R4) descends directly from Corollary 2.7.
In the following proposition, we investigate the structural properties of ACP (H4), in particular
causality and the time-slice axiom [BFV, Dim80]. The latter property needs a few comments.
Recall that AKGon (R
4) fulfills the time-slice axiom, namely, given any open neighbourhood N of a
Cauchy surface Σ in Minkowski spacetime, containing all causal curves whose endpoints lie in N,
then AKGon (R
4) is ∗-isomorphic to AKGon (N). Since H4 is not globally hyperbolic there is no notion
of a Cauchy surface. Yet, if we consider the extension of the isomorphism of Proposition 2.9
to ACPon (H
4), this is ∗-isomorphic to a ∗-subalgebra of AKGon (R4) for which the time-slice axiom
is a well-defined concept. In addition to these two properties, we show that ACPon (H
4) satisfies
the F-locality condition [FH95, Kay92], a requirement which should be met by the algebra of
observables of a quantum field theory on a non globally-hyperbolic spacetime. In a few words
and in the case at hand, it requires that ACP (H4) and AKG(R4), restricted to any globally
hyperbolic subregion of H4 must be ∗-isomorphic. Such condition can be seen as an extension
of the more renown local covariance, according to which, from local algebras, one should not be
able to extract information on the global structure of the background3.
3Recent experience with gauge theories teaches us that such conclusion should be read cum grano salis – see
for example [BDS13, SDH12]
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Proposition 2.10. The algebra ACPon (H
4) is causal, it fulfills the time-slice axiom and it satisfies
the F-locality property, namely ACPon (H
4 ∩ O) is isomorphic to AKGon (H4 ∩ O) where O is any
globally hyperbolic subregion of H4. The isomorphism is implemented by the identity.
Proof. ACPon (H
4) is causal, since, for any two generators F[f ], F[f ′], [f ], [f
′] ∈ CCP0 (H4)
P [CCP0 (H
4)]
such that
there exists two representatives f, f ′ ∈ C∞0,−(H4) which are spacelike separated, F[f ] ⋆H4 F[f ′] −
F[f ′]⋆H4 F[f ] = i〈f,EH4f ′〉 = 0. This descends from supp(f)∩(supp(E(f ′)) ∪ supp(E(ιz(f ′)))) =
∅. In order to prove the time-slice axiom, we need to show that, given any geodesically con-
vex neighbourhood N of a Cauchy surface Σ in Minkowski spacetime, then ACPon (N ∩ H4) =
ACPon (H
4) where ACPon (N∩H4) is the subalgebra of ACPon (H4) obtained by considering only those
f ∈ CCP0 (H4) such that supp(f) ⊂ N. In view of Corollary 2.7 and of Proposition 2.6, this is
equivalent to considering any F[ζ] ∈ OKG− (R4) and showing that there exists at least a represen-
tative of the label [ζ] whose support is contained in N. Let us thus fix any Σ and N as above
and let us consider two Cauchy surfaces Σ± such that Σ ⊂ J+(Σ−) ∩ J−(Σ+) ⊂ N. Choose
χ+ ∈ C∞(R4) such that χ+ is z-independent and χ+ = 1 for all points in J+(Σ+) while it
vanishes on J−(Σ−). Let us consider any [ζ] ∈ OKG− (R4) and any of its representatives which
we indicate with α. Define the new function
ζ˜
.
= ζ − P (E−(ζ) + χ+E(ζ)) , (12)
where E− is the retarded fundamental solution of P . Notice that, per construction and on
account of the support properties of both E± and χ, ζ˜ ∈ C∞0,−(R4 ∩N) and it is a representative
of [ζ]. We are left to prove that AKGon (R
4 ∩ O) is isomorphic to ACPon (H4 ∩ O). Each of these
algebras is generated by those functionals whose labeling space is C∞0 (O) and the identity
map represents an isomorphism of topological vector spaces. Since the ∗-operation is complex
conjugation, which is not affected by the identity map, to conclude the proof, it suffices to
exhibit the following chain of identities: Let f, f ′ ∈ C∞0 (O) and let Ff and Ff ′ be the associated
generators in ACPon (H
4 ∩O), then, for any u ∈ CCP (H4)(
Ff ⋆H4 Ff ′
)
[u] = Ff (u)Ff ′(u) +
i
2
〈f,EH4(f ′)〉 =
(
Ff ⋆ Ff ′
)
[u]. (13)
The last equality descends from
〈f,EH4(f ′)〉 = 〈η†f,E(η†f ′)〉 = 〈f,E(f ′)〉,
which holds true since ιz(O) is causally disjoint from O. Notice that (13) entails that the
isomorphism between ACPon (H
4 ∩O) and AKGon (H4 ∩O) is implemented by the identity map.
2.1 Hadamard states for a Casimir-Polder system
Having constructed the algebra of observables for a Casimir-Polder system, we can focus on
discussing algebraic states thereon, namely any linear functional ω : ACP (H4)→ C for which
ω(I) = 1, ω(a∗a) ≥ 0, ∀a ∈ ACP (H4),
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where I is the identity element. As for the usual free field theories on any globally hyperbolic
spacetime, the key question is under which conditions ω is physically acceptable. We recall
that the answer for AKG(R4), the algebra of observables for a Klein-Gordon field on the whole
Minkowski spacetime, goes under the name of Hadamard states. More precisely, assigning a
positive and normalized functional ω˜ : AKG(R4) → C is done via its n-point functions ω˜n :
C∞0 (R
4;C)⊗n → C which are chosen in such a way to encode consistently both the canonical
commutation relations built in the ⋆-product. Furthermore, if all ω˜n fulfill also the equations of
motion in a weak sense, ω˜ descends consistently to a state on AKGon (R
4).
In the class of all algebraic states for AKG(R4), distinguished are the Gaussian/quasifree
ones, namely whose for which the odd n-point functions are vanishing and the even ones can be
built in terms of the 2-point function via the following expression:
ω˜2n(f1 ⊗ ...⊗ f2n) =
∑
π2n∈S′2n
n∏
i=1
ω˜2
(
fπ2n(i−1) ⊗ fπ2n(i)
)
,
where S′2n stands for the set of ordered permutations of 2n-elements. In between all quasi-free
states, those of Hadamard form can be characterized out of the singular structure of the bi-
distribution ω˜2 ∈ D′(R4 × R4) associated to the two-point function ω˜2 via the Schwarz kernel
theorem [Rad96a, Rad96b], that is
WF (ω˜2) =
{
(x, x′, kx,−kx′) ∈ T ∗(R4 × R4) \ {0} | (x, kx) ∼ (x′, kx′), kx ⊲ 0
}
, (14)
where ∼ entails that x and x′ are connected via lightlike geodesic and η−1(kx′) is the parallel
transport of η−1(kx) along it. The symbol ⊲ entails that kx is a future pointing covector. Notice
that (14) can be straightforwardly extended to any bi-distributions defined on any globally
hyperbolic spacetime and that, if we add the requirement, that ω˜2 is a weak bi-solution of the
equation of motion ruled by P , then ω˜ identifies a state also for AKGon (R
4)
In view of the structure of H4, extending the above considerations to ACP (H4) is not straight-
forward. A similar problem appeared in Abelian gauge theories [FePf03] or in linearized gravity
[BDM14, FH12]. The way out that we propose is partly inspired by these papers, partly by
F-locality: We require that a physically acceptable, quasi-free state on ACP (H4) is such that its
restriction to any globally hyperbolic subregion of H4 descends from a bi-distribution, thereon
of Hadamard form.
Definition 2.11. We call a linear map ω : ACP (H4) → C a quasi-free Hadamard state
for a Casimir-Polder system if it is normalized, positive, quasi-free and if, for all globally
hyperbolic submanifolds O ⊂ H4, the restriction of ω to ACP (H4 ∩ O) is such that there exists
ω2 ∈ D′(O ×O) whose wavefront set is of Hadamard form
WF (ω2) =
{
(x, x′, kx,−kx′) ∈ T ∗(O ×O) \ {0} | (x, kx) ∼ (x′, kx′), kx ⊲ 0
}
,
and, for all Ff , Ff ′ ∈ ACP (O)
ω
(
Ff ⋆H4 Ff ′
)
= ω2(f, f
′).
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Notice that, in order for ω to descend to a state on ACPon (H
4) a compatibility condition with
the equations of motion must be required. In view of this last definition the first question to
answer is whether one can build a connection between Hadamard states for the on-shell algebra
of the Klein-Gordon field on Minkowski spacetime and that of a Casimir-Polder system.
Proposition 2.12. Let η˜∗ : ACPon (H4)→ AKGon (R4) be the map defined in Proposition 2.9. Then,
for every quasi-free state ω˜ : AKGon (R
4) → C, there exists a quasi-free state ω on ACPon (H4) such
that for all a ∈ ACPon (H4), ω(a) .= ω˜(η˜∗(a)). In particular, if ω˜ is of Hadamard form, so is ω.
Proof. As a starting point, notice that ω inherits the normalization, positivity and the property
of being quasi-free directly from ω˜. We need only to check the Hadamard property. Let O ⊂ H4
be any globally hyperbolic submanifold; for every Ff , Ff ′ ∈ ACP (O)
ω(Ff ⋆H4 Ff ′) = ω˜(η
∗(Ff ⋆H4 Ff ′)) = ω˜(Ff ⋆ Ff ′) =
1
2
ω˜2(f − ιz(f), f ′ − ιz(f ′)).
In other words the bi-distribution associated to ω can be built out of ω˜2 itself. Since the latter
has per hypothesis the Hadamard wavefront set and since, if supp(f), supp(f ′) ⊂ O ⊂ H4, then
neither ιz(f) nor ιz(f
′) can be entirely supported therein, the only singular term in the above
identity is ω˜2(f, f
′). Hence ω is of Hadamard form.
As a last step, we wish to compare our approach with the method of images which is
commonly used on Minkowski spacetime.
Lemma 2.13. Let ω˜ be any quasi-free Hadamard state for AKG(R4) whose associated two-point
function ω˜2 ∈ D′(R4 × R4) has an integral kernel which is invariant under reflection in both
entries along the z-direction, that is ω˜2(x, z, x
′, z′) = ω˜2(x,−z, x′,−z′). Then the state ω on
ACP (H4) built as per Proposition 2.12 is a quasi-free Hadamard state whose integral kernel is
ω2(x, z, x
′, z′) = ω˜2(x, z, x′, z′)− ω˜2(x,−z, x′, z′). (15)
Proof. On account of Proposition 2.12, we can conclude that ω is a Hadamard state on ACP (H4)
and it is quasi-free per construction. In order to show the last statement, it suffices instead an
explicit calculation. Let ω be as per hypothesis and let ω2 be the associated bi-distribution.
For all f, f ′ ∈ η[C∞0 (R4)], seen as labels for two generators of ACP (H4), it holds in view of
Proposition 2.12
ω(Ff ⋆H4 Ff ′) = ω˜(η
∗ (Ff ⋆H4 Ff ′)) = 12 ω˜2(f − ιz(f), f ′ − ιz(f ′)) = ω˜2(f − ιz(f), f ′),
where, in the last equality, we used the symmetry hypothesis of the two-point function to
conclude that ω2(f, f
′) = ω2(ιz(f), ιz(f ′)) and ω2(f, ιz(f ′)) = ω2(ιz(f), f ′). The above chain of
equalities entails the sought identity at a level of integral kernels.
Remark 1. The statement of Lemma 2.13 applies to the Poincare´ vacuum and the KMS state
for a massive or massless Klein-Gordon field on Minkowski spacetime, for which ω˜2 induces the
same quasi-free state which one obtains via the method of images.
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For completeness, we want now to discuss the form of the singular structure of the two-point
function of the states obtained in Lemma 2.13. In view of (15) we have that
WF (ω2) =WF ( ω˜2|H4) ∪WF ((ω˜2 ◦ (ιz ⊗ I)) |H4) (16)
where the restriction map refers to the points of the singular support. Furthermore
WF ( ω˜2 ◦ (ιz ⊗ I)|H4) ={
(x, x′, kx,−k′x′) ∈ T ∗
(
H
4 ×H4) \ {0} | (x, kx) ∼ (ιzx′, (ιz)∗k′x′), kx ⊲ 0} = (ιz ⊗ I)WF ( ω˜2|H4).
In the previous expression, ιz acts on covectors inverting the sign of the z−component. Heuris-
tically, we might say that (x, x′; kx, k′x′) are contained in WF ((ω˜2 (ιz ⊗ I)) |H4) if and only if x
and x′ are connected by a null geodesic reflected at the surface ∂H and if η−1(kx) and η−1(−k′x′)
are tangent vectors at the end points of this reflected geodesic. Notice that, whenever ω2 is re-
stricted to a globally hyperbolic region O ⊂ H, its wave front set enjoys the microlocal spectrum
condition because WF ((ω˜2 ◦ (ιz ⊗ I)) |O) is the empty set. No lightlike geodesic starting from
O can re-enter after reflection.
2.2 Wick ordering in a Casimir-Polder system
To conclude the section, we show how to make contact between the previous analysis and the
standard results in the literature concerning the Casimir-Polder energy. To this avail, we need
first of all to introduce the (local) Wick polynomials for a Casimir-Polder system. From a
conceptual point of view, this question is the same as for a Klein-Gordon field on a globally
hyperbolic spacetime. We shall see, however, that, on every globally hyperbolic submanifolds
of H4, the local Wick monomials generate an algebra of observables which is isomorphic to the
restriction thereon of the Klein-Gordon one. Hence it is well-defined. Yet, in order to build
a global algebra of Wick polynomials, one has to take into account that, on account of the
presence of the boundary conditions, it is not possible to define a global Hadamard function
which depends only on local properties of the spacetime. We shall show that such obstacle can
be circumvented, though at the price that the the embedding of the local algebras into the global
one involves a non-local deformation.
Before entering into the technical details, also to make contact with the standard literature
on the Casimir-Polder effects, it is worth recalling a few facts valid for any scalar field theory
on a globally hyperbolic spacetime (M,g):
• Let ω˜2 ∈ D′(M×M) be a bi-distribution which induces a quasi-free state ω˜ on the ∗-algebra
of fields AKG(M), which is defined in full analogy with the one introduced on Minkowski
spacetime. If the wavefront set of ω˜2 is of the form (14) and thus ω˜ is Hadamard, it is
possible to give a rather explicit local characterization to the integral kernel of ω˜2.
For every pair of points x, y ∈ M lying in the same geodesic neighbourhood, we can
split ω˜2(x, x
′) as follows – see for example [Mor03]: ω˜2(x, x′) = H(x, x′)+W (x, x′), where
W (x, x′) is a smooth term while H(x, x′) is a (Hadamard) parametrix. It is a singular term
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which depends only on the background geometry and on the partial differential operator
P ruling the dynamics,
• Let U ⊂ M be a geodesic convex, open neighbourhood. Following [HW01], we define the
normal ordered squared Wick polynomial via the map
f ∈ C∞0 (U) 7→ :φ̂2:H(f) .=
∫
M×M
dµg(x) dµg(x
′)
(
φ̂(x)φ̂(x′)−H(x, x′)
)
f(x)δ(x, x′),
where dµg is the metric induced measure and the integral is taken over the whole manifold
on account of the support properties of f . Notice that the expectation value
ω˜(:φ̂2:H(f)) =
∫
M×M
dµg(x) dµg(x
′)
(
ω˜(x, x′)−H(x, x′)) f(x)δ(x, x′) (17)
is well defined when computed on Hadamard states. Furthermore, we recall that the
Hadamard parametrix is uniquely determined up to smooth terms yielding the standard
regularization freedoms [HW01]. In particular, if (M,g) is Minkowski spacetime and ω˜0
is the Poincare´ vacuum for a massless Klein-Gordon field, then H(x, x′) can be chosen to
be equal to ω˜2(x, x
′) and in this case, for all f ∈ C∞0 (R4), :φ̂2:H(f) vanishes up to the
regularization freedom. The goal of the functional approach is to recollect all observables
which are regularized in a coherent body, endowing it with the structure of a ∗-algebra.
In other words it encodes the so-called Wick theorem.
An elegant way of introducing an algebraic structure on the set of Wick polynomials is
provided by methods of perturbative algebraic quantum field theory. We recall here this con-
struction for the Klein-Gordon case on the whole Minkowski spacetime. Notice that, in order
to encompass Wick polynomials in the algebra of functionals, it would be desirable to extend
AKG(R4) adding non linear local generators like
F
(2)
f (φ) =
∫
H4
dµg(x)φ
2(x)f(x), (18)
where f ∈ C∞0 (R4) while φ ∈ S(R4). The composition of two of these functionals via the
⋆−product introduced in (2) is, however, ill-defined at a microlocal level. In order to overcome
this difficulty, we follow in [BDF09, BF09, FR12], modifying the composition rule in AKG(R4)
and then enlarging such set to include also additional regularized fields. The sought modification
must preserve the commutation relations among the generators of AKG(R4). It can be written
as in (1) with ΓE replaced by
ΓH = −i
∫
R4×R4
H(x, x′)
δ
δφ(x)
⊗ δ
δφ(x′)
.
The product obtained in this way is denoted by ⋆H and on A
KG(R4) takes the same form
given in (2) where the integral kernel E(x, x′) is replaced by −2iH(x, x′), up to multiplicative
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constants the (global) Hadamard parametrix. Notice that the antisymmetric part of −2iH(x, x′)
coincides with E(x, x′) and hence the canonical commutation relations among the generators of
AKG(R4) are left untouched. Furthermore, since the new ⋆-product is built only out of local
structures, covariance of the scheme is guaranteed. In addition, the form (14) of the wavefront
set of H(x, x′) entails that powers of H(x, x′) are meaningful since the Ho¨rmander criterion for
multiplication of distributions is satisfied – see [Ho¨r90, Th. 8.2.10].
Equipping F0(R
4) with the product ⋆H instead of the original ⋆ we obtain an algebra which
is isomorphic to AKG(R4). Furthermore, following [BF09], this isomorphism can be understood
as a deformation of the original algebra AKG(R4) which is generated by
αH
.
=
∞∑
n=0
ΓnH
n!
: AKG → AKG (19)
via (
F ⋆H F
′) = αH (α−1H (F ) ⋆ α−1H (F ′)) . (20)
After such deformation, the set of elements constituting the algebra can be enriched by adding
also local non linear functionals like those of the form (18). For completeness, we recall the form
of the set on which, after the deformation, the algebra of fields can be extended.
Definition 2.14. We call microcausal functionals for the Klein-Gordon field, AKGµ (R
4),
the collection of all smooth functionals F : CKG(R4) → C such for all n ≥ 1 and for all
φ ∈ CKG(R4), F (n)[φ] ∈ E′(R4)⊗n. Only a finite number of functional derivatives do not vanish
and WF(F (n)) ⊂ Ξn, where
Ξn
.
= T ∗(R4)n \
{
(x1, ..., xn, k1, ..., kn) | (k1, ..., kn) ∈
(
V
n
+ ∪ V n−
)∣∣
(x1,...,xn)
}
,
where V ± are the subsets of T ∗R4 formed by elements (xi, ki) where each covector ki, i = 1, ..., n
lies in the closed future (+) and in the closed past (−) light cone. The pair (AKGµ (R4), ⋆H) is
called extended algebra of Wick polynomials.
Notice that the expectation values of products of generators of AKG(R4) with respect to
a state ω must be invariant under the deformation. In other words AKGµ (R
4) contains a ∗-
subalgebra isomorphic to AKG(R4). As a last remark on this procedure we stress that, since
only the antisymmetric part of H(x, x′) is fixed, there is a freedom in the definition of the
extended objects. This is related to the renown regularization freedom, a discussion of
which can be found for example in [HW01]. In this paper we will not enter into the details,
since they are not necessary to our purposes.
We recall that the procedure discussed so far can be applied almost slavishly on every globally
hyperbolic spacetime. Hence, as far as a Casimir-Polder system is concerned, our strategy is
to start by constructing an extended algebra of Wick polynomials starting from any ∗-algebra
ACP (O) as in Proposition 2.10. Recall that O is a globally hyperbolic submanifold of H4.
To this avail we recall the definition of support for functionals as introduced in [FR12] and
adapted to our case.
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Definition 2.15. Let F : CCP (H4)→ C be any functional on the space of off-shell configurations
for a Casimir-Polder system as per Definition 2.3. We call support of F
supp(F )
.
= {x ∈ H4 | ∀ neighbourhoodsU ∋ x, ∃u, u′ ∈ CCP (H4), supp(u) ⊆ U,
such that F [u+ u′] 6= F [u]}.
Let O ⊂ H4 be any globally hyperbolic submanifold, to which we associate ACP (O) as per
Proposition 2.10. In view of Definition 2.11 we follow the same procedure, used to build for
AKGµ (R
4), to obtain ACPµ (O) an extended algebra of Wick polynomials. Furthermore, in view
of Proposition 2.10, ACPµ (O) is ∗-isomorphic to AKGµ (O), the restriction of AKGµ (R4) to O.
The next step consists of gluing together all ACPµ (O), so to obtain a global extend algebra of
Wick polynomials for a Casimir-Polder system. The following remark shows that an obstruction
arises in considering ⋆H as the product for the global extended algebra. It turns out that the
gluing becomes possible only after a suitable deformation of ⋆H .
Remark 2. Let O1 and O2 be two globally hyperbolic submanifolds of H
4 whose union is not
contained in a third globally hyperbolic submanifold of H4. Consider now F
(2)
f ∈ ACPµ (O1, ⋆H)
and F
(2)
f ′ ∈ ACPµ (O2, ⋆H) such that
F
(2)
f (u)
.
=
∫
H4
dµg(x)f(x)u
2(x), F
(2)
f ′ (u)
.
=
∫
H4
f ′(x)dµg(x)u2(x),
where u ∈ CCP (H4) while suppf ⊂ O1 and suppf ′ ⊂ O2. In view of Proposition 2.10, we choose
the Hadamard parametrix H(x, x′) to be the same one as for a Klein-Gordon scalar field on
Minkowkski spacetime, though restricted to the region(s) of interest. In order to compute the
correlations between the above two elements, we need to recognize them as being part of a larger
extended algebra. Yet, if we try to follow the same procedure used in (20) for AKGµ (R
4), we
notice that the local ⋆-products for the undeformed algebra are defined replacing i2EH4(x, x
′)
with
H(x, x′) +
i
2
(
EH4(x, x
′)− E(x, x′)) .
Pathologies in the computation of F
(2)
f ⋆H F
(2)
f ′ occur, as terms including (EH4(x, x
′)− E(x, x′))
multiplied with itself do appear. They are ill-defined.
Such obstructions4 can be removed exploiting the fact that algebras whose ⋆−products are
constructed with different Hadamard functions are ∗−isomorphic [BDF09]. Mimicking the con-
struction of EH4 starting from E, and in view of (15), let us consider the bidistribution HH4
whose integral kernel is
HH4(x, z, x
′, z′) .= H(x, z, x′, z′)−H(x,−z, x′, z′).
Notice that HH4 yields A
CP
µ (H
4, ⋆H
H4
), a well defined global algebra. Hence, the correlations
among elements of ACPµ (O1, ⋆H) and of A
CP
µ (O2, ⋆H) are meaningful only if we embed them
4We are grateful to Chris Fewster for suggesting this approach.
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in ACPµ (H
4, ⋆H
H4
). Such embedding is realized by αH
H4−H as in (19) and it is an injective∗−isomorphism.
Despite this hurdle, concepts like smeared energy density are still well-defined within each
ACPµ (O). Furthermore, regardless of the existence of an extended algebra of observables, well-
known blows-up in computing quantities, such as the Casimir total energy, still remain due to
additional divergences present in observables supported on the boundaries.
We can make finally a correspondence to the standard results in the literature, in particular
recovering the dependence of the energy density on the forth power of the distance along the
z-axis between a point in the bulk and one on the boundary. Before stating the result, we
recall that, on Minkowski spacetime, the so-called improved stress-energy tensor of a massless
conformally coupled scalar field φ is on-shell [CCJ70, Mor03]
Tµν = ∂µφ∂νφ− 1
2
ηµν∂
ρφ∂ρφ+ ξ(ηµν✷− ∂µ∂ν)φ2, (21)
where ξ is the coupling constant with the scalar curvature R introduced in (5).
Lemma 2.16. Let us consider a massless, arbitrarily coupled to scalar curvature, scalar field
and let ω0 be the Hadamard state for ACP (H4) induced from the Poincare´ vacuum ω˜0 via Lemma
2.13. Let ω˜02(x, x
′) be the associated integral kernel of the two-point function on the whole R4.
Then, for all f ∈ C∞0 (H˚4),
ω0(:φ̂2:H(f)) = − 1
32π2
∫
R4
d4x
f(x, z)
z2
,
and
ω0(:T̂µν :H(f)) = Aµν
6ξ − 1
32π2
∫
R4
d4x
f(x, z)
z4
,
where {Tµν} are the components of the stress-energy tensor (21) while A = diag(−1, 1, 1, 0).
Proof. We need only to recollect what already proven together with the explicit form of
ω˜02(x, x
′) = lim
ǫ→0+
1
4π2
1(
ηµν3 (xµ − x′ν) + (z − z′)2
)
+ iǫ(x0 − x′0) + ǫ2
, (22)
where η3 = diag(−1, 1, 1). On account of both Proposition 2.12 and Lemma 2.13, we know
that ω0 is a Hadamard state for ACP (H4). The definition of ACPµ (H
4) together with both
ω˜02(x, x
′) = H(x, z, x′, z′) = H(x,−z, x′,−z′) and Proposition 2.12 entail that, calling ζ =
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f − ιz(f) ∈ C∞0 (R4),
ω0(:φ̂2:H(ζ))
.
=
∫
R4×R4
d4x d4x′
(
ω˜02(x, x
′)− 1
2
H(x, z, x′, z′)
)
ζ(x)δ(x− x′) =
= −
∫
R4×R4
d4x d4x′
(
1
4
(
ω02(x,−z, x′, z′) + ω02(x, z, x′,−z′)
))
ζ(x)δ(x − x′) =
= −
∫
R4×R4
d4x d4x′
1
2
H(x,−z, x′, z′)ζ(x)δ(x − x′) = − 1
32π2
∫
R4
d4x
ζ(x, z)
z2
In order to compute ω0(:T̂µν :H(ζ)) it suffices to apply the point-splitting scheme as introduced
in [Mor03]. All results obtained in this cited paper apply without modifications to the case at
hand. In particular it holds that
ω0(:T̂µν :H(ζ)) =
∫
R4×R4
d4x d4x′
(
D(x,x
′)
µν
(
ω˜02(x, x
′)− 1
2
H(x, z, x′, z′)
))
ζ(x)δ(x − x′),
where – see [Hac10, §4]
D(x,x
′)
µν =
∂
∂xµ
∂
∂x′ν
− 1
2
ηµνη
αβ ∂
∂xα
∂
∂x′β
+ ξ
(
ηµνη
ρλ ∂
∂xρ
∂
∂xλ
− ∂
∂xµ
∂
∂xν
)
. (23)
Inserting this expression in the above integral and replacing ω˜02(x, x
′) − 12H(x, z, x′, z′) with
1
2H(x,−z, x′, z′) yields the sought result.
Remark 3. Notice that we have defined the Wick polynomials only for those smooth and com-
pactly supported functions whose support does not intersect the boundary of the region of
interest. The reason can be seen explicitly looking at the last lemma: If we inspect the integral
kernels ω˜2(x,−z, x′, z′) and ω˜2(x, z, x′,−z′), they become singular at z = z′ = 0 so that they
cannot be tested with δ(z− z′). This is no surprise and it is at the heart of the often mentioned
problem that, in a Casimir or in a Casimir-Polder system, the total energy, computed out of the
integral of the time-component of the stress-energy tensor diverges.
3 Algebraic Quantum Field Theory and the Casimir effect
In this section we shall focus on the second scenario, we are interested in, namely the one
describing the attraction force between two parallel, perfectly conducting, plates as discussed
for the first time in [Cas48]. We shall refer to it as Casimir system. As in the previous section we
shall investigate this model from the point of view of algebraic quantum field theory and using
the so-called functional formalism. Following the same path as in a Casimir-Polder system, we
shall proceed in three main steps:
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Part 1 – Dynamical configurations: At a geometric level, the model consists of the region
Z
.
= R3× [0, d] ⊂ R4 endowed with the (restriction of the) Minkowski metric. In analogy to the
previous section, the interval [0, d] runs along the spacelike z-direction. At a field theoretical
level, our starting point are are all u ∈ C∞(Z), where smoothness is meant as in Definition 2.1
since Z ⊂ H4. Dynamical configurations are instead the elements of the vector space SC(Z)
built out of the smooth solutions of{
Pu = (✷− ξR−m2)u = 0, m2 ≥ 0, ξ ∈ R
u(x, 0) = u(x, d) = 0
, (24)
where R is the scalar curvature. Since the scalar curvature vanishes, the term ξR plays no role at
a dynamical level, but it affects the structure of the stress-energy tensor which we will consider
later.
Notice that, in full analogy with the previous section, neither (Z, η) is a globally hyperbolic
spacetime, nor (24) is an initial value problem, rather it is a boundary value problem. Hence,
in order to characterize SC(Z), we follow the same strategy used in a Casimir-Polder system,
namely we identify each smooth solution of (24) with a specific counterpart for a Klein-Gordon
field on the whole Minkowski spacetime. Before outlining the details, we introduce the auxiliary
regions
Y0
.
= R3 × [−d, d], Yn .= {x ∈ R4 | ∃(x, z) ∈ Y0 for which x = (x, z + 2nd)}, n ∈ Z. (25)
As a consequence R4 =
⋃
n∈Z
Yn.
Proposition 3.1. There exists a vector space isomorphism between SC(Z) and the quotient
C∞tc,C(R
4)
P [C∞
tc,C
(R4)]
where C∞tc,C(R
4) is the collection of all α ∈ C∞tc (R4) such that the following conditions
are met:
1. α ∈ C∞tc,−(R4), that is α(x, z) = −α(x,−z)
2. α(x, z) = −α(x, 2d− z)
Proof. As a first step we show that there exists an isomorphism between SC(Z) and a vector
subspace of SKG(R4)
.
= {φ ∈ C∞(R4) | Pφ = 0}. Let u ∈ SC(Z) and let
v(x)
.
=
{
u(x), x ∈ Z
−u(−x), x ∈ Y0 \ Z .
Following the same argument as in the proof of Proposition 2.2, we can conclude that v ∈ C∞(Y0)
and v(x, 0) = v(x, d) = v(x,−d) = 0. Define φ(x) = φ(x, z) .= v(x, z − 2nd), for any x ∈ Yn. By
a similar argument as for v(x), it descends that φ ∈ C∞(R4) and that, moreover, Pφ = 0, as
this property is traded from that of u. In other words we have found a linear map
F : SC(Z)→ SC(R4) ⊂ SKG(R4)
S
C(R4) =
{
φ ∈ C∞− (R4) | Pφ = 0 and φ(x, 2d − z) = −φ(x, z)
}
. (26)
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The map is per construction surjective, since for every φ ∈ SC(R4), φ|Z ∈ SC(Z) and F (φ|Z) =
φ. Furthermore F is also injective since F (u) = 0 ∈ SC(R4) implies φ = 0 and, thus u =
φ|Z = 0. In other words F is an isomorphism of vector spaces. To prove the statement of
the proposition we need to show that SC(R4) is isomorphic to
C∞
tc,C
(R4)
P [C∞
tc,C
(R4)] . As a first step
we show that the map induced by E is surjective. Let thus φ ∈ SC(R4). Since Pφ = 0,
there must exist α ∈ C∞tc (R4) such that φ = E(α). Since φ is odd per reflection along the
hyperplane z = 0, we know from Proposition 2.2 that α must lie in C∞tc,−(R4). Repeating
slavishly the proof of Proposition 2.2 with respect to the condition φ(x, 2d − z) = −φ(x, z) we
obtain that α ∈ C∞tc,−,d(R4) where C∞tc,−,d(R4) = {α ∈ C∞tc | α(x, 2d − z) = −α(x, z)}. Putting
all together α ∈ C∞tc,−(R4) ∩ C∞tc,−,d(R4) = C∞tc,C(R4). Taking into account that E ◦ P = 0,
we have associated to each element in SC(R4) an equivalence class in
C∞tc,C(R
4)
P [C∞
tc,C
(R4)]
. We focus
now on injectivity. Let α ∈ C∞tc,C(R4) and let φα
.
= E(α) where E is the causal propagator
of P on Minkowski spacetime. Per construction Pφα = 0. Furthermore since both the map
ιz : R
4 → R4 such that ιz(x, z) = (x,−z) and ιs : R4 → R4 such that ιs(x, z) = (x, z + s),
s ∈ R, are isometries of (R4, η) it holds that E ◦ ιz = ιz ◦ E and E ◦ ιs = ιs ◦ E. Consequently
φ = E(α) = E(−ιzα) = −ιzE(α) = −ιzφ which entails φ(x, 0) = 0. At the same time, replacing
ιz with ιs ◦ ιz, s = 2d, we obtain that φ(x, 2d − z) = −φ(x, z) which implies φ(x, d) = 0.
Since E ◦ P = 0, the map which associates to each [α] ∈ C
∞
tc,C(R
4)
P [C∞
tc,C
(R4)]
, E(α) ∈ SC(R4) does not
depend on the choice of the representative in [α] and it is, moreover, injective. As a matter
of facts, suppose E(α) = 0. This entails that there exists ρ ∈ C∞tc (R4) such that α = Pρ.
Yet, since α(x, z) = −α(x,−z) = −α(x, 2d − z) and since P is invariant both under the map
(x, z) 7→ (x,−z) and (x, z) 7→ (x, z + 2d), ρ ∈ C∞tc,C(R4). As a consequence Pρ lies in the trivial
equivalence class of
C∞tc,C(R
4)
P [C∞
tc,C
(R4)]
.
Remark 4. It is noteworthy that the two conditions defining the elements of SC(R4) in (26) are
actually already implementing the method of images at a level of dynamical configurations. As
a matter of facts, consider any φ ∈ SC(R4): For any n ∈ Z, first applying the reflection along
the hyperplane (x, d) and then the one along (x, 0), the following chain of identities holds true:
φ(x, z + 2nd) = −φ(x,−z − 2(n− 1)d) = φ(x, z + 2(n − 1)d),
and equivalently φ(x, z +2nd) = φ(x, z +2(n+1)d). In other words every element in SC(R4) is
both odd with respect to the reflection along the hyperplane z = 0 and 2d-periodic.
Our next goal is to expand cohesively the content of the above remark. Therein our philos-
ophy was to show that, to each dynamical configuration for a Casimir system, we can associate
a solution of the equation of motion of a Klein-Gordon scalar field, which is periodic along the
z-direction. From the quantum field theory point of view, especially when constructing algebraic
states, we will be interested in a complementary problem, namely we would like to start from
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an element of SKG(R4)
.
= {φ ∈ C∞(R4) | Pφ = 0} and associate to it one in SC(R4). Follow-
ing an argument almost identical to that of Proposition 3.1, this problem can be translated to
associating to an element of C∞tc (R4) one of C∞tc,C(R
4). Barring the reflection along the plane
z = 0, the key procedure consists of making a smooth function on R4 periodic. This operation,
which is strongly tied to the Poisson’s summation formula – see [Ho¨r90, §7.2], does not yield
in general a well-defined result on the whole C∞tc (R4). Yet we can individuate a notable subset
which suffices to reach our goal. More precisely
Proposition 3.2. Let C∞0,C(R
4)
.
= {α ∈ C∞tc,C(R4) | supp(α) ∩
(
R
3 × {z}) is compact ∀z ∈ R}
and let N : C∞0 (R
4)→ C∞0,C(R4) be defined as
N(f)(x, z) =
∞∑
n=−∞
(f(x, z + 2nd)− f(x,−z + 2nd)) . (27)
The following statements hold true:
1. The map N is surjective, but not injective.
2. N is an isomorphism between C∞0 (Z˚) ⊂ C∞0 (R4) and C∞0,I(R4) ⊂ C∞0,C(R4), where
C∞0,I(R
4)
.
= {α ∈ C∞tc,C(R4) | supp(α) ∩ Z˚ is compact}.
Proof. We remark, that, per construction N(f) is a smooth function which is 2d-periodic and
odd for reflection along the z-axis for any f ∈ C∞0 (R4). The compact support ensures the
convergence of the series.
Let us focus on 1.: To show that N is surjective, let ζ ∈ C∞0,C(R4) and let χ ∈ C∞(R4) be a
function constructed as follows. It depends only on z and, at fixed value of x, χ(z) ∈ C∞0 (R4) in
such a way that χ vanishes for all |z| ≥ 2d− α, α ∈ (0, d). Furthermore χ(z) = 1 if z ∈ (−α,α]
and for all other values of z it is such to satisfy the identity χ(z) + χ(z + 2d) = 1 for all
z ∈ [−2d, 0]. Consequently χζ ∈ C∞0 (R4) and a direct calculation shows that N(χζ) = ζ.
Hence N is surjective. To show that N is not injective it suffices to exhibit an explicit example:
Consider any β ∈ C∞0
(
(0, d) ×R3) and f(x, z) as β(x, z) if z > 0 and as −β(x,−z) if z < 0. At
the same time define
β′(x, z) =
{
1
2β(x, z) z ∈ (0, d)
1
2β(x, z − d) z ∈ (d, 2d)
.
If we consider f ′(x, z) as β′(x, z) if z > 0 and as −β′(x,−z) if z < 0, using (27), it turns out
that N(f) = N(f ′).
Let us now focus on 2.: Let ζ ∈ C∞0,I(R4); per definition f .= ζ|Z ∈ C∞0 (Z). On account of
(27) N(f) = ζ, that is N is surjective on C∞0,C(R
4). Let us assume that there exists f ′ ∈ C∞0 (Z)
such that N(f ′) = 0. Formula (27) entails that N(f ′)|Z = f ′ = 0, which proves that N is
injective.
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According to our overall strategy, the next step calls for the identification of a counterpart
for a Casimir system of EH4 which played a key role in studying a Casimir-Polder system.
Notice that the key role of EH4 was on the one hand to generate all smooth solutions with the
wanted boundary conditions, while on the other hand, it yielded a symplectic form on the space
of classical observables. We have emphasized this second aspect since it is easy to grasp that
identifying eventually a symplectic form in Casimir system, is more difficult on account of the
periodicity of the elements in SC(Z). A solution to this problem lies in this proposition:
Proposition 3.3. We call SCsc(Z) the collection of all solutions u ∈ C∞(Z) of (24) such that
supp(u) ∩ ({t} × R2 × [0, d]) is compact for all t ∈ R. This is
1. a vector space isomorphic to
C∞0,C (R
4)
P [C∞0,C(R
4)]
,
2. a symplectic space if endowed with the following weakly non-degenerate symplectic form:
σC(u, u
′) = σC([ζ], [ζ ′]) =
(
ζ,E(ζ ′)
)
C
= − (E(ζ), ζ ′)
C
, (28)
where ζ and ζ ′ are representatives of [ζ], [ζ ′] ∈ C
∞
0,C(R
4)
P [C∞0,C(R
4)]
so that u = E(ζ) and u′ = E(ζ ′)
and where (
ζ,E(ζ ′)
)
C
.
=
∫
R3
d3x
d∫
0
dz ζE(ζ ′) = −
∫
R3
d3x
d∫
0
dz E(ζ)ζ ′. (29)
Proof. On account of Proposition 3.1, to every element u ∈ SCsc(Z) ⊂ SC(Z), we can associate via
the map F in (26) a function φ ∈ C∞− (R4), solution of Pφ = 0, so that u = φ|Z . Furthermore,
there exists [α] ∈ C
∞
tc,C
(R4)
P [C∞tc,C(R4)]
such that φ = E(α). Since φ is per hypothesis compactly supported
along the x, y-directions, but neither in time nor along z, the standard support properties of
the causal propagator E entail, in turn, that α must be smooth and compactly supported along
the t, x, y-directions without additional constraints imposed along the z-direction. Repeating
slavishly the proof of Proposition 3.1, 1. descends.
Let us focus on 2.: As a first step, we show that (29) is well-posed. Since for any u, u′ ∈
SC(Z), there exists [ζ], [ζ ′] ∈ C
∞
0,C (R
4)
P [C∞0,C(R
4)]
, such that u(′) = E(ζ(′)), well-posedness descends from
showing that for any ζ ′ ∈ C∞0,C(R4) it vanishes the integral∫
R3
d3x
d∫
0
dz P (ζ ′)E(ζ).
Define P(3) = P − ∂2∂z2 and rewrite the integral as∫
R3
d3x
d∫
0
dz
(
P(3) +
∂2ζ ′
∂z2
)
E(ζ) =
∫
R3
d3x
d∫
0
dz
(
∂2ζ ′
∂z2
E(ζ) + ζ ′P(3)E(ζ)
)
,
26
where we used both that P(3) is a formally self-adjoint operator which does not depend on z and
that we are integrating along the whole R3. If we use the identity P(3)E(ζ) = PE(ζ) − ∂
2E(ζ)
∂z2
and we integrate by parts, it holds
∫
R3
d3x
d∫
0
dz
(
∂2ζ ′
∂z2
E(ζ) + ζ ′P(3)E(ζ)
)
=
(
∂ζ ′
∂z
E(ζ)− ζ ′∂E(ζ)
∂z
)∣∣∣∣d
0
= 0,
where we used that both ζ ′ and E(ζ) vanish both at z = 0 and at z = d. From this computation
it also descends that, for any ζ, ζ ′ ∈ C∞0,C(R4)
(ζ,E+(ζ ′))C = (PE−ζ,E+(ζ ′))C = (E−ζ, ζ ′)C ,
where E± are the advanced and the retarded fundamental solutions of P on the whole Minkowski
spacetime. From this last identity it descends that (ζ,E(ζ ′))C = −(E(ζ), ζ ′)C . In other words,
σC is both bilinear and antisymmetric. To prove non-degenerateness, suppose there exists
[ζ] ∈ C
∞
0,C(R
4)
P [C∞0,C(R
4)]
such that (ζ,E(ζ ′))C = 0 for all [ζ ′] ∈ C
∞
0,C (R
4)
P [C∞0,C(R
4)]
. In particular this entails
that (E(ζ), ζ ′)C = 0. If we choose ζ ′ so that (supp(ζ ′) ∩ Z) ⊂ Z˚, calling ζ0 .= ζ ′|Z the following
identity holds true:
(E(ζ), ζ ′)C =
∫
R4
d4xE(ζ)ζ0.
Notice that ζ ∈ C∞0,C(R4) ⊂ C∞tc (R4) and that the right hand side coincides with the standard
pairing between
C∞tc (R
4)
P [C∞tc (R4)]
and
C∞0 (R
4)
P [C∞0 R4)]
on the whole Minkowski spacetime, which is non degen-
erate – see for example [Ben14]. Hence there must exist α ∈ C∞tc (R4) such that ζ = Pα. Notice
that, since (27) guarantees us that N is built out of isometries of the standard Minkowski metric,
it holds that E± ◦N = N ◦E±. Since α = E+(ζ) = E−(ζ) and ζ ∈ C∞0,C(R4) per hypothesis, α
lies in C∞0,C(R
4), concluding the proof that σC is weakly non-degenerate.
Notice that restricting the domain of integration in (29) is necessary to obtain finite quantities
and it encodes the physical idea that only the information contained between the boundaries at
z = 0 and at z = d are physically relevant. Before concluding this part of our investigation of a
Casimir system, we elaborate from Proposition 3.3 the following Definition
Definition 3.4. We call Casimir causal propagator the map EZ : C
∞
0 (R
4)→ SCsc(Z) where
EZ
.
= ρZ ◦E ◦N,
where N is defined in (27), E is the causal propagator of the Klein-Gordon scalar field on
Minkowski spacetime, while ρZ is the restriction map to Z.
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Remark 5. Notice that there is no symplectic isomorphism between SCsc(R
4) and the space of
spacelike compact solutions of the Klein-Gordon equation on Minkowski spacetime . The reason
is that N does not preserve the symplectic form, since for arbitrary f, f ′ ∈ C∞0 (R4),
E(f, f ′) 6= σC
(
(E ◦N)(f), (E ◦N)(f ′)) = (ζ,E(ζ ′))C , (30)
where σC is the one introduced in (28) and, setting ζ = N(f) and ζ
′ = N(f ′), the last equality
holds on account of (29). The main consequence of this failure will be the impossibility at a later
stage to construct states for the algebra of observables for a Casimir system as the pull-back of
states for the counterpart on the whole Minkowski spacetime.
Part 2 – The off-shell algebra: Having characterized all possible dynamical configurations
for a Casimir system, we can address the question on how to build an algebra of observables
following the example given in Section 1.1. Our guiding principle will be the same as in section
2 and, in particular, we shall use the functional formalism. We stress that there will be several
modifications in comparison to our analysis of the previous section. These can be ultimately
ascribed to the more complicated underlying geometry and to the fact that we have well-under
control the convergence of the series (27) only with respect to compactly supported functions.
Definition 3.5. We call space of kinematical/off-shell configurations for a Casimir system
C
C(Z)
.
=
{
u ∈ C∞(Z) | u|∂Z = 0 and ∃φ ∈ CKG(R4) such that u = φ|Z
}
,
We consider CC(Z) endowed with the compact-open topology.
Notice that SC(Z) ⊂ CC(Z). As next step, we want to construct a space of functionals
measuring off-shell configurations and we want to endow it with the structure of a ∗-algebra. In
this respect Definition 3.4 plays a key role.
Definition 3.6. Let F : CC(Z) → C be any smooth functional. We call it regular if for all
k ≥ 1 and for all u ∈ CC(Z), F (k)[u] ∈ C∞0,C(Z˚k), and if only finitely many functional derivatives
do not vanish. We indicate this set as FC0 (Z).
Let us consider the following map:
⋆Z : F
C
0 (Z)× FC0 (Z)→ FC0 (Z),
which associates to each F,F ′ ∈ FC0 (Z)(
F ⋆Z F
′) (u) = (M ◦ exp(iΓEZ )(F ⊗ F ′)) (u) (31)
Here M stands for the pointwise multiplication, i.e., M(F ⊗ F ′)(u) .= F (u)F ′(u), whereas
ΓEZ
.
=
1
2
∫
Z×Z
EZ(x, x
′)
δ
δu(x)
⊗ δ
δu(x′)
,
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where EZ(x, x
′) is the integral kernel of (8). The exponential in (31) is defined intrinsically in
terms of the associated power series and, consequently, we can rewrite the product also as
(
F ⋆Z F
′) (u) = ∞∑
n=0
in
2nn!
〈F (n)(u), E⊗nZ (F ′(n))(u)〉, (32)
where the 0-th order is defined as the pointwise multiplication, that is 〈F (0)(u), F ′(0)(u)〉 .=
F (u)F ′(u). Notice that (32) is well-defined, since EZ = E ◦N and thus elements in C∞0,C(Z) are
per definition such that their image under the action of N lies in C∞tc,C(Z). To summarize
Definition 3.7. We call AC(Z) ≡ (FC0 (Z), ⋆Z) the off-shell ∗-algebra of a Casimir system
endowed with complex conjugation as ∗-operation.
Remark 6. Notice that, in complete analogy with ACP (H4) and with AKG(R4), AC(Z) can be
seen as being generated by the functionals Fh(u) =
∫
R3
d3x
d∫
0
dz u(x, z)h(x, z) where h ∈ C∞0,C(Z),
while u ∈ CC(Z). At the same time, if we consider as generating functionals only those whose
labeling space is C∞0,I(Z), we obtain the extensible ∗-algebra ACext(Z), which is a ∗-subalgebra
of both AC(Z). Notice that ACext(Z) plays a distinguished role as we will be able to define
Hadamard states only for such algebra.
The causal propagator for the Casimir system is constructed modifying the causal propagator
of the Minkowski spacetime with the operator N . Thanks to the causal properties of E, when
employed on test functions supported in a globally hyperbolic set O strictly contained in Z it
holds that
EZ(f, f
′) = E(f,N(f ′)), f, f ′ ∈ C∞0 (O)
because the reflections and the translations used in N map the support of f ′ in regions which are
causally disjoint from O. The following proposition states that the local algebra of observables
of a Casimir system cannot be distinguished from Klein-Gordon counterpart.
Proposition 3.8. Let O be any globally hyperbolic open region strictly contained in Z. There
exists a ∗-isomorphism between AKG(O) .= AKG(R4)∣∣
O
and AC(O)
.
= AC(Z)
∣∣
O
. The isomor-
phism is implemented by the identity map.
The proof of this proposition can be obtained along the guidelines of that of Proposition
2.10 together with the property of EZ stated above.
Part 3 – The on-shell algebra: Having investigated the algebra probing kinematical config-
urations, we want to conclude our analysis by constructing the counterpart on the solutions to
the equation of motion. This is tantamount to restricting the allowed configurations from CC(Z)
to SC(Z). As outlined in Section 1.1 and in Section 2 for a Casimir-Polder system, this entails
that several functionals become redundant as they are automatically vanishing when evaluated
on any solution. This calls for the identification and for the elimination of these observables via
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a suitable quotient. At a level of algebras the solution of this problem is contained in Proposi-
tion 3.1 and in the isomorphism between SC(Z) and
C∞
tc,C
(R4)
P [C∞
tc,C
(R4)] . This suggests to consider the
functionals F[ζ] :
C∞
tc,C
(R4)
P [C∞
tc,C
(R4)]
→ R so that F[ζ]([α]) = (ζ,E(α))C , where the right hand side is
defined in (29).
Notice that, still in view of Proposition 3.1, we can rewrite each of these functionals also as
F[ζ] : S
C(Z) → C, thus as a genuine classical observable on the dynamical configurations of a
Casimir system. The underlying philosophy is to single out via the labeling space
C∞0,C(R
4)
P [C∞0,C(R
4)] the
generators of an on-shell algebra of observables for a Casimir system. As a preliminary step, we
exhibit some relevant properties of these generating functionals, which justify their choice:
Proposition 3.9. We call classical observable for a Casimir system the map F[ζ] :
C∞
tc,C
(R4)
P [C∞
tc,C
(R4)] → C, [ζ] ∈
C∞0,C(R
4)
P [C∞0,C(R
4)] , defined as
F[ζ]([α]) = (ζ,E(α))C , (33)
where ζ and α are arbitrary representatives of [ζ] and [α] respectively. The collection of all
classical observables OC(Z) is a vector space which is both separating and optimal in the sense
of Proposition 2.6. Furthermore (OC(Z), σC) is a symplectic space, σC being defined in (28).
Proof. We notice that (33) is a well-defined quantity whose right hand side does not depend
on the representatives chosen, as one can infer by repeating slavishly the same reasoning as in
Proposition 3.3 using additionally that (supp(ζ) ∩ supp(E(α)) ∩ Z is compact.
Since O[ζ] is linear in [ζ], O
C(Z) is a vector space which is isomorphic to SCsc(Z). Hence,
since the latter is a symplectic space as proven in Proposition 3.3, so is OC(Z) endowed with
σC . We need only to show that the collection of classical observables is separating and optimal.
The first descends from the following remark:
C∞tc,C(R
4)
P [C∞
tc,C
(R4)]
is isomorphic via E to SC(Z) which
in turn identifies a vector subspace of C
∞(R3×(0,d))
P [C∞(R3×(0,d))] . With respect to the pairing we have
introduced, standard arguments in functional analysis guarantee that
C∞0 (R
3×(0,d))
P [C∞0 (R3×(0,d))] separates
C∞(R3×(0,d))
P [C∞(R3×(0,d))] . Since C
∞
0 (R
3 × (0, d)) ⊂ C∞0,C(Z) the sought statement holds true.
To conclude we show that our choice is optimal. Suppose that there exists a classical ob-
servable generated by ζ ∈ C∞0,C(R4) such that (ζ,E(α))C = 0 for all α ∈ C∞tc,C(R4). Equivalently
this entails that (E(ζ), α)C = 0. Since α is an arbitrary timelike compact function in R
3× (0, d),
the same reasoning as for the scalar field on the whole Minkowski spacetime entails that E(ζ)
must vanish thereon. In other words ζ ∈ P [C∞0,C(R4)], that is it generates the trivial class in
C∞0,C(R
4)
P [C∞0,C(R
4)]
.
We have all the ingredients to introduce the following structure:
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Definition 3.10. We call on-shell ∗-algebra of observables for a Casimir system the
algebra
(
ACon(Z), ⋆Z
)
generated by the functionals F[ζ] : S
C(Z) → C with [ζ] ∈ C
∞
0,C(R
4)
P [C∞0,C(R
4)] such
that F[ζ](u) =
∫
R3
d3x
d∫
0
dz ζ(x, z)u(x, z), u ∈ SC(Z).
Let us show that our choice for the algebra of observables enjoys notable properties:
Lemma 3.11. The algebra ACon(Z) is causal and it satisfies the time-slice axiom.
Proof. The property of an algebra being causal is tantamount to showing that spacelike separated
observables do commute. It suffices to check it for all generators and it is equivalent to proving
that, for all [ζ], [ζ ′] ∈ C
∞
0,C(R
4)
P [C∞0,C(R
4)]
, it holds σC([ζ], [ζ
′]) = 0 if there exists two representative ζ, ζ ′
which are spacelike separated. On account of Proposition 3.3 this is a consequence of the support
properties of the causal propagator.
With respect to the time-slice axiom, mutatis mutandis, the procedure is identical to the
one outlined in the proof of Lemma 2.10 and we shall thus not repeat it.
To conclude we remark that ACon(Z) could have been realized also as the quotient between
AC(Z) and the ∗-ideal generated by elements of the form Ph, where P is the Klein-Gordon
operator and h ∈ C∞0,C(Z).
3.1 Hadamard states for a Casimir system
In this section we discuss a possible way to construct a certain class of states for the Casimir
system. We shall restrict our attention to those which are quasi-free and have suitable regularity.
In particular we follow the same philosophy used in the previous section, namely we will focus
our attention on those states from which stems a prescription to construct Wick polynomials
which coincides with the standard one if we restrict our attention to any globally hyperbolic
submanifold O ⊂ Z. Well-posedness of this line of thought is a by-product of Proposition 3.8,
which guarantees that AC(O) is ∗-isomorphic to AKG(O). Accordingly,
Definition 3.12. A state ω : AC(Z) → C is of Hadamard form if it is normalized, positive,
quasi-free and, if, for any globally hyperbolic submanifold O ⊂ Z, the restriction of ω to AC(O)
is such that there exists ω2 ∈ D′(O ×O) whose wavefront set is
WF (ω2) =
{
(x, x′, kx,−kx′) ∈ T ∗(O ×O) \ {0} | (x, kx) ∼ (x′, kx′), kx ⊲ 0
}
,
and, for all Fh, Fh′ ∈ AC(O)
ω (Fh ⋆Z Fh′) = ω2(h, h
′), h, h′ ∈ C∞0 (O).
As for a Casimir-Polder system we want to exhibit explicit examples of Hadmard states for
a Casimir system and our initial plan is to build them starting from a quasi-free counterpart
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ω˜ : AKG(R4) → C, which is of Hadamard form itself. In other words we would like to mimic
the content of Proposition 2.12. Alas, there does not exist a ∗−homomorphism between AC(Z)
and AKG(R4) and hence no corresponding pull-back of states. We shall avoid such hurdle
by working directly at the level of the two-point function adapting the image method used
previously in Definition 3.4 for the causal propagator. Notice that, with this procedure, we will
be constructing actually a state for ACext(Z).
More precisely our starting point is any Hadamard state ω˜ : AKG(R4)→ C, whose associated
two-point function ω˜2 ∈ D′(R4 × R4). In view of Definition 3.4, applying the image method to
ω˜2 is tantamount to proving that ω˜2 ◦ (I ⊗N) ∈ D′(Z˚ × Z˚). Notice that the outcome does not
define an image state for AC(Z) but only for ACext(Z).
Since our goal is to exhibit explicit cases where this procedure works, we restrict the attention
only to quasi-free states for AKG(R4) whose associated two-function has an integral kernel which
is invariant under the simultaneous action on both entries of both ιz, the reflection along the
hyperplane z = 0 and of ιs, the translation of step s along the z-direction, s ∈ R:
ω˜2(ιz(f), ιz(f
′)) = ω˜2(ιs(f), ιs(f ′)) = ω˜2(f, f ′), (34)
where f, f ′ ∈ C∞0 (R4). As an additional ingredient we recall, that all two-points functions of
Hadamard form differ only by a smooth integral kernel. Hence, since in this section we are
interested in a massless real scalar field, we can split
ω˜2(x, x
′) = ω˜02(x, x
′) +W (x, x′) (35)
where W ∈ C∞(R4 × R4), while ω˜02(x, x′) is the integral-kernel of the two-point function of the
Poincare´ vacuum. Therefore, we will analyze separately W (x, x′) and ω˜02(x, x
′) starting from
the latter, which fulfills the requirements of (34). Recall that
ω˜02(f, f
′) .= lim
ǫ→0+
1
4π2
∫
R4×R4
d4x d4x′
f(x)f ′(x′)
−(x0 − x′0 − iǫ)2 + (x1 − x′1)2 + (x2 − x′2)2 + (x3 − x′3)2 .
(36)
Upon Fourier transform, we can rewrite the last expression as
ω˜02(f, f
′) =
∫
R
dt
∫
R
dt′
∫
R3
d3k
1
2|k|e
−i(t−t′)|k|f̂(t,k)f̂ ′(t′,k) (37)
where f̂(t,k) is the three dimensional spatial Fourier transform5 of f(t,x).
Proposition 3.13. Let ω˜02 be the two-point function of the Poincare´ vacuum for a real, massless
scalar field on Minkowski spacetime. Then ω02
.
= ω˜02 ◦ (I⊗N) = ω˜02 ◦ (N ⊗ I) ∈ D′(Z˚ × Z˚).
Furthermore the integral kernel of ω02 can be written as the ǫ → 0 limit of the following ǫ-
regularized integral kernel:
1
8πdχǫ
(
sinh πχǫd
cosh πχǫd − cos
(
π
d (z − z′)
) − sinh πχǫd
cosh πχǫd − cos
(
π
d (z + z
′)
)) (38)
5Our convention for the spatial Fourier transform is the following: f̂(t,k)
.
= 1
(
√
2π)3
∫
d3xeik·xf(t,x).
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where χǫ
.
= −(x0 − x′0 − iǫ)2 + (x1 − x′1)2 + (x2 − x′2)2.
Proof. With respect to the standard Cartesian coordinates (but keeping the notation x = (x, z))
and fixing e0 = (1, 0, 0, 0) and e3 = (0, 0, 0, 1), we can write the formal expression
ω˜02(f,Nf
′) = lim
ǫ→0+
∫
d4xd4x′
[
ω˜02(x+ iǫe
0, x′)− ω˜02(x+ iǫe0, ιzx′)
]
f(x)
∑
n
f ′(x′ + 2nde3).
Up to a change of variables of integration for every element of the sum, we obtain
lim
ǫ→0+
∫
d4xd4x′
∑
n
[
ω˜02(x+ iǫe
0, x′ + 2dne3)− ω˜02(x+ iǫe0, ιzx′ + 2dne3)
]
f(x)f ′(x′).
For every ǫ > 0,(
ω˜02 ◦ (I⊗N)
)
(x+iǫe0, x′) = lim
m→∞
∑
|n|<m
[
ω˜02(x+ iǫe
0, x′ + 2dne3)− ω˜02(x+ iǫe0, ιzx′ + 2dne3)
]
.
If we recall that for complex variables a, b ∈ C, it holds – see [GR07, §1.445]
∞∑
n=−∞
1
a2 + (b+ n)2
=
π
a
sinh(2πa)
cosh(2πa) − cos(2πb) ,
and if we recall the form of ω˜02(x, x
′) given in (36) we can show that the ω˜02 ◦ (I⊗N) converges
to
ω02(x, x
′) = lim
ǫ→0+
1
8πdχǫ
(
sinh πχǫd
cosh πχǫd − cos
(
π
d (x
3 − y3)) − sinh
πχǫ
d
cosh πχǫd − cos
(
π
d (x
3 + y3)
)) .
in the limit of n→∞.
We interpret x0−x′0+iǫ as an extension of x0−x′0 to the complex plane and we investigate the
properties of (38) as an analytic function. Notice that sinh(ξ)/ξ is entire analytic as a function
of ξ2. Hence its composition with ξ2 = (π/d)2χ2(x, x′) = (π/d)2(−(x0−x′0)2+(x1−x′1)2+(x2−
x′2)2) is in turn entire analytic itself on C8. Furthermore, since the function 1/(cosh(α)−cos(β))
can be expanded in Laurent series in terms of α2 and β2 whenever cosh(α) 6= cos(β), this result
applies to our scenario whenever x0−x′0+ iǫ has a sufficiently large imaginary component while
the other coordinates have a small imaginary part. Under these conditions we can conlcude the
existence of a domain of analyticity for (38). Notice that a boundary component of such domain
is obtained constraining all spatial coordinates to be real and taking the limit ǫ = ℑ(x0−x′0) to
0+. Furthermore, by direct inspection, (38) is bounded up to a multiplicative constant by ǫ−2,
close to the mentioned boundary component. Hence we can apply Theorem 3.1.15 of Ho¨rmander
[Ho¨r90] to conclude that the boundary value of (38) at ǫ = 0 is itself a distribution.
To conclude that ω02(x, x
′) defines a state on ACext(Z) we prove the following:
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Proposition 3.14. The distribution ω02 ∈ D′(Z˚ × Z˚) built in Proposition 3.13 is the two-point
function of a quasi-free state ω0 : ACext(Z)→ C.
Proof. In view of the previous proposition and of the properties of the Poincare´ vacuum, it
remains to be shown that ω is positive. We shall check it for test functions f and f ′ that can
be factorized in the z−direction, namely of the form f (′)(x, z) = f (′)⊥ (x)f (′)z (z) where f (′)⊥ ∈
C∞0 (R
3) and where f
(′)
z ∈ C∞0 ((0, d)). Notice that, although we are not exhausting all possible
elements of C∞0 (Z˚), we are still considering a dense subset, which suffices as far as positivity is
concerned. With respect to this kind of functions we can introduce the following distribution
on C∞0 ((0, d) × (0, d))
wf
′
⊥,f⊥(f ′z, fz)
.
= ω˜02(f
′
⊥f
′
z, f⊥fz) = lim
ǫ→0+
∫ d
0
dz
∫ d
0
dz′wf
′
⊥,f⊥
2,ǫ (z − z′)fz(z)f ′z(z′),
where as usual the limits are meant in the weak sense. Since wf
′
⊥,f⊥ is a Schwartz distribution,
see e.g. (37), we might rewrite it in the Fourier domain
ω˜02(f
′
⊥f
′
z, f⊥fz) = w
f ′⊥,f⊥(f ′z, fz) =
∫
R
dξ ŵ
f ′⊥,f⊥
2 (ξ)f̂
′
z(ξ)f̂z(ξ). (39)
Notice that, since the two-point function ω˜2 of the Poincare´ vacuum is itself a quadratic form, we
have that ŵf⊥,f⊥2 (ξ) is a positive function which is continuous almost everywhere. In particular,
from the expression of the spectrum built in (37), we can infer that continuity could fail only at
ξ = 0, although ŵf⊥,f⊥2 (ξ) is a locally integrable function, also in a neighbourhood of 0.
Let us now consider wf⊥,f⊥ applied to (fz, Nfz). By Poisson summation formula it holds∑
l fz(z + 2dl) =
∑
n fne
inzπ/d where fn are the Fourier coefficients of fz computed in the
interval [−d, d] and they coincide with the ordinary Fourier transform evaluated at ξ = nπ/d,
namely fn = f̂z(nπ/d). Hence, taking into account the anti-symmetrization present in N , Nfz =∑
n(fn − f−n)einzπ/d. Furthermore, its Fourier transform can be computed in a distributional
sense as
N̂fz :=
(
f̂z(ξ)− f̂z(−ξ)
)∑
n
δ
(
ξ − nπ
d
)
.
Dropping the superscripts f⊥, f⊥ from both w and ŵ it holds
w(fz, Nfz) =
∫
dξ ŵ2(ξ)
(
f̂z(ξ)− f̂z(−ξ)
)∑
n
δ
(
ξ − nπ
d
)
f̂z(ξ).
Notice that, despite of the presence of an infinite sum of Dirac delta functions, the previous
expression is well defined because ŵ2(ξ) is continuous for ξ 6= 0, it grows at most polynomi-
ally for large |ξ| and it is bounded close to zero6. The only delta function in the sum which
6In order to check boundedness of ŵ2(ξ), notice from (37) that for some positive constant C
|ŵ(ξ)| ≤ C sup
t,t′∈I
∫
R2
dk⊥
1√
k2⊥ + ξ
2
|f̂⊥(t, k⊥)||f̂ ′⊥(t
′
, k⊥)| ≤ C sup
t,t′∈I
∫ ∞
0
d|k⊥|
∫ 2π
0
dθ|f̂⊥(t, k⊥)||f̂ ′⊥(t
′
, k⊥)|
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could give a divergent contribution is the one supported at 0. Since f̂z is a Schwartz function,(
f̂z(ξ)− f̂z(−ξ)
)
vanishes, however, at zero and hence, thanks to the boundedness of ŵ2(ξ) near
that point, the contribution of the delta function supported at 0 vanishes. We have
w(fz , Nfz) =
∑
n
ŵ2(nπ/d)(fn − f−n)fn =
∑
n≥1
ŵ2(nπ/d)|fn − f−n|2
where, in the last equality, we use the fact that ω2 is symmetric under z−reflections and
hence ŵ2(nπ/d) = ŵ2(−nπ/d). The last term of the above chain of equalities is positive because
it is a sum of positive quantities, since we have started from the two-point function of a state
and, hence, ŵ2(nπ/d) is a quadratic form for every n.
In order to generalize the result obtained for another quasi-free Hadamard state ω˜ whose
two-point function integral kernel enjoys the symmetries stated in (34), we recall that the two-
point function of such state differs from the vacuum one by a smooth function W (x, x′). We
have now to make sure that I ⊗ N can be applied also to W (x, x′). To this end, we need to
impose technical restrictions on the admissible class of smooth functions.
Proposition 3.15. Let ω˜ be a quasi-free state of Hadamard form for AKG(R4). Suppose that
the integral kernel of its two-point function ω˜2(x, x
′) = ω˜02(x, x
′) +W (x, x′) is invariant under
(34). Suppose that the following conditions hold for the smooth part W ∈ C∞(R4 ×R4):
(i) the function W f⊥,h⊥(z, z′) :=
∫
R3×R3
d3xd3x′ W (x, z, x′, z′)f⊥(x)f ′⊥(x
′) lies in S′(R2) for
every f⊥, h⊥ ∈ D(R3).
(ii) for every value of x3 and x′3, W f⊥,f ′⊥(z, z′) generates a distribution in D′(R6), hence it is
continuous on D(R6).
(iii) Let w(z − z′) .= W f⊥,f ′⊥(z, z′) and let ŵ(ξ) be its Fourier transform. It is a continuous
function for ξ ≥ πd ,
(iv) ξ 7→ ŵ(ξ)ξ is a continuous function in a neighbourhood of ξ = 0 and it vanishes for ξ = 0.
Hence, in view of Proposition 3.2 we can extend ω˜2 to a map on C
∞
0 (Z˚)×N [C∞0 (Z˚)] and
ω2(f
′, f) = ω˜2(f ′, Nf).
gives rise to a quasi-free state ω : ACext(Z)→ C.
Proof. Consider a compactly supported smooth function f ∈ D(Z˚) which can be factorized
in the following way f(x, z) = f⊥(x)fz(z). Let us study Nf and notice that N acts only
on fz. Furthermore, by the Poisson summation formula (see [Ho¨r90, §7.2]), we know that
where the supremum is taken in some interval I chosen in such a way that I × R2 contains the supports of both
f⊥ and f ′⊥. Furthermore, f̂⊥ and f̂
′
⊥ are the spatial Fourier transform of f⊥ and f
′
⊥ and hence they decay rapidly
for large values of |k⊥|. The result of the two integrals can thus be bounded by some positive constant.
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Nfz(z) =
∑
n(fn − f−n)einzπ/d and, as discussed in the proof of the previous proposition, the
Fourier transform can be computed in the distributional sense yielding
N̂fz(ξ) :=
(
f̂z(ξ)− f̂z(−ξ)
)∑
n
δ
(
ξ − nπ
d
)
where δ is the Dirac delta function. For every other f ′ ∈ D(Z˚) which can also be factorized, we
analyze
W (f ′, Nf) :=
∫
R4×R4
d4xd4x′ f ′(x)W (x, x′)Nf(x′) =
∫
R
dξ Ŵ f
′
⊥,f⊥(ξ)f̂ ′z(ξ)N̂fz(ξ) =
=
∫
R
dξ ŵ(ξ)f̂ ′z(ξ)
(
f̂z(ξ)− f̂z(−ξ)
)∑
n
δ
(
ξ − nπ
d
)
.
The previous expression is well defined for the following reasons:
a) conditions (iii) implies that ŵ(ξ) is continuous for |ξ| ≥ π/d,
b) thanks to hypothesis (i), w(z) is a Schwartz distribution, hence its Fourier transform,
grows at most polynomially for large ξ and
c) requirement (iv) implies that ŵ(ξ)ξ is continuous near zero and vanishes for ξ = 0.
Hence, the Dirac delta supported in 0 gives a vanishing contribution to the sum because(
f̂z(ξ)− f̂z(−ξ)
)
/ξ is a continuous function near zero and hence ŵ(ξ)ξ ·
(
f̂z(ξ)− f̂z(−ξ)
)
/ξ is
continuous in 0 and there it vanishes. Furthermore, what remains is
W (f ′, Nf) =
∑
n
ŵ
(nπ
d
)
f ′n (fn − f−n) =
∑
n≥1
ŵ
(nπ
d
)
(f ′n − f ′−n) (fn − f−n)
which is continuous with respect to the topology of D′((0, d)×(0, d)). Hence, taking into account
hypothesis (ii), W (f ′, Nf) is separately continuous on D((0, d) × (0, d)) ⊗D(R6) and thus it is
a distribution in D′(Z˚ × Z˚).
For this reason, ω2 is also a well-defined distribution being the sum of ω
0
2 and W ◦ (I⊗N).
Positivity remains to be shown, but it can be checked following a proof similar to the proof of
Proposition 3.14, hence we shall omit it.
The requirements of the previous proposition are quite involved to check. For this reason,
in the following lemma we give an alternative sufficient condition which implies the four points
assumed in the previous proposition.
Lemma 3.16. Let ω˜ be a quasi-free state of Hadamard form for AKG(R4). Suppose that its
two-point function ω˜2 = ω˜
0
2 is invariant under z−reflections and under z−translations as in
(34). Consider the smooth function W := ω˜2 − ω˜02. Suppose that the following conditions hold:
W ∈ L∞(Z) , ∂
∂z
W (x, z, x′, z′) ∈ L1(R, dz)
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uniformly in x and x′, then the hypotheses of the previous proposition are satisfied and thus the
following expression
ω2(f
′, f) = ω˜2(f ′, Nf).
is a well defined two-point function of a quasi-free state ω : ACext(Z)→ C.
Proof. Since W is bounded, it is the integral kernel of a Schwarz distribution. Hence, by the
Schwartz kernel theorem W can be seen as a map between smooth functions over R6 and
Schwartz distributions over R2. The first three requirements of Proposition 3.15 descend im-
mediately. The forth one requires a few words. Since the derivative along z of W is in L1, by
the Riemann-Lebesgue lemma, its Fourier transform along the z−direction ŵ(ξ) is equal to a
continuous function u(ξ) divided by ξ. Furthermore, since W is symmetric under reflections
generated by ιz, ŵ must be invariant under mapping of ξ → −ξ, and thus u(ξ) = ξŵ(ξ) is an
odd continuous function, hence it must vanish for ξ = 0.
Before concluding this section we analyze the singular structure of Hadamard states obtained
by the image method described so far. We already know that these states are of Hadamard form
when restricted on globally hyperbolic sub regions of H, hence therein the singular structure
is known, however we expect further singularities when states for the full algebra AC(Z) is
considered. Actually, the following proposition holds.
Proposition 3.17. Consider the two-point function of a quasi-free state ω for AC(Z) obtained
by the image method starting from a quasi-free Hadamard state ω˜ of AKG(R4). The wave front
set of its two-point function ω2 has the following form
WF (ω2) =
{
(x, x′, kx,−kx′) ∈ T ∗
(
Z˚ × Z˚
)
\ {0}|(x, kx) ∼Z (x′, kx′), kx ⊲ 0
}
where (x, kx) ∼Z (x′, kx′) whenever there exists a null geodesic γ reflected at the boundaries a
countable number of times, such that x, y are its end points, kx is the cotangent vector to γ at
x while ky is the parallel transport of kx along γ.
Proof. We recall that
ω2(x, x
′) =
∑
n∈N
[
ω˜2(x, (x
′, z′ + 2nd))− ω˜2(x, (x′,−z′ + 2nd))
]
,
Hence, WF (ω2) is contained in the union of the wavefront sets of ω˜2(x, (x
′, z′ + 2nd)) and of
ω˜2(x, (x
′,−z′ + 2nd)).
Let us analyzeWF (ω˜2(x, (x
′, z′+2nd))). Notice that ω˜2(x, (x′, z′+2nd)) is nothing but as ω˜2
in Minkowski with a translation applied to x′. Hence we just need to apply the corresponding
transformation on its wavefront set to obtain the wavefront set of WF (ω˜2(x, (x
′, z′ + 2nd))).
Furthermore, if the points (x, x′) are contained in its singular support, this means that x and
ι2nd(x
′) are connected by a null geodesic in Minkowski spacetime. This geodesic in Minkowski
passes trough the points z where z3 is a multiple of d, |2n| times. Hence, in the Casimir region,
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it is like a null geodesic reflected 2n times at the boundaries. We can treat in a similar way
WF (ω˜(x, (x,−z′+2nd))) and it coincides with the wave front set of ω˜ where the second entry of
that distribution is reflected and translated 2n times. Hence, (x, x′) are in its singular support
only if they are connected by a null geodesic reflected |2n − 1| times at the boundaries.
Finally, we notice that the wave front set of ω˜(x, (x′, z′ + 2nd)) and of ω˜(x, (x′,−z′ + 2nd))
are all disjoined, (their singular support might overlap only when both z = z′ = d/2 but in
this case the corresponding covectors have opposite z−direction). Hence, in the sum defining
ω2 no cancellation of singularity might occur. We thus conclude that WF (ω2) coincides with
the union of the wave front sets of the distributions in the sum written above.
3.2 The vacuum and the KMS states for the Casimir system
In this subsection, we shall construct states ωT : ACext(Z) → C at finite temperature T for
the Casimir system. We shall show that these states are obtained applying the image method
to a KMS state for a Klein-Gordon field on Minkowski spacetime. As a corollary, we obtain
that ω0 is the vacuum state of the theory and it coincides with limT→0 ωT . Our computations
are consistent with the literature on the topic, see for example [BM69, FR87, KCD79] for the
thermal case and [Ful89] for the vacuum.
As before, we work at the level of two-point function. Hence, let us suppose that the
hypotheses of Proposition 3.15 are met. If so, we can apply the image method to a state ω˜ on
AKG(R4) to obtain a quasi-free Hadamard state ω for ACext(Z), such that ω2(f, f
′) = ω˜2(f,Nf ′),
f, f ′ ∈ C∞0,C(R4). Suppose also that the state ω˜ is invariant under the natural action induced on
it by the time translation tξ of step ξ ∈ R. Since N commutes with tξ, also the state ω must be
invariant under time translations.
Consider now the quasi-free KMS state ω˜T : AKG(R4) → C at temperature T which is
invariant under the action induced by tξ. For every f, f
′ ∈ C∞0 (R4) the function ξ 7→ ω2(tξf, g)
is analytic in the strip ℑ(ξ) ∈ [0, β] where β = (kBT )−1 is the inverse temperature and kB is
the Boltzmann constant. Furthermore, the KMS condition holds, namely
ω˜T2 (tiβf, f
′) = ω˜T2 (f
′, f).
We recall also that
ω˜T2 (x, x
′) = lim
ǫ→0+
1
2πβ|x− x′|
sinh
(
2π |x−x
′|
β
)
cosh
(
2π |x−x
′|
β
)
− cosh
(
2π (x
0−x′0−iǫ)
β
) ,ℑ(x0− x′0) ∈ (−β + ǫ, 0] ,
where we use x0 for the time coordinate and x for the space coordinates. Furthermore
ω˜T2 (x, x
′) = lim
ǫ→0+
∫
R3
d3k
eik·(x−x′)
2|k|
(
e−i|k|(x0−x′0)
1− e−β|k| +
ei|k|(x0−x′0)
eβ|k| − 1
)
e−ǫ|k|
We shall check that, it is possible to apply the image method to this state by analyzing the
behavior of W := ω˜T2 − ω˜02 and verifying that the hypotheses of Lemma 3.16 is satisfied and thus
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Proposition 3.15 holds. First of all, we notice that W is a Schwartz distribution, which has the
desired symmetry properties (34). The spatial Fourier transform of its integral kernel has the
following form
Ŵ (x0, x′0;k) = C
1
|k|
(
cos(|k|(x0 − x′0))
eβ|k| − 1
)
.
It is a smooth function except when |k| = 0 and it decays rapidly for large |k|. From this
observation conditions (i),(ii) and (iii) of Proposition 3.15 are met. It remains to prove the
(iv). In order to check it we proceed analyzing
ŵT (ξ) =
∫
R
dt
∫
R
dt′
∫
R2
dk⊥Ŵ (t, t′; k⊥, ξ)f̂⊥(t, k⊥)f̂ ′⊥(t′, k⊥).
for a pair of compactly supported function f⊥, f ′⊥ ∈ D(R3). Above, f̂⊥(t, k⊥) is the spatial
(two-dimensional) Fourier transform of f⊥(t, x1, x2). Notice that there exists a positive constant
C such that |Ŵ (t, t′;k)| ≤ C/|k|2. Hence
|ŵT (ξ)| ≤ C sup
t,t′∈I
∫
R2
dk⊥
1
k2⊥ + ξ2
|f̂⊥(t, k⊥)||ĥ⊥(t′, k⊥)|,
where the supremum is taken in an interval I chosen in accordance to the supports of both f⊥
and f ′⊥. Since, f̂⊥ and f̂
′
⊥ are two Schwartz functions it holds that
|ŵ(ξ)| ≤ sup
t,t′∈I
C ′(t, t′)
∫ ∞
0
dk
k
k2 + ξ2
1
1 + k2
for some positive set of constants C ′(t, t′) bounded in I2. The k−integral can be computed and
it yields a function of ξ which is logarithmically divergent near 0, and hence, also requirement
(iv) of Proposition 3.15 is met.
For completeness we check the applicability of the image method directly on the two-point
function. We obtain
ωT2 (x, x
′) .=
(
ω˜T2 (I⊗N)
)
(x, x′) =
−
∞∑
n=−∞
(
1
2πβrn
sinh 2πrnβ
cosh 2πrnβ − cos 2πiβ (x0 − x′0 + iǫ)
− 1
2πβr˜n
sinh 2πr˜nβ
cosh 2πr˜nβ − cos 2πiβ (x0 − x′0 + iǫ)
)
,
(40)
where r2n
.
= (x1 − x′1)2 + (x2 − x′2)2 + (z − z′ + 2nd)2 while r˜2n .= (x1 − x′1)2 + (x2 − x′2)2 +
(−z − z′ + 2nd)2. Notice that, for every ǫ > 0 and for every x, y in Z we have the the sum is
absolutely convergent. As a matter of facts, for large n, both rn and r˜n grow like 2nd hence,
the asymptotic behavior of the n−th element of series is governed by
1
2πβrn
− 1
2πβr˜n
=
1
2πβ
r˜n − rn
rnr˜n
=
1
2πβ
r˜2n − r2n
rnr˜n(rn + r˜n)
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and the right hand side of the previous expression is majored by C/n2 hence it can be summed.
We conclude this section with a proposition which ensures that the image method preserves
the thermal properties of states.
Proposition 3.18. The quasi-free state ωT : ACext(Z) → C, whose two-point function ωT2 is
obtained applying the image method to the two-point function ω˜T2 of the KMS state ω˜
T as in
(40) is a KMS state. The limit of ωT as T → 0 is a vacuum state.
Proof. In order to prove the proposition, we want now to show that ωT2 (f, f
′) = ω˜T2 (f,Nf
′)
for f, f ′ ∈ C∞0 (Z˚), enjoys the KMS condition in ACext(Z). To this end we recall that the KMS
condition can alternatively be written as
ω˜T2 (tiβ(f), f
′)− ω˜T2 (f, f ′) = −iE(f, f ′)
where E is the causal propagator of the theory. Hence, let us analyze it for ωT
ωT2 (tiβ(f), f
′)− ωT2 (f, f ′) = ω˜T2 (tiβ(f), Nf ′)− ω˜T2 (f,Nf ′) = −iE(f,Nf ′) = −iEZ(f, f ′),
where EZ is constructed in Definition 3.4 Since in the limit β → 0 we recover ω02 we might safely
say that ω0 is the ground state of the Casimir system.
Notice that the very same conclusion could have been drawn using instead a more general
argument following the analysis of [SV00]. It is noteworthy that the analysis of this section
could have been performed for the Hadamard states of a massive real scalar field on the whole
Minkowski spacetime. Yet, in such case, on account of the fall-off properties at infinity of the
Poincare´ vacuum, we would have obtained far better convergence results of the image method.
3.3 Wick ordering in a Casimir system
To conclude the section, as for a Casimir-Polder system we want to make contact with the
standard results in the literature concerning the expectation value of the regularized two-point
function and stress-energy tensor (see [SF02]). To this avail we need first of all to define the
extended algebra of Wick polynomials. The procedure is identical to the one discussed in Section
2.2 and, thus, we will not repeat it here. Recall that the main outcome was the possibility to
introduce an algebra of extended observables on globally hyperbolic submanifolds O. Further-
more, thereon, ACµ (O) is ∗-isomorphic (actually it coincides) to AKGµ (O). For the same reasons
discussed in the Casimir-Polder case, however, the extended algebras ACµ (O) can be realized as
part of a global extended algebra ACext(Z) only after a deformation of the ⋆Z product into a
globally defined one. This can be built for example by replacing H with the two-point function
of a Hadamard state .
Despite of this difficulty, we can locally make sense to observables like the stress tensor or
the Wick square, and in particular, we have:
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Proposition 3.19. Let us consider a massless, conformally coupled real scalar field and let
ω : ACext(Z)→ C be the quasi-free state whose two-point function ω2 = (N ⊗ I)ω2,V is built with
the image method from the Poincare´ vacuum. Then, for all ζ ∈ C∞0 (Z),
ω0(:φ̂2:H(ζ)) =
∫
R4
d4x
ζ(x)
48d2
(
1− 3
sin2 πzd
)
,
and
ω0(:T̂µν :H(ζ)) = A
′
µν
−1
1440d4
∫
R4
d4x ζ(x)
[
1 + (6ξ − 1)5π
2
2
(
ψ(3)
(
1− zd
)− ψ(3) ( zd))] ,
where {Tµν} are the components of the stress-energy tensor (21) and ψ(x) is the logarithmic
derivative of the gamma function. Furthermore A′ is the matrix diag(−1, 1, 1, 3)
Proof. Recall that, according to Proposition 3.14, ω is a Hadamard state as per Definition 3.12.
In order to compute the Wick squared scalar field, we recall result of the image method and we
obtain
ω0(:φ̂2:H(ζ)) =
∞∑
n=−∞
n 6=0
∫
R4×R4
d4xd4x′
(
ω˜02(x− x′, z − z′ + 2nd)− ω˜02(x− x′,−z − z′ + 2nd)
)
ζ(x, z)δ(x − x′) =
=
1
4π2
∞∑
n=−∞
n 6=0
∫
R4
d4x
(
1
(2nd)2
− 1
(2z + 2nd)2
)
ζ(x, z) =
∫
R4
d4x
(
1
96d4
− 1
32d4
1
sin2 πzd
)
ζ(x, z),
where we used the smoothness property of the sum of the integral kernels in the region of
interest, first to deduce that the result of the integrals is finite and then to exchange the sum
with the integrals. In the last equality we have computed the sum by using for the first term
the definition of the Riemann zeta function and in the second still [GR07, §1.445]. In order to
compute the expectation value of the smeared Wick ordered time-diagonal component of the
stress-energy tensor, we follow the same procedure as in the proof of Lemma 2.16, that is
ω(:T̂µν :H(ζ)) =
∫
R4×R4
d4x d4x′D(x,x
′)
µν
(
ω2(x, x
′)−H(x, x′)) ζ(x)δ(x− x′),
where D
(x,x′)
µν is the same as in (23). Following the same procedure as for ω(:φ̂2:H(ζ)) the sought
result descends.
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