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In recent years a number of methods have been constructed to correct for 
loss of synchronization f cyclic codes. In general, correction of large amounts 
of slippage with these methods make use of large amounts of added redundancy 
or error correction power which cannot be used simultaneously for additive 
errors due to noise. Methods are presented in this paper to effect compromises 
between these positions and thus fill in the spectrum of options that would 
depend upon the channel used. These methods are of two types: One uses 
comma-free codes as prefixes in code words. The other uses a combination of
the methods of Bose-Caldwell-Weldon a d Tavares-Fukada and the prefix 
methods. These methods would seem to have best applicability to channels 
where the slippage can be more than just one or two digits. 
I. INTRODUCTION 
In recent years, various methods have been proposed to detect or correct 
synchronization slippage in data streams composed of cyclic codes. Many 
of these methods have different characteristics that cause the resulting codes 
to have more applicability to one situation than others. For example, the 
extended codes of Bose-Caldwell (1967) and Weldon (1968) allow correction 
of slippage simultaneously with full additive error correction. However, 
the price paid is that of added redundancy caused by "buffering" each code 
word. Another method, efficient for small slippage is that of using a prefix 
in place of a number of information digits (Mandelbaum, 1968). 
This method also does not degrade the simultaneous additive error 
correction power. At the other end of the spectrum are the coset codes of 
Stiffler (1965), Levy (1966), Tong (1966, 1969) and Tavares-Fukada (1969a,b); 
as well as the subset codes proposed by Tavares and Fukada (1970) based 
on the extended code of Weldon (1968). These codes require little redundancy 
but detection or correction of slippage requires that additive rror correction 
power, equal at least in magnitude to the slippage, be expended solely for 
slippage detection or correction. Thus it would seem from known codes, 
that either the full simultaneous additive error correction power of the code 
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can be retained during slippage but at a cost of large redundancy; or small or 
no redundancy is available but at a cost of a great deal of additive error 
correction power during slippage correction. 
This paper proposes to add to the spectrum of available codes between 
these two extreme positions by "trading-off" redundancy versus additive 
error correction power. This is done by using a generalization of a previous 
method (Mandelbaum, 1968). Here prefixes containing both constants and 
variable information digits will be used. Some of these prefixes have the form 
of words in a comma-free code constructed by Gilbert (1960). These methods 
will be described in Section II. They would seem to be most applicable to 
situations where large slippage is possible. In Section I I I  a hybrid technique 
using both the subset or extended and prefix methods will be constructed. 
This method could be useful for codes using the Bose-Caldwell-Weldon 
method or the Tavares-Fukada subset method where the proper degree 
polynomial is not available and the only available polynomials are of such a 
degree as to give excessive redundancy. In the following, only binary codes 
will be treated. However, the results are easily generalized to other Galois 
Fields. 
II. GENERALIZED PREFIX CODES 
Consider an (n, k) cyclic code in which the first N information digits 
(N < k) have a specified form. Some may be constants and some are variable 
information digits. Let the elements of this prefix P be denoted l ,  d~ ,..., d N . 
Let I be the set of integers i such that 1 ~ i ~< N and d i is a constant (0 or 
1). Let the code word be 
dld2 "" dnau+laN+2 "" an_la ~ . 
Then 
djd3+l ""  dNaN+l  ""  and ld  2 "'" d , _  1 (1) 
is also a code word where 1 ~ j ~< N, since the code is cyclic. 
A. The Gilbert (1960) Synchronous Code 
This code used as a prefix has the form 
0001 W1W21 W~W41 W~W61, (2) 
or most generally, 
PG1 = 0~+11 Wl,lW1,2 "'" WI,~I W2,1 "'" W2,~o "'" 1 Wv,:t "'" W~,~l, (3) 
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where y = 2q + 1 and the Wi.~'s are variable information bits. (0 x is defined 
as x consecutive zeros). Pal is the Gilbert (1960) synchronous code which 
is used to convey information. This block code corrects for slippage but 
does not correct additive errors caused by noise. The length of Pc1 is 
N = 2(p + 1)(q + 1) -k 1. I f  a cyclic code word is transmitted as in (1), 
then two consecutive code words have the appearance 
l Wq+l,lWq+l,2"'" Wy,2olag+l"" anO~°+ll WI,1 "'" Wq,~l W(+l.1 "'" 
• .. W;,;b~+~ ... bnO~+llW£,~ "'" W~,~,I, (4) 
where the W~,j ,  W~.j ,  a i ,  b~ are variable information bits. 
I f  slippage of u bits to the left occurs, then the generalized framed word 
will have the appearance 
dh" 'dNaN+l ' "and l ' "~_ l~ . . . .  d" h-1 , (5) 
where h > j and h - - j  = u. I f  the number of variable bits in the digits 
d /  "" d~_ 1 is e and t' additive errors occur, then (5) can be reconstructed 
correctly if e + t' ~ t, where t is the maximum number of additive errors 
the cyclic code can correct. It is seen that the prefix subsequence 
0~+11W1,1 We,~IW~+I, 1 .. W' . . . .  ~,~ (6) 
in (4) will be shifted by u bits to the left. It is seen that Pc1 has 0 r+l as the 
firstp @ 1 bits. This subsequence annot occur in any otherp 2_ 1 consecutive 
digits of Pc1- Let N = 231+ 1. Assume that when the code is in 
synchronism at the receiver, an imaginary marker ests on the M -k 1 st digit 
of Pal which is the one directly before Wq+l, 1 . I f  the word slips by 
M = (p + 1)(q @ 1) or less digits in either direction, the marker will be 
over the first digit of 0 ~+~ or to the right of it. Thus by counting the number 
of digits left to the start of 0 p+I the direction and magnitude of the slippage 
will be determined. Sellers (1962) shows that the length of PG1, namely, 
2M -/  1, cannot be decreased. Therefore, with the use of such a prefix Pc1 
in the leading information digits of a cyclic code word, slippage of (p+ 1)(q-b 1) 
digits in either direction can be corrected. 
For a maximum shift of M = (p + 1)(q + 1) bits to the left, p(q + l) 
information bits enter from the adjacent code word to the right. Therefore, 
e ~< emax = p(q -+- 1). It is seen that e is approximately proportional to u, the 
magnitude of the shift. That is, for slippage to the left, e is increased by p for 
every p + 1 digits of slippage. Because of the p + 1 zeros at the beginning 
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of Pa l ,  e will be correspondingly smaller for slippage to the right. Since 
M = (p + 1)(q + 1), we have 
emax = pM/(p  + 1). (7) 
The redundancy (in bits) of Pc1 is 
r =p+2+y =p+ 2(q+ 1)+ 1. 
Therefore, 
r =p+ 1 +(2M/ (p+ 1)). 
Thus the following has been shown: 
(8) 
r --= p + 1 + (2M/(p + 1)) 
and simultaneously correct t' additive errors where t' + e ~ (d -- 1)/2. The 
distance of the code is d and e is the number of possible rrors caused by the shift. 
(e is approximately equal to pu/(p + 1)). For a maximum shift M, 
e = emax = pM/(p  -~- 1). 
From (8) it is seen that r is a minimum with respect o p for p+ 1 ~ (2M) ~/~. 
EXAMPLE. For the prefix (2), p = 2, q = 1, and therefore, 
M=2.3  =6 
em~x - -  4 
and r = 7. 
The decoding procedure for slippage correction is very simple: 
(1) Decode and correct for additive errors. 
(2) Count left the number of bits from the start of the framed word 
to the first zero of the subsequence 0 ~+1. Let this count be (p + 1)(q -t- 1) + u. 
If u > 0, then a shift of u bits to the left has occurred. For a right shift of u 
bits, u < 0. 
This method can be generalized for asymmetrical shifts. That is, a 
maximum slippage L to the left or a maximum slippage R to the right can be 
THEOREM 1. Using the prefix Pal ,  any (n, k) cyclic code can be converted 
to an (n, h -- r) cyclic code that can correct for up to M digits of slippage, where 
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corrected where L q- R < N. The starting point of the word and possibly 
emax will change. I f L  > R, then the prefix should be constructed so that the 
p q- 1 consecutive zeros will be at the right end of the prefix and therefore 
emax will be less. 
In a like manner detection of a slippage o fH  = 2(p + 1)" (q + 1) -- N --  1 
digits can occur with the prefix Pal • Note that Pal begins with 0 v+l and ends 
with a one. Assume the imaginary marker points to the first digit of Pcz 
when proper synchronization occurs. Assume slippage to the left, that is, 
the marker moves to the right H or less places. Then the marker will not be 
over the start of 0 ~+1 since it cannot occur elsewhere in PGz. On the other 
hand, assume the marker moves to the left (i.e., slippage to the right). Suppose 
the marker is over another 0 v+l which is a false prefix. Then either the real 
0 ~+1 appears within the N digits beginning with the false 0 ~+z or the real 0 v+l 
appears where a one should occur if the false 0 ~+1 began a real prefix Pcz • 
Thus a slippage of up to N --  1 digits can be detected under these circum- 
stances. Therefore, the following has been shown. 
THEOREM 2. Using the prefix PG1, any (n, k) cyclic code can be converted 
to an (n, h -- r) cyclic code that can detect up to 2(p + 1)(q + 1) digits of 
slippage where the redundancy r is p + 2(q + 1) + 1, and simultaneously 
correct t' additive errors where t' -? e <<, (d -  1)/2. The distance of the cyclic 
code is d, and e is the number of possible errors caused by the shift (e is approxi- 
mately proportional to pu/(p + 1)). For a maximum slippage of N -- 1 digits, 
e = emax = N-  1 since the marker can move N-  1 digits to the left over 
the digits of a preceding cyclic code word. 
B. A Gilbert Code Variation 
This code used as a prefix for a cyclic code has the form 
PG2 = 0"+11W1.1 "" WI,~I "'" 1W~.I "" Wv,~IWv+~.I "" W~+l,Z~+xl, (9) 
where 2m + 1 < p. This has the same form as Pc1 except hat the length is 
variable depending upon the value of 2m. Again y = 2q + 1. The start of the 
code word for correction is at the Wq+l,.~+l information bit. For this case, 
M = (p + 1)(q + 1) + m + 1, 
r •p  +2q+4,  
emax ~ p(q + 1) + m. 
(10) 
Thus M = emax -t- q + 1. 
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C. A Symmetrical Prefix 
Here the prefix Ps has the form 
1 W1,1 "'" Wl,~ol "." 1 W2q,l". W2qAol0~°+ll W2q+1,1 ..- 
• .. W~+I,~I .--1W4q,1 .." W4q,~l, (11) 
where p is an odd integer. The start of a cyclic code word is at the middle of 
the prefix, that is, at the (p -k 1)/2 -[- 1st zero of the subsequence 0 9+1. It is 
easily seen that (for correction) 
M=(p+l ) /2+(p+l )q ,  
r =p+4q+3,  
and emax = pq. As a result, 
m = (p + 1)/2 q- q + emax. (12) 
It is seen that emax is less for case C, but the redundancy is generally greater 
than for cases A and B. 
Again the decoding procedure for slippage correction is quite simple. 
After additive error correction, the start of a framed word is moved the least 
number of bits in either direction until it is on the (p q- 1)/2 q- 1st zero of 
a run ofp Jr 1 zeros. Of course, the slippage must not be greater than M. 
Theorems analogous to Theorems 1 and 2 can be formally written for 
cases B and C. 
It is seen by varying p and q in the above codes that many combinations of 
M, r, and emax can be arranged. For other existing codes this is not true, For 
the Bose-Caldwell-Weldon extended codes, emax = 0 but r > 2M. On the 
other hand, for the coset and Tavares-Fukada subset codes, emax ~ M while 
r is small or zero. For the above cases we can find codes where emax < M 
and r < 2M. For example, if in the case A, p = 1, then from (7) and (8), 
emax = M/2 and r = M q- 2 which is an intermediate result not previously 
attainable. 
D. Use of Another Gilbert Code as a Prefix 
In A and B, certain types of Gilbert codes were used. Those codes had 
constant digits in certain fixed positions while the rest of the positions were 
arbitrary information digits. These information digits were grouped and 
separated by constants o they would not falsely simulate the subsequence 
0 v+l. Gilbert (1960) also constructed codes of the form 
PGa = OPd~+ld~+~ ""dN, (13) 
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where the digits d~+fl~+~ .." d x are constrained so that the subsequence 0 p 
cannot be formed with the help of any of the digits d i (p + 1 ~ i ~< N) in 
the sequence 
As a consequence, it follows directly that d N must be a one. 
Gilbert shows that the above codes are more efficient han other Gilbert 
codes presented in A and B. These codes given by (13) will correct slippage 
of (N - -  1)/2 if N is odd or detect a slippage of N - -  1 digits. If  N is even, 
then a slippage of (N - -  2)/2 can be corrected. 
It is seen that these Pc~ prefixes are more difficult to encode and decode 
since some number q of the information bits must be encoded into legitimate 
sequences d~+ 1 "" dN. The number q is determined by the number G(N) of 
such distinct legitimate sequences. Thus q = [log 2 G(N)]. In turn, G(N) is a 
function of N and p. Gilbert (1960) gives a table of G(N) as a function of 
N and p. (Gilbert uses the inverse subsequence 1 ~ instead of 0 p as used here). 
The use of the Gilbert sequence Pa~ in cyclic codes to correct for slippage 
may save some information bits over the prefix in Section IIA. For example, 
consider the prefix Pc1 = 031xxlxxlxxl, where the x's are variable informa- 
tion bits. Here the redundancy ral = 7. As in A, a cyclic code word will start 
over the second fixed one in PG1 • Here emax = 4. Now consider a prefix Pa3 
of the same length N = 13. G(13) = 149 and, therefore, q = 7. Thus the 
redundancy is ra3 = 6. The cyclic code word will begin in the seventh 
position of Pc~ and as a result emax = 6. Thus the redundancy is less but 
emax is greater for Pea • 
I I I .  A HYBRID PREFIX AND SUBSET CODE METHOD 
Weldon (1968) constructed an extended code which is a generalization of
the extended codes of Bose and Caldwell (1967). If  the cyclic code word is 
(a0, a l ,  a2 ,---, an-l), (14) 
then the extended word would be 
(an_ L ,..., an_l, a0, a 1 ,..., an_l, ao, a 1 ,..., aR_l), (lS) 
i.e., R and L digits are added on the right and left, respectively. Any n 
consecutive digits from this extended word will form a cyclic code word. The 
cyclic code word (14) can be written in the form 
w(~) = O(x)a(x ) ,  
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where G(x) is the generator polynomial of degree n - -  k and Q(x) is a poly- 
nomial of degree not greater than k --  1 which carries the information. As 
in Weldon (1968), 
Q(x) = J(x)F(x) + 1, (16) 
where F(x) is a fixed polynomial of degree m, and has exponent p > R + L. 
Tavares and Fukada (1970) point out that F(x) must divide H(x) where 
G(x)H(x) = x n --  1. The polynomial F(x) represents the added redundancy 
that along with the added buffered digits in (15) is needed to correct 
slippage. For least redundancy, F(x) should be chosen to be a primitive 
polynomial. 
Tavares and Fukada (1970) use this altered method to dispense with the 
augmented digits in (15). As a result, when slippage of s digits occurs, there is 
the possibility of s errors in the misframed word due to the intrusion of s digits 
from the adjacent word. Tavares and Fukada call these subset codes. 
It is seen that in order to implement extended or subset codes, an F(x) 
must be found which is a factor of (x ~ -- 1)/G(x) = H(x) and whose exponent 
p is greater than R + L where R represents the desired maximum correctable 
slippage to the right and L represents the desired maximum correctable 
slippage to the left. For efficiency, it is advantageous to find an F(x) of 
minimum degree such that exponent p > R @ L. However, this may not 
always be possible for longer code lengths. The factors of H(x) may be either 
large or too small. The reason is that over the field of integers modulo 2, 
x ~ --  x factors into the product of all monic irreducible polynomials whose 
degrees divide k, where 2 ~ -- 1 ~ n. 
This section will present a method that can be used with the Bose- 
Caldwell-Weldon extended codes or the Tavares-Fukada subset codes. 
This method uses a combination of an interlaced prefix and a polynomial 
F(x) to give a slippage capability that is greater than p. This method can best 
be shown by an example. 
Consider a BCH code of length n = 29 -- 1 = 511. The factors of x ~1~ -- 1 
are polynomials having degree 9 or 3. F(x) is such a polynomial of degree 
m = 3 and has exponent p = 7. Assume that the following pattern is within 
the information digits of a code word: 
0ala 2 .-- a6Oasa 9 ... a131a15 ... a2ola~2a23. (17) 
That is, the constant digits 0011 are separated each by 6 variable (ai) informa- 
tion digits. Assume that a slippage of u digits occurs. I f  the slippage is to 
the right, u is positive; if to the left, u is negative. Also first assume for this 
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explanation an extended code in which R = L >~ u. Then after stripping 
of the redundant buffered bits the resultant word is 
Dividing by G(x) gives 
x~G(x)(J(x)F(x) -5 1). (18) 
x~(J(x) . F(x) q- 1), (19) 
and dividing by F(x) gives the remainder 
x~/F(x). (20) 
If  u ~ p, then (20) will be distinct for every distinct u. In (17) suppose an 
imaginary marker has been set at the leftmost constant one of the pattern when 
the data sequence is in synchronization. 
When slippage occurs, (20) will tell the relative phase of the slippage 
modulo p. This value p is also the distance in digits between constants of 
(17). Thus (20) will indicate the relative distance between the constant 
digits of (17) but if u > p, then (17) will not alone determine u. It will only 
determine u mod p. The pattern of constant digits will extend the slippage 
correction capability. For the example above, the slippage that can be 
corrected is limited to 14 digits if the marker moves to the left (slippage to the 
right) or 13 digits if the marker moves the right (slippage to the left). For 
if the marker would move 14 digits to the right it would be over an arbitrary 
digit but the decoder would believe it was over a constant digit of the pattern. 
Thus it is seen that through this method the "phase" between constant digits 
of the pattern can be determined. This gives the "fine" magnitude of the shift. 
The position of the constant pattern 0011 gives the "coarse" position of the 
marker and, therefore, the magnitude and direction of the slippage. The 
latter statement is true since the following pattern of constants are distinct 
(x stands for an arbitrary information digit). 
xOOl lxx  
xxOOl lx  
xxxO011 
001 l xxx  
Thus it is seen that a slippage of 13 bits can be corrected with an added 
redundancy of m q- 4 = 3 q- 4 = 7. 
On the other hand, using the method of Bose-Caldwell-Weldon, only 
polynomials of degree 3 and 9 and exponents 7 and 511 or 73 are available 
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for use as F(x). (Note that 73 and 7 are factors of 511.) Using an F(x) with 
exponent 7 will correct for a slippage of 3 bits in either direction. This may 
be too small. Using anF(x) with exponent 511 or 73 will correct for a slippage 
of 255 or 36 in, respectively, either direction but this may be unnecessary. 
Also the redundancy is 9 bits. Thus if correction of up to 13 bits of slippage is 
sufficient, then, using the above hybrid method, two added bits to carry 
information are available. It is easily seen that this example is immediately 
applicable to the subset codes of Tavares-Fukada (1970) since the same 
method of slippage correction is used. 
This example can be generalized. Let 0~1 ~ be the pattern of constants 
interlaced with p -  1 information bits where the polynomial F(x) has 
exponent p. Then using the above method, a shift in either direction of up to 
s = pz -  1 digits can be corrected. The added redundancy is given by 
R~ = m + 2z where m is the degree of F(x). 
THEOREM 3. An (n, k) cyclic code can be converted to an (n, k -  R~) 
subset cyclic code or an (n + 2s, k -- R~) extended cyclic code if there exists a 
polynomial having degree m and exponent p that divides (x n --  1)/G(x). This 
code will correct for slippage of s or less digits where 
and 
for any positive integer z. 
s =pz- -  1 
R~ = m + 2z 
It is easy to see how maximum slippage of different magnitude in each 
direction can be corrected by this method. This can be accomplished by 
using a pattern of constants of the form 0*sl z. The maximum slippage corrected 
would be py-  1 digits to the right and pz-  1 digits to the left. The 
redundancy would be m + y + z. 
It is expected that this method would have advantages in cases where the 
code length n is large and thus the factors of n would be far apart in value. 
This hybrid method can be used also for detection only since the pattern of 
constants defined above satisfies the conditions necessary. A pattern of 
constants of the form 0~1 ~ where each constant is separated byp -- 1 informa- 
tion bits can detect shifts of up to s = (2z --  1)p digits in either direction. 
This is easily seen since, if the imaginary marker shifted toward the right by s 
or less digits, it cannot be over the leading zero of the constant pattern 0'1 *. 
If the marker shifts to the left by s or less digits and is over the leading zero 
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of the constant pattern 0 ;, then this pattern can only be followed by a constant 
pattern of 1 ~ 1 (of course, interlaced with p - -  1 arbitrary information digits). 
Then  this result can be stated as follows. 
THEOREM 4. An (n, k) cyclic code can be converted to an (n, k -  R,) 
subset cyclic code or an (n + 2s, k -- R,) extended cyclic code if there exists a 
polynomial having degree m and exponent p that divides (x n -- 1)/G(x). This 
code will detect slippage of s or less digits where 
s ----- p(2z -- 1), 
and 
R, = m + 2z, 
for any positive integer z. 
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