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Resumen
El presente Trabajo Fin de Grado se encuadra en el marco general de la In-
teligencia Artificial (IA), en particular en el a´mbito del aprendizaje ma´quina.
La IA pretende dotar a las ma´quinas de la capacidad de solucionar problemas
a trave´s del paradigma de la inteligencia humana.
En concreto, este trabajo trata de la aplicacio´n del aprendizaje ma´quina a
la clasificacio´n de patrones en problemas de clasificacio´n binaria, que consiste
en distinguir entre patrones de dos clases diferentes. Los me´todos de apren-
dizaje ma´quina “aprenden” a resolver el problema de clasificacio´n a partir
de un conjunto de ejemplos etiquetados (conjunto de patrones con indicacio´n
de la clase a la que pertenece cada patro´n). Este conjunto de ejemplos habi-
tualmente se denomina conjunto de entrenamiento. Dentro de la clasificacio´n
binaria, se considerara´n problemas desequilibrados o desbalanceados, que son
aquellos en los que el nu´mero de patrones disponibles correspondientes a ca-
da una de las dos posibles clases es sensiblemente diferente. Estos problemas
son de gran importancia, ya que hay un gran nu´mero de aplicaciones con
estas peculiaridades, como por ejemplo la deteccio´n de fraude (las operacio-
nes fraudulentas son muchas menos que las legales) o la diagnosis me´dica de
alguna enfermedad (el nu´mero de pacientes sanos es mucho mayor que el de
enfermos). Adema´s, como sucede en estos ejemplos, en muchas ocasiones el
objetivo ma´s importante es precisamente la deteccio´n de patrones de la clase
minoritaria.
La utilizacio´n de me´todos de aprendizaje ma´quina en este tipo de proble-
mas tiene como dificultad potencial que los ejemplos de la clase mayoritaria
pueden dominar en el aprendizaje y ocultar los ejemplos de la clase minorita-
ria. Para evitar este posible efecto es necesario tomar medidas que equilibren
la aportacio´n en el aprendizaje de las muestras correspondientes a las dos
clases.
En el trabajo, en primer lugar se ha obtenido un conjunto de bases de
datos reales correspondientes a problemas de clasificacio´n binaria y con datos
desbalanceados. Las bases de datos elegidas corresponden a problemas reales
que han sido tratados en la literatura utilizando otros me´todos de clasifica-
cio´n. Para resolver estos problemas de clasificacio´n, se han utilizado redes
neuronales artificiales, en concreto, perceptrones multicapa. Se han conside-
rado varias alternativas para tener en cuenta el desequilibrio de los datos.
Por un lado, se han utilizados dos funciones de coste para el aprendizaje
de la red neuronal que tienen en cuenta el diferente nu´mero de muestras de
cada clase: la primera es una funcio´n de coste basada en el error cuadra´tico
medio ponderado; la segunda es una funcio´n de coste basada en el riesgo de
Bayes. Por otro lado se han utilizado combinadores de clasificadores, que ya
han demostrado en la literatura que pueden ser u´tiles en este tipo de pro-
blemas. Los clasificadores obtenidos se han evaluado utilizando varias figuras
de me´rito, y se han comparado las prestaciones obtenidas con los distintos
6me´todos considerados en cada una de las bases de datos.
Para realizar la evaluacio´n de los clasificadores, se ha seguido la metodo-
log´ıa habitual empleada cuando se utilizan me´todos de aprendizaje ma´quina.
Cada base de datos se divide en dos conjuntos de patrones: conjunto de en-
trenamiento y conjunto de test. Los para´metros del clasificador se obtienen a
partir de los patrones del conjunto de entrenamiento. Una vez obtenidos estos
para´metros, o lo que es lo mismo, una vez disen˜ado el clasificador, las pres-
taciones del mismo se evalu´an utilizando el conjunto de test, cuyos patrones
no se utilizaron en el procedimiento de aprendizaje.
Finalmente, a la vista de los resultados obtenidos con cada uno de los
me´todos considerados, se discute sobre las principales conclusiones extraidas
a partir de dichos resultados.
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Cap´ıtulo 1
Motivacio´n y objetivos
En este primer cap´ıtulo se van a presentar los aspectos que han motivado
la realizacio´n de este trabajo, teniendo en cuenta el entorno socio-econo´mico
en que se ubica y el marco regulador aplicable. Adema´s se describira´n los
objetivos planteados para este Trabajo Fin de Grado.
1.1. Motivacio´n del trabajo
Este trabajo se encuentra situado en el marco general de la Inteligencia
Artificial (IA), y en particular dentro del a´mbito del aprendizaje automa´tico
o aprendizaje ma´quina. La IA pretende dotar a las ma´quinas de la capacidad
de solventar problemas a trave´s del paradigma de la inteligencia humana.
Para ello se utilizan distintas herramientas estad´ısticas y computacionales.
La IA puede dividirse en dos ramas. La primera, denominada inteligencia
artificial convencional o IA simbo´lica-deductiva se basa en el enfoque es-
tad´ıstico del comportamiento humano. La segunda se denomina inteligencia
artificial computacional o IA subsimbo´lica-inductiva, y se basa en los datos
emp´ıricos.
La estad´ıstica y la informa´tica han ido avanzando y desarrollando nuevas
te´cnicas desde hace de´cadas. Sin embargo antes no se dispon´ıa de grandes
cantidades de datos. Esto ha cambiado con Internet y la capacidad de al-
macenamiento de datos actual. Junto con Internet, a d´ıa de hoy no para de
aumentar el nu´mero de sensores que ocupan nuestro mundo, esto produce
una cantidad de informacio´n enorme. Gracias a ello es posible mejorar el
aprendizaje de las ma´quinas. Adema´s con la situacio´n actual, no dejan de
desarrollarse nuevos y mejorados mecanismos, y es posible solucionar proble-
mas con mayor nivel de abstraccio´n y complejidad.
Muchas empresas utilizan ya el aprendizaje ma´quina para mejorar sus
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decisiones. Algunas como BlackRock (Williams, 2015) utilizan datos pro-
cedentes de Google y Twitter para tomar decisiones sobre sus inversiones.
Tambie´n es utilizado para la lucha contra el fraude, con la utilizacio´n de
me´todos como las redes neuronales, los a´rboles de decisio´n y los ana´lisis ba-
yesianos (BBVAOpen4U, 2015). Lo que permite ahorrar grandes cantidades
de dinero.
Las empresas ma´s potentes del mundo como Google, Apple, Facebook,
Microsoft, etc. (Rodr´ıguez, 2016) llevan an˜os invirtiendo dinero en investiga-
cio´n para la realizacio´n de aplicaciones basadas en la IA. Algunos ejemplos
son Siri de Apple o Cortana en Microsoft, cuya funcio´n de asistente virtual se
basa en te´cnicas de reconocimiento de voz, bu´squeda de contenidos y dema´s
aspectos relacionados con la IA. Adema´s con las nuevas te´cnicas de aprendi-
zaje profundo (deep learning), el sistema RankBrain (Hof, 2015) ha logrado
mejorar las prestaciones del buscador de Google en un 10 % (Palazuelos,
2015).
En el a´mbito de la automocio´n, el desarrollo de veh´ıculos inteligentes,
con capacidades de conduccio´n auto´noma, es otro ejemplo del uso intensivo
de la IA y del aprendizaje ma´quina. La inversio´n en el desarrollo de estas
tecnolog´ıas en los u´ltimos an˜os ha sido enorme, no so´lo por parte de los
fabricantes, sino tambie´n de las administraciones, ya que su implantacio´n
puede ayudar a salvar vidas, y mejorar la fluidez del tra´fico. Por citar un
ejemplo, el gobierno de Estados Unidos propuso el pasado enero una inversio´n
de 4 billones 1 de dolares durante los pro´ximos 10 an˜os para la incentivacio´n
de los veh´ıculos auto´nomos (Spector y Ramsey, 2016).
Fuera del a´mbito econo´mico, estas te´cnicas tambie´n ayudan en aspectos
tan cr´ıticos como salvar vidas. En la medicina el uso de herramientas de IA
ayuda a la deteccio´n de enfermedades. Por ejemplo, en los u´ltimos an˜os se
han desarrollado distintas aplicaciones o juegos para etiquetar datos me´di-
cos. Algunos juegos como TuberSpot (Luengo-Oroz, 2015) que consisten en
encontrar las bacterias que provocan la tuberculosis, o MalariaSpot (Salas,
2013) cuyo objetivo es ‘atrapar’ los para´sitos de muestras de sangre reales.
Esto ayuda a obtener datos etiquetados, cuyos resultados promediados sobre
todos los jugadores han resultado ser altamente satisfactorios.
Tambie´n se ha observado un enorme intere´s en el desarrollo de herra-
mientas de ayuda a la diagnosis me´dica basadas en aprendizaje ma´quina
(Kononenko, 2001) (Foster et al., 2014), con aplicaciones tan diversas como
ana´lisis de sen˜ales de electrocardiograma (para deteccio´n de arr´ıtmias (Moa-
venian y Khorrami, 2010), dan˜os en va´lvulas card´ıacas, o deteccio´n de apnea
(Xie y Minn, 2012)), o procesado de ima´genes de ultrasonido para la detec-
cio´n de la enfermedad de Hashimoto (inflamacio´n de la gla´ndula tiroidea)
(Koprowsky et al., 2012), por citar so´lo algunos ejemplos. Para hacerse una
1Billones ‘americanos’, miles de millones.
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idea del nu´mero de contribuciones, basta con hacer una bu´squeda en Google
Scholar con los te´rminos ‘machine learning biomedicine’.
Las cantidades de dinero que mueven todas estas aplicaciones hacen que
tanto instituciones pu´blicas como empresas privadas decidan invertir en ellas.
Segu´n (Bejerano, 2015) la Unio´n Europea ha invertido en el an˜o 2015, 2500
millones de euros en un plan de 7 an˜os con contribuciones pu´blicas y priva-
das para el desarrollo de inteligencia artificial y robo´tica. Por otro lado en
Estados Unidos en 2011 se realizo´ una inversio´n de 500 millones de do´lares.
En Asia tambie´n se esta´ decidiendo invertir ma´s dinero en estas tecnolog´ıas.
La empresa Toyota por ejemplo, creo´ un plan en 2015 denominado ‘Toyo-
ta Research Institute’ para invertir 1000 millonres de euros en robo´tica e
inteligencia artificial durante 5 an˜os (Ling, 2015).
Uno de los problemas recurrentes que aparecen en la IA y en el aprendizaje
ma´quina es la clasificacio´n de patrones (Duda et al., 2001), que permite
dotar a las ma´quinas de poder de decisio´n ante est´ımulos. La clasificacio´n
se puede utilizar en multitud de a´mbitos, como por ejemplo clasificacio´n de
ima´genes, deteccio´n de objetos, clasificacio´n de sonidos, palabras, diagnosis
me´dica, etc. Es una pieza fundamental para el aprendizaje ma´quina, y ha
recibido una gran atencio´n (existen por ejemplo revistas cient´ıficas dedicadas
a este problema, como ‘IEEE Transactions on Pattern Analysis ’ o ‘Pattern
recognition’, de la editorial Elsevier).
Dentro de la clasificacio´n de patrones, existen numerosos problemas reales
en los que los datos disponibles para realizar el aprendizaje esta´n desequili-
brados, en el sentido de que el nu´mero de patrones de cada clase puede ser
sensiblemente diferente. Adema´s por lo general en estos casos, la clase que
menos muestras posee suele ser la que es ma´s importante detectar correcta-
mente. Algunos ejemplos de este tipo de problemas pueden ser la deteccio´n
de fraude (de todo tipo, como uso de tarjetas de cre´dito, en telefon´ıa, com-
pan˜´ıas de seguros, etc.), o la deteccio´n de enfermedades. En la deteccio´n de
fraude se poseen ma´s muestras de casos de usos legales que de usos fraudu-
lentos, y estos u´ltimos son los de mayor importancia, ya que fallar al detectar
los usos fraudulentos puede suponer grandes pe´rdidas econo´micas. En el caso
me´dico de la deteccio´n de enfermedades, se tienen ma´s muestras de personas
sanas que de personas que poseen la enfermedad, y e´stas u´ltimas son las de
mayor riesgo, es decir sobre las que hay que minimizar el error de decidir
incorrectamente. Este trabajo estara´ enfocado en la resolucio´n de este tipo
de problemas de clasificacio´n desequilibrados.
En cuanto al marco regulador, e´ste dependera´ fundamentalmente de la
aplicacio´n concreta sobre la que se utilice la herramienta de clasificacio´n.
El aspecto principal a tener en cuenta es la confidencialidad de los datos
utilizados. Los datos, dependiendo de la aplicacio´n concreta, estara´n sujetos
a la ley de proteccio´n de datos correspondiente a cada organizacio´n. Por
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otro lado tambie´n hay que considerar el uso de las licencias del software a
utilizar. Existen distintos tipos de licencias segu´n el uso que se le vaya a dar a
la herramienta, uso acade´mico, dome´stico, comercial, etc. Tambie´n es posible
que algunos algoritmos este´n sujetos a patentes, lo que tambie´n habra´ que
tener en cuenta en caso de un uso con fines comerciales del mismo. Estos son
los tres aspectos ma´s importantes a tener en cuenta en el a´mbito legal.
En definitiva, la IA y por consiguiente la clasificacio´n, es un instrumento
de gran utilidad e impacto social, y se prevee que en un futuro no muy lejano
sea omnipresente, ya que sus aplicaciones tienen como u´nico l´ımite posible
la imaginacio´n.
1.2. Objetivos
El presente trabajo se situ´a en el a´mbito de la clasificacio´n de patrones.
Concretamente se centra en problemas de clasificacio´n binaria (decisio´n entre
dos posibles clases) cuando los datos esta´n desbalanceados o desequilibrados,
es decir, que el nu´mero de muestras de cada clase es notablemente diferente.
Entre las distintas opciones para resolver este tipo de problemas, en este
trabajo se utilizara´n me´todos de aprendizaje ma´quina, en particular redes
neuronales.
Se han propuesto tres objetivos principales:
Implementar clasificadores neuronales apropiados para problemas bi-
narios desequilibrados, utilizando como elemento ba´sico el perceptro´n
multicapa, que es la red neuronal ma´s conocida y utilizada.
Evaluar me´todos de aprendizaje supervisado con modificaciones para
afrontar con e´xito problemas desequilibrados. Se probara´n un me´todo
basado en la minimizacio´n del error cuadra´tico medio ponderado y
un me´todo basado en una formulacio´n bayesiana que se ha propuesto
recientemente.
Evaluar la combinacio´n de clasificadores individuales como me´todo de
clasificacio´n para intentar aumentar las prestaciones en este tipo de
problemas.
Adema´s de los objetivos anteriores, se tendra´n dos objetivos complemen-
tarios:
Obtener un conjunto de bases de datos desbalanceados proveniente de
aplicaciones reales. Los contenidos de las bases de datos sera´n de dis-
tintas tema´ticas, ya que lo que se pretende no es solucionar el problema
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concreto de una aplicacio´n espec´ıfica, sino evaluar los me´todos propues-
tos en el a´mbito general de problemas desequilibrados.
Comparar las distintas metodolog´ıas para el entrenamiento de la red
sobre distintas bases de datos. De forma que se obtengan conclusiones
sobre las prestaciones de las distintas metodolog´ıas segu´n los para´me-
tros de la red.
La memoria del trabajo se ha organizado de la siguiente forma:
Este primer cap´ıtulo presenta la motivacio´n y objetivos del trabajo, y
lo contextualiza en su entorno socio-econo´mico, y en el marco regulador
aplicable.
El cap´ıtulo 2 contiene un planteamiento formal del problema a resolver
y una revisio´n del estado del arte relativo a dicho problema y a las
soluciones propuestas en el trabajo.
En el cap´ıtulo 3 se presentan las soluciones propuestas, justificando su
eleccio´n frente a otras posibles alternativas, y se describe la metodolog´ıa
de trabajo para conseguir los objetivos propuestos.
El cap´ıtulo 4 presenta los resultados ma´s importantes que se han obte-
nido al aplicar los me´todos propuestos en distintos problemas de clasi-
ficacio´n desequilibrados.
El cap´ıtulo 5 resume las principales conclusiones que se han obtenido
a partir del trabajo realizado y plantea varias l´ıneas posibles de conti-
nuacio´n a partir del mismo que se consideran interesantes.
En el ape´ndice A se muestra la planificacio´n del trabajo y la estimacio´n
del presupuesto total desglosado en cada parte.
En el ape´ndice B se encuentran los distintos acro´nimos utilizados a lo
largo del trabajo.
Por u´ltimo el listado de las referencias bibliogra´ficas utilizadas.
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Cap´ıtulo 2
Planteamiento del problema y
estado del arte
En este cap´ıtulo se presenta una breve revisio´n del estado del arte relacio-
nado con este trabajo. El cap´ıtulo comienza planteando el problema general
de la clasificacio´n de patrones, y su particularizacio´n a problemas binarios y
desequilibrados. A continuacio´n se revisara´n las te´cnicas habitualmente uti-
lizadas para resolver este tipo de problemas, y las medidas de prestaciones
que se usan para comparar las distintas soluciones.
2.1. Clasificacio´n de patrones
Un problema de clasificacio´n trata de asignar a un patro´n de datos D-
dimensional, x ∈ RD
x =

x1
x2
· · ·
xD
 , (2.1)
una clase o hipo´tesis de entre un conjunto de posibles clases
H = {H0, H1, . . . HNc−1}, (2.2)
siendo Nc el nu´mero de hipo´tesis del problema.
En la figura 2.1 se muestra un ejemplo de clasificacio´n multiclase, en con-
creto de 4 clases, en un espacio de dimensio´n D = 2, donde los distintos tipos
de formas geome´tricas representan los patrones de las diferentes clases, y las
l´ıneas azules describen las fronteras de decisio´n. Estas fronteras definen una
regio´n de decisio´n para cada una de las posibles clases. Se podr´ıa decir que el
objetivo de un clasificador es establecer unas regiones de decisio´n apropiadas
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𝑥2
𝑥1
𝒙 ∈ ℝ2
Figura 2.1: Ejemplo de clasificacio´n multiclase, con 4 clases
y un ejemplo de posibles regiones de decisio´n para cada clase.
para el problema en cuestio´n, teniendo en cuenta sus principales caracter´ısti-
cas. Las regiones que delimitan esas fronteras pueden ser disjuntas, como
es el caso de las estrellas amarillas de la figura, pero las distinas a´reas de
decisio´n sumadas deben completar el espacio de observacio´n del problema.
Como tambie´n se ilustra en la figura, es posible que no todos los patrones
se clasifiquen de forma correcta, lo que significa que habra´ ciertas probabili-
dades de error.
La clasificacio´n es una herramienta muy u´til en el mundo actual, y se ha
utilizado en aplicaciones industriales, de negocios y cient´ıficas entre otras.
En (Widrow et al., 1994) se puede encontrar una amplia lista de aplicaciones
en distintos a´mbitos.
La informacio´n de la que se dispone para resolver el problema puede ser
de dos tipos principalmente:
– Conocimiento teo´rico del feno´meno. Por ejemplo una relacio´n f´ısica en-
tre los datos de entrada y las hipo´tesis. Esto quiere decir que se tiene
un conocimiento previo de las caracter´ısticas estad´ısticas del problema,
como por ejemplo las probabilidades a priori de los sucesos y su distri-
bucio´n de probabilidad conjunta. Esto facilita el uso de te´cnicas como
las que se describira´n en la seccio´n 2.2.
– Un conjunto de patrones de ejemplo, tambie´n denominado conjunto
de entrenamiento. Se tienen datos y etiquetas. Las etiquetas indican la
clase a la que pertenece cada uno de los patrones. Con esta informacio´n
se pretende ensen˜ar a la ma´quina a extraer relaciones no conocidas a
priori. Son necesarios para los me´todos de aprendizaje ma´quina que se
presentara´n ma´s tarde en la seccio´n 2.3.
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2.1.1. Clasificacio´n binaria
Se habla de clasificacio´n binaria cuando el nu´mero de hipo´tesis del pro-
blema a tratar es dos, es decir
H = {H0, H1}, (2.3)
donde H0 es la hipo´tesis nula y H1 la hipo´tesis positiva o alternativa.
𝑥2
𝑥1
𝒙 ∈ ℝ2
Figura 2.2: Ejemplo de clasificacio´n binaria.
En la figura 2.2 se representa un ejemplo de clasificacio´n con u´nicamente
dos clases, y sus correspondientes regiones de decisio´n.
Las prestaciones de un clasificador binario esta´n completamente determi-
nadas por dos probabilidades de error. Si Hˆ denota la estima realizada por
el clasificador, estas dos probabilidades se definen como:
Probabilidad de falsa alarma:
pFA = pHˆ|H(H1|H0) ≡ P ( Escoger H1|H0 es correcta ). (2.4)
Probabilidad de pe´rdida:
pM = pHˆ|H(H0|H1) ≡ P ( Escoger H0|H1 es correcta ). (2.5)
Es decir, la probabilidad de falsa alarma define la probabilidad de error
del clasificador para patrones de la clase H0, y la probabilidad de pe´rdida
(missing) define la probabilidad de error del clasificador para patrones de la
clase H1.
Adema´s, en ocasiones se usa, en lugar de la pM , su probabilidad comple-
mentaria, denominada probabilidad de deteccio´n pD :
pD = 1− pM = pHˆ|H(H1|H1) ≡ P ( Escoger H1|H1 es correcta ). (2.6)
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De esta forma, el tandem (pFA, pD) cuantifica las probabilidades de tomar
una decisio´n positiva bajo las dos hipo´tesis.
No todos los problemas a clasificar tienen las mismas caracter´ısticas, por
lo que es importante tener en cuenta sus peculiaridades para usar unos me´to-
dos de decisio´n u otros. A continuacio´n se describen algunos casos singulares.
2.1.2. Problemas con distintos costes
Hay multitud de problemas en la vida real en los que el coste de fallar
sobre una clase o hipo´tesis no es igual que el de fallar sobre la clase contraria.
Un ejemplo ser´ıa un caso me´dico en el que hay que decidir si el paciente tiene
riesgo de sufrir ca´ncer para realizarle o no un tratamiento. No es lo mismo
el coste de decidir que el paciente tiene ca´ncer y que luego no lo tenga (falsa
alarma), que el coste de decidir que no lo tiene y que realmente s´ı lo padezca
(pe´rdida).
Hay que remarcar esa diferencia por tanto para que se contemple con
distinto grado la importancia de fallar en cada clase. Por ello existen distintos
mecanismos posibles, como los que se vera´n reflejados en la seccio´n 2.4.
2.1.3. Problemas desequilibrados
Un problema de clasificacio´n se considera desequilibrado o desbalanceado
cuando el nu´mero de muestras disponibles de cada hipo´tesis o clase es nota-
blemente diferente. Segu´n el art´ıculo (Galar et al., 2013) se puede considerar
la tasa de desequilibrio (IR: Imbalance Ratio) como el nu´mero de muestras
de la clase negativa dividido entre el nu´mero de muestras de la clase positiva.
En este art´ıculo si el IR es superior a 9, se asume que los datos son altamente
desequilibrados.
La particularidad de estos problemas hace que si se usan me´todos de
clasificacio´n tradicionales disen˜ados para trabajar con datos equilibrados,
pueda suceder que la deteccio´n sobre la clase mayoritaria sea buena. Pero
como la clase minoritaria se ve menos reflejada en el conjunto de datos es
posible que se produzcan ma´s errores sobre ella. Para resolver este problema
existen varias metodolog´ıas:
(a) Se modifican los datos para equilibrar el problema. O bien descartando
muestras de la clase mayoritaria, o bien generando muestras sinte´ticas
de la clase minoritaria. Tambie´n se pueden hacer ambas cosas a la vez.
Una descripcio´n detallada de este tipo de te´cnicas se puede encontrar en
(Galar et al., 2012) (He y Garcia, 2009).
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(b) Sin modificar los datos originales, se modifica el clasificador ma´quina
para que tenga en cuenta el desbalanceo de los datos.
(c) Utilizacio´n de conjuntos de clasificadores. Se utiliza la combinacio´n de
distintos clasificadores individuales. Esto ha demostrado en la pra´ctica
buenos resultados, como se puede ver, por ejemplo, en (Galar et al.,
2013).
Adema´s se pueden realizar estas metodolog´ıas de forma combinada.
Este trabajo se enfoca en solucionar este tipo de problemas con la opcio´n
(b), sin modificacio´n previa de los datos modificando clasificadores individua-
les, y (b) en combinacio´n con (c), combinando los clasificadores individuales
en un clasificador conjunto.
Una vez presentado el problema ba´sico considerado en este trabajo, la
clasificacio´n binaria en problemas desequilibrados, a continuacio´n se presen-
tara´n los distintos tipos de me´todos que se pueden utilizar para resolver este
problema. En la seccio´n 2.2 se expondra´n los me´todos estad´ısticos y en la
seccio´n 2.3 los me´todos ma´quina.
2.2. Me´todos estad´ısticos
Los me´todos estad´ısticos basan sus decisiones en el conocimiento teo´rico
del problema a priori. Es decir, que se parte del conocimiento de las carac-
ter´ısticas estad´ısticas de los sucesos. O bien se tienen las distribuciones de
probabilidad individuales y la distribucio´n de probabilidad conjunta, o se
tienen las distribuciones de probabilidad condicionales de los patrones dada
cada hipo´tesis.
A continuacio´n se va a describir la te´cnica estad´ıstica ma´s utilizada.
2.2.1. Aproximacio´n bayesiana
La teor´ıa bayesiana tiene en cuenta las probabilidades a priori de cada
clase y el coste de equivocarse en cada hipo´tesis.
Estos para´metros permiten definir el denominado riesgo de Bayes de la
forma
R =
∑
h∈H
∑
d∈H
pih cd,h pHˆ|H(d|h). (2.7)
donde pih denota la probabilidad de la hipo´tesis h, cd,h es el coste de deci-
dir d, cuando la hipo´tesis correcta es h, y pHˆ|H(d|h) define la probabilidad
condicional
pHˆ|H(d|h) ≡ P (Escoger d|h es correcta). (2.8)
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En el caso de un problema de clasificacio´n binario, se podr´ıan encontrar
cuatro costes cd,h determinados por la decisio´n tomada d y por la hipo´tesis
correcta h.
La regla de decisio´n que minimiza el riesgo de Bayes (Van Trees, 1968)
viene determinada por las funciones de densidad de probabilidad condicio-
nales, tambie´n denominadas verosimilitudes. Se puede escribir tal regla de la
forma
Λ(x) =
fX|H(x|H1)
fX|H(x|H0)
H1
≷
H0
(c1,0 − c0,0)
(c0,1 − c1,1)
pi0
pi1
= γ(> 0), (2.9)
donde Λ(x) es el cociente de verosimilitudes o likelihood ratio, y γ es el umbral
con el que comparar dicho cociente.
Por simplicidad, y sin pe´rdida de generalidad, en la mayor´ıa de los casos
se asume que el coste de acertar es nulo, por lo que c1,1 = c0,0 = 0.
Es interesante observar que el valor de los costes c1,0 y c0,1 no es determi-
nante, sin embargo s´ı lo es la relacio´n entre ambos, es decir, que es indiferente
que los costes sean (c1,0 = 4, c0,1 = 2) o (c1,0 = 2, c0,1 = 1), lo importante
para la clasificacio´n es su cociente.
De esta forma el riesgo de Bayes quedar´ıa
R = pi0 c1,0 pHˆ|H(1|0) + pi1 c0,1 pHˆ|H(0|1). (2.10)
Teniendo en cuenta las definiciones de las probabilidades de falsa alarma
y de pe´rdida, se puede escribir el riesgo como
R = pi0 c1,0 pFA + pi1 c0,1 pM , (2.11)
donde las probabilidades de cada hipo´tesis y los costes de equivocarse pon-
deran las probabilidades de fallar sobre cada una de las clases.
En ocasiones para simplificar la notacio´n se pueden parametrizar estos
dos te´rminos de ponderacio´n a trave´s de un u´nico para´metro α que establece
directamente la ponderaco´n relativa entre pFA y pM . Se definen entonces c1,0
y c0,1 de la forma
c1,0 =
α
pi0
, c0,1 =
1− α
pi1
, (2.12)
donde α establece la importancia de fallar en cada una de las clases, ya que
utilizando esta parametrizacio´n se puede escribir el riesgo de Bayes como
R(α) = α pFA + (1− α) pM . (2.13)
El umbral se define en funcio´n de la relacio´n entre los costes y las probabili-
dades a priori, o de una forma ma´s simplificada utilizando la parametrizacio´n
con α
γ =
c1,0 pi0
c0,1 pi1
=
α
1− α. (2.14)
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Adema´s de Bayes, hay otros me´todos estad´ısticos con otras caracter´ısti-
cas como Neyman-Pearson, minimax, ma´xima verosimilitud (ML: Maximum-
Likelihood), etc. No se han incluido en esta revisio´n porque no se utilizara´n en
este trabajo, pero se puede encontrar ma´s informacio´n sobre estos en cual-
quier libro cla´sico de deteccio´n estad´ıstica, como (Kay, 1998), (Van Trees,
1968) o (Poor, 1994).
2.3. Me´todos de aprendizaje ma´quina
Cuando no se conocen las funciones de densidad de probabilidad condicio-
nales para cada hipo´tesis o las estimaciones que podemos realizar de ellas no
son buenas, la aplicacio´n de los me´todos estad´ısticos no es posible o propor-
ciona pobres resultados. En este caso una de las alternativas ma´s habituales
es utilizar los denominados me´todos de aprendizaje ma´quina, los cuales se
basan en aprender a partir de ejemplos, denominados tambie´n conjuntos de
datos de entrenamiento.
Se tiene como punto de partida un conjunto de Np patrones etiquetados
{(xi, yi)}Npi=1 ∈ RD, (2.15)
donde xi son los datos, yi las etiquetas, y D es la dimensio´n de los datos.
Las etiquetas comu´nmente toman para el caso binario el valor yi = +1
para la hipo´tesis H1, y para la hipo´tesis H0 el valor 0 o´ -1. Aqu´ı en el segundo
caso se ha optado por yi = −1.
Los me´todos de aprendizaje ma´quina se pueden clasificar primero en dos
tipos, de aprendizaje supervisado y no supervisado. Los primeros se caracte-
rizan porque los datos de entrada esta´n etiquetados, es decir, se conoce cu´al
es la hipo´tesis correcta, y esa informacio´n se utiliza para entrenar la red. En
el caso de los no supervisados (Isasi y Galva´n, 2004), no se tienen etiquetas
sobre los datos, so´lamente entradas, y se debe encontrar una estructura que
los caracterice (Clustering, PCA, etc. (Barber, 2010)).
En este caso, se van a abordar me´todos supervisados, ya que el estudio
del trabajo trata sobre datos etiquetados. Con estos me´todos, a partir de un
conjunto de datos cuya etiqueta es conocida, las ma´quinas pueden aprender
a sacar relaciones y clasificar nuevos conjuntos de datos de los cuales no
tengamos etiquetas. Para el exterior funcionan como cajas negras que dados
un conjunto de datos de entrenamiento, devuelven una hipo´tesis sobre cada
muestra.
Los me´todos esta´n compuestos por dos partes. Primero, la arquitectura
de la red, la cual define la relacio´n entre los patrones y las hipo´tesis. Esta
relacio´n depende de una serie de para´metros de la ma´quina, comu´nmente
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denominados coeficientes o pesos. La salida de la red ok para un patro´n xk,
dependera´ por tanto de los pesos de la red,
ok = f(xk,w), (2.16)
siendo w el vector que contiene los pesos de la red. Y en segundo lugar se
encuentra el algoritmo de entrenamiento, que es el encargado de encontrar
los valores de los coeficientes o pesos ma´s adecuados de la red para obtener
las prestaciones deseadas (Bishop, 1997).
Se van a describir a continuacio´n algunas de las arquitecturas de red ma´s
importantes: las ma´quinas de vectores soporte, los a´rboles de decisio´n y las
redes neuronales.
2.3.1. Ma´quinas de vectores soporte (SVM)
Las ma´quinas de vectores soporte (SVM: Support Vector Machines), fue-
ron propuestas inicialmente por Vladimir Vapnik (Vapnik et al., 1997) gracias
a su teor´ıa de aprendizaje estad´ıstico. Su uso ha sido tanto para clasificacio´n
de patrones como para aplicaciones de regresio´n no lineal. Se trata de un
me´todo de aprendizaje supervisado, y es una aplicacio´n aproximada del me´to-
do de minimizacio´n de riesgo estructural, que se basa en limitar la tasa de
error de una ma´quina de aprendizaje sobre los datos segu´n unos para´metros
determinados. En consecuencia, las SVMs proporcionan una buena generali-
zacio´n.
Se pueden dar distintos casos de ma´quinas de vectores soporte segu´n si los
patrones se pueden separar de forma lineal o no. A continuacio´n, se explican
los conceptos teo´ricos cuando nos encontramos en el caso ma´s sencillo, cuando
los datos son linealmente separables, en concreto en clasificacio´n binaria.
Caso linealmente separable
El caso separable linealmente es aquel cuyas muestras pueden dividirse
por completo a trave´s de una frontera lineal, como se observa en el ejemplo
de la figura 2.3. Puede haber infinitas fronteras de clasificacio´n que distingan
las clases, pero el objetivo es encontrar aquella que haga que el hiperplano
(extensio´n de un plano) que establece la separacio´n entre clases tenga su
ma´xima distancia o margen con respecto a las muestras ma´s cercanas de las
dos clases.
Cuando se pueden separar los patrones de las dos clases de forma lineal,
el hiperplano de separacio´n se puede representar de la forma:
wTx + b = 0, (2.17)
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𝑥1
𝑥2
Clase 0
Clase 1
Distancia 1
Distancia 2
Figura 2.3: Ejemplo binario de un caso linealmente separa-
ble.
donde w es el vector normal al hiperplano.
La funcio´n de clasificacio´n determinara´ la hipo´tesis asignada a las mues-
tras, de forma que cuando la ecuacio´n (2.18) sea mayor que 0 las muestras
sera´n asignadas a una hipo´tesis, y por el contrario, si son menor que 0 a la
otra
f(x) = sgn(wTx + b). (2.18)
Lo deseado es hallar los valores de w y b que maximicen el margen o
separacio´n entre clases. Este clasificador se expresara´ de la forma
wTxi + b > +M, w
Txi + b < −M, (2.19)
donde M determina el margen o separacio´n entre clases. De manera compac-
ta, se tendr´ıa
yi (w
Txi + b) >M, i = 1, . . . , N. (2.20)
para valores yi = +1 e yi = −1.
Normalizando las expresiones anteriores, se llega a
wTxi + b > +1, w
Txi + b < −1, (2.21)
y de forma ma´s compacta
yi (w
Txi + b) > 1, i = 1, . . . , N. (2.22)
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Teniendo en cuenta los puntos que cumplen la igualdad anterior, se obtienen
dos hiperplanos paralelos entre s´ı, y paralelos al hiperplano de separacio´n
wTxi + b = +1, w
Txi + b = −1, (2.23)
𝑥1
𝑥2
Clase 0
Clase 1
Vectores 
soporte
w
Figura 2.4: Ejemplo caso binario y separable linealmente.
Se puede demostrar que el margen del hiperplano es 2‖w‖ . Por lo tanto se
hallara´ el hiperplano que proporciona la ma´xima separacio´n minimizando la
siguiente funcio´n
τ(w) =
1
2
wTw, (2.24)
teniendo en cuenta las restricciones de la ecuacio´n (2.22).
Los puntos ma´s cercanos al hiperplano van a delimitar la frontera de
decisio´n, y los que se encuentran en el propio margen son los denominados
vectores soporte.
Como se puede ver por ejemplo en (Haykin, 1998) los multiplicadores de
Lagrange permiten optimizar este problema. El lagrangiano se expresa de la
forma
L(w, b, α) =
1
2
wTw−
N∑
i=1
αi(yi (w
Txi + b)− 1), (2.25)
donde αi denota los multiplicadores de Lagrange (con valores positivos). Se
desea minimizar la expresio´n (2.25) con respecto las variables w y b, y ma-
ximizarla con respecto a αi. Para minimizarla, se realiza la derivada parcial
con respecto a cada una de las variables y se iguala a 0, como aparece a
continuacio´n:
∂L(w, b, α)
∂w
= 0 (2.26)
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∂L(w, b, α)
∂b
= 0 (2.27)
Tales expresiones dan como resultado:
w =
N∑
i=1
αi yi xi (2.28)
N∑
i=1
αi yi = 0 (2.29)
De esta forma la funcio´n de decisio´n se puede escribir de la forma
f(x) = sgn(
N∑
i=1
yi αi (x
Txi) + b). (2.30)
So´lo tomara´n valores mayores que 0 los multiplicadores asociados a los
vectores soporte, esto se traduce en
f(x) = sgn(
Nvs∑
i=1
yi αi (x
Txvsi ) + b) para αi 6= 0, (2.31)
donde Nvs es en nu´mero de muestras vectores soporte, y x
vs
i tales vectores.
Pero no siempre los datos son linealmente separables, en el caso de no
serlo las funciones de coste se ven afectadas con nuevos para´metros. Existe
un denominado truco del nu´cleo (kernel trick) que permite establecer fron-
teras no lineales en el espacio de entrada manteniendo la formulacio´n del
hiperplano de ma´ximo margen. Este lo que hace es definir una transforma-
cio´n sobre el espacio de entrada que se proyecta en otro espacio de dimensio´n
mayor, y sobre ese nuevo espacio proyectado se puede plantear una frontera
de separacio´n lineal, es decir un hiperplano que maximice el margen.
Tras la explicacio´n teo´rica es importante destacar las ventajas y desven-
tajas ma´s llamativas.
Una de las ventajas principales de las SVM es que la funcio´n a minimizar
(ver ecuacio´n (2.25)) es convexa (figura 2.5), y se puede encontrar la solucio´n
o´ptima que minimiza el coste con las restricciones impuestas. Aunque en el
caso de datos no separables o de la utilizacio´n del truco del nu´cleo previa-
mente hay que establecer unos hiperpara´metros, estos habitualmente han de
seleccionarse utilizando validacio´n cruzada, explicada en (Barber, 2010), lo
que aumenta la carga computacional.
En las SVM se utiliza comu´nmente la programacion cuadra´tica (Nocedal
y Wright, 2006), pero este algoritmo tiene el problema de aumentar mucho el
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coste computacional cuando las dimensiones de los datos crecen. Para solu-
cionarlo se han desarrollado te´cnicas de algoritmos ra´pidos como el me´todo
LibSVM (Chang y Lin, 2011).
Único Mínimo
Figura 2.5: Funcio´n convexa.
Entre las desventajas de las SVM se encuentra el tiempo de entrenamiento
cuando el volu´men de datos es demasiado grande. Adema´s el hecho de que
para conseguir la ventaja de un so´lo mı´nimo previamente, hay que escoger
los hiperpara´metros o´ptimos de la red, los cuales a priori no se conocen. Para
elegirlos es necesario hacer validacio´n cruzada, explicada en (Barber, 2010).
Para ma´s informacio´n sobre las SVM, se puede consultar, por ejemplo
(Scho¨lkopf et al., 1999), (Haykin, 1998) o (Barber, 2010).
2.3.2. A´rboles de decisio´n
Los a´rboles de decisio´n forman un proceso secuencial de decisio´n. Se trata
de un modelo fa´cil de interpretar. Esta´ compuesto por nodos y ramas, los
primeros pueden dividirse en tres tipos:
Nodo de decisio´n: punto en el cual debe realizarse una eleccio´n sobre los
datos. Cada rama saliente de este nodo representa una de las posibles
alternativas (deben ser mutuamente excluyentes). Se suelen representar
con un cuadrado.
Nodo de evento o probabilidad: punto en el cual pueden suceder una
serie de eventos con unas probabilidades determinadas. Cada rama de-
fine un evento diferente con una probabilidad concreta. Comu´nmente
se representan con un c´ırculo.
Nodo terminal u hoja: representa el valor final de la rama de decisio´n.
Se expresan generalmente con un tria´ngulo.
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De esta forma la solucio´n final se puede ver como el sumatorio de los
pesos de las ramas. Segu´n la naturaleza de los datos, los a´rboles de decisio´n
se pueden diferenciar en dos tipos:
A´rboles de clasificacio´n: cuando las variables son discretas. El resultado
del nodo hoja representa la etiqueta de la clase (nu´mero finito).
A´rboles de regresio´n: cuando las variables son continuas.
Sí No
0,5 0,5 0,3 0,7
Figura 2.6: Ejemplo a´rbol de decisio´n.
Este me´todo es uno de los ma´s sencillos. Se puede observar un ejemplo en
la figura 2.6, donde aparece un nodo de decisio´n que tiene dos alternativas
para escoger y posteriormente dos nodos de evento, con dos ramas cada uno
con sus respectivas probabilidades. Finalmente se encuentras las hojas.
Para ma´s informacio´n sobre a´rboles de decisio´n se puede consultar, por
ejemplo (Barber, 2010) o (Alpaydin, 2004).
2.3.3. Redes neuronales (NN)
Tambie´n denominadas redes neuronales artificiales (ANN: Artificial Neu-
ral Network), son modelos inspirados en el funcionamiento del cerebro. Una
red neuronal artificial aprende de patrones etiquetados, lo que en el cerebro
se traduce en experiencias. Se basan en la interconexio´n de neuronas o nodos
y se organizan en una capa de entrada, una capa de salida, y una o varias
capas intermedias u ocultas.
Segu´n (Isasi y Galva´n, 2004), las redes neuronales artificiales forman parte
de la inteligencia artificial (IA), y dentro de ella ma´s concretamente en el
a´rea subsimbo´lica. Esta a´rea trabaja “de abajo hacia arriba (bottom-up), ya
que los sistemas disen˜ados son simples e ide´nticos, recogen las caracter´ısicas
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f´ısicas de los sistemas que tratan de imitar, y se van generando co´mputos cada
vez ma´s complejos, de forma automa´tica, mediante mecanismos prefijados de
aprendizaje”. El objetivo ideal es que la red trabaje de forma paralela, de tal
manera que sea lo ma´s fiel posible al cerebro.
Con los denominados algoritmos de entrenamiento se pretende encontrar
los para´metros o pesos de la red neuronal que minimicen una determinada
funcio´n de coste definida sobre los datos de entrenamiento y apropiada para
el problema a resolver. Normalmente, la minimizacio´n de esta funcio´n de
coste se realiza mediante te´cnicas de descenso de gradiente a partir de una
inicializacio´n aleatoria de los para´metros. La funcio´n de coste puede ser por
ejemplo una funcio´n de error cuadra´tico.
La principal desventaja que tienen este tipo de redes es el aspecto de los
mı´nimos locales, ya que la funcio´n a minimizar habitualmente no es convexa
(figura 2.7). Como al inicializarse en un punto el algoritmo so´lo desciende,
dependiendo de cual sea el punto inicial se obtendra´ un mı´nimo local o global,
y el resultado del error puede variar notablemente.
Mínimo Local
Mínimo Global
Puntos Aleatorios de Inicio
Figura 2.7: Ejemplo de funcio´n con varios mı´nimos locales.
En la figura 2.7 se puede observar el problema de mı´nimos locales. La
solucio´n consiste en repetir el entrenamiento desde distintos valores iniciales
aleatorios un nu´mero suficiente de veces para tratar de llegar al mı´nimo global
o en su defecto a un buen mı´nimo local, aunque esto implica un aumento de
la carga computacional.
Por el contrario, algunas de las ventajas ma´s importantes segu´n (Haykin,
1998) son la no linealidad, el aprendizaje supervisado y la adaptabilidad a
cambios, entre otras.
Dentro de los mu´ltiples tipos de redes neuronales que existen, se van a
describir dos de los ma´s usados, el perceptro´n multicapa (MLP: Multilayer
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Perceptron), y la red de funciones de base radial (RBF: Radial Basis Function
network).
Perceptro´n multicapa (MLP)
Tambie´n denominada red multicapa con conexiones hacia adelante (feed-
forward), es un tipo de red neuronal cuyo algoritmo de entrenamiento ma´s
usado es el de retropropagacio´n de errores (Rumelhart et al., 1986b) (Wi-
drow y Lehr, 1990). Esta´ formado por una capa de entrada, una o ma´s capas
ocultas, y una capa de salida como se refleja en la figura 2.8.
La primera capa capta directamente la informacio´n de los patrones de
entrada, y no realiza procesado alguno, sino que transmite esa informacio´n
hacia la siguiente capa de neuronas. En la capa o capas intermedias es donde
se realiza el procesado no lineal de los datos. La u´ltima capa actu´a como
salida al exterior de la red.
Capa de 
entrada
Capa 
oculta
Capa de 
salida
…
…
Variable 1
Variable 2
Variable 3
Variable n
…
Salida 1
Salida m
Figura 2.8: Esquema de una red neuronal con una u´nica
capa oculta.
Se trata de una de las arquitecturas ma´s utilizadas para solucionar pro-
blemas gracias a la consideracio´n como aproximador universal (Hornik et al.,
1989) (Cybenko, 1989), en aplicaciones como diagno´sticos me´dicos, predic-
cio´n de temporales, reconocimiento de habla, etc. (Atiya, 2001) (Dorronsoro
et al., 1997).
La red puede esta´r totalmente conectada, es decir que una capa tiene
todas sus neuronas contectadas por completo con las neuronas de la capa an-
terior y de la capa posterior, o por el contrario estar parcialmente conectada.
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Como se ha mencionado antes, se realiza una propagacio´n hacia adelante,
las neuronas procesan la informacio´n que reciben y generan una activacio´n
que se transmite por las uniones entre neuronas. Dicha activacio´n se calcula
de la siguiente forma.
Siendo Nc el nu´mero de capas de la red, N
c
n el nu´mero de neuronas de
cada capa c y la matriz de pesos W c = (wcij) asociada a la conexio´n entre
la capa c y la c + 1, donde el peso (wcij) pertenece a la conexio´n entre la
neurona i de la capa c y la neurona j de la capa c+ 1. Y siendo U c = (uci) el
vector de umbrales de las neuronas de la capa c. La activacio´n de la neurona
i de la capa c se denomina aci , y se calcula de la forma que se muestra a
continuacio´n:
Capa de entrada
a1i = xi para i = 1, 2, ..., D (2.32)
donde x = (x1, x2, ..., xD) es el patro´n de entrada. En este caso las
neuronas so´lo transmiten los valores de la entrada.
Capas ocultas
aci = f(
nn−1∑
j=1
wc−1ji a
c−1
j + u
c
i) para i = 1, 2, ..., nn y c = 2, 3, ..., Nc − 1
(2.33)
donde se procesa la informacio´n de la capa anterior y se le aplica la
funcio´n de activacio´n f al sumatorio de los productos de las activaciones
anteriores por sus pesos.
Capa de salida
yi = a
c
i = f(
nn−1∑
j=1
wc−1ji a
c−1
j + u
c
i) para i = 1, 2, ..., nn (2.34)
donde y = (y1, y2, ..., ynn) son las salidas de la red. El proceso es similar
al de las capas ocultas.
Las funciones de activacio´n f ma´s comunes se definen de la siguiente
forma:
Lineal.
f(x) = x (2.35)
Tangencial Hiperbo´lica.
f(x) =
1− e−x
1 + e−x
(2.36)
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Log´ıstica.
f(x) =
1
1 + e−x
(2.37)
En el caso de la funcio´n log´ıstica su valor es siempre positivo, y crece
entre 0 y +1, en ambos valores la funcio´n satura. En el caso de la funcio´n
tangencial satura en -1 y +1 y la lineal no satura. Las tres funciones se
pueden ver representadas en la figura 2.9.
a) Lineal b) Tangencial c) Logística
1
0
11
00
0.5
-1 -1
Figura 2.9: Funciones de activacio´n utilizadas con mayor
frecuencia en perceptrones multicapa.
El algoritmo de entrenamiento ma´s comu´n para que la red aprenda los
para´metros es un algoritmo de retropropagacio´n de errores (Rumelhart et al.,
1986a), que lo que pretende es hallar los pesos de la red de forma que se
minimice una funcio´n de coste definida por el error cuadra´tico medio entre la
salida de la red y las etiquetas de los patrones del conjunto de entrenamiento.
Debido a que las funciones de activacio´n no tienen por que´ ser lineales, el
problema a minimizar no es lineal. Lo ma´s frecuente es usar el me´todo de
descenso por gradiente, que se explicara´ en la seccio´n 2.4, dentro de e´ste
existen varios tipos, el ma´s habitual es por bloque, aunque tambie´n se utiliza
el estoca´stico donde en lugar de tener en cuenta el error global, el que se
intenta minimizar de forma iterativa y secuencial es el error de cada patro´n
(Isasi y Galva´n, 2004).
Para profundizar ma´s en estas redes se puede consultar, por ejemplo en
(Haykin, 1998), (Widrow y Lehr, 1990) o (Funahashi, 1998).
Red de funciones de base radial (RBF)
Se trata de un tipo de red neuronal con conexiones hacia delante como
el caso de MLP. Se caracteriza por tener u´nicamente una capa oculta, y por
tener como funcio´n de activacio´n las denominadas funciones de base radial
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1 (normalmente gaussianas). Por otro lado en la capa de salida las neuronas
usan funcio´n lineal.
Las funciones de base radial le dan a las neuronas un cara´cter local, ya
que se activan en una regio´n concreta del espacio. Esta´n definidas por:
Centro, donde se situ´a la media de la funcio´n gaussiana.
Ancho o varianza, que define la amplitud de la campana de Gauss.
Los nodos o neuronas de las distintas capas esta´n completamente conectadas
a las neuronas de la capa anterior y posterior. La estructura de una red RBF
se puede ver representada en la figura 2.10.
Capa de 
entrada
Capa 
oculta
Capa de 
salida
…
…
Variable 1
Variable 2
Variable 3
Variable n
Salida 1
Figura 2.10: Esquema de una red RBF.
La activaciones de las neuronas se realizan de tal forma que para un
patro´n de entrada xk la salida es
ok(xk) =
Nn∑
i=1
wsi φ(xk, θi), (2.38)
donde wsi son los pesos i-e´simos de la capa de salida, θi contiene los para´me-
tros centro y desviacio´n t´ıpica de la neurona i y φ(xk, θi) es la funcio´n de
base radial
φ(xk, θi) = f(‖xk − ci‖). (2.39)
1Una funcio´n de base radial se caracteriza por ser una funcio´n que depende de un punto
central, y un ancho o varianza de los datos con respecto al centro.
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Esta funcio´n depende de la distancia al centro. Como se ha mencionado
anteriormente es muy comu´n usar la funcio´n gaussiana que se define de la
siguiente forma
φ(xk, w
n
o ) = exp(
D∑
d=1
−(xk,d − µn,d)
2
2σ2n
), (2.40)
donde µn,d es el centro o media y σ
2
n es la varianza o anchura.
Uno de los principales inconvenientes de este tipo de redes proviene de
la naturaleza local de sus funciones de activacio´n, y es el crecimiento ex-
ponencial del nu´mero necesario de neuronas Nn en la capa oculta cuando
la dimensio´n de los datos D aumenta. Para solucionar esta desventaja, se
emplea una extensio´n, las GRBF (Generalised Radial Basis Function net-
work) cuya diferencia ma´s significativa es que puede considerar varianzas
desiguales en cada direccio´n del espacio, de forma que se adapte mejor a las
peculiaridades de los datos (Haykin, 1998).
Las aplicaciones de estas redes son amplias, algunas como ana´lisis de series
temporales (Moody y Darken, 1989) o procesamiento de ima´genes, pero su
uso no ha llegado a ser tan amplio como el de las redes MLP. Para ma´s
informacio´n sobre este tipo de red neuronal se podr´ıa consultar por ejemplo
(Bishop, 1997) o (Haykin, 1998).
2.4. Funciones de coste para el entrenamien-
to de redes neuronales
Como ya se ha dicho con anterioridad las redes neuronales aprenden a
partir de un conjunto de patrones etiquetados, o conjunto de entrenamiento,
de esta forma la red aprende la relacio´n entre los patrones y las etiquetas. El
conjunto de entrenamiento con Np patrones
{xk, yk}Npk=1, (2.41)
donde xk ∈ RD son los patrones de entrada con dimensio´n D, y yk ∈ RNs
son las etiquetas con dimensio´n Ns (Ns es el nu´mero de salidas de la red
neuronal).
La red neuronal efectu´a el mapeo
ok = f(xk,w) =

f0(xk,w)
f1(xk,w)
· · ·
fNs−1(xk,w)
 ,
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donde w es el vector que contiene los para´metros de la red. El vector de
salida tiene Ns componentes, es decir ok,s = fs(xk,w).
Para un problema concreto de clasificacio´n binaria con una u´nica salida
(Ns = 1) con las etiquetas
yk = −1, si xk ∈ H0 e yk = +1, si xk ∈ H1, (2.42)
la decisio´n de la hipo´tesis se puede dar mediante la regla
ok
Hˆ=H1
≷
Hˆ=H0
0. (2.43)
Por lo que se compara la salida con un umbral en cero, y asumiendo que
las etiquetas ±1 identifican la clase como la regla de decisio´n
yˆk = sgn(ok). (2.44)
Los para´metros w se obtienen minimizando alguna funcio´n de coste de-
finida sobre el conjunto de entrenamiento, y dependiente de los para´metros
de la red, J(w).
Para minimizar dicha funcio´n, se utiliza t´ıpicamente un algoritmo de opti-
mizacio´n iterativo denomidado me´todo de descenso por gradiente. Este me´to-
do adapta para´metros en la iteracio´n i a partir de los resultados de la iteracio´n
i-1, utilizando la regla de adaptacio´n
w(i) = w(i−1) − µ∂J(w)
∂w
∣∣∣∣
w=w(i−1)
, (2.45)
donde µ es un para´metro de paso.
El gradiente se puede expresar de la siguiente forma
∂J(w)
∂w
=
N∑
k=1
∂J(w)
∂ok
∂ok
∂w
, (2.46)
donde el primer te´rmino del sumatorio depende de la funcio´n de coste, y el
segundo te´rmino depende de la arquitectura de la red, que en nuestro caso
como se vera´ posteriormente en el cap´ıtulo 3 sera´ una red MLP. Puesto que
la arquitectura de la red utilizada va a ser u´nica ese te´rmino no var´ıa, pero
la funcio´n de coste puede cambiar segu´n los casos que se van a exponer a
continuacio´n.
2.4.1. Error cuadra´tico medio (MSE)
Una de las funciones de coste ma´s comunes es la del error cuadra´tico medio
(MSE: Mean Square Error), que como se trata de minimizarla en ocasiones
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tambie´n se denomina funcio´n de mı´nimo error cuadra´tico medio (MMSE:
Minimum Mean Square Error), la cual se define de la siguiente forma
JMSE(w) =
1
N
N∑
k=1
(yk − ok)2. (2.47)
Se realiza la derivada parcial de la ecuacio´n (2.47) con respecto a ok
∂JMSE(w)
∂ok
= − 2
N
(yk − ok), (2.48)
de forma que el resultado de la ecuacio´n anterior se introducir´ıa en la ecuacio´n
(2.46).
El algoritmo trata de ajustar las etiquetas de los patrones del conjunto de
entrenamiento. En problemas desequilibrados, la funcio´n de coste puede tener
el problema de ocultar los patrones de la clase minoritaria, que contribuira´n
en el coste en menor medida que las de la clase mayoritaria.
El algoritmo de retropropagacio´n de errores mencionado anteriormente
en la seccio´n 2.3.3, fue definido inicialmente sobre esta funcio´n de coste (Ru-
melhart et al., 1986b).
2.4.2. Error cuadra´tico medio ponderado (WMSE)
Para problemas con datos desequilibrados o con problemas con costes
distintos, puede resultar conveniente tener en cuenta ese desbalanceo en el
entrenamiento de la red. Una posibilidad para tener esto en cuenta es utilizar
el error cuadra´tico ponderado (WMSE: Weighted Mean Square Error) como
funcio´n de coste, la cual se describe de la siguiente forma
JWMSE(w) =
α
N0
∑
k∈S0
(yk − ok)2 + 1− α
N1
∑
k∈S1
(yk − ok)2, (2.49)
siendo S0 y S1 los conjuntos de ı´ndices correspondientes a los patrones de
ambas clases, y donde N0 y N1 son el nu´mero de patrones de la clase 0 y de
la clase 1 respectivamente. Adema´s α define la relacio´n de importancia sobre
el ajuste de las etiquetas de los patrones de cada clase.
Al contener el para´metro α podemos modificar la funcio´n de coste para
que tenga en cuenta las peculiaridades de los datos (desequilibrio) o del
problema en s´ı, y de este modo mejorar las prestaciones en problemas como
los comentados en las secciones 2.1.2 y 2.1.3.
Ahora la derivada parcial del coste respecto de la salida es:
∂JWSE(w)
∂ok
= −2 ak (yk − ok), con ak =

α
N0
si yk = −1
1−α
N1
si yk = +1
(2.50)
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2.4.3. Funcio´n de coste bayesiano
Recientemente se ha propuesto un me´todo alternativo de entrenamiento
para redes neuronales basado en la minimizacio´n de una aproximacio´n de la
funcio´n de riesgo bayesiano en (Lazaro et al., 2015).
El objetivo de este me´todo consiste en encontrar los para´metros de la red
neuronal que minimizan el riesgo de Bayes de la ecuacio´n
R(α) = α pFA + (1− α) pM . (2.51)
El para´metro α se utiliza para ponderar la importancia de fallar o acertar
sobre cada clase. Esto hace que sea un me´todo adecuado para los problemas
con datos desequilibrados o problemas con distintos costes.
Como aparece en (Lazaro et al., 2015) dada la regla de decisio´n de la
ecuacio´n (2.44), las probabilidades de falsa alarma y de pe´rdida que definen
el riesgo de Bayes se escriben de la forma
pFA =
∫ ∞
0
fO|H(o|0) do, pM =
∫ 0
−∞
fO|H(o|1) do. (2.52)
Normalmente, las funciones de distribucio´n condicionales en O, fO|H(o|0)
y fO|H(o|1), son desconocidas. En (Lazaro et al., 2015) se propone estimar
estas distribuciones con el conocido estimador no parame´trico de ventanas
de Parzen (Parzen, 1962). A continuacio´n se presentan las estimas obtenidas
con este estimador.
Se definen los conjuntos S0 y S1 que agrupan los ı´ndices de los patrones
de las etiquetas H = 0 y H = 1 respectivamente como
S0 = {k : yk = −1} y S1 = {k : yk = +1}, (2.53)
donde N0 y N1 son el nu´mero de patrones de la clase 0 y la clase 1 respec-
tivamente. El estimador ventana de Parzen para la distribucio´n condicional
en O dado H = h se expresa como
fˆO|H(o | h) = 1
Nh
∑
k∈Sh
Kσ(o− ok), h ∈ {0, 1}. (2.54)
La funcio´n ventana o nu´cleo Kσ(o) es cualquier funcio´n de densidad de
probabilidad con un para´metro σ que controla el ancho de la funcio´n. Por
lo general, se usan funciones sime´tricas de media nula como la gaussiana.
Ahora por tanto tendr´ıamos las siguientes estimas de las probabilidades de
falsa alarma y pe´rdida
pˆFA =
∫ ∞
0
fˆO|H(o | 0) do, pˆM =
∫ 0
−∞
fˆO|H(o | 1) do. (2.55)
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Sustituyendo estas estimas en la funcio´n de riesgo bayesiano (2.51), se
llega a la expresio´n de la funcio´n de coste bayesiana propuesta en (Lazaro
et al., 2015)
JBayes(w) = αpˆFA + (1− α)pˆM . (2.56)
Si se define Lσ(x) como la integral de la funcio´n ventana de Parzen se
tiene
Lσ(x) =
∫ +∞
x
Kσ(o) do, (2.57)
donde teniendo en cuenta que la funcio´n nu´cleo es una funcio´n sime´trica de
media nula∫ +∞
0
Kσ(x− o) dx = Lσ(−o) y
∫ 0
−∞
Kσ(x− o) dx = Lσ(+o). (2.58)
La funcio´n de coste por lo tanto se puede expresar como
JBayes(w) =
α
N0
∑
k∈S0
Lσ(−ok) + 1− α
N1
∑
k∈S1
Lσ(+ok). (2.59)
La derivada de la ecuacio´n (2.59) con respecto a la salida de la red puede
escribirse la forma
∂JBayes(w)
∂ok
= ak Kσ(ok), con ak =

α
N0
si yk = −1
1−α
N1
si yk = +1
(2.60)
Esta ecuacio´n se introducir´ıa en el primer te´rmino de la ecuacio´n (2.46)
para el algoritmo de adaptacio´n por descenso de gradiente.
Si se compara con las ecuaciones (2.48) y (2.50), se observa que el coste
computacional de este me´todo no es mucho mayor que el asociado a las
funciones de coste MSE y WMSE.
2.5. Conjunto de clasificadores bayesianos
El clasificador conjunto o conjunto de clasificadores bayesianos tiene como
propo´sito entrenar Ncc clasificadores neuronales individuales con el procedi-
miento del me´todo bayesiano de la seccio´n 2.4.3 para diferentes valores de
α. Cada clasificador trabajara´ en un punto diferente de la ROC (ver sec-
cio´n 2.6.2), es decir que tendra´ una α(j) con j ∈ {1, 2, · · · , Ncc}. Cada uno
por tanto proporciona un par de probabilidades de falsa alarma y deteccio´n
distintas, en total Ncc puntos
{(p(j)FA, p(j)D )} para j ∈ {1, 2, · · · , Ncc}. (2.61)
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Es decir que para clasificar un patro´n de entrada xk, la entrada del cla-
sificador conjunto es un vector formado por las decisiones de los Ncc clasifi-
cadores individuales para ese patro´n en concreto. Por lo que la entrada para
el clasificador conjunto se puede expresar de la forma
xEk ≡ xEk (xk) = [yˆ(1)k , yˆ(2)k , · · · , yˆ(Ncc)k ], (2.62)
donde xk es el patro´n de entrada de los clasificadores individuales e yˆ
(j)
k
determina la decisio´n binaria del clasificador j.
Se van a utilizar dos tipos de combinaciones de clasificadores individuales.
El primero tomara´ la decisio´n en base a lo que decidan la mayor´ıa de los
clasificadores individuales y el segundo utilizara´ una regla bayesiana basada
en las estimaciones de cada clasificador individual.
2.5.1. Combinacio´n de clasificadores con regla de de-
cisio´n por mayor´ıa
El clasificador conjunto por mayor´ıa tiene una implementacio´n sencilla.
Para un patro´n de datos xk, su hipo´tesis tomara´ el valor
Hˆk =

1 si
∑Ncc
j=1 yˆ
(j)
k ≥ 0
0 si
∑Ncc
j=1 yˆ
(j)
k < 0
(2.63)
El umbral se coloca en 0, ya que las posibles etiquetas son +1 y -1, si la
suma de todas las etiquetas estimadas es mayor o igual que 0, implica que
ma´s de la mitad de las estimas han tomado la decisio´n de Hˆ = 1, por el
contrario, si la suma es menor la mayor´ıa de los clasificadores han decidido
Hˆ = 0.
De esta forma la decisio´n que tome el clasificador conjunto sera´ la que
haya tomado la mayor´ıa de sus clasificadores individuales, ocasionando as´ı el
ignorar la decisio´n de clasificadores que a causa de su punto de trabajo no
clasifican correctamente.
2.5.2. Combinacio´n de clasificadores con regla de de-
cisio´n basesiana
Este clasificador conjunto pretende juntar las decisiones de los Ncc clasi-
ficadores individuales usando la regla de Bayes.
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Las distribuciones condicionales de la decisio´n de cada clasificador esta´n
dadas por
p
(j)
Yˆ |H(yˆ
(j)
k |0) =

p
(j)
FA si yˆ
(j)
k = +1
1− p(j)FA si yˆ(j)k = −1
(2.64)
y
p
(j)
Yˆ |H(yˆ
(j)
k |1) =

p
(j)
D si yˆ
(j)
k = +1
1− p(j)D si yˆ(j)k = −1
(2.65)
El cociente de verosimilitud (likelihood ratio) Λ(xEk ) en funcio´n de las
distribuciones condicionales anteriores se puede definir como
Λ(xEk ) =
Ncc∏
j=1
p
(j)
Yˆ |H(yˆ
(j)
k |1)
p
(j)
Yˆ |H(yˆ
(j)
k |0)
=
Ncc∏
j=1
p
(j)
D δ[yˆ
(j)
k − 1] + (1− p(j)D ) δ[yˆ(j)k + 1]
p
(j)
FA δ[yˆ
(j)
k − 1] + (1− p(j)FA) δ[yˆ(j)k + 1]
,
(2.66)
donde se asume independencia condicional entre las salidas de los clasifi-
cadores individuales. La funcio´n discreta delta δ[n] se usa para reducir las
ecuaciones (2.64) y (2.65).
Por u´ltimo, para la toma de la decisio´n final sobre la entrada xE, se
compara el cociente de verosimilitud con el umbral γ asociado al valor de α
definido por el riesgo de Bayes del clasificador conjunto, es decir αE
Λ(xE)
Hˆ=1
≷
Hˆ=0
γE, con γE =
αE
1− αE . (2.67)
Este proceso se puede visualizar mediante la figura 2.11, donde aparecen
representados los distintos pasos con las entradas y salidas correspondientes
a cada clasificador.
32 CAPI´TULO 2. PLANTEAMIENTO DEL PROBLEMA Y ESTADO DEL ARTE
Clasificador Conjunto
𝛼𝐸
…
𝛼(2)
𝛼(3)
𝛼(1)
𝛼(𝑁𝑐)
Patrones de 
entrada
Clasificador Nc
Clasificador 3
Clasificador 2
Clasificador 1
𝐱k ∈ ℝ
𝐷
ො𝑦𝑘
𝐸
ො𝑦𝑘
(2)
ො𝑦𝑘
(3)
ො𝑦𝑘
(𝑁𝑐)
ො𝑦𝑘
(1)
Figura 2.11: Esquema del clasificador conjunto planteado.
2.6. Ana´lisis de prestaciones
A la hora de analizar las prestaciones de un clasificador binario se tienen
distintas formas de hacerlo. A continuacio´n se exponen algunas de las ma´s
importantes.
2.6.1. Tabla de verdad
Como se menciono´ en la seccio´n 2.1.1, en un problema de clasificacio´n
binaria existen dos probabilidades que determinan de forma completa las
prestaciones, e´stas son la probabilidad de falsa alarma pFA y la probabilidad
de pe´rdida pM . Con ambas se puede representar en una tabla las cuatro
posibles probabilidades de un clasificador con dos hipo´tesis (H0, H1). Dicha
tabla se suele denominar tabla de verdad.
En la figura 2.12 se muestran las cuatro probabilidades en funcio´n de pFA
y pM . La y define la etiqueta conocida y la yˆ es la etiqueta estimada por el
clasificador. Tambie´n podr´ıa sustituirse la probabilidad de acierto 1 − pM ,
por pD, que como se menciono´ anteriormente son equivalentes. Esta pD es
muy u´til junto con pFA para la curva que se va a ver a continuacio´n.
2.6.2. Curva caracter´ıstica de operacio´n (ROC)
La curva caracter´ıstica de operacio´n (ROC: Receiver Operating Charac-
teristic) es una gra´fica que representa la relacio´n entre la probabilidad de
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y = 0 y = 1
yˆ = 0
yˆ = 1
1− pFA
1− pMpFA
pM
Figura 2.12: Tabla de verdad en un problema de clasificacio´n
binario.
falsa alarma y la probabilidad de deteccio´n. Cada clasificador tiene un punto
de trabajo que esta´ definido por una pFA y una pD. Es por ello por lo que
inicialmente era una herramienta de ana´lisis para clasificadores estad´ısticos
(Van Trees, 1968), ya que estaba relacionado por sus propiedades con la ecua-
cio´n (2.51). Posteriormente se expandio´ su uso a otros clasificadores como los
neuronales.
Las redes neuronales (entre otros clasificadores) para tomar la decisio´n
comparan la salida de la red para un patro´n de entrada con un umbral γ.
Para cada valor de γ existe un punto de trabajo (pFA, pD). Al ser modifi-
cado el umbral se cambian las prestaciones de cada clase, de forma que al
aumentarse el valor del umbral, la probabilidad de falsa alarma y de detec-
cio´n disminuyen, y al disminuir el umbral, ambas probabilidades aumentan.
De esta manera si el umbral var´ıa entre −∞ e ∞ el punto de trabajo se va
desplazando formando la curva ROC, desde el punto (0, 0) al punto (1, 1).
En la figura 2.13 se muestra una curva ROC. En l´ınea roja discont´ınua se
muestra el clasificador trivial, que consiste en la toma aleatoria de decisio´n,
donde en un nu´mero suficientemente elevado de muestras, la probabilidad
de falsa alarma es igual a la probabilidad de deteccio´n. Un ejemplo de cla-
sificador trivial ser´ıa decidir tirando una moneda al aire, existe la misma
probabilidad de acertar que de fallar.
En l´ınea cont´ınua de color verde se muestra un clasificador no trivial,
donde el punto verde representa un punto de trabajo, es decir, una pareja
(pFA, pD). Segu´n se va modificando γ, el punto se va desplazando dibujando
la l´ınea verde.
Por debajo del clasificador trivial no tiene sentido encontrar un punto
de trabajo, porque en ese caso bastar´ıa con cambiar la decisio´n para que el
clasificador se encontrase por encima del trivial, y de esa forma aumentar las
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𝑝𝐷
Figura 2.13: Ejemplo curva ROC.
prestaciones.
El punto de trabajo que maximiza la probabilidad de acierto aparece
representado en la figura 2.13 como una estrella roja, reproduce el punto
(0,1), donde no se tiene ninguna falsa alarma, y la probabilidad de deteccio´n
es ma´xima.
La ROC tiene un gran uso en ana´lisis de prestaciones en aprendizaje
ma´quina. Motivo por el cual es una buena herramienta para comparar dis-
tintos clasificadores. Para ma´s informacio´n consultar en (Fawcett, 2006).
2.6.3. A´rea debajo de la curva (AUC)
El a´rea debajo de la curva (AUC: Area Under Curve), como su nombre
indica es el a´rea que se encuentra debajo de la curva ROC. En la ROC
a simple vista de forma gra´fica, puede tener ma´s dificultades para ver en
conjunto cua´l es el mejor clasificador si hay tramos en los que un clasificador
esta´ por encima, y en otros en los que otro clasificador es mejor. Sin embargo
la AUC, al ser un valor escalar es ma´s directo a la hora de comparar.
La AUC esta´ comprendida entre 0 y 1, aunque no tiene mucho sentido un
valor por debajo de 0.5, ya que como se indico´ en el apartado anterior, en ese
caso se realizar´ıa un cambio en la decisio´n de modo que la AUC ya estar´ıa
por encima de 0.5 (es decir, por encima del clasificador trivial). El valor de
AUC que corresponde a la estrella roja de la figura 2.13 ser´ıa 1, donde la
probabilidad de acertar sera´ ma´xima.
En la figura 2.14 en color verde se observa un ejemplo del a´rea debajo
de la curva. Junto con la curva ROC, son las dos medidas de comparacio´n
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0 𝑝𝐹𝐴
𝑝𝐷 AUC = 0.81
Figura 2.14: Ejemplo curva ROC y AUC.
ma´s frecuentes en algoritmos de aprendizaje ma´quina. Ambas van a ser usa-
das en el presente proyecto por las caracter´ısticas mencionadas. Para ma´s
informacio´n sobre la AUC consultar (Bradley, 1997).
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Cap´ıtulo 3
Soluciones evaluadas y
metodolog´ıa de trabajo
En este cap´ıtulo se van a presentar las soluciones que se han evaluado en
el trabajo para resolver el problema. Posteriormente se describira´ la metodo-
log´ıa utilizada para llevarlo a cabo.
3.1. Planteamiento de las soluciones analiza-
das
El trabajo esta´ enfocado a la solucio´n de un problema general de clasifica-
cio´n de patrones con datos desequilibrados. No se va a tratar una aplicacio´n
determinada, sino que se analizara´ sobre bases de datos reales provenientes
de distintos feno´menos. Ma´s concretamente, se realizara´ sobre problemas de
clasificacio´n binaria.
Como se menciono´ en la seccio´n 2.1.3 hay distintas soluciones para estos
problemas. Modificar el nu´mero de muestras an˜adiendo o eliminando patro-
nes de las distintas clases, modificando me´todos de aprendizaje ma´quina para
tener en consideracio´n el nu´mero de muestras de cada hipo´tesis, y por u´ltimo
la combinacio´n de clasificadores individuales.
En este trabajo, no se van a modificar los datos ni insertando muestras
sinte´ticas ni elimina´ndolas. Por lo que se valorara´n el resto de posibilidades
mencionadas. En particular, se van a evaluar las prestaciones de los siguientes
me´todos:
1. Se evaluara´ un me´todo basado en aprendizaje a partir de la funcio´n
de coste del error cuadra´tico medio ponderado, que se ha visto en la
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seccio´n 2.4.2 aplicado sobre una red neuronal perceptro´n multicapa (ver
seccio´n 2.4).
2. Sobre el mismo tipo de red neuronal, MLP con una capa oculta, se eva-
luara´ el algoritmo de entrenamiento basado en la formulacio´n bayesiana
vista en la seccio´n 2.4.3.
3. Por u´ltimo, se evaluara´n tambie´n las prestaciones en este tipo de proble-
mas de los combinadores de clasificadores. En concreto se evaluara´ en
base a dos reglas de decisio´n distintas, una basada en la eleccio´n de la
decisio´n por mayor´ıa, y otra en la regla de Bayes (ver seccio´n 2.5).
A continuacio´n se explicara´n brevemente las razones por las que se han
considerado estos me´todos para la solucio´n de problemas desequilibrados de
clasificacio´n binaria.
La primera decisio´n fue trabajar con me´todos que no se basan en la
modificacio´n de los datos disponibles (generando muestras sinte´ticas de la
clase minoritaria o eliminando muestras de la clase mayoritaria), sino que
tengan en cuenta el desequilibrio en los datos disponibles. La principal razo´n
para esta eleccio´n es que la literatura (Galar et al., 2013) ha demostrado
que la eleccio´n de las te´cnicas de equilibrado de los datos depende en gran
manera de las caracter´ısticas de los datos. Esto implica en la pra´ctica tener
que evaluar varias alternativas, lo que incrementa el coste computacional.
En la misma l´ınea, las te´cnicas que utilizan generacio´n sinte´tica de muestras,
al aumentar el taman˜o del conjunto de entrenamiento aumenta tambie´n la
carga computacional.
Comparando el me´todo tradicional MSE y su ecuacio´n (2.47), con el me´to-
do WMSE de la ecuacio´n (2.49), se observa que el WMSE al contrario que
el MSE tiene en cuenta por separado el nu´mero de muestras de cada clase.
De esta forma y a trave´s del para´metro de ponderacio´n α, es posible hacer
que los patrones de la clase minoritaria contribuyan en buena medida sobre
el coste final. El para´metro α de la ecuacio´n (2.49) nos permite ajustar de
forma flexible la importancia sobre el coste de cada clase, ponderando el pe-
so relativo del ajuste de la salida de la red a las etiquetas correspondientes
a patrones de las dos clases. Todo ello hace que el WMSE sea a priori un
me´todo ma´s adecuado para la clasificacio´n de patrones con desbalanceo que
el convencional MSE.
Por otro lado, la funcio´n de coste bayesiano expuesta en la seccio´n 2.4.2
posee en su ecuacio´n (2.51) un para´metro α que pondera la importancia que
se da a la probabilidad de error sobre la clase nula (pFA), y a la probabilidad
de error sobre la clase positiva (pM). Este para´metro da la posibilidad en
los problemas desequilibrados o con costes descritos en las secciones 2.1.2
y 2.1.3 ajustarse a sus particularidades, permitiendo definir un compromiso
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apropiado entre las tasas de error para patrones de cada clase. Por tanto,
tambie´n parece a priori un me´todo adecuado para la resolucio´n del tipo de
problemas considerados en este trabajo.
El u´ltimo lugar, se utilizara´ la combinacio´n de clasificadores neuronales
individuales. La combinacio´n de clasificadores en la pra´ctica ha demostrado
mejoras en las prestaciones de problemas tanto balanceados como desbalan-
ceados. Prueba de ello son los resultados presentados, por ejemplo en art´ıculos
como (Galar et al., 2013) o (Lazaro et al., 2015). Motivacio´n que ha llevado
a la evaluacio´n de tales clasificadores.
El objetivo del trabajo es evaluar las prestaciones de estos me´todos en
varios problemas diferentes y compararlos con los obtenidos con otro tipo de
me´todos. Como se ha dicho, los algoritmos de entrenamiento se implemen-
tara´n en un modelo de aprendizaje ma´quina, ma´s concretamente en una red
neuronal MLP con una u´nica capa oculta, y una sola neurona en la capa de
salida.
La eleccio´n de la red neuronal se ha tomado en base a que las funciones de
coste que se van a analizar son ma´s fa´ciles de implementar en una red neuro-
nal que en una red tipo SVM. Los a´rboles de decisio´n se han descartado por
ser clasificadores ma´s de´biles (ma´s sensibles a cambios en el conjunto de en-
trenamiento, lo que puede ser especialmente problema´tico en problemas con
un nu´mero reducido de patrones de entrenamiento) y porque habitualmente
so´lo se utilizan en combinadores de clasificadores, y no como clasificadores
individuales. Por lo que teniendo en cuenta esto, y las ventajas y desventajas
de cada red explicadas en las secciones 2.3.1 y 2.3.3 se ha optado por la red
neuronal. Dentro de las redes neuronales se escoge la MLP en lugar de otras
como la RBF, porque es de las redes ma´s utilizadas en la pra´ctica, entre otras
razones por su conocida capacidad de aproximador universal (Hornik et al.,
1990) (Cybenko, 1989).
3.2. Metodolog´ıa de trabajo
A partir de un conjunto de bases de datos reales, se han entrenado los
pesos de la red MLP con cada una de las metodolog´ıas expuestas anterior-
mente, y se han evaluado las prestaciones con algunas de las herramientas
de ana´lisis presentadas en la seccio´n 2.6. En la figura 3.1 se representa un
esquema de las fases ba´sicas de la metodolog´ıa seguida para la evaluacio´n de
los distintos me´todos.
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Figura 3.1: Esquema ba´sico de la metodolog´ıa para la eva-
luacio´n de los distintos me´todos de clasificacio´n.
Las herramientas software utilizadas en el trabajo se han desarrollado en
MATLAB. Se crearon todas las funciones principales de la red MLP y cada
me´todo de entrenamiento. Adema´s se utilizaron algunas funciones ba´sicas
internas de MATLAB.
A continuacio´n se presentan los aspectos principales de cada fase.
3.2.1. Base de datos
Se va a utilizar un conjunto de 8 bases de datos desbalanceados que se han
obtenido del repositorio KEEL (Alcala´-Fdez et al., 2011). En la pa´gina web
http://www.keel.es/dataset.php se puede encontrar informacio´n sobre
las distintas bases de datos y sus caracter´ısticas. Los datos comu´nmente se
dividen en dos conjuntos. Una parte de los datos se asocian al entrenamiento
de los para´metros de la red y se suelen denominar conjunto de entrenamiento.
Luego hay una segunda parte de datos que sirven para comprobar co´mo se
clasifica con datos que no han sido utilizados para entrenar la red, e´stos se
denominan conjunto de test. Ambos esta´n etiquetados.
En el repositorio KEEL las bases de datos se encuentran organizadas en
k-particiones, cada una de ellas con una separacio´n diferente de los datos en
conjunto de entrenamiento y conjunto de test, y en el caso concreto de este
trabajo el nu´mero de particiones sera´ 5. Es interesante el uso de estas bases
de datos, porque son utilizadas en otros art´ıculos como (Galar et al., 2013)
y pueden ayudar para comparar resultados. En la tabla 3.1 se muestran las
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caracter´ısticas principales de las 8 bases de datos del trabajo, nu´mero de
patrones o muestras, dimensionalidad y tasa de desequilibrio.
Base de datos Nu´mero de patrones Dimensio´n Tasa de desequilibrio
Glass2 214 9 10.39
Ecoli067vs5 220 6 10.00
Yeast05679vs4 528 8 9.35
Cleveland0vs4 177 13 12.62
Led7digit0245678avs1 443 7 10.97
Yeast4 1484 8 28.41
Yeast5 1484 8 32.78
Yeast6 1484 8 39.15
Tabla 3.1: Bases de datos.
Hay que tener en cuenta que el nu´mero de patrones en algunas bases de
la tabla 3.1 como la Cleveland0vs4 por ejemplo es bastante pequen˜o. Si las
177 muestras se dividen en dos grupos de entrenamiento y test por ejemplo
con un porcentaje 60/40, 106 muestras ser´ıan de entrenamiento y 74 de test.
Y luego a su vez con una tasa de desequilibrio del 12.62, so´lo se tendr´ıan
en el subgrupo de entrenamiento 8 muestras de la clase minoritaria frente a
las 98 de la mayoritaria. Es importante observar que la red en ese caso se
entrenar´ıa u´nicamente con 8 muestras de una clase, existiendo el peligro de
que la red se sobreajuste y luego no consiga generalizar sobre los datos de
test o nuevos datos sin etiquetar.
La eleccio´n de estas bases de datos tambie´n se ha escogido en funcio´n de
que aun siendo todas de taman˜o no muy elevado, entre ellas s´ı poseen dife-
rente nu´mero de patrones. La base con menos muestras tiene 177 patrones,
y las ma´s grandes 1484 patrones. La mayor dificultad se encontrara´ en las
bases ma´s pequen˜as, por lo mencionado anteriormente.
Dentro de cada base, la clase minoritaria estara´ representada por la eti-
queta +1 (hipo´tesis 1), y la clase mayoritaria por la etiqueta -1 (hipo´tesis
0).
3.2.2. Entrenamiento de la red
Esta fase es la encargada de entrenar la red con el conjunto de datos de
entrenamiento para obtener los pesos w que minimizan la funcio´n de coste a
trave´s del algoritmo adaptativo de descenso por gradiente.
Se realizara´ el mismo proceso en las distintas particiones de los datos, pro-
porcionando as´ı diversidad. Posteriormente se hara´ la media de los resultados
en las 5 particiones.
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Adema´s, para intentar solventar el problema de los mı´nimos locales expli-
cado en la seccio´n 2.3.3, se realizara´n distintas simulaciones, es decir distintas
inicializaciones de los pesos de la red, y se presentara´n resultados promedio.
3.2.3. Ca´lculo de prestaciones
Una vez entrenadas las redes neuronales, y obtenidos los para´metros w,
la evaluacio´n de cada solucio´n se realiza calculando las prestaciones de dicha
solucio´n sobre el conjunto de test.
En este caso se realiza la fase de entrenamiento y de evaluacio´n en cada
una de las particiones por cada base de datos, presentando los resultados
promedio. Se han utilizado varias figuras de me´rito para evaluar las pres-
taciones: la curva ROC y el a´rea debajo de dicha curva presentados en la
seccio´n 2.6.
Se utilizara´n estas medidas por el hecho de ser las ma´s comunes para el
ca´lculo de prestaciones en la clasificacio´n de patrones binaria.
Cap´ıtulo 4
Resultados
En este cap´ıtulo se realizara´ la evaluacio´n y se expondra´n los resultados
de los me´todos WMSE, bayesiano y combinacio´n de clasificadores sobre una
red MLP. La variedad de posibles implementaciones dentro de estos me´todos
es alta, ya que estos tienen muchos para´metros que los condicionan. Por
cuestiones de dimensionalidad del Trabajo Fin de Grado, so´lo se llevara´n a
cabo algunas de ellas, siendo especificadas las condiciones dadas para cada
implementacio´n.
Las soluciones tendra´n como objetivo comparar las distintas te´cnicas con
algunas de las herramientas propuestas en la seccio´n 2.6.
Primero se analizara´n los para´metros utilizados en la red MLP y poste-
riormente se mostrara´n los distintos resultados obtenidos.
4.1. Detalles sobre la implementacio´n
Antes de mostrar los resultados, se van a indicar los para´metros, funciones
y dema´s especificaciones necesarias sobre la red neuronal que se va a utilizar.
El objetivo de la eleccio´n de los para´metros es aumentar las prestaciones
en los resultados de diferentes conjuntos de datos, y evitar aspectos como el
problema de mı´nimos locales de las redes neuronales.
Lo primero a tener en cuenta es que el u´nico pre-procesado que se le va
a realizar al conjunto de bases de datos es la normalizacio´n. No se reali-
zara´ ningu´n otro proceso previo.
La red MLP que se va a utilizar, como ya se menciono´ anteriormente,
tendra´ una u´nica neurona en la capa de salida, y en la capa oculta se com-
pondra´ por Nn neuronas. Este valor sera´ Nn = 6 ya que en conjunto ofrece
una buena relacio´n entre complejidad y prestaciones.
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En cuanto a las funciones de activacio´n de la red neuronal explicadas en
la seccio´n 2.3.3, se ha optado por escoger la funcio´n tangencial hiperbo´lica,
debido a que es la funcio´n ma´s comu´n.
El algoritmo de descenso por gradiente cuyas expresiones se pueden en-
contrar en la seccio´n 2.4, tras cada iteracio´n o e´poca 1 compara el coste en
la e´poca i, J(w(i)) con el coste de la e´poca anterior J(w(i−1)), de tal forma
que el para´metro µ se incremente o decrezca segu´n la siguiente condicio´n:
Si J(w(i)) < J(w(i−1)): el paso aumenta´ de la forma µ = cI µ.
Si J(w(i)) ≥ J(w(i−1)): el paso decrecera´ de la forma µ = µ/cD.
donde los valores para incrementar o disminuir el para´metro µ son cI = 1.05
y cD = 2. Los valores no tienen por que´ ser estos exactamente, pero han sido
escogidos en base al art´ıculo (Lazaro et al., 2015) que utiliza las mismas bases
de datos. Adema´s el valor inicial del paso se fija en µ = 1, es importante
que este valor no sea ni muy alto ni muy pequen˜o para que el nu´mero de
iteraciones necesarias sea lo menor posible.
Adema´s, en cuanto al me´todo bayesiano, se necesita detallar que´ ventana
de Parzen se va a utilizar para la estimacio´n de las funciones de distribucio´n
condicionales. La ventana escogida se muestra a continuacio´n
Kσ(o) =

1
2σ
(1 + cos(pi
σ
|o|)), si |o| ≤ σ
0, si |o| > σ
(4.1)
donde el para´metro σ = 1 determina el ancho de la ventana.
Se utiliza esta ventana de Parzen porque es muy similar a la gaussiana
(una de las ma´s comunes), pero con soporte finito. El hecho de que sea finito
tiene la ventaja de que el gradiente toma valor 0 cuando se encuentra fuera
del rango {−σ,+σ}, lo que reduce la carga computacional. La funcio´n de la
ecuacio´n (4.1) se muestra en la figura 4.1.
En la figura 4.2 se observa un ejemplo donde se tienen 4 muestras de la
clase positiva en distintos puntos de un espacio unidimensional, cuya frontera
de decisio´n se encuentra en 0. Sobre cada muestra se visualiza una ventana de
Parzen con σ = 1. La muestra que se encuentra a la derecha del +1 no tiene
a´rea de su nu´cleo en la zona de la clase negativa, mientras que la muestra
que se encuentra entre -1 y 0 esta´ situada en la zona opuesta de su etiqueta
y por tanto tiene gran parte del a´rea de su nu´cleo en la zona negativa. Este
a´rea de los nu´cleos que se encuentran en el lado contrario esta´ dibujado
en la figura como l´ıneas verticales cont´ınuas, y la integral de dicha a´rea es
1Una e´poca esta´ formada por un nu´mero de iteraciones de gradiente descendente cuyos
pesos iniciales son los mismos.
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−σ +σ o
Figura 4.1: Ventana de Parzen.
la que describe la pM . Como esta probabilidad se quiere minimizar, lo que
se pretende es que los para´metros de la red ‘empujen’ las muestras al lado
contrario para disminuir entonces ese a´rea. Esto lleva a la decisio´n de cua´l
es el valor o´ptimo del para´metro σ. Cuando el valor de σ es muy alto, ma´s a
la derecha debe estar la muestra para que la red minimice la pM , y cuando
el valor es muy pequen˜o, apenas basta con que la muestra este´ en el lado
correcto de la decisio´n.
En este trabajo se ha escogido σ = 1 para que se traten de ‘empujar’
hacia el lado correcto todas las muestras que este´n en el rango ±1.
0 +1−1
Muestra clase 1
Zona clase
nula
Zona clase
positiva
Frontera
de decisión
Figura 4.2: Ejemplo de funcio´n nu´cleo sobre muestras de la
clase positiva.
Por u´ltimo para solventar el problema de mı´nimos locales descrito en la
seccio´n 2.3.3, se van a realizar distintas simulaciones, de forma que cada si-
mulacio´n parte de unos pesos iniciales diferentes. Esto lleva a que el algoritmo
de descenso por gradiente comience en distintos puntos de la funcio´n de coste
dando la posibilidad de encontrar el mı´nimo global de dicha funcio´n. Para
que los resultados obtenidos tengan una fiabilidad estad´ıstica suficiente se
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realizara´n en cada prueba 100 simulaciones distintas, y se promediara´n los
resultados obtenidos en las mismas.
A continuacio´n se muestran los distintos resultados obtenidos.
4.2. Resultados con α = 0.5 en me´todo WM-
SE y me´todo bayesiano
Primero se van a comparar los me´todos WMSE y bayesiano cuando el
para´metro α de sus funciones de coste es igual a 0.5. Lo que indica que
ponderamos por igual la importancia de las muestras de cada clase. Esta
comparacio´n se realiza para observar los resultados de ambos me´todos cuando
las dos clases se consideran igual de relevantes en las prestaciones.
Se realiza el entrenamiento de la red con cada me´todo, y posteriormente
se evalu´an sobre los datos de test. Para evaluar los me´todos en este caso
usaremos la medida del AUC. Los resultados para las 8 bases de datos se
muestran en la tabla 4.1.
Datos 1 2 3 4 5 6 7 8
Bayes 0.9163 0.8924 0.8372 0.9737 0.9119 0.8774 0.9872 0.9411
WMSE 0.812 0.8385 0.7211 0.8906 0.9832 0.7164 0.7847 0.9006
Tabla 4.1: Resultados AUC de los me´todos WMSE y Bayes
para las 8 bases de datos con α = 0.5.
Segu´n los resultados obtenidos, el me´todo bayesiano ofrece mejores pres-
taciones que el me´todo WMSE en todas las bases de datos exceptuando la
base 5. Esta base es la que menor nu´mero de muestras posee, y es la base que
proporciona mejores resultados en el WMSE con respecto al resto de bases.
La variacio´n del AUC en funcio´n de las bases de datos es ma´s destacable
en el WMSE, cuya variacio´n es de 0.2668, sin embargo en la metodolog´ıa
bayesiana la diferencia es de 0.15. El WMSE es por tanto ma´s sensible a la
variabilidad de las 8 bases de datos.
A la vista de los resultados se optar´ıa por escoger el me´todo WMSE para
la base 5, y el me´todo bayesiano para el resto de ellas.
Tras esto, se va a analizar a continuacio´n lo que ocurre cuando utilizamos
distintos valores de α, para obtener las prestaciones de los clasificadores al
dar mayor o menor importancia a las etiquetas de cada clase.
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4.3. Resultados comparativos sobre me´todo
WMSE y me´todo bayesiano
De nuevo vamos a entrenar la red con los me´todos bayesiano y WMSE.
Pero en esta ocasio´n el para´metro α tomara´ distintos valores, concretamente
9, α ∈ {0.1, 0.2, . . . , 0.9}.
Las prestaciones se evaluara´n a trave´s de la curva ROC, y el AUC. Los
cuales se han calculado ‘barriendo’ el umbral y realizando el promedio.
Es importante entender que los resultados tratan de mostrar las presta-
ciones generales del me´todo, ya que dependiendo de cada aplicacio´n intere-
sara´ un valor de α concreto para cumplir con los requisitos espec´ıficos. Dicho
esto, de la figura 4.3 a la 4.10 se muestran las curvas ROC de cada una de las
bases en ambos me´todos. La evaluacio´n se ha realizado tanto para los datos
de entrenamiento como los datos de test. Adema´s en la tabla 4.2 se muestra
el AUC de todas las bases de datos para los dos me´todos.
Figura 4.3: Curvas ROC resultantes de la base de datos 1
para los me´todos WMSE y bayesiano.
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Figura 4.4: Curvas ROC resultantes de la base de datos 2
para los me´todos WMSE y bayesiano.
Figura 4.5: Curvas ROC resultantes de la base de datos 3
para los me´todos WMSE y bayesiano.
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Figura 4.6: Curvas ROC resultantes de la base de datos 4
para los me´todos WMSE y bayesiano.
Figura 4.7: Curvas ROC resultantes de la base de datos 5
para los me´todos WMSE y bayesiano.
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Figura 4.8: Curvas ROC resultantes de la base de datos 6
para los me´todos WMSE y bayesiano.
Figura 4.9: Curvas ROC resultantes de la base de datos 7
para los me´todos WMSE y bayesiano.
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Figura 4.10: Curvas ROC resultantes de la base de datos 8
para los me´todos WMSE y bayesiano.
Datos 1 2 3 4 5 6 7 8
Bayes 0.8068 0.8715 0.8194 0.9728 0.9355 0.8666 0.9877 0.9216
WMSE 0.7078 0.7296 0.6652 0.7502 0.8274 0.6658 0.7441 0.7085
Tabla 4.2: Resultados AUC de los me´todos WMSE y Bayes
para las 8 bases de datos.
Con los resultados obtenidos en la tabla 4.2, se comprueba que el me´todo
bayesiano logra mejores prestaciones en todas las bases de datos. La varianza
de AUC de los me´todos en las distintas bases de datos es similar, para el caso
del WMSE es de 0.1622 y para el caso bayesiano de 0.1809.
Por otro lado, de la figura 4.3 a la figura 4.10, se contempla que en el me´to-
do WMSE se sobreajusta menos, ya que la diferencia entre las prestaciones
sobre los datos de entrenamiento y test son muy similares. Sin embargo en el
me´todo bayesiano, por lo general hay una mayor separacio´n entre las curvas
de entrenamiento y test, lo que implica que se produce mayor sobreajuste en
el entrenamiento.
Por lo tanto, la clasificacio´n alcanza mejores rendimientos con el uso del
me´todo bayesiano.
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4.4. Comparacio´n α distinta o α igual reco-
rriendo umbral
Ahora, se va a proceder a comparar 2 pares de curvas ROC. La primera
pareja de curvas pertenece al mejor clasificador de la seccio´n 4.3, es decir
el bayesiano. Con las especificaciones de dicha seccio´n, realizando el valor
medio de los resultados del clasificador para todos los valores de α. El par
va a estar formado por la curva ROC sobre los datos de entrenamiento y la
curva ROC sobre los datos de test.
La otra pareja de curvas se ha construido a trave´s del entrenamiento de la
red MLP con el me´todo bayesiano cuando α = 0.5, es decir la implementacio´n
de la seccio´n 4.2 para el me´todo que ofrecio´ mejores prestaciones.
Esta comparacio´n es muy interesante para analizar si una de las curvas
esta´ siempre por encima de la otra, o si por el contrario depende de la zona
de la ROC en la que se encuentren.
Como se menciono´ anteriormente, segu´n la curva avanza hacia la derecha,
el valor del para´metro α disminuye, y por lo tanto se le da ma´s importancia a
no fallar sobre la clase minoritaria (etiqueta +1). Al contrario si se desplaza
hacia la izquierda de la curva ROC, α va aumentando, y se le da mayor
importancia a acertar sobre las muestras de la clase mayoritaria (etiqueta
-1).
Con todo ello, de la figura 4.11 a la 4.18 se muestran las distintas curvas
ROC. Notar que en l´ınea discont´ınua se representan las curvas de entre-
namiento, y en cont´ınua las de test. Adema´s aparecen en color fucsia las
pertenecientes a α = 0.5 y en negro la media para todos los valores de α.
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Figura 4.11: Curvas ROC resultantes de la base de datos 1
comparativas para α = 0.5 y para distintos valores de α.
Figura 4.12: Curvas ROC resultantes de la base de datos 2
comparativas para α = 0.5 y para distintos valores de α.
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Figura 4.13: Curvas ROC resultantes de la base de datos 3
comparativas para α = 0.5 y para distintos valores de α.
Figura 4.14: Curvas ROC resultantes de la base de datos 4
comparativas para α = 0.5 y para distintos valores de α.
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Figura 4.15: Curvas ROC resultantes de la base de datos 5
comparativas para α = 0.5 y para distintos valores de α.
Figura 4.16: Curvas ROC resultantes de la base de datos 6
comparativas para α = 0.5 y para distintos valores de α.
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Figura 4.17: Curvas ROC resultantes de la base de datos 7
comparativas para α = 0.5 y para distintos valores de α.
Figura 4.18: Curvas ROC resultantes de la base de datos 8
comparativas para α = 0.5 y para distintos valores de α.
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Si se observan las dos ROCs de los datos de entrenamiento, la ROC
resultante de los distintos valores de α es superior (en todas las bases de
datos) que cuando se considera una sola en α = 0.5. Lo que indica que la
red se ajusta mejor a los datos de entrenamiento cuando se tienen en cuentas
los distintos valores de α que puede tomar el clasificador. Sin embargo al
trasladarnos a las curvas de test se contempla que en todas las bases hay
al menos un punto de interseccio´n entre ambas curvas. Este punto como es
lo´gico corresponde a α = 0.5, ya que ambas curvas poseen ese valor de α. Es
importante analizar entonces, lo que sucede a cada lado de la interseccio´n.
Para los valores de α superiores a 0.5 (mayor importancia de acertar en
la clase mayoritaria), las prestaciones de la curva con diferentes valores de
α son superiores a las de la curva con α = 0.5. Por el contrario, si lo que
se pretende es ajustar mejor las etiquetas de la clase minoritaria (derecha
de la interseccio´n), la curva de α = 0.5 supera las prestaciones de la curva
que presenta diferentes valores de α. Aunque esto parezca contradictorio, ya
que detecta peor la clase positiva cuanta mayor importancia se le da, esto
viene ocasionado por el problema del sobreajuste. En entrenamiento el re-
ducir α funciona mejor. Pero al ajustarse la red a un nu´mero de muestras
de entrenamiento tan reducido, y luego intentar evaluar el clasificador sobre
muestras desconocidas de la red (test), e´sta no consigue generalizar correcta-
mente porque los para´metros de la red se han sobreajustado sobre los datos
de entrenamiento. Esto sucede en mayor o menor medida en todas las bases
de datos.
Por lo que con los resultados obtenidos, es importante tener en cuenta
lo que sucede en bases de datos de taman˜o pequen˜o a la hora de escoger el
valor correcto del para´metro α.
4.5. Comparacio´n AUC frente a α
Tras los resultados de la seccio´n 4.4, cabe preguntarse entonces, co´mo
var´ıan las prestaciones en funcio´n del para´metro α. Por lo que en esta seccio´n
se va a llevar a cabo la evaluacio´n del AUC en funcio´n de cada valor de α en
cada base de datos. Esto se realizara´ en el me´todo bayesiano, que es el que
mejores prestaciones ha alcanzado hasta el momento.
Tambie´n es importante darse cuenta de que cada base de datos tiene sus
peculiaridades, no so´lo en cuestio´n de taman˜o, sino que algunas pueden tener
mayor o menor variabilidad en los datos que otras. Motivos por los cuales, la
variacio´n de AUC con respecto a cada α puede ser muy cambiante segu´n la
base. A continuacio´n se muestra una gra´fica por cada base que representa en
el eje ‘x’ el valor de α, y en el eje ‘y’ la AUC para cada clasificador. La AUC
ha sido realizada como en implementaciones anteriores como el promedio de
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las AUC en las 100 simulaciones, y en las 5 particiones.
Figura 4.19: AUC en funcio´n de α para la base de datos 1.
Figura 4.20: AUC en funcio´n de α para la base de datos 2.
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Figura 4.21: AUC en funcio´n de α para la base de datos 3.
Figura 4.22: AUC en funcio´n de α para la base de datos 4.
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Figura 4.23: AUC en funcio´n de α para la base de datos 5.
Figura 4.24: AUC en funcio´n de α para la base de datos 6.
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Figura 4.25: AUC en funcio´n de α para la base de datos 7.
Figura 4.26: AUC en funcio´n de α para la base de datos 8.
De la figura 4.19 a la 4.26 se encuentran los resultados. Si se analizan
las distintas gra´ficas, se puede percibir que no hay una relacio´n clara entre
comportamiento del AUC y taman˜o de la base. Esto implica que el co´mo
var´ıa AUC con α depende en gran medida de las caracters´ticas intr´ınsecas
de los datos. Observando los valores mı´nimos y ma´ximos que toma la AUC
en cada base, se concluye que la base 1 es la que mayor dependencia tiene
con el para´metro α, y la base 7 la que menor dependencia.
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4.6. Resultados de la combinacio´n de clasifi-
cadores
Se han llevado a cabo 2 procedimientos para combinacio´n de clasifica-
dores como se expuso en el cap´ıtulo 2. Ambos parten de Ncc clasificadores
individuales entrenados con la formulacio´n bayesiana. Cada clasificador se
construye con un valor de α diferente. En concreto α ∈ {0.1, 0.2, . . . , 0.9}
con un total de Ncc = 9.
El primer clasificador conjunto evaluado tomara´ la decisio´n por mayor´ıa.
Es decir, para cada patro´n de entrada x, se observara´ la salida estimada de
cada clasificador individual. La decisio´n del clasificador conjunto sera´ la que
hallan tomado al menos 5 de los 9 clasificadores. E´ste se denominara´ clasifi-
cador conjunto por mayor´ıa.
El segundo clasificador a evaluar sin embargo utiliza la regla de Bayes
presentada en (Lazaro et al., 2015) y explicada en el cap´ıtulo 2. E´sta depende
adema´s del para´metro αE como se muestra en la ecuacio´n (2.67).
A continuacio´n, en la tabla 4.3 se muestra la comparacio´n de las presta-
ciones del AUC de ambos clasificadores conjuntos, junto con los resultados
del clasificador individual de Bayes de la tabla 4.2.
Datos Individual Combinacio´n por mayor´ıa Combinacio´n con Bayes
1 0.8068 0.8268 0.9199
2 0.8715 0.8725 0.8775
3 0.8194 0.8284 0.8499
4 0.9728 0.9782 0.9863
5 0.9355 0.9379 0.9543
6 0.8666 0.8778 0.8991
7 0.9877 0.9885 0.9912
8 0.9216 0.9294 0.9311
Tabla 4.3: AUC comparativa del clasificador individual y las
combinaciones de clasificadores individuales.
Como era de esperar, segu´n aparece en la tabla 4.3 las prestaciones de la
combinacio´n de clasificadores mejoran con respecto al clasificador individual.
Dentro de los dos tipos de combinacio´n de clasificadores, el segundo ofrece
mejores resultados. En algunas bases de datos la diferencia entre ambos es
ma´s destacable, como en la base 1. Esto lleva a preguntarse si siempre merece
la pena utilizar clasificadores ma´s complejos por un ligero o no tan ligero
aumento de las prestaciones. Al final esto dependiendo del uso que se le vaya
a dar compensara´ una mayor complejidad o no segu´n las restricciones de la
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aplicacio´n.
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Cap´ıtulo 5
Conclusiones y posibles l´ıneas
de continuacio´n
En este cap´ıtulo se presentan las conclusiones extra´ıdas de los resulta-
dos del cap´ıtulo 4 indicando que´ me´todos ofrecen mejores prestaciones y los
aspectos ma´s relevantes de la evaluacio´n de las te´cnicas utilizadas. Por otro
lado se propondra´n algunas de las posibles implementaciones y consideracio-
nes futuras de este Trabajo Fin de Grado.
5.1. Conclusiones
Las conclusiones extra´ıdas a partir de los resultados son las siguientes:
La eleccio´n de las bases de datos que van a servir para evaluar el pro-
blema debe ser adecuada para ofrecer resultados representativos de
problemas reales.
El taman˜o de las bases de datos especialmente en problemas desba-
lanceados puede ocasionar cambios importantes en el sobreajuste de la
red, concretamente en los datos de la clase minoritaria.
Los para´metros de la red deben ser calculados y escogidos para que
mejoren las prestaciones y eviten problemas de sobreajuste o mı´nimos
locales. De esta forma la red puede adaptarse a las particularidades de
cada aplicacio´n.
Cuando se le da la misma ponderacio´n a cada clase, es decir el para´me-
tro α toma el valor de 0.5, el me´todo basado en la formulacio´n bayesiana
ofrece mejores resultados en cuando a AUC que el me´todo WMSE. Es-
to ocurre en todas las bases de datos excepto la base 5, la cual posee
el menor nu´mero de patrones dentro de las 8 bases del trabajo.
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A la hora de utilizar distintos valores de α, se observa en la curva
ROC que el me´todo bayesiano sufre mayor sobreajuste. Pero aun as´ı el
me´todo bayesiano supera las prestaciones del WMSE en cuanto a AUC
en todas las bases de datos.
En bases de datos pequen˜as como las utilizadas en el trabajo, cuando
el valor de α es pequen˜o y se le da mayor importancia a acertar sobre
la clase minoritaria en la funcio´n de coste bayesiano, la red mejora
mucho en las prestaciones (ROC) sobre los datos de entrenamiento,
pero generaliza peor sobre los datos de test. Es decir, que a valores
bajos de α se sobreajusta sobre la clase minoritaria y se obtienen peores
resultados que si se trabaja con α = 0.5.
El AUC en funcio´n de los distintos valores de α depende principalmente
de la base de datos a utilizar. Algunas bases como la 1, tiene mayor
varianza de AUC con respecto a α, y otras como la base 7 apenas var´ıa
su AUC cuando se cambia dicho valor.
La combinacio´n de clasificadores utilizando la formulacio´n bayesiana
supera las prestaciones de AUC del clasificador conjunto que toma la
decisio´n por mayor´ıa.
La combinacio´n de clasificadores en general obtiene mejores resultados
que en el caso de trabajar u´nicamente con clasificadores individuales.
En aplicaciones contretas, se elige el para´metro α en funcio´n del tipo
de objetivo que requiera la actividad, y no so´lo en funcio´n del coste
global.
El me´todo a escoger en la pra´ctica para un servicio determinado, depen-
dera´ tanto de aspectos econo´micos como de calidad. Para aplicaciones
de bajo riesgo, puede suceder que un clasificador individual sea mejor
opcio´n ya que a pesar de ofrecer peores prestaciones es menos complejo
(lo que por lo general se traduce en menor coste econo´mico). Sin embar-
go para aplicaciones cr´ıticas, un pequen˜o aumento en las prestaciones
puede tener grandes repercusiones sin importar el coste econo´mico o
complejidad del clasificador.
El tiempo de ejecucio´n de las 100 simulaciones de cada particio´n, en
cada α, entrenando los distintos me´todos es demasiado elevado. Por lo
que para una aplicacio´n comercial ser´ıa necesario optimizar el co´digo
para aumentar el rendimiento del clasificador.
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5.2. Posibles l´ıneas de continuacio´n
Al tratarse de un Trabajo Fin de Grado, la duracio´n del proyecto estaba
limitada a 300 horas. Por lo que debido a esa restriccio´n no ha sido posible
realizar todas las pruebas o mejoras posibles. Aun as´ı se van a exponer a
continuacio´n algunas de las posibles etapas futuras a realizar a partir de los
resultados obtenidos en este proyecto:
Probar en bases de datos reales con un nu´mero de patrones ma´s ele-
vado, de forma que se analice co´mo influye esto a las prestaciones de
la red neuronal. Probablemente disminuya el sobreajuste sobre la clase
minoritaria, y pueda disminuirse el valor de α sin tener ese problema.
Comprobar el efecto de la eleccio´n de la ventana de Parzen en el me´todo
bayesiano. Ser´ıa interesante obtener estos resultados, y evaluar el grado
de influencia sobre estos.
Evaluar el papel del ancho de la ventana de Parzen. Por ejemplo probar
la posibilidad de que sea un para´metro adaptativo, que empiece con un
taman˜o grande para que todas las muestras influyan en el ajuste de los
pesos, y posteriormente disminuirlo progresivamente para centrarse en
las muestras que se encuentran cerca de la frontera de decisio´n.
Utilizacio´n de herramientas de computacio´n distribuida para la reduc-
cio´n del tiempo de ejecucio´n del software, y aumentar as´ı el rendimiento.
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Ape´ndice A
Presupuesto y planificacio´n
En este ape´ndice se va a exponer la planificacio´n y seguimiento sobre el
proyecto, con los tiempos de cada fase. Adema´s se realizara´ el presupuesto
final del trabajo en base a los recursos utilizados a lo largo del mismo.
A.1. Planificacio´n del proyecto
La planificacio´n es un aspecto muy importante dentro de un proyecto, ya
que ayuda a la organizacio´n y optimizacio´n de los recursos a lo largo de un
periodo determinado.
El orden de las tareas fue acordado al inicio del trabajo en base a los
objetivos que se quer´ıan conseguir. A cada tarea a su vez se le iban marcando
unos objetivos semanales, que se establec´ıan y revisaban en las reuniones que
se realizaban todos los viernes entre el tutor y la estudiante.
Hay mu´ltiples herramientas que ayudan a la planificacio´n y seguimiento
de las tareas. En este ape´ndice se van a mostrar dos de ellas:
Me´todo PERT (Program Evaluation and Review Technique), herra-
mienta u´til para la planificacio´n y control de trabajos, muestra las
actividades previas necesarias a cada tarea. Permite saber el tiempo
mı´nimo necesario para la ejecuccio´n del proyecto. Tambie´n indica las
actividades que componen el camino cr´ırico, es decir aquellas que si su-
fren un retraso afectan a la duracio´n total del proyecto. E´ste se muestra
en la figura A.1, y con la informacio´n sobre el inicio y fin de cada activi-
dad en la figura A.2. En esta u´ltima aparecen las etapas que conforman
el camino cr´ıtico en color amarillo.
Diagrama de Gantt, es una herramienta gra´fica que tiene como objetivo
representar el tiempo previsto para cada tarea o actividad a lo largo de
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un tiempo total determinado. Es una de las herramientas ma´s utilizadas
para la planificacio´n de trabajos. A continuacio´n se muestra en la figura
A.3.
Las figuras A.2 y A.3 han sido creadas con el programa ganttproject.
Revisión 
Bibliográfica
Entorno 
Software
Evaluación 
WMSE
Evaluación 
Bayes
Clasificador 
Conjunto
Obtención de 
datos
Obtención de 
Licencia
Redacción 
Memoria
Figura A.1: PERT.
Figura A.2: PERT detallado con fecha de inicio y fin de
cada tarea.
A.1. PLANIFICACIO´N DEL PROYECTO 71
Figura A.3: Diagrama de Gantt.
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A.2. Presupuesto del trabajo
En esta seccio´n se explica co´mo se ha realizado el presupuesto del trabajo,
mostrando el coste individual de cada recurso y el coste final.
En primer lugar es importante diferenciar los tipos de costes que se pueden
encontrar:
Costes directos: aquellos que se pueden imputar de forma directa a la
realizacio´n del trabajo.
Costes indirectos: aquellos que no se pueden imputar directamente al
trabajo, pero que s´ı son necesarios para el desarrollo del mismo.
Dentro de los costes directos, se realiza una nueva separacio´n entre dos
apartados. Uno de ellos destinado a los recursos materiales, y otro para la
mano de obra del personal implicado en el trabajo.
En cuanto a la duracio´n temporal de dicho trabajo, se ha realizado en
un total de 4 meses, comenzando el 5 de febrero y finalizando el 7 de junio.
El personal ha estado formado por 2 personas, el profesor y la estudiante.
El tutor, ha dedicado 1 hora a la semana (reunio´n semanal), lo que en 4
meses implica 16 horas. La alumna ha trabajado 300 horas en total como
esta´ determinado en las normas del Trabajo Fin de Grado, aproximadamente
4 horas al d´ıa 1.
Teniendo en cuenta todo lo anterior, a continuacio´n se procede a la espe-
cificacio´n de cada coste.
Los recursos materiales contienen el ordenador porta´til, el local donde se
desarrollo´ la actividad, y la licencia del software matema´tico. El ordenador
utilizado ha sido el ASUS K52J con un coste total de 613.61 AC, con una
vida u´til aproximada de 5 an˜os, la amortizacio´n del equipo equivale a 10.23
AC/mes, lo que se traduce en 40.91 AC en 4 meses. El alquiler del local tiene
un coste mensual de 250 AC, en los 4 meses un total de 1000 AC. Por u´ltimo
el precio de la licencia del software de MATLAB, 6000 AC con un tiempo de
vida de 8 an˜os, cuya amortizacio´n es de 62.5 AC/mes, por 4 meses un total de
250 AC en la duracio´n del trabajo.
Ahora por otro lado, se considerara´ el coste de la mano de obra. Segu´n el
bolet´ın oficial del estado (BOE) en su art´ıculo (BOE, 2015) el salario mı´nimo
interprofesional se fija en 21.84 AC/d´ıa. Este salario se refiere a una jornada
legal de trabajo (8 horas). Como la jornada laboral no llega a las 8 horas,
1Hay que tener en cuenta que la dedicacio´n semanal ha variado en funcio´n de la carga
de trabajo semanal asociada a las otras asignaturas que se han cursado al mismo tiempo
que el Trabajo Fin de Grado.
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se tendr´ıa que realizar la parte proporcional, pero como se indica en (BOE,
2015), en el caso de no superar los 120 d´ıas el salario debe ser la suma del
salario antes indicado junto con la parte proporcional de las gratificaciones
extraordinarias, resultando un mı´nimo de 31.03 AC/d´ıa. Se considera que la
estudiante recibe el salario mı´nimo por su baja experiencia laboral, por lo que
con 31.03 AC/d´ıa y 4 horas/d´ıa, sale 7.76 AC/hora. Con un total de 300 horas,
el salario estipulado para los 4 meses es de 2328 AC. El tutor sin embargo,
debido a su experiencia y su alto grado de estudio se obtiene un aumento de
salario con respecto a la estudiante, quedando en 20 AC/hora, por 16 horas
de trabajo, el sueldo de la actividad completa termina en 320 AC.
Los costes indirectos se estiman considerando un 5 % de los costes directos.
Finalmente con unos costes directos de 3938.91 AC e indirectos de 196.95
AC, queda un presupuesto total de 4135.86 AC. En la tabla A.1 se encuentra
un resumen del presupuesto.
Concepto Coste/Unidad Nu´mero de unidades Coste total
Costes directos 3938.91 AC
- Recursos materiales 1290.91 AC
Ordenador porta´til 10.23 AC/mes 4 meses 40.91 AC
Local + Luz 250 AC/mes 4 meses 1000 AC
Licencia software MATLAB 62.5 AC/mes 4 meses 250 AC
- Mano de obra 2648 AC
Profesor 20 AC/hora 16 horas 320 AC
Estudiante 7.76 AC/hora 300 horas 2328 AC
Costes indirectos 196.95 AC
Presupuesto total 4135.86 AC
Tabla A.1: Presupuesto.
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Ape´ndice B
Glosario de acro´nimos
ANN: Red neuronal artificial (Artificial Neural Network)
AUC: Area debajo de la curva (Area Under Curve)
BOE: Bolet´ın Oficial del Estado
GRBF: Funciones de base radial generalizadas (Generalised Radial Basis
Function network)
IA: Inteligencia Artificial
IEEE: Instituto de ingenier´ıa ele´ctrica y electro´nica (Institute of Electrical
and Electronics Engineers)
MATLAB: Laboratorio de matrices (MATrix LABoratory)
ML: Ma´xima verosimilitud (Maximum Likelihood)
MLP: Perceptro´n multicapa (Multilayer Perceptron)
MMSE: Mı´nimo error cuadra´tico medio (Minimum Mean Square Error)
MSE: Error cuadra´tico medio (Mean Square Error)
NN: Red neuronal (Neural Network)
PCA: Ana´lisis de componentes principales (Principal Component Analy-
sis)
PERT: (Program Evaluation and Review Technique)
RBF: Funciones de base radial, (Radial Basis Function network)
ROC: Curva caracter´ıstica de operacio´n (Receiver Operating Characteris-
tic)
SVM: Ma´quinas de vectores soporte (Support Vector Machines)
WMSE: Error cuadra´tico medio ponderado (Weighted Mean Square Error)
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