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1. INTRODUCTION AND LIST OF NOTATIONS 
Mathematicians are fond of showing, after the fact, that their 
inventions are inevitable. Thus we have the theorem that the real and 
complex number systems form the only connected locally compact 
fields [21]. Another example is the result that every commutative 
C* algebra is equivalent to the algebra of all continuous complex 
functions on a compact HausdorfF space [18]. Indeed, many classification 
theorems provide axioms “justifying” some already familiar set of 
objects. 
It is the purpose of this paper to discuss such axioms for rings of 
analytic functions of one complex variable. Our objective is to pin down 
the idea of analyticity in algebraic or topological terms. A number of 
results are known which partially accomplish this; other problems 
remain unsolved. For instance, there is no theorem as yet which charac- 
terizes the ring R[Q] of all analytic functions on an open Riemann 
surface D (at least not in terms of “internal” properties of the ring). 
A certain class of subrings of R[Q] can be characterized (Theorem 6.6). 
The ring R[Q] is, of course, maximal in the set of its subrings. Thus, 
in a sense, almost any of our theorems could be worded so as to give a 
description of R[Q]. However maximality in the category of extensions 
is an “external” property. In Theorem 7.6 we describe R[S2] in terms of 
purely external properties, relative to the ring C[Q] of all continuous 
functions on 8. 
There are many other possibilities. Section 2 contains a long list of 
theorems in which analyticity is derived from other considerations. 
In this article I emphasize functions of one complex variable, partly 
because results are lacking for the n-variable case. Other aspects of the 
theory of function rings are discussed in the survey articles of Royden 
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[29] and Wermer [34], and in the books of Naimark [18], and Gilman 
and Jerison [7]. 
(1. I). Notations. All of our rings are commutative and contain the 
field C of complex numbers. Thus here “ring” = “C-algebra with 1”. 
In most cases R will be a ring of continuous complex-valued functions 
defined on a Hausdorff space. By D we mean the open disk (1 x 1 < I}, 
and by D the closed disk {I x 1 < l}. The identity function on D is 
denoted by z, z = x + iy. The term C” describes infinitely differentiable 
functions of two or more real variables. Generally Q denotes an open 
(noncompact) Riemann surface, and R[SZ] the ring of all complex-valued 
analytic functions on Q. Similarly, F[SZ] is the field of meromorphic 
functions. 
2. SUMMARY OF THE MAIN RESULTS 
Here we only state theorems. Proofs are given in subsequent sections 
as indicated; thus Section 3.3 for Theorem 2.1. 
The space R[D] of analytic functions f : D -+ C is a ring and is also 
the solution set of a partial differential equation: af/&x = -i * af/ay. 
The following theorem shows that this situation is rather unusual. 
(2.1). THEOREM [see (3.3)]. Let U be a neighborhood in the plane, and 
let R be a ring of C” functions f : U + C which contains a “dtfleerential 
local uniformixer” w for U (i.e., w : U -+ C has a C” inverse). Suppose 
the elements of R satisfy a partial diferential equation (of arbitrary order 
and not necessarily linear) which is “nowhere trivial”; i.e. at no point zO E U 
is it satisfied by every C” function. Then every element of R is analytic as 
a function of w. 
It is well known that nonconstant analytic functions map open sets 
onto open sets. Moreover, in the ring R[Q], every “point-ideal” is 
principal. [See (6.2) and (6.3). Recall that Q denotes an open Riemann 
surface, R[Q] its ring of analytic functions.] 
These properties characterize rings of analytic functions, as the next 
several theorems indicate. 
(2.2). THEOREM [Rudin [30], see (4.1)]. Let R be a ring (algebra) of 
continuous functions on the closed disk D, such that z E R and every function 
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in R attains its maximum modulus on the boundary of D. Then the functions 
in R are analytic on D. 
(2.3). THEOREM [Kra [16], see (4.5)]. Let X be a connected locally 
compact Hausdor# space, and let R be a ring of continuous functions which 
separates points on X. Suppose (A) For evmy point p E X, the maximal 
ideal P = ( f f R ( f(p) = 01 is principal; and (B) Every nonconstant 
f E R gives an open mapping of X into the complex plane. Then there 
exists a unique conformal structure on the space X, in terms of which X 
becomes a Riemann surface and the functions in R become analytic. 
We observe that in Theorem 2.2 the hypothesis (B) is sufficient 
without (A). This happens, of course, because the underlying space in 
(2.2) is given a priori. 
(2.4). THEOREM [Richards [25], see (4.6)]. Let R be a ring of 
continuous functions on the open disk D, with z E R. Suppose that (a) For 
every point p E D, the maximal ideal P = (f E R 1 f(p) = O> is principal, 
and (b) nzCl P” = (0). Then the functions in R are analytic 
The hypothesis (b) is necessary, as Example 4.20 shows. 
(2.5). Remarks. The result corresponding to Theorem 2.4 breaks 
down when the underlying space is a line (Example 4.19). On the other 
hand, it is easy to show that there is no ring of complex-valued continuous 
functions satisfying (a) and (b) and separating points on a manifold of 
dimension >,3 [cf. (8.3)]. 
There are a number of results about continuous functions which 
depend on the dimension. For instance, let D be an open disk in En, 
p a point in D, and let f : D + En be a continuous map. Suppose now 
that either (1) f / D - p is open, or (2) f / D - p is a local homeo- 
morphism. Then we have, respectively, the conclusions (1’) f is open on 
D, or (2’) f is a local homeomorphism on D, provided that 
In case (l), n > 2; 
In case (2), n > 3. 
(For (1) see Lemma 4.15. Part (2) is a theorem of Church and 
Hemmingsen [5].) 
The crucial point is that D - p is connected if n > 2, and simply- 
connected if n > 3. (I am indebted to S. Agard for telling me about 
these results.) 
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Theorem 2.4 has a natural analog for fields of meromorphic functions. 
Here the hypothesis of discrete valuations replaces the ideal-theoretic 
conditions (a) and (b). 
(2.6). THEOREM [Richards [25], see (4.9)]. Let F 3 C be a field. 
Let 4 : F ,*: D -+ C u {co} be a mapping such that 
(a) For each point p E D, the function d,(f) E $( f,  p) is a C place 
on F having a discrete valuation; 
(b) I f  f  E F is held fixed, then the transformation p 4 +( f,  p) is a 
continuous mapping of the disk D into the Riemann sphere; 
(c) There exists an element z E F such that $(z, p) = p for allp E D; 
(d) For any f  E F there exists some p E D such that q5( f,  p) # co. 
Then, for all f  E F, the functions f(p) = q5( f,  p) are meromorphic on D. 
Thus $ gives an isomorphism of F onto a subfield of F[D]. ($ is an 
isomorphism because of (d).) 
For the case of Banach algebras, Gleason [8] has proved the following 
beautiful result: 
(2.7). THEOREM [see (4.10)]. Let B be a commutative Banach 
algebra with identity. Suppose that a maximal ideal M in B is finitely 
generated, say by t, ,,.., t, . Then there is a neighborhood U of A4 in the 
Gelfand maximal ideal space B of B such that 
(i) fi ,..., i, maps U homeomorphically onto an analytic variety 
V in C”; 
(ii) Every function f, f  E B, is analytic on V; 
(iii) For each point (01~ ,..., a,) E V, the elements t - 01~ ,..., t - cylL 
generate the corresponding maximal ideal in B. 
(2.8). C OROLLARY. If the ideal M is principal, then either M is an 
isolated point in the Gelfand maximal ideal space, or M has a neighborhood 
in I? which is homeomorphic to a disk in such a way that the functions f  
are analytic on this disk. 
In this paper we will prove only Corollary 2.8. This simplifies the 
discussion without sacrificing the basic ideas. The proof leans very 
heavily on the completeness property (as examples like (4.19) show that 
it must). 
The next theorem is based on a well-known result of Wermer [33]. 
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(2.9). THEOREM [see (7.6)]. Let B(r) denote the Banach algebra of 
all continuous complex functions on the circle r, endowed with the usual 
sup norm. Let R be a ring of continuous functions on the disk D, with z E R. 
Assume that for every circle r + (1 z - a 1 = r> C D, the restrictions 
{f 1 r, f E R}generate a proper closed subalgebra of B(r). Then thefunctions 
in R are analytic. 
It would not suffice in Theorem 2.9 to consider only circles centered 
at, the origin: The ring generated by all functions f(r) . g(z), with g 
analytic, gives a counterexample. The proof of (2.9) depends on a 
variation of Morera’s Theorem: 
(2.10). CURRENT WHIRLS LEMMA [see (7.10)]. If f  : D + C is con- 
tinuous, and jrf (z) dx = 0 for every circle r = {z(t) = a + yeit} in D, 
then f is analytic. 
(2.11). Further Results. As an application of the foregoing, we give 
in (4.13) Porcelli and Connell’s proof of the Taylor series expansion, 
done without the use of complex integration. 
It was for several years an unsolved problem whether the field F[Q] 
of meromorphic functions on an open Riemann surface Sz determines 
the underlying surface. The problem was solved by Iss’sa [12], using 
ideas of Hironaka. Iss’sa showed that every discrete valuation on F[S2] 
corresponds to a point in 52; he also treated the n-variable case. These 
results are proved in Section 5. 
Sections 6 and 7 contain axiomatizations, first for abstract rings, and 
then for rings of continuous functions defined on a (topological) surface. 
The results in Section 7 could also be made purely abstract, a-la Section 
6, and apply just as well to topological rings (R[Q] with the topology of 
uniform convergence on compact subsets). 
P. C. Rosenbloom suggested the problem: Since, following Bers [4], 
the ring R[A] of analytic functions on the annulus A = (1 < 1 z 1 < p> 
determines A, and since A determines p; find the real parameter p which 
is hidden within the ring R[A]. The first solution was given by Beck [2]. 
Here we give a criterion due to the author [26]. 
(2.12). MODULUS OF THE ANNULUS THEOREM [see (7.12)]. Let B be 
the Banach algebra of all bounded analytic functions on A = (1 < 1 z 1 < p], 
endowed with the usual sup norm. Let B* be the set of invertible elements 
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in B [f with (l/f) E B], and H the set off E B which have n-th roots 
fllvL E B for all n. Then 
P = ,,~f,llfll . ilf-'iI. 
Another result which looks vaguely similar is a consequence of Cartan’s 
Theorem B (see Ref. [9]): 
(2.13). THEOREM. Let R[X] be the ring of all analytic functions on 
a Stein mansfold X. Let R” be the multiplicative group of invertible elements 
in R[X], and E the subgroup of exponentials exp( f ), f E R[X]. H1(X, 2) 
denotes the first cohomology group of X over the integers. Then 
H1(X, 2) E R*lE. 
We note in passing that, for a Riemann surface J2, the set E of 
exponentials in R[Q] coincides with the set H of elements having n-th 
roots of all orders. [This is a consequence of (2.13) and the fact that Hl(I2) 
has no torsion.] However, in the subalgebra of bounded functions, the 
corresponding space E is smaller (since f being bounded does not imply 
that Im(logf) is). 
We should not leave the subject of Axioms for Analyticity without 
mentioning Stoilow’s fundamental result [32] : 
(2.14). THEOREM (see Ref. [35], p. 88). Let f : D + C be open and 
light (“‘f is light” means that, for any 01 E C, the inverse image f -'(a) is 
totally disconnected). Then f is a local homeomorphism except at isolated 
points pi E D. For each pi , there is a neighborhood Ui , a homeomorphism 
hi : Ui + Ui”, and an integer k = k(i) such that 
h,fh;l = (z - py for z E Ui*. 
Thus light open functions are “topologically equivalent” to analytic 
functions. 
3. RINGS OF FUNCTIONS SATISFYING A PARTIAL DIFFERENTIAL EQUATION 
We ask: For which systems of differential equations do the solution 
sets form a ring ? This clearly holds for all first-order linear systems in n 
real variables, in particular for single equations of the form 
(3.1) 
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On the other hand, when the coefficients U<(X) are real, then the solutions 
of (3.1) are constant along a family of “one parameter orbits”. Hence 
these solutions do not separate points. 
Consider now for simplicity the case of two real variables X, y and 
a differential equation 
(3.2) 4% Y@W) + w% Y>WY) = 0, 
where Im[a(x, y)P(x, y)] # 0 in a neighborhood U. Then by the 
Inverse Function Theorem, any solution f must give a local diffeo- 
morphism into the complex plane (excepting points where af/ax = 
aflay = 0). w e can then consider f to be a local parameter z, and it 
turns out that every solution of (3.2) is analytic as a function of z. In 
fact this is a special case of Theorem 2.1 above, which we state here in a 
slightly stronger form, and then prove. 
(3.3). THEOREM. Let a ring R of complex-valued C” functions on the 
disk D contain z and a function f which is not analytic. Say that (df/dz)(x,) 
does not exist. Then for any jinite set of constants {a,,&, m, n >, 0, there is 
u function g E R such that (a/ax)m (a/ay)“g(zJ = anln for each m, n. 
Proof. Since f E C” and (df/dz)(z,) does not exist, the Cauchy- 
Riemann equations fail at x,, . Hence there are linear combinations U, v 
of x, f, and 1 such that u(z,,) = v(xO) = 0 and (u, v E R are complex 
functions, but x, y are real) 
g&+) = (:, ;,. 
Then direct computation shows that the product h = umvn satisfies 
(a/ax), (ajajy qz,) = d d, 
and all other mixed partial derivatives of h of order <m + n vanish at z0 . 
Now we simply build the function g inductively, starting with mixed 
derivatives of minimal order m + n, and then working upwards. Q.E.D. 
As a simple variation on this theme, we note that iff (z) is a complex- 
valued harmonic function, and x . f (2) is also harmonic, then f is analytic 
(Rudin [30]). F or d irect calculation shows that f satisfies the Cauchy 
Riemann equations. 
The next theorem, for which we omit the proof, shows that the class 
of quusiconformul functions is not a ring, or even a vector space. (A 
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“quasiconformal function” is, loosely speaking, a quasiconformal 
mapping which is not necessarily a homeomorphism. More precisely, 
we define f : D + C to be a “quasiconformal function” if, from the 
viewpoint of generalized derivatives, its Jacobian is nonnegative, or 
equivalently 1 af/aZ 1 < 1 afiaz I.) 
(3.4). THEOREM (Kakutani [13]). Let f:  D + C. If f(z) + uz is 
quasiconformal for every constant LY, then f  is analytic. 
I am indebted to D. Storvick for pointing out this result. 
4. PROOFS OF VAR.IOUS CRITERIA FOR ANALYTICITY 
Since we have already discussed these results at some length in Section 
2, we may proceed directly to the proofs. 
(4.1). Proof of Rudin’s Theorem 2.2. The functions in R are con- 
tinuous on 0, and hence they form a normed ring under the usual 
uniform norm. We may as well pass to the completion of this ring, 
which we again denote by R. Since R is complete, exp( f) belongs to R 
whenever f does, for exp( f) = 1 + f + f 2/2! + *a* . 
Now the maximum modulus principle for exp( f) implies that Re( f) 
attains its (positive) maximum on 3D. Applying this to -f and &-;f, 
we see that the maximum modulus principle also holds for Re( f) and 
14 f )* 
The functions cos n0 and sin no on 8D are the real parts of zn and -iz” 
respectively. Hence, following Weierstrass, every continuous real 
function on 8D can be uniformly approximated there by real parts of 
polynomials in z. 
Take now any f E R, and let p,(z) be a sequence of polynomials such 
that Re(p%) 4 Re( f) uniformly on 8D. Then by the maximum modulus 
principle for real parts, Re(p,) -+ Re( f) uniformly inside D. Hence 
Re( f) is harmonic in D. 
The same clearly applies to Im( f), and thus f is harmonic. But then r 
z *f(z) is also harmonic, and a simple calculation shows that f satisfies 
the Cauchy-Riemann equations. Q.E.D. 
The following lemma will be applied several times throughout this 
section. 
(4.2). LEMMA (Porcelli-Connell [22]). Let R be a ring of bounded 
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complex functions on a space A, and let p be a point in A such that the 
corresponding maximal ideal P C R is principal. Let t E P be a generator 
for P, and suppose that for all f E P 
(4.3) IW Ilm G K llfllm 3 
where 11 Ilrn refers to the sup norm on A. Then every f E R can be represented 
as a power series in t which converges pointwise to f in a neighborhood U 
OfP, 
(4.4) f I U = a, + a,t + a,t2 + ... (ai E C), where 
u = (4 I I w < 1/2G 
Proof. Define sequences f, E R and a, E C inductively by 
f0 = f, fn = Kfn-l -fiz-I(fWl~ a, = fnW 
There is no loss of generality in assuming that K = 1 (simply multiply 
t by a constant). Let M = 11 f /Im . Then clearly 11 f-f (p)llco < 2M, 
whence by (4.3), 11 fi Ilrn < 2M. Proceeding by induction we get 
11 f, Ilm < 2”M. Since we have 
f = a, + a,t + ... + a,-,t+l + tnfn (definition of f,J, 
the inequalities I t I < l/2 together with II fn Iloo < 2”M imply that 
the remainder tnfn -+ 0 as n -+ co. Q.E.D. 
(4.5). Proof of Kra’s Theorem 2.3. Take any point p E X, let P be 
the corresponding principal maximal ideal, and let t E R be a function 
which generates P. [Thus t(p) = 0, and f (p) = 0 implies (f/t) E R.] 
Since R separates points, t(q) cannot vanish for any 4 # p in X. Let 
N be any neighborhood of p with compact closure iV, and let 
6 = min{I t(q)l, Q 6 fV - N}. 
Since N is compact, the open mapping hypothesis implies that, for 
any f  E P, 1 f  I and I f/t I attain their maxima for 1 at points Q on the 
boundary m - N. Hence 
II”+ IL < W) llfllm > f E p, 
where II jlm refers to the sup norm on E, not m - N. 
Thus the assumptions of Lemma 4.2 are satisfied. Consequently, 
on the open set U = {I t(q)] < a/2), every function f  E R is equal to a 
convergent power series in t. 
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Now every nonconstant function in R gives an open mapping; hence t 
maps U onto an open set in the complex plane. Since R separates points 
on X, and every f E R is a function of t in U, t [ U is injective. But t is 
also continuous and open, hence a homeomorphism. Q.E.D. 
(4.6). Proof of Theorem 2.4. For each pointp E D, let tz, be a function 
which generates the principal maximal ideal P. Then for any f E R, the 
quotient ( f - f ( PWIl is also in R. Define a functional D, on R by 
D,(f) 2 [(f -f(PNlGJl(P)~ 
Now it is easy to verify that the derivative with respect to Z, (df/dz)(p), 
exists and equals Dl,( f)/D,(z) provided that DJz) # 0. 
(4.7). LEMMA. Let u(z) and t(x) be continuous complex functions 
on the disk D. Suppose that for some integer n, x = u(z) * t(x)‘” and 
u(O) # 0. Then n = 1. 
We postpone the proof of Lemma 4.7. By Condition (b) in (2.4), 
n,“=l P” = (0). H ence there is some integer n such that (x - p) = g * tpn 
with g E R and g(p) f 0. Now (4.7) shows that n = 1, whence D,(z) = 
g(p) f 0. This proves Theorem 2.4. 
(4.8). Proof of Lemma 4.7. The result can be generalized. Given 
any continuous function f : D + C which is #0 in a deleted neighbor- 
hood of zero (f(0) may or may not be 0), we define: 
index ( f) = winding number (f(r); 0), 
where y is any sufficiently small positively oriented circle about the 
origin. Then we have the identities 
index (fg) = index ( f) + index (g); 
if u(O) f 0, then index (I& = index ( f); 
if index ( f) # 0, then f  is an open mapping at zero. 
Combining the first two of these equations yields Lemma 4.7. Using 
the last statement, it is possible to give an alternative proof of Theorem 
2.4 as a corollary of Kra’s Theorem. 
(4.9). Proof of Theorem 2.6. This is almost a repetition of the proof 
of (2.4). A little care is needed because the functions in F have 
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singularities located in varying positions. First it follows via Lemma 4.7 
that the function (z - p) has valuation + 1 for all points p. Then, 
holding p fixed, (dfldx)(p) exists for all ~EF such that f(p) # co. 
Finally, if f( p) = 00, then l/f is finite throughout some neighborhood 
ofp. 
(4.10). Proof of Gleason’s Theorem 2.8. As stated above, we will 
treat only the case of principal ideals (corresponding to one complex 
variable). First we need some results from functional analysis. 
(4.11). LEMMA. Let T : A + B and S : A + B be bounded linear 
operators between Banach spaces A and B. Suppose T-l exists and is 
bounded, and 11 S 11 < 1 /I\ T-l 11. Then (T + S)-l exists and is bounded. 
Proof. Let U : B + B be U = (T + S) T-l = 1 + ST-I. Then 
1 - ST-1 + (ST-l)2 - . . . is an inverse for U. Since T + S = UT, 
T-lU-l gives a two-sided inverse of T + S. 
(4.12). THE CLOSED GRAPH THEOREM (see Ref. [17] for a proof). 
Let A, B be Banach spaces, and let T : A -+ B be a bounded linear operator 
mapping A bijectively onto B. Then T-l is bounded. 
We also assume as known the rudiments of Gelfand’s theory of com- 
mutative Banach algebras (see Ref. 1171). If f is an element of a Banach 
algebra, then 4 denotes the corresponding function on the maximal 
ideal space. 
Now we proceed with the proof of (2.8). Let B be a commutative 
Banach algebra with 1, P a principal maximal ideal in B, and t E P 
a generator of P. To eliminate trivial cases, we assume that P is not an 
isolated point in the Gelfand space. Also the set of elements 
{fEBlf=O) f orms a closed ideal I; dividing by I we may assume 
without loss of generality that B is semisimple (i.e., that the map f +f 
is an isomorphism). We will henceforth identzyy f with f. 
Let A be the Banach space B @ C of pairs (f, a), f E B, a E C, with 
norm II( f, a)11 = 11 f 11 + 1 a /. Map A into B by the transformation 
T(f, 4 =ft + a. Since t generates P, and B/P is C (Gelfand’s 
Theorem), the mapping T is surjective. To prove that T is injective, 
we use the fact that P is not isolated: Clearly t vanishes at P and nowhere 
else, whence ft + a = gt + b implies a = b and f(Q) = g(Q) for 
Q # P. But f and g are continuous, so f (P) = g(P). 
322 RICHARDS 
Hence by (4.12), T-l exists and is bounded, say /I T-l jl = K. Thus 
in particular 
llf/t 11 < Kllfll for f E P. 
This is just the hypothesis of the Porcelli-Connell Lemma 4.2. Con- 
sequently, if U is the domain (1 t(Q)1 < 1/2K} in the maximal ideal 
space, then every function f E B is equal to a convergent power series 
in t on the set U. [Actually this is cheating a little bit. Lemma 4.2 should 
be given with an arbitrary norm 1) 11 in the hypothesis (4.3), subject to 
the condition that 11 /I 3 /I Ilm . The proof would not change. We have 
shown, incidentally, that the Taylor series converges on a portion of the 
Gelfand space, not that the corresponding Banach space elements 
converge in norm (which is false).] 
Since every f E B is continuous (in fact analytic) as a function of t on 
U, it follows from the definition of the weak topology that t maps U 
homeomorphically onto a set A in the complex plane. 
To show that A is open in C, we use (4.11). This allows us to assert 
that the transformation Toi( f, a) = f . (t - u) + a is bijective for all 
sufficiently small complex CZ. For these N, the function t - OL generates 
a proper maximal ideal. This means that there exists a point Q in the 
Gelfand space with t(Q) = 01. By definition of U, Q E Ufor 101 1 < 1/2K. 
Q.E.D. 
(4.13). Complex Analysis Without Cauchy’s Theorem. The object 
here is to give a geometrical proof of the result that a differentiable 
function of a complex variable has a power series expansion. Cauchy’s 
Theorem should not be used, nor corresponding formulas for harmonic 
functions. In this spirit Plunkett [20] proved Goursat’s theorem that the 
derivative is continuous, and Porcelli and Connell [22] obtained the 
power series expansion. Both of these results depend on the open 
mapping property of differentiable functions (proved in an elementary 
way in Ref. [35], p.76): 
(4.14). LEMMA. Every nonconstant d$feerentiable function on D is an 
open mapping into the complex plane. 
We omit the proof of (4.14). It involves winding numbers and also 
sets of measure zero. (A preliminary result: If f is differentiable, and E 
is the set (2 If’(s) = 0}, then f(E) h as measure zero.) The discussion 
which follows is based on [22]. 
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(4.15). LEMMA. Let p be a point in D. Suppose f : D --t C is continuous 
on D and open on D - p. Then f is open on D. 
(To spare parentheses we identify points with their corresponding 
point sets.) 
Proof. We will use the fact that, since no point disconnects a neigh- 
borhood in E2 : 
(4.16). If Y is an isolated point on the boundary of an open set A C E2, 
then A contains a deleted neighborhood of Y. 
We need to show that, for any neighborhood U of p, f(p) E interior 
f(U). Take a second neighborhood V with V C U, and let A = f (V - p). 
Then A is open, and by (4.16), either (i) A contains a deleted neighbor- 
hood off(p), or (ii) f(p) lies in f (v - p) (since A is open, and f (p) 
either lies in A or else is a nonisolated point in the boundary of A). 
In case (i) there is nothing to prove, and in case (ii), f (p) = f(q) for some 
q # p in V: since f is open at q, again we have nothing more to prove. 
Q.E.D. 
(4.17). LEMMA. Let p be a point in D. If f : D -+ C is continuous on D 
and dtyerentiable on D - p, then f is difJerentiable on D. 
Proof. By (4.14) and (4.15), y an such mapping f is open, and hence 
the Maximum Modulus Theorem applies. 
We will show that, for every sequence of points a, -+ p, the sequence 
of difference quotients ( f(zJ -f (p))/(z, - p) is Cauchy. This implies 
at once that lim,, exists. 
Fix x, and a, , both #p, and consider the function 
qwu) = fc4 -f(w) J(%J -f(w) 
z, - w  z, - w  
F(w) is differentiable on D - x, - x, - p and continuous everywhere 
(continuous at ~2~ , z, since f is differentiable there). 
A simple computation shows that if the distances ( w - xi 1 remain 
bounded >r > 0, whereas / z, - z, 1 -P 0, then 1 F(w)1 -+ 0. Thus as 
~,,%h-+P, IF(w)1 + 0 uniformly for w near the boundary of D. 
Now the Maximum Modulus Theorem implies F(p) -+ 0, and this 
is just the Cauchy condition for the difference quotients. Q.E.D. 
(4.18). Proof of the Porcelli-Connell Theorem. The proof is highly 
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ring-theoretic. First, the usual elementary calculation shows that the 
set R of differentiable functions on D forms a ring. 
If f E R, then the quotient (f(z) -f(p))/(z - p) is differentiable for 
x + p (elementary calculus) and continuous at p (since f’(p) exists). 
By Lemma 4.17, the quotient is also differentiable at p. Thus the maximal 
ideal at p is principal. 
Following (4.14), every nonconstant function in R is an open mapping. 
These are just the conditions in Kra’s Theorem 2.3, and the proof 
of that theorem gives a power series expansion [cf. (4.2) and (4.5)]. 
Q.E.D. 
We conclude this section with two counterexamples. 
(4.19). EXAMPLE. Let X be the real line. Let R be the ring of all 
complex-valued functions f on X such that (i) f is real-analytic except 
at a finite set of points {xi}, where (xi) varies with f; (ii) near each xi , f 
is of the form 
f(x) = q(x) + b&c)(x ~ xp + Ci(X)(X ~ xp, 
with ai , bi , ci real-analytic. 
Then R satisfies the conditions (a) and (b) in Theorem 2.4; however 
there is no manifold structure on El in terms of which the functions in R 
become differentiable. 
(4.20). EXAMPLE. Let X be the Euclidean space E”. Let R be the 
ring of all complex-valued functions f on X such that (i) f is C” except at 
a finite set of points {xi}, where {xi} varies with f; (ii) near each xi , f 
is of the form 
f(x) = t c,(x)[log 1 x: - .Wk I]-“, 
k=--nL 
with ck E C” for all k, and ck(xi) = 0 for k < 0. 
Here the maximal ideal at every point p E X is principal; it is generated 
by [log 1 x - xi 11-r. Thus R satisfies all the hypotheses of Theorem 2.4 
except (b). 
5. ISS'SA'S THEOREM 
The theorem in question states that every discrete valuation on the 
field F[SZ] of meromorphic functions on an open Riemann surface Sz 
corresponds to a point p E 52. 
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(5.1). Remark. For compact Riemann surfaces, this result is classical. 
It is a simple consequence of the algebraic form of the Riemann-Roth 
theorem. That theorem implies: Given any discrete valuation v0 on F[Q], 
there is an elementf E F[.Q] with a “pole” of very high order at y0 and no 
other poles. If v,, did not correspond to a point in Q, then f would be a 
nonconstant analytic function. (For a complete algebraic treatment of 
the theory of compact Riemann surfaces, see CHEVALLEY, “Introduction 
to the Theory of Algebraic Functions of One Variable,” Amer. Math. 
Sot., Providence, R.I., 1951). 
From now on v will denote a discrete valuation on F[Q], where Q is an 
open (noncompact) Riemann surface. This means that v maps F[Q] - (0) 
into the group 2 of integers so that, for all f, g, 
(5.2) ad = u(f) + G9; 
(5.3) 4 f  + d 2 mid4 f>, 4 dl . 
As easy consequences of (5.2) and (5.3) we have v( f 1) = 0, and 
(5.4) u(f) < 48 implies 4f + .d = 4 f>* 
Also, since the range of v lies in 2, 
(5.5) ifflin exists, then v(f) is a multiple of n; 
(5.6) v(a) = 0 for all a # 0 in C. 
(5.7). MAIN LEMMA. Let v be a discrete valuation on F[C] (C = 
complex plane). Then v(z) >, 0. 
Proof. By contradiction. Let v(z) = -Y < 0. Then from (5.4) and 
(5.6): 
(5.8) v(z - a) = --I for all a E C. 
(This is the only place where we use the assumption that v(x) < 0.) 
Take a sequence of points a, E C with a, + co, and following 
Weierstrass, construct an analytic function f on C such that 
(5.9) f has a zero of order (3~)” at each a, , and no other zeros. 
For each n, let 
(5.10) fn = f/(x - uly .** (z - un)(3+)n. 
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Then the order of each zero of fn is a multiple of (3~)~+l. Since the 
complex plane is simply-connected, it follows that a (3r)n+1-th root of fn 
exists. Consequently by (5.5) 
(5.11) v(fJ is a multiple of (3~)~~~. 
Let M = v(f). By (5.8) applied to the polynomial fifn we get 
(5.12) v(fn) = M + r[3r + (3r)2 + ... + (3r)“]. 
Since M is constant, and the sum in (5.12) is of the order of magnitude 
[r/(3r - 1)](3r)“+l, (5.11) and (5.12) are inconsistent for large n. 
Q.E.D. 
(5.13). THEOREM. Let f  be a meromorphic function on Q. Then f is 
analytic if and only ;f  v( f) 3 0 f or every discrete valuation v  on F[Q]. 
Proof. The sufficiency is trivial, since every point p E 8 determines 
a discrete valuation. 
For the necessity, let f be analytic, and let v be a discrete valuation on 
F[Q]. Define a valuation p on F[C] (C = complex plane) by 
(5.14) PM = 44(f>)l d EF[Cl* 
Then by Lemma 5.7, p(x) > 0. But ~(a) = v(f). Q.E.D. 
(5.15). Remark. This beautiful “functorial” proof circumvents a lot 
of difficulties. For instance, since J2 is not in general simply connected, 
the proof of Lemma 5.7 would go through for F[SZ]. 
(5.16). ISS'SA'S THEOREM. Let ~2 be an open Riemann surface. Then 
every nontrivial discrete valuation on F[O] is a point valuation. 
Strictly speaking, one gets constant multiples of the point valuations. 
(By the “point valuation” at pi we mean the integer Ni in (5.17) below.) 
Proof. We shall need the strong form of the Behnke-Stein-Florack 
theorem (Ref. [3]): 
(5.17). THEOREM. For any sequence {p,} of points which have no limit 
point in Q, and any sequence (Ni} of integers, there is a function f E F[Q] 
with zeros at pi of order Ni , and no other zeros or poles (of course poles are 
xeros of negative order). 
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For each p E a, let tP E R[J2] b e a generator of the corresponding 
maximal principal ideal in R[SZ]. (tP is an analytic function on J2 with a 
simple zero at p, and no other zeros.) We break the problem into two 
cases: 
(A) There is at least one p such that v(t,) > 0; 
(B) v(t,) = 0 for all p. 
We will show that Case (B) is impossible, and that Case (A) gives 
rise to a point valuation. First we notice that Theorem 5.13 implies 
(5.18) If f and l/f are both analytic, then v(f) = 0. 
(5.19) If f/g is analytic, then v(f) 3 v(g). 
Also, since the ideal (t,) is maximal, if f(p) # 0, then there exist 
analytic functions g, h such that gf + htP = 1. Hence 
(5.20) If v(tJ > 0, then v(f) = 0 for all analytic functionsfwithf(p) # 0. 
Now consider Case (A). Relation (5.20) shows that the point p in 
(A) is unique. Furthermore, every f E R[;2] has a unique representation 
in the form f = g - tP”, g(p) f 0, g ER[G]. Then by (5.20), 
v(f) = n * v(t,). (That is, v restricted to R[S2] is a constant multiple 
of the point valuation at p, where the constant is v(t,).) 
Since F[G] is the quotient field of R[SZ] (by 5.17), v j R[S2] determines 
v on F[S2]. 
Consider Case (B). Now we have 
(5.21) v(f/tJ = v(f) for all t, and allf. 
Since v is not trivial, there is some f E R[SZ] with v(f) > 0 (I‘>” 
because of Theorem 5.13). By (5.18) and (5.21), f must have infinitely 
many zeros. Let p, ,p, ,... be the zeros of f, of orders Nr , N, ,... . 
Following (5.17), let g E R[SZ] b e a function with zeros of orders N1, 
2N, , 3N, ,... at the points pi . 
For each n, let f, and g, be the functions in R[G’] formed by eliminating 
the zeros atp, ,..., p, from f and g; this elimination being done, of course, 
by dividing by suitable products of the tp . 
Then by (5.21), v(f) = v( f,) and v(g) = v( g,J for all n. But since 
&d!f~+’ E R[SZ], and v(f) > 0, (5.19) implies v(g) = co, a contradiction. 
Q.E.D. 
607/s/3-2 
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(5.22). Stein Manifolds. The main part of these results can be 
generalized to Stein manifolds, and even beyond. Naturally point 
valuations are no longer discrete. However it can be shown for any 
Stein manifold X that (see Ref. [9]): (I) The “singular set” (zeros and 
poles) of any f + 0 in F[X] is uniquely representable as a countable 
union of irreducible subvarieties Vi of codimension one, each counted 
with a finite multiplicity Ni (positive or negative). (II) Every irreducible 
subvariety V of codimension one gives rise to a discrete valuation v on 
F[X]: v is defined by v(f) = Ni if V = Vi for some i, IJ( f) = 0 
otherwise. 
We remark that the “functions” in F[X] are undefined-even allowing 
for the value co-on certain subsets of X. But these subsets are always 
varieties of codimension 22. 
(5.23). THEOREM (Iss’sa). An element f EF[X] is analytic ;f and onb 
if v(f) > 0 for every discrete valuation v on F[X]. 
Proof. The functorial proof of necessity in Theorem 5.13 goes 
through exactly as before. (Recall that this was the hard part!) 
However the sufficiency is no longer so trivial. In fact, what is needed 
is just the results (I) and (II) in (5.22). 
(5.24). Proof that the field F[X] determines X. For the case of the 
ring R[X], this has long been known (see [6]). Iss’sa’s result shows 
that F[X] determines R[X]. (Th e case of rings is much easier to handle, 
because it is easier to show that the finitely generated maximal ideals 
correspond to points. Namely, in the ring of analytic functions, division 
by zero is not allowed. In the field of meromorphic functions, all 
arithmetic operations are possible, and one has to look to the n-th root 
(as Iss’sa’s proof ultimately does) to find a clarifying restriction.) 
6. ABSTRACT RINGS 
Recall that R[Q] denotes the ring of all analytic functions on an open 
Riemann surface 9. 
(6.1). D EFINITION. A subring R C R[Gj, with CC R, is called fd 
if: (i) for every point p E L2 there is a function up E R with a simple zero 
at p and no other zeros; and (ii) if f, g E R, and f/g has no poles, then 
fkER. 
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(6.2). These conditions imply: (I) R separates points on Sz; (II) For 
every point p E LR, the maximal ideal P = {f E R 1 f(p) = 01 is principal; 
and (III) Conversely, every maximal principal ideal in R is of this form. 
(6.3). The ring R[Q] is full. Condition (i) is contained in a theorem 
of Behnke-Stein-Florack (Ref. [3]). 
We will give necessary and sufficient conditions for a commutative 
ring R ZJ C to be isomorphic to a full subring of R[Q]. The surface 1;2 
is unique. Since these axioms are purely algebraic (at least in their 
reference to R), the theorems [4, 19,27, 311, which assert that R[Q] 
determines Q, follow as corollaries. 
(6.4). D EFINITION. Let R r> C be an abstract ring. A disk on R is a 
C-homomorphism I$ of R into the ring of all continuous complex functions 
on D = {I z 1 < l} such that 
(a) For every point x0 E D, the maximal ideal 
p = {fE R I +(fK%J) = 01 
is principal; 
(b) fi,“=, P” = kernel (4); 
(c) The image set 4(R) contains the function z. 
(6.5). D EFINITION. A homomorphism h : R -F C is a point if there 
is some “disk” 4 and some z0 E D such that 
4 f> = +( f>bJ for all f tz R. 
[Naturally the same “point” may belong to more that one “disk.“] 
(6.6). THEOREM (Richards [25]). Let R 3 C be a commutative ring. 
Then R is C-isomorphic to a full (6.1) subring of R[O] for some (not 
necessarily connected) Riemann surface 52 if and only if 
(a) Every principal ideal ( f) in R is equal to np,, {P” 1 f~ P”}, 
where the intersection is over all integers n and all ideals P corresponding 
to “disks” as in (6.4(a)). 
Moreover, for each “disk” 4, the functions fd(z) = +(f)(z), f E R, are 
analytic. The set of all “‘points,” uniformixed by the functions $-l(x) 
(6.4(c)), forms a model for l2. 
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(6.7). Remark. It is easy to formulate a condition for Sz to be 
connected, in terms of chains of overlapping “disks.” 
The proof of (6.6) is based on two lemmas. 
(6.8). LEMMA. For any “disk” 4 and any f E R, the function 4(f) 
is analytic on D. 
Proof. This is equivalent to Theorem 2.4, proved in (4.6). 
(6.9). LEMMA. Let +1 and qS2 be “disks,” A, and A, the corresponding 
sets of “points.” Then A, r\ A, is open in A, with respect to the topology 
induced by the unzformizing function &l(z). 
Here each Ai C .!J is a set of homomorphisms from R to C; by the 
usual duality, every f E R is a function on Sz. Furthermore, the functions 
wi = &l(s) E R map Ai bijectively onto the disk D; and every f E R is, 
after Lemma 6.8, an analytic function of wi on Ai . 
Proof. Letp be a “point” in A, n A, ; we need to show that A, n A, 
contains a neighborhood of p in A, . 
Let t E R be a generator of the principal maximal ideal at p (t is 
independent of A, , A,). The proof of the Porcelli-Connell Lemma 4.2 
also applies here, and shows that every f E R is equal to a power series 
a, + a,t + a,t” + **a on a set UC A, v A, which forms a neighborhood 
of p in both A, and A, . (The coefficients ai are determined by f and t 
alone!) 
Thus, since R separates points on J2, the neighborhoods U n A, and 
U n A, coincide for sufficiently small values of t. Q.E.D. 
Proof of Su#iciency in (6.6). This is almost immediate after Lemmas 
6.8 and 6.9. We let Sz be the set of all “points,” and make a into a 
Riemann surface by taking the “disks” as a basis for the topology. 
Lemma 6.9 implies that 9 is a topological surface, and Lemma 6.8 shows 
that the pair (R, Sz) h as a complex-analytic structure. 
Now (6.6(a)), applied to the ideal (0), implies that the homomorphism 
(R + function ring} is an isomorphism. With this done, (a) becomes 
just a restatement of condition (ii) in Definition 6.1. Part (i) of (6.1) 
follows from the fact that the ideals P are principal, and that each 
“disk” has a uniformizing function +-i(s). 
Proof of Necessity in (6.6). Let R be a full ring of analytic functions 
an open Riemann surface 52. Definition 6.1 guarantees the existence of 
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local uniformizers in R for every point in Sz. These uniformizers map 
geometrical disks CrR into algebraic “disks” (6.4). To prove that every 
“disk” corresponds to a disk, we use (6.2) and Lemma 6.9: Every 
algebraic “disk” intersects ,every geometric disk in an open subset of 
both (i.e., there are no wild algebraic Idisks”). Now the natural mapping 
T : points + “points” is bijective (6.2) and open in both directions, 
hence a homeomorphism. Q.E.D. 
(6.10). Remark. Obviously one could set up similar axioms for 
fields of meromorphic functions, following (2.6) and Iss’sa’s Theorem 
5.16. 
7. RINGS OF CONTINUOUS FUNCTIONS 
Assume given a ring R r) C of continuous complex functions defined 
on a (not necessarily orientable) surface JJ. We will show that R equals 
R[SZ] ( in terms of some conformal structure on G) if and only if R is, 
in some sense, “a maximal ‘proper’ subring of C[.0]” (C[sZ] = ring 
of all continuous functions). The main hypothesis (7.5) is reminiscent 
of the definition of a maximal ideal. Our results are based on a well- 
known theorem of Wermer [33] concerning maximal subalgebras in 
the ring of continuous functions on the circle. 
(7.1). Notations. 
B(r) is the Banach algebra of all continuous functions on the circle 
r = (I z 1 = 11, endowed with the sup norm. 
B(n) is the Banach algebra of continuous functions on the disk 
D = (1 z 1 < 11. 
A(D) is the subalgebra of B(D) consisting of functions analytic 
on D and continuous on D. 
A(r) is the restriction of A(a) to r. 
(7.2). WERMER’S THEOREM. The algebra A(r) is a maximal closed 
subring of B(r). That is, there is no closed subring lying properly between 
A(r) and B(r). 
(For a very elegant proof of (7.2), see RUDIN, “Fourier Analysis on 
Groups,” Chapter 9, Interscience, New York, 1962.) 
Now we will make the assumption 
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(7.3). For any point p E fin, there is a closed neighborhood d of p 
and a function f~ R which maps d homeomorphically onto the closed 
disk 0. 
The pair (f, 0) will be called a uniformizer for p. (Note that p lies 
in the interior of d.) 
(7.4). For any uniformizer (f, 0) there is a natural homomorphism 
H of R into B(r) g iven by H( g)(e@) = g( f-l(@)). This will be calIed 
the circle homomorphism. [Clearly r corresponds to the boundary of A. 
Of course there is a homomorphism into B(D) too; but this doesn’t 
concern us here.] 
(7.5). D EFINITION. A ring R of continuous complex functions on Q 
satisfying (7.3) will be called proper if every circle homomorphism H 
maps R into a proper closed subring of B(r). 
R is called a maximal proper ring if it is proper, and not contained in 
any larger proper ring of continuous functions on 8. 
(7.6). THEOREM. Let R be a “proper” ring of continuous functions 
defined on a surface Sz. Then there is a unique conformal structure on Sz, 
in terms of which Sz becomes a Riemann surface and the functions in R 
become analytic. If R is “maximal” then R = R[Uj. Conversely, for each 
conformal structure (if any) on Q, the ring R[SZ] is a maximal proper ring. 
(7.7). c OROLLARY. The compact-open topology on R[SZ] is equivalent 
to that given by: ‘fn + f” means that H( fn) + H(f) in B(P) for every 
circle homomorphism H. 
Indeed (7.7) is clear once the functions in R are known to be analytic; 
for then the maximum modulus principle holds. 
(7.8). Remark. Example 7.11 below shows that there is no cor- 
responding theorem in which B(r) is replaced by B(D) (i.e., disk 
homomorphisms instead of circle homomorphisms). 
The proof of (7.6) uses two lemmas. 
(7.9) LEMMA. The ring of polynomials is dense in A(D). 
Proof. Take f E A(D). Then f(m) approximates f (2) for r < 1 
close to 1, and f (rz) has a uniformly convergent Taylor series on 
(I 2 I < 11. 
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(7.10). LEMMA (Current Whirls). Let f : D -+ C be a continuous 
function such that frf (z) dz = 0 for eerery circle 
r = (z(t) = a + yeit} C D. 
Then f is anuZytic. 
Proof. Let fla(x, y) be a C” function with support on {I 2: 1 ,< a}, 
8, >, 0, and JJ 8, dx dy = 1 ( a smoothing operator). Then direct 
calculation shows that the convolution f * 8, also has Jrf(,z) dz = 0 
for all circles r. 
But f * ea is a C” function, and now we argue: 
Let a,, + al&z - p) + uol(z - p)* + R(z, z*) be a finite Taylor 
expansion for f near a point p, expressed in terms of x and x*. Then if 
a,, # 0, J-rf (4 dx Z 0 f or small circles r around the point p. If 
uol(p) = 0 for all points p, then f satisfies the Cauchy-Riemann 
equations. 
Thus f * 0, is analytic. Since f is continuous, f t Ba + f uniformly 
as a -+ 0. Q.E.D. 
Proof of (7.6). Let R be a proper ring on 52, and let (f, 0) be any 
uniformizer. We wish to show that every g E R is analytic as a function 
off. For convenience, write f = z, and think of g as a function on D. 
By Lemma 7.9, the smallest closed subring of A(r) containing 
.z = eie is A(r) itself. Thus by Wermer’s Theorem 7.2 and the fact 
that R is “proper,” g coincides on the boundary aD with a function 
in A(r). 
Now every circle r = {z(t) = a + reie} corresponds to a boundary 
circle for the uniformizing function ((f - u)/Y) E R. Thus Jr g(z) dz = 0 
for all circles r C D, and by Lemma 7.10 g is analytic. 
This proves that every “proper” ring is a ring of analytic functions. 
The converse is trivial. Again look at the disk D. It suffices to show that 
A(r) is indeed a proper subring of B(r), which follows from the fact 
that Jao z* dz # 0. 
Now it is obvious that R[Q] is the maximal extension of any of its 
proper subrings. Q.E.D. 
(7.11). EXAMPLE. There are rings containing nonanalytic functions 
which nevertheless generate proper closed subrings of B(D) for eerery 
closed disk B C 52. (Theorem 7.6 aserts the opposite for circles.) 
.To see this we use a result from the theory of conformal mapping 
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[23] : There exists (i) an open plane region Sz containing a closed nowhere 
dense subset K, and (ii) a function f : Sz -+ C which is analytic on 
Q - K and continuous on a, but not analytic on Q. 
Let R be the ring of all functions f analytic on Q - K and continuous 
on 52. Then the elements of R are not dense in B(B) for any disk D C D. 
This follows from the facts that K is nowhere dense, and f is analytic 
on Sz - K. 
(7.12). This seems to be a good place to put the proof of Theorem 
2.12 (Modulus of the Annulus). The proof is based on a theorem 
discovered independently by Schiffer and Huber (see Ref. [24]): 
(7.13). THEOREM. Let f be an analytic function mapping the annulus 
A = (1 < / z 1 < p} into itself. Let y be a generator for the homology 
group H,(A). Then f is either a constant multiple of z or l/z, or else f maps 
the curve y onto a curve which is homologous to zero in A. 
To prove (2.12): Clearly x E B* - H, and I/ x 11 . 11 z-l /I = p. Now 
take any f E B* for which 11 f (I * Iif-’ /I < p. Multiplying f by a constant, 
we can assume II f II < p and II f -l(I < 1, i.e., that f maps the annulus A 
into itself. Since all the special forms eisz, peie/x in the Schiffer-Huber 
theorem give 11 f // . 11 f-l 11 = p, the mapping f must be homologous 
to zero. Hence f lln exists for all n, i.e., f E H. 
8. SOME OPEN PROBLEMS 
(8.1). Characterize the ring R[Q] of all analytic functions on an open 
Riemann surface Sz in terms of the “internal” properties of the ring 
( i.e., without using the fact that R[SZ] is a maximal element in the set 
of its subrings). For the case of plane domains, this has been done by 
Arens [l]. 
(8.2). Let R be a full subring of R[Q] (see Definition 6.1). Is the 
closure of R in the compact-open topology equal to R[SZ] ? (For plane 
domains the answer is “Yes” provided z E R, by the Runge Approxi- 
mation Theorem.) 
(8.3). Are Theorems 2.2, 2.4, or 2.9 (Rudin, Richards, Wermer) 
true without the assumption that R contains a uniformizing function z ? 
Assume instead that R separates points. 
More precisely, let R r) C be a ring of continuous functions separating 
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points on a topological surface Q. Add any one of the following 
assumptions: 
(2.2*). Each f E R h as the maximum modulus property for 
every closed disk d C 52. 
(2.4*). The maximal ideal P at every point p E 12 is principal, 
and n,“=i P” = (0). 
(2.9”). R generates a proper closed subring of the Banach space 
B(&l) on the boundary of each closed disk d C Sz. 
Show that there is a conformal structure on Q in terms of which the 
functions in R become analytic. Theorems 2.2, 2.4, and 2.9 prove this 
in the case where R contains local uniformizers for every point. 
We note that the hypothesis (2.2*) implies (2.9*) (see Ref. [33]). 
A number of results related to (2.2*) and (2.9*) are proved in a paper 
by Hoffman and Singer [l 11. 
Concerning the conjecture (2.4*), a few things are fairly obvious. 
From the winding-number identities in (4.Q together with the 
assumptions (2.4*), we have 
(A) For any nonconstant f~ R, the points of the inverse image 
f-l(a), (y. E C, are isolated (“scattered inverse property”). (Proof: 
Write f = gt,“, with g(p) # 0, tp a generator for P; tp(q) # 0 
for q # p since R separates points.) 
(B) Given a point p, either index( f ; p) = 0 for all f E P - (0), 
or index(f ;p) f 0 f or all f E P - (0). In the latter case f is open 
at p. Hence by Kra’s Theorem 2.3, it would suffice to show that the 
first case never occurs. 
Finally we observe that the hypothesis (2.4*) cannot be satis$ed for a 
ring of continuous complex-valued functions which separates points on a 
Hausdorff space X of topological dimension >2. 
As noted in (A) above, f -‘( ) 01 is a discrete set for every 01 E C. This 
property, for any continuous map f : X -+ Y, implies dimension (X) < 
dimension (Y). Namely by induction on m = dim(Y): Any two points 
f(p) and f (q) in Y can be separated by an (m - I)-dimensional set V. 
Then f-l( Y) separates p and q. But dimf f-l( V)) < m - 1 (induction 
hypothesis), whence dim(X) < m. The “scattered inverse property” 
is used to prove the case m = 0. It also reduces the situation where 
p # q but f (p) = f(q) to that treated previously. 
(8.4). Is Theorem 2.6 on fields of meromorphic functions true 
without the assumption that the valuations are discrete? An affirmative 
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answer would show, roughly, that the only nontrivial “fields of 
continuous functions” are fields of meromorphic functions. 
(8.5). Theorem 2.13 shows how the first cohomology group of an 
open Riemann surface Sz is determined by the ring R[.Q]. Find a charac- 
terization of the genus. 
Note added in proof. Paul Rosenbloom has recently developed some results based 
on the idea of adjoining “composition of functions” to the usual ring operations (pointwise 
addition and multiplication), thus producing a trioperational algebra like Menger’s. 
Here rings of bounded analytic functions on ij are characterized by means of a semi-group 
of endomorphisms. [E.g., in interpreting the following, think of R as A(D) (cf. (7.1)), B as 
the closed unit ball in R, and q,,(x)(h) = x( y(X)) for x E R, y E B, X E D.] 
THEOREM (Rosenbloom). Let R 3 C be a ring possessing an element z E R, a subset 
B CR, and a set r of C-endomorphisms p : R + R (i.e., q(c) = c for c E C) with the 
properties: 
(i) z generates a maximal principal ideal (z) in R such that R = (z) + C; 
(ii) for any x # 0 in R, the set of h E C such that Xx E B contains a neighborhood 
of 0 in C but does not contain all of C; 
(iii) r is closed under composition and contains the identity; 
(iv) the mapping p + 9;(z) gives a one-to-one correspondence between r and B (for 
y E B, write the corresponding q E I’ as vy , and write y,,(x) = x 0 y). 
Then B n C contains neighborhood of 0 in C. For h E B n C, x E R, define .!?(A) E 
x 0 X E R. Then S(h) is a constant (E C). If y E B, then (x 0 y) h (X) = 2($(x)). Finally there 
is some neighborhood N of 0 in C on which all of the functions G(h) are analytic. 
Remarks pertaining to the proof. One shows that if U, y E B, then y 0 ZI E B and 
(x o Y) ou = xo(you).Alsoz~Bandxoz = z0.x = x;Xoy = hforXEC.Toprove 
G(h) = x 0 h is a constant, write x 0 X = a + yz, a E C, (see (i)) and use x 0 h = x 0 h 0 0. 
The differentiability of G(h) at h = 0 follows from (i) and (ii); and the general case is 
gotten by applying that special case to the element y = x 0 (az + h), a E C, I a 1 < 1. 
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