Abstract. The paper [CDZ] gives a Lax type presentation of the flows of the Extended Toda Hierarchy (shortly ETH). Our first result is a description of the ETH in terms of Hirota Quadratic Equations (shortly HQEs), which can be viewed as flows on a certain infinite dimensional manifold of functions, called tau-functions of the ETH. A new feature here is that the Hirota equations are given in terms of vertex operators taking values in the algebra of differential operators on the affine line.
Introduction
We begin with a description of the KdV hierarchy of integrable systems in the form convenient for applications in Gromov -Witten theory.
The KdV hierarchy can be described in the Lax form [GD] as a sequence of commuting flows on the space of Lax operators
where u = u 0 (x)+u 1 (x)ǫ+u 2 (x)ǫ 2 +... is a power ǫ-series with infinitely differentiable coefficients. By definition, the flows have the form
, L , n = 0, 1, 2, ...,
where B + means the differential part m≥k≥0 w k (x)∂ k x of a pseudo-differential operator B = m≥k>−∞ w k (x)∂ k x , and (2n + 1)!! = 1 · 3 · 5 · · · (2n + 1). Given a Lax operator L there exists an integral operator P = 1+w 1 ∂ −1 x +w 2 ∂ −2 x + . . ., called dressing operator such that L = P (ǫ 2 ∂ 2 x /2)P −1 . A Lax operator L is a solution to the KdV hierarchy if and only if there exists a dressing operator P satisfying the equation
Such a dressing operator is called wave operator of the KdV hierarchy. The wave operator is uniquely determined by L up to multiplication from the right by an operator of the form 1 + a 1 ∂ −1 x + a 2 ∂ −2 x + . . . where a i are constants independent of x and the time variables q n , n ≥ 0.
An equivalent description of the KdV hierarchy can be given in terms of taufunctions and Hirota quadratic equations (see i.g. [K] ). A non-vanishing function τ (q 0 , q 1 , ...; ǫ), is called a tau-function of the KdV hierarchy if there exists a wave operator P = 1 + w 1 ∂ −1
x + w 2 ∂ −2 x + ... , such that The tau-function is uniquely determined by P up to multiplication by a constant (see i.g. [K] or [PvM] ).
According to [K] τ is a tau-function of the KdV hierarchy if and only if it satisfies the following Hirota equation. Put ∂ n = ∂/∂q n and consider the Heisenberg Lie algebra spanned by the operators of differentiation ǫ∂ n and multiplication q m /ǫ. The following vertex operators Γ ± represent the action on the Fock space of certain elements of the Heisenberg group: We remark that
According to [G1] the Hirota equation of the KdV hierarchy can be stated this way:
Here τ ⊗ τ means the function τ (q ′ ; ǫ)τ (q ′′ ; ǫ) of the two copies of the variable q = (q 0 , q 1 , ...), and the vertex operators in Γ ± ⊗ Γ ∓ preceding (respectivelyfollowing) ⊗ act on q ′ (respectively -on q ′′ ). The expression in (1.1) is in fact single-valued in λ near λ = ∞. Passing to the variables x = (q ′ + q ′′ )/2 and y = (q ′ − q ′′ )/2 and using Taylor's formula one can expand (1.1) into a power series in y with coefficients which are Laurent series in λ −1 (whose coefficients are polynomials in τ (x) and its partial derivatives). The regularity condition in (1.1) means, by definition, that all the Laurent series in λ −1 are polynomials in λ.
Our first goal is to point out a Hirota quadratic equation corresponding to the Extended Toda Hierarchy (ETH) [UT, EY, Ge1, CDZ] . We describe the Lax form of the ETH following [CDZ] .
Introduce a Lax operator
where Λ = e ǫ∂x is the shift operator, i.e. Λa(x) = k≥0 a (k) (x)ǫ k /k!, u and v are formal series u = u 0 (x) + u 1 (x)ǫ + u 2 (x)ǫ 2 + . . .
with coefficients which are infinitely differentiable functions of x, and Q is a nonzero constant. Let L be a Lax operator. A pair of dressing operators consists of two operators
where # is an antiinvolution acting on the space of Laurent series in Λ by x # = x and Λ # = QΛ −1 . The pair is unique up to multiplying P L from the right and P R from the left by operators of the form respectively 1 + a 1 Λ −1 + a 2 Λ −2 + ... andã 0 +ã 1 Λ +ã 2 Λ 2 + . . . with coefficients independent of x. Using P L and P R one expresses the logarithm of the Lax operator
as a Laurent series in Λ possibly infinite in both directions. By definition, the ETH is the following sequence of flows with time variables q n,0 and q n,1 , n = 0, 1, 2 . . .:
where ∂ n,i := ∂/∂q n,i , C n = 1 + 1 2 + . . . + 1 n , C 0 = 0, and for B = B k Λ k we put B + = k≥0 B k Λ k . According to [UT] and [CDZ] , the flows of ETH commute pairwise and preserve the class of Lax operators (1.2) with a fixed Q.
We will prove that L is a solution to the ETH if and only if there is a pair of dressing operators P L and P R , which satisfies the differential equations
We call such a pair wave operators of the ETH. It is unique up to multiplying P L from the right and P R from the left by operators of the form respectively 1+a 1 Λ −1 + a 2 Λ −2 + . . . andã 0 +ã 1 Λ −1 +ã 2 Λ −2 + . . . , where a i andã j are independent of x and q.
Given a non-vanishing function τ (q; ǫ) associate to it a pair of operators
defined by
We call τ a tau-function of the ETH if P L and P R are wave operators of the ETH. For a given pair of wave operators the tau-function is unique up to multiplication by a non-vanishing function independent of q 0,0 and q n,1 with all n ≥ 0.
Introduce the vertex operators
We remark that the involved functions of λ are derivatives and anti-derivatives of 1/2 and λ −1 .
Because of the logarithmic terms, the vertex operators Γ ±α ⊗ Γ ∓α under the analytic continuation around λ = ∞ are multiplied by the monodromy factors
As a result, the expressions similar to (1.1) do not expand into Laurent series near λ = ∞. To offset the complication we need to generalize the concept of vertex operators.
We will allow vertex operators with coefficient in the algebra A of differential operators generated by ∂ x and x and equipped with the anti-involution
Introduce the vertex operator (note that n = 0 is excluded from the summation range)
We will say that τ satisfies the Hirota Quadratic Equation of the ETH (shortlysatisfies the HQE) if
computed at q ′ 0,0 − q ′′ 0,0 = mǫ is regular in λ for each m ∈ Z. The expression (1.13) is interpreted as taking values in the algebra A of differential operators with coefficients depending on q ′ , q ′′ , ǫ and λ. Note that
Thus when q ′ 0,0 − q ′′ 0,0 ∈ Zǫ, the expression (1.13) is single-valued near λ = ∞. After the change y = q ′ − q ′′ , x = (q ′ + q ′′ )/2 it expands (for each m) as a power series in y (y 0,0 = mǫ excluded) with coefficients which are Laurent series in λ −1 (whose coefficients are differential operators in x depending on x via τ , its translations and partial derivatives).
Theorem 1.1. A non-vanishing function τ is a tau-function of the Extended Toda Hierarchy if and only if it satisfies the Hirota Quadratic Equation.
As a by-product we obtain a Hirota equation for the (unextended) Toda Lattice Hierarchy [UT] described in the Lax form by (1.5). The concept of tau-functions easily carries over to this case. Introduce the vertex operators 
computed at q ′ 0,0 − q ′′ 0,0 = mǫ is regular in λ. The proof of Theorem 1.1 is given in Section 2. The result applies, in particular, to the class of asymptotical functions τ , i.e. expressions of the form
where F (g) are formal functions of q (with coefficients depending of Q which is considered as a formal parameter).
Our second goal is to give a proof of the so-called Toda Conjecture (see [EY, Ge1, OP2, CDZ] ) about Gromov -Witten invariants of CP 1 . We refer to, say, [G2] for some basics of Gromov -Witten theory.
Let X be a compact Kähler manifold. Denote X g,m,d the moduli space of degree d ∈ H 2 (X, Z) stable maps to X of genus-g m-pointed complex curves. The total descendent potential of X is defined as the following generating function for Gromov -Witten invariants of X:
It is an asymptotical function of the sequence of vector variables t 0 , t 1 , t 2 , ....
Thanks to Kontsevich's theorem [Ko] , conjectured by E. Witten [W1] , the total descendent potential D pt of X = pt is known to be a tau-function of the KdV hierarchy and therefore satisfies the Hirota equation (1.1) (with the time variables q n , n = 0, 1, 2, ..., defined as the coordinates of t n ∈ H * (pt, Q) with respect to the basis 1).
Let P denote the cohomology class of the hyper-plane section of CP 1 , and q n,0 , q n,1 be the coordinates of t n ∈ H * (CP 1 , Q[[Q]]) in the basis 1, P : t n = q n,0 1 + q n,1 P. The Toda Conjecture was suggested by T. Eguchi and S.-K. Yang [EY] . Apparently, the first proof was obtained (together with an accurate formulation) by E. Getzler [Ge1] who applied some partial result of A. Okounkov -R. Pandharipande [OP1] together with the Virasoro constraints for CP 1 . The paper [DZZ] by B. Dubrovin -Y. Zhang contains a different proof based on the theory [DZ] of integrable hierarchies associated to Frobenius structures and also uses the Virasoro constraints for CP 1 . The Virasoro constraints for CP 1 were proved by A. Givental in [G3] by combining the fixed point localization formula [G4] for D X with mirror symmetry and a certain loop group formalism. Our proof to the Toda Conjecture stays entirely within the paradigm developed in [G3] and pursued further in [G1, GM] . It relies directly on this formalism and the mirror model of CP 1 as well as Kontsevich's theorem. Yet another approach to the Toda Conjecture, due to A. Okounkov -R. Pandharipande [OP2] (and based on fixed point localization but by-passing Kontsevich's theorem), yields the equivariant version of the ETH [Ge2] as well as the unextended part (1.5) of the non-equivariant Toda Conjecture.
The Extended Toda Hierarchy
Before proving Theorem 1.1 we describe the correspondence between Lax operators, wave operators and tau-functions of the ETH. Most of the arguments here are parallel to the ones in [UT] .
2.1. Wave operators. We start first by checking the compatibility of the equations (1.7)-(1.10). For any Lax operator L put
The compatibility of (1.7)-(1.10) is equivalent to the Zaharov-Shabat equations:
Lemma 2.1. If L satisfies the equations of the ETH then
where m, n ≥ 0 and α, β = 0, 1.
Proof. We consider only the case α = β = 0. For the rest of the equations one can apply a similar argument. In [CDZ] the following relation is proven
and similarly
Subtracting the two formulas we find
As a corollary we find that the Cauchy problem for the system of differential equations (1.7)-(1.10) has a unique solution.
Proposition 2.2. A Lax operator L satisfies the equations of the ETH if and only
if there is a pair of dressing operators P L and P R , which satisfies (1.7)-(1.10).
Proof. Fix some sequence of times
Let P L and P R be solutions to the system of equations (1.7)-(1.10), satisfying the initial conditions
also satisfy (1.7)-(1.10). Since at q = q 0 both operators are 0 we obtain that they are identically zero. This proves that P L and P R are wave operators.
In the other direction we need to use only that if
Now we want to give several equivalent characterizations of the wave operators of the ETH. Let A [[q] ] be the algebra of formal power series in q with coefficients differential operators on the affine line. Consider an operator
will be called respectively left and right symbols of Q. Let P L and P R be two arbitrary operator series of the form respectively (1.3) and (1.4). We will assume that the coefficients of P L and P R are formal series in x + q 0,0 , q n,i , n > 0, i = 1, 2. Note that the wave operators of the ETH also have this form. Our goal is to see what further restrictions should be imposed on P L and P R so that they become wave operators of the ETH. Introduce
Finally denote by W L the left symbol of W L and by W R the right symbol of W R .
Proposition 2.3. Let q ′ and q ′′ be such that q ′ 0,0 = q ′′ 0,0 . The following conditions are equivalent: (a) P L and P R are wave operators of the ETH . (b) P L and P R satisfy the following identities:
(c) For any integer r ≥ 0 the following identity holds:
For any integers m and r ≥ 0 the following identity holds:
Let m and r ≥ 0 be some arbitrary integers and
and compare the coefficients in front of Λ −m in (2.5):
This equality can be written also as
Replacing λ with Q/λ in the R.H.S. we get (2.6).
(c)⇒ (b): Assume first that (2.5) holds. The identity (2.4) is obtained by letting r = 0. To prove (2.3) consider (2.5). First put r = 1 and q ′ = q ′′ : P L ΛP R = (P L ΛP R ) # . This can be written as:
It remains only to notice that the products of the operators in the brackets are equal. Indeed in (2.5) let r = 0 and
Thus L is a Laurent polynomial in Λ and it makes sense to multiply by L any Λ-series (possibly infinite in both directions). In particular multiply (2.4) by L r , r ≥ 0, and use
L is a Lax operator. Let's prove (1.10) and (1.8). When n = 0 we need to show that
Both are satisfied by definition. Assume that n > 0. Differentiate (2.4) with respect to q ′ n,0 and then put q ′ = q ′′ :
Using the definition of log L and (2.3) the last identity simplifies to
L contains only negative powers of Λ and P −1 R ∂ n,0 P R # -nonnegative, we get (1.10) and (1.8) by separating the negative and the positive part of the equation. To check that (1.9) and (1.7) hold differentiate (2.5) with respect to q ′ n,1 , put q ′ = q ′′ and then apply a similar argument. Thus P L , P R is a pair of wave operators.
(a)⇒ (b) Let α = (α 0,1 , α 1,0 , α 1,1 , α 2,0 , α 2,1 , . . .) be a multindex with only finetly many non-zero components. Put
2,1 . . . , where ∂ n,i = ∂/∂q n,i (note that the differentiation ∂/∂q 0,0 is not involved). First, using induction on |α|, we prove that
When α = 0 we need to prove that
which is equivalent to P L P R = (P L P R ) # . We claim that the last identity holds for any pair (P L , P R ) of dressing operators corresponding to the Lax operator
Lw 0 ) is another pair of dressing operators for L. By the uniqueness of the dressing operators we get that there is a series K = a 0 +a 1 Λ −1 +. . ., with coefficients a i independent of x such that P R = KP R . Thus
Assume now that (2.7) is true for some α and differentiate in ∂ n,0 . We need only to check that
Note that
Now (2.8) follows from (1.8), (1.10) and the inductive assumption (2.7). Thus if we increase α n,0 by 1 then (2.7) still holds. Similarly if we increase α n,1 by 1 then (2.7) still holds. The induction is completed. Using the Taylor's formula expand both sides of (2.4) about q ′ = q ′′ . Then the coefficients in front of (q ′ − q ′′ ) α are equal exactly when (2.7) holds.
2.2. Proof of Theorem 1.1. Assume that τ is a non-vanishing function and let P L and P R be the corresponding operators (see the introduction). It is enough to prove that the HQE are equivalent to condition (d) in Proposition 2.3.
After a straightforward computation one finds
After substituting these formulas into the HQE we find
2.3. Tau-functions. In this section we will prove the existence of tau-functions.
Proposition 2.4. Given a pair of wave operators P L and P R of the ETH there exists a corresponding tau-function, which is unique up to multiplication by a nonvanishing function independent of q 0,0 and q n,1 , n ≥ 0.
In the whole subsection P L and P R will be a pair of wave operators of the ETH, P L will be the left symbol of P L and P R -the right symbol of P R . For shortness denote by [λ −1 ] the sequence of times with components
We want to prove that the system of equations
has a solution τ (x, q) unique up to multiplication by a non-vanishing function independent of q 0,0 and q n,1 , n ≥ 0. The system is equivalent to:
log P L = e − n!λ −n−1 ǫ∂ n,1 − 1 log τ, (2.9) log P R = e ǫ∂x+ n!λ −n−1 ǫ∂ n,1 − 1 log τ, (2.10)
Expanding in the powers of λ we find:
Comparing the coefficients in front of the powers of λ we get the following system of partial differential equations:
where
Let us exclude the first equation. Later on we will see that it is a consequence from the rest. Note that the differential operators a 1 (∂), a 2 (∂), . . . generate polynomially the ring C[∂ 0,1 , ∂ 1,1 , . . .]. Thus the system (2.14)-(2.16) can be written in the form 17) where β n (x, q) depend polynomially on b n (x, q) and their derivatives. We need to show that the system is compatible. Since P L and P R depend on x + q 0,0 the equation on the third line of (2.17) is compatible with the rest of the equations.
The equation on the second line of (2.17) is compatible with the equations on the first line if and only if
which is equivalent to
Let us write a generating series for these identities
Comparing with the expansions of log P L , (2.12) and lettingb 0 = logw 0 we get
Similarly, the compatibility between the equations on the first line of (2.17) is equivalent to
Thus the compatibility of (2.17) is equivalent to (2.18) and (2.19), which will be derived from the identities in the following lemma.
Lemma 2.5. The following identities hold
Proof. Throughout the proof we will consider q ′ and q ′′ such that q ′ n,0 = q ′′ n,o , n ≥ 0. The identities (2.20)-(2.22) are consequence of the following one
The proof of (2.23) is completely analogous to the argument in the implication a) ⇒ b) in Proposition 2.3 and it will be omitted. To prove (2.20): in (2.23) put q ′′ = q ′ − [λ −1 ]. The exponential factor turns into
Comparing the coefficients in front of Λ −1 we find
To prove (2.21): in (2.23) put
The exponential factor turns into
Comparing the coefficients in front of Λ −1 we arrive at (2.21). Thus the system (2.17) is compatible. Let τ be a solution -it is unique up to multiplication by a constant independent of x, q 0,0 and q n,1 , n ≥ 0. Then we have:
Using (2.22) we get that
This implies that τ is a tau-function of the ETH. Proposition 2.4 is proven.
From descendents to ancestors
The total ancestor potential of a compact Kähler manifold X is defined as follows. Let H be the vector space H * (X, C), equipped with the Poincaré pairing ( , ). Fix a basis {φ α | α = 1, . . . dim H} of H and let t k = α t k,α φ α , where k = 0, 1, . . . and t k,α are formal variables. The genus g ancestor potentialF
is a formal series in t k,α given bȳ
Here τ ∈ H and the classesψ i = π * (ψ i ), i = 1, ..., m are the pull-backs of the classes ψ i inM g,m . The map π : X g,m+l,d →M g,m+l →M g,m is the composition of the contraction map with the operation of forgetting all marked points except the first m ones. The total ancestor potential of X is defined as
The goal in this section is to prove the following theorem:
Theorem 3.1. Let X = CP 1 and τ ∈ H * (CP 1 ; C) be a semi-simple point. The total descendent potential satisfies the HQE (1.13) if and only if the differential form
computed at q ′ and q ′′ such thatŵ τ ⊗ 1− 1⊗ŵ τ = m, is regular in λ for each m ∈ Z.
First, in subsections 3.1 and 3.2 we will explain the notations and the meaning of the regularity condition in Theorem 3.1. The proof is given in 3.3.
Period vectors and vertex operators.
From now on X = CP 1 and for a basis in H = H * (CP 1 ; C) we choose φ 0 = 1, φ 1 = P , where P is the cohomology class of the hyperplane section of CP 1 .
Let F : H × C * −→ C be the function
where τ = τ 0 φ 0 + τ 1 φ 1 is a cohomology class. For each τ ∈ H put C * τ = {τ } × C * , let F τ be the restriction of F to C * τ , and denote the discriminant of F by ∆ = {τ ∈ H | 0 is a critical value of F τ }.
Let h be the bundle on H\∆ whose fiber at τ ∈ H is given by h τ = H 1 (C * τ , F −1 τ (0); C). Given τ / ∈ ∆, we define a local frame {α(τ ), φ(τ )} of h at τ as follows: α(τ ) is represented by 1/2 of an arc in C * τ connecting the two points of the fiber F −1 τ (0) and φ(τ ) is the standard generator of H 1 (C * τ ; Z), equipped with the counter-clockwise orientation.
The bundle h is naturally equipped with a flat connection, called Gauss-Manin connection, which is determined by the fact that given two points τ ′ , τ ′′ ∈ H\∆ and a path between them there is a canonical identification of the homology groups h τ ′ and h τ ′′ .
Given a local section β of h at τ ∈ H\∆ we define the period vectors:
, where k is a non-negative integer, ω = dx/x is a 1-form on C * τ , λ ∈ C is a non-critical value of F τ (equivalently τ − λ1 / ∈ ∆), and the cycle β(τ − λ1) is obtained from β(τ ) by a parallel transport along a path connecting τ and τ − λ1. The periods are multi valued vector functions in λ ∈ C\{ the critical values of F τ } depending analytically on τ .
For each cycle β(τ ) we define the vertex operator Γ β τ by quantizing e f β (λ,τ ) , where
β (−z) n is a generating series for the period vectors corresponding to β. Let us recall the quantization formalism involved in this construction.
Let H = H((z −1 )) be the space of formal Laurent series k f k z k , f k ∈ H, with at most finitely many positive powers of z. Equip H with the symplectic form
The polarization H = H + ⊕H − , defined by the Lagrangian subspaces H + = H[z] and
, identifies H with the cotangent bundle T * H + . Let us introduce Darboux coordinates on H. Any f ∈ H can be written uniquely as
where {φ a } is a basis of H Poincaré dual to {φ a }. To define an element of the corresponding Heisenberg group we need first to write f = f − + f + , where f − (f + ) is the part of the series f that contains only the negative (non-negative) powers of z. Then we set (e f ) = ef − ef + .
Recall that we denoted by A the algebra of differential operators on the affine line and we equipped A with an anti-involution #, defined by (1.12). The vertex operator Γ δ τ acts on the space
and it is defined as follows. Let w τ and v τ be the vectors in H defined by:
where the corelator notation stands for
Finally the function c α is defined by:
where the integration path is such that τ − ξ1 is the path connecting τ and τ − λ1, which specifies the branch of f α (λ, τ ).
3.2. The regularity condition in Theorem 3.1. First, we describe the holonomy of the Gauss-Manin connection with respect to the local frame {α(τ ), φ(τ )}. Pick a simple loop γ = l −1 • γ ′ • l in H\∆, where l = l(τ ′ ) is a path connecting τ with a point τ ′ sufficiently close to ∆ and γ ′ is a small loop around ∆ starting and ending at τ ′ .
Lemma 3.2. Let h γ : h τ −→ h τ be the parallel transport along γ. Then
where n is some integer.
Proof. The second equality is obvious because the homological bundle on H with fiber H 1 (C * τ ; C) is trivial and the parallel transport of φ(τ ) induces a trivialization. Let α(τ ) = β(τ )/2. Then after transporting the cycle β to a point on ∆, the end points of the arc representing β will coincide. Thus
On the other hand, the parallel transport along γ switches the end points of β. Thus
Letting τ ′ approach a point on ∆ we find h γ ′ (nφ)+nφ = mφ, which implies m = 2n. The lemma follows.
The vertex operator Γ δ τ is designed in such a way that the following lemma holds: Lemma 3.3. Let n be a complex number. The following identity between operators acting on π ⊗ A π holds:
Proof. By definition, we have:
In particular f φ/2πi τ (λ) ∈ w τ + z −1 H − which implies that:
Recall that for any f, g ∈ H we have:
Thus we obtain:
The last two formulas imply the identity we wanted to prove. If we precompose the path specifying the branch of f α τ with a simple loop γ around ∆ then the function c α is multiplied by −1. Indeed: we can assume that γ is a small loop around τ − u1 where u = u(τ ) is a critical value of F τ . By stationary phase asymptotic, when ξ is near u(τ ) the following expansion holds:
where 1 u is a vector in H with length 1. Thus changing the path l by γ results in multiplying c α by the factor:
Due to Lemma 3.2 and Lemma 3.3, for fixed τ ∈ H\∆ and each integer m, the 1-form (3.1) is single valued , when computed at q ′ and q ′′ such thatŵ τ ⊗ 1 − 1 ⊗ŵ τ = m.
Thus near λ = ∞ the 1-form (3.1) expands in the powers of λ and the regularity condition is interpreted as in (1.13).
3.3. Proof of Theorem 3.1. Let S τ (z) = 1 + S 1 z −1 + S 2 z −2 + . . . be the operator series defined by
Note that by definition, the vectors w τ and v τ which were introduced in subsection 3.1 satisfy:
An operator series A(z) satisfying A t (−z) + A(z) = 0 is quantized by first identifying it with the quadratic Hamiltonian Ω(Af , f )/2 and then using the quantization formulas:
It is well known that S τ satisfies S t τ (−z)S τ (z) = 1 which implies that: ln S t τ (−z) + ln S τ (z) = 0. We define:Ŝ τ = exp(ln S τ ) .
The idea of the proof is to show that the quantized symplectic transformation S τ establishes equivalence between the HQEs for the total ancestor and the total descendent potentials respectively. In order to do this we will need the following facts for S τ (for proves and more details see [CG] , [G3] , and [G1] ):
where F (1) (τ ) is the genus one Gromov-Witten potential, G is a formal function, the quadratic form W (q, q) = (W kl q l , q k ) is defined by (3.8)
, and the + means truncating the terms corresponding to the negative powers of z.
We will need to use that the period vectors satisfy the following system of differential equations:
Lemma 3.4. Let β(τ ) be an arbitrary cycle in h τ . Then
where • is the quantum multiplication, µ is the Hodge grading operator: µ(φ 0 ) = (1/2)φ 0 , µ(φ 1 ) = −(1/2)φ 1 , and E = τ 0 ∂ τ 0 + 2∂ τ 1 is the Euler vector field.
Proof. (3.9): For n ≥ 0 the equality coincides with the definition.
The second integral in (3.12) vanishes because the boundary ∂β(τ − λ1) ⊂ F −1 τ (λ), which implies that the restriction of λ − F τ to ∂β(τ − λ1) is 0.
(3.10) and (3.11): It is well known that the triple (H × C * , F, ω) is the mirror of CP 1 , which means that the oscillating integral
F/z ω satisfies the following differential equations (see [G2] ) (3.14) where {A c ab } are the structure constants of the quantum cup product, and the cycle B can be constructed as follows. Let β(τ − λ1) be a cycle in h τ −λ1 represented by
, where u(τ ) is a critical value of F τ and [u(τ ), λ] is the straight segment between u(τ ) and λ. The cycle B is obtained from β by letting Re(λ/z) → −∞.
Using (3.9) and integration by parts we find that β (λ − F τ ) k ω/k! is the Laplace transform of (−z) k+1 J B . Thus (3.13) and (3.14) imply the following differential equations
Recalling the definition of the period vectors we obtain (3.10) and (3.11) for n = −k.
For n = k + 1 the equalities are proven by differentiating k + 1 times the equalities corresponding to n = 0. Note that h τ has a basis of cycles β(τ ) constructed as above. Thus (3.10) and (3.11) hold for all cycles β(τ ) in h τ . Let ω τ be the 1-form (3.1) and let (3.16)
where Γ ±α τ :=Ŝ −1 τ Γ ±α τŜ τ and Γ δ τ :=Ŝ −1 τ Γ δ τŜ τ . Thanks to (3.4) and (3.5), the 1-forms ω τ and ω τ are related by
where the factor K is independent of λ. Note that
Hence the 1-form ω τ computed at q ′ and q ′′ such thatŵ τ ⊗ 1− 1⊗ŵ τ = m is regular in λ if and only if the 1-form ω τ computed at q ′ and q ′′ such that q ′ 0,0 − q ′′ 0,0 = mǫ is regular in λ. Thus Theorem 3.1 follows from the following proposition.
Proposition 3.5. Fix some integer m, let q ′ and q ′′ be such that q ′ 0,0 − q ′′ 0,0 = mǫ, and denote the 1-form (1.13) by ω. The following identity holds:
The function c is independent of λ and it is given by:
where the integration path in the first integral is appropriately chosen.
Proof. The idea of the proof is to use formula (3.6) to compute Γ ±α τ and Γ δ τ . The equation F τ (y) = λ has two solutions near λ = ∞, which can be expanded into Laurent series in λ −1 as follows:
where each of the coefficients a i , b j is a polynomial in τ 0 , τ 1 , and Qe τ 1 . The boundary of the cycle α(τ − λ1) ∈ h τ −λ1 is given by:
where the sign depends on the choice of the path connecting τ and τ − λ1. Since ω τ is independent of the choice of the path we can assume that the sign in (3.19) is positive. Using the definition we find the following formula:
Our next goal is to find
where for the first equality we used (3.9) and for the second one we used definition (3.8) of W τ . Since f α = (1/2)1 when ξ = ∞, the last formula implies that:
where the integration path is a half line starting at λ and approaching ∞.
The term W τ (1, 1) can be computed as follows:
where thanks to the string equation all terms in the sum on the first line, except the ones corresponding to d = 0 and n = 1, vanish. Formula (3.6) implies:
Except for the negative sign the last formula coincides with (3.18). To compensate the sign we need to precompose the integration path in the first integral on the second line with a simple loop around ∆.
To finish the proof we need only to compute Γ δ τ :
By an argument, similar to the one above, we have:
Applying the recursive relation (3.22), specialized to τ 0 = τ 1 = Qe τ 1 = 0 and with φ/2πi instead of α, we find:
Substituting the last formula in (3.24) we get:
where Γ δ is the vertex operator we introduced in the introduction. The proposition follows.
From ancestors to KdV
According to [G1] , the total ancestor potential A τ of CP 1 satisfies some additional properties (see the discussion on tame asymptotical functions in [G1] , section 8, Proposition 6) which allow us to interpreted the regularity condition in Theorem 3.1 not only for λ near ∞, but also for all λ. In this section we will prove that the 1-form (3.1) is analytic in λ. In particular this would imply that (3.1) is regular near ∞ and by Theorem 3.1 the total descendent potential D CP 1 satisfies the HQE (1.13).
Let us recall how to express A τ in terms of tau-functions of the KdV hierarchy. Let τ ∈ H\∆ and denote by u i (τ ), i = 1, 2 the critical values of F τ . The functions u i form a local coordinate system H\∆ with respect to which the quantum cup product is diagonal. Introduce the linear isomorphism:
where T τ H is identified with H via the Poincaré pairing (∂/∂τ 0 = 1, ∂/∂τ 1 = P ) and the functions ∆ i are such that under Ψ, the Poincaré pairing and the quantum cup product take on the form (1 i , 1 i ) = δ ij and 1 i • 1 j = δ ij 1 i respectively. According to [G4] the system of equations (4.1) z∂ i J = (∂ i •)J, (z∂ z + E)J = µJ, has a unique asymptotical solution of the form ΨR τ e U/z , where the series R τ = 1 + R 1 z + R 2 z 2 + . . . satisfies the symplectic condition: R t τ (z)R τ (−z) = 1 and U = diag(u 1 , u 2 ). Under these notations the following formula for the total ancestor potential holds:
where q 1 and q 2 are defined by Ψ −1 q = q 1 1 1 + q 2 1 2 . Proof of Theorem 1.3. We need only to check that the 1-form (3.1) is analytic in λ. Note that (3.1) is a formal series in q ′ − q ′′ with coefficients which could have only finite order poles at u 1 , u 2 , and ∞. In order to prove that (3.1) is analytic, it is enough to show that the form does not have poles at u i , i = 1, 2.
Assume that λ is close to the critical value u i , i = 1 or 2 and choose a path connecting τ and τ − λ1, such that the cycle α(τ − λ1) vanishes when λ → u i . By stationary phase asymptotic, the period vector I Also the oscillating integrals (compare (3.13) and (3.14) with (3.15)) (4.3)
α (λ, τ )dλ, i = 1, 2 provide a basis of solutions to (4.1). Thus the proof of Proposition 3, [G1] remains the same and we get that near λ = u i the following formula holds:
, where
and the vertex operator Γ α u i corresponds to the vector
The integration path in W i is any path connecting λ with u i + ǫ and then letting ǫ → 0 in such a way that u i + ǫ will approach u i along a straight segment. The branch of √ λ − u i is the same as in the expansion (4.2). Finally the conjugation with e (u i /z)ˆi s given by the formula: where the integration path is any path avoiding the origin and the branch of √ λ on the RHS is determined from the branch of √ λ − u i on the LHS and the integration path.
Combining the two conjugation formulas we transform (3.1) into Both integration paths in (4.5) depend on λ: the first one is from 0 to λ -the same as in the definition of c α , and then from λ to u i + ǫ -the same as in the definition of W i . The second one is the composition of the path from 1 to λ − u i which specifies the branch of λ− u i and the path from λ− u i to ǫ obtained from the path connecting λ and u i + ǫ (see the definition of W i above) by translating with −u i . However if we vary λ along a small loop around u i , both integrals change their value by πi. As a result, for λ close to u i the limit in (4.5) is independent of λ. Finally the limit exists because due to (4.2), the singularities of the two integrals cancel each other.
The 1-form
is analytic in λ because D pt (q i ) is a tau-function of KdV (see (1.1) ). Thus the 1-form (4.4) is analytic near λ = u i and in particular it does not have a pole at λ = u i .
