] = tK 2 , subject to the physical conditions, K 3 and K 4 are real diagonal operators representing energy, K 2 = K † 
Introduction
Introducing an algebraic method to solve certain types of linear partial differential equations, Steinberg [6] exploited the Lie-algebraic decomposition formulas of Baker, Campbell, Hausdorff, and Zassenhaus (cf. [7] ) and their matrix realization. A faithful matrix representation of low degree is required. In [2, 3, 4] , the faithful matrix representations of least degree were discussed for the Lie algebra In this paper, L 
where K 3 and K 4 are real diagonal operators and As a necessity of Lemma 1.1 we have the following lemma. Proof. Let P be the elementary matrix obtained by applying σ to the rows of I n . Since P = P −1 = P T = P † , then the proof of the lemma follows. Since [C, X] = rX, then for all i, j ∈ N we have,
Similarly, from Lemma 1.2(iv),
Proof. If r = 0, then from (1.2) we have, for each i ∈ N, that x ii = 0. Also, if x ij = 0, then c jj − c ii − r = −2r, thus x ji = 0. Similarly, when t = 0.
Proof. Since [X, Y ] = sC then from Lemma 1.3, trace(C) = 0. The proof of (2), follows from (1.4) and (1.5).
We build the representation matrices starting with C. 
where
The ith diagonal block of C is called the c i -block and k i is its length. We use the notations given in Remark 1.7. Proof. If k = 1 and
Faithful representations for
2), the rows α + 1, α + 2, . . . , α + m 1,(k 1 −1) are zero rows of X. If k = 1 and k 1 > 1, we get from Lemma 2.1 that the mentioned rows are zero rows of X, being the last rows of X. In both cases, from Lemma 2.2 there must be an
2).
We conclude this section by introducing the 2 × 2 representation matrices X, Y , C, and D of K 1 , K 2 , K 3 , and K 4 , respectively, for rs > 0,
3)
for any a, b ∈ R such that |a| ≤ rs/2 and for the linear independency of C and D, take b = −t/2. These representations are faithful. The 2 × 2 representation matrices X, Y , C, and D generalize those given in [1] . Clearly, the vector space spanned by X, Y , and C is sl(2, C), as a vector space. The representation matrices of L s r , in [2] , are for the special cases, a 2 = rs/2.
Faithful representations for L s
r,t where rst = 0 The case where rs = 0 and t = 0 was considered in the previous section. So, if s = 0 we only need to consider the case where r = 0 and t is any real number. 
For

Remark 3.1. If X commutes with Y = X
† , then X is a normal matrix, and there exists a unitary matrix U such that X = U † ZU for some complex diagonal matrix Z. If U commutes with C and D, then the diagonal matrices Z,Z, C, and D are representation matrices for K 1 , K 2 , K 3 , and K 4 , respectively, and satisfy the physical requirements. We take U = I n when X is diagonal. 
Let the diagonal blocks of K be of degrees i 1 , . . . , i k , respectively. If K ij = O whenever j = i + 1; i, j = 1, . . . , k, then the first i 1 rows of K are zeros, thus from (3.1) the first i 1 columns of K are zeros. Continuing like that in less than k steps, it can be shown that K = O. Hence the proof of the lemma follows.
Proof. Suppose C = O, we use Lemma 1.4 so that c 1 = 0, from (1.
Thus from Lemma 1.1, X is a normal matrix. If t = 0, we use Lemma 1.4, so that
where m i,j is the repetitions of
From (1.3), X can be partitioned into submatrices of the same sizes corresponding to those of D, whose nonzero submatrices are off-diagonal submatrices. Then by Lemma 3.
If t = 0 then from Lemma 1.1, the generators commute and such a case can be considered as a special case of L 0 0,0 of Section 3.3, with C = O.
For s = 0 and r
From (1.5) as s = 0, then (3.1) holds. If the ith row (or column) of X consists entirely of zeros, the ith column (or row) also, consists entirely of zeros and both can be omitted by the following lemma whose proof is analogous to that of Lemma 2.2. So, if X = O, it can be considered that X has no zero row or zero column. 
For s
Although physically is not applicable, but for the sake of completeness, we consider the case when K 1 , K 2 , K 3 , and K 4 are commutant operators. Proof. Let X = U † ZU for a unitary matrix U and a complex diagonal matrix Z. We claim that U commutes with C and D, then the theorem holds by using Remark 3.1. We induce on n, the degree of the representation and prove the cases when X is not diagonal.
For n = 2: if X is not diagonal then from (1.4), both C and D are scalar matrices and both commute with U.
For n = 3: if the diagonal elements of C (or D) are all different, then X must be diagonal. If X has two nonzero elements x ij and x lm , from (1.4), both are nondiagonal elements where x lm is not the x ji , then C and D are scalar matrices and both commute with U. Otherwise, we use Lemma
where X is not a diagonal matrix. That requires X to be a normal matrix. So, there exists a unitary matrix U such that X = U † MU , for some complex diagonal matrix M. Obviously, U commutes with cI 2 and dI 2 . Let U = U O O 1 , and Z = diag(M, g) then U commutes with C and D.
Assume that the theorem is true for n < m. 
