Introduction
Let A = (Uij) be an a x n square matrix over a field K. Then the permanent of A is the matrix function defined by per A = c al, (l) 
it is well known that f(A) = m(det A) where m : K-K is an arbitrary multiplicative function on K, i.e. m(xy) = m(x)m(y) for all x, y E K [l-2] .
The permanent function satisfies a Binet-Cauchy theorem.
In order to state this result we need to simplify our notation and will adopt a formal 'product' notation for repeated adjacent terms inside n-tuples. Thus (:I,. ,. ,x:' . . . 9 2, . ,. > ";' Sl %I will be denoted by (xS,', . . . , x2) or simply (x') where si is the number of times that xi appears inside the n-tuple. If Si = 0 then Xi does not appear. Thus, each Si E Z+ = (0, 1, 2, . . . }, the set of nonnegative integers, and s = (sl, . . . , s,) E Z:. and B E M,,,(K) then f(A) = $(det A) w h ere $ : K-K is an isomorphism of K.
Thus, the Binet-Cauchy functional equation is the source of the common properties of det A and per A. The value of f(E) is sufficient to distinguish between the two functions.
Notation
Throughout the paper K will denote a field of characteristic 0, M,(K) will denote the set of all n x n matrices over K, and Mmxn(K) will denote the set of all m x n matrices over K. (l) ), . . . ) qo(n)) ). Let e;, i=l,..., II, denote the columns and eo), j = 1 , . . . , n, the rows of the 12 X n identity matrix.
The main result
We now show that the Binet-Cauchy functional equation (3) for square matrices characterizes the determinant function f up to an arbitrary multiplicative function provided f(E) = 0. The essential parts of the proof of the theorem are separated into eight lemmas. One of our major tools will be the following inversion theorem of multinomial type Heuvers, Cummings, Bhaskara Rao [3, Theorem 31. Since f # 0 it follows from (7) that f(B) =f(B') # 0. Thus, f(B,) # 0 and
f (B,)
.
Consequently the left-hand side is constant with respect to ui and the right-hand side is constant with respect to a, SO f(A) is constant with respect to Ui and a,. ButiE{l,..., n -l} was arbitrary so f (A) is constant and hence f (A) = f (E) = 0 which contradicts f # 0. Thus, f(B') = 0 for all B E M,(K). Then from (7) f (A ') = 0 follows from f (A ')f (B) = 0 and f # 0. Finally, from equation (7) . . , 1).
Proof. Using equation (6) In particular the IZ x n identity matrix Z is diagonal, so f(A) =f(AZ) =f(A)f(Z). Then since f # 0 it follows that f(Z) = 1. For any (T E S,, f((Z")") =f((ZO),) = 0 ifs # (1, . . . , 1) . Proof. For any p E S,, with p2 = c we have 1 = f (I) = f (ZE) = f (Zp*) =f(ZP)". It is well known that S, is generated by all the transpositions in S,, and that only the consecutive transpositions ai = (i, i + l), i = 1, 2, . . . , n -1 are needed. Let /12=(1, 3) and pk = (1, k)(2, k+ 1) for k=3,.
Lemma 4.
. . , a -1. Then pi= E and &Y,& = LX, for k = 2,3, . . . , n -1. Now we have We will now show that $J is either an isomorphism of K or else C$ equals a nonconstant multiplicative function m on K. In the sum if ik = il for k # 1 then ci = [aillei,, . . . , ai,,eJ is missing at least one column and must have a zero row. Thus, f(ci) = 0. Otherwise, if ik # il for k # 1  then i = (i,, . . . , i,) = (a(l) , . . . , o(n)) for some o E S, so b ,(l)leo (l) 
Thus, f(A) = 0 if A has rank 1.
In order to complete the proof we need to introduce the following notation. If [l, n] = (1, . . . , n} let Js [l, n] with lJ1 =r, i.e. J= {jl,. . . ,jr}. Let sJ= 
