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Property Lp(µ), p 6=
2,∞
L2(µ) L∞(µ) Cr(M) RKHS RKHA
Banach space (normed, complete)
Inner-product structure
Pointwise evaluation
Algebra structure
Table 1: Summary of the common choices of functional spaces. On the left are some properties commonly desired from
functional spaces, the table shows which space satisfies which property. The goal of this paper is to construct a space(s) called
RKHA or Reproducing kernel Hilbert algebra. See Section 1 for more discussions on RKHS or RKHA.
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Abstract
We describe the construction of a nested family of Hilbert spaces {Hτ : τ > 0} of functions on a torus, which
also have a Banach *-algebra structure under the pointwise product of functions. This space is built using
the eigenfunctions of the Laplace Beltrami operator (Laplacian) on the torus, and is dense in both the space
of smooth functions, and the space of functions square integrable with respect to the normalized Lebesgue
volume measure on the torus. This makes the Hτ good candidates for an approximation space, or for a
hypothesis space in conditional expectation problems. In the 1-dimensional case of the circle, these spaces
are related to a fractional diffusion operator. We propose that these spaces Hτ should also be useful in a
range of applications, including Galerkin methods, signal processing, ergodic theory, exterior calculus and
analysis on manifolds. We construct these spaces by directly describing an orthonormal basis. The elements
of these basis have the additional advantage of being easily approximable from data-driven or finite rank
approximations of the kernel integral operators.
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1. Introduction.
In many areas of applied and theoretical mathematics, such as harmonic analysis, analysis on manifolds,
signal processing and Galerkin methods, one works with operators or performs approximations of functions
using some choice of a functional space. The choice of the functional space strongly affects the outcome
and applicability of the methods being developed. The purpose of this paper is to provide a constructive
definition of a functional space which satisfies many aspects of a good functional space, especially in the
context of dynamical systems. We have listed some properties desirable from a functional space in Table 1,
along with some common choices of spaces.
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Two basic choices for a functional space are Lp(µ) or Cr(M), where Lp(µ) is the collection of Lp-
equivalence classes with respect to a measure µ; and Cr(M) denotes the collection of Cr-smooth functions
on a manifold M . The Lp(µ) has the advantage of not requiring any manifold structure on the underlying
space. When p = 2 it is also a Hilbert space and thus allows for the crucial operations of orthogonal
projections and inner-products. Results in harmonic analysis and the operator theoretic formulation of
dynamical systems are often stated in the context of Lp(µ) spaces. In certain situations [1, 2], one may
enforce some regularity on the functions by defining a more general notion of Sobolev spaces.
The disadvantage of working in L2(µ) is that the elements of this space are equivalence classes of func-
tions, and the basic task of evaluation at points cannot be performed. This poses a challenge when trying
to state rigorous results on prediction of observables. This shortcoming is overcome by Cr(M) functions,
which have the additional property of being regular. However, these spaces are not Hilbert spaces and there
is no concept of an inner-product or a unique way to define projections. The lack of an inner product also
makes it difficult to determine the coefficients of a vector with respect to a given Schauder basis.
A bridge between these two spaces are reproducing kernel Hilbert spaces, or RKHSs. These have been
used extensively in learning and extrapolation, and have recently been used in the spectral analysis of
dynamical systems [3, 4] and data-assimilation in partially observed dynamical systems [5]. In typical
situations, these are dense as subspaces of both L2(µ) and Cr(M), and have a Hilbert structure of their
own. The are however not an algebra, i.e., these spaces are not preserved by taking products of functions.
The extra structure on an algebra provides many more tools to study linear operators on these spaces. Some
classical examples are the spectral exterior calculus of a manifold [6], and the use of the GNS representation
theorem for operator algebras to study operators in quantum mechanics [7]. The latter technique has
also been extended to data-analysis in a stochastic dynamical system [8]. The present work describes the
construction of Hilbert spaces of smooth functions that also carry the algebra property. We next state more
precisely the desirable properties of our functional space, using a notion called a Hilbert algebra.
Hilbert algebras. For our purposes, a Hilbert algebra is a Hilbert space H with an additional binary multi-
plication operation · : H ×H → H which makes it a Banach *-algebra [e.g. 9]. Additionally we require that
‖ab‖ ≤ ‖a‖‖b‖, 〈ab, c〉H = 〈b, a
∗c〉H = 〈a, cb
∗〉H , ∀a, b, c ∈ H. (1)
Equation (1) along with the distributive property of algebras imply that for each a ∈ H , the operations
of left and right multiplication by a is a norm preserving, *-homomorphism between H and Lb(H ;H), the
collection of bounded linear maps from H to H . The algebra will be called associative / commutative, if
the multiplication operation is associative / commutative. H will be called unital if it has a special unit
element, denoted as 1H , such that for every a ∈ H , a1H = 1Ha = a. For our purposes, we will call a family
of functions {Hτ : τ > 0} a nested family of commutative, unital Hilbert *algebras if for each 0 < τ < τ
′
Hτ ′ ⊂ Hτ , ‖h‖τ ′ > ‖h‖τ , ∀h ∈ Hτ ′ .
where ‖·‖τ denotes the Hτ -norm. In the next section, we will describe a construction of these spaces. Since
these will additionally also be RKHS, we will call them reproducing kernel Hilber algebra-s or RKHAs. Our
notion of a Hilbert algebra is somewhat different from some traditional definitions [e.g. 10, 11], mainly by
our requirement of a Banach *-algebra property.
2. Hilbert algebras on the circle and torus
We will now consider the cases when M = Td, the d-dimensional torus which is the d-fold Cartesian
product of T1, the unit circle. These are compact Abelian Lie groups and their Haar probability measure
µ is also the volume measure associated to the canonical flat Riemannian metric, suitable scaled to be a
probability measure. We will first describe the construction of a RKHA on the circle and then on Td. The
construction is closely related to a notion central to analysis on manifolds : the Laplacian.
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Laplacian operator. Given a Riemannian metric on a manifold M , one can define a Laplace-Beltrami oper-
ator [e.g. 12] ∆ : C∞(M)→ C∞(M), which is an unbounded, self-adjoint operator. The operator ∆ is also
referred to as the Laplacian or diffusion operator. It has many equivalent definitions, one of them being
the divergence with respect to the volume measure of the gradient of a smooth function. The Laplacian
is the key component of the heat equation du/dt = ∆u, the basic model for the study of heat conduction
and other diffusive processes through material medium. It is usual to view the Laplacian as an unbounded
operator ∆ : dom(∆) → L2(µ), where dom(∆) is a dense subspace of L2(µ), and L2(µ) is the collection of
functions square integrable with respect to the Riemannian volume measure µ of M . On T1 and with the
metric chosen as above, ∆ is simply the second-order differential operator
(∆f)(θ0) =
∂2
∂θ2
∣∣∣∣
θ=θ0
f(θ), ∀f ∈ C2
(
T
1
)
, ∀θ0 ∈ S
1.
Although ∆ is an unbounded operator, it always has a purely discrete spectrum with its eigenfunctions
forming an orthonormal basis of L2(µ). For M = T1, these eigenpairs take the form
∆ϕj = λjϕj , λj = j
2, ϕj(x) = e
ιjx ∀x ∈ T1, (2)
where the index j runs over Z. A related notion is that of a fractional diffusion process [e.g. 13], which
models phenomenon such as continuous-time random walks. It is the evolution group e−τ∆
1/2
generated
by the operator ∆1/2. The fractional diffusion generator ∆1/2 is defined uniquely by its action on the
orthonormal basis {ϕj : j ∈ Z}, namely :
∆1/2ϕj = λ
1/2
j ϕj = |j|ϕj .
The action of the fractional diffusion generator ∆1/2 can be described using a integral operator as
(∆1/2f)(x) =
∫
T1
kτ (x, y)f(y)dµ(y)
where kτ : T
1 × T1 → R is defined as
kτ (x, y) :=
∑
j∈Z
λτ,jϕj(x)ϕ
∗
j (y), (3)
where ∗ denotes complex conjugation, and
λτ,j := e
−τλ
1/2
j = e−τ |j|. (4)
We will prove that the series for kτ converges uniformly and in C
0 norm for every r > 0. A more important
consideration for us will be a certain Hilbert space of functions associated to kτ , called RKHS.
RKHS. A kernel function such as kτ above is a function k : M ×M → R, which measures the similarity
between pairs of points on M . Kernel functions can be of various designs, and are meant to capture the
geometric structures of the underlying manifold; see for example [14, 15, 16]. A kernel k is be said to be
positive semidefinite if for every x0, x1, . . . , xn ∈ M and c0, c1, . . . , cn ∈ C,
∑n−1
i,j=0 c
∗
i k(xi, xj)cj ≥ 0. It will
called strictly positive definite if equality holds in this equation iff each of the ci-s are zero. We will make
the following general assumptions on kernels.
Assumption 1. k :M ×M → R is a Cr symmetric, positive semidefinite kernel, for some r ≥ 0.
A reproducing kernel Hilbert space or RKHS is a Hilbert space of pointwise evaluated functions that one
can associate with any symmetric, positive semi-definite kernel k : M ×M → R. If the kernel k is Cr,
the corresponding Hilbert space H will also consist of Cr functions. To define H, first note that for every
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x ∈ M , kx := k(·, x) is a continuous function. Next, consider the pre-Hilbert space H
′ consisting of finite
linear combinations of {kx : x ∈M}, and with the inner-product structure〈
m∑
i=1
aik(·, xi),
n∑
j=1
bjk(·, yj)
〉
:=
m∑
i=1
n∑
j=1
a∗i bjk(xi, yj).
The RKHS H can now be defined as the Hilbert space completion of H′, with the inner-product structure as
above. By the Moore-Aronszajn theorem [17], the elements in this Hilbert space completion are themselves
well defined Cr functions.
Theorem 1. For every τ > 0, the series for kτ in (3) converges uniformly and absolutely. Moreover, kτ
satisfies Assumption 1. Hence one also has a sequence of associated RKHSs Hτ . Then {Hτ : τ > 0} is a
nested family of commutative, unital Hilbert *algebras.
Remark. The kernel kτ in (3) has the simple expression kτ (θ, θ
′) = sinh(τ)cosh(τ)−cos(θ−θ′) . To see why, note that
kτ (θ, θ
′) =
∑
j
e−|j|τeιj(θ−θ
′) =
∞∑
j=0
e−jτeιj(θ−θ
′) +
∞∑
j=0
e−jτe−ιj(θ−θ
′) − 1
=
[
1− e−τ+ι(θ−θ
′)
]−1
+
[
1− e−τ−ι(θ−θ
′)
]−1
− 1 =
sinh(τ)
cosh(τ)− cos(θ − θ′)
.
We will prove Theorem 1 as a special case of a more general result on Td for general d ∈ N.
The d-dimensional torus. As before, the spaces of functions that we will construct will be RKHSs associated
to a kernel function, which in turn will be related to the Laplacian. The Laplacian has a purely discrete
spectrum as usual on M = Td, with its eigenfunctions forming an orthonormal basis of L2(µ). These
eigenpairs take the form
∆ϕ~j = λ~jϕ~j , λ~j = exp(−‖
~j‖22), ϕ~j(
~θ) = exp
(
ι~θ ·~j
)
∀~θ ∈ Td, (5)
where the eigenpairs have been indexed by ~j ∈ Zd (instead of a scalar j ∈ Z). Here ‖·‖2 denotes the
Euclidean 2-norm. The Laplacian eigenfunctions are therefore, simply the Fourier functions on the torus.
Similar to (4), define
λτ,~j := exp
(
−τ
∥∥∥~j∥∥∥
1
)
. (6)
where ‖·‖1 denotes the Euclidean 1-norm. Similarly to (3), we define a kernel kτ as
kτ (x, y) :=
∑
~j∈Zd
λτ,~jϕ~j(x)ϕ
∗
~j
(y), (7)
We now have similarly to Theorem 1:
Theorem 2. For every τ > 0, the series for kτ in (7) converges uniformly and absolutely. Moreover, kτ
satisfies Assumption 1. Hence one also has a sequence of associated RKHSs Hτ . Then {Hτ : τ > 0} is a
nested family of commutative, unital Hilbert *algebras.
Note that when d = 1, (6) is equivalent to (4) and thus Theorem 1 is a special case of Theorem 2. We
will prove Theorem 2 in Section 5. We will show that they are a special case of a more general method on
arbitrary manifolds which is based on kernel integral operators.
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3. Hilbert algebras from kernel integral operators
We now give a more general construction of a parameterized family of RKHSs on a manifold. It is based
on kernel integral operators, and we show in Theorem 3 that if the kernel satisfies certain assumptions, one
gets a nested family of Hilbert spaces. The following will be a standing assumption for the rest of the paper.
Assumption 2. M is a Cr manifold, and µ is a Borel probability measure with a compact support X.
The measure µ could be a smooth volume measure, a purely atomic sampling measure or an invariant
measure corresponding to a fractal, chaotic set of a dynamics. Given any such µ, one can consider the
Hilbert space L2(µ) of equivalence classes of functions which are square integrable with respect to (wrt) µ.
The norm on this space will be denoted as ‖·‖µ and it arises from the following inner product:
〈f, g〉µ =
∫
X
f∗gdµ.
A kernel function k :M×M → R will be called square integrable (w.r.t. µ) if
∫
M×M |k(x, y)|dµ(x)µ(y) <∞,
i.e., k ∈ L2(µ × µ). Note that if k satisfies Assumption 1, then under the compactness assumption in
Assumption 2, k is guaranteed to be in L2(µ × µ). Associated to a k ∈ L2(µ × µ) is a compact integral
operator K : L2(µ)→ L2(µ) defined as
Kf(x) :=
∫
X
k(x, y)f(y) dµ(y).
By the symmetry of k, K is self-adjoint and has a spectrum confined to the real-line. Since µ has compact
support, K is also a compact and thus has a bounded, purely atomic spectrum. Suppose that Assumption 1
holds. Then strict positive definiteness implies that the spectrum is positive, the eigenvalues admit the
ordering λ0 > λ1 ≥ λ2 ≥ · · · and the corresponding eigenfunctions, φj form a real orthonormal basis of
L2(µ). On certain occasions, it is advantageous to have the additional property of being a Markov kernel,
which means that the top eigenvalue λ0 of K equals 1 and the corresponding eigenvector φ0 equals 1M , the
constant function on M , equal to 1. If Assumptions 12 are satisfied and k is also strictly positive definite,
then k can be transformed into a symmetric, strictly-positive definite Markov kernel using the method of
binormalization [18]. Thus, in addition if the Markov property holds, then λ0 = 1, φ0 = 1M , and the
spectrum of K is discrete and confined to the interval (0, 1].
Universal applicability of integral operators. Due to the unspecified nature of µ, one can use kernel integral
operators and their related techniques in a wide variety of situations. In general, the eigenbasis of kernel
integral operators have a strong connection with the underlying geometry [19]. When X = M and µ is a
a Riemannian volume measure, then K suitably designed have been shown to yield the eigenfunctions of
the associated Laplace Beltrami operator [16]. Even when X is non-smooth or fractal, using the method of
delay-coordinates, the eigenfunctions of K has been shown to yield salient dynamic features [2].
Integral operators and RKHS. The operator K plays an important role in the construction of H, the RKHS
associated to the kernel k. First of all, the range of K is a dense subspace of H, and thus K can be viewed
as the operator
K : L2(µ)→ H.
Moreover for each j ∈ N0, define the functions ϕj and ψj as
ϕj := λ
−1
j Kφj , ψj := λ
−1/2
j Kφj = λ
1/2
j ϕj . (8)
The functions ϕj are C
r representations of the L2(µ) functions φj , and the set {ψj : j ∈ N0} is an
orthonormal basis for H. If K is viewed as an operator with codomain H rather than L2(µ), one can
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compose it with its adjoint K∗ : H → L2(µ) to effectively get an integral operator mapping L2(µ) into
L2(µ), namely,
G = K∗K : L2(µ)→ L2(µ).
It is a standard result that the map K∗ is simply the inclusion map of the continuous functions in H into
their respective L2(µ) equivalence classes. As a result, the operator G is the same as our former definition
of K as an operator on L2(µ). Some important relations between K and K∗ are summarized as follows:
K∗Kφj = λjφj , K
∗ψj = λ
1/2
j φj . (9)
A general cascade framework. We will now provide a framework to build a cascade of RKHSs {Hτ : τ > 0},
where τ will be a parameter. It is based on a technique developed in [3], and is reminiscent of the construction
of rigged Hilbert spaces [20]. The RKHSs Hτ will be associated to a parameterized family of reproducing
kernels kτ and its associated integral operator Kτ . Instead of constructing kτ directly, we will explicitly
construct the discrete spectrum
λτ,0 > λτ,1 ≥ λτ,2 ≥ . . . > 0
of Kτ and then construct kτ using the λτ,j and ϕj from (8), in a manner analogous to (3) and (7). The exact
definitions of the λτ,j will depend on the case in consideration. But assuming that the λτ,j are defined, we
can define, at least formally, a kernel kτ as follows:
kτ :M ×M → R, kτ (x, y) :=
∞∑
j=−∞
ψτ,j(x)ψ
∗
τ,j(y). (10)
where
ψτ,j := λ
1/2
τ,j ϕj , ∀j ∈ N0. (11)
We will show that under certain conditions on M,µ, k and the λτ,js, the infinite sum in (10) is well-defined.
If kτ is a well defined function, then one has the smoothing operator :
Kτ : L
2(µ)→ Hτ , Kτf :=
∫
X
kτ (·, y)f(y)dµ(y)
and the compact symmetric operator
Gτ : L
2(µ)→ L2(µ), Gτ := K
∗
τKτ .
We show in Theorem 3 that the ψτ,j play the same role for Hτ as the ψj (8) does for H. For that, we need
the following assumptions.
Assumption 3. The functions ϕj are bounded in ‖‖sup norm, uniformly over j. Moreover for each τ > 0,∑∞
j=0 λτ,j <∞
Assumption 4. For each j ∈ N0, λτ,j depends continuously on τ and converges monotonically to 0 as
τ →∞.
Given a reproducing kernel k : M ×M → R and its corresponding RKHS H, H(X) will denote the
subspace of H spanned by the collection {k(x, ·) : x ∈ X}. Then we have:
Theorem 3. Let M be a manifold and Assumptions 1, 2 and 3 hold. Then:
(i) The series for kτ in (10) converges absolutely and uniformly over X ×X.
(ii) The kernel kτ also satisfies Assumptions 1. Thus there is an RKHS Hτ associated to the kernel kτ .
(iii) The ψτ,j from (11) form an orthonormal basis for Hτ (X). Moreover
ψτ,j = λ
−1/2
τ,j Kτφj ; ϕτ,j = λ
−1
τ,jKτφj . (12)
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(iv) In particular, Hτ (X) is a dense subset of L
2(µ) and C0(X), for each τ > 0.
(v) Further, if Assumption 4 holds, then the Hτ form a nested sequence of Hilbert spaces, i.e., for each
0 < τ < τ ′,
Hτ ′ ⊂ Hτ , ‖h‖τ ′ > ‖h‖τ , ∀h ∈ Hτ ′ .
We first prove Theorem 3 in Section 4. We shall also establish some lemmas which follow from Theorem 3.
In Section 5 we show that Assumption 3 is satisfied on the torus and thereby prove Theorem 2.
4. Proof of Theorem 3
We begin with two results which reveal parts of the claims of Theorem 3. The hypothesis of these
results are themselves consequences of the assumptions of Theorem 3. These results are continuations of the
authors’ work in [3]. These results difer from notable results in kernel integral operator theory [e.g. 21, 22]
which begin with the assumption that the kernel k is semidefinite. The following proposition gives sufficient
conditions under which a kernel is semidefinite.
Proposition 4. Let Assumption 2 hold and k : X ×X → R be a continuous kernel. Then if the integral
operator G : L2(µ)→ L2(µ) associated to k and µ is positive semidefinite, then so is the kernel k.
Proof. It is equivalent to show the contrapositive, i.e., if k is not positive semidefinite, then neither is G. So
let there be ai ∈ C and xi ∈ X for i = 1, . . . , n such that
∑n
i=1
∑n
j=1 a
∗
i ajk(xi, xj) = −δ for some δ > 0.
For each ǫ > 0, let Ui(ǫ) be a neighborhood of xi such that
sup
{
‖k(·, xi)− k(·, y)‖sup(X) : y ∈ Ui(ǫ)
}
< ǫ.
Since the xi ∈ supp(µ), we have µ (Ui(ǫ)) > 0 for each ǫ > 0. Define
φǫ :=
n∑
i=1
bi1Ui(ǫ), bi := ai/µ(Ui(ǫ)).
Then φǫ lies in L
2(µ). To show that G is not positive semidefinite, it is enough to show that for some ǫ > 0,
the inner-product 〈φǫ, Gφǫ〉µ is negative. Note that
(Gφǫ) (x) =
∫
X
k(x, y)φǫ(y)dµ(y) =
n∑
j=1
bj
∫
Uj(ǫ)
k(x, y)dµ(y).
Therefore,
〈φǫ, Gφǫ〉µ =
〈
n∑
i=1
bi1Ui(ǫ), Gφǫ
〉
µ
=
n∑
i=1
n∑
j=1
b∗i bj
∫
Ui(ǫ)
∫
Uj(ǫ)
k(x, y)dµ(x)dµ(y)
=
n∑
i=1
n∑
j=1
b∗i bj
∫
Ui(ǫ)
∫
Uj(ǫ)
[k(xi, xj)− k(x, y)] dµ(x)dµ(y)
+
n∑
i=1
n∑
j=1
b∗i bj
∫
Ui(ǫ)
∫
Uj(ǫ)
k(xi, xj)dµ(x)dµ(y)
=
n∑
i=1
n∑
j=1
b∗i bj
∫
Ui(ǫ)
∫
Uj(ǫ)
[k(xi, xj)− k(x, y)] dµ(x)dµ(y) +
n∑
i=1
n∑
j=1
a∗i ajk(xi, xj)
=
n∑
i=1
n∑
j=1
b∗i bj
∫
Ui(ǫ)
∫
Uj(ǫ)
[k(xi, xj)− k(x, y)] dµ(x)dµ(y) − δ.
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Therefore,
∣∣∣〈φǫ, Gφǫ〉µ + δ∣∣∣ ≤
n∑
i=1
n∑
j=1
|b∗i bj |
∫
Ui(ǫ)
∫
Uj(ǫ)
|k(xi, xj)− k(x, y)| dµ(x)dµ(y) ≤ ǫ
n∑
i=1
n∑
j=1
|a∗i aj |.
Since this inequality holds for every ǫ > 0 and since
∑n
i=1
∑n
j=1 |a
∗
i aj | is bounded and constant, for ǫ small
enough, the RHS is less than 0.5δ. In that case, 〈φǫ, Gφǫ〉µ must the less than −0.5δ and is thus negative.
This completes the proof of the claim.
Next, we give sufficient conditions under which the operator G is semidefinite.
Proposition 5. Let Assumption 2 hold and and suppose that {ϕj : j ∈ N0} be a sequence of continuous
functions which also form an orthonormal basis for L2(µ). Let there be bounded, positive constants a0, a1, . . .
such that the series
k(x, y) =
∞∑
j=0
ajϕj(x)ϕ
∗
j (y)
converges uniformly and absolutely. Then k : X ×X → R is a uniformly continuous, symmetric, positive
semidefinite kernel.
Proof. The uniform continuity and symmetry of k follows from the assumption on the series. To prove
semidefiniteness, let G : L2(µ) → L2(µ) be the integral operator associated to k and µ. Then G is a
compact symmetric operator, and the {ϕj : j ∈ N0} form a complete set of eigenvectors for G, and aj are
the corresponding eigenvalues. To check this, note that
(Gϕi)(x) =
∫
X
k(x, y)ϕi(y)dµ(y) =
∫
X
∞∑
j=0
ajϕj(x)ϕ
∗
j (y)ϕj(y)dµ(y)
=
∞∑
j=0
ajϕj(x)
∫
X
ϕ∗j (y)ϕj(y)dµ(y) =
∞∑
j=0
ajϕj(x)δi,j = aiϕi(x).
In the above equations, the integral can be brought inside the infinite sum because of the uniform absolute
convergence of the series for k. Since all the aj are positive by assumption, G is positive definite. Thus
Proposition 4 applies and k is positive semidefinite.
Proof of Theorem 3. By assumption, there is a constant C > 0 such that for every j, ‖ϕj‖sup ≤ C. Therefore,
sup
x,y∈X
∣∣∣∣∣∣
∑
|j|≥N
ψτ,j(x)ψ
∗
τ,j(y)
∣∣∣∣∣∣ ≤ supx,y∈X
∑
|j|≥N
∣∣ψτ,j(x)ψ∗τ,j(y)∣∣ by (11)= sup
x,y∈X
∑
|j|≥N
λτ,j |ϕj(x)| |ϕj(y)| ≤ C
2
∑
|j|≥N
λτ,j .
Thus by the summability of the λτ,js,
lim
N→∞
sup
x,y∈X
∣∣∣∣∣∣
∞∑
j=N
ψτ,j(x)ψ
∗
τ,j(y)
∣∣∣∣∣∣ = C2 limN→∞
∑
|j|≥N
λτ,j = 0, (13)
and the series (10) for kτ converges absolutely and uniformly, proving Claim (i). Claim (ii) follows immedi-
ately from Proposition 5.
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Proof of Claim (iii). To prove the orthonormality of the ψτ,j, we begin with the observation∫
X
ψ∗τ,i(y)φj(y)dµ(y)
by (11)
= λ
1/2
τ,i
∫
X
ϕ∗i (y)φj(y)dµ(y) = λ
1/2
τ,i 〈ϕi, φj〉µ = λ
1/2
τ,i 〈φi, φj〉µ = λ
1/2
τ,i δi,j . (14)
Now note that
Kτφk =
∫
X
kτ (·, y)φj(y)dµ(y) =
∫
X

 ∞∑
j=0
ψτ,j(·)ψ
∗
τ,j(y)φk(y)

 dµ(y).
Therefore for every N > k,
‖Kτφk − λτ,kϕk‖sup =
∥∥∥∥∥∥
∫
X

 ∞∑
j=0
ψτ,j(·)ψ
∗
τ,j(y)φj(y)

 dµ(y)− λτ,kϕk
∥∥∥∥∥∥
sup
≤
∥∥∥∥∥∥
N−1∑
j=0
∫
X
ψτ,j(·)ψ
∗
τ,j(y)φk(y)dµ(y)− λτ,kϕk
∥∥∥∥∥∥
sup
+
∥∥∥∥∥∥
∫
X

 ∞∑
j=N
ψτ,j(·)ψ
∗
τ,j(y)φk(y)

 dµ(y)
∥∥∥∥∥∥
sup
=
∥∥∥λ1/2τ,kψτ,k − λτ,kϕk∥∥∥
sup
+
∥∥∥∥∥∥
∫
X

 ∞∑
j=N
ψτ,j(·)ψ
∗
τ,j(y)φk(y)

 dµ(y)
∥∥∥∥∥∥
sup
by (14),
=
∥∥∥∥∥∥
∫
X

 ∞∑
j=N
ψτ,j(·)ψ
∗
τ,j(y)φ
∗
k(y)

 dµ(y)
∥∥∥∥∥∥
sup
by (11),
≤
∫
X
∥∥∥∥∥∥
∞∑
j=N
ψτ,j(·)ψτ,j(y)
∥∥∥∥∥∥
sup
φk(y)dµ(y) ≤
∥∥∥∥∥∥
∞∑
j=N
ψτ,j(·)ψ
∗
τ,j(y)
∥∥∥∥∥∥
sup
.
Thus taking limN→∞ on both sides gives
‖Kτφk − λτ,kϕk‖sup = limN→∞
‖Kτφj − λτ,kϕk‖sup ≤ limN→∞
∥∥∥∥∥∥
∞∑
j=N
ψτ,j(·)ψτ,j(y)
∥∥∥∥∥∥
sup
= 0, by (13).
ThusKτφk = λτ,kϕk = λ
1/2
τ,kψτ,k, proving (12). Next note that sinceHτ is defined to be the RKHS associated
to kτ , the range of the integral operator Kτ will be dense in Hτ (X). By (12), each of the ψτ,js are in the
range of Kτ and hence lie in Hτ (X). We will next prove that {ψτ,j : j ∈ N0} is an orthonormal set in Hτ :
〈ψτ,i, ψτ,j〉Hτ
by (12)
=
〈
λ
−1/2
τ,i Kτφi, λ
−1/2
τ,j Kτφj
〉
Hτ
= (λτ,iλτ,j)
−1/2 〈K∗τKτφi, φj〉µ
= (λτ,iλτ,j)
−1/2 λτ,i 〈φi, φj〉µ = δi,j .
Here we have used the fact that K∗τKτφi = λτ,iφi, analogously to (9). It remains to be shown that
{ψτ,j : j ∈ N0} is a basis. Since they are orthonormal, this is true iff their linear span is dense. Thus it is
equivalent to show that if there is a ψ ∈ Hτ (X) which is orthogonal to each of the ψτ,j , then ψ must be
zero. But then for each j ∈ N0,
0 = 〈ψ, ψτ,j〉Hτ
by (12)
= λ
−1/2
τ,j 〈ψ,Kτφj〉Hτ = λ
−1/2
τ,j 〈K
∗
τψ, φj〉µ .
Since the {φj : j ∈ N0} form an orthonormal basis for L
2(µ), this proves that K∗τψ must be 0. But
kerK∗τ = ran(Kτ )
⊥ = {0}
since ranKτ is dense. Thus ψ = 0, proving the claim.
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Proof of Claim (iv). This follows from the fact that the ϕj and the ψτ,j are orthonormal bases for L
2(µ)
and Hτ (X) respectively. By (12), the ψτ,j are scalar multiples of the ϕj . Thus Hτ (X) must be dense in
L2(µ).
Proof of Claim (v). Note that for each j ∈ N0, ϕj lies in Hτ for every τ > 0. Thus for each τ
′ > 0, ψτ,j
also lies in Hτ ′ and
‖ψτ,j‖τ ′ =
∥∥∥λ1/2τ,j ϕj∥∥∥
τ ′
= (λτ,j/λτ ′,j)
1/2
∥∥∥λ1/2τ ′,jϕj∥∥∥
τ ′
= (λτ,j/λτ ′,j)
1/2 ‖ψτ ′,j‖τ ′ = (λτ,j/λτ ′,j)
1/2
Thus depending on whether τ ′ is greater than or less than τ , ‖ψτ,j‖τ ′ is greater than or less than ‖ψτ,j‖τ ,
which equals 1. The inclusions and inequality of Claim (v) follow immediately from this observation. This
completes the proof of Theorem 3.
We end this section with two important applications of Theorem 3, in the form of lemmas. We shall
need them later in the paper.
Lemma 4.1. Let the assumptions of Theorem 3 hold, (aj)j be a sequence of numbers, and τ > 0. Then the
functions fN =
∑
|j|≤N ajϕj converges as N → ∞ to a function in Hτ iff the sequence
(
λ
−1/2
τ,j |aj |
)
j
is ℓ2,
i.e.,
∑
j λ
−1
τ,j |aj |
2 <∞.
The proof of this lemma follows from basic Hilbert space theory and will be omitted.
Lemma 4.2. Let M be a manifold and Assumptions 1, 2, 3 and 4 hold. Then for every T > 0 and every
f ∈ HT , the map τ 7→ ‖f‖τ defined for τ ∈ (0, T ], is continuous.
Proof of Lemma 4.2. Note that the map is well defined because the Hτ form a nested family of spaces, so
f ∈ Hτ for every τ ∈ (0, T ]. Let f =
∑
j ajψT,j . Then we also have
f =
∑
j
ajψT,j
by (11)
=
∑
j
ajλ
1/2
T,jϕj =
∑
j
aj [λT,j/λτ,j]λ
1/2
τ,j ϕj
by (11)
=
∑
j
aj [λT,j/λτ,j]
1/2
ψτ,j .
Now define r(j; τ, T ) := λT,jλ
−1
τ,j . Then the above equation can be rewritten as
‖f‖
2
τ =
∑
j
|aj |
2λT,jλ
−1
τ,j =
∑
j
|aj |
2r(j; τ, T ), .
By Assumption 4, for every j, r(j; τ, T ) varies continuously with τ , and
lim
τ ′→τ
λτ ′,j = λτ,j ; lim
τ ′→τ
r(j; τ ′, T ) = r(j; τ, T ), r(j; τ, T ) < 1, ∀0 < τ < T. (15)
Now note that
‖f‖
2
τ − ‖f‖
2
τ ′ =
∑
|j|<N
|aj |
2 [r(j; τ, T )− r(j; τ ′, T )] +
∑
|j|≥N
|aj |
2 [r(j; τ, T )− r(j; τ ′, T )]
We can derive an upper-bound for the left-hand side (LHS) using (15) as∣∣∣‖f‖2τ − ‖f‖2τ ′∣∣∣ ≤ ∑
|j|<N
|aj|
2 |r(j; τ, T )− r(j; τ ′, T )|+
∑
|j|≥N
|aj |
2
Therefore, taking the limit τ ′ → τ gives
lim sup
τ ′→τ
∣∣∣‖f‖2τ − ‖f‖2τ ′∣∣∣ ≤ lim sup
τ ′→τ
∑
|j|<N
|aj |
2 |r(j; τ, T )− r(j; τ ′, T )|+
∑
|j|≥N
|aj |
2 by (15)=
∑
|j|≥N
|aj |
2.
Taking the limit N →∞ on both sides gives
lim sup
τ ′→τ
∣∣∣‖f‖2τ − ‖f‖2τ ′∣∣∣ = limN→∞ lim supτ ′→τ
∣∣∣‖f‖2τ − ‖f‖2τ ′∣∣∣ = limN→∞
∑
|j|≥N
|aj |
2 = 0,
since {aj}j is by definition, an ℓ
2 sequence. This completes the proof of the lemma.
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5. Proof of Theorem 2
For simplicity of notation a bit we shall use j to denote a vector in Zd, instead of the vectorial ~j notation
from (5). Continuing the simplification, the L1 norm
∥∥∥~j∥∥∥
1
will be denoted as |j|.
Outline of the proof. We will first show that the Fourier / Laplacian eigenfunctions in (5) arise from a
kernel integral operator. We will next show that Assumptions 1, 2, 3 and 4 hold. Then Theorem 3 will
be applicable and the kernels kτ and RKHS Hτ become well defined. Finally, we will prove the algebraic
structure on Hτ .
The Laplacian on Td. For the torus, M = Td and µ will be the normalized Riemannian volume measure,
as described earlier. Thus Assumption 2 is satisfied with X = M . It is well known [e.g. 23, 22] that the
action of the Laplacian on Td can be defined in terms of a kernel integral operator KLap with a C
0 kernel
kLap. Thus the Fourier eigenfunctions ϕj from (5) are also the eigenfunctions of a kernel integral operator
whose kernel satisfies Assumption 1. The definition of the λτ,j (6), and the fact that Fourier functions have
constant magnitude equal to one, implies that both Assumption 3 and 4 hold. Thus Theorem 3 is applicable.
Next note that the series for kτ in (7) which is in terms of the Laplacian eigenfunctions, is the same as the
series in (10) which is in terms of the kernel integral eigenfunctions. Thus by Theorem 3, {Hτ : τ > 0} is a
well defined, nested family of Hilbert spaces. It remains to be shown that for for each τ > 0, Hτ is a unital,
commutative Hilbert *algebra. For that we need the following key property of pointwise products between
various RKHS functions.
Proposition 6. Let the assumptions and notations of Theorem 2 hold. Then for every τ > 0, c > 0,
f ∈ H(c+1)τ and g ∈ Hτ , the pointwise product fg lies in Hτ . Moreover, there is a constant Cτ > 0
depending only on τ such that ‖fg‖τ ≤ Cτ ‖f‖(c+1)τ ‖g‖τ .
Theorem 2 now follows from Proposition 6. The continuity of the norm ‖·‖τ with τ from Lemma 4.2
implies that for every f ∈ H(c+1)τ and g ∈ Hτ ,
‖fg‖τ ≤ Cτ ‖f‖τ ‖g‖τ . (16)
Since H(c+1)τ is dense in Hτ , the above inequality applies to f ∈ Hτ as well. Thus Hτ is an algebra. Since
ϕ0 = 1X , it serves as a unit element and Hτ is unital. It is commutative since pointwise multiplication is
commutative. The ∗-algebra property is satisfied by any functional algebra. The normed algebra property
(ii) of a Hilbert algebra follows from (16). This proves that for each τ > 0, Hτ is indeed a Hilbert algebra,
and completes the proof of Theorem 2.
The rest of this section will be devoted to the Proposition.
Proof of Proposition 6. One of the key properties of the Laplacian eigenbasis on the torus that we will rely
on is that
φiφj = φi+j , φiφ
∗
j = φi−j , ∀i, j ∈ Z
d. (17)
Let f =
∑
j fjψ(c+1)τ,j ∈ H(c+1)τ and g =
∑
j gjψτ,j ∈ Hτ . Since f, g are continuous functions, their
product fg is also continuous and hence is in L2(µ). Therefore for every j ∈ Zd, the following inner
products exist:
ak := 〈φk, fg〉µ = 〈f
∗φk, g〉µ =
〈
f∗φk,
∑
j
gjψτ,j
〉
µ
=
∑
j
gj 〈f
∗φk, ψτ,j〉µ =
∑
j
gj
〈
ψ∗τ,jφk, f
〉
µ
=
∑
j
gj
〈
ψ∗τ,jφk,
∑
i
fiψ(c+1)τ,i
〉
µ
=
∑
j
gj
∑
i
fi
〈
ψ∗τ,jφk, ψ(c+1)τ,i
〉
µ
=
∑
i,j
figj
〈
φk, ψ(c+1)τ,iψτ,j
〉
µ
.
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In the equalities above, we were able to bring the L2(µ)-inner products inside the infinite sums because
since the series expansions for f and g converge in their respective RKHS norms, the series also converge in
C0(X) norm and thus in L2(µ) norm too. Continuing the expansion, we get
ak =
∑
i,j
figj
〈
φk, ψ(c+1)τ,iψτ,j
〉
µ
by (11)
=
∑
i,j
figj
[
λ(c+1)τ,iλτ,j
]1/2
〈φk, ϕiϕj〉µ
by (17)
=
∑
i,j
figj
[
λ(c+1)τ,iλτ,j
]1/2
〈φk, ϕi+j〉µ =
∑
j
fk−jgj
[
λ(c+1)τ,k−jλτ,j
]1/2
.
In conclusion,
ak := 〈φk, fg〉µ =
∑
j
fk−jgj
[
λ(c+1)τ,k−jλτ,j
]1/2
. (18)
We make a small side note here that∑
k
∑
j
|fk−jgj|
2 i=k−j
−−−−→=
∑
i
∑
j
|figj |
2
=
∑
i
|fi|
2
∑
j
|gj|
2 = ‖f‖
2
(c+1)τ ‖g‖
2
τ , (19)
To prove that fg ∈ Hτ , by Lemma 4.1, it is equivalent to show that
(
λ
−1/2
τ,k ak
)
k
is an ℓ2 sequence. But
∥∥∥(λ−1/2τ,k ak)
k
∥∥∥2
ℓ2
=
∑
k
∣∣∣∣∣∣
∑
j
fk−jgjE
1/2
k,j
∣∣∣∣∣∣ , Ek,j := λ(c+1)τ,k−jλτ,jλ−1τ,k
≤
∑
k

∑
j
|fk−jgj |
2



∑
j
Ek,j

 , by Cauchy Schwarz,
≤ ‖f‖2(c+1)τ ‖g‖
2
τ

sup
k
∑
j
Ek,j

 , by (19).
Since the LHS equals the squared norm ‖fg‖2τ , the Proposition will be proven if it can be shown that there
is a constant Cτ > 0 such that
sup
k
∑
j
Ek,j = sup
k
∑
j
exp (−τ ((c+ 1)|k − j|+ |j| − |k|)) ≤ Cτ . (20)
So it only remains to prove (20). Some more simplifying assumptions will be made. We will first prove the
case when d = 1 and later extend the proof to higher values of d. Secondly, we may assume WLOG that
f0 = g0 = 0, as both the functions 1Xg = g and f1X = f lie in Hτ . Now define the subspaces H
±
τ to be the
spans of {ψτ,±j : j > 0}. Thus Hτ has the orthogonal splitting
Hτ = span(1X)⊕H
+
τ ⊕H
−
τ .
We can therefore assume WLOG that f belongs to either of H±(c+1)τ , and g belongs to either of H
±
τ . We
will split our analysis into four cases, depending on these cases.
Case 1. f ∈ H−(c+1)τ and g ∈ H
−
τ : The proof for this case is exactly analogous to Case 2 below.
Case 2. f ∈ H+(c+1)τ and g ∈ H
+
τ : In this case fi = 0 unless i > 0, and gj = 0 unless j > 0. Thus when
summing over j in (18) we can be restricted to the values of j for which k − j > 0 and j > 0. The same
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restriction also applied to the LHS in (20). When k > 0, the sum becomes
∑
j
Ek,j =
k−1∑
j=1
e−τ((c+1)|k−j|+|j|−|k|) =
k−1∑
j=1
e−τ((c+1)(k−j)+j−k)
=
k−1∑
m=1
e−τcm =
e−τ (1− e−nτ )
1− e−τ
< (eτ − 1)
−1
<∞.
When k < 0, the range for j is empty and the sum is zero. This completes the proof of this case.
Case 3. f ∈ H−(c+1)τ and g ∈ H
+
τ : The proof for this case is exactly analogous to Case 4 below.
Case 4. f ∈ H+(c+1)τ and g ∈ H
−
τ : In this case fi = 0 unless i > 0, and gj = 0 unless j < 0. Thus when
summing over j in (18) we can be restricted to the values of j for which k − j > 0 and j < 0. The same
restriction also applies to the LHS in (20). When k > 0, the sum becomes
∑
j
Ek,j =
∑
j<0
e−τ((c+1)|k−j|+|j|−|k|) =
∑
j>0
e−τ((c+1)(k+j)+j−k) = e−τck
(
e(c+2)τ − 1
)−1
<
(
e(c+2)τ − 1
)−1
<∞.
When k < 0, the sum becomes
∑
j
Ek,j =
k−1∑
j=−∞
exp (−τ ((c+ 1)|k − j|+ |j| − |k|)) , take m = k − j
=
∑
m>0
exp (−τ ((c+ 1)m+ (m− k) + k)) =
∑
m>0
e−τ(c+2)m =
(
e(c+2)τ − 1
)−1
<∞.
The case when d > 1. We will now switch back to the vectorial notation ~j and denote by j1, . . . , jd its d
components. The sum on the LHS of (20) can then be written as
∑
~j∈Zd
E~k,~j =
∑
~j∈Zd
exp
(
−τ
d∑
i=1
((c+ 1) |ki − ji|+ |ji| − |ki|)
)
=
∑
~j∈Zd
d∏
i=1
exp (−τ ((c+ 1) |ki − ji|+ |ji| − |ki|))
=
d∏
i=1

∑
j∈Z
exp (−τ ((c+ 1) |ki − j|+ |j| − |ki|))

 .
Similar to the case when d = 1, we can consider the 2d × 2d cases of f lying in either of the 2d spaces
⊕dH±(c+1)τ and g lying in either of the 2
d spaces ⊕dH±τ . In each of these cases, for every
~k ∈ Zd, the sum∑
~j∈Zd E~k,~j is the product of d sums∑
j∈Z
exp (−τ ((c+ 1) |ki − j|+ |j| − |ki|))
as shown above. Each of these sums are bounded by the constant Cτ obtained for the d = 1 case. Thus we
have
sup
~k∈Zd
∑
~j∈Zd
E~k,~j ≤ C
d
τ .
This completes the proof of Proposition 6.
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