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Abstract
Contribution to the theory of Near-vector spaces
Sogo Pierre Sanon
Department of Mathematical Sciences,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MSc
December 2017
The purpose of this thesis is to give an exposition and expand the theory
of near-vector spaces. Near-vector space theory is a new and rich field of
mathematics and has been used in several applications, including in secret
sharing schemes in cryptography and to construct interesting new examples
of planar near-rings. There are two type of near-vector spaces, we focus on
the near-vector space defined by André in [2]. After giving several elemen-
tary definitions and properties in Chapter 2, we present the theory of near-
vector spaces in Chapter 3. In [13] van der Walt showed how to construct
an arbitrary finite-dimensional near-vector space, using a finite number of
near-fields, all having isomorphic multiplicative semigroups. The majority
of the results did not contain complete proofs and explanation. Chapter 4
is dedicated to the proofs and explanations of these results. In Chapter 5
we investigate the linear mappings of near-vector spaces. New results are
presented in this section which have been accepted for publication.
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Uittreksel
Contribution to the theory of Near-vector spaces
(“Contribution to the theory of Near-vector spaces”)
Sogo Pierre Sanon
Departement Wiskuudige Wetenskappe,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MSc
Desember 2017
Die doel van hierdie tesis is om ’n uiteensetting en uitbreiding van die
teorie van byna-vektorruimtes te gee. Die teorie van byna-vektorruimtes
is ’n nuwe en ryk veld van wiskunde wat al in verskeie toepassings ge-
bruik is, insluitend geheimdelingskemas in kriptografie en om nuwe inte-
ressante voorbeelde van planêre bynaringe te konstruktueer. Daar is twee
tipes byna-vektorruimtes, ons fokus op die een gedefinieer deur André in
[2]. Na ons in Hoofstuk 2 verskeie elementêre definisies en eienskappe
gegee het, bied ons die teorie van byna-vektorruimtes in Hoofstuk 3 aan.
In [13] het van der Walt gewys hoe om ’n arbitrêre eindig-dimensionele
byna-vektorruimte te konstrueer deur gebruik te maak van ’n eindige aan-
tal byna-liggame, met isomorfe vermenigvuldings semi-groepe. Die meer-
derheid van die resultate het nie volledige bewyse en verduidelikings be-
vat nie. Hoofstuk 4 is toegewy aan die bewyse en verduidelikings van
hierdie resultate. In Hoofstuk 5 ondersoek ons die lineêre afbeeldings van
byna-vektorruimtes. Nuwe resultate wat reeds vir publikasie goedgekeur
is, word in hierdie afdeling aangebied.
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Nomenclature
Symbols
⊆ Inclusion.
( Strict inclusion.
(R,+, ·) Near-ring.
R0 Zero-symmetric part of R.
Rc Constant part of R.
S 6 R S is a sub-near-ring of R
Rd The set of distributive elements of R.
Hom(R, R′) the set of all near-rings homomorphisms from R to R′.
End(R) = Hom(R, R) .
IdR Identity homomorphism of R.
I E R I is an Ideal of R.
I El R I is a left ideal of R.
I Er R I is a right ideal of R.
HomR(G1, G2) The set of all R-homomorphisms from G1 to G2.
EndR(G) = HomR(G, G) .
IdR Identity R-homomorphism of G.
AnnR(X) The annihilator of X.
H 6R G H is an R-submodule of G.
G′ ER G G′ is an R-ideal of G.
ker f The kernel of f .
S ∼= S′ S isomorphic to S′.
GF(pn) The Galois field of order pn, with p a prime.
(V, F) F-group.
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NOMENCLATURE ix
Q(V) The quasi-kernel of (V, F).
C A dependence relation.
S The algebraic closure of S.
cl A closure operator.
C := EndR(G) The R-centrilizer of G.
D0 = D ∪ {0} .
cp Compatibility relation.
G∗ = G \ {0} .
StA(g) The stabilizer of g ∈ G in A.
rk(r) The rank of r.
A⊕ B The direct sum of A and B.
Fn = F⊕ · · · ⊕ F︸ ︷︷ ︸
ntimes
.
LA(V) The set of all linear mappings from V to itself.
MA(V) The set of all homogeneous functions of V into itself.
L(V, W) The set of all linear mappings from V to W.
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Chapter 1
Introduction
Near-rings are generalized rings. A near-ring is an algebraic structure which
satisfies all the axioms of a ring except for commutativity of addition and
one of the two distributive laws. They arise in a natural way. The set M(G)
of all mappings of a group (G,+) into itself, with the usual addition and
composition of mappings is, a near-ring.
For near-rings it is proven in ([12], Theorem 1.86) that every near-ring can
be embedded into M(Γ) for some group Γ. There is the analogous result
from ring theory which says that every ring can be embedded into the ring
E(Γ) of all endomorphisms of some abelian group Γ. Hence one might view
ring theory as the “linear theory of group mappings", while near-rings pro-
vide the “non-linear theory". Surprisingly, a lot of “linear" results can be
transferred to the general case after suitable changes.
Historically, the first step toward near-rings was an axiomatic research done
by the American mathematician Leonard Eugene Dickson in 1905. Some
years later these near-fields showed up again and proved to be useful in co-
ordinatizing certain important classes of geometric planes (see [12]). It was
Zassenhaus who was able to determine all finite near-fields ([12], Theorem
8.34).
Near-rings might also be the appropriate tool to develop a “non-abelian
homological algebra" and show up again in algebraic topology, functional
analysis and categories with groups objects ([12]). Near-rings and near-ring
modules are useful for a number of theories which try to generalize “lin-
1
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION 2
ear" results to the “non-linear case", for instance in the theory of near-vector
spaces.
The concept of a vector space, i.e., linear space, can be generalized to a struc-
ture comprising a bit more non-linearity, the so-called near-vector space.
There are two types of near-vector spaces, those studied by André and those
studied by Beidleman ([3]). The André near-vector space uses automor-
phisms in the construction, resulting in the right distributive law holding.
However, for the Beidleman near-vector space, we have the left distributive
law and near-ring modules are used in the construction.
In [13] van der Walt showed how to construct an arbitrary finite dimen-
sional André near-vector space, using a finite number of near-fields, all
having isomorphic multiplicative semigroups. In [8] this construction is
used to characterize all finite dimensional near-vector spaces over Zp, for
p a prime. In [9] these results were extended to all finite-dimensional near-
vector spaces over arbitrary finite fields. In [7] various constructions, rang-
ing from those closest to vector spaces to those further away, were consid-
ered and discussed in terms of their quasi-kernel and regularity.
Regularity is a central notion in the study of near-vector spaces. An impor-
tant theorem of André [2], the Decomposition Theorem, states that every
near-vector space can be written as the direct sum of maximal regular sub-
spaces. Moreover, this decomposition is unique. As a result, André wrote in
his paper that the regular subspaces are the building blocks of near-vector
spaces. We focus on André near-vector spaces.
Near-vector space theory is far from being a mere collection of trivial results
without any application to other branches of mathematics. It is worth not-
ing that recently near-vector spaces have been used in several applications,
including in secret sharing schemes in cryptography [5] and to construct
interesting examples of families of planar near-rings [4]. In addition, they
have proved interesting from a model theory perspective too. The main
purpose of this thesis is to give an exposition and expand the theory of
near-vector spaces. We begin, in Chapter 2, with some preliminary material.
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Chapter 3 is dedicated to the presentation of the theory of near-vector spaces.
We study the concept of regularity which, as already mentioned, is a cen-
tral notion in the study of near-vector spaces. In fact it largely reduces the
theory of near-vector spaces to the theory of regular near-vector spaces. We
also prove regularity for certain constructions of near-vector spaces.
In Chapter 4 we turn our attention to the work done by van der Walt [13].
He showed how to construct an arbitrary finite-dimensional near-vector
space, using a finite number of near-fields, all having isomorphic multi-
plicative semigroups. We give a complete proof and explanation of his re-
sult (Theorem 4.1.43).
For vector spaces over fields it is well-known that every linear transforma-
tion between finite dimensional vector spaces can be represented as a matrix
transformation. In addition, the set of all linear transformations between
two vector spaces is itself a vector space over the same field. In Chapter 5
we investigate how the weakening of one of the distributive laws affects
the set of all linear mappings between two near-vector spaces. This is my
original work and it has been accepted for publication ([10]).
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Chapter 2
Basic Definitions and Examples
This chapter introduces the basic theory of nearrings and nearfields, as given
in Pilz ([12]). We do not include any proofs.
2.1 Nearrings
We start with elementary definitions and examples.
Definition 2.1.1. ([12], Definition 1.1) A right nearring is a set R together with
two binary operations “+ ” and “ · ” such that:
1. (R,+) is a group (not necessarily abelian),
2. (R, ·) is a semigroup,
3. (r1 + r2) · r3 = r1 · r3 + r2 · r3, for all r1, r2, r3 ∈ R.
We abbreviate (R,+, ·) by R when the operations are clearly understood
and omit the symbol “ · ” for multiplication if no confusion is possible.
We have the following examples :
Example 2.1.2.
1. Let (G,+) be a group. Then (M(G),+, ◦) is a nearring under pointwise
addition and composition, where
M(G) := { f : G → G}
the set of all mappings on G.
4
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CHAPTER 2. BASIC DEFINITIONS AND EXAMPLES 5
It is straightforward to see that (M(G),+) is a group, and composition, ′′◦′′,
is an associative binary operation on M(G). We also have that
( f + g) ◦ h = f ◦ h + g ◦ h, ∀ f , g, h ∈ M(G).
So the right distributive law is satisfied.
2. Let R be a commutative ring with unity. Then (R[x],+, ◦) is a nearring,
under pointwise addition and composition, where R[x] is the set of all poly-
nomials with coefficients in R.
Similar to right nearrings we have the following definition for left nearrings:
Definition 2.1.3. A left nearring is a set R together with two binary operations
“+ ” and “ · ” such that:
1. (R,+) is a group (not necessarily abelian),
2. (R, ·) is a semigroup,
3. r1 · (r2 + r3) = r1 · r2 + r1 · r3, for all r1, r2, r3 ∈ R.
Although many authors prefer left nearrings, we use right nearrings. The
theory runs completely parallel in both cases and unless stated otherwise
by a nearring we mean a right nearring.
We now give some basic properties of a right nearring.
Proposition 2.1.4. ([12], Proposition 1.5) Let R be a nearring, and r, r′ ∈ R. Then
we have
• 0r = 0,
• (−r)r′ = −rr′.
In general it is not true that r(−r′) = −rr′ and r0 = 0 for all r, r′ ∈ R. For
example, in M(R) we have f ◦ 0 = c, with f = c, c a nonzero constant. This
leads to the following definition:
Definition 2.1.5. ([12], Definition 1.7) Let R be a nearring.
1. The set R0 = {r ∈ R|r0 = 0} is called the zero-symmetric part of R.
2. The set Rc = {r ∈ R|r0 = r} is called the constant part of R.
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A nearring R in which r0 = 0 for all r ∈ R is called a zero-symmetric nearring.
We now turn our attention to the substructures of nearrings.
Definition 2.1.6. ([12], Definition 1.21) Let R be a nearring. A subset S of
(R,+, ·) is called a subnearring if (S,+, ·) is a nearring. If S is a subnearring
of R, then we write S ≤ R.
Example 2.1.7. Let R be a nearring. R0 and Rc are subnearrings of R.
In the following definition we formally introduce the concept of a homo-
morphism of nearrings.
Definition 2.1.8. ([12], Definition 1.25) Let (R,+, ·) and (R′,+, ·) be two near-
rings.
A nearring homomorphism from R to R′ is a mapping h : R→ R′ such that for all
r, s ∈ R we have
• h(r + s) = h(r) + h(s),
• h(rs) = h(r)h(s).
An epimorphism is a surjective homomorphism and a monomorphism is an injec-
tive homomorphism. If a homomorphism is bijective, i.e. surjective and injective,
it is called an isomorphism. A homomorphism g from a set to itself is called an
endomorphism. If g is bijective, it is called an automorphism. We say that R is
embedded in R′ if there exists a monomorphism from R to R′.
The set of all nearring homomorphisms from R to R′ is denoted by Hom(R, R′).
Definition 2.1.9. ([12], Definition 1.11) Let R be a nearring. An element r ∈ R
is said to be
1. a left identity element if for all r′ ∈ R, rr′ = r′, a right identity element if
r′r = r′ and a two-sided identity element, or an identity element, if it is both
left and right identity,
2. left invertible if there is r′ ∈ R such that rr′ = 1, right invertible if r′r = 1
and invertible if it is left and right invertible,
3. left cancellable if for all r1, r2 ∈ R such that rr1 = rr2 then r1 = r2, right
cancellable if r1r = r2r then r1 = r2 and it is cancellable if it is left and right
cancellable,
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4. a left divisor of zero if r 6= 0 and there is r′ ∈ R \ {0} such that rr′ = 0, a
right divisor of zero if r′r = 0 and two-sided divisor of zero, of simply divisor
of zero, if it is left and right divisor of zero,
5. idempotent if rr = r and nilpotent if there is k ∈N such that rk = 0,
6. distributive if for all r1, r2 ∈ R we have that r(r1 + r2) = rr1 + rr2.
We now define some important types of nearrings.
Definition 2.1.10. ([12], Definition 1.14) A nearring R is said to be
1. abelian if (R,+) is an abelian group,
2. commutative if (R, ·) is a commutative semigroup,
3. distributive if R = Rd = {d ∈ R|∀r, r′ ∈ R : d(r + r′) = dr + dr′},
4. satisfying the left cancellation law if all non-zero elements of R are left can-
cellable, and the right cancellation law if all non-zero elements of R are right
cancellable.
5. integral if R has no non-zero divisors of zero,
6. a nearfield if (R \ {0}, ·) is a group.
Example 2.1.11. Let (G,+) be a group.
1. The nearring M(G) is abelian if G is abelian.
2. Let ◦ be the binary operation on G defined for all r, r′ ∈ G by
r ◦ r′ = 0.
Then (G,+, ◦) is a commutative nearring, because ◦ is commutative.
3. Let ∗ be the binary operation on G defined for all r, r′ ∈ G by
r ∗ r′ = r.
The nearring (G,+, ∗) is an integral nearring.
We note that if r ∗ r′ = 0, then r = 0.
Next we define the concept of ideals for nearrings.
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Definition 2.1.12. ([12], Definition 1.27) Let (R,+, ·) be a nearring. An ideal of
R is a subset I of R such that
1. (I,+) is a normal subgroup of (R,+),
2. IR ⊆ I, i.e. for all r ∈ R, i ∈ I we have ir ∈ I,
3. r(r′ + i)− rr′ ∈ I for all r, r′ ∈ R, i ∈ I.
If I is an ideal of R, we write I E R.
A right ideal is a normal subgroup of (R,+) which satisfies 2. If a normal subgroup
of (R,+) satisfies 3, it is called a left ideal of R. The nearring R is called simple
if its only ideals are {0} and R. The symbols Er and El are used to mean “right
ideal" and “left ideal" respectively.
2.2 Nearfields
In this section we give some basic properties of nearfields.
Theorem 2.2.1. ([12], Theorem 8.11) If (F,+, ·) is a nearfield, then (F,+) is an
abelian group.
Example 2.2.2.
• Every field and division ring is a nearfield.
• Consider the field (GF(32), +, ·) with
GF(32) := {0, 1, 2,γ, 1+ γ, 2+ γ, 2γ, 1+ 2γ, 2+ 2γ},
where γ is a zero of x2 + 1 ∈ Z3[x].
The operations on GF(32) can be defined as follows:
+ : (a + bγ) + (c + dγ) = (a + c)mod3 + ((b + d)mod3 )γ,
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· 0 1 2 γ 1+ γ 2+ γ 2γ 1+ 2γ 2+ 2γ
0 0 0 0 0 0 0 0 0 0
1 0 1 2 γ 1+ γ 2+ γ 2γ 1+ 2γ 2+ 2γ
2 0 2 1 2γ 2+ 2γ 1+ 2γ γ 2+ γ 1+ γ
γ 0 γ 2γ 2 2+ γ 2+ 2γ 1 1+ γ 1+ 2γ
1+ γ 0 1+ γ 2+ 2γ 2+ γ 2γ 1 1+ 2γ 2 γ
2+ γ 0 2+ γ 1+ 2γ 2+ 2γ 1 γ 1+ γ 2γ 2
2γ 0 2γ γ 1 1+ 2γ 1+ γ 2 2+ 2γ 2+ γ
1+ 2γ 0 1+ 2γ 2+ γ 1+ γ 2 2γ 2+ 2γ γ 1
2+ 2γ 0 2+ 2γ 1+ γ 1+ 2γ γ 2 2+ γ 1 2γ
We have that (GF(32), +, ◦), with
x ◦ y :=
{
x · y if y is a square in (GF(32), +, ·)
x3 · y otherwise
is a (right) nearfield, but not a field.
◦ 0 1 2 γ 1+ γ 2+ γ 2γ 1+ 2γ 2+ 2γ
0 0 0 0 0 0 0 0 0 0
1 0 1 2 γ 1+ γ 2+ γ 2γ 1+ 2γ 2+ 2γ
2 0 2 1 2γ 2+ 2γ 1+ 2γ γ 2+ γ 1+ γ
γ 0 γ 2γ 2 1+ 2γ 1+ γ 1 2+ 2γ 2+ γ
1+ γ 0 1+ γ 2+ 2γ 2+ γ 2 2γ 1+ 2γ γ 1
2+ γ 0 2+ γ 1+ 2γ 2+ 2γ γ 2 1+ γ 1 2γ
2γ 0 2γ γ 1 2+ γ 2+ 2γ 2 1+ γ 1+ 2γ
1+ 2γ 0 1+ 2γ 2+ γ 1+ γ 2γ 1 2+ 2γ 2 γ
2+ 2γ 0 2+ 2γ 1+ γ 1+ 2γ 1 γ 2+ γ 2γ 2
The nearfield (GF(32), +, ◦) is called a Dickson nearfield and it is the small-
est nearfield that is not a field. See [12].
Proposition 2.2.3. ([6], Theorem 2.5.5) Let F be a nearfield and Fd be the set of all
distributive elements. Then
• Fd is a division ring.
• F can be considered as a right vector space over Fd.
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2.3 Nearring Modules
Definition 2.3.1. ([11], Definition 2.1) Let (G,+) be a group, and (R,+, ·) be a
nearring. G is an R-module if there is a map µ defined by
µ : R× G → G
(r, g) 7→ rg
such that for all r, r′ ∈ R and g ∈ G,
• (r + r′)g = rg + r′g,
• (rr′)g = r(r′g).
The following definition also holds for nearring modules.
Definition 2.3.2. ([11]) Let (G,+) be a group, (R,+, ·) be a nearring. Then G is a
R-module if there is a nearring homomorphism θ : (R,+, ·)→ (M(G),+, ◦). The
homomorphism θ is called a representation of R and θ is called faithful if ker θ = 0.
If θ is faithful then G is said to be a faithful R-module.
If G is an R-module, we write rg for θ(r)g, for all g ∈ G and r ∈ R.
Example 2.3.3. ([11], Definition 2.1) Let (G,+) be a group, and let S be a sub-
semigroup of endomorphisms of G. Then MS(G) defined by
MS(G) := {α ∈ M(G)|α(s(g)) = s(α(g)) for all s ∈ S, g ∈ G}
is a nearring and G is a faithful MS(G)-module.
It is not difficult to verify that.
Proposition 2.3.4. If G is abelian, MS(G) is abelian.
Definition 2.3.5. ([12], Definition 1.25) Let G1, G2 be two R-modules. A mapping
f : G1 → G2 is called an R-homomorphism if for all g, g′ ∈ G1 and r ∈ R :
• f (g + g′) = f (g) + f (g′)
• f (rg) = r f (g).
The set of all R-homomorphisms from G1 to G2 is denoted HomR(G1, G2) and the
identity R-homomorphism from G to G is denoted by IdG.
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Example 2.3.6. Let R be a nearring, and G be a R-module. Let g ∈ G. The
mapping
hg : R→ G
r 7→ rg
is a R-homomorphism.
For r, r1, r2 ∈ R, we have
hg(r1 + r2) = (r1 + r2)g = r1g + r2g = hg(r1) + hg(r2) and
hg(rr1) = (rr1)g = r(r1g) = rhg(r1).
We now define the concept of annihilator.
Definition 2.3.7. ([12], Definition 1.41) Let R be a nearring and G an R-module.
Let X, Y be subsets of G. We define the set (X : Y) as follows
(X : Y) = {r ∈ R|ry ∈ X for all y ∈ Y}.
If X = {a}, we write (a : Y) instead of ({a} : Y).
Furthermore, for a subset X of G, the annihilator of X is the set (0G : X) and it is
denoted by AnnR(X).
Remark 2.3.8. If G is a faithful R-module of a nearring R, then AnnR(G) = {0}.
Proposition 2.3.9. ([12], Corollary 1.43) For all g ∈ G, AnnR(g) is a left ideal of
R.
Definition 2.3.10. ([12], Definition 1.21) Let R be a nearring and G an R-module.
A subgroup H of G is called an R-submodule of G if H is an R-module. So H is an
R-submodule of G if
rh ∈ H, for all r ∈ R and h ∈ H.
We write H ≤R G if H is an R-submodule of G.
Definition 2.3.11. ([12], Definition 1.27) Let (R,+, ·) be a nearring and G an
R-module. A normal submodule G′ of G is called an ideal of G or R-ideal of G if
for all g ∈ G, g′ ∈ G′ and r ∈ R,
r(g + g′)− rg ∈ G′.
If G′ is an ideal of G, we write G′ ER G.
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Example 2.3.12. Let R be a nearring and G, G′ be R-modules and f : G → G′
be an R-homomorphism. Then ker f is an R-submodule of G and in addition an
R-ideal of G. We have (ker f ,+) is a normal subgroup of (G,+). It follows from
the following, let r ∈ R, g ∈ G and g′ ∈ ker f . Then
f (r(g + g′)− rg) = r ( f (g) + f (g′))− r f (g) = r f (g)− r f (g) = 0,
since f (g′) = 0. Hence r(g + g′)− rg ∈ ker f and ker f is an R-ideal.
Also for r ∈ R, g ∈ ker f , we have f (rg) = r f (g) = 0. Hence R ker f ⊆ ker f .
Remark 2.3.13. If R is a nearring, then the R-ideals of R are the left ideals of R.
Theorem 2.3.14. ([11], Lemma 2.27) Let R be a nearring, G an R-module and
A, B be R-ideals of G. Then A + B and A ∩ B are also R-ideals of G.
Proposition 2.3.15. ([12], Remark 1.28) Let R be a nearring and G an R-module.
A submodule I of R (H of G) is an ideal (R-ideal) if and only if r1 ≡ r′1(mod I) and
r2 ≡ r′2(mod I) (g1 ≡ g′1(mod H) and g2 ≡ g′2(mod H)) implies that
r1 + r2 ≡ (r′1 + r′2)(mod I) and r1r2 ≡ (r′1r′2)(mod I),(
g1 + g2 ≡ (g′1 + g′2)(mod H) and rg1 ≡ rg′1(mod H)
)
, respectively.
We also say ≡ (mod I) (≡ (mod H)) is a congruence relation on R (on G).
Definition 2.3.16. ([12], Remark 1.28) Let R be a nearring and I an ideal of R.
On the set R/I we define + and · where R/I = {I + r|r ∈ R} by
(I + r1) + (I + r2) = I + r1 + r2 and
(I + r1) · (I + r2) = I + r1r2.
for all r1, r2 ∈ R. Then (R/I,+, ·) is a nearring, called the quotient nearring of R.
Definition 2.3.17. ([12], Remark 1.28) Let R be a nearring, G an R-module and
H an R-ideal of G. On the set G/H = {H + g|g ∈ G} we have
(H + g1) + (H + g2) = H + g1 + g2 and
r(H + g1) = H + rg1.
for all g1, g2 ∈ G. Then G/H is an R-module, called the quotient R-module of G.
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Lemma 2.3.18. ([12], Theorem 1.29) Let R be a nearring and I an ideal of R. Then
the canonical map
pi : R→ R/I
r 7→ I + r
is a nearring epimorphism and kerpi = I.
Lemma 2.3.18 remains true if we replace “nearring" by “R-module".
This prompts the First Isomorphism Theorem.
Theorem 2.3.19. ([12], Theorem 1.29) Let h be an epimorphism from R to R′ where
R and R′ are nearrings. Then R/ ker h ∼= R′.
The theorem above also holds for an epimorphism of R-modules.
Definition 2.3.20. ([12], Definition 1.36) Let R be a nearring and G an R-module.
Then
1. R is simple if it has no non-trivial ideals,
2. G is simple if it has no non-trivial R-ideals.
Proposition 2.3.21. ([12], Proposition 1.37) Let R be a simple nearring and G be
a simple R-module. Then all homomorphic images are isomorphic to either {0R} or
to R. Also all R-homomorphic images are isomorphic to either {0G} or G.
Definition 2.3.22. ([11], Definition 2.10) Let R be a nearring. A two-sided R-
subgroup of R is a subset H of R that satisfies:
1. (H,+) is a subgroup of (R,+),
2. RH ⊆ H,
3. HR ⊆ H.
H is called a right R-subgroup of R when it satisfies (1) and (2) and is called a left
R-subgroup if it satisfies (1) and (3).
It is not difficult to see that
Lemma 2.3.23. The R-submodules of R are just the left R-subgroups of R.
Definition 2.3.24. ([12], Definition 1.39) Let R be a nearring.
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1. I is a minimal ideal of R if it is minimal in the set of all non-zero ideals
of R. Similarly, one defines minimal right ideal, left ideal, R-subgroup, left
R-subgroup and right R-subgroup.
2. I is a maximal ideal of R if I 6= R and if J is an ideal of R such that I ⊆ J,
then I = J or J = R. Similarly, one defines maximal right ideal, left ideal,
R-subgroup, left R-subgroup and right R-subgroup.
Definition 2.3.25. Let R be a nearring and G an R-module.
1. H is a minimal R-ideal of G if it is minimal in the set of all non-zero R-ideals
of G.
2. H is a maximal R-ideal G if H 6= G and if H′ is an R-ideal of G such that
H ⊆ H′, then H = H′ or H′ = G.
Proposition 2.3.26. ([12], Proposition 1.40) Let R be a nearring and I an ideal of
R. I is maximal if and only if R/I is simple.
We have a similar result for the ideals of an R-module.
Definition 2.3.27. ([11], Definition 3.1) Let R be a nearring and let G be an R-
module. The R-module G is called monogenic if there exists a g ∈ G such that
Rg = G and g is called a generator of G.
Definition 2.3.28. ([11], Definition 3.4) A nearring R is called 2-primitive on G
if G is a faithful R-module of type 2. We say that G is of type 2 if G is monogenic
and has no proper nontrivial R-submodules.
We list some properties of 2-primitive nearrrings.
Theorem 2.3.29. ([11], Theorem 3.2) Let G be a monogenic R-module, and g be a
generator of G. Then the map
fg : R→ G
r 7→ rg
is an R-epimorphism from RR to G.
Theorem 2.3.30. ([11], Corollary 3.3) Let G be a monogenic R-module, and let g
be a generator of G. Then there is an R-isomorphism between G and R/AnnR(g).
Lemma 2.3.31. If G is of type 2, AnnR(g) is a maximal R-ideal.
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Lemma 2.3.32. ([11], Lemma 3.7) Let G be an R-module with the properties:
• G is faithful as an R-module,
• (G,+) is an abelian group,
• for all r ∈ R, the map ρr : G → G given by ρr : g 7→ rg is an endomorphism
of G.
Then R is a ring.
From now on we consider only 2-primitive nearrings.
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Chapter 3
The Theory of Near-Vector Spaces
In this section, we give the basic theory of near-vector spaces.
We start this chapter by introducing what we call an F-group.
3.1 F-groups
Definition 3.1.1. ([2], Definition 1.1) An F-group is a pair (V, F) which satisfies
the following conditions:
1. (V,+) is a group and F is a set of endomorphisms of V;
2. F contains the endomorphisms 0, id and −id;
3. F∗ = F \ {0} is a subgroup of the group Aut(V);
4. If xα = xβ with x ∈ V and α, β ∈ F, then α = β or x = 0, i.e. F acts fixed
point free on V.
Remark 3.1.2. Since −id ∈ F, we have
x + y = (−x)(−id) + (−y)(−id) = (−x− y)(−id) = (−(y + x))(−id) = y + x.
So (V,+) is abelian.
Example 3.1.3.
• We consider the finite field GF(pn), p a prime number, n a positive integer
and p > 3. Let (V1,+) = (GF(pn),+) and F1 = {id,−id, 0}. Then
(V1, F1) is an F-group. In fact F∗1 is a subgroup of the group Aut(V), and F1
acts fixed point free on V1.
16
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• For the second example we still consider GF(pn), for any prime p and n a
positive integer and (V2,+) = (GF(pn),+). Let
F2 = {φα : V2 → V2|α ∈ GF(pn) and xφα = xαq},
with gcd(pn − 1, q) = 1.
Then (V2, F2) is an F-group.
Lemma 3.1.4. ([1]) Let F = GF(pn), the field with pn elements. Then each ele-
ment of F has a q-th root in F if and only if gcd(q, pn − 1) = 1.
Definition 3.1.5. ([2], Definition 2.1) Let (V, F) be an F-group. The set
{x ∈ V|∀α, β ∈ F, ∃γ ∈ F such that xα+ xβ = xγ}
is called the quasi-kernel of (V, F). We write Q(V) or just Q to denote the quasi-
kernel.
Example 3.1.6.
• For the F-group (V1, A1) in Example 3.1.3 we have Q(V1) = {0}. If x ∈
Q(V1), then there is ψ ∈ {id,−id, 0} such that xid + xid = xψ. We have
the following three cases: 
x + x = x
x + x = −x
x + x = 0
But since the characteristic of GF(pn) is greater than 3, we have that x = 0.
• For the second F-group we have Q(V2) = V2. To see this, let x ∈ V2 and
φα, φβ ∈ A2. Then we have that
xφα + xφβ = xαq + xβq = x(αq + βq).
Since gcd(pn − 1, q) = 1, by Lemma 3.1.4 there is γ ∈ GF(pn) such that
αq + βq = γq. Hence
xφα + xφβ = xγq = xφγ.
Therefore Q(V2) = V2.
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We have the following for any nonzero element of the quasi-kernel.
Theorem 3.1.7. ([2], Theorem 2.4) Let (V, F) be an F-group and let u 6= 0 be an
element of the quasi-kernel Q(V). Then (F,+u, ·) is a near-field with the operation
+u on F defined by
u(α+u β) := uα+ uβ,
for all α, β ∈ F.
A proof can be found in [2], Theorem 2.4 or in [6] Theorem 2.3.5.
Definition 3.1.8. ([2], Definition 2.6) Let (V, F) be an F-group and let u 6= 0 be
an element of the quasi-kernel Q(V). The kernel Ru(V) or just Ru of (V, F) is the
set
Ru := {v ∈ V|v(α+u β) = vα+ vβ, for every α, β ∈ F}.
We now look at a relation that is foundational in the structure of near-vector
spaces.
3.2 Dependence Relation
Definition 3.2.1. ([2], Definition 3.1) A relation between a set S and its power set
2S, denoted by v / M, with v ∈ S and M ⊆ S, is a dependence relation if for all
u, v, w ∈ S and M, N ⊆ S we have:
1. v ∈ M implies that v / M,
2. w / M and v / N for each v ∈ M, implies that w / N,
3. v / M and v 6 M \ {u}, implies that u / (M \ {u}) ∪ {v}.
Example 3.2.2.
1. Let K be a field extension of a field F such that K is algebraically closed. Define
/ by α / S if α is algebraic over F(S). Then / is a dependence relation.
Let α, β ∈ K and S, T ⊆ K. Then
• If α ∈ S, then α is algebraic over F(S). Hence α / S.
• We assume that α is algebraic over F(S) and that for all β ∈ S, β is
algebraic over F(T). Then the algebraic closure of F(T), F(T), contains
F(S). Hence F(S) ⊆ F(T). Therefore α is algebraic over F(T).
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• Suppose that α / S and α 6 S \ {β}. Since α / S, there are ai ∈ F(S),
i ∈ {0, . . . , n}, an 6= 0, such that anαn + . . . + a1α + a0 = 0. But
the fact that α 6 S \ {β} implies that anxn + . . . + a1x + a0 /∈ F(S \
{β})[x]. So there is i0 ∈ {0, . . . , n} such that ai0 = bmβm + . . . +
b1β+ b0, with bi ∈ F(S \ {β}), i ∈ {0, . . . , m}. Hence β is algebraic
over F((S \ {β}) ∪ {α}).
2. Let Q = Q(V) be the quasi-kernel of an F-group V. Define a relation be-
tween Q and 2Q as follows:
(i) v /∅ if v = 0;
(ii) v / M, ∅ 6= M ⊆ Q, if and only if there exists ui ∈ M and λi ∈ F(i =
1, 2, ..., n) such that
v =
n
∑
i=1
uiλi. (3.1)
The proof that this is a dependence relation is given in [6] Theorem 2.4.1.
We now introduce the notion of closure operators
Definition 3.2.3. A closure operator on a set S is a function cl : 2S → 2S satisfy-
ing the following conditions for all X, Y ⊆ S:
• X ⊆ cl(X). We say that cl is extensive.
• If X ⊆ Y, then cl(X) ⊆ cl(Y). The function cl is increasing.
• cl(cl(X)) = cl(X). cl is said to be idempotent.
Remark 3.2.4.
1. For a set X, cl(X) is called a closed set and it is the smallest closed set con-
taining X.
2. We can define a closure operator from a dependence relation. If A is a set,
cl(A) will be the set of all elements related to A.
In the following theorem we explicitly define a closure operator from a de-
pendence relation.
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Theorem 3.2.5. Let / be a dependence relation between a set S and its power set
2S. The function cl defined by
cl : 2S → 2S
A 7→ cl(A) = ⋃
P∈P
P,
where P = {P ⊆ S|∀v ∈ P, v / A} is a closure operator on S.
Proof. The map is well defined since for all A ⊆ S, cl(A) ⊆ S. Let A, B ∈ 2S.
We have
• For all v ∈ A, v / A, so A ⊆ cl(A).
• If A ⊆ B, then cl(A) ⊆ cl(B). Since v / A implies that v / B.
• Let v ∈ cl(cl(A)). Then v / cl(A). But for all u ∈ cl(A), u / A. It
follows that v / A. Hence cl(cl(A)) ⊆ cl(A). Therefore cl(cl(A)) =
cl(A), since cl(A) ⊆ cl(cl(A)). Thus cl is idempotent.
Remark 3.2.6. For the first dependence relation in Example 3.2.2, we have cl(S) =
F(S) and for the second one we have cl(A) = span(A). We define what span is
in Definition 3.3.8.
3.3 Near-Vector Spaces
Definition 3.3.1. ([2], Definition 4.1) An F-group (V, F) is called a near-vector
space over F if the following condition holds:
The quasi-kernel Q = Q(V) of V generates the group (V,+).
So we have
Definition 3.3.2. A near-vector space is a pair (V, F) which satisfies the following
conditions:
1. (V,+) is a group and F is a set of endomorphisms of V;
2. F contains the endomorphisms 0, id and −id;
3. F∗ = F \ {0} is a subgroup of the group Aut(V);
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4. If xα = xβ with x ∈ V and α, β ∈ F, then α = β or x = 0, i.e. F acts fixed
point free on V;
5. The quasi-kernel Q(V) of V, generates V as a group. Here, Q(V) = {x ∈
V|∀α, β ∈ F, ∃γ ∈ F such that xα+ xβ = xγ}.
We sometimes refer to V as a near-vector space over F. The elements of V are called
vectors and the members of F scalars.
Remark 3.3.3. If V is a vector space over a division ring F, we can consider F as a
set of endomorphisms of V. For α ∈ F we have the endomorphism fα of V defined
for all x ∈ V by fαx = xα. Also the quasi-kernel Q(V) = V. But the converse
is not true in general, as we will see i.e Q(V) = V is not sufficient for V to be a
vector space over F.
Example 3.3.4.
1. Every (right) vector space V over a division ring F is a near-vector space.
In fact F can be regarded as a set of endomorphisms of V (for α ∈ F , the
endomorphism fα of V is defined by fαx := xα for each x ∈ V). For every
α, β ∈ F and for each x ∈ V, there is a γ ∈ F (via, γ = α+ β) such that
xα+ xβ = xγ.
A vector space is a special instance of a near vector space
2. In Example 3.1.3 the F-group (V2, F2) is a near-vector space, since Q(V2) =
V2. But (V1, F1) is not a near-vector space, since Q(V1) = {0} and cannot
generate V1.
3. Let F be a near-field. Then F is a near-vector space over itself.
4. Let F be a near-field, θ an automorphism of (F, ·) and let I be a nonempty
index set. Then the set
F(I) := {(ni)i∈I |ni ∈ F, ni 6= 0 for at most a finite number of i ∈ I},
with the scalar multiplication defined by
(ni)λ := (niθ(λ)),
gives that (F(I), F) is a near-vector space.
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5. Consider the pair (V, F) = (R2,R) with the scalar multiplication defined
by (x1, x2)α = (x1α3, x2α3). Then (V, F) is a near-vector space.
Remark 3.3.5. The near-vector space (V, F) in Example 3.3.4 (5) is not a vector
space over R, but Q(V) = V.
To see this, let (x, y) ∈ R2. Then for α, β ∈ R, we have that
(x, y)(α+ β) = (x(α+ β)3, y(α+ β)3) and
(x, y)α+ (x, y)β = (xα3 + xβ3, yα3 + yβ3).
In general (x, y)(α + β) 6= (x, y)α + (x, y)β. Therefore V is not a vector space
over R.
Lemma 3.3.6. ([2], Lemma 2.2) The quasi-kernel Q of an F-group has the following
properties:
• 0 ∈ Q.
• If u ∈ Q and λ ∈ F, then uλ ∈ Q, i.e. uF ⊆ Q.
• If u ∈ Q \ {0} and α, β ∈ F, then there exists a γ ∈ F such that uα− uβ =
uγ.
The proofs of these properties are given in [2] Lemma 2.2 or [6] Lemma 2.3.2.
The following theorem describes the quasi-kernel of the near-vector space
(F(I), F) in Example 3.3.4. Recall that Fd denotes all the distributive elements
of F.
Theorem 3.3.7. The quasi-kernel of the near-vector space (F(I), F) is given by
Q(F(I)) = {(di)λ|λ ∈ F, di ∈ Fd for all i ∈ I}.
Proof. Let di ∈ Fd for i ∈ I and α, β ∈ F. We have
(di)α+ (di)β = (diθ(α) + diθ(β))
= (di(θ(α) + θ(β))), since di is distributive
= (diθ(γ)) with γ = θ−1(θ(α) + θ(β)) ∈ F.
= (di)γ.
Hence (di) ∈ Q(V). Since Q(V) is closed under scalar multiplication (Lemma
3.3.6), we have
Q(V) ⊇ {(di)λ|λ ∈ F, di ∈ Fd for all i ∈ I}.
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Now suppose that (xi) ∈ Q(V). If (xi) = 0 then (xi) ∈ {(di)λ|λ ∈ F, di ∈
Fd for all i ∈ I}. Suppose that (xi) 6= 0. Then there is i0 ∈ I such that xi0 6= 0.
Let di = xix−1i0 for i ∈ I. Then (di) = (xi)θ−1(x−1i0 ). Since (xi) ∈ Q(V)
and Q(V) is closed under scalar multiplication, (di) ∈ Q(V). Then for all
α, β ∈ F there is γ ∈ F such that (di)α + (di)β = (di)γ. It follows that
diθ(α) + diθ(β) = diθ(γ) for all i ∈ I. Since θ is an automorphism, there are
α1, β1 ∈ F such that α = θ−1(α1) and β = θ−1(β1). So diα1 + diβ1 = diθ(γ)
for all i ∈ I. But di0 = 1. So α1 + β1 = θ(γ). Hence diα1 + diβ1 = di(α1 + β1),
and this is satisfied for all α1, β1 ∈ F because θ is an automorphism of (F, ·).
Therefore di is distributive and
Q(V) = {(di)λ|λ ∈ F, di ∈ Fd for all i ∈ I}.
For a near-vector space we have the following definitions of linear indepen-
dence and spanning set.
Definition 3.3.8. ([2], Lemma 4.4) Let (V, F) be a near-vector space. A sub-
set B of Q(V) is said to be linearly independent if for all α1, α2, . . . , αn ∈ F and
v1, . . . , vn ∈ B, α1v1 + . . . + αnvn = 0 implies that α1 = . . . = αn = 0.
A subset B of Q(V) is a generating subset of Q(V), if for all v ∈ Q(V) there exist
α1, . . . , αn ∈ F and v1, . . . , vn ∈ B such that v = α1v1 + . . . + αnvn. We then
write that Q(V) = span(B).
Finally, a basis B of Q(V) is a linearly independent subset of Q(V) that generates
Q(V).
Lemma 3.3.9. ([2], Lemma 4.5) Let V be a near-vector space and let B = {ui|i ∈
I} be a basis of Q(V). Then each x ∈ V is a unique linear combination of elements
of B, i.e. there exists xi ∈ F, with xi 6= 0 for at most a finite number of i ∈ I, which
are uniquely determined by x and B, such that
x =∑
i∈I
uixi.
Definition 3.3.10. ([2], Definition 4.4) Let (V, F) be a near-vector space. A ba-
sis of V is a basis of Q(V). The dimension of (V, F), denoted by dim(V), is the
cardinality of a basis of Q(V).
Example 3.3.11.
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• We consider the near-vector space (F, F), F a near-field. We have Q(F) = F
and for any x ∈ F∗ we have y = xx−1y = x(x−1y) for all y ∈ F. Thus {x}
is a basis for Q(V) and so a basis of (F, F). Thus dim F = 1.
• The near-vector space (R2,R) in Example 3.3.4 (5) has basis B = {(1, 0), (0, 1)}
and so its dimension is 2.
Mathematical structures of a given type usually come equipped with the
corresponding notion of a “substructure". In the case of near-vector spaces,
we have the following:
Definition 3.3.12. ([7], Definition 2.3) Let (V, F) be a near-vector space and V ′ a
subset of V, such that V′ 6= ∅. (V′, F) is said to be a subspace of (V, F) if (V′,+)
is a subgroup of (V,+) generated by XF = {xa|x ∈ X, a ∈ F}, where X is an
independent subset of Q(V).
Remark 3.3.13.
1. X is a basis of (V′, F).
2. If (V′, F) is a subspace of (V, F), then it is closed under addition and scalar
multiplication.
Another characterization of subspaces is the following proposition.
Proposition 3.3.14. ([7], Proposition 2.4) Let (V, F) be a near-vector space and
V′ a subset of V, such that V′ 6= ∅. Then V′ is a subspace of V if and only if V′ is
closed under addition and scalar multiplication.
Example 3.3.15.
1. If (V, F) is a near-vector space, then it is a subspace of itself.
2. Let us consider the near-vector space (V, F) in Example 3.3.4 (5). Then the
subset V′ = {(x, y) ∈ R2|x = y} of V is a subspace of (V, F).
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To see this let α ∈ F and (x, y), (x′, y′) ∈ V′, then we have that x = y and
x′ = y′. So
(x, y) + (x′, y′) = (y, y) + (y′, y′)
= (y + y′, y + y′)
= (y + y′, y + y′) ∈ (V′, F).
(x, y)α = (y, y)α
= (yα3, yα3) ∈ (V′, F).
Therefore V′ is closed under addition and scalar multiplication. Thus (V′, F)
is a subspace of (V, F).
Proposition 3.3.16. ([7]) Let (V, F) be a near-vector space and (V1, F), (V2, F)
two subspaces of V. Then (V1 ∩V2, F) is a subspace of V.
Proposition 3.3.17. If W is a subspace of V , then Q(W) = W ∩Q(V).
Definition 3.3.18. ([7]) Two near-vector spaces, (V, F) and (W, F) are isomorphic
if there is a bijection f : V →W such that for all v1, v2, v ∈ V and α ∈ F we have
f (v1 + v2) = f (v1) + f (v2)
f (vα) = f (v)α.
We now introduce the concept of regularity which is a central notion in the
theory of near-vector spaces. We start by defining the concept of compati-
bility.
Definition 3.3.19. ([2], Definition 4.7) Let (V, F) be a near-vector space such that
Q(V) 6= {0}. Two elements u and v of Q(V) \ {0} are called compatible (u cp v),
if there is a λ ∈ F \ {0} such that u + vλ ∈ Q(V).
Remark 3.3.20.
• The compatibility relation cp is an equivalence relation on Q(V) \ {0}.
• The elements u and v of Q(V) \ {0} are compatible if and only if there exists
a λ ∈ F \ {0} such that +u = +vλ.
Definition 3.3.21. ([2], Definition 4.11) A near-vector space V is called a regular
near-vector space if any two vectors of Q(V) \ {0} are compatible.
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Theorem 3.3.22. The near-vector space (F(I), F) in Example 3.3.4 is regular.
Proof. To show that V is regular we prove that we just have one equivalence
class, under the compatibility relation. We consider di ∈ Fd for i ∈ I. Then
from Theorem 3.3.7 above we have that (di) ∈ Q(V). It turns out that every
element in Q(V) is related to (di). In fact let (ai) = (d′i)λ1 ∈ Q(V), where
d′i ∈ Fd of all i ∈ I and λi ∈ F. If λ1 = 0 then (di) + (ai) ∈ Q(V). Suppose
λ1 6= 0 and let λ = λ−11 . We show that (di) + (ai)λ ∈ Q(V). We have
(di) + (ai)λ = (di) + ((d′i)λ1)λ
= (di) + (d′iθ(λ1))λ
= (di) + (d′iθ(λ1λ))
= (di) + (d′iθ(λ1λ
−1
1 ))
= (di) + (d′i), since θ(1) = 1
= (di + d′i).
We know that Fd, with the operations of F, is a division ring. Hence di + d′i ∈
Fd for all i ∈ I. Therefore (di) + (ai)λ ∈ Q(V). Thus (di) and every element
of Q(V) are compatible. So V is regular.
Remark 3.3.23. The near-vector space (F(I), F) is regular but we do not have
Q(F(I)) = F(I) in general.
Here is an example.
Example 3.3.24. Let F be a near-field which is not a field and V = F⊕ F. Then V
with the scalar multiplication (x, y)α = (xα, yα) is such that Q(V) ( V.
Since F is a not a field, we have Fd ( F. From Theorem 3.3.7 we know that
Q(V) = {(d1, d2)F|d1, d2 ∈ Fd}. Let x ∈ F \ Fd. We show that (1, x) /∈ Q(V).
Suppose that (1, x) ∈ Q(V). Then there is α ∈ F, d1, d2 ∈ Fd such that (1, x) =
(d1α, d2α). It follows that α = d−11 and x = d2d
−1
1 . Since Fd with the operations
of F is a division ring, x ∈ Fd (Proposition 2.2.3), a contradiction. Hence (1, x) /∈
Q(V). Therefore Q(V) ( V.
We now list some properties related to compatibility.
Proposition 3.3.25. ([2], Proposition 4.10) Let u, v and u + v be elements of
Q \ {0}. Then
• u cp v, and
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• u cp u + v.
Theorem 3.3.26. ([2], Theorem 4.12) A near-vector space V is regular if and only
if there exists a basis which consists of mutually pairwise compatible vectors.
Next we give the main theorem of this chapter. It is from André ([2]).
Theorem 3.3.27. ([2], Theorem 4.13) (The Decomposition Theorem) Every near-
vector space V is the direct sum of regular near-vector spaces Vj(j ∈ J) such that
each u ∈ Q(V) \ {0} lies in precisely one direct summand Vj . The subspaces Vj
are maximal regular near-vector spaces.
The proof can be found in [2] or in [6], Theorem 2.5.17.
The following theorems are consequences of this theorem. We do not repeat
the proofs here.
Theorem 3.3.28. ([2], Theorem 4.14) (The Uniqueness Theorem) There exists
only one direct decomposition of a near-vector space into maximal regular near
subspaces.
Definition 3.3.29. ([2], Definition 4.15) The uniquely determined direct decompo-
sition of a near-vector space V into maximal regular subspaces, is called the canon-
ical direct decomposition of V.
Theorem 3.3.30. ([2], Theorem 4.17) Let (V, F) be a near-vector space with quasi-
kernel Q(V). If u ∈ Q(V) \ {0}, x ∈ V \ uF and uα + xβ = uα′ + xβ′
(α, β, α′, β′ ∈ F), then α = α′ and β = β′.
Theorem 3.3.31. ([2], Theorem 5.1) A near-vector space (V, F) is regular if and
only if
Q(V) = {vλ|λ ∈ F, v ∈ Ru} =: RuF,
where Ru(V) = Ru is the kernel of a u ∈ Q(V) \ {0} = Q(V) \ {0}. In this case
Q = RuF for all u ∈ Q(V) \ {0}.
If we consider the near-vector space F(I) in Example 3.3.4 with θ = id we
have the following:
Theorem 3.3.32. ([2], Theorem 5.2) (The Structure Theorem for Regular Near-
Vector Spaces)
An F-group (V, F), with V 6= {0}, is a regular near-vector space if and only if F
is a near-field and V is isomorphic to F(I), for some index set I.
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Chapter 4
Finite dimensional near-vector
spaces
We now turn our attention to finite dimensional near-vector spaces.
4.1 Finite dimensional near-vector spaces
Definition 4.1.1. Let (V, F) be a near-vector space. (V, F) is said to be a finite
dimensional near-vector space if its dimension is finite.
Example 4.1.2. Let us consider the near-vector space (R2,R) in Example 3.3.4
(5), and the elements (1, 0) and (0, 1). Let α, β ∈ R. We have (1, 0)α+ (0, 1)β =
(α3, β3). So, if (1, 0)α + (0, 1)β = 0, then α = 0 and β = 0. Hence the
set {(1, 0), (0, 1)} is an independent set of Q(R2) = R2. Now let (x, y) ∈
(R2,R). We have x1/3, y1/3 ∈ R, and (x, y) = (1, 0)x1/3 + (0, 1)y1/3. Therefore
{(1, 0), (0, 1)} is a generating set of Q(R2). Thus (R2,R) is a finite dimensional
near-vector space and its dimension is 2.
The main objective of this chapter is to study finite dimensional near-vector
spaces and we need more tools for 2 primitive near-rings.
From now on we suppose all near-rings are zero-symmetric. The theorems
in Meldrum ([11]) have been adapted for the 2-primitive case.
Proposition 4.1.3. ([11], Corollary 2.16) Let R be a near-ring, G an R-module.
Then every R-ideal of G is an R-submodule.
Proof. Since R is zero-symmetric, r0R = 0R for all r ∈ R. Let I be an R-ideal
of G. Then for all r ∈ R, g ∈ G, i ∈ I we have r(g+ i)− rg ∈ I. For g = 0 we
28
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have
ri− r0G = ri + r(0R0G) = ri− (r0R)0G = ri− 0R0G = ri− 0G = ri ∈ I.
Hence for all r ∈ R, i ∈ I we have ri ∈ I. Therefore I is an R-submodule.
Definition 4.1.4. ([11], Definition 3.8) Let R be a near-ring and G an R-module.
The semigroup, C := EndR(G), of all endomorphisms of G is called the R-centralizer
of G. Its subset, the group of units of C, is denoted by D := AutR(G).
Remark 4.1.5. Let 0 be the zero endomorphism of G. We write D0 for D ∪ {0}.
We are interested in the situation in which C = D0, which is not always the case.
So we consider the following two subsets of G
G0 :={g ∈ G|Rg = {0}}
G1 :={g ∈ G|Rg = G}.
This leads to the following lemma.
Lemma 4.1.6. ([11], Lemma 3.12) Let G be an R-module. We have
• G1 6= ∅ if and only if G is monogenic.
• If R is 2-primitive on G, then G = G0 ∪G1. Furthermore if R has an identity
and G 6= {0}, then G1 = G \ {0} and G0 = {0}.
• DG0 = G0 and DG1 = G1.
Proof. Let G be an R-module.
• G is monogenic if and only if there is g ∈ G such that Rg = G. So G is
monogenic if and only if G1 6= ∅.
• If R is 2-primitive on G, then G has no nontrivial proper R-submodules.
Since Rg is an R-submodule of G, Rg = {0} or Rg = G for all g ∈ G.
Therefore for all g ∈ G, g ∈ G0 or g ∈ G1. So G = G0 ∪ G1. Further-
more if R has an identity and g 6= 0, then Rg 6= {0} since g = 1g ∈ Rg.
Hence Rg = G and so for all g ∈ G, such that g 6= 0, g ∈ G1. Thus
G0 = {0} and G1 = G \ {0}.
• Let g ∈ DG0. Then there is a α ∈ D and g0 ∈ G0 such that g = α(g0).
Since g0 ∈ G0, Rg0 = {0}. We have Rg = R [α(g0)] = α(Rg0) = {0}.
Hence g ∈ G0 and DG0 ⊆ G0. Therefore DG0 = G0, since id ∈ D. We
also have DG1 = G1 using the same technique.
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We assume, unless otherwise stated, that if the near-ring R has an identity,
then all R-modules are unitary. We have the following theorem.
Theorem 4.1.7. ([11], Theorem 3.13) Let R be 2-primitive on an R-module G 6=
{0}. Then
• D acts fixed point free on G1.
• C = D0.
Proof. Let R be 2-primitive on the R-module G 6= {0}.
• D acts fixed point free on G1 if for all g1 ∈ G1 and d ∈ D, d(g1) = g1
implies that d is the identity map of G. So let d ∈ D and g1 ∈ G1 such
that d(g1) = g1. Since g1 ∈ G1, Rg1 = G. Then for any g ∈ G there
is r ∈ R such that rg1 = g. It follows that d(g) = rd(g1) = rg1 = g.
Hence d = 1. Therefore D acts fixed point free on G1.
• Since R is a 2-primitive near-ring on G, the only R-submodules of G
are {0} and G. Let c ∈ C \ {0}. Then ker c 6= G. But we know that ker c
is an R-ideal of G, by Example 2.3.12, and since R is a zero-symmetric
near-ring, R-ideals of G are R-submodules of G, by Proposition 4.1.3.
Hence ker c = {0} and c is injective. Likewise c(G) is an R-submodule
of G. It follows that c(G) = G, since c(G) 6= {0}. Hence c is surjective.
Therefore c ∈ D.
From the previous theorem comes the following corollary.
Corollary 4.1.8. ([11], Corollary 3.15) Let R be a 2-primitive near-ring with iden-
tity on an R-module G. Then C = D0 and D is a fix point free group of automor-
phisms of G.
Proof. Since R has an identity, by Lemma 4.1.6 G1 = G \ {0}. But Theorem
4.1.7 tells us that D acts fixed point free on G1. Hence D acts fixed point free
on G \ {0}. Therefore D is a fix point free group of automorphisms of G.
The following theorem gives a correspondence between D, the set of all R-
automorphisms of G, and the concept of an annihilator that we introduced
in 2.3.7.
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Theorem 4.1.9. ([11], Theorem 3.20) Let R be a 2-primitive near-ring, with iden-
tity, on an R-module G. Then for all g, h ∈ G1 we have
Dg = Dh if and only if AnnR(g) = AnnR(h).
Proof. Let g, h ∈ G.
• Suppose that Dg = Dh. We have to show that AnnR(g) = {r ∈
R|rg = 0G} = AnnR(h) = {r ∈ R|rh = 0G}. Since Annr(g) 6= ∅,
let r ∈ AnnR(g). Then rg = 0. Using the fact that Dg = Dh, we have
d ∈ D such that dg = h. It follows that rh = r(dg) = d(rg) = 0,
since d ∈ D = AutR(G) and rg = 0. Therefore r ∈ AnnR(h) and
AnnR(g) ⊆ AnnR(h). We similarly have that AnnR(h) ⊆ AnnR(g).
Hence AnnR(g) = AnnR(h).
• Now, we assume that AnnR(g) = AnnR(h). We want to show that
Dg = Dh. To do this, we define the following map
ρ : Rg→ Rh
rg 7→ rh.
Since g, h ∈ G1, Rg = Rh = G. Let r1g, r2g ∈ G such that r1g = r2g.
Then (r1 − r2)g = 0. It follows that r1 − r2 ∈ AnnR(g) = AnnR(h).
Hence r1h = r2h. Therefore the map ρ is well-defined. For r1, r2 ∈ R
we have
ρ(r1g + r2g) = ρ((r1 + r2)g) = (r1 + r2)h = r1h + r2h = ρ(r1g) + ρ(r2g)
ρ(r1(r2g)) = ρ((r1r2)g) = (r1r2)h = r1(r2h) = r1ρ(r2g)
Hence ρ ∈ C. Since ρ(g) = ρ(1g) = 1h = h 6= 0, ρ ∈ C \ {0}. We
know from Theorem 4.1.7 that C = D0. So ρ ∈ D and Dρ = D. Since
ρ(g) = h, Dh = Dρ(g) = Dg.
In order to prove Theorem 4.1.13 below, we need the following lemmas.
Lemma 4.1.10. ([11], Lemma 3.22) Let R be a near-ring and G an R-module. If
A, B, C are R-ideals of G, then we have
H = [(A + C) ∩ (B + C)] / [(A ∩ B) + C]
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is an abelian group and for all r ∈ R the mapping
ρ : H → H
h 7→ rh
is an endomorphism of (H,+).
Proof. Let I = (A ∩ B) + C and N = (A + C) ∩ (B + C).
• From Theorem 2.3.14 we have that I and N are R-ideals of G and since
I ⊆ N, I is an R-ideal of N. It follows that N/I is a group. We want
to show that H = N/I is abelian. But H is abelian if for any n1, n2 ∈
N, we have n1 + n2 − n1 − n2 ∈ I which is the same as proving that
n1 + n2 ≡ n2 + n1 mod I. Since N ⊆ A + C and C ⊆ I, there is an
a ∈ A, c ∈ C such that n1 = a+ c. So n1 ≡ a mod I. Likewise we have
N ⊆ B + C and so there is a b ∈ B such that n2 ≡ b mod I. Therefore
n1 + n2 ≡ a + b mod I. Since A, B are normal subgroups of G (A, B
are R-ideals) and (a + b − a) − b = a + b − a − b = a + (b − a − b),
we have a + b− a− b ∈ A ∩ B. Hence a + b ≡ b + a mod A ∩ B. But
A ∩ B ⊆ I. It follows that a + b ≡ b + a mod I. Hence n1 + n2 ≡
a + b ≡ b + a ≡ n2 + n1 mod I. Therefore H is abelian.
• We now show that the map ρ is an endomorphism of (H,+). To prove
it, we show that r(n1 + n2) ≡ rn1 + rn2 mod I. From the first part
we know that for all n1, n2 ∈ N there are a ∈ A and b ∈ B such that
n1 ≡ a mod I, n2 ≡ b mod I. It follows that rn1 ≡ ra mod I, rn2 ≡
rb mod I. Also since A is an R-ideal, we have r(b + a)− rb ∈ A. It
follows that r(b + a) ≡ rb mod A. From the first part we have that
r(a + b) ≡ r(b + a) mod A and so r(a + b) ≡ rb mod A. Hence
r(a + b) ≡ ra + rb mod A, since r(b + a)− rb, ra ∈ A and (r(b + a)−
rb) − ra ∈ A. Likewise we have r(a + b) ≡ ra + rb mod B. Hence
r(a + b) ≡ ra + rb mod A ∩ B. Since A ∩ B ⊆ I, r(a + b) ≡ ra + rb
mod I. Therefore r(n1 + n2) ≡ r(a+ b) ≡ ra+ rb ≡ rn1 + rn2 mod I,
so ρ is an endomorphism of (H,+).
Lemma 4.1.11. ([11], Lemma 3.25) Let R be a 2-primitive near-ring on the R-
module G, and let g be its generator. If B, C are left ideals of R such that
B + AnnR(g) = C + AnnR(g) = R, B ∩ C ⊆ AnnR(g),
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then R is a ring.
Proof. By Remark 2.3.13 the left ideals of R are also R-ideals of R, by con-
sidering R as an R-module. Also AnnR(g) is an R-ideal of R by Proposition
2.3.9. From Lemma 4.1.10
H = [(B + AnnR(g)) ∩ (C + AnnR(g))] / [(B ∩ C) + AnnR(g)]
is abelian and the map ρ is an endomorphism of (H,+). But H = R/AnnR(g),
since B + AnnR(g) = C + AnnR(g) = R and B ∩ C ⊆ AnnR(g), and so H
is R-isomorphic to G, by Corollary 2.3.30. Hence G is abelian and for all
r ∈ R, the map ρr : G → G given by ρr : g 7→ rg is an endomorphism of
G. Therefore from Lemma 2.3.32 we have R is a ring, since G is a faithful
R-module.
From now on we will write G∗ for G \ {0}.
Lemma 4.1.12. ([11], Lemma 3.26) Let R be a 2-primitive near-ring on the R-
module G, such that R has an identity and it is not a ring, and let {g1, g2 . . . , gn} ⊆
G1, n > 1, such that AnnR(gi) 6= AnnR(gj) if i 6= j. Then for all t = 1, . . . , n− 1
t⋂
i=1
AnnR(gi) * AnnR(gk)
for t < k ≤ n.
Proof. We use induction on t to prove the lemma. Since R is 2-primitive on
G with identity, G1 = G∗ by Lemma 4.1.6 and G has no nontrivial proper
R-submodules. So if g ∈ G∗, then by Lemma 2.3.31 we have AnnR(g) is a
maximal R-ideal of R. Hence AnnR(gi) ⊆ AnnR(gj) implies AnnR(gi) =
AnnR(gj). Thus i = j. So for all k > 1 we have AnnR(g1) * AnnR(gk).
Now we assume that for t > 2,
t⋂
i=1
AnnR(gi) * AnnR(gk) for t < k ≤ n.
Let B =
t⋂
i=1
AnnR(gi). We want to show that
t+1⋂
i=1
AnnR(gi) * AnnR(gk) for
t + 1 < k ≤ n. We know that AnnR(gt+1) * AnnR(gk) for t + 1 < k ≤ n.
Let C = AnnR(gt+1). We have by Theorem 2.3.14 that B + AnnR(gk) and
C + AnnR(gk) are R-ideals of R. Also by Theorem 2.3.31 AnnR(gk+1) is a
maximal R-ideal of R. Since B 6= {0}, C 6= {0},
R = B + AnnR(gk) = C + AnnR(gk).
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We assumed that R is not a ring. So from Lemma 4.1.11 B ∩ C * AnnR(gk)
for t + 1 < k ≤ n. Hence
t+1⋂
i=1
AnnR(gi) * AnnR(gk) for t + 1 < k ≤ n.
Theorem 4.1.13. ([11], Theorem 3.21) Let R be a 2-primitive near-ring with iden-
tity on the R-module G, such that R is not a ring. Let {g1, g2 . . . , gn} ⊆ G1,
n > 1, such that for i 6= j, AnnR(gi) 6= AnnR(gj). Let {h1, h2, . . . , hn} ⊆ G,
where the hi are not necessarily all distinct for i ∈ {1, . . . , n}. Then there exists an
element r ∈ R such that rgi = hi for 1 ≤ i ≤ n.
Proof. We use induction on n, the number of g′is, to prove the theorem. By
Lemma 4.1.6, G1 = G∗. For g1 ∈ G∗ we have Rg1 = G and so for h1 ∈ G
there is r ∈ R such that rg1 = h1.
So we assume that there is rm ∈ R such that rmgi = hi for 1 ≤ i ≤ m < n.
Let I =
m⋂
i=1
AnnR(gi). By Lemma 4.1.12 we have I * AnnR(gm+1). So
Igm+1 6= {0}, otherwise I ⊆ AnnR(gm+1). By Proposition 2.3.9 we have
that I is a left ideal of R. We want to show that Igm+1 is an R-ideal of G.
Let sgm+1 ∈ Igm+1, r ∈ R, g ∈ G. Since gm+1 ∈ G1, Rgm+1 = G. So there is
r1 ∈ R such that g = r1gm+1. So we have
r(g + sgm+1)− rg = r(r1gm+1 + sgm+1)− (rr1)gm+1
= [r(r1 + s)− rr1] gm+1.
Since I is a left ideal of R and s ∈ I, r(r1 + s)− rr1 ∈ I. Hence r(g+ sgm+1)−
rg ∈ Igm+1. Also Igm+1 is normal since I is normal. Therefore Igm+1 is an
R-ideal of G. Since R is a zero-symmetric near-ring, by Proposition 4.1.3 R-
ideals of G are R-submodules of G. So Igm+1 is an R-submodule of G. Since
R is a 2-primitive near-ring on G, G has no nontrivial proper R-submodules.
It follows that Igm+1 = G, because Igm+1 6= {0}. So there is s ∈ I such that
sgm+1 = hm+1 − rmgm+1. Let rm+1 = s + rm. We now verify that rm+1
is the required element. We have for all i, 1 ≤ i ≤ m, sgm = 0, since
s ∈ I =
m⋂
i=1
AnnR(gi). So
rm+1gi = (s + rm)gi = sgi + rmgi = rmgi, ∀1 ≤ i ≤ m
rm+1gm+1 = (s + rm)gm+1 = sgm+1 + rmgm+1 = hm+1 − rmgm+1 + rmgm+1
= hm+1.
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Thus we have proved the theorem.
We need the following material in order to prove two important theorems,
namely Theorem 4.1.21 and Theorem 4.1.22.
Definition 4.1.14. ([11]) Let (G,+) be a group and A a set of automorphisms of
G. Then G consists of a disjoint union of orbits of A, under the action of A on
G. A subset {gi|i ∈ I} of G, where I is some index set, is called a set of orbit
representatives if
G∗ = •i∈I Agi.
where “•" means disjoint union.
Lemma 4.1.15. ([11], Lemma 3.28) Let (G,+) be a group, A a group of automor-
phisms of G. Let f ∈ MA(G) and G∗ = •i∈I Agi. Then f uniquely determines
and is determined uniquely by the set {hi|i ∈ I}, where hi = f (gi).
Lemma 4.1.16. ([11], Lemma 3.28) Let (G,+) be a group, A a group of automor-
phisms of G. Let f ∈ MA(G). Then f induces a map from the orbits of A on G to
themselves.
Proof. We have f (Ag) = A( f (g)). So the result follows.
Lemma 4.1.17. ([11], Lemma 3.30) Let (G,+) be a group, A a group of automor-
phisms of G. Let g ∈ G∗ and h ∈ G. Then there exists f ∈ MA(G) such that
f (g) = h if and only if StA(g) ⊆ StA(h), where StA(g) := {a ∈ A|a(g) = g}
is the stabilizer of g ∈ G in A.
Proof. Suppose that there exists f ∈ MA(G) such that f (g) = h. Let a ∈
StA(g) = {a ∈ A|a(g) = g}. We have a(h) = a f (g) = f (a(g)) = f (g) = h.
Hence a ∈ StA(h). Thus StA(g) ⊆ StA(h). Now we assume that StA(g) ⊆
StA(h). We have to find f ∈ MA(G) such that f (g) = h. We define f as
follows:
f (a(g)) = a(h) for all a ∈ A
f (x) = 0 for all x ∈ G \ Ag.
We have to show that f is well-defined on Ag. So let a1, a2 ∈ A, such that
a1(g) = a2(g). Then (a−12 ◦ a1)(g) = g. It follows that (a−12 ◦ a1) ∈ StA(g).
But by hypothesis StA(g) ⊆ StA(h) and so a−12 ◦ a1 ∈ StA(h). Hence a1(h) =
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a2(h). Therefore f is well-defined. We now show that f ∈ MA(G). Let x ∈ G
and α ∈ A. If x /∈ Ag, then α(x) /∈ Ag. So 0 = α f (x) = f (α(x)) = 0. Now
if x ∈ Ag, then x = a(g) for some a ∈ A. We have f (α(x)) = f (α(a(g)) =
f ((α ◦ a)(g)) = (α ◦ a)(h) = α( f (x)). Thus f ∈ MA(G). Finally we have
f (g) = h.
Theorem 4.1.18. ([11], Theorem 3.31) Let (G,+) be a group, A a fix point free
group of automorphisms of G. Let {gi|i ∈ I} be a set of orbit representatives of G,
and let {hi|i ∈ I} ⊆ G, where the hi are not necessarily distinct for i ∈ I. Then
there is a unique f ∈ MA(G) such that f (gi) = hi, for all i ∈ I.
Proof. Since {gi|i ∈ I} is a set of orbit representatives, G∗ = •i∈I Agi. So any
nonzero element can be written as a(gj) for some a ∈ A and gj ∈ {gi|i ∈ I}.
We define f as follows
f (a(gi)) = a(hi), for all a ∈ A, i ∈ I,
f (0) = 0.
We prove that f is well-defined. Let a1, a2 ∈ A, i ∈ I such that a1(gi) =
a2(gi). So (a−12 ◦ a1)(gi) = gi. Since A is a fix point free group of auto-
morphisms of G, a−12 ◦ a1 = IdG. Hence f is well-defined. It remains to
show that f ∈ MA(G) since we already have f (gi) = hi by construction.
Let α ∈ A, g ∈ G. If g = 0, then α( f (0)) = 0 = f (α(0)). So let g ∈ G∗.
Then there is a ∈ A, i ∈ I such that g = a(gi). So f (α(g)) = f (α(a(gi))) =
f ((α ◦ a)(gi)) = (α ◦ a)(hi) = α( f (g)). Therefore f ∈ MA(G). By Lemma
4.1.15 f is unique.
Definition 4.1.19. ([11], Definition 3.32) Let S be a subnear-ring of the near-ring
R with a natural faithful representation on the R-module V. Then S is said to be
dense in R if given any finite subset {v1, v2, . . . , vk}, k > 1, of V and any element
r of R, there exists an s ∈ S such that svi = rvi, for 1 ≤ i ≤ k.
Proposition 4.1.20. ([11], Theorem 3.33) Let (G,+) be a group, A a group of
automorphisms of G. Let R be a subnear-ring of MA(G). Then
• R is dense in MA(G) if and only if for all {g1, g2, . . . , gn} ⊆ G, n > 0, and
f ∈ MA(G), there is r ∈ R such that r(gi) = f (gi) for 1 ≤ i ≤ n.
• If A is a fix point free group, then R is dense in MA(G) if and only if for
{g1, g2, . . . , gn} ⊆ G∗ such that Agi 6= Agj if i 6= j and {g′1, g′2, . . . , g′n} ⊆
G, there exists r ∈ R such that r(gi) = g′i, for 1 ≤ i ≤ n.
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Proof.
• This follows directly from the definition.
• Since A is a fix point free group and Agi 6= Agj if i 6= j, by Theorem
4.1.18 there is f ∈ MA(G) such that f (gi) = g′i for all i ∈ {1, . . . , n}.
Since R is dense, there is r ∈ R such that r(gi) = f (gi) = g′i, for
1 6 i 6 n.
Theorem 4.1.21. ([11], Theorem 3.34) Let (G,+) be a group such that G 6= {0},
A a fix point free group of automorphisms of G. Then any dense subnear-ring of
MA(G) is 2-primitive on G.
Proof. Let R be a subnear-ring of MA(G). We know that G is a faithful
MA(G)-module by Example 2.3.3. So by restricting the representation of
MA(G) on G to R, we have that G is a faithful R-module. Let g∗ ∈ G∗ and
R a dense subnear-ring of MA(G). From Proposition 4.1.20 we know that
for all g ∈ G, there is r ∈ R such that rg∗ = g. Hence Rg∗ = G and so G is
a monogenic R-module. Since for all g∗ ∈ G∗ we have Rg∗ = G, G has no
nontrivial proper R-submodules. Therefore R is a 2-primitive near-ring on
G.
Theorem 4.1.22. ([11], Theorem 3.35) Let R be a near-ring with identity 1, which
is 2-primitive on the R-module G. Let C := EndR(G) and D := AutR(G). Then
R ⊆ MD(G), C = D ∪ {0}, D is fix point free and if R is not a ring then is a
dense subnear-ring of MD(G).
Proof. We first show that R ⊆ MD(G). Since G is an R-module, we can
define the following map for all r ∈ R :
fr : G → G
g 7→ rg.
We have fr ∈ MD(G), since for all α ∈ D, g ∈ G, fr(α(g)) = rα(g) =
α(rg) = α( fr(g)). Hence R ⊆ MD(G). From Corollary 4.1.8 we have
that C = D ∪ {0} and D is fix point free. It remains to show that R is a
dense subnear-ring of MD(G). Let {g1, . . . , gn} ⊆ G∗ such that Dgi 6= Dgj
if i 6= j and let {g′1, . . . , g′n} ⊆ G. From Theorem 4.1.9 we have AnnR(gi) 6=
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AnnR(gj) for all i 6= j. Since R is not a ring, by Theorem 4.1.13 there is r ∈ R
such that rgi = g′i for 1 6 i 6 n. Finally by Proposition 4.1.20 R is dense in
MD(G).
We now define the concept of rank.
Definition 4.1.23. ([11], Definition 4.3) Let A be a group of automorphisms, not
necessarily fix point free, of the group (G,+). Let r ∈ MA(G). The A-rank of
r, denoted by rkA(r), is the cardinal of the set of nonzero orbits of A on rG. We
speak of the rank of r and write rk(r) if there is no possibility of confusion. Unless
otherwise specified, A = AutR(G), where R is a near-ring and G an R-module.
In the rest of the thesis A is equal to AutR(G).
Remark 4.1.24. Let R be a near-ring and G an R-module. As in Theorem 4.1.22
R ⊆ MD(G), D := AutR(G), for an element r ∈ R the rank is determined by the
cardinality of the set of nonzero orbits of the following action:
D× rG → rG
(α, rg) 7→ α · rg := rα(g).
If r is of rank 1 then according to the definition we have only one nonzero orbit. So
for all g ∈ G, g 6= 0,
rG∗ = {rα(g), for all α ∈ AutR(G)}.
From now on R will denote a zero-symmetric right near-ring with identity
1. The following theorems are important in proving van der Walt’s theorem.
Theorem 4.1.25. ([11], Theorem 4.2) Let R be a near-ring, G1 and G2 be R-
modules such that θ is an R-isomorphism from G1 to G2. Let Ci := EndR(Gi),
Di := AutR(Gi) for i = 1, 2. We define
ϕ : C1 → C2
c 7→ ϕ(c)
with ϕ(c)(g2) = θ(c(g1)), where g2 = θ(g1). Then ϕ is an isomorphism and ϕ
restricted to D1 is an isomorphism from D1 to D2.
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Proof. First we show that ϕ is well-defined. For ϕ to be well-defined we
have to show that for all c ∈ C1, ϕ(c) ∈ C2. Since θ is an R-isomorphism
from G1 to G2, for all g2 ∈ G2 there is a unique g1 ∈ G1 such that θ(g1) = g2.
We have for all c ∈ C1, g, h ∈ G1, r ∈ R
ϕ(c)(rθ(g)) = ϕ(c)(θ(rg)), since θ is an R-isomorphism,
= θ(c(rg)),
= θ(rc(g)), since c ∈ C1,
= rθ(c(g)), since θ is an R-isomorphism,
= rϕ(c)(θ(g)),
and
ϕ(c)(θ(g) + θ(h)) = ϕ(c)(θ(g + h)), since θ is an R-isomorphism,
= θ(c(g + h)),
= θ(c(g) + c(h)), since c ∈ C1,
= θ(c(g)) + θ(c(h)), since θ is an R-isomorphism,
= ϕ(c)(θ(g)) + ϕ(c)(θ(h)).
Hence ϕ(c) ∈ C2 for all c ∈ C1. Therefore ϕ is well-defined.
Now we show that ϕ is a semigroup homomorphism from C1 to C2. Let
c1, c′1 ∈ C1, g ∈ G1. we have
ϕ(c1 ◦ c′1)(θ(g)) = θ((c1 ◦ c′1)(g))
= θ(c1(c′1(g)))
= ϕ(c1)(θ(c′1(g)))
= ϕ(c1)(ϕ(c′1)(θ(g)))
=
[
ϕ(c1) ◦ ϕ(c′1)
]
(θ(g)).
Hence ϕ is a semigroup homomorphism. The homomorphism ϕ is bijective.
In fact let c1, c′1 ∈ C1 such that ϕ(c1) = ϕ(c′1). So for all g ∈ G1 we have
ϕ(c1)(θ(g)) = ϕ(c′1)(θ(g)). It follows that θ(c1(g)) = θ(c
′
1(g)). Since θ is
injective, c1(g) = c′1(g) for all g ∈ G1. Hence ϕ is injective. Let c2 ∈ C2. We
want to find c1 ∈ C1 such that c2 = ϕ(c1). Let c1 = θ−1 ◦ c2 ◦ θ. We have for
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g ∈ G
ϕ(c1)(θ(g)) = ϕ(θ−1 ◦ c2 ◦ θ)(θ(g))
= θ(θ−1 ◦ c2 ◦ θ(g))
= c2(θ(g)).
Hence ϕ(c1) = c2 and ϕ is surjective. Since ϕ is a semigroup homomor-
phism, it maps invertible elements of C1 to invertible elements of C2. There-
fore ϕ restricted to D1 is an isomorphism from D1 to D2.
Theorem 4.1.26. ([11], Theorem 4.5) Let R be a 2-primitive near-ring, which is
not a ring, on G which has a minimal left ideal K. Then we have:
• G is R-isomorphic to K.
• There is an idempotent e ∈ K \ {0} such that
– K = Re = Ke, and
– EndR(G) and eRe are isomorphic semigroups.
• Every nonzero element of K has rank 1.
Proof.
• Since K is a left ideal of R, by Remark 2.3.13 it is also an R-ideal of R.
It follows by Proposition 4.1.3 that K is an R-submodule of R. So it is
possible to define an R-homomorphism from K to G.
Since G is faithful, by Remark 2.3.8 AnnR(G) := {r ∈ R|rg = 0, ∀g ∈
G} = {0}. It follows that KG 6= {0} and there is g ∈ G such that Kg 6=
{0}. But Kg is an R-submodule of G. Since R is zerosymmetric and K
is a left ideal of R, for all r ∈ R, k ∈ K we have rk = r(0+ k) + r0 ∈ K.
It follows that RK ⊆ K. Hence RKg ⊆ Kg. Since G is of type 2 and
Kg 6= {0}, Kg = G. Then we define a mapping from K to G as follows:
f : K → G
k 7→ kg.
The map f is an R-homomorphism. Also f (K) = Kg = G. So f is
surjective. We have ker f = {k ∈ K|kg = 0} = K ∩ AnnR(g). So ker f
is a left ideal of R, since by Proposition 2.3.9 AnnR(g) is a left ideal of
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R. But K is minimal, so ker f = {0} or ker f = K. If ker f = K, then
Kg = {0}, which is not possible. So ker f = {0}. Hence f is injective.
Therefore G is R-isomorphic to K.
• We now prove that there is an idempotent e ∈ K \ {0} such that K =
Re = Ke. From the first part we have that Kg = G. So there is e ∈
K \ {0} such that eg = g. So e2g = e(eg) = eg = g, and e2 − e ∈ K ∩
AnnR(g)={0}. It follows that e2 = e, and so e is idempotent. We have
Ke is an R-submodule of K and K is of type 2, since it is isomorphic to
G. Hence K = Ke and K = Ke ⊆ Re ⊆ RK ⊆ K. Therefore K = Ke =
Re.
We have that Re is R-isomorphic to G. So by Theorem 4.1.25, EndR(G)
is isomorphic to EndR(Re). We show that EndR(Re) ∼= eRe. Let fr :
Re → Re be the mapping defined by fr(se) = sere. We have fr(s1e +
s2e) = fr(s1e) + fr(s2e) and fr(ss1e) = s f (s1e). So fr is an endomor-
phism. Hence we can define a mapping from:
F : eRe→ EndR(Re)
ere 7→ fr
We have to show that F is well defined. If er1e = er2e, then for all s ∈ R
we have ser1e = ser2e. Hence fr1 = fr2 and so F is well-defined. We
also have for all er1e, er2e ∈ eRe, F((er1e)(er2e)) = fr2 ◦ fr1 = F(r1) ∗
F(r2) with f ∗ g = g ◦ f . Hence F is a semigroup homomorphism
from (eRe, ·) to (EndR(Re), ∗). We now show that F is a bijection. Let
er1e, er2e ∈ eRe such that fr1 = fr2 . Then fr1(e) = fr2(e) and er1e =
er2e, so F is injective. Let g ∈ EndR(Re). We want to find ere ∈ eRe
such that fr = g, i.e g(se) = sere for all s ∈ R. We know that e = e2 ∈
Re and g(e) ∈ Re. So there is r ∈ R such that g(e) = re. Then ere =
eg(e), and since g is an R-homomorphism, ere = eg(e) = g(e2) = g(e).
So for all s ∈ R, we have g(se) = sg(e) = sere = fr(se). Hence F is
surjective and therefore F is a semigroup isomorphism.
• We show that every element of K \ {0} has rank 1. This means that for
any nonzero element k, the following action of D := AutR(G) on kG
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. FINITE DIMENSIONAL NEAR-VECTOR SPACES 42
by
D× kG → kG
(α, kg) 7→ kα(g),
has just one nonzero orbit. Let us suppose that there are two disjoint
nonzero orbits D(kg1), D(kg2), with kg1, kg2 6= 0. Then by Theorem
4.1.13 for all {a1, a2} ⊆ G, there is r ∈ R such that rkg1 = a1 and rkg2 =
a2. So we can have rkg1 = 0 and rkg2 6= 0. Then rk ∈ K ∩ AnnR(g1)
and rk 6= 0 since otherwise rkg2 = 0. It follows that K ∩ AnnR(g1) is
a nonzero left ideal of R contained in K. Since K is minimal left ideal
of R, K = K ∩ AnnR(g1) and so K ⊆ AnnR(g1). It follows that kg1 = 0
which is a contradiction. Therefore every element of K \ {0} has rank
1.
Remark 4.1.27. According to the theorem above, the minimal left ideals of R are of
the form Re for some idempotent element e in R and they are all isomorphic to G.
We also have
Theorem 4.1.28. ([13]) Let R be a 2-primitive near-ring which has a minimal left
R-subgroup K. Suppose G is a faithful R-module of type 2. Then we have:
• G is R-isomorphic to K.
• There is an idempotent e ∈ K \ {0} such that
– K = Re = Ke, and
– EndR(G) and eRe are isomorphic semigroups.
• Every nonzero element of K has rank 1.
We now have a characterisation of minimal left R-subgroups for a given
2-primitive near-ring R.
Theorem 4.1.29. ([13], Theorem 2.1) Let R be a 2-primitive near-ring on the R-
module G. Then R has a minimal left R-subgroup if and only if R contains an
idempotent e of rank 1.
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Proof. If R has a minimal left R-subgroup by Theorem 4.1.28, R contains an
idempotent e of rank 1.
Now we assume that R contains an idempotent e of rank 1. We have to
construct a minimal left R-subgroup K of R. Let K = Re, then K is an R-
submodule of R. The idea is to find an R-isomorphism between K and G
and since G is of type 2, K will also be simple and will be a minimal left
R-subgroup. Since G is faithful, there is g1 ∈ G, such that Kg1 6= {0}. But
G being of type 2 implies that Rg1 = G. Let g = eg1. We have g 6= 0,
otherwise we will have {0} = Rg = Reg1 = Kg1, but Kg1 6= {0}. We
have eg = e(eg1) = eg1 = g, since e is an idempotent. It follows that
Kg = Reg = Rg = G, since by Theorem 4.1.6, for all g ∈ G∗, Rg = G. We
define a mapping
f : K → G
k 7→ kg.
The mapping f is an R-homomorphism and surjective, since Kg = G. We
show that it is also one to one. We have ker f = K ∩ AnnR(g). It remains to
prove that ker f = {0}. Since ker f is an left R-subgroup of K (by Lemma
2.3.23, the R-submodules are left R-subgroups and by Example 2.3.12 ker f
is an R-submodule) and also contained in AnnR(g), we will simply show
that there is no nonzero left R-subgroup of K contained in ker f . So let H
be a nonzero left R-subgroup of K. Since K = Re, H will be of the form
Ie. So He = (Ie)e = Ie = H. Since G is faithful, there is g′ ∈ G, such
that Hg′ 6= {0}. Then Heg′ = Hg′ = G, since G is of type 2, and there
is h ∈ H, such that h(eg′) = g 6= 0. It follows that h /∈ AnnR(eg′). But
since e is of rank 1, eG = {0} ∪ D(eg1) = D(g). It follows that g and eg′
are in the same orbit and so D(eg′) = D(g). By Theorem 4.1.9 we have that
AnnR(g) = AnnR(eg′). Hence h /∈ AnnR(g) and H * AnnR(g). Therefore
f is injective and K is a minimal left R-subgroup of R.
The theorems above have some very important consequences.
Corollary 4.1.30. ([13], Corollary 2.2) Let R be 2-primitive near-ring with iden-
tity on G and suppose K is a minimal left R-subgroup and that e is an idempotent
of rank 1 such that K = Re. Then (eRe, ·) is a group with zero, and the group
eRe \ {0} acts on Re by right multiplication as a fix point free group of automor-
phisms.
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Proof. Since R is 2-primitive on G, by Theorem 4.1.22
EndR(G) \ {0} = AutR(G).
It follows that EndR(G) is a group with zero. From Theorem 4.1.28 EndR(G)
and eRe are isomorphic semigroups. It follows that (eRe, ·) is also a group
with zero. By Theorem 4.1.22 again we know that AutR(G) is fix point free
and by Theorem 4.1.28 G is R-isomorphic to K. Hence eRe \ {0} acts on
K = Re as a fix point free group of automorphisms.
Corollary 4.1.31. ([13], Corollary 2.3) Let R be a 2-primitive near-ring on G and
let e be a distributive idempotent element of R of rank 1. Then (eRe,+, ·) is a
near-field.
Proof. Since e is idempotent of rank 1, by Theorem 4.1.29 Re is a minimal
left R-subgroup of R. So by Corollary 4.1.30 (eRe, ·) is a group with zero.
Moreover e being distributive implies that (eRe,+) is a group. Therefore
(eRe,+, ·) is a near-field.
Remark 4.1.32. Since every near-field is abelian by Theorem 2.2.1, (eRe,+) is
abelian if R is 2-primitive on G and e is a distributive idempotent element of R of
rank 1.
Proposition 4.1.33. ([13], Corollary 2.6) Let (G,+) be a group, A a group of
automorphisms of G such that A acts fix point free on G. Then MA(G) is a near-
field if G∗ is an orbit, that is if there is g ∈ G∗ such that Ag = G∗.
Proof. From Theorem 4.1.21 we know that MA(G) is 2-primitive on G. Also
IdG ∈ MA(G) is distributive and idempotent. We want to show that IdG
is of rank 1. By definition, the rank of IdG is the cardinality of the set of
nonzero orbits of the action of A on IdGG = G. Since G∗ is an orbit, we
have only one nonzero orbit. So IdG is of rank 1. Hence by Corollary 4.1.31
MA(G) is a near-field.
We introduce a new class of near-rings.
Definition 4.1.34. ([13]) If the near-ring R contains a complete set of distributive
idempotents, i.e. it contains a finite set {e1, e2, . . . , en} of idempotents such that
1. e1 + e2 + · · ·+ en = 1;
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2. eiej = 0 if i 6= j;
3. each ei is of rank 1;
4. each ei is a distributive element of R;
then R is called a CDI-near-ring.
Remark 4.1.35. ([13]) Let R be a CDI-near-ring and 2-primitive on G. Let
{e1, e2, . . . , en} be the set of idempotents of rank 1. By Theorem 4.1.29 R has min-
imal left R-subgroups Rei for all i ∈ {1, . . . , n}. Moreover by Theorem 4.1.28 we
have
• n R-isomorphisms φi : G → Rei, and
• n semigroup isomorphisms ψi : EndR(G)→ eiRei.
By Corollary 4.1.30 eiRei \ {0} acts on Rei by right multiplication for all i ∈
{1, . . . , n} and we now give the action explicitly. Any element of Rei and eiRei can
be uniquely written as φi(g) and ψi(α) for some g ∈ G, α ∈ EndR(G), respec-
tively. The action is defined by
φi(g) · ψi(α) := φi(α(g)).
We simply write φi(g)ψi(α) = φi(α(g)) instead of φi(g) · ψi(α) = φi(α(g))
when there is no room for confusion.
So for all r ∈ R, g ∈ G, α ∈ EndR(G), rφi(g)ψi(α) = φi(rα(g)).
Proposition 4.1.36. ([13]) Let R be 2-primitive on the R-module G and suppose
that R is a CDI-near-ring with {e1, . . . , en} as the set of idempotents. Then
• (eiRei,+) is isomorphic to (eiG,+) for all i ∈ {1, . . . , n}.
• G = e1G + · · ·+ enG and G is abelian.
• There is a group isomorphism Φ between G and H := e1Re1⊕ · · · ⊕ enRen.
Proof.
• For all i ∈ {1, . . . , n}, φi : G → Rei is an R-isomorphism and φi(eiG) =
eiφi(G) = eiRei. So (eiG,+) and (eiRei,+) are isomorphic.
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• By Remark 4.1.32 (eiRei,+) is abelian for all i ∈ {1, . . . , n}. It follows
that (eiG,+) is also abelian. Since for all i, j ∈ {1, . . . , n} we have
eiej = 0 if i 6= j and e1 + · · · + en = 1, G = e1G + · · · + enG is a di-
rect decomposition, and so G is abelian. Where direct decomposition
means each eiG is a normal subgroup of G, eiG ∩ ejG = {0} for all
i 6= j, i, j ∈ {1, . . . , n} and G = e1G + · · ·+ enG. Since eiG is abelian,
it is a normal subgroup of G. We also have eiG ∩ ejG = {0}, i 6= j,
i, j ∈ {1, . . . , n}, since if j 6= i and eig = ejg′, we have
0 = 0g = (ejei)g = ej(eig) = ej(ejg′) = (ejej)g′ = ejg′ = eig.
• Let Φ be the map defined by
Φ : G → H
g 7→ φ1(e1g) + · · ·+ φn(eng).
We show that Φ is a group isomorphism. Since G = e1G + · · ·+ enG
is a direct decomposition and φi : (eiG,+) → (eiRei,+) is group iso-
morphism, for all i ∈ {1, . . . , n}, Φ is a group isomorphism.
Corollary 4.1.37. ([13]) Let H := e1Re1 ⊕ · · · ⊕ enRen. Then
• H is an R-module under the action defined by
r · h := Φ(rg)
with h = Φ(g) ∈ H, where Φ is the group isomorphism defined in the proof
of Proposition 4.1.36. We simply write rh instead of r · h.
• Φ is an R-isomorphism.
Proof.
• Since Φ is a group isomorphism from G to H, for any h ∈ H there is a
unique g ∈ G such that h = Φ(g). Hence the action is well-defined. It
follows that H is an R-module.
• Let g ∈ G an r ∈ R. We have Φ(rg) = r · Φ(g) = rΦ(g), by the
definition of the action. Since we already have that Φ is a group iso-
morphism, we now have that Φ is an R-isomorphism.
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Corollary 4.1.38. ([13]) LetΦ be the R-isomorphism between G and H := e1Re1⊕
· · · ⊕ enRen defined in the proof of Proposition 4.1.36. Then:
• There is a semigroup isomorphism Ψ : EndR(G) → EndR(H) such that for
all g ∈ G, r ∈ R and α ∈ EndR(G) we have
Φ(g)Ψ(α) := Ψ(α)(Φ(g)) = φ1(e1g)ψ1(α) + · · ·+ φn(eng)ψn(α)
and Φ(rα(g)) = rΦ(g)Ψ(α).
• If R is not a ring, then R is a dense subnear-ring of MA(H), where A :=
EndR(H).
Proof.
• We have seen in Corollary 4.1.37 that G is R-isomorphic to H. So by
Theorem 4.1.25 there is a semigroup isomorphism
Ψ : EndR(G)→ EndR(H)
such that
Φ(g)Ψ(α) = Ψ(α)(Φ(g)) = Φ(α(g)),
since
Ψ(α)(h) = Φ(α(g)), with Φ(g) = h.
But we know from Proposition 4.1.36 that
Φ(α(g)) = φ1(e1α(g)) + · · ·+ φn(enα(g))
and by Remark 4.1.35 we have φi(g)ψi(α) = φi(α(g)). Hence
Φ(g)Ψ(α) = φ1(e1g)ψ1(α) + · · ·+ φn(eng)ψn(α).
We have
rΦ(g)Ψ(α) = Φ(rg)Ψ(α)
= Φ(α(rg)) since Φ(g1)Ψ(α1) = Φ(α1(g1))
= Φ(rα(g)) since α ∈ EndR(G).
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• Suppose that R is not a ring. Since H is R-isomorphic to G, R is
2-primitive on H. By Theorem 4.1.22 R is a dense subnear-ring of
MD(H), with D := AutR(H), and AutR(H) = A \ {0} by Corollary
4.1.8. Therefore R is a dense subnear-ring of MA∗(H). But we have
MA(H) ⊆ MA∗(H). Therefore R is a dense subnear-ring of MA(H).
Lemma 4.1.39. ([13], Lemma 3.1) Let H := e1Re1 ⊕ · · · ⊕ enRen as defined in
Proposition 4.1.36 and A := EndR(H). Then (H, A) is a near-vector space.
Proof. We have that
• (H,+) is an abelian group and A is a set of endomorphism of (H,+).
• We have id,−id, 0 ∈ A.
• Since R is 2-primitive on H (because G ∼=R H), by Corollary 4.1.8 A \
{0} = AutR(H) and A acts fix point free on H. So A∗ is a subgroup of
Aut(H).
• We now show that the quasi-kernel Q(H) generates H additively. Since
H = e1Re1 ⊕ · · · ⊕ enRen, if we can show that eiRei ⊂ Q(H) then
Q(H) generates H additively. So let i ∈ {1, . . . , n}, eirei ∈ eiRei, with
r ∈ R, and α, β ∈ A. Then there are unique α1, β1 ∈ A, g ∈ G such
that α = Ψ(α1), β = Ψ(β1), eirei = Φ(eig), since by Corollary 4.1.38
Ψ : EndR(G)→ EndR(H) is an isomorphism and by Proposition 4.1.36
Φ : G → H is also an isomorphism. Again by Corollary 4.1.38, for
all g ∈ G, α ∈ EndR(G) we have Φ(g)Ψ(α) = φ1(e1g)ψ1(α) + · · · +
φn(eng)ψn(α). It follows that
Φ(eig)Ψ(α) = φ1(e1(eig))ψ1(α) + · · ·+ φn(en(eig))ψn(α)
= φ1((e1ei)g)ψ1(α) + · · ·+ φn((enei)g)ψn(α)
= φi(eig)ψi(α) since eiej = 0, ∀i 6= j and eiei = ei.
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Hence
eireiα+ eireiβ = Φ(eig)Ψ(α1) +Φ(eig)Ψ(β1)
= φi(eig)ψi(α1) + φi(eig)ψi(β1)
= φi(eig)ψi(γ1)
= Φ(eig)Ψ(γ1)
= eireiγ with γ = Ψ(γ1),
with γ1 = ψ−1i
[
(φi(eig))−1 (φi(eig)ψi(α1) + φi(eig)ψi(β1))
]
.
Therefore eiRei ⊂ Q(H). Thus Q(H) generates H.
Thus (H, A) is a near-vector space.
Corollary 4.1.40. ([13]) The near-vector space (H, A) in Lemma 4.1.39 is a finite
dimensional near-vector space.
Proof. The set {e1, . . . , en} is a set of idempotents of rank 1. For each ei we
have one nonzero orbit of the action of A∗ on eiH, namely eiH \ {0}. Since
e1 + · · ·+ en = 1 and 1 ∈ R we have
1 = e1 + · · ·+ en
= e1e1 + · · ·+ enen, since ei is idempotent for all i ∈ {1, . . . , n}
= e11e1 + · · ·+ en1en
∈ H, where H = e1Re1 ⊕ · · · ⊕ enRen.
It follows that ei ∈ eiH. Hence the only non zero orbit is eiH \ {0} =
{eiα, for all α ∈ A∗}. But eiH = eiRei, since eiei = ei and eiej = 0 for
i 6= j. Therefore eiRei \ {0} = {eiα, for all α ∈ A∗}, and ei generates eiRei.
But we have seen in the proof of Lemma 4.1.39 that
n⋃
i=1
eiRei generates H. So
{e1, . . . , en} generates H. We now show that {e1, . . . , en} is independent. Let
α1, . . . , αn ∈ A such that e1α1 + · · ·+ enαn = 0. Then for all i ∈ {1, . . . , n},
we have
ei(e1α1 + · · ·+ enαn) = ei0
= eiαi, since eiei = ei and eiej = 0, ∀j 6= i
= 0.
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Hence eiαi = 0. Since A acts fix point free on H and ei 6= 0, αi = 0. Therefore
{e1, . . . , en} is independent. Thus {e1, . . . , en} is a basis of (H, A) and so
(H, A) is of dimension n.
Theorem 4.1.41. ([13], Theorem 3.2) Let R be 2-primitive on an R-module G and
suppose that R is a CDI-near-ring and not a ring. Then
• R is abelian and symmetric i.e. a(−b) = −ab.
• There is a finite dimensional near-vector space (H, A) such that R is isomor-
phic to a dense subnear-ring of MA(H).
Proof.
• Since R is 2-primitive on G, by Theorem 4.1.22
D := AutR(G) = EndR(G) \ {0}
and R is a dense subnear-ring of MD(G). It suffices to show that
MD(G) is abelian and symmetric. From Proposition 4.1.36, G is abelian,
so by Proposition 2.3.4, MD(G) is also abelian. Also −id ∈ D. Hence
for all f , h ∈ MD(G), g ∈ G, ( f ◦ (−h))(g) = f (−id(h(g))) = −id( f (h(g))) =
−( f ◦ h)(g). So for all f , h ∈ MD(G), f ◦ (−h) = −( f ◦ h). Therefore
R is abelian and symmetric.
• Since R is 2-primitive on G and R is a CDI-near-ring, by Lemma 4.1.39
and Corollary 4.1.40 there is a finite dimensional near-vector space
(H, A). Since R is not ring, by Corollary 4.1.38, R is a dense subnear-
ring of MA(H).
Theorem 4.1.42. ([13], Theorem 3.3) Let (G, A) be a finite dimensional near-
vector space. Then MA(G) is a CDI-near-ring which is 2-primitive on G.
Proof. We know from Theorem 4.1.21 that MA(G) is 2-primitive on G. We
just have to show that MA(G) is a CDI-near-ring. Let {g1, . . . , gn} be a basis
of (G, A) and define fi : G → G by fi(x) = giαi, with x = g1α1 + · · · +
gnαn ∈ G, α1, . . . , αn ∈ A, for all i ∈ {1, . . . , n}. For all i ∈ {1, . . . , n}, fi is
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well-defined, since x is uniquely written in terms of the basis {g1, . . . , gn}
by Lemma 3.3.9. So for α ∈ A, we have
fi(xα) = fi(
n
∑
j=1
(gjαj)α) = fi(
n
∑
j=1
gj(αjα)) = gi(αiα) = (giαi)α = fi(x)α.
Hence fi ∈ MA(G), for all i ∈ {1, . . . , n}. Let x = g1α1 + · · · + gnαn. We
have
• for all i ∈ {1, . . . , n}, ( fi ◦ fi)(x) = fi(giαi) = giαi = fi(x). Hence fi is
idempotent.
• We have that for all x ∈ G,
( f1 + · · ·+ fn)(x) = f1(x) + · · ·+ fn(x) = g1α1 + · · ·+ gnαn = x.
Hence f1 + · · ·+ fn = id.
• Let i 6= j, we have that ( fi ◦ f j)(x) = fi(gjαj) = 0. So fi ◦ f j = 0 if i 6= j.
• Let h1, h2 ∈ MA(G) such that h1(x) = g1β1 + · · · gnβn, h2(x) = g1β′1 +
· · ·+ gnβ′n and i ∈ {1, . . . , n}. We have that
fi ◦ (h1 + h2)(x) = fi(h1(x) + h2(x))
= giβi + giβ′i
( fi ◦ h1 + fi ◦ h2)(x) = fi(h1(x)) + fi(h2(x))
= giβi + giβ′i.
Hence fi is distributive for all i ∈ {1, . . . , n}.
• For i ∈ {1 . . . , n}, the rank of fi is the cardinal of the set of nonzero
orbits of A∗ on fiG, and the action is defined as follows
A∗ × fiG → fiG
(α, fi(x)) 7→ α · fi(x) := fi(xα).
For x ∈ G, we have x = g1α1 + · · · + gnαn, for αi ∈ A and i ∈
{1, . . . , n}. Since fi(x) = giαi we have
fiG∗ = {giα|α ∈ A∗}.
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The orbit of fi(gi) is given by
{ fi(gi)α|α ∈ A∗} = {giα|α ∈ A∗} = fiG∗.
Hence fiG∗ is an orbit of A on fiG, and it is necessarily the only nonzero
orbit. Hence fi is of rank 1.
Therefore MA(G) is a CDI-near-ring which is 2-primitive on G.
The materials above are sufficient to prove van der Walt’s theorem (Theo-
rem 4.1.43).
The following theorem characterizes finite dimensional near-vector spaces.
Theorem 4.1.43. ([13], Theorem 3.4) [van der Walt’s theorem]
Let (G,+) be a group and let A := D ∪ {0}, where D is a fixed point free group of
automorphisms of (G,+).
• (G, A) is a finite dimensional near-vector space if and only if MA(G) is a
CDI-near-ring.
• (G, A) is a finite dimensional near-vector space if and only if there exist a fi-
nite number of near-fields F1, . . . , Fm, semigroup isomorphisms ψi : (A, ◦)→
(Fi, ·), and an additive group isomorphism Φ : G → F1 ⊕ · · · ⊕ Fm such
that if Φ(g) = (x1, . . . , xm), then Φ(gα) = (x1ψ1(α), . . . , xmψm(α)) for
all g ∈ G, α ∈ A.
Proof of van der Walt’s theorem.
If G = {0} there is nothing to show. Suppose G 6= {0}.
• Suppose that (G, A) is a finite dimensional near-vector space. Then by
Theorem 4.1.42 MA(G) is a CDI-near-ring.
To show the converse, we suppose that MA(G) is a CDI-near-ring. Let
R := MA(G). By Theorem 4.1.21 we know that any dense subnear-
ring of MA(G) is 2-primitive on G. In particular R = MA(G) is 2-
primitive on G. We first prove that A = EndR(G). Let α ∈ A. Then for
all f ∈ MA(G), g ∈ G, α( f (g)) = f (α(g)). But α ∈ Aut(G,+), hence
α ∈ EndMA(G)(G) = EndR(G). Now let α ∈ EndR(G) and suppose
that α /∈ A. Since
MA(G) = {h ∈ M(G)|α(h(g)) = h(α(g)), ∀α ∈ A, g ∈ G},
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if α /∈ A there is an f ∈ MA(G) = R or g ∈ G such that f (α(g)) 6=
α( f (g)). But this is contradiction since α ∈ EndR(G). Therefore A =
EndR(G). From Proposition 4.1.36, since R is a CDI-near-ring, there
is a group H, such that H is R-isomorphic to G. By Corollary 4.1.38
EndR(G) is isomorphic to EndR(H) and by 4.1.39 (H, EndR(H)) is a
near-vector space. Furthermore by Corollary 4.1.40 (H, EndR(H)) is
a finite dimensional near-vector space. It follows that (G, EndR(G)) is
isomorphic to (H, EndR(H)) as near-vector spaces. Hence (G, EndR(G))
is a finite dimensional near-vector space. But EndR(G) = A. Therefore
(G, A) is a finite dimensional near-vector space.
• Suppose that there exist a finite number of near-fields F1, . . . , Fm, semi-
group isomorphisms ψi : (A, ◦) → (Fi, ·) , i ∈ {1, . . . , m}, and an
additive group isomorphism Φ : G → F1 ⊕ · · · ⊕ Fm such that if
Φ(g) = (x1, . . . , xm), then Φ(gα) = (x1ψ1(α), . . . , xmψm(α)) for all
g ∈ G, α ∈ A. We show that (G, A) is a finite dimensional near-vector
space. We have that
– (G,+) is a group and A is a set of endomorphisms of (G,+).
– We have 0 ∈ A and id ∈ A. We show that −id ∈ A. The mul-
tiplicative group of a near-field has just one element of order 2,
namely −1. So A also has just one element of order 2, say α0. It
follows that for all i ∈ {1, . . . , m}, ψi(α0) = −1. We have for all
g ∈ G
Φ(gα0) = (x1ψ1(α0), . . . , xmψm(α0))
= (−x1, . . . ,−xm)
= −Φ(g)
= Φ(−g).
Since Φ : (G,+) → (F1 ⊕ · · · ⊕ Fm,+) is a group isomorphism,
Φ(−g) = −Φ(g). Hence
gα0 = Φ−1(Φ(gα0)) = Φ−1(Φ(−g)) = −g.
Therefore α0 = −id.
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– A \ {0} = D is a fixed point free group of automorphisms of
(G,+).
– We now show that there is a set {g1, . . . , gm} ∈ Q(G) that gener-
ates G. Let ei = (0, . . . , 0, 1, 0, . . . , 0) with 1 ∈ Fi and 1 in the i-th
position. There is a unique gi ∈ G such that Φ(gi) = ei, for all
i ∈ {1, . . . , m}. Let α, β ∈ A. We have
Φ(giα+ giβ) = Φ(giα) +Φ(giβ)
= (0, . . . , 0,ψi(α), 0, . . . , 0) + (0, . . . , 0,ψi(β), 0, . . . , 0)
= (0, . . . , 0,ψi(α) + ψi(β), 0, . . . , 0)
= Φ(giψ−1i (ψi(α) + ψ(β))).
Since Φ is an isomorphism,
giα+ giβ = giψ−1i (ψi(α) + ψ(β)),
and ψ−1i (ψi(α) + ψ(β)) ∈ A. Hence {g1, . . . , gm} ⊆ Q(G). Let
g ∈ G. Since G is isomorphic to F1 ⊕ · · · ⊕ Fm, there are unique
x1 ∈ F1, . . . , xm ∈ Fm such that g = Φ−1(x1, . . . , xm). Also for each
of the xi, there is a unique αi ∈ A such that ψi(αi) = xi. Hence
g = Φ−1(ψ1(α1), . . . ,ψm(αm)). It follows that
g = Φ−1(ψ1(α1), 0, . . . , 0) + · · ·+Φ−1(0, . . . , 0,ψm(αm))
= g1α1 + · · ·+ gmαm.
Hence {g1, . . . , gm} generates G. Therefore (G, A) is a finite di-
mensional near-vector space.
Now assume that (G, A) is a finite dimensional near-vector space.
Then by Theorem 4.1.42 R := MA(G) is a CDI-near-ring and 2-primitive
on G. Let {e1, . . . , em} be the set of idempotent elements. Then by The-
orem 4.1.26 there are semigroup isomorphisms ψi : A → eiRei and
by Proposition 4.1.31 (eiRei,+, ·) is a near-field, for all i ∈ {1, . . . , m}.
So let Fi = eiRei. By Proposition 4.1.36, there is a group isomorphism
Φ : G → F1 ⊕ · · · ⊕ Fm such that
Φ(g) = (φ1(e1g), . . . , φm(emg)) = (x1, . . . , xm).
Finally by Corollary 4.1.38 we know that
Φ(gα) = φ1(e1g)ψ1(α) + · · ·+ φm(emg)ψm(α),
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since F1 ⊕ · · · ⊕ Fm is a direct sum we have
Φ(gα) = (x1ψ1(α), . . . , xmψm(α)), for all g ∈ G, α ∈ A.
The characterization of finite dimensional near-vector spaces is quite dif-
ferent from the one for vector spaces. In general we do not have one but
a finite number of direct summands of near-fields, all having isomorphic
multiplicative semigroup structures.
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Chapter 5
Linear mappings of near-vector
spaces
5.1 Linear mappings from a near-vector space
V = Fn to itself, where F is a near-field
The action of a field F on the vector space V = Fn, where n > 1, results in
the creation of two well-known structures that depend very tightly on this
action:
• There is the ring of linear transformations of V, also known as the ring
of F-endomorphisms of the group V, which can be identified with the
ringMn(F) of n× n matrices over F.
• This ring is contained in the second structure, namely the nearring
MF(V) of F-mappings of V into itself.
It turns out thatMn(F) is the smallest 2-primitive nearring on V which con-
tains all the distributive elements of MF(V). In [13] van der Walt extended
this result for V a near-vector space and F a near-field.
Definition 5.1.1. ([6], Definition 4.1.1) Let (V, A) be a near-vector space. A map
g : V → V is called a homogeneous transformation of V if for each x ∈ V and for
each α ∈ A,
g(xα) = (g(x))α.
The set
MA(V) := { f : V → V | f (xα) = f (x)α, for all x ∈ V, α ∈ A}
56
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of all homogeneous functions of V into itself is a nearring (See [6], Definition
4.1.1). It has the following subset
LA(V) := { f ∈ MA(V) | f (v1 + v2) = f (v1) + f (v2) for all v1, v2 ∈ V},
i.e. the set of all linear mappings from V to itself. For vector spaces, these
would be called the linear transformations of the vector space. In [6], Propo-
sition 4.1.4, it is proved that LA(V) is a ring.
According to Theorem 4.1.43 we can specify a finite dimensional near-vector
space by taking n near-fields F1, F2, . . . , Fn for which there are semigroup iso-
morphisms ϑij : (Fj, ·) → (Fi, ·) with ϑijϑjk = ϑik for 1 ≤ i, j, k ≤ n. We can
then take V := F1 ⊕ F2 ⊕ · · · ⊕ Fn as the additive group of the near-vector
space and any one of the semigroups (Fi0 , ·) as the semigroup of endomor-
phisms by defining
(x1, x2, · · · , xn)α := x1ϑ1i0(α) + x2ϑ2i0(α) + · · ·+ xnϑni0(α),
for all xj ∈ Fj and all α ∈ Fi0 . We want to study the nearring MFi0 (V) for a
certain constructions.
In [13] van der Walt also defines
Definition 5.1.2. ([13]) The subnearring of MFi0 (V) generated by the set of all
square matrices, C := (cij), where cij ∈ Fi with their action on V defined by
c11 · · · c1n
... . . .
...
cn1 · · · cnn


x1
...
xn
 :=

c11ϑ11(x1) + · · ·+ c1nϑ1n(xn)
...
cn1ϑn1(x1) + · · ·+ cnnϑnn(xn)

is called the nearring of matrices determined by the near-fields F1, F2, . . . , Fn and
the matrix of isomorphisms (ϑij), and is denoted byMn({Fi}, (ϑij)).
Note that the choice of i0 does not figure in the definition of this nearring.
Corollary 5.1.3. ([13], Corollary 3.6) Suppose (V, A) is a finite near-vector space
which is not a vector space. Then MA(V) is isomorphic to a nearring of matrices
determined by a finite number of finite near-fields with isomorphic multiplicative
semigroups.
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Thus in the finite case, if (V, A) is not a vector space, the elements of MA(V)
are isomorphic to Mn({Fi}, (ϑij)), i.e. the homogeneous transformations
are exactly the elements ofMn({Fi}, (ϑij)).
Throughout this section we look at constructions of the form V = F⊕ · · · ⊕
F (n copies), where F is a near-field and the ψi : (F, ·)→ (F, ·) multiplicative
automorphisms for i ∈ {1, . . . , n}. We put A = F with the scalar multiplica-
tion defined for all α ∈ F and (x1, . . . , xn) ∈ V by
(x1, . . . , xn)α = (x1ψ1(α), . . . , xnψn(α)).
Then we have thatMn({Fi}, (ϑij)) =Mn(F, (ϑij)), with ϑij = ψiψ−1j .
The set of all linear mappings LF(V) is a subset ofMn(F, (ϑij)). We begin
with an example:
Example 5.1.4. ([13], Example 3.7) Let F1 = F2 := R, the field of real numbers,
let ϑ11 be the identity function and let ϑ21 be defined by ϑ21(x) := x3. Then
(F1 ⊕ F2 = R2, R) is a near-vector space, with the action of the semigroup of
endomorphisms given by (x1, x2)α = (x1α, x2α3) for α ∈ R.
Then the action of a matrix (cij) inMn({Fi}, (ϑij)) on F1 ⊕ F2 = R2 is given by(
c11 c12
c21 c22
)(
x1
x2
)
:=
(
c11x1 + c12x1/32
c21x31 + c22x2
)
.
Here
LA(V) =
(
R 0
0 R
)
.
In the case where F is a field, we can characterize the elements of LF(V).
Theorem 5.1.5. Let F be a field, V = Fn and (V, F) be a near-vector space with
the scalar multiplication defined by
(x1, . . . , xn)α = (x1ψ1(α), . . . , xnψn(α)),
with α ∈ F and (x1, . . . , xn) ∈ V, where ψi : (F, ·) → (F, ·) is a semigroup
automorphism for all i ∈ {1, . . . , n}. Then
LF(V) = {(cij) ∈ Mn(F, (ϑij))| for all i, j, cij = 0 or ϑij ∈ Aut(F,+, ·)}.
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Proof. Let (cij) ∈ LF(V). Suppose that ci0 j0 6= 0 for some i0, j0. Then
for all (xi), (yi) ∈ V, (cij)((xi) + (yi)) = (cij)(xi) + (cij)(yi). Let (xi) =
(0, . . . , xi0 , . . . , 0), (yi) = (0, . . . , yi0 , . . . , 0). We have
(cij)((xi) + (yi)) =

c1i0ϑ1i0(xi0 + yi0)
...
cj0i0ϑj0i0(xi0 + yi0)
...
cni0ϑni0(xi0 + yi0)

,
and
(cij)(xi) + (cij)(yi) =

c1i0ϑ1i0(xi0) + c1i0ϑ1i0(yi0)
...
cj0i0ϑj0i0(xi0) + cj0i0ϑj0i0(yi0)
...
cni0ϑni0(xi0) + cni0ϑni0(xi0)

.
Since (cij)((xi)+ (yi)) = (cij)(xi)+ (cij)(yi), cj0i0ϑj0i0(xi0 + yi0) = cj0i0ϑj0i0(xi0)+
cj0i0ϑj0i0(yi0). It follows that ϑj0i0(xi0 + yi0) = ϑj0i0(xi0) + ϑj0i0(yi0) for all
xi0 , yi0 ∈ F. We know that the ϑji ′s are semigroup automorphisms of (F, ·).
Hence ϑj0i0 ∈ Aut(F,+, ·). Therefore
LF(V) ⊆ {(cij) ∈ Mn(F, (ϑij))| for all i, j, cij = 0 or ϑij ∈ Aut(F,+, ·)}.
It is not difficult to check that
{(cij) ∈ Mn(F, (ϑij))| for all i, j, cij = 0 or ϑij ∈ Aut(F,+, ·)} ⊆ LF(V).
5.1.1 Linear mappings from a near-vector space V = Rn to
itself
In this section we look at the construction where V = Fn where F = R, i.e.
the near-vector space (V,R) and prove some properties of LR(V).
It is well known that
Lemma 5.1.6. The only field automorphism of R is the identity.
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Theorem 5.1.7. Let (V,R) be a near-vector space where scalar multiplication is
defined for all α ∈ R and (x1, . . . , xn) ∈ Rn by
(x1, . . . , xn)α = (x1ψ1(α), . . . , xnψn(α)).
Then ψi 6= ψj for all i 6= j in {1, 2, . . . , n} if and only if
LR(V) =

R 0 0 . . . 0
0 R 0 . . . 0
... . . .
...
0 . . . 0 R 0
0 0 . . . 0 R
 .
Proof. We have ψi 6= ψj for all i 6= j if and only if ϑij 6= idR for all i 6= j,
since ϑij = ψiψ−1j . It follows from Lemma 5.1.6 that ψi 6= ψj for all i 6= j if
and only if ϑij /∈ Aut(R,+, ·) for all i 6= j. Therefore using Theorem 5.1.5,
(cij) ∈ LR(V) if and only if cij = 0 for all i 6= j.
Theorem 5.1.8. Let (V,R) be a near-vector space where scalar multiplication is
defined for all α ∈ R and (x1, . . . , xn) ∈ Rn by
(x1, . . . , xn)α = (x1ψ1(α), . . . , xnψn(α)).
Then ψi = ψj for all i, j in {1, 2, . . . , n} if and only if LR(V) =Mn(R).
Proof. Suppose that ψi = ψj for all i, j in {1, 2, . . . , n}. Then for all i, j ϑij =
idR. Therefore LR(V) = Mn(R). We now assume that LR(V) = Mn(R).
From Theorem 5.1.5, ϑij is a field automorphism ofR for all i, j ∈ {1, 2, . . . , n}.
Then from Lemma 5.1.6 ϑij = idR for all i, j ∈ {1, 2, . . . , n}. Since ϑij =
ψiψ
−1
j , we have ψi = ψj for all i, j.
Corollary 5.1.9. Let (V,R) be a near-vector space. Then V is regular if and only
if LR(V) =Mn(R).
Proof. By Theorem 3.3.32 V is regular if and only if it is isomorphic to a
near-vector space (V′,R), with (V,+) = (V′,+) and the following scalar
multiplication
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)),
with ψ1 = . . . = ψn. Hence V is regular if and only if LR(V) =Mn(R).
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Theorem 5.1.10. Let (V,R) be a near-vector space where scalar multiplication is
defined for all α ∈ R and (x1, . . . , xn) ∈ Rn by
(x1, . . . , xn)α = (x1ψ1(α), . . . , xnψn(α))
and let V =
r⊕
i=1
Vi be the canonical decomposition of V into maximal regular
subspaces. Then (V,R) is isomorphic to a near-vector space (V′,R) such that
LR(V′) =

A1 0 0 . . . 0
0 A2 0 . . . 0
... . . .
...
0 . . . 0 Ar−1 0
0 0 . . . 0 Ar
 ,
where Ai is of the form
Ai =

R . . . R
... . . .
...
R . . . R
 .
Proof. Let us consider the following equivalence relation “∼" on {ψ1, . . . ,ψn}
defined for all i, j by ψi ∼ ψj if and only if ψi = ψj. Let Φ1, . . . ,Φr be the
equivalence classes with |Φi| = ni. Put V′ = Rn and consider the near-
vector space (V′,R)with the scalar multiplication defined by (x1, . . . , xn)α =
(x1φ1(α), . . . , xnφn(α)) such that φi ∈ Φk+1 for n1 + n2 + . . . + nk + 1 ≤ i ≤
n1 + n2 + . . . + nk + nk+1, where 0 6 k 6 r − 1. Hence (V,R) and (V′,R)
are isomorphic, since they have the same dimension and {ψ1, . . . ,ψn} =
{φ1, . . . , φn}. We have
LR(V′) =

A1 0 0 . . . 0
0 A2 0 . . . 0
... . . .
...
0 . . . 0 Ar−1 0
0 0 . . . 0 Ar

where Ai is of the form
Ai =

R . . . R
... . . .
...
R . . . R

Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. LINEAR MAPPINGS OF NEAR-VECTOR SPACES 62
since for any n1 + n2 + . . . + nk + 1 ≤ i, j ≤ n1 + n2 + . . . + nk + nk+1, ϑij =
φiφ
−1
j = id, for all 0 ≤ k < r and
LR(V) = {(cij) ∈ Mn(R, (ϑij))| for all i, j, cij = 0 or ϑij ∈ Aut(R,+, ·)}.
Indeed, for any n1 + n2 + . . .+ nk + 1 ≤ i, j ≤ n1 + n2 + . . .+ nk + nk+1, φi =
φj (φi, φj ∈ Φk+1) and ϑij = φiφ−1j = id, for all 0 ≤ k < r.
Example 5.1.11. Let us consider the near-vector space V = R4 with the scalar
multiplication defined for (x1, x2, x3, x4) ∈ V and α ∈ R by
(x1, x2, x3, x4)α = (x1α, x2α3, x3α, x4α3).
The near-vector space (V,R) is isomorphic to (V′,R) where V′ = R4 with the
scalar multiplication defined for (x1, x2, x3, x4) ∈ V and α ∈ R by (x1, x2, x3, x4)α =
(x1α, x2α, x3α3, x4α3). We have
LR(V′) =

R R 0 0
R R 0 0
0 0 R R
0 0 R R
 .
In fact we have Φ1 = {φ1 = id, φ2 = id} and Φ2 = {φ3, φ4} with φ3(x) =
φ4(x) = x3, ∀x ∈ R. Hence we have ϑij = id for 1 6 i, j 6 2 and 3 6 i, j 6 4.
But we have for example ϑ13 = ϑ14 = ϑ23 = ϑ24 = φ−13 6= id and ϑ31 = ϑ41 =
ϑ32 = ϑ42 = φ3 6= id.
5.1.2 Linear mappings from a near-vector space V = Fn to
itself, where F is a finite field
Let GF(pm) denote the finite field of pm elements, where m is a positive
integer and p a prime. In this section we look at the near-vector space
(V, GF(pm)), where V = (GF(pm))n. We will write GF(pm)∗ for GF(pm)\{0}
and LGF(pm)(V) for LGF(pm)((GF(pm))n).
We have that
Proposition 5.1.12. ([1]) Let ψ be an automorphism of the group (GF(pm)∗, ·).
Then there exists q ∈ Z with 1 ≤ q ≤ pm − 1 and gcd(pm − 1, q) = 1, such that
ψ(x) = xq for all x ∈ GF(pm)∗.
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Proposition 5.1.13. The automorphisms of (GF(pm), ·) that are additive homo-
morphisms are the maps f defined by f (x) = xq, with gcd(pm − 1, q) = 1 and
q = pl for some l ∈ {0, 1, . . . , m− 1}.
Remark 5.1.14. In fact, the field automorphisms of GF(pm) are exactly the poly-
nomials f (x) = xp
l
, for l = 0, 1, . . . , m− 1. So we have exactly m field automor-
phisms of GF(pm) and the group Aut(GF(pm),+, ·) is cyclic and is generated by
the Frobenius automorphism f (x) = xp.
Theorem 5.1.15. Let (V, GF(pm)) be a near-vector space with scalar multiplica-
tion defined for all α ∈ GF(pm) and (x1, . . . , xn) ∈ V by
(x1, . . . , xn)α = (x1αq1 , . . . , xnαqn),
where for i ∈ {1, . . . , n}, gcd(pm − 1, qi) = 1 and 1 ≤ qi ≤ pm − 1. Then
LGF(pm)(V) =Mn(GF(pm)) if and only if for all i, j ∈ {1, . . . , n}, qi = plij qj for
some lij ∈ {0, 1, . . . , m− 1}.
Proof. Suppose that qi = plij qj for all i, j ∈ {1, . . . , n}. Then for all i, j, ϑij(x) =
(ψiψ
−1
j )(x) = x
qi
qj = xp
lij is a field automorphism. Therefore LGF(pm)(V) =
Mn(GF(pm)). Now suppose that LGF(pm)(V) =Mn(GF(pm)). Then for all
i, j ∈ {1, . . . , n} we have ϑij is a field automorphism. So ϑij(x) = xp
lij ,
but ϑij = ψiψ−1j . It follows that ϑij(x) = x
qi
qj , for all x ∈ GF(pm). Hence
qi = plij qj.
Example 5.1.16. We consider the finite field F = GF(32) and the near-vector
space V = F2 with scalar multiplication defined for all (x1, x2) ∈ V and α ∈ F by
(x1, x2)α = (x1α, x2α3).
Then we have (
c11 c12
c21 c22
)(
x1
x2
)
:=
(
c11x1 + c12x1/32
c21x31 + c22x2
)
.
The maps ϑ21, ϑ12 from F to F defined by by ϑ21(x) = x3, ϑ12(x) = x
1
3 are field
automorphisms of F. So LF(V) =
(
F F
F F
)
.
In fact we have for a, b ∈ F, (a + b)3 = a3 + b3 and (ab)3 = a3b3. Also (a +
b)
1
3 = a
1
3 + b
1
3 and (ab)
1
3 = a
1
3 b
1
3 .
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In the following lemma, since each ψi, i ∈ {1, . . . , n} is an automorphism
of the group (GF(pm)∗, ·), by Proposition 5.1.12, for each one there exists
qi ∈ Z with 1 ≤ qi ≤ pm − 1 and gcd(pm − 1, qi) = 1 such that ψi(x) = xqi
for each i ∈ {1, . . . , n}.
Lemma 5.1.17. Let (V, GF(pm)) be a near-vector space with scalar multiplication
defined for α ∈ GF(pm) and (x1, . . . , xn) ∈ V by
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)).
The relation ∼ defined on Ψ = {ψ1,ψ2, . . . ,ψn} by
ψi ∼ ψj if and only if for all α ∈ GF(pm)\{0}, ψi(α) = ψj(αpl),
for some l ∈ {0, 1, . . . , m− 1}, is an equivalence relation on Ψ.
Proof.
• It is not difficult to see that the relation ∼ is reflexive.
• Suppose that ψi ∼ ψj for some i, j ∈ {1, . . . , n}. Then there is l ∈
{0, 1, . . . , m − 1} such that for all α ∈ GF(pm)\{0}, αqi = αplqj =
(αqj)p
l
. It follows that αqj = α
qi
pl . But we know that
(
α
qi
pl
)pm
= α
qi
pl ,
since for any z ∈ GF(pm) we have zpm = z. Hence αqj = αpm−lqi .
Therefore ψj ∼ ψi, so the relation is symmetric.
• Suppose that ψi ∼ ψj and ψj ∼ ψk i, j, k ∈ {1, . . . , n}. Then there are
l1, l2 ∈ {0, 1, . . . , m − 1} such that αqi = αqj pl1 and αqj = αqk pl2 for all
α ∈ GF(pm)\{0}. So αqi = αqk pl2 pl1 = αqk pl1+l2 . Hence the relation is
transitive.
Theorem 5.1.18. ([9], Theorem 2.2) Let F = GF(pm), q1, q2 ∈ {1, 2, . . . , pm −
1} with gcd(qi, pm − 1) = 1(i = 1, 2) and q1 < q2. Then (aq1 + bq1)q2 =
(aq2 + bq2)q1 for all a, b ∈ F if and only if q1 ≡ q2pl( mod pm − 1) for some
l ∈ {0, 1, . . . , m− 1}.
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Lemma 5.1.19. Let F = GF(pm) and V = F ⊕ · · · ⊕ F be a near-vector space
with the following scalar multiplication
(x1, . . . , xn)α := (x1ψ1(α), . . . , xnψn(α)),
where ψi is an automorphism of (F, ·), for all i ∈ {1, . . . , n}. Then V is regular if
and only if for all α ∈ GF(pm), ψi(α) = ψj(αpl), for some l ∈ {0, 1, . . . , m− 1}.
Proof. Suppose that for all α ∈ GF(pm)\{0}, ψi(α) = ψj(αpl), for some l ∈
{0, 1, . . . , m− 1}. Then ψj(ψ−1i (α)) = ψi(ψ−1j (α)) = αp
l
, since for any x ∈ F
we have
ψi(ψ
−1
j (x)) = ψi(x
1
qj ) = x
qi
qj = ψ−1j (x
qi) = ψ−1j (ψi(x)).
We show that there is a basis that consists of mutually pairwise compatible
vectors. Let ei = (0, . . . , 0, 1, 0, . . . , 0), 1 in the position i, for all i ∈ {1, . . . , n}.
Let α, β ∈ F. We have
(ei + ej)α+ (ei + ej)β = (0, . . . ,ψi(α) + ψi(β), 0, . . . ,ψj(α) + ψj(β), . . . , 0)
= (0, . . . ,ψj(αp
l
) + ψj(β
pl), 0, . . . ,ψj(α) + ψj(β), . . . , 0)
= (0, . . . ,ψj(α)p
l
+ ψj(β)
pl , 0, . . . ,ψj(α) + ψj(β), . . . , 0)
= (0, . . . , (ψj(α) + ψj(β))p
l
, 0, . . . ,ψj(α) + ψj(β), . . . , 0)
= (0, . . . ,ψi(ψ−1j (ψj(α) + ψj(β)), 0, . . . ,ψj(α) + ψj(β), . . . , 0)
= (0, . . . , 1, 0, . . . , 1, . . . , 0)ψ−1j (ψj(α) + ψj(β))
= (ei + ej)ψ−1j (ψj(α) + ψj(β))
Hence {e1, . . . , en} is a basis of V that consists of mutually pairwise compat-
ible vectors. Therefore V is regular.
Now suppose that V is regular and ψi(x) = xqi , ∀x ∈ F and for i ∈ {1, . . . , n},
with gcd(qi, pm − 1) = 1 and 1 6 qi < pm. Then we have (x1, . . . , xn)α :=
(x1αq1 , x2αq2 , . . . , xnαqn). The set {e1, . . . , en} is a basis of V and it consists
of mutually pairwise compatible vectors. Then there is a ∈ F∗ such that
ei + eja ∈ Q(V), for all i, j ∈ {1, . . . , n}. Then for all α, β ∈ F, there is γ ∈ F
such that (ei + eja)α+ (ei + eja)β = (ei + eja)γ. We have
(ei + eja)α+ (ei + eja)β = (0, . . . , αqi + βqi , 0, . . . , aqj(αqj + βqj), . . . , 0)
= (0, . . . ,γqi , 0 . . . , aqjγqj , . . . , 0).
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It follows that αqi + βqi = γqiαqj + βqj = γqj
for all i, j ∈ {1, . . . , n}. Hence
(αqi + βqi)qj = (αqj + βqj)qi .
By Theorem 5.1.18, qi ≡ qj pl( mod pm − 1) for some l ∈ {0, 1, . . . , m− 1}.
Therefore for all α ∈ GF(pm), ψi(α) = ψj(αpl), for some l ∈ {0, 1, . . . , m−
1}.
Theorem 5.1.20. Let (V, GF(pm)) be a near-vector space with scalar multiplica-
tion defined for α ∈ GF(pm) and (x1, . . . , xn) ∈ V by
(x1, . . . , xn)α = (x1αq1 , . . . , xnαqn).
Then there exists a near-vector space (V′, GF(pm)), with V′ = (GF(pm))n, iso-
morphic to V such that there is r ∈ {1, . . . , n} such that
LGF(pm)(V
′
) =

A1 0 0 . . . 0
0 A2 0 . . . 0
... . . .
...
0 . . . 0 Ar−1 0
0 0 . . . 0 Ar
 ,
where Ai is of the form
Ai =

GF(pm) . . . GF(pm)
... . . .
...
GF(pm) . . . GF(pm)
 .
Proof. Let Φ1, . . . ,Φr be the equivalence classes of {ψ1, . . . ,ψn} with respect
to the equivalence relation ∼ defined in Lemma 5.1.17, with |Φi| = ni. Put
V′ = (GF(pm))n and consider the near-vector space (V′, GF(pm)) with the
scalar multiplication defined by (x1, . . . , xn)α = (x1φ1(α), . . . , φn(α)) such
that φi ∈ Φk+1 for n1 + n2 + . . . + nk + 1 ≤ i ≤ n1 + n2 + . . . + nk + nk+1,
where 0 6 k 6 r − 1. Then (V, GF(pm)) and (V′, GF(pm)) are isomorphic,
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since they have the same dimension and {ψ1, . . . ,ψn} = {φ1, . . . , φn}. From
Theorem 5.1.15 we have
LGF(pm)(V
′) =

A1 0 0 . . . 0
0 A2 0 . . . 0
... . . .
...
0 . . . 0 Ar−1 0
0 0 . . . 0 Ar

where Ai is of the form
Ai =

GF(pm) . . . GF(pm)
... . . .
...
GF(pm) . . . GF(pm)
 .
The proof of the next corollary is similar to that of Corollary 3.3.32.
Corollary 5.1.21. Let (V, GF(pm)) be a near-vector space with scalar multiplica-
tion defined for α ∈ GF(pm) and (x1, . . . , xn) ∈ V by
(x1, . . . , xn)α = (x1αq1 , . . . , xnαqn).
Then V is regular if and only if LGF(pm)(V) =Mn(GF(pm)).
Proof. The proof follows from Lemma 5.1.19 and Lemma 5.1.17.
Now we study some properties of the ring LF(V).
Theorem 5.1.22. Let F be a finite field or R and consider the near-vector space
(V, F)where V = Fn and scalar multiplication defined for all α ∈ F and (x1, . . . , xn) ∈
V by
(x1, . . . , xn)α = (x1αq1 , . . . , xnαqn).
Then the ideals of LF(V) are of the form
I =

A1 0 0 . . . 0
0 A2 0 . . . 0
... . . .
...
0 . . . 0 Ar−1 0
0 0 . . . 0 Ar

Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. LINEAR MAPPINGS OF NEAR-VECTOR SPACES 68
where Ai is of the form
Ai =

F . . . F
... . . .
...
F . . . F
 or Ai =

0 . . . 0
... . . .
...
0 . . . 0
 .
Proof. We know from Theorems 5.1.10 and 5.1.20 that if I is an ideal of
LF(V), then
I =

A1 0 0 . . . 0
0 A2 0 . . . 0
... . . .
...
0 . . . 0 Ar−1 0
0 0 . . . 0 Ar

where Ai is of the form
Ai =

F . . . F
... . . .
...
F . . . F
 or Ai =

0 . . . 0
... . . .
...
0 . . . 0
 .
Corollary 5.1.23. Let F be a finite field or R and consider the near-vector space
(V, F)where V = Fn and scalar multiplication defined for all α ∈ F and (x1, . . . , xn) ∈
V by
(x1, . . . , xn)α = (x1αq1 , . . . , xnαqn).
The maximal ideals of LF(V) are
I =

A1 0 0 . . . 0
0 A2 0 . . . 0
... . . .
...
0 . . . 0 Ar−1 0
0 0 . . . 0 Ar

such that there is a unique j, 1 ≤ j ≤ r, with
Aj =

0 . . . 0
... . . .
...
0 . . . 0
 and Ai =

F . . . F
... . . .
...
F . . . F
 for i 6= j.
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Corollary 5.1.24. Let F be a finite field or R and consider the near-vector space
(V, F)where V = Fn and scalar multiplication defined for all α ∈ F and (x1, . . . , xn) ∈
V by
(x1, . . . , xn)α = (x1αq1 , . . . , xnαqn).
The ring LF(V) is a Noetherian ring.
Proof. Since LF(V) has a finite number of ideals and we know that each
ideal is contained in a maximal ideal, every ascending chain of ideals is
stationary. Therefore LF(V) is Noetherian.
The following is a well known result in ring theory.
Lemma 5.1.25. Suppose that there are (not necessarily distinct) maximal ideals
m1, . . . , mt of R with m1 · · ·mt = (0). Then A is Artinian if and only if A is
Noetherian.
We use it to show that
Proposition 5.1.26. Let F be a finite field or R and consider the near-vector space
(V, F)where V = Fn and scalar multiplication defined for all α ∈ F and (x1, . . . , xn) ∈
V by
(x1, . . . , xn)α = (x1αq1 , . . . , xnαqn).
The ring LF(V) is an Artinian ring.
Proof. We know from Corollary 5.1.23 what the maximal ideals of LF(V) are.
Let m1, . . . , mr be the maximal ideals such that
mj =

A1 0 0 . . . 0
0 A2 0 . . . 0
... . . .
...
0 . . . 0 Ar−1 0
0 0 . . . 0 Ar
 ,
with
Aj =

0 . . . 0
... . . .
...
0 . . . 0
 and Ai =

F . . . F
... . . .
...
F . . . F
 for i 6= j.
It is not difficult to show that m1 · · ·mr = (0). Therefore from Lemma 5.1.25
LF(V) is Artinian.
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Proposition 5.1.27. The set of units of LF(V), which corresponds to the set of all
isomorphisms of V, is given by
A1 0 0 . . . 0
0 A2 0 . . . 0
... . . .
...
0 . . . 0 Ar−1 0
0 0 . . . 0 Ar
 ,
where the A′is are invertible square matrices.
Proof. An element of LF(V) is invertible if and only if its matrix is invertible.
So the set of units of LF(V) corresponds to the set of all invertible matrices
in LF(V). But the set of of all invertible matrices is exactly the subset of
LF(V) such that each Ai is invertible for 1 ≤ i ≤ r.
5.2 Linear mappings from one space to another
We begin with the following definition
Definition 5.2.1. ([7], Definition Definition 5.1) Let (V, F) and (W, F) be near-
vector spaces over F. A function T : V → W is a linear mapping from V to W
if
T(v1 + v2) = T(v1) + T(v2), for all v1, v2 ∈ V
T(vα) = T(v)α, for all v ∈ V, α ∈ F.
We will denote the set of all linear mappings from V to W by (L(V, W), F).
In [7], Lemma 5.4, it is shown that linear mappings preserve regular sub-
spaces.
Lemma 5.2.2. ([7], Lemma 5.4) Let T be a linear mapping from (V, F) into (W, F).
If Vj is a regular subspace of V, then T(Vj) is a regular subspace of W.
Since Vj is regular, by Theorem 3.3.31 Q(Vj) = RuF for all u ∈ Q(Vj) \ {0}.
Moreover if there is a u ∈ Vj such Q(Vj) = Ru then:
Lemma 5.2.3. Let T be a linear mapping from (V, F) into (W, F). If Vj is a regular
subspace of V and there is u ∈ Vj such that Q(Vj) = Ru, then T(Vj) is a regular
subspace of W and there is w ∈W such that Q(T(Vj)) = Rw.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. LINEAR MAPPINGS OF NEAR-VECTOR SPACES 71
Proof. Suppose that Vj is a regular subspace of V, such that there is u ∈ Vj
and Q(Vj) = Ru. We know from Lemma 5.2.2 that T(Vj) is regular. Let
w ∈ Q(T(Vj)) \ {0} and α, β ∈ F. So there is v ∈ Q(Vj) \ {0} such that
w = T(v). Since T(Vj) is regular, wα + wβ = w(α +w β). It follows that
T(vα+ vβ) = T(v(α+w β)). Also since Q(Vj) = Ru, T(vα+ vβ) = T(v(α+u
β)). Hence w(α+w β) = w(α+u β). Since w 6= 0 and F acts fixed point free
on W, (α +w β) = α +u β. For all w′ ∈ Q(T(Vj)) \ {0} we have +w′ =
+u = +w. Therefore for all w′ ∈ Q(T(Vj)) \ {0} we have w′ ∈ Rw\{0}.
Thus Q(T(Vj)) \ {0} ⊆ Rw\{0}. By Theorem ?? it is clear that Rw\{0} ⊆
Q(T(Vj)) \ {0}. Therefore Q(T(Vj)) = Rw.
If we define addition on L(V, W) as (T1 + T2)(v) = T1(v) + T2(v) for all v ∈
V and T1, T2 ∈ L(V, W) and the scalar multiplication as (Tα)(v) = T(vα)
for all T ∈ L(V, W) and α ∈ F then it is not difficult to verify that
Proposition 5.2.4. Let (V, F) and (W, F) be near-vector spaces, with Q(V) 6=
{0}, Q(W) 6= {0}. Then (L(V, W), F) is an F-group.
Proof.
• We have (L(V, W),+) is a group and F is a set of endomorphism of
V.
• F contains 0, 1,−1, since for all v ∈ V, T(−v) = −T(v).
• A \ {0} is a subgroup of Aut(L(V, W)). Let α ∈ F \ {0} and suppose
for all v ∈ V, (Tα)(v) = T(vα) = 0. Then T = 0, so α is injective. Also
α is surjective, since for all U ∈ L(V, W) we have
T : V →W
v 7→ U(v)α−1
is an element of L(V, W) and Tα = U.
• Let α, β ∈ F, T ∈ L(V, W) \ {0} such that (Tα)(v) = (Tβ)(v) for all
v ∈ V. Then there is v1 ∈ V such that T(v1) 6= 0. Since F acts fixed
point free on W and T(v1) 6= 0, T(v1)α = T(v1)β implies that α = β.
Therefore F acts fixed point free on L(V, W).
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Proposition 5.2.5. Let (V, F) and (W, F) be near-vector spaces over F. If Q(V) =
V 6= {0} or Q(W) = W 6= {0}, then (L(V, W), F) is a near-vector space.
Proof. By Proposition 5.2.4 we have that (L(V, W), F) is an F-group. In ei-
ther case Q(L(V, W)) = L(V, W). In fact we have for all T ∈ L(V, W),
α, β ∈ F and v ∈ V \ {0}, (Tα+ Tβ)(v) = T(vα+ vβ) = T(v(α+v β)) =
T(α+v β)(v). Therefore Tα+ Tβ = T(α+v β). Therefore T ∈ Q(L(V, W)).
Therefore (L(V, W), F) is a near-vector space.
Lemma 5.2.6. Let (V, F) and (W, F) be near-vector spaces, with Q(V) 6= {0},
Q(W) 6= {0}, such that (L(V, W), F) is a near-vector space. Then for all u ∈
Q(V) \ {0}, there is T ∈ Q(L(V, W)) such that T(u) 6= 0.
Proof. Suppose that there is u ∈ Q(V) \ {0} such that for all T ∈ Q(L(V, W)),
T(u) = 0. Since Q(L(V, W)) generates L(V, W), for all T ∈ L(V, W) we
have T(u) = 0, which is not true. In fact let (ei)i∈I , with I an indexed
set, be a basis of V. Then u = ∑
i∈I
eiαi, αi ∈ F for all i ∈ I. Since u 6= 0,
there is i0 ∈ I such that αi0 6= 0. Hence we define the following linear
map T such that T(ei0) 6= 0 and T(ei) = 0 for all i ∈ I \ {i0}. Therefore
T(u) = T(ei0)αi0 6= 0.
Lemma 5.2.7. Let (V, F) be a near-vector space such that Q(V) 6= {0}. The
relation “ ∼ ” defined on Q(V)\{0} by u ∼ v if and only if v ∈ Ru \ {0} is an
equivalence relation.
Proof.
We have v ∈ Ru \ {0} if and only if +u = +v, which gives that “ ∼ ” is an
equivalence relation.
Theorem 5.2.8. Let (V, F) and (W, F) be near-vector spaces, with Q(V) 6=
{0}, Q(W) 6= {0}, such that (L(V, W), F) is a near-vector space. Then for all
u ∈ Q(V) \ {0} we have +u = +uλ, for all λ ∈ F \ {0}.
Proof. From Lemma 5.2.6 we have that for all u ∈ Q(V) \ {0} there is T ∈
Q(L(V, W)) such that T(u) 6= 0. Since T ∈ Q(L(V, W)), for all α, β ∈ F
there is γ ∈ F such that Tα+Tβ = Tγ. Then T(uα+ uβ) = T(uγ). But since
u ∈ Q(V), uα+ uβ = u(α+u β). It follows that T(uα+ uβ) = T(u(α+u β)).
Since F acts fixed point free on W and T(u) 6= 0, γ = α +u β. Also since
uλ ∈ Q(V), for λ ∈ F \ {0}, we have uλα + uλβ = uλ(α +uλ β). Then
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T(uλα + uλβ) = T(uλ(α +uλ β)) and T(uλα + uλβ) = T(uλγ). Hence
α+uλ β = γ = α+u β, for all α, β ∈ F. Therefore +u = +uλ.
We know by Theorem 3.3.27 and Theorem 3.3.28 that every near-vector
space can be uniquely decomposed into maximal regular subspaces, called
the canonical decomposition of the near-vector space. In the remaining re-
sults we write V =
⊕
i∈J
Vj to refer to the canonical decomposition of V.
Corollary 5.2.9. Let (V, F) and (W, F) be near-vector spaces, with Q(V) 6=
{0}, Q(W) 6= {0}, such that V =⊕
i∈J
Vj. If (L(V, W), F) is a near-vector space,
then for all j ∈ J, Q(Vj) = Ruj , for all uj ∈ Q(Vj) \ {0}.
Proof. We know from Lemma 5.2.7 that if v ∈ Ru \ {0}, then Ru = Rv. Also
from Theorem 5.2.8 we have that for all λ ∈ F \ {0} and for all u ∈ Q(V) 6=
{0}, uλ ∈ Ru. Let u ∈ Q(V) \ {0}. Then for all v ∈ Ru \ {0} and λ ∈
F \ {0}, we have vλ ∈ Rv = Ru. Hence RuF \ {0} ⊆ Ru\{0}. It is clear that
Ru\{0} ⊆ RuF \ {0}. Therefore Ru\{0} = RuF \ {0}. Now from Lemma ??
we know that for all j ∈ J, Q(Vj) = Ruj F for all nonzero uj ∈ Q(Vj), since
the Vj are maximal regular subspaces of V. Thus Q(Vj) \ {0} = Ruj\{0}
and Q(Vj) = Ruj .
Lemma 5.2.10. Let (V, F) and (W, F) be near-vector spaces, with Q(V) 6=
{0}, Q(W) 6= {0}, such that V = ⊕
i∈J
Vj. Suppose that for all j ∈ J and uj ∈
Q(Vj) \ {0}, Q(Vj) = Ruj . Then for any j ∈ J, a linear map T, such that T = 0
on V \Vj, is an element of the quasi kernel Q(L(V, W)).
Proof. Let j ∈ J and T ∈ L(V, W) such that T = 0 on V \ Vj. Let α, β ∈ F.
For all v ∈ Vj, we have v = ∑ vi, for vi ∈ Q(Vj) = Ruj , since Q(Vj) generates
Vj additively. So
(Tα+ Tβ)(v) = T(vα+ vβ)
= T(∑(viα+ viβ))
=∑ T(viα+ viβ)
=∑ T(vi(α+uj β))
= T(∑ vi(α+uj β))
= T(α+uj β)(v)
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for all v ∈ Vj and T = 0 on V \ Vj. Hence for any α, β ∈ F, there is γ =
α+uj β ∈ F such that Tα+ Tβ = Tγ. Thus T ∈ Q(L(V, W)).
We can now give a necessary and sufficient condition for when (L(V, W), F)
is a near-vector space.
Theorem 5.2.11. Let (V, F) and (W, F) be near-vector spaces, with Q(V) 6=
{0}, Q(W) 6= {0}, such that V = ⊕
i∈J
Vj. (L(V, W), F) is a near-vector space if
and only if for all j ∈ J, Q(Vj) = Ruj , for all uj ∈ Q(Vj) \ {0}.
Proof. We suppose that for all j ∈ J, Q(Vj) = Ruj , for all uj ∈ Q(Vj) \ {0}.
Let T ∈ L(V, W) and Tj be a linear map such that Tj = T on Vj and Tj = 0 on
V \Vj. From Lemma 5.2.10 Tj ∈ Q(L(V, W) for all j ∈ J. We now show that
T = ∑
j∈J
Tj. For any x ∈ V, there exists a unique xj ∈ Vj such that x = ∑
j∈J
xj.
Then
T(x) = T(∑
j∈J
xj) =∑
j∈J
T(xj) =∑
j∈J
Tj(xj) =∑
j∈J
Tj(x).
Hence T = ∑
j∈J
Tj. Therefore Q(L(V, W) generates L(V, W). From Propo-
sition 5.2.4 we know that (L(V, W), F) is an F-group. Thus L(V, W) is a
near-vector space.
The converse follows from Corollary 5.2.9.
Theorem 5.2.12. Let (V, F) and (W, F) be near-vector spaces, with Q(V) 6=
{0}, Q(W) 6= {0}, such that V = ⊕
J∈J
Vj. Suppose that (L(V, W), F) is a near-
vector space. Then
Q(L(V, W)) = {T ∈ L(V, W)|∃j ∈ J, T = 0 on V \Vj}.
Proof. From Lemma 5.2.10 we have Q(L(V, W)) ⊇ {T ∈ L(V, W)|∃j ∈
J, T = 0 on V \ Vj}. Let T ∈ Q(L(V, W)) \ {0}. Then for all α, β ∈ F, there
is γ ∈ F such that Tα+ Tβ = Tγ. Since T 6= 0, there is v ∈ Q(V) \ {0} such
that T(v) 6= 0. There is a unique Vj such that v ∈ Vj by the Decomposition
Theorem. We now show that if u /∈ Rv, then T(u) = 0. Suppose that
u /∈ Rv. Then there are α, β ∈ F such that α +u β 6= α +v β. But we also
have T(uα + uβ) = T(u(α +v β)) and T(uα + uβ) = T(u(α +u β)). Then
T(u)(α +u β) = T(u)(α +v β). Since F acts fixed point free on L(V, W)
and α +u β 6= α +v β, T(u) = 0. But by Theorem 5.2.11 we know that for
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all j ∈ J, Q(Vj) = Ruj , for all uj ∈ Q(Vj) \ {0}. Hence T = 0 on V \ Vj.
Therefore Q(L(V, W)) ⊆ {T ∈ L(V, W)|∃j ∈ J, T = 0 on V \Vj}. Thus
Q(L(V, W)) = {T ∈ L(V, W)|∃j ∈ J, T = 0 on V \Vj}.
Corollary 5.2.13. Let (V, F) and (W, F) be near-vector spaces, with Q(V) 6=
{0}, Q(W) 6= {0}, such that (L(V, W), F) is a near-vector space. If V is regular,
L(V, W) = Q(L(V, W)).
Proof. From Theorem 5.2.12, we know that Q(L(V, W)) = {T ∈ L(V, W)|∃j ∈
J, T = 0 on V \ Vj}, where Vj is a maximal regular subspace of V, for j ∈ J.
Since V is regular, it is the only maximal regular subspace, so we have that
Q(L(V, W)) = L(V, W).
Example 5.2.14.
• Let F be a near-field which is not a field and V = F⊕ F a near-vector space
with the scalar multiplication (x, y)α = (xα, yα). Since F is a not a field,
we have Fd ( F, where Fd denotes the distributive elements of the near-field.
We know that Q(V) = {(d1, d2)F|d1, d2 ∈ Fd}. Let a ∈ F \ Fd. We show
that (1, 1)a /∈ R(1,1). Suppose that (1, 1)a ∈ R(1,1). Then for all α, β ∈ F,
we have (a, a)α + (a, a)β = (a, a)(α +(1,1) β). But α +(1,1) β = α + β.
So aα + aβ = a(α + β), hence a ∈ Fd, giving a contradiction. Therefore
(1, 1)a /∈ R(1,1). It is follows that L(V, V) is not a near-vector space over F.
• Let F = R and V = F⊕ F the near-vector space with the scalar multiplica-
tion (x, y)α = (xα3, yα3). Let T ∈ L(V, W), with W a near-vector space
over F. Then since Q(V) = V by Proposition 5.2.5, L(V, W) is a near-
vector space. Moreover, for all α, β ∈ F, we have Tα+ Tβ = T(α3 + β3) 13 .
Thus Q(L(V, W)) = L(V, W).
Theorem 5.2.15 (Decomposition Theorem). Let (V, F) and (W, F) be near-
vector spaces, with Q(V) 6= {0}, Q(W) 6= {0}, such that V = ⊕
i∈J
Vj. Suppose
that (L(V, W), F) is a near-vector space. Then
L(V, W) =⊕
i∈J
L(Vj, W),
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where L(Vj, W) = {T ∈ L(V, W)|T = 0 on V \ Vj}. Furthermore L(Vj, W) is
a maximal regular subspace of L(V, W) and we have Q(L(Vj, W)) = L(Vj, W),
for all j ∈ J.
Proof. From Theorem 5.2.12 we know that Q(L(V, W)) = {T ∈ L(V, W)|∃j ∈
J, T = 0 on V \ Vj}. So Q = ⋃j∈J Qj, with Qj = {T ∈ L(V, W)|T =
0 on V \ Vj}. It follows that T1 and T2 are compatible if and only if T1 and
T2 are from the same Qj. In fact let T1 ∈ Qi and T2 ∈ Qj, with i 6= j. Then
for all a ∈ F\{0}, suppose that T1 + T2a ∈ Q(L(V, W)). So for all α, β ∈ F
there is γ ∈ F such that (T1 + T2a)α + (T1 + T2a)β = (T1 + T2a)γ. For
v ∈ Q(Vi) \ {0} we have T2(v) = 0. So γ = α+v β. For u ∈ Q(Vj) \ {0},
T1(u) = 0. So γ = α+u β. But Vj are Vi are maximal regular subspaces of V
and we cannot have +u = +v with u ∈ Vj, v ∈ Vi. Hence Qj, j ∈ J are the
equivalence classes of the compatibility relation and since Vj is regular for
all j ∈ J, by Corollary 5.2.13 we have Q(L(Vj, W)) = L(Vj, W), for all j ∈ J.
Therefore
L(V, W) =⊕
i∈J
L(Vj, W).
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