University of Texas at El Paso

ScholarWorks@UTEP
Departmental Technical Reports (CS)

Computer Science

8-2011

Linear Neural Networks Revisited: From PageRank to Family
Happiness
Vladik Kreinovich
The University of Texas at El Paso, vladik@utep.edu

Follow this and additional works at: https://scholarworks.utep.edu/cs_techrep
Part of the Computer Engineering Commons

Comments:
Technical Report: UTEP-CS-11-42
Recommended Citation
Kreinovich, Vladik, "Linear Neural Networks Revisited: From PageRank to Family Happiness" (2011).
Departmental Technical Reports (CS). 646.
https://scholarworks.utep.edu/cs_techrep/646

This Article is brought to you for free and open access by the Computer Science at ScholarWorks@UTEP. It has
been accepted for inclusion in Departmental Technical Reports (CS) by an authorized administrator of
ScholarWorks@UTEP. For more information, please contact lweber@utep.edu.

Linear Neural Networks Revisited: From
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Vladik Kreinovich
Department of Computer Science
University of Texas at El Paso
500 W. University
El Paso, TX 79968, USA
{paulo,vladik}@utep.edu
Abstract
The study of Artificial Neural Networks started with the analysis of
linear neurons. It was then discovered that networks consisting only of
linear neurons cannot describe non-linear phenomena. As a result, most
currently used neural networks consist of non-linear neurons. In this paper, we show that in many cases, linear neurons can still be successfully
applied. This idea is illustrated by two examples: the PageRank algorithm underlying the successful Google search engine and the analysis of
family happiness.
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Linear Neural Networks: A Brief Reminder

Neural networks. A general neural network consists of several neurons exchanging signals. At each moment of time, for each neuron, we need ﬁnitely
many numerical parameters to describe the current state of this neuron and the
signals generated by this neuron. The state of the neuron at the next moment
of time and the signals generated by the neuron at the next moment of time are
determined by its current state and by the signals obtained from other neurons.
Non-linear and linear neural networks. In general, the dependence of the
neuron’s next state and/or next signal on its previous state and previous signals
is non-linear; see, e.g., [5]. However, original neural networks started with linear
neurons, and, as we will argue, there are still cases when linear neurons work
well.
What we do in this paper. In this paper, we show that there are indeed
many useful applications of linear neural networks.
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Linear Neural Networks: A Precise Description

Description. The state of each neuron i at each moment of time t can be
described by the values wi,1 (t), . . . , wi,ni (t) of the corresponding parameters.
Since we consider linear neural networks, the transformation to the next moment
of time is linear in each of these parameters:
∑
wi,j (t + 1) = ai,j +
ai,j,k,l · wk,l (t).
k,l

Simplification: step one. In neural networks, to simplify the description,
it is usually convenient to add a ﬁctitious parameter w0 whose value is 1; then,
the above formula takes the simpliﬁed form
∑
wi,j (t + 1) =
ai,j,k,l · wk,l (t),
k,l

where now the sum includes the case when (k, l) = 0; for this case, we take
ai,j,0 = ai,j .
Simplification: step two. This formula can be further simpliﬁed if we ignore
the relation between parameters and neurons and simply consider all parameters
of all the neurons. In precise terms, we take A to be an index that goes over all
pairs (i, j). In this case, we have
∑
wA (t + 1) =
aA,B · wB (t).
B

Asymptotic behavior is what we are interested in. In a general neural
network, the dynamical process is important, we what is even more important
is what happens after all these changes are done. In other words, the learning process is important but the main objective is the result of this process.
From this viewpoint, we are interested in the asymptotic behavior of the above
dynamical system.
How to describe asymptotic behavior: enter eigenvectors and eigenvalues. The behavior of a general linear dynamical system is easier to describe
if we use the basis consisting of the eigenvectors of the matrix aAB . In this basis, the matrix becomes diagonal, with the eigenvalues λA on the diagonal, so
each component gets transformed as wA (t + 1) = λA · wA (t). Thus, we get
wA (t) = λtA · wA (0).
In the general case, all initial values wA (0) are non-zeros. In this case, for
large t, coeﬃcients wA (t) corresponding to the eigenvalue with the largest |λA |
become thus much larger than all other coeﬃcients. Hence, for large t, the state
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vector becomes proportional to the eigenvector corresponding to this largest
eigenvalue.
So, asymptotically, a linear neural network transforms the original state into
the eigenvector corresponding to the largest eigenvalue (largest by the absolute
value).
Comment. The above ideas can be viewed as a particular case of the general
ideas of neural-network-related dynamics logic; see, e.g., [15, 16, 17].
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Linear Neural Networks: From the General
Case to the Simplest Case

Simplest case: we only know connections, not weights. In general, to
describe a linear neural network, we need to describe real values aAB corresponding to diﬀerent pairs of nodes. In geometric terms, aAB ̸= 0 means that
there is a connection from node B to node A. Thus, to describe a linear neural
network, we need to describe:
• all the connections between the nodes, and
• for connected pairs of nodes, the strength aAB of this connection.
The simplest case is when we do not know the strengths, we only know which
neurons are connected to each other.
Let us see how in this case, we can naturally deﬁne the strengths.
Limitations on the values wA of the state variables. In general, as we
have mentioned, the values wA (t) of the state variables grow exponentially with
time t. To restrict this growth, we can put a restriction on these values. The
simplest limitations are linear ones, i.e., limitations of the type
∑
cA · wA = const.
A

In the generic case, the constant is not 0. ∑
By dividing all the coeﬃcients cA
cA · wA = 1.
by this constant, we get a simpliﬁed relation
A

A priori, we have no reasons to prefer one state variable over another. Thus,
it makes sense to require that the weights cA corresponding to all the state
variables are the same,
∑ i.e., that cA = c for all A and for some constant c. Thus,
we conclude that
c · wA = 1.
A

We can simplify this limitation even further if we change the unit in which
we measure the values of the variables wA to a new measuring unit which is c
times smaller, so that 1 old unit is equivalent to c new units. With this new
choice of a unit, the value wA in the old units becomes c · wA in the new units.
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Thus, if we describe the values wA in the new units, the above limitation takes
a simpliﬁed form
∑
wA = 1.
A

Resulting limitations on dynamics. The above limitation on the states
means that we have to restrict dynamics as well: to make sure that if the above
restriction holds at some moment of∑time, then it will also
∑ hold in the next
′
moment of time. In precise terms, if
= aAB · wB , then we
wA = 1 and wA
A
B
∑ ′
should have
wA = 1.
A

Let us describe this relation in terms of the coeﬃcients
aAB . By substituting
∑ ′
′
into the desired formula
the expression for wA
wA = 1, we can reformulate
A ∑∑
∑
the above condition as follows: if
wA = 1, then
aAB · wB = 1, i.e., in
A
A B
∑
def ∑
other words,
cA · wA = 1, where cA =
aBA .
A
B
∑
wA = 1 and the new
In geometric terms, both the original equation
A
∑
cA · wA = 1 describe planes, and the above if-then condition means
equation
A

the ﬁrst plane is a subset of the second plane. This can only happen when the
two planes coincide, and ∑
this, in turn, means that the corresponding coeﬃcients
must coincide, i.e., that
aAB = 1 for all A.
Resulting formulas for the weights. For each A which is connected to
some variables B, we need to assign weights aBA to all such connections. Since
there is no reason to distinguish diﬀerent B from which there is a connection
from A, it makes sense to make all these weights equal to each other. Due to
∑
1
aBA = 1, this means that aBA =
the condition
, where nA denotes the
n
A
B
total number of variables B for which there is a connection from A to B.
For some variables A, there is no connection to any B’s. In this case, similarly, there is no reason to prefer one of the B’s, so it makes sense to assign
equal weights to all the corresponding variables aBA . Thus, for such variables
1
A, we get aBA = , where n is the total number of the variables.
n
A problem. Our main interest is in eigenvectors. The problem is that for the
above matrix aAB , there are many diﬀerent eigenvectors. For example, if we
have a group of variables which are only connected to each other, then there is an
eigenvector in which wA ̸= 0 only for these variables A. To get this eigenvector,
we can start, e.g., with equal weights assigned to all these variables. Since these
variables are only connected to each other, we will never get wA ̸= 0 for any
variable A outside the group.
In general, the abundance of eigenvectors is not a big problem since we
distinguish eigenvectors by their eigenvalues – and select only the one with the
4

largest eigenvalue. However, in our case, due to the restriction

∑

wA (t) = 1, all

A

eigenvalues are equal to 1.
So, to restrict the number of eigenvectors, it is desirable to modify the original matrix aAB .
How to modify the original matrix. The above problem occurs when some
variables are not connected with others. So, to resolve this problem, a natural
idea is to add small connections ∆aAB ̸= 0 between every two nodes. Again,
there is no reason to prefer one pair of variables to any other pair, so it makes
sense to make all these values equal to each other: ∆aAB = δ ̸= 0 for all A and
B.
If we simply add these values ∆aAB = ∑
δ to all the entries of the original
matrix aAB , we will violate the condition
aBA = 1, since for the matrix
B

a′AB = aAB + ∆aAB , we will have
∑
∑
∑
∆aBA = 1 + ε,
a′BA =
aBA +
B

B

B

def

where we denoted ε = n · δ. To preserve this condition, we should therefore
multiply all the entries on the original matrix aAB by 1 − ε. This multiplication
does not change the eigenvectors and the order of eigenvalues of the original
matrix, and for the new matrix a′′AB = (1 − ε) · aAB + ∆AB , we indeed have
∑
∑
∑
a′′BA = (1 − ε) ·
aBA +
∆aBA = (1 − ε) + ε = 1.
B

B

B

One can check that for nodes A that have no outgoing connections, the
new formula leads to exactly the same equal values a′′BA as the formula for
aBA – which makes perfect sense, since for this node A, we did not introduce
any diﬀerentiation between diﬀerent nodes B. Thus, we arrive at the following
natural matrix.
Final formula for the matrix aBA . We start with a small number ε and a
directed graph in which vertices correspond to variables A and there is an edge
from A to B if and only if the variable A can inﬂuence the variable B.
When a node A cannot inﬂuence any variable B, i.e., when there is no edge
1
coming out of A in our graph, then we take aBA = , where n is the total
n
number of nodes.
For every other node A, we take:
ε
• aBA = for all B for which there is no connection from A, and
n
ε
1
+ for every node B for which there is an edge from
nA n
A to B, where nA is the number of such nodes B.

• aBA = (1 − ε) ·

5
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First Application: PageRank Algorithm as an
Example of a Linear Neural Network

PageRank algorithm: brief reminder. Web search engines return all the
webpages that contain the desired phrase or keywords. Often, there are thousands and millions of such webpages. So, to make search results meaningful,
search engines sort the webpages and only return the top ranking ones.
The most successful and the most widely used search engine – Google –
uses a special PageRank algorithm for sorting. This algorithm is based on the
following idea. Let us assume that a user starts with a randomly selected page.
If this page has no links on it, the user picks another random page – with equal
probability of selecting each of the webpages. If there are links, the user either
goes to one of these links (with equal probability), or, with a certain probability
ε > 0, starts the process anew.
As a result:
• reputable pages, i.e., pages to which many pages link will be visited more
frequently, while
• obscure pages, i.e., pages to which no pages link will be visited much less
frequently.
The probability of visiting a page in the above process is then used as a rank of
this page; see, e.g., [6, 13] and references therein.
PageRank and linear neural networks. One can represent the world wide
web as a directed graph, in which webpages are nodes and an edge from page
A to page B means that there is a link to page B on page A. From the above
description of the PageRank algorithm, one can see that the probabilities aBA of
going from A to B are described exactly by our linear neural network formulas,
so the ﬁnal probabilities – ranks of diﬀerent pages – form an eigenvector of the
corresponding matrix.
Thus, PageRank can be viewed as a natural application of linear neural
networks.
PageRank and linear neural networks beyond web search. Similar
ideas and formulas have been used beyond web search, e.g., to describe the
degree of trust of diﬀerent participants in a peer-to-peer network; see, e.g., [11].
This idea can also be applied to other situations if instead of the full graph
of all the connections, we apply this algorithm to the appropriate subgraph.
In some cases, this restriction leads to heterogenous networks (see, e.g., [25]);
examples will be given below.
Let us list several possible applications of this type. We will see that the
result depends on how much information we keep in the subgraph.
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First example: ranking papers based on citations. A paper which is
cited more is, in general, considered to be more valuable. This is why often,
papers are ranked by the number of citations. However, this simpliﬁed ranking
is – well, simpliﬁed: a citation is a more important (more cited) paper should
be counted for more than a citation in an obscure paper – a paper that no one
cites.
A natural way to assign rank to papers based on citations is to form a
directed graph in which nodes are papers and there is a link from A to B if
the paper A cites the paper B. Then, we can use the PageRank algorithm –
i.e., in eﬀect, linear neural networks – to provide a good ranking of papers by
their importance; this idea has been proposed already by the authors of the
PageRank algorithm.
Second example: ranking of authors. To nodes describing papers, we can
add nodes describing authors, with a link from each author to each of his or her
papers, and with links from each paper to each of its authors.
Computational comment. This is an example of a heterogenous graph: we
clearly have nodes of two diﬀerent types – papers and authors.
We can also consider a simpliﬁed (and homogeneous) version of this graph,
in which there are only author nodes, and each author links to co-authors; it
will provide the ranking by intensity of collaborations.
Practical comment. Because of the inter-disciplinary character of modern research, it makes sense, when ranking authors from a certain area (e.g., from
geosciences), to include papers from other areas in this graph as well – this way,
if a computer science paper is citing a geoscience paper, we give this citation
more credit if this computer science paper is itself more important (i.e., in this
description, more cited).
Third example: ranking journals and conferences. To do that, we add,
to the graph describing authors and papers, additional nodes describing journals
and conferences. Then, we have a link from each paper to a journal or conference
where it appeared, and we have links from each journal or conference page to
all the papers that have been published there.
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Second Application: Family Dynamics

From the simplest case to the general case. In the previous two sections,
we only considered the simplest case when we only know which nodes can inﬂuence other nodes, but we do not have speciﬁc information about the degree
to which they can inﬂuence each other. In many practical cases, however, we
know these degrees as well. Let us describe a natural example of such a case.
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Description of the example. A natural example of dependence is between
people. Each person’s utility (i.e., degree of happiness, degree of satisfaction) is,
in general, determined not only by the objective factors – like what this person
gets and what others get – but also by the degree of happiness of other people.
Normally, this dependence is positive, i.e., we feel happier if other people
are happy. However, negative emotions such as jealousy are also common, when
someone else’s happiness makes a person not happy.
The idea that a utility of a person depends on utilities of others was ﬁrst
described in [20, 21]. It was further developed by another future Nobelist Gary
Becker; see, e.g., [1]; see also [3, 7, 10, 14, 26].
Interdependence of utilities: general description. In general, the utility
(0)
ui of i-th person under interdependence can be described as ui = fi (ui , uj ),
(0)
where ui is the utility that does not take interdependence into account, and
uj are utilities of other people.
The eﬀects of interdependence can be illustrated on the example of linear
approximation, when we approximate the dependence by the ﬁrst (linear) terms
in its expansion into Taylor series, i.e., when the utility ui of i-th person is equal
to
∑
(0)
aij · uj ,
ui = ui +
j̸=i

where the interdependence is described by the coeﬃcients aij – i.e., in eﬀect, as
a limit state of a linear neural network; the ideas of using neural networks to
describe social interactions can be also found in [18].
Paradoxes of love. This simple and seemingly natural model leads to interesting and somewhat paradoxical conclusions; see, e.g., [2, 4, 12, 14].
For example, mutual aﬀection between persons P1 and P2 means that a12 > 0
and a21 > 0. In particular, selﬂess love, when someone else’s happiness means
more than one’s own, corresponds to a12 > 1.
In general, for two persons, we thus have
(0)

(0)

u1 = u1 + a12 · u2 ; u2 = u2 + a21 · u1 .
(0)

(0)

Once we know the original utility values u1 and u2 , we can solve this system
of linear equations and ﬁnd the resulting values of utility:
(0)

u1 =

(0)

(0)

(0)

u1 + a12 · u2
u + a21 · u1
; u2 = 2
.
1 − a12 · a21
1 − a12 · a21

As a result, when two people are deeply in love with each other (a12 > 1 and
(0)
a21 > 1), then positive original pleasures ui > 0 lead to ui < 0 – i.e., to
unhappiness. This phenomenon may be one of the reasons why people in love
often experience deep negative emotions.
From this viewpoint, a situation when one person loves deeply and another
rather allows him- or herself to be loved may lead to more happiness than
8

mutual passionate love. The fact that the coeﬃcients aij , in general, change with
time, explains a frequent family dynamics, when a passionate happy marriage
surprisingly drifts into negative emotions.
A similar negative consequence of love can also happen in situations like
selﬂess Mother’s love when a12 > 0 may be not so large but a21 is so large that
a12 · a21 > 1.
There are also interesting consequences when we try to generalize these results to more than 2 persons. For example, we can deﬁne an ideal love, when
each person treats other’s emotions almost the same way as one’s own, i.e.,
(0)
a12 = a = 1 − ε for a small ε > 0. For two people, from ui > 0, we get ui > 0
– i.e., we can still have happiness. However, if we have three or more people
∑
(0)
in the state of mutual aﬀection, i.e., if ui = ui + a ·
uj , then in case when
j̸=i
(0)

everything is ﬁne – e.g., ui

= u(0) > 0 – we have

ui · (1 − a · (n − 1)) = ui · (2 − ε − (1 − ε) · n) = u(0) ,
hence
ui =

u(0)
< 0,
2 − ε − (1 − ε) · n

i.e., we have unhappiness. This may be the reason why 2-person families are
the main form – or, in other words, if two people care about the same person
(e.g., his mother and his wife), all there of them are happier if there is some
negative feeling (e.g., jealousy) between them.
Comment. It is important to distinguish between emotional interdependence in
which one’s utility is determined by the utility of other people, and “objective”
altruism, in which one’s utility depends on the material gain of other people –
but not on their subjective utility values, i.e., in which (in the linearized case)
∑
(0)
(0)
ui = ui +
aij · uj .
j

In this approach, when we care about others’ well-being and not their emotions,
no paradoxes arise, and any degree of altruism only improves the situation; see,
e.g, [8, 9, 19].
This objective approach to interdependence was proposed and actively used
by yet another Nobel Prize winner: Amartya K. Sen; see, e.g., [22, 23, 24].
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