Let Q i , i = 1, . . . , t, be real nondegenerate indefinite quadratic forms in d variables. We investigate under what conditions the closure of the set
Introduction
It was conjectured by Oppenheim that if
a ij x i x j ,x = (x 1 , . . . , x d ), is a real nondegenerate indefinite quadratic form in d variables, d ≥ 5, which is not proportional to a rational form, then
This conjecture was proved by Margulis [Ma89] . In fact, he proved that if Q is a real nondegenerate indefinite quadratic form in d variables, d ≥ 3, which is not proportional to a rational form, then ∀ε > 0 ∃x ∈ Z d − {0}: 0 < |Q(x)| < ε.
See [Ma97] for an up-to-date survey. It is also known that (1) fails for some indefinite irrational forms in 2 variables. For example, (1) fails for Q = x approximable number α (e.g. α = 1 + √ 2). Recall that a number α is called badly approximable if there exists c > 0 such that for all integers p and q > 0, |qα − p| ≥ c q .
In this paper we study similar questions for systems (Q j : j = 1, . . . , t) of quadratic forms. Namely, we would like to know when the following statement is true:
We expect that an analog of the Oppenheim conjecture holds for systems of quadratic forms (see Conjecture 13 below). However, the proof of this conjecture seems to be beyond the reach of available methods. One can give a convenient characterization of property (2) for systems quadratic forms in two variables: (2) holds for nondegenerate indefinite quadratic forms Q j (x 1 , x 2 ) = (a j x 1 + b j x 2 )(c j x 1 + d j x 2 ), j = 1, . . . , t, iff the set
contains a number which is not badly approximable (we consider ∞ to be not badly approximable). In the case of one quadratic form, this was observed by Dani [Da00] . Theorem 1 below is an analog of this fact in dimension d > 2. Validity of (2) depends on the common position of the hypersurfaces {Q j = 0}, j = 1, . . . , t. For example, it is easy to see that if these hypersurfaces intersect only at the origin, then (2) fails. We investigate the case when the intersection of the hypersurfaces {Q j = 0}, j = 1, . . . , t, is still relatively small: they intersect transversally in a strong sense. To formulate our result, we recall that a vector α = (α 1 , . . . , α d ) ∈ R d is called well approximable of order r (r > 0) if there exist p n ∈ Z d and q n > 0 such that q r n · q nᾱ −p n → 0 as n → ∞.
Theorem 1 Let Q j , j = 1, . . . , t, be nondegenerate indefinite quadratic forms in d variables, d ≥ 3. Suppose that the intersection of the hypersurfaces {Q j = 0}, j = 1, . . . , t, is not {0}, and at every point of intersection, which is different from0, the space spanned by the normal vectors to the hypersurfaces has dimension d − 1. Then (2) holds iff the intersection of the hypersurfaces {Q j = 0}, j = 1, . . . , t, contains a vectorv ∈ R d such that for some j = 1, . . . , t, v j = 0, and the vector
is well approximable of order one.
We also study the case when zero hypersurfaces of the quadratic forms have a common tangent plane at a point of intersection. Choose and fix a line along which the hypersurfaces {Q j = 0}, j = 1, . . . , t, have a common tangent plane. Letf 1 be the direction vector of this line. We choose a basis {f i : i = 1, . . . , d} such that the vectorf 2 is outside of the tangent plane, andf i , i = 3, . . . , d, are in the tangent plane. Define a t ∈ SL(d, R) by
The following theorem establishes a connection between properties of the semiorbit of a t , t > 0, in SL(d, R)/SL(d, Z) and Diophantine condition (2). First results of this type were discovered by Dani [Da85, Da86] . 
where a t is defined in (4), is not relatively compact, then (2) holds. Moreover, if for some α j ∈ R, j = 1, . . . , t, the quadratic form
Remark Since the choice of the vectorsf i , i = 2, . . . , d, is not unique, the transformation a t is not uniquely defined. Nonetheless, one can check that the property that the positive semiorbit of a t is bounded is independent of a chosen basis.
Theorems 1 and 2 allow us to investigate how often (2) holds in the space of systems of quadratic forms. For quadratic forms Q j , j = 1, . . . , t in d variables, we consider a parametric family
, and denote by ∆(Q 1 , . . . , Q t ) the set of g ∈ GL(d, R) such that (Q g j : j = 1, . . . , t) satisfies (2).
Corollary 3 Let Q j , j = 1, . . . , t, be nondegenerate indefinite quadratic forms in d variables, d ≥ 3, and ∆ = ∆(Q 1 , . . . , Q t ). Recall that the radical Rad(Q) of a quadratic form Q, which is defined on a vector space S, is the subspace of vectors in S that are orthogonal to S with respect to Q.
(i) If the intersection of the hypersurfaces
We prove the following result that complements Corollary 3(ii):
Theorem 4 Let Q j , j = 1, . . . , t, be nondegenerate indefinite quadratic forms in d variables, d ≥ 3, and ∆ = ∆(Q 1 , . . . , Q t ). Suppose that for some β j ∈ R, j = 2, . . . , d,
has dimension at least 2, and V contains a vectorv =0 such that Q 1 (v) = 0.
(a) Unless dim V = 2 and the quadratic form
, the quadratic form Q 1 | V is nondegenerate, and for some α j ∈ R, j = 1, . . . , t, the quadratic form
Note that the conditions of Theorem 4 imply that the hypersurfaces {Q j = 0}, j = 1, . . . , t, have a common tangent plane atv. In particular, it follows from Corollary 3(ii) that the complement of ∆ has measure 0.
The simplest example for Theorem 4(a) is provided by the system of quadratic forms Q j (x) = x 2 1 + x 2 x 3 + a j x 2 3 , j = 1, . . . , t. It follows from the result of Dani and Margulis [DM90] that the complement of ∆(Q 1 , Q 2 ) is a countable union of proper submanifolds of GL(3, R).
It is easy to refine Corollary 3 and Theorem 4 as follows. Denote by ∆ ′ the set of g ∈ GL(d, R) such that
Corollary 
Proofs
Proofs of Theorems 1 and 2 involve only elementary linear algebra. Theorem 1 follows from Lemmas 7 and 8 below. To prove Theorem 2, we reduce it to a question about a system of linear forms. The proof of Corollary 3(i) uses Lemmas 7 and 8 and the result of Jarník [Ja31] . Corollary 3(ii) and Theorem 4 are deduced from known properties of certain flows on the space of unimodular lattices.
If it is not stated otherwise, · denotes the Euclidean norm on R d . The following three lemmas are used in the proof of Theorem 1. 
Then there exist m, M, c 1 , c 2 > 0 such that for every ε ∈ (0, 1),
Proof It is enough to prove the lemma for a system of quadratic forms
. Using a change of variables, we can transform ℓ to the line {x i = 0: i = 1, . . . , d − 1}. Thus, it is enough to consider the case when the line ℓ is as above. Then
For |a| ≥ M, we have
S(a, ε) = {(x, a):
First, we claim that for fixed sufficiently small m > 0,
uniformly on ε ∈ (0, 1) as |a| → ∞. Let L = (l ij ) be a linear map where l ij are the coefficients of the linear forms L i . Note that L is nondegenerate because the normal vectors to {Q j = 0}, j = 1, . . . , d − 1, at a point of ℓ are linearly independent. Using (6) and (8), we have
for x ∈ S(a, ε) and i = 1, . . . , d − 1.
Suppose that there exists a sequence (u (n) , a n ) ∈ S(a n , ε) with |a n | ≥ 1, and u (n) → ∞. We may assume that
From (10) we get
It follows that
Note that m > 0 because L i , i = 1, . . . , d − 1, are linearly independent. Then the equations (11) and (12) contradict each other. This shows that diam(S(a, ε)) is bounded for ε ∈ (0, 1) and a ≥ 1. From the first part of (10), we see that |a| · L(x) for x ∈ S(a, ε) is bounded too. Since L is nondegenerate, for some c > 0, diam(S(a, ε)) < c |a| when ε ∈ (0, 1) and a ≥ 1. This proves the claim (9). Consider a transformation u:
The Jacobian of the transformation u is J =
Therefore by (9), u is a diffeomorphism on S(a, ε) for sufficiently large |a|.
be the pull-back of g under the transformation u, and L * g be the pull-back of g under L. Clearly, for some r 1 , r 2 > 0,
on S(a, ε) for |a| sufficiently large (say |a| ≥ M). Note that x is the distance to the origin with respect to the metric g, and u(x) is the distance to the origin with respect to u * g. Therefore, it follows from (14) that for x ∈ S(a, ε) and |a| ≥ M,
By (7) and (13), for |a| ≥ M,
The lemma is proved.
Lemma 7 For a line ℓ in R d , denote by π ℓ the orthogonal projection on the line ℓ. Assume that zero hypersurfaces of a system of nondegenerate indefinite quadratic forms Q j , j = 1, . . . , t, in d variables intersect at a point, which is different from 0, and at every nonzero point of intersection, the span of the normal vectors to these hypersurfaces has dimension d − 1. Then (2) holds iff there exist a line ℓ in the intersection of the hypersurfaces of {Q j = 0}, j = 1, . . . , t, and a sequencē
Proof Let m, M, c 1 , c 2 > 0 be as in Lemma 6. Suppose that Q j , j = 1, . . . , t, satisfy (2). Then there exists a sequencex
Passing if needed to a subsequence, we may assume that
for someȳ 0 on the unit sphere. Then Q j (ȳ 0 ) = 0, j = 1, . . . , t. Let ℓ be the line throughȳ 0 and the origin. If x (n) ∞, we can take {x (n) } to be bounded. Then for each j, Q j (x (n) ) admits only finitely many values for n ≥ 1. Therefore, by (16), Q j (x (n) ) = 0, j = 1, . . . , t, for sufficiently large n. We can replacex (n) by nx (n) . Thus, we may assume that
for sufficiently large n. It follows that if
Conversely, suppose that (15) is satisfied for some line ℓ in the intersection of the hypersurfaces {Q j = 0}, j = 1, . . . , t. Then for sufficiently large n,x (n) ∈ R m,M . Applying Lemma 6, we get
This proves the lemma.
, and π is the orthogonal projection on the directionv. Then the vector
Proof Without loss of generality, j = 1. Put
Suppose that (α 1 , . . . , α d−1 ) is well approximable of order 1. There exists a se-
with x (n) 1 = 0 for all n. It follows that
Suppose that |x
is nondegenerate. Hence, by (19),x (n) is bounded, and L i (x n ) = 0, i = 1, . . . , d − 1, for sufficiently large n. In this case, (17) holds for the sequence nx (n) . If |x (n) 1 | is not bounded, we may assume that |x (n) 1 | → ∞. By (19), for sufficiently large n,
Since A is nondegenerate, for some c 1 > 0 and everyx
Let P be the plane through the origin orthogonal tov. A map C:
is invertible. Therefore, for some c 2 > 0 and everyx ∈ P ,
In fact, the last inequality holds for everyx ∈ R d because it is independent of translations by vectors parallel tov. Now (17) follows from (18), (21), (22), (23).
Conversely, suppose that (17) holds for some sequencex
| is up to a constant the distance fromx to the plane {L i = 0}, and x − π(x) is the distance fromx to the line throughv. Therefore, for some r i > 0 and everyx ∈ R d ,
In particular, it follows that
Clearly, x (n) 1 = 0 for sufficiently large n. Consider a linear map B defined by
Since B is nondegenerate, for some r 3 > 0 and everyx ∈ R d ,
By (17) and (25), for sufficiently large n,
Finally, (18) follows from (17), (24), (26), and (27). Thus, the vector (α 1 , . . . , α d−1 ) is well approximable of order 1.
Combining Lemmas 7 and 8, we deduce Theorem 1. The proof of Corollary 3(i) uses Lemma 7, Lemma 8, and the result of Jarník on Hausdorff dimension of the set of well approximable vectors [Ja31] . It is known that the intersection of the set of well approximable vectors of order r in R d with every nonempty open set has Hausdorff dimension d+1 r+1
. Proof of Corollary 3(i) Let Q be the projective variety in the complex projective space P d−1 (C) defined by Q j = 0, j = 1, . . . , t. Since at every point of Q(R) the rank of Jacobian
is equal to d − 1, it follows that every irreducible component of Q that has nonempty intersection with Q(R) has dimension zero. Therefore, Q(R) consists of finitely many points. This means that the zero hypersurfaces {Q j = 0}, j = 1, . . . , t, in R d intersect along only finitely many lines that pass through the origin. Letv s , s = 1, . . . , N, be the direction vectors of these lines. Then zero hypersurfaces of Q g j , j = 1, . . . , t, intersect along vectors g −1v s , s = 1, . . . , N. For some g s ∈ GL(d, R),v s = g sē1 , where e 1 = (1, 0, . . . , 0) . We have
By Lemma 7,
where ∆ s is the set of g ∈ GL(d, R) such that (15) holds for the line ℓ through the origin in direction g −1v
s . Clearly, it is enough to prove the theorem for each of the sets ∆ s separately.
Fix s = 1, . . . , N. Let
and ∆ s,i = ∆ s ∩ G s,i for i = 1, . . . , d. By Lemma 8, for g ∈ G s,i , g belongs to ∆ s,i iff the vector
is well approximable of order 1. Consider maps F s,i :
Note that F s,i is a diffeomorphism on G s,i , and F s,i (G s,i ) is a complement of a finite union of hypersurfaces in M(d, R). Let W i be the set of g ∈ M(d, R) such that the vector (g j1 : j = i) is well-approximable of order 1. We have that for g ∈ G s,i , g
The intersection of the set of well approximable vectors of order 1 in 
Proof Let · be the norm on R d defined by
By Mahler Compactness Criterion, the orbit {a t SL(d, Z): t > 0}, is unbounded iff for some t n > 0 andx
It is clear that (32) implies (31). Conversely, suppose that (31) holds. First, we consider the case when L 2 (x (n) ) = 0 for infinitely many n. Taking a subsequence, we may assume that L 2 (x (n) ) = 0 for all n. Then (32) holds for every sequence t n → ∞ such that
) is bounded, then since the linear forms L i , i = 1, . . . , d, are linearly independent,x (n) is bounded. This implies that for sufficiently large n, L 2 (x (n) ) = 0. Thus, we may assume that |L 1 (x (n) )| → ∞. Then (32) holds for the sequence t n such that e tn = |L 1 (x (n) )| 1/2 · |L 2 (x (n) )| −1/2 . Note that t n > 0 for sufficiently large n. This proves the lemma.
Lemma 10 Let
for some sequencex (n) ∈ Z d − {0} has full Haar measure, and its complement has
Since multiplication by g 0 is a diffeomorphism of GL(d, R), we may assume without loss of generality that g 0 = 1 and
is a diffeomorphism. Since
holds for g = u iff it holds for g = v. Therefore, if we show that the set Φ ∩ SL(d, R) has full measure in SL(d, R), this will imply that the set Φ has full measure in GL(d, R) too. Also by the argument as in [BD, Section 3.5.5], if the set
Hence, the proof reduces to a question about SL(d, R). By Lemma 9, (33) holds for some sequencex
. This is equivalent to the set {a t gSL(d, Z): t > 0} being unbounded. It is known that the set of g ∈ SL(d, R) such that the orbit {a t gSL(d, Z): t > 0} is bounded has Haar measure zero (Moore Ergodicity Theorem [Zi, Theorem 2.2.6]), and its intersection with every nonempty open subset has Hausdorff dimension d 2 − 1 (Kleinbock, Margulis [KM96] ). Therefore, the set of g ∈ SL(d, R) such that (33) holds for some sequencex (n) ∈ Z d − {0} has full measure, and its complement in SL(d, R) has Hausdorff dimension d 2 − 1. This implies the lemma.
Proof of Theorem 2 With respect to the basis {f
where q j is a quadratic form, and l j is a linear form. Note that l j is independent of y 1 because Q j (f 1 ) = 0. The tangent plane to {Q j = 0} atf 1 is {l j = 0}. Thus, l j = c j l, j = 1, . . . , t, for some c j ∈ R − {0} and a linear form l. Sincef 1 andf i , i = 3, . . . , d, are in the tangent plane, l(ȳ) = y 2 . Let L i (x), i = 1, . . . , d, denote the coordinates of vectorx with respect to the basis {f i : i = 1, . . . , d}. Then
and (29) holds. It follows that (2) holds for (Q j : j = 1, . . . , t) provided that for some sequencex
Thus, the first statement of the theorem follows from Lemma 9. Suppose that Q = j α j Q j is definite of rank d − 1. Since Q is definite, it follows from (34) that Q(ȳ) = Q(y 2 , . . . , y d ). Therefore, (2) implies (35) for some sequencē
, and the second statement of the theorem follows from Lemma 9.
Proof of Corollary 3(ii) It was shown in the proof of Theorem 2 that (2) holds for (Q g j : j = 1, . . . , t) provided that for some sequencex
and when a linear combination of Q j , j = 1, . . . , d, is definite of rank d − 1, (Q g j : j = 1, . . . , t) satisfies (2) iff (36) holds. Thus, Corollary 3(ii) follows from Lemma 9.
To prove Theorem 4(a), we use the following lemma:
t, be a system of quadratic forms that satisfies the conditions of Theorem 4(a). Then there exists a nontrivial one-parameter unipotent subgroup of SL(d, R)
which leaves all Q j , j = 1, . . . , t, invariant.
where W is the orthogonal complement of V with respect to Q 1 . Then the group
Since V is in the radical of Q j − β j Q 1 , the forms Q j , j = 2, . . . , t are invariant under H too. The group H is a noncompact semisimple Lie group. Hence, it contains a nontrivial one-parameter unipotent subgroup. This proves the lemma when Q 1 | V is nondegenerate. Now suppose that Q 1 | V is degenerate, and Q 1 | V = 0. Choose a basis {f i : i = 1, . . . , d} of R d such thatf 1 is in the radical of Q 1 | V ,f 2 is in V , Q 1 (f 2 ) = 0, and f i , i = 3, . . . , t, are orthogonal tof 2 with respect to Q 1 . Sincef 2 is in the radical of Q j − β j Q 1 , j = 2, . . . , t,f 2 is orthogonal tof i , i = 3, . . . , t, with respect to Q j , j = 2, . . . , t. In the basis {f i : i = 1, . . . , d},
for some linear form L and quadratic forms q j , j = 1, . . . , t. (Here we put β 1 = 1.) Note that L is the same all j becausef 1 is in the radical of Q j − β j Q 1 , j = 2, . . . , t. Define a linear transformation u t ∈ SL(d, R) by
Then {u t : t ∈ R} is a nontrivial one-parameter unipotent group that stabilizes Q j , j = 1, . . . , t. It remains to consider the case when Q 1 | V = 0. Choose a basis {f i : i = 1, . . . , d}, such thatf 1 andf 2 is in V . With respect to this basis,
for some linear forms L 1 , L 2 , and quadratic forms q j , j = 1, . . . , t. (Here we put β 1 = 1.) Note that L 1 and L 2 are independent of j becausef 1 andf 2 are in the radical of Q j − β j Q 1 , j = 2, . . . , t. The linear forms L 1 and L 2 are not zero because the quadratic form Q 1 is nondegenerate. Define a linear transformation v t ∈ SL(d, R) by
Then {v t : t ∈ R} is a nontrivial one-parameter unipotent group that stabilizes Q j , j = 1, . . . , t. We have proved the lemma.
The following Lemma is used in the proof of Theorem 4(b). Its proof is essentially the same as the proof of Lemma 9 and is omitted. 
Proof of Theorem 4 Let G = SL(d, R) and Γ = SL(d, Z).
To prove (a), we show first that the complement of ∆ ∩ G in G is contained in a countable union of submanifolds of dimension at most d 2 − d. Denote by U ⊂ G a one-parameter unipotent subgroup that stabilizes all Q j , j = 1, . . . , t. Such a subgroup exists by Lemma 11. By Ratner's topological rigidity [Ra91] , the set Ω of g ∈ G such that UgΓ is not dense in G/Γ is a countable union of sets of the form F Γ where F is a connected Lie subgroup of G. It is known that the maximal dimension of a proper connected subgroup of G is
Therefore, G − ∆ ∩ G is contained in Ω. Let GL ± (d, R) be the group of matrices with positive/negative discriminant. It is clear that
Therefore, the complement of ∆∩GL
for a fixed
is contained in a countable union of submanifolds of dimension at most d 2 − d + 1. This proves (a). Now we prove (b). Take a basis {f i : i = 1, . . . , d} such that V = f 1 ,f 2 , and f i , i = 3, . . . , d is orthogonal to V with respect to Q 1 . It follows from the definition of V thatf i , i = 3, . . . , d are orthogonal to V with respect to Q j , j = 2, . . . , t, too. In addition, we can changef 1 andf 2 such that with respect to the basis {f i : i = 1, . . . , d}, Q j (ȳ) = β j y 1 y 2 + q j (y 3 , . . . , y d ), j = 1, . . . , t
for some quadratic forms q j , j = 1, . . . , t. (Here we put β 1 = 1.) Let Q def = j α j Q j be a definite form of rank d − 2. It follows from (40) that Q(ȳ) = Q(y 3 , . . . , y d ). Denote by L i (x), i = 1, . . . , d, the coordinates of a vectorx with respect to the basis {f i : i = 1, . . . , d}. Then (2) holds for (Q g j : j = 1, . . . , t) with g ∈ G iff for some sequencex
By Lemma 12, this is equivalent to the set {g −1 a t gΓ: t ∈ R} being unbounded in G/Γ. Therefore, by the result of Kleinbock and Margulis [KM96] , the set G−(∆∩G) has Hausdorff dimension It is of interest to investigate property (2) assuming other conditions on the intersection of the hypersurfaces {Q j = 0}, j = 1, . . . , t. At least, one should try to give a complete answer to the question about the magnitude of the set ∆(Q 1 , . . . , Q t ), which was partially studied in Corollary 3. Corollary 3 illustrates that in some cases, property (2) has complicated Diophantine nature. This is analogous to the situation with Oppenheim conjecture in dimension 2. In higher dimensions, the following conjecture seems plausible:
Conjecture 13 Let d ∈ N be sufficiently large. Let (Q 1 , Q 2 ) be a pair of real nondegenerate quadratic forms in d variables such that every linear combination αQ 1 +βQ 2 with α 2 +β 2 = 0 is indefinite, has rank ≥ 3, and does not have all rational coefficients. Then (2) holds.
3. In general, the group of linear transformations that leaves both forms invariant may be finite. If this is the case, the method of Margulis, which is based on dynamics on homogeneous spaces of Lie groups, does not work. This problem can appear in every dimension even when the hypersurfaces {Q 1 = 0} and {Q 2 = 0} have a common tangent plane. For example, when
up to a linear change of variables, the group that stabilizes both Q 1 and Q 2 is finite.
