Wave generation, dissipation, and disequilibrium in an embayment with complex bathymetry by Chen, Jia-Lin et al.
Wave Generation, Dissipation, and Disequilibrium in an
Embayment With Complex Bathymetry
Jia-Lin Chen1 , David K. Ralston2 , W. Rockwell Geyer2 , Christopher K. Sommerﬁeld3 , and
Robert J. Chant4
1Department of Hydraulic and Ocean Engineering, National Cheng Kung University, Tainan, Taiwan, 2Woods Hole
Oceanographic Institution, Woods Hole, MA, USA, 3College of Earth, Ocean, & Environment, University of Delaware, Lewes,
DE, USA, 4Department of Marine and Coastal Sciences, State University of New Jersey, Rutgers, New Brunswick, NJ, USA
Abstract Heterogeneous, sharply varying bathymetry is common in estuaries and embayments, and
complex interactions between the bathymetry and wave processes fundamentally alter the distribution of
wave energy. The mechanisms that control the generation and dissipation of wind waves in an embayment
with heterogeneous, sharply varying bathymetry are evaluated with an observational and numerical study
of the Delaware Estuary. Waves in the lower bay depend on both local wind forcing and remote wave forcing
from offshore, but elsewhere in the estuary waves are controlled by the local winds and the response of the
waveﬁeld to bathymetric variability. Differences in the waveﬁeld with wind direction highlight the impacts
of heterogeneous bathymetry and limited fetch. Under the typical winter northwest wind conditions waves
are fetch-limited in the middle estuary and reach equilibrium with local water depth only in the lower bay.
During southerly wind conditions typical of storms, wave energy is near equilibrium in the lower bay, and
midestuary waves are attenuated by the combination of whitecapping and bottom friction, particularly over
the steep, longitudinal shoals. Although the energy dissipation due to bottom friction is generally small
relative to whitecapping, it becomes signiﬁcant where the waves shoal abruptly due to steep bottom
topography. In contrast, directional spreading keeps wave heights in the main channel signiﬁcantly less than
local equilibrium. The wave disequilibrium in the deep navigational channel explains why the marked
increase in depth by dredging of the modern channel has had little impact on wave conditions.
Plain Language Summary Heterogeneous, sharply varying bathymetry is common in many coastal
regions, and complex interactions between the bathymetry and waveﬁeld affect the amplitude of wave
energy that impinges on the shoreline. The manuscript has focused on the formation of waves over complex
bathy under different fetch conditions. In addition, the role of channel deepening on wave energy will be of
particular interest and discussed in this manuscript. We found that bathymetric change due to dredging
has had minimal impact on wave climate because the directional spreading keeps wave heights in the main
channel signiﬁcantly less than local equilibrium.
1. Introduction
Determining the process of wind wave generation, growth, and dissipation in coastal environments is critical
to many scientiﬁc and engineering applications. Prior studies have focused on the prediction of the wind-
generated waves in deep water of the open ocean (Hasselmann et al., 1973; Massel, 1996; Pierson &
Moskowitz, 1964) and in water of ﬁnite, uniform depth (Hwang, 2006; Young & Babanin, 2006; Young &
Verhagen, 1996a, 1996b; Zakharov, 2005). The Pierson-Moskowitz spectrum, developed from measurements
in the North Atlantic, presented the distribution of wave energy with frequency in deep water for a fully
developed sea (Pierson & Moskowitz, 1964). It assumed that wave energy eventually reaches an equilibrium
condition if the wind blows steadily over a sufﬁcient distance. The distribution of wave energy was further
deﬁned by the JONSWAP (the Joint North Sea Wave Project) spectrum in fetch-limited conditions within
the ocean. The peak of the wave energy spectra becomes more pronounced as waves continue to grow with
time and reaches a state of fully developed equilibrium (Hasselmann et al., 1973). In comparison to results
from deepwater conditions, both the growth of total wave energy and the migration of the peak frequency
to lower values are reduced in water of ﬁnite depth (Young & Babanin, 2006; Young & Verhagen, 1996a,
1996b). These physical processes have been incorporated into spectral wave models, for example, SWAN
(Simulating Wave Nearshore; Booij et al., 1999), in which the spectral balance of wave action density accounts
for refractive propagation and energy dissipation over arbitrary bathymetry. The computational results of
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SWAN have been compared with ﬁeld observations under fetch-limited, depth-limited conditions from Lake
George, Australia (Booij et al., 1999; Young & Verhagen, 1996a, 1996b; van der Westhuysen, 2010) and with a
number of studies from shallow Dutch lakes (Bottema et al., 2003; De Waal, 2002; Holthuijsen et al., 2008).
Although the spectral development of waves over relatively uniform bathymetry has been well documented,
the effects of heterogeneous, sharply varying bathymetry on the generation and dissipation of wind waves
have received less attention.
Heterogeneous, sharply varying bathymetry is common in many coastal regions, and complex interactions
between the bathymetry and waveﬁeld affect the amplitude of wave energy that impinges on the shoreline.
In wetlands, the wave energy at marsh edge is a key factor affecting sediment resuspension, marsh edge ero-
sion, and wetland losses (Green & Coco, 2007, 2014; Karimpour et al., 2013, 2016; Marani et al., 2011). For
example, on the Atlantic coast of the southern Delmarva Peninsula, marsh retreat rate was linked to wave for-
cing at marsh edges based on results from a coupled wave-circulation modeling system (Mariotti et al., 2010;
McLoughlin et al., 2015). Model cases with different wind conditions showed that wave energy at the bound-
aries of that marsh was sensitive to wind direction due to fetch limitation. In Chesapeake Bay, signiﬁcant wave
heights were also found to be highly correlated with the local wind speeds and limited by fetch (Lin et al.,
2002; Sanford & Gao, 2018). Other factors may affect the distribution of wave energy, including offshore for-
cing from oceanic swell. A study of Delaware Bay by Kukulka et al. (2017) using a spectral wave model with
realistic waves and wind forcing showed that oceanic swell from the continental shelf was the dominant
source of wave energy in the mouth and lower bay region. The study showed that wave direction in the
bay entrance was altered by bathymetric refraction, which leads to a misalignment between wind and wave
directions in the lower bay.
In addition to natural geomorphic variability, many estuaries have experienced signiﬁcant changes in bathy-
metry associated with human development and modiﬁcation for navigation. For example, studies in some
estuaries on the Atlantic coast of Europe have found that channel deepening for navigation canmodify estuar-
ine hydrodynamics with implications to tidal wetlands (Abbot & Price, 1994; Chernetsky et al., 2010; Talke et al.,
2009). The change of shoreline conﬁguration was shown to be associated with an increase of tidal prism and
the rate of landward retreat (Cox et al., 2003). Many estuaries have experienced increased rates of shoreline
retreat (Mariotti & Fagherazzi, 2013; Sanford & Gao, 2018), and one hypothesis to explain this is that depth
increases associated with dredging have changed wave characteristics in the deepening channel (Liria et al.,
2009) and enhanced wave energy at the shoreline. Understanding the resiliency of estuarine environments
therefore requires both an understanding of the wave processes under changing climate conditions and a
quantiﬁcation of the impact of human-induced changes in morphology that may affect the wave dynamics.
This study examines the dependence of wave conditions in an estuary on local and remote forcing, using obser-
vations andmodeling to understand how bathymetry and shoreline conﬁguration impact wave generation and
dissipation. A numerical model is evaluated against observedwaves during calm and energetic wind conditions
at multiple locations, including in the navigation channel, along the channel ﬂanks, and in the shallow subtidal
near the marsh edge. We use a numerical model with realistic bathymetry to characterize the role of heteroge-
nous bathymetry along with more idealizedmodel forcing scenarios to diagnose processes. An overview of the
ﬁeld observations and numerical model is discussed in section 2. The mechanisms controlling the generation,
propagation, and dissipation of wave energy over complex bathymetry are evaluated in section 3. In section 4,
the numerical model is used to assess the linkage between incident wave energy ﬂux and observed shoreline
retreat, and to quantify the effects of channel deepening on the wave energy distribution.
2. Methods
2.1. Field Observations
The Delaware Estuary is located on the Mid-Atlantic coast of the United States, bordered by the states of New
Jersey on the east and Delaware on the west. The estuary consists of a wide lower bay (maximum width
40 km) and a narrower (<20 km) region in the middle and upper estuary (Figure 1a). The channel ﬂanks
are wide and shallow, generally less than 5-m depth (Figure 1b). Navigation in the Delaware Estuary is facili-
tated by an approximately 220-km-long channel, dredged to 16-m depth, that extends from near the mouth
to the head of tide at Trenton, New Jersey. Observational time series used to evaluate themodel performance
were collected in 2014 at multiple locations in the middle of the estuary. Wave gauges (Figure 1b) were
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deployed in the channel (C1 and C2), on the shallower ﬂanks (F1, F2, and F3), and immediately offshore of the
marsh edge on both sides of the estuary (B1, B3, and B5 on the west near Bombay Hook and S1, S3, and S5 on
the east near Stow Creek, each less than 2-m water depth). Acoustic Doppler proﬁlers (Nortek AWAC and RDI
ADCP) were deployed at the deeper sites, and high-frequency pressure recorders (RBR Solo/Virtuoso) were
used at the marsh edges. Wind data were collected from the center of the estuary at Ship John Shoal, NJ
(NOAA #8537121, T4 in Figure 1). Water levels were collected from multiple NOAA tidal gauges, including
Lewes, DE (NOAA #8557380, T1 in Figure 1) and Cape May, NJ (#8536110, T3) on the north and south sides
Figure 1. (a) The site location relative to a broader geographic region superposed on a Google Earth image. The location of the wave buoy NOAA #44009 is marked
by a star sign. (b) The computational domain bathymetry (color contours, scale on the bottom) with locations of tidal gauges in the two sides of river mouth (T1 and
T3) and along the dredged navigation channel (T2–T9). Freshwater discharge was input based on the observed Delaware River discharge at Trenton, NJ (R1).
Additional freshwater inputs were included for the Schuylkill River (R2) and Brandywine Creek (R3). (c) An expanded view in themiddle estuary with locations of wave
gauges along the dredged navigation channel (C1 and C2), two sides of ﬂanks (F1, F2, and F3), and the edge of tidal marsh (Bombay Hook: B1, B3, and B5, and Stow
Creek: S1, S3, and S5).
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of the estuary mouth, and along the dredged navigation channel at Brandywine Shoal Light, DE (#8555889,
T2), Ship John Shoal, NJ (#8537121, T4), Delaware City, DE (#8551762, T5), Marcus Hook, PA (#8540433, T6),
Philadelphia, PA (#8545240, T7), Tacony-Palmyra Bridge, NJ (#8538886, T8), and Burlington, NJ (#8539094, T9).
2.2. Model Setup
The model grid bathymetry for the Delaware Estuary was developed based on a composite of archived
National Ocean Service bathymetric soundings for the greater estuary (National Oceanographic and
Atmospheric Administration, 2014) and U.S. Army Corps of Engineers bathymetry for the recently deepened
(to a mean depth of 14 m) navigation channel (United States Army Corps of Engineers, 2014). Most of the sur-
vey data from NOAA in the deeper parts of the estuary were collected after 2000, but older soundings were
used in shallow areas that had not been surveyedmore recently. The domain extends from 50-km offshore of
the mouth of the bay to the head of tide at Trenton, NJ, with 20 sigma levels vertically and horizontal grid
resolution varying from 300 m in the lower bay to 60 m in the middle of the estuary.
To simulate conditions prior to the start of major dredging projects, historical bathymetric soundings were
digitized from the “Map of Delaware Bay and River” published in 1848 by the Survey of the Coast of the
United States (USCS) at a scale of 1:80,000. The charted soundings were collected during surveys in 1840–
1844 using the lead-line method. Digitized soundings (9,828 total) were entered into GIS and projected to
Delaware State Plane coordinate system, and then converted to meters from mean tide level using tidal
datum offsets for stations located along the estuary. The soundings were gridded at 10-m cell size for inter-
polation to the model grid.
The Coupled-Ocean-Atmosphere-Wave-Sediment Transport Modeling System (Warner et al., 2010) was uti-
lized to combine circulation and wave models and to account for the effects of changing water levels and
mean currents on the waves over heterogeneous, sharply varying bathymetry. The Regional Ocean
Modeling System circulation model solves the simpliﬁed Reynolds-Averaged Navier-Stokes equations using
the hydrostatic and Boussinesq approximations (Chassignet et al., 2000; Haidvogel et al., 2000). SWAN (Booij
et al., 1999) is a spectral wave model that solves the wave action balance equation.
The period of simulation with realistic forcing corresponded with the observations made October to
December 2014. Sea surface elevation at the open boundary was forced using tidal constituent amplitudes
and phases from the ADCIRC tidal database (Luettich & Westerink, 1992). To simulate storm surge due to
remote forcing, the low-pass-ﬁltered sea surface elevation observed at T1 (Lewes DE, NOAA station
8557380) was added to the tidal water level at the open boundary (Figure 2a). Freshwater discharge was
input based on the observed Delaware River discharge at Trenton, NJ (see R1 in Figure 1a; USGS
#01463500, mean discharge of 314 m3/s in 2014). Additional freshwater inputs were included for the
Schuylkill River (see R2 in Figure 1a; USGS #01474500 at Philadelphia, PA, mean discharge of 90 m3/s in
2014) and Brandywine Creek (see R3 in Figure 1a; USGS #01481500 at Brandywine River at Wilmington, mean
discharge of 19 m3/s in 2014).
Signiﬁcant wave height, peak period, and wave direction observed at a NOAA buoy located 10-km offshore of
the open boundary (NOAA#44009, 30.5-m depth and 26 NM southeast of Cape May, NJ, see Figure 1a for the
location) were used for boundary forcing assuming the JONSWAP spectral wave distribution (Figure 3).
Observed wind speed and direction at a middle estuary mooring (T4, NOAA #8537121; Figure 2a) were used
to apply spatially uniform wind forcing for SWAN.
2.3. Model Evaluation
In the circulation model, the bottom friction length scale (z0) was adjusted in the calibration process through
comparison to observations, as detailed in the next section. Similarly, calibration of the wave model to obser-
vations was done through the bottom friction coefﬁcient Cbottom. The dissipation due to whitecapping was
parameterized primarily through a dependence on the spectral saturation, which is closely related to wave
steepness (van der Westhuysen et al., 2007). The saturation level was calibrated by fetch-limited waves
observed at Lake George (van der Westhuysen et al., 2007; Young & Verhagen, 1996a, 1996b). The spectral
saturation is a function of wave steepness square in shallow water. A constant breaker steepness threshold
γ = 0.73 was used based on laboratory and ﬁeld experiments in which the steepness threshold was found
to vary between 0.6 and 0.83 with an average of 0.73 (Battjes & Stive, 1985).
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The model accuracy of predicting tidal surface elevation and signiﬁcant wave height was assessed with the
model skill score (SS; Murphy, 1988), which normalizes the difference between the model and observations
by the standard deviation of the observations. The maximum SS is 1, and a SS of 0 indicates that the model
provides equal predictive skill to the mean of the observations. The maximum SS is equal to the coefﬁcient of
determination (r2), and skill is reduced from r2 for mismatches in the mean or slope of the regression. The
model SSs, slope of the regression (m), and r2 for water surface elevation and signiﬁcant wave heights are
summarized in Tables 1 and 2.
Bottom roughness (z0) in Coupled-Ocean-Atmosphere-Wave-Sediment Transport Modeling System was
adjusted to maximize model skill for water surface elevation. Except at T8 and T9 in the upper tidal river,
the predicted water surface elevation had r2 > 0.8 and regression slopes close to 1 using z0 = 0.1 cm. At
T8 and T9 maximum skills were found using z0 = 0.5 cm, possibly owing to spatial heterogeneity in seabed
properties. In this study, a spatially uniform bottom roughness of z0 = 0.1 cm is applied, similar to the values
used in previous estuarine circulation modeling studies (Lin et al., 2002; McSweeney et al., 2016; Warner et al.,
2005). The z0 for our model is slightly lower than used for a previous modeling study of the Delaware Estuary
that used a coarser resolution grid (McSweeney et al., 2016), which is consistent with a study of the
Connecticut River estuary that found that z0 decreased as model resolution increased (Ralston et al., 2016).
The bottom friction coefﬁcient Cbottom in SWAN was adjusted to maximize model skill for signiﬁcant wave
height. The dissipation due to bottom friction Sbot based on the model of JONSWAP (Hasselmann et al.,
1973) is represented as
Sbot σ; θð Þ ¼ Cbottom σ
2
g2 sinh2 khð Þ E σ; θð Þ (1)
where Cbottom is a bottom friction coefﬁcient (Bouws & Komen, 1983; Hasselmann et al., 1973). Using a spa-
tially uniform Cbottom = 0.067 m
2/s3 as recommended by Bouws and Komen (1983), the simulated signiﬁcant
Figure 2. (a) The time series of sea surface elevation at the tidal boundary based on harmonic constituents and low-pass-
ﬁltered observations at T1, Lewes, DE (NOAA #8557380; see Figure 1b for the location). (b) The time series of signiﬁcant
wave heights, (c) peak periods, and (d) wave direction observed at NOAA buoy #44009 (30.5-m depth; see Figure 1a for the
location), which are applied at the wave model open boundary.
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wave heights had reasonable agreement with the measurements in the channel and on shallower ﬂanks in
the middle estuary. However, with this Cbottom, the simulated signiﬁcant wave heights were twice as large
as observed near the coastline at Bombay Hook (B1) and Stow Creek (C1).
To improve the ﬁt with the observations, the wave model used a spatially variable bottom friction coefﬁcient,
Cbottom (equations (2)–(4)). The spatially variable bottom friction coefﬁcient formulation (Madsen et al., 1988;
Weber, 1991a, 1991b) depends on the bottom orbital motion (Urms) and a nondimensional friction factor fw:
Cbottom ¼ f w gﬃﬃﬃ
2
p Urms (2)
Figure 3. (a) Simulated equilibrium wave height and wavelength, (b) simulated wave steepness, and (c) rate of energy dis-
sipation (whitecapping, bottom friction, and depth-induced breaking) from shallow to deep water in 5-km (blue dots)
width channel for 15-m/s winds. These idealized cases in 5-km width channel were used to determine equilibrium wave
height (based only on depth dependence) for 15-m/s winds (Figure 8c).
Table 1
Model Skill Score (SS), Slope of Regression (m), and Coefﬁcient of Determination (r2) for Surface Elevation
Sensor ID NOAA tidal station name
Model skill
(SS)
Slope of regression
(m)
Coefﬁcient of determination
(r2)
T1 Lewes, DE 0.96 1.15 0.96
T2 Brandywine Shoal Light, DE 0.95 0.84 0.96
T3 Cape May, NJ 0.94 0.98 0.96
T4 Ship John Shoal, NJ 0.91 0.95 0.92
T5 Delaware City, DE 0.87 0.96 0.90
T6 Marcus Hook, PA 0.75 1.01 0.81
T7 Philadelphia, PA 0.73 0.90 0.81
T8 Tacony-Palmyra Bridge, NJ 0.56 0.84 0.67
T9 Burlington, Delaware River, NJ 0.43 0.81 0.58
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The bottom orbital velocity is calculated as
Urms ¼ ∫
2π
0 ∫
∞
0
σ2
g2 sinh2 khð Þ E σ; θð Þd σd θ (3)
and the friction factor fw is estimated with Jonsson’s formulation (1966; cf. Madsen et al., 1988):
1
4
ﬃﬃﬃﬃﬃ
f w
p þ log10
1
4
ﬃﬃﬃﬃﬃ
f w
p ¼ mf þ log10
ab
KN
(4)
in which mf = 0.08, ab represents the near bottom excursion amplitude (Jonsson, 1980), and KN is the
Nikuradse roughness length scale and is related to the log-layer bottom roughness as z0 = KN/30 (Nikuradse,
1933). As seen in equations (1) and (3)a, decreasing water depth can greatly increase the bottom friction dis-
sipation. A spatially variable bottom friction coefﬁcient Cbottom based on Nikuradse roughness KN = 0.05 m
(Padilla-Hernández & Monbaliu, 2001; Keen et al., 2007) was used in this study, corresponding with a
z0 = 0.17 cm, which is similar to the value of 0.1 cm used in the circulationmodel. At the wave gage (F3) nearest
to the wind data sensor (T4) the resulting SS for signiﬁcant wave height was 0.59, slope was 0.70, and r2 was
0.72 (Table 2). SSs were lower at other sensor locations, but overall, the time series of modeled wave height
had reasonable agreement with the observations during energetic wind conditions (see next section).
2.4. Idealized Model Setup and Results
In addition to the simulations using realistic bathymetry and forcing (see next section), idealized wave model
simulations were evaluated to calculate equilibriumwave height for constant wind speed and range of values
of uniform, ﬁnite water depth. The range of water depths evaluated (2–18 m) in idealized domains span typi-
cal depths in the Delaware Estuary, and the wind forcing (15 m/s) is selected for comparison with conditions
during strong wind events (e.g., 2 November 2014 0:00 GMT). The idealized domain is a long channel
(>100 km) of uniform depth and width (5 km) to remove the effects of bathymetry heterogeneity on the
waveﬁeld. From the asymptotic wave heights in the channel we develop a relationship between channel
depth and equilibrium waveheight for a given wind forcing. The asymptotic wave height from this idealized
model conﬁguration with water depth of 2 m compared well against the measurements from Lake George,
Australia, with similar mean depth (Young & Verhagen, 1996a, 1996b). Those measurements have been used
to develop a set of equations relating wave amplitude to fetch and depth (Young & Verhagen, 1996a, 1996b)
that have been applied to several studies in fetch-limited, depth-limited conditions over relatively uniform
bathymetry (Mariotti & Fagherazzi, 2013; Sanford & Gao, 2018). Results from the idealized, uniform channel
SWAN simulations in this study are summarized here and later used to help interpret the Delaware Estuary
simulations with realistic forcing and heterogeneous bathymetry.
Model cases were run using water depths from 2 to 18 m in increments of 2 m, and equilibrium wave heights
were determined from the asymptotic wave height in the downwind region. Comparing the idealized chan-
nels with water depths of 2 to 4 m, equilibrium wave height increases from 0.56 to 0.87 m. In cases with dee-
per channels the incremental wave growth is more modest, increasing from 1.42 to 1.46 m from 12- to 14-m
depth (blue curves, Figure 3a). The idealized channel results were used to quantify the relationship between
depth and equilibriumwave height (Figure 3a). This relationship was used to calculate the spatial distribution
of equilibrium wave height (limited only by depth) in the Delaware Estuary based on local bathymetry for 15-
m/s winds (Figure 8c), which is compared with the waveﬁelds calculated using realistic forcing conditions. In
the idealized, uniform channel cases, whitecapping, which limits the wave height through the steepness
Table 2
Model Skill Score (SS), Slope of Regression (m), and Coefﬁcient of Determination (r2) for Signiﬁcant Wave Height
Sensor ID Instrument type Model skill (SS) Slope of regression (m) Coefﬁcient of determination (r2)
C1 Nortek AWAC 0.16 0.50 0.33
F1 RDI ADCP 0.36 0.84 0.70
F3 RDI ADCP 0.59 0.70 0.72
BH1 RBR Solo/Virtuoso 0.09 0.61 0.20
SC1 RBR Solo/Virtuoso 0.08 0.11 0.11
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constraint, is the dominant mechanism for dissipation (Figures 3b and 3c). Friction only becomes important
at depths less than 6m, but even at 2-m depth it is less important than whitecapping for the equilibrium solu-
tion. As will be shown in the simulations with realistic forcing, friction can locally become more important
than whitecapping in certain nonequilibrium conditions. In shallow water cases (<6 m), the whitecapping
dissipation decreases despite an increase in wave steepness, but this is due to the decrease in wave height
and total wave energy in shallow water as a result of the increased dissipation by bottom friction. For the
range of depths considered in this idealized case, wave breaking is never an important dissipation mechan-
ism. However, note that it becomes dominant in the surf zone, which it not resolved in the Delaware
simulations.
To further examine the dependence of wave height on channel width, idealized simulations were run for
15-m/s winds with 16-m water depth and different widths of 5, 2, and 1 km. The resulting wave heights
decrease from 1.13 to 1.01 m (11%) as channel width decreases from 5- to 2-km width, and from 1.01 to
0.85 m (19%) from 2- to 1-km width. Comparing the wave heights in narrower channel (1 km) for different
water depths, equilibrium wave height increase from 0.49 to 0.64 m from 2-m to 4-m depth, but the wave
height increases for deeper channels were minimal, remaining at 0.75 from 12 m and deeper channels.
This can be explained by the strong inﬂuence of width on wavelength, which in turn limits the wave height
through the steepness constraint on whitecapping. Although wave steepness is slightly greater in the nar-
rower channel cases, wave heights in the narrower channel cannot equilibrate with the full channel depth.
In addition, the difference between incident wave direction and wave direction at the edges of the channel
increases as channel width decreases due to directional spreading of wave energy, which transfers energy
from the center toward the edges of the channel.
3. Results of Realistic Domain Simulations
3.1. Observed and Simulated Wave Conditions
During November 2014, winds in the central Delaware Estuary were up to 15 m/s from the north and typically
5 m/s or less during southerly wind conditions (Figure 4). During periods of strong wind from both north and
south, observed wave heights increased in the middle estuary (Figure 4c) and offshore (Figure 4d). The cor-
respondence between local winds and wave height in the estuary suggests that local forcing is one of impor-
tant factors for the wave conditions in the middle estuary, but the coincident increase in offshore wave
height leaves open the possibility of remote inputs. We will address the relative contributions of local and
remote forcing using model cases.
As an example of conditions during the observations with strong wind forcing, Figure 5a shows the spatial
distribution of simulated signiﬁcant wave heights during a strong northerly wind event (2 November 2014
0:00 GMT). The wind was 15 m/s from the north and the buoy offshore recorded 4.5-m signiﬁcant wave
height from the east (Figure 2). The simulated signiﬁcant wave heights at this time were less than 0.5 m in
the upper estuary, around 0.8 m in the middle estuary, and up to 1.5 m in the lower bay. Similar spatial gra-
dients were seen frequently in both the observations and the model, with the most energetic waves typically
occurring in the central lower bay. At 2 November 2014 0:00 GMT, the observed and simulated signiﬁcant
wave heights during this wind event were 1 m in the navigation channel (14-m water depth, C1,
Figure 5b) and 0.8 m on the shallower western ﬂank (4.3 m, F1, Figure 5c). At F3 (5.5 m, Figure 5d), which
was slightly deeper than F1, the observed and simulated wave heights were 1 m. At stations in the shallow
subtidal (<2 m) near Bombay Hook (B1) on the western shore and Stow Creek (S1) on the eastern shore
the observed and simulated wave heights were less than 0.6 m.
Based on the observations, signiﬁcant wave heights were highly correlated with wind speed (Figures 4b and
4c), but near the edge of marsh, wave heights were also modulated by the tidal variation in water level (water
depth< 2m, Figures 5e and 5f). However, in the channel and on the ﬂanks (water depth> 2m), wave heights
in the observations and model were not signiﬁcantly modulated by tidal variations in water level or current
speed (Figures 5b–5d). Previous studies have also found that wave-current interactions do not signiﬁcantly
alter wave conditions in the middle and upper estuary (Kukulka et al., 2017), so for computational efﬁciency,
we use the SWAN model alone to examine how forcing conditions, bathymetry, and geometry contribute to
the spatial variation of signiﬁcant wave heights, including assessing the mechanisms control the generation
and dissipation of wave energy. Speciﬁcally, we examine how the inﬂuence of wave input from the coastal
10.1029/2018JC014381Journal of Geophysical Research: Oceans
CHEN ET AL. 7863
ocean varies along the estuary, and how bathymetric heterogeneity leads to signiﬁcant departures from the
wave amplitude that would be expected for wind-generated waves at equilibriumwith the local water depth.
The patterns of disequilibrium are due to interactions between the bathymetry and the mechanisms of wave
energy dissipation, which are quantiﬁed in relation to the bathymetric controls.
3.2. Local Versus Remote Wave Generation
One important aspect is the extent to which waves in the estuary depend on the offshore input from the
open ocean compared with generation by local winds. Strong winds typically come from the northwest dur-
ing winter storms and from the south or southeast due to extratropical depressions during the summer.
Model tests were run using constant wind forcing and wave boundary conditions to understand the domi-
nant mechanisms that control the distribution of waves in the estuary (Figure 6). As a representative test case,
the model was run to steady state with 15-m/s wind from the south and 3-m waves incident from the off-
shore boundary (Figure 6a). Similar to the realistic forcing result (Figure 5a), the simulated signiﬁcant wave
heights (up to 1.5 m) are greater in the lower bay than those in the middle and upper estuary. The model
was also run separately with only wind forcing (Figure 6b) and only remote swell forcing (Figure 6c). The sig-
niﬁcant wave heights in the upper and middle estuary for the case with only wind (Figure 6b) are similar to
the result with both wind and offshore forcing (Figure 6a), indicating that local winds provide the dominant
source of energy for waves in the upper and middle estuary rather than offshore wave conditions. In the case
with forcing only from the offshore boundary (Figure 6c), the simulated signiﬁcant wave heights in the
Figure 4. Observed winds and wave height (as signiﬁcant wave height H_s) during November 2014. Measured (a) wind
direction and (b) speed observed at T4 (see location at Figure 2b). (c) Observed waves in F1 and F2 (see Figure 2b for
location). (d) The observed waves at NOAA buoy #44009 (30.5-m depth).
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middle estuary are near zero and in the lower bay waves are smaller by a factor of 2 or more than those with
wind forcing (Figure 6a). Kukulka et al. (2017) found that oceanic swells did not penetrate into the lower bay
based on idealized simulations and ray tracing experiments. Our model results indicate that the remote wave
forcing from the ocean contributes around 20% of total wave height in the lower bay, and up to 40% near the
mouth under the conditions representative of a summer storm event (15-m/s wind from the south and 3-m
wave normal incident from the offshore boundary, Figure 6d). The inﬂuence of offshore forcing to the
generation of wave energy in the estuary is limited by the shoaling bathymetry that steepens the long
period swell and leads to energy dissipation, and in the middle and upper estuary, waves depend almost
exclusively on local winds.
3.3. Inﬂuence of Direction of Forcing: Fetch Limitation and Sloping Bathymetry
Wave generation by local winds depends both on the estuarine bathymetry and shoreline conﬁguration and
is highly dependent on wind direction. To assess the response of waves in the Delaware Estuary to represen-
tative wind forcing, model cases were run with constant, uniform wind forcing at 15 m/s from the northwest
(300°) and southwest (145°), conditions frequently observed in the middle of the estuary during winter and
summer storm events, respectively (Figure 7). For the northwest wind conditions, the simulated signiﬁcant
wave heights increase from ~0.7 m in the upwind region of middle estuary to>1.5 m in the downwind region
of the lower bay (Figure 8a). For the southeast wind forcing condition, the simulated signiﬁcant wave heights
in the center of the lower bay are greater than for the northwest wind due to the extensive fetch from the
ocean into the lower bay (Figure 8b). However, the wave heights decrease in the downwind direction for
Figure 5. (a) Simulated signiﬁcant wave heights at 2 November 2014 0:00 GMT. (b–f) Measured and modeled signiﬁcant
wave height time series at C1, F1, F3, B1, and S1.
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the southeast case, with typical values in the upper and middle estuary of 0.7 m. The depth-to-equilibrium
wave-height relationship developed from the idealized channel cases (Figure 3) was used to calculate
equilibrium wave height (limited only by depth) for 15-m/s winds at every location in the estuary
(Figure 8c) for comparison with the waveﬁeld resulting from the simulation with realistic forcing.
Differences in the response of the system to wind forcing with equal magnitude but nearly opposite direction
highlight the impacts of heterogeneous bathymetry (Figures 8d–8f). The negative values indicate that waves
are smaller than equilibrium for the local water depth, and the positive values indicate waves that are greater
than the equilibrium value. Discrepancies from equilibrium are due both to fetch limitation that depends on
distance from the shoreline in the downwind direction and on steeply sloping bathymetry that changes more
rapidly in the downwind direction than the waveﬁeld can adjust.
Under the northwest wind conditions, waves are less than equilibrium height in the western middle estuary
due to fetch limitation and only approached equilibrium in the downwind region of the eastern middle
Figure 6. Simulated signiﬁcant wave heights under the condition of (a) 3-m waves incident from the boundary and 15-m/s
wind from the south, (b) only 15-m/s wind, (c) only 3-m waves incident from the boundary, and (d) the contribution of
remote wave forcing to the simulated signiﬁcant wave heights shown in (a).
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estuary and the lower bay (Figure 8d). According to the idealized, uniform
channel model results, more than 10 km of fetch is needed to obtain equi-
librium waves in 4-m water depth or larger. Correspondingly, waves in the
upper estuary are always less than equilibrium height due to fetch limita-
tion. The region of fetch limitation is less extensive for the southeast wind
case due to the orientation of the bay. For the southeast wind, the upper
estuary is oriented downwind with a fetch of up to 100 km, so wave
heights in the upper estuary should be near or greater than equilibrium.
However, in the deep navigational channel, wave heights do not equili-
brate because directional spreading of wave energy transfers energy away
from the center of the channel toward the shallower edges (Figure 8e).
Wave heights exceed local equilibrium in much of the lower bay as waves
propagate landward with the wind from deeper regions offshore. The rate
of wave growth due to shoaling in the lower bay exceeds wave dissipation
rates leading to a convergence of wave energy and growth in wave ampli-
tude relative to equilibrium forcing. The same is true for the northwest
wind case in the eastern lower bay, where wave heights exceed the local
equilibrium depth as waves cross the main channel and propagate into
shallower water, shoaling faster than energy is lost due to the wave dissi-
pation mechanisms. Correspondingly, model results averaged over the
two wind forcing cases show that wave heights in the middle and upper
estuary are always much smaller than equilibrium (Figure 8f). The mechan-
isms affecting wave growth and dissipation that produce discrepancies
from local equilibrium will be discussed in the next section.
3.4. Wave Energy Dissipation
The total wave energy dissipation in SWAN includes the dissipation of wave energy due to whitecapping, bot-
tom friction, and depth-induced breaking. In the idealized, uniform channel cases, whitecapping is the domi-
nant mechanism for dissipation and bottom friction contributed up to 20% to 40% of the total dissipation in
shallower channel cases (depth < 4 m). The cases with realistic bathymetry of the Delaware Estuary are
consistent with the idealized uniform channel in that for regions of the lower bay deeper than ~10 m,
whitecapping is the dominant energy sink with up to 90% of total energy dissipation (Figure 9). Note that
depth-induced breaking only is signiﬁcant in regions adjacent to the shoreline, whereas whitecapping and
bottom friction dominate in the rest of the estuary.
Integrated over the entire estuary the energy dissipation due to bottom friction is small relative to whitecap-
ping, but in parts of the domain bottom friction dissipation in the realistic bathymetry case greatly exceeds
that in the uniform channel cases with the same depth. As waves move into shallow water and shoal, wave
height becomes greater than equilibrium for that water depth, and the near-bottom orbital velocities asso-
ciated with the anomalously shoaling waves result in locally intensiﬁed bottom friction, in some locations
exceeding the dissipation due to whitecapping (Figures 9c and 9f). This intensiﬁcation in bottom friction
occurs where the waves shoal abruptly due to steep bottom topography, resulting from the nearly exponen-
tial depth dependence of the wave orbital velocity (equation (3)). Intensiﬁed friction occurs almost exclusively
on the topographic highs associated with the longitudinal shoals, particularly in the lower estuary. The shoal-
ing effect occurs for all wind directions, but it is more pronounced for the southeast wind case, due to the
decrease of water depth toward the northwest along the estuary (see Figure 1b). The dissipation rate due
to bottom friction and depth-induced breaking becomes equal or greater than whitecapping over the abrupt
shoaling ridge in the midestuary, where the averaged slope was around 0.005 (Figures 10a and 10b). The
wave dissipation due to bottom friction increases, but whitecapping decreases due to abrupt decreases in
water depth. The ratio of dissipation due to bottom friction and whitecapping is related to fetch, wind speed,
slope, and water depth (see equations (2)–(4)). A similar example could be found near the entrance of the bay
where the wind-induced wave energy was dissipated by the steep, linear ridge where the averaged slope was
around 0.01(see Figures 10c and 10d). Different from tidal inlets and bar-build estuaries where depth-induced
breaking is the dominant dissipation mechanism, wave energy in the bay entrance was dissipated by the
combination of whitecapping and locally enhanced bottom friction over longitudinal shoals.
Figure 7. Wind rose based on the observed wind during 1 January to 31
December 2014 at Ship John Shoal. Scale in m/s. The arrows represent
wind forcing for idealized cases. Northwest (NW) is the predominant wind
direction in winter, and southeast (SE) is predominantly in summer.
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The model results demonstrate that whitecapping-induced energy dissipation is dominant in the estuary
channel, while energy dissipation due to bottom friction is focused on longitudinal shoals and channel ﬂanks.
Correspondingly, the bottom stresses due to wave forcing are greater (up to 0.4 Pa) on the shallower ﬂanks
than in the channel (less than 0.1 Pa; Figure 11). These regions of enhanced frictional dissipation correspond
with wave-induced bottom stresses that are more intensiﬁed locally than previously found in shallower and
more spatially uniform estuaries (Karimpour et al., 2016, 2017; Mariotti & Fagherazzi, 2013; Mariotti et al.,
2010). For the northwest wind conditions, the simulated wave-induced bottom stresses increase from around
0.1 Pa in the upwind region of the middle estuary to more than 0.3 Pa in the downwind region of the lower
bay. For the southeast wind forcing, the bottom stresses in the lower bay are greater than for the northwest
Figure 8. The modeled signiﬁcant wave heights (the color contours indicate signiﬁcant wave heights and scale on the right) during (a) northwestern wind and
(b) southeastern wind conditions. (c) The spatial distribution of equilibrium wave heights based on local water depth. The difference between simulated and
equilibrium signiﬁcant wave heights during (d) northwest wind, (e) southeast wind conditions, and (f) the average difference between the northwest and southeast
wind cases and equilibrium wave heights. The 10-m depth contour is shown in black.
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wind, especially on longitudinal shoals that had enhanced frictional dissipation. In both wind direction cases,
the regions of elevated wave-induced stresses correspond to conditions in which waves are propagating into
shallower regions with steeply varying bathymetry and where wave heights exceed equilibrium with the
local water depths (Figures 8d and 8e).
4. Wave Energy and Shoreline Change
The Delaware Estuary has one of the longest continuous salt marsh systems on the Atlantic coast (Kraft et al.,
1992). The coastline of the upper andmiddle estuary is characterized by eroding brackish marsh, whereas the
lower estuary coast (Delaware Bay) consists of a transgressing barrier beach backed by salt marsh (Fletcher
et al., 1990). Shoreline mapping has documented rapid rates of coastal retreat along the Delaware Estuary
with evidence of increasing rates in recent decades (French, 1990; Maurmeyer, 1978; Phillips, 1986;
Figure 9. (a) The simulated total wave energy dissipation and the contribution of wave energy dissipation due to (b) whitecapping and (c) bottom friction versus the
total energy dissipation during northwest wind conditions. (d–f) The simulated wave energy dissipation during southeast wind conditions.
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Pijanowski, 2016). Evidence of accelerated shoreline retreat along the tidal wetland coast has raised concerns
regarding the sustainability of the extensive brackish and salt marshes (Kearney et al., 2002; Kraft et al., 1992).
4.1. Wave Energy Flux and Shoreline Retreat
Marsh erosion critically depends on the wave energy that reaches the shoreline (Marani et al., 2011;
Schwimmer, 2001), and studies have found that incident wave energy ﬂux at the edge of the coastal
Figure 10. (a) The proﬁle of water depth (upper), wave height (middle), and dissipation rate (lower) due to whitecapping (blue lines), bottom friction (maroon lines),
and depth-induced breaking (yellow lines) along the longitudinal ridges during southeast wind conditions. The transect of longitudinal ridges shown in Figure 10a is
speciﬁed by thick black lines in Figure 10b. (b) The simulated wave energy dissipation due to bottom friction in the lower bay during southeast wind conditions.
The location and wind direction are shown in Figure 9d. The 1- to 10-m depth contour (1-m space) is shown in white. Figures 10c and 10d show another proﬁle along
the ridge in the entrance of the bay during the same wind condition.
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marsh can be correlated with marsh retreat rates (Mariotti et al., 2010; McLoughlin et al., 2015). In this study,
modeled wave heights were validated with observations from wave gauges deployed immediately offshore
of the marsh edge on both sides of estuary (B1, B3, and B5 on the west and S1, S3, and S5 on the east, each
less than 2-m water depth; Figure 5 and Table 2). From the model results, the incident wave energy ﬂux (or
wave power) was calculated at the coast (Karimpour et al., 2016; Mariotti et al., 2010; McLoughlin et al., 2015;
Sanford & Gao, 2018) for the characteristic winter and summer storm conditions, the 15-m/s northwest and
southeast wind cases (Figures 12a and 12b). The incident wave energy ﬂux in these results is similar in
magnitude that in studies of marshes in Rehoboth Bay, lower Delaware (Schwimmer, 2001), and the
Delmarva Peninsula (Mariotti et al., 2010).
The simulated incident wave energy ﬂux along the shoreline is greater along the New Jersey coast (in many
locations>1.0 KW/m) than along the Delaware coast (generally<0.6 KW/m). A localized region of intensiﬁed
wave energy ﬂux is found near Bombay Hook on the Delaware coast, where for southeast wind conditions
(e.g., summer storms), the incident wave energy ﬂux is around 1.0 KW/m. In each wind direction case, the
coastline areas with elevated incident wave ﬂux are adjacent to regions of the subtidal estuary that have
wave heights approximately in local equilibrium with the forcing conditions (Figures 8d and 8e). In contrast,
coastline regions with lower incident wave energy ﬂux have wave heights offshore that are typically less than
local equilibrium, either because fetch is limited by downwind distance from land or because they are down-
wind of the sharp longitudinal ridges that remove wave energy through bottom friction dissipation, creating
shadow zones of nonequilibrium waves.
The 15-m/s wind cases represent typical winter and summer storm conditions, but to calculate a wave
ﬂux that is representative of the longer-term forcing conditions, we ran simulations over a range of wind
directions and speeds. The observed winds from Ship John Shoal were binned by direction (12 bins with
30 degree resolution) and speed (4 magnitudes: 5, 10, 15, and 20 m/s; Mariotti et al., 2010; McLoughlin
et al., 2015). Based on the observed wind distribution from 2014 (Figure 7) and the 48 different combina-
tions of speed and direction, we calculated the frequency-weighted average incident wave
energy (Figure 12c).
The spatial distributions of simulated incident wave energy ﬂuxes were compared with shoreline retreat
rates determined by shoreline mapping (Figure 12d) by Pijanowski (2016). In that study, the shoreline
retreat rate was based on the Digital Shoreline Analysis System, which computes rate-of-change
Figure 11. The simulated bottom stresses due to wave forcing (τw) during (a) northwest wind and (b) southeast wind
conditions.
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statistics from multiple historical shoreline positions (Thieler et al., 2009). For the lower estuary and bay,
shorelines from the periods 1879–1885 (hereafter 1879) and 1943–1948 (1948) were digitized from
NOAA topographic sheets. The most recent Delaware shoreline used for this study was constructed
from high-resolution (0.3 m, with a root-mean-square error of 0.88 m) USGS orthophotography taken in
2012. Shorelines were deﬁned digitally following the high water level (Boak & Turner, 2005; Crowell
et al., 1991). In areas where the high water level was not visible, such as on vegetated wetland coast,
the marsh edge was taken as the shoreline.
Figure 12. The simulated incident wave energy ﬂux during (a) northwest wind and (b) southeast wind conditions. (c) The
simulated incident wave energy ﬂux based on 2014 observed wind statistics. (d) The observed average rate of shoreline
retreat (m/year) from 1880 to 2012 (Pijanowski, 2016).
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Both the shoreline retreat rates and simulated incident wave energy ﬂuxes are generally greater along the
New Jersey coast than those estimated along the Delaware coast. The shoreline retreat rate at Bombay
Hook is an exception, where the average retreat rate is up to 5 m/year. The average incident wave energy ﬂux
is 0.13 KW/m for the Delaware coast and 0.2 KW/m for the New Jersey coast. Averaged from 1880 to 2012, the
regression-based mean rates of change along the Delaware coast are 0.68 and 1.5 m/year along the New
Jersey coast (Pijanowski, 2016). In most cases, the regions with more intense wave energy are those with
more rapid shoreline retreat.
Whereas generally the model predictions indicate high incident wave energy where the erosion rates are
high, there are some exceptions. Along parts of the New Jersey coast of the lower bay, the simulated incident
wave energy ﬂux is relatively low, but the retreat rate is high. One source of uncertainty in the wave model,
particularly for coastlines adjacent to broad, shallow subtidal regions, is the dependence of the frictional
wave dissipation on the Nikuradse roughness KN (equations (2)–(4)), a parameter that typically ranges from
0.01 to 0.1 m (Keen et al., 2007). The calibration to the measurements in the middle and upper estuary
resulted in KN = 0.05 m, a roughness length that is consistent with ripples on the inner shelf (Padilla-
Hernández & Monbaliu, 2001; Keen et al., 2007) but may be less well suited to represent smaller scale rough-
ness features in the shallow parts of the lower bay. For example, for the southwest wind condition and a
lower roughness of KN = 0.01 m the simulated incident wave energy ﬂux along the New Jersey coast of
the lower bay increases to around 2.5 KW/m, compared to less than 1 KW/m for the case with KN = 0.05 m.
Nearshore measurements of wave conditions along the New Jersey coast of the lower bay similar to the
observations collected here in the middle estuary could help constrain the roughness and provide a more
robust spatial representation of incident wave energy ﬂux.
4.2. The Effect of Channel Deepening
In the late 19th century, prior to the era of dredging, the natural depth of the channel in the upper estuary
ranged from 5 to 7 m (DiLorenzo et al., 1993). During the early 20th century the channel was progressively
Figure 13. (a) The historical bathymetry for the predredged estuary (color contours, scale on the right) and (b) map of
change in signiﬁcant wave heights (Hs) under southeast wind conditions. The positive values indicate simulated waves
over modern bathymetry are greater than those over the historical bathymetry. The 4-, 6-, 8-, and 10-m depth contours are
shown in black.
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deepened to accommodate larger ships, and by 1945 was 12-m deep. A channel deepening project from
2010 to 2017 increased the controlling depth to 14 m. Rapid shoreline retreat has coincided with the period
since deepening of the navigational channel began in the early 1900s (Pijanowski, 2016), and one hypothesis
is that the deeper navigational channel has enhanced wave energy at the shoreline. To assess the potential
linkage between the deepened channel and incident wave energy ﬂux at the shoreline in the realistic
domain, model cases were run using modern bathymetry (2013/2014) and historical bathymetry prior to
dredging (1848). In 1848 the natural depth of the channel in the upper estuary ranged from 5 to 7 m
(Figure 13a), whereas the mean depth of the modern channel is currently 14 m. In the lower estuary, many
of the longitudinal shoals are shallower in the modern bathymetry than in the historical conditions possibly
owing to sediment resuspension driven by the near-bottom orbital velocities associated with locally intensi-
ﬁed bottom friction. Correspondingly, wave heights in the lower bay are slightly lower (around 0.2 m) with
the modern bathymetry due to attenuation by bottom friction over the longitudinal shoals. However, overall
the difference in wave height between the modern and historical bathymetry is small, suggesting that dee-
pening of the navigational channel has not signiﬁcantly enhanced wave heights (Figure 13b). The results
from the modern bathymetry (Figure 8f) show that for both up- and down-estuary wind forcing, the waves
in the channel are always smaller than their equilibrium values, even for winds directed roughly along the
channel direction. To explain the disequilibrium wave heights in the deep, narrow channel, the width-to-
equilibrium-wave-height relationship (limited only by channel width) was calculated for comparison with
waves propagating through a channel with different width. Model results using the idealized, uniform chan-
nel conﬁguration suggest that wave height depends on channel width due to directional spreading. The shal-
lower water on either side refracts the waves, directing wave energy out of the channel onto the shoals. The
realistic domain shows the same inﬂuence of the narrow channel as the idealized case, with signiﬁcantly
lower wave heights than equilibrium in the channel, so the effect of the deepening is small on the overall
wave energy budget for the estuary.
5. Conclusions
To understand complex interactions between the bathymetry and waves in estuaries and embayments, a
coupled wave and circulation model was utilized in conjunction with ﬁeld observations to evaluate the
mechanisms that controlling wave energy in an estuary with spatially heterogenous bathymetry.
Modeled water surface elevation and signiﬁcant wave heights were calibrated with observed water level
and waves during calm and energetic wind conditions at multiple locations including the navigational
channel, on the channel ﬂanks, and near the edge of tidal marsh. The model results show that waves
in the lower bay depend on both local wind forcing and remote wave forcing from offshore, but waves
in the rest of the estuary are controlled only by the local winds and the response of the waveﬁeld to
bathymetric variability. The numerical simulations also show that, under typical northerly wind conditions,
waves are fetch-limited in the middle estuary and at equilibrium with local water depth only in the down-
wind region. During southerly wind conditions typical of storms, wave energy is near equilibrium in the
lower bay, and midestuary waves are attenuated by the combination of whitecapping and bottom friction
over the steep, longitudinal shoals. Wave energy dissipation is strongly tied to spatial gradients in bathy-
metry, particularly in the lower bay, as waves that are at equilibrium in deeper water propagated into
shallower regions and are subject to greater bottom friction. These regions of enhanced frictional dissipa-
tion correspond with wave-induced bottom stresses that are more intensiﬁed locally than previously
found in shallower and more spatially uniform estuaries (Karimpour et al., 2016, 2017; Mariotti et al.,
2010; Mariotti & Fagherazzi, 2013). Although the energy dissipation due to bottom friction is small overall
compared with dissipation by whitecapping, over steeply sloping topography bottom friction dissipation
greatly exceeds the equilibrium balance. Wave heights exceed the local equilibrium depth in the down-
wind region, as the rate of wave growth due to more pronounced shoaling effect in this region exceeds
wave dissipation rates leading to a convergence of wave energy. However, directional spreading as waves
propagate along the channel cause a divergence in wave energy toward the shoals, reducing the wave
height in the channel so wave heights do not equilibrate with the full channel depth.
The modeled incident wave energy ﬂux at the shoreline has similar spatial distribution as the observed rates
of shoreline retreat averaged over the past hundred years. On both the Delaware and New Jersey coasts,
regions with some of the most severe shoreline retreat correspond with locally intensiﬁed wave energy
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ﬂux. Under representative wind conditions, the variations of incident wave energy ﬂux at the shoreline cor-
respond roughly to variations of historical shoreline retreat, with rapid rates of retreat in regions with intense
wave energy and less change in regions that are shadowed by longitudinal shoals. Comparison between
model cases using historical bathymetry prior to major dredging operations andmodern conditions indicates
little change in the wave climate associated with the presence of the navigational channel. Waves in the deep
but narrow channel are always less than equilibrium height for the channel depth due to directional spread of
the wave energy, so despite the large increase in channel depth, the changes in wave amplitude in the adja-
cent shallow subtidal and at the shoreline are minimal.
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