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UNIFORM CONVERGENCE OF STOCHASTIC SEMIGROUPS
JOCHEN GLU¨CK AND FLORIAN G. MARTIN
Abstract. For stochastic C0-semigroups on L1-spaces there is wealth of re-
sults that show strong convergence to an equilibrium as t → ∞, given that the
semigroup contains a partial integral operator. This has plenty of applications
to transport equations and in mathematical biology. However, up to now par-
tial integral operators do not play a prominent role in theorems which yield
uniform convergence of the semigroup rather than only strong convergence.
In this article we prove that, for irreducible stochastic semigroups, uniform
convergence to an equilibrium is actually equivalent to being partially integral
and uniformly mean ergodic. In addition to this Tauberian theorem, we also
show that our semigroup is uniformly convergent if and only if it is partially
integral and the dual semigroup satisfies a certain irreducibility condition. Our
proof is based on a uniform version of a lower bound theorem of Lasota and
Yorke, which we combine with various techniques from Banach lattice theory.
1. Introduction and main result
Strong convergence of partially integral semigroups. Consider a stochastic
C0-semigroup T = (Tt)t∈[0,∞) on L
1 := L1(Ω, µ) over a σ-finite measure space
(Ω, µ); by stochastic we mean that Ttf ≥ 0 and ‖Ttf‖ = ‖f‖ for each time t ≥ 0
and each function 0 ≤ f ∈ L1. Such stochastic semigroups occur frequently in
models in, for instance, mathematical biology, transport processes and queuing
systems. In such models one is often interested in the long-term behaviour of the
semigroup T , and in this context the notions integral operator and partial integral
operator turned out to be very useful:
A bounded linear operator J : L1 → L1 is called an integral operator if there
exists a measurable function k : Ω×Ω→ R such that the following is true for each
f ∈ L1: the function k(ω, · )f( · ) is in L1 for almost every ω ∈ Ω, and the equality
Jf =
∫
Ω
k( · , ω)f(ω) dµ(ω)
holds in L1. A positive (hence bounded) linear operator R : L1 → L1 is called
a partial integral operator if there exists a non-zero integral operator J such that
0 ≤ J ≤ R. Sometimes, integral operators are also called kernel operators and
likewise, partial integral operators are called partial kernel operators.
The point is that if one of the operators Tt in the stochastic semigroup T is
partially integral, this has remarkable consequences for the long-term behaviour
of T . An important result in this direction was proved in 2000 by Pichor and
Rudnicki [33, Theorem 1] who showed that, if T is irreducible and has a non-zero
fixed point, then Tt converges strongly as t→∞ if at least one of the operators Tt
is partially integral. Various modifications and generalisations of this result have
appeared since (see for instance [34, 35]). Strong convergence results of this type
have proved to be useful in numerous applications, in particular in mathematical
biology; see for instance [3, 4, 7, 25, 32], to mention just a few of them. For an
application in the theory of kinetic equations we refer to [30].
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Uniform convergence. In the study of kinetic equations, one is often interested in
uniform convergence (i.e., convergence with respect to the operator norm) rather
than merely strong convergence of Tt as t → ∞. As of today, the authors are
not aware of any uniform convergence theorem that is specifically designed for
semigroups that contain a partial integral operator. In fact, typical results in the
study of kinetic equations use compactness properties to show that the essential
growth bound of T is strictly negative; uniform convergence of the semigroup follows
then easily from Perron–Frobenius theory. We refer for instance to [28, Chapter 2]
and [29, Sections 3 and 4] for a detailed description of such an approach.
Our main result (Theorem 1.1) gives a criterion for uniform convergence that
does not rely on knowledge of the essential spectral bound.
Contributions of this article. The purpose of this article is to prove the following
theorem. We recall that a semigroup T = (Tt)t∈[0,∞) (be it strongly continuous
or not) on a Banach lattice E is called irreducible if the only closed T -invariant
ideals in E are {0} and E. Irreducibility is equivalent to the condition that, for
each non-zero vector 0 ≤ f ∈ E and each non-zero functional 0 ≤ ϕ ∈ E′ there
exists a time t ≥ 0 such that 〈ϕ, Ttf〉 > 0.
We denote the space of bounded linear operators on a Banach space E by L(E).
Theorem 1.1. Let T = (Tt)t∈[0,∞) be a stochastic and irreducible C0-semigroup
with generator A on L1 := L1(Ω, µ) for a σ-finite measure space (Ω, µ). Then the
following assertions are equivalent:
(i) Tt converges with respect to the operator norm as t→∞.
(ii) The number 0 is a pole of the resolvent of A; moreover, there exists a time
t0 ∈ [0,∞) and a non-zero integral operator J ∈ L(L1) such that 0 ≤ J ≤ Tt0 .
(iii) The number 0 is a pole of the resolvent of A; moreover, there exists a time
t0 ∈ [0,∞) and a non-zero compact operator K ∈ L(L1) such that 0 ≤ K ≤
Tt0 .
We prove this theorem in Section 3. In concrete applications it might sometimes
be easier to replace the assumption that 0 be a pole of the resolvent with an
equivalent condition. Let us list several such conditions in the following corollary.
For a function g ∈ L∞(Ω, µ) we write g ≫ 0 if there exists ε > 0 such that g ≥ ε1.
Corollary 1.2. Let T = (Tt)t∈[0,∞) be a stochastic and irreducible C0-semigroup
with generator A on L1(Ω, µ) for a σ-finite measure space (Ω, µ). If there exists a
time t0 ∈ [0,∞) such that Tt0 dominates a non-zero positive integral operator or a
non-zero positive compact operator, then the following assertions are equivalent:
(i) Tt converges with respect to the operator norm as t→∞.
(ii) The Cesa`ro means Ct :=
1
t
∫ t
0
Ts ds converge uniformly as t → ∞ (i.e., T is
uniformly mean ergodic).
(iii) The number 0 is a pole of the resolvent R( · , A).
(iv) The dual semigroup T ′ := (T ′t )t∈[0,∞) on L
∞(Ω, µ) is irreducible.
(v) For each non-zero 0 ≤ f ∈ L∞(Ω, µ) there exists a number λ > 0 such that
R(λ,A)′f ≫ 0.
(vi) For each non-zero 0 ≤ f ∈ L∞(Ω, µ) and each number λ > 0 we have
R(λ,A)′f ≫ 0.
The integral in the definition of the Cesa`ro means Ct is meant in the strong
sense. We point out that the dual semigroup T ′ need not be C0, in general (in
fact, there are no C0-semigroups on an L
∞-space except for those with bounded
generator [2, Theorem A-II-3.6]). Moreover, we note that irreducibility is a rather
strong property on L∞(Ω, µ) because this space contains a lot of closed ideals. If
L1(Ω, µ) is separable, then compact operators on L1(Ω, µ) are automatically integral
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operators [8, Theorem 10 on p. 507], so that the assumption in Corollary 1.2 can
than be slightly simplified.
We defer the proof of Corollary 1.2 to Section 4.
Remarks 1.3. (a) The implication “(ii) ⇒ (i)” in Corollary 1.2 is a Tauberian
theorem since it concludes convergence of the semigroup from convergence of
its Cesa`ro means.
(b) Theorem 1.1 can in particular be applied to stochastic semigroups on ℓ1 since
every bounded linear operator on ℓ1 is an integral operator; so if 0 is a pole of
the resolvent for such a semigroup, then the semigroup converges uniformly as
t→∞.
This observation is not new, though; it can easily be derived from a classical
theorem of Williams [37, Assertion 1 of the Theorem in Section 2].
(c) The most interesting interesting implications in the theorem are certainly those
from (ii) or (iii) to (i). Concerning these implications, a few remarks are in
order, so assume that (i) or (ii) holds. Then it follows from a Niiro–Sawashima
type result that all spectral values of A on the imaginary axis in fact poles of the
resolvent R( · , A) [2, Theorem C-III-3.12] and thus, in particular, eigenvalues.
But due to the domination of a non-zero integral operator or a non-zero compact
operator, A cannot have eigenvalues in iR \ {0} [14, Theorem 5.4]. Hence,
σ(A) ∩ iR = {0}.
So the main point Theorem 1.1 is not the triviality of the peripheral spectrum
of A; instead, it is (a) that we do not know a priori that σ(A) \ {0} is bounded
away from the imaginary axis and (b) that we do not have a spectral mapping
theorem available which could be used to derive the behaviour of the semigroup
from the behaviour of the spectrum.
On (non-)σ-finite measure spaces. Throughout the paper we assume all oc-
curring measure spaces to be σ-finite – but this is merely a matter of notational
convenience rather than of theoretical necessity. In fact, much of what we have
to say can also be formulated, and proved, on so-called AL-Banach lattices (which
are essentially the same thing as L1-spaces over arbitrary measure spaces). But
in order to do so one needs to be careful to use the appropriate definitions of all
objects that occur in our treatment. To give just one example (there are several
of them), one has to replace L∞(Ω, µ) with the dual space of L1(Ω, µ), since those
spaces do not necessarily coincide in the non-σ-finite case.
Other spaces than L1. Strong convergence results for partially integral semi-
groups hold in more general spaces than L1. For instance, on Banach lattices with
order continuous norm (which include, in particular, all Lp-spaces for 1 ≤ p <∞),
similar results as on L1 can be proved (see [11, Theorem 4.2] and [12, Theorem 2]),
and in fact, one can even dispense with the time continuity assumption on the
semigroup, see [14, Section 4.2] and [15]. Finally, it is also worthwhile to mention
the special case where the semigroup consists entirely of integral operators; this sit-
uation occurs in the study of partial differential equations (see [1, Section 5]), and
convergence results for this case can be found in [17, Korollar 3.11], [12, Theorem 1]
and [14, Section 4.1].
For uniform convergence the situation is less clear, though: we do not know
whether our main results remains true on, say, Lp-spaces for p ∈ (1,∞), and even
on L1 we do not know whether one can drop the condition that the semigroup be
stochastic. Our proofs make heavy use of both the L1-structure of the space and
of the assumption that the semigroup be stochastic.
Prerequisites. We assume the reader to be familiar with the basic theory of Ba-
nach lattices (see for instance [36] or [27]) and with standard C0-semigroup theory
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(see for instance [31] or [10]). We recall a few basic notions, though, as we proceed.
Let us point out that we use the standard terminology from Banach lattice theory
where positive always means “≥ 0” (i.e., positivity does not mean a strict inequality
in any sense).
Organisation of the article. The main purpose of this article is to prove The-
orem 1.1. In order to keep the article short and concise, we shall not discuss any
applications in detail here. At the end of the article (Section 5) we give a brief
outlook, though, where we outline several potential applications.
The proof of the implication “(iii)⇒ (i)” in Theorem 1.1 relies on a uniform ver-
sion of a lower bound convergence theorem which was, in [13, Corollary 3.6], derived
from a strong convergence version of the same result by means of an ultrapower
technique. Since this uniform lower bound theorem is an important ingredient in
the proof of our main result, we include a more elementary proof of it in Section 2.
The proof of Theorem 1.1 is given in Section 3, and the proof of Corollary 1.2 can
be found in Section 4.
2. A lower bound theorem
Let us consider a stochastic semigroup T = (Tt)t∈(0,∞) on L
1 := L1(Ω, µ) over a
σ-finite measure space (Ω, µ). A function 0 ≤ h ∈ L1 is called a lower bound for T
if, for every function 0 ≤ f ∈ L1 of norm 1, the orbit (0,∞) ∋ t 7→ Ttf ∈ L1(Ω, µ)
asymptotically dominates h, meaning that ‖(Ttf − h)−‖ → 0 as t → ∞. It was
first shown by Lasota and Yorke [22, Theorem 2 and Remark 3] that Tt converges
strongly to a rank-1 projection as t→∞ if and only if there exists a non-zero lower
bound for the semigroup T . For the proof of our main theorem we need a uniform
version of this result; to this end, we introduce the following terminology.
Definition 2.1. Let J = N0 or J = [0,∞) and let T = (Tt)t∈J be a stochastic
operator semigroup on L1 := L1(Ω, µ) over a σ-finite measure space (Ω, µ). Let
0 ≤ h ∈ L1. If
sup
{∥∥(Ttf − h)−∥∥ : 0 ≤ f ∈ L1, ‖f‖ = 1}→ 0 as t→∞,
then the function h is called a uniform lower bound for T .
Here is a uniform version of the Lasota–Yorke lower bound theorem.
Theorem 2.2. Let J = N0 or J = [0,∞) and let T = (Tt)t∈J be a stochastic
operator semigroup on L1 := L1(Ω, µ) over a σ-finite measure space (Ω, µ). The
following assertions are equivalent:
(i) Tt converges with respect to the operator norm as t→∞ and the limit operator
has rank 1.
(ii) There exists a non-zero uniform lower bound 0 ≤ h ∈ L1 for T .
In case that J = [0,∞), this theorem does not require any time regularity of
the semigroup. Theorem 2.2 was proved – in a slightly more general version for
semigroups which are merely positive and bounded, and over general measure spaces
– in [13, Corollary 3.6] by M. Gerlach and the first-named of the present authors.
There, the theorem was reduced to the classical theorem of Lasota and Yorke (which
characterises strong convergence) by means of an ultrapower argument. For the
convenience of the reader and in order to be more self-contained, we include a more
direct proof of Theorem 2.2 here which is quite close in spirit to the original proof
of Lasota and Yorke. Our presentation follows mainly [13, Theorem 3.2], although
we need certain estimates to be uniform in the present setting. At first we show
the following lemma:
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Lemma 2.3. In the situation of Theorem 2.2 assume that condition (ii) is satisfied
and let ∅ 6= H ⊆ (L1)+ denote the set of all uniform lower bounds for T . Then H
has a largest element hmax; this element satisfies 0 < ‖hmax‖ ≤ 1 and Tthmax =
hmax for all t ∈ J .
For the proof we note that the norm on L1 is strictly monotone, meaning that
‖f‖ < ‖g‖ whenever 0 ≤ f ≤ g and f 6= g.
Proof of Lemma 2.3. One readily checks that H is closed and as T is stochastic
we obtain ‖h‖ ≤ 1 for all h ∈ H . Furthermore, the relation (a − b ∨ c)− =
(a− b)− ∨ (a− c)− ≤ (a− b)−+(a− c)− for any three functions a, b, c ∈ L1 implies
that h1∨h2 ∈ H for all h1, h2 ∈ H . Hence, (h)h∈H ⊆ H is an increasing and norm-
bounded net. Using the fact that the L1-norm is additive on the positive cone,
it is easy to see that (h)h∈H is a Cauchy net and thus convergent in H . Clearly,
hmax := limh∈H h ∈ H is the largest element of H and satisfies 0 < ‖hmax‖ ≤ 1
as asserted. It remains to prove that Tthmax = hmax for all t ∈ J . It is easy to
verify that H is invariant under T and hence Tthmax ∈ H for all t ∈ J . Since hmax
is the largest element of H we thus conclude that Tthmax ≤ hmax, and since T is
stochastic and the L1-norm is strictly monotone we obtain Tthmax = hmax for all
t ∈ J . 
Now we can prove Theorem 2.2. By 1 ∈ L∞ := L∞(Ω, µ) we denote the constant
function with value 1.
Proof of Theorem 2.2. (i) ⇒ (ii): Assume that Tt converges with respect to the
operator norm to a limit operator P of rank 1. The operator P is stochastic, so
it is given by Pf = 〈1, f〉f0 for all f ∈ L
1, where f0 ≥ 0 is a function in PL
1 of
norm 1. In particular, we have Pf = f0 for every normalized function f ∈ (L1)+
and thus
sup
{∥∥(Ttf − f0)−∥∥ : 0 ≤ f ∈ L1, ‖f‖ = 1} ≤ ‖Tt − P‖ → 0 as t→∞.
In other words, f0 is a non-zero uniform lower bound for T , which shows (ii).
(ii) ⇒ (i): Assume that (ii) holds. By Lemma 2.3 there exists a largest uniform
lower bound hmax for T , and the function hmax is non-zero and satisfies Tthmax =
hmax for all t ∈ J . In the following we show that ‖hmax‖ = 1. Assume to the
contrary that there exists a number δ ∈ (0, 1) such that ‖hmax‖ = 1 − δ. We will
prove that (1 + δ)hmax is also a uniform lower bound for T , which contradicts the
fact that hmax is the largest element of H .
So let ε > 0. Since hmax is a uniform lower bound there exist a time t0 ∈ J and
vectors ef ≥ 0 of norm ‖ef‖ < ε such that Tt0f + ef ≥ hmax for every f ∈ (L
1)+ of
norm 1. For each normalized positive function f we define gf := Tt0f−hmax+ef ≥
0; the norm of those vectors gf can be estimated by
‖gf‖ = 〈1, Tt0f〉 − 〈1, hmax〉+ 〈1, ef 〉 ≥ ‖Tt0f‖ − ‖hmax‖ = 1− ‖hmax‖ = δ.
Therefore, we have supf
∥∥(Tt gfδ − hmax)−
∥∥→ 0 as t→∞, and consequently, there
exist another time t1 ∈ J and vectors e˜f ≥ 0 of norm ‖e˜f‖ < ε such that Ttgf+e˜f ≥
δhmax for all t ∈ J with t ≥ t1 and for all normalized functions 0 ≤ f ∈ L1.
Now, fix a normalized function 0 ≤ f ∈ L1 and a time t ≥ t1 in J . Using the
definition of gf and the T -invariance of hmax we obtain
TtTt0f = Ttgf − Ttef + hmax ≥ (1 + δ)hmax − e˜f − Ttef .
We have ‖e˜f + Ttef‖ < 2ε, so we have shown that
∥∥∥(Ttf − (1 + δ)hmax)−
∥∥∥ < 2ε
for all t ∈ J with t ≥ t1 + t0. Since t0 and t1 do not depend on the choice of f , it
follows that (1+ δ)hmax is indeed a uniform lower bound for T . As this contradicts
the maximality of hmax, we conclude that ‖hmax‖ = 1.
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Finally we prove that Tt operator norm converges to the rank-1 operator P
defined by Pg := 〈1, g〉hmax for all g ∈ L1. For every normalized 0 ≤ f ∈ L1 and
every time t we have∥∥(Ttf − hmax)+∥∥− ∥∥(Ttf − hmax)−∥∥ = 〈1, (Ttf − hmax)+ − (Ttf − hmax)−〉
= 〈1, Ttf − hmax〉 = ‖Ttf‖ − ‖hmax‖ = 0,
as both Ttf and hmax are of norm 1; hence, (Ttf −hmax)
+ and (Ttf −hmax)
− have
the same norm, so the norm of Ttf −hmax equals twice the norm of (Ttf −hmax)−.
Using that Pf = hmax for every normalized 0 ≤ f ∈ L1, we thus obtain
sup
{
‖Ttf − Pf‖ : 0 ≤ f ∈ L
1, ‖f‖ = 1
}
= 2 sup
{∥∥(Ttf − hmax)−∥∥ : 0 ≤ f ∈ L1, ‖f‖ = 1}→ 0
as t→∞. From this, one easily derives that Tt converges to P with respect to the
operator norm as t→∞. 
Theorems which derive convergence of a semigroup from the existence of lower
bounds exist in a wide range of variations; for further results in L1-spaces we refer,
for instance, to [38, 5, 13], and for results on non-commutative L1-spaces, or more
generally on abstract state spaces, we refer for instance to [9, Section 3.3] and
[16]. To the best of our knowledge, the only known uniform version of a lower
bound convergence theorem so far is [13, Corollary 3.6], which we reproved (in the
important special case of stochastic semigroups) in Theorem 2.2 above.
3. Proof of the main result
The purpose of the section is to prove Theorem 1.1. We will need a few facts
from Banach lattice theory in the proof.
First, we note that the operator space L(L1) is itself a Banach lattice with
respect to the operator norm; this is due to the special structure of L1-spaces [36,
Theorem IV.1.5]. Moreover, we will need that an operator I ∈ L(L1) is an integral
operator if and only if it is an element of the band in L(L1) that is generated by
the finite-rank operators [36, Proposition IV.9.8].
We recall that a vector g in a Banach lattice E is called a quasi-interior point if g
is positive and the principal ideal generated by g is dense in E (see for instance [36,
Section II.6] for a more detailed discussion). If E = L1, then g is a quasi-interior
point if and only if g is strictly positive almost everywhere; if E = L∞, then g is a
quasi-interior point if and only if there exists a number ε > 0 such that g ≥ ε1 (i.e.,
g ≫ 0 in the notation introduced before Corollary 1.2). One important property
of quasi-interior points is that, if g ∈ E is a quasi-interior point and R ∈ L(E) is
positive and non-zero, then Rg 6= 0.
Proof of Theorem 1.1. We first note that 0 is a spectral value of A since T is sto-
chastic. Moreover, 0 is a pole of the resolvent R( · , A) if and only if the Cesa`ro
means of the semigroup converge uniformly as time tends to ∞; this follows from
[10, Theorem V.4.10].
“(i) ⇒ (ii)” If Tt converges uniformly to an operator P ∈ L(L1) as t→∞, then
so do the Cesa`ro means of the semigroup; hence, we conclude that 0 is a pole of the
resolvent of A. As T is irreducible, the limit projection P has rank-1 and is thus
an integral operator; see for instance [2, Proposition C-III-3.5]. Now we use that
L(L1) is a Banach lattice when endowed with the operator norm: this implies that
Tt ∧ P → P
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with respect to the operator norm as t → ∞. In particular, there exists a time
t0 ∈ [0,∞) such that J := Tt0 ∧ P 6= 0. Since the integral operators are a band in
L(L1), J is an integral operator, and obviously 0 ≤ J ≤ Tt0 .
“(ii) ⇒ (iii)” We show that there exists a time t1 ∈ (0,∞) and a non-zero
compact operator K such that 0 ≤ K ≤ Tt1 .
Since J is an integral operator, there exists a finite-rank operator F ∈ L(L1)
which is not disjoint to J . Moreover, the operator modulus |F | of F is dominated
by a positive finite-rank operator G ∈ L(L1), and so we have J ∧ G 6= 0. The
operator J ∧G itself might not be compact, but its square is compact according to
[27, Corollary 3.7.15(ii)]; since we do not know that (J ∧ G)2 is non-zero though,
we employ the following construction:
Choose a positive function f ∈ L1 such that (J ∧G)f 6= 0. Since our semigroup
T is irreducible, the resolvent of its generators at the point 1 sends every non-zero
positive vector to a quasi-interior point of (L1)+, i.e., the function R(1, A)(J ∧G)f
is strictly positive almost everywhere [2, p. 306]. Using again that J ∧ G is non-
zero, this in turn implies that (J ∧G)R(1, A)(J ∧G)f 6= 0. The Laplace transform
representation of R(1, A) now implies that there exists a time s ∈ [0,∞) such that
(J ∧ G)Ts(J ∧ G)f 6= 0. Again due to the irreducibility of T we have Ttg 6= 0 for
every non-zero vector g ∈ (L1)+ and for every time t ∈ [0,∞); see for instance
[2, Theorem C-III-3.2(a)]. Hence, the operator K := (Ts(J ∧G))
2 sends f to a
non-zero vector and is thus non-zero.
Since Ts(J ∧G) is dominated by the compact operator TsG, it also follows that
K is compact [27, Corollary 3.7.15(ii)]. Finally, we clearly have 0 ≤ K ≤ T2(s+t0),
so the proof of this implication is complete with t1 := 2(s+ t0).
“(iii)⇒ (i)” Let us denote the Cesa`ro means of the semigroup by Ct, i.e., we set
Ctf :=
1
t
∫ t
0
Tsf ds for each f ∈ L1 and each t ∈ (0,∞). As 0 is a (first order) pole
of the resolvent, Ct converges with respect to the operator norm to an operator
P ∈ L(L1) as t→∞.
We note that the operator P is stochastic and a projection onto the fixed space
of T ; moreover, P coincides with the spectral projection of A associated with the
pole 0. From [2, Proposition C-III.3.5(a) and (d)] we obtain that
P = 1⊗g,
where g ∈ (L1)+ is a fixed point of T and a quasi-interior point in L1.
As follows from [14, Theorem 3.11], the assumptions on our semigroup together
with the existence of the quasi-interior fixed point g imply strong convergence of
Tt as t → ∞ (note that assumption (a) in [14, Theorem 3.11] is satisfied since the
norm on L1 is strictly monotone, see [14, Proposition 3.13(a)]; alternatively, one
can derive the validity of this assumption from the irreducibility of the semigroup
T , see [14, Proposition 3.13(c)]). Clearly, the strong limit of Tt as t→∞ coincides
with P .
We need to show is that the convergence of Tt to P actually takes place with
respect to the operator norm. To this end, let us decompose each operator Tt for
t ≥ t0 into a sum of a positive compact operator and another positive operator.
For the time t0 we can simply set R := Tt0 −K and thus obtain the decomposition
Tt0 = K +R, where K is positive and compact and where R is positive. For t > t0
we define
Kt := KTt−t0 and Rt := RTt−t0
Then we indeed have Tt = Kt + Rt and Kt, Rt ≥ 0 for all times t ∈ (t0,∞), and
each operator Kt is compact.
The main idea is now as follows: if we could find a time t1 > t0 for which we
have ‖Rt1‖ < 1, then Tt1 would be closer than 1 to the compact operator, i.e., Tt1
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would be quasi-compact ; operator norm convergence of the semigroup would thus
follow from classical Perron–Frobenius theory, see for instance [24, Theorem 4] or
[2, Theorem C-IV-2.1].
Under the given assumptions, it seems unclear how to show that ‖Rt1‖ < 1 for
some time t1, but we can prove a slightly weaker assertion, namely that there is a
time t1 > t0 such that the product of Rt1 and the Cesa`ro mean Ct1 has norm < 1.
To do so, we first observe that the identities
KtTs = Kt+s and RtTs = Rt+s(3.1)
hold for all t ∈ (t0,∞) and all s ∈ [0,∞); this will be useful in the sequel.
Since the fixed point g of T is a quasi-interior point of (L1)+ and since K is
non-zero, we have Kg 6= 0. Let us set δ := ‖Kg‖ > 0. As indicated above, we now
show that there exists a time t1 > t0 such that ‖Rt1Ct1‖ ≤ 1− δ/2.
Indeed, since Ct converges with respect to the operator norm to P = 1⊗g as
t → ∞, there exists a time t1 > t0 for which we have ‖Ct1 − P‖ ≤ δ/2. The
operator Rt1 is contractive (as it is positive and dominated by Tt1), so the distance
of Rt1Ct1 to Rt1P is not larger than δ/2, either. On the other hand, the latter
operator is given by
Rt1P = 1⊗Rt1g = 1⊗RTt1−t0g = 1⊗Rg,
and thus has the norm
‖Rt1P‖ = ‖Rg‖ = 〈1, Tt0g〉 − 〈1,Kg〉 = ‖g‖ − ‖Kg‖ = 1− δ.
Thus, the norm of Rt1Ct1 is indeed not larger than 1− δ/2.
Next we use this to estimate ‖Rsf‖ for every normalised f ≥ 0 and for a certain
(f -dependent) time s: for every vector 0 ≤ f ∈ L1 of norm 1 we compute
1−
δ
2
≥ ‖Rt1Ct1f‖ =
∥∥∥∥ 1t1
∫ t1
0
Rt1Tsf ds
∥∥∥∥
=
1
t1
∫ t1
0
‖Rt1+sf‖ ds =
1
t1
∫ 2t1
t1
‖Rsf‖ ds;
for the equality between both lines we used (3.1) and the fact that the norm is
additive on the positive cone of L1. Hence, there exists a time sf ∈ [t1, 2t1] such
that
∥∥Rsf f∥∥ ≤ 1− δ/2.
If sf was independent of f , then we would have found a time s := sf for which
‖Rs‖ < 1, and the proof would be complete; but of course, this does not work,
since sf is actually dependent on f . Fortunately though, each time sf is bounded
from above by 2t1, and this will be sufficient to show now that the vector
δ
2g is
a non-zero uniform lower bound of our semigroup. Operator norm convergence of
the semigroup will thus follow from Theorem 2.2.
So fix ε > 0 and 0 ≤ f ∈ L1. Since K is compact, the convergence of Tt to P as
t→∞ is uniform on the image of the positive unit sphere of L1 under K, i.e., there
is a time t2 > 0 such that
∥∥∥TtKf˜ − PKf˜
∥∥∥ < ε for each t ≥ t2 and each f˜ ∈ (L1)+
of norm 1.
We now show that, for t ≥ 2t1 + t2, the negative part of Ttf −
δ
2g has norm
smaller than ε, which completes the proof. To this end, we define the vector
zf,t := Tt−sfKTsf−t0f and make the following three observations which are valid
for all times t ≥ 2t1 + t2:
(a) We have Ttf ≥ zf,t. Indeed,
Ttf = Tt−sfTsf f ≥ Tt−sfKsf f = zf,t.
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(b) The vector zf,t is closer than ε to the vector PKTsf−t0f . This follows since
t− sf ≥ t2 and since the vector Tsf−t0f is positive and of norm 1.
(c) The vector PKTsf−t0f dominates the vector
δ
2g. Indeed, we have
PKTsf−t0f = (1⊗g)Ksf f = 〈1,Ksf f〉g =
∥∥Ksf f∥∥ g,
and the norm of Ksf f is at least δ/2 since we have proved above that the norm
of
∥∥Rsf f∥∥ is no more than 1− δ/2.
Observations (a)–(c) prove that we indeed have
∥∥∥(Ttf − δ2g
)−∥∥∥ < ε for each time
t ≥ 2t1 + t2, so
δ
2g is a uniform lower bound for our semigroup, as claimed. 
4. Proof of Corollary 1.2
The following proof is a combination of Theorem 1.1, several known results from
the literature and standard arguments from operator theory on Banach lattices.
Proof of Corollary 1.2. We show the implications “(i) ⇔ (iii)”, “(ii) ⇔ (iii)” and
“(i) ⇒ (iv) ⇒ (vi) ⇒ (v) ⇒ (vi) ⇒ (iii)”.
“(i) ⇔ (iii)” This is part of Theorem 1.1.
“(ii)⇔ (iii)” Since the constant function 1 is a fixed point of the dual semigroup
T ′, it follows that 0 is a spectral value of A. Moreover, if 0 is a pole of the
resolvent R( · , A), then it is of order 1 since the semigroup T is bounded. Hence,
the equivalence of (i) and (ii) follows from [10, Theorem V.4.10].
“(i) ⇒ (iv)” Denote by P ∈ L(L1) the limit of Tt as t → ∞. Then P is a
stochastic operator and the spectral projection associated with the pole 0 of A. The
irreducibility of T thus implies that P is of the form P = 1⊗g, where 0 ≤ g ∈ L1
is a quasi-interior point [2, Proposition C-III.3.5(a) and (d)].
Now, let I ⊆ L∞(Ω, µ) be a non-zero closed ideal which is invariant under the
dual semigroup T ′, and choose a non-zero vector 0 ≤ f ∈ I. Since T ′t converges
to P ′ with respect to the operator norm, we conclude that 〈g, f〉1 = P ′f ∈ I. As
〈g, f〉 > 0, it follows that 1 ∈ I, so I = L∞.
“(iv) ⇒ (vi)” Fix a non-zero function 0 ≤ f ∈ L∞ and a number λ ∈ (0,∞).
Using the Laplace transform representation of the resolvent, one can easily show
that TtR(λ,A) ≤ eλtR(λ,A) for each t ≥ 0, and hence the same inequality holds
for the dual operators. So we have
T ′tR(λ,A)
′f ≤ eλtR(λ,A)′f
for each t ≥ 0, which shows that the principal ideal in L∞ generated by the function
R(λ,A)′f is invariant under T ′; hence, so its closure I. As I contains the vector
R(λ,A)′f , which is non-zero due to the injectivity of the operator R(λ,A)′, it
follows from the irreducibility of T ′ that I = L∞. This proves that R(λ,A)′f is a
quasi-interior point in L∞.
“(vi) ⇒ (v)” This is obvious.
“(v) ⇒ (vi)” Fix λ > 0 and a non-zero function 0 ≤ f ∈ L∞, and let I ⊆ L∞
denote the closure of the principal ideal generated by R(λ,A)′f . We have to prove
that I = L∞.
For each µ > λ it follows from the resolvent identity that
0 ≤ R(µ,A)′R(λ,A)′f =
1
µ− λ
R(λ,A)′f −
1
µ− λ
R(µ,A)′f ≤
1
µ− λ
R(λ,A)′f.
So the principal ideal generated by R(λ,A)′f is invariant under R(µ,A) and hence,
so is its closure I. Since the resolvent is analytic, it follows from the identity theo-
rem for analytic functions (applied to the quotient space L∞/I) that I is actually
invariant under R(µ,A)′ for every µ > 0.
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But R(λ,A)′ is injective, so R(λ,A)′f 6= 0 and hence, assumption (v) implies
that there exists a number µ > 0 such that 0≪ R(µ,A)′R(λ,A)′f ∈ I. Therefore
1 ∈ I, and we conclude that I = L∞.
“(vi) ⇒ (iii)” The operator R(1, A)′ is positive, has spectral radius 1 and is
irreducible according to (vi). Hence, it follows from [23, Corollary 2 on p. 151 and
Proposition 1 on p. 146] that 1 is a pole of the resolvent ofR(1, A)′ and consequently,
1 is also a pole of the resolvent of R(1, A). Therefore, 0 is a pole of the resolvent
of A [10, Proposition IV.1.18]. 
We note that many of the implications in Corollary 1.2 remain correct without
the assumption that Tt0 dominates a non-trivial compact or integral operator. Of
all implications that occurred in the proof above, only the implication “(iii) ⇒ (i)”
needs this assumption. However, we do not know whether one can get from (ii),
(iii), (v) or (vi) to (iv) without the detour via (i).
5. Outlook
Besides potential applications to mathematical biology and kinetic equations,
Theorem 1.1 might prove useful in the study of queuing systems. It is a common
approach to analyse queuing systems and reliability models by means of stochastic
C0-semigroups on L
1(Ω, µ)-spaces; see for instance [18, 39, 20, 19] for a few exam-
ples. In many cases the underlying measure space (Ω, µ) contains an atom (i.e., a
measurable one point set {ω} with measure 0 < µ({ω}) < ∞), and as has been
pointed out in [14, Section 6.1] the existence of such an atom implies that every
irreducible stochastic semigroup on (Tt)t∈[0,∞) contains a partial integral operator.
Thus, Theorem 1.1 shows that such a semigroup converges if and only if 0 is a pole
of the resolvent of the generator.
Another application is to show that finite networks flows, as for instance dis-
cussed in [21, 6], automatically converge to an equilibrium if one introduces a mass
buffer in one of the vertices. Such a result has been proved by the second named
author in his Master’s thesis [26] and will be presented in a separate paper.
Acknowledgements. A special case of Theorem 1.1 was proved while the second-
named author wrote his Master’s thesis at the Institute of Applied Analysis at Ulm
University in winter 2017/18 [26].
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