Abstract. A notion of orthogonality in multisymplectic geometry has been developed by [7] and used by many authors. In this paper, we review this concept and propose a new type of orthogonality in multisymplectic geometry; we prove a number of results regarding this orthogonality and its associated subspaces. We end by calculating the various subspaces of a G 2 -vector space (V 7 , ϕ) based on both types of orthogonality.
Introduction
Let V be an n-dimensional vector space, and let ω be an exterior (k + 1)-form on V satisfying the nondegeneracy condition v ω = 0 iff v = 0
for v ∈ V . The pair (V, ω) is called a multisymplectic vector space of degree k + 1. Such vector spaces are the tangent spaces to a multisymplectic manifold (M, ω) which is an n-dimensional smooth manifold M together with a closed differential (k + 1)-form ω on M satisfying the nondegeneracy condition
for X a vector field on M . The pair (M, ω) can be viewed as a natural generalization of symplectic manifolds which, in this language, are even-dimensional multisymplectic manifolds of degree 2. Exact multisymplectic manifolds, that is, multisymplectic manifolds where the multisymplectic (k + 1)-form is exact, arise naturally in physics as bundles of higher-degree differential forms equipped with an exact multisymplectic form, called multiphase spaces which are themselves generalizations of the standard phase space given by the cotangent bundle equipped with the canonical symplectic form, e. g. [6, 7, 12, 13, 14, 17] ; indeed much of the interest in the subject of multisymplectic geometry has come from various areas of physics, e. g. [1, 2, 3, 8, 10, 11, 16, 18, 20, 21, 22, 23, 27, 31] . For a multisymplectic vector space of degree k + 1 > 2, there exist stronger nondegeneracy conditions than the one given in Equation (1) . An exterior form ω of degree k + 1 on a vector space V is said to be r-nondegenerate if ω satisfies 
for all v 1 ∧ · · · ∧ v r ∈ G r V where G r V = {v 1 ∧ · · · ∧ v r : v i ∈ V } is the set of decomposable r-multivectors, that is, r-fold wedge products of vectors in V . Madsen and Swann [26] consider the cases for r = 1 and r = k and are what they refer to as weakly nondegenerate and fully nondegenerate respectively. When we wish to emphasize the r-nondegeneracy of the multisymplectic form, we will call (V, ω) r-multisymplectic. It will be understood that "multisymplectic" without further qualification will always refer to "1-multisymplectic".
[26, Theorem 2.2] states that a vector space of dimension n admits a fully nondegenerate form degree k + 1 if and only if k + 1 = n or the pair (k + 1, n) is either (3, 7) or (4, 8) . The case where k + 1 = n corresponds to ω being a volume form; the case where (k + 1, n) = (3, 7) corresponds to a G 2 -vector space (V, ϕ) which is a 7-dimensional vector space V with an exterior 3-form ϕ, a two-fold vector cross product × and an inner product ·, · ϕ satisfying the condition
This is a 7-dimensional, 2-multisymplectic vector space of degree 3. Such vector spaces arise as the tangent spaces to 7-manifolds with G 2 -structure. Let M be a 7-dimensional manifold admitting a smooth differential 3-form ϕ such that, for all p ∈ M , the pair (T p M, ϕ) is isomorphic as an oriented vector space to the pair (R 7 , ϕ 0 ) where 
with dx ijk = dx i ∧ dx j ∧ dx k . In [4] , it is shown that the Lie group G 2 can be defined as the set of all elements of GL(7, R) that preserve ϕ 0 , so for a manifold admitting such a 3-form, there is a reduction in the structure group of the tangent bundle to the exceptional Lie group G 2 ; hence, the pair (M, ϕ) is called a manifold with G 2 -structure. Using the theory of G-structures and the inclusion of G 2 in SO(7), all manifolds with G 2 -structure are necessarily orientable and spin, any orientable 7-manifold with spin structure admits a G 2 -structure, and associated to a given G 2 -structure ϕ are a metric g ϕ called the G 2 -metric, satisfying
for any vector fields X and Y on M and a 2-fold vector cross product × satisfying
for any vector fields X, Y and Z on M . When dϕ = 0, we say that (M, ϕ) is a manifold with closed G 2 -structure, and we have a 7-dimensional, 2-multisymplectic manifold of degree 3. See [24, 25, 29] for more information on these constructions and conditions. Fundamental to the study of symplectic geometry is the notion of orthogonal complement with respect to the symplectic form as it is on this notion that the definitions of isotropic, coisotropic and Lagrangian subspaces are based. Extending this in natural way, Cantrijn, Ibort and de León [6, 7] define what we will call the Type-I l th -orthogonal complement of a linear subspace W of the multisymplectic vector space
, then we recover the usual definition of symplectic orthogonal complement. Using this notion of orthogonality, a subspace W of a multisymplectic vector space (V, ω) will be called Type-
I . Unraveling the definitions shows that
Hence, a subspace W is multisymplectic if W ∩ W ⊥,k I = {0}. This notion of orthogonality has been used in several articles, cf. e. g. [5, 9, 15, 28, 30] .
The main purpose of this paper then is to consider the following new notion of orthogonality in a multisymplectic vector space (V, ω) and to calculate the various Type-I and Type-II subspaces for a G 2 -vector space (V, ϕ). Definition 1.1. For any subspace W , we define the Type-II l th -orthogonal complement of W (with respect to ω) by W ⊥,l
The rest of the paper is organized as follows. In Section 2, we review the results, with proof, of [6] on Type-I orthogonality and the associated subspaces which we then adapt in Section 3 to Type-II orthogonality and the associated subspaces to get the following results.
Proposition. Let (V, ω) be a multisymplectic vector space of degree k + 1, and let U , W be any subspaces of V . Then for any 1 ≤ l ≤ n {0}
ω is r-nondegenerate if and only if V ⊥,r
If ω| W is r-nondegenerate, then
ω| W is fully nondegenerate if and only if
Proposition. Let W be a subspace of a multisymplectic vector space (V, ω). Proposition. Let (V, ω) be an n-dimensional multisymplectic vector space of degree k + 1.
If ω is r-nondegenerate, and if W is a r-isotropic subspace of V , then codim W ≥ k + 1 − r (and hence, codim(W ) ≥ k) (3) If k + 1 = n (that is, ω is a volume form for V ) then every subspace W of V is Type-II l-Lagrangian, with l = dim W and, moreover, W
Section 4 is devoted entirely to proving the following theorem Theorem 1.2. Let (V, ϕ) be a G 2 -vector space, and let W be a subspace of V .
(1) For dim W = 1, W is 1-Lagrangian and both Type-I and Type-II 2-isotropic.
• otherwise, W is Type-I and Type-II 2-isotropic. This allows us to give the following characterizations of the associative and coassociative submanifolds of a G 2 -manifold.
Corollary. Let (V, ϕ) be a G 2 -vector space. Then the associative subspaces are the 3-dimensional subspaces which are 2-multisymplectic and the coassociative subspaces are the 4-dimensional subspaces which are Type-I 2-Lagrangian/Type-II 2-isotropic.
Corollary. Let (M, ϕ) be a G 2 -manifold. Then the associative submanifolds are exactly those 3-dimensional submanifolds which are 2-multisymplectic, and the coassociative submanifolds are exactly those 4-dimensional submanifolds which are Type-I 2-Lagrangian/Type-II 2-isotropic.
Type-I Orthogonality
Note that there is the filtration of orthogonal complements
, Proposition 3.1). Let (V, ω) be a multisymplectic vector space of degree k + 1, and let U , W be any subspaces of V . Then for any l, l 1 , l 2 ∈ {1, . . . , k}
Sketch of Proof. Equations (19) , (20) , (21) follow immediately from the definition. Equation (22) is then a straightforward consequence of Equation (21) . To see Equation (23)
gives a sum of terms each of which has p i entries from U and q i entries from W where
; on the other hand, if for a given term p i ≥ l 1 , then that term vanishes because v ∈ U ⊥,l1 I giving the relation. Finally, Equations (21), (18) together with closure imply Equation (24).
These definitions together with Equations (18), (21) imply a number of properties. If a subspace W is
Every subspace containing an l-coisotropic subspace is l-coisotropic. And every subspace of an l-isotropic subspace is l-isotropic.
(1) That a 1-dimensional subspace is 1-isotropic follows immediately from the definition of the 1-orthogonal complement. Now consider an (n − 1)-dimensional subspace W and let v ∈ W ⊥,k . If v ∈ W , then it is easy to show a contradiction to the nondegeneracy condition on ω; hence W ⊥,k ⊆ W showing that an (n − 1)-dimensional subspace is k-coisotropic. (2) Let W be a 1-isotropic subspace of V , and let U be any complementary subspace of V such that V = W ⊕ U . Then for any w ∈ W , the k-form w ω vanishes when contracted with any vector of W ; hence there must exist k (linearly independent) vectors in U such that (w ∧ u 1 ∧ · · · ∧ u k ) ω = 0 since otherwise we get a contradiction to the nondegeneracy condition on ω, and thus dim U ≥ k. (3) From above, we know that l-isotropic implies l ′ -isotropic for every l ′ ≥ l, so it is enough to show that, for an l-isotropic subspace W of V there exists an l-Lagrangian subspace which contains it; therefore, assume that W is l-isotropic and that there is some nonzero
gives a sum of terms, each of which has l factors from W together with v, and so therefore vanishes by definition of W ⊥,l . Thus W 1 is an l-isotropic subspace of V , and we have the inclusions
where the final inclusion follows from Equation (21) . Continuing in this way, we can construct an ascending chain of l-isotropic subspaces which necessarily possesses a maximal element which will be l-Lagrangian by construction.
implies that λ l+1 = 0. Similarly, λ l+2 = · · · = λ n = 0 which shows that v ∈ W and hence that W is l-Lagrangian. Finally, let v ∈ W ⊥,l−1 , and again write v =
implies that λ i = 0, this shows that v = 0 and hence that W ⊥,l−1 = {0}. The complete result then follows using the filtration given by Equation (18) .
Remark. In fact, one can show a little more here. If W is an l-dimensional subspace of V , then W is l-isotropic.
Note that since {0} is l-isotropic for any l, the above proposition implies that existence of l-Lagrangian subspaces. Further, by the proof, l-Lagrangian subspaces are the maximal elements of the nonempty partially ordered set of l-isotropic subspaces with respect to inclusion, so we also have existence in the infinite dimensional case. Unlike the symplectic case, l-Lagrangian subspaces need not all have the same dimension.
Type-II Orthogonality
In this section, we consider Type-II orthogonality defined in Equation (10) .
is the Type-I 1 st -orthogonal complement.
. That is, we have closure under the wedge product, so that the collection of these spaces
forms a semigroup with respect to ∧. In fact, more is true here. Let
. The following properties are straightforward from the definition of Type-II orthogonality.
Proposition 3.1. Let (V, ω) be a multisymplectic vector space of degree k +1, and let U , W be any subspaces of V . Then for any 1 ≤ l ≤ n {0}
Recall that if ω is r-nondegenerate for some r, then ω is r ′ -nondegenerate for all 1 ≤ r ′ ≤ r. Then Equation (33) immediately implies that if V ⊥,r = {0} for some r, then V ⊥,r
Every subspace containing a Type-II l-coisotropic subspace is Type-II l-coisotropic.
(5) Every subspace that is contained in an Type-II l-isotropic subspace is Type-II l-isotropic.
Proof.
(1) Assume l ′ ≥ l, and let
showing that
and hence that W is Type-II l ′ -isotropic.
(2) Assume that l ′′ ≤ l and let
l W , a contradiction to our assumption that W is Type-II l-coisotropic. Thus, we must have
By the first part of this proposition, it is enough to consider the case where l = dim W . Then for any w 1 ∧ · · · ∧ w l ∈ G l W and any w ∈ W , we necessarily have
(4) Let W be a subspace of V , and let U be a subspace of W such that U is Type-II l-coisotropic.
Then U
II by Equation (37), and
Finally, W is Type-II l-isotropic, we get the following chain
showing that U is Type-II l-isotropic.
Proposition 3.4. Let (V, ω) be an n-dimensional multisymplectic vector space of degree k + 1. Then (1) Each subspace of dimension l is Type-II l-isotropic.
(2) If ω is r-nondegenerate, and if W is a Type-II r-isotropic subspace of V , then codim W ≥ k + 1 − r (3) If k + 1 = n (that is, ω is a volume form for V ) then every subspace W of V is Type-II l-Lagrangian, with l = dim W and, moreover, W
(1) This is clear from the definition of W ⊥,l II and the fact that
II . Thus, for any nonzero
vanishes when contracted with any vector w ∈ W . Hence for a fixed nonzero w 1 ∧ · · · ∧ w r ∈ G r W there must exist k + 1 − r linearly-independent vectors u 1 , . . . , u k+1−r ∈ U , such that
Otherwise, we obtain a contradiction to the r-nondegeneracy of ω. Thus, dim U ≥ k + 1 − r. (3) Let (V, ω) be an n-dimensional multisymplectic vector space of degree n, so that ω is a volume form for V ; let W be any l-dimensional subspace of V . Then by the first part of this proposition, W is l-isotropic, so it suffices to show that W is l-coisotropic.
for all w ∈ W . Since ω is a volume form, it is fully nondegenerate, and hence we must have
For the final claim, note that
Since ω is fully nondegenerate, we must have v 1 ∧ · · · ∧ v l−1 ∧ w = 0 for all w ∈ W . This implies that v 1 ∧ · · · ∧ v l−1 = 0; otherwise, since dim W = l, there would be a nonzero w ∈ W such that Proof. Fix any nonzero vector w ∈ W . Unraveling definitions, we see that
which, since W is 1-dimensional, immediately implies W ⊆ W ⊥,1 . Next, assume v ∈ W ⊥,1 is nonzero, then by the above
for allṽ ∈ V which, by the nondegeneracy of the metric implies that v × w = 0 which occurs if and only if v, w are linearly dependent, i. e., v ∈ W ; therefore, all 1-dimensional subspaces of (V, ϕ) are 1-Lagrangian. That W is Type-I 2-isotropic follows directly from the fact that
II . To see that W is not Type-II 2-Lagrangian, note
Hence for any nonzero , we have
In the basis {e 1 , e 2 } for W from above, we have w 1 = α 11 e 1 +α 12 e 2 and w 2 = α 21 e 1 +α 22 e 2 for some α ij ∈ R, i, j = 1, 2. Now, since we may reasonably assume that w 1 , w 2 are linearly independent, it follows that α 11 α 22 −α 12 α 21 = 0. Thus, we can refine the above to . Thus, for dim W = 2, W is Type-I 2-isotropic.
II . To see that the two are not equal in general, consider (R 7 , ϕ 0 ), and let
In this case, a quick calculation shows that we have
Thus, a 2-dimensional subspace W is Type-II 2-isotropic.
• otherwise, W is Type-I and Type-II 2-isotropic.
Proof. Let {e 1 , e 2 , e 3 } be any orthonormal basis for W with respect to ·, · ϕ , and assume that e i ×e j ∈ W for some 1 ≤ i < j ≤ 3; without loss of generality, assume that e 1 ×e 2 ∈ W . Then writing e 1 ×e 2 = αe 1 +βe 2 +γe 3 and using the orthogonality property of ×, we see that 0 = e 1 × e 2 , e 1 ϕ = (αe 1 + βe 2 + γe 3 ), e 1 ϕ = α (57) and 0 = e 1 × e 2 , e 2 ϕ = (αe 1 + βe 2 + γe 3 ), e 2 ϕ = β.
Thus, e 1 × e 2 = γe 3 . From here, note that γ 2 = γe 3 , γe 3 ϕ = e 1 × e 2 , e 1 × e 2 ϕ = ϕ(e 1 , e 2 , e 1 × e 2 ) = −ϕ(e 1 , e 1 × e 2 , e 2 ) = − e 1 × (e 1 × e 2 ), e 2 ϕ (59)
Using the identity x × (x × y) = − |x| 2 y + x, y ϕ x, we have that
showing that e 1 × e 2 = ±e 3
Using the same identity, we have that
and e 2 × e 3 = ±e 2 × (e 1 × e 2 ) = ±e 2 × (e 2 × e 1 ) = ±e 1 .
This shows that, in this case, w 1 × w 2 ∈ W for any w 1 , w 2 ∈ W . For Type-I, recall that
showing that, in this case, W ⊥,2 I = W ⊥ and hence W ∩ W ⊥,2 I = {0}; therefore, in the case that (W, ×) ∼ = (Im H, × 0 ), we get that W is 1-multisymplectic using Type-I orthogonality.
For Type-II, recall that
By the above, we have that w 1 × w 2 ∈ W for all w 1 , w 2 ∈ W ; therefore,
II = {0}, and thus, in the case that (W, ×) ∼ = (Im H, × 0 ), W is 2-multisymplectic by Type-II orthogonality.
Next, let {e 1 , e 2 , e 3 } again be an orthonormal basis for W , but now assume that e i × e j ∈ W for all 1 ≤ i, j ≤ 3, i = j. Then {e 1 , e 2 , e 3 , e 1 × e 2 , e 1 × e 3 , e 2 × e 3 } is necessarily a linearly independent orthonormal set. Extend this to an orthonormal basis {e 1 , e 2 , e 3 , e 1 × e 2 , e 1 × e 3 , e 2 × e 3 ,ẽ}
for V . We remark that since the identity x × (x × y) = − |x| 2 y + x, y ϕ x holds for any x, y ∈ V , Equations (61), (62) and (63) above must still hold, in which case we can takeẽ = e 1 × (e 2 × e 3 ).
Note that since e i × e j ∈ W , we necessarily have, e i × e j , e k ϕ = 0 for all i, j, k = 1, 2, 3.
showing both that W ⊆ W ⊥,2 I
and
II . By construction, however, we also haveẽ ∈ W ⊥,2 I and e 1 ∧ẽ ∈ W ⊥,2
II showing that W is Type-I 2-isotropic and Type-II 2-isotropic respectively. Proposition 4.5. For dim W = 4,
• if W contains a 3-dimensional subspace (W , ×) isomorphic to (Im H, × 0 ), W is Type-I 2-coisotropic but is none of Type-II 2-isotropic, Type-II 2-coisotropic nor 2-multisymplectic.
• otherwise, W is Type-I 2-Lagrangian and Type-II 2-isotropic.
Proof. First assume that W contains a 3-dimensional subspaceW isomorphic to Im H, and let {e 1 , e 2 , e 3 } be an orthonormal basis forW such that e 1 × e 2 = e 3 ; extend this to an orthonormal basis {e 1 , e 2 , e 3 , f } for W . Then for e i × f for 1 ≤ i ≤ 3 and j = i e i × f, e j ϕ = ϕ(e i , f, e j ) = ϕ(e j , e i , f )
where k = i, j. Thus, {e 1 , e 2 , e 3 , f, e 1 × f, e 2 × f, e 3 × f } is a basis for V . For Type-I, we note that since e 1 × e 2 = e 3 , W = W ⊥,2 I
. In fact, e i ∈ W ⊥,2 I since span{e 1 , e 2 , e 3 }, together with ×, is isomorphic to (Im H, × 0 ); moreover,
However, we note that e i × e j ∈ span{e 1 , e 2 , e 3 } implies
and that properties of the cross product yield
W and thus that, in the case that W contains a 3-dimensional subspaceW isomorphic to Im H, W is Type-I 2-coisotropic.
For Type-II, since e 1 ×e 2 ∈ W , e 1 ∧e 2 ∈ W ⊥,2
II . Further, consider e 1 ×(e 2 ×f ). Note that e 1 ×e 2 = e 3 , e 1 ×e 3 = −e 2 and e 1 ×(e 1 ×f ) = ±f ; thus, we must have either e 1 ×(e 2 ×f ) = ±e 1 ×f or e 1 × (e 2 × f ) = ±e 3 × f , and since e 1 × (e 2 × f ) = ±e 1 × f would imply that ±e 2 × f = ±f , we see that it must be the case that
Thus, in the case that W contains a 3-dimensional subspaceW isomorphic to
Im H, W is neither 2-isotropic nor 2-coisotropic; moreover, since
II , we see also that in this case, W is not 2-multisymplectic. Now assume that W does not contain a 3-dimensional subspaceW isomorphic to Im H. Let e 1 , e 2 ∈ W be any nonzero orthogonal unit vectors. Then we must have e 1 × e 2 ∈ W ⊥ since otherwise {e 1 , e 2 , e 1 × e 2 } would be a 3-dimensional subspace of W isomorphic to Im H. Note that dim (span {e 1 , e 2 , e 1 × e 2 }) ⊥ = 4, so dim (span {e 1 , e 2 , e 1 × e 2 })
Thus, let f ∈ (span {e 1 , e 2 , e 1 × e 2 }) ⊥ ∩ W be a unit vector, so {e 1 , e 2 , e 1 × e 2 , f } is an orthonormal set such that {e 1 , e 2 , f } spans a 3-dimensional subspace of W that is not isomorphic to Im H. Consider e 1 × f and e 2 × f . Again, since W cannot contain a 3-dimensional subspace isomorphic to Im H, we must have e 1 × f, e 2 × f ∈ W ⊥ , so that {e 1 × e 2 , e 1 × f, e 2 × f } is a basis for W ⊥ which, together with ×, is necessarily isomorphic to Im H. Letf ∈ W such that {e 1 , e 2 , f,f } forms an orthonormal basis for W . It will be useful to note that also e 1 ×f , e 2 ×f , f ×f ∈ W , so necessarily, e 1 ×f , e 2 ×f , f ×f ∈ W ⊥ . For Type-I, this yields
showing that a 4-dimensional subspace W that does not contain a 3-dimensional subspace isomorphic to Im H is Type-I 2-Lagrangian.
For Type-II, the same considerations show that
II , and since (e 1 × e 2 ) × (e 1 × f ) = ±e 2 × f , we necessarily have (e 1 × e 2 ) ∧ (
showing that a 4-dimensional subspace W that does not contain a 3-dimensional subspace isomorphic to Im H is Type-II 2-isotropic Proposition 4.6. For dim W = 5, W is Type-I 2-coisotropic and 1-multisymplectic, but is none of Type-II 2-isotropic, Type-II 2-coisotropic nor Type-II 2-multisymplectic.
Proof. Let dim W = 5. Assume first for contradiction that W does not contain a 3-dimensional subspace isomorphic to Im H, and let e 1 , e 2 ∈ W be orthogonal unit vectors. Then, we must have e 1 × e 2 ∈ W ⊥ , and since dim (span (e 1 , e 2 , e 1 × e 2 ))
we can pick f ∈ ({e 1 , e 2 , e 1 × e 2 }) ⊥ ∩ W to be a unit vector, so {e 1 , e 2 , e 1 × e 2 , f } is an orthonormal set such that {e 1 , e 2 , f } is not a 3-dimensional subspace isomorphic to Im H. Consider e 1 × f and e 2 × f . Again, since W cannot contain a 3-dimensional subspace isomorphic to Im H, we must have e 1 × f, e 2 × f ∈ W ⊥ . Consider the subset {e 1 × e 2 , e 1 × f, e 2 × f } of W ⊥ . Of course, since dim W ⊥ = 2, this set must be linearly dependent; however, because {e 1 × e 2 , e 1 × f, e 2 × f } is an orthonormal set, it must be linearly independent, a contradiction. Hence, W must contain a 3-dimensional subspace isomorphic to Im H.
Let {e 1 , e 2 , e 3 } now denote an orthonormal basis for a 3-dimensional subspace of W isomorphic to Im H satisfying, without loss of generality, e 1 × e 2 = e 3 . Consider the orthogonal complement of span {e 1 , e 2 , e 3 } in W with respect to the metric ·, · ϕ , and let f be any nonzero vector in this space. Thus, {e 1 , e 2 , e 3 , f } is an orthonormal set and hence is linearly independent; moreover, we must have e i × f ∈ W for some i = 1, 2, 3 since otherwise, because {e 1 × f, e 2 × f, e 3 × f } is a linearly independent set, we would have
Then {e 1 , e 2 , e 3 , f, e i × f } is a basis for W and {e 1 , e 2 , e 3 , f, e 1 × f, e 2 × f, e 3 × f } is a basis for V . Finally, we note that
To see this, note first that we must have {e 1 × f, e 2 × f, e 3 × f } ⊂ {w 1 × w 2 } by definition; {e 1 , e 2 , e 3 } ⊂ {w 1 × w 2 } by construction of the set {e 1 , e 2 , e 3 }.
For Type-I, we then have
showing that, for dim W = 5, W is Type-I 2-coisotropic and 1-multisymplectic. For Type-II, let e j such that e j × f ∈ W . Then e i × (e j × f ) = e k × f where k = j is such that e k × f ∈ W showing that e i ∧ (e j × f ) ∈ W ⊥,2 II and hence that W ⊥,2
II . Thus for dim W = 5, W is none of Type-II 2-isotropic, Type-II 2-coisotropic nor 2-multisymplectic. Proposition 4.7. For dim W = 6, W is Type-I and Type-II 2-coisotropic and 1-multisymplectic.
Proof. As above, W must contain a 3-dimensional subspace isomorphic to Im H. Let {e 1 , e 2 , e 3 } now denote an orthonormal basis for a 3-dimensional subspace of W isomorphic to Im H satisfying, without loss of generality, e 1 × e 2 = e 3 . Consider the orthogonal complement of span {e 1 , e 2 , e 3 } in W with respect to the metric ·, · ϕ , and let f be any nonzero vector in this space. Thus, {e 1 , e 2 , e 3 , f } is an orthonormal set and hence is linearly independent; moreover, we must have e i × f, e j × f ∈ W for some 1 ≤ i < j ≤ 3 since otherwise, because {e 1 × f, e 2 × f, e 3 × f } is a linearly independent set, we would have
Then {e 1 , e 2 , e 3 , f, e i × f, e j × f } is a basis for W , {e 1 , e 2 , e 3 , f, e 1 × f, e 2 × f, e 3 × f } is a basis for V . Again, we necessarily have {w 1 × w 2 : w 1 , w 2 ∈ W } = V . For Type-I, we then have
showing that W ⊥,2 I W . Hence for dim W = 6, W is Type-I 2-coisotropic and 1-multisymplectic.
For Type-II, let v 1 ∧ v 2 ∈ W ⊥,2
II . Then, since v 1 × v 2 , w ϕ = 0 for all w ∈ W , we necessarily have v 1 × v 2 ∈ span{e k × f } where e k × f ∈ W . Using properties of the cross product, this implies that v 1 ∧ v 2 ∈ span {e i ∧ (e j × f ), e j ∧ (e i × f ), e k ∧ f }
showing that W ⊥,2 II G 2 W . Hence for dim W = 6, W is Type-II 2-coisotropic.
Associative & Coassociative Submanifolds
In G 2 -geometry, there are two particular classes of submanifolds that have been studied by many authors, namely, associative and coassociative submanifolds. Let (M, ϕ) be a G 2 -manifold so that dϕ = 0 = d * ϕ. Then both ϕ and ⋆ϕ are calibrations in the sense of Harvey and Lawson [19] . The associative submanifolds are then those calibrated by ϕ, and the coassociative submanifolds are those calibrated by ⋆ϕ; stated differently, the associative submanifolds are those 3-dimensional submanifolds for which ϕ restricts to be the induced volume form, and the coassociative submanifolds are those 4-dimensional submanifolds for which ⋆ϕ restricts to be the induced volume form. In [19] , it is shown that a 4-dimensional submanifold is coassociative if and only if ϕ restricts to be identically zero on the 4-manifold.
Definition 5.1. A 3-dimensional subspace A of a G 2 -vector space (V, ϕ) will be called an associative subspace if ϕ restricts to be the induced volume form on A. A 4-dimensional subspace C of a G 2 -vector space (V, ϕ) will be called a coassociative subspace if ϕ restricts to be zero on C.
Corollary 5.2. Let (V, ϕ) be a G 2 vector space. Then the associative subspaces are the 3-dimensional subspaces which are 2-multisymplectic and the coassociative subspaces are the 4-dimensional subspaces which are Type-I 2-Lagrangian/Type-II 2-isotropic.
Proof. Let A be an associative subspace. Since ϕ restricts to be the volume form on A, A is neither Type-I nor Type-II 2-isotropic. Hence, A must be 2-multisymplectic. Conversely, let A be any 3-dimensional, 2-multisymplectic subspace of (V, ϕ). A is 2-multisymplectic means that ϕ| A is fully nondegenerate on A, showing that ϕ| A must be the volume form on A. Hence A is an associative subspace.
Let C be a coassociative subspace. Now, that ϕ restricts to zero on C means that for any c i , c j , c ∈ C 0 = ϕ(c i , c j , c) = c i × c j , c ϕ
This implies that C is Type-I/Type-II 2-isotropic, from which we further get that C must be Type-I 2-Lagrangian. Conversely, if W is any 4-dimensional subspace which is Type-I 2-Lagrangian, then, by definition, we have W = W ⊥,2 I
. Thus, for any w, w 1 , w 2 ∈ W , we must have
since w ∈ W = W ⊥,2 I
. Thus, W is a coassociative subspace. Similarly, if W is any 4-dimensional subspace which is Type-II 2-isotropic, then, by definition, we have
II . Thus, for any w 1 , w 2 , w ∈ W , we must have (w 1 ∧ w 2 ∧ w) ϕ = 0 (82)
II . The following corollary is now immediate from the fact that, given a G 2 manifold, the tangent space at each point of an associative (resp. coassociative) submanifold is an associative (resp. coassociative) subspace of the G 2 vector space (T x M, ϕ x ).
