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QUANTUM RÉNYI RELATIVE ENTROPIES ON DENSITY SPACES OF C∗-ALGEBRAS:
THEIR SYMMETRIES AND THEIR ESSENTIAL DIFFERENCE
LAJOSMOLNÁR
ABSTRACT. We extend the definitions of different types of quantum Rényi relative entropy from the
finite dimensional setting of density matrices to density spaces of C∗-algebras. We show that those
quantities (which trivially coincide in the classical commutative case) are essentially different on
non-commutative algebras in the sense that none of them can be transformed to another one by
any surjective transformation between density spaces. Besides, we determine the symmetry groups
of density spaces corresponding to each of those quantumRényi relative entropies and find that they
are identical. Similar results concerning the Umegaki and the Belavkin-Staszewksi relative entropies
are also presented.
1. INTRODUCTION AND STATEMENTS OF THE RESULTS
Relative entropies play a very important role in classical information theory. For the purposes
of measuring information content, they are used to measure how well a probability distribution
approximates another one. For any two given probability distributions p,q on a finite set X , their
Rényi α-divergence (α ∈]0,∞[,α 6= 1) is the quantity
Dα(p||q)=
1
α−1
log
∑
x∈X
p(x)αq(x)1−α.
Among all relative entropies, the parametric family Dα(.||.) has a distinguished role for several
reasons. Indeed, its elements have various desirable mathematical properties: they are non-
increasing under stochastic maps, jointly convex for α ∈]0,1[, jointly quasi-convex for α ∈]1,∞[,
monotone increasing as a function of the parameter α, and the Kullback-Leibler divergence (i.e.,
the most classical relative entropy) is their limiting case as α→ 1. In addition to that, Rényi rela-
tive entropies have a great operational significance as quantifiers of the trade-off between relevant
quantities in many coding problems.
Quantum information theory is a very rapidly developing area of science. In view of the above
classical facts, it is not a surprise that there is a quest for finding appropriate analogues of Rényi
relative entropy in the quantum setting. Indeed, currently this is a quite hot topic in quantum
information theory, a really extensive area of research. So extensive that we do not dare to select
a few papers as ’the’ references, instead, we only mention the recent book [25] of Tomamichel
and otherwise refer the reader to arXiv and MathSciNet where one can easily find many related
materials.
Now, a few words about the problem of finding the appropriate quantum Rényi relative en-
tropy. Due to the non-commutativity of the structure of density matrices (n×n complex positive
semidefinite matrices with unit trace), there are in fact many different possible ways to define
quantum Rényi relative entropy which would extend the classical one. The basic problem here is
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which one to select, which one of them is the most useful? Parallel to that is the question of how
do the different non-commutative extensions relate to each other? As for the former problem, it
does not look that there would be a definite answer. Indeed, concerning all of the so far studied
extensions it has turned out that some of the required nice properties are satisfied only to certain
extents, or they are fully satisfied but others are not. The picture is very complicated, and the fact
is that we have a variety of notions of quantum Rényi type relative entropy and some of them are
useful for certain reasons, some of them are so for other reasons.
The aim of this work is twofold. On the one hand, we determine the symmetries of the den-
sity spaces of quantum systems with respect to the currently considered and studied concepts of
quantum Rényi relative entropies. We do this in the very general setting of C∗-algebras that has
recently been introduced by Farenick etal [2, 3]. This question is motivated byWigner’s famous re-
sult on quantummechanical symmetry transformations which describes the transformations on
the set of pure states (rank-one densities) that preserve the quantity of transition probability. We
will see that the symmetries in question, i.e., the transformations preserving the different quantum
Rényi relative entropies, are closely related to the Jordan *-isomorphisms between the underlying
algebras. These latter transformations are the most fundamental sorts of isomorphisms between
C∗-algebras from the quantummechanical point of view, they are just the natural isomorphisms
of quantumobservables (see below). On the other hand, we show that those concepts of quantum
Rényi relative entropy not only formally but also essentially differ from each other in the sense
that if one of them can be transformed to another one by a surjective transformation between
the density spaces, then the underlying C∗-algebras are necessarily commutative (in which case
those quantities trivially coincide)meaning that the systems behind are necessarily classical, non-
quantum.
We fix the notation and present the basic definitions. First, we point out that we follow the
approach which, in the finite dimensionalHilbert space framework of quantum information, con-
siders (mixed) states as density matrices, i.e., positive semidefinite matrices with unit trace. The
corresponding abstract setup was introduced in the papers [2, 3] by Farenick etal, what we follow
below. Namely, let A be a (unital)C∗-algebra. We denote by A+ the set of all positive elements of
A andbyA −1+ the set of all positive invertible elements ofA whatwe call the positive definite cone
of A . By a trace on A we mean a positive linear functional τ on A which satisfies τ(AB)= τ(BA)
for all A,B ∈A . The trace τ is said to be faithful if τ(A) = 0, A ∈A+, implies A = 0. Fundamental
examples forC∗-algebras having faithful traces include UHF-algebras, finite factors, irrational ro-
tation algebras. For such a faithful trace τ on a C∗-algebra A , we define the τ-density space of A
as the set
Dτ(A )= {a ∈A+ : τ(a)= 1}.
In fact, in order to define the key concepts of the paper, we denote by D−1τ (A ) the set of all invert-
ible elements of the τ-density space of A , i.e.,
D
−1
τ (A )=Dτ(A )∩A
−1
+ .
For any parameter α ∈]0,∞[,α 6= 1, we introduce the different types of quantum Rényi relative
entropy as follows. Actually, to each of those types names of certain researchers are attributedwho
defined and investigated the corresponding concepts in the context of finite quantumsystems, i.e.,
for density matrices. We begin with the conventional (or, in another terminology, standard) Rényi
relative entropy considered by Petz what we define here as
(1) τ-Dcα(A||B)=
1
α−1
logτ(AαB1−α), A,B ∈D−1τ (A ),
see [25], p. 67, and the original source [17]. Next, the minimal (or sandwiched) Rényi relative
entropy is the quantity
(2) τ-Dminα (A||B)=
1
α−1
logτ
(
B
1−α
2α AB
1−α
2α
)α
, A,B ∈D−1τ (A )
3which is originally due to Müller-Lennert, Dupuis, Szehr, Fehr and Tomamichel. See [25], p. 58,
and also [14], [26]. The former two sorts of quantum Rényi relative entropy are particular cases of
the so-called α− z-Rényi relative entropies which were introduced by Audenaert and Datta in [1].
In the present setting we define
(3) τ-Dα,z(A||B)=
1
α−1
logτ
(
B
1−α
2z A
α
z B
1−α
2z
)z
, A,B ∈D−1τ (A ).
Here z > 0 is any positive real number. Clearly, if z = 1, then we get the conventional Rényi relative
entropy, while in the case where z = α, we obtain the minimal Rényi relative entropy. After this
follows the maximal Rényi relative entropy which is defined by
(4) τ-Dmaxα (A||B)=
1
α−1
logτ
(
B1/2(B−1/2AB−1/2)αB1/2
)
, A,B ∈D−1τ (A )
andwas essentially introduced byPetz andRuskai in [19] (in fact, in the place of the power function
with exponent α in (4), they considered general operator convex functions). In [8], Matsumoto
verified a certainmaximality property of that quantity, this is why we call it maximal Rényi relative
entropy (also see paragraph 4.2.3 in [25]). Finally, in [12], Mosonyi and Ogawa introduced and
studied another type of quantum Rényi relative entropy which, in our present setting, is defined
as
(5) τ-Dmoα (A||B)=
1
α−1
logτ
(
exp(α logA+ (1−α) logB )
)
, A,B ∈D−1τ (A ).
These are the main concepts in the paper. Observe that in the case of commutative algebras all
those quantities coincide andwe will see that the converse is also true. In fact, belowwe will prove
themuch stronger statementwhat we have alreadymentioned in the abstract as well as in the first
part of the introduction, which shows that the relative entropies above are essentially different.
Before formulating our results, we remark that the above defined quantities (1)-(5) can triv-
ially be extended from D−1τ (A ) to the whole positive definite cone A
−1
+ of A . In what follows we
will consider maps which are kinds of invariance transformations under pairs of such numerical
quantities. Clearly, the invariance property does not change if we multiply those quantities by the
common scalar (α−1) and then omit the function log which appears in each of the above formu-
las. Therefore, in order to simplify our considerations a bit, for any given numbers α ∈]0,∞[,α 6= 1
and z > 0, we define the following numerical quantities:
τ-Qcα(A||B)= τ(A
αB1−α),(6)
τ-Qminα (A||B)= τ
(
B
1−α
2α AB
1−α
2α
)α
,(7)
τ-Qα,z(A||B)= τ
(
B
1−α
2z A
α
z B
1−α
2z
)z
,(8)
τ-Qmaxα (A||B)= τ
(
B1/2(B−1/2AB−1/2)αB1/2
)
,(9)
τ-Qmoα (A||B)= τ
(
exp(α logA+ (1−α) logB)
)
(10)
for any A,B ∈A −1+ .
As mentioned above, we will essentially need the concept of Jordan *-isomorphisms between
C∗-algebras A ,B. The map J : A →B is called a Jordan *-isomorphism if it is a bijective linear
transformationwhich has the properties that J (XY+Y X )= J (Y )J (X )+J (X )J (Y ) and J (X ∗)= J (X )∗
hold for any X ,Y ∈A . Those maps are of fundamental importance for several reasons. For exam-
ple, they are the basic isomorphisms (symmetries) in the algebraic approach to quantum theory
initiated by Segal, see [20].
Inwhat followswewill see that the studied transformations turn to be of similar forms. In order
to simplify the formulations of our results we introduce the following concept.
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Definition. Let A ,B be C∗-algebras with faithful traces τ,ω, respectively. We say that a map φ
between the positive definite conesA −1+ ,B
−1
+ or between the density spacesD
−1
τ (A ),D
−1
ω (B) is of
the standard form if there are a central element C ∈B−1+ and a Jordan *-isomorphism J : A →B
such that the identity φ(.) = C J (.) holds on the domain of φ and, moreover, we have ω(C J (X )) =
τ(X ), X ∈A .
In our first main result which follows we describe the structure of all surjective maps between
the positive definite cones of C∗-algebras with faithful traces which preserve any of the quantum
Rényi relative entropy related quantities (6)-(10). Themaps under consideration are kinds of sym-
metries between those cones. Our result says that all thosemaps are of the standard form, they all
originate from Jordan *-isomorphisms between the underlying algebrasmultipliedby central pos-
itive invertible elements. It might be worth mentioning the somewhat surprising fact that we do
not assume but get it for free that those preservers are automatically linear and evenmultiplicative
to some extent.
Theorem 1. Let A ,B be C∗-algebras with faithful traces τ,ω, respectively, and let α,z be positive
numbers, α 6= 1. Let φ :A −1+ →B
−1
+ be a surjective map. Then φ satisfies
(11) ω-Qα,z (φ(A)||φ(B))= τ-Qα,z(A||B), A,B ∈A
−1
+
if and only if it of the standard form.
Analogous assertions are valid for all other quantities in (6)-(10), for every positive number α
different from 1 with the exception of the quantity in (9), where we need to assume that α≤ 2.
As a corollary, we easily obtain the following description of the structure ofmaps between den-
sity spaces ofC∗-algebras preserving the different types of quantum Rényi relative entropy.
Corollary 2. Let A ,B be C∗-algebras with faithful traces τ,ω, respectively, and let α,z be positive
real numbers,α 6= 1. Assume that φ :D−1τ (A )→D
−1
ω (B) is a surjective map. Then φ satisfies
ω-Dα,z (φ(A)||φ(B))= τ-Dα,z(A||B), A,B ∈D
−1
τ (A )
if and only if φ is of the standard form.
Analogous assertions are valid for all other quantities in (1)-(5), for every positive number α
different from 1 with the exception of (4), where we need to assume that α≤ 2.
In the second main result which follows we show that the above defined quantum Rényi rela-
tive entropies are essentially different in the following sense: a density space equipped with one
such relative entropy can be transformed by anymap onto another density space equippedwith a
different such quantum relative entropy only in the trivial case of commutative algebras, i.e., only
in the case of classical, non-quantum systems. The precise statement reads as follows.
Theorem 3. Let A ,B be C∗-algebras with faithful traces τ,ω, respectively, and let φ : D−1τ (A )→
D
−1
ω (B) be a surjective map. Assume that φ satisfies
ω-Dmoα ((φ(A)||φ(B))= τ-Dα,z (A||B), A,B ∈D
−1
τ (A ).
Then the algebras A ,B are necessarily commutative in which case all considered types of quantum
Rényi relative entropy coincide and hence Corollary 2 applies and provides the form of φ, in which
the corresponding Jordan *-isomorphism is of course necessarily an algebra *-isomorphism.
Analogous assertions hold for all other pairs of different quantum Rényi relative entropies listed
in (1)-(5) and for every positive number α different from 1 with the only restriction that concerning
the quantity in (4)we need to assume that α≤ 2.
5We complete the above results with some additional related ones concerning other funda-
mental concepts of quantum relative entropy. They are the Umegaki relative entropy and the
Belavkin-Staszewski relative entropy which, in our present context, are defined as follows. For
anyC∗-algebraA with faithful trace τ, the Umegaki relative entropy on D−1τ (A ) is defined by
(12) SτU (A||B)= τ
(
A(logA− logB)
)
for all A,B ∈D−1τ (A ), while the Belavkin-Staszewski relative entropy is defined by
(13) SτBS(A||B)= τ
(
A log(A1/2B−1A1/2)
)
for all A,B ∈D−1τ (A ). Their connection to the quantum Rényi relative entropies is the following.
In the finite dimensional setting, where A is the algebra of all n×n complex matrices and τ is the
usual trace, it is well-known that the conventional Rényi relative entropy as well as the minimal
Rényi relative entropy tends to the Umegaki relative entropy as α→ 1. In fact, the same is true
for the general α− z-Rényi relative entropy which was proved in the paper [7]. The limit of the
Mosonyi-Ogawa version of quantum Rényi relative entropy is again the Umegaki relative entropy
as α→ 1, see [12]. Finally, the limiting case of the maximal Rényi relative entropy is the Belavkin-
Staszewski relative entropy, cf. 4.2.3 in [25].
In Theorem 1 in [11] we described the structure of all bijective maps between the positive def-
inite cones ofC∗-algebras which preserve the Umegaki relative entropy. (In fact, there we consid-
ered an evenmore general numerical quantity, the so-called quasi-entropy that involves a param-
eter, namely an invertible element of the underlying algebra which is the identity in our present
case.) The proof of that result is very much different from the proof of our Theorem 1 here. One
can easily see that themethod of the proof of Corollary 2 above can be used to derive the following
result from Theorem 1 in [11] on maps respecting the Umegaki relative entropy between density
spaces ofC∗-algebras.
Theorem 4. Let A ,B be C∗-algebras with faithful traces τ,ω, respectively, and let φ : D−1τ (A )→
D
−1
ω (B) be a surjective map. Then φ preserves the Umegaki relative entropy, i.e., it satisfies
SωU (φ(A)||φ(B))= S
τ
U (A||B), A,B ∈D
−1
τ (A )
if and only if φ is of the standard form.
The structure of maps preserving the Belavkin-Staszewski relative entropy is again the same as
we can see in the following theorem.
Theorem 5. Let A ,B be C∗-algebras with faithful traces τ,ω, respectively, and φ : D−1τ (A ) →
D
−1
ω (B) be a surjective map. Thenφ preserves the Belavkin-Staszewski relative entropy, i.e., it satis-
fies
(14) SωBS(φ(A)||φ(B))= S
τ
BS(A||B), A,B ∈D
−1
τ (A )
if and only if φ is of the standard form.
After describing the symmetry groups of density spaces with respect to the Umegaki and
Belavkin-Staszewski relative entropies, which turn to be the same as the symmetry groups with
respect to any sorts of quantum Rényi relative entropies above, we conclude the paper with the
following analogue of Theorem 3.
Theorem 6. Let A ,B be C∗-algebras with faithful traces τ,ω, respectively, and let φ : D−1τ (A )→
D
−1
ω (B) be a surjective map which satisfies
SωU (φ(A)||φ(B))= S
τ
BS(A||B), A,B ∈D
−1
τ (A ).
Then the algebras A ,B are necessarily commutative in which case the Umegaki and the Belavkin-
Staszewski relative entropies coincide and hence Theorem 4 or 5 applies and provides the form of φ,
in which the corresponding Jordan *-isomorphism is necessarily an algebra *-isomorphism.
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2. PROOFS AND SOME FURTHER RESULTS
In this sectionwepresent the proofs of our results formulated above. Moreover, we also present
some additional statements, Theorem15, Theorem16 andTheorem21whatwe obtain on theway.
Let us tell in advance that our basic idea in the proofs is simple and can be formulated as follows.
We show that our maps under considerations are closely related to certain order isomorphisms.
We describe the forms of those isomorphisms and then obtain the desired results. However, the
realization of this simple idea, as we will see, is quite complicated.
In the first part of the preparations we present characterizations of the order (the usual one
among self-adjoint elements in C∗-algebras) in terms of the various quantum Rényi relative en-
tropies. In the arguments of several such characterizations we will use the following auxiliary re-
sult. If A is aC∗-algebra, thenAs stands for the space of all of its self-adjoint elements.
Lemma7. LetA be a C∗-algebra with a faithful trace τ, and let f : [a,b]→R be a continuously dif-
ferentiable function. Pick X ,Y ∈As such thatσ(X+sY )⊂ [a,b] holds for all s from a nondegenerate
real interval [c,d ]. Then we have
(15)
d
ds
τ
(
f (X + sY )
)
|s=t = τ( f
′(X + tY )Y )= τ(Y 1/2 f ′(X + tY )Y 1/2), t ∈ [c,d ].
In particular, if f is increasing, then for any A,B ∈As with σ(A),σ(B) ⊂ [a,b] and A ≤ B, we have
τ( f (A)) ≤ τ( f (B)). Moreover, if f ′ is everywhere positive on [a,b] and for a given pair A,B ∈As we
have σ(A),σ(B)⊂ [a,b], A ≤B and τ( f (A))= τ( f (B)), then it follows that A =B.
Proof. In the case of matrix algebras, the formula (15) was given in Theorem 11.9 in [18]. In our
general setting, choose X ,Y as above, i.e., let X ,Y ∈As be such that σ(X + sY )⊂ [a,b] holds for all
s from a nondegenerate interval [c,d ]. One can easily verify that (15) holds for any power function
f with nonnegative integer exponent. It then follows that it also holdswhenever f is a polynomial.
We finally apply polynomial approximation. We choose a sequence (pn) of polynomials such that
pn → f and p ′n → f
′ uniformly on [a,b]. We refer to a well-known result from calculus stating
that if a sequence of continuously differentiable functions and also the sequence of its derivatives
converge uniformly, then the limit of the former sequence is continuously differentiable and its
derivative equals the limit of the latter sequence. Applying that result and using the boundedness
of trace functional τ (which follows from its positivity), the validity of the equality (15) follows
easily.
Assume now that f is increasing, A,B ∈As are such that σ(A),σ(B)⊂ [a,b] and A ≤ B . By (15)
we have
τ( f (B))−τ( f (A))=
∫1
0
τ
(
(B − A)1/2 f ′(A+ t (B − A))(B − A)1/2
)
dt .
Here the functionwhat we integrate is a continuous nonnegative function. It follows that τ( f (B))−
τ( f (A)) ≥ 0. Suppose next that f ′ is everywhere positive on [a,b] and τ( f (B))−τ( f (A)) = 0. We
deduce from the above displayed equality that τ((B − A)1/2 f ′(A+ t (B − A))(B − A)1/2)= 0, t ∈ [0,1].
This implies (B − A)1/2 f ′(A+ t (B − A))(B − A)1/2 = 0, t ∈ [0,1] and since the middle term here is
positive invertible, we easily conclude that B − A = 0. 
Now, our first characterization of the order in terms of quantumRényi relative entropies is the
following.
Lemma 8. Let α ∈]0,∞[ be a real number, A be a C∗-algebra with a faithful trace τ, and select
A,B ∈A −1+ . We have A ≤B if and only if τ ((X AX )
α)≤ τ ((XBX )α) holds for all X ∈A −1+ .
Therefore, for any given real number z > 0, we have that A
α
z ≤ B
α
z if and only if τ-Qα,z (A||X ) ≤
τ-Qα,z (B ||X ) is valid for all X ∈ A −1+ , and we have A
1−α
z ≤ B
1−α
z if and only if τ-Qα,z (X ||A) ≤
τ-Qα,z (X ||B) holds for all X ∈A −1+ .
7Proof. ByGelfand-Naimark theoremwemay assume thatA is aC∗-subalgebra of the full operator
algebra B(H) over some complex Hilbert space H containing the identity I .
The necessity part of the first statement follows from Lemma 7.
Assume now, that τ ((X AX )α) ≤ τ ((XBX )α) holds for all X ∈ A −1+ . By the continuity of the
power function and the trace, we have the same inequality also for any X ∈A+. Consider the self-
adjoint element B−A = S ofA whose spectrum is contained in the interval [a,b]⊂R. Let f be any
continuous nonnegative function on [a,b] with values in [0,1] which is zero in the positive part of
[a,b]. Then f (S) ∈A+, andwe have f (S)S f (S)≤ 0 implying f (S)B f (S)≤ f (S)A f (S). Assumeα≥ 1.
Thenwe apply Lemma 7 and obtain τ
(
( f (S)B f (S))α
)
≤ τ
(
( f (S)A f (S))α
)
. However, by the assump-
tion, we have the opposite inequality, too. By Lemma 7we deduce f (S)B f (S)= f (S)A f (S). Ifα< 1,
then we use the operator monotonicity of the power function with exponent α (observe that the
function t 7→ tα is not differentiable at 0) to obtain ( f (S)B f (S))α ≤ ( f (S)A f (S))α and then from
the equality τ
(
( f (S)B f (S))α
)
= τ
(
( f (S)A f (S))α
)
we easily deduce that f (S)B f (S) = f (S)A f (S).
Therefore, we have f (S)S f (S)= 0. Now, we can choose a sequence ( fn) of such functions f which
pointwise converges to the indicator function of the subinterval [a,0[ of [a,b]. We obtain that the
corresponding operator sequence ( fn(S)) strongly converges to the spectral projection P of S cor-
responding to the interval [a,0[. It follows that PSP = 0 which implies that S is positive, i.e., we
have A ≤B .
After this, the first statement in the last sentence of the lemma is apparent. As for the sec-
ond one, observe that for any C ,D ∈A −1+ we have that CD
2C and DC 2D are unitarily equivalent
(consider the polar decomposition ofDC ). It follows that for any A,X ∈A −1+ we have
τ-Qα,z (X ||A)= τ
(
A
1−α
2z X
α
z A
1−α
2z
)z
= τ
(
X
α
2z A
1−α
z X
α
2z
)z
and then we can apply the first statement of the lemma. 
Next, we characterize the order on the positive definite cone by the quantity τ-Qmaxα (.||.). In
order to do that, we need the following observation.
Lemma 9. Let f :]0,∞[→ R be a continuous function. Assume that the function g : [0,∞[→ R de-
fined by g (t )= t f (t ) for t > 0 and g (0)= 0 is continuous on [0,∞[. Let H be a complex Hilbert space
and A ∈ B(H) be a positive operator with closed range K ⊂ H. For any invertible positive operator
B ∈B(H), we deduce that AB2A is a positive invertible operator on K and we have
(16) A f (AB2A)A =B−1g (BA2B)B−1.
Proof. Clearly, the restriction of A to K is a positive invertible operator. It follows easily that the
restriction of AB2A to K is also invertible. The formula (16) holds whenever f is a polynomial.
Uniformly approximating f on the spectrum of the operator AB2A (when it is considered on the
subspace K ), and taking into consideration that the spectrum of AB2A and BA2B may differ only
in one single element, namely 0, we obtain the general conclusion. 
Using the previous observation we obtain the following characterization of the order.
Lemma 10. Let f :]0,∞[→ R be a strictly increasing continuous function which is also operator
monotone. Assume that the function g : [0,∞[→ R defined by g (t ) = t f (t ) for t > 0 and g (0) = 0
is continuous on [0,∞[. Let A be a C∗-algebra with faithful trace τ and select A,B ∈ A −1+ . The
following assertions are equivalent:
(i) A2 ≤B2;
(ii) τ(X f (X A2X )X )≤ τ(X f (XB2X )X ) holds for all X ∈A −1+ .
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Proof. The implication (i)⇒(ii) is trivial, it follows from the operator monotonicity of f and the
monotonicity of the trace τ.
Assume now that (ii) holds. As we have already done in the proof of Lemma 8, assume that A
is aC∗-subalgebra of B(H) for some complex Hilbert space H containing the identity I .
Consider the spectral measure of the self-adjoint operator B2− A2 ∈A on the Borel sets of the
real line. Let P0 be the spectral measure of the interval ]−∞,0[ and Pn be the spectral measure of
]−∞,−1/n], n ∈N. For any positive integerm, we consider the continuous function hm which is
1 on the interval ]−∞,−1/m], has derivative −m on ]−1/m,0[, and equals zero on [0,∞[. Define
Xm ∈ A+ by Xm = hm(B2 − A2). We have that Ynm = XmPn = PnXm is a positive operator with
closed range. Clearly, YnmB2Ynm ≤ YnmA2Ynm , hence, by the previous lemma, we have that
B−1g (BYnm
2B)B−1 = Ynm f (YnmB
2Ynm)Ynm ≤ Ynm f (YnmA
2Ynm)Ynm = A
−1g (AYnm
2A)A−1
holds for all n,m ∈N. The double sequence (Ynm)nm is bounded andwe see that for fixedm, when
n tends to infinity, (Ynm) converges in norm to Xm . It follows that (AYnm2A)nm is also bounded
and, for fixedm, it converges in norm to AXm2A as n→∞. Consequently, g (AYnm2A) converges
in norm to g (AXm2A) as n→∞. Obviously, the same holds for B in the place of A, too. Therefore,
we obtain
(17) B−1g (BXm
2B)B−1 ≤ A−1g (AXm
2A)A−1, m ∈N.
On the other hand, by our condition (ii) and the identity (16), we deduce that
τ(B−1g (BX 2B)B−1)= τ(X f (XB2X )X )≥ τ(X f (X A2X )X )= τ(A−1g (AX 2A)A−1)
holds for all X ∈A −1+ . Using continuity arguments, we can infer that the inequality holds also for
any X ∈A+ and hence we obtain
τ(B−1g (BXm
2B)B−1)≥ τ(A−1g (AXm
2A)A−1), m ∈N.
By (17), it follows that
τ(B−1g (BXm
2B)B−1)= τ(A−1g (AXm
2A)A−1), m ∈N
and, by (17) again and using the faithfulness of τ, we infer that
B−1g (BXm
2B)B−1 = A−1g (AXm
2A)A−1, m ∈N.
We know that the bounded continuous real functions are strongly continuous (see, e.g., 4.3.2. The-
orem in [13]). Clearly, the sequence (Xm) is bounded and strongly converges to P0. It follows that,
taking strong limits in the equality above, we can infer that
B−1g (BP0
2B)B−1 = A−1g (AP0
2A)A−1.
Using (16) again, we get that
P0 f (P0B
2P0)P0 = P0 f (P0A
2P0)P0.
This means that, on the range of P0, we have the identity f (P0B2P0) = f (P0A2P0) which, by the
strict monotonicity (and hence invertibility) of f , implies P0B2P0 = P0A2P0. We infer P0(B2 −
A2)P0 = 0 and, by the particular choice of P0, it follows that B2 ≥ A2. 
Using the above result we can easily get the following.
9Lemma 11. Let α ∈]0,2], α 6= 1 be a real number, A be a C∗-algebra with a faithful trace τ, and
select A,B ∈A −1+ . For 0<α< 1we have A ≤B if and only if τ-Q
max
α (A||X )≤ τ-Q
max
α (B ||X ) holds for
all X ∈A −1+ , while for 1 < α ≤ 2 we have A ≤ B if and only if τ-Q
max
α (X ||B) ≤ τ-Q
max
α (X ||A) holds
for all X ∈A −1+ .
Proof. First assume that α < 1. Applying Lemma 10 for the operator monotone function
f (t ) = −t−α, t > 0, we obtain that A2 ≤ B2 is valid if and only if τ(X (X−1B−2X−1)αX ) ≤
τ(X (X−1A−2X−1)αX ) holds for all X ∈A −1+ . One can easily conclude from this that we have A ≤ B
if and only if τ-Qmaxα (A||X )≤ τ-Q
max
α (B ||X ) holds for all X ∈A
−1
+ .
Assume now that 1 < α ≤ 2. By Lemma 10 again, we have that A2 ≤ B2 is valid if and only if
τ(X (X A2X )α−1X ) ≤ τ(X (XB2X )α−1X ) holds for all X ∈A −1+ . On the other hand, by Lemma 9 we
have
X (X A−2X )α−1X = A(A−1X 2A−1)αA
for any pairs A,X ∈ A −1+ . From these we can easily conclude that A ≤ B if and only if
τ-Qmaxα (X ||B)≤ τ-Q
max
α (X ||A) holds for all X ∈A
−1
+ . 
The next result gives a characterization of the order in terms of the quantity τ-Qmoα (.||.).
Lemma 12. Let A be a C∗-algebra with a faithful trace τ. Pick T,S ∈As . We have T ≤ S if and only
if τ(exp(T +X ))≤ τ(exp(S+X )) holds for all X ∈As .
In particular, for any α ∈]0,∞[, α 6= 1 and for arbitrary A,B ∈A −1+ , we have logA ≤ logB if and
only if τ-Qmoα (A||X )≤ τ-Q
mo
α (B ||X )holds for all X ∈A
−1
+ . Moreover, ifα> 1, then for any A,B ∈A
−1
+
we have logA ≤ logB if and only if τ-Qmoα (X ||B)≤ τ-Q
mo
α (X ||A) holds for all X ∈A
−1
+ .
Proof. The necessity part of the first statement follows from Lemma 7.
As for the sufficiency, assume that τ(exp(T + X )) ≤ τ(exp(S + X )) holds for all X ∈As . Denote
C = S −T and write X −T in the place of X . We have τ(exp(X )) ≤ τ(exp(C + X )), X ∈ As . Let
D = exp(C ). Then for every E ∈A −1+ which commutes withD we have that logE commutes withC
and, choosing X = logE , we obtain τ(E )≤ τ(DE ). An argument similar to what was applied in the
sufficiency part of the proof of Lemma 8 gives us that I ≤D. This impliesC ≥ 0, i.e., T ≤ S.
The remaining part of the lemma is just obvious. 
We next collect some useful properties of Jordan *-isomorphisms that we will use in what fol-
lows. First, any Jordan *-isomorphism J :A →B satisfies
J (XY X )= J (X )J (Y )J (X ), X ,Y ∈A ,
and hence
(18) J (X n)= J (X )n , X ∈A
holds for every nonnegative integer n, see 6.3.2 Lemma in [16]. In particular, J is unital meaning
that J sends the identity to the identity. Since J is clearly positive (in fact, it preserves the order
between self-adjoint elements in both directions), it is bounded. Indeed, more is true: J is an
isometry with respect to theC∗-norm. By Proposition 1.3 in [22], J preserves invertibility, namely
we have
J (X−1)= J (X )−1
for every invertible element X ∈A . It follows that J preserves the spectrum and, using continuous
function calculus, from (18) we deduce that
J ( f (X ))= f (J (X ))
holds for any self-adjoint element X ∈As and continuous real function f on the spectrum of X .
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We continue the preparations and recall the definition of the Thompsonmetric (or Thompson
part metric). In fact, it can be defined in a rather general setting involving normed linear spaces
and certain closed cones, see [24]. In the case of a C∗-algebra A , that general definition of the
Thompsonmetric dT on the positive definite cone A −1+ reads as follows
(19) dT (A,B)= logmax{M(A/B),M(B/A)}, A,B ∈A
−1
+ ,
where M(X /Y ) = inf{t > 0 : X ≤ tY } for any X ,Y ∈ A −1+ . It is easy to see that dT can also be
rewritten as
dT (A,B)=
∥∥log(A−1/2BA−1/2)∥∥ , A,B ∈A −1+ .
Here and in what follows ‖.‖ denotes theC∗-norm on A .
The structure of surjective Thompson isometries is known and it was described in our paper
[5]. By Theorem 9 in [5], we have that for givenC∗-algebras A ,B and surjective Thompson isom-
etry φ :A −1+ →B
−1
+ , there are a central projection P in B and a Jordan *-isomorphism J :A →B
such that φ is of the form
(20) φ(A)=φ(I )1/2
(
P J (A)+ (I −P )J (A−1)
)
φ(I )1/2, A ∈A −1+ .
(We remark that the converse statement is also true, any map between the positive definite cones
A
−1
+ ,B
−1
+ of the form (20) is necessarily a surjective Thompson isometry.) The crucial observation
we make below concerns positive homogeneous order isomorphisms. If φ :A −1+ →B
−1
+ is a bijec-
tive map such that for any A,B ∈A −1+ we have A ≤ B if and only if φ(A)≤φ(B), then φ is called an
order isomorphism. Moreover, we say that φ is positive homogeneous if φ(t A) = tφ(A) holds for
all A ∈A −1+ and real number t > 0.
Theorem 9 in [5] immediately gives us the following.
Theorem 13. Let A ,B be C∗-algebras. The map φ : A →B is a positive homogeneous order iso-
morphism if and only if it is of the form
φ(A)=C J (A)C , A ∈A −1+ ,
where C ∈B−1+ and J :A →B is a Jordan *-isomorphism.
Beside surjective Thompson isometries we will also need to consider surjective dilations (ho-
motheties)with respect to the Thompsonmetric. In the proof of the corresponding result Theorem
15 and also in the proof of Theorem 16, we will use a general Mazur-Ulam type result of ours, see
Theorem 3 in [9]. For the sake of completeness, below we formulate that general result but in a
somewhat weaker form which is however just appropriate for our present aims.
First we need a concept. Let X be a set equipped with a binary operation ⋄ which satisfies the
following conditions:
(a1) a ⋄a = a holds for every a ∈ X ;
(a2) a ⋄ (a ⋄b)= b holds for any a,b ∈ X ;
(a3) the equation x ⋄a = b has a unique solution x ∈ X for any given a,b ∈ X .
Then we call the pair (X ,⋄) a point-reflection geometry. A trivial example for such a structure is
any linear space equipped with the operation a ⋄b = 2a−b. A quite nontrivial example is when
we consider the positive definite cone A −1+ of a C
∗-algebra A equipped with the operation a ⋄
b = ab−1a, a,b ∈ A −1+ (see [9], the discussion after Definition 1). Now, the general Mazur-Ulam
theorem we need reads as follows.
Theorem 14 (cf. Theorem 3 in [9]). Let (X ,⋄), (Y ,⋆) be point-reflection geometries equipped with
metrics d ,ρ, respectively, such that
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(b1) d(a ⋄ x,a ⋄ y) = d(x, y) holds for all a,x, y ∈ X and, similarly,
(b1’) ρ(a′⋆x′,a′⋆ y ′)= ρ(x′, y ′) is valid for all a′,x′, y ′ ∈ Y ;
(b2) there exists a constant K > 1 such that d(x, y ⋄ x)≥Kd(x, y) holds for every x, y ∈ X .
If φ : X → Y is a surjective isometry, i.e., a surjective map which satisfies
ρ(φ(x),φ(y))= d(x, y), x, y ∈ X ,
then we have that φ is an isomorphism in the sense that
φ(x ⋄ y)=φ(x)⋆φ(y), x, y ∈ X .
The following interesting result says that the existence of a non-isometric surjective dilation
(homothety) between the positive definite cones of C∗-algebras with respect to the Thompson
metric implies that the underlying algebras are necessarily commutative. More precisely, we have
the following statement.
Theorem 15. If A and B are C∗-algebras and there is a surjective map φ :A −1+ →B
−1
+ such that
(21) dT (φ(A),φ(B))= γdT (A,B), A,B ∈A
−1
+
holds with some positive real number γ different from 1, then the algebras A ,B are necessarily
commutative.
Note that the first part of the proof goes along the lines of the proof of Theorem 9 in [5].
Proof. Assume that we have a surjective map φ satisfying (21). Clearly, all maps of the form B 7→
TBT ∗, with any invertible T ∈ B are Thompson isometries of B−1+ . Therefore, considering the
transformationφ(I )−1/2φ(.)φ(I )−1/2, we can and do assume thatφ is unital, it sends the unit to the
unit.
We can apply our generalMazur-Ulam theorem, Theorem 14, for the pair dT ,γdT ofmetrics on
the point-reflection geometriesA −1+ ,B
−1
+ , respectively. (To see that all the conditions in Theorem
14 are satisfied, we refer the reader to the proof of Proposition 13 in [9].) We infer that
φ(AB−1A)=φ(A)φ(B)−1φ(A), A,B ∈A −1+ .
Since φ sends the identity to the identity, it follows that φ(B−1) = φ(B)−1, B ∈ A −1+ and thus φ
fulfills
(22) φ(ABA)=φ(A)φ(B)φ(A), A,B ∈A −1+ .
The topology of the Thompson metric coincides with the topology of the C∗-norm on A −1+ (see
Proposition 13 in [9] for a more general statement). Since φ is trivially continuous with respect to
the Thompsonmetric, it is continuouswith respect to theC∗-norm. It follows thatwehaveφ(At )=
(φ(A))t for any A ∈A −1+ and real number t . In fact, using (22), one can first prove this identity for
integers, next for rationals and finally, using continuity, for all reals. Define F (S) = logφ(exp(S)),
S ∈As . We know from [5] (see p. 166 there) that the formula
dT (exp(tS),exp(tR))
t
→‖S−R‖ as t→ 0
holds for all S,R ∈As . Since
dT (exp(tF (S)),exp(tF (R)))= dT ((φ(exp(S)))
t , (φ(exp(R)))t )=
dT (φ(exp(tS)),φ(exp(tR)))= γdT (exp(tS),exp(tR)), t > 0,
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hence we deduce
‖F (S)−F (R)‖ = γ‖S−R‖, S,R ∈As .
We know that φ(I ) = I and it implies that F (0) = 0. We have that (1/γ)F is a surjective isometry
between the normed real linear spacesAs andBs . The classical Mazur-Ulam theorem asserts that
any surjective isometry between normed real linear spaces is affine and hence it is a surjective
linear isometry followed by a translation. Therefore, we obtain that (1/γ)F is a surjective linear
isometry. The structure of such maps between the self-adjoint parts ofC∗-algebras was described
by Kadison, see Theorem 2 in [6]. That result says that F is necessarily of the form
F (S)= γC J (S), S ∈As ,
where C ∈ Bs is a central symmetry (central self-adjoint unitary) and J : A → B is a Jordan *-
isomorphism. Concerningφ, this means that
φ(A)= exp
(
γC J (logA)
)
, A ∈A −1+ .
Since Jordan *-isomorphisms (as well as their inverses) send commuting elements to commut-
ing elements (see, e.g., 6.3.4 Theorem in [16]), it follows that there is a central symmetry D ∈ A
such that J (D)=C and hence we easily have
φ(A)= J (exp(γD logA)), A ∈A −1+ .
Since Jordan *-isomorphisms, when restricted to positive definite cones, are clearly Thompson
isometries, hence, by (21) we have
dT (exp(γD logA),exp(γD logB))= γdT (A,B), A,B ∈A
−1
+ .
It is not difficult to check that with the central symmetry D, the transformation A 7→ exp(D logA)
is also a Thomson isometry. Therefore, from the above displayed formula we infer
dT (A
γ,Bγ)= γdT (A,B), A,B ∈A
−1
+ .
This clearly implies the validity of the following identity
‖ log(AγBγAγ)‖ = ‖ log(ABA)γ‖, A,B ∈A −1+ .
Choosing elements A,B ∈A −1+ such that A,B ≥ I , we have
log‖AγBγAγ‖ = ‖ log(AγBγAγ)‖ = ‖ log(ABA)γ‖ = log‖(ABA)γ‖, A,B ∈A −1+ .
Therefore, for such A,B ∈A −1+ , it follows that
(23) ‖AγBγAγ‖ = ‖ABA‖γ.
Obviously, multiplying any A,B ∈ A −1+ by positive scalars, we obtain the above equality for all
A,B ∈ A −1+ , too. Next observe that for any E ,F ∈ A
−1
+ the following holds: E ≤ F if and only
if ‖XEX ‖ ≤ ‖XFX ‖ is valid for all X ∈ A −1+ . Indeed, only the sufficiency needs proof. Choose
X = F−1/2. Then we have ‖F−1/2EF−1/2‖ ≤ 1, implying F−1/2EF−1/2 ≤ I which gives E ≤ F . Conse-
quently, from (23) we can deduce that the map B 7→Bγ is an order automorphism of A −1+ .
Theorem 2 in [15] states (among others) that if a nonconcave continuous increasing numerical
function is operator monotone on A −1+ , then A is necessarily commutative. Applying this result
we obtain that A is commutative and since Jordan *-isomorphisms preserve commutativity, it
follows thatB is also commutative. The proof is complete. 
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The following is a crucial result in which we extend the statement of Theorem 13. Here we de-
scribe the forms of positive homogeneous surjective maps between positive definite cones which
respect certain pairs of order relations.
Theorem 16. Let f ,g each be either the logarithm function or a power function with a positive
exponent defined on the positive real line. Let A ,B be C∗-algebras, φ : A −1+ → B
−1
+ be a surjec-
tive positive homogeneous map such that for any A,B ∈ A −1+ we have f (A) ≤ f (B) if and only if
g (φ(A))≤ g (φ(A)). We can describe the structure of φ as follows.
(c1) If f ,g are both power functions and f = g , then φ is of the form
φ(A)= f −1(C J ( f (A))C ), A ∈A −1+ ,
where C ∈B−1+ and J :A →B is a Jordan *-isomorphism.
(c2) If f ,g are both power functions and f 6= g , then the algebrasA ,B are necessarily commuta-
tive and φ is of the form
φ(A)=C J (A), A ∈A −1+ ,
where C ∈B−1+ and J :A →B is an algebra *-isomorphism.
(c3) If f = g = log, then φ is of the form
φ(A)= exp(J (logA)+X0), A ∈A
−1
+ ,
where J :A →B is a Jordan *-isomorphism and X0 ∈Bs .
(c4) If f is a power function and g is the logarithmic function, then A ,B are necessarily com-
mutative and φ is of the form
φ(A)=C J (A), A ∈A −1+
where C ∈B−1+ and J :A →B is an algebra *-isomorphism.
Proof. The injectivity of φ is obvious. Indeed, from φ(A) = φ(B) we obtain f (A) = f (B) which
implies A =B for any A,B ∈A −1+ .
Assume that both f ,g are power functions, f (t ) = tγ, g (t )= tδ, t > 0 holds with some positive
real numbers γ,δ. Then the bijectivemapψ :A −1+ →B
−1
+ defined byψ(A)=φ(A
1
γ )δ, A ∈A −1+ is an
order isomorphismmeaning that for any A,B ∈A we have A ≤ B if and only ifψ(A)≤ψ(B) holds.
Moreover,ψ(t A)= t
δ
γψ(A) for any A ∈A −1+ and positive real number t . Therefore, we have A ≤ tB
if and only ifψ(A)≤ t
δ
γψ(B) and, by the definition of the Thompsonmetric in (19), it is easy to see
that we have
dT (ψ(A),ψ(B))=
δ
γ
dT (A,B), A,B ∈A
−1
+ .
If δ= γ, then we obtain thatψ is a surjective Thompson isometry which is positive homogeneous
and we can apply Theorem 13 to deduce that ψ(A) =C J (A)C , A ∈A −1+ holds with some C ∈B
−1
+
and Jordan *-isomorphism J :A →B. Therefore, we have
φ(A)= (C J (Aγ)C )
1
γ , A ∈A −1+
which proves (c1). If δ 6= γ, then applying Theorem 15, we obtain that A ,B are commutative. But
then φ obviously has the property that A ≤B holds if and only if φ(A)≤φ(B). We obtain thatφ is a
positive homogeneous Thompson isometry and one can complete the proof of (c2) easily.
Assume next that both f ,g are the logarithmic function. Then the bijectionφ :A −1+ →B
−1
+ has
the following property: for any A,B ∈A −1+ we have logA ≤ logB if and only if logφ(A) ≤ logφ(B).
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Define the bijectivemapψ : T 7→ logφ(exp(T )) onAs . It is apparent thatψ is an order isomorphism
between the spacesAs andBs . Moreover, because of the homogeneity ofφ, we calculate as follows
ψ(T + t I )= logφ(e t exp(T ))= loge tφ(exp(T ))= t I +ψ(T ), T ∈As , t ∈R.
Consequently, for any T,S ∈As and real number t , the next equivalences hold true
T −S ≤ t I ⇔ T ≤ S+ t I ⇔ψ(T )≤ψ(S+ t I )=ψ(S)+ t I ⇔ψ(T )−ψ(S)≤ t I .
It is apparent that for any element X ∈As , we have the following formula for its norm:
(24) ‖X ‖ =max{min{t ∈R : X ≤ t I },min{t ∈R : −X ≤ t I }}.
Using this, we obtain thatψ satisfies
‖ψ(T )−ψ(S)‖ = ‖T −S‖, T,S ∈As ,
i.e., ψ is a surjective isometry between the normed real linear spaces As and Bs . Applying the
classical Mazur-Ulam theorem,we obtain thatψ is a surjective linear isometry followed by a trans-
lation. Using Kadison’s result Theorem 2 in [6] again, we have a central symmetryC ∈B, a Jordan
*-isomorphism J :A →B and an element X0 in Bs such that log(φ(exp(T )))=ψ(T )=C J (T )+X0
holds for all T ∈As . It follows that φ is necessarily of the form
(25) φ(A)= exp(C J (logA)+X0), A ∈A
−1
+ .
Choosing A = t I for any t > 0 and using (25), from the identity φ(t I ) = tφ(I ) we deduce that
exp((log t )C + X0) = exp((log t )I + X0). Clearly, this gives us that C is the identity. Therefore, we
have
φ(A)= exp(J (logA)+X0), A ∈A
−1
+
which proves (c3).
Assume finally that f is the power function with exponent γ> 0 and g is the logarithmic func-
tion. For any A,B ∈ A −1+ , the inequality A
γ ≤ Bγ holds if and only if logφ(A) ≤ logφ(B) is valid.
Therefore, the transformation ψ : A 7→ logφ(A
1
γ ) is an order isomorphism between A −1+ and Bs .
We have that
A ≤ tB⇔ logφ(A
1
γ )≤ logφ((tB)
1
γ )= log t
1
γφ(B
1
γ )⇔ψ(A)≤
(
1
γ
log t
)
I +ψ(B)
for all A,B ∈A −1+ and positive real number t . By the definition of the Thompsonmetric in (19) and
(24), we obtain that
‖ψ(A)−ψ(B)‖ =
1
γ
dT (A,B), A,B ∈A
−1
+ .
The generalized Mazur-Ulam theorem above can be applied for the metric 1γdT (., .) on the point-
reflection geometry A −1+ and the metric of the C
∗-norm ‖.‖ on the point-reflection geometry Bs
(we consider the operations A ⋄B = AB−1A on A −1+ and A⋆B = 2A−B on Bs .) From Theorem 14
we obtain thatψ is an isomorphism between point-reflection geometries, namely, it satisfies
(26) ψ(AB−1A)= 2ψ(A)−ψ(B), A,B ∈A −1+ .
It is well-known (sometimes it is called Anderson-Trapp theorem) that the geometricmean
A♯B = A1/2(A−1/2BA−1/2)1/2A1/2
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is the unique solution X ∈A −1+ of the equation X A
−1X =B for any given A,B ∈A −1+ . Similarly, the
arithmeticmean (A+B)/2 is the unique solution X ∈Bs of the equation 2X − A = B for any given
A,B ∈Bs . From (26) we can now conclude that
ψ(A♯B)=
ψ(A)+ψ(B)
2
, A,B ∈A −1+ .
Indeed, choosing X = A♯B , we have
ψ(B)=ψ(X A−1X )= 2ψ(X )−ψ(A)
which implies
ψ(A♯B)=ψ(X )=
ψ(A)+ψ(B)
2
, A,B ∈A −1+ .
It means that the bijective mapψ transforms the geometricmean on A −1+ to the arithmeticmean
on Bs . Proposition 7 in [10] tells that this can happen only when A is commutative. But in that
case, for any A,B ∈A −1+ we have A
γ ≤ Bγ if and only if logA ≤ logB . Now, applying (c3), one can
easily complete the proof referring to the already used fact that Jordan *-isomorphisms preserve
commutativity in both directions. 
Beside the order related characterizations given in the first part of the section, wewill also need
some conditions for positive invertible elements of a C∗-algebra, the fulfillment of each of which
implies that the elements in question are necessarily central. Our first corresponding result reads
as follows.
Lemma 17. Let A ,B be C∗-algebras with faithful traces τ and ω, respectively. Let J : A →B be a
Jordan *-isomorphism and C ∈B−1+ be such that ω(C J (X )) = τ(X ) holds for all X ∈A . Then C is
necessarily a central element in B.
Proof. We assume that ω is of norm 1. Then the corresponding GNS construction gives us a *-
representation pi : B → B(H) on some Hilbert space H with a cyclic unit vector ξ ∈ H such that
〈pi(B)ξ,ξ〉 =ω(B), B ∈B. By the faithfulness ofω, the representationpi is clearly injective, therefore,
pi is an isometry. It follows that pi(B)⊂B(H) is aC∗-subalgebra. We denote its weak closure byC .
By Proposition 3.19 in [23], there is a faithful normal trace ν onC such that ν(pi(B))=ω(B), B ∈B.
Let D =pi(C ). Clearly,D ∈C is positive invertible. We have
(27) ν(Dpi(J (X )))= ν(pi(C J (X )))=ω(C J (X ))= τ(X ), X ∈A .
Denote G = pi◦ J which is an (injective) Jordan *-homomorphism from theC∗-algebra A into the
von Neumann algebra C . By Theorem 3.3 in [21], G is the direct sum of a *-homomorphism and
a *-antihomomorphism. Namely, there are orthogonal central projections P,Q in C with P +Q =
I such that X 7→ G(X )P is a *-homomorphism and X 7→ G(X )Q is a *-antihomomorphism. We
compute
ν(DG(XY ))= ν(DG(XY )P +DG(XY )Q)= ν(DG(X )G(Y )P +DG(Y )G(X )Q), X ,Y ∈A .
In a similar way, we have
ν(DG(Y X ))= ν(DG(Y )G(X )P +DG(X )G(Y )Q), X ,Y ∈A .
But, by (27), ν(DG(XY )) = τ(XY ) = τ(Y X ) = ν(DG(Y X )), X ,Y ∈ A . Hence, from the last two
displayed equalities, we deduce that
ν(DG(X )G(Y )P −DG(Y )G(X )P )+ν(DG(Y )G(X )Q−DG(X )G(Y )Q)= 0, X ,Y ∈A .
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Using the facts that P,Q are central projections in C and ν is a trace, it follows that
ν(P (DG(X )−G(X )D)G(Y )+Q(G(X )D −DG(X ))G(Y ))= 0, X ,Y ∈A .
SinceG(Y ) runs through the set pi(B) which is weak operator dense in C , and ν is normal (in fact,
it is a vector state as it can be seen in the proof of Proposition 3.19 in [23]), using the faithfulness
of ν, we conclude that
P (DG(X )−G(X )D)+Q(G(X )D −DG(X ))= 0
holds for all X ∈A . Multiplying this equality by P and Q, respectively, from the left, we see that
P (DG(X )−G(X )D), Q(DG(X )−G(X )D) are both zero for all X ∈ A . This gives that DG(X )−
G(X )D = 0, X ∈ A . Therefore, D is central in pi(B) and, since pi is injective, we conclude that
C is central in B. The proof is complete. 
We will also need the following generalization of the assertion above.
Lemma 18. Let A ,B be C∗-algebras with faithful traces τ and ω, respectively. Let J : A →B be a
Jordan *-isomorphism, C ∈B−1+ and β be a positive real number such that ω
(
(C J (A
1
β )C )β
)
= τ(A)
holds for all A ∈A −1+ . ThenC is necessarily a central element in B.
Proof. First, we clearly have ω
(
(CBC )β
)
= τ
(
(J−1(B))β
)
, B ∈B. For any D ∈B−1+ and t ≥ 0, plug
I + tD in the place of B . We have
ω
(
(C 2+ t (CDC ))β
)
= τ
(
(I + t J−1(D))β
)
.
Differentiate with respect to t at t = 0 and apply Lemma 7. We deduce
βω
(
(C 2(β−1))CDC
)
=βτ
(
J−1(D)
)
.
It follows that ω(C 2βD) = τ(J−1(D)) holds for all D ∈B−1+ . Since B
−1
+ linearly generates B, we get
that the latter equality holds for all elements D of B. Applying Lemma 17, we apparently obtain
thatC 2β and hence alsoC are central elements in B. 
The last condition concerning centrality that we will use is given in the following assertion.
Lemma 19. Let A ,B be C∗-algebras with faithful traces τ and ω, respectively. Let J : A →B be a
Jordan *-isomorphism and X0 ∈Bs be a self-adjoint element such that
(28) ω(exp(J (T )+X0))= τ(exp(T ))
holds for all T ∈As . Then X0 is necessarily a central element in B.
Proof. For any self-adjoint element S ∈ As and real number t , put tS in the place of T in (28).
Differentiating with respect to t at t = 0, by Lemma 7 we obtain
τ
(
(expX0)J (S)
)
= τ(S), S ∈As .
Applying Lemma 17, we infer that exp(X0) and hence also X0 are central elements in B. 
Observe that by our results Lemmas 17-19, we have the following complement to Theorem 16.
Corollary 20. Assume that A ,B are C∗-algebras with faithful traces τ and ω, respectively. If the
surjective positive homogeneous map φ :A −1+ →B
−1
+ in Theorem 16 is also trace-preservingmean-
ing that ω(φ(A)) = τ(A), A ∈A −1+ , then we obtain that the elements C ,X0 in (c1) and (c3), respec-
tively, are necessarily central. Therefore, it follows that in that case the transformation φ is of the
form φ(A) = DJ (A), A ∈ A −1+ , where D ∈ B
−1
+ is a central element and J : A → B is a Jordan *-
isomorphism.
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After those long preparationswe are now in a position to present the proofs of ourmain results.
We begin with that of Theorem 1.
Proof of Theorem 1. We deal only with the necessity parts of the statements corresponding to the
different quantities (6)-(10). The sufficiency parts are easy to check using the properties of Jordan
*-isomorphisms listed previously (after Lemma 12).
I. We first assume that φ :A −1+ →B
−1
+ is a surjectivemap which satisfies (11). Using Lemma 8,
we have that φ has the following order preserving property: for any pair of elements A,B ∈A −1+ ,
we have A
α
z ≤B
α
z if and only if φ(A)
α
z ≤φ(B)
α
z . Indeed, we have
(29)
A
α
z ≤B
α
z ⇔ τ-Qα,z (A||X )≤ τ-Qα,z(B ||X ), X ∈A
−1
+
⇔ω-Qα,z (φ(A)||φ(X ))≤ω-Qα,z (φ(B)||φ(X )), X ∈A
−1
+ ⇔φ(A)
α
z ≤φ(B)
α
z .
Furthermore, from the original preserver property (11) we also easily conclude that φ is positive
homogeneous. To verify this, for given A ∈A −1+ and t > 0, and for arbitrary X ∈A
−1
+ we compute
as follows
(30)
ω-Qα,z (φ(t A)||φ(X ))= τ-Qα,z (t A||X )= t
ατ-Qα,z (A||X )
= tαω-Qα,z (φ(A)||φ(X ))=ω-Qα,z (tφ(A)||φ(X )).
By Lemma 8, we conclude that φ(t A) = tφ(A). If we write B = A in (11), we get ω(φ(A)) = τ(A),
A ∈ A −1+ . We can apply (c1) in Theorem 16 and Corollary 20 to deduce that there are a central
element C ∈B−1+ and a Jordan *-isomorphism J :A →B such that φ is of the form φ(A)=C J (A),
A ∈A −1+ . This gives us the necessity parts of the statements concerning the quantities in (6), (7)
and (8).
II. We next examine the case of the quantity in (9). Let φ :A −1+ →B
−1
+ be a surjectivemap with
the property that
(31) ω-Qmaxα (φ(A)||φ(B))= τ-Q
max
α (A||B), A,B ∈A
−1
+ .
We can follow the argument given in the previous part of the proof and apply Lemma 11 to see
that φ is a positive homogeneous order isomorphism from A −1+ onto B
−1
+ . Putting B = A into
the equality (31), we get ω(φ(A)) = τ(A), A ∈ A −1+ . Therefore, applying (c1) in Theorem 16 and
Corollary 20 again, we obtain the required conclusion.
III. Finally, we turn to the case of the quantity in (10). Let φ : A −1+ →B
−1
+ be a surjective map
which satisfies
(32) ω-Qmoα (φ(A)||φ(B))= τ-Q
mo
α (A||B), A,B ∈A
−1
+ .
By Lemma12wededuce thatφhas the following property: for any A,B ∈A −1+ wehave log A ≤ logB
if and only if logφ(A)≤ logφ(B). Applying a simple calculation of the style of (30) and referring to
Lemma 12 again, we obtain that φ is positive homogeneous. If we put B = A into (32), we get
ω(φ(A)) = τ(A), A ∈ A −1+ . By (c3) in Theorem 16 and Corollary 20, we can trivially complete the
necessity part of the proof concerning the quantity (10).
As already mentioned, the sufficiency parts of the corresponding statements are easy to check
by applying the previously listed properties of Jordan *-isomorphisms. This finishes the proof of
the theorem. 
Weproceedwith the following comment. When not restricted to the density space, but defined
and studied on the whole positive definite cone of a matrix algebra (i.e., the full operator algebra
over a finite dimensional Hilbert space), the quantities in (6)-(10) are in fact usually normalized by
the trace of the first variable (see, for example, Definitions 4.3 and 4.5 in [25]). Apparently, modify-
ing the problems what we have solved in Theorem 1 in that way, we can arrive at a new collection
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of problems. We do not want to deal with all those questions in details since here our focus is
on maps defined on density spaces (which are the most relevant problems we believe) and, as we
will see soon, the required results can be derived directly from Theorem 1. However, we pick one
such question, the one related to the quantity Qmoα and demonstrate that, with some modifica-
tions, our approach developed above can be adopted to that setting, too. We believe that with
more or less difficulties all other problems concerning the normalized versions of the quantities
in (6)-(10) could be solved as well. The reason for choosing exactly the quantity Qmoα is that the
corresponding symmetry transformations have been determined recently in the paper [4] in the
finite dimensional case. Hence, the following result is a far reaching generalization of Theorem 1
in [4] for the case of abstractC∗-algebras.
Theorem 21. Let A ,B be C∗-algebras with faithful traces τ,ω, respectively, and let α be a given
positive real number different from 1. Assume that φ : A −1+ → B
−1
+ is a surjective map. Then φ
satisfies
(33)
ω-Qmoα (φ(A)||φ(B))
ω(φ(A))
=
τ-Qmoα (A||B)
τ(A)
, A,B ∈A −1+
if and only if there are a central element C ∈B−1+ and a Jordan *-isomorphism φ :A →B such that
φ(A)=C J (A) holds for all A ∈A −1+ and ω(C J (X ))=
ω(C )
τ(I ) τ(X ) is satisfied for all X ∈A .
In particular, any surjective map φ : A −1+ → B
−1
+ which satisfies (33) is necessarily a constant
multiple of a map of the standard form.
Proof. Assume that the surjective map φ : A −1+ → B
−1
+ satisfies (33). By the first part of the
statement in Lemma 12, we have the following equivalence: for any B ,B ′ ∈ A −1+ , the inequality
(1−α) logB ≤ (1−α) logB ′ holds if and only if
τ-Qmoα (X ||B)
τ(X )
≤
τ-Qmoα (X ||B
′)
τ(X )
, X ∈A −1+ .
One can easily deduce from this characterization that φ has the property that logB ≤ logB ′ if and
only if logφ(B)≤ logφ(B ′) for any B ,B ′ ∈A −1+ and then that φ is positive homogeneous. By (c3) in
Theorem 16we infer that there is a Jordan *-isomorphism J :A →B and an element X0 ∈Bs such
that φ(A)= exp(J (logA)+X0), A ∈A −1+ . We claim that X0 is a central element in B. In fact, using
(33), we have
ω
(
exp(αJ (logA)+ (1−α)J (logB)+X0)
)
ω
(
exp(J (logA)+X0)
) = τ
(
exp(α logA+ (1−α) logB)
)
τ
(
exp(logA)
) , A,B ∈A −1+ .
Then, with β= 1/α, we can rewrite this as
ω(exp(J (T )+ J (S)+X0))
ω(exp(βJ (T )+X0))
=
τ(exp(T +S))
τ(exp(βT ))
, T,S ∈As .
Since the elements T +S and βT are in fact independent, we infer that
ω(exp(J (R)+X0))
ω(exp(J (R ′)+X0))
=
τ(exp(R))
τ(exp(R ′))
, R ,R ′ ∈As .
This implies that
(34) ω(exp(J (R)+X0))= δτ(exp(R)), R ∈As
holds with some positive constant δ. Writing δ= expγ for some γ ∈R, we have
ω(exp(J (R)+ (X0−γI )))= τ(exp(R)), R ∈As .
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Using Lemma 19, we deduce that X0−γI and hence also X0 are central elements of B. Therefore,
with the central elementD = exp(X0) in B, it follows that
φ(A)= exp(J (logA)+X0)=DJ (A), A ∈B.
PluggingR = logA into (34), we haveω(DJ (A))= δτ(A), A ∈A −1+ . Choosing A = I , it is now obvious
that δ= ω(D)τ(I ) . We obtain
ω(DJ (A))=
ω(D)
τ(I )
τ(A), A ∈A −1+ .
By linearity, the above equality holds also on the whole algebraA . This completes the proof of the
necessity part of the theorem.
The sufficiency part can easily be checked. 
We next present the proof of our statement concerning quantum Rényi relative entropy pre-
servers between density spaces ofC∗-algebras which is one of our main goals in this paper.
Proof of Corollary 2. As above, we check only the necessity parts of the statement, the sufficiency
follows by easy computations. Our strategy is simple and applies in the case of any of the con-
sidered quantum Rényi relative entropies. In fact, the only thing we have to do is the following.
We extend the given transformation φ : D−1τ (A )→ D
−1
ω (B) in the statement to a surjective map
ψ :A −1+ →B
−1
+ between positive definite cones by the simple formula
(35) ψ(A)= τ(A)φ
(
A
τ(A)
)
, A ∈A −1+ .
It can easily be checked that this extensionψ satisfies the conditions in Theorem 1. Application of
that result apparently gives us the desired formula for φ. 
We now turn to the proof of our theorem about the essential difference among the considered
quantum Rényi relative entropies.
Proof of Theorem 3. I. In the first part of the proof let φ : D−1τ (A )→ D
−1
ω (B) be a surjective map
which satisfies
ω-Dmoα ((φ(A)||φ(B))= τ-Dα,z (A||B), A,B ∈D
−1
τ (A ).
By the formula given in (35) we extend the transformation φ : D−1τ (A )→ D
−1
ω (B) to a map (de-
noted by the same symbol) φ :A −1+ →B
−1
+ . This new transformation is a surjective map between
positive definite cones and it can easily be verified that it satisfies
ω-Qmoα (φ(A)||φ(B))= τ-Qα,z (A||B), A,B ∈A
−1
+ .
By Lemmas 8 and 12 we have that for any A,B ∈A −1+ , the inequality A
α
z ≤ B
α
z holds if and only if
logφ(A)≤ logφ(B) is valid. By its constructionφ is obviously positive homogeneous. Applying (c4)
in Theorem 16 we infer thatA ,B are commutative and we are done.
As for other pairs of quantumRényi relatives entropies, we can continue in a similar fashion.
II. Suppose that φ :D−1τ (A )→D
−1
ω (B) is a surjective map such that
(36) ω-Qmoα (φ(A)||φ(B))= τ-Q
max
α (A||B)
for all A,B ∈ D−1τ (A ). Here we assume that α ≤ 2. Applying the method of extensions (35) we
can extend φ to a positive homogeneous surjective map denoted by the same symbol φ which
is defined between the positive definite cones A −1+ ,B
−1
+ and satisfies (36) for all A,B ∈ A
−1
+ . By
Lemmas 11 and 12 we obtain that for any A,B ∈ A −1+ , the inequality A ≤ B holds if and only if
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logφ(A)≤ logφ(B). (We remark that here we need to consider the cases α< 1 and 1<α≤ 2 sepa-
rately, see Lemma 11.) One can argue and complete the proof in the same way as in part I of the
proof.
III. In the third part of the proof we assume that, after employing the extension method (35),
φ :A −1+ →B
−1
+ is a positive homogeneous surjectivemap such that
ω-Qα,z ′(φ(A)||φ(B))= τ-Qα,z(A||B), A,B ∈A
−1
+
holds for some positive real numbers z,z ′ with z 6= z ′. Using Lemma 8, we obtain that for any
A,B ∈A −1+ , we have that A
α
z ≤ B
α
z holds if and only if φ(A)
α
z′ ≤ φ(B)
α
z′ . Applying (c2) in Theorem
16 we conclude thatA ,B are necessarily commutative.
IV. In the last part, again after applying themethod of extension (35), we assume thatφ :A −1+ →
B
−1
+ is a positive homogeneous surjectivemap such that
(37) ω-Qmaxα (φ(A)||φ(B))= τ-Qα,z(A||B)
holds for all A,B ∈B−1+ .
We have to distinguish two cases. First, assume that 1 < α ≤ 2, this is the more complicated
case. By Lemma 8 and Lemma 11 we deduce that for any A,B ∈ A −1+ , A
α−1
z ≤ B
α−1
z if and only
if φ(A) ≤ φ(B). Assuming α− 1 6= z, by (c2) in Theorem 16 we obtain that the algebras A ,B
are commutative. If α− 1 = z, then (c1) in Theorem 16 applies. Since, by its construction, φ is
trace-preserving, using Corollary 20 as well, we have a central element C ∈ B−1+ and a Jordan *-
isomorphism J : A →B such that φ(A) =C J (A), A ∈A −1+ . Applying (37) for arbitrary A,B ∈A
−1
+
and using the identity z =α−1, we have
ω
(
C J (B)1/2
(
J (B)−1/2 J (A)J (B)−1/2
)α
J (B)1/2
)
= τ
(
B−1/2A
α
α−1B−1/2
)α−1
, A,B ∈A −1+ .
By the properties of Jordan *-isomorphismswe get
(38) J (B)1/2
(
J (B)−1/2 J (A)J (B)−1/2
)α
J (B)1/2 = J
(
B1/2
(
B−1/2AB−1/2
)α
B1/2
)
, A,B ∈A −1+ .
Using the trace-preserving property
ω(C J (A))= τ(A), A ∈A −1+ ,
we deduce that
(39) τ
(
B1/2
(
B−1/2AB−1/2
)α
B1/2
)
= τ
(
B−1/2A
α
α−1B−1/2
)α−1
, A,B ∈A −1+ .
We claim that this implies that α= 2. To show that, first observe that by Lemma 9 we have
(40) B1/2
(
B−1/2AB−1/2
)α
B1/2 = A1/2
(
A1/2B−1A1/2
)α−1
A1/2, A,B ∈A −1+ .
As we have referred to that in the proof of Lemma 8, for every X ,Y ∈A −1+ we have that XY
2X and
Y X 2Y are unitarily equivalent. Therefore, we compute
(41) τ
(
B−1/2A
α
α−1B−1/2
)α−1
= τ
(
A
α
2(α−1)B−1A
α
2(α−1)
)α−1
, A,B ∈A −1+ .
Using (39), (40) and (41), it follows that
τ
(
A1/2
(
A1/2B−1A1/2
)α−1
A1/2
)
= τ
(
A
α
2(α−1)B−1A
α
2(α−1)
)α−1
, A,B ∈A −1+ .
21
Let X ,Y ∈A −1+ be arbitrary and choose A,B ∈A
−1
+ such that A
1/2B−1A1/2 = X , A1/2 = Y α−1. Then,
from the above displayed formula we can derive
τ(Y α−1Xα−1Y α−1)= τ(Y XY )α−1, X ,Y ∈A −1+ .
From this identity, using the characterization of the order given in Lemma 8, we obtain that for
any X ,X ′ ∈A −1+ , the relation X ≤ X
′ holds if and only if Xα−1 ≤ X ′α−1 is valid. Assume that A is
non-commutative. Since the exponent α−1 is positive, we obtain (referring to Theorem 2 in [15])
that α−1= 1, that is α= 2. But we then clearly have τ-Dmax2 (.||.)= τ-D2,1(.||.)= τ-D
c
2(.||.) meaning
that the quantum Rényi divergences what we are considering are not different, a contradiction.
Therefore, A is necessarily commutative and because J is a Jordan *-isomorphism between A
and B, henceB is commutative, too. This completes the proof in the case where 1<α≤ 2.
Let us finally examine the case where α< 1. Similarly to what we have done above, by Lemma
8 and Lemma 11 we deduce that for any A,B ∈A −1+ , the inequality A
α
z ≤ B
α
z holds if and only if
φ(A) ≤ φ(B) is valid. If α 6= z, then by (c4) in Theorem 16 we have that A ,B are commutative. In
the case where α = z, referring to the fact that φ is trace-preserving (because of its construction),
we obtain by (c1) in Theorem 16 and Corollary 20 that there are a central element C ∈B−1+ and a
Jordan *-isomorphism J : A → B such that φ(A) = C J (A), A ∈ A −1+ . Using (37) and the identity
z =α, we compute
ω
(
C J (B)1/2
(
J (B)−1/2 J (A)J (B)−1/2
)α
J (B)1/2
)
= τ
(
B
1−α
2α AB
1−α
2α
)α
, A,B ∈A −1+ .
Applying (38) and the trace-preserving property of φ, it follows that
(42) τ
(
B1/2(B−1/2AB−1/2)αB1/2
)
= τ
(
B
1−α
2α AB
1−α
2α
)α
, A,B ∈A −1+ .
Let now T,S ∈A −1+ be arbitrary. We can choose A,B ∈A
−1
+ such that B
−1/2AB−1/2 = T and B1/2 =
Sα. Using (42) we can derive
τ(SαT αSα)= τ(STS)α, S,T ∈A −1+ .
Assume that A is non-commutative. Arguing just as in the former part of the proof concerning
the case α> 1, we would conclude that α is necessarily 1, a contradiction. Therefore, A and then
B, too, are commutative.
The proof of the theorem is now complete. 
In the last part of the paper we present the proofs of our results concerning the Umegaki and
the Belavkin-Staszewski relative entropies. Similarly as above, our arguments rest on characteri-
zations of the order in terms of the relative entropies in question. In what follows we consider the
quantities SτU (.||.) and S
τ
BS(.||.) on the whole positive definite cone defined by the same formula
(12) and (13), respectively.
Lemma 22. Let A be a C∗-algebra with a faithful trace τ. Select A,B ∈A −1+ . We have logA ≤ logB
if and only if Sτ
U
(X ||B)≤ Sτ
U
(X ||A) holds for all X ∈A −1+ .
Proof. Clearly, we have that Sτ
U
(X ||B)≤ Sτ
U
(X ||A) holds for all X ∈A −1+ if and only if
τ(X logA)≤ τ(X logB), X ∈A −1+ .
This is equivalent to logA ≤ logB , cf. the last part of the proof of Lemma 12. 
We can now present the proof of Theorem 4. As we have mentioned in the first section of
the paper, in [11] we described the structure of all bijective maps between the positive definite
cones ofC∗-algebraswith faithful traceswhich are invariance transformations under Sτ
U
(.||.). To be
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honest, in Theorem1 in that paperwe assumed that the transformations had the samedomain and
codomain and that the trace was normalized, assigned 1 to the identity. However, one can easily
see that those restrictions in [11] are not crucial, and we could apply an appropriately modified
version of the result there to prove Theorem 4. Let us also mention that the approach in [11] was
completely different from what we follow here, not relied on structural theorems of Thompson
isometries and related maps.
Proof of Theorem 4. One could argue as follows. Let φ : D−1τ (A )→ D
−1
ω (B) be a surjective map
such that
SωU (φ(A)||φ(B))= S
τ
U (A||B), A,B ∈D
−1
τ (A ).
Applying the extension formula given in (35), one can check that φ extends to a surjective map
from A −1+ onto B
−1
+ , denoted by the same symbol φ, satisfying
(43) SωU (φ(A)||φ(B))= S
τ
U (A||B), A,B ∈A
−1
+ .
By Lemma 22 we have that for any A,B ∈A −1+ , the inequality logφ(A)≤ logφ(B) holds if and only
if logA ≤ logB is valid. This implies that that φ is injective and hence bijective. Referring to the
remark before the present proof, we could now use Theorem 1 in [11] and conclude that there are a
central elementC ∈B−1+ and a Jordan *-isomorphism J :A →B such that φ(A)=C J (A), A ∈A
−1
+
and ω(C J (A)J (B))= τ(AB) holds for all A,B ∈A −1+ . Since, J (I )= I , we could finish the proof of the
necessity part of the theorem.
However, we can give also a direct argument following the general approach of the present
paper. Indeed, we have that for any A,B ∈ A −1+ , the inequality logA ≤ logB holds if and only if
logφ(A)≤ logφ(B). Moreover, by its construction, the extensionφ is clearly positive homogeneous
and trace-preserving. We apply (c3) in Theorem 16 and Corollary 20 to conclude that
φ(A)=C J (A), A ∈A −1+
holds with some central elementC ∈B−1+ and Jordan *-isomorphism J :A →B andwe obtain the
necessity part of the statement.
As for the sufficiency, it requires only a little bit of nontrivial calculation. Assume that φ is of
the form φ(A) =C J (A), A ∈D−1τ (A ) where C ∈B
−1
+ is a central element, J : A →B is a Jordan *-
isomorphism andω(C J (X ))= τ(X ) holds for all X ∈A . Clearly,φ :D−1τ (A )→D
−1
ω (B) is a bijective
map. Moreover, we compute
2ω(C J (A)J (B))=ω (C (J (A)J (B)+ J (B)J (A)))=ω (C J (AB +BA))
= τ(AB +BA)= 2τ(AB), A,B ∈A .
Using this equality and the properties of Jordan *-isomorphisms, we easily conclude that (43) is
satisfied:
ω
(
C J (A)(logC J (A)− logC J (B))
)
=ω
(
C J (A)(log J (A)− log J (B))
)
=ω
(
C J (A)(J (logA)− J (logB))
)
= τ
(
A(logA− logB)
)
, A,B ∈D−1τ (A ).
This completes the proof of the theorem. 
We next present the proof of our result concerning the Belavkin-Staszewski relative entropy.
Here we again follow our general idea. To do that, we will need the following characterization of
the order in terms of the Belavkin-Staszewski relative entropy. The next lemma is an apparent
consequence of Lemma 10.
Lemma 23. LetA be a C∗-algebra with a faithful trace τ. For any A,B ∈A −1+ , we have A ≤B if and
only if Sτ
BS
(X ||B)≤ Sτ
BS
(X ||A) holds for all X ∈A −1+ .
Now, the proof of Theorem 5 is as follows.
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Proof of Theorem 5. Let φ be a surjective map which respects the Belavkin-Staszewski relative en-
tropy, i.e., satisfies (14) on D−1τ (A ). Again, by (35) we extend φ to a trace-preserving positive ho-
mogeneous surjective map φ :A −1+ →B
−1
+ denoted by the same symbol φ. It is easy to verify that
φ satisfies
SωBS(φ(A)||φ(B))= S
τ
BS(A||B), A,B ∈A
−1
+ .
By Lemma 23 we have that φ is an order isomorphism between A −1+ and B
−1
+ . Therefore, by (c1)
in Theorem 16 and Corollary 20, we obtain that there are a central element C ∈B−1+ and a Jordan
*-isomorphism J :A →B such that φ(A)=C J (A) holds for all A ∈A −1+ . This finishes the proof of
the necessity part of the theorem. The sufficiency part requires only easy computation. 
It has remained to verify Theorem 6.
Proof of Theorem 6. In view of the previous arguments, here we only give the sketch of the proof.
Namely, applying the extension formula (35), we extend φ to a surjective map (denoted by the
same symbol) φ :A −1+ →B
−1
+ which satisfies
ω
(
φ(A)(logφ(A)− logφ(B))
)
= τ
(
A log(A1/2B−1A1/2)
)
, A,B ∈A −1+ .
By Lemmas 22 and 23, we obtain that for any A,B ∈ A −1+ we have A ≤ B if and only logφ(A) ≤
logφ(B). Since, by its construction, φ is also positive homogeneous, by (c4) in Theorem 16 we
conclude thatA ,B are necessarily commutative. 
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