In bio-medical domains there are many applications involving the modelling of multivariate time series (MTS) data. One area that has been largely overlooked so far is the particular type of time series where the data set consists of a large number of variables but with a small number of observations. In this paper we describe the development of a novel computational method based on genetic algorithms that bypasses the size restrictions of traditional statistical MTS methods, makes no distribution assumptions, and also locates the order and associated parameters as a whole step. We apply this method to the prediction and modelling of glaucomatous visual field deterioration.
Introduction
Much research has gone into the development of ways of analysing MTS data in both the statistical and artificial intelligence communities. Statistical MTS modelling methods include the Vector AutoRegressive process [18] , the Vector Auto-Regressive Moving Average process [18] , and other nonlinear and Bayesian approaches [6] , while various Artificial Intelligence (AI) methods have been developed for different purposes including dependence detection in MTS of categorical data [20] , knowledge-based temporal abstraction [16, 22] , and forecasting [5, 27] . However, one area that has been largely overlooked is the particular type of time series where the data set consists of a large number of variables but with a small number of observations. There are inherent difficulties in using traditional statistical techniques to model this type of MTS.
Normal tension glaucoma visual field data is one such MTS. Glaucoma is the name given to a family of eye conditions [13] . The common trait of these conditions is a functional abnormality in the optic nerve, leading to loss of visual field. Ocular hypertension has been known to be a risk factor in glaucoma, i.e., the higher the eye pressure the higher the risk. However normal tension glaucoma is unusual in that those suffering from the condition have an intra-ocular eye pressure that is normal, thus reducing the effectiveness of tonometry [15] as a method of screening for this glaucoma variant. The prediction of visual field deterioration in patients who are suffering from glaucoma plays an important role in the management, treatment, and control of the disease progress. For example, if the deterioration is slowing down, it might be appropriate to reduce the medication; or if the deterioration is speeding up, an increase in medication might be needed or surgery might be necessary.
Visual fields are where the retina is divided into a set of points, and the patient is tested to see how sensitive their eyesight is at each point [9] . This level of sensitivity is usually a number between 0 and 60 decibels/log units, which is a measure of retinal sensitivity, 0 being no sensitivity and a value above 50 being very high sensitivity. Fig. 1 shows the Central Threshold 30-2 test which is usually used for normal tension glaucoma where the black squares mark the blind spot. The left hand diagram shows how each of the 76 test points is numbered, and the right hand diagram shows how the points are grouped according to nerve fibre bundles where there are 16 different groups. The different shading is simply to make each group more distinct. Current theory [8, 12] states that deterioration of the visual field can be highly correlated if two points lie on the same nerve fibre bundle. The patients within the dataset we have access to were tested approximately every six months for between five and 22 years thereby producing an MTS of length between 10 and 44 (for both eyes). In [24] , the visual field data were clearly demonstrated to be multivariate. We have been researching into the key issues in the modelling and analysis of the short MTS for prediction purposes. In particular, we have been looking into statistical MTS modelling methods [11] since these have the desirable feature of interpretability in that it is relatively easy to understand the internal constructs of the model. This feature is lacking in many modern methods such as neural networks. However, there are difficulties in using traditional statistical methods to model short MTS data. In this paper we present a novel computational method based on genetic algorithms (GA) that can overcome these difficulties, thus extending the capabilities of statistical modelling methods, and we apply this method to the forecasting and modelling of normal tension glaucoma visual fields.
Multivariate time series and the VAR process
MTS data is widely available in different fields including medicine, economics, science, and
engineering. An MTS is a series of observations, x i (t); [i=1,...,n; t=1,...,T], made sequentially through time where t indexes the different measurements made at each time point, and i indexes the number of variables in the time series. The vector notation (t) x is a shorthand way of referring to the whole set of observations made at time t, i.e., (t) x stands for the observations x i (t) where 1≤i≤n. A commonly used statistical method for modelling MTS is the Vector Auto-Regressive Process, usually denoted as VAR(p) for a model of order p, as defined in Eq. 1.
where (t) x is the next data vector of size n (the number of variables in the model), A i is an n×n coefficient matrix at time lag i, and (t) ε is an n-dimensional zero mean noise vector at time t (usually Gaussian). The value of each element in A i is usually a bound real number. (t) x i will be assumed to have zero mean over the entire sample length t = 1,...,T, i.e.,
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The standard statistical methods for fitting a VAR process to a set of data often consist of two steps:
order selection (determining a suitable p) and parameter estimation (calculating the matrices A i from the data). Order selection is commonly performed through the use of information theory based metrics such as Akaike's Information Criterion (AIC) [2] . Many of these metrics will impose a restriction on the minimum length of a MTS (i.e., setting a lower limit for the series length T), based on the number of degrees of freedom of the model being estimated, namely T>np + 1 1 . Here, n is the number of variables being modelled, and p is the order of the VAR process. For example, with a MTS involving 10 variables, to find the most appropriate order of a VAR process with a maximum order of five under consideration, T must be at least 52 (the time series length). This restriction is unacceptable for modelling many short time series such as gene expression data produced by DNA array technology or many medical series such as visual field data.
Additionally the parameter estimation step can experience some difficulties when dealing with a short MTS. The standard methods for parameter estimation include Maximum Likelihood (ML) methods, the Yule-Walker (YW) equations method, and the Least Squares (LS) method [18] . With ML methods, there must be some distribution assumptions on the noise vector. If the MTS values are exclusively within a set interval, an appropriate continuous distribution might be difficult to find, this is the case with dataset that is the subject of this paper. The YW method can involve matrix inversion, which is computationally expensive with large matrices and can fail if the matrix is singular (especially with shorter time series). The LS method is often used in preference to the YW equations, but it too can involve matrix inversion, and can also impose the degree of freedom restriction mentioned above (this is involved in computing an unbiased estimator for the covariance matrix of the associated noise vector).
Throughout this paper, the notation nVAR(p) will refer to an n variable VAR process of order p where p is an integer greater than zero; we aim to find the best nVAR(p) process for one-step ahead forecasting of the visual field dataset. The Noise Model will refer to an nVAR(0) process, i.e., one generated by noise. This model is very easy to construct and simulate, and will be used as a simple benchmark with which to rate other VAR processes against. A VAR process that is designed to model a particular MTS is expected to perform much better than the corresponding noise model, since the noise model simply assumes that any time series observations were totally randomly generated, with no structure and reliance on previous observations.
In [24] an early attempt was made to cope with the challenging problems in the context of predicting glaucoma deterioration. This paper extends that work by presenting an improved version of the algorithm and by testing the method more rigorously. New operators and a seeding strategy are introduced and extensively tested. Additionally the models are evaluated on directional accuracy as well as forecast accuracy.
The VARGA method
This section introduces VARGA, a method for finding the order and associated parameter matrices for an nVAR(p) process. VARGA essentially represents a selection of possible nVAR(p) processes to fit the data as a set of p n×n matrices; a GA [14] based method is applied to a population of candidate solutions over subsequent generations to improve their suitability to fit the data being modelled. Such a GA can be used to find the parameters and order of a VAR process without making any of the assumptions outlined in Section 2. In addition, VARGA may reduce the length restriction to T>p, which makes it possible to model many short MTS. Note that this is the theoretical minimum length an MTS could be, given some constant order p.
The following sections describe the VARGA method, including the representation, fitness function, genetic operators, and algorithms that are essential for any GA implementation.
Representation
A VAR process is represented with a chromosome consisting of p n×n matrices. This is shown in Fig. 2 . Each matrix element is a bound real number. The possible orders of each VAR process is fixed between one and some upper limit say MAXORDER.
C h rom oso m e This representation differs from that of a conventional GA in that each gene is a matrix, and each matrix has a number of elements. Within Fig. 2 , the notation a ijk refers to the element at the jth row and kth column of parameter matrix A i .
Fitness
As with a normal GA, VARGA needs a suitable fitness function to evaluate candidate solutions to the problem. This fitness will rate a potential solution against a given dataset using some evaluation criteria. In this paper we will be searching for a VAR process that is optimised to forecast for a specific dataset. We will concentrate on one step ahead forecasting, although any number of steps could be used. The level of accuracy for VARGA (the fitness function) is defined in Eqs. 2 and 3:
In Eqs. 2 and 3, ) ( t ε is the estimation of the noise vector, i Â is the estimation of the ith parameter matrix, ε is a scalar that represents the level of noise, and T 0 is defined as MAXORDER+1. All other variables are defined above. The model with the smallestε value is deemed the most suitable model for forecasting since it is assumed that the best estimation for any unobserved noise vector is the zero vector. With a GA it is traditional to maximise the fitness, hence the negative forecast error was used for the fitness function, i.e., ε − .
The value of ε is computed for all possible one step ahead forecasts for a given set of data, starting at the T 0 th recorded set of observations. If the order of the VAR process in question was used, then there would be a total of T-p forecasts available for a pth order VAR process. Hence with a length 20 MTS, a VAR(1) process would be evaluated on 19 forecasts, and a VAR(5) process on 15 forecasts. It can be clearly seen that even if these two VAR processes had equal error at all forecast points, then the VAR(1) process would have 19/15 (1.267) times the forecast error of the VAR (5) process. Hence the fitness function would be biased for larger order models. It would be a simple step to scale the fitness error by the number of forecasts used to construct it, but this would still mean that smaller order models were evaluated on data that larger order models could not be. By setting the first point that forecast accuracy is evaluated on to be the T 0 th observation in the MTS, all order VAR processes are evaluated on the same number of forecasts and the same set of data. Table 1 demonstrates this for a length 20 VAR(3) process with MAXORDER=5. The forecast difference (the absolute value of the observed minus the predicted) is summed over all of the 15 forecasts and used for the fitness (fitness = negative forecast error).
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The VARGA algorithm
The VARGA algorithm follows a standard GA, but must have enhancements to deal with matrices, variable length chromosomes, and length variation. The function UI(MIN,MAX) is a uniformly distributed random number generator that returns a whole number between the interval [MIN,MAX].
The algorithm is as follows (and is shown diagrammatically in Fig. 3 ). 8 The initial population of candidate solutions and the genetic operators in steps 4-6 and 8 of the VARGA algorithm are described in the following sections.
1)
Create POPULATION chromosomes of size random UI(1,MAXORDER), (the order p)
2) Sort the population descending according to fitness (Eq. 3)
3) For g = 1 to GENERATIONS do 4) CROSSOVER the populations genes to list X1, CROSSOVER the populations size (order) to list X2 
The initial population
With a GA, the initial population is usually generated randomly. With VARGA the initial population was seeded with the noise model. Seeding [19, 23] is where the initial population for a GA has some or all of its chromosomes set to some predefined representation, as opposed to an entirely random selection. Usually these seeds come from expert knowledge or some other fast approximate search method, for example hill-climbing [21] .
In our implementation a set of random order (within the limits) individuals whose genes are all zero matrices fill up half of the initial population, and the other half is randomly generated within the specified constraints (see Section 3.8 for the details of all of the VARGA parameters). The justification for this is that experimentation has found that a random VAR(p) process is likely to have a worse fitness when compared with the noise model for a given MTS. This is due to the accumulation of forecast errors through there being specified relationships where there should be none. Hence starting the search from the noise model saves VARGA from trying to improve from a very poor starting point. Having the initial population 50% noise model and 50% random VAR(p) processes allows some random genes to get mixed in with the zeros of the noise model, otherwise the only change from a 100% noise model populated initial population would be through gene mutation.
Crossover would simply swap zeros between matrices during the initial generations.
Crossover
Two crossover methods are used; Order Crossover, which acts on whole matrices, and Gene
Crossover, which acts on the matrix elements. Both methods are designed to be applied to as much of a chromosome as possible, in order to make this stage more efficient.
Order crossover is where matrices from two parents are copied to form children, in a manner similar to uniform crossover [26] . Each member of the current population has a chance of being selected for breeding (OrderCrossoverRate). The breeding subset of the population is paired up randomly (parents), and two children are produced from each set of parents. Two steps construct these children:
firstly the children are initialised by making a copy of each parent and then secondly for all of the matrices in both children, there is a 50% chance that the two children swap a matrix for a particular order. If the two children are of different sizes, then this is only performed for the matrices that have a corresponding order. The reasoning behind this strategy is that it is assumed that a good parameter matrix for a given order (time lag) may not be any use if moved to a different order (time lag), i.e., it has been optimised for a specific purpose. The following algorithm and Gene crossover is very similar to order crossover. However matrix elements are swapped, and not whole matrices. If one of the parents is longer than the other then there is a 50% chance that this crossover will be offset by the difference in size. For example if parent one is of order three and parent two of order five, either elements from matrices 1, 2, and 3 would be uniformly crossed over from both parents, or 1, 2, and 3 of parent one with 3, 4, and 5 of parent two. The procedure is shown in 
Again each parent has a chance of producing offspring in this way where the chance of a member of the population being chosen for gene crossover is GeneCrossoverRate. 
Mutation
Two mutation operators are presented. The first mutates the genes, and the second mutates whole matrices, either deleting or adding one.
Gene Mutation. When an individual is deemed to gene mutate (steps 6 and 7 in the VARGA algorithm), each element of each matrix (denoted a ijk as in Section 3.1) is given a chance to mutate (GeneMutationRate). If a matrix element mutates, then it is changed according to a random Gaussian distribution. Eq. 4 defines this more formally. In this equation, a check is made for each possible matrix element that UR(0.0,1.0) is less than the gene mutation rate parameter (GeneMutationRate).
The two conditions check that the mutation has not allowed an element to deviate from the limits.
If a ijk < MINGENE then a ijk = MINGENE and If a ijk > MAXGENE then a ijk = MAXGENE
The function UR(MIN,MAX) is a uniformly distributed random number generator that returns a real number between the interval [MIN,MAX] (inclusive). MINGENE and MAXGENE are application dependant, and are the minimum and maximum values a gene can take; the sum of these two parameters is usually zero. The standard deviation σ should be chosen so that it is sufficiently small enough so not to cause a mutation to always exceed these two boundaries.
Order Mutation is responsible for altering the size of a chromosome. Each chromosome (at the appropriate stage in the algorithm (steps 8 and 9)) has a chance of undergoing order mutation (OrderMutationRate). If it does, then there is a 50% chance that either it increases or decreases in size. 
Selection
The selection operator is the ranked survival described in [4] . This is the same as the Roulette Wheel technique, but the chromosomes rank is used, rather than its fitness. This is because the problem is a minimisation problem; hence the Roulette Wheel [14] would favour the worst in a population rather than the best. The chance of surviving is equal to a chromosomes fitness divided by the sum of the populations fitness. Thus a large forecast error would give a high probability of survival and a low forecast error would given a small chance of surviving -which is exactly the opposite of what is needed, therefore we base survival on rank. Equal ranking is not dealt with, as it will be very unlikely since the fitness is real. Elitism [19] is also used, which is the process of selecting a predefined number of the best chromosomes for survival, before the rest of the next population is selected. Table 2 details the parameters for the implementation of VARGA presented within this paper. These parameters were found to be the best set through many experiments. For example, the minimum and maximum gene values were chosen from experience with the Yule-Walker equations: analysis of many resultant parameter matrices using the visual field data showed that nearly all of the elements fell within the range detailed in table 2; experience with GAs has shown a large population is needed for crossover operators to be effective and the standard deviation for the gene mutation operator was selected so that a mutation is likely to cause only a small perturbation around the genes value. 
VARGA parameters
Parameter
Population dynamics
The population grows through the application of genetic operators as in Fig. 7 . In this figure, the node at the top of the tree (Population) represents the starting size of the population. Two sets of children are produced through the application of order crossover and gene crossover. The mutation operators are then applied, order and then gene, to these children, where order mutation is applied after gene mutation. The population will increase by a proportion equal to
OrderCrossoverRate+GeneCrossoverRate. The two mutation rates will not affect the increase in the population, since they are only applied to the children. Note that the selection operator reduces the population back to the size it was before any of the operators were applied. 
Evaluation
The proposed algorithm is evaluated against the Yule-Walker equations as implemented by S-Plus (version 2000) and the noise model. The evaluation will consist of three criteria. The first is the one step ahead forecast accuracy of the methods, where the fitness function described in Section 3.2 is used to evaluate all of the methods. The second evaluates the methods based on the Weighted-Kappa [3] metric. This metric indicates a level of agreement between observed and predicted values within an experiment, where the level of agreement is in terms of a positive change, negative change or no change in deterioration. The last evaluation is on the operators that make up VARGA itself. The intention is to demonstrate the effectiveness of these operators. The earlier work on VARGA presented in [24] dealt solely with nerve fibre bundle number 5 for 28 patients. In this paper, another nerve fibre bundle (number 12 -see Fig. 1 ) has been chosen to evaluate the methods. The reason for this choice is to show that our methods are not just suited to a specific MTS, and that nerve fibre bundle 12 is high dimensional and in a position that is often affected with glaucoma first.
Forecast accuracy S-Plus has an easy-to-use function [1] for finding the best-fit VAR(p) process for a given dataset, based on the solution of what is called the Yule-Walker Equations. Each patient's visual field results
give a model that is rated according to Eq. 3. Since S-Plus uses "Whittles Recursion" [28] , a limit on the minimum length T of a time series with n variables is constrained by Eq. 5.
The records of 280 patients have been made available by Moorfields Eye Hospital in London (UK), however for S-Plus to implement a VAR(0) process (the noise model), the number of tests per patient must be at least 10. This follows from Eq. 5, where p=0 (the order) and n=9 (the number of variables).
This length restriction cuts the number of usable patient records down to 82. These 82 patients were reduced in numbers again, this time for another set of reasons. As in [24] , S-Plus rejected (could not provide a result for) many of the time series due to matrix inversion problems and numerical instability. As a result, only 34 patients' visual field records were usable.
VARGA, the noise model and the Yule-Walker equations were then run on each of the 34 patients.
With the VARGA results, these were performed ten times, and then the average is taken (GAs are stochastic and so the intention is to show the general performance over several runs of VARGA hence removing the chance of a single experiment producing a fluke result). The forecast accuracy of the the negative forecast error as detailed in Section 3.2. Patients are identified by a number between 0 and 81, even though only 34 patients are used in the experiments. The experimental results are split into two groups, which are described below. Average forecast error (within Fig. 8 and Fig. 10 ) is the value obtained by dividing the forecast error by the number of forecast points. This is defined in Eq. 6.
Where ε is the total forecast errors defined in Eq. 3, n is the number of variables in the MTS, i.e., 9,
and T is the length of an MTS for a patient. Note that the lower the average forecast error, the better and that the errors are for a one step ahead forecast.
Cases where the S-Plus order is zero. Fig. 8 shows the results where the order of S-Plus and the noise model are equal, i.e., where S-Plus thought that the most likely model to fit the data was a zero order VAR Process. The total number of patients for which this is the case is 15 out of the 34. Here VARGA clearly does much better than the noise model in all cases, ranging from 170% to 600% better, with an average improvement of 327%. For all of these 15 patients, if we apply Eq. 5, we find that the maximum order can be 1. However S-Plus decided that a VAR(0) process was suitable, even though it had the option of choosing a VAR (1) process. This inappropriate choice of order is down to the AIC metric (used for order selection by S-Plus) failing to work adequately on a short MTS. Fig. 9 shows the order VARGA selected for the same patients. Note that the order is fractional in some cases as it has been averaged over the ten runs. Here the order is between three and five, with the average being about four. The order results are summarised in table 3. The order found by VARGA seems to be on average between 3.5 and 5, suggesting that an order of four would be most suitable for the data. S-Plus, however, chooses lower orders because of size restrictions and problems applying the AIC metric on short time series.
Method
Number of Order 
Weighted-Kappa
The Weighted-Kappa metric is used to rate agreement between the classification decisions made by two or more observers. In this case the two observers are the recorded visual field test results and the predicted results from a VAR process. The classification from each observer for each point
is divided into three states as in table 5. Within this table, direction of change refers to the shorthand description for whether the change is worsening the condition (-), not altering at all (0) or improving (+). This classification is based on the change between a point measured at two successive tests, i.e., the direction of change. The constant Ω gives a margin of error for defining equality, since the visual fields are treated as real numbers (they are integers ranging between 0 and 60). This makes it very unlikly that any pair of observed and predicted points will be equal. In this paper we have choosen Once this table has been completed, the Weighted-Kappa value can be computed using the procedure detailed in [3] . This metric was evaluated only for the Yule-Walker equations and VARGA since the noise model will simply classify any prediction as remaining the same; its forecast is always zero. Hence the noise model will have a very low Weighted-Kappa and thus not much use in comparison. Table 6 is the suggested interpretation of Kappa values to indicate the strength of agreement between two observers [3] , which we use as an approximate interpretation for Weighted-Kappa. Although the Weighted-Kappa values are normally higher than those of Kappa, here we are interested in the assessment of the agreement strength between two methods according to their respective categories.
Direction of Change Definition
Deterioration (-) Ω − < − − ) 1 ( ) ( t x t x i i No change (0) Ω ≤ − − ) 1 ( ) ( t x t x i i Improvement (+) Ω > − − ) 1 ( ) ( t x t x i i
Kappa (K)
Agreement Strength Tables 7 and 8 show the results of the evaluation of the Weighted-Kappa metric run on the 34 patients for S-Plus and VARGA. Table 7 shows how the 34 sets of results per method can be divided into strength categories according to table 6. Table 8 shows summary statistics over all of the runs. S-Plus is listed twice, once for when the selected order was zero, and then again for results where the corresponding order was not zero (i.e., not the noise model). 
Weighted-Kappa results
Weighted-Kappa Count
Operator experiments
The final experiment was to see how effective the various operators are. There are four operators defined in VARGA, and it would be useful to see if some of them can be replaced by combinations of the others. An extensive experiment was designed, executed, and analysed towards this end. VARGA was executed a total of ten times with each different combination of operators on a number of patients. 
Discussion
The following summarises the observations and conclusions draw from the experiments in this paper.
For short MTS, conventional methods for order determination can be unreliable, e.g., the AIC metric.
Parameter estimation methods can also fall down, i.e., matrix inversion errors and numerical instability.
Although the performance of the Yule-Walker equations is better when the time series is long;
VARGA still gives a better set of results for 33 cases out of 34. Further, for those applications involving a short MTS such as the glaucoma visual field data, the Yule-Walker equations (in S-Plus) either cannot model them to a sufficiently high degree of accuracy or cannot model them at all.
VARGA's superior performance might be explained in part by the fact that approximately 60% of the resulting parameter matrices are zero. VARGA assumes that any relationships between variables are zero until proved otherwise, i.e., when a zero changes through mutation and the corresponding fitness improves. The standard statistical methods assume that there is some degree of relationship between all variables at all time lags, which appears to be counter-intuitive.
VARGA could have performed so well on the visual field data because of the association between the results of the tests. If a patient has a certain level of visual field deterioration, then the results of the next test would be expected to be similar if not worse, hence the suitability of modelling the data as an MTS.
Concluding remarks
Model selection is arguably the most important and most difficult aspect of model building, and yet is the one where there is least help [7, 10] . This situation is even worse for modelling short MTS data. In this paper we have presented a method for learning a Vector Auto-Regressive process from such a MTS. This is achieved through a real valued matrix based representation and appropriate crossover and mutation operators for a GA. The results clearly show that the VARGA model provides a better method for fitting a VAR process to a short MTS than the conventional statistical methods.
There are many real-world applications involving the modelling of short MTS, especially in bio-medical domains. Our proposed method has been applied to the effective prediction of glaucomatous visual field deterioration and we have obtained a good understanding of the genetic operators used in the method. Future work will concentrate on the development of more efficient algorithms and their application to other bio-medical problems. One such modelling approach that is currently being studied is the decomposition of high-dimensional short length MTS into a series of smaller dimensional MTS, where there are strong relationships between members of the same sub-group but weak relationships between members of different sub-groups. We have had some promising results with visual field data, simulated data, and chemical process data [25] ; the intension is to apply VARGA to these decomposed groups and then evaluate the accuracy of the resultant forecasts.
With the advent of DNA microarray and chip technologies, gene expression can be explored on the "genome scale" [17] . Much of the research in gene expression data analysis has been on the application of clustering algorithms, visualisation methods, and Boolean networks. However many of the gene expression data collected are essentially short and high-dimensional MTS. We will apply the VARGA methodology with the aforementioned variable grouping technique to the analysis of gene expression data, especially in the virology domain.
