If there are some erratic data (e.g. outliers), which may arise from measurement error, or other reasons, in seismic data, the seismic deconvolution and inversion need to be implemented in a way that minimizes their effects. However, the deconvolution and inversion methods based on L2-norm misfit function are highly sensitive to these erratic seismic observations. As an alternative, L1-norm misfit functions are more robust and erratic-resistant. In order to find the solution of the inverse problem constrained by an L1-norm misfit function, an iteratively re-weighted least squares algorithm is used frequently. However, it is relatively time consuming. In this paper, we propose a new method based on the sparse signal representation theory. The overcomplete dictionary used for the sparse representation of seismic data with erratic data is composed of two bases: a wavelet basis used for representing the seismic data to implement deconvolution and a Dirac basis used for representing the erratic data. In addition, at the stage of seismic inversion after deconvolution, total variation and a priori model are used as the regularization constraint terms to estimate inversion results with a blocky and laterally continuous structure. The new method is successfully tested on the noisy synthetic seismic data with erratic data. Finally, the proposed method is performed on a real seismic data section, and the inversion results are reasonable, i.e. consistent with the geologic structure of the original seismic data. Compared to the conventional sparse deconvolution and inversion method, the proposed method not only eliminates the effect of outliers, but also has highly improved computational efficiency.
I N T R O D U C T I O N
In seismology, the observed seismic data are regarded as the response of a convolution between the earth model that is represented by a series of reflections and a wavelet, which is generated from the seismic sources, such as explosives, vibroseis, and so forth (Robinson and Treitel 1980 ). An ideal source will produce a spike wavelet. However, it is often a band-limited wavelet since a spiky wavelet is not achievable in practice (Sheriff and Geldart 1983) . Therefore, the * E-mails: daironghuo@yeah.net procedure of seismic deconvolution involves estimating the reflectivity series from the observed seismogram and is studied as an inverse problem. There are many techniques to estimate the wavelet (Ulrych, Velis and Sacchi 1995; Sacchi and Ulrych 2000) . If not, it is a blind deconvolution problem (Baziw and Ulrych 2006; Baziw 2007) . In this paper, the deconvolution problem is implemented under the assumption that wavelet is known.
In the case of an available wavelet, due to the bandlimited property of wavelets, the inverse problem is illconditioned. Therefore, one cannot get the deconvolution results directly by taking the inverse of the convolution operator. In fact, a good result is attainable under an a priori regularization constraint. Initially, geoscientists implemented the deconvolution based on Wiener's theory and Tikhonov's regularization (Tikhonov and Arsenin 1977; Yilmaz 1987) . This method can be obtained by setting an L2-norm misfit function and an L2-norm regularization term. Although producing some useful results, it enforces the deconvolution result to have the smallest variance, which is not appropriate to favour a solution with the sparse-spike property of a seismic reflectivity series (Gholami and Sacchi 2012) . In order to get a sparse reflectivity series, a sparse regularization constraint should be used (Sacchi 1997; Youzwishen 2001; Zhang et al. 2014a; Dai, Zhang and Liu 2016) .
Unfortunately, there is a big disadvantage of conventional sparsity constrained deconvolution, which is, it lacks robustness in the presence of erratic seismic data (Candes, Wakin and Boyd 2008; Gholami and Sacchi 2012) . The erratic data may happen in many practical cases, such as measurement error, and so on. If there is a small number of erratic data (e.g. outliers) in the seismic data, deconvolution needs to be implemented in a way that the effect of the outliers should be minimized on the estimated results. Claerbout and Muir (1973) illustrated the advantage of an L1-norm misfit function in seismic processing with erratic data. They pointed out it is based on the fact that solutions of an L2-norm misfit function tend to overstate the influence of erratic data. Later, Debeye and Riel (1990) considered the Lp-norm misfit function with p < 2 to resolve this problem. Thurber (2005, 2013) described an algorithm named iteratively reweighted least square (IRLS) to implement an L1-norm misfit function inverse problem in their monographs. The IRLS algorithm has been used by many researchers (Schlossmacher 1973; Holland and Welsch 1977; Yarlagadda, Bednar and Watt 1985; Scales, Gersztenkorn and Treitel 1988; Coleman and Li 1992; Huber 1996; Sacchi 1997; Youzwishen 2001; Bissantz et al. 2009 ). Recently, Gholami and Sacchi (2012) presented a deconvolution method including a mixed Lp-L1 measure for the data misfit function and for the model regularization term. Aravkin, van Leeuwen and Herrmann (2011) , Aravkin et al. (2012) , Kumar et al. (2013) and van Leeuwen et al. (2013) used the student's t penalty for the data misfit to perform robust seismic data processing and inversion. Zhang, Dai and Liu (2014b) proposed an inversion method based on the L1-norm misfit function and total variation regularization term in the presence of erratic data.
In this paper, we deal with the deconvolution problem with erratic data from a new point of view based on the sparse signal representation theory. Regarding the convolution model, we think the sparse reflectivity series are the representation coefficients of seismic data on a wavelet convolution basis. If no erratic data, it is the same as the conventional sparsity constrained deconvolution. In the presence of erratic data, we think the erratic data are a train of impulses in an appropriate domain and can be sparsely represented on a Dirac basis. The seismic wavelet convolution basis and the Dirac basis constitute an overcomplete dictionary (Fuchs 2004; Candes, Romberg and Tao 2006; Patel and Chellappa 2013) to sparsely represent the seismic data with erratic data. Thus, we use the methodology in sparse signal representation theory to solve the deconvolution problem.
Usually, after deconvolution, we hope to estimate acoustic impedance from the post-stack seismic data or elastic parameters from the angle-stack seismic data. In the process of seismic inversion, we use two regularization constraint terms to regularize the ill-posedness of inverse problem. The first one is total variation regularization (TV-regularization) (Zhang, Dai and Liu 2014b; Gholami 2015) to force inversion results with blocky structures. In addition, the deconvolution method compensates the low-frequency and high-frequency information lacking in seismic data, which can well improve the identification capability of inversion results on formations. However, it may not be reasonable of the low-frequency information just through sparse constraint, and this low frequency information may not coincide with the true geological background (Yin et al. 2016) . Therefore, the second regularization term, i.e. a priori model constraint (Dai et al. 2014; Zhang, Dai and Liu 2014b; Liu 2015, 2016; Yin et al. 2016 ) is used to enhance the inversion stability, to make the low-frequency information contained in inversion results more consistent with the actual work area, to improve the lateral continuity of inversion results.
S P A R S E D E C O N V O L U T I O N W I T H L 2 -N O R M M I S F I T F U N C T I O N
In seismology, the convolution model states that the observed seismic data are the response of the convolution between an underground reflectivity series and a band-limited wavelet generated from the seismic source (Robinson and Treitel 1980) . It is mathematically expressed as
where s is the observed seismic data, w is the band-limited wavelet and r is the reflectivity series model. In practice, because all of these terms are discrete, equation (1) can be written as a matrix form, i.e.
where s is the observed seismic data vector, W is the wavelet convolution matrix and r is the reflectivity series vector. Usually, the observed data cannot be exact in practice. So, equation (2) 
where d is the observed seismic data vector in practice, n is the noise vector. As usual, the noise is assumed to be Gaussian.
Objective function
The objective function of conventional sparsity constrained deconvolution takes the following form (Sacchi 1997 )
where || · || 2 represents the L2-norm that measures the misfit of data, || · || 1 represents the L1-norm, λ is the regularization parameter of L1-norm sparse regularization constraint term. In this paper, as an alternative to L1-norm, we use the Cauchy regularization term (Sacchi 1997; Youzwishen 2001; Downton 2005; Zhang et al. 2014a; Dai, Zhang and Liu 2016) as sparse constraint. Therefore, the objective function takes the following form
where λ is the regularization parameter of Cauchy sparse regularization constraint as well, σ is the Cauchy derivation parameter, r i represents the ith element of r, n is the dimension of vectors. The reason of using Cauchy regularization term is based on the results of Youzwishen's work (2001) . Compared to the bilateral exponential distribution that is the probability function of L1-norm, the Cauchy distribution has a heavier longtail and produces a better solution. Youzwishen (2001) had given many examples to show the advantages of Cauchy regularization compared to L1-norm regularization. However, it does not mean the Cauchy regularization is superior to L1-norm at any time. The chosen distribution on the earth reflectivity is geology dependent.
Proximal point algorithm
Usually, the standard objective function of sparse deconvolution is equation (4), and there are many algorithms to resolve it (Tibshirani 1996; Chen, Donoho and Saunders 1998; Nesterov 2004; Figueiredo, Nowak and Wright, 2007; Beck and Teboulle 2009a) . In these algorithms, the class of proximal point algorithm, such as fast iterative shrinkagethresholding algorithm and its improved version, i.e. monotone fast iterative shrinkage-thresholding algorithm proposed by Beck and Teboulle (2009a,b) , are very effective. Recently, Dai, Zhang and Liu (2016) extended the proximal point algorithm to resolve the inverse problem constrained by Cauchy regularization. Hence, the algorithm proposed by Dai, Zhang and Liu (2016) is chosen to solve equation (5). We have shown the procedure of this algorithm in Appendix A. Details on the proximal point algorithm can be found in their papers.
Numerical tests
We use a one-dimensional reflectivity series model to test sparse deconvolution with L2-norm misfit function (SDL2). The true reflectivity series is shown in Fig. 1(a) , and was convolved with a 55 Hz Ricker wavelet to generate the synthetic seismic data shown in Fig. 1(b) . Subsequently, 15% Gaussian random noise is added to the noise-free synthetic trace (Fig. 2a) . Then, SDL2 is performed on the noise-tainted synthetic data, with result shown in Fig. 2(b) . We can see that the estimated reflectivity series match with true reflectivity series. Next, the residuals between the noise-tainted synthetic data and the synthetic seismic data generated from the estimated reflectivity is calculated. The residuals (Fig. 2c) are very small and mainly the random noise. The Gaussian random noise has little effect on the quality of SDL2. In addition, it is also noted that, like other seismic deconvolution methods, the estimated reflectivity series have a few small differences compared to the true reflectivity. It is due to the ill-posedness of the inverse problem being dealt with (e.g. the high level of coherence between the columns of the wavelet convolution matrix W).
Next, some outliers served as the erratic data (the quantity is equal to 2% of the total number of trace samples) are added to the noise-tainted synthetic seismic trace (Fig. 2a) . The outliers shown in Fig. 3 (a) are distributed as random time samples, and the noise-tainted synthetic trace with outliers is shown in Fig. 3(b) . Afterwards, SDL2 is performed on the noise-tainted synthetic trace with outliers. The deconvolution result and the residuals are shown in Fig. 3(c,d) , respectively. It is noted that the estimated reflectivity series (Fig. 3c) cannot match the true reflectivity series (Fig. 1a) . The outliers have a great effect on the quality of SDL2. The reason is that the outliers do not obey the Gaussian noise assumption. A small number of erratic data, which may arise from measurement error, or other sources, will lead to a mis-representation of the true reflectivity series for SDL2.
S P A R S E D E C O N V O L U T I O N W I T H L 1 -N O R M M I S F I T F U N C T I O N

Objective function
From the above numerical experiment, we can see that sparse deconvolution with L2-norm misfit function is highly sensitive to erratic data. As an alternative to the L2-norm misfit function, one can consider to use the L1-norm misfit function followed by the method of Claerbout and Muir (1973) . So, the objective function for sparse deconvolution with L1-norm misfit function takes the following form
Iteratively re-weighted least square algorithm
Compared to L2-norm misfit function, L1-norm misfit function is not differentiable everywhere, i.e. non-smooth. To solve the inverse problem based on L1-norm misfit function, many scholars used IRLS algorithm (Schlossmacher 1973; Holland and Welsch 1977; Yarlagadda, Bednar and Watt 1985; Scales, Gersztenkorn and Treitel 1988; Coleman and Li 1992; Huber 1996; Sacchi 1997; Youzwishen 2001; Thurber 2005, 2013; Bissantz et al. 2009; Zhang, Dai and Liu 2014b) . The details of iteratively re-weighted least square algorithm to solve equation (6) are shown in Appendix B.
Numerical tests
The SDL1 is performed on the noise-tainted synthetic data with outliers shown in Fig. 3 (a). The result is shown in Fig. 4 (a). We can see that the estimated reflectivity series shown in Fig. 4 (a) match true reflectivity series very well. Then, we calculated the residuals between the noise-tainted synthetic data with outliers and the synthetic seismic data generated from the deconvolution result of SDL1. The residuals are shown in Fig. 4 (b). The outliers are absorbed into the residual. Hence, the effect of outliers is suppressed through the L1-norm misfit function.
S P A R S E D E C O N V O L U T I O N O N O V E R C O M P L E T E D I C T I O N A R Y Objective function
However, iteratively re-weighted least square algorithm is relatively time consuming, which has been proved in practical applications especially in the three-dimensional situations (Portniaguine and Zhdanov 2002; Portniaguine 2004; Dai, Zhang and Liu 2016) . In this paper, we deal with the deconvolution problem with erratic data based on the sparse signal representation theory. From equations (4) and (5), we can see that the deconvolution can be viewed as a problem of finding the sparse representation coefficients of seismic data on the wavelet convolution basis. So, it is a sparse signal representation problem. If the seismic data do not have erratic data, it is the same of the conventional sparse deconvolution. In the presence of erratic data (e.g. outliers), it becomes
where t represents the outliers. In fact, the outliers are a train of impulses or spikes in an appropriate domain that can be represented on the Dirac basis (Fuchs 2004) , i.e.
where H is the Dirac basis and a is the representation coefficients vector. Usually, the outliers are very few, so their representation coefficients are sparse. So, to sparsely represent seismic data with erratic data, we can use an overcomplete dictionary (Fuchs 2004; Candes, Romberg and Tao 2006) composed of the wavelet convolution basis and the Dirac basis. This overcomplete dictionary can be written as
where D represents the overcomplete dictionary. Thus, the seismic data with erratic data can be written as
where
is an augmented representation coefficients. Hence, the objective function for sparse deconvolution on overcomplete dictionary takes the following form
We see that equation (11) has the same form as equation (5). Therefore, the proximal point algorithm presented in the section of sparse deconvolution with L2-norm misfit function can be used. The final deconvolution results are the first n elements of x from equation (11), and the last n elements of x are the representation of erratic data.
Numerical tests
The sparse deconvolution on overcomplete dictionary (SDOD) is performed on the noise-tainted synthetic data with outliers shown in Fig. 3(a) . The results, i.e. estimated reflectivity series and outliers are shown in Fig. 5(a,b) , respectively. We see that the estimated reflectivity series (Fig. 5a ) match true reflectivity series very well. The outliers (Fig. 5b ) are clearly estimated. Then, the residuals between the noise-tainted synthetic data with outliers and the merged data that is the summation of the synthetic seismic trace generated from the deconvolution result of SDOD and the estimated outliers is calculated. The residuals are very small (Fig. 5c ). The effects of outliers are automatically removed.
Comparison for the above methods
To compare the computational cost of each deconvolution methods, their iterations of convergence and computational times for deconvolving the noise-tainted synthetic data with outliers are recorded and shown in Table 1 . From Table 1 , we can see that, although the iteration number of sparse deconvolution with L2-norm misfit function (SDL2) and The residual between the noise-tainted synthetic seismic trace with outliers and the synthetic seismic trace generated from the deconvolution result of SDL1 shown in Fig. 4(a) .
sparse deconvolution on overcomplete dictionary (SDOD) are larger than that of sparse deconvolution with L2-norm misfit function (SDL1), their computational times are less than SDL1; SDL2 has the least computational time. The reason of less computational time of SDL2 compared to SDOD is that the overcomplete dictionary and representation coefficients in SDOD have higher dimension than the counterparts in SDL2. The dimension of representation coefficients in SDOD is dou- ble that of SDL2. The overcomplete dictionary matrix D in SDOD is much bigger than the wavelet convolution matrix W in SDL2. In order to further understand the effectiveness of SDOD and the quality of the data processed in different way, we calculate the relative error (RE) for the different deconvolution results by the following equation,
where m is the true model and Table 2 . We see that, the RE of SDOD is smaller than SDL1 and SDL2. However, the RE of SDL2 without outliers and the RE of SDL1 are very close to the RE of SDOD. The onedimensional model is very simple. Hence, the deconvolution results of SDL1 and SDOD are very similar. In the section of two-dimensional model numerical tests, we will show the advantages of SDOD in high-dimensional case.
From the above comparisons and numerical tests, we conclude that SDOD not only eliminates the effect of outliers compared to SDL2, but also has much less computational cost with highly improved computational efficiency compared to SDL1.
S E I S M I C I N V E R S I O N
As usual, we hope to implement an inversion process to estimate parameters such as acoustic impedance in post-stack seismic inversion, Possion's ratio, elasticity modulus, P-wave velocity, S-wave velocity and so forth, in the Amplitude Variation with Angle inversion for reservoir prediction in exploration seismology after deconvolution. Hence, in this section, we deal with the seismic inversion problems.
Seismic impedance inversion
The definition of reflectivity is
where z(i) is the impedance and r(i) is the reflection coefficient (i.e. reflectivity) at sample i, respectively (Berteussen and Ursin 1983; Youzwishen 2001) . When r(i) is small, equation (13) can be approximated as (Gholami 2015 )
The discretization of equation (14) yields
where B is the difference operator defined as (Gholami 2015 )
and y i = (1/2) ln z i , which is the ith element of y. The conventional post-stack inversion process is through the standard recursion formulas to obtain impedance data or other parameters in a single trace (Berteussen and Ursin 1983; Zhang, Dai and Liu 2014b; Zhang and Dai 2016) . However, the inversion results obtained by these formulas are sensitive to noise in seismic data (Berteussen and Ursin 1983; Hamid and Pidlisecky 2015) . In addition, it cannot allow spatial regularization (Jamali Hondori et al. 2013; Gholami 2015; Hamid and Pidlisecky 2015) . So, we deal with the multi-trace inversion. In the case of multi-trace,
where m is number of traces. So, equation (15) can be extended to the following form
In the multi-trace case, to constrain the inversion problem, one can use total variation-regularization (TVregularization) as spatial regularization constraint term, which gives a blocky structure for inversion results (Gholami 2015) . In addition, deconvolution compensates the lowfrequency and high-frequency information lacking in seismic data, which can well improve the identification capability of inversion results on formations. However, it may not be reasonable to add low frequency information just through sparse constraint, and the information may not coincide with the true geological background (Yin et al. 2016) . So, a priori model regularization constraint (Dai et al. 2014; Zhang, Dai and Liu 2014b; Liu 2015, 2016; Gholami 2016; Yin et al. 2016 ) is used to enhance the inversion stability, to make the low-frequency information contained in inversion results more consistent with actual work area and to improve the lateral continuity of inversion results. In practical application, a priori model can be obtained by kriging interpolation (Hansen 1993 ) with well log data or seismic velocity analysis information under the constraint of a priori geological knowledge (Hamid and Pidlisecky 2015; Zhang and Dai 2016) . Hence, we combined these two constraints and derived the following objective function for post-stack seismic inversion
where Y priori is the a priori model, α is the regularization parameter for TV-regularization constraint, μ is the regularization parameter for a priori model regularization constraint, || · || F represents the Frobenius-norm and || · || TV represents the so-called TV-norm that is defined as (Beck and Teboulle 2009b )
One can see that equation (20) can be written as
and I is identity matrix. Equation (22) takes a similar form of TV-regularization constraint problem in the Beck and Teboulle's paper (2009b). However, there are two obvious differences. First, in their formula, there is a bound constraint for Y that is not for us. Second, in our formula, there is a priori model regularization constraint term that is not for them. To solve equation (22), we use an algorithm similar to their algorithm. Although the two algorithms share the same basic principle, we had to do some necessary modifications due to the two differences. In their paper, they named their algorithm as fast gradient projection (FGP) algorithm. For consistency, we also named the modified algorithm in this paper as FGP algorithm. Essentially, it is a proximal point algorithm, too. We have shown the procedure of the FGP algorithm in Appendix C.
Having obtained solution of equation (22), multiplied by two, a simple exponential transformation can give the final estimated impedance data (Berteussen and Ursin 1983; Gholami 2015) .
Amplitude Variation with Angle inversion
As the extension of post-stack impedance inversion, AVA inversion for angle-stack seismic data can obtain more parameters about earth model, such as P-wave velocity, S-wave velocity, P-wave impedance, S-wave impedance, Poisson's ratio, elasticity modulus and density and so forth. Its theoretical foundation is Zoeppritz equations (Zoeppritz 1919). To simplify the Zoeppritz equations, many researchers had derived different approximations (Ostrander 1984; Shuey 1985; Smith and Gidlow 1987; Fatti et al. 1994; Verm and Hilterman 1995; Gray, Chen and Goodway 1999; Aki and Richards 2002; Russell, Gray and Hampson 2011; Zhang et al. 2015) . Here, we use Fatti's approximation (Fatti et al. 1994) , which is
where R(θ) is the reflectivity changed with incident angle θ ,
are the P-wave impedance relative variation ratio, the S-wave impedance relative variation ratio and the density relative variation ratio, respectively, I p is P-wave impedance, I s is S-wave impedance and ρ is density,
in which v p is P-wave velocity, v s is S-wave velocity.
As usual, we assumed γ is a background constant (Verm and Hilterman 1995).
Then, equation (25) can be written in a matrix form for q incident angles (Dai et al. 2014; Dai, Zhang, and Liu 2015; Zhang and Dai 2016 
. . .
where θ 1 , θ 2 , · · · θ q represents q incident angles. Extend equation (29) to n time samples,
Equation (30) can be written as
where for consistency, r represents the reflectivity vector that varies with incident angles, p represents the relative variation ratio vector and G is the transformation matrix between r and p. If the wavelet is known, based on convolutional model (i.e. equation (3)), we can obtain
where A = WG. From the definition of relative variation ratio, we can see that it takes the same form of reflectivity. Hence, the objective function takes the similar form of deconvolution (Zhang and Dai 2016), i.e.
Hence, proximal point algorithm in the section of sparse deconvolution with L2-norm misfit function (SDL2) can be used to solve equation (33). Because of its similarity to deconvolution, we name this procedure AVA deconvolution.
If there are some erratic data in angle-stack seismic data, one can take a similar way in the section of sparse deconvolution on overcomplete dictionary (SDOD) to implement AVA deconvolution.
Having estimated p, one can get the final AVA inversion results, i.e. P-wave impedance, S-wave impedance and density, through the same way in the section of Seismic impedance inversion using P-wave impedance relative variation ratio, S-wave impedance relative variation ratio and density relative variation ratio, respectively. With the help of P-wave impedance, S-wave impedance and density, other elastic parameters such as Possion's ratio can be calculated through the relationship between different elastic parameters.
A P P L I C A T I O N S
Two-dimensional model numerical tests
We use a two-dimensional model to show the feasibility of the proposed deconvolution and inversion method in the presence of outliers in seismic data. The true reflectivity section is shown in Fig. 6(a) . The true reflectivity is convolved with a 45 Hz Ricker wavelet to generate synthetic seismic data. Then, 15% Gaussian random noise and some random outliers (the outliers' quantity equals to 1% of the total number of seismic data samples) are added to the synthetic seismic data. The result is shown in Fig. 6(b) . For visualization, the red points shown in Fig. 6(b) represent the outliers. Next, sparse deconvolution on overcomplete dictionary (SDOD) is performed on the outliers-tainted synthetic data. The result, i.e. estimated reflectivity section, is shown in Fig. 7(a) . From the comparison between Figs 6(a) and 7(a), we see that the estimated reflectivity section matches true reflectivity section very well. Next, we calculate the residuals between the noise-tainted synthetic seismic data with outliers and the synthetic seismic data generated from the estimated reflectivity section. The residuals are shown in Fig. 7(b) . We can see that the residuals consists of the random noise and outliers. The outliers are removed from the noisy seismic data by SDOD. To perform the proposed seismic inversion method, we smooth the true impedance model shown in Fig. 8(a) with a low-pass filter (the passband is 0-15 Hz) to obtain a smooth model that contains low-frequency trend to serve as the a priori impedance model. This smooth model section is shown in Fig. 8(b) . Then, the proposed seismic inversion method is performed using the estimated reflectivity by SDOD. The inversion result section is shown in Fig. 8(c) . From the comparison between Fig. 8(a) and 8(c) , we see that the estimated impedance section that takes a blocky structure and shows remarkable lateral continuity, is very close to the true impedance model section. It is also to be noted that not all geological information can be estimated. It is due to the ill-posedness of the seismic deconvolution and inversion problem being dealt with (such as the high level of coherence between the columns of the wavelet convolution matrix W, large condition number of the forward operator B and so forth).
To show the advantages of SDOD, we compare the inversion results using sparse deconvolution with L2-norm misfit function (SDL2) and sparse deconvolution with L1-norm misfit function (SDL1) for noise-tainted data. First, we perform SDL2 on the noise-tainted data without outliers, and The residual between the noise-tainted synthetic seismic data with outliers and the synthetic seismic data generated from the estimated reflectivity section.
then invert the SDL2 result using the smooth model shown in Fig. 8(b) . The result is shown in Fig. 9(a) . We see that, in the case of no outliers, the estimated impedance by SDL2 is very close to the results by SDOD. Then, we performed SDL2 on the outliers-tainted data and inverted the SDL2 result using the same smooth model. The inversion result is shown in Fig. 9(b) . We can see that the estimated result shown in Fig. 9 (b) has much more noise compared to Fig. 9(a) . The outliers have a great effect on the quality of SDL2. At last, we perform SDL1 on the outliers-tainted data and invert the SDL1 result using the same smooth model. The inversion result is shown in Fig. 9(c) . We see that, the SDL1 is more robust than SDL2. But it is not as good as SDOD. The reason is that, in the two-dimensional or higher dimensional case, the outliers are randomly distributed in the seismic data. It is more complicated than the one-dimensional case, i.e. not all of the seismic traces containing the outliers. To reduce the effect of outliers, the L1-norm misfit function put relatively less misfit contribution (i.e. the contribution to the||d − Wr|| 1 ) for large outliers compared to SDL2. However, the effect still exists (although it is very small in the simple one-dimensional case). Unlike SDL1, SDOD can estimate these outliers through the Dirac basis and automatically remove their effect as part of the deconvolution and inversion process.
To further understand the effectiveness of SDOD, we calculate the relative error (RE) for different inversion results shown in Table 3 . We see that, the RE of SDL2 without outliers and the RE of SDOD are very close and the RE of SDOD is the smallest one. The RE of SDL1 is also small, but larger than SDOD. The SDL2 with outliers gives the largest RE.
A field data example of AVA inversion
To further demonstrate the applicability of proposed method to real data, we select the angle-stack seismic data acquired over an oil field to test. It consists of four partial angle stacks with ranges of 3-12°, 13-22°, 23-32°and 33-42°, respectively. Figure 10 shows these four partial angle-stack seismic data sections of Inline 690. These sections show similar tectonic structure, but show subtle amplitude variations. One can note that the low signal-to-noise ratio of wide-angle-stack seismic data shown in Fig. 10(d) increases the possibility of erratic errors. For example, the high-frequency events in red rectangles shown in Fig. 10(d) do not appear in the other partial angle-stack sections. They are obviously inconsistent with the AVA characteristics at these locations presenting in other partial angle-stack sections. After baseline and environmental corrections and scale balancing on well data from the work area, we build an interpolation model obtained by kriging interpolation with the above corrected well log data under the constraint of a priori geological knowledge such as geologic horizons. Then, we smooth this interpolation model with a low-pass filter (the passband is 0-15 Hz) to obtain a smooth model that contains the low-frequency trend to serve as the a priori model. The smooth model sections of Inline 690 are shown in Fig. 11 .
Next, the proposed AVA inversion method is performed on these partial angle-stack seismic data. The inversion results of Inline 690 are shown in Fig. 12 , where Fig. 12(a-c) shows estimated P-wave impedance, S-wave impedance and density, respectively. From the inversion results, we can see that, the estimated results take a blocky structure and show remarkable lateral continuity; the inversion results are reasonable, i.e. consistent with the geologic structure of the original seismic data. In addition, the estimated erratic data section of wide-angle stack is shown in Fig. 13 . The estimated erratic data consist of the complex events defined on a small frequency range. For example, the erratic data in the red rectangle are especially obvious. The effects of these erratic data are automatically removed as part of the inversion process.
In this work area, there are two target stratums around 2.6 s. In Fig. 12 , the upper thinner target stratum is oil-bearing sandstone marked by black arrow and the lower thicker target stratum is gas-bearing sandstone marked by white arrow. Both target stratums have lower P-impedance, S-impedance and density compared to the surrounding rock. The inversion results clearly depict the outlines of these reservoirs to allow us to distinguish the upper and lower interfaces of target stratums.
D I S C U S S I O N S A N D F U T U R E D I R E C T I O N S
We think the reason for the lack of robustness in the presence of erratic data of sparse deconvolution with L2-norm misfit function (SDL2) is that the erratic data (e.g. outliers) cannot be sparsely represented on the wavelet convolution basis. Hence, the conventional SDL2 will fail in these cases. Therefore, the Dirac basis is used to sparsely represent these erratic data. The wavelet convolution basis and Dirac basis constitute the overcomplete dictionary. On the overcomplete dictionary, seismic data in the presence of erratic data can be sparsely represented. As a matter of fact, it is unusual that data pre-processed for deconvolution and inversion still contains spike-like noise. However, it is worthwhile to solve a de-spiking inverse solution. Even if most of the seismic data noise is distributed normal, there are reasons to doubt the existence of erratic data. In addition, in the seismic data (especially in the actual field data), the erratic data are not always spike-like in the original domain (e.g. the real seismic data shown in Fig. 10 ). However, one can use any transform that would normally be used to sparsely localize these erratic data (e.g. Fourier for periodic noise, Radon for noise with moveout in pre-stack gathers, Curvelets for more complicated coherent events, etc.). Hence, there are some questions. Why do not remove these erratic data in the original domain or transform domain early in the seismic processing sequence before inversion or why use the Dirac basis to sparsely represent these erratic data? The power of the proposed method is that we are not explicitly filtering out these erratic noise or outliers with the danger of losing meaningful information. Actually, the standard approach in the industry is directly removing, e.g. directly muting some long offset data in seismic Amplitude Variation with Offset (AVO) inversion (Downton 2005) . Instead, we let a robust inversion process using an overcomplete dictionary to decide which parts of the data can be fitted and which should be ignored. Thus, the effect of these erratic data is automatically removed as part of the inversion process.
In this paper, we did not considered coloured noise such as surface wave, multiple, ghost wave and so forth. In light of its good performance, it seems desirable to further investigate the feasibility of sparse deconvolution on overcomplete dictionary (SDOD) in that case. It remains our future research topic. Hence, we want to discuss the basic idea of SDOD. It is to extend the dictionary, i.e. find a basis or dictionary that can sparsely represent the coloured noise and combine these bases or dictionaries together to build a larger overcomplete dictionary. For example, Starck, Fadili and Murtagh (2007) pointed out that an undecimated curvelet dictionary can sparsely represent surface wave. Therefore, if the seismic data contain obvious surface wave, one can add the undecimated curvelet dictionary into the overcomplete dictionary to remove the effect of the surface wave. It is important to find an appropriate basis or dictionary to sparsely represent the coloured noise.
C O N C L U S I O N S
To apply the seismic deconvolution and inversion in a way that minimizes the effects of erratic data that may arise from measurement error or other sources, a new deconvolution method named sparse deconvolution on overcomplete dictionary (SDOD) was proposed. Based on the sparse signal representation theory, the overcomplete dictionary used for sparse representation is composed of two basis, i.e. the wavelet basis used for representing the seismic data to apply deconvolution, and the Dirac basis used for representing the erratic data to remove their effects. Numerical tests show that, compared to conventional sparse deconvolution method, i.e. sparse deconvolution with the L2-norm misfit function (SDL2) and sparse deconvolution with the L1-norm misfit function (SDL1), the proposed method not only eliminates the effect of outliers, but also has highly improved computational efficiency. At the stage of seismic inversion, total variation and the a priori model served as two regularization terms are combined to estimate inversion results with a blocky structure and welllateral continuity. The numerical tests of two-dimensional model and real field seismic data example successfully prove the feasibility of proposed deconvolution and inversion method. The proposed method is an efficient approach in seismic deconvolution and inversion process.
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A P P E N D I X A : T H E P R O C E D U R E O F P R O X I M A L P O I N T A L G O R I T H M
The detailed procedure of proximal point algorithm is: Input: Seismic data d, wavelet convolution matrix W, regularization parameterλ (In practice, the L-curve criterion is often used to pick a suitable regularization parameter.) and initial reflectivity series vector r 0 .
Step1. Let e 1 = r 0 , β 1 = 1, compute Lipschitz constant ζ = λ max (W T W) (i.e. the largest eigenvalue of W T W) and set
is an optimization procedure of finding a solution of x * such that f(x * ) is the minimum value of f(x).
Step4. If the following tolerance criterion is satisfied, stop the iteration,
where ε 1 , ε 2 are corresponding tolerance values. Else go to Step 5.
Step6. Update e k = r k + (
Step7. Set k = k+1 and back to Step 2 to go on the iteration.
A P P E N D I X B : I T E R A T I V E L Y R E -W E I G H T E D L E A S T S Q U A R E A L G O R I T H M F O R S P A R E D E C O N V O L U T I O N W I T H L 1 -N O R M M I S F I T F U N C T I O N
The detail of iteratively re-weighted least square algorithm to solve equation (6) is as follow.
Let
and at point where any element of g is zero, F (r) is not differentiable. Ignoring these non-differentiable points at first, the derivative of F (r) at r j is
where sgn(a) is the signum function, i.e.
sgn(a) = a |a| .
So, the gradient of F (r) can be written as
where E and Q is diagonal matrix, i.e. 
Hence, the solution of equation (6) 
That is,
The solution can be found iteratively by setting (Youzwishen 2001; Zhang et al. 2014b )
This iterative process is repeated until a convergence condition (The convergence condition can be referred to the tolerance criterion in the section of Appendix A) is satisfied.
If g is non-differentiable at some points, a corresponding tolerance ε can be chosen and set
With this modification, the algorithm process will stably converge to a reasonable solution (Huber 1996; Zhang et al. 2014b) .
From the above equations, we can see that E and Q play roles of weighting matrices, and finding solution of equation (6) is a re-weighted least square problem. So, it is named IRLS algorithm.
A P P E N D I X C : F A S T G R A D I E N T P R O J E C T I O N A L G O R I T H M
The detailed procedure of fast gradient projective algorithm is, Input: regularization parameter α and μ, matrix K and L and initial Y 0 .
Step1. Compute Lipschitz constant ζ = λ max (L T L) and set k = 1 (it is an outside iteration).
Step3. Take (U 1 , V 1 ) = (P 0 , T 0 ) = (O (n−1)×m , O n×(m−1) ) ∈ (R (n−1)×m , R n×(m−1) ), where O is zero matrix, let β 1 = 1 and set l = 1 (it is an inside iteration).
Step4. Compute (P l , Step5. If the following tolerance criterion is satisfied, stop the inside iteration, and go to Step 9,
where ε 1 is a tolerance values. Else go to Step 6.
Step6. Compute
Step8. Set l = l+1 and back to Step 4 to go on the inside iteration. Step9. Set Y k =K k − (α/ζ )L(P l , T l ), and if the following tolerance criterion is satisfied, stop the outside iteration,
where ε 2 is a corresponding tolerance values. Else set k = k+1 and back to Step 2 to go on the outside iteration.
