Presented here is the theoretical basis of data fusion for the purpose of target identification using the belief function theory.
I. INTRODUCTION
Target identification (ID) is an important component of data fusion systems for air surveillance, with a task to combine the information collected over time from multiple sources in order to refine our knowledge of target allegiance (e.g., friend, neutral, hostile), target class (e.g., commercial jet, bomber, fighter plane, missile, etc.) and platform type (for example for a class of fighter planes, the possible platform types could be F/A-18, Su-35, Tornado Typhoon, etc.) [1] .
Target ID is based on a set of features which can (up to a certain degree) distinguish between the targets. Three groups of target features are typically used for this purpose: the features based on target shape, kinematic behaviour and electromagnetic (EM) emissions. Radar can provide the kinematic features (maximum observed speed, acceleration, target specific Doppler signatures) and some shape features (range profile, (RCS)). Kinematic information can be used to determine the originating airfield or to determine the level of agreement with the approved flight plan, mission route or a flight corridor. An IR sensor can provide additional shape features, such as the target spatial distribution, or target area. By analysing target EM emissions, an electronic support measure (ESM) sensor can supply the transmitted frequency, the pulse repetition interval and the pulsewidth of the target radar, which can then be related to the emitter type or even the platform type. The IFF provides a high confidence positive identification of friendly aircraft. Target Refereeing of this contribution was handled by P. K. Willett.
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The belief function theory as used in the transferable belief model (TBM) [3] , provides a flexible and accurate framework for target ID. For example, when prior probabilities or feature likelihoods are only partially known, it provides a means for building a cautious classifier as in [4] . Furthermore, sensors and sources typically report target attributes in a nonspecific manner. A nonspecific sensor report is, for example, a declaration that the target is "small," because there could be at least several possible candidates that satisfy this description (note that this declaration is also fuzzy, but this aspect is ignored here). It is wellknown that nonspecificity is not adequately represented by probability functions [2, 5] , and in practice is often approximated using the uniform probability distribution. The belief functions, on the contrary, were introduced by Shafer [6] to represent nonspecific evidence in an exact manner. The belief function theory thus provides a means to correctly fuse nonspecific ID declarations from various sources at different levels of granularity [7] .
Prior knowledge at disposal for target ID sometimes also includes one or more implication rules. An example of such a rule could be as follows: if the target is a friendly aircraft, then its platform type must be F/A-18, Tornado, or B-52. The rules can in general be assigned some level of confidence (or belief), taking value in the range between 0 and 1. We describe here the methodology for incorporation of implication rules into the belief function theory framework for target ID. The subject has been ignored so far in the literature on target ID using the belief functions [8, 9, 10, ch. 8] . A small scale problem for target ID is worked out here in detail in order to clarify the theory for the future users.
II. REVIEW OF THE BELIEF FUNCTION THEORY
We adopt the framework and terminology of the belief function theory [6] as interpreted by the TBM [11, 3, 12] . The theory is originally developed for a discrete set of elementary events related to a given problem [6, 3] . This set is referred to as the frame of discernment (or frame):
and it has a finite cardinality N = j£j. Beliefs are expressed on the subsets of £. The power set of £, denoted as 2 £ , is a set containing all the possible subsets of £, i.e., 2 £ = fA : A µ £g. 
Both bel and pl are in one-to-one correspondence with their associated BBA m. The term bel(A) represents the total belief that is committed to A without also being committed to its complementĀ, whereas pl(A) corresponds to the total belief which does not contradict A. 
Refinement and Vacuous Extension:
where 
Vacuous Extension and the Product Space: Given a BBA m X , its vacuous extension on space X £ Y,
Conjunctive Rule of Combination: Let m 1 and m 2 be two BBAs defined on the same frame £. Suppose that the two BBAs are induced by two distinct 2 pieces of evidence. Then the joint impact of the two pieces of evidence can be expressed by the conjunctive rule of combination which results in the BBA:
Note that the conjunctive rule: 1) is both commutative and associative, and 2) may result in a "conflict" which is manifested by m 12 (Ø) > 0. This conflict can be a useful feature, and has been exploited in data association problems encountered in classification of multiple objects [13] [14] [15] . Providing that m 12 (Ø) < 1, the normalised BBAm 12 corresponding to m 12 is computed asm 12 
We thus obtain
(8) Marginalisation (a special case of coarsening) represents a projection of a BBA defined on X £ Y into a BBA on X or Y.
Ballooning Extension: Let m X 0 be a BBA defined on a frame of discernment X 0 . We would like to build a BBA on a larger frame X with X 0 µ X in such a way that the subsets of X do not receive more support than justified. The least committed BBA [3] on X, such that its conditioning on X 0 is m X 0 , is given by the so-called "ballooning" extension, denoted m X 0 *X and defined as
whereX 0 is the complement of X 0 relative to the frame X. The ballooning extension plays a key role in the implementation of implication rules within the TBM framework and therefore we give a simple example to illustrate its concept. Let X 0 = fx 1 , x 2 g and m
with two focal elements: m X (fx 1 , x 3 , x 4 g) = 0:7 and m X (fx 1 , x 2 , x 3 , x 4 g) = 0:3. Pignistic Probability: The pignistic probability is the result of mapping a belief measure to a probability measure. For the frame of (1) and its singletons µ i 2 £, the pignistic probability is defined as
and for A µ £, BetP(A) = P µ i 2A Bet P(µ i ). The pignistic transformation (10) is linear and has some other useful properties [3] , such as for all A µ £, bel(A) · Bet P(A) · pl(A), if m(Ø) = 0. BetP is the probability measure that we use for decision making (betting), hence its name. 3 
III. IMPLICATION RULES WITHIN THE TBM FRAMEWORK
Handling implication rules within the TBM is conceptually simple, which is not the case with probability theory. Assuming that the probability of the implication 'if A then B' is equal to the conditional probability of B given A leads to the trivialization results of Lewis, i.e., the probability can then only take three values: 0.0, 0.5, and 1.0 [16] . Under this assumption, the probability theory degenerates into a useless theory.
In the TBM framework, on the contrary, one can assume equality between the implication and the conditional belief and still avoid the trivialization. Suppose an information source tells you that a rule 'If A then B' is supported to a certain degree ® which takes a value from the interval [0, 1]. The rule 'If A then B' is logically equivalent to the rule 'not A or B' (by the definition of implication). The BBA related to this rule is given by
where T denotes the logical tautology. We assume that the rule is informative, i.e., B does not imply 'not A' [17] . In that case bel(not A) = 0. By Dempster's rule of conditioning [12] , one gets bel(B j A) = bel(not A or B) = ®, where bel(B j A) is the conditional belief of B given A. Thus the belief of B given A is equal to the belief that the implication holds. This last property explains why handling the implication rules is straightforward within the TBM. 3 Pignus means a bet or a wage in Latin. In practice, a rule 'If A then B' with a belief mass ®, is translated into a BBA given by (11) . This BBA is also what the ballooning extension would produce if one were to start with a conditional belief function and extend it on the underlying space as explained in more detail below.
Suppose there are two frames, A and B. An implication rule R is an expression of the form
where x is the actual (true) value. In a shortened notation we write simply A ) B. A rule is assigned some belief mass ®. We have seen that bel(A ) B) = bel(B j A).
Based on the principle of least commitment, the implication rule A ) B in the TBM framework is represented by a belief function on a product space A £ B with two focal elements, defined as
This belief function is in effect the result of the ballooning extension of belief function m B defined as
This BBA is graphically shown in Fig. 1 , where the white areas represent the subsets of the product space A £ B which are assigned the belief mass of ®. For example, let A = fa 1 , a 2 , a 3 g, B = fb 1 , b 2 , b 3 g, A = fa 1 , a 2 g, and B = fb 2 g. The BBA corresponding to the rule A ) B with the belief mass ® is shown graphically in Fig. 2 . As before, the white areas are assigned belief mass ®.
In order to illustrate the theory we next consider a small scale data fusion problem where we combine the available sensor reports and implication rules in order to determine the ID of a target in the air surveillance context. 1 , a 2 , a 3 g, B = fb 1 , b 2 , b 3 g, A = fa 1 , a 2 g, and B = fb 2 g.
IV. TARGET ID: A CASE STUDY A. Problem Description
Suppose that
is the frame of discernment for target allegiance (e.g., f = friend, n = neutral, s = suspect, h = hostile) and let
be the frame of discernment for the basic target class (e.g., and implication rules (R a , R b , and R c ) can be fused for the purpose of target ID in any order, since the combination is performed by the conjunctive rule (which is both commutative and associative).
Let us first combine reports 1 and 2. The resulting BBA is given by m Table I . 
Next let us fuse two conflicting allegiance declarations: m Table III .
The decision about the target ID could be made based on sensor reports by application of the pignistic transform (10) The pignistic probabilities listed above are used for decision making. Thus, by fusing the rules with collected sensor reports, the described algorithm decides that the primary ID of this target is friendly (with the confidence of 0.6974) and that its platform type is b 23 (with the confidence of 0.7398).
Can this result be obtained by an alternative method? We have argued in Section III that the probability theory is not a suitable method. An approach based on the conditional even algebra (CEA) [18] could be viable, but we argue that our approach is by far simpler and more elegant. Take for example the problem with conditional objects and iterated implications, such as (A ) B) ) (C ) D). This would be a challenge for the CEA, while the expressive power of TBM framework provides a solution in a straightforward manner: bel((A ) B) ) (C ) D)) = bel(D j (not A or B) and C). For details see [15] .
V. SUMMARY
The paper presented an application of the belief function theory to the problem of fusing the possibly uncertain implication rules with the collected sensor reports. The purpose of this fusion process is to infer target ID in the context of air surveillance. The elegance of the proposed framework for the representation and fusion of rules is illustrated by a small scale practical example. For larger scale problems (e.g., thousands of platform types, rules, sensor reports), however, this framework becomes significantly more computationally complex. Future work will address the problem of computationally efficient implementations, following for example the ideas in [19] . 
