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ABSTRACT
This paper describes the third iteration in the development of a simulation tool that provides trade-offs
of avionic architectures for future Active Debris Removal (ADR) space missions.
The principle of ADR mission is to target an object in space and move it somewhere else, preferably
by deorbiting it. The initial task of the satellite (chaser) is to detect and track the targeted debris or
object, then perform some proximity operations before capturing it. Associated with each phase, there
is a couple of unique challenging mainly linked to the uncooperativeness of the target. To handle these
problems, the chaser must embark a variety of sensors for the Guidance, Navigation, and Control (GNC). It
must equally have multiple dedicated algorithms for pose and attitude estimations of the target. To obtain
accurate information, the algorithms require a high input data rate and from multiple sensor sources. The
first one guarantees constant tracking and the second prevents any biasing. Furthermore, because of orbital
mechanisms and potential low ground coverage, data have to be analyzed on-board to satisfy a constant feed
of the algorithms.
The simulator developed by the EPFL Space center focuses on the optimization of avionic architectures
for ADR missions such as ClearSpace-1 (CS-1)∗ . The current version uses an Optimal Control (OC) approach
by considering a mathematical model of the architecture. Its primary purpose is to minimize the number of
elements used in the avionic and optimize its output in terms of accuracy on target detection and tracking.
The model contains descriptions of the sensors and the algorithms. It additionally includes information on
the On-Board computer as well as the connection between the various elements. The process is to run specific
scenarios over time with varying constraints like power consumption. The optimizer will try guessing the
ideal configuration of algorithms and sensors given the current constraint and the objective function. The
latter dictates the most critical parameters to optimize in the simulation.
To considerably increase the representativeness of the simulation tools, the team has been focusing on the
improvement of the mathematical model. This novel approach addresses various issues encountered during
the previous versions. It can better simulate the flow of information through the architecture and considers
multiple types of data. In the current model, the simulator can run algorithms at various speeds and employs
specific links between them and the sensors with some memories. This publication also introduces a broader
variety of scenarios. Emphasis has been made on comparing one architecture with multiple scenarios. A
parametric analysis approach has been employed to better comprehend the importance of each parameter.
The EPFL Space Center is operating this tool to investigate multiple hardware configurations with specific
ADR requirements for ClearSpace-1. Its design can help to create preliminary scenario plans by optimizing
the avionic architecture of the satellite. In addition, it provides some initial assessment of the requirements
needed for the high-performance On-Board Computer.

∗ https://clearspace.today/
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INTRODUCTION

tion, the algorithms require high input data rates
from multiple sensor sources. Furthermore, because
of orbital mechanisms and potentially low ground
coverage, data have to be analyzed on-board to satisfy a constant control of navigation. For a similar
reason, Collision Avoidance Maneuvers (CAM) and
the majority of mission-critical operations must be
computed and performed autonomously.

In space, Active Debris Removal (ADR) missions can be considered as a mix between formation
flying and docking but with additional constraints.
These are typically found in the lack of information regarding the target and uncooperativeness of
the object. What can be detected from the ground
is the light variation that is reflected by the sun,
and its frequency. Nevertheless, because of possible
degeneracies, only in-orbit pose estimation can produce a precise answer. If the light variation is low
(e.g. when the rotation is slow) the degeneracies
will be larger. For these reasons, the avionic of an
ADR mission is crucial for gathering and processing information about the object. In addition, the
spacecraft needs to be reactive and possess a high
level of autonomy, especially in the final approach
phase.

For this mission, the idea is to use a standard
avionic architecture coupled with a dedicated payload computer. To reduce the cost and development
time needed for the satellite, it has been decided to
utilize a pre-existing avionic platform and adapt it
to the demand of the mission. To preserve the platform integrity and consistency, the team decided to
focus on a dedicated payload that has to handle all
the remote sensors needed for the rendezvous.4 Critical parts of the software, such as the various image
processing algorithms, will be implemented directly
on this payload computer to benefit from dedicated
hardware accelerators.

This publication focuses on the development of
the third version of the simulation tool and optimizer
presented previously.1, 2 The goal is to use a mathematics definition of the avionic system to determine
an optimal solution to the architecture design.

Simulator
In the previous years, two versions of the simulator were developed to help the design of preliminary
avionic architecture.1, 2 To be noticed that the first
iteration was a pure simulator and the second iteration was an optimizer. The difference is that the
second one was trying to determine the optimal solution to the problem.

ClearSpace-1
ClearSpace-1 (CS-1) is a mission developed by
the start-up company ClearSpace together with the
EPFL Space Center. The goal is to rendezvous
with VESPUP (VEga Secondary Payload Adapter
Upper Part) and deorbit it. A similar mission was
being designed by the start-up in an initial phase,
and it was called CleanSpace One (CSO).3 CS-1
will demonstrate the technologies needed for future
ADR missions. The development focuses on two primary aspects. The first one is a capture mechanism
able to retract and deploy multiple times, moreover, it should perform a soft capture of the target.
The second crucial development is the creation of
a Payload On-Board Computer (POBC or simply
payload computer) to host the various relative navigation and image processing algorithms. It should
merge the data from various sensors needed for the
approach and rendezvous phases.

In both cases, they encompass the different sensors needed for the mission, the pre-processing parts
required by some components, and finally the processing/control boards. The last items can be represented by various architecture types and contain
multiple hardware parts. Several aspects of the
simulation have constraints varying over time especially the Guidance, Navigation and Control (GNC)
algorithms, the visions algorithms, and the overall
control loop frequency.
To increase considerably the representativeness,
models of all components like sensors or hardware
accelerators are provided to the simulator. By combining scenarios and models, an emulation of the
data flow is produced for a specific system. It includes raw data generated by the sensors, the preprocessing operations, and data distribution in the
main processing board. The assignment of various
tasks such as algorithms and control loop at a highlevel abstraction allows the simulator to compute
the processor board’s usage. Ultimately, the sim-

To achieve a high degree of confidence during the
final approach phase, the spacecraft needs to hold a
variety of sensors with a diverse spectrum of range
and accuracy. They feed the algorithms running in
the satellite’s POBC which compute accurate information about the target. To guaranty constant
tracking and prevent any biasing of the pose estima-
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ulator outputs the variation over time of different
architecture aspects. In this category, there is the
power consumption, the data produced by the sensors, the memory, link, and main processor usage. It
is valuable when analyses of a specific architecture
performance are desired.

Active Debris Removal Missions
It is capital to acknowledge the challenges of the
various past and ongoing space missions to develop
a proper avionic that suits the need of the CS-1.
The most interesting categories of missions are, of
course, the Active Debris Removal (ADR) such as
RemoveDEBRIS,5 e.Deorbit,6 NanoRacks-Remove
Debris,7 and ELSA-d.8 Similar types of problems
can equally be encountered with recent formation
flying considering an almost autonomous approach
with PRISMA,9 and AVANTI experiment.10

The second version of the simulator had the task
to optimize the architecture that was instantiated
in the previous one. To control the overall avionic
design, the optimizer includes a couple of input and
states variables. In this category, there are the statuses of the various sensor. Either they are turned
on or off. There are, in addition, the modes of the
sensors. As in the previous version of the simulator,
the sensors support distinctive modes that represent how much power they consume as well as the
amount of data they produce. The two other types
of input variables are the modes for all the algorithms and the Payload On-Board Computer. The
goal of these ones is to control the general behavior
of diverse parts.

The PRISMA9 (Prototype Research Instruments and Space Mission Technology Advancement)
project by the Swedish Space Corporation with the
participation of many other actors is a historic mission. Launched in 2010, the goal was to demonstrate formation flying and rendezvous technologies
for small satellites. The mission included two small
satellites and successfully demonstrated different
technologies such as relative GPS navigation, RF
sensors for ranging, vision-based sensors with a Star
Tracker. The main satellite was a 150 [kg] spacecraft with two redundant On-Board Computers and
a variety of sensors. Its main computer boards
were based on a LEON processor and handle all the
software including the GNC.11, 12 The consortium
wanted to achieve several objectives such as formation flying, autonomous rendezvous, and proximity
operation. All of them needed to use the processors
aforementioned. Each of the phases had its own
set of algorithms13 and the data handling system
is based on a LEON3 microprocessor with a 32bit SPARC V8 architecture. It is a fault-tolerant
processor. It is implemented on an FPGA which
provides 20 [M IP S] and has a floating-point unit.
It operates a CAN bus to communicate with the
rest of the spacecraft.

The last iteration of the simulator maintains a
remarkably similar purpose to the second one. Additionally, its goal is to find the most appropriate
set of sensors and algorithms to fit the constraint
applied to the system. Its key differences are the
implementation used and the amelioration it has.
The mathematical model benefits from a complete
rewriting to better accommodate the requirement
of the solver used. Some variables were removed,
and many were included to generate a more resilient
model and less prone to infeasible situations. In
addition, the ability to have frequency changes in
the algorithm was made possible as well as linking
multiple ones to the same output. Memories were
additionally included in the model to make the interfaces between the algorithms and the sensors.
Moreover, they have additional constraints like storage and bandwidth limitation.

The next key step in the domain is the
AVANTI10 (Autonomous Vision Approach Navigation and Target Identification) experiment by
the DLR. The project was launched in 2016 in the
BIROS satellite. The goal of this secondary scientific
experiment was to demonstrate relative orbit determination with Angle-Only (AO) navigation, maneuvers planning, and on-board safety monitoring. It
used the CubeSat BEESAT-4 for its uncooperative
rendezvous experiment. Its Star Trackers were used
for vision-based navigation from far- to mid-range
and to demonstrate autonomous rendezvous. This
demonstration confirms the feasibility of relative
navigation with a unique sensor and low data rate.

The output of the simulator is an overall architecture design that dictates the modes and sensors
needed for any phases of an Active Debris Removal
mission. To assess realistic behaviors with this simulator, it is crucial to include an overview of various
space missions that have encountered similar constraints. They produce insight both at the operations and avionics level.
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The satellite itself was based on an avionic platform called TET-X (direct upgrade of the TET-1)
and built by OHB Sweden.14, 15 The satellite’s architecture was composed of four redundant computers that handled every aspect of the spacecraft.
Inside the computer, two separate nodes (respectively ”worker” and ”master” nodes) were developed. The first one controlled the satellite and the
second one supervised the proper operation. The
AVANTI experiment could additionally manage the
Pre-Processing Unit (PPU) memory (80 [M B]) designed for the other BIROS experiment. As previously mentioned, the AVANTI experiment used
standard sensors for its relative navigation. Concerning the GNC, the algorithms were based on an
analytic model and were updated every 30 [s].

tion mission will be extremely interesting because of
their maneuver for close rendezvous and the performances of their navigation system. The key difference is the use of a magnetic docking plate for the
capture system limiting the type of objects they can
catch and rules out most space debris.
Mixed-Integer NonLinear Program (MINLP)
& Mixed-Integer Quadratically Constrained
Quadratic Program (MIQCQP)
A MINLP18, 19 represents a type of optimization
problem that has continuous and discrete states.
It additionally includes nonlinear functions in the
objective and/or in the dynamics of the problem.
It is described using state and input variables with
the second one being the control of the system. The
state variables can represent either a physical element such as the power consumption or an abstract
one with the mode in which a sensor is. In both
cases, they can be written mathematically. This
flexibility enables the description of complex problems but at the cost of solving difficulties.

The last past mission in the domain is presumably RemoveDEBRIS5 that included Airbus, ArianeGroup, CSEM, SSTL, and other actors. It was
launched in April 2018 to the ISS and later released
from it. The mission includes a net experiment,
vision-based navigation, target inspection with a
LiDAR, multiple optical cameras, a harpoon, and
also a dragsail. Most of these technologies would
be beneficial for the CS-1 satellite, especially the
vision-based navigation and the target inspection.
The very fascinating results of the mission and the
operation can be found in their last publication.17

By definition, a MINLP problem contains an
objective function that needs to be minimized or
maximized. This function remains the core of the
design and has to be defined correctly to be feasible by the solver. It is frequently represented as a
combination of state and input variables with some
weights associated with them. The dynamics of
the problem are the mathematical expression of the
behavior. It links each state variable in time by
defining their first derivatives. They typically include the inputs but as well other states. The solver
employs the definition of the derivative to compute
the value of each variable at the subsequent iteration.
Ultimately, the constraints of the system limit the
variation of the state and input variables. For both
cases, it is required that they stay inside a certain
range. It could be linked to a physical limit for
the system such as the maximum data rate that is
received at the POBC. To be noted that constraints
exist for both continuous and discrete variables.

The most known ADR mission is likely
e.Deorbit6 lead by ESA which was planned to be
launched in 2025. Even though the mission funding has been stopped, a lot of highly interesting
developments have been done. Part of this mission
was the HIPNOS (HIgh Performance avionics solutioN for advanced and complex GNC Systems)
project16 which aimed to developed avionics and algorithms for ADR missions. The project’s goal was
to move out of the space-grade processor (LEON3 or
RAD750) and use COTS components to lower development prices and increase performance. Moreover,
because of the short time in orbit, they wanted to
use non-Rad-hard components. Their vision was
to employ a System-On-Chip device with processors and FPGA integrated. The hardware used for
their development was the Zynq MMp board with
an FPGA and a dual-Core ARM Cortex CPU.16

A Mixed-Integer Quadratically Constrained
Quadratic Program (MIQCQP)20 represents a variation of MINLP in the definition. It is beforehand
a linear problem which is not the case in the other
type. Moreover, the derivative definition of each
function is provided for a MINLP in order for the
solver to compute the evolution of all variables. In
the case of MIQCQP, it is unneeded since the prob-

Regarding upcoming missions, it is critical to
mention the ELSA-d satellite from Astroscale.8 It
is planned to launch in the following year and wants
to demonstrate rendezvous operation and capture
mechanism with a small target. Their demonstra-
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lem only contains linear variables. For this type of
program, the ”QC” implies that some constraints
of the problem are quadratically linked. It signifies
variables are multiplied against each other or among
themselves. Ultimately, the last term ”QP” means
the objective or cost function additionally includes
some variable multiplication.

the issue with the high dimensionality, a stepwise
strategy is implemented.
MATHEMATICAL MODEL
In this section, the mathematical model is presented and explained. The tool employed to resolve the MIQCQP problem is the Matlab toolbox
Gurobi.23 This solver is dedicated to solving a broad
range of MINLP/MILP and is known for his highly
optimized implementation.

The general definition of a MIQCQP is presented
below. There is the objective function that can include both a quadratic and a linear part. Next, the
bound constraints are here to limit the variables
in the range of value they can reach. The linear
constraints are expressed in a standard algebraic
form and link variables to various constants. Ultimately, there is the quadratic constraint where
multiple variables are multiplied among each other
with the potential addition of some linear terms.
Broadly speaking, this classic definition allows the
implementation of the entire model. The downside
comes with the size of the various matrices needed
for a complex system. In the following definition, x
are the variables and the rest are the constants.

The goal of the mathematical model is to represent an abstraction of avionic architectures. The
first application is the description of a future architecture for the CS-1 satellite, but the idea can
be extended to a vast range of other missions.
The key point is to optimize the conception of
high-performance avionic under tight constraints.
This model contains a Payload On-Board Computer
(POBC), multiple algorithms, some sensors, and few
memories. Almost each of these elements contains
multiple modes that the optimizer can change to
find the ideal configuration. The optimal solution
is to obtain the highest accuracy on the target over
time without breaking any of the constraints.

Objectives :
maximize xT Qx + q T x

(1)
For the practical implementation of the optimizer, the model includes a list of variables that are
all defined for every timestep k of the optimization.
Some of them are completely handled by the optimizer, and others have constraints that need to be
respected. The whole model can be written in form
of linear and quadratic constraints with the addition
of the bound to the variables. The following subsections describe the reasoning and the implementation
of the model.

Constraints:
l 6 x 6 u (bound constraints)

(2a)

Ax = b (linear constraints)

(2b)

T

x Qi x +

qiT x

6 bi (quadratic constraints)

(2c)

One trick needed for the model is the implementation of the time variation. By definition, each
variable needs to have an instance at every timestep
of the simulation. It means they are defined N times
if N is the number of iteration. Even though it is
a convenient way of implementation, the downside
comes with the number of variables needed.

In all these simulations, the most interesting variable is the generic accuracy on the target. As it will
be demonstrated in the objective of the problem, the
accuracy is the only variable that needs to be optimized. It drives the electronics and is the primary
purpose of the satellite for many mission phases. All
the other variables and constraints are defined to
better represent the system.

MIQCQP is already used in various domains for
optimization. For example, Franco and al.21 employ
it to solve a distribution system expansion planning.
Their models include multiple types of elements such
as substations, circuits, or capacitor banks that need
to construct or modify. The task is primarily to optimize the number of nodes in their distribution system, but similitude can be found in the optimization
approach. In a similar publication,22 a MIQCQP
model is used to optimize a water network. The
task is similar to finding a trade-off between water
distribution and the cost of infrastructure. To limit
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goal is to provide information to the memories that
can later be used by the algorithms. As for the
POBC, they have a power consumption depending
on their mode. These sensors also undergo a variation in data rates or data production linked to their
mode as well. The particularity is they include an
”off” mode where no information is produced and
no power consumed. As mentioned earlier, each
sensor is linked to a unique memory, despite some
memories receiving data from multiple ones.

timal solution. For this model, each element consists
of binary variables assigned to each specific mode.
By constraint, only one variable can be set to 1 at
the same time (Per timestep and per element.) A
general model of the avionic is shown in Figure 1.

A critical element is that each accuracy variable
has an α parameters linked to it. It represents the
loss of information over time. Indeed, when the
system received an update from the algorithm the
accuracy increase, however, the underlying trend of
the variable is to decrease because of this parameter.
The method is implemented to represent the effect of
time in the system. The more time has passed since
the update, the less confident the avionic is about
the target. For example, the satellite can determine
the exact relative position of the target at time t0
and then use its navigation subsystem to propagate
this information. Naturally, as the propagation is
done multiple times, the incertitude grows and the
system is less confident about the result.

Figure 1: General model of avionic
In this implementation, it is assumed that the
architecture has a main Payload On-Board Computer (POBC) that consumes a certain amount of
electrical power and has some processing resources
(MIPS) available for algorithms. As for all other
components of the model, it contains various modes
that each has defined parameters. For example,
the ”Idle” mode of the POBC consumes a reduced
amount of power in comparison with the others, but
only a few processing resources are available.
In the POBC, there are also various algorithms
with each specific task. Each one contributes toward the determination of a type of data like the
position of the target or the rotational rate. These
contributions only happen when an update is ready
in the algorithm. Nevertheless, multiple algorithms
can contribute to a unique type of data, but at various levels. To characterize it, the model defines a
theoretical variable that stays between 0 and 1 and
represents the accuracy of a data type. These algorithms contain multiple parameters that also depend
on their mode. They consume processing resources
from the POBC and data from the memories at a
certain rate. They additionally have a specific frequency and various accuracy increments depending
on their mode. On top of this, each memory has one
or multiple algorithms linked to them.

For this model, it has been decided to implement
the electrical power generation of the satellite as a
sinusoidal form with an offset. It can be perceived
as if the satellite is including batteries that deliver a
minimum amount of power and then the solar panels
providing the rest. In this case, the assumption is
the chaser is rotating around one of its axis and the
power is fluctuating.
Ultimately, the model also requires some initial
conditions. The only two used in this model are the
initial accuracy on target and the memory usage.
The second one is essentially barely used since it is
more representative to put the actual data storage
to 0 [M b]. The time duration and the number of
timesteps are other parameters of the simulation. It
is critical to remember that increasing the number
of timesteps considerably raises the complexity of
the model and thus the resolution time.

The memories are reasonably classic elements.
They received data from various sensors, and data
are delivered to different algorithms. Their restrictions are in terms of storage capacity and data rate
limit. Their purpose is primarily to do the interface
between the sensors and algorithms and provide
some additional constraints on the system.

As a last notice, all the parameters are completely decoupled from the model itself in the simulation. To maintain more flexibility, the parameters
are stored in ’XML’ files while the model is written
in Matlab. The advantage obtained is the simulation
does not have to be modified to test new scenarios.
The unique crucial point is the definition of the pa-

Next in the model, there are the sensors. Their
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rameters.

• Ai,j : Accuracy outputted by the algorithm i
in mode j

Variable definition

• T1,i,j : Period of the algorithm i in mode j

All the variables below are defined for every
iteration k of the simulation. They represent the elements the optimizer uses to determine the optimal
solution. It is critical to remember only the primary
variables are truly controllable by the optimizer.
The other variables are here to better represent the
model and are highly constrained.

• Fi : Max period of algorithm i
• R1,i,j : Processing resources used by the algorithm i in mode j
• D1,i,j : Data rate of the algorithm i in mode j
• U2,i : Sensor i initial mode
• P2,i,j : Power consumed by the sensor i in
mode j

Definition of the primary variable (Control variable):
• u1,i,j : Binary variable for the mode j of the
algorithm i

• D2,i,j : Date rate of the sensor i in mode j
• U3 : POBC initial mode

• u2,i,j : Binary variable for the mode j of the
sensor i

• P3,j : Power consumed by the POBC in mode
j

• u3,j : Binary variable for the mode j of the
POBC

• R3,j : Processing resources available in the
POBC in mode j

Definition of the secondary variable (State variable):

• αb : Loss of information for data type b

• x1,b : Continuous variable for the accuracy of
the data type b

• D4,a : Maximum data rate for the memory a
• Sa : Maximum storage for the memory a

• x2,i : Continuous variable for accuracy increment of the algorithm i.

• I1,a : Initial storage used by the memory a

• x3,i : Integer variable to store the last update
time of the algorithm i.

• M1,a : Algorithm ids linked to the memory a

• x4,i : Binary variable to define if the algorithm
i is updated.

• Yb : Algorithm ids producing data type b

• x5,a : Continuous variable for the actual usage
of memory a

• P4,1 : Power generated offset

• M2,a : Sensor ids linked to the memory a
• I2,b : Initial accuracy per data type b
• P4,2 : Power generated amplitude

Definition of the tertiary variable (Implementation
variable):

• T4 : Period of the power generated

• y1,b : Binary variable to control that the accuracy is not smaller than 0 per data type b

• N : number of step in the simulation

• y2,i : Binary variable to control if the algorithm i has been updated (lower boundary)

• m1 : number of algorithms

• y3,i : Binary variable to control if the algorithm i has been updated (upper boundary)

• m4 : number of memories

• dt : timestep per iteration
• m2 : number of sensors
• m5 : number of data types

All the constants presented below are set at the
beginning of the simulation. These are the parameters loaded from an external ”XML” file.

• l1,i : number of modes for the algorithm i
• l2,i : number of modes for the sensor i
• l3 : number of modes for the POBC i

Definition of the constant:

• βb : Weight for the objective function of accuracy data type b

• U1,i : Algorithm i initial mode
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Quadratics objectives

The power constraint :

The objectives are in a quadratic form. k indicates the current step of the simulation. If the definition includes ∀k it means for all iterations. (Exceptions are specified.)

l2,i
m2 X
X

maximize

m5 X
N
X

2

βb ∗ [x1,b,k ]

u2,i,j,k ∗ P2,i,j +

i=1 j=1

l3
X

u3,j,k ∗ P3,j
(9)

j=1

k
≤ P4,1 + P4,2 ∗ sin(2π ∗ ) ∀k
T4

(3)

The processing resources constraint :

b=1 k=1
l3
X

Bound constraints
In this part, the type of variable and the limit
used in the model are defined.

y2,i,k , y3,i,k ∈ {0, 1} ∀b, i, j, k

u1,i,j,k ∗ R1,i,j ≥ 0 ∀k (10)

i=1 j=1

The data rate constraint :
l2,i
X X

The binary variable :
u1,i,j,k , u2,i,k , u3,j,k , x4,i,k , y1,b,k ,

u3,j,k ∗ R3,j −

j=1

l1,i
m1 X
X

u2,i,j,k ∗ D2,i,j ≤ D4,a ∀a, k

(11)

i∈M2,a j=1

(4)

The storage constraint :

The integer variable:
x3,i,k ∈ Z ∀i, k

(5a)

0 ≤ x3,i,k ≤ N + 1 ∀i, k

(5b)

x5,a,k − x5,a,k−1 − dt ∗

l2,i
X X

u2,i,j,k ∗ D2,i,j

i∈M2,a j=1

+dt ∗

The continuous variable :

l1,i
X X

u1,i,j,k ∗ D1,i,j = 0

i∈M1,a j=1

x1,b,k , x2,i,k , x5,a,k ∈ R ∀a, b, i, k

(6a)

0 ≤ x1,b,k ≤ 1 ∀b, k

(6b)

0 ≤ x2,i,k ≤ 1 ∀i, k

(6c)

0 ≤ x5,a,k ≤ Sa ∀a, k

(6d)

∀a, k ∈ [2; N ]
(12a)
x5,a,1 = I1,a ∀a

(12b)

Lower bound of the update variable constraint:

Linear constraints
−x3,i,k−1 −

The mode continuity constraint (only one mode can
be active per item):

l1,i
X

u1,i,j,k ∗ T1,i,j + δ ∗ y3,i,k

(13)

j=1

≤ −k ∀i, k ∈ [2; N ] & δ  1

l1,i

X

u1,i,j,k = 1 ∀i, k

Upper bound of the update variable constraint:

(7a)

j=1
l2,i
X

u2,i,j,k = 1 ∀i, k

x3,i,k−1 +

(7b)

l1,i
X

j=1
l3
X

u1,i,j,k ∗ T1,i,j−Fi ∗y3,i,k

j=1

(14)
+δ ∗ y2,i,k

u3,j,k = 1 ∀k

≤ k ∀i, k ∈ [2; N ] & δ  1

(7c)

j=1

Equality of the update variable constraint:

Initial mode constraint :
u1,i,j,1 = 1 , j = U1,i ∀i

(8a)

u2,i,j,1 = 1 , j = U2,i ∀i

(8b)

u3,j,1 = 1 , j = U3

x4,i,k + y2,i,k + y3,i,k = 1 ∀i, k ∈ [2; N ]

(15a)

x4,i,1 = 1 ∀i

(15b)

(8c)
(8d)
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Quadratic constraints

Comments

Accuracy definition constraint:
X
x1,b,k−1 ∗
x2,i,k + x1,b,k − x1,b,k−1

The equation above can be divided into two
categories of constraints. The first is the parameters representation or implementation constraints
and the second one is the control constraints. The
second groups are required in order for the mathematical model to stay within the limit imposed by
the system.

i∈Yb

−

X

x2,i,k + αb ∗ y1,b,k = 0

(16a)

i∈Yb

∀b, k ∈ [2; N ]
x1,b,1 = I2,b ∀b

(16b)

The objective (equation 3) implies that the accuracy on target x1,b should be maximal. To be
noticed that each value is squared to depreciate the
lower one. Moreover, the equation does not emphasize the accuracy value at any given time. The last
point is the parameter βb that defines the weight
assigned to each type of data.

Accuracy greater than 0 constraint 1:
X
−x1,b,k−1 ∗
x2,i,k + x1,b,k−1
i∈Yb

+

X

x2,i,k − E ∗ y1,b,k

i∈Yb

(17)

Equations 4 to 6 define the limits of each variable. As shown in the equation 4, all the control
variable are binary and they represent the current
mode of each element of the system. Equations 7
prevent any elements to have more than one mode
currently active at the same time and then equations
5 impose the initial mode of the avionic.

≥ αb − E + δ ∀b, k ∈ [2; N ]
&1E &δ1
Accuracy greater than 0 constraint 2:
X
−x1,b,k−1 ∗
x2,i,k + x1,b,k−1
i∈Yb

+

X

x2,i,k − E ∗ y1,b,k

(18)

Equation 9 defines how the electrical power in
the system is produced and consumed. It is valid for
every timestep of the simulation. The right side of
the equation imposes the generation to be in sinusoidal form with a defined offset. It can be regarded
as if the satellite is currently rotating and the solar
panels are not oriented correctly toward the sun.
The left part of the equation takes the power consumption of all sensors and the POBC depending
on their mode. Since only one mode variable can be
set to 1 per timestep, it means the sum operation
retrieves the current consumption of the element.

i∈Yb

≤ αb ∀b, k ∈ [2; N ] & 1  E
Last update definition constraint :
x4,i,k ∗ x3,i,k−1 + x3,i,k − x3,i,k−1
−k ∗ x4,i,k = 0 ∀i, k ∈ [2; N ]
x3,i,1 = 1 ∀i

(19a)
(19b)

Accuracy increment definition constraint:
−x4,i,k ∗

l1,i
X

u1,i,j,k ∗ Ai,j + x2,i,k = 0 ∀i, k

(20)

Equation 10 defines how the processing resources
in the system are handled and it is valid for every
timestep of the simulation. This equation compares
directly the processing resources available in the
POBC with the ones needed for the algorithms. As
previously, the resources are extracted using the
sum and the current mode of each element.

j=1

Algorithm mode change constraint:


l1,i
X
x4,i,k ∗ 
j ∗ {u1,i,j,k−1 − u1,i,j,k }
j=1

(21)

l1,i

+

X

Equation 11 defines the limitation of data rates
for each memory of the model and is valid for every
timestep of the simulation. For every memory, the
first sum is here to select all sensors linked to them.
The second one to extract the current data rate of
the sensors depending on their modes. Ultimately,
the sum of all the rates should be lower than an

j ∗ {−u1,i,j,k−1 + u1,i,j,k } = 0

j=1

∀i, k ∈ [2; N ]
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hP

i
j ∗ {−u1,i,j,k−1 + u1,i,j,k } ∗ (1 − x4,i,k ) = 0.
If the update variable is equal to 1, then this constraint does not exist.
l1,i
j=1

established fixed limit.
Equations 12 define how the data storage is handle in the memories and it is valid for every timestep
after the 1st iteration. At k = 1, the equation defines the current amount of data in the memory. For
every other timestep, the previous usage is added to
the current data rate of the sensors. (Multiplied by
the time increment.) At that point, the usage of the
algorithm is subtracted from the total. In this case,
there is no inequation since it is a definition of the
storage variable x5,a .

Challenges
The remaining issue with this recent model continues to be the high level of abstraction. Validating
such a model is relatively difficult and much effort
will be necessary. The accuracy on target persists
to be the typical example that might need to be reworked. In the current implementation, it is purely a
predetermined value outputted by the algorithm depending on their mode. Ideally, these values would
need to be extracted from actual hardware and software.
The second issue exists in the quality of the outputted solution. As it is explained in the following
section, the result obtained does not seem to be optimal in all cases. Despite this model being more
rigorous than in the previous version, some issues
might remain. Many efforts have been engaged in
this model to prevent the optimization to be infeasible. Indeed, the design of the target accuracy prevents the value to be smaller than 0 and greater than
1 even if bounds constraints are removed. Other implementation tricks have been used to smooth the
result. Nevertheless, it does not guarantee a more
efficient solution at the end of the simulation. To
have better outputs, it is vital to correctly define
the parameters in the first place.

Equations 13, 14, 15 are defined in order for x4,i
to be equal to 1 when the algorithm i is undergoing
an update. It compares the actual period of the
algorithm with the last time it was updated and the
current timestep. The period is retrieved again by
using the sum over the mode variable.
Equations 16 serve as the definitions of each
accuracy variable x1,b and are valid for every
timestep after the 1st iteration. At k = 1, it is
set to an initial value. The principle behind this
equation is to limit the improvement of accuracy
as it goesPup. It can be rewritten as x1,b,k =
x1,b,k−1 + i∈Yb x2,i,k ∗[1 − x1,b,k−1 ]−αb ∗y1,b,k . By
deduction, the actual accuracy variable is equal to
the previous value in time with the addition of the
current increment from the algorithm scale down.
The accuracy is also naturally decreased at every
timestep by a factor alpha, but only if it stays above
0. Equations 17 & 18 are defined for this purpose only. They ensure that the α decrease occurs
exclusively when accuracy variable is greater than 0.

OPTIMIZER RESULT
This section presents the results obtained thanks
to the optimizer. The first part quickly described the
architecture implemented. The second part looks at
some of the classical results obtained. Ultimately,
the last subsection is about parametric analyses of
the architecture under various circumstances.

Equations 19 define when the last update happened for any algorithm of the system. The principle
is to store the current iteration if an update happened, otherwise retain the previous value. It can
be written as x3,i,k = k ∗x4,i,k +[1 − x4,i,k ]∗x3,i,k−1 .
It is also defined that an update happened at the
first iteration k = 1.

Mission architecture
In this version of the optimizer, it has been decided to implement a reasonably classic architecture.
The primary goal is to assess the capability of the
tool and analyze the effect of parametric change.

Equation 20 set the variable x2,i to the gain in
accuracy of an algorithm if an update is happening,
otherwise, the value is 0. This action is required to
prevent the multiplication of three variables in the
system.
Equation 21 is here to prevent algorithms to
change mode between updates. The modes would
have to stay identical between iterations if no update happened (xk,i,k = 0). It can be written as
Juillard
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Figure 2: Avionic architecture used by the
optimizer
Figure 2 shows the architecture used for this
model. In this case, there are two single element
chains in the design. It means the first sensor is
connected to the first memory. At that point, this
element is connected to the first algorithm. In the
end, this algorithm produces one type of data output. The second link is similar to the first one but
with distinctive characteristics for both the sensors
and the algorithm. The element that links the whole
architecture together is clearly the power needed to
supply the POBC and the two sensors. It is in addition to the processing resources provided by the
POBC and needed by both algorithms.

Figure 3: Sensors parameters
Figure 4 shows all the parameters for both algorithms. Similar to the sensors, both algorithms
contain four unique modes with the first one being
the power off. Following a resembling trend, the
Idle is consuming only a slight amount of processing
resources and outputting almost no accuracy increment. In closing, there are the third and fourth
modes which are again similar for most parameters.
Regarding the accuracy, the fourth maintains better efficiency than the third one with respectively
around 0.15 and 0.11. The Idle falls to less than a
tenth of these values with 0.01. For the data rate,
the fourth mode is slightly more data-consuming
relatively the third one with 60 [M b/s] versus
45 [M b/s]. The Idle is directly set at 10 [M b/s].
The following parameter represents the processing
resources consumed by the algorithms. In this case,
the fourth mode required practically twice the third
one with around 400 [M IP S] against 200 [M IP S].
In comparison, the Idle only needs 20 [M IP S]. The
last algorithm parameter is the period at which they
are running. It can be observed that the power-off
mode undergoes the lowest period, however, it is
unimportant since no output is produced. The key
point is to allow the optimizer to turn on the algorithm quickly if needed. Comparatively, the Idle has
a period of 20 steps which means the system can be
stuck for a relatively extended time in this mode.
Ultimately, the third is in the range of 14 steps and
the fourth is around 7 steps.

The idea behind this reasonably classic architecture is to decouple the maximum number of elements
to better interpret their behavior. A simple avionic
allows, in addition, to run faster optimization and
therefore providing a broader range of results to analyze.
In the following paragraphs, a deeper explanation of the parameters for this specific architecture
is provided. Figure 3 displays the two main parameters of both sensors. As it can be observed, each
sensor contains four distinctive modes and the first
one is considered as if the element is turned off. The
second is frequently considered the Idle mode since it
only consumes a little amount of power and output
almost no data. It can be envisioned as if a camera
is taking pictures only every couple of minutes. To
conclude, there are the third and fourth modes which
are relatively similar in both their power consumption and data rate. It can be observed that both
sensors have also similar parameters in the order of
magnitude. Regarding the power consumption, the
Idle consumes about 5 [W ] and the two advanced
modes are around 35 [W ]. For the data rate, only a
few M b/s are sent in Idle. Nonetheless, it goes up to
around 110 [M b/s] and 135 [M b/s] for the advanced
mode.

Juillard

The trade-off between modes three and four is
the latter has better accuracy and faster computational time however it consumes more processing resources and requires additional data. It is assumed
to be the high-demanding mode with a complex im-

11

35th Annual Small Satellite Conference

Figure 4: Algorithms parameters
plementation relatively to a more ordinary and classic version with the third.

the processing resources, there are only 50 [M IP S]
available in the sleeping mode and the high efficiency
reaches 900 [M IP S]. In comparison, the standard
mode is in-between with 500 [M IP S] available.
Another element of the architecture is the memory. To stay with a relatively straightforward design,
the memories do not include any mode and have only
maximum storage and data rate. For both of them
shown in Figure 2, they have 200 [M b/s] bandwidth
limit and a capacity of 1000 [M b] each. At the beginning of the simulation, it is established that the
two memories are empty. In addition, both types of
output data have an alpha parameter of 0.002. It
means the accuracy on the target decrease by this
factor at every timestep.
Regarding the avionic architecture, the essential
point to mention is power generation. As explained
in the mathematical model section, the power is
defined by a minimum offset with a sinusoidal variation. In the ordinary case, the offset is set to 180 [W ]
with an amplitude on the sinus of 80 [W ]. The period is fixed to 40 steps.

Figure 5: POBC parameters
Figure 5 shows the two parameters of the POBC.
The primary difference with the previous elements
of the architecture is the POBC has no power-off
mode meaning its first one is the Idle. Indeed, this
function was removed since it was not required in
the optimization. The first mode utilizes only a
minimal amount of power and few processing resources are available. It is a typical case of sleeping
mode. For this element, the second supports the
high-efficiency task and the third one represents the
ordinary case. Regarding the power, the Idle consumes around 20 [W ]. In comparison, the second
goes up to 120 [W ], and the third is at 90 [W ]. For

Juillard

Finally, the number of steps is set to 80 for the
simulation to obtain rapid results and be able to
analyze the effect of various parameters. As a side
note, the weight assigned to both accuracy on target
parameters in the objectives function is simply 1.
Reference Scenario
The goal of this section is to analyze in detail
the result of the optimizer for one specific scenario.
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algorithms are produced.

It is a crucial step before comparing the effect of
parameter changes in the following subsection. In
this case, the parameters presented above are used
without any modification. It produces an architecture with two chains including each: one sensor, one
memory, and one algorithm. The optimizer is run
over 80 steps and needs to seek the best way to operate the mode of the various elements. The analyses
of a specific scenario are ordinarily performed with
the help of multiple plots. For this application, it has
been decided to look at the evolution of the mode
changes, accuracy, memory usage, power, processing
resources, and data rate at the memory.

Figure 7: Reference scenario - accuracy of
output data
Figure 7 shows the evolution of the accuracy over
time. The output one has first an increase and then
stop being updated. In opposition, the second output is first left without update before receiving an
increase until the end of the simulation. The first
thing to observe is that the no update part for the
first and second data type happens only when the
power available is tight. As mentioned in the past,
it is linked to the POBC changing to a less powerful mode and therefore having fewer processing resources available for the algorithms. Regarding the
switch between data types one and two, it originates
from the objective function. Since the weight assigned to both outputs is the same, the objective
could have picked only one of them and discarded
the other one. Nevertheless, it is critical to remember that the function is quadratic meaning that both
outputs are squared at every iteration. Considering
the objective function wants to achieve the highest
value, the update of lower accuracy is favored since
it provides a greater gain. For this reason, the second output is updated at the end of the simulation
and not the first one.

Figure 6: Reference scenario - modes
By looking at Figure 6, the variation in modes is
an excellent starting point for the analyses. It can
be noted that the POBC alternates between modes
three and two. As a reminder, the second one remains the most prevailing one. It will be correlated
later in this section, but mode two is happening
when the system is not under tight power constraint.
Regarding the algorithms, the first one is promptly
set to mode 4 (high-efficiency) until two-third of the
simulation when it moves to power off. Distinct behavior can be observed for the second algorithm. To
begin with, it stays in the Idle mode for one-third
of the simulation and then is set to high-efficiency
(mode 4). It is indicated again later, but part of
the behavior is directly linked to the processing resources available and thus the power the POBC can
use. Furthermore, there is an influence on how the
objective function is modeled, but this phenomenon
is explained later. The last part is about the two
sensors. Their operations vary a lot overall but still
follow the trend of the power. Their quick variation
can be explained by the lack of constraints regarding
their mode transition. In their case, no constraint is
needed. Nonetheless, it is critical for the system to
maintain them working, so the data required by the
Juillard
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tion and production over the full simulation. The
most distinctive part is the generation with a clean
sinus waveform. In this case, the production starts
with the peak before decreasing. The other thoroughly interesting trend is the one from the POBC.
It can be identified that it reaches several times a
point when the total available power is insufficient
to maintain the POBC in its high-efficiency mode.
This mode change causes a direct effect on the processing resources available and thus on which algorithm can be run. The latter valuable point is, of
course, the variation happening with the two sensors. In their case, they follow more or less the data
demand at the memory. The critical part is that the
POBC seems to be generally prioritized over the sensors. Indeed, the data generated by the sensors are
accumulated for later use, but the POBC possesses
instantaneous processing resources. In addition, the
objective function is based directly on the output
of the algorithm which depends on the processing
resources.

Figure 8: Reference scenario - memory usage
and data rate at memory
Figure 8 shows the memory usage and the data
rate at memory over time. It can be noted that
both elements have different usage. The second one
is overall holding more data than the first one. It is
dues to the absence of a second algorithm update in
the first phase of the simulation. It means the data
are gradually accumulated. Nevertheless, a similar
trend can be observed for both memories regarding
the increase and decrease of data stored. For both,
the increase is directly linked to the mode of the
sensor and thus the power available. Nevertheless,
it is critical for them to provide enough data, so the
algorithms are not restrained in their task. Regarding the data rate, it only shows the link between the
memories and the sensors. In this case, the correlation with the power is obvious by looking at the
period when nothing is happening. In this design, it
has been decided to not limit the bandwidth of the
sensor for simplicity. The maximum data rate for
both memories is at the same limit of 200 [M b/s].

Figure 10: Reference scenario - processing resources
Figure 10 shows the processing resources in the
avionic. The comparison is performed between what
is available in the POBC and what is consumed by
the algorithm. Key points to recall are algorithms
have processing resources that differ a lot and they
are constraint by their period for mode switching.
It means gaps linked to these constraints can exist in the plot. It can be noted that the processing resources consumed create a staircase shape directly related to the high-efficiency mode of both
algorithms. As explained before, there are one then
two and one again algorithms in full mode. The
two of them using almost the whole processing resources can merely happen when the power is at its
maximum. Some tough needs to be done to comprehend why in the terminal part of the simulation

Figure 9: Reference scenario - power
Figure 9 shows the evolution of power consumpJuillard
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the avionic possess substantial quantities of power
available since the whole system is already at maximum efficiency. Nevertheless, the avionic is struggling during the low phase with close to 0 [W ] left for
the last scenarios. This shortage effect is observed
in the accuracy drop since no algorithm can be run.

only one algorithm is running. The reason might be
the modest amount of data present since the sensors
are practically turn off during the low power phase.
Moreover, the accuracy is already high for the first
type of data, thus the optimizer might have chosen
not to employ the algorithm.
Parametric Analysis
In this subsection, the goal is to assess the effect
on various parameters with parametric analyses.
The basic setup of the optimization stays the same
as presented in the first subsection. It means all
the parameters are fixed to the default one except
for one varied with a predetermined interval. For
these analyses, it has been decided to select various
parameters like the amplitude, offset, and frequency
of the power generation. In addition, inspection is
conducted on the alpha factor, the processing resources of the POBC, and the weights of the objective function. All these comparisons are ordinarily
performed with seven different scenarios where the
number four has habitually the default parameters.
In all the plots presented below, the markers on
each curve possess no specific meaning. It has been
placed to enhance the readability.

Figure 12:
power left

Power amplitude comparison -

Regarding the power offset, the variation is from
100 [W ] to 300 [W ] with a step of 40 [W ]. In this
case, only six scenarios are generated. In reverse
from the previous parametric analyses, the first up
to the fourth one are affected by the offset modification. In Figure 13, scenarios 4 to 6 have the exact
same output. It means a power offset equals to or
above 220 [W ] is enough for the avionic to run at
maximum efficiency.

For the power amplitude, the range is to move
from 0 [W ] to 120 [W ] with 20 [W ] step. It signifies
the first scenario has almost no fluctuation and the
last is subject to drastic changes. Looking at Figure 11, it can be observed that the influence of the
fluctuation starts around scenario 5 which means an
amplitude of 80 [W ]. For all of them with a lower
amplitude, the accuracy result is identical.

Figure 13: Power offset comparison - accuracy
Figure 11: Power amplitude comparison - accuracy

Nonetheless, Figure 14 shows that scenario 4 is
still reaching 0 [W ] left in few occasions. By altering the sensors mode, the avionic can adapt and
preserve the algorithms. It is no longer the case

By observing Figure 12, the trend of power fluctuates a lot. For the scenarios with large amplitude,
Juillard
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for below 220 [W ] as the accuracy stops being updated at some point of the low power phase. This
expected behavior happens since a low power supply
implies the POBC can not allow sufficient processing resources for the algorithms. It is noted that the
general result is relatively similar to the previous
parametric analyses.

Figure 15: Power period comparison - accuracy
Figure 16 shows the difference between scenario
1 which contains multiple short peaks of power and
the seventh which includes a large one around the
end of the simulation. (For clarity purpose, only
scenarios 1,4, and 7 are shown.) It is crucial to
remember that algorithms experience periods that
have an equivalent length as the power in the first
scenario. It means they can repeatedly not be run
at maximum efficiency since the POBC is not staying in the same mode during the period. For these
reasons, undergoing quick variation in the power has
a negative effect on the output. Relatively, the large
oscillations are also penalized because of the long
low power phase. It implies the algorithm can not
be run, and the loss of information causes a vaster
effect. The compromise seems to be found in the
mid-range of the scenario.

Figure 14: Power offset comparison - power
left
The next parametric analysis is the effect of the
power period. For this set of simulations, the period
of the power fluctuation is varied between 10 steps
and 70 steps with an increment of 10 steps. In this
case, the result is substantially harder to read since
the peak starts consistently at step 1 of the simulation. It means high period scenarios spend more
time in the low power phase. In Figure 15, multiple
different behaviors can be observed. Scenario 6 and
7 both have data type 1 which is the highest but data
type 2 is in the lowest. On the opposite, scenarios 1
and 2 are more in the middle range with still some
lack of update for one of their algorithm. Overall,
the fourth and fifth seem to remain the ones that can
achieve relatively high accuracy for both their output. Interestingly scenario 4 produces both curves
close to each other while they are more spread in the
fifth.

Figure 16: Power period comparison - power
left
For the next parametric analyses, the power constraint is left and move to another type of parameter. The first analysis is about the effect of the
Juillard
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alpha parameter on the optimizer. For this case,
the variation goes from 1 ∗ 10−3 to 4 ∗ 10−3 with
a step of 5 ∗ 10−4 . As mentioned earlier the regular case is at 2 ∗ 10−3 and a higher alpha parameter
means a greater loss of information over time. Figure 17 shows the expected result with the lower alpha parameters scenario growing faster and staying
higher than the other. It is intriguing to notice that
this change is not affecting the simulator regarding
which algorithm to run when. On average, the trend
is comparable to the one explained in the previous
subsection.

of the other one. In this case, it has been decided
to vary the processing resources available at POBC
for its second and third modes. To better interpret
the effect, a percentage of the ordinary case is used
with a starting point at 40% until 160% with an increment of 20%. Figure 19 shows once again the
evolution of the accuracy over time. The first thing
that can be noticed is that the result for scenarios
6 and 7 are identical. It is similar for the fourth
and fifth. These four scenarios seem to have more
or less the same overall output. A key point to recall is the POBC is still subject to the regular power
constraint. As consequence, it is impossible to stay
in the high-efficiency mode during the whole simulation.

Figure 17: Alpha comparison - accuracy
Figure 18 confirms the assumption made by
showing only little variation on the power left in the
avionic. These slight variations can be explained by
the convergence of the algorithm toward an optimal
solution and the lack of constraint on the sensors’
usage. Predominantly, it can be deduced that the alpha parameters produce only an impact on the data
type output. No effect is observed on the general
behavior of the optimizer.

Figure 19: MIPS at POBC comparison - accuracy
Unusual behavior can equally be observed for
scenarios 1, 2, and 3 that have one output completely neglected by the optimizer. It looks like the
optimizer favor one output over the other, despite
the penalty of having a low accuracy value. This
behavior is explained with Figure 20 which shows
the processing resources left at the POBC. It can be
clearly noted that they drop to almost zero for the
first three scenarios. Moreover, it has to be remembered the second algorithm is more expensive to run
in terms of processing resources which could explain
the use of the first one.

Figure 18: Alpha comparison - power left
This parametric analysis is slightly independent
Juillard
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lower increment step to potentially see a difference.
By looking at the memory usage in Figure 22, the
variation is shown in the various scenario. Nonetheless, the differences between the two extremities can
still be discerned with the memory being used.

Figure 20: MIPS at POBC comparison - processing resources left
The ultimate parametric analysis performed in
this publication is about the weights in the objective function. The goal is to compare the result when
one or the other data output is put in favor. For this
comparison, the weight of the first one is shifted from
0.4 to 1.6 with a step of 0.2. In opposition, the second data output has a weight varying from 1.6 to 0.4
with the same increment. The goal is to emphasize
the behavior of the optimizer while the importance
between the two outputs is changed.

Figure 22: Weight comparison - memory usage

CONCLUSIONS AND FUTURE WORK
The current version of the optimizer delivered
a broad range of improvements that will help to
define the optimal avionic architecture. The addition of parametric analyses and the more efficient
mathematical implementation of the model unlock
considerable flexibility to follow the development of
the avionic platform for ClearSpace-1.
This publication has proved the capability of the
optimizer to perform an extensive range of analyses.
One significant advantage in the implementation is
the prevention of unfeasible scenarios. In addition,
with the reference scenario at the starting point, it
is currently possible to compare several aspects of
the architecture by varying one or more constraints.
This feature enables a deeper understanding of the
tight interactions happening in the system. The
knowledge acquires by performing parametric analyses will facilitate a cleaner implementation of the
avionic for CS-1. Moreover, it is more straightforward from a mission planning point of view to start
with an existing optimal solution in other to extract
a feasible plan.

Figure 21: Weight comparison - accuracy
In Figure 21, two different trends can be observed. For the scenarios with reduced weight on
the first output, the second one is favored and reversely. The exception is of course scenario 4 which
is the balance one with both weights equal to 1. In
this case, the optimizer switches the algorithm to
use between the beginning and the end. This specific case was already analyzed in the previous subsection. The unusual fact is the lack of in-between
trends in the optimizer. There are only three cases
possible. One solution could be to simulate with a
Juillard

It is critical to notice the tool is still under development. Many details need to be corrected and
some parts will require rewriting in the future. One
critical point is the explosion in the number of vari-
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ables as the quantity of iterations increases. Indeed,
each new step added to the optimizer needs one
extra variable per element in the system. With the
current reference architecture, there are 27 variables
required per step of the simulation. It means doubling the simulation time implies more than 2000
new variables. This complexity rise causes massive issues with the overall optimizer solving time.
Even though the various matrices involved for the
constraint are highly sparse, the optimizer requires
a large amount of time to converge on a standard
computer. One workaround would be to run the
optimization on a dedicated power machine.

used to conceive other types of complex missions.
Typical ideas are to apply it for the design of space
rendezvous or/and crew missions. With the desire
to enhance the autonomous part of satellites and
the still existing constraint on mass to orbit, this
tool can provide an additional strategy to spacecraft development. The mathematical approach in
conjunction with rigorous system engineering could
improve design decisions in the preliminary phase of
many missions.
The current version of the optimizer enables
deeper analyses of various complex avionic architectures. Its flexibility allows the study of parameter
effects and correlation as well as simulation constraints. The ease of complex systems and various constraints implementation permits to model a
broad range of avionics. It enables the extraction
of preliminary requirements, trade-offs, and design
choices. By providing a keen analysis of hardware
configuration, the design phase of the ClearSpace-1
satellite POBC can be quickened and thus the space
debris problem will be tackled faster.

As mentioned in an earlier subsection, the accuracy of the model remains an issue that needs
to be addressed. It is right now difficult to validate any outputs of the optimizer since the level
of abstraction is relatively high. Naturally, there
are possibilities to validate part of the model with
a more simple avionic. Indeed, by creating a basic
hardware setup, it would be theoretically possible
to compare part of the result with the optimizer
output. This step will represent the focus of the
following publication on the optimizer. Evidently,
the tool is designed for initial assessments of avionic
architectures and thus it makes the validation less
crucial. Nevertheless, flexibility needs to be incorporated in the general structure of the optimizer to
follow the development of the satellite. If the design
choice and the properties of the elements can be
integrated as they are defined for the mission, the
tool will provide constant feedback on the general
architecture.
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Few other points need to be investigated with
the simulators. An interesting topic would be to
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