Weak noncovalent interactions such as van der Waals and hydrogen bonding are ubiquitous in nature, yet their accurate description with electronic structure theories is challenging. Here we assess the ability of a variety of theories to describe a water-benzene binding energy curve. Specifically, we test Hartree-Fock, second-order Møller-Plesset perturbation theory, coupled cluster, density functional theory with several exchange-correlation functionals with and without empirical vdW corrections, and quantum Monte Carlo ͑QMC͒. Given the relative paucity of QMC reports for noncovalent interactions, it is interesting to see that QMC and coupled cluster with single, double, and perturbative triple excitations ͓CCSD͑T͔͒ are in very good agreement for most of the binding energy curve, although at short distances there are small deviations on the order of 20 meV. © 2009 American Institute of Physics. ͓DOI: 10.1063/1.3111035͔
Weak noncovalent interactions such as van der Waals ͑vdW͒ dispersion forces and hydrogen bonds play a central role in holding soft organic and inorganic matter together such as DNA and liquid water. However, the accurate description of these interactions remains a major challenge for ab initio electronic structure theories. Density functional theory ͑DFT͒, which is widely used in electronic structure calculations, is often inadequate in describing such interactions because of the local or semilocal nature of common exchange-correlation ͑xc͒ functionals in widespread use. Some mature quantum chemistry methods, such as secondorder Møller-Plesset perturbation theory ͑MP2͒ and coupled cluster, can often give the desired accuracy for noncovalent interactions. However, the canonical versions of these theories scale as N 5 or worse, where N is the number of basis functions, so that their application to large systems rapidly becomes computationally prohibitive. 1 Furthermore, their application to periodic systems with large basis sets remains a major challenge and MP2 is not suitable for metallic systems. Quantum Monte Carlo ͑QMC͒, 2 which is available for both periodic and isolated systems, is emerging as a promising approach that can achieve high accuracy for weak interactions. [3] [4] [5] [6] [7] [8] Even the simplest fixed node diffusion Monte
Carlo ͑DMC͒ method with a single Slater-Jastrow determinant has been shown to give precise results for a wide variety of systems. [9] [10] [11] [12] [13] [14] For example, it gives the correct energy ordering of the low energy isomers of the water hexamer 13 and the true asymptotic form between metallic wires and layers 14 and high precision ͑on average less than 1 kcal/mol error͒ for the S22 benchmark set, 15 the latter emanating from the very promising QMC@Home project. 10 However, considerably more work is needed to establish the widespread validity of DMC for noncovalent interactions, and especially for energy-distance curves.
In this paper, we briefly compare the performance of several methods in describing the binding energy curve between water and benzene. Water benzene is an interesting model system because it is a reasonably small cluster to which explicitly correlated quantum chemistry methods with large basis sets can be applied. In addition, it is a weakly interacting system involving a complex mixture of hydrogen bonding and vdW bonding, thus providing a stern test for any electronic structure theory. Further, benzene-the smallest aromatic molecule-is a useful prototype for studying sp 2 -bonded systems and its interaction with water is used as the simplest model for the water-graphite interaction. Indeed, for these and other reasons, the water-benzene system has been widely examined before with explicitly correlated and DFT approaches. 10, [16] [17] [18] [19] [20] [21] [22] [23] Here, we compare the performance of Hartree-Fock ͑HF͒, MP2, coupled cluster with single and double excitations ͑CCSD͒, coupled cluster with single, double, and perturbative triple excitations ͓CCSD͑T͔͒, DMC, and several DFT xc functionals with and without empirical vdW corrections. The performance of the traditional quantum chemistry and DFT approaches is very much as expected and consistent with previous studies on this and related systems. 17, 18 DMC and the best of the traditional quantum chemical approaches, namely, CCSD͑T͒, are in excellent agreement at the binding energy minimum and for the long range decay. However, there is a small deviation between DMC and CCSD͑T͒ at short water-benzene distances, leading to a repulsive wall that is too steep compared to CCSD͑T͒. Given the central importance of the shape of the repulsive wall to the dynamics of systems, this small difference between CCSD͑T͒ and DMC warrants further investigation and may be relevant to future explicitly correlated simulations on more complex systems such as aqueous water-benzene or water-graphite interfaces.
All the HF, MP2, and coupled cluster calculations have been performed with the GAUSSIAN03 code. 24 Since our purpose here is to benchmark different methods rather than to obtain the most reliable binding energy curve for the waterbenzene system, we have chosen not to optimize the structure of the benzene-water complex but instead to use the same single set of structures throughout for all electronic structure theories. Specifically, we have used the equilibrium water and benzene structures 25 obtained from density functional calculations with the PBE xc functional. 26 The oxygen atom of the water molecule is placed above the center of the benzene molecule with two hydrogen atoms of the water pointing symmetrically toward two carbon atoms ͓inset of Fig. 1͑a͔͒ . So as to obtain high quality binding energy curves, all these calculations employed Dunning's augmented correlation consistent basis sets ͑aug-cc-pVxZ, x = T, Q, and 5͒ ͑Ref. 27͒ within the frozen core approximation. Results with and without the counterpoise ͑CP͒ correction for basis set superposition error ͑BSSE͒ are reported.
The DFT calculations have been performed with the plane-wave ͑PW͒ basis set code CPMD. 28 Troullier-Martins norm-conserving pseudopotentials 29 ͑PPs͒ are employed with an energy cutoff of 100 Ry ͑1360 eV͒. A large 20 Å 3 cell is used to ensure negligible interactions between periodic images. Two popular xc functionals PBE and BLYP ͑Refs. 30 and 31͒ and hybrid versions of these, PBE0 and B3LYP, [32] [33] [34] [35] have been considered. All-electron test calculations with GAUSSIAN03 with an aug-cc-pVQZ basis set reproduced the entire PBE and PBE0 binding energy curves to within 2 meV of the CPMD results, demonstrating the accuracy of our CPMD computational setup ͑basis set and pseudopotentials͒. 36 DMC calculations are performed with the CASINO code, 37 employing trial wave functions ͑TWs͒ of the SlaterJastrow type:
where D ↑ and D ↓ are Slater determinants of up-and down-spin single-electron orbitals. The Jastrow factor, e J , is the exponential of a sum of onebody ͑electron-nucleus͒, two-body ͑electron-electron͒, and three body ͑electron-electron-nucleus͒ terms, which are parametrized functions of electron-nucleus, electron-electron, and electron-electron-nucleus separations, and are designed to satisfy the cusp conditions. The parameters in the Jastrow factor are varied to minimize the variance of the local energy
Imaginary time evolution of the Schrödinger equation has been performed with the usual short time approximation, and the locality approximation. 38 We used a time step of 0.0125 a.u. Tests using a smaller time step of 0.005 a.u. showed no differences in binding energies within a statistical error of 5 meV. Dirac-Fock PPs for C, O, and H were used. 39 The C and O PPs have a frozen He core and core radius of 0.58 and 0.4 Å, respectively. The H PP has a core radius of 0.26 Å. The single particle orbitals have been obtained by DFT PW calculations with a PW cutoff of 300 Ry ͑4082 eV͒ using the PWSCF package, 40 and reexpanded in terms of B-splines 41, 42 using the natural B-spline grid spacing given by a = / G max , where G max is the length of the largest PW. Most DMC calculations were performed using as TW the wave function built from the Kohn-Sham orbitals obtained from the LDA xc functional, but we also tested TWs obtained with other xc functionals ͑see below͒. The PW calculations from which the TWs were obtained were performed using a cell of at least 13 Å 3 , which is large enough to ensure that the tails of the single particle orbitals decay essentially to zero at the edges of the cell. DMC calculations were performed without periodic boundary conditions and therefore the Ewald technique was used to model electron-electron interactions. The number of walkers was FIG. 1. ͑Color online͒ ͑a͒ Binding energy curves for uncorrected and CP-corrected MP2 with a variety of basis sets and at the CBS-extrapolated limit. ͑b͒ Binding energy curves for uncorrected and CP-corrected CCSD͑T͒ with an aug-cc-pVTZ basis set. The ⌬CCSD͑T͒ curve ͓obtained from Eq. ͑1͔͒ is also shown. The inset in ͑a͒ shows the orientation of the water-benzene complex considered, with the distance between the water and benzene taken as the vertical distance between the O atom of the water molecule and the center of the benzene ring. The lines connecting the points are merely a guide to the eye.
10240 and the simulations were carried out for 60 000 to 90 000 steps, resulting in statistical errors on each binding energy point between 3 and 4 meV ͑one standard deviation͒. In order to maximize DMC cancellation of errors, we have constructed our binding energy curve taking as a reference for the separated water-benzene system the DMC energy of water and benzene at a separation of 7 Å. A calculation at a separation of 9 Å showed no difference within a statistical error of 3 meV. For consistency, this 7 Å reference was also used for calculations with the other theories.
To get the best possible quantum chemistry reference data ͑that our computational resources allow͒, we follow the so-called ⌬CCSD͑T͒ approach. 43 This involves a determination of the energy difference between CCSD͑T͒ and MP2 at a given finite basis set ͑aug-cc-pVTZ in this study͒. The difference is then added to the MP2 complete basis set ͑CBS͒ extrapolated energy, obtained in a separate series of calculations. Thus the ⌬CCSD͑T͒ energy is given by
with the meaning of each energy term being obvious. All energies in Eq. ͑1͒ are CP corrected for BSSE. The MP2/ CBS energies were obtained with standard heuristic procedures for extrapolating the energy to the CBS limit, along with aug-cc-pVTZ, aug-cc-pVQZ, and aug-cc-pV5Z basis sets. Since the convergence behavior of the HF and correlation energies is different, we extrapolate them separately. For the extrapolation of the HF part, we use Feller's exponential fit:
where x =3,4,5 for aug-cc-pVTZ, aug-cc-pVQZ, and augcc-pV5Z basis sets, respectively. E x HF is the HF energy with aug-cc-pVxZ basis sets, and E CBS HF is the extrapolated HF energy at the CBS limit. For the correlation part, we use the function [45] [46] [47] 
where E x corr is the MP2 correlation energy with aug-cc-pVxZ basis sets and E CBS corr is the extrapolated MP2 correlation energy at the CBS limit. In the equations above, A, B, C, and D are fitting parameters. The MP2 energy curve at the CBS limit is displayed in Fig. 1͑a͒ . This is our best estimate of the binding energy curve at the MP2 level. It can be seen that the MP2/CBS curve falls between the raw and CP-corrected MP2 curves with the CP-corrected curves approaching the CBS limit more rapidly with increasing basis set size. This is in agreement with previous observations. 1, 16, 48, 49 Also the basis set incompleteness errors become smaller as the waterbenzene separation increases since the correlation becomes smaller.
The CCSD͑T͒ binding energy curves are displayed in Fig. 1͑b͒ . These have been obtained with an aug-cc-pVTZ basis set with and without the CP correction. The energy differences between CCSD͑T͒ and MP2 with an aug-ccpVTZ basis set with and without CP correction are almost 9 meV at the energy minimum. This difference increases as the separation decreases and decreases as the separation increases. Thus, correlations beyond the MP2 level are important to the binding in this system when the water-benzene separation is small, but less so when it is large. This is physically reasonable since the importance of electron correlation is expected to be greater when water is closer to the benzene molecule. The ⌬CCSD͑T͒ binding energy curve is also shown in Fig. 1͑b͒ . This is the best estimate of the binding curve obtained from the quantum chemistry methods. The binding energy at the minimum is ϳ125 meV and the equilibrium water-benzene separation is ϳ3.4 Å. Our computed binding energy is about 20-40 meV smaller than previous CCSD͑T͒/CBS-extrapolated values 16, 19 ,20 mainly because we have not optimized the structures of the water and benzene molecules. As we have said, we have not done so because our purpose here is not to determine the most accurate binding energy for this system, but rather to obtain an accurate reference with which to systematically investigate the performance of a range of electronic structure techniques absent of the "complications" brought about by slightly different structures.
Let us now consider how the other electronic structure theories tested perform compared to ⌬CCSD͑T͒ / CBS. To this end we plot in Fig. 2 binding energy curves for DMC, CCSD, MP2, HF, and DFT with several xc functionals. The bottom panel ͓Fig. 2͑b͔͒ reports the DFT results and the top one ͓Fig. 2͑a͔͒ all other methods. The first thing that is clear is that HF provides a very poor description of the binding energy curve, not even predicting a qualitatively correct curve. Given the lack of electron correlation in the HF description this poor performance is not surprising. Moving to CCSD, specifically ⌬CCSD results obtained in a similar manner to ⌬CCSD͑T͒, we find that the CCSD binding is consistently smaller than CCSD͑T͒. At the minimum of the binding curve the underbinding compared to CCSD͑T͒ is 18 meV and at the shortest distance considered ͑2.8 Å͒ this is as large as 42 meV. This indicates that triple excitations are important to the binding in this system, particularly at short distance. Comparing CCSD and MP2 we find that MP2, which always overestimates the binding in this system, actually outperforms CCSD slightly. At the binding energy minimum MP2 differs from CCSD͑T͒ by only 9 meV and at short separation ͑2.8 Å͒ this difference becomes 32 meV. The slightly superior performance of MP2 over CCSD, which obviously arises from a favorable error cancellation in MP2, has been seen before in hydrogen bonded and other systems. 1 Turning our attention to DMC, we find that both the depth ͑122 meV͒ and location ͑3.4 Å͒ of the binding energy minimum agree very well with CCSD͑T͒. In the equilibrium region and at larger water-benzene separations the difference between CCSD͑T͒ and DMC is never more than 3 meV, i.e., of the same size of the DMC statistical errors. This is rather encouraging and another strong indication that DMC, even at the simplest level ͓PPs, fixed node DMC with a single Slater-Jastrow trial wave function ͑TW͔͒, can achieve high accuracy for noncovalent interactions. We note that the agreement obtained in the equilibrium region between DMC and CCSD͑T͒/CBS is slightly better than the ϳ18 meV dif-ference observed recently in Ref. 10 . However, as the separation is reduced below the equilibrium distance into the repulsive wall of the binding energy curve the difference between DMC and CCSD͑T͒ grows to around 20 meV; with DMC predicting a steeper repulsive wall. The precise origin of this difference is not clear at this stage. First and foremost this is a small energy difference and it could readily arise from issues with either the coupled cluster or the DMC simulations reported here. With regard to the coupled cluster data, we do not, at present, have the computational resources that would allow us to utilize larger basis sets in the extrapolations or to go beyond the current level of treatment for electron correlation. As far as our DMC calculations are concerned, there are two obvious sources of error, namely, the PPs or the fixed node approximation. At the HF level we have checked the PPs used in the DMC simulations with a comparison to all-electron HF calculations. As reported in Fig. 2͑a͒ , for the entire binding energy curve the HF all electron and PP results are indistinguishable. Of course these tests do not tell us about the performance of the PPs in the correlated DMC calculations, and, in particular, about possible errors due to the locality approximation. However, they do show that at least at the HF level the PPs are reliable. A more likely source of the difference is the fixed node approximation. To investigate this issue to some extent, we have carried out a series of calculations using TWs built from the Kohn-Sham orbitals obtained with different DFT xc functionals ͑PBE, B3LYP, and PBE0͒ and HF. Calculations with these TWs were only performed with waterbenzene separations of 2.8, 3.4, and 9.0 Å, representative of the short, equilibrium, and reference distances, respectively. The results are displayed in Table I . The DMC energies obtained with TWs obtained from HF orbitals are ϳ0.15 eV higher at all points, suggesting that, for this system, TWs built from HF orbitals are not the best choice. The energies obtained from the TWs built from the Kohn-Sham orbitals obtained from the three DFT xc functionals are all within 20-30 meV of each other, with the TW built from LDA orbitals yielding the lowest total energies in this particular case. These different DMC energies do not directly provide a measure of nodal errors, however, they highlight differences in nodal errors which are of the same order as the energy differences between our best DMC and our CCSD͑T͒ calculations. Therefore, it is reasonable to assume that nodal errors may be one source of the small difference between DMC and CCSD͑T͒ at short water-benzene separations.
Let us now briefly consider how the various DFT xc functionals perform for this system. Only a very small selection of the essentially endless list of xc functionals now in use have been considered. Specifically, PBE, PBE0, BLYP, and B3LYP were examined. As can be seen from Fig. 2͑b͒ all four functionals show poor performance, strongly underestimating the interaction. PBE0 predicts the largest binding en- FIG. 2 . ͑Color online͒ ͑a͒ Binding energy curves obtained with DMC, coupled cluster, MP2, and HF. The error bars of DMC are between 3 and 4 meV ͑one standard deviation͒, which are similar to the size of the square points and are not shown here. The results from both all-electron and pseudopotential HF ͑HF PP͒ calculations, with the same pseudopotentials that were used in the DMC simulations, are reported. ͑b͒ Binding energy curves obtained with various exchangecorrelation functionals and vdW correction schemes. In ͑a͒ and ͑b͒ the ⌬CCSD͑T͒ binding energy curve ͓same as Fig. 1͑b͔͒ is also reported. The lines connecting the points are merely a guide to the eye. TABLE I. The energies of DMC calculations using TWs built from KohnSham orbitals obtained from various DFT xc functionals ͑LDA, PBE, PBE0, and B3LYP͒ and HF. The energy with TWs built from LDA orbitals at 9 Å has been set as the energy zero reference. The DMC calculations with TWs built from LDA orbitals give the lowest total energy at all points. The DMC energies with TWs built from HF orbitals are about 120-160 meV higher than the results obtained from TWs built from LDA orbitals at all points. TW Energy ͑meV͒
ergy of 78 meV, PBE is marginally less ͑73 meV͒, and BLYP ͑22 meV͒ and B3LYP ͑39 meV͒ considerably less. This behavior is quite typical for how these functionals perform in weak interaction systems and is due to the lack of a proper account of vdW forces. 50 There are various strategies to "fix" this deficiency such as xc functionals which explicitly account for nonlocal correlation, using maximally localized Wannier functions, dispersion-corrected atom-centered potentials ͑DCACPs͒, or damped empirical C 6 R −6 corrections ͑DFT-D͒, [51] [52] [53] [54] [55] and indeed, some of these methods have already been applied to the water-benzene system. 17, 18 Having obtained a ⌬CCSD͑T͒ / CBS binding energy curve we take the opportunity here to assess the performance of two of the simplest vdW correction schemes, namely, DCACPs and DFT-D. Each method was tested for the PBE and BLYP xc functionals. As can be seen from Fig. 2͑b͒ , results in much better agreement within CCSD͑T͒ are obtained. In particular, the combination of BLYP plus DCACPs yields a binding energy of around 125 meV.
In conclusion, a variety of electronic structure techniques have been applied to determine binding energy curves for a water-benzene complex. Specifically, we have compared the performance of HF, MP2, CCSD, CCSD͑T͒, DMC, and several DFT xc functionals with and without empirical vdW corrections. The performance of the traditional quantum chemistry and DFT approaches was very much as expected and consistent with previous studies on this and related systems. On the other hand, a DMC binding curve had not been obtained for this system before and, indeed, DMC binding energy curves remain, in general, very scarce. It was found that DMC and the best quantum chemistry approach considered ͓i.e., CCSD͑T͔͒ agreed with each other very well at the binding energy minimum and beyond. At small waterbenzene distances small differences ͑ϳ20 meV͒ between the DMC and CCSD͑T͒ energies, which yields to a steeper DMC repulsive wall compared to CCSD͑T͒, have been obtained. The origin of the small difference between DMC and CCSD͑T͒ has not been explained, however, explorations with a number of different TWs indicate that it may be related to the fixed node approximation used in DMC simulations.
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