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ABSTRACT
Time traces obtained from a variety of biophysical experi-
ments contain valuable information on underlying processes
occuring at the molecular level. Accurate quantification of
these data can help to understand the details of the complex
dynamics of biological systems. Here, we describe PLANT
(Piecewise Linear Approximation of Noisy Trajectories), a
segmentation algorithm that allows the reconstruction of
time trace data with constant noise as consecutive straight
lines, from which changes of slopes and their respective
durations can be extracted. We present a general description
of the algorithm and perform extensive simulations to char-
acterize its strengths and limitations, providing a rationale
for the performance of the algorithm in the different condi-
tions tested. We further apply the algorithm to experimental
data obtained from tracking the centroid position of lympho-
cytes migrating under the effect of a laminar flow and from
single myosin molecules interacting with actin in a dual-trap
force-clamp configuration.
INTRODUCTION
The output of several biophysics experiments, such as DNA
elongation via magnetic and optical tweezers (1–4), myosin
motor motility (5), and cell tracking under shear flow (6, 7)
consists of time trace curves. Many of these curves show
alternate regions of pauses and linear increments usually
associated with different events taking place at the molecular
level (6, 7). The identification of such regions and the associ-
ated physical parameters such as segment duration and slope
are essential to better understand the underlying dynamics of
the ongoing processes. However, the noise produced by ther-
mal fluctuations affects these data and limits their accurate
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quantification. Thus, the automatic detection of the differ-
ent features of the time trace curves remains a challenging
computational problem.
Several approaches have been developed for the auto-
matic segmentation of time traces (8–11), mainly for the
dimensionality reduction in data mining (12). One of the
most common approaches is the approximation of the orig-
inal data by different straight lines, usually referred to as
Piecewise Linear Approximation (PLA). Given a time series,
this approach consists in constructing a piecewise linear
function that produces the best representation, either using
a limited number of segments, or not exceeding a user-
specified threshold for the error (8). Generally speaking, the
segmentation algorithms based on the PLA can be grouped
into three different categories: sliding window, top-down,
and bottom-up algorithms (8). In the sliding window algo-
rithms, a segment is grown until the error after adding a
new point to the segment exceeds some specified thresh-
old. Although this type of approach is ideal to analyze the
data while being generated (i.e. online segmentation), it
tends to overestimate the number of segments (13). On the
other hand, the top-down type of algorithms work by recur-
sively splitting the entire trace until certain error threshold
is reached. Last, bottom-up algorithms start by arbitrarily
dividing the trace in multiple segments and recursively merg-
ing the two more similar adjacent segments. The process
is stopped when some criterion fixed by the user is met.
Although, in general, top-down and bottom-up algorithms
have shown to perform better than the sliding window algo-
rithm (8), there are several variations of these three methods,
each of them usually adapted to perform better on specific
type of data (14–17).
A crucial element of the PLA consists in determining
the breakpoints between segments of different slopes. This
is related to a more general problem in statistics, concerning
with the determination of the actual states of a system whose
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observables are corrupted by noise (18). This problem can be
approached by the so-called change-point analysis (19), first
introduced by E. S. Page (20, 21), which assesses whether a
statistically significant change in a given observable occurs
at some point within the time trace (22, 23). Algorithms
based on change-point analysis have been developed to seg-
ment time traces originated by a variety of experiments,
including biophysical and single-particle experiments (22,
24–29).
Here, we describe a bottom-up type of PLA algorithm
that uses change-point analysis to robustly reconstruct time
traces with constant noise. Unlike conventional bottom-up
algorithms, in a first step we find the points where there is
a potential variation of the slope and then we recursively
merge the adjacent segments. We follow a likelihood-based
approach and therefore we do not impose any condition
on the number of segments or on the residual error. While
most of the change-point algorithms developed for the seg-
mentation of biophysical data were meant to detect abrupt
changes of the mean value or the variance in time traces,
our algorithm deals with the detection of change points in
a multiple linear regression model (30). A similar approach
was recently described and used to detect change in DNA
looping dynamics during replication (28) or changes in dif-
fusion and/or velocity in single particle trajectories (29).
These works followed the binary segmentation scheme first
described in (24) and used a maximum likelihood ratio
test, whereas our method relies on a different segmentation
approach to find putative change points and later applies a
Fisher test to eliminate spurious identifications. This scheme
allows to evaluate all the points within a trace as potential
change points, and to further refine them according to a hier-
archical statistical criterion. We tested our algorithm on a
variety of conditions, including different noises, slopes, and
segment lengths and provide reasonable explanations about
the observed results. This analysis shows performance equal
or higher than other published methods. Although strictly
speaking our method is less generally applicable than oth-
ers due do the constraint of a nearly constant noise along the
trace, this condition is met - at least locally - in several types
of single molecule experiments, as those discussed in the last
sections of this paper. Finally, we validated our algorithm
on time traces experimentally obtained from i) tracking the
centroid of lymphocytes moving on endothelial cells (EC)
under the presence of a constant shear flow and ii) ultrafast
force-clamp spectroscopy experiments aimed at quantifying
force-dependent kinetics of myosin from skeletal muscle.
MATERIALS AND METHODS
Algorithm description
The flow diagram of the algorithm is depicted in Fig. 1 A.
We consider an input data consisting in a trajectory in which
an observable y is sampled at N discrete time points ti. The
working hypothesis is that the trajectory (ti, y(ti)) is com-
posed by a sequence ofK adjacent linear segments, bounded
byK+1 change points - including the trajectory boundaries
- occurring for values of the index i = cpk and corrupted
with Gaussian noise having constant variance  2 (Fig. 1 B).
Given a minimum segment length NMIN , an estimation of
the noise  2 and a confidence level 1   ↵, the objective of
the algorithm is to efficiently and precisely determine the
change points cpk (Fig. 1 C), and thus reconstruct the origi-
nal trace to finally be able to measure the segments duration
and slope (Fig. 1 D). The algorithm is composed by twomain
sequential blocks, the first of which (WINLINFIT) recur-
sively selects a set of candidate change points associated to
a potential variation in the slope by means of least square fit-
ting and likelihood evaluation, whereas the second (MERG-
ING) refines the number of change points by hierarchically
executing an hypothesis test on adjacent segments with a
confidence level 1   ↵. Analysis of time traces of various
length shows that the time complexity of the algorithm scales
as O(n2), and it typically takes ⇠ 0.5s to analyze a 100-
points long trace on a MacBook Pro with 2.2 GHz Intel Core
i7 processor and 16Gb RAM. For long data streams, segmen-
tation of the trace in overlapping segments and sequential
application of the algorithm can be used to reduce com-
putational time. Alternatively, parallelization schemes such
as those described in (31, 32) can also be used to improve
scalability in runtime and computational memory.
WINLINFIT
The WINLINFIT module operates on the input trajectory to
provide an initial estimation for the change points cpk. Under
the hypothesis that the trajectory is a concatenation of linear
segments in the presence of Gaussian noise, performing a
least square fitting over each of these segments with a linear
model f(ti) = ak + bkti allows to calculate the estima-
tors aˆk and bˆk (33). Therefore, by applying the principle of
maximum likelihood, we obtain that
s2k =
cpk+1X
i=cpk
(akti + bk   yi)2
cpk+1   cpk + 1 . (1)
The quantity s2k can also be interpreted as the variance of a
sample of length Nk = cpk+1   cpk + 1 and its expectation
value provides the (biased) estimator of the population vari-
ance  2. It has been demonstrated that s2k has a Pearson type
III probability distribution (34):
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where  (·) represents the Gamma function.
Although for the trajectories under examination neither
the number K + 1 nor the location of the cpk are known, in
many cases it is possible to obtain an estimation of  2, either
from control experiments or from the trajectory itself. An
example of such kind of procedure is provided in Support-
ing Material. We can split the trajectory in all the possible
combinations of segments having length Nk   NMIN , with
NMIN   3 imposed by the condition of having a number of
points larger than the degrees of freedom for a linear fit. The
total number of segments is calculated as
NX
Nk=NMIN
(Nk  NMIN + 1) = · · ·
= 12 (NMIN  N   2) (NMIN  N   1) . (3)
We thus perform a linear fit on each segment, building a
matrix of variances. For the sake of simplicity, we will now
label the segments with the couple of indexes corresponding
to their bounding cp’s, such thatNk = Nij = j  i+1. With
this notation we obtain
s2ij =
jX
l=i
⇣
aˆijtl + bˆij   yl
⌘2
j   i+ 1 (4)
and evaluate the corresponding likelihood pij =
p
 
s2ij , Nij | 2
 
by means of Eq. 2. The segments fully
contained in a linear fragment of the trajectory will provide
higher value of the probability, whereas those spanning
over two or more linear regions will display larger devia-
tions from the expected variance and thus lower pij’s. We
would like to point out that here we neglect the statistical
multiplicity associated with change point selection, which
would require a more complicated treatment. Although this
simplification limits somewhat the change point localization
precision, it largely simplifies the calculations. We then
apply a recursive routine, by means of which the segment
with the maximum pij value is selected and the coordinates
of its endpoints (ti and tj) are saved as potential change
points. All the elements of the matrix pij corresponding to
segments having one end point falling within the interval
(ti, tj) are removed and excluded from the subsequent
analysis. The process is repeated until the whole trajectory is
segmented in a series of contiguous fragments with change
points cp.
MERGING
Once the potential cp’s are obtained from the WINLINFIT
step (empty and full circles in Fig. 1 C), theMERGING block
statistically refines their occurrence by hierarchically apply-
ing a Fisher test with confidence level 1 ↵. TheMERGING
block determines whether some of the change points corre-
spond to a false positive detection (empty circles in Fig. 1 C)
whose removal would allow the adjacent segments to merge.
For each pair of adjacent segment (i, j) and (j, k), we test
the null hypothesis H0 that the segments belong to the same
linear region (i, k) and there is no change point j between
them, versus the alternative hypothesis H1, i.e. that the seg-
ments do correspond to different linear behaviors. In the first
case (H0), we perform a linear fit over the whole region
(i, k), whereas in the second case (H1) two different linear
fits are executed. The significance level ↵ represents a Type-
I error, i.e. the probability of rejecting the null hypothesis
when no change point are present. Then, the Fisher statistic
is computed as (35):
F =
RSSH0  RSSH1
RSSH1
✓
Nik   pH1
pH1   pH0
◆
= · · ·
=
⇣
(k i+1)s2ik
(j i+1)s2ij+(k j+1)s2jk   1
⌘  
k i 3
2
 
, (5)
where RSSHi and pHi are the squared sum of residuals
and the number of degrees of freedom associated to the
two hypothesis i = 0, 1, respectively. We then execute the
hypothesis test on the pair of segments showing the mini-
mum F value (higher probability to be merged). The value of
F is compared with the critical value of the Fisher-Snedecor
distribution F↵ (35) with level of confidence 1   ↵. In the
case the hypothesisH0 can not be rejected, the segments are
merged and the Fisher statistic recalculated for the updated
list of cp’s. The procedure is repeated as long as the seg-
ments pair with the minimum F verifies the null hypothesis
condition min{F}  F↵.
For multidimensional trajectories, under the assumption
that the noise level is the same in all the dimensions, the
algorithm can be extended in a straightforward fashion by
calculating the total s2k and the squared sums of residuals as
a sum over all the dimensions and adjusting the number of
degree of freedom accordingly.
RESULTS AND DISCUSSION
General considerations
To first investigate the performance of our algorithm in iden-
tifying a change point, we used numerical simulations. For
this, we used the scheme depicted in Fig. S1 A in the Sup-
porting Material, made of trajectories composed by two
different linear segments with lengths L1 and L2, slopes
m1 and m2 and noise  . For each set of parameters, 500
traces in total were simulated and analyzed with the PLANT
algorithm using ↵ = 0.05. The noise standard deviation
was automatically estimated by means of the algorithm rou-
tine described in Supporting Material. In order to quantify
the algorithm performance, we evaluated several figures of
merit. An important parameter is the power of detection,
i.e. the probability of detecting a change in slope when it is
known there is a change within the trajectory. In Fig. 2 A-C,
we show that the power of detection depends in a sigmoidal
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fashion on the noise  . Fig. 2 A reports the dependence on
the segment length, showing that traces formed by segments
of the same length with different slope values but same slope
difference |m2   m1| display analogous behavior. In addi-
tion, larger difference |m2 m1| (Fig. 2 B) produced a higher
power of detection. We also investigated traces composed by
segments of different length, finding that the power of detec-
tion is actually a function of the segment length through the
quantity N⇤ = 2N1N2/(N1 +N2) (Fig. 2 B). As discussed
in Supporting Material, the dependence on these parameters
can be expressed in terms of a scaled variable ⇠ defined in
Eq. S6, for which all the curves collapse into the same one
(Fig. 2 C). Next, we calculated the precision in the local-
ization of the cp, defined as the standard deviation of the
distribution of the detected cp position minus the “true” cp
position. Fig. 2 D shows that this quantity depends on the
noise, the slope and the difference between slopes. We also
evaluated the error on the detected slopes, as displayed in
Fig. 2 E.  mi is found to be independent on the segment
slopes and to scale linearly with the noise. Last, in Fig. 2 F
we report the false positive rate, i.e. the probability of detect-
ing a change point where it actually there is no change point.
The data show no clear trend with segment slope and noise,
due to the fact that the statistical tests performed by the algo-
rithm explicitly take into account the presence of the noise
and its value. The false positive rate shows a dependence on
the trace length (⇠ N1/2, Fig. S2 A), with values lower that
the false positive rate specified through the Type-I error level
alpha = 0.05 (. 0.1 for L . 500)) ensuring high speci-
ficity and robustness against spurious detection caused by
noise-induced fluctuation. In order to allow the comparison
with other works that report the false positive rate per point
within a trajectory, we would like to point out that in Fig. 2
F we plot the false positive rate per trajectory. Normalizing
by the trajectory length N , we obtain much lower values for
the false positive rate. For the cases shown in Fig. 2 F, the
average false positive rates per point is of the order of 10 4
already for relatively short trajectories (< 200 points); as
also reported by others (29), this value further decreases as a
function of the trajectory length.
The actual scenario to which the algorithm is meant
to be applied is more complex than the simulation scheme
depicted in Fig. S1 A. This is because each segment of the
trace is embedded within two others with different slopes and
durations. Moreover, both a missed change point and a false
positive detection will affect the determination of the param-
eters of the neighboring segments in a complex way, that
ultimately depends on the distribution of slopes and dura-
tions of the trace. Therefore, the specific performance of
the algorithm must be evaluated in every specific case by
means of simulations. In order to provide a flavour of the
ability of the algorithm to correctly identify a segment in a
more realistic scenario, we also used a more complex sim-
ulation scheme composed by three neighbouring segments
(Fig. S1 B). The results of these simulations are described in
Supporting Material (Fig. S2).
Application of the algorithm to the analysis of
trajectories from cell tracking experiments
We applied our algorithm to analyze trajectories describing
the motion of T-cells over endothelial cells under shear flow
(Fig. S3). Typical time traces of the T-cell centroid coor-
dinates in the direction perpendicular (x) and parallel (y)
to the flow are shown in Fig. 3 A. Lymphocytes display
heterogeneous motions, which at the experimental time res-
olution appear as composed by a concatenation of segments.
Each segment has an approximately constant velocity but we
observe large velocity variations between different segments,
including reversing the velocity by moving against the flow
direction (vy < 0). Therefore, we applied our algorithm to a
set of experimentally collected time traces to automatically
characterize the different features in the cells motion. The
result of the algorithm applied to the y coordinate of the cell
centroid position is shown in Fig. 3 A, where the shaded
gray regions correspond to the detected changes of slope
and the dashed line represents the piecewise reconstructed
trace, which has been shifted up for clarity. This analysis
was applied to 50 traces corresponding to different cells
with duration of 400-600 s, and the distributions of segment
lengths (durations) and slopes (velocities) obtained from the
analysis are represented as histograms in Fig. 3 B-C. To ver-
ify whether the motion along or against the flow had different
characteristics, the data corresponding to the duration of the
segments (Fig. 3 B) were split based on the direction of the
velocity component along the flow direction vy , which is
reported in panel Fig. 3 C. Both distributions show an asym-
metric shape, reflecting the fact that the T-cells preferentially
move along the flow. In spite of this preference, molecular
interactions established by cells allow them to sustain the
motion against the shear flow with non-negligible speed. We
attempted to obtain a more quantitative insight from these
data to link the observed features to a molecular model of
cell migration (36, 37). To this aim, we performed stochas-
tic simulations in which we generated synthetic traces with
a priori known values of velocities and durations to evalu-
ate the impact of the algorithm on the determination of these
parameters (see Supporting Material for a full description).
By means of this approach, we could find a set of param-
eters that could nicely reproduce our experimental results
(black lines in Fig. 3 B-C). This allowed us to estimate the
real parameters of the distributions, before the limitations
introduced by instrumental resolution and algorithm limited
performance. The results showed that T-cells display distri-
butions compatible with simulations in which the movement
along the flow direction occurs with an average speed of
39 ± 6 nm/s, which decreases to 29 ± 5 nm/s when moving
against the flow. The typical duration of a segment travelled
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at nearly constant speed is of 35 ± 6 s, independently of
the direction, producing an average “step” of ⇠ 1.4 µm in
the positive and ⇠ 1 µm in the negative direction. In addi-
tion, the cells spend 2/3 of the time travelling along the flow.
These results provide us a first test of the ability of our algo-
rithm to extract valuable information from noisy trajectories
obtained from cell tracking experiments. The values of cell
velocity and segment duration that can be obtained by means
of our algorithm thus constitute relevant microscopic param-
eters, which can be used to validate molecular models of cell
migration (36, 37) and thus better understand the role played
by molecular interactions.
Application of the algorithm to the analysis of tra-
jectories from ultrafast force-clamp spectroscopy
We also applied the PLANT algorithm to data from ultra-
fast force clamp spectroscopy experiments on actin-myosin
interaction. Here, an actin filament is stretched between two
optically trapped beads and set in contact with a third bead
fixed onto the coverslip, which is coated with myosin II
at single molecule concentration (Fig. S4). In these exper-
iments, a constant force F is applied to the bead-actin-bead
“dumbbell” and alternated back and forth, thus producing
a saw-tooth like time trace with regions of positive (nega-
tive) slope interrupted by flat regions corresponding to bind-
ing events of myosin to actin (Fig. 4 A). The algorithm
could efficiently locate the flat segments along the traces.
In agreement with previous results (3), the velocity distribu-
tion returned by our algorithm clearly showed the existence
of two populations (gray histogram in Fig. 4 B, one with
mean velocity close to zero and corresponding to the binding
events and another peaked around the velocity caused by the
application of the force on the dumbbell (v = F/ , where
  is the viscous drag coefficient of the dumbbell; unbound
state). However, probably due to the presence of correlated
noise, the algorithm produced a large number of very short
segments with slightly different slopes. To refine the analysis
and better assign the events to these two states, we used the
same criterion described in the original manuscript (3), i.e.
a threshold velocity corresponding to the weighted average
of the peak velocities (dashed black line in Fig. 4 B). This
procedure groups together adjacent segments with slopes
compatible with the occurrence of the same state, produc-
ing a clear narrowing of the velocity distribution (open bars
of the histogram in Fig. 4 B). As shown in Fig. 4 A, this
procedure produces a reconstruction of the flat regions with
high fidelity and allows us to detect binding events as short
as 100 µs, corresponding to 20 data points. The algorithm
retrieved 126 binding events on the analyzed portion of the
trace. The cumulative probability distribution of the dura-
tion of these events is displayed in Fig. 4 C. In agreement
with previous analysis obtained by means of a different
method (3), the distribution of bound state duration was
found compatible with a 2-exponential function. From the
fitting we obtained two different rates k1 = 103± 5 s 1 and
k2 = (4± 3)⇥103 s 1. Although the faster rate has a rather
large error since it corresponds to durations of the same order
of magnitude as the algorithm dead time, the rate values
are fully consistent with earlier results and provide higher
time resolution as compared with previous methods (3). As
such, the algorithm provides an efficient automated tool to
extract rapid kinetics from time traces generated by this
type of single molecule experiments, including, for exam-
ple, those measuring the sequence-dependent interaction of
single transcription factors along DNA (38).
CONCLUSIONS
We introduced PLANT, a bottom-up type of algorithm
for detecting changes of slopes in time traces affected by
Gaussian noise. Unlike others algorithms, PLANT does not
impose any condition on the number of segments compos-
ing the trajectory, and includes a routine for the estimation of
unknown noise from the data. By means of extensive numer-
ical simulations, we have shown that it robustly reconstructs
noisy trajectories with a power of detection of change points
that depends on the length of the segment, the noise and the
slope difference. The algorithm is also provided as a flexible
and easy to use graphic user interface. Finally, we applied the
algorithm on a set of experimental data obtained by tracking
the position of T-cells and single myosin molecule interact-
ing with actin under force. These results provide a first test
of the ability of our algorithm to extract valuable information
from noisy trajectories.
PROGRAM AVAILABILITY
The program is available on the GitHub repository hosting
service at http://github.com/cmanzo/PLANT and includes
the program files, documentation and demo data.
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Figure 1: The principles of the PLANT algorithm. (A) Flow
chart of the algorithm. (B) Representative simulated input
trajectory as a series of joint linear segments corrupted with
Gaussian noise. (C) The WINLINFIT block detects points
compatible with a change of slope (full and empty symbols),
which are further refined by the MERGING block based
on their statistical significance (full symbols). (D) Recon-
structed trajectory, from which it is possible to calculate the
slopes and durations of each segment as well as their errors.
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Figure 2: Algorithm performance for cp detection calcu-
lated on the simulation scheme depicted in Fig. S1A. (A)
Power of detection as a function of the noise   for segment
lengths N1 = N2 = 10, 20, 40, 80 (from left to right, repre-
sented in different tones of gray) and slopes m1 = 0.2, 0.5,
m2 = 0.5, 0.8 ( and 4, respectively) with same slope
increment |m2   m1| = 0.3. (B) Power of detection as a
function of the noise   for segment slopes m1 = 0.2 and
m2 = 0.3, 0.5, 0.8, 1.3 (from left to right, represented in dif-
ferent tones of gray) and lengths N1 = 13, N2 = 30 ( )
and N1 = N2 = 20 (4) with similar N⇤ (N⇤ ' 18 and
N⇤ = 20, respectively). (C) Power of detection for sev-
eral segments lengths and slopes collapse onto each other
once expressed in terms of the rescaled variable ⇠, defined
in Eq. S6. Lines in (A-C) correspond to the function given
in Eq. S7. (D) Change point localization precision normal-
ized to the trace length for traces composed by: segments
with slopes m1 = 0.2,m2 = 0.3 and lengths N1 = 20,
N2 = 40 ( ); segments with slopes m1 = 0.2,m2 = 0.3
and lengths N1 = N2 = 80 (⇤); segments with slopes
m1 = 0.2, m2 = 0.5 and lengths (N1 = N2 = 80) (4)
; segmants with slopes m1 = 0.2, m2 = 1.1 and lengths
(N1 = N2 = 80) (5). Lines correspond to Eq. S3. (E)
Error in the determination of the segment slopes normal-
ized to the modulus of slopes difference. Symbols have the
same meaning as in panel D. Empty or filled symbols refer
to the two different segments of the simulated trace. Lines
correspond to Eq. S5. (F) False positive identification rate
obtained for ↵ = 0.05 on traces of constant slope as a func-
tion of   for different parameter sets: m = 0.1, N = 40
( ), m = 0.1, N = 80 (⇤), m = 0.1, N = 150 (4) and
m = 1.1, N = 150 (5). Each point in the plot was obtained
from 500 simulated traces. Dashed lines correspond to the
average values.1–9
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Figure 3: Analysis of a representative time traces from cell
tracking experiments. (A) Time traces of the x (gray line)
and y coordinates (black line) of the position of the cell
represented in Fig. S3. Shaded gray regions correspond to
regions where the algorithm detected changes of slope. The
dashed line corresponds to the piecewise reconstructed trace
of the trajectory along the y-direction that has been shifted
upwards for clarity. (B) Histogram of the duration of the
detected segments, divided according to the direction of the
y-component of the velocity, along (light gray shaded area)
or against (white area) the shear flow. (C) Histogram of the
y-component of the velocity of the detected segments. In
both panels, the gray bars correspond to experimental data,
and the black lines are the resulting distributions of time and
velocity after applying the algorithm to simulated data.
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Figure 4: Analysis of ultrafast force-clamp spectroscopy
experiments. (A) Fragments of traces corresponding to actin-
myosin binding events with different durations under pos-
itive force of 1 pN and [ATP] =20 µM. Dark grey areas
delimit the nearly flat regions found by the PLANT algo-
rithm, corresponding to binding events. White lines rep-
resent the reconstructed segments. (B) Histograms of the
velocity of the fragments before (gray bars) and after (open
bars) threshold-based classification. The dashed black line
corresponds to the threshold value. (C) Cumulative his-
tograms of the duration of actin-myosin binding events
(gray) and corresponding fit using a 2-exponential cumula-
tive probability density function (black line).
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SUPPORTING MATERIALS AND METHODS
Automatic estimation of  2
When analyzing the time traces, our algorithm needs an estimation of the noise variance  2. In many cases, this value can be
obtained from calibration measurements, e.g. by tracking immobile objects. However, we devised a method that allows for its
online estimation directly from the trace under analysis. The working hypothesis consists in assuming that the time trace is
the concatenation of segments of different slopes and duration. On such a trace, as shown in Eq. 4, we calculate the matrix
s2ij for all the possible segments with length larger than NMIN . The number of possible segments is given by Eq. 3. The s2ij
calculated over regions fully contained in one of the segments of constant slope composing the trace represent a measurement
of the variance  2, and their expectation value can be used to obtain an estimation of  2:
 2 =
N
N   1 hs
2i. (S1)
However, not all the s2ij correspond to a measurement of the variance. Since we take all the possible segments, many will
overlap with at least one border between two regions of different slope. However, for short segments (i.e., shorter than the
average duration of the region of constant slopes), the number of times they lie at the border is negligibly small compared to
the times they are fully contained within a constant slope region. By means of numerical simulations, we could show that in
most experimental conditions the median of s2ij for segments with length 20 follows, save for a constant, Eq. S1. Therefore,
we included in the algorithm the option of automatically estimating the noise variance by the weighted non-linear fitting of
the median of the sample variance. The maximum segment length to be considered for the fit can be defined by the user to
adapt to situations with a different average length for the regions of different slope.
Evaluation of the algorithm performance
The aim of the algorithm is to efficiently and precisely detect the occurrence of a change point corresponding to a variation
of slope between two linear segments in the presence of noise. The trace noise, the slopes and the lengths of the adjacent seg-
ments affect the detection of the cp.In order to assess how these quantities influence the detection, we considered two simple
simulation schemes (Fig. S1). The quantitation of the algorithm performance was obtained through the evaluation of several
merit figures, such as the power of detection, the errors on the cp location and on the segment slopes, and the false positive
rate. The behavior of these figures as a function of trace parameters was calculated according to the simulation scheme of
(Fig. S1 A) and is discussed in the main manuscript (Fig. 2). However, geometrical and dimensional arguments can provide
an estimation of the expected behavior. Let’s first consider a change point cp separating two segments i = 1, 2 of slopes mi
and lengths Ni (Fig. S1 A). The trajectory coordinate is affected by Gaussian noise with standard deviation  , therefore at
each time point t its value shows deviations from the expected value mit. As a consequence, in a region around the change
point position, we will find coordinate values compatibles with both slopes. To obtain a significative change (above a given
confidence level) in the y coordinate that reveals the occurrence of the cp, one must be at a given distance  cp from the
cp, implying a minimum segment length that depends on the segment slope (Fig. S1 A). Following this semi-quantitative
argument, we can obtain a simple geometrical estimation of how the cp localization precision depend on the trace parameters.
In fact, by imposing the condition described above, i.e.m2 cp       m1 cp +  , we obtain:
 cp ⇡ 2 |m2  m1| . (S2)
Although the simple calculation performed above predicts a dependence on noise and slopes only (Eq. S2), our simulations
show a further effect of the segment length and a different scaling as a function of   depending on the difference in segment
length  N = |N2   N1| (Fig. 2 D). We found that for small noise values the observed behavior is well described by the
expression:
 cp ⇡ 2
p
2N 
N
N  N
3N⇤ |m2  m1| , (S3)
where N = N1 + N2 is the total trace length. For larger noise, the localization precision seems to asymptotically converge
toward a value of ⇠ 0.4N , independently on the parameters values.
Following a similar reasoning as above, it is possible to estimate the dependence of the corresponding error on the slope.
For a segment of length Ni, we can calculate the difference between the maximum and minimum slope compatible with the
1–10
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extrema set by the finite cp localization and the noise  , providing:
 mi ⇡ 2  cp
N2i   2cp
. (S4)
Also in this case, we found that the error on the detected slope shows a more complex dependence on the difference in segment
lengths than the one reported in Eq. S4 that can be expressed for small noise as
 mi ⇡ 4 
p
Ni
N2i   2cp
⇣
N
N+ N
⌘4 . (S5)
The power of detection must be a function of all the three parameters characterizing the traces, i.e. segments slopes mi,
duration Ni and noise  . We attempted to express this dependences in a more compact form based on dimensional consider-
ations and numerical optimizations. We found that the power of detection for all of our simulated conditions collapsed on the
same curve (Fig. 2 C) by expressing it in terms of the adimensional variable
⇠ =
2
p
2N 
|m2  m1|N⇤
p
N⇤
, (S6)
where N is a constant with the dimensions of a segment length. Since the power of detection follows a sigmoidal behavior,
empirically, we also found that it can be expressed as:
Pcp (⇠) =
erf (1/⇠)4 + P1
1 + P1
, (S7)
where erf(·) represents the error function, with P1 ' 0.04 and N 1/2 ' 6 for all the simulated conditions.
Although the scheme depicted in Fig. S1 A is useful to estimate power of detection and localization precision for an
“isolated” cp, it represents a simplification of the actual situation, in which each segment of the trace (except the first and
the last) is embedded within two others. In order to provide a flavour of the ability of the algorithm to correctly identify a
segment in a more realistic scenario, we used another simulation scheme Fig. S1 B, where a test segment of varying slope
and duration is embedded within two very long ones having null slope for different noise levels. The choice of the null slope
does not limit the generality of these calculations since, as we have shown in Eq. S6 and Eq. S7, the power of detection only
depends on the slope difference |m2  m1|. For this simulation scheme, similarly to what we have previously discussed for
the cp, a segment must verify some relation that depends on its length and slopes in order to be detected. As shown in Fig. S1
B for the case of outer segments with same slope equal to zero, this condition is given by mi · Ni > 2 , which for a fixed
slope, sets a minimum detectable-segment duration. However, it must be noticed that for large slopes this condition is verified
even in the case of very short segments (e.g. Ni . Nmin), for which the algorithm cannot detect two separated cp’s but only
one. However, since we do not force the reconstructed trace to be continuous at the cp, the trajectory will be reconstructed
as having an instantaneous jump. In this way, in spite of missing the detection of the inner segment because of the limited
time resolution, we could still preserve a high-fidelity reconstruction and the precision in the determination of the neighboring
slopes.
The results of the algorithm applied over 500 simulations for each condition are reported in Fig. S2 B-C. Expectedly, the
power of detection for a full segment has a nearly sigmoidal behavior (Fig. S2 B), similar to that reported for a single cp
in Eq. S7. Deviations from this behavior can be observed for small segment length and slope, where the power of detection
displays a little shoulder. This feature is likely due to the combination of the detection of a “real” cp plus a false positive
detection, resulting in a spurious segment identification. In fact, this behavior is observed in the regime N < 2 /m (empty
symbols in Fig. S2 B), where - as discussed previously - the values of noise, length and slope make the trace compatible with
no segment change. As the simulated segment length and/or the slope are increased (or the noise reduced), the cp detection
power increases and this also produces a decrease in the false positive rate. Successively, the power of detection for the full
segment starts growing with the expected scaling. In order to show how the algorithm performs at different noise levels, we
also report the dependence of N50%, i.e. the segment length at which the power of detection reaches 50%. According to
Eq. S6, we find that indeed N50% shows the expected power law behavior ⇠ ( /m)2/3 (Fig. S2 C).
Cell tracking experiments
The migration of immune cells across endothelial cells (ECs) during the immune response (1) involves interactions between
the two cell types mainly mediated by the transient binding of adhesion receptors - called integrins - placed on the immune
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cell membrane to their counter-receptors on the ECs surface (2, 3). The myriad of biochemical reactions occurring at the
molecular level (4), influenced by molecular diffusion and by the spatial organization of cellular components, determine this
complex cellular behavior. Moreover, it is known that, under certain conditions, integrins can spatially re-organize into clus-
tered structures (5, 6). Such a clustering produces an increased local concentration that effectively changes the kinetics of
interaction to their ligands (avidity). The kinetics of these interactions, in turn modulates cell migration on ECs (7). Thus, the
changes in the motion of immune cells during the immune response are ultimately determined by the mechanism of interac-
tions at molecular level. In addition, it must be considered that these phenomena take place in environments, such as lymph
nodes and blood vessels, where mechanical cues such as shear forces play a major role. In order to study this mechanism
in relation with the role of integrins in the immune function and the effect of mechanical forces, we performed cell tracking
experiments under the presence of a laminar flow.
Cell culture and shear flow experiments
Human endothelial cell line (ECs) and Jurkat T lymphoblastoid (lymphocytes used as a T-cell model) were a gift from A.
Cambi (Nijmegen, The Netherlands). In a typical experiment, ECs were plated on coverslips functionalized with fibronectin
(20 µg/ml, Sigma-Aldrich, St Louis, MO) and grown to sub-confluence in RPMI-1640 medium (Lonza, Verviers, Belgium).
To mimic inflammatory conditions, samples were previously stimulated with Tumor Necrosis Factor ↵ (TNF↵) cytokine (10
ng/ml, Sigma-Aldrich, St Louis, MO) for 20 hours. TNF↵-activated ECs were pre-exposed to four hours of continuous shear
flow of 8 dyn/cm2, prior to T-cells adhesion. Next, Jurkat cells, adjusted to 3⇥ 106ml 1 prior to the experiments, were flown
on top of ECs at 0.3 dyn/cm2 for 3 minutes using RPMI-1640 perfusion medium. The flow was then stopped for 3 minutes
to allow cells to accumulate. Next, the post-flow of 1 dyn/cm2 was introduced and kept constant for 20 minutes. The entire
period of T-cells perfusion was recorded by differential interference contrast microscopy (DIC) at 3 frame/s. T-cells motion
was analyzed frame by frame from DIC images using a custom-written Matlab code. A cross-correlation function was used
to estimate changes in the position of the centroid of a cell over time, similarly as described before (8). In total, 60 single-cell
trajectories collected from 5 independent experiments were analysed.
Microfluidics device and live-cell microscopy
Shear flow experiments were performed with a parallel-plate closed-flow chamber (FCS2, Bioptechs Inc., Butler, PA). A 40
mm coverslip with a pre-formed endothelial layer was ensembled into the chamber and then mounted on the stage of an
inverted microscope (Olympus IX71) equipped with a 20⇥ /0.5NA air objective and a CMOS video camera (Thorlabs). One
end of the flow chamber was connected to an automated syringe pump (FCS2 Micro-Perfusion Pump) whereas the other end
went to a medium reservoir. The microfluidic system was kept at 37  C by means of a temperature chamber embedding the
microscope stage.
Simulations of cell tracking experiments
The histograms in Fig. 3 B-C, corresponding to the experimental data (blue bars) are characterized by exponential tails at long
times and velocities. Although one would be tempted to extract the characteristic times and velocities by simply fitting these
experimental distributions to single exponential functions, this straightforward approach would result in an overestimation of
these parameters with respect to the real values. This is due to the finite time resolution of the experiments and the performance
of the detection method, that set a limit to the duration of the shortest detectable event (the dead time). In addition, missed
short events would in turn produce artificial long events, biasing estimation of characteristic parameters (9). Therefore, the
quantitative analysis of our data requires the knowledge of algorithm performance, obtained e.g. from simulations, in order
to be able to correct this kind of artefacts. However, when dealing with “real” data, the situation is often too complicated to
attempt to perform this kind of correction. As an example, in our case the probability of detecting a segment strongly depends
on the (a priori unknown) distribution of segment duration and slopes, as well as on the relative positioning of segments.
Correcting the parameters estimation in an analytical fashion as done for other cases (9, 10) will in this case be a hard task. To
circumvent this difficulty and obtain a robust estimation of the kinetic parameters, we performed numerical simulations.The
results of these fits were compared to the results of the fits performed on the experimental data after being segmented. We
created 50 synthetic traces with duration of 450 s composed by contiguous segments, with randomly generated duration and
slope. The traces were corrupted with the noise value   = 0.2 estimated for the actual data. We assumed exponential distribu-
tions for segment duration and slope similar to the experimental data, but where the characteristic values of these distributions
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and the relative probability of switching direction were varied. Since our algorithm will equally affect the simulated trajecto-
ries and the experimental ones, we varied the parameters of our simulated trajectories so that after applying our algorithm to
them we could retrieve similar distributions (quantified by the  2 value) as the ones obtained after applying the algorithm to
the experimental data.
Force-clamp spectroscopy experiments
Forces play an important role in numerous biological processes. A clear example is muscle contraction, in which the motor
protein myosin II pulls the actin filaments. During contraction, myosin II transiently binds to an actin filament and induces
a unitary displacement (working stroke) of the filament; the myosin then detaches and a new cycle starts over. The kinet-
ics of these actin-myosin interactions has been shown to depend on the mechanical load and ATP concentration. Recently,
using ultrafast force-clamp spectroscopy it has been possible to apply constant loads to a single motor domain of myosin and
thus measure the kinetics of the interaction with microsecond time resolution (11). In these experiments, an actin filament is
stretched between two optically trapped beads, while a third bead, coated with myosin II, is fixed to the coverslip (Fig. S4).
The stretched filament is approached to the myosin-coated bead to allow the two molecules to interact. A constant force is
then applied to the dumbbell by exerting a stronger force ( F ) on one of the two traps. To maintain the two molecules close
to each other, once the dumbbell has moved more than 200nm, the net force on actin filament is reversed. When the actin and
myosin II are not bound, the dumbbell moves with a constant velocity v =  F/ , where   is the viscous drag coefficient
of the dumbbell. In contrast, when an actin-myosin bond is formed, the net force applied on the dumbbell is transmitted to
myosin and the dumbbell quickly stops.
Ultrafast force-clamp spectroscopy setup
The experimental setup is described in detail in Refs. (11). Briefly, the setup combines double optical tweezers with fluores-
cence microscopy. The apparatus was stabilized to less than 1 nm with both passive and active stabilization (12, 13). Double
optical tweezers were obtained by splitting a single laser source (Nd:YAG 1064 nm) and focused on the sample plane by the
objective. Each trap could be moved along the actin filament direction by AODs placed in a plane conjugate to the back focal
plane of the objective. Position of the trapped beads with respect to the trap center x was measured using quadrant detector
photodiodes (QDPs) placed in a plane conjugate to the back focal plane of the condenser (14). The force F applied on each
bead was measured from the displacement of the bead from the trap center x and from a calibration of the trap stiffness k, as
F =  kx. Before each experiment, k was calibrated over the entire range of trap positions used during the experiment, with
a power spectrum method (15). Trap stiffnesses in the range of 0.03   0.14 pN/nm were used in the experiments. A custom
software written in Labview controlled the force-clamp system. Data were acquired at 200-kHz sample rate with a data acqui-
sition and generation board (NI-PCI-7830R), provided with a field-programmable gate array. For each data point acquired, the
variation of the force from the clamped value and the correction to be applied to the traps position were calculated onboard,
using the field-programmable gate array and a proportional algorithm. Correction signals were sent to two custom-built direct
digital synthesizers driving the AODs. The measured feedback delay was ⇠ 8µs.
Myosin preparation and experiments
Myosin was extracted from mice gastrocnemius muscles and purified as previously described (16). The S1 subfragment was
obtained by proteolytic digestion with papain. G-actin was extracted from rabbit muscle, biotinylated, polymerized to form
F-actin filaments and labeled with rhodamine phalloidin. Polystyrene fluorescent beads (510 nm diameter, FC03F, Bangs
Laboratories) were coated with neutravidin (31000, Pierce) and used in trapping experiments. Flow cells were prepared as
previously described (16).
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Figure S1: Simulations schemes used to calculate algorithm performance. (A) The power of detection of a cp was calculated
by applying the algorithm on simulated traces formed by two segments with slopes m1,m2, lengths N1, N2 and noise  ;
errors on the cp location and slopes were obtained from the same data. (B) The power of detection of a full segment was
obtained by simulating segments of varying lengths Ni, slopes mi and noise   embedded within two much longer segments
of null slope and same noise.
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Figure S2: (A) Log-log plot of the average false positive rate ( ) calculated according to the simulation scheme of Fig. S1 A
as a function of the segment lengthN . The line is the result of a power law fit to the data, providing a scaling exponent⇠ 0.5.
(B) Power of detection according to the simulation scheme of Fig. S1 B as a function of the segment length N for   = 0.3
and slopes m =0.04 ( ), 0.1 (⌅), 0.5 (N) and 1 (H). The lines are the results of best fit according to Eq. S7. Empty symbols
refer to the condition N < 2 /m. (C) Segment length N50% providing a 50% power of detection as a function of the trace
noise   for slopes m =0.1 (⇤), 0.5 (4) and 1 (5). Lines correspond to a power law fit ⇠ ( /m)2/3. The dashed line is a
guide to the eye.
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Figure S3: Cell tracking experiments. A frame of a typical experiment consisting in monitoring the motion of T-cells on ECs
in the presence of shear flow (left) and zoom in of the region within the box (right) with overlaid trajectory. The flow is applied
along to the positive y-direction.
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Figure S4: Schematic of the experimental setup for the ultrafast force-clamp spectroscopy experiments. An actin filament is
stretched between two optically-trapped beads. A single myosin molecule is attached to a third bead stuck onto the cover-
slip. Quadrant detector photodiodes (QDP) measure force, acousto-optic deflectors (AOD) rapidly stear the trapping beams
to mantain the force on each bead constant. The net force applied to the actin filament (Ftot) is the sum of the forces clamped
on each bead.
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