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Local hypothesis testing between a pure bipartite
state and the white noise state
Masaki Owari, and Masahito Hayashi,
Abstract—In this paper, we treat a local discrimination prob-
lem in the framework of asymmetric hypothesis testing. We
choose a known bipartite pure state |Ψ〉 as an alternative
hypothesis, and the completely mixed state as a null hypothesis.
As a result, we analytically derive an optimal type 2 error and
an optimal POVM for one-way LOCC POVM and Separable
POVM. For two-way LOCC POVM, we study a family of simple
three-step LOCC protocols, and show that the best protocol in
this family has strictly better performance than any one-way
LOCC protocol in all the cases where there may exist difference
between two-way LOCC POVM and one-way LOCC POVM.
Index Terms—Local discrimination, Hypothesis testing, LOCC,
Separable Operations.
I. INTRODUCTION
In all quantum information processings, we always need to
measure quantum states in order to derive classical information
encoded there. Because of this, since an early stage of the field
of quantum information, people have made effort to understand
how well a given unknown quantum state can be identified
when a set of candidates is given [1], [2]. People deal this
problem with different theoretical frameworks in the sub-fields
of quantum information named, Quantum State discrimination
[3], [5], Quantum hypothesis testing [6], [7], [8], Quantum
State Estimation [9], [10], [11], and Classical Capacity of
Quantum Channel [12], [13], [14] 1.
Because of decoherence, we generally need to pay a lot of
cost to reliably send a quantum state to a spatially separated
place. Thus, it is important to study quantum information
processing in a situation where reliable quantum commu-
nication is not available across spatially separated places;
this restriction for available quantum operations leads a class
of quantum operations called LOCC (Local Operations and
Classical Communication), and also other slightly different
classes of quantum operations like Separable Operations, PPT
(Positive Partial Transpose) operations, etc [17], [18], [19],
[20]. Thus, many researches have been done to study how
well a given partially unknown state can be identified under
these restricted quantum operations [21], [22], [23], [24], [25],
[26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36],
[37], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47],
[48], [49], [50], [51], [52], [53], [54], [55], [56], [57]. These re-
searches are often called researches of “Local discrimination”.
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1Other references about these topic can be found in the reference lists of
[15], [16].
In this paper, we treat local discrimination in the framework
of an asymmetric hypothesis testing where we do not use any
prior probability on a set of candidates.
In a hypothesis testing, we aim to certify a given hypothesis
H1 (called “alternative hypothesis”), and in order to do it,
we try to reject a hypothesis H0 (called “null hypothesis”)
which is true when H1 is false. Hence, we try to minimize
the error probability judging H0 to be true when H1 is true (the
type 2 error) under the condition that a fixed value α upper-
bounds the error probability judging H1 to be true when H0
is true (the type 1 error). When both H0 and H1 consist of a
single state, a hypothesis testing looks very similar to a normal
state discrimination. However, they are different in the way to
treat errors: two kind of errors are treated in a completely
asymmetric way in a hypothesis testing, and in a symmetric
way in a state discrimination (although their prior may not be
symmetric).
The number of researches of an asymmetric quantum hy-
pothesis testing is rather small with respect to that of quantum
state discrimination; a partial list of researches of asymmetric
quantum hypothesis testing may include [6], [7], [58], [59],
[60], [61], [62], [63], [64], [65], [66]. In particular, concerning
hypothesis testing with local restrictions (we will called “local
hypothesis testing” in this paper), only very restricted number
of papers treated it [40], [47], [55].
In this paper, we consider the situation where two spatially
separated parties detect a signal in a known bipartite pure
state |Ψ〉. They try to certify that what they detected is not
a noise, but a state |Ψ〉. On this purpose, we choose |Ψ〉
as an alternative hypothesis and the completely mixed state,
which represents a white noise, as a null hypothesis. As a
class of local measurements, we treat one-way LOCC POVM
(Positive Operator Valued Measure), two-way LOCC POVM,
and Separable POVM [16], [19], [20], [68], [69]. This study
can be considered as a generalization of our previous paper
[47]; see Section II for detail discussion about their relation.
As a result, we analytically derive an optimal type 2
error and an optimal POVM for one-way LOCC POVM and
Separable POVM. In particular, in order to derive an analytical
solution for Separable POVM, we prove the equivalence of
the local hypothesis testing under Separable POVM and a
global hypothesis testing with a composite null hypothesis, and
analytically solve this global hypothesis testing. Furthermore,
for two-way LOCC POVM, we study a family of simple three-
step LOCC protocols, and show that the best protocol in this
family has strictly better performance than any one-way LOCC
protocol in all the cases where there may exist difference
between two-way LOCC POVM and one-way LOCC POVM.
2In quantum information, so far, just a very limited number
of works treat a hypothesis testing with a composite hypothesis
[55], [57], [67]. In this paper, on the way to derive analyti-
cal solutions to the local hypothesis testing under separable
POVMs, we add one example into this category. Our example
consists of a composite null hypothesis and a simple alternative
hypothesis on a single partite Hilbert-space. A set of the null
hypothesis is generated from a single pure state by phase
flipping operations. We give an analytical solution for this
global hypothesis testing with a composite null hypothesis.
This paper is organized as follows: We explain notations
and problem settings in Section II, and, then, present main
results of the paper in Section III. One-way and two-way
LOCC are treated in Section IV. We give an analytical solution
for a global hypothesis testing with a composite hypothesis
in Section V, and then, prove the equivalence between this
hypothesis testing and the local hypothesis testing under
Separable POVM in Section VI. Finally, we give a summary
in Section VII. We also add appendix to present a proof for a
corollary.
II. PRELIMINARY
A. Notations
First, we introduce our notations. A finite bipartite Hilbert
space is called as HAB def= HA ⊗HB . We define dA, dB and
d as dA
def
= dimHA, dB def= dimHB and d def= min{dA, dB},
respectively. Normally, we assume that two spatially separated
parties, say Alice and Bob, possess these two local Hilbert
spaces HA and HB , respectively. The space of all operators
on H is called B(H). The space of all Hermitian operators on
H is called P(H). The cone of all positive operators on H is
called P+(H). {a < ρ ≤ b} denotes a projection onto a direct
sum of eigenspaces whose eigenvalues λ satisfy a < λ < b.
In this paper, we only consider a two-valued POVM
{T, IAB − T }; T ∈ B(H) satisfies 0 ≤ T ≤ IAB . Since
a two-valued POVM is completely determined by fixing an
element T , we often say “POVM T ” as an abbreviation
of “POVM {T, I − T }” 2 in this paper. A word “global
POVM” just means a POVM with no additional restriction,
and we denote a set of all two-valued POVMs on HAB as
g. A POVM is called a two-way LOCC POVM, if it can
be implemented by two-way LOCC (local operations with
two-way classical communication) [16], [19], [20], [69]. ↔
denotes a set of all two-values two-way LOCC. Similarly,
a POVM is called a one-way LOCC POVM, if it can be
implemented by one-way LOCC (local operations with one-
way classical communication) [16], [19], [20], [69]. There
are two-different sets of one-way LOCC corresponding to
two-different directions of one-way classical communication
(C.C.); that is, one-way LOCC with C.C. from Alice to Bob
and it with C.C. from Bob to Alice. These two types of
one-way LOCC should be treated distinctly. However, in our
case, the final results (an optimal error or success probability)
corresponding to one set can easily be derived from another
2We often abbreviate IAB as I in the case when it is apparent on which
space I is defined.
by just swapping the dimension of Alice and Bob. We just
treat a set of one-way LOCC POVMs from Alice to Bob, and
we write this set as →. A POVM is called a separable POVM,
if it can be implemented by a separable operations [16], [19],
[20], [68], [69]. A POVM is separable if and only if all the
elements are separable [32]: in this case, a POVM {T, I−T }
is separable if and only if both T and I−T can be written as
T =
∑
i
Ai ⊗Bi
I − T =
∑
i
A′i ⊗B′i (1)
by using positive operators {Ai}i, {Bi}i, {A′i}i, and {B′i}i.
B. Problem Settings
In this paper, we consider a hypothesis testing between a
given fixed pure-bipartite state |Ψ〉 and the completely mixed
state (or a white noise) ρmix under the different restrictions
on available POVMs: global POVM, separable POVM, one-
way LOCC POVM, two-way LOCC POVM. Especially, we
consider the situation where we intend to assert that an
unknown state is the pure-bipartite state |Ψ〉. In order to do
so, we choose the completely mixed state ρmix as a null
hypothesis and the state |Ψ〉 as an alternative hypothesis. That
is, we minimize the error probability judging an unknown state
to be ρmix when the state is actually |Ψ〉 (the type 2 error)
under the condition that a fixed value α upper-bounds the error
probability judging an unknown state to be |Ψ〉 when the state
is actually ρmix (the type 1 error).
Our POVM consists of two POVM elements T and I − T .
When the measurement result is T , we judge an unknown state
as |Ψ〉, and when the measurement result is I − T , we judge
an unknown state as ρmix. Thus, the type 1 error is written as
α(T ) = TrρmixT, (2)
and the type 2 error is written as
β(T ) = 〈Ψ| (I − T ) |Ψ〉. (3)
As a result, the optimal type 2 error under the condition that
the type 1 error is less than or equal to α is written as
β|Ψ〉,C(α)
def
= min
T
{β(T ) | α(T ) ≤ α, {T, I − T } ∈ C} ,
where C is either →, ↔, Sep, or g corresponding to
one-way LOCC, two-way LOCC, separable POVM and the
global POVM, respectively. The optimal success probability
Sα,C(|Ψ〉) is defined as
Sα,C(|Ψ〉) def= 1− β|Ψ〉,C(α). (4)
In this paper, we mainly try to derive the optimal type 2
error β|Ψ〉,C(α) by calculating the optimal success probability
Sα,C(|Ψ〉), since the latter is slightly simpler than the former.
We can easily calculate the optimal success probability for
the global POVM, which apparently does not depend on choice
of the pure state |Ψ〉. The result is
β|Ψ〉,C(α) = dAdB min{α, 1/dAdB}. (5)
3The optimal POVM is given by T = β|Ψ〉,g(α)|Ψ〉〈Ψ|.
Therefore, the purpose of this paper is evaluating β|Ψ〉,C(α)
for C =→,↔, Sep, and observing the trade-off between Type
1 error α and Type 2 error β.
C. Swapping null and alternative hypotheses
In this paper, we will mainly concern β|Ψ〉,C(α) in this
paper. However, someone may be interested in the hypothesis
testing whose null hypothesis and alternative hypothesis are
the converses of ours. The optimal type 2 error for this
converse hypothesis testing corresponds to the the optimal type
1 error α|Ψ〉,C(β) for our problem under the condition that
type 2 error is less than a fixed value β:
α|Ψ〉,C(β)
def
= min
T
{α(T ) | β(T ) ≤ β, {T, I − T } ∈ C} .
Since the trade-off β|Ψ〉,C(α) is a non-decreasing function,
the trade-off for the converse hypothesis testing α|Ψ〉,C(β) is
given as
α|Ψ〉,C(β) = min{α | βC,|Ψ〉(α) = β}. (6)
Especially, in the region where β|Ψ〉,C(α) is strictly decreas-
ing, it is given just as the inverse function of β|Ψ〉,C(α):
α|Ψ〉,C(β) = β
−1
|Ψ〉,C(β). (7)
Actually, as we will see later, β|Ψ〉,C(α) is strictly decreas-
ing all the region of α except the region where α satis-
fies β|Ψ〉,C(α) = 0. Therefore, the graph for the trade-off
α|Ψ〉,C(β) is essentially derived just by swapping the axes of
the graph for the trade-off β|Ψ〉,C(α).
In the paper [47], we treated this converse hypothesis testing
and derived the optimal type 2 error under the condition
that the type 1 error is 0. In our notation, it corresponds to
α|Ψ〉,C(0). Thus, the main results of [47] can be written down
as
α|Ψ〉,Sep(0) =
1
dAdB
(Tr
√
ρA)
2, (8)
α|Ψ〉,→(0) =
1
dAdB
rankρA, (9)
and
α|Ψ〉,↔(0)
≤ 1
dAdB
min
{δki}1≤k≤i≤d
{ d∑
i=1
i ·
∑i
k=1 λkδ
2
ki∑i
k=1 λkδki
∣∣∣
∀k, ∀i, δki ≥ 0 and ∀k,
d∑
i=k
δki = 1
}
, (10)
where d is defined as d def= min{dA, dB}, and {λk}dk=1 is the
Schmidt coefficients of |Ψ〉 satisfying λk ≤ λk+1 for all k.
Therefore, from Eq.(6), we have already known the smallest
zero of β|Ψ〉,C(α).
III. MAIN RESULTS
In this section, we give the main results of this paper. In
the following parts, we always choose computational basis as
the Schmidt basis of |Ψ〉 in the following way:
|Ψ〉 =
d∑
i=1
√
λi|ii〉, (11)
where d def= min{dA, dB} and {λ}di=1 are the Schmidt coeffi-
cients of |Ψ〉 satisfying λi ≥ λi+1.
For one-way LOCC POVM, we prove that an optimal
strategy is measuring an unknown state in each local com-
putational basis and post-processing the measurement results.
Thus, the local hypothesis testing under one-way LOCC is
essentially equivalent to a classical hypothesis testing between
a probability distribution defined by the Schmidt coefficients
of |Ψ〉 and the classical white noise (Lemma 2). As a result,
the optimal type 2 error is given by the following theorem:
Theorem 1: Defining a natural number c as
c
def
= min {d, ⌊dAdBα⌋+ 1} , (12)
then, for a state |Ψ〉 =∑i√λi|ii〉 with λi ≥ λi+1, β|Ψ〉,→(α)
can be written as
β|Ψ〉,→(α) =
d∑
i=c
λi −mcλc, (13)
where mc is defined as
mc
def
= min{1, dAdBα− c+ 1}. (14)
An optimal POVM can be written as {T, I −T } by using the
following T ∈ B(HAB):
T =
c−1∑
i=1
|ii〉〈ii|+mc|cc〉〈cc|. (15)
Since the definition of two-way LOCC is mathematically
complicated in comparison to that of one-way LOCC and
separable operations [16], [47], [69], it is extremely difficult
to evaluate the optimal error probability for two-way LOCC
POVM. Therefore, we only evaluate performance of a partic-
ular type of two-way LOCC protocols which belong to three
steps LOCC and are used in the previous paper [47]. Hence,
we only derive an upper bound for the optimal type 2 error
for 2-way LOCC: Defining β˜|Ψ〉,↔(α) as
β˜|Ψ〉,↔(α)
def
=1− max
{mki }1≤k≤i≤dA
{∑
i,k
λkm
k
i
∣∣∣ 0 ≤ mki ,
dA∑
i=k
mki ≤ 1,
dA∑
i=1
i ·
∑i
k=1 λk(m
k
i )
2∑i
k=1 λkm
k
i
≤ αdAdB
}
,
(16)
we derive the following theorem:
Theorem 2:
β˜|Ψ〉,↔(α) ≥ β|Ψ〉,↔(α). (17)
4This upper bound β˜|Ψ〉,↔(α) is in the form of a convex
optimization with dA(dA+1)2 parameters.
For separable POVMs, we prove that this local hypothe-
sis testing problem is equivalent to another hypothesis test-
ing problem with a composite null hypothesis under global
POVM, and by solving this simpler hypothesis testing prob-
lem, we derive an optimal type 2 error for the original local
hypothesis testing problem. Here, we only give the final the-
orem for the local hypothesis testing under separable POVM.
First, we can assume dA ≤ dB without losing generality. For
given α > 0 and |Ψ〉, we introduce the following notations:
For a natural number l ≤ dA, a real number ǫl is defined as
ǫl
def
=
√
αdAdB
l
, a state |ψl〉 is defined as
|ψl〉 def=
l∑
i=1
√
λi|i〉/
√√√√ l∑
i=1
λi, (18)
a state |φl〉 is defined as
|φl〉 = 1√
l
l∑
i=1
|i〉, (19)
and a state |φ′l〉 is defined as
|φ′l〉 =
√
1− ǫ2l |ψl〉 −
(
cl
√
1− ǫ2l − ǫl
√
1− c2l
)
|φl〉√
1− c2l
,
(20)
where cl is defined as cl
def
= 〈ψl|φl〉. By using the above
notations, a natural number η is defined as
η
def
=

dA if ǫdA ≥ 〈φdA |ψdA〉 or |ψdA〉 = |φdA〉
otherwise
minl∈N
{
l
∣∣∣ l ≤ d, ǫl < 〈φl|ψl〉,
|ψl〉 6= |φl〉, 〈l|φ′l〉 < 0
}
− 1
(21)
By the definition, η satisfies 1 ≤ η ≤ dA. Further, we define
an operator T (|φ〉) depending on a vector |φ〉 ∈ HA as
T (|φ〉) def= V |φ〉〈φ|V † +
∑
j 6=k
√
〈j|φ〉〈φ|k〉|j〉〈j| ⊗ |k〉〈k|.
In the above formula, V is an isometry between HA and
HAB defined as V def=
∑
i |ii〉〈i|. As we will prove later,
{T (|φ〉), I − T (|φ〉)} is a separable POVM for all |φ〉 ∈ HA.
Then, by using the above notations, the optimal type 2 error
is given by the following theorem:
Theorem 3: 1) In the case when ǫη ≥ 〈φη|ψη〉,
β|Ψ〉,Sep(α) = 1−
η∑
i=1
λi, (22)
and a POVM T (|ψη〉) attains the optimum.
2) In the case when ǫη < 〈φη |ψη〉,
β|Ψ〉,Sep(α) = 1−
(
η∑
i=1
λi
)
·
(√
1− ǫ2η
√
1− c2η + ǫηcη
)2
.
(23)
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Fig. 1. The trade-off between the type 1 error (α) and the type 2 error (β)
for |Ψ〉 =
√
3
2
|11〉+ 1
2
|22〉. Thin line: β|Ψ〉,→(α); Broken line: β˜|Ψ〉,↔(α);
Thick line: β|Ψ〉,sep(α); Dotted line: β|Ψ〉,g(α).
A POVM T (|φ′η〉) attains the optimum in the case
|ψη〉 6= |φη〉, a POVM T (ǫ1|1〉) attains the optimum in
the case η = 1, and a POVM T (ǫη|φη〉+
√
1− ǫ2η|φ⊥η 〉)
attains the optimum in the case η ≥ 2 and |ψη〉 = |φη〉.
Here, |φ⊥η 〉 is any state orthogonal to |φη〉 and, thus, can
be chosen as |φ⊥η 〉 = (|1〉 − |2〉)/
√
2.
Before discussing plots of β|Ψ〉,C(α), we explain several
facts which can be easily seen from the above main theorems.
For the global POVM, we can trivially derive β|Ψ〉,g(α) =
0 for α ≥ 1/dAdB . On the other hand, for the other local
POVMs, we derive β|Ψ〉,sep(α) = β|Ψ〉,↔(α) = β|Ψ〉,→(α) =
0 for α ≤ 1/max{dA, dB}. The latter can be easily seen from
Theorem 1. Moreover, we can derive the following corollary
from the above theorem:
Corollary 1: For α < 1/dAdB ,
β|Ψ〉,sep(α) = β|Ψ〉,↔(α) = β|Ψ〉,→(α) = 1− λ1αdAdB.
(24)
The optimal POVM is given by T = 1 − λ1αdAdB . When
|Ψ〉 is a product state or a maximally entangled state, Eq.(24)
holds all the region 0 ≤ α ≤ 1/max{dA, dB}
Proof : See Appendix A.
Thus, separable and one-way and two-way LOCC POVM
just give the same optimal error for α < 1/dAdB and
α > 1/max{dA, dB} for a non-maximally entangled state
|Ψ〉. On the other hand, they just coincide in all the region for
a maximally entangled state |Ψ〉.
Now, we present several figures about graphs of the trade-off
between the type 1 error α and the type 2 error β for global,
separable, two-way LOCC, and one-way LOCC POVM. For
two-way LOCC POVM, we draw the graph of β˜|Ψ〉,↔(α)
instead of β|Ψ〉,↔(α). Here, we always choose dA = dB = d
for simplicity. First, we give graphs of the trade-off for |Ψ〉 =
√
3
2 |11〉 + 12 |22〉 (FIG. 1) and |Ψ〉 =
(√
3
2 |11〉+ 12 |22〉
)⊗4
(FIG. 2). The graphs for separable, one-way LOCC and
two-way LOCC coincide in the regions α ≤ 1/d2 and
α ≤ 1/d. On the other hands, they separate in all the region
1/d2 < α < 1/d, that is, β|Ψ〉,sep(α) is strictly smaller than
β˜|Ψ〉,↔(α), and also β˜|Ψ〉,↔(α) is smaller than β|Ψ〉,→(α).
In the previous paper [47], we observed improvement of the
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Fig. 2. The trade-off between the type 1 error (α) and the type 2 error
(β) for |Ψ〉 = {
√
3
2
|11〉 + 1
2
|22〉}⊗4 Thin line: β|Ψ〉,→(α); Broken line:
β˜|Ψ〉,↔(α); Thick line: β|Ψ〉,sep(α); Dotted line: β|Ψ〉,g(α).
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Fig. 3. The trade-off between the type 1 error (α) and the type 2 error
(β) for |Ψ〉 = 10√
101
|11〉 + 1√
101
|22〉 Thin line: β|Ψ〉,→(α); Broken line:
β˜|Ψ〉,↔(α); Thick line: β|Ψ〉,sep(α); Dotted line: β|Ψ〉,g(α).
optimal error probability from one-way (two-steps) LOCC to
three-steps two-way LOCC by using the same simple three-
steps LOCC protocol used in this paper for β˜|Ψ〉,↔(α). As
we have explained, these optimal error probabilities in the
previous paper correspond to the smallest zeros of the graphs
β˜|Ψ〉,↔(α) and β|Ψ〉,→(α) in the present paper. The presented
graphs show that the similar improvement is observed all the
region of 1/d2 < α < 1/d. As we can observe from FIG
3, when |Ψ〉 just have small entanglement, this improvement
can be seen more clearly. In other words, in this case, the
straight line β˜|Ψ〉,↔(α) gives an approximation of the curve
β|Ψ〉,sep(α) in the region 1/d2 < α < 1/d. Finally, we give a
graph showing the variation with |Ψ〉 of β|Ψ〉,C(α) for a fixed
α (FIG 4). As we have explained in Corollary 1, the graphs
coincide when |Ψ〉 is a product state (λ = 0) and a maximally
entangled state (λ = 0.5). On the other hand, the difference
between β|Ψ〉,→(α) and β˜|Ψ〉,↔(α) is maximized when β is
closed to 0.
IV. HYPOTHESIS TESTING UNDER LOCC
In this section, we treat the hypothesis testing under LOCC.
In the first subsection, we treat one-way LOCC and give a
proof of Theorem 1. In the second subsection, we give a detail
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Fig. 4. Type 2 error as a function of λ with α = 0.35, where λ is
defined as |Ψ〉 = √λ|00〉 + √1− λ|11〉. Thin line: β|Ψ〉,→(α); Broken
line: β˜|Ψ〉,↔(α); Thick line: β|Ψ〉,sep(α).
discussion about two-way LOCC protocols including a proof
of Theorem 2.
A. One-way LOCC
The main purpose of this subsection is giving a proof of
Theorem 1, which gives an optimal type 2 error probability
β|Ψ〉,→(α) under one-way LOCC.
When we consider one-way LOCC on a bipartite system
[47], [69], [16], there are two possibilities for a direction of
classical communications, that is, from Alice HA to Bob HB
and from Bob HB to Alice HA. Here, since a state |Ψ〉 is
symmetric under the swapping between Alice and Bob, we
can restrict ourselves into the situation where Alice send a
classical message to Bob without losing generality. Thus, we
are interested in an optimal success probability Sα,→ defined
as
Sα,→(|Ψ〉)
def
= max
T
{〈Ψ|T |Ψ〉|TrρmixT ≤ α, {T, I − T } ∈→} , (25)
where → is a set of all one-way LOCC POVMs.
We first derive the following lemma, which reduces our lo-
cal hypothesis testing problem to a hypothesis testing problem
defined just on a single Hilbert space:
Lemma 1:
Sα,→(|Ψ〉)
= max
M∈B(HA)
{
TrρAM | TrM ≤ dAdBα, 0 ≤M ≤ IA
}
,
(26)
where ρA is a reduced density matrix of |Ψ〉; ρA def=
TrB|Ψ〉〈Ψ|.
Proof : Without losing generality, we can choose Alice’s
POVM as a rank one POVM. Thus, an optimal POVM can be
written as T =
∑
m |m〉〈m| ⊗Nm, where
∑
m |m〉〈m| = IA
and 0 ≤ Nm ≤ IB . After Alice’s measurement, Bob’s system
HB is in a state |pm〉 def= 〈m|Ψ〉/‖〈m|Ψ〉‖. Suppose T ′ is
defined as
T ′ def=
∑
m
〈pm|Nm|pm〉|m〉〈m| ⊗ |pm〉〈pm|. (27)
6Then, this new one-way LOCC POVM T ′ satisfies 〈Ψ|T |Ψ〉 =
〈Ψ|T ′|Ψ〉 and TrT ′ ≤ TrT . Thus, T ′ is also an optimal
POVM. Defining M def=
∑
m ‖|m〉‖2 · 〈pm|Nm|pm〉, we have
TrT ′ = TrM . Moreover, 〈Ψ|T ′|Ψ〉 can be evaluated as
〈Ψ|T ′|Ψ〉 =
∑
m
‖〈m|Ψ〉‖2 · 〈pm|Nm|pm〉
=TrρAM. (28)
0 ≤ 〈pm|Nm|pm〉 ≤ 1 and
∑
m |m〉〈m| = IA guarantees
0 ≤M ≤ IA. Therefore, we derive
Sα,→(|Ψ〉)
≤ max
M∈B(HA)
{
TrρAM |TrM ≤ dAdBα, 0 ≤M ≤ IA
}
.
(29)
On the other hand, suppose an operator M attains the optimum
of the right-hand side of the above inequality, and has a
spectral decomposition M =
∑
m qm|m〉〈m|. By defining a
one-way LOCC POVM element T as T def=
∑
m qm|m〉〈m| ⊗
|pm〉〈pm|, where |pm〉 def= 〈m|Ψ〉/‖〈m|Ψ〉‖, we can easily see
that this POVM element attains Eq.(29). Therefore, we derive
Eq.(26). 
We further reduce Sα,→(|Ψ〉) as follows:
Lemma 2:
Sα,→(|Ψ〉)
=max
{ r∑
i=1
λimi
∣∣∣ dA∑
i=1
mi ≤ dAdBα, 0 ≤ mi ≤ 1
}
. (30)
Proof : By the definition, ρA can be written as ρA =∑
i λi|i〉〈i|. Suppose M is optimal. Then, we can defined
a new operator M ′ by means of pinching as M ′ =∑
i〈i|M |i〉|i〉〈i|. It is straightforward to check TrM ′ = TrM ,
TrρAM
′ = TrρAM , and 0 ≤ M ′ ≤ IA. Thus, M ′ is
also optimal. Hence, we can always choose an optimal M
as M =
∑
imi|i〉〈i|. Thus, we derive Eq.(30). 
This lemma show that the local hypothesis testing under one-
way LOCC is essentially equivalent to a hypothesis test-
ing of two classical probability distributions: {λi}dAi=1 and
{1/dA}dAi=1.
By means of the above lemma, we can give a proof
of Theorem 1, which gives an analytical solution for the
hypothesis testing under one-way LOCC as follows:
Proof (Theorem 1): From the above lemma, we can
choose mi = 0 for all i > r. In the case when r ≤ dAdBα, an
optimum is attained when mi = 1 for all 0 ≤ i ≤ r, and we
have Sα,→(|Ψ〉) = 1. Thus, we only consider the case when
r > dAdBα in the following part.
Suppose {mi}ri=1 attains the optimum. First, we prove∑r
i=1mi = dAdBα by contradiction. Suppose
∑r
i=1mi <
dAdBα. Then, there exists i0 such that mi0 < 1. Thus,
there exists ǫ > 0 such that mi0 + ǫ ≤ 1. By defining
m′i0 = mi0 + ǫ and m
′
i = mi for all i 6= i0, {m′i}ri=1 satisfies∑r
i=1 λim
′
i >
∑r
i=1 λimi. Thus, {mi}ri=1 is not optimal. This
is contradiction. Therefore,
∑r
i=1mi = dAdBα.
Second, we prove that an optimal {mi}ri=1 satisfies mi = 1
for all i ≤ c− 1 and mi = 0 for all i > c by contradiction.
For an optimal {mi}ri=1, suppose there exists a pair of natu-
ral numbers k and l such that k < l ≤ r, mk < 1 and ml > 0.
Then, by defining {m′i}ri=1 as m′k
def
= min{1,mk + ml},
m′l
def
= max{0,ml − (1 − mk)}, and m′i = mi for all i
satisfying i 6= k and i 6= l, we derive ∑ri=1m′i = dAdBα.
We have
∑r
i=1 λim
′
i >
∑r
i=1 λimi for λk > λl, and∑r
i=1 λim
′
i =
∑r
i=1 λimi for λk = λl. Thus, when λk > λl,
this is contradiction, and when λk = λl, {m′i}ri=1 also gives
an optimal POVM. Thus, when k < l ≤ r and λk > λl,
we have either mk = 1 or ml = 0. Therefore, there exist c1
and c2 such that an optimal {mi}ri=1 satisfies mi = 1 for all
i < c1, mi = 0 for all i ≥ c2, and λc1 = · · · = λc2−1. Thus,
suppose {mi}ri=1 is optimal. {m′i}ri=1 is also optimal when it
satisfies mi = 1 for all i < c1, mi = 0 for all i ≥ c2, and∑c2−1
c1
m′i =
∑c2−1
c1
mi. Especially, we can choose an optimal
{mi}ri=1 as one satisfying mi = 1 for all i < c, mi = 0 for
all i ≥ c+ 1 for c defined by
c
def
= max
n∈Z+
{n | n ≤ dAdBα}+ 1. (31)
In this case mc can be written down as
mc
def
= dAdBα− c+ 1. (32)

Finally, Theorem 1, the optimal 1-way LOCC strategy
can be described as follows: Alice and Bob independently
measure their system in the Schmidt basis. When they get
the measurement result |ii〉 for i ≤ c−1, they judge the given
state to be |Ψ〉. When they get |cc〉, they conclude |Ψ〉 in the
probability 1−mc, and in all other cases, they judge the state
to be ρmix.
B. Two-way LOCC
In this subsection, we treat the hypothesis testing under
the restriction of two-way LOCC. The definition of two-way
LOCC is mathematically complicated in comparison to that
of one-way LOCC and separable operations [16], [47], [69].
Hence, it is extremely difficult to evaluate optimal performance
of information processing under the restriction of two-way
LOCC except in the case when we only concern the first
exponent of asymptotics (see Section 3.5 of [16]), or when
we can prove the optimal performance with two-way LOCC is
the same as that with one-way LOCC, or separable operations.
Therefore, we only evaluate performance of a particular type
of two-way LOCC protocols belonging to three steps LOCC
by a numerical optimization.
Suppose a bipartite state |Ψ〉 ∈ HAB is shared by Alice
(HA) and Bob (HB). Then, without losing generality, we can
assume that a given three-steps protocol consists of the first
Alice’s measurement {Mi}i∈I , the first Bob’s measurement
{N ij}j∈J depending on the first Alice’s measurement results
i, and the second Alice’s measurement {Lij, IA − Lij} de-
pending on the first Alice and Bob’s measurement results i
and j. If the first Alice and Bob’s measurement results satisfy
i ∈ I0 ⊂ I and j ∈ J0 ⊂ J , and Alice gets Lij as the second
measurement result, she judges that the given state is |Ψ〉, and
7otherwise, she judges that it is ρmix. Thus, we can write down
a POVM element corresponding to |Ψ〉 as
T =
∑
i∈I0,j∈J0
√
MiL
ij
√
Mi ⊗N ji , (33)
where 0 ≤ ∑iMi ≤ IA, 0 ≤ ∑j N ji ≤ IB , and
0 ≤ Lij ≤ IA. Without losing generality, we can assume
that Bob never judges whether a given state is |Ψ〉 or
ρmix; that is, Alice makes all decisions. Then, since Bob’s
state after Alice’s first measurement can be written down as
{(√ρAMi√ρA) > 0}, an optimal Bob’s measurement can
satisfy
∑
j∈J0 N
i
j = {(
√
ρAMi
√
ρA) > 0}, where {X > 0}
is an orthogonal projection to the subspace spanned by all
eigen vectors of X corresponding to strictly positive eigen
values [16].
An optimal success probability 〈Ψ|T |Ψ〉 under the above
restrictions is still too complicated to get the value by numeric.
Even in the case dA = dB = 2, the optimization problem is
non-convex nonlinear programming including unlimited num-
ber of parameters. Thus, here, we only consider a particular
type of protocols which are derived from the three step LOCC
protocol used in [47] by small modifications. The protocol is
derived by means of the following two restriction from general
three step LOCC protocols.
1) As a first assumption, we choose |ξij〉〈ξij | as Bob’s
measurement N ij , where {|ξij〉}rankMij=1 is a mutually
unbiased basis for the eigen basis of Bob’s state after
Alice’s first measurement [4]. It is known that Bob
can send all the quantum information of his system to
Alice by measurements in a mutually unbiased basis
when Alice and Bob’s system is in a pure state [23],
[41]. Since when a given state is |Ψ〉, the state after
Alice’s measurement is a pure state, Bob can send all
the information for Alice in this case.
2) Second, we assume that in the final step, Alice’s detect
σijA in probability one, where
σijA
def
=
√
MiρAN
iT
j
√
ρAMi
Tr
(√
ρAMi
√
ρAN iTj
) (34)
is Alice’s state after Bob’s measurement when a given
state is |Ψ〉. Hence, Lij can be written down as Lij =
{σijA > 0}.
We define Sα,↔(|Ψ〉) as the optimal success probability under
these two assumptions:
Sα,↔(|Ψ〉)
def
= max
T
{
〈Ψ|T |Ψ〉|TrT ≤ αdAdB,
T =
∑
i∈I0
rankMi∑
j=1
√
Mi{σijA > 0}
√
Mi ⊗ |ξji 〉〈ξji |,
0 ≤
∑
i∈I0
Mi ≤ IA
}
. (35)
Then, Sα,↔(|Ψ〉) satisfies:
Lemma 3:
Sα,→(|Ψ〉) ≤ Sα,↔(|Ψ〉) ≤ Sα,↔(|Ψ〉) (36)
Proof : The second inequality is trivial from the definition
of Sα,↔(|Ψ〉). In order to see the first inequality, we need to
choose I0 = {1, · · · , c}, Mi = |i〉〈i| for 1 ≤ i ≤ c − 1, and
Mc = mc|c〉〈c| in Eq. (35), where c and mc are defined by
Eq.(12) and Eq.(14). Then, T defined in Eq. (35) coincides
the optimal one-way LOCC POVM given in Eq.(15) 
The optimization of Sα,↔(|Ψ〉) can be reduced as follows:
Lemma 4:
Sα,↔(|Ψ〉)
= max
{mki }i∈P(dA),k∈i
{∑
i,k
λkm
k
i
∣∣∣ 0 ≤ mki , ∑
i∈P(dA)
mki ≤ 1,
∑
i∈P(dA)
|i| ·
∑
k∈i λk(m
k
i )
2∑
k∈i λkm
k
i
≤ αdAdB
}
, (37)
where P(dA) is a power set (a set of all subsets) of
{1, · · · , dA}, |i| is a number of elements in the set i, and
ρA =
∑dA
k=1 λk|k〉〈k|.
Proof : First, by straightforward calculations, we derive
〈Ψ|T |Ψ〉 =
∑
i
ρAMi,
TrT =
∑
i
rankMi
TrρAM
2
i
TrρAMi
.
By using a pinching technique [16] in the eigen basis of ρA,
we observe that Mi can be chosen as to be a diagonal matrix
in this basis. Moreover, we only need to consider POVM
{Mi}i∈I0 in which support of Mi is different from Mj for
all i 6= j. This can be shown as follows: Suppose Mi and Mj
have the same support for an optimal {Mi}i∈I0 . We define
a new POVM T ′ by using {M ′i}i∈I0 which is defined as
M ′i = Mi + Mj , M
′
j = 0 and M ′k = Mk for all k 6= i, j.
Then, we have
(TrT − TrT ′) /rankMi
=
(
〈Mi〉2
〈
M2j
〉− 2 〈MiMj〉 〈Mi〉 〈Mj〉
+
〈
M2i
〉 〈Mj〉2 )/ (〈Mi〉 〈Mj〉 〈Mi +Mj〉)
≥
(√
〈M2i 〉 〈Mj〉 −
√〈
M2j
〉 〈Mi〉)2
〈Mi〉 〈Mj〉 〈Mi +Mj〉
≥0, (38)
where 〈M〉 is abbreviation of TrρAM , and we used the
Schwarz inequality in the first inequality. Thus, we have
TrT ′ ≤ TrT , and T ′ is also optimal when T is optimal. Thus,
we can choose P(dA) as I0. Finally, by just defining mki as
Mi =
∑
k∈im
k
i |k〉〈k|, we derive Eq.(37). 
By direct calculation, we can check the function
∑
i∈P(dA) |i|·∑
k∈i λkm
k
i∑
k∈i λkm
k
i
is a convex function. Therefore, the optimization
problem in Eq.(37) is a convex optimization. Thus, its local
optimum is the global optimum, and we can easily access the
optimum by numerics at least for a small dimensional system.
Up to now, we have presented a mathematically rigor-
ous reduction of Sα,↔(|Ψ〉) and derived Eq.(37). On the
other hand, although we do not have any proof, numerical
8calculations strongly suggest that Sα,↔(|Ψ〉) further can be
reduced in the following way: By adding further restrictions
onto Eq.(37) as Mi = 0 for all i ∈ P(dA) except i =
{1}, {1, 2}, · · · , {1, · · · , dA}, we define S˜α,↔(|Ψ〉) as
S˜α,↔(|Ψ〉)
= max
{mki }1≤k≤i≤dA
{∑
i,k
λkm
k
i
∣∣∣ 0 ≤ mki , dA∑
i=k
mki ≤ 1,
dA∑
i=1
i ·
∑i
k=1 λk(m
k
i )
2∑i
k=1 λkm
k
i
≤ αdAdB
}
, (39)
This optimization problem is a convex optimization with
just O(d2A) parameters. Our numerical calculations strongly
suggest S˜α,↔(|Ψ〉) = Sα,↔(|Ψ〉). Even if this equality is
not true, we trivially have S˜α,↔(|Ψ〉) ≤ Sα,↔(|Ψ〉). Thus,
S˜α,↔(|Ψ〉) is also a lower bound of Sα,↔(|Ψ〉). We can
define the optimal type 2 error under the three assumptions
as β˜|Ψ〉,↔(α)
def
= 1− S˜α,↔(|Ψ〉). Then, we have β˜|Ψ〉,↔(α) ≥
β|Ψ〉,↔(α). This completes the proof of Theorem 2.
V. GLOBAL HYPOTHESIS TESTING WITH A COMPOSITE
ALTERNATIVE HYPOTHESIS
As a preparation for the next section, we treat a global
hypothesis testing having a composite alternative hypothesis in
this section. As we will prove in the next section, this relatively
simpler hypothesis testing is actually equivalent to the local
hypothesis testing under separable POVM. The organization of
the section is as follows: We explain the problem settings and
the relation between the global hypothesis testing and the local
hypothesis testing under separable POVM in the subsection
A. Then, we reduce the global hypothesis testing with a
composite alternative hypothesis to a hypothesis testing with
a simple alternative hypothesis with an additional restriction
on POVM in the subsection B. Finally, we derive analytical
solutions for the problem in the subsection C.
A. Preliminary for the section
In the conventional (classical) statistical inference, a hypoth-
esis testing normally has a composite hypothesis (a hypothesis
consists of a set of probability distributions) in practical
situations, and a hypothesis testing with simple null and
alternative hypotheses is usually treated in pure theoretical
motivation, like the Neyman-Pearson lemma, Stein’s lemma,
and Chernoff bound. On the other hand, in quantum statistical
inference, so far, just a very limited number of works treat
a hypothesis testing with a composite hypothesis [55], [57],
[67]. In this section, we add one example into this category.
Our example consists of a simple alternative hypothesis and
a composite null hypothesis on a single partite Hilbert-space
H: A null hypothesis is a composite hypothesis, “an unknown
state is in a set {|φ~k〉}~k∈Zd2 ” defined as
|φ~k〉
def
=
1√
dA
∑
i
(−1)ki |i〉, (40)
and an alternative hypothesis is a simple hypothesis “an
unknown state is a pure state |ψ〉”. An optimal success
probability Xǫ(|ψ〉) of this problem is given as
Xǫ(|ψ〉) def= max
T
{〈ψ|T |ψ〉|T ∈ B(H), 0 ≤ T ≤ I,
∀~k ∈ Zd2, 〈φ~k|T |φ~k〉| ≤ ǫ2}, (41)
where d is the dimension of the Hilbert-space H. Here, we
define ǫ so that ǫ2 is an upper bound of the type 1 error.
As we can easily see, this problem possesses a nice group
symmetry; that is, our composite hypothesis is generated from
a single state |φ0〉 by a group action of phase flipping: |i〉 →
−|i〉. Actually, we will use this property to derive an analytical
formula of Xǫ(|ψ〉).
In the next section, we will prove that this optimal success
probability Xǫ(|ψ〉) is equal to the optimal success proba-
bility of the local hypothesis testing under separable POVM
Sα,sep(|Ψ〉) with just rescaling parameters:
X√αdB (|ψ〉) = Sα,sep(|Ψ〉), (42)
where |ψ〉 is defined as |ψ〉 = ∑dAi=1√λi|i〉 by using the
Schmidt coefficients {λi}dAi=1 of |Ψ〉. The aim of this sub-
section is deriving an analytical formula for Xǫ(|ψ〉) as a
preparation to derive an analytical formula for Sα,Sep(|Ψ〉)
by proving the above equality in the next section. Thus, we
only treat a real |ψ〉 in this subsection; that is, |ψ〉 satisfies
〈i|ψ〉 ∈ R for all i. In this case, without losing generality, we
can always assume 〈i|ψ〉 ≥ 0 for all i by changing appropriate
states in the basis as |i〉 −→ −|i〉. Moreover, by changing
the label of the basis, without losing generality, we can also
assume 〈i|ψ〉 ≥ 〈i+1|ψ〉 for all i. In the following discussion,
we always choose the standard basis of HA as above.
B. Reduction to a hypothesis testing with a simple alternative
hypothesis
In this subsection, we show that the above global hypothesis
testing with a composite null hypothesis can be reduced to
a global hypothesis testing with an additional restriction on
POVM.
First, we observe that an optimal T can be chosen as
rankT0 = 1.
Lemma 5:
Xǫ(|ψ〉)
=max
T
{〈ψ|T |ψ〉 | T ∈ B(H), 0 ≤ T ≤ I, T = ReT,
rankT = 1, ∀~k ∈ Zd2, 〈φ~k|T |φ~k〉 ≤ ǫ2} (43)
Proof : About the condition T = ReT , we have already
seen that this condition does not change the value of the
optimization problem at the last of the previous subsection.
Thus, here, we only treat the condition rankT = 1.
When Xǫ(|ψ〉) = 0, we can always choose T = 0, which
satisfies rankT = 1. Thus, we assume Xǫ(|ψ〉) > 0, and,
hence, 〈ψ|T |ψ〉 > 0 for an optimal T .
Suppose T0 is an optimal POVM and there exists a state
|ψ⊥〉 ∈ RanT0 satisfying 〈ψ⊥|ψ〉. Then, from detT0 > 0 and
the continuity of det(T0−p|ψ⊥〉〈ψ⊥|) with respect to p, there
9exists a minimum p > 0 satisfying det(T0−p|ψ⊥〉〈ψ⊥|) > 0,
where a determinant is defined only on RanT0. We call this op-
timal p as p0. Then, a positive operator T ′0
def
= T0−p0|ψ⊥〉〈ψ⊥|
satisfies RanT ′0 = RanT0 − 1, 〈ψ|T ′0|ψ〉 = 〈ψ|T0|ψ〉 and
〈φ~k|T ′0|φ~k〉 = 〈φ~k|T0|φ~k〉 − p0|〈φ~k|ψ⊥〉| ≤ ǫ2. Thus, T ′0 is an
optimal POVM whose range does not include a state |ψ⊥〉.
By repeating the above argument, we can conclude that
there exists an optimal POVM T0 whose range does not
include any state |ψ⊥〉 satisfying 〈ψ⊥|ψ〉 = 0. This optimal
POVM T0 should satisfy rankT0 = 1. We will show this fact
by contradiction. Suppose rankT0 ≥ 2 for this T0. Then,
there exist states |e0〉, |e1〉 ∈ RanT0 satisfying 〈e0|ψ〉 6= 0,
〈e0|e1〉 = 0. Then, we can write down these states as
|e0〉 =α0|ψ〉+
√
1− |α0|2|ψ⊥0 〉
|e1〉 =α1|ψ〉+
√
1− |α1|2|ψ⊥1 〉,
where α0 6= 0, and the states |ψ⊥0 〉 and |ψ⊥1 〉 satisfies
〈ψ⊥0 |ψ〉 = 〈ψ⊥1 |ψ〉 = 0. Then, we can conclude that an
operator |ψ⊥′〉 defined as
|ψ⊥′〉
def
=α1|e0〉 − α0|e1〉
=α1
√
1− |α0|2|ψ⊥0 〉 − α0
√
1− |α1|2|ψ⊥1 〉
satisfies |ψ⊥′〉 6= 0. Since |ψ⊥′〉 ∈ RanT0 and 〈ψ⊥′ |ψ〉 = 0,
this is a contradiction. 
From the previous lemma, we can always choose an optimal
POVM T as T = |φ〉〈φ|. Moreover, from non-negativity of
〈i|ψ〉, we can also assume 〈i|φ〉 ≥ 0 for all i as follow:
Lemma 6:
Xǫ(|ψ〉) =max|φ〉
{〈ψ|φ〉2 ∣∣ |φ〉 ∈ H, ‖|ψ〉‖2 ≤ 1,
∀i, 〈i|ψ〉 ≥ 0, ∀~k ∈ Zd2 , |〈φ~k|φ〉|2 ≤ ǫ2
}
.
Proof : First, we can always choose an optimal state |φ〉
as 〈ψ|φ〉 ≥ 0. We define coefficients bi as |φ〉 =
∑
i bi|i〉.
Suppose there exists i0 such that bi0 < 0 for an optimal |φ〉
satisfying 〈ψ|φ〉 ≥ 0. We define |φ′〉 =∑i b′i|i〉 as b′i0 = −bi0
and b′i = bi for all i 6= i0. Then, 〈φ~k|φ〉 ≤ ǫ2 for all ~k
guarantees 〈φ~k|φ′〉 ≤ ǫ2, and 〈i|ψ〉 ≥ 0 for all i guarantees
〈ψ|φ′〉 > 〈ψ|φ〉. This is a contradiction. Therefore, an optimal
|φ〉 satisfying 〈ψ|φ〉 ≥ 0 must satisfy 〈i|φ〉 ≥ 0 for all i. In
other words, we can always choose an optimal state |ψ〉 as
above. 
Finally, we can transform Xǫ(|ψ〉) in the following form:
Lemma 7:
Xǫ(|ψ〉) =
[
max
{〈ψ|φ〉 ∣∣ |φ〉 ∈ H, ‖|φ〉‖2 ≥ 1,
∀i, 〈i|φ〉 ≥ 〈i+ 1|φ〉 ≥ 0, 〈φd|φ〉 ≤ ǫ
}]2
,
(44)
where |φj〉 is defined as
|φj〉 = 1√
j
j∑
i=1
|i〉. (45)
Proof : From the previous lemma, we can always choose
an optimal state |φ〉 = ∑i bi|i〉 as one satisfying bi ≥ 0 for
all i. Suppose there exists a pair i0 < i1 such that bi0 < bi1 .
We define |φ′〉 =∑i b′i|i〉 as b′i0 = bi1 , b′i1 = bi0 , and b′i = bi
for all i 6= i0, i1. Then, |φ′〉 satisfies |〈φ~k|φ′〉|2 ≥ ǫ2 for all
~k ∈ Zd2 and 〈ψ|φ′〉 > 〈ψ|φ〉. Thus, |ψ〉 is not an optimal
state; this is a contradiction. Therefore, an optimal state |φ〉
with bi ≥ 0 satisfies bi ≥ bi+1 for all i. This optimal state
apparently satisfies
〈φd|φ〉2 ≥ |〈φ~k|φ〉|2. (46)
Thus, we can replace the condition |〈φ~k|φ〉|2 ≤ ǫ2 by the
condition 〈φd|φ〉 ≤ ǫ for this optimal state. 
The optimization problem in Eq.(44) does not contain a
composite hypothesis, but is a hypothesis testing of two simple
hypotheses |ψ〉 and |φd〉 with an additional restriction on the
form of the POVM. In the next subsection, we analytically
solve this optimization problem.
C. Derivation of analytical solutions of Xǫ(|ψ〉)
First, we give solutions of Xǫ(|ψ〉) for two trivial cases.
When |ψ〉 = |φd〉, we can easily see Xǫ(|φd〉) = ǫ. When
〈ψ|φd〉 ≤ ǫ, we can choose an optimal vector |φ〉 as |φ〉 = |ψ〉.
Hence, Xǫ(|φd〉) = 1.
For |ψ〉 6= |φd〉, we derive the following lemma:
Lemma 8: Suppose d ≥ 2, |ψ〉 6= |φd〉, and |φ〉 attains the
optimal of Eq.(44). Then, at least, one of the following two
statement is true:
1) |φ〉 ∈ span {|ψ〉, |φd〉}, ‖|φ〉‖ = 1.
2) There exists an optimal state |φ′〉 satisfying 〈d|φ′〉 = 0.
Proof : Suppose |φ〉 attains the optimal of Eq.(44). First,
we can uniquely decompose |φ〉 as follows:
|φ〉 = α|ψ〉+ β|φd〉+ |y〉, (47)
where α and β are real numbers, and |y〉 satisfies |y〉 ⊥ |φd〉
and |y〉 ⊥ |ψ〉. Then, we define a Schmidt orthogonalized state
|φ⊥d 〉 on a subspace span{|ψ〉, |φd〉} as
|φ⊥d 〉 def=
|ψ〉 − c|φd〉
‖|ψ〉 − c|φd〉‖ , (48)
where c def= 〈ψ|φd〉. By the definition, |φ⊥d 〉 satisfies 〈φ⊥d |ψ〉 >
0. Also, by defining the coefficients {ξi}di=1 as |φ⊥d 〉 =∑
i ξi|i〉, these coefficients satisfy ξi ≥ ξi+1 for all i. More-
over, the fact 〈φ⊥d |φd〉 = 0 guarantees that there exists a
natural number l satisfying ξl ≥ 0 > ξl+1.
First, we consider the case when ‖|φ〉‖ < 1. In this case,
actually, |φ〉 satisfies 〈d|φ〉 = 0. This fact can be proven by
contradiction as follows: Suppose 〈d|φ〉 > 0. Then, we can
choose a small number δ > 0 such that a vector |φ′〉 def=
|φ〉+ δ|φ⊥d 〉 satisfies ‖|φ′〉‖ ≤ 1, 〈φd|φ′〉 = 〈φd|φ〉, 〈i|φ′〉 ≥ 0
for all i, and 〈ψ|φ′〉 = 〈ψ|φ〉 + α〈ψ|φ⊥d 〉 > 〈ψ|φ〉. Thus,
|φ〉 is not an optimal state. This is a contradiction. Hence, in
this case, a state |φ〉 itself is an optimal state satisfying the
condition 〈d|φ〉 = 0.
Second, we consider the case ‖|φ〉‖ = 1. In this case, we
consider the case α < 0 and the case α ≥ 0 separately. Thus,
we consider the case when ‖|φ〉‖ = 1 and α < 0. In this case,
〈d|φ〉 = 0 is proven by contradiction as follows: Suppose
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〈d|φ〉 = 0. Then, we can choose a real number γ so that it
satisfies
0 ≤ γ ≤ −α‖|ψ〉 − c|φd〉‖, (49)
and a vector |φ′〉 def= γ|φ⊥d 〉 + |φ〉 satisfies 〈d|φ′〉 ≥ 0. This
vector |φ′〉 satisfies 〈φd|φ′〉 = 〈φd|φ〉, 〈i|φ′〉 ≥ 〈i+1|φ′〉 ≥ 0
for all i, and 〈ψ|φ′〉 = γ〈ψ|φ⊥d 〉+〈ψ|φ〉 > 〈ψ|φ〉. Furthermore,
from Eq.(49) and ‖|φ〉‖ = 1, the formula
|φ′〉 = (c+ β) |φd〉+ (α‖|ψ〉 − c|φd〉‖ + γ) |φ⊥d 〉+ |y〉 (50)
guarantees ‖|φ′〉‖ < 1. Thus, |φ〉 is not an optimal. This is a
contradiction. Therefore, we have 〈d|φ〉 = 0 in this case.
Next, we consider the case when ‖|φ〉‖ = 1 and α ≥ 0. We
define a vector |x〉 as |x〉 def= α|ψ〉+β|φd〉, and its coefficients
{xi}di=1 as |x〉 =
∑d
i=1 xi|i〉, which apparently satisfy xi ≥
xi+1 for all i. In this case, we also consider the cases xd = 0,
xd > 0, and xd < 0 separately.
First, we consider the case xd = 0. In this case, this vector
|x〉 is apparently an optimal vector satisfying 〈d|x〉 = 0.
Second, we consider the case xd > 0. In this case,
this vector |x〉 is apparently an optimal vector satisfying
|x〉 ∈ span {|ψ〉, |φd〉}. Moreover, we can prove that this
vector also satisfies ‖|x〉‖ = 1 by contradiction as follows:
Suppose ‖|x〉‖ < 1. Then, there exists a small number
δ > 0 such that a new vector |x′〉 def= α|ψ〉 + β|φd〉 + δ|φ⊥d 〉
satisfying ‖|x′〉‖ ≤ 1 and 〈d|x′〉 ≥ 0. This vector |x′〉 satisfies
〈φd|x′〉 = 〈φd|φ〉, 〈i|x′〉 ≥ 〈i + 1|x′〉 ≥ 0 for all i, and
〈ψ|x′〉 = 〈ψ|φ〉 + δ〈ψ|φ⊥d 〉 > 〈ψ|φ〉. Thus, |φ〉 is not an
optimal vector. This is contradiction. Therefore, ‖|x〉‖ = 1,
and this means |x〉 = |φ〉. Hence, |φ〉 ∈ span {|ψ〉, |φd〉}.
Finally, we consider the case when xd < 0. In this
case, there exists a natural number m ≤ d + 1 such that
xm ≥ 0 > xm+1. Here, we define a one-parameter family of
vectors {|zδ〉}0≤δ≤1 as |zδ〉 def= |x〉 + δ|y〉. Hence, |z0〉 = |x〉
and |z1〉 = |φ〉. For all 0 ≤ δ ≤ 1, this family satisfies
〈ψ|zδ〉 = 〈ψ|x〉 = 〈ψ|φ〉, 〈φd|zδ〉 = 〈φd|x〉 = 〈φd|φ〉, and
‖|zδ〉‖ ≤ ‖|φ〉‖ = 1. We define a function f(δ) as f(δ) =
(zδ,1, · · · , zδ,d), where zδ,i is defined as |zδ〉 =
∑d
i=1 zδ,i|i〉.
Then, the point (z1,1, · · · , z1,d) satisfies z1,i ≥ 0 for all i,
and the point (z0,1, · · · , z0,d) satisfies z0,i ≥ 0 for i ≤ m
and z0,i < 0 for i ≥ m + 1. Hence, a connecting curve
f(δ) on the d-dimensional space starts from the outside and
goes into the region {xi ≥ 0, ∀i}. Therefore, this curve must
across the boundary of this region in somewhere between the
start point δ = 0 and the end point δ = 1. Thus, there exits
0 < δ0 ≤ 1 such that zδ0,i ≥ 0 for all i and there exits
i0 satisfying zδ0,i0 = 0. Next, we define new coefficients
{z′i}di=1 which are derived by reordering {zδ0,i}di=1 so that
they satisfy z′i ≥ z′i+1 ≥ 0. Then, a state |φ′〉 defined as
|φ′〉 def= ∑i z′i|i〉 satisfies 〈ψ|φ′〉 ≥ 〈ψ|φ〉, 〈φd|φ′〉 = 〈φd|φ〉,
‖|φ′〉‖ ≤ ‖|φ〉‖, 〈i|φ′〉 ≥ 0. Therefore, |φ′〉 is actually an
optimal state satisfying 〈d|φ′〉 = 0. 
The following lemma gives a non-trivial solution of the
optimization problem.
Lemma 9: Consider the case when d ≥ 2 and ǫ < 〈φd|ψ〉 <
1. Suppose |φ〉 defined as
|φ〉 def=
√
1− ǫ2|ψ〉 − (c√1− ǫ2 − ǫ√1− c2) |φd〉√
1− c2 , (51)
where c def= 〈ψ|φd〉, satisfies 〈d|φ〉 ≥ 0. Then, |φ〉 attains the
optimum of Eq.(44).
Proof : We define a new function X ′ǫ(|ψ〉) as follows:
X ′ǫ(|ψ〉)
=max
|φ〉
{〈ψ|φ〉2 ∣∣ |φ〉 ∈ H, ‖|ψ〉‖2 ≤ 1, |〈φd|φ〉|2 ≤ ǫ2}.
Then, by the definition, X ′ǫ(|ψ〉) satisfies Xǫ(|ψ〉) ≤ X ′ǫ(|ψ〉).
Thus, if |φ〉 defined by Eq.(51) attains the optimum of
X ′ǫ(|ψ〉), and also satisfies 〈d|φ〉 ≥ 0, this vector |φ〉 appar-
ently also attains the optimum of Xǫ(|ψ〉). In the remaining
part of this proof, we prove actually this is the case; this |φ〉
is an optimal vector for X ′ǫ(|ψ〉).
Suppose |φ〉 is an optimal vector of Eq.(53). Then, by
the definition of X ′ǫ(|ψ〉), |φ〉 is apparently on the subspace
span {|ψ〉, |φd〉}. Thus, we define r, θ and ξ satisfying r > 0,
−π ≤ θ ≤ π and −π ≤ ξ ≤ π, respectively as
|ψ〉 = cos θ|φd〉+ sin θ|φ⊥d 〉
|φ〉 = r (cos ξ|φd〉+ sin ξ|φ⊥d 〉) , (52)
where |φ⊥d 〉 is defined by Eq. (48). By the definitions, we
have cos θ = 〈ψ|φd〉, sin θ = 〈ψ|φ⊥d 〉, cos ξ = 〈ψ|φd〉/r,
and sin ξ = 〈ψ|φ⊥d 〉/r. Thus, 〈ψ|φd〉 > 0 and 〈ψ|φ⊥d 〉 > 0
guarantee 0 < θ < π2 . 〈ψ|φ〉 > 0 guarantees −π2 ≤ θ−ξ ≤ π2 .
First, we prove ξ ≥ 0 by contradiction. Suppose ξ < 0; that
is, −π2 ≤ ξ < 0. Then, defining |φ′〉 by using ξ′
def
= −ξ instead
of ξ in Eq.(52), we have |〈φd|φ′〉| ≤ ǫ, ‖|φ′〉‖ = ‖|φ〉‖ ≤ 1.
Moreover, the inequalities |ξ′ − θ| < |ξ′|+ |θ| = −ξ + θ ≤ π2
guarantee 〈ψ|φ′〉 > 〈ψ|φ〉. Thus, |φ〉 is not optimal; this is
contradiction. Therefore, ξ satisfies ξ ≤ 0.
Second, we prove r = 1 by contradiction. Suppose r <
1. Then, we can choose a small number δ > 0 such that a
state |φ′〉 defined as |φ′〉 def= |φ〉+ δ|φ⊥d 〉 satisfies ‖|φ′〉‖ ≤ 1.
Then, this state |φ′〉 satisfies |〈φd|φ′〉| = |〈φd|φ〉| ≤ ǫ, and
〈ψ|φ′〉 > 〈ψ|φ〉. Thus, |φ〉 is not optimal; this is contradiction.
Therefore, r satisfies r = 1.
Finally, we prove ǫ = 〈φd|φ〉 by contradiction. Suppose
ǫ > 〈φd|φ〉 = cos ξ. In this case, we can choose a small
number δ > 0 such that ξ′ def= ξ − δ satisfies | cos ξ′| ≤ ǫ.
Then, defining |φ′〉 by using ξ′ and r = 1 in Eq.(52), we
derive 〈ψ|φ′〉 = cos(θ − ξ′) > cos(θ − ξ) = 〈ψ|φ〉. Thus,
|φ〉 is not optimal; this is contradiction. Therefore, an optimal
vector |φ〉 is the unique vector satisfying ǫ = 〈φd|φ〉 and 0 ≤
ξ ≤ π2 + θ ≤ π. Eq.(52) guarantees that this vector |φ〉 can be
written in the form of Eq.(51).

At the next step, by means of Lemma 8 and Lemma 9 we
derive the following lemma:
Lemma 10: Suppose d ≥ 2 and ǫ < 〈φd|ψ〉 < 1. Define |φ〉
as Eq.(51). Then, when 〈d|φ〉 ≥ 0, |φ〉 is an optimal vector for
Eq.(44), and when 〈d|φ〉 < 0, there exists an optimal vector
|φ′〉 satisfying 〈d|φ′〉 = 0 for Eq.(44).
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Proof : We first consider the case where the optimal vector
|φ〉 satisfies |φ〉 ∈ span {|ψ〉, |φd〉} and ‖|φ〉‖=1. In this case,
we can define notations as Eq(52) in the last section again.
Here, we choose θ and ξ to be −π < θ ≤ π and −π < ξ ≤ π
for convenience. By the definitions, we again have 0 < θ <
π
2 and −π2 ≤ θ − ξ ≤ π2 . In the similar way, 〈φ|φd〉 > 0
guarantees −π2 ≤ ξ ≤ π2 in this case.
First, we prove ξ > 0 by contradiction. Suppose ξ ≤ 0. As
we explained in the proof of Lemma 8, there exist a natural
number l ≤ d − 1 such that 〈l + 1|φ⊥d 〉 < 0. From this fact
and Eq.(52), ξ ≤ 0 guarantees 〈l+ 1|φ〉 < 0. Thus, |φ〉 is not
an optimal vector of Eq.(44). This is contradiction. Therefore,
ξ satisfies 0 < ξ ≤ π2 .
Second, we can prove θ < ξ in the completely same
discussion of the previous lemma. Therefore, θ and ξ satisfy
0 < θ < ξ ≤ π2 . When |ψ〉 satisfies 〈φ|φd〉 = ǫ, |ψ〉 can
be written down as Eq.(51). Thus, since we are assuming the
optimality of |ψ〉, |ψ〉 satisfies 〈d|ψ〉 ≥ 0. On the other hand,
when |ψ〉 satisfies 〈φ|φd〉 < ǫ, we can prove 〈d|φ〉 = 0
by contradiction. Suppose 〈d|φ〉 > 0 and 〈φ|φd〉 < ǫ.
Then, we can choose a small number δ such that a vector
|φ′〉 def= cos(ξ − δ)|φd〉+ sin(ξ − δ)|φ⊥d 〉 satisfies 〈φd|φ′〉 ≤ ǫ,
and 〈i|φ′〉 ≥ 0 for all i. Since |φ′〉 satisfies 〈ψ|φ′〉 > 〈ψ|φ′〉,
|φ〉 is not optimal; this is contradiction. Therefore, when
〈φd|φ〉 < ǫ, |φ〉 satisfies 〈d|φ〉 = 0.
Now, we consider the case there is no agreement whether
an optimal vector |φ〉 satisfies |φ〉 ∈ span{|ψ〉, |φd〉}, or not.
When |φ〉 defined by Eq.(51) satisfies 〈d|φ〉 ≥ 0, then from
Lemma 9, this vector |φ〉 is an optimal vector. Then, we
consider the case when |φ〉 defined by Eq.(51) does not satisfy
〈d|φ〉 ≥ 0. In this case, if there exists an optimal vector |φ〉
on the subspace span{|ψ〉, |φd〉} satisfying ‖|ψ〉‖ = 1, |φ〉
should satisfy 〈φ|φd〉 < ǫ, and thus, 〈d|φ〉 = 0 from the above
discussion. Otherwise, there is no optimal vector satisfying
‖|φ〉‖ = 1 on the subspace span{|ψ〉, |φd〉}. In this case,
from Lemma 8, there exists an optimal vector |φ′〉 satisfying
〈d|φ′〉 = 0. Therefore, the statement of the present lemma is
true. 
Finally, from the above lemma, we derive the following
theorem, which gives a complete analytical formula for the
optimal success probability Xǫ(|ψ〉) and the optimal strategy
of the global hypothesis testing considering in this section:
Theorem 4: Suppose |ψ〉 ∈ H can be written down as
|ψ〉 =∑i√λi|i〉. Define a natural number η as
η
def
= min
l∈N
{
l
∣∣∣ l ≤ d, ǫl < 〈φl|ψl〉, |ψl〉 6= |φl〉, 〈l|φ′l〉 < 0}− 1.
(53)
In the above formula, ǫl is defined as ǫl
def
=
√
d
l
ǫ, a state |ψl〉
is defined as
|ψl〉 def=
l∑
i=1
√
λi|i〉/
√√√√ l∑
i=1
λi, (54)
a state |φl〉 is defined by Eq.(45), and a state |φ′l〉 is defined
as
|φ′l〉 =
√
1− ǫ2l |ψl〉 −
(
cl
√
1− ǫ2l − ǫl
√
1− c2l
)
|φl〉√
1− c2l
,
(55)
where cl is defined as cl
def
= 〈ψl|φl〉. Then, η satisfies η ≥ 1,
and the following statements are true:
1) In the case when ǫη ≥ 〈φη|ψη〉,
Xǫ(|ψ〉) =
η∑
i=1
λi, (56)
and a state |φ〉 = |ψη〉 attains the optimum.
2) In the case when ǫη < 〈φη|ψη〉, Xǫ(|ψ〉) is given as
Xǫ(|ψ〉) =
(
η∑
i=1
λi
)
·
(√
1− ǫ2η
√
1− c2η + ǫηcη
)2
.
(57)
A vector |φ〉 attaining this optimum is given as |φ〉 =
ǫη|φη〉 in the case |ψη〉 = |φη〉, and |φ〉 = |φ′η〉 in the
case |ψη〉 6= |φη〉, respectively
Here, we add one remark: When η ≥ 2, ǫη < 〈φη|ψη〉 and
|ψη〉 = |φη〉, by redefining |φ〉 = ǫη|φη〉+
√
1− ǫ2η|φ⊥η 〉, we
can make |φ〉 be a normalized vector. Therefore, in the case
η ≥ 2, we can always choose |φ〉 as a normalized vector; that
is, T is a pure state.
Proof : Suppose the formula
Xǫ(|ψ〉) =
(
l∑
i=1
λi
)
·Xǫl(|ψl〉) (58)
holds for l = η. Then, in the case 〈ψη|φη〉 ≤ ǫη, since |φ〉 =
ψη attains Xǫη(|ψη〉) = 1, we derive Eq.(56). In the case
〈ψη|φη〉 > ǫη, from the definition of η, either |ψη〉 = |φη〉 or
〈η|φ′η〉 ≥ 0 holds. When |ψη〉 = |φη〉, a state |φ〉 = ǫη|φη〉
attains the optimum Xǫη(|φη〉) = ǫη. Thus, Eq.(57) holds.
When 〈η|φ′η〉 ≥ 0 holds, from Lemma 9, a state |φ′η〉 given by
Eq.(55) attains the optimum and Xǫ(|ψ〉) is given by Eq.(57).
Hence, all the statements hold under this assumption. Thus,
in the remaining part of this proof, we concentrate on proving
Eq.(58) for l = η.
Here, we prove Eq.(58) for all η ≤ l ≤ d by induction
starting from l = d. For l = d, Eq.(58) trivially holds. Suppose
Eq.(58) holds for l satisfying 1 ≤ η < l ≤ d. Then, from
the definition of η, we have ǫl < 〈φl|ψl〉, |ψl〉 6= |φl〉, and
〈l|φ′l〉 < 0. Thus, from Lemma 10, there exists a state |φ〉 ∈
span{|i〉}li=1 satisfying 〈l|φ〉 = 0 and attaining the optimum
of Xǫl(|ψl〉), which is define by the optimization problem only
on span{|i〉}li=1. Thus, in this case Xǫl(|ψl〉) can be rewritten
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as
Xǫl(|ψl〉)
=
[
max
{〈ψl|φ〉 ∣∣ |φ〉 ∈ span{|i〉}l−1i=1, ‖|φ〉‖2 ≥ 1,
∀i, 〈i|φ〉 ≥ 〈i + 1|φ〉 ≥ 0, 〈φl|φ〉 ≤ ǫl
}]2
=
∑l−1
i=1 λi∑l
i=1 λi
·
[
max
{〈ψl−1|φ〉 ∣∣ |φ〉 ∈ span{|i〉}l−1i=1,
‖|φ〉‖2 ≥ 1, ∀i, 〈i|φ〉 ≥ 〈i + 1|φ〉 ≥ 0,
〈φl−1|φ〉 ≤ ǫl−1
}]2
=
∑l−1
i=1 λi∑l
i=1 λi
·Xǫl−1(|ψl−1〉), (59)
where we used relations
√
l〈φl|φ〉 =
√
l − 1〈φl−1|φ〉 and√∑l
i=1 λi〈ψl|φ〉 =
√∑l−1
i=1 λi〈ψl−1|φ〉 in the second equal-
ity. Thus, from Eq.(59) and Eq.(58) for l, we derive Eq.(58)
for l − 1. Therefore, Eq.(58) holds for all η ≤ l ≤ d. 
VI. HYPOTHESIS TESTING UNDER SEPARABLE
OPERATIONS
In this section, we treat the local hypothesis testing under
separable POVM, and gives a proof of Theorem 3. As we have
predicted in the last section, the proof is completed by showing
that the local hypothesis testing under separable POVM is
essentially equivalent to the global hypothesis testing treated
in the last section, which is simpler than the former.
The equivalence of these two hypothesis testing problems
can be written as the following theorem in terms of their
optimal success probabilities Xǫ(|ψ〉) and Sα,Sep(|Ψ〉):
Theorem 5: For a state |Ψ〉 =∑dAi=1√λi|ii〉 ∈ HAB and a
state |ψ〉 =∑dAi=1√λi|i〉 ∈ HA,
Sα,Sep(|Ψ〉) = X√αdB (|ψ〉). (60)
Since we have already derived an analytical formula for
X√αdB (|ψ〉) in Theorem 4 of the last section, we can derive
Theorem 3 by just substituting Sα,Sep(|Ψ〉) = 1−β|Ψ〉,Sep(α)
instead of X√αdB (|ψ〉) in Theorem 4. Therefore, a proof
of Theorem 3 completely reduces to a proof of Theorem 5.
Thus, we will concentrate on a proof of Theorem 5 in all
the remaining part of this section. The proof of this theorem
can be divided into two parts: In the first part, we show that
X√αdB (|ψ〉) is an upper bound of Sα,Sep(|Ψ〉), and, then, in
the second part, we show that this upper bound is actually
achievable by a separable POVM. Organization of this section
is as follows: In the subsection A, we give an upper bound
on Sα,Sep(|Ψ〉), and show that the separability condition of
POVM in its definition can be replaced by a condition in terms
of a function χ(ρ). Then, we investigate properties of χ(ρ) in
subsection B. Finally, in the subsection C, we complete the
proof of Theorem 5 by using lemmas derived in the subsection
A and B.
A. Reduction of the problem by means of a twirling
In this subsection, we derive an upper bound of Sα,Sep(|Ψ〉)
by using a twirling, which is a well-known technique to
reduce a number of parameters of an optimization problem in
quantum information [70], [17], [18], [71], [72]. Here, we use
the twirling operation introduced in the paper [47]. Without
losing generality, we can choose a computational basis as the
Schmidt basis of |Ψ〉 so that |Ψ〉 can be written as
|Ψ〉 =
dA∑
i=1
√
λi|ii〉, (61)
where {λi}dAi=1 is the Schmidt coefficients of |Ψ〉. We define
a family of local unitary operators U−→
θ
parametrized by
−→
θ =
{θi}di=1 as follows,
U−→
θ
= (
dA∑
j=1
eiθj |j〉〈j|)⊗ (
dA∑
k=1
e−iθk |k〉〈k|). (62)
Note that
(HAB, U−→θ ) is a unitary representation of the
compact topological group
dA︷ ︸︸ ︷
U(1)× · · · × U(1); by means of
a unitary representation of a compact topological group, we
implement the ”twirling” operation (the averaging over the
compact topological group) for a state (or POVM) [73]. We
write this twirling operation as Γ. Since by an action of
twirling operation, a given state is projected to the subspace
of all invariant elements of the group action [73], we can
calculate Γ(T ) for any operator T ∈ B(HAB) as follows:
Γ(T )
def
=
∫ 2π
0
· · ·
∫ 2π
0
U−→
θ
TU †−→
θ
dθ1 · · · dθd
=(
d∑
j=1
|ej〉〈ej | ⊗ |fj〉〈fj |)T (
d∑
j=1
|ej〉|ej〉 ⊗ |fj〉〈fj |)
+
∑
j 6=k
(|ej〉〈ej | ⊗ |fk〉〈fk|)T (|ej〉〈ej | ⊗ |fk〉〈fk|) .
Suppose Q is a maximally correlated subspace with respect
to the computational basis:
Q
def
= span{|ii〉}dAi=1. (63)
Then, the above equation guarantees that all states on Q
including |Ψ〉 are invariant under the action of Γ:
ρ ∈ B(Q) =⇒ Γ(ρ) = ρ. (64)
Here, we note that every state ρ on Q is a so called maximally
correlated state [71], [74].
Defining Sα,Sep(|Ψ〉) as
Sα,Sep(|Ψ〉)
def
= max
{
〈Ψ|T |Ψ〉|TrT ≤ αdAdB, 0 ≤ T ≤ I, T ∈ SEP
}
,
(65)
where SEP is the set of all (positive) separable operators on
H, we can easily see
Sα,Sep(|Ψ〉) ≤ Sα,Sep(|Ψ〉). (66)
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We define a function χ(ρ) for a positive operator ρ ∈ P+(Q)
as
χ(ρ)
def
= min{Tr (ρ+ σ) |∃σ =
∑
j 6=k
pjk|j〉〈j| ⊗ |k〉〈k|,
0 ≤ σ ≤ I, ρ+ σ ∈ SEP}. (67)
Then, we can show the following lemma:
Lemma 11:
Sα,Sep(|Ψ〉) =max
{
〈Ψ|T0|Ψ〉
∣∣ T0 ∈ B(Q),
χ(T0) ≤ αdAdB , 0 ≤ T0 ≤ IQ
}
, (68)
where IQ is an identity operator of the space Q: IQ
def
=∑dA
i=1 |ii〉〈ii|.
Proof : Suppose T ∈ B(HAB) is optimal for Sα,Sep(|Ψ〉).
Then, from (64), we can easily show Γ(T ) is also optimal. On
the other hand, Γ(T ) can be written as
Γ(T ) = T0 + σ, (69)
where T0 ∈ B(Q) and σ can be written as σ =∑
j 6=k pjk|j〉〈j| ⊗ |k〉〈k|. Thus, we have
Sα,Sep(|Ψ〉)
=max
{
〈Ψ|T0|Ψ〉
∣∣ T0 ∈ B(Q), 0 ≤ T0 ≤ IQ
σ =
∑
j 6=k
pjk|j〉〈j| ⊗ |k〉〈k|, 0 ≤ σ ≤ I
T0 + σ ∈ SEP, TrT0 + σ ≤ αdAdB
}
=max
{
〈Ψ|T0|Ψ〉
∣∣ T0 ∈ B(Q),
χ(T0) ≤ αdAdB , 0 ≤ T0 ≤ IQ
}
(70)

B. Properties of a function χ(ρ)
In the previous subsection, we saw that Sα,Sep(|Ψ〉) gave
an upper bound on Sα,Sep(|Ψ〉), and we can replace the
separability condition of POVM in its definition by a condition
in terms of a function χ(ρ) defined as Eq.(67). For the purpose
of further reduction of an upper bound, we give several
important properties of χ(ρ) which we will use in the next
subsection.
First, χ(ρ) is closely related to an entanglement measure
so called the robustness of entanglement [75], [76]. The
robustness of entanglement is defined as
Rs(g)(ρ)
def
= inf {Trσ : σ + ρ ∈ SEP, σ ∈ C} , (71)
where C is SEP for Rs(ρ) (the separable robustness of
entanglement), and P+(HAB) for Rg(ρ) (the global robust-
ness of entanglement), respectively. By the definition, they
satisfy Rg(ρ) ≤ Rs(ρ). It is also known that for a pure state
|Ψ〉 =∑i√λi|ii〉,
Rs(|Ψ〉〈Ψ|) = Rg(|Ψ〉〈Ψ|) =
∑
j 6=k
√
λjλk. (72)
Generally, χ(ρ) gives an upper bound for Rs(ρ) as follows:
Lemma 12: For all ρ ∈ P+(Q),
Rs(ρ/Trρ) ≤ χ(ρ)/Trρ− 1. (73)
Proof : By the definition, we have
χ (ρ/Trρ) = χ(ρ)/Trρ. (74)
Suppose σ attains the minimum of χ (ρ/Trρ). Then, since σ
is separable,
Rs(ρ/Trρ) ≤χ (ρ/Trρ)− 1
=χ(ρ)/Trρ− 1.

Moreover, for a pure state, we can prove the equality of
Eq.(73); that is, χ(|Ψ〉〈Ψ|) is nothing but equal to the robust-
ness of entanglement Rs(g)(|Ψ〉〈Ψ|) except a constant term:
Lemma 13: For a non-normalized state |Ψ〉 = ∑i ai|ii〉 ∈
Q,
χ(|Ψ〉〈Ψ|) =
∑
jk
|aj ||ak|. (75)
Thus, for a normalized pure state |Ψ〉 ∈ Q,
χ(|Ψ〉〈Ψ|)− 1 = Rs(|Ψ〉〈Ψ|) = Rg(|Ψ〉〈Ψ|) (76)
Proof : First, we assume |Ψ〉 ∈ Q to be a pure state. Since
the Schmidt coefficients of |Ψ〉 are {|ai|}dAi=1, Lemma 12 and
Eq.(72) guarantee
Rs(|Ψ〉〈Ψ|) =
∑
j 6=k
|aj ||ak| ≤ χ(|Ψ〉〈Ψ|)− 1. (77)
We define a new basis {|˜i〉}dAi=1 of HA so that |Ψ〉 can be
written down as |Ψ〉 = ∑i |ai||˜ii〉. We also define T1 and σ
as
T1
def
= |a〉〈a| ⊗ |b〉〈b| (78)
σ
def
=
∑
j 6=k
|aj ||ak||j˜〉〈j˜| ⊗ |k〉〈k|, (79)
where |a〉 def=
√
|ai||˜i〉 and |b〉 def=
√
|ai||i〉. Straightforward
calculations yield
|Ψ〉〈Ψ|+ σ = Γ(T1) ∈ SEP. (80)
Thus, the definition of χ(ρ) implies
χ(|Ψ〉〈Ψ|) ≤
∑
j 6=k
|aj ||ak|+ 1 =
∑
jk
|aj ||ak|. (81)
From the above inequalities and Eq.(77), an arbitrary normal-
ized pure state |Ψ〉 ∈ Q satisfies
χ(|Ψ〉〈Ψ|) =
∑
jk
|aj ||ak|. (82)
Finally, by Eq.(74), we can conclude the above equality hold
for all non-normalized pure states |Ψ〉 ∈ Q, too. 
By using Lemma 12 and Lemma 13, we can prove that for a
general mixed ρ ∈ P+(Q), χ(ρ) is derived by just a convex-
roof extension from χ(|Ψ〉〈Ψ|), which has analytic formula
Eq.(75):
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Lemma 14: For ρ ∈ P+(Q),
χ(ρ) = min
{pi,|Ψi〉}
{∑
i
piχ(|Ψi〉〈Ψi|)
∣∣∣ ρ =∑
i
pi|Ψi〉〈Ψi|
}
.
(83)
Proof : We first prove
χ(ρ) ≤ min
{pi,|Ψi〉}
{∑
i
piχ(|Ψi〉〈Ψi|)
∣∣∣ ρ =∑
i
pi|Ψi〉〈Ψi|
}
.
(84)
Suppose ρ can be decomposed as ρ =
∑
i pi|Ψi〉〈Ψi|, and σi
attains the minimum of χ(|Ψi〉〈Ψi|); that is, |Ψi〉〈Ψi|+ σi ∈
SEP , χ(|Ψi〉〈Ψi|) = Tr(|Ψi〉〈Ψi|+ σi), and σi also satisfies
the remaining conditions. Then, by defining σ def=
∑
i piσi, we
have
ρ+ σ =
∑
i
pi (|Ψi〉〈Ψi|+ σi) ∈ SEP. (85)
It is also easy to check that σ satisfies the remaining conditions
related to χ(ρ). Hence, we have χ(ρ) ≤ ∑i piχ(|Ψi〉〈Ψi|).
Therefore, the inequality (84) holds.
Second, we prove
χ(ρ) ≥ min
{pi,|Ψi〉}
{∑
i
piχ(|Ψi〉〈Ψi|)
∣∣∣ ρ =∑
i
pi|Ψi〉〈Ψi|
}
.
(86)
Suppose σop is optimal for χ(ρ). Then, since ρ+σop ∈ SEP ,
there exists an ensemble of pure states {pk, |ξk〉}k such that
ρ+ σop =
∑
k
pk|ξk〉〈ξk| (87)
Since ρ ∈ P+(Q), Q = span{|ii〉}dAi=1, and σop can be written
down as σop =
∑
i6=j qij |i〉〈i| ⊗ |j〉〈j|, we can see that either
|ξk〉 ∈ Q or there exist i 6= j satisfying |ξk〉 ∝ |ij〉. Thus, we
can write ρ+ σop as
ρ+ σop
=
∑
k
pk
{(∑
i
|ii〉〈ii|
)
|ξk〉〈ξk|
(∑
i
|ii〉〈ii|
)
+
∑
i6=j
(|ij〉〈ij|) |ξk〉〈ξk| (|ij〉〈ij|)
}
(88)
Hence, defining |Ψk〉 as
|Ψk〉 =
(∑
i
|ii〉〈ii|
)
|ξk〉, (89)
we derive ρ =
∑
k pk|Ψk〉〈Ψk|. Then, we can evaluate
Tr|ξk〉〈ξk| as
Tr|ξk〉〈ξk|
=TrΓ (|ξk〉〈ξk|)
=Tr
|Ψk〉〈Ψk|+
∑
i6=j
|ij〉〈ij|ξk〉〈ξk|ij〉〈ij|

≥χ(|Ψk〉〈Ψk|), (90)
where we used the fact Γ(|ξk〉〈ξk|) ∈ SEP in the third line.
Thus, we can evaluate χ(ρ) as follows:
χ(ρ) =Tr(ρ+ σop)
=
∑
k
pkTr|ξk〉〈ξk|
≥
∑
k
pkχ(|Ψk〉〈Ψk|), (91)
where we used Eq.(87) in the second line and the inequality
(90) in the third line. The above inequality guarantees that
the inequality (86) holds. From the inequalities (86) and (84),
Eq.(83) holds. 
As the next step, for an operator ρ ∈ P+(Q), we define a
new function χ′(ρ) as
χ′(ρ) =
∑
ij
|βij |, (92)
where the coefficients {βij}ij are defined as ρ =∑
ij βij |ii〉〈jj|. Then, we can show χ′(ρ) is a lower bound of
χ(ρ):
Lemma 15: For ρ ∈ P+(Q),
χ(ρ) ≥ χ′(ρ). (93)
Moreover, if rankρ = 1, the equality holds.
Proof : Suppose ρ = ∑k pk|Ψk〉〈Ψk| is a decomposition
which attains χ(ρ), and {a(k)i }ik are coefficients defined as
a
(k)
i
def
= 〈ii|Ψk〉. Then, we can evaluate χ(ρ) as follows:
χ(ρ) =
∑
k
pkχ(|Ψk〉〈Ψk|)
=
∑
k
pk
∑
ij
|a(k)i a(k)j |
=
∑
k
pk
∑
ij
|〈ii|Ψk〉〈Ψk|jj〉|
≥
∑
ij
|
∑
k
pk〈ii|Ψk〉〈Ψk|jj〉|
=
∑
ij
|〈ii|ρ|jj〉|
=χ′(ρ),
where we used Eq.( 83) in the first line. Moreover, when
rankρ = 1, we can easily see χ(ρ) = χ′(ρ) from Lemma
13. 
C. Proof of Theorem
In this subsection, by using lemmas derived in the previous
subsections, we complete a proof of Theorem 5.
First, by defining a new function S′α(|Ψ〉) as
S
′
α(|Ψ〉)
=max
T
{〈Ψ|T |Ψ〉|T ∈ B(Q), 0 ≤ T ≤ IQ, χ′(ρ) ≤ αdAdB},
(94)
The following inequality follows from Lemma 11 and Lemma
15:
S
′
α(|Ψ〉) ≥ Sα,Sep(Ψ). (95)
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Now, in the definition of S′α(Ψ), all related operators are
spanned by {|ii〉}dAi=1, and a condition related to separability
no more appears. Therefore, we have the following lemma
Lemma 16:
S
′
α(|Ψ〉) =max
T
{〈ψ|T |ψ〉|T ∈ B(HA), 0 ≤ T ≤ IA,∑
ij
|〈i|T |j〉| ≤ αdAdB}, (96)
where |ψ〉 is defined as |ψ〉 def= ∑i√λi|i〉 with the Schmidt
coefficients {λi}i of |Ψ〉.
Moreover, we can restrict a POVM element T to a real
operator.
Lemma 17:
S
′
α(|Ψ〉) =max
T
{〈ψ|T |ψ〉|T ∈ B(HA), 0 ≤ T ≤ IA,
T = ReT,
∑
ij
|〈i|T |j〉| ≤ αdAdB}, (97)
where ReT is defined as ReT def=
∑
ij Re〈i|T |j〉|i〉〈j|.
Proof : Suppose T is an optimal operator attaining χ′(ρ)
in Eq.(96). Then, T defined as T def= ∑ij 〈i|T |j〉|i〉〈j| is also
optimal and attains χ′(ρ). Thus, defining T ′ def= T + T/2, we
derive T ′ = ReT ′, 0 ≤ T ′ ≤ IA, 〈ψ|T ′|ψ〉, and
∑
ij
|〈i|T ′|j〉| ≤1
2
∑
ij
|〈i|T |j〉|+
∑
ij
|〈i|T |j〉|

≤αdAdB. (98)
Thus, we derive Eq.(97). 
Now, we can show that X√αdB (|ψ〉) is an upper bound of
S
′
α(Ψ):
Lemma 18: For a state |Ψ〉 =∑dAi=1√λi|ii〉 ∈ HAB and a
state |ψ〉 =∑dAi=1√λi|i〉 ∈ HA,
S
′
α(|Ψ〉) ≤ X√αdB (|ψ〉). (99)
Proof : Observing that for xi ∈ R,∑
i
|xi| ≤ ǫ⇐⇒ ∀~k ∈ Zd2,
∑
i
(−1)kixi ≤ ǫ, (100)
we can evaluate Eq.(97) as
S
′
α(|Ψ〉)
=max
T
{〈ψ|T |ψ〉|T ∈ B(HA), 0 ≤ T ≤ IA, T = ReT,
∀~k ∈ ZdA×dA2 ,
∑
ij
(−1)kij 〈i|T |j〉 ≤ αdAdB}
≤max
T
{〈ψ|T |ψ〉|T ∈ B(HA), 0 ≤ T ≤ IA, T = ReT,
∀~k ∈ ZdA2 , |〈φ~k|T |φ~k〉| ≤ αdB}, (101)
where we use the observation 〈φ~k|T |φ~k〉 =
1
dA
∑
ij(−1)ki+kj 〈i|T |j〉 in the above inequality. Then,
by using the same argument of the proof of Lemma 17,
we can remove the restriction of positivity of T from
the maximization in the last line Eq.(101), and derive the
inequality (99).

Finally, the inequalities (66), (95), (99) yield
Sα,Sep(|Ψ〉) ≤ X√αdB (|ψ〉). (102)
Thus, we have succeeded to prove that the optimal success
probability of the global hypothesis testing in the last section
X√αdB (|ψ〉) is an upper bound of the optimal success prob-
ability of the local hypothesis testing Sα,Sep(|Ψ〉). Thus, in
order to complete the proof of Theorem 5, the remaining task
is to show the above inequality is actually an equality. This
can be done as follows:
Proof (Theorem 5): The inequalities (66), (95) and (99)
yield
Sα,Sep(|Ψ〉) ≤Sα,Sep(|Ψ〉)
≤S′α(|Ψ〉)
≤X√αdB (|ψ〉). (103)
Thus, we just need to show that the above three inequalities
are actually equalities.
First, we prove the equality
S
′
α(|Ψ〉) = X√αdB (|ψ〉). (104)
From Theorem 4, an optimal operator T ∈ HA of X√αdB (|ψ〉)
can satisfy the condition 〈i|T |j〉 ≥ 0 for all i and j. Hence,
we can calculate as∑
ij
|〈i|T |j〉| =
∑
ij
〈i|T |j〉
=dA〈φd|T |φd〉
≤αdAdB . (105)
Thus, from Lemma 17, we derive the equality (104).
Second, we prove the equality
Sα,Sep(|Ψ〉) = S′α(|Ψ〉). (106)
Suppose T ∈ B(Q) attains the optimum of S′α(|Ψ〉); thus, T
satisfies 0 ≤ T ≤ IQ and χ′(T ) ≤ αdAdB . From Theorem 4,
an optimal T can be written as T = |Φ〉〈Φ|; that is, rankT =
1. Thus, from Lemma 15, we derive χ(T ) = χ′(T ). This fact
and Lemma 11 guarantee the equality (106).
Finally, we prove the equality
Sα,Sep(|Ψ〉) = Sα,Sep(|Ψ〉). (107)
First, an optimal operator T attaining the optimum of Eq.(65)
can be written down as
T = T0 + σ, (108)
where T0 is an operator attaining the optimum of Eq.(68) and
σ is an operator attaining χ(T ) in terms of Eq.(67).
When η = 1 in Theorem 4 for d = dA and ǫ =√
αdB , we can choose T0 as T0 = ǫ22|11〉〈11|, where ǫ2 def=
min{1,
√
αdAdB/2}. In this case, since T0 is already sepa-
rable, χ(T0) = 1 and σ = 0. Hence, T = T0 = ǫ22|11〉〈11|.
Thus, I−T is a separable operator. Therefore, Eq.(107) holds.
Suppose η ≥ 2 in Theorem 4 for d = dA and ǫ =
√
αdB .
Then, T0 can be chosen as a normalized pure state. Thus, we
have
χ(T0) = 1 +Rg(T0). (109)
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Actually, it is known (in the proof of Lemma 1 of [47]) that
we can choose an optimal σ as
σ =
∑
j 6=k
√
λjλk|j〉〈j| ⊗ |k〉〈k|, (110)
where {λi}dAi=1 is the Schmidt coefficient of the pure state T0.
It has already proven that, if T is defined as T = T0 + σ by
using the above σ, I − T is also separable ( in the proof of
Theorem 2 of [47]). Thus, Eq.(107) holds also in this case.
Therefore, Eq.(60) holds. 
VII. SUMMARY
In this paper, we have treated a local hypothesis testing
whose alternative hypothesis is a bipartite pure state |Ψ〉, and
whose null hypothesis is the completely mixed state. As a
result, we have analytically derived an optimal type 2 error
and an optimal POVM for one-way LOCC POVM (Theorem
1) and Separable POVM (Theorem 3). In particular, in order
to derive an analytical solution for Separable POVM, we
have proved the equivalence of the local hypothesis testing
under Separable POVM and a global hypothesis testing with a
composite alternative hypothesis (Section VI), and analytically
solved this global hypothesis testing (Section V). Furthermore,
for two-way LOCC POVM, we have studied a family of simple
three-step LOCC protocols, and have showed that the best
protocol in this family has strictly better performance than
any one-way LOCC protocol in all the cases where there may
exist difference between two-way LOCC POVM and one-way
LOCC POVM (Section IV).
Although we restrict ourselves on treating the hypothesis-
testing problem in a single-copy scenario in this paper, we
are also interested in an extension of our results to problem
settings with asymptotically infinite copies of the hypotheses,
that is, problem settings like Stein’s Lemma [7], and the
Chernoff bound [8]. In particular, it is interesting whether
the difference of optimal error probabilities under one-way
and two-way LOCC survives in the asymptotic extension
of the problem. Actually, we have derived new results on
this asymptotic extension and are on the way to prepare a
manuscript [77].
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APPENDIX A
PROOF OF STATEMENTS
A. Proof of Corollary 1
The statement about a product state and a maximally
entangled state is trivial from Theorem 1, 2 and 3. Thus, we
only give a proof about non-maximally entangled states here.
Suppose α < 1/dAdB , that is, ǫ1 < 1. Then, for l ≥ 2,
〈φl|ψl〉 − ǫl =
∑li=1√λi√∑l
i=1 λi
− ǫ1
 /√l
>
∑li=1√λi√∑l
i=1 λi
− 1
 /√l
>0. (111)
Thus, 〈φl|ψl〉 > ǫl for l ≥ 2.
In the remaining part, we will prove the statement for
separable POVM in the case λ1 > λ2 and in the case λ1 = λ2,
separately.
1) In the case λ1 > λ2, we can prove 〈2|φ′2〉 < 0 as
follows:
2
√
2
√
(λ1 + λ2)(1 − c22)〈2|φ′2〉
=(ǫ1 −
√
2− ǫ21)(λ1 − λ2)
<0. (112)
Thus, ǫ2 < 〈φ2|ψ2〉, |ψ2〉 6= |φ2〉, and 〈2|φ′2〉 < 0
guarantee η = 1. Thus, from Theorem 3, we derive
βα,sep = 1−λ1αdAdB and the optimal POVM is given
by T (ǫ1|0〉) = αdAdB|00〉〈00|.
2) In the case λ1 = λ2, there exists a number η0 such that
λ1 = · · · = λη0 > ληo+1. In this case, we can easily
see η = η0. Then, cη0 = 1 guarantees
βα,sep(|Ψ〉) =1−
(
η0∑
i=1
λi
)
· αdAdB
η0
=1− λ1αdAdB . (113)
We can easily check that a POVM T = αdAdB|11〉〈11|
attains this optimum.
Finally, since the above POVM can be implemented by one-
way LOCC, we derive the statement of the corollary. 
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