This paper considers interference limited communication systems where the desired user and interfering users are symbol-synchronized. A novel adaptive beamforming technique is proposed for quadrature phase shift keying (QPSK) receiver based directly on minimizing the bit error rate. It is demonstrated that the proposed minimum bit error rate (MBER) approach utilizes the system resource (antenna array elements) more intelligently, than the standard minimum mean square error (MMSE) approach. Consequently, an MBER beamforming assisted receiver is capable of providing significant performance gains in terms of a reduced bit error rate over an MMSE beamforming one. A block-data based adaptive implementation of the theoretical MBER beamforming solution is developed based on the classical Parzen window estimate of probability density function. Furthermore, a sample-by-sample adaptive implementation is also considered, and a stochastic gradient algorithm, called the least bit error rate, is derived for the beamforming assisted QPSK receiver.  2005 Elsevier Inc. All rights reserved.
Introduction
The ever-increasing demand for mobile communication capacity has motivated the development of adaptive antenna array assisted spatial processing techniques [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] in order to further improve the achievable spectral efficiency. A particular technique that has shown real promise in achieving substantial capacity enhancements is the use of adaptive beamforming with antenna arrays. Through appropriately combining the signals received by the different elements of an antenna array to form a single output, adaptive beamforming is capable of separating signals transmitted on the same carrier frequency, provided that they are separated sufficiently in the spatial domain. Classically, this has been achieved by minimizing the mean square error (MSE) between the desired output and the actual array output, and this principle is rooted in the traditional beamforming employed in sonar and radar systems. Adaptive implementation of the theoretical minimum MSE (MMSE) beamforming solution can readily be realized using temporal reference techniques [2] [3] [4] [13] [14] [15] [16] [17] . Specifically, block-data based beamformer weight adaptation can be achieved using the so-called sample matrix inversion (SMI) algorithm [13, 14] , while sample-by-sample adaptation can be carried out using the least mean square (LMS) algorithm [15] [16] [17] .
For a communication system, it is the achievable bit error rate (BER), not the MSE performance, that really matters. Ideally, the system design should be based directly on minimizing the BER, rather than the MSE. For applications in single-user channel equalization and code division multiple access (CDMA) multiuser detection, it has been shown that the MMSE solution can in certain situations be distinctly inferior in comparison to the minimum BER (MBER) solution, and several adaptive implementations of the theoretical MBER solution have been studied in Refs. [18] [19] [20] [21] [22] . The recent conference paper [23] of the authors proposed an MBER beamforming assisted receiver for binary phase shift keying (BPSK) communication systems, where the desired user and interfering users are symbolsynchronized. This paper derives an adaptive beamforming technique based on directly minimizing the system's BER for such interference limited systems employing quadrature phase shift keying (QPSK) modulation. It is demonstrated that the MBER solution utilizes the array weights more intelligently than the MMSE approach. The MBER beamforming appears to be "smarter" than the MMSE solution, since it directly optimizes the system's BER performance, rather than minimizing the MSE, where the latter strategy often turns out to be deficient. In particular, when facing strong interfering sources, the MMSE beamforming receiver may exhibit a high BER floor as the underlying signal classes become linearly inseparable, while the MBER beamforming receiver can often maintain the linear separability and hence avoids such a BER floor.
An adaptive implementation of the theoretical MBER beamforming technique is studied in this paper. The classic Parzen window or kernel density estimation technique [24] [25] [26] is adopted for approximating the probability density function (pdf) of the beamformer's output, and this naturally leads to a block-data adaptive MBER algorithm, which iteratively minimizes the estimated BER of the beamforming assisted receiver by adjusting the beamformer weights using a simplified conjugate gradient optimization method [22, 27] . It is demonstrated in a simulation study that this block-data adaptive MBER algorithm converges rapidly and the length of the data block required for achieving an accurate approximation of the MBER solution is reasonably small. Sample-by-sample adaptation has also been considered and an adaptive stochastic gradient MBER algorithm, referred to as the least bit error rate (LBER), is derived. This LBER algorithm has a low computational complexity which is comparable to that of the very simple LMS algorithm. Simulation results suggest that the LBER algorithm converges reasonably fast.
Before presenting our novel MBER QPSK beamforming technique, the assumption that the desired user and interfering signals are symbol-synchronized is elaborated on. For such a symbol-synchronized interference-limited QPSK system the non-Gaussian nature of the interfering signals is effectively exploited by the MBER beamforming receiver, resulting in an improved BER performance. For the downlink scenario synchronous transmission of the users is guaranteed. By contrast, in an uplink scenario the differently delayed asynchronous signals of the users are no longer automatically synchronized. However, the quasi-synchronous operation of the system may be achieved with the aid of adaptive timing advance control, as in the global system of mobile communications, known as GSM [28] . The GSM system has a timing-advance control accuracy of 0.25 bit duration. Since synchronous systems perform better than their asynchronous counterparts [29] , the third-generation partnership research consortium known as 3GPP is also considering the employment of timing-advance control in next-generation systems. In general, when the number of users is large, the users are asynchronous and the idealistic assumption of perfect power control is stipulated, the performance gain of the (symbol-rate) MBER solution over the MMSE beamformer may be expected to diminish, since the interference becomes nearly Gaussian at the symbol-rate samples. One way of maintaining the benefits of the MBER solution for asynchronous systems is to perform a joint MBER detection and synchronization by sampling faster than the symbol rate. During each symbol period, several signal samples are taken and the receiver maintains several tentative MBER detectors. The detector having the smallest BER is chosen to perform symbol detection.
System model
It is assumed that the system supports M symbol-synchronized users, that is, there exist M synchronized signal sources, and each user transmits a QPSK modulated signal on the same carrier frequency of ω = 2πf . The baseband complex-valued signal of user i, sampled at the symbol rate, is formulated as
where b i (k) ∈ {±1 ± j } are QPSK symbols, the complex-valued A i is the channel coefficient for user i multiplying by the transmitted signal amplitude of user i, and therefore 2|A i | 2 denotes the received signal power of user i. Without any loss of generality, source 1 is assumed to be the desired user and the rest of the sources are the interfering users. The linear antenna array considered consists of L uniformly spaced elements, and the signals received by the L-element antenna array are given by
where t l (θ i ) is the relative time delay at array element l for source i, θ i is the direction of arrival for source i, and n l (k) is the complex-valued white Gaussian noise having a zero mean and a variance of E[|n l (k)| 2 ] = 2σ 2 n . The desired user's signal to noise ratio is defined as SNR = |A 1 | 2 /σ 2 n , the interference to noise ratio of interfering user i is given by
n , the desired signal to interference ratio with respect to interfering user i is defined as SIR i = |A 1 | 2 /|A i | 2 , for i = 2, . . . , M, and the desired signal to interference plus noise ratio is given by SINR
. In a vector form, the array input
where
representing the L × L identity matrix, the system matrix P is given by
the steering vector for source i is formulated as
and the transmitted QPSK symbol vector is
A standard linear beamformer is employed at the receiver, and the beamformer's output is given by 
The beamformer's output can alternatively be expressed as
where the first term is the desired signal and the second term the residual interference. Define the decision variable as d(k) = y(k)/c 1 . Then the decision regarding the transmitted symbol b 1 (k) is made according tô
are the real and imaginary parts of d(k), respectively, and sgn(·) the sign function. Noting c 1 = w H p 1 and p 1 = A 1 s 1 , we can see that the steering vector s 1 and the channel A 1 of the desired user are required at the receiver in order to make the unbiased decision (9) . This fact is often overlooked. Provided that c 1 is real and positive, the optimal unbiased decision (9) is equivalent tô
The following rotating operation
can be used to make sure that c 1 is real and positive. This rotation is a linear transformation and does not alter the BER of the underlying system. Classically, the beamformer's weight vector is determined by minimizing the MSE term
, which leads to the following MMSE solution:
Although the system matrix P is generally unknown, the MMSE solution can be readily realized using the block-data SMI algorithm or the least squares (LS) algorithm [13, 14] if training is available. The MMSE solution can also be implemented via training by using the stochastic gradient algorithm known as the LMS algorithm [15] [16] [17] .
Minimum bit error rate beamforming
Denote 1 . The noise-free part of the array input signal, namelyx(k), only takes values from the finite signal set defined as
This set can be partitioned into four subsets, depending on the specific value of b 1 (k), as follows:
Similarly, the noise-free part of the beamformer's output, namelyȳ(k), takes values from the scalar set
and Y can be divided into the four subsets conditioned on the value of b 1 (k):
For the linear beamformer (6) to perform adequately, an implicit assumption is that X ±,± are linearly separable, that is, there exists a weight vector w such that the four scalar sets Y ±,± are completely separable by linear decision boundaries. Otherwise nonlinear beamforming is required, a situation that is similar to nonlinear single-user equalization and nonlinear CDMA multiuser detection [30] [31] [32] [33] [34] [35] . In this study, we restrict to the linear beamformer (6), because it has a low computational complexity and can readily be implemented in downlink receivers. It is worth pointing out that, under severe interference situations which cause the MMSE beamforming to lose linear separability, the MBER beamforming to be derived here can often maintain linear separability. This is because the objective of the MMSE solution is to minimize the MSE which does not necessarily require the separation of Y ±,± , while the MBER solution will try to separate Y ±,± as far apart as possible. In this sense, the MBER beamforming is more intelligent than the MMSE one. This will also be demonstrated later in the simulation study.
, it is easily seen that the conditional pdf of y(k) given
where N sb = N b /4 is the number of the points in Y +,+ . With the notations y = y R + jy I andȳ (q) =ȳ
I , the two marginal conditional pdfs are given by
and
respectively. Define
Obviously, the BER of the beamformer associated with the weight vector w is given by
Noting the decision rule (10) (assuming that c 1 is positive) and the two marginal conditional pdfs (18) and (19) , it can easily be shown that
Note that the BER is invariant to a positive scaling of w. Similarly, the BER can be calculated alternatively based on any of the other three subsets Y +,− , Y −,+ , and Y −,− . The MBER beamforming solution is then defined as
Unlike the MMSE solution (12) , there exists no closed-form MBER solution, and a numerical optimization must be used in order to obtain an MBER solution. The gradient of P E (w) with respect to w is
and it can be shown that
Given the gradient (29)- (31), the optimization problem (28) can be solved for iteratively using a gradient-based optimization algorithm. Since the BER is invariant to a positive scaling of w, it is computationally advantageous to normalize w to a unit-length after every iteration, so that the gradient (30) and (31) can be simplified to
The rotating operation (11) should also be applied after each iteration to ensure a real and positive c 1 . The following simplified conjugate gradient algorithm [22, 27] provides an efficient means of finding a MBER solution.
Initialization. Choose a step size of µ > 0 and a termination scalar of β > 0; given w(1) and d(1) = −∇P E (w (1)); set the iteration index to ι = 1.
At a minimum we have ∇P E (w) = 0. Hence the termination scalar β determines the accuracy of the solution obtained. The step size µ controls the rate of convergence. Typically, a much larger value of µ can be used compared to the steepest-descent gradient algorithm. As the BER surface P E (w) is highly nonlinear, occasionally the search direction d may no longer be a good approximation to the conjugate gradient direction or may even point to the "uphill" direction, when the iteration index becomes large. It is thus advisable to periodically reset d to the negative gradient in the above conjugate gradient algorithm. With this resetting mechanism, this simplified conjugate gradient algorithm has been shown to converge fast to the theoretical MBER solution, typically in tens of iterations, in many simulation studies. Although in theory there is no guarantee that the above conjugate gradient algorithm can always find a global minimum point of the BER surface P E (w), in practice we have found that the algorithm works well and we have never observed any occurrence of the algorithm being trapped at some local minimum solution. This is likely to be a consequence of the specific shape of the BER surface. Note that the BER is invariant to a positive scaling of w, i.e. the size of w does not matter (except zero size). Thus, the BER surface has an infinitely long valley, and any point at the bottom of this valley is a true global MBER solution. For an illustration, see the simple example given in Ref. [22] . Once a weight vector w is near the edge of this infinitely long valley, convergence to the bottom is extremely fast, since the slope or gradient is large. Note that once we restrict to the unit-length w, the MBER solution becomes unique. As alternatives to the simplified conjugate gradient algorithm, global optimization algorithms, such as the genetic algorithm [36, 37] and adaptive simulated annealing [38, 39] , can be used to obtain a global minimum solution of P E (w), at an expense of considerably increased computational requirements.
Adaptive minimum bit error rate beamforming
Noting y(k) =ȳ(k) + e(k) withȳ(k) taking values from Y, the pdf of y(k) can be shown to be explicitly given by
and the BER can alternatively be calculated with the two "marginal" BERs given by
where the computation is overȳ (q) ∈ Y. In reality, the pdf of y(k) is unknown. Hence, we will adopt the temporal reference technique for supporting the adaptive implementation of the MBER beamforming.
A block-data based gradient adaptive MBER algorithm
The key to adaptive implementation of the MBER solution is an effective estimate of the pdf (34). Parzen window or kernel density estimate [24] [25] [26] is a well known method for estimating a probability distribution. Parzen window method estimates a pdf using a window or block of y(k) by placing a symmetric unimodal kernel function on each y(k). Kernel density estimation is capable of producing reliable pdf estimates with short data records and in particular is extremely natural when dealing with Gaussian mixtures, such as the one given in (34) . In our particular application, it is obvious and natural to choose a Gaussian kernel function with a kernel width ρ n √ w H w that is similarly in form to the noise standard deviation σ n √ w H w. Given a block of K training samples {x(k), b 1 (k)}, a kernel density estimate of the pdf (34) is readily given bŷ
where the radius or scaling parameter ρ n is related to the standard deviation σ n of the system noise. Accuracy analysis of Parzen window density estimate is well documented in the literature. The pdf estimate (37) is known to possess a mean integrated square error convergence rate at order of K −1 [24] . Some examples of accurate pdf estimates using (37) with short data records can be seen in Refs. [21, 22] . In Ref. [25] , a lower bound of ρ n = (4/3K) 1/5 σ n is suggested. In practice, ρ n can often be chosen from a large range of values.
From this estimated pdf (37) , the estimated BER is given bŷ
The gradient ofP E (w) can readily be calculated with
Upon substituting ∇P E (w) by ∇P E (w) in the conjugate gradient updating mechanism, a block-data based adaptive algorithm is obtained. The step size µ and the radius parameter ρ n are two algorithmic parameters. Again µ and ρ n control the rate of convergence, and the radius parameter ρ n also helps to determine the accuracy of the pdf and hence BER estimate.
A stochastic gradient based adaptive MBER algorithm
In the Parzen window estimate (37), the kernel width or scaling parameter ρ n √ w H w depends on the beamformer weight vector w. In a general density estimate, there is no reason why the scaling parameter should be chosen in such a way except that we notice the dependency of the scaling parameter to w in the true density (34) . However, the BER is invariant to w H w. To fully take advantage of this fact, we propose to used a constant width ρ n in density estimate. One advantage of using a constant width ρ n , rather than a variable one ρ n √ w H w, in the density estimate is that the gradient of the resulting estimated BER has a much simpler form, which leads to considerable reduction in computational complexity. This is particular relevant in the derivation of stochastic gradient updating mechanisms. Adopting this approach, an alternative Parzen window estimate of the true pdf (34) is given bỹ
and an approximation of the BER is
This approximation is valid, provided that the width ρ n is chosen appropriately. In order to derive a sample-by-sample adaptive algorithm, consider a single-sample estimate of p(y), namely:
Conceptually, from this one-sample pdf "estimate", we have a one-sample or instantaneous BER "estimate"P E (w, k). Using the instantaneous stochastic gradient of
gives rise to a stochastic gradient adaptive algorithm, which we referred to as the LBER algorithm:
where the adaptive gain µ and the kernel width ρ n are the two algorithmic parameters that have to be set appropriately. Specifically, they are chosen to ensure adequate performance in terms of convergence rate and steady-state BER misadjustment. Note that there is no need to normalize the weight vector to a unit-length after each update. This LBER algorithm has a similar computational complexity to the low-complexity LMS algorithm, which has a weight updating equation given by
Note that the rotation operation (50) and (51) are also required for the LMS beamforming in order to apply the decision rule (10).
Simulation study

Time-invariant system
The example consisted of four signal sources and a three-element linear antenna array. The array element spacing was λ/2 with λ being the wavelength. Figure 1 shows the locations of the desired source and three interfering sources graphically. The simulated channel conditions were A i = α i + j 0 for 1 i 4, with α i > 0 so chosen to provide the required received signal powers. Figure 2 compares the BER performance of the MBER beamforming assisted receiver with that of the MMSE beamforming assisted receiver under four different conditions: (a) the desired user and all the three interfering sources had equal power, (b) the desired user and the interfering users 2 and 3 had equal power but the interfering source 4 had 6 dB more power than the desired user, (c) all the three interfering sources had 2 dB more power than the desired user, and (d) the interfering sources 2 and 4 had 2 dB more power, while the interferer 3 had 6 dB more power, than the desired user. The MMSE solution was calculated using (12) while the MBER solution was determined numerically using the simplified conjugate gradient algorithm presented in Section 3. For this example, the superior performance of the MBER beamforming technique over the MMSE scheme is evident. It can be seen from Figs. 2a-2c that, as the interference signals get stronger, the MMSE beamformer's performance deteriorates quickly and exhibits an irreducible BER floor. In contrast, the MBER solution shows some degree of robustness to the near-far effect. The first attempt to explain this phenomenon was made by examining the beam pattern used in traditional beamforming. The discrete Fourier transform of the beamformer weights, also referred to as the beam pattern, is given by
which describes the response of the beamformer to the source arriving at angle θ . In traditional beamforming, the magnitude of F (θ) is used for characterizing the performance of a beamformer. Using the amplitude response alone, however, can be misleading, since both the magnitude and phase of F (θ) should be used together for characterizing the beamformer. Figure 3 shows the beam patterns for the MMSE and MBER beamform- ers, respectively, given SNR = 15 dB, SIR i = 0 dB for i = 2, 3, 4, which illustrates a condition represented in Fig. 2a . Figure 4 depicts the corresponding beam patterns given SNR = 20 dB, and SIR i = −2 dB for i = 2, 3, 4, which represents a case of the conditions shown in Fig. 2c . The two beam patterns shown in Fig. 3 do not have big differences and thus it is difficult to explain from the beam pattern why the MBER solution has a much better BER performance than the MMSE scheme, as can be seen from Fig. 2a . Moreover, the beam patterns of Figs. 3 and 4 are similar, which could not explain why the MMSE scheme should have a high BER floor, as shown in Fig. 2c . The pdf of the beamformer's output fully characterizes the true performance of the beamformer. Figures 5 and 6 depict the full conditional pdf p(y| + 1 + j), the two marginal conditional pdfs p(y R | + 1 + j) and p(y I | + 1 + j) together with the subset Y +,+ for the MMSE and MBER beamformers under the same conditions as given in Figs. 3 and 4 , respectively. In these two figures, the beamformer's weight vector has been normalized to a unit length. It can be seen from Fig. 5 that the minimum distance from Y +,+ to the decision boundaries for the MMSE case (approximately 0.3) is smaller than that for the MBER case (approximately 0.6), reflecting the fact that the MBER beamformer has a better BER performance than the MMSE one as shown in Fig. 2a . When the interference power increases to give rise to SIR i = −2 dB for i = 2, 3, 4, the MMSE beamformer has lost linear separability, as can be clearly seen in Fig. 6a , where the two circles mark the points of Y +,+ that have just crossed over to the wrong sides of the decision boundaries. This explains the irreducible high BER exhibited in Fig. 2c for the MMSE beamformer. In contrast, a desired linear separability is maintained for the MBER beamformer even under such an adverse condition. At the extremely adverse condition given in Fig. 2d , the underlying system becomes linearly inseparable, and any linear beamformer will exhibit a high BER floor. In such a situation, nonlinear beamforming may be employed to achieve an adequate performance at a cost of increased complexity [40] .
Let us now study the performance of the block-data based gradient adaptive MBER algorithm employing the conjugate gradient updating mechanism presented in Section 4.1. The effect of the block size K on the performance of this block-data based adaptive MBER algorithm is investigated in Fig. 7 , given the condition that the desired user and the interfering sources 2 and 3 had an equal power, while the interfering source 4 had a 6 dB higher power than the desired user. Note that for this example, the signal set X contains 256 states, calculated using the formula N b = 4 M with M = 4. It is seen that with a short block length of K = 100, the BER performance of the block-data based adaptive MBER solution can closely approximate the performance of the theoretical MBER solution. Given SNR = 17 dB, SIR 2 = SIR 3 = 0 dB and SIR 4 = −6 dB and with two different initial weight conditions, Fig. 8 illustrates the convergence rates of the block-data based gradient adaptive MBER algorithm. From Fig. 8 , it can be seen that this block-data based adaptive algorithm converges rapidly. The step size µ and radius parameter ρ n used were chosen empirically to ensure a fast convergence speed. The influence of the scaling parameter ρ 2 n on the performance of the block-data based adaptive MBER algorithm was investigated in Fig. 9 under the same condition given in Fig. 8b . It can be seen that the performance of the algorithm is not overly sensitive to a large range of ρ 2 n values. The performance of the stochastic gradient based adaptive MBER algorithm portrayed in Section 4.2 is investigated next. Figures 10a and 10b depict the learning curves of the LBER algorithm given two different initial weight conditions, respectively. Two kinds of learning curves are shown, obtained respectively by the LBER algorithm with training and with decision-directed (DD) adaptation in which b 1 (k) is substituted by its estimateb 1 (k). It can be seen that this stochastic gradient adaptive MBER algorithm converges reasonably fast. In Fig. 9a , the initial BER was lower than 10 −2 , which was sufficient low for the DD adaptation. For the condition specified in Fig. 9b , however, 140 samples of training were used first to lower the BER before it switched to the DD adaptation. The adaptive gain µ and kernel width ρ n were determined empirically to ensure a good performance in terms of convergence rate and steady-state BER misadjustment. As expected, initial weight condition affects convergence speed since the BER is a complicated nonlinear function of the weight vector. As a comparison, the learning curves of the LMS algorithm were also shown in Fig. 10 . As expected, the BER of the LMS beamforming assisted receiver cannot be lower than that of the MMSE solution.
Slow-fading system
The locations of the four users were identical to those shown in Fig. 1 but the antenna array consisted of four λ/2-spacing elements. The magnitudes of the 4 channels A i , 1 i 4, were independent Rayleigh processes and the associated root mean powers of A i were √ 0.5 + j √ 0.5, for 1 i 4. Continuously fluctuating fading was used at a normalized Doppler frequency of 10 −6 , providing a different fading magnitude and phase for each transmitted symbol. The transmission frame structure consisted of 40 training symbols followed by 400 data symbols. The performance of the LBER and LMS beamforming assisted receivers are compared in Fig. 11 , where the superior performance of the LBER algorithm over the LMS one is evident. Note that this was not an over loaded system, since the number of the users was four and the number of the receiver antennas was also four.
Conclusions
An adaptive MBER beamforming technique has been developed for QPSK wireless systems, where the users transmissions are synchronized. It has been shown that the MBER beamforming assisted receiver exploits the system's resources more intelligently than the standard MMSE beamforming assisted one and, consequently, can achieve a better performance in terms of a lower BER. Therefore, by employing the MBER beamforming assisted receiver, the achievable system capacity is enhanced. Simulation results also suggest that the MBER solution is more robust to the near-far effect, compared with the MMSE scheme. Adaptive implementation of the MBER beamformer has also been addressed. A block-data based conjugate gradient adaptive MBER algorithm has been shown to converge rapidly, while requiring a reasonably small block size for accurately approximating the theoretical MBER solution. A stochastic gradient adaptive MBER algorithm, called the LBER, have also been derived, which has been shown to have a reasonably fast convergence speed in simulation. Furthermore, this LBER algorithm has a low computational complexity that is comparable to the simple LMS algorithm. In this study, we assume narrow-band channels and deal with narrow-band beamforming (space processing only) assisted receiver. Further work is required to investigate the general case of wideband channels and to study broadband beamforming (space-time processing) assisted receiver. Finally, we would also like to point out that the MBER beamforming solution derived for synchronous systems can be extended to asynchronous systems by considering a detection window of three symbols, where the two symbols of the asynchronous interferer overlap with the desired symbol of the reference user. Naturally, this increases the detection complexity. Note that this technique of using a window of three symbols, namely the previous, current and next symbol is a method widely adopted in asynchronous CDMA multiuser detection [41] .
