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 .Let A and A be n = n positive semi- definite Hermitian matrices withj
 . w xnonzero eigenvalues contained in the interval m, M , where 0 - m - M.
 .Let V and V be n = r matrices, B s block diag A , . . . , A , U* sj 1 k
 U U .  .V , . . . , V . Let R A denote the column space of A.1 k
A well-known matrix version of the Kantorovich inequality asserts that
 w x.see, e.g., 10, 6
2m q M . 22V *A V F V *AV , .
4mM
for A ) 0 and V *V s I.
It is not difficult to see that, as V *V s I, then VV * s VVqF I, where q
indicates the Moore]Penrose inverse. Pre- and post-multiplying by V *A
2  .2and AV, respectively, we have V *A V y V *AV G 0, for A ) 0. We
then present the following result which is a so-called Kantorovich-type
inequality.
12 2 2 .  .PROPOSITION 1. V *A V y V *AV F M y m I, for A ) 0 and4
V *V s I.
2  .   . w xProof. As A F m q M A y mMI which is equivalent to 13 in 5 ;
w x. 2  .see also 6 , we have V *A V F m q M V *AV y mMI, and further,
2 22V *A V y V *AV F m q M V *AV y mMI y V *AV .  .  .
221 1s M y m I y V *AV y m q M I .  .4 2
21F M y m I , for V *V s I. .4
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 .We now consider two interesting cases. If V s I, 0 9, we have
212C y A F M y m I , 1 .  .11 11 4
where A ) 0, C s A2, C , and A are the upper-left submatrices of C11 11
and A respectively. Next, instead of V, we use J, the selection matrix of
2  .order n = n with property A ( A s J9 A m A J, where ( and m1 2 1 2
indicate the Hadamard and Kronecker products respectively for more
w xrelated properties and applications, see, e.g., 4, 7]9 ; for an extensive
w x.survey, see 3 . We then have an application to the Hadamard product:
2 212 2A ( A y A ( A F l y l I , 2 .  .  .1 2 1 2 1 n4
where A ) 0, A ) 0, l , and l are the largest and smallest eigenvalues1 2 1 n
of A m A respectively.1 2
k U  w x.For Ky Fan’s condition  V V s I, j s 1, . . . , k due to 2, 6 , viz.js1 j j
U*U s I, by using Proposition 1, we then have Proposition 2 which is both
a generalization and a specialization of Proposition 1.
U U 1k 2 k 2 2 .  .PROPOSITION 2.  V A V y  V A V F M y m I, forjs1 j j j js1 j j j 4
Uk ’ . .A ) 0 and  V V s I, j s 1, . . . , k. Particularly, if V s 1r k I, 0 9,j js1 j j j
we ha¨e
2k k1 1 21C y A F M y m I , 3 .  . j?11 j?11 42  /k kjs1 js1
where A ) 0, C s A2, C , and A are the upper-left submatrices of Cj j j j?11 j?11 j
 .and A j s 1, . . . , k , respecti¨ ely.j
Furthermore, in the same way we got Proposition 1, we obtain three more
general versions. One can see they are equivalent by noting V * s V *VVq
and Vqs VqVq*V *.
PROPOSITION 3.
2 21q 2 q q q qVV A VV y VV AVV F M y m VV , 4 .  .  .4
212 qV *A V y V *AVV AV F M y m V *V , 5 .  .4
21q 2 q q q q q qV A V * y V AVV AV * F M y m V V *, 6 .  .4
 .for A G 0 and V g R A .
 .  . w xAlso, we have Proposition 4 which extends results 4 and 7 in 6 .
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PROPOSITION 4.
2qq q y q q’ ’V AV * y V *A V F M y m V V *, 7 .  . .
2M y m .1r2q 2 q q q qw xVV A VV y VV AVV F VV 8 .
4 m q M .
 .where A G 0, V g R A , and y indicates a generalized matrix in¨erse.
 .  .Proof. Similar to getting 4 , we can get 7 . Using a different method
 . qwe prove 8 here. Write A s TDT*, VV s SS*, and S s TH, where
 .A G 0, V g R A , p = p diagonal D ) 0, T*T s I , S*S s I , p sp q
 .  .  .rank A , q s rank V , q F min r, p , T , S, and H are n = p, n = q, and
p = q matrices respectively. Then H s T*S and H*H s H*T*TH s
S*S s I . Therefore,q
1r2 1r2q 2 q 2w x w xVV A VV s SS*TD T*SS*
1r2 1r22 2w x w xs S S*TD T*S S* s S H*D H S*
q q  . w xand VV AVV s SH*DHS*. By using 7 in 6 , viz.
2M y m .1r22w xH*D H y H*DH F I ,q4 m q M .
 .we get 8 .
We now present Proposition 5.
PROPOSITION 5.
m q M1r22V *A V F V *AV , . ’2 mM
for A ) 0, V *V s I.
Proof. By
1 mM
2A G A q I ,
m q M m q M
and completing the square we have
’1 mM 2 mM 1r22 2V *AV G V *A V q I G V *A V . .
m q M m q M m q M
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For an application to the Hadamard product, we have
l q l1r2 1 n2 2A ( A F A ( A , 9 . .1 2 1 22 l l’ 1 n
where A ) 0, A ) 0, l , and l are the largest and smallest eigenvalues1 2 1 n
of A m A respectively. Based on Proposition 5, using the method in the1 2
 .proof of 8 we have two generalized versions for Proposition 5:
m q M1r2q 2 q q qVV A VV F VV AVV , 10 .  .’2 mM
1r2q1r2 q1r22V *V V *A V V *V .  .
m q M q1r2 q1r2F V *V V *AV V *V , 11 .  .  .’2 mM
 .for A G 0 and V g R A .
Remark. If Ky Fan’s k V U V s I is not satisfied, but providedjs1 j j
 .A G 0 and V g R A , j s 1, . . . , k, we can apply results like Proposi-j j j
 .tions 3 and 4 in this article by using B s block diag A , . . . , A and1 k
 U U .U* s V , . . . , V . In fact, we also can consider applying this block-1 k
matrix method to related results including matrix versions of the Cauchy
w xinequality in 1, 5 .
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