Abstract. We give the sufficient and necessary condition of Browder's convergence theorem for one-parameter nonexpansive semigroups which was proved in [T. Suzuki, Browder's type convergence theorems for one-parameter semigroups of nonexpansive mappings in Banach spaces, Israel J. Math., 157 (2007), 239-257]. We also discuss the perfect kernels of topological spaces.
Introduction
Let C be a closed convex subset of a Banach space E. A family of mappings {T (t) : t ≥ 0} is called a one-parameter strongly continuous semigroup of nonexpansive mappings (one-parameter nonexpansive semigroup, for short) on C if the following are satisfied:
(
i) For each t ≥ 0, T (t) is a nonexpansive mapping on C, that is, T (t)x − T (t)y ≤ x − y holds for all x, y ∈ C. (ii) T (s + t) = T (s) • T (t) for all s, t ≥ 0. (iii) For each x ∈ C, the mapping t → T (t)x from [0, ∞) into C is strongly continu-
ous. There are six papers concerning the existence of common fixed points of {T (t) : t ≥ 0}; see [1, 2, 4, 5, 9, 11] . Recently, Suzuki [11] proved that t≥0 F T (t) is nonempty provided every nonexpansive mapping on C has a fixed point, where F T (t) is the set of all fixed points of T (t). He also proved a semigroup version of Browder's [3] convergence theorem in [10, 12] .
Theorem 1 ([12]
). Let τ be a nonnegative real number. Let {α n } and {t n } be real sequences satisfying (i) 0 < α n < 1 and 0 < t n for n ∈ N; (ii) lim n t n = τ ; (iii) t n = τ for n ∈ N and lim n α n /(t n − τ ) = 0.
Let C be a weakly compact convex subset of a Banach space E. Assume that either of the following holds:
• E is uniformly convex with uniformly Gâteaux differentiable norm.
• E is uniformly smooth.
• E is a smooth Banach space with the Opial property and the duality mapping J of E is weakly sequentially continuous at zero.
Let {T (t) : t ≥ 0} be a one-parameter nonexpansive semigroup on C. Fix u ∈ C and define a sequence {u n } in C by
for n ∈ N. Then {u n } converges strongly to P u, where P is the unique sunny nonexpansive retraction from C onto t≥0 F T (t) .
See [6, 7, 15] for the notions such as 'Opial property', etc. In this paper, we give the sufficient and necessary condition on {α n } and {t n }.
Sufficiency
Throughout this paper we denote by N the set of all positive integers and by R the set of all real numbers.
In this section, we generalize Theorem 1.
Theorem 2. Let {α n } and {t n } be real sequences satisfying
, where 1/0 = ∞. Let E, C, {T (t) : t ≥ 0}, P , u and {u n } be as in Theorem 1. Then {u n } converges strongly to P u.
Proof. Let {f (n)} be an arbitrary subsequence of {n}. Since {t n } is bounded, so is {t f (n) }. Hence there exists a cluster point τ ∈ [0, ∞) of {t f (n) }. From (iii), there exists ν ∈ N such that t f (n) = τ and t f (n) = 0 for n ∈ N with n ≥ ν. We choose a subsequence {g(n)} of {n} such that g(1) ≥ ν and {t f •g(n) } converges to τ . From (iii) again, we have
By Theorem 1, {u f •g(n) } converges strongly to P u. Since {f (n)} is arbitrary, we obtain that {u n } converges strongly to P u.
As a direct consequence of Theorem 2, we obtain the following. 
. Fix u ∈ C and define a sequence {u n } in C by (1) . Then {u n } converges strongly to P u.
We note that we need Condition (i) in order to define {u n }. In the remainder of this paper, we discuss Conditions (ii) and (iii).
Necessity
In this section, we shall show that Conditions (ii) and (iii) of Theorem 2 are best possible, in a sense that we cannot relax these conditions on {α n } and {t n } any more.
For real numbers s and t with t > 0, we define 'mod' by 
Proof. We shall define two real sequences {ε n } and {τ n } and a subsequence {f (n)} of {n} satisfying the following.
We put
We assume that ε n , τ n and f (n) are defined for some n ∈ N. We choose f (n + 1) satisfying f (n + 1) > f (n) and s n+1 ≥ 2 τ n (τ n − ε n )/ε n . Then we have
Hence there exist real numbers p and q such that
Then it is obvious that τ n+1 ≤ q. Since
We have
Therefore we have defined {ε n }, {τ n } and {f (n)} which satisfy (i)-(iii). Cantor's intersection theorem yields that there exists
This completes the proof.
Lemma 2. Let {α n } and {t n } be real sequences with Condition (i) of Theorem 2. Assume
for some τ ∈ (0, ∞). Then there exists a subsequence {f (n)} of {n} such that either
for sufficiently large n ∈ N. Thus (3) holds. If there exists a subsequence {f (n)} of {n} Proof. We consider the following four cases:
• lim sup n t n = ∞ • lim sup n t n < ∞ and lim sup n α n > 0 • lim sup n t n < ∞, lim n α n = 0 and lim sup n α n /|t n − τ | > 0 for some τ ∈ (0, ∞)
• lim sup n t n < ∞, lim n α n = 0 and lim sup n α n /t n > 0.
In the first case, using Lemma 1, there exist a positive real number τ and a subsequence {f (n)} of {n} such that lim
It is obvious that lim n (t f (n) mod τ ) = 0. Thus (3) holds. Next, we note that it is sufficient to show the existence of a subsequence {g(n)} of {n} such that we can apply either Lemma 2 or Lemma 3. In the second case, we can choose a subsequence {g(n)} of {n} such that lim n α g(n) > 0 and {t g(n) } converges to some nonnegative real number τ . Then {α g(n) } and {t g(n) } satisfy (2). So we can apply either Lemma 2 or Lemma 3. In the third case, we can choose a subsequence {g(n)} of {n} such that lim n α g(n) /|t g(n) −τ | > 0. Then lim n |t g(n) − τ | = 0 holds. Hence we can apply Lemmas 2. Similarly, in the fourth case, we can apply Lemma 3.
Example 1. Let {α n } and {t n } be real sequences with Condition (i) of Theorem 2. Let γ be a positive real number. Let E be the two dimensional real Hilbert space and put C = {x ∈ E : x ≤ 1}. For t ≥ 0, define a 2 × 2 matrix T (t) by
T (t) = cos(γ t) − sin(γ t) sin(γ t) cos(γ t) .
We can consider that {T (t) : t ≥ 0} is a linear nonexpansive semigroup on C. Let P be the metric projection from C onto t≥0 F T (t) , that is, P x = 0 for all x ∈ C. Put u = (1, 0) and define a sequence {u n } by (1) . Assume that the conjunction of Condition (ii) and Condition (iii) of Theorem 2 does not hold. Then there exists γ such that {u n } does not converge strongly to P u.
Proof. By Lemma 4, there exist a positive real number τ and a subsequence {f (n)} of {n} such that either (3) or (4) holds. We note that both (3) and (4) do not hold simultaneously. We put γ = 4 π/τ. We also put (4) holds.
In the case where (3) holds, since
In the case where (4) holds, since
Similarly, lim n sin(γ t f (n) /2)/α f (n) = γ η/2 holds in both cases. For n ∈ N, we put a 2 × 2 matrix P n by
where a n = α n + 2 (1 − α n ) sin
It is easy to verify that u n = P n u for n ∈ N (cf. [14] ). We obtain
where θ := arctan(γ η) ∈ (−π/2, π/2). Therefore
From Corollary 1 and Example 1, we obtain the following.
Theorem 3. Let E be a Hilbert space whose dimension is more than 1. Let {α n } and {t n } be real sequences satisfying Condition (i) of Theorem 2. Then the following are equivalent:
• Conditions (ii) and (iii) of Theorem 2 hold.
• If {T (t) : t ≥ 0} is a one-parameter nonexpansive semigroup on a bounded closed convex subset C of E, u ∈ C, {u n } is a sequence defined by (1) and P is the metric projection from C onto t≥0 F T (t) , then {u n } converges strongly to P u.
Additional Results
In [13] , we have improved Theorem 1 as follows. In this section, we first compare Theorem 2 with Theorem 4.
Theorem 4 ([13]
). Let {α n } and {t n } be real sequences satisfying Conditions (i) and (ii) of Theorem 2 and (iii) s n := lim inf m |t m − t n | > 0 for n ∈ N and lim n α n /s n = 0. Then the same conclusion of Theorem 2 holds.
(iii) of Theorem 4 is stronger than Condition (iii) of Theorem 2 because Condition (iii) of Theorem 2 is a sufficient and necessary condition. It is a natural question of whether (iii) of Theorem 4 is strictly stronger.
Example 2. Define functions f and g from N into N ∪ {0} and real sequences {α n } and {t n } by
if n = g(n) g(n) + 1 /2, and t n = 2
Then {α n } and {t n } satisfy Conditions (i)-(iii) of Theorem 2, however, do not satisfy (iii) of Theorem 4.
Remark . The sequence {t n } is Fix τ ∈ [0, ∞) . We consider the following three cases:
for some ν ∈ N • otherwise In the first case, we have
2 −n = 0. In the second case, considering the two cases of g(n) ≤ ν and g(n) > ν, we have
In the third case, we have Fix τ ∈ R and ε > 0. Then there exists ν ∈ N such that 2/ν < ε. It is obvious that n ≥ ν implies 2 α n /ε < δ(n). We shall show
• m > n ≥ ν, α n /|t n − τ | > ε, α m /|t m − τ | > ε and t m = t n imply κ(m) < κ(n). Arguing by contradiction, we assume κ(m) ≥ κ(n). Then since t m ∈ A κ(n) \ {t n }, we have |t n − t m | ≥ δ(n) > 2 α n /ε. Since α m < α n , we have 2 α n /ε < |t n − t m | ≤ |t n − τ | + |t m − τ | < α n /ε + α m /ε < 2 α n /ε, which is a contradiction. Therefore we have shown κ(m) < κ(n). Since there does not exist a strictly decreasing infinite sequence of ordinal numbers, we have {n ∈ N : α n /|t n − τ | > ε} < ∞.
Since ε > 0 is arbitrary, we obtain lim n α n /|t n − τ | = 0. 
