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Magister en Ingenieŕıa de Sistemas y Computación
Director:
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Grupo de Investigación:
Bioingenium
Universidad Nacional de Colombia





A mi hijo Sebastian

Agradecimientos
Un agradecimiento especial a mi director de tesis el profesor Eduardo Romero, quien me ha
formado como investigador desde el comienzo. Gracias al grupo de Investigación Bioingeni-
um, el cual ha sido la plataforma ideal para aprender, construir, aplicar todos mis conocimien-
tos y en donde he estado rodeado de personas muy capaces que han facilitado mi desarrollo.




Este trabajo hace un estudio de la representación de imágenes médicas, la cual es la base
fundamental para el desempeño de tareas como compresión, extracción de información, clasi-
ficación y reducción de ruido en imágenes diagnósticas. En particular, este estudio encuentra
una representación que aprovecha la información geométrica de las imágenes de Resonancia
Magnética Card́ıaca 4D (CMR4D), aplicando una técnica de selección de coeficientes dada
su dependencia estad́ıstica en el espacio Curvelet. Este método de representación propuesto,
mejora en más de 0.4 dB el estándar adoptado por la comunidad médica (JPEG2000) apli-
cado a los datos CMR4D, y en un mayor desempeño aplicado a otros conjuntos de datos. La
representación propuesta obtiene altas tasas de compresión sin pérdida, aśı como un acceso
flexible y granular a los datos que hacen posible una visualización interactiva y fluida. Co-
mo resultados de este trabajo, se tiene un registro de software, dos art́ıculos de conferencia
internacional, un póster y una ĺınea de trabajo en representación direccional de imágenes en
el grupo de investigación.
Palabras clave: Procesamiento de imágenes, Representación de imágenes, Transforma-
da Curvelet, Dependencia estad́ıstica de coeficientes, Aproximación no lineal, Imágenes
de resonancia magnética card́ıaca CMR4D.
Abstract
This work presents a study of the representation of medical images, which is essential for the
performance of tasks such as compression, information extraction, classification and noise
reduction in diagnostic imaging. In particular, this study finds a representation that uses
the geometric information of 4D Cardiac Magnetic Resonance (CMR4D) images, applying a
selection coefficient technique given its statistical dependence in a Curvelet space. This pro-
posed method of representation, improve 0.4 dB versus the standard adopted by the medical
community (JPEG2000) applied to the CMR4D data, and higher performance applied to
other data sets. The proposed representation gets high lossless compression rates, as well
as granular and flexible access to data that enable interactive visualization and fluid. As
a result of this work has a software registration, of two international conference papers, a
poster and research line in directional images representation in the research group.
Keywords: Image proccessing, Image representation, Curvelet transform, Statistical
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1 Introducción
El diagnóstico con el apoyo de las imágenes médicas toma una mayor importancia a medida
que pasa el tiempo. Los avances en el procesamiento y análisis de imágenes son utilizados
masivamente para realizar diagnósticos más precisos, más ágiles y para guardar soporte y
documentación completos de los casos de estudio. Hoy en d́ıa, es indispensable en las enti-
dades médicas contar con un sistema que permita administrar y mantener disponible toda
la información de las imágenes que producen (conocidos como sistemas PACS). Los sistemas
PACS constituyen un área de estudio en auge y pleno desarrollo, en donde se aplican todas
las tecnoloǵıas y avances en cada una de las áreas de investigación en imágenes, como son:
representación, compresión, almacenamiento, recuperación, análisis, segmentación, clasifi-
cación, distribución, transmisión, reducción de ruido, seguridad, entre otras. Actualmente,
cada uno de estos tópicos representa un desaf́ıo y se encuentran en constante evolución.
En particular, la representación de imágenes es un desaf́ıo esencial, que sirve de plataforma
para resolver los otros problemas mencionados y esta muy lejos de alcanzar un desempeño
parecido al del sistema visual humano. Mientras, el sistema visual es capaz de tomar sólo
20 bits por segundo [17] se necesita unos pocos segundos para capturar completamente una
escena visual. En contra posición, los algoritmos modernos requieren de cientos de kilo-bytes
para representar una imagen t́ıpica de 512×512 pixeles. De acuerdo con estudios fisiológicos
[18, 11] se tiene que las unidades de representación del sistema visual no son simples bits de
información, sino más bien parches espaciales localizados, orientados y de una sub-banda de
frecuencia del campo visual, que producen actividad neuronal en áreas espećıficas del cere-
bro. Por otro lado, El trabajo de Olshausen [29] señala que las imágenes naturales pueden ser
entendidas como una mezcla compleja de componentes dispersos muy básicos de la imagen,
que se parecen mucho a los patrones de la corteza visual primaria. Curiosamente, el número
de unidades básicas que representa a toda la imagen, en este caso, es mucho más pequeña
que cualquier otra representación. Es natural que esto suceda aśı debido a que un mecanismo
subyacente de la visión como lo es la dispersión, conlleva a un consumo mı́nimo de enerǵıa.
De tal forma que una medida de la “eficiencia” de una expansión puede estar asociada con el
número de coeficientes necesarios para representar una señal. Esta representación es dispersa,
si el objeto es o puede ser bien representado por pocos coeficientes. El objetivo principal es
construir una representación que se aproxima a una imagen con un número mı́nimo de coe-
ficientes. Cualquier aproximación es no-lineal, puesto que los coeficientes resultantes reflejan
la estructura de datos de imagen, debido a que el orden de relevancia de los coeficientes, en
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general no es igual.
Por otro lado, la ley universal de invarianza a escala ha motivado la construcción de varios
espacios multi-escala con el fin de analizar la estructura intŕınseca de las imágenes [26, 16].
El trabajo de Lindeberg establece que la información importante mantiene cierta coheren-
cia entre las diferentes escalas [26] y puede ser capturado como dependencias estad́ısticas
intra-escala y entre las escalas. En términos de representación esto significa que el análi-
sis multi-escala resulta crucial en la determinación de la dispersión en la estructura de las
imágenes. Aśı mismo, una representación multi-escala y dispersa debeŕıan usar el mı́nimo
número de coeficientes, los cuales capturan dependencias estad́ısticas en diferentes escalas.
Tal representación debeŕıa permitir algoritmos con altas tasas de compresión y acceso flexi-
ble a los datos.
Recientemente, estrategias geométricas de representación han sido desarrolladas buscando
explotar la estructura espacial de los datos en cualquier dimensión, y conservando una rep-
resentación granular que permita una óptima interacción con los datos. Esto significa que
adicional a la escala, es posible agrupar las unidades de información de la imagen (coefi-
cientes) en sub-bandas que describen la orientación espacial (geometŕıa). En teoŕıa, estas
transformaciones debeŕıan tener una representación dispersa, sin embargo estudios experi-
mentales desarrollados en este trabajo, han demostrado que estos esquemas están lejos de
el óptimo. De tal forma, que una representación no direccional como la Wavelet, supera los
resultados de transformadas que si usan la información geométrica en varias dimensiones. A
pesar de que la transformada Curvelet continua ha mostrado matemáticamente ser la aprox-
imación óptima en dos dimensiones [9] evidencias experimentales dejan ver que la versión
discreta no es óptima [20]. En consecuencia, algunos estudios han intentado caracterizar la
dependencia estad́ıstica de los coeficientes Curvelet [2] y usar esta información para mejorar
el desempeño de la dispersión de la transformada Curvelet discreta.
La capacidad de dispersión de algunas transformadas es usualmente evaluada por la cantidad
de enerǵıa concentrada en pocas bases [12] y calculada como la distancia entre la imagen
original y la versión reconstruida de la imagen desde estas bases, con la cual se aplica una
métrica particular, t́ıpicamente el PSNR. Usualmente, los coeficientes son ordenados por
magnitud y utilizados incrementalmente para reconstruir versiones aproximadas de la im-
agen, con diferente cantidad de coeficientes. Esta estrategia de selección es conocida como
la aproximación no-lineal (NLA) [12]. Actualmente, la dispersión de las imágenes es natu-
ralmente borrosa por las dependencias estad́ısticas entre escalas y en menor medida entre
diferentes orientaciones. Esta propiedad estad́ıstica no surge mediante la aplicación de la
aproximación no lineal. Por tanto, es necesario una caracterización estad́ıstica de los coefi-
cientes con el fin de evidenciar los componentes de la transformada que aportan una mayor
cantidad de información en el proceso de reconstrucción parcial de la imagen.
3
La reconstrucción parcial a partir de una representación dispersa permite encontrar el punto
óptimo entre la calidad de la imagen deseada respecto al tamaño de la información [12]. En
consecuencia la información se organiza de manera jerárquica optimizando el uso de canales
de comunicación. Es natural que se utilice en esquemas óptimos de almacenamiento para
recuperación y transmisión sobre canales de baja disponiblidad, como ocurre en aplicaciones
de telemedicina. La concentración de cantidad de información en pocos coeficientes permite
el diseño de esquemas de almacenamiento con tasas de compresión más altas, a parte de
generar descriptores de la imagen que pueden alcanzar un mejor rendimiento en tareas de
clasificación, agrupación y carcaterización semántica de la información.
La principal contribución de este trabajo es la prueba exhaustiva del desempeño de los prin-
cipales esquemas direccionales de representación con respecto al adoptado por la comunidad
médica. La capacidad de aproximación con pocos coeficientes de las transformadas selec-
cionadas en este estudio, se han probado usando cinco conjuntos de datos, probando desde
un coeficiente hasta que se alcanza una calidad aceptable y probando múltiples configu-
raciones de las transformadas. Como resultado de la experimentación se evidencia que la
redundancia de los datos transformados está dada por la relaciones entre coeficientes cer-
canos en las diferentes dimensiones. En consecuencia, se propone una nueva estrategia de
selección para identificar a los coeficientes que aportan más información y que mejoran el
esquema de selección tradicional.
Este trabajo esta organizado de la siguiente forma: el caṕıtulo 2 plantea el problema de la
representación y como ha evolucionado hasta lo que se tiene el d́ıa de hoy. El caṕıtulo 3 hace
una descripción de las transformadas que han llevado a plantear el estudio estad́ıstico de los
componentes direccionales. El caṕıtulo 4 hace un estudio experimental del desempeño de las
Wavelets frente a las transformadas direccionales en varios conjuntos de datos. En el caṕıtulo
5 se muestra el análisis de dependencia estad́ıstica propuesto para mejorar la representación
en imágenes médicas y finalmente se presentan algunas conclusiones y trabajo futuro.

2 Representación de Imágenes
2.1. Representación plana de imágenes
En general, las imágenes se obtienen del mundo continuo a través de un proceso de muestreo
espacial y cuantización generando una malla uniforme de voxeles de m dimensiones f [n] con
n ∈ Zm. Esta representación plana de los datos es práctica para operaciones de entrada y
salida, como por ejemplo captura y visualización, pero no aporta información estructural o
semántica de la imagen.
Suponiendo que se captura, como una imagen digital en 2D, una escena determinada. En
condiciones ideales de iluminación y enfoque, representada como un esquema plano, y en una
calidad de imagen dada. De tal forma que mejorar la calidad de esta señal requiere mejorar
la definición de los detalles finos, lo cual implica aumentar el muestreo espacial, dando como
resultado que el tamaño de la nueva imagen crece exponencialmente. En consecuencia, se
produce una alta redundancia en la información y una ganancia en calidad que es poca con
respecto al crecimiento de la imagen. En este caso, se tiene un impacto negativo en la relación
costo beneficio. Por otro lado, la alta redundancia hace que el almacenamiento y posteri-
or recuperación de la información sea ineficiente afectando decididamente a los algoritmos
de procesamiento de imagen. En conclusión, se recomienda cambiar la representación plana
buscando reducir la redundancia y haciendo que las unidades de información, para este caso
los voxeles, se transformen en algo que aporte más información dado un espacio de mayor
dimensionalidad que le de estructura y facilite la creación de herramientas de análisis.
2.2. Representación en frecuencia de imágenes
Sin perder generalidad, una imagen capturada se puede ver como un conjunto de objetos,
los cuales muestran una superficie suave o con textura uniforme. En la frontera de los obje-
tos aparecen discontinuidades o bordes, habitualmente borrosos, por el efecto del muestreo,
bordes que conforman la información geométrica de la imagen. Estos elementos, inicialmente
fueron caracterizados en el espacio de la frecuencia mediante el cálculo de la Transformada de





2πink/N , k ∈ Zm. Las superficies de los objetos
cubren un porcentaje alto del área de la imagen y habitualmente son mapeadas en las fre-
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cuencias bajas del espectro de la misma y su representación se hallan aglomeradas cerca del
origen. Por otro lado los bordes, que son una región pequeña dentro de la imagen, se mapean
en una región que ocupa una mayor proporción en las frecuencias altas del espectro, tal como
se muestra en la figura 2-1. En el espacio de la frecuencia ocurre el fenómeno interesante de
acumulación de enerǵıa cerca del origen (bajas frecuencias), mostrando efectivamente, que
las superficies y texturas suaves se comprimen de manera eficiente en un pequeño espacio
del espectro. En cambio, la información geométrica de la imagen (bordes) se mapea en las
frecuencias altas en donde la información se disemina en un gran espacio y prácticamente se
pierde, siendo un problema para aplicaciones que hacen reconstrucción parcial. En el espec-
tro intermedio queda información de texturas menos suaves que no acumulan tanta enerǵıa
y de bordes muy gruesos, ver figura 2-2.
Figura 2-1: Ejemplo de caracterización del espectro de una imagen.
En conclusión, se observa un comportamiento opuesto entre el espacio original de la imagen
y su espectro de frecuencia, conocido como el principio de incertidumbre de Heisenberg 1.
Intuitivamente, una representación mejor debe llegar a un equilibrio espacio-frecuencia que
permita localizar las superficies suaves, las discontinuidades y concentrar un mayor cantidad
de su enerǵıa en la definición de los bordes entre los objetos. Un método de representación
ideal debe negociar, según el caso, entre su capacidad de compresión y flexibilidad para el
acceso en labores de recuperación de regiones, extracción de caracteŕısticas y aplicación de
algoritmos de procesamiento en los datos comprimidos.
1No es posible tener de manera simultánea perfecta localización en el espacio y en la frecuencia. Cuando
se gana localización en un espacio en el otro se pierde y viceversa
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Figura 2-2: Promedio de la magnitud de los espectros de frecuencia en un conjunto de datos
de imágenes naturales. A la izquierda un promedio de la magnitud en escala
logaŕıtmica y a la derecha el perfil del promedio.
Los primeros esquemas de representación que logran altas tasas de compresión hacen uso
de la parte real del espectro de la frecuencia. Conocido como la Transformada Discreta del
Coseno (DCT), este esquema daŕıa origen al formato de compresión de imagen con pérdidas
llamdo JPEG [19]. Formato amplimente usado en compresión de imágenes y video, debido a
que alcanza altas tasas de compresión y que el impacto en la sensación de pérdida de calidad
de la imagen es casi imperceptible por el sistema visual humano. El problema con el formato
JPEG aparece en aplicaciones, en las cuales importa la calidad o el tamaño de la imagen
es suficientemente grande como para que el usuario necesite utilizarla por trozos, debido a
que existen limitaciones en la representación de discontinuidades por parte de la DFT, que
no se tiene un esquema multi-escala y que carece de un modo de compresión sin pérdida de
información.
El ventaneo de la transformada de Fourier es una herramienta que se usa para atacar el prob-
lema de la pérdida de localización en el análisis de Fourier. Cuando se aplica el ventaneo se
pierde resolución en frecuencia, pero se gana en localización espacial. La técnica de ventaneo
permiten negociar la cantidad de localización entre los dos espacios. Por otro lado, el uso
de transformada de Fourier en la representación condiciona a tener esquemas de compresión
con pérdidas y esto es un problema legal en el uso de imágenes médicas.
2.3. Representaciones multi-escala.
Una representación multi-escala se compone de múltiples versiones de la misma imagen con
resolución diferente. Como se mencionó en la introducción, la escala es uno de los elementos
visuales que es útil para representar eficientemente y entender una escena por parte del sis-
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tema visual humano.
2.3.1. Laplaciano Piramidal
La idea de suavizar la imagen, lo cual se puede lograr con un simple promedio, para luego
aplicar la operación de sub-muestreo, le da forma a lo que se conoce como el Laplaciano
Piramidal [4]. Para obtener múltiples versiones escaladas de la imagen se aplica reiterada-
mente un filtro pasa-bajos y una operación de sub-muestreo. Las versiones cada vez mas
pequeñas de la imagen se organizan de manera jerárquica conformando una representación
multi-resolución, tal como se muestra en la figura 2-3. Para no perder la fidelidad de los datos
se calculan en cada escala matrices de diferencia, esto permite recuperar desde la escala más
pequeña hasta la imagen original. La matriz de diferencia se calcula haciendo una resta entre
una de las escalas y la que se obtiene a partir de esta haciendo filtrado y sub-muestreo. Fi-
nalmente, la representación consta de una imagen de baja frecuencia y múltiples escalas en
bandas de frecuencia mayor y tamaño que crece piramidalmente. Como resultado se logra un
esquema de representación multi-escala, sin pérdida de información, localizado en espacio y
en frecuencia, que puede usar de manera personalizada cualquier filtro pasa-bajo que suaviza
la imagen y cuyas diferencias resultan ser dispersas con un potencial alto de compresión.
Figura 2-3: Laplaciano Piramidal, esquema de descomposición de la imagen en una versión
multi-escala.
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2.3.2. Representación Wavelet
En un esquema similar al Laplaciano piramidal, surge la representación de imágenes us-
ando bases Wavelet, introducidas por Mallat [28], con un soporte matemático sólido. La
diferencia con el Laplaciano es que se cuenta con una función generadora pasa-banda que
tiene su respectivo complemento bi-ortogonal, llamada la función de escala, con la cual se
complementan para hacer una análisis completo en tiempo y frecuencia. La Wavelet es una
función pasa-banda con soporte compacto, localizada en tiempo y frecuencia marcando una
importante diferencia en este aspecto con las bases sinusoidales. Para representar una señal
se genera una familia de bases Wavelet que son versiones desplazadas y escaladas de la orig-
inal, ver figura 2-4. Una ventaja de la Wavelet es el uso de diferentes escalas de la función
original analizando con mayor resolución las frecuencias altas y creciendo diádicamente para
analizar diferentes bandas de frecuencia. Esta propiedad hace que la DWT alcance una rep-
resentación asintótica óptima para señales unidimensionales suaves a trozos que contienen
un número finito de discontinuidades puntuales [12].
Figura 2-4: Muestra de algunas de las funciones Wavelet más representativas y su soporte
compacto en tiempo.
El uso de las bases Wavelets se han extendido a dimensiones mayores a través del producto
tensorial isotrópico, ver figura 2-5. Estas bases se han utilizado exitosamente en compresión,
acceso eficiente, reducción de ruido, recuperación de información faltante y extracción de car-
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acteŕısticas [24]. Sin embargo, a pesar de su buena capacidad de representación, en señales
de dimensión mayor o igual a 2, muestran una capacidad sub-óptima de la información ge-
ométrica de la imagen, debido a su soporte isotrópico incapaz de adaptarse eficientemente a
información direccional.
Figura 2-5: Ejemplo de extensión de una función Wavelet mediante el producto tensorial a
2D, aqúı se aprecia la isotroṕıa de las bases en 2D.
2.3.3. Representaciones direccionales
Una representación direccional esta diseñada para capturar la orientación que tienen los
contornos de los objetos que conforman las imágenes, con el objetivo de aprovechar efi-
cientemente la información en múltiples dimensiones. Debido a que las bases Wavelets son
isotrópicas capturan solamente 3 direcciones (horizontales, verticales y diagonales), a medida
que su utilizan más direcciones hay una mejor adaptación a los contornos y por tanto se es
más eficiente la representación. Motivadas por tal limitación han surgido múltiples esquemas
direccionales de representación, sin perder la granularidad de las Wavelets. No obstante, la
mayoŕıa de las representaciones direccionales mantienen la opción de utilizar bases Wavelets
como parte de su proceso de transformación, aprovechando las propiedades multi-escala.
Una primera aproximación basada en la Transformada Wavelet, consiste en re-diseñar sus
funciones base extendiendo su dominio al espacio complejo, aumentando aśı la cantidad
de direcciones que se pueden explorar. Este esquema es llamado la Transformada Wavelet
Compleja (CTW) [22]. Sin embargo, el uso de esta transformada es poco debido a que su
direccionalidad sigue siendo muy limitada.
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Siguiendo por otra ĺınea de investigación, surge una aproximación que usa los filtros direc-
cionales [3], este enfoque propone la utilización de un banco de filtros escalados anisotrópica-
mente formando una estructura de árbol con 2n sub-bandas de dirección en forma de cuña,
ver figura 2-6. Los filtros permiten hacer una descomposición direccional que de manera
eficiente representa singularidades doblemente diferenciables C2. Esta representación es una
transformada no redundante y permite la reconstrucción exacta de la imagen a partir de sus
canales sub-muestreados.
Figura 2-6: Banco de Filtros direccionales. Árbol de descomposción direccional, Gráfica
tomada de [3]
Paralelamente surge la Transformada Ridgelet Anisotrópica [8], como representación óptima
de singularidades a lo largo de ĺıneas rectas con cualquier orientación. Con esta transformada
es posible analizar rectas, pero tiene una limitación cuando se aplica a objetos con ĺıneas
curvas. Sin embargo, es posible analizar singularidades locales de curvas haciendo aproxima-
ciones en segmentos de recta.
Las dos últimas aproximaciones proveen un mecanismo para partir el plano de frecuencia
en diferentes bandas de orientación y aśı conseguir un análisis independiente por dirección.
No obstante, carecen de las propiedades multi-escala de las Wavelets. Por consiguiente los
esquemas multi-escala y direccionales se combinan formando dos nuevas transformaciones.
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La Transformada Curvelet [9], se construye en dos fases: primero se aplica la Transformada
Ridgelet a la imagen para hacer la descomposición direccional y posteriormente, la Trans-
formada Wavelet sobre cada Ridgelet, con lo que se logra un análisis multi-resolución. Las
Curvelets tienen la capacidad de representar la información geométrica mediante una de-
scomposición direccional de las bandas de frecuencia, superando de esta forma la limitación
dada por la naturaleza unidimensional de la Wavelet, ver figura 2-7. La imagen muestra que
el plano de frecuencia se divide en escalas circulares concéntricas que se ven como “coronas”
y como cada una de estas coronas se divide en sub-bandas de dirección. La Transforma-
da Curvelet Continua ha mostrado ser la representación más eficiente cuando se trata de
imágenes suaves a trozos que contienen discontinuidades unidimensionales a lo largo de cur-
vas cuya segunda derivada existe (C2) [6]. La Curvelet realiza un escalado anisotrópico de
elementos base con los cuales se incrementa la direccionalidad en finas resoluciones, ver figura
2-8. La principal fortaleza de la Curvelet Continua es la capacidad de aproximar funciones
2D, aunque la versión actual de las Curvelets presenta los siguientes defectos:
No es la representación más óptima para curvas más allá de singularidades C2.
La Transformada Discretea Curvelet es altamente redundante. Actualmente, las im-
plementaciones de la Curvelet buscan disminuir la redundancia.
La versión discreta no es apropiada para compresión de imágenes y, por tanto, la
pregunta de cómo construir una transformada curvelet ortogonal está aún abierta [20].
La Transformada Contourlet [13] es una discretización de la Curvelet. Para construir bases
Contourlet se utiliza un filtro piramidal, el cual puede ser un filtro pasa-bajos o una Wavelet.
El filtro piramidal provee la capacidad de realizar un análisis multi-resolución, dividiendo el
plano de frecuencia en escalas cuadradas, sobre las cuales se aplica un banco de filtros direc-
cionales, de esta formas se parten las escalas en bandas de diferentes orientación, obteniendo
una estructura similar a la Curvelet, ver figura 2-9. La cantidad de bandas de dirección que
se pueden generar son potencia de dos y es posible dividir cada una de las escalas con difer-
ente cantidad de bandas. La Contourlet es una transformación flexible que permite el uso de
diferentes filtros piramidales y direccionales de manera independiente y cuenta con imple-
mentaciones de menor complejidad que la Curvelet Discreta. La desventaja de la Contourlet
es que las bandas de escala son cuadradas y por ende las sub-bandas direccionales no son
simétricas, haciendo que la concentración de coeficientes no sea uniforme en las diferentes
áreas de la imagen.
La Transformadas Curvelet Discreta ha extendido sus bases a 3 dimensiones [31], mientras
que Transformada Contourlet se puede extender de manera general a N dimensiones [27],
esta generalización se denomina Transformada Surfacelet. Ver figura 2-10
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Figura 2-7: Curvelets: Mapeo del plano de frecuencia por parte de la Transformada Curvelet
Continua. En la imagen aparecen algunas de las funciones Curvelet en el espacio
y su respectiva localización en el plano de frecuencia
La transformada Shearlets [23], se construye a partir de una base Wavelet, la cual es sometida
por un tercer parámetro a sufrir una deformación anisotrópica. Lo cual, se obtiene cambi-
ado la forma como se aplica la Wavelet de manera separada en las diferentes dimensiones,
haciendo que se alarguen en alguna dimensión, logrando el ángulo deseado en cada caso.
la ventaja con estas bases es que podemos generar todas las direcciones que se requieran
sin tener que ser en un número potencia de dos, además es un algoritmo que comparte la
complejidad con la Wavelet.
Existen otros enfoques de representación que buscan optimizar las singularidades, adap-
atándose a la información subyacente en la imagen. A diferencia de los enfoques anteriores,
en los cuales todas las imágenes pueden ser representadas completamente por las mismas
bases. Los enfoques adaptativos deben agregar información acerca de la transformación, re-
quiriendo de una implementación mucho más elaborada para análisis y śıntesis de la imagen.
Tal es el caso de la Transformada Bandelet [25], la cual, tiene un buen desempeño para
imágenes con texturas más allá de singularidades en C2, a cambio de un alto costo computa-
cional para su adaptación. Otras bases multi-resolución han sido propuestas para identificar
y restaurar caracteŕısticas geométricas llamadas X-lets, tales como: Wedgelets [14], Beamlets
[15], Platelets [30], Surfacelets [27].
En conclusión, la Wavelet provee una representación flexible en el acceso a la información,
multi-escala y con la posibilidad de comprimir los datos sin pérdida. La DWT es el esquema
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Figura 2-8: Visualización de bases multi-resolución Wavelets isotrópicas (izquierda) y
Curvelet anisotrópicas (derecha) sobre una curva. Se observa una compara-
ción de como las bases caracterizan la misma curva. En el caso de la Wavelet
se requiere el uso de una mayor cantidad de bases para seguir la curva que
las Curvelets. Se puede ver una mejor adaptación de las bases Curvelet para
caracterizar la curva. Gráfica tomada y adaptada de [9]
utilizado por el estándar JPEG2000 que es el estándar aceptado en la comunidad médica
para la compresión de imágenes. Sin embargo, la DWT posee algunas limitaciones, prin-
cipalmente el hecho de no aprovechar la información geométrica de la imagen. Limitación
que se cubre con el uso de las transformadas direccionales, que además de tener todas las
ventajas de la DWT proveen una dimensión adicional que permite una mejor de-correlación
de los datos. La Wavelet muestra en 1D que es la representación óptima de discontinuidades
puntuales, de la misma forma la Transformada Curvelet Continua muestra en 2D una man-
era óptima de representar curvas que son doblemente diferenciables. Estas optimizaciones
están demostradas en el mundo continuo y las versiones discretas de las transformadas no
cumplen con todas las propiedades y quedan como aproximaciones que deben ser probadas
en el conjunto de datos al cual se quiere aplicar.
2.4. El problema de la compresión
Los algoritmos de compresión de imagen se componen de dos etapas: Primero, la transfor-
mación de los datos, en la cual, estos se mapean a un espacio en donde se busca la mayor
independencia. Y segundo, una estrategia de codificación que re-escribe los datos transfor-
mados de una manera compacta. Los algoritmos actuales de compresión de imágenes deben,
además de alcanzar altas tasas de compresión, incorporar consideraciones de flexibilidad al
acceso de los datos, permitiendo la extracción de regiones espećıficas de la imagen mediante
la selección de rangos en múltiples dimensiones del espacio transformado, y la descompresión
parcial de la información por localización espacial, resoluciones y calidades.
Figura 2-9: Contourlet. En la parte superior de la gráfica el esquema de generación de la
Contourlet (izquierda) y el plano de frecuencia partido por la Contourlet. En la
parte inferior un ejemplo de convolución de una base piramidal con un banco
de filtros direccionales para las escalas gruesa y fina
Figura 2-10: Surfacelet. Filtros direccionales extendidos a 3 dimensiones y partición del vol-





La transformada Wavelet es una descomposición multi-escala [28] desarrollada para analizar
funciones o señales de una dimensión y ha demostrado que es la representación óptima en
señales suaves a trozos, con un número finito de discontinuidades [12]. Las bases Wavelet
son funciones ψ ∈ L2(R) que cumplen con dos condiciones: están localizadas en tiempo y
frecuencia, es decir que ψ(x) < ε para |x| > T, con T < ∞ y su Transformada de Fourier
ψ̂(ξ) < ε con |ξ| > Ω, con Ω < ∞, aqúı ε, ε son valores muy pequeños y |T |, |Ω| marcan
los ĺımites de los intervalos en dónde esta definida la Wavelet en el tiempo y la frecuen-
cia respectivamente, ver Figura 2-4. La segunda es la condición de admisibilidad dada por:
2π
∫
| ˆψ(ξ)|2 · |ξ|−1dξ <∞. Se asume que ||ψ|| = 1 y que
∫∞
−∞ ψ(x)dx = 0.
A partir de una función Wavelet se genera todo el conjunto de átomos por medio de
operaciones de escalado y desplazamiento para analizar la imagen, haciendo: ψa,b(x) =
|a|−1/2ψ(x−b
a
) donde a, b ∈ R, y a 6= 0. La Transformada Wavelet Continua respecto a
su familia de funciones Wavelets está dada por:









Las bases de la Transformada Wavelet Discreta (DWT) se obtienen por restricción de las
variables a, b a valores constantes, haciendo a = am0 y b = nb0a
m
0 , en este caso m,n ∈ Z
y ao > 1, bo > 0 valores constantes. En la definición discreta se establece que las bases re-
alizan un escalamiento diádico (Ver Figura 3-1), dado por potencias de la variable a. Esta
propiedad permite hacer un análisis multi-escala de la función y realizar un acercamiento
óptimo a las frecuencias altas [12], ver Figura 3-1.
El análisis de imágenes mediante la DWT, extendida a dos o n dimensiones mediante el
producto tensorial, permite escalabilidad en resolución, calidad y tasa de transferencia. La
extensión a 2D genera funciones Wavelets 2D isotrópicas, las cuales generan 3 sub-bandas
de dirección: horizontal, vertical y diagonal (π/4).
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Figura 3-1: Particionamiento diádico de la frecuencia por parte de la DWT
3.2. Transformada Curvelet Continua
Similar a la Wavelet la familia de bases Curvelet se construyen mediante transformaciones
de una función Curvelet madre o generadora. La transformada Curvelet usa tres dimensiones
para generar la familia, el escalamiento diádico y translación tal como se hace para generar
la familia Wavelet, y la rotación, la cual brinda una dimensión adicional en el análisis de las
imágenes 2D. De tal forma que las bases Curvelets están dadas por tres parámetros:
ψa,b,θ(x) = ψa,0,0(Rθ(x− b)), (3-3)
de donde a ∈ <+ es el valor de escala, b ∈ R2 es la localización espacial, θ ∈ (−π, π) es la
orientación y Rθ. es una matriz de rotación:
Rθ =
 cos θ sin θ
− sin θ cos θ
 (3-4)
El elemento ψa,0,0 se construye a partir de dos ventanas W,V (Ventana radial y ventana
angular) que le dan el soporte a la función en el dominio de la frecuencia en coordenadas
polares r, ω [6]:
ψ̂a,0,0(r, ω) = W (a · r) · V (ω/
√
a) · a3/4 (3-5)
Por consiguiente la Transformada Curvelet Continua de una imagen esta dada por:
(T curf)(a, b, θ) = 〈f, ψa,b,θ〉 (3-6)
En R2 las Ridgelets son constantes a lo largo de las ĺıneas rectas x1 cos θ + x2 sin θ = const,
y θ es el ángulo de la ĺınea respecto al origen, la Transformada Wavelet es aplicada sobre
cada ĺınea produciendo un análisis multi-resolución en la dirección ortogonal. La unión de
las resoluciones parte el plano de frecuencia en coronas por cada escala s, de modo que
|ω| ∈ [2s, 2s+1]. La anisotroṕıa de los coeficientes Curvelet es cada vez mayor con la reduc-
ción de escalas, obedeciendo la ley de potencias de segundo grado, en la cual se establece
que el ancho ≈ longitud2.
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3.3. Transformada Curvelet Discreta
La transformada Curvelet discreta (FDCT) [7] publicada en el software denominado Curvelab
(toolbox de matlab) [5]. Es la discretización de la Transformada Curvelet Continua [6] que










(k1 · 2−j, k2 · 2−j/2), al igual
que en la Curvelet Continua, Rθ es una matriz de rotación dada por el ángulo θ.
3.4. Transformada Contourlet y Surfacelet
La transformada Contourlet es el caso particular de la Surfacelet cuando el número de di-
mensiones es dos. El proceso de transformación aplica una descomposición multi-dimensional
con la Wavelet isotrópica. En cada una de las resoluciones se toman las frecuencias altas y
se aplican un conjunto diádico de filtros direccionales en forma de cuña que permiten el
análisis en orientación. La cantidad de direcciones en cada escala debe ser potencia de dos y
la cantidad es de libre elección.
La transformada Contourlet esta diseñada para ser extendida a N − dimensiones con el







teniendo que ψjk,m es la surfacelet, Constrúıda desde un conjunto de funciones dadas por
{P (j)k }, que corresponden a diferentes escalas j y direcciones espectrales k. La colección de











L y W definen el largo y ancho de las bases Surfacelets en el espacio.
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3.5. Modelo H́ıbrido - Contourlet y Wavelet
Partiendo de la flexibilidad de la Transformada Contourlet, en la cual, se puede utilizar de
manera independiente un filtro piramidal para hacer la descomposición multi-resolución y
la posibilidad de aplicar un banco de filtros direccionales de manera independiente a cada
una de las resoluciones, es posible explotar una combinación de los dos filtrados para en-
contrar el esquema de representación óptimo. En el trabajo [10] se ha podido establecer que
la combinación que muestra un mejor desempeño es la descomposición direccional única-
mente en la banda de frecuencia más alta. Finalmente, la configuración se compone de una
representación tipo Wavelet, en la cual la banda de frecuencia más alta hace un análisis
direccional, por tal razón este esquema se conoce como Modelo Hı́brido. Con esta evidencia
se puede concluir que el análisis direccional es efectivo en la capa de frecuencia más alta, en
donde mayormente se encuentra la información geométrica de la imagen. Y en la parte baja
del espectro conviene el uso de una descomposición tipo Wavelet.
3.6. Datos
El desempeño de los esquemas de representación direccionales se han probado con cinco con-
juntos de datos, los cuales se han comparado con el esquema Wavelet, buscando la mejora en
desempeño dada por la utilización de información direccional. Se han diseñado experimentos
haciendo una aproximación mediante la selección de la misma cantidad de coeficientes. A
continuación se describen los conjuntos de datos utilizados para compara los esquemas:
3.6.1. Imágenes Médicas
Resonancia Magnética Card́ıaca 4D
Las imágenes de Resonancia Magnética Card́ıaca (CMR Cardiac Magnetic Resonance) son
datos 4 dimensionales que describen la anatomı́a y el funcionamiento del corazón durante un
ciclo card́ıaco. Estos datos corresponden a un conjunto de videos volumétricos del corazón
tomados en diferentes perspectivas, las cuales son seleccionadas por el especialista según el
caso. Diariamente se acumulan cerca de 10 estudios por resonador y cada estudio que se re-
aliza produce en promedio 20 secuencias que en su gran mayoŕıa son datos de 4 dimensiones.
Las secuencias 4D se componen de 30 tiempos por ciclo y en cada ciclo un volumen esta
compuesto de hasta 14 imágenes.
Los experimentos se realizaron inicialmente sobre un conjunto de datos de Resonancia
Magnética Card́ıaca 4D, capturadas de un resonador Philiphs de 1.5 Teslas, Con un tamaño
t́ıpico de voxel de 1.5 mm x 1.5 mm x 8 mm, en una secuencia de relación T1 y tomando
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20 o 30 pasos de tiempo durante un cliclo card́ıaco. Estas imágenes tienen una configuración
t́ıpica en esta clase de estudios. El conjunto de datos correspondiente a 11 casos diferentes
en humanos adultos, de los cuales se tienen 9 casos con diferentes patoloǵıas y 2 en humanos
sanos. En total se tienen 55 imágenes de Cine CMR 4D con caracteŕısticas de imagen simi-
lares haciendo de este un conjunto de datos homogéneo. Los datos de CMR 4D se componen
de cortes 2D (256 × 256) organizados para formar un volumen variante en el tiempo como
se muestra en la figura 3-2. El número de cortes por volumen vaŕıa entre 2 a 14 cortes, ver
figura 3-3 en series de 20 ó 30 pasos en el tiempo y una profundidad de 12 bits por vóxel.
Figura 3-2: Muestra de el corte inicial para algunas de las secuencias de un estudio de Cine
CMR4D.
Resonancia Magnética de Cerebro
Las imágenes de Resonancia Magnética del volumen del cerebro utilizadas en este estudio
fueron adquiridas usando un escaner General Electric Sigma Excite de 1.5 Teslas. El conjun-
to de datos se compone de 21 imágenes volumétricas del cerebro de 245 cortes en promedio,
tomadas en las perspectivas axial, sagital y coronal. Los cortes cubren completamente la
cabeza del paciente y tienen una resolución de 128x128 pixeles y 12 bits de profundidad ca-
da uno, resultado en un tamaño de vóxel de 0.9375 x 0.9375 x 1.5 miĺımetros. Las imágenes
de este conjunto de datos comparten la mayoŕıa de las caracteŕısticas siendo un grupo ho-
mogéneo.
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Figura 3-3: Disposición tridimensional de los cortes al inicio del ciclo cardiaco para un
estudio de CMR4D. Corresponde a un volumen de una secuencia de 30 tiempos.
Mamograf́ıa digital
La base de datos Mammographic Image Analysis Society (MIAS)1 construida por grupos de
investigación del Reino Unido provee imágenes de mamograf́ıa obtenidas a partir de un pro-
ceso de digitalización de placas radiográficas seleccionadas en el programa llamado National
Breast Screening del reino Unido 2. Las placas se han escaneado usando un dispositivo lineal
del que se obtiene un tamaño de pixel de 50 micras y una profundidad de 8 bits por pixel.
La base de datos contiene imágenes de 161 pacientes que provienen de la mama izquierda
y derecha. En total se tienen 322 imágenes que corresponden a tres diferentes grupos: 208
normales, 63 benignas y 51 malignas. Las imágenes tienen asociadas marcas de radiólogo de
la ubicación de las anomaĺıas. En cada imagen, radiólogos expertos proveen el tipo, local-
ización, escala, y otra información pertinente para el análisis de este conjunto de datos. De
acuerdo a las descripciones de estos expertos, la base de datos es la conclusión de los cuatro
tipos de anormalidad: distorsiones de arquitectura, lesiones estrelladas, masa circunscrita y
calcificaciones.
3.6.2. Imágenes Naturales
Base de datos de imágenes naturales Kodak
Base de datos de Kodak, es un conjunto de 24 imágenes naturales de exteriores que usan
24 bits por pixel en formato de color RGB y con una resolución de 768x512 pixeles. Las
imágenes se encuentran disponibles en formato de compresión sin pérdidas PNG en color
verdadero. Las imágenes han sido liberadas por Eastman Kodak Company sin restricciones
1El sitio del proyecto es: http://www.mammoimage.org/databases/, aqúı se encuentran disponibles los
conjuntos de datos de prueba
2Página oficial del sitio http://www.cancerscreening.nhs.uk/breastscreen/
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de uso3, las cuales se componen por una gran variedad de objetos con caracteŕısticas distin-
tas, que lo hacen un grupo de imágenes heterogéneo, tal como se aprecia en la figura 3-4.
Figura 3-4: Base de datos Kodak, imágenes naturales de exteriores
Base de datos de texturas Brodatz
La base de datos de texturas Brodatz es ampliamente usada para evaluar algoritmos de
reconocimiento de texturas. La base de datos es generada a partir de imágenes obtenidas del
álbum que lleva el mismo nombre. Esta base de datos contiene 112 clases diferentes, como se
aprecia en la figura 3-5 y cada clase esta representada por una única muestra. Las imágenes
están disponibles en formato GIF4, con una resolución de 640x640 pixeles en escala de grises
con una profundidad de 8 bits. Este es un conjunto de imágenes heterogéneo que brinda
la posibilidad de analizar el desempeño las diferentes representaciones en relación con las
caracteŕısticas de cada una de las imágenes.
3Se encuentran disponibles en la dirección http://r0k.us/graphics/kodak/
4Las texturas están en la dirección http://www.ux.uis.no/ tranden/brodatz.html
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Figura 3-5: Base de Datos de Texturas Brodatz
3.7. Medidas de desempeño
La capacidad de dispersión que tiene una representación se mide a partir de la reconstrucción
con una cierta cantidad M de bases ψn, las cuales son seleccionadas dado que una a una
concentran la mayor cantidad de información posible de la imagen n : n ∈ IM , llegando aśı,
a la mejor aproximación que se puede tener con la representación dada y la cantidad de coe-





n∈IM cnψn se mide la cantidad de señal (SNR o PSNR) comparando
respecto a la imagen original ||f − f̂ ||2/N . Finalmente, se normaliza el resultado usando:
PSNR = 10log10(MAXI/
√
||f − f̂ ||2/N) (3-11)
con MAXI como el máximo valor que puede tomar cada pixel.
Usualmente, la selección de las bases más relevantes se hace mediante un método conocido
como la Aproximación No Lineal (NLA), la cual resulta ser una buena estrategia de aproxi-
mación a la imagen, asumiendo que la cantidad de información está asociada directamente a
la cantidad de enerǵıa del coeficiente [12]. La estrategia NLA permite reproducir y comprar
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en donde IM es el conjunto de ı́ndices que corresponde a los M coeficientes más grandes en
valor absoluto |cn|, n ∈ IM .
Siguiendo este proceso y varaiando la cantidad de coeficientes utilizados en la reconstruc-
ción se genera una curva de PSNR vs el porcentaje de coeficientes. Esta es una curva
suave, normalizada, convexa, creciente y positiva, propiedades que permitirán al final sus-
tentar algunas conclusiones acerca del comportamiento de las representaciones analizadas.
Un PSNR de cero decibeles indica que no hay información en la imagen reconstruida. Desde
cero hasta un PSNR ≈ 18dB, generalmente, la imagen no es entendida por el sistema visual
humano, por tal razón siempre se requiere sobre pasar este umbral. Al rededor de un valor
de PSNR ≈ 20dB es posible entender algo de la imagen, esta situación va mejorando hasta
llegar a un valor aproximado de PSNR ≈ 32dB, en el cual se tiene una reconstrucción muy
parecida a la original. Después de llegar a este punto la mejora es poco perceptible por el
sistema visual humano y la inclusión de coeficientes en la reconstrucción resulta cada vez
más costosa, ver figura 3-6. En consecuencia, es natural que el estudio, el interés se concentre
en el intervalo que va de PSNR = 20dB a PSNR = 32dB.
Figura 3-6: Calidad de una imagen de CMR para diferentes valores de PSNR

4 Análisis Comparativo de la capacidad
de dispersión en representaciones
direccionales
4.1. Introducción
Esta sección muestra un análisis comparativo de la capacidad de dispersión en representa-
ciones direccionales de imagen. El objetivo es evaluar los esquemas más usados en el estado
del arte para determinar la representación que presenta mayor grado de dispersión aplicada
a los datos de Cine CMR. Otros conjuntos de datos se incluyeron en el estudio de manera
que sus distintas caracteŕısticas de imagen permitieron analizar alcances y limitaciones de
cada esquema de representación direccional, también permitieron reproducir resultados que
han sido publicados en el estado del arte.
La representación que alcanzó la mayor dispersión se encuentra mediante una experimentación
exhaustiva, en la cual, se evalúan las diferentes representaciones encontrando su mejor con-
figuración de parámetros. Los conjuntos de datos evaluados en esta experimentación son:
Cine CMR 4D, MRI de Cerebro 3D, Mamograf́ıa digital 2D, imágenes naturales de Kodak
2D y base de datos de texturas Brodatz 2D, las caracteŕısticas de los conjuntos de datos se
han detallado en el caṕıtulo anterior. Con cada imagen se construye una curva que muestra
el desempeño en la calidad de la reconstrucción dada la cantidad de coeficientes utilizados,
luego se agrupan por conjunto de datos y se analizan los resultados. Los datos a probar, las
medidas de desempeño y las transformadas han sido descritos detalladamente en al caṕıtulo
anterior.
4.2. Métodos
Mediante una experimentación exhaustiva se determina que representación alcanza el mejor
desempeño en promedio para cada uno de los conjuntos de datos. Al final, para cada conjunto
de datos se genera una gráfica que muestra la mejor curva de aproximación no lineal por
representación evaluada. Cada una de estas curvas es el mejor desempeño promedio alcanzado
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por la respectiva representación en ese conjunto de datos. Este desempeño promedio se
compara por medio de un indicador, el cual se calcula haciendo la integral bajo la curva
de calidad en la reconstrucción desde un coeficiente hasta que la cantidad de coeficientes
alcance los 32 decibeles de PSNR. De la ecuación 3-12 se calcula el promedio para todas las









El promedio de la integral en todas las imágenes de un conjunto de datos dada una con-
figuración de parámetros de la representación son comparados entre si. De esta forma se
encuentra la mejor configuración de parámetros de cada representación en cada conjunto de
datos. Los conjuntos de datos utilizados son:
Cine CMR 4D
MRI de Cerebro 3D
Mamograf́ıas 2D
Texturas Brodatz 2D
Imágenes naturales de Kodak 2D
En estos conjuntos de datos se evalúan las siguientes representaciones:
Wavelet (no direccional)
Curvelet 2D
Contourlet 2D y su extensión a 3D llamada Surfacelet
Modelo Hı́brido (Wavelet - Contourlet)
Estos esquemas de representación son tratados de manera independiente, y en cada uno
se encontró la mejor configuración de parámetros. Estas curvas de la mejor dispersión por
representación se agrupan para seleccionar cual fue el esquema que presentó el más alto de-
sempeño en reconstrucción parcial para cada uno de los conjuntos de datos, usando el mismo
indicador de la integral bajo la curva previamente calculado para comparar los esquemas. En
conclusión se toma el máximo hallado con cada esquema de representación E para decidir







Un estudio de cada uno de los parámetros dados por los esquemas de representación eval-
uados permite establecer los intervalos de sensibilidad de los mismos para utilizarlos en la
experimentación. A continuación se listan los parámetros estudiados:
Cantidad de resoluciones (número discreto de escalas). Haciendo uso de la ecuación
(3-2) se tiene que: a = am0 = 2
m
Filtro Piramidal (conjunto de filtros).
Filtro Direccional (conjunto de filtros).
Cantidad de bandas de dirección en cada escala. (número discreto potencia de 2 en
cada escala).
Los parámetros numéricos evaluados en cada esquema de representación cubren un rango
suficientemente amplio en donde la transformación alcanza el mejor desempeño de disper-
sión, asegurando por otro lado, que se tiene el valor óptimo del respectivo parámetro. Para
la cantidad de resoluciones, se probaron en cada caso {2, 3, 4, 5, 6, 7}. Las funciones Wavelet
disponibles, usadas como filtros piramidales y filtros direccionales son: Haar, Dubechies 5-3,
Daublechies 9-7 y PKVA, figura 2-4. Las cantidades de sub-bandas probadas en cada escala
son: {4, 8, 16, 32, 64}.
Para cada una de las imágenes se prueban en total:
Wavelet: 4 filtros por 6 resoluciones = 24, calculando 64 puntos de la curva.
Curvelet: Un filtro por 6 resoluciones por una cantidad automática de sub-bandas = 6
Curvelet, calculado en cada curva NLA 64 puntos.
Contourlet: 4 filtros piramidales por 4 filtros direccionales por 6 resoluciones por 386
diferentes combinación de sub-bandas direccionales = 37056. Calculando en cada curva
NLA 64 puntos
Hı́brido: 4 filtros piramidales por 4 filtros direccionales por 6 resoluciones por 36 com-
binaciones de sub-bandas en la última escala = 3456. Calculando en cada curva NLA
64 puntos.
4.3. Resultados
La capacidad de dispersión de las diferentes representaciones se calculó siguiendo la metodoloǵıa
descrita en la sección anterior. Las figuras 4-1 y 4-2 muestran el desempeño promedio y la
respectiva desviación de la capacidad de dispersión en cada conjunto de datos.
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Figura 4-1: Capacidad de dispersión de los 4 esquemas evaluados. Columna izquierda gráfi-
cas de promedio en cada conjunto de datos. Columna Derecha: gráficas de
desviación en cada conjunto de datos. Fila 1: datos de Cine CMR 4D, Fila 2:
datos MRI Cerebro 3D, Fila 3: datos de mamograf́ıas, Fila 4: imágenes naturales
Kodak.
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Figura 4-2: Capacidad de dispersión de los 4 esquemas evaluados. Izquierda gráfica de
promedio en el conjunto de datos de texturas Brodatz. Derecha: gráfica de
desviación en el mismo conjunto de datos.
En el eje X se muestra el porcentaje de los coeficientes generados en cada transformación us-
ados en la reconstrucción y en el eje Y los decibeles en la calidad en la reconstrucción usando
la medida del PSNR. En el recuadro de estas gráficas se ha tomado como referencia el área
bajo la curva dada por la Wavelet como factor de normalización (100 %), el cual permite la
comparación de la capacidad de dispersión de los demás esquemas de representación. Para
los datos de CMR 4D se observa que la Wavelet obtiene un mayor desempeño en dispersión
seguido por el esquema h́ıbrido con un 99,65 %. Este esquema h́ıbrido es el mejor resultado
de una transformada direccional, el cual se alcanzó con 5 niveles de escala, 16 sub-bandas
de dirección en la escala de mayor frecuencia, con el filtro piramidal Daubechies 9-7 y filtro
direccional PKVA. Un resultado similar se presenta con los datos de resonancia magnética
de cerebro 3D, en el cual la mayor dispersión es alcanzada por la transformada Wavelet y
con un modelo h́ıbrido muy cercano al resultado y configuración Wavelet.
Las curvas revelan que porcentaje de toda la cantidad de coeficientes generados se necesitan
para lograr una reconstrucción visualmente aceptable (32 % de PSNR). Para los datos de
CMR 4D se alcanza con un 8,3 % de los coeficientes y para resonancia 3D de cerebro con
el 3,6 % usando una representación Wavelet. En las mamograf́ıas se observa que con sólo el
0,27 % de los coeficientes de una representación con el esquema h́ıbrido, lo cual sugiere que
el modelo h́ıbrido es un muy buen descriptor de los datos de Mamograf́ıa. En los datos de
imágenes naturales y texturas este indicador presenta alta varianza, aunque cabe resaltar
que en algunas texturas se requiere más del 50 % de los coeficientes para lograr una recon-
strucción aceptable.
Observando los resultados en el conjunto de datos de mamograf́ıas, el cual ha sido el único
en presentar buen desempeño en dispersión usando transformadas direccionales, se aprecia
que el modelo h́ıbrido supera al esquema Wavelet en todo el intervalo medido y por otro
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DWT Curvelet Contourlet Hybrid
CMR 4D 3.25 ± 0.04 18.4 ± 2.35 6.10 ± 0.05 3.50 ± 0.04
MRI Cerebro 2.23 ± 0.02 13.1 ± 0.64 3.52 ± 0.03 2.23 ± 0.02
Mamograf́ıas 0.17 ± .005 0.42 ± 0.01 0.17 ± 0.01 0.16 ± 0.004
Kodak 4.05 ± 1.23 22.7 ± 8.26 6.86 ± 1.61 4.28 ± 4.02
Brodatz 24.9 ± 7.47 46.8 ± 6.85 37.6 ± 7.21 33.9 ± 7.32
Tabla 4-1: Capacidad de dispersión de los diferentes esquemas de representación
lado, la transformada Contourlet lo hace sólo en un reducido segmento de toda la curva.
El modelo h́ıbrido que mejor desempeño en dispersión alcanzó tiene una configuración: de
5 niveles de escala, 32 direcciones en la escala de mayor frecuencia, filtros piramidal y di-
reccional Daubechies 9-7. El mejor resultado Contourlet fue alcanzado usando 5 niveles de
escala, la cantidad de sub-bandas de dirección por escala son: {4, 4, 4, 8, 32}, filtros piramidal
y direccional Daubechies 9-7.
Los resultados en las imágenes naturales muestran que el esquema Wavelet presenta mejor
desempeño en dispersión, este es el mismo resultado para los datos de texturas Brodatz.
Estos dos últimos conjuntos de datos presentan caracteŕısticas de imagen muy diferentes
entre śı, y por tanto los resultados contienen una varianza muy superior a la observada en
los tres primeros conjuntos de datos presentados. Tal como se resume en la siguiente tabla
4-1:
La tabla 4-1 muestra el promedio y la varianza de la capacidad de dispersión de un deter-
minado esquema de representación entre las imágenes de un mismo conjunto de datos. A
continuación en las figuras 4-3 se mostrarán algunos casos puntuales de imágenes en el que
es conveniente usar un esquema de representación direccional.
En un análisis de dispersión por imagen se analizaron las texturas e imágenes naturales
probando los esquemas en su mejor configuración, ya que estas presentan caracteŕısticas
muy diferentes entre śı. Los resultados se muestran en la figura 4-4, en la cual se puede
referenciar el valor máximo entre las curvas del modelo h́ıbrido respecto al Wavelet. De esta
gráfica se puede ver que sólo 10 de todas estas imágenes alcanzan a mejorar por encima de
0.2 decibeles. Es decir que en el 91 % de las imágenes de texturas y naturales la mejora al
usar transformadas direccionales no es significativa.
Cuando las imágenes presentan la suficiente información en altas frecuencias los resultados
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Figura 4-3: Análisis individual por imagen. Casos puntuales con buen desempeño de dis-
persión. Arriba: Textura Brodatz 49, Centro Textura brodatz 106 y la imagen
sintética zonoplate.
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Figura 4-4: Análisis de dispersión por imagen. Resumen de las imágenes en las cuales se pre-
sento el máximo desempeño en dispersión, indicando el valor máximo obtenido
en cada una.
en capacidad de dispersión del esquema h́ıbrido superan al Wavelet. Un ejemplo es la ima-
gen Barbara, tal como se puede apreciar en la figura 4-5 que presenta zonas brillantes en
frecuencias altas (arriba a la derecha de la gráfica)
Finalmente, se presenta el factor de decaimiento de cada uno de los esquemas de repre-
sentación para los datos de Cine CMR 4D, el cual consiste en ordenar descendentemente
por enerǵıa los coeficientes obtenidos en cada representación y dibujarlos en la misma gráfi-
ca. La representación más dispersa debe concentrar la mayor parte de su enerǵıa en pocos
coeficientes y debe decaer asintóticamente para que la gran mayoŕıa de sus coeficientes se
acerquen al cero.
En contraste, usando la imagen zonaplate, la cual presenta los mejores resultados usando
transformadas direccionales, la gráfica muestra los siguientes resultados:
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Figura 4-5: Análisis de dispersión en la imagen Barbara. Arriba: Coeficientes obtenidos us-
ando el esquema h́ıbrido configurado con 5 escalas y 32 sub-bandas direccionales
en el nivel de mayor frecuencia
4.4. Conclusiones
Se hizo un completo estudio entre tres de los esquemas de representación direccional
más usados y se comparó la capacidad de dispersión frente al esquema Wavelet, apli-
cado principalmente a los datos de Cine CMR 4D. Contrario a lo que se esperaba la
Wavelet con menos elementos de análisis alcanzó un mejor desempeño en casi todos
los casos evaluados, en particular con los datos de Cine CMR 4D.
Se observa que las imágenes que tienen componentes significativos en las altas fre-
cuencias, para este estudio las imágenes de mamograf́ıa y algunas texturas e imágenes
naturales, han presentado mejoras en el desempeño de la dispersión usando transfor-
madas direccionales. En todos los demás casos el esquema Wavelet es la representación
más dispersa y menos compleja.
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Figura 4-6: Factor de decaimiento para los datos de Cine CMR 4D
Figura 4-7: Factor de decaimiento para los datos de Cine CMR 4D
La transformada Curvelet ha mostrado bajo desempeño al ser muy redundante [20],
como se puede observar en la figura 4-6, en donde se aprecian un conjunto alto de
coeficientes con un valor relativamente alto. Por otro lado, se puede observar que la
representación Contourlet presenta un desempeño significativamente mayor en disper-
sión respecto a la Curvelet discreta. La ventaja es que la Contourlet se puede acercar
tanto como se quiera a un esquema Wavelet (esquema h́ıbrido), de tal forma que se
puede encontrar el punto que da lo mejor de los dos enfoques.
Se ha demostrado en este estudio que la información geométrica no es suficiente para
asegurar una representación más compacta que la obtenida usando el esquema Wavelet
y aún queda mucho trabajo por hacer para sacar ventaja de los esquemas direccionales.
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Como ya se ha mencionado en otros trabajos, la alta redundancia en las implementaciones
discretas del esquema Curvelet [20, 21], hacen que la representación pierda significativamente
su capacidad de dispersión, tal como se evidenció en el caṕıtulo anterior. La redundancia de
los coeficientes sugiere que existe una relación estad́ıstica entre ellos que puede ser explotada
para mejorar la capacidad de dispersión. Como se mencionó en el caṕıtulo 1, la información
relevante conserva cierta coherencia entre diferentes escalas [26] y que puede ser capturada
como dependencias estad́ısticas intra-escala e inter-escala, lo cual lleva a usar el mı́nimo
número de coeficientes. En consecuencia, algunos estudios han intentado caracterizar la de-
pendencia estad́ıstica de los coeficientes Curvelet [2] y usar esta información para mejorar el
desempeño de la dispersión de la transformada Curvelet discreta.
Este caṕıtulo desarrolla una estrategia soportada en la dependencia estad́ıstica, para se-
leccionar coeficientes Curvelet evitando la redundancia en la reconstrucción parcial, con el
objetivo de mejorar la capacidad de dispersión de la representación direccional. Esta mejora
se mide con respecto al desempeño alcanzado usando la estrategia de aproximación no-lineal
con los mismos coeficientes. La estrategia propuesta calcula las relaciones estad́ısticas exis-
tentes entre un coeficiente Curvelet y los demás teniendo en cuenta todas las dimensiones
en la transformación, tales como: ubicación espacial, escala, orientación y magnitud. Estos
valores son utilizados como pesos para implementar una nueva estrategia de selección de
los coeficientes que disminuye la redundancia y resalta la importancia de un coeficiente en
relación con los demás. Se muestra que la estrategia logra una mejora en el desempeño de la
aproximación a partir de los mismos coeficientes Curvelet generados.
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5.2. Métodos
La metodoloǵıa implementada exploró las posibles relaciones estad́ısticas que pod́ıa tener un
coeficiente con los demás, agrupados por la distancia de estos en cada una de las dimensiones
del espacio Curvelet. Siendo una representación multi-escala los coeficientes Curvelet guardan
relaciones muy cercanas con sus vecinos en todas las dimensiones como se observa en la figura
5-3.
Figura 5-1: Vecinos de coeficiente Curvelet en las diferentes dimensiones. En azul los vecinos
espaciales, para este caso los 25 vecinos. En naranja el respectivo vecino en la
escala superior. Finalmente en verde los vecinos con diferente orientación.
Los coeficientes de la primera escala se definen como los nodos ráız y los coeficientes en la
escala superior con sus diferentes orientaciones, se definen como los nodos hoja. La escala que
corresponde al centro del ćırculo se denota con s = 0 y es la escala más burda o de frecuencia
más baja. Cada coeficiente en las escalas 1 ≤ s ≤ L− 1 tiene las siguientes relaciones:
Relación inter-escala. Cuatro coeficientes hijos en el siguiente nivel s+ 1 de resolución.
Relación inter-banda. Cs− 1 coeficientes primos que corresponden a los vecinos que se
encuentran en la misma posición relativa x, y, en la misma escala s, pero que pertenecen
a una diferente banda de dirección Cs, con Cs diferente a i.
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Relación intra-banda. Ocho coeficientes vecinos espaciales que pertenecen a la misma
sub-banda de dirección Csi .
La caracterización estad́ıstica de estas relaciones entre coeficientes se realiza aproximando
la distribución de histogramas de 256-bin a una Gaussiana Generealizada, utilizando la en-
troṕıa del histograma y la medida de Kullback-Lieber divergence, tal como se describe en
[1]. De este estudio se concluye que existen fuertes relaciones de dependencia con los vecinos
espaciales, seguido por el vecino en la escala superior o inferior con el que comparten la
misma orientación, seguido del coeficiente ubicado en la dirección opuesta (180 grados) con
el que guardan alta redundancia y por último con los coeficientes primos. Las relaciones de
dependencia disminuyen con la distancia espacial, de escala y de dirección [2]. Es aśı como,
se consideran relaciones de primer nivel a los vecinos inmediatos o más cercanos en cada
una una de las dimensiones 5.2(b). El segundo nivel esta dado por los vecinos de todos
los coeficientes involucrados en el primer nivel y de manera iterativa se pueden obtener la
cantidad de niveles que se quieran hasta agotar todos los coeficientes. Para cada coeficiente
se conforma una estructura jerárquica de relaciones de dependencia, como se muestra en la
figura 5.2(a).
Figura 5-2: (a) Jerarqúıa en escalas de dependencia estad́ıstica, en la representación
Curvelet cada coeficiente tiene cuatro vecinos hijos en la escala superior (b)
Relaciones de primer nivel, Vecinos espaciales Ni azul, primos Ck verde, padre
P naranja.
La relevancia de selección de un coeficiente está dada por las relaciones de dependencia
estad́ıstica que guarda con sus vecinos. De esta forma se determina cuales son los coeficientes
más importantes para la representación y se escogen siguiendo este orden. Para estimar esta
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relevancia, se usa la dependencia estad́ıstica con todos sus vecinos en varios niveles, de la
siguiente forma:
1. Se calculan los pesos de cada relación, los cuales se adaptan a la imagen que se esta
tratando.
a) Se hace un recorrido por todas las posibles relaciones que tiene un coeficiente en
la representación direccional.
b) Para cada relación se conforman un par de vectores definidos como X y Y . En
el vector X se llena aleatoriamente con el valor de enerǵıa de cualquiera de los
coeficientes de la representación, luego dependiendo de la relación seleccionada en
el punto anterior, el vector Y se llena con los coeficientes que guarda esta relación
con los seleccionados en el vector X.
c) Conformados los vectores X y Y para cada relación se calcula un coeficiente de
correlación estad́ıstica:
ρ(X, Y ) =
E[(X − µx)(Y − µy)]
σxσy
Al final de este punto, se obtiene un coeficiente de correlación ρ, que es el peso
de la respectiva relación.
d) Este proceso se repite para calcular el peso de los vecinos de los vecinos (segundo
nivel) y aśı iterativamente hasta agotar los posibles vecinos
2. La relevancia de un coeficiente w se estima haciendo la suma de la enerǵıa de to-






3. Los coeficientes Curvelet se ordenan descendentemente conforme a su valor de rele-
vancia w obtenido en el punto anterior. Y este orden es que se utiliza para la nueva
estrategia de selección de coeficientes para la reconstrucción parcial de cada imagen.
Para evaluar el desempeño de la nueva estrategia de selección de coeficientes Curvelet para
la reconstrucción parcial, se construye una curva que compara la calidad en la reconstruc-
ción del método nuevo versus la estrategia de aproximación no lineal (NLA) ecuación 3-12,
utilizando la misma cantidad de coeficientes. Luego, se hace la integral de las curvas y se
toma como el 100 % el valor obtenido por NLA y la mejora en desempeño se da en términos
de porcentaje. El resultado para un conjunto de datos es la mejora promedio de cada una de
las imágenes 2D evaluadas por separado. La nueva estrategia es evaluada utilizando cinco
conjuntos de datos, tres de ellos con caracteŕısticas uniformes, como son: La base de datos
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de Cine CMR 4D, el conjunto de datos MRI de cerebro 3D, la base de datos de Mamograf́ıas
y dos conjuntos más: imágenes naturales de Kodak y la base de datos de texturas Brodatz.
5.3. Resultados
La capacidad de dispersión de la estrategia propuesta es ilustrada en la figura 5-3. En este
experimento se uso la reconocida imagen de Barbara, usando los coeficientes Contourlet
derivados de 6 niveles de resolución, en donde se usaron 16 y 32 sub-bandas de dirección
en las escalas de más alta frecuencia respectivamente. En el proceso de reconstrucción se
seleccionaron 1600 coeficiente con las dos estrategias y los resultados se midieron usando el
PSNR. En la figura se puede apreciar que la estrategia propuesta mejora el desempeño en
la reconstrucción parcial, con respecto a la estrategia NLA, al hacer visibles más detalles de
la imagen original.
En general, el rendimiento de ambas estrategias se evaluó midiendo la diferencia de PSNR
entre el original y las dos imágenes reconstruidas, las cuales, se obtienen al variar el por-
centaje de los coeficientes de la transformación Contourlet. Este PSNR vaŕıa entre 20 dB y
30 dB, rango en el que se considera que la información pertinente se conserva [13]. El PSNR
promedio para el conjunto de imágenes completo, de las tres bases de datos se representa
en la figura 5-4. Cada uno de estos paneles corresponde con uno de los cinco conjuntos de
datos evaluados y cada gráfico muestra la diferencia entre las dos estrategias en el intervalo
de 20 dB a 30. En las curvas de calidad se observa que punto de inflexión coincide con la
cantidad de información que se utiliza en aplicaciones de reconstrucción parcial (streaming).
La configuración de parámetros ha sido siempre la misma: 6 niveles de resolución, el número
de sub-bandas de dirección utilizadas en cada escala ha sido 1, 3, 8, 16, 32 y 64 respectiva-
mente. Se ha procurado que la cantidad de coeficientes se doble al aumentar de escala. En
las dos primeras escalas se tiene una transformación tipo Wavelet que forman 4 direcciones.
Se ha usado como banco de filtros piramidal Duabechies 9-7 y el banco de filtros direccional
fue PKVA6.
La figura 5.4(a) muestra los resultados para el conjunto de datos de Cine CMR 4D. La
mejora usando la estrategia propuesta es de el 0.78 %, se observa que con el 8.3 % del total
de coeficientes se alcanza un nivel de calidad aceptable. La mejora con la nueva estrategia
puede llegar a los 0.34 decibeles. Este conjunto de datos está compuesto de imágenes con
similares caracteŕısticas, las cuales son mapeadas a el espacio Contourlet usando la misma
estructura de descomposición en cada caso, lo cual explica porque los resultados son bas-
tante comparables para diferentes imágenes. De la misma forma los datos de MRI de cerebro
muestran un patrón similar, como se observa en la figura 5.4(b), en donde la mejora alcan-
44 5 Estrategia de selección de coeficientes Curvelet usando dependencia estad́ıstica
Figura 5-3: Comparación en el desempeño de las dos estrategias de selección de coeficientes.
Arriba a la izquierda la imagen original. Arriba a la derecha, acercamiento del
recuadro de la imagen original. Abajo izquierda resultado de la reconstrucción
usando la estrategia propuesta. Abajo a la derecha resultado de la reconstruc-
ción usando al estrategia NLA.
za en promedio 1.04 % y el incremento llega hasta los 0.41 decibeles. Con una cantidad de
coeficientes del 3.6 % los datos de cerebro alcanzan un nivel calidad aceptable. En los datos
de mamograf́ıa, figura 5.4(c) la mejora llega al 1.5 % subiendo en algunos puntos hasta 0.74
decibeles. Lo que llama la atención en los datos de mamograf́ıa es que sólo requiere de 0.27 %
de los coeficientes para alcanzar un nivel de calidad en la reconstrucción aceptable. los datos
de imágenes naturales Kodak presentan una variabilidad más alta 3.4 %, la mejora alcanzada
llega a 1.3 % en promedio con mejoras que pueden llegar a 0.71 decibeles. Con el 2.3 % se
logra una reconstrucción de calidad aceptable tal como se puede apreciar en la figura 5.4(d).
Finalmente, el conjunto de texturas Brodatz, figura 5.4(e) en promedio alcanzan una mejora
de 1.62 % con una alta variabilidad ≈ 0,52 %, la mejora máxima en algunos puntos alcanza
0.78 decibeles. En las texturas se requiere cerca del 62 % de los coeficientes para llegar a una
reconstrucción aceptable. un resumen de estos resultados se pueden ver en la siguiente tabla:
5.4 Conclusiones 45
Mejora Promedio Desviación Máximo (dB) #coefs para 32 dB
CMR 4D 0.78 % 0.11 % 0.34 8.3 %
MRI Cerebro 1.04 % 0.09 % 0.41 3.6 %
Mamograf́ıas 1.50 % 0.13 % 0.74 0.27 %
Kodak 1.30 % 0.34 % 0.71 2.3 %
Brodatz 1.62 % 0.52 % 0.78 62 %
5.4. Conclusiones
la estrategia introducida permite mejorar la aproximación de la imagen con menos
coeficientes.
La dependencia estad́ıstica de los coeficientes Contourlet permite encontrar aquellos
que son más relevantes para la dispersión de la imagen.
La dispersión más grande se pudo encontrar en los datos de mamograf́ıa y debido a que
sólo se requieren pocos coeficientes para lograr una buena reconstrucción los coeficientes
Contourlet se convierten en un descriptor apropiado para los datos de mamograf́ıa.
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Figura 5-4: Análisis comparativo de la estrategia propuesta versus la estrategia NLA, el
recuadro muestra la mejora en porcentaje del intervalo visualizado: (a) CMR,
(b) MRI Brain, (c) Mammography, (d) Base de datos Kodak y (e) Base de
datos de texturas Brodatz.
6 Conclusiones y recomendaciones
6.1. Conclusiones
En este trabajo se muestra que la mejor representación para los datos de CMR4D se alcanza
con el modelo h́ıbrido entre las Wavelets y las Contourlets, el cual es mejorado aplicando
una estrategia de selección de coeficientes que se basa en la dependencia estad́ıstica entre los
mismos. La representación de los datos mantiene la granularidad y flexibilidad de acceso a
los datos que ofrece la Transformada Wavelet y además mejora el análisis de la información
geométrica de alta frecuencia, siendo más eficiente.
Se presenta un trabajo de comparación de las diferentes estrategias de representación di-
reccional frente a la transformada Wavelet, en cual se puede apreciar que por śı solas, las
transformadas direccionales, en promedio, no mejoran los resultados obtenidos mediante un
modelo más simple como el Wavelet. Por tanto, se hace necesario combinar los modelos
direccional y no direccional, y hacer un estudio estad́ıstico de los coeficientes para alcanzar
mejores resultados.
El desempeño de los diferentes esquemas de representación direccional han sido probados con
cinco conjuntos de datos con caracteŕısticas distintas. Se puede ver que los datos de mamo-
graf́ıas, que presentan una gran cantidad de información en las altas frecuencias, quedan
mejor representados por un esquema direccional como el modelo h́ıbrido, cuyos coeficientes
se convierten en excelentes descriptores de las mamograf́ıas, debido a que alcanzan una bue-
na reconstrucción (mayor a 30 Decibeles) con sólo el 0.7 % de los coeficientes, mejorando en
promedio cerca de un decibel los resultados de aproximación alcanzados por la Wavelet. En
contra-posición, datos que presentan poca información de alta frecuencia como las imágenes
de cerebro y CMR4D, logran una mejora máxima de 0.4 decibeles. En estos datos en prome-
dio la mejora es despreciable y no vale la pena usar un esquema complejo de representación.
Los mejores resultados de las transformaciones direccionales se obtienen utilizando el modelo
Hı́brido, usando t́ıpicamente filtro piramidal “daubechies 9-7 ”, 3 niveles de resolución y 16
direcciones en la banda de más alta frecuencia.
La caracterización estad́ıstica de los coeficientes Contourlet mejora los resultados tradicional-
mente obtenidos mediante la aproximación no lineal. Este es un primer paso en la descripción
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semántica de los coeficientes Contourlet respecto a la calidad de la imagen.
6.2. Recomendaciones
La representación con el modelo h́ıbrido y la selección de coeficientes usando la dependen-
cia estad́ıstica, surge como una alternativa interesante de representación para aplicaciones
como compresión, en cual se requiere construir un esquema de codificación que aproveche
la granularidad de la orientación, para almacenamiento, recuperación y acceso eficiente. Por
otro lado, el uso de los coeficientes del modelo h́ıbrido pueden servir como descriptores para
aplicaciones de clasificación, agrupamiento y recuperación de información.
Los coeficientes con baja dependencia estad́ıstica y magnitud relativamente baja pueden ser
considerados como candidatos etiquetados como ruido. Con esta hipótesis esquemas de re-
ducción de ruido que aprovechen el resultado de la dependencia estad́ıstica entre coeficientes
pueden mejorar la calidad de la imagen para otras tareas.
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