Some results on Laplacian spectral radius of graphs with cut vertices  by Zhang, Xiaoling & Zhang, Heping
Discrete Mathematics 310 (2010) 3494–3505
Contents lists available at ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
Some results on Laplacian spectral radius of graphs with cut vertices✩
Xiaoling Zhang a,b,∗, Heping Zhang b
a School of Mathematics and Information Science, Yantai University, Yantai, Shandong 264005, PR China
b School of Mathematics and Statistics, Lanzhou University, Lanzhou, Gansu 730000, PR China
a r t i c l e i n f o
Article history:
Received 29 June 2009
Received in revised form 27 March 2010
Accepted 16 August 2010
Available online 22 September 2010
Keywords:
Laplacian spectral radius
Unicyclic graph
Diameter
a b s t r a c t
In this paper, we give some results on Laplacian spectral radius of graphs with cut vertices,
and as their applications, we also determine the unique graph with the largest Laplacian
spectral radius among all unicyclic graphs with n vertices and diameter d, 3 ⩽ d ⩽ n− 3.
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1. Introduction
The graphs in this paper are simple and undirected. Let G = (V , E) be a graph on vertex set V (G) = {v1, v2, . . . , vn}. For
vi ∈ V (G), the degree of vi, written dG(vi) or d(vi), is the number of edges incident with vi. The set of neighbors of a vertex
vi in G is denoted by NG(vi), or briefly by N(vi). Its adjacency matrix is defined to be the n × n matrix A(G) = (aij), where
aij = 1 if vi is adjacent to vj, and aij = 0 otherwise. Since A(G) is a real symmetric matrix, its eigenvalues are all real. We call
the largest eigenvalue of A(G) the spectral radius of graph G, which is denoted by ρ(G).
The Laplacian matrix is L(G) = D(G) − A(G), where D(G) is the diagonal matrix of vertex degrees. The Laplacian
characteristic polynomial of G is just det(xI− L(G)), which is denoted byΦ(G, x), or simply byΦ(G). From the fact that L(G)
is a real symmetric matrix with row sums 0 and Geršgorin’s theorem [14], it follows that its eigenvalues are nonnegative
real numbers, and 0 is the smallest eigenvalue of L(G). Hence the eigenvalues of L(G) can be denoted by
µ1(G) ⩾ µ2(G) ⩾ · · · ⩾ µn(G) = 0,
in a non-increasing order. The largest eigenvalue µ1(G) is the Laplacian spectral radius of graph G.
Aunicyclic graph is a connected graph inwhich thenumber of edges equals thenumber of vertices. The diameter of a graph
is the maximum distance between any pair of vertices. Let ♦dn(3 ⩽ d ⩽ n− 3) be a graph obtained from C4 = v1v2v3v4v1 by
attaching n − d − 2 pendent vertices together with a path of length  d2 − 1 to vertex v1, and a path of length  d2 − 1 to
vertex v3. For example, see Fig. 6, if k =
 d
2

,G1 ∼= ♦dn.
The investigation on the Laplacian spectral radius of graphs is an important topic in the theory of graph spectra. In the
past few years, Guo [12] investigated how the Laplacian spectral radius changes when one graph is transferred to another
graph obtained from the original graph by adding some edges, or subdivision, or removing some edges from one vertex to
another; Guo [11] investigated how the Laplacian spectral radius behaves when the graph is perturbed by adding or grafting
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edges. At the same time, the problem concerning graphs with themaximal (minimal, respectively) Laplacian spectral radius
of a given class of graphs has been studied extensively; see [4,10,19,20].
In this paper, we investigate the same problem on the graphs with cut vertices as above, and as their applications, we
also obtain that ♦dn is a unique graph with the largest Laplacian spectral radius among all unicyclic graphs with n vertices
and fixed diameter d, for 3 ⩽ d ⩽ n− 3.
2. Some preliminaries
In this section, we will list some lemmas which will be used in Sections 3 and 4.
Let G be a graph. Let G′ := G + e be the graph obtained from G by inserting a new edge e into G. The well-known
Courant–Weyl inequalities (see, e.g., [2], Theorem 2.1) imply the following interlacing theorem.
Lemma 2.1. µ1(G′) ⩾ µ1(G) ⩾ µ2(G′) ⩾ µ2(G) ⩾ · · · ⩾ µn(G′) = µn(G) = 0.
If h(x) is a polynomial in variable x, let µ1(h) denote the largest real root of equation h(x) = 0.
Lemma 2.2 ([20]). Let h(x) and g(x) bemonic polynomialswith real roots. If h(x) < g(x) for all x ⩾ µ1(g), thenµ1(h) > µ1(g).
Remark. The above lemma remains valid if we replace x ⩾ µ1(g) by x ⩾ µ1(h).
Lemma 2.3 ([2]). Let A be a Hermitian matrix with eigenvalues λ1, . . . , λn and B be one of its principal submatrices. Let B have
eigenvalues µ1, . . . , µm. Then the inequalities λn−m+i ⩽ µi ⩽ λi(i = 1, . . . ,m) hold.
Lemma 2.4 ([5]). Let A be a symmetric n× n matrix with eigenvalues θ1 ⩾ θ2 ⩾ · · · ⩾ θn. Then
θk = max
dim(U)=k
min
x∈U
(x, Ax)
(x, x)
and the k-dimensional subspace for which the maximum occurs is unique, and is spanned by the eigenvectors associated with
θ1, . . . , θn, where dim(U) denotes the dimension of the subspace U.
Lemma 2.5. Let G = (V1, V2; E) be a connected bipartite graph on n vertices and suppose that V1 = {v1, v2, . . . , vj},
V2 = {vj+1, vj+2, . . . , vn}. Let X = (xv1 , xv2 , . . . , xvn)t be a unit eigenvector of G corresponding to µ1(G). Then we have
(1) [7] B(G) = D(G)+ A(G) and L(G) = D(G)− A(G) are unitarily similar and the largest eigenvalue µ1(G) of L(G) is simple.
(2) [11] sgn(xv1) = · · · = sgn(xvj) = −sgn(xvj+1) = · · · = −sgn(xvn) ≠ 0.
Let v1, v2, . . . , vn be a series of orthonormal eigenvectors corresponding to the eigenvalues µ1(G + e), µ2(G +
e), . . . , µn(G+ e), respectively. Then we have
Lemma 2.6 ([3]). Let G be a simple graph of order n, e = {vi, vj} (i ≠ j). If µr(G) = µr(G+e) = µr , r = 1, 2, . . . , p, p ⩽ n−1,
then for each r (r = 1, 2, . . . , p),G and G+ e have the same orthonormal eigenvector vr corresponding to µr for which the ith
and jth entries are equal.
The Laplacian spectrum of G is defined by the multiset S(G) = {µ1(G), . . . , µn(G)}. We say that the Laplacian spectral
variation of G by adding an edge or a loop e is integral if the differences between the elements of S(G + e) \ S(G) and
S(G) \ S(G+ e) in the same places are integral.
Lemma 2.7 ([17]). Let G be a graph with nonadjacent vertices v1 and v2, and Gˆ = G+ v1v2. Then the Laplacian spectral integral
variation occurs in one place if and only if vertices v1 and v2 have the same neighborhood in G. If the Laplacian spectral integral
variation occurs in one place, the eigenvalue of G that increased by 2 is given by dG(v1) (equivalently, dG(v2)).
Lemma 2.8 ([6,15]). Let G be a connected graph on n vertices with at least one edge. Thenµ1(G) ⩾ ∆(G)+ 1, where∆(G) is the
maximum degree of the graph G, with equality if and only if ∆(G) = n− 1.
Let G be a connected graph with uv ∈ E(G). The graph Gu,v is obtained from G by subdividing the edge uv, i.e., adding a
new vertexw and edgeswu, wv in G− uv. Hoffman and Smith define an internal path of G as a walk v0v1 · · · vs(s ⩾ 1) such
that the vertices v0, v1, . . . , vs are distinct, d(v0) > 2, d(vs) > 2, and d(vi) = 2, whenever 0 < i < s. And s is called the
length of the internal path. An internal path is closed if v0 = vs. They proved the following result.
Lemma 2.9 ([13]). Let uv be an edge of the connected graph G on n vertices.
(i) If uv does not belong to an internal path of G, and G ≠ Cn, then ρ(Gu,v) > ρ(G).
(ii) If uv belongs to an internal path of G, and G ≠ Wn, where Wn is shown in Fig. 1, then ρ(Gu,v) < ρ(G).
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Fig. 1. Wn .
Fig. 2. Graphs Gk,l and Gk−1,l+1 .
In the following, we denote by Guv(w) the graph obtained from G by contracting edge e = uv, where e is an arbitrary
edge of G andw is the new vertex.
Lemma 2.10 ([18]). Let e = uv be an arbitrary edge of a tree T = (V , E). Then
(1) If uv does not belong to an interval path, then µ1(T uv(w)) < µ1(T ).
(2) If uv belongs to an interval path, then µ1(T uv(w)) > µ1(T ).
Here, we generalize the above lemma to bipartite graphs. Since their proofs are almost the same, here we omit it.
Corollary 2.11. Let e = uv be an arbitrary edge of a bipartite graph G = (V , E). Then
(1) If uv does not belong to an interval path, then µ1(Guv(w)) < µ1(G).
(2) If uv belongs to an interval path and Guv(w) is still a bipartite graph, then µ1(Guv(w)) > µ1(G).
Lemma 2.12 ([11]). Let u, v be two vertices of a connected bipartite graph G = (V1, V2, E). Suppose that v1, v2, . . . , vs(1 ⩽ s ⩽
d(v)) are some vertices of NG(v) \NG(u) different from u. Let X be a unit eigenvector of G corresponding toµ1(G), and let G∗ be
the graph obtained from G by deleting the edges vvi and adding the edges uvi(1 ⩽ i ⩽ s). If |xu| ⩾ |xv| and G∗ is also a bipartite
graph, then µ1(G∗) > µ1(G).
The line graph LG of a graph G is constructed by taking the edges of G as vertices of LG, and joining two vertices in LG by
an edge whenever the corresponding edges in G have a common vertex.
Lemma 2.13 ([16]). µ1(G) ⩽ 2+ ρ(LG), the equality holds if and only if G is a bipartite graph.
Lemma 2.14 ([9]). Let G be a connected bipartite graph and H a subgraph of G. Then µ1(H) ⩽ µ1(G), and the equality holds if
and only if G = H.
Lemma 2.15 ([8]). Let G be a unicyclic graph of order n. Then µ1(G) ⩾ µ1(Cn) and the equality holds if and only if G ∼= Cn.
Lemma 2.16 ([11]). Let G be a connected graph on n vertices and v be a vertex of G. Let Gk,l be the graph defined as in Fig. 2. If
l ⩾ k ⩾ 1, then
µ1(Gk−1,l+1) ⩽ µ1(Gk,l),
with equality if and only if there exists a unit eigenvector of Gk,l corresponding toµ1(Gk,l) taking the value 0 on vertex v. Especially,
the inequality is strict if G is a bipartite graph.
3. Some results about graphs with cut vertices
Let Gu : vH denote the graph formed by only identifying the vertex u of G with the vertex v of H (see Fig. 3). If u and
v are two vertices of G, let Lu,v(G) denote the principal submatrix of L(G) formed by deleting the rows and the columns
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Fig. 3. Graph Gu : vH .
corresponding to vertices u and v. Then Lu(G) can be defined similarly. In the following, we always use Φ(Lu(G)) and
Φ(Lu,v(G)) to denote the characteristic polynomials of Lu(G) and Lu,v(G), respectively.
Enlightened by the formula about the characteristic polynomial of graphs formed by pasting two graphs together (see [1],
Theorem 9.1), we get the following lemma:
Lemma 3.1. Let G = G1u : vG2. Then
Φ(G) = Φ(G1)Φ(Lv(G2))+ Φ(Lu(G1))Φ(G2)− xΦ(Lu(G1))Φ(Lv(G2)). (3.1)
Proof. SupposeV (G1) = {u1, . . . , un−1, u} andV (G2) = {v, v2, . . . , vm}.Wemay assume thatu andv are identified as a new
single vertex u∗. The rows of the Laplacian matrix of G can be ordered by u1, . . . , un−1, u∗, v2, . . . , vm. Let L(G1) = (lij)n×n,
L(G1) = (rij)m×m, l = (ln1, . . . , ln−1,1)t , r = (l12, . . . , l1m)t ,O = (0)(n−1)×(m−1), O1 = (0)(m−1)×1,O2 = (0)(n−1)×1. Then
Φ(L(G)) =

xIn−1 − Lu(G1) −l O
−lt x− dG1(u)− dG2(v) −r t
Ot −r xIm−1 − Lv(G2)

=

xIn−1 − Lu(G1) −l O
−lt x− dG1(u) −r t
Ot O1 xIm−1 − Lv(G2)
+

xIn−1 − Lu(G1) O2 O
−lt x− dG2(v) −r t
Ot −r xIm−1

+

xIn−1 − Lu(G1) O2 O
−lt −x −r t
Ot O1 xIm−1 − Lv(G2)

= Φ(G1)Φ(Lv(G2))+ Φ(Lu(G1))Φ(G2)− xΦ(Lu(G1))Φ(Lv(G2)). 
Lemma 3.2. For all x ⩾ µ1(G), we have
Φ(G)− xΦ(Lu(G)) ⩽ 0,
the equality holds if and only if x = µ1(G) = µ1(Lu(G)).
Proof. Let |V (G)| = n. Since Lu(G) is the principal submatrix of L(G) formed by deleting the row and the column corre-
sponding to vertex u, by Lemma 2.3, we have
µi+1(G) ⩽ µi(Lu(G)) ⩽ µi(G) (i = 1, . . . , n− 1),
i.e.,
µ1(G) ⩾ µ1(Lu(G)) ⩾ µ2(G) ⩾ · · · ⩾ µn−1(G) ⩾ µn−1(Lu(G)) ⩾ µn(G) = 0.
So
Φ(G)− xΦ(Lu(G)) = x

n−1∏
i=1
(x− µi(G))−
n−1∏
i=1
(x− µi(Lu(G)))

.
If x > µ1(G), we have
0 < x− µi(G) ⩽ x− µi(Lu(G)) (i = 1, . . . , n− 1).
Since
n−1
i=1
µi(G) =
n−
i=1
µi(G) = tr(L(G)) > tr(Lu(G)) =
n−1
i=1
µi(Lu(G)),
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Fig. 4. Graphs G1 and G2 .
there must exist some 1 ⩽ k ⩽ n− 1 such that x− µi(G) < x− µi(Lu(G)). So, in this case, we have
Φ(G)− xΦ(Lu(G)) < 0.
If x = µ1(G), we have
Φ(G)− xΦ(Lu(G)) = 0− µ1(G)
n−1∏
i=1
(µ1(G)− µi(Lu(G))) ⩽ 0,
and the equality holds if and only if µ1(G) = µ1(Lu(G)).
This completes the proof. 
Lemma 3.3. Let X = (x1, x2, . . . , xn)t be a unit eigenvector of G corresponding to µ1(G), where xi corresponds to the vertex
ui(1 ⩽ i ⩽ n). If µ1(G) is simple, then for some 1 ⩽ k ⩽ n, µ1(G) = µ1(Luk(G)) if and only if xk = 0.
Proof. For the necessity, we may assume that Luk(G)Y = µ1(Luk(G))Y , where Y = (y1, y2, . . . , yk−1, yk+1, . . . , yn)t is a unit
eigenvector of Luk(G) corresponding to µ1(Luk(G)). Let X
′ = (y1, y2, . . . , yk−1, 0, yk+1, . . . , yn)t . Then µ1(G) = (X ′,L(G)X ′)(X ′,X ′) =
(Y ,Luk (G)Y )
(Y ,Y ) = µ1(Luk(G)).
Since µ1(G) = maxdim(U)=1 minX∗∈U (X∗, AX∗)(X∗, X∗) , by Lemma 2.4, we get that X ′ is a unit eigenvector of G corresponding to
µ1(G), and the 1-dimensional subspace for which the maximum occurs is spanned by X ′. Since µ1(G) is simple, we get
X = bX ′, where b is a nonzero constant. So xk = 0.
For the sufficiency, let Y = (x1, x2, . . . , xk−1, xk+1, . . . , xn)t . Then Luk(G)Y = µ1(G)Y , by Lemma 2.4, µ1(Luk(G)) ⩾
(Y , Luk (G)Y )
(Y ,Y ) = µ1(G). By Lemma 2.3, we get µ1(Luk(G)) ⩽ µ1(G). So µ1(G) = µ1(Luk(G)). 
Lemma 3.4. Let G1 andG2 be shownas in Fig.4, G1 = H1u∗ : uGv : v∗H2 andG2 = H1u∗ : vGv : v∗H2. If Φ(Lu(G)) ⩽ Φ(Lv(G))
for all x ⩾ µ1(G1), then µ1(G1) ⩽ µ1(G2). In particular, the inequality is strict if H1 and H2 are both bipartite graphs.
Proof. By Lemma 3.1, we have
Φ(G1) = Φ(Lu∗(H1))Φ(Gv : v∗H2)+ Φ(Lu(Gv : v∗H2))(Φ(H1)− xΦ(Lu∗(H1)))
= Φ(Lu∗(H1))Φ(Gv : v∗H2)+ [Φ(Lu(G))Φ(Lv∗(H2))
+Φ(Lu,v(G))(Φ(H2)− xΦ(Lv∗(H2)))](Φ(H1)− xΦ(Lu∗(H1)));
Φ(G2) = Φ(Lu∗(H1))Φ(Gv : v∗H2)+ Φ(Lv(G))Φ(Lv∗(H2))(Φ(H1)− xΦ(Lu∗(H1)))
Φ(G1)− Φ(G2) = (Φ(H1)− xΦ(Lu∗(H1)))[(Φ(Lu(G))− Φ(Lv(G)))Φ(Lv∗(H2))
+Φ(Lu,v(G))(Φ(H2)− xΦ(Lv∗(H2)))].
By Lemma 3.2, for all x ⩾ µ1(G1), Φ(H1) − xΦ(Lu∗(H1)) ⩽ 0; Φ(Lu(G)) − Φ(Lv(G)) ⩽ 0; Φ(H2) − xΦ(Lv∗(H2)) ⩽ 0. So
Φ(G1)− Φ(G2) ⩾ 0, for all x ⩾ µ1(G1). By Lemma 2.2, µ1(G1) ⩽ µ1(G2).
We assume that X, Y are two unit eigenvectors of H1,H2 corresponding toµ1(H1), µ1(H2), respectively. If H1 and H2 are
both bipartite graphs, by Lemma 2.5, µ1(H1) and µ1(H2) are both simple and xu∗ ≠ 0, yv∗ ≠ 0. By Lemma 3.3, µ1(H1) >
µ1(Lu∗(H1)), µ1(H2) > µ1(Lv∗(H2)). By Lemma3.2, for all x ⩾ µ1(G1),Φ(H1)−xΦ(Lu∗(H1)) < 0;Φ(H2)−xΦ(Lv∗(H2)) < 0.
SoΦ(G1)− Φ(G2) > 0, for all x ⩾ µ1(G1). By Lemma 2.2, we get µ1(G1) < µ1(G2). 
In the above lemma, we say that G2 can be obtained from G1 by carrying out a transformation.
Lemma 3.5. Let G be a connected graph of order n and X a unit eigenvector of G corresponding to µ1(G). If there exist three
different vertices vi, vi+1, vj such that xvi ⩽ xvi+1 ⩽ xvj and vi is adjacent to vi+1, vj is nonadjacent to vi. Then µ1(G) ⩽
µ1(G− vivi+1 + vivj). Especially, the inequality is strict if xvi+1 ≠ xvj .
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Fig. 5. Graphs U1,U2 and U3 .
Proof. Let G′ = G− vivi+1 + vivj. Then
µ1(G′)− µ1(G) ⩾ X tL(G′)X − X tL(G)X
= X t(L(G′)− L(G))X
= x2vj − x2vi+1 − 2xvixvj + 2xvixvi+1
= (xvj − xvi+1)(xvj + xvi+1 − 2xvi)
⩾ 0.
So µ1(G) ⩽ µ1(G− vivi+1 + vivj) and the inequality is strict if xvi+1 ≠ xvj . 
4. Applications
If the subgraph induced by the vertices of a path P in G is P itself, we call P an induced path. In the following, we useUdn to
denote the sets of all unicyclic graphs with n vertices and diameter d. Let Ui (i = 1, 2, 3) be three unicyclic graphs shown in
Fig. 5. Let Ui(p2, . . . , pd, pd+2) (i = 1, 3) and U2(p2, . . . , pd, pd+2, pd+3) be three classes of graphs of order n obtained from
Ui (i = 1, 2, 3) by attaching a tree Tj to each vj ∈ V (Ui) \ {v1, vd+1} (i = 1, 2, 3), respectively, where V (Tj) contains vertex
vj and |V (Tj)| = pj + 1.
LetUdi = 
Σdj=2pj+pd+2=n−d−2
Ui(p2, . . . , pd, pd+2), i = 1, 3;
Ud2 = 
Σdj=2pj+pd+2+pd+3=n−d−3
U2(p2, . . . , pd, pd+2, pd+3);
U
d
3 =

pj=n−d−2
U3(0, . . . , 0, pj, 0, . . . , 0).
In the following, we denote by G[S] the induced subgraph of G, for S ⊆ V (G).
Lemma 4.1. For any graph G ∈ Ud1, there exists a graph G∗ ∈ Ud3 such that µ1(G) < µ1(G∗).
Proof. For any graph G ∈ U1(p2, . . . , pd, pd+2) ⊆ Ud1, let Ti be the tree attached to the vertex vi of U1, for i = 2, . . . , d, d+2.
Let C = vkvk+1vd+2vk be the unique cycle of G. If pd+2 > 0, let G1 = G[V (T2) ∪ · · · ∪ V (Tk) ∪ {v1, vk+1, vd+2}],G2 =
Td+2,G3 = G[V (Tk+1) ∪ · · · ∪ V (Td) ∪ {vd+1}]. Then G = G2vp+2 : vp+2G1vk+1 : vk+1G3 and G2,G3 are bipartite graphs.
Let G′ = G2vp+2 : vk+1G1vk+1 : vk+1G3. Since Φ(Lvp+2(G1)) = Φ(Lvk+1(G1)) for all x ⩾ µ1(G), by Lemma 3.4, we have
µ1(G) < µ1(G′). From G to G′, only the following distances are changed: the distances between the vertices of V (G2)\{vd+2}
and vd+2 are increased by one, and the distances between the vertices of V (G2) \ {vd+2} and the vertices of V (G3) ∪ {vk+1}
are decreased by one. Then G′ ∈ Ud1. So in the following, we can consider G′ instead of G, or we may assume that pd+2 = 0
directly. Similarly, we can assume that Tk and Tk+1 are stars in G. This is because, we assume that Tk+1 is not a star, then there
must exist at least one edge e = uv ∈ E(Tk+1) such that each component of G− e contains at least two vertices. Let G1 = e
and denote the two components of G − e by G2,G3, respectively. Then G = G2u : uG1v : vG3. Let G′ = G2u : vG1v : vG3.
Then G′ ∈ Ud1. Since Φ(Lu(G1)) = Φ(Lv(G1)) for all x ⩾ µ1(G), by Lemma 3.4, we have µ1(G) ⩽ µ1(G′). Again we can
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consider G′ instead of G, or we may assume that Tk and Tk+1 are stars. So, for convenience, we assume that pd+2 = 0 and
Tk, Tk+1 are stars in G.
Case 1. pkpk+1 = 0.
We may assume that pk+1 = 0. Let G∗ = G − vk+1vd+2 + vk+2vd+2 and G′ = G + vk+2vd+2. Then G∗ ∈
U3(p2, . . . , pk−1, pk, 0, pk+2, . . . , pd, 0) ⊆ Ud3. Since NG∗(vd+2) = NG∗(vk+1), by Lemma 2.7, from G∗ to G′, the Laplacian
spectral integral variation occurs in one place and the eigenvalue of G∗ that increased by 2 is given by the degree of the
vertex vd+2. By Lemma 2.8, µ1(G∗) > ∆(G∗) + 1 > 4 ⩾ dG∗(vd+2) + 2, this means, from G∗ to G′, µ1(G∗) is unchanged,
i.e., µ1(G∗) = µ1(G′). Since G′ = G + vk+2vd+2, by Lemma 2.1, µ1(G) ⩽ µ1(G′). If µ1(G) = µ1(G′), let X (1), X (2), . . . , X (n)
be a series of orthonormal eigenvectors corresponding to the eigenvalues µ1(G′), µ2(G′), . . . , µn(G′), respectively. Then
by Lemma 2.6, we get that G,G∗,G′ have the same eigenvector X (1) corresponding to µ1(G′) of which the (k + 2)th and
the (d + 2)th entries are equal. Since G∗ is a bipartite graph, by Lemma 2.5, sgn(X (1)vk+2) = −sgn(X (1)vd+2) ≠ 0, which is a
contradiction. So µ1(G) < µ1(G∗).
Case 2. pkpk+1 ≠ 0.
Suppose that X = (x1, . . . , xn)t is a unit eigenvector of G corresponding to µ1(G), where xi corresponds to vertex
vi(1 ⩽ i ⩽ n). Since−X is also a unit eigenvector corresponding toµ1(G), we may assume that xk + xk+1 ⩾ 0 and xk ⩾ xk+1.
Suppose that vt is a pendent vertex attached to vk+1. Now, we prove that µ1(G) ⩽ µ1(G− vk+1vt + vkvt).
Since L(G)X = µ1(G)X , we get µ1(G)xi = d(vi)xi −∑vj∈N(vi) xj. So
xt = −xk+1
µ1(G)− 1 , xd+2 =
xk + xk+1
2− µ1(G) .
If xk+1 ⩾ 0, let G′′ = G− vk+1vt + vkvt . Then we have xt ⩽ 0 and
µ1(G′′)− µ1(G) ⩾ X tL(G′′)X − X tL(G)X
= X t(L(G′′)− L(G))X
= x2k − x2k+1 + 2xtxk+1 − 2xtxk
= (xk − xk+1)(xk + xk+1 − 2xt)
⩾ 0.
If xk+1 < 0, let G′′ = G− vk+1vd+2 + vkvt . Then
µ1(G′′)− µ1(G) ⩾ X tL(G′′)X − X tL(G)X
= X t(L(G′′)− L(G))X
= x2k + x2t − x2d+2 − x2k+1 + 2xk+1xd+2 − 2xkxt
= (xk − xt)2 − (xk+1 − xd+2)2
=

xk + xk+1
µ1(G)− 1
2
−

xk + xk+1
µ1(G)− 2 + xk+1
2
=

(µ1(G)− 1)xk + xk+1
µ1(G)− 1
2
−

xk + (µ1(G)− 1)xk+1
µ1(G)− 2
2
,
if xk + (µ1(G)− 1)xk+1 ⩾ 0, then
(µ1(G)− 1)xk + xk+1
µ1(G)− 1 +
xk + (µ1(G)− 1)xk+1
µ1(G)− 2 > 0,
(µ1(G)− 1)xk + xk+1
µ1(G)− 1 −
xk + (µ1(G)− 1)xk+1
µ1(G)− 2 =
(µ1(G)− 1)(µ1(G)− 3)xk − (µ1(G)2 − 3µ1(G)+ 3)xk+1
(µ1(G)− 1)(µ1(G)− 2) > 0;
if xk + (µ1(G)− 1)xk+1 < 0, then
(µ1(G)− 1)xk + xk+1
µ1(G)− 1 +
xk + (µ1(G)− 1)xk+1
µ1(G)− 2 >
µ1(G)xk + µ1(G)xk+1
µ1(G)− 1 ⩾ 0,
(µ1(G)− 1)xk + xk+1
µ1(G)− 1 −
xk + (µ1(G)− 1)xk+1
µ1(G)− 2 > 0.
In either case, µ1(G′′) ⩾ µ1(G).
Since G′′ ∼= G− vk+1vt + vkvt , we get µ1(G− vk+1vt + vkvt) ⩾ µ1(G).
Let X ′′ be a unit eigenvector of G′′ corresponding toµ1(G′′) such that x′′k+x′′k+1 ⩾ 0. Then x′′k ⩾ x′′k+1. Otherwise, x′′k < x′′k+1.
Using a similar way to Case 2, we can get µ1(G′′) < µ1(G), which is a contradiction.
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Repeat the above procedure until there is no pendent vertex attached to vk+1. We denote the final graph by G′′′, then
µ1(G) ⩽ µ1(G′′′). For G′′′, since p′′′k+1 = 0, according to Case 1, we can find a graph G∗ ∈ Ud3 such that µ1(G′′′) < µ1(G∗). So
µ1(G) < µ1(G∗).
We complete the proof. 
Lemma 4.2. For any graph G ∈ Ud2, there exists a graph G∗ ∈ Ud3 such that µ1(G) < µ1(G∗).
Proof. For any graph G ∈ U2(p2, . . . , pd, pd+2, pd+3) ⊆ Ud2, let Ti be the tree attached to the vertex vi of U2, for
i = 2, . . . , d, d + 2, d + 3. Let C = vkvd+2vd+3vk be the unique cycle of G. Suppose G′ ∈ U2(p2, . . . , pk−1, pk + pd+2 +
pd+3, pk+1, . . . , pd, 0, 0) and T ′i ∼= Ti for i = 2, . . . , k − 1, k + 1, . . . , d, where T ′i is the tree attached to the vertex vi of G′,
and T ′k is obtained from Tk, Td+2, Td+3 by identifying the vertices vk, vd+2 and vd+3. Then by Lemma 3.4, µ1(G) ⩽ µ1(G′). Let
G′′ = G′ − vd+2vd+3. Then NG′′(vd+2) = NG′′(vd+3) = {vk}. From G′′ to G′, by Lemma 2.7, the eigenvalue of G′′ that increased
by 2 is given by d(vd+2). By Lemma 2.8, µ1(G′′) > ∆(G′′) + 1 ⩾ 4 ⩾ dG′′(vd+2) + 2, this means that µ1(G′) = µ1(G′′). If
k ⩽ d−1, letG′′′ = G′′+vk+1vd+3; if k = d, letG′′′ = G′′+vk−1vd+2. Then, in either case, by Lemma2.1,µ1(G′′) ⩽ µ1(G′′′) and
G′′′ ∈ Ud1. By Lemma 3.1, we can get that there exists a graph G∗ ∈ Ud3 such thatµ1(G′′′) < µ1(G∗). Soµ1(G) < µ1(G∗). 
Let Bn = Lv(Pn+1)(n ⩾ 1), where Pn+1 is a path with n+ 1 vertices and v is one of the end vertices of Pn+1. Then
Lemma 4.3 ([10]). Set Φ(P0) = 0,Φ(B0) = 1. We have
(1) Φ(Pn+1) = (x− 2)Φ(Pn)− Φ(Pn−1);
(2) xΦ(Bn) = Φ(Pn+1)+ Φ(Pn).
Lemma 4.4 ([10]). For m ⩾ 2, n ⩾ 1 and x ≠ 0, 2, we have
(1) Φ(Bm)Φ(Pn)− Φ(Bm−1)Φ(Pn+1) = Φ(Bm−1)Φ(Pn−1)− Φ(Bm−2)Φ(Pn);
(2) Φ(Bm)Φ(Bn)− Φ(Bm−1)Φ(Bn+1) = Φ(Bm−1)Φ(Bn−1)− Φ(Bm−2)Φ(Bn).
The above two lemmas will be frequently used in the proofs of the following lemma.
Lemma 4.5. For any graph G ∈ Ud3, 3 ⩽ d ⩽ n− 3, we have
µ1(G) ⩽ µ1(♦dn),
and the equality holds if and only if G ∼= ♦dn.
Proof. Let G ∈ Ud3, 3 ⩽ d ⩽ n − 3 and X = (x1, x2, . . . , xn)t a unit eigenvector of G corresponding to µ1(G), where xi
corresponds to the vertex vi(1 ⩽ i ⩽ n).
Choose G ∈ Ud3 such that the Laplacian spectral radius of G is as large as possible. Similar to Lemma 4.1, we can assume
that each Ti(2 ⩽ i ⩽ d+ 2, i ≠ d+ 1) is a star, if Ti is not a single vertex. 
Fact 1. G ∈ Ud3.
Proof. Otherwise, there must exist some 2 ⩽ i, j ⩽ d + 2, i, j ≠ d + 1 such that pi > 0 and pj > 0. Suppose
V (Ti) \ {vi} = {u1, . . . , us}, V (Tj) \ {vj} = {w1, . . . , wt}. Let X be a unit eigenvector of G corresponding to µ1(G).
If |xvi | ⩾ |xvj |, let G∗ = G− vjw1 − · · · − vjwt + viw1 + · · · + viwt .
If |xvi | < |xvj |, let G∗ = G− viu1 − · · · − vius + vju1 + · · · + vjus.
Then, in either case, G∗ is still a bipartite graph and G∗ ∈ Ud3, by Lemma 2.12, we have µ1(G) < µ1(G∗), which is a
contradiction. 
So we assume that G ∈ Ud3 is a graph obtained from U3 by attaching n − d − 2 pendent vertices to vi for some i. Let
P = v1v2 · · · vkvk+1 · · · vdvd+1 be an induced path of Gwith d(v1) = 1 and C = vkvk+1vk+2vd+2vk the only cycle of G.
Fact 2. If pi > 0, then i ∈ {k, k+ 2}.
Proof. We first show that i ∈ {k, k+ 2, d+ 2}.
Otherwise, without loss of generality, we may assume that 2 ⩽ i < k. Then by Corollary 2.11, µ1(Gvivi+1(w)) > µ1(G)
and the diameter of Gvivi+1(w) is d − 1. Let G∗ = Gvivi+1(w) + v1u, where u is a new vertex different from the vertices
of Gvivi+1(w). Then G∗ ∈ Ud3 and Gvivi+1(w) is a proper subgraph of G∗. Since G∗ is a bipartite graph, by Lemma 2.14,
µ1(G∗) > µ1(Gvivi+1(w)) > µ1(G), a contradiction.
Let t = n− d− 2 and l = d− k. Since pi > 0, we get t ⩾ 1. Let Gi(i = 1, 2, 3) be defined as in Fig. 6 and G′(G′′) the graph
obtained from G1(G2) by deleting the vertices v1, . . . , vk−1, vk+3, . . . , vd+1.
We first consider G1 and G2. If l = 1, let X be a unit eigenvector of G2 corresponding to µ1(G2).
If |xvk | ⩾ |xvd+2 |, let G∗∗ = G2 − vd+2vd+3 − · · · − vd+2vn + vkvd+3 + · · · + vkvn.
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Fig. 6. Graphs G1,G2 and G3 .
If |xvk | < |xvd+2 |, let G∗∗ = G2 − vkvk−1 + vd+2vk−1.
Then, in either case, G∗∗ ∼= G1 and by Lemma 2.12, we have µ1(G2) < µ1(G∗∗). So µ1(G2) < µ1(G1).
In the following, we consider that l ⩾ 2. By Lemma 3.1, we have
Φ(G1) = Φ(G′vk+2 : vk+2Pl)Φ(Bk−1)+ Φ(Lvk(G′vk+2 : vk+2Pl))(Φ(Pk)− xΦ(Bk−1))
= Φ(Bk−1)[Φ(G′)Φ(Bl−1)− Φ(Lvk+2(G′))Φ(Pl−1)]
− (x− 1)tΦ(Pk−1)[Φ(Lvk(C))Φ(Bl−1)− Φ(Lvk,vk+2(C))Φ(Pl−1)];
Φ(G2) = Φ(G′′vk+2 : vk+2Pl)Φ(Bk−1)+ Φ(Lvk(G′′vk+2 : vk+2Pl))(Φ(Pk)− xΦ(Bk−1))
= Φ(Bk−1)[Φ(G′′)Φ(Bl−1)− Φ(Lvk+2(G′′))Φ(Pl−1)]
−Φ(Pk−1)[Φ(Lvk(G′′))Φ(Bl−1)− Φ(Lvk,vk+2(G′′))Φ(Pl−1)].
Since G′ and G′′ are two graphs obtained from C = vkvk+1vk+2vd+2vk by attaching n − d − 2 pendent vertices to vertex vk
and vd+2, respectively, G′ is the isomorphism to G′′. By Lemma 3.1, we have
Φ(G′) = Φ(G′′);
Φ(Lvk+2(G
′)) = (x− 1)tΦ(Lvk+2(C))− tx(x− 1)t−1Φ(Lvk+2,vk(C));
Φ(Lvk(G
′)) = (x− 1)tΦ(Lvk(C));
Φ(Lvk+2(G
′′)) = Φ(Lvk(G′′)) = (x− 1)tΦ(Lvk+2(C))− tx(x− 1)t−1Φ(Lvd+2,vk(C));
Φ(Lvk,vk+2(G
′′)) = (x− 2)(x− 1)t−1[(x− 2)(x− 1)− tx].
Φ(G1)− Φ(G2) = Φ(Bk−1)Φ(Pl−1)(Φ(Lvk+2(G′′))− Φ(Lvk+2(G′)))+ Φ(Pk−1)Φ(Bl−1)[−(x− 1)tΦ(Lvk(C))
+Φ(Lvk(G′′))] + Φ(Pk−1)Φ(Pl−1)[(x− 1)tΦ(Lvk,vk+2(C))− Φ(Lvk,vk+2(G′′))]
= tx(x− 1)t−1[Φ(Bk−1)Φ(Pl−1)− (x2 − 4x+ 3)Φ(Pk−1)Φ(Bl−1)+ (x− 2)Φ(Pk−1)Φ(Pl−1)].
By Lemma 4.3, we can getΦ(Pn) = Φ(Bn)+ Φ(Bn−1) for n ⩾ 1. So
Φ(Bk−1)Φ(Pl−1)− (x2 − 4x+ 3)Φ(Pk−1)Φ(Bl−1)+ (x− 2)Φ(Pk−1)Φ(Pl−1)
= Φ(Bk−1)(Φ(Bl−1)+ Φ(Bl−2))− (x2 − 5x+ 5)(Φ(Bk−1)+ Φ(Bk−2))Φ(Bl−1)
+ (x− 2)(Φ(Bk−1)+ Φ(Bk−2))(Φ(Bl−1)+ Φ(Bl−2))
= (x− 1)Φ(Bk−1)Φ(Bl−2)+ (x− 2)Φ(Bk−2)Φ(Bl−2)− (x2 − 5x+ 4)Φ(Bk−1)Φ(Bl−1)
− (x2 − 5x+ 5)Φ(Bk−2)Φ(Bl−1). (4.1)
If l = 2, sinceΦ(B0) = 1 andΦ(B1) = x− 1,
(4.1) = (x− 1)Φ(Bk−1)− (x2 − 5x+ 4)(x− 1)Φ(Bk−1)+ (x− 2)Φ(Bk−2)− (x2 − 5x+ 5)(x− 1)Φ(Bk−2)
= −(x− 1)(x2 − 5x+ 3)Φ(Bk−1)− (x− 1)(x2 − 5x+ 4)Φ(Bk−2)− Φ(Bk−2)
< 0,
for all x ⩾ µ1(G) ⩾ 5.
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If l > 2, by Lemma 4.3,Φ(Bl−1) = (x− 2)Φ(Bl−2)− Φ(Bl−3),
(4.1) = (x− 1)Φ(Bk−1)Φ(Bl−2)− (x2 − 5x+ 4)Φ(Bk−1)Φ(Bl−1)
+Φ(Bk−2)Φ(Bl−3)− (x2 − 5x+ 4)Φ(Bk−2)Φ(Bl−1).
Since µ1(Pn) ⩽ 4, by Lemma 2.3,Φ(Bm) ⩽ 4(m ⩽ n) andΦ(Bl−1) ⩾ Φ(Bl−2) ⩾ Φ(Bl−3), for all x ⩾ µ1(G) ⩾ 5. So
(x− 1)Φ(Bk−1)Φ(Bl−2)− (x2 − 5x+ 4)Φ(Bk−1)Φ(Bl−1) < 0,
Φ(Bk−2)Φ(Bl−3)− (x2 − 5x+ 4)Φ(Bk−2)Φ(Bl−1) < 0.
So, in this case Eq. (4.1)< 0 for all x ⩾ µ1(G) ⩾ 5.
Combining the above arguments, we getΦ(G1)− Φ(G2) < 0, for all x ⩾ µ1(G) ⩾ 5.
By Lemma 2.2, µ1(G1) > µ1(G2).
In a similar way, we can prove that µ1(G3) > µ1(G2). 
Fact 3. k =  d2.
Proof. Let G1 and G′ be defined as in above. Let Gk,l := G1, where l = d − k and k ⩾ l ⩾ 2. Then Gk+1,l−1 ∼= Gk,l −
vdvd+1 + v1vd+1. By Lemma 3.1, we have
Φ(Gk,l) = Φ(Bk−1)[Φ(G′)Φ(Bl−1)− Φ(Lvk+2(G′))Φ(Pl−1)]
−Φ(Pk−1)[Φ(Lvk(G′))Φ(Bl−1)− Φ(Lvk,vk+2(G′))Φ(Pl−1)];
Φ(Gk+1,l−1) = Φ(Bk)[Φ(G′)Φ(Bl−2)− Φ(Lvk+2(G′))Φ(Pl−2)]
−Φ(Pk)[Φ(Lvk(G′))Φ(Bl−2)− Φ(Lvk,vk+2(G′))Φ(Pl−2)].
Φ(G′) = x(x− 2)(x− 1)t−1[(x− 1− t)(x2 − 4x+ 2)− 2(x− 3)(x− 1)];
Φ(Lvk(G
′)) = (x− 1)t(x− 2)(x2 − 4x+ 2);
Φ(Lvk+2(G
′)) = (x− 1)t−1(x− 2)[(x− 1)(x2 − 4x+ 2)− tx(x− 2)];
Φ(Lvk,vk+2(G
′)) = (x− 1)t(x− 2)2.
Φ(Gk,l)− Φ(Gk+1,l−1) = [Φ(Bk−1)Φ(Bl−1)− Φ(Bk)Φ(Bl−2)]Φ(G′)− [Φ(Bk−1)Φ(Pl−1)
−Φ(Bk)Φ(Pl−2)]Φ(Lvk+2(G′))− [Φ(Pk−1)Φ(Bl−1)− Φ(Pk)Φ(Bl−2)]Φ(Lvk(G′))
+ [Φ(Pk−1)Φ(Pl−1)− Φ(Pk)Φ(Pl−2)]Φ(Lvk,vk+2(G′))
= [Φ(Bk−l+1)Φ(B1)− Φ(Bk−l+2)Φ(B0)]Φ(G′)+ [Φ(Bk−l+2)Φ(P0)
−Φ(Bk−l+1)Φ(P1)]Φ(Lvk+2(G′))− [Φ(Pk−l+1)Φ(B1)− Φ(Pk−l+2)Φ(B0)]Φ(Lvk(G′))
− [Φ(Pk−l+2)Φ(P0)− Φ(Pk−l+1)Φ(P1)]Φ(Lvk,vk+2(G′))
= [(x− 1)Φ(Bk−l+1)− Φ(Bk−l+2)]Φ(G′)− xΦ(Bk−l+1)Φ(Lvk+2(G′))
− [(x− 1)Φ(Pk−l+1)− Φ(Pk−l+2)]Φ(Lvk(G′))+ xΦ(Pk−l+1)Φ(Lvk,vk+2(G′))
= Φ(G′)Φ(Pk−l+1)− [(x− 1)Φ(Pk−l+1)− Φ(Pk−l)]Φ(Lvk+2(G′))
− [Φ(Pk−l+1)+ Φ(Pk−l)]Φ(Lvk(G′))+ xΦ(Pk−l+1)Φ(Lvk,vk+2(G′))
= Φ(Pk−l+1)[Φ(G′)− (x− 1)Φ(Lvk+2(G′))− Φ(Lvk(G′))+ xΦ(Lvk,vk+2(G′))]
+Φ(Pk−l)[Φ(Lvk+2(G′))− Φ(Lvk(G′))].
= Φ(Pk−l+1)[tx(x− 1)t−1(x− 2)− x(x− 1)t(x− 2)(x− 4− t)]
− tx(x− 1)t−1(x− 2)2Φ(Pk−l)
= −x(x− 1)t−1(x− 2)[tΦ(Pk−l−1)+ (x− 1)(x− 4− t)Φ(Pk−l+1)]
< 0,
for all x ⩾ µ1(Gk,l) > ∆(Gk,l)+ 1 = t + 4.
By Lemma 2.2, µ1(Gk,l) > µ1(Gk+1,l−1). 
Combining the above arguments, we get the result.
Theorem 4.6. Let G be a graph inUdn, 3 ⩽ d ⩽ n− 3. Then
µ1(G) ⩽ µ1(♦dn),
and the equality holds if and only if G ∼= ♦dn.
Proof. Since d1(♦dn) = n− d+ 1 ≠ n− 1(d ⩾ 3), by Lemma 2.8 (i), we know that µ1(♦dn) > n− d+ 2.
Choose G ∈ Udn such that the Laplacian spectral radius of G is as large as possible. Then by Lemma 2.15, we can assume
that G ≠ Cn.
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Let Pd+1 = v1v2 · · · vd+1 be the induced path of length d and Cq the unique cycle in G. Since G ≠ Cn, we have
min{d(v1), d(vd+1)} = 1, say d(v1) = 1. Suppose u and v are two vertices of G, and {d(u), d(v)} = {d1(G), d2(G)}, then
d1(G)+ d2(G) = |N(u)| + |N(v)| = |N(u) ∩ N(v)| + |N(u) ∪ N(v)|. (4.2)
We first prove the following claims.
Claim 1. |V (Cq) \ V (Pd+1)| ⩽ 2.
Proof. Otherwise, |V (Cq) \ V (Pd+1)| ⩾ 3. There are three cases:
Case 1. Only one vertex of u and v belongs to V (Cq) \ V (Pd+1).
Without loss of generality, we may assume that u ∈ V (Cq) \ V (Pd+1).
If u is adjacent to v, then |N(u) ∩ N(v)| = 0, and
N(u) ∪ N(v) ⊆ (V (G) \ V (Pd+1)) ∪ {v} ∪ NPd+1(v).
Combining this equation with Eq. (4.2), we get
d1(G)+ d2(G) ⩽ n− d+ 2.
By Lemma 2.8(ii), we get
µ1(G) ⩽ d1(G)+ d2(G) ⩽ n− d+ 2 < µ1(♦dn),
which is a contradiction.
If u is nonadjacent to v, then |N(u) ∩ N(v)| ⩽ 2, and
N(u) ∪ N(v) ⊆ (V (G) \ (V (Pd+1) ∪ {u})) ∪ NPd+1(v).
Similar to the above, we can get a contradiction.
Case 2. Neither u nor v belong to V (Cq) \ V (Pd+1).
Then |N(u) ∩ N(v)| ⩽ 1, and
N(u) ∪ N(v) ⊆ V (G) \ (V (Pd+1) ∪ V (Cq)) ∪ NPd+1∪Cq(v) ∪ NPd+1∪Cq(u).
Since |NPd+1∪Cq(u)| ⩽ 2 and |NPd+1∪Cq(v)| ⩽ 2, similar to the above, we can get a contradiction.
Case 3. Both u and v belong to V (Cq) \ V (Pd+1).
Then |N(u) ∩ N(v)| ⩽ 1, and
N(u) ∪ N(v) ⊆ V (G) \ V (Pd+1) ∪ NPd+1(u) ∪ NPd+1(v).
Since |NPd+1 ∪ Cq(u)| ⩽ 1 and |NPd+1 ∪ Cq(v)| ⩽ 1, similar to the above, we can get a contradiction.
Up until now, we have proved Claim 1. 
Claim 2. |V (Cq) \ V (Pd+1)| ≠ 2.
Proof. Otherwise, |V (Cq) \ V (Pd+1)| = 2. Then |V (Cq) ∩ V (Pd+1)| = 1 or |V (Cq) ∩ V (Pd+1)| = 2.
Case 1. |V (Cq) ∩ V (Pd+1)| = 1.
Then G ∈ Ud2. By Lemma 4.2, there exists a graph G∗ ∈ Ud3 such that µ1(G) < µ1(G∗), which is a contradiction.
Case 2. |V (Cq) ∩ V (Pd+1)| = 2.
Then |V (Cq)| = 4. So in this case, G is a bipartite graph.
If d = 3, then G ∈ U33. By Lemma 4.5, we have µ1(G) < µ1(♦3n), which is a contradiction.
If d ⩾ 4, let Cq = vkvk+1u1u2vk, where {vk, vk+1} ∈ V (Pd+1) and {u1, u2} = V (Cq)∩V (Pd+1). Since d ⩾ 4, wemay assume
that 1 ⩽ k ⩽ d− 2. Let X be a unit eigenvector of G corresponding to µ1(G). If |xvk+2 | ⩽ |xu1 |, let
G′ = G− vk+2vk+3 + u1vk+3;
if |xvk+2 | > |xu1 |, let
G′ = G− u1u2 + vk+2u2.
Then, in either case, G′ ∈ Udn and G′ is still a bipartite graph, by Lemma 2.12, we have µ1(G) < µ1(G′), which is a
contradiction.
Up until now, we have proved Claim 2. 
Combining Claims 1 and 2, we get |V (Cq) \ V (Pd+1)| = 1. So G ∈ Ud1 or G ∈ Ud3. By Lemmas 4.1 and 4.5, we get
µ1(G) ⩽ µ1(♦dn),
and the equality holds if and only if G ∼= ♦dn.
This completes the proof. 
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