Abstract. We give a new, elementary proof of the theorem, due to J. Escher and G. Simonett, that for the initial conditions close to Eucleadian spheres the solutions of the volume-preserving mean curvature flow converge to Eucleadian spheres (which, in general, differ from the initial spheres). Our result is in the metric given by Sobolev norms. While the proof by J. Escher and G. Simonett uses extensively rather involved results from the infinite-dimensional invariant manifold theory and quasilinear parabolic differential equations, our main point is to use an orthogonal decomposition of the solutions near the manifold of Euclidean spheres and differential inequalities for the Lyapunov functionals. Apart from local well-posedness, which is proven along standard lines, our proof is completely self-contained.
Introduction
In this paper we study the long time behavior of volume preserving mean curvature flow (VPMCF). This flow is a natural modification of the mean curvature flow (MCF) such that the volume enclosed by the evolving surface is preserved. Besides of an interest on its own, such a flow appears in material sciences as an interface dynamics in the case of the mass conservation (see e.g. [17, 5, 7] and was used recently in Differential Geometry and General Relativity ( [13, 11] ). Given an initial simple, closed hypersurface S 0 in R n+1 the latter flow determines a family {S t ; t ≥ 0} of smooth closed hypersurfaces in R n+1 satisfying the following evolution equation:
(1)
where V = V (t) denotes the normal velocity of S t at time t and H = H(t) stands for the mean curvature of S t . Finally, h = h(t) is the average of the mean curvature on S t , i.e., (2) h := St Hdσ
St dσ , t ≥ 0.
If x = σ(u, t) is a parametrization of S t (or an immersion), then V = ∂ t x · ν, where ν is the unit normal vector field on S t . Like the MCF, the VPMCF shrinks the area of the surfaces, is invariant under rigid motions (translations and rotations) and appropriate scaling, but, unlike the MCF, the VPMCF has stationary solutions -Euclidean spheres (for closed surfaces) and cylinders for surfaces with flat boundaries.
The global well-posedness of VPMCF for smooth and uniformly convex initial conditions and for Hölder continuous initial conditions close to spheres was proven in [12] and [9] , respectively. Results of this paper imply the global well-posedness for Sobolev initial conditions close to spheres.
G. Huisken ([12] ), in the general case, and M. Gage ([10] ), for curves, proved that the solution to (1) exists globally and converges exponentially fast to a sphere, provided that the initial surface S 0 is uniformly convex and smooth. Moreover, it is shown in [12, 10] that S t stays uniformly convex for all t ≥ 0. Athanassenas [3, 4] has shown neckpinching of certain class of rotationally symmetric surfaces under the volume preserving modification of the mean curvature flow. See also N. Alikakos and A. Freire [1] . Later J. Escher and G. Simonett ( [9] ) proved, by means of a center manifold analysis, the asymptotic stability of spheres under Hölder norm (see also [15] ).
In this paper we give a new, elementary proof of this theorem, in the metric given by Sobolev norms. (Though the proof in [9] is short and elegant it uses extensively rather involved results from the infinite-dimensional invariant manifold theory and quasilinear parabolic differential equations). Our main point is to use an orthogonal decomposition of the solutions near the manifold of Euclidean spheres and differential inequalities for the Lyapunov functionals. Apart from local wellposedness, which is proven along standard lines, see [12] , our proof is completely self-contained. We believe our techniques can be extended to other flows, such as anisotropic volume preserving mean curvature flow ( [2] ), Mullins-Sekerka and Hele-Shaw models in the theory of phase transitions (see e.g. [8] ).
Let Γ be the n−dimensional unit sphere in R n+1 , centered at the origin, and let H k be the Sobolev space over Γ. Our main result is as follows.
Theorem 1. For initial conditions in H k , for some k > n/2 + 1, and close to Euclidean spheres, solutions of (1) exist globally and, as t → ∞, converge exponentially in H k , k > n/2 + 1 to Euclidian spheres.
More precise formulation of Theorem 1 will be given in Section 2. Note that the initial conditions here do not have to be convex (the principal curvatures could be of either sign and arbitrary large in absolute value) and that the theorem implies that the VPMCF has no stationary solutions close to Euclidean spheres.
In Section 2 we give a precise formulation of Theorem 1 in terms of graphs over spheres. In Section 3 we find the equation for the graph function equivalent to (1) . The proof of Theorem 1 is given in Sections 4-8, with some technical computations carried out in Appendices A-D. The latter appendices were worked out jointly with Wenbin Kong and are used also in [14] .
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Volume preserving flow for graphs
Let Γ be the n−dimensional unit sphere in R n+1 , centered at the origin, and let a hypersurface S be a graph (in normal direction) over Γ, i.e. there exists a function ρ : Γ → R such that
is a diffeomorphism from Γ to S. We write S = graph Γ ρ. Let S R,z denote the sphere of radius R, centered at z ∈ R n+1 , α = (R, z) and ρ α be the map from Γ to R such that θ ρα (ω) = ρ α (ω)ω is a diffeomorphism from Γ to S α . Let α ′ = (1, 0), then ρ α ′ ≡ 1. We give a more precise version to Theorem 1.
has a unique global solution, S t , which is a graph over Γ of ρ(t) ∈ H k (Γ) and which satisfies
for some α(t) such that α(t) → α ∞ for some α ∞ . Here θ > 0 is the 3rd smallest eigenvalue of the negative Laplace-Beltrami operator −∆ on L 2 (Γ).
Differential equation for ρ
In what follows g ij is the metric induced on Γ by the inner product in R n+1 and ∆ is the Laplace-Beltrami operator in this metric. In the local coordinates u (with a local parametrization x = x(u)) we have g ij := be the standard connection on Γ and the Hessian on Γ, respectively (see e.g. [16] ). In components, Hessρ(V, W ) = V i Hess ij ρW j , where Hess ij = ∇ i ∇ j and where the summation over the repeated indices is assumed. In local coordinates on Γ,
We also identify ∇ρ with the gradient of ρ, with the components ∇ k ρ = g km ∂ρ ∂u m . Proposition 3. Let S t be a graph in normal direction over Γ, determined by the function ρ(·, t) : Γ → R. Then S t satisfies the (1) if and only if ρ satisfies the equation
and
where
Proof. Assume S t is a normal graph over Γ determined by the function ρ(·, t) :
where ∇ x is the usual gradient in x andH := div( ∇xϕ |∇xϕ| ) and his given in (2) . We compute that ∂ t ϕ = −∂ tρ , ∇ x ϕ = x |x| − ∇ xρ and (9) |∇ x ϕ| = 1 + |∇ xρ | 2 and therefore
we have that x · ∇ xρ = 0. Differentiating this equation with respect to x i we find that x · ∇ x ∂ xiρ = −∂ xiρ , and therefore
Using this relation, we compute
where Hess x := (∂ xi ∂ xj ), the standard Hessian in x. Let r = |x|. We note first that due to the well-known representation (see [6] )
we have that ∆ xρ | St = 1 ρ 2 ∆ρ. Next, we need the following lemmas which is proved in Appendices A and B, respectively:
∇ xρ · Hess xρ ∇ xρ = 1 |x| 4 Hessρ(∇ρ, ∇ρ).
The first lemma and the equations H =H| St and (11) give
To compute h we use in addition, the second lemma to obtain (6) . This, together with (10), gives (4) - (6) . Hence if (4) - (6) . Reversing the steps we see that if ρ satisfies (4) - (6), then S t = graph Γ ρ t satisfies (1).
In the following we will consider equation (4) instead of equation (1).
Linearized map
In this section we study, on L 2 (Γ), the linear operator L α = −∂J(ρ α ), which is the Gâteaux derivative of the map
see (4), at the sphere ρ α . We begin with the easiest case of the linearization on a sphere of radius R centered at the origin:
Using the definition (7) and the elementary relations µ
and 0 is an eigenvalue of multiplicity n + 2 with the eigenfunctions {1,
Proof. Since η, ξ = η ξ = ( η)ξ = η, ξ and since ∆ is selfadjoint, we have that L R0 is self-adjoint as well. By the general fact that Γ is compact, the spectrum of L R0 is discrete and accumulating at +∞. Observe that
The spectrum of −∆ is well-known (see [18] ): {l(l + n − 1), l = 0, 1, · · · }, with the corresponding eigenspaces H l of the
Moreover, H 0 = span{1} and
with the zero eigenvalue of multiplicity n+2 having the eigenfunctions {1, This proposition implies the estimate
A key fact in understanding the spectrum of the operator L α is that ∂ α ρ α are zero modes of this operator:
Indeed, this equation is obtained by differentiating J(ρ α ) = 0 we find ∂J(ρ α )∂ α ρ α = 0. These zero modes are related to the zero modes of the operator L R0 described in Proposition 6. The fact that S α = graphρ α can be written as
and, recall,x = x |x| . Differentiating the former relation with respect to R and z j , we obtain
Hence we have that 
For |z(α)| sufficiently small, this conjecture follows from Proposition 6 by perturbation theory, using the following decomposition, which can be easily seen from the definition of
where α = (R, z) and where the 2nd order operator M satisfies the estimate M ξ ≤ c|z| L R0 ξ .
Orthogonal decomposition of solutions
In what follows the inner product and orthogonality relation is understood in the sense of L 2 (Γ). We define the manifold of spheres as
. . , n + 1, where we denoted x 0 ≡ 1, span an approximate tangent space T ρα M. Recall that α ′ = (1, 0) and
Proof. The orthogonality conditions on the fluctuation can be written as
Here and in what follows, all inner products are the L 2 inner products. Note first that the mapping F is C ∞ and F (ρ α , α) = 0, ∀α. We claim that the linear map ∂ α F (ρ, α)| ρ=ρα is invertible, provided |z|, where (R, z) = α, is sufficiently small. Indeed, let α 0 = R, α j = z j , j = 1, . . . , n + 1. We compute using (22) that
Thus, the first part of the proposition follows by the implicit function theorem.
Next we expand the function F (ρ, α) in α around α ′ :
′ − α| imply the last inequality of the proposition.
Reparametrization of solutions
Applying Proposition 7 to the solution ρ(t) we find α(t) s.t.
where ξ ⊥x j , j = 0, . . . , n + 1, , as long as
Now, we project (26) onto span{x j , j = 0, . . . , n+1}. By ξ⊥x j and L R0 ∂ α jx j = 0, j = 0, . . . , n + 1, we have
Then we obtain Ωα = N (ξ), ∂ α ρ α − ξ, Mx j , where Ω is the matrix with the
Then by the proof of Proposition 7, we know that Ω is invertible. This gives uṡ
Next, we estimate N (ξ), defined in (27), with (17) , (5) and (6) . An explicit expression for N (ξ) is rather long and is given in Appendix C. Here we write out only the worst term:
where, recall, ρ = ρ α + ξ. Hence, assuming that |ξ| ≤ 1 2 ρ α , we have that
Lyapunov functional
In this section we assume that Proposition 7 holds and therefore the solution ρ can be written as ρ = ρ α + ξ, with ξ ⊥ 1,
Proposition 8. There exist constants c > 0 and C > 0 such that
By a standard computation, we see that there exists a C > 0 such that
, where C = n + 2. For the general case, observe that L R0 is a self-adjoint operator and L k R0 has the same eigenfunctions as L R0 with eigenvalues
On the other hand, we have as before
. Then proceeding as before we find ξ, L
H k , which is the lower bound in the proposition. 
Proof. We have
We consider each term on the right hand side. First, we observe that one can show readily that the operator M in the decomposition (24),
R0 ξ . Using this estimate and the lower bound (19), we obtain
To estimate the next term we need the following inequality proven in Appendix B:
ξ . This estimate implies that
We have by (27),
Finally, using (18) and (31), we obtain (39)
Now, by the condition k > n 2 + 1 and Proposition 8 we have that ∇ξ
. This, together with (33), (35), (37), (38) and (39) and the condition |z| ≪ 1, gives (32).
Proof of Theorem 2
First, we note that we can either assume that the initial conditions are smooth and use the proof of [12] of local well-posedness of (1) or we can adapt the latter proof to the Sobolev spaces used here.
We begin with an estimate of |z| and |α − α ′ | (recall, that α = (R, z) and α ′ = (1, 0)) in terms of the Lyapunov functionals Λ k (ξ). Using the estimates
k (ξ) and Eqn (31), we obtain
k (ξ). By Gronwall's inequality the equation (40) implies
Finally, by (31) we have that |α|
k (ξ). Let δ be the same as in Proposition 7 and let ε be s.t. Proposition 9 holds for |z| ≤ ε. The initial condition, ξ 0 , for ξ is given in Proposition 7 with ρ = ρ 0 . By the latter proposition we can take initial condition ρ 0 such that Λ k (ξ 0 )
, where the constant C is the same as in Proposition 9,
δ, with the constants C 3 , C 4 and C 5 , the same as in (41) and (42). Let
Clearly, T > 0 while we assume T < ∞. Then for any t ≤ T we get
Integrate this:
.
and, together with (41),
uniformly in t. Finally, Eqns (42), (43) and (45) imply that
This, together with (44) and (45), contradicts the assumption T < ∞, so T = ∞ and (44), (45) and (46) are valid for all t < ∞.
By (31) and (43) we have that |α|
. To sum up we have ρ(γ, t) = ρ α(t) (γ) + ξ(γ, t) and, by Proposition 8 and (43), ξ(t) H k Indeed, since β(σ(x)) = α(x), we have
Note that σ is homogeneous of degree 0, so x · ∇ x σ = 0. This together with (48) implies that
Since |x| 
From (49) and (50) we have the equation (47).
In what follows we use the relations 
This gives (13). Now we prove (14) . We have 
∂u k give (14) . This finishes the proof of the lemma.
Appendix B. Appendix B: Proof of Lemma 5
In this appendix we prove Lemma 5. In what follows we drop the subindex t in S t , as well as the t−dependence of ρ. First, we note that if β(u) is a local parametrization of Γ, then
is a local parametrization of S. We denote metrics on Γ and S by g ij := g Γ ij and g ij := g S ij , respectively. Let g := det(g ij ) (not to be confused with the map g(ρ) defined in (6)) andg := det(g ij ).
The following lemma proves a simple formula estabilishing the relation between g andg.
Lemma 10.
(56)g = ρ 2n−2 g ρ 2 + |∇ρ| 2 .
Proof.
∂ρ ∂u j , and hence
where λ := ρ −2 |∇ρ| 2 and P is the projection onto the vector G −1/2 ( ∂ρ ∂u j ). Due to the relation det 1 + λP = 1 + λ, for any rank-one projection P , we arrive at (59).
By the local definition of the integral over a surface, we have
The last equation together with (59) and the definition (7) proves (15).
Appendix C. Appendix C: Expression for N (ξ)
In this appendix we derive the explicit expression for the term N (ξ), defined in (27), with (17), (5) and (6) . Let ∂F (ρ) and ∂ 2 F (ρ)) denote the first and second Gâteaux derivatives of F (ρ) evaluated at ρ, ∂F (ρ) : ξ → ∂F (ρ)ξ and ∂ 2 F (ρ) : (ξ, η) → ∂ 2 F (ρ)(ξ, η) and at ξ and η. Recall the notation
and the definition (17) of the map J. In what follows we use the shorthand f ′′ (ξ, η) ≡ Hessf (ξ, η). We have
Proof. We write the nonlinearity N (ξ) :
The definitions of the first and second Gâteaux derivatives imply
. Using the expressions above, we obtain the formula
, and compute ∂ 2 G(ρ) and ∂ 2 g(ρ) separately. Using the definition 
we obtain (63). Finally, using the definition of B in (64), we find (64), and (65).
Appendix D. Appendix D: Proof of (36)
Note that the last two conditions in (73) imply that s ≤ k. Then by Hölder's inequality we have Now from 1 ≤ r + s − 1 ≤ 2k and Proposition 8 we obtain (72). Furthermore, one can easily check that k can be taken arbitrary close to n 2 + 1 (this means that one is able to satisfy 1 ≥ α i − n pi , for i = 1, · · · , s − 1, 2 ≥ α s − n ps and α i ≥ 2, ∀i). If k is not integer, we proceed as follows. Let β = k − [k] ∈ (0, 1). We use the spaceH β with the norm
where ∆ h f (x) = f (x + h) − f (x). We have the embeddings
Let us prove the first embedding:
(−∆ + 1) β/2 f (x) = C β f (x) + (f (x − y) − f (x))G β (y)dy, where C β is an analytic continuation of C β := G β (x)dx with Re(β) < n and G β (y) := e iy·k (|k| 2 + 1) β/2 dk. Note that G β (y) ∼ |y| −n−β as |y| → 0 and is exponentially decaying at ∞. So +|h| |x−y|≥2 |x − y|
This proves the second embedding in (74). Using (74), we obtain
where T h f (x) = f (x + h), 
