Abstract: This paper presents a direct algorithm to implement non-local gradient-enhanced damage mechanics theories in the existing finite element codes with minor modifications and without the need to formulate a higher-order element. This method extends the algorithm of Abu Al-Rub and Voyiadjis (2005) to gradient-dependent damage theories and to three-dimensional (3D) problems. The presented algorithm is implemented in the well-known finite element code Abaqus via the user material subroutine UMAT. The potential of the proposed numerical algorithm for non-local gradient-enhanced damage theories in eliminating mesh-dependent simulations is validated by conducting various numerical tests of the localised damage.
Introduction
Failure of most of the brittle materials such as rocks and concrete is accompanied with the observation of localisation phenomenon and softening. In the softening region, most of the specimen's deformation occurs within one or more narrow bands while the rest of specimen usually exhibits unloading (Pamin, 1994) . Depending on the material parameters, loading type and distribution, loading rate, geometry and boundary conditions, the orientation and width of these localisation bands change. The physical origin of localisation and various types of size-scale effects lies at the micro-scale of observation. Material deformation patterns are heterogeneous at the micro-scale; upon loading, this heterogeneity causes a severe non-linear behaviour and local weakness of the material, which is an instability initiating strain localisation (Pamin, 1994) .
Continuum Damage Mechanics (CDM) proposed initially by Kachanov (1958) seems to be well adopted to describe the material response due to the existence, nucleation and growth of micro-cracks and micro-voids. This approach has been used by several researchers for modelling damage in different materials (see, e.g., Esmaeili and Tomita, 2008; Tay et al., 2008; Wang and Mai, 2008; Glema et al., 2009; Ju and Yanase, 2009; Abu Al-Rub et al., 2010; Darabi et al., 2011) . However, the assumption of variation of deformation in a sufficiently smooth manner is implicitly embedded in these classical theories since they are expressed in terms of averaged stress and strain. But, this is not the case when strain or damage localisation occurs. As the strain and damage defects localise over narrow regions, the material increasingly displays localisation and the finite element simulations become highly affected by the mesh size and alignment causing non-physical predictions of the damage regions, damage distribution across the localised region and the failure of the structure. In addition, the size of the fracture process zone becomes controlled by the size of one element in the finite element simulations. Therefore, the characteristic length scale governing the variations of those defects and their average interactions over multiple length scales falls far below the scale of the local state variables of classical theories of continuum mechanics. In these cases, damage theories and the boundary value problem in the presence of damage-induced softening will become ill posed. In other words, continuum theories suffer from mesh-dependency problems when strain or damage localises over a narrow region and the material response shows the softening behaviour. This mesh-dependent response is because of the lack of an intrinsic length scale in the governing equations of the classical continuum theories. Therefore, the condition for the loss of ellipticity (or hyperbolicity in dynamic problems) of the governing differential equations leads to ill-posed solution when strain or damage localisation occurs such that the width of softening zone will always be of the thickness of one element, regardless of the element size (e.g., de Borst et al., 1993; Muhlhaus, 1995; Alehossein and Korinets, 2000) .
For quasi-static loading conditions, well-posed solutions and restoring the ellipticity of the governing equations can be obtained by enhancing the local damage models by non-local measure(s). This can be achieved either by using the non-local integral approach (e.g., Pijaudier-Cabot and Bazant, 1987; Bazant and Pijaudier-Cabot, 1988; Comi, 2001; Ferrara and di Prisco, 2001) or by using the gradient-enhanced approach (see, e.g., Aifantis, 1984; Lasry and Belytschko, 1988; Zbib and Aifantis, 1992; de Borst and Mühlhaus, 1992; Peerlings et al., 1996 Peerlings et al., , 1998 de Borst et al., 1993 de Borst et al., , 1999 de Borst and Pamin, 1996; Comi and Perego, 1996; Svedberg and Runesson, 2000; Askes et al., 2000; Kuhl et al., 2000; Geers et al., 2000; Nedjar, 2001; Chen and Yuan, 2002; Liebe et al., 2003; Voyiadjis et al., 2001 Voyiadjis et al., , 2003 Voyiadjis et al., , 2004 Voyiadjis, 2005, 2006; Voyiadjis et al., 2008; Challamel et al., 2009 ; the references quoted therein). Although these non-local theories have provided many useful results, there are still some difficulties in their numerical implementation, which are mostly due to the higher order of the governing equations in the localised region. As an example, the consistency condition of damage surface becomes a differential equation and is not an algebraic one anymore. Moreover, there are also some complexities owing to higher-order boundary conditions, which are necessary for mathematical consistency and need to be prescribed on the moving elastic-damage boundary (Abu Al-Rub and . The computational technique usually followed for integrating the gradient-dependent constitutive relations was first proposed by de Borst and co-workers (e.g., Mühlhaus and Aifantis, 1991; de Borst and Mühlhaus, 1992; Pamin, 1994; de Borst and Pamin, 1996; Peerlings et al., 2002; Wosatko and Pamin, 2008) . In their work, the plasticity/damage flow/growth conditions depend on the Laplacian of an equivalent kinematic measure (hardening/softening internal state variables), and the consistency conditions result in differential equations with respect to the plastic/damage Lagrange multipliers. These multipliers are considered as fundamental unknowns (additional degrees of freedom) having a role similar to that of displacements and are discretised in addition to the usual discretisation of the displacements in the finite element method. The consistency condition is written in a weak form and solved simultaneously with the equilibrium equation. Because of the presence of high-order derivatives in the weak form of the (initial) boundary value problem, there is a need for numerically expensive C 1 -continuous conditions on the shape functions or penalty-enhanced C 0 class functions for the interpolation of the plastic/damage multipliers in the finite element context. C 2 and higher continuity are also needed if fourth-order or higher-order gradient terms are incorporated; otherwise, the gradient terms lose their presence. Therefore, Hermitian or mixed formulations are unavoidable for a consistent finite element formulation. Moreover, for the inelastic process, a standard return-mapping algorithm is performed, in which the values of the kinematic fields at an integration point are interpolated from their nodal values. This approach has been discussed thoroughly in Voyiadjis et al. (2001 Voyiadjis et al. ( , 2004 , and used intensively by many other authors (e.g., Mikkelsen, 1997; Aravas, 1998a, 1998b; Aifantis et al., 1999; Svedberg and Runesson, 2000; Zervos et al., 2001; Nedjar, 2001; Chen and Yuan, 2002; Matsushima et al., 2002; Liebe et al., 2003 ; the reference quoted therein). The disadvantage of this approach is that it gives rise to many numerical difficulties that require considerable modifications to the existing finite element codes, which makes their implementation not an easy or a direct task.
In this paper, numerical implementation of a simple non-local gradient-enhanced elastic-damage model for brittle-like materials, which mostly represents the behaviour of rocks and ceramics, is presented. Although the proposed numerical approach is applied to this elastic-damage model as a simple example, it can be easily adapted to a more complex constitutive non-local damage model. Therefore, the elastic-damage model is assumed here for simplicity and to emphasise and demonstrate the steps necessary for a direct numerical implementation of non-local gradient-dependent damage theories in existing finite element codes such as Abaqus. In the non-local models, the explicit incorporation of a material length scale parameter scales the width of the damaged zone, thus preventing strain localisation into a line with consequent zero-energy dissipation, and eliminates the mesh-dependent behaviour in the softening regions. Moreover, to avoid using the numerically expensive C 1 -continuous condition on the shape function and penalty-enhanced C 0 class functions for the interpolation of the damage multipliers and also eliminate large modification of existing finite element codes, the direct numerical algorithm of Abu Al-Rub and is extended here to non-local gradient-damage-type models and for 3D problems. In this approach, the non-local consistency condition is transformed into a linear set of algebraic equations that depend on the material parameters and the current coordinates of the Gauss integration points. These sets of linear equations are solved for the damage densities at all the integration points simultaneously. The gradients of the damage variable at each integration point in the local element are evaluated from the derivatives of a polynomial that interpolates the value of the damage densities from the surrounding elements. So, there is no need to consider a damage variable as a degree of freedom, and obviously there is no need for introducing high-order continuous shape functions.
The paper is organised as follows: Section 2 presents a simple elastic-damage model and its non-local counterpart. Section 3 demonstrates the algorithm for calculation of gradient terms and non-local damage densities. The non-local gradient-dependent continuum and consistent tangent moduli are derived in Section 4. Section 5 describes the results of localised damage simulations in the form of shear bands demonstrating the computational robustness in terms of mesh-insensitivity. In Section 6, the effect of different material parameters and length scale values on the damage response is investigated, and finally conclusions are drawn in Section 7.
Continuum damage model
Evolution (i.e., nucleation and growth) of micro-damages (micro-cracks and micro-voids) owing to different mechanical and environmental loading conditions can be effectively modelled using a CDM-based model. However, since most of the materials are very heterogeneous at the scale of micro-damages, local damage modelling in materials requires some generalisation of CDM such that it is unreasonable to assume micro-cracks and micro-voids to be randomly distributed. In fact, material behaviour is also controlled by the distribution of micro-damages within the material such that it is undesirable to simulate damage density evolution as a function of stress or strain state of the desired point only (i.e., locally). Therefore, one should also include the effect of damage density from the neighbouring points around the point in study (non-locality).
Local continuum damage model
As proposed by Kachonov (1958) , the classical continuum damage theory introduces an effective stress to consider damage effect in continuum mechanics, such that
in which σ is the effective stress tensor in the effective (undamaged) material, σ is the nominal stress tensor applied on the damaged material and ϕ is the local damage density (e.g., micro-cracks and micro-voids density per unit area), which is assumed here to be isotropic for simplicity. However, the presented numerical approach can be easily adapted for anisotropic damage cases in which ϕ is a tensor.
The stress-strain relations in both the nominal (damaged) and the effective (undamaged) configurations can be expressed using the generalised Hooke's law, respectively, as follows:
where E and ε are the fourth-order elastic-damaged stiffness tensor and the strain tensor in the nominal configuration, respectively, whereas E and ε are the undamaged elasticity fourth-order stiffness tensor and the strain tensor in the effective configuration, respectively. , E which is a measured quantity, can be expressed as follows for linear isotropic materials:
where I d is the deviatoric part of the fourth-order identity tensor ( ) One can relate the damaged stiffness modulus, E, to the undamaged one, , E based on two different transformation hypotheses, namely strain equivalence hypothesis and strain energy equivalence hypothesis (see, e.g., Lemaitre and Desmorat, 2005; Grammenoudis et al., 2009a Grammenoudis et al., , 2009b ). On the basis of the selection of the hypothesis, one can derive two different formulations for relating the damaged and undamaged moduli and the constitutive equations in the damaged and undamaged configurations (Chaboche, 2003) . The first transformation hypothesis is based on strain equivalence in the effective and nominal configurations such that the strain in the nominal configuration is assumed equal to the strain in the effective configuration (i.e., ). = ε ε This hypothesis results in a linear relationship between the damaged stiffness and the effective stiffness,
.
The second hypothesis is based on the strain energy equivalence in the effective and nominal configurations such that the strain energy density in the effective configuration is equal to that in the damaged configuration (i.e., (1 )
The use of the strain equivalence hypothesis is attractive owing to its simplicity in numerical implementation. However, it results in a linear relationship between the damage and undamaged moduli while the strain energy equivalence hypothesis results in a non-linear relation that agrees well with experimental data, especially, at high damage levels (Abu Al-Rub and . Therefore, to be able to use the strain equivalence hypothesis owing to its simplicity in numerical implementation of damage constitutive models but at the same time incorporate the desirable feature of strain energy equivalence in relating the damaged and undamaged moduli non-linearly, equation (1) 
To calculate the damage density in equation (5), a procedure analogous to the classical plasticity theory is commonly employed through defining a damage flow rule and a damage growth surface (Abu Al-Rub and . Hence, a damage surface, G, is defined that determines whether a stress state results in damage or not, such that:
where Y is the damage force, which can be interpreted as the energy release rate as in classical fracture mechanics, Y th is the damage threshold, and K ϕ (ϕ) is the damage evolution function. In this work, the damage force Y is considered to have a modified Drucker-Prager form as follows:
where the superimposed dash indicates a quantity in the effective configuration.
In equation (7), α is the pressure-sensitivity parameter, and τ and 1 I are stress invariants defined in the effective (undamaged) configuration and are assumed to have the following form: S σ σ δ = − being the deviatoric stress tensor in the effective configuration. The parameter d is a material constant controlling the shape of the damage surface such that it takes into consideration the different behaviour in tension and compression, which is common for brittle-like materials.
Note that here compressive stresses are positive. Moreover, although one can simply assume a non-linear damage evolution law for K ϕ (ϕ), for simplicity in this work a linear isotropic damage hardening is considered as follows:
where κ is a material parameter that controls the rate of damage evolution. To determine the damage density, one can use a damage flow rule analogous to classical plasticity flow rule as follows:
where d λ is the damage multiplier. In this case, one can easily show that the damage multiplier is identical to the damage variable. The Kuhn-Tucker loading/unloading conditions should also be satisfied for the damage surface and the damage multiplier, such that:
Moreover, the damage multiplier can be determined using the damage consistency condition (i.e., 0 G = ). In this work, by making use of the damage consistency condition, one can derive damage density equation very simply as:
where β is a material parameter that controls the rate of damage evolution and is equal to β = Y th / for the above-mentioned model, and is the Macaulay bracket.
Non-local damage model
The definition in equation (5) may be considered as the average stress acting on the effective area of the material. To give it a general physical meaning, it is necessary to use the corresponding damage-free material (intact material) in the meso-scale to represent the 'effective' concept of equation (5) for a macroscopically damaged material. Thus, a proper correlating hypothesis between the two material scale levels, the meso-and macro-scales, can be obtained by enhancing non-locality through using a non-local measure for the damage variable, ϕ (Voyiadjis et al., 2004; Voyiadjis, 2006, 2009) , such that one can rewrite equation (12) as follows:
In a non-local integral-type damage theory, the damage variable ϕ can be replaced by an averaged (non-local) quantity ϕ as follows:
where V is the body volume, x is the point of interest, ξ designates the local location of a material point within the localised damaged zone, and h(ξ) is a non-local weight function that decays smoothly with distance ||ξ|| and fades away for the points outside the limits of an internal characteristic material length scale . However, by expanding ϕ(x + ξ) into a
Taylor series around the point x = 0 and assuming an isotropic weighting function h(ξ), which results in disappearing of higher-order gradients with odd orders, and neglecting higher than second-order terms, the following expression for ϕ can be derived as (de Borst et al., 1993) :
where 2 ϕ ∇ is the second-order gradient (or Laplacian) of ϕ and is the intrinsic material length scale parameter, which is related to the material microstructure. Voyiadjis and Abu Al-Rub (2005) showed based on micromechanical arguments that is not constant but evolves with deformation. In this study, however, is assumed constant for simplicity in demonstrating the robustness of the proposed computational technique in calculating 2 ϕ within a finite element context. Extending this technique to variable is a straightforward.
Replacing the local damage density ϕ by its non-local counterpart ϕ in equation (9) along with equation (6), one can obtain an expression for the non-local damage surface, which is still governed by the loading-unloading conditions in equation (11), such that:
This condition should be satisfied to calculate the final value of the damage density.
To calculate the non-local damage density, ϕ , in equation (15), the second-order damage gradient 2 ϕ is needed, which is the main reason that makes the numerical implementation of gradient-dependent damage theories in finite element codes difficult. However, Abu Al-Rub and have proposed a numerical technique that can be effectively used in evaluating first-, second-and higher-order gradient terms without the need to formulate a new higher-order element with additional degrees of freedom in the finite element method. Therefore, to evaluate 2 ϕ at an arbitrary integration point m, the approach proposed by Abu Al-Rub and Voyiadjis (2005) for strain gradient plasticity theories is extended here for non-local gradient-dependent damage theories. Also, this approach is extended here for 3D problems. These extensions will be detailed in the following section.
Computation of the non-local damage density
In the numerical approach of Abu Al-Rub and , the gradient at each integration point m is evaluated from the derivatives of a polynomial function that interpolates the values of local variables at neighbouring points. In this study, the values of ϕ at integration point m and its neighbours are needed to calculate ∇ 2 ϕ m . Hence, one can write, 
where N GP is the number of Gauss integration points that are used for calculating ∇ 2 ϕ m .
The computation of coefficients g mn for 3D problems is described later. In the following, matrix notation is used for convenience. It is noteworthy that Abu Al-Rub and Voyiadjis (2005) employed integration points of eight elements, the first neighbours, around the element in which the arbitrary integration point m is located to calculate the gradient terms. However, this approach is restricted to the regular finite element meshes. Moreover, for different mesh densities, the interaction length, which is the largest distance that affects the non-local average at an arbitrary point m, is different such that the interaction length for coarse meshes is greater than the interaction length for fine meshes. Therefore, in this study, all integration points of the finite element mesh are used to calculate the gradient terms, which make the numerical approach even simpler than that in Abu Al-Rub and . Therefore, in this approach, the interaction length is the same for all mesh densities, and it can easily be used for both regular and irregular finite element meshes. Another method for extending Abu Al-Rub and approach to irregular meshes is through using the connectivity matrix for determining the neighbouring points. In this method, one can easily consider the second and third nearest neighbours for calculating the gradient terms depending on different meshes such that the interaction length remains constant for all mesh densities. However, this method is not used here.
To determine g mn in equation (17), a complete second-order polynomial function is used to interpolate the damage density around point m. Hence, one can write:
where a is the coefficients vector, v is the variables vector, and the superimposed T designates the transpose of a matrix. In 3D problems, the following expressions for a and v can be written as: 
Of course, one can assume other higher-order polynomials for equation (18) for increasing accuracy in calculating the higher-order gradients. This is one of the major strengths of the proposed approach without worrying about formulating C 1 or higher-order finite elements or penalty-enhanced C 0 elements. However, equation (19) is the minimum order for a polynomial that can be assumed so that non-zero values for ∇ 2 ϕ can be calculated. Now, to obtain the coefficients vector a, the minimisation method by least squares can be used. Moreover, the interpolation is made in the global coordinate system (x, y, z) of the generated finite element mesh with N GP integration points. The coefficients vector a can then be expressed using the following equation:
where the matrix M and vector φ are defined as follows: ... .
Multiplying both sides of equation (20) by M, one can write:
where H = MM T is a symmetric square matrix, which can be expanded as follows :   2  2  2   2  2  2  3  2  2   2  2  2  2  3  2   2  2  2  2  2  3   2 2  2  2  3  3  2   2 2  2  2  3 1 n n n nn nn nn n n n n n n nn n n n nn nn n n n nn n nn n n nn n nn n n n nn n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n 
It is obvious that H is computed only once for small deformation problems and needs to be updated at each loading increment for finite deformation problems.
From equations (18) and (23), the damage density ϕ and its Laplacian can be computed as follows: 
Substituting equation (25) into equation (27) gives:
Comparing equation (17) with equation (28), the coefficients g mn can then be calculated as:
The coefficients g mn depend only on the x, y, z coordinates of the Gauss integration points. Thus, as stated previously, these coefficients are computed only once for small deformations and at each loading increment for finite deformations.
Since the damage densities around a point are estimated by a second-order polynomial function as described in equation (18), it is worthy to note that 
Having the information of neighbouring points in hand, one can calculate the second-order damage gradient terms easily by employing equations (31) and (17). Once the effective stress is calculated using equation (3) by employing the strain equivalence hypothesis (i.e., = ), the damage driving force in equation (7) can then be calculated and compared with the damage threshold Y th to check for damage initiation. Therefore, upon damage occurrence, one should satisfy equation (16) to calculate the final non-local damage density at each integration point m.
Substituting equation (17) 
which should be satisfied for all integration points simultaneously. Furthermore, equation (32) expresses a set of linear algebraic equations for determining the damage densities at all integration points. Therefore, one can define the following expressions: 
such that one can express equation (32) in a matrix format as follows:
where the vector φ is given in equation (22). The above-mentioned linear system of equations can be solved for the damage densities in vector φ by calculating the inverse of the square matrix C. Equations (33) and (35) show that the square matrix C is of the order N GP × N GP , which seems to be very expensive to solve. However, it should be noted that the matrix C remains constant for the small deformation problems. Therefore, one can calculate matrix C and its inverse C −1 at the beginning of the simulation and store it to solve equation (35) for the rest of simulation. Therefore, the proposed approach will have an initial computational cost to calculate C and C −1 . However, this initial cost will be compensated eventually since there is no need to calculate these matrices at each increment. On the other hand, by considering the damage density as an additional degree of freedom, the required high-order continuous shape functions (e.g., C 1 class or penalty-enhanced C 0 class functions) should be used at every increment to calculate the gradient terms, which makes these approaches difficult to implement and computationally expensive.
Non-local gradient-dependent tangent moduli
To complete the proposed non-local algorithmic procedure discussed earlier, the nonlocal continuum elastic-damage tangent stiffness D ed = ∆σ/∆ε and the non-local consistent (algorithmic) elastic-damage stiffness D alg = d∆σ/d∆ε that can be used for accelerating convergence are derived in this section. D ed can be used if small time steps are employed, whereas D alg can be used for large time steps. The relationship between the stress increment and the strain increment between the time t and t + ∆t at integration point m can be written as:
Using equation (5), the stress increment can be written at integration point m as follows:
The damage consistency condition (i.e., ∆G = 0) can be written at integration point m from equation (16) (16), (7) and (8) 
where 1 is the second-order identity tensor. Substituting equations (17) and (37) into equation (38) and performing some mathematical manipulations, the non-local elastic-damage tangent stiffness can be expressed as follows:
where ⊗ indicates the dyadic tensor product and L m is the non-local damage softening modulus at integration point m, which is given by:
One can retrieve the local elastic-damage stiffness when the intrinsic length scale is set to zero (i.e., = 0). Furthermore, equation (40) defines the non-local continuous operator D ed . However, as mentioned earlier, small time increments should be used with the non-local elastic-damage tangent stiffness tensor to ensure the convergence. To increase the rate of convergence for large time increments, the non-local consistent (algorithmic) tangent stiffness modulus is more appropriate. Differentiating equation ( 
Substituting equations (17) and (32) into equation (38) 
where T is expressed in components format as follows: 
with the fourth-order tensors P I , P II , P III and P IV expressed as:
Substituting equations (43) and (44) into equation (42) 
D D E E E T E E N E (51)
This concludes the necessary steps for the numerical implementation of the non-local gradient-dependent damage model in a finite element code. This proposed numerical approach is implemented in the well-known finite element code Abaqus (2008) through the user material subroutine UMAT. It is noteworthy that the majority of the existing numerical implementation approaches of gradient-dependent damage and plasticity theories require the use of two subroutines in Abaqus, namely UMAT, which is used for material constitutive modelling, and UEL, which is used for formulating a new element with additional degrees of freedom. In the current approach, the use of UEL subroutine is avoided, which saves a lot of time and effort for those who are interested in implementing gradient-dependent theories. One of the most challenging issues of the proposed algorithm is the non-local integration of the damage model using only the UMAT subroutine in Abaqus. UMAT provides an access only to the local integration point and not all the integration points that are needed to calculate the damage gradient. To implement the proposed algorithm using UMAT, the coordinates of all integration points are saved globally when Abaqus calls UMAT at increment zero. As a result, at the beginning of the first increment, the coordinates of all integration points are available. Hence, by using equations (24) and (31), the non-local coefficients g mn are calculated and saved globally at the beginning of the first increment. It is noteworthy to mention that at each increment Abaqus calls UMAT for all integration points at least twice. This makes the non-local implementation easier. In other words, all the required local variables, including the damage force, are updated at the end of the first UMAT call. Therefore, at the end of the first UMAT call, C and F matrices (equations (33) and (34)) are calculated; then, the non-local damage variables for all integration points are calculated at once by solving equation (35) . Then, at the second UMAT call, the nominal stresses and continuum or consistent tangent moduli are updated using the updated non-local damage variables and the effective local variables. For convenience, a step-by-step description of the discussed algorithm is illustrated in Figure 1 . However, it should be emphasised that the above-mentioned description of the numerical implementation of the proposed non-local algorithm within the commonly used commercial finite element software Abaqus can be adapted to implementing non-local damage theories in any other finite element codes. In the following, the robustness of the proposed numerical approach in solving the mesh-dependency problem when simulating damage localisation is demonstrated.
Numerical examples
In the absence of a physically motivated length scale, which would govern the width of the shear band, the numerical solutions are susceptible to mesh densification. In other words, damage density and as a result strain localisation within the shear band changes dramatically with refining the mesh. Incorporating an internal length scale in the continuum description can remedy the mesh sensitivity of the numerical results.
The potential of the current gradient-dependent damage computational approach as presented in the previous section in solving the mesh-sensitivity problem associated with the formation of damaged localised shear bands is demonstrated through the following numerical examples.
Fixed plate in tension
Mesh-dependent results of finite element predictions can be easily shown by the example of plane strain plate subjected to tensile loading at the top edge and fixed boundary condition at the bottom edge as shown in Figure 2 . The bottom edge of the plate is fixed and the upper edge is constrained to remain horizontal while a vertical deformation equivalent to a tensile force is applied. The forces per unit area at both sides of the specimen are set to zero. Dimensions of the specimen are 10 µm × 20 µm, and a strain equal to 3.5% is applied at its upper edge in the positive y-direction. Young's modulus and Poisson's ratio are assumed to be E = 200 GPa and v = 0.49, respectively. Moreover, the values for α = 0 and β = 0.1 are assumed. First, the local elastic-damage model is used to conduct the simulations with a zero length scale parameter (i.e., = 0). Simulations are performed for four different mesh densities. Four-node plane strain quadrilateral element with four integration points is used in this example. The fixed boundary condition causes the damage and strain to localise within a band and forms two crossed shear bands as shown in Figure 3 . Figure 3 shows that the localised zone and shear band tend to occupy the minimum possible area. As mesh density increases, the width of shear band decreases and tends to become a line, which is not realistic and physical. Damage Localisation of deformation in a narrow band is caused by the accumulation of micro-cracks and micro-voids; hence, very similar to strain localisation, damage also localises within a shear band, which is shown in Figure 4 . Furthermore, Figure 4 shows clearly the mesh-dependency through the width of the localised damage band and the damage distribution being more severe for the fine meshes. Figures 5 and 6 illustrate the damage density distributions across the shear band and the load-displacement diagrams, respectively, for the different meshes when = 0. It is obvious from Figure 5 that increasing the mesh density causes the shear band width to become narrower and the damage density to become larger, which is a non-physical phenomenon upon mesh densification. In other words, more damage accumulates within smaller area. Figure 6 shows that the local damage model predicts very sudden failure after the peak load, where different post-peak responses are predicted for different mesh densities. Now, to show the potential of the gradient-enhanced algorithm in eliminating the mesh-sensitivity problem, the same boundary value problem is simulated using the non-local damage algorithm with a material length scale equal to = 1 µm. The results are shown in Figures 7-10 . Figures 7 and 8 illustrate the deformation patterns and the damage density contours, respectively, for the different mesh densities. It is obvious that the incorporation of an intrinsic material length scale through the gradient damage theory has alleviated to a great extent the mesh-dependent problem such that the width of the shear band remains approximately the same and does not change much with changing the mesh density. The same observation can be seen for the damage density contours shown in Figure 8 . The damage density across the shear band is also plotted in Figure 9 , where it can be seen that the width of the damage localisation zone is to a great extent independent of the mesh density when compared with the local simulations in Figure 5 . Furthermore, Figure 10 shows the most interesting results, where the post-peak response is completely independent of the mesh density. In fact, by introducing the gradient of damage density in the current simple damage model, the non-locality does not allow few elements to undergo excessive deformation that results in a sudden decrease in the specimen loading capacity, but the deformation and damage density within the integration points change smoothly, which results in regularising the numerical results. 
Strip in tension
In the previous section, damage localisation and evolution of a shear band in a plane strain plate under tension was studied, and the ability of the non-local damage algorithm in successfully providing mesh-objective results is demonstrated. In this section, the same material properties are considered; however, the geometry is changed and enhanced with an imperfection to enforce the formation of a shear band in a specific direction. This is a common benchmark problem that is used to assess the ability of damage/plasticity theory in achieving mesh-objective results. The problem geometry, loading and boundary conditions are shown in Figure 11 . The strip is constrained at the bottom and a displacement of 1 µm is applied at the upper edge of the strip. Similar to the previous section, four different meshes of 200, 512, 1152 and 5000 elements are considered. A four-node plane strain quadrilateral element with four integration points is used in the following simulations. Because of the specimen's geometric imperfection, the shear band initiates at the bottom left corner and evolves with an inclination of 45°. In this case, the non-linearity in geometry is investigated in the formation of a shear band and in the distribution of the damage density across the shear band. Figure 11 The geometry of the strip in tension
In Figure 12 , the obtained deformation patterns for all meshes when setting = 0 are plotted. It can be observed easily that the width of the shear band is determined by the element size when utilising the classical CDM. Deformation is localised almost within one element width. Mesh-dependence is also obvious from the damage density contours plotted in Figure 13 and the damage density across the shear band presented in Figure 14 , where the width of the shear band is strongly dependent on the mesh density. It should be noted that damage density value could not be more than 1; hence, the localisation phenomenon appears in the form of width of the shear band not the maximum value for damage density. Non-local damage gradient algorithm is employed to remedy the mesh-sensitivity problem. Material properties of the specimen are assumed to be the same in both examples. Hence, the same length scale of = 1 µm is also considered here to keep the field equations well posed. Figures 15 and 16 illustrate, respectively, the deformation patterns and damage density contours for different mesh densities. As it is obvious from the figures, the non-local damage algorithm solves the mesh-dependency problem to a great extent. Moreover, a damage density across the shear band is depicted in Figure 17 , which also confirms mesh-independent shear band width. To show the effect of non-local damage on the post-peak response, the load-displacement diagrams for all mesh densities for both local, = 0, and non-local, = 1 µm, cases are plotted in Figure 18 . It is very clear from this figure that the current non-local damage model with the proposed computational algorithm predicts mesh-independent post-peak response whereas the local damage model is mesh-dependent. Also, it is obvious from this figure that a non-zero length scale delays damage and smooth it out during the deformation process. Therefore, one can conclude from the previously simulated damage localisation problems that the proposed non-local gradient-damage computational algorithm is effective in implementing gradient-dependent damage theories in finite element codes with minimum difficulty and without the need for higher-order finite elements that are not easy or straightforward to implement in existing finite element codes. This is evident through the ability of the implemented non-local damage model in solving the mesh-dependency problem, which the classical (local) continuum damage models suffer from. Hence, by adapting the current non-local computational algorithm, one solves the most difficult task in dealing with gradient-dependent theories, which is their finite element implementation.
Effect of different parameters on damage localisation

Effect of parameters α and β
In this section, the effect of material constants α in equation (7) and β in equation (12), on the location and width of shear band is investigated. The parameter α defines the material sensitivity to confinement whereas the parameter β represents the rate of damage growth. These parameters are selected as α = 0 and β = 0.1 in the previous examples.
To study the effect of these parameters on the development of damage localisation, the non-local damage case for = 1 µm is simulated for the intermediate mesh density for the fixed plate in tension examples.
The parameter α in equation (7) controls the material sensitivity due to confinement and mean stress. In other words, α describes the fact that specimen with higher compressive mean stress can tolerate more load without going to a damaged state. However, in this problem, the applied stress is tensile, so it is expected that the regions with higher tensile stresses become damaged faster. The simulation results presented in Figure 19 (a) confirm the pressure-sensitive results. One can explain that due to Poisson's effect, regions that are closer to the bottom edge boundary undergo higher tensile stresses, which can be characterised by the negative mean stress. Hence, these regions should go to the damage region earlier. As it is obvious from Figure 19(a) , increasing the value of α causes the shear band to move slightly towards the bottom edge and for large values of α the damaged region is very close to the bottom. Furthermore, the load-displacement diagram for different values of α is also shown in Figure 19(b) . This figure shows that increasing the parameter α induces a softening effect and causes the specimen to go to the softening region faster. The effect of the damage growth rate parameter, β, is shown in Figure 20 . The damage density contours are plotted in Figure 20(a) . It can be seen that the width of shear band increases as the damage growth rate increases. To clarify the change in the shear band width, damage variable across the shear band is plotted in Figure 20(b) , which confirms the increase in shear band width upon the increase in damage growth rate. As it is expected, damage grows and distributes within the specimen faster for larger damage growth rates. This effect can be seen clearly in the load-displacement diagrams shown in Figure 20 (c). Thus, higher damage growth rates make the specimen to undergo the softening region faster and exhibit higher degree of softening. 
Length scale effect
In this section, the effect of the length scale value on the width of shear band, deformation pattern and damage distribution across the shear band is presented. To this aim, the fixed plate in tension with 1152 elements is selected. The specimens are loaded until complete failure. Deformation patterns, damage density across the shear band and load-displacement diagrams are shown in Figure 21 (a)-(c), respectively, for different values of . Figure 21 (a) clearly shows that the width of the shear band depends on the length scale value such that the larger the length scale value the broader the shear band width as also clearly shown in Figure 21 (b), which is a known result (Pamin, 1994) . This shows that the proposed computational algorithm yield reasonable and physically known behaviour. The damage distribution across the shear band and the load-displacement diagrams for various length scales are shown in Figure 21 (b) and (c), respectively. Figure 21(b) shows that increasing the length scale value causes the damage density to regularise more in the specimen. Figure 21(c) shows that the length scale value is the parameter that delays damage initiation and growth. Hence, materials with larger length scale values tolerate higher stresses compared with the materials with smaller length scale values. 
Conclusion
Localisation of deformation and damage is associated with the softening behaviour in the stress-strain response. Unfortunately, when using classical continuum damage theories, this softening behaviour in the stress-strain diagram causes instabilities that result in the loss of well-posedness of the governing partial differential equations and in turn lead to mesh-dependent results and non-physical description of damage evolution and failure. As shown by many authors, a very effective way to remedy this problem is through the non-local gradient-enhanced damage theory. However, one of the most challenging issues when dealing with this type of theories is their implementation in the finite element codes. In this paper, a simple and straightforward computational approach is presented for numerically integrating the non-local constitutive equations with little effort required to modify an existing finite element code. Hence, by using this approach, one can avoid the common practice in introducing high-order continuous shape functions (e.g., C 1 class or penalty-enhanced C 0 class functions) with additional degrees of freedom in a finite element code to calculate the gradient terms, which is computationally difficult and expensive. A simple algorithm for satisfying damage consistency condition is proposed, which can be implemented easily in a finite element code. Numerical algorithm presented in this paper is implemented in the well-known finite element code Abaqus via the user material subroutine UMAT. The effectiveness and robustness of the proposed approach in alleviating the mesh-dependency problem when simulating damage localisation and the post-peak response are illustrated through two numerical examples. The examples show that results of the shear band converge to a unique solution upon mesh densification and clearly show that the proposed computational algorithm works well in integrating the non-local damage theories. Moreover, a parametric study on the effect of the material constants associated with the presented elastic-damage model is conducted with special emphasis placed on their effect on the size of the localised damage zone and the post-peak response. Finally, the proposed numerical algorithm can be easily adapted by more complex constitutive models that incorporate the effect of higher-order gradients.
