A noninvasive method for the estimation of internal temperature in chicken meat immediately following cooking is proposed. The external temperature from IR images was correlated with measured internal temperature through a multilayer neural network. To provide inputs for the network, time series experiments were conducted to obtain simultaneous observations of internal and external temperatures immediately after cooking during the cooling process. An IR camera working at the spectral band of 3.4 to 5.0 μm registered external temperature distributions without the interference of close-to-oven environment, while conventional thermocouples registered internal temperatures. For an internal temperature at a given time, simultaneous and lagged external temperature observations were used as the input of the neural network. Based on practical and statistical considerations, a criterion is established to reduce the nodes in the neural network input. The combined method was able to estimate internal temperature for times between 0 and 540 s within a standard error of ±1.01°C, and within an error of ±1.07°C for short times after cooking (3 min), with two thermograms at times t and t+30 s. The method has great potential for monitoring of doneness of chicken meat in conveyor belt type cooking and can be used as a platform for similar studies in other food products.
Introduction
As the demand for ready-to-eat meat products increases, the meat processors face a constant control problem in the cooking lines: To achieve the right cooking point in the meat products without over-or undercooking. To ensure microbial inactivation, the U.S. Department of Agriculture ͑USDA͒ requires 1 that every meat product in the line must reach a minimum internal temperature ͑71°C for chicken breast͒. Overcooking can ensure food safety; however, the products can have a diminished yield due to losses in water content, taste, and juiciness. To date, there is no real-time assay that can check the internal temperature of all meat products coming out the oven.
Because no contact with the surface is needed, infrared ͑IR͒ thermometry can be used for accurate and noninvasive inspection of cooking processes without detriment of food safety. The development of IR techniques in the cooking lines would aid quality control personnel in industrial cooking lines to comply with food safety regulations for readyto-eat meat, while maintaining quality of the products. IR imaging techniques have been proposed for noncontact inspection in different applications. [2] [3] [4] In particular, active research is conducted for the applications of IR imaging techniques in agriculture. In an early work, Danno et al. 5 used an IR vidicon camera to evaluate the degree of maturity in certain fruits and tomato. The changes in the metabolism of the vegetables generated heat that could be detected by the imaging device. More recently, Tao and Wen 6, 7 used near-and mid-IR imaging to accurately detect defects in apples and to distinguish the defect from stem end/calyx ͑flowered end͒ with high accuracy.
To the best of our knowledge, the first attempt to use an IR camera in a cooking process was done by Goedeken et al. 8 In that work, an IR camera working in the spectral range 8 to 12 m was used to monitor the surface temperature of food products cooked in a microwave oven. They required a compensation in emissivity for accurate surface temperature measurements. Recently, Ibarra et al. 9 used a IR focal planar array camera with working spectral range of 3.4 to 5.0 m for the estimation of internal temperature in just-cooked chicken meat. The external temperature registered in the thermograms was correlated with the internal temperature through a linear time series model. Such a model was able to predict the internal temperature in the meat with three IR images at times 0, 60 and 150 s immediately after cooking. However, the use of linear models might reduce the accuracy of the estimation due to the nonlinear nature of heat transfer processes.
Here, the work initially developed in Ref. 9 was continued with the application of neural networks for the correlation between internal ͑IT͒ and external ͑ET͒ temperatures in chicken meat immediately after cooking. Time series experiments were conducted to obtain simultaneous observations of IT and ET in just-cooked chicken meat, every 30 s for 570 s during the cooling process. A LevenbergMarquardt neural network was used for the correlation between IT and ET. This hybrid algorithm provides speed and convergence to the network, which are sometimes a problem with conventional backpropagation algorithms. To estimate the optimum input for the network ͑and ultimately the number of IR images required for the IT estimation͒ some inferences were established based on the values of the correlation factors derived from the covariance matrix of IT values and simultaneous and lagged ET observations. In Section 2, the experimental setup and the time series experiments are described. In Section 3, the neural network architecture and the optimization method are analyzed. In Section 4, the results of the network for times between 0 and 540 s are presented. Two cases are analyzed to verify the proposed heuristic criterion. In Section 5, the performance of the network for short times ͑up to 3 min͒ is presented. This analysis enabled evaluating the potential for a practical application. In Section 6, the conclusions of the work and some observations for a potential application are presented.
Experimental Setup
Time series experiments were conducted to provide data for the supervised neural network. In these experiments, simultaneous measurements of IT and ET were obtained starting immediately after the cooking process. The temperature measurements were taken every 30 s for 10 min during the cooling process. In this manner, sequential inputs ͑external temperature͒ and targets ͑internal temperature͒ were obtained for the supervised learning.
A total of 60 chicken breast samples with similar shape ͑average thickness after cooking of 11 mm͒ were cooked at the same oven temperature (177°C) for times between 5.8 and 7.6 min in a multipurpose industrial oven ͑model MPO-D2012 from Heat and Control, Inc.͒. The variation in cooking times allowed obtaining endpoint temperatures ranging from under-to overcooking.
A ThermaCAM PM250 ͑Inframetrics, Inc.͒ IR camera with spectral band of 3.4 to 5.0 m ͑outside the water vapor sensitive band of 5 to 8 m͒ was used to register external temperature distributions. The camera was located 1 m above the just-cooked samples and calibrated for background temperature compensation to minimize heat energy emission from the surroundings. In the recorded IR image, the external temperature of a fixed region of interest close to the thermocouple was measured, maintaining the size and location of the region of interest during all observations. Figure 1͑a͒ shows an IR image of a batch of four chicken meat samples recorded in the conditions just described. The color table to the left of the thermogram represents the temperature codification. To register internal temperatures, embedded copper/constantan thermocouples ͑diameter 2.5 mm, response time 0.4 s͒ were inserted in the center of the thickest regions of the meat pieces. The IT readings were automatically recorded in a computer starting simultaneously with IR image recording. Room temperature was also registered with an additional thermocouple. A typical temperature versus time plot is shown in Fig. 1͑b͒ . Both internal and external temperature experienced an exponential-decay behavior in time, which is typical in cooling processes. 10 Notice that there is a difference between initial internal and external temperatures and that both temperatures converged to the room temperature after a long time.
Four chicken breast samples were cooked at the same cooking time and imaged simultaneously. For each batch of four cooked samples, eight thermocouples were used ͑two for each sample͒. A total of 15 batches were cooked and imaged in this manner. Eight internal and eight external time series were obtained for each batch, each time series containing 20 time points equally spaced every 30 s. Because the cooking process changed the chemical and physical properties of the meat, experiments were conducted 11 to measure the emissivity of cooked chicken meat during and after cooking. It was observed that although the emissivity varies during the cooking process, it remains fairly constant after cooking. A constant emissivity of 0.63 was measured for chicken meat after cooking, and this value was used for all experiments. Ibarra, Tao, and Xin: Combined IR imaging-neural network method . . .
For convenience, the temperature observations were converted to the normalized quantities
The unitless quantities in Eq. ͑1͒ are referred hereafter as normalized internal and external temperatures, respectively. The normalized temperatures defined in Eqs. ͑1͒ have the advantage of considering environment temperature variations, and to convert the input to numbers less than one, which are more suitable for the neural network algorithm. Figure 2 shows the typical normalized temperature behavior in time.
3 Neural Network Architecture
Levenberg-Marquardt Neural Network
A multilayer neural network was used to correlate an estimated normalized internal temperature at time t, Î(t), in terms of the simultaneous normalized external temperature observation, E(t), and some other lagged values, E(t ϩn⌬) still to be determined, where 1рnр19,⌬ϭ30 s. The input vector of normalized external temperatures is denoted as E(t), with components E i (t), (iϭ1, . . . ,N), where N is the number of nodes in the input layer ͑to be specified later͒. A network with five hidden layers, which relates the normalized external temperature input, E(t), to Î(t) is depicted in Fig. 3 . The nodes in the first hidden layer, E 1 are calculated in terms of the input as
where w jm 1 (1р j,mрN) is the weight factor between input node j and hidden layer node m, b m 1 is a bias value initialized as 1, and is the log-sigmoid function defined as ͑x ͒ϭ 1 1ϩe
Ϫx . ͑3͒
The final layer, the targeted internal temperature Î(t), is expressed in terms of the last hidden layer, for the case of five layer network as
with b a final bias value. A detailed description of feedforward networks can be found in Ref. 12. In the learning process, each time an input is presented to the network, the weight factors are adjusted to minimize a function of the error, , with a random guess for initial weight factors. The error is defined as the difference between the output of the network, Î(t), and the actual observation or target, I(t). Explicitly,
For the Levenberg-Marquardt algorithm, the function of the error to be minimized is the mean square error. The most common way to minimize the mean square error is with the gradient descent method. 12 In this method, the weights are adjusted by moving along the negative gradient in small steps. This step factor is known as learning rate and denoted here as . With a proper selection of the learning rate this method guarantees convergence, but it can take a very large number of iterations. A faster option is the Gauss-Newton method.
12 Table 1 compares the advantages and disadvantages of the methods mentioned. This method can lead rapidly to the minimum mean square error, but if the guess of initial weight factors is wildly incorrect, the algorithm can diverge. The situation is even worse because of the approximated calculation of required derivatives. The Levenberg-Marquardt algorithm provides a convenient compromise between the speed of Gauss-Newton method and the ensured convergence of gradient descent. In the first iteration, the algorithm begins with a gradient descent with a small learning rate 1 . If the mean square error is not small, then 2 ϭ 1 is chosen in second iteration, where ӷ 1 . Eventually, the gradient descent algorithm should decrease the mean square error. If, after comparison with targeted internal temperature, the mean square error for k'th iteration is small enough, then kϩ1 ϭ k / is chosen, and the algorithm will be approaching the GaussNewton method. The details of Levenberg-Marquardt algorithm can be found in Ref. 13 . Sometimes during calculation a small mean square error is reached quickly, and no significant reduction is achieved with further calculation.
Then, it is convenient to define an error goal, ͗ g 2 ͘, for early stopping. This is also useful when the algorithm is not converging. In practice, the learning rate and the error goal ͗ g 2 ͘ are specified by trail and error.
Once the network is designed, the normalized external temperature vectors must be selected to produce an optimum output, with the fewest number of elements. This is discussed next.
Network Input Reduction and Optimization
The neural network design will be complete with the specification of the input vector E(t); that is, to establish the number of nodes and lags included in the input. Initially, the input can have 20 nodes, which is the number of time points in each series. Because each input node represents an IR image, the use of all the 20 external temperature observations in a particular time series to estimate a given internal temperature, will require 570 s ͑with 30 s lag between each IR image͒. Considering that in an actual industrial cooking process the meat products are traveling typically at a speed of 0.2 to 0.3 m/s, a distance greater than 110 m will be required to register the last IR image ͑at 570 s͒. As a consequence, a reduction in the number of input nodes is needed to increase the potential application of this work.
A first reduction in the number of input nodes can be achieved by assuming that only six lags significantly contribute to the estimation. Specifically, for an internal temperature target at time t, I(t), only the simultaneous external temperature value E(t) and up to five lagged values, E(tϩn⌬) (1рnр5), are assumed to contribute significantly to the internal temperature. In this case, the maximum time required for the internal temperature estimation is 2 min, which will require a minimum traveling distance in the conveyor belt of 36 m.
Further reduction in the number of input nodes can be achieved by considering the contribution of the possible input nodes to the internal temperature. It is reasonable to think that the internal temperature time series is strongly correlated to the simultaneous external temperature time series, and that the correlation decreases for lagged values. A way to measure that correlation is to consider the covariance between the normalized IT and the ET time series without lag, with one lag and so on. Explicitly, if for a pair of normalized internal and external temperature time series, the set of variables for the covariance analysis is arranged in the matrix
then the elements in the covariance 14 matrix are expressed as
with iϭ1, . . . ,4 and 1рkр6. The corresponding correlation coefficients are defined 14 as
with s i 2 ϵs ii . The covariance matrix of the data indicates if there exists a linear relationship between the time series in matrix X, and the associated correlation factors indicate the strength of that relationship. Furthermore, because there is interest only in the relationship between the internal temperature and the lagged external temperatures, only the cases iϭ1, 2рkр6 are considered. Therefore, a high correlation coefficient r 12 indicates a strong relationship between simultaneous internal and external temperatures and so on. In this manner, the input vector E(t) can be reduced by including only the nodes with higher correlation coefficient. Although this heuristic criterion is not directly related to the neural network algorithm, it can be useful for the simplification of network input. Similar reductions, as principal components analysis, are often used for this purpose. 12 The covariance matrix elements in Eq. ͑7͒ and the corresponding correlation factors in Eq. ͑8͒ were calculated from the time series data of all batches. The components in matrix X ͓see Eq. ͑6͔͒ were obtained by averaging the normalized internal and external time series. The results of this computation are presented in Fig. 4 . The vertical axis in the figure corresponds to the square value of the correlation coefficient, r 1m 2 (2рmр7), and the horizontal axis corresponds to the lag index m. As expected, the correlation is high for the simultaneous (mϭ2) internal and external temperature time series, and gradually decreases for the lagged external temperature time series. It can be observed in Fig. 4 that r 12 2 ϭ0.999 and r 13 2 ϭ0.906 are the highest correlation factors. This indicates that an input with simul- In a practical application, the reduction of the input to two components means that for the estimation of the internal temperature at certain time ͑say immediately after cooking͒ it is needed to take an IR image at that time, and a second IR image after 30 s. This fact increases the potential for a practical implementation.
Performance of the Network During Cooling Time
A total of 120 time series separated in 15 batches were obtained in the experiments. The data were separated into training and test sets in such a manner that data from all batches and all thermocouples were evenly distributed among the training and test sets. A total of 60 time series were used in the training set and the remaining 60 series in the test set.
To verify the heuristic criteria given in the last section, the performances of the network for cases ͓01͔ and ͓012͔ are presented next.
Case [01]
In this case Nϭ2, and for an internal temperature target I(t) the corresponding external temperature input is expressed as
E͑t ͒ϭͫ
E͑t ͒ E͑tϩ⌬ ͒ ͬ.
͑9͒
Training data were presented to the multi-layer Levenberg-Marquardt network with fixed learning rate ϭ1.0 and performance goal ͗ g 2 ͘ϭ3.1ϫ10 4 . A total of 1040 inputs were used for the training. The optimal number of layers for internal temperature estimation was found by presenting the training data to the network with two up to ten layers. Then the obtained network was simulated with the testing data ͑1040 inputs͒ and the performance of each multilayer network was evaluated and compared. The comparison was done through a regression analysis between the pairs of actual and estimated internal temperatures, (I(t),Î(t)) in the test data set. Therefore, the performance of the network can be evaluated from the regression parameters. A good performance corresponds to a slope, S, close to one, an intersection I 0 , close to zero, and a high R 2 . The standard error and the residuals are also good indicators. A simple way to measure the network performance with the proposed regression analysis is by defining the performance parameter
A perfect match corresponds to Pϭ0 and the agreement decreases as P increases. Note that for good agreements Pϳ͉I 0 ͉, so the value of the performance parameter depends on the range of the normalized internal temperature. This parameter is useful only when comparing different performances of the same quantities, as is the case here. The results of these calculations are shown in Fig. 5 . The results indicate that the optimal performance is for a fivelayer network. Overfitting is a frequent problem with neural networks. Sometimes using more layers than required produces a good matching with the training set, but the agreement with the test set is poor. Unfortunately, there is no method to specify the optimal number of layers but testing different cases. Usually, a good agreement can be found with five or fewer layers. With this architecture a very good performance was obtained with a slope of 0.983, an intercept at 0.92°C, and R 2 ϭ0.988 The standard error of the estimation was Ϯ1.01°C with standard residuals between Ϫ4 and 4°C. The network finished the estimation after 92 iterations. 
Case [012]
The analysis described in last subsection was repeated for the input
͑11͒
extracted from the training set. The input in Eq. ͑11͒ indicates that for temperature estimation, three IR images are needed at times t, tϩ30 s, and tϩ60 s. As in the previous case, a five layer network was optimal for the estimation. The algorithm used ϭ1.0, with a performance goal of 1.1ϫ10 4 . The network was trained for 772 epochs before it reached the goal. The obtained network was simulated with the test set and again, a regression analysis was used to evaluate the performance of the network. The parameters found in this case were Sϭ0.980, I 0 ϭ1.10°C, and R 2 ϭ0.986. The standard error of the estimation was Ϯ1.05°C with similar standard residuals as for the case ͓01͔. Although the regression parameters indicate a good performance of the network, the parameters obtained in the case ͓01͔ indicate a slightly better performance. The performance decreased for other cases. For instance, for ͓0123͔ ͑not illustrated here͒, a slopeϭ0.980, intercept at 1.70°C, and R 2 ϭ0.977 were found. Moreover, the residuals and standard error were bigger than in the two previous cases.
An additional advantage of the use of a small number of inputs is the reduction of the IR images required. According to the findings presented here, only two thermograms and 30 s are needed for a good estimation.
Performance of the Network Immediately After Cooking
Although the proposed neural network can estimate the internal temperature during the cooling process, more interesting is the estimation for times shortly after cooking. A total of 120 inputs can be extracted from the 15 time series for time tϭ0 ͑immediately after cooking͒. Unfortunately this number of inputs was not enough for a proper training and testing of the network. To increase the number of inputs, the first five temperatures in each time series were taken. In this manner, 260 inputs were used for training and 260 for test. Because of the short number of lags available, only kϭ2 was considered in this case. As in the cases described in the last section, an architecture of five layers was used, considering a learning rate of 1 with a performance goal of 1.2ϫ10 Ϫ4 . The goal was reached after 297 epochs and the network was simulated with inputs from the test set. A slopeϭ0.966, intercept at 1.89°C, and R 2 ϭ0.974 were found. Although the performance of the network has decreased in this case, the standard error obtained was Ϯ1.03°C and residuals were basically between Ϫ2°C and 2°C.
To improve the performance for endpoint temperatures, a higher number of inputs must be provided. In addition, it must be considered that in the transit from the oven cavity to the environment occurred transient heat transfer effects that must be included.
The internal temperature estimation immediately after cooking allow evaluating the endpoint temperature of the meat.
Conclusions
A noninvasive method for the estimation of internal temperature of just-cooked meat was developed. The method combines thermovision for external temperature recording of chicken breast fillets immediately after cooking with a Levenberg-Marquardt backpropagation algorithm for the correlation with internal temperature observations. Simultaneous internal and external temperature time series were obtained for observations every 30 s for 10 min during the cooling process immediately after cooking. The input vectors of the network were composed of simultaneous and lagged observations of external temperature to target the corresponding internal temperature at a given time.
To optimize the input vectors, a heuristic method based on the covariance matrix of the internal temperature time series and simultaneous and lagged external time series was proposed. It was found that the optimum input was formed by external temperature observations at time t and t ϩ30 s. The method was verified for two cases.
The network was trained and then simulated with test data. The performance of the network was very good and internal temperature was estimated within a standard error of Ϯ1.01°C for times between 0 and 540 s after cooking, for under-, over-and right-cooked chicken meat samples. For initial times ͑up to 3 min͒, the network estimated internal temperature within an error of Ϯ1.03°C with two IR images at t and tϩ30 s lags. The combined thermovisionneural network method can be used as a calibration procedure for non-invasive endpoint temperatures in just cooked chicken meat.
Future research is needed for a real-time application. First, the samples used in the experimentation had similar shape and thickness. This is not the usual case. Samples as whole chicken breast present a very irregular shape that can certainly affect the relation between internal and external temperature. As a consequence, it is needed to include the thickness variation of the sample in the network input. Research is planned to extract the 3-D shape of a chicken breast with a range technique, and to combine this information with the thermogram. Another important factor is the transient effect that may be present in the transit from the oven. A cooling chamber can aid to stabilize the temperature observations for times immediately after cooking. Also, to improve the performance of the network for endpoint temperatures, time series must be obtained for shorter times and with reduced lags. The IR camera employed showed to be suitable for the proposed method. The fact that only two IR images were required for internal temperature estimation enables using only one IR camera with suitably located IR mirrors to register at the required lags. Note that although the proposed method requires 30 s for the internal temperature estimation, the method can achieve real-time estimation in a streamline situation. That is, it is not neccesary to wait for that period to start the estimation in the next chicken product but, with proper synchronization, the IR camera can continuously register the thermograms and the estimation can be done as the products are traveling in a conveyor belt.
IR imaging techniques have the potential for high-speed and noninvasive inspection of cooked food products. The method proposed here can be used as a platform for similar studies in other types of food products, and after further improvement, can be used as a real-time assay for the verification of endpoint temperatures in industrial cooking lines.
