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Abstract
In this paper, we use some integral transforms to derive, for a polynomial sequence {Pn(x)}n0, gen-
erating functions of the type Gγ (x, t) = ∑∞n=0 γnPn(x)tn, starting from a generating function of type
G(x, t) =∑∞n=0 Pn(x)tn, where {γn}n0 is a real numbers sequence independent on x and t . That allows
us to unify the treatment of a generating function problem for many well-known polynomial sequences in
the literature.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let {Pn(x)}n0 be a polynomial sequence with complex coefficients. We say that G(x, t) is a
generating function of the sequence {Pn(x)}n0 if
G(x, t) =
∞∑
n=0
cnPn(x)t
n, (1.1)
where {cn}n0 is a sequence independent of x and t . If we can express G(x, t) in a closed form
by means of classical special functions, we say that the generating function G(x, t) is known.
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tions for a fairly wide variety of polynomial sequences (see, for instance, [18–20,33,35,39,41,
43]). Among these methods, we find some operational techniques [43, pp. 218–283], based upon
single, double and multiple integral transforms and upon certain operators involving derivatives.
These transformations provide generating functions associated with the sequence {Pn(x)}n0
starting from generating functions associated with another sequence {Qn(x)}n0. But some-
times we need to derive various generating functions for the same polynomial family. In fact, in
the polynomial theory, there are many techniques, based on generating functions, to treat some
questions not depending on the normalization of the considered polynomial sequence. We meet
such situation, for instance, in treating some problems related to dual sequences [3], connection
and linearization coefficients [4–6], orthogonality [7,8,42] and so on.
The purpose of the paper is to derive various generating functions for the same polynomial
family using some integral transformations. More precisely, we consider the following problem:
P. Let {Pn}n0 be a polynomial sequence generated by
G(x, t) =
∞∑
n=0
Pn(x)t
n. (1.2)
Starting from (1.2), find other generating functions of the type
Gγ (x, t) =
∞∑
n=0
γnPn(x)t
n, (1.3)
{γn}n0 being a real numbers sequence independent on x and t .
A natural tool to treat this problem consists to use the multiplier sequences theory [30,34],
where the Γ -operator, associated with a complex sequence {γn}n0, is defined as an operator
taking any formal power series f (t) = ∑∞n=0 antn into the formal power series Γ [f ](t) :=∑∞
n=0 γnantn. Formally, this operator has an integral representation since every real numbers
sequence {γn}n0 can be written in the form [13]
γn =
∞∫
0
tndα(t), n = 0,1,2, . . . ,
where α(t) is a function of bounded variations. To determinate the class of formal power series
on which this integral transform operator holds, we limit ourselves to sequences of the form
γn =
∞∫
0
tn dμ(t), n = 0,1,2, . . . , (1.4)
where μ is a nonnegative measure on [0,∞[. We treat separately the case where the support is
[a, b] ⊂ [0,∞[ and the case where the support is [0,∞[ with the additional condition
lim
n→+∞
γn+1
γn
= +∞. (1.5)
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bers sequences, integral transforms for their corresponding Γ -operators. The particular cases
{ [λr ]n[ρs ]n }n0, { 1(−c;q)n }n0 and {
(a;q)n
(b;q)n }n0, where (a)n := Γ (a+n)Γ (a) , [as]n =
∏s
j=1(aj )n, 0 < q < 1
and (a;q)n := ∏n−1k=0(1 − aqk), n = 1,2, . . . , (a;q)0 := 1, will be considered. Then, in Sec-
tion 3, we apply these results to treat Problem P with real numbers sequences satisfying the
conditions cited above. That allows us to recognize some known results obtained by Borel [47],
Rainville [35], McBride [33] and Srivastava [37,38,40] using other techniques. Various explicit
examples will be considered for illustration.
2. Γ -operators and integral transforms
Throughout this paper, we need the following notions.
Let {γn}n0 be an arbitrary sequence of real numbers.
Denote by ΩΓ  the set of functions f (t) =∑∞n=0 antn such that f and Γ [f ] are analytic at
the origin.
In his fundamental memoir [44], Stieltjes characterized sequences of the form (1.4), by certain
quadratic forms being nonnegative. These sequences are now called Stieltjes moment sequences.
Later Hausdorff [28] characterized the Stieltjes moment sequences for which the measure is
concentrated on the unit interval [0,1] by complete monotonicity. These sequences are called
Hausdorff moment sequences. A Stieltjes moment sequence is called IΓ  -sequence if the corre-
sponding Γ -operator have an integral representation on ΩΓ  .
Next, we consider two cases of IΓ  -sequences according to the support of the corresponding
measure.
2.1. Stieltjes moment sequences supported by [0,∞[
Suppose that the sequence {γn}n0 verifies:
γn > 0 and lim
n→∞
γn+1
γn
= +∞, n = 0,1,2, . . . . (2.1)
The function ϕ(t) =∑∞n=0 1γn tn is called the comparison function associated with {γn}n0. We
denote by Rϕ the class of entire functions f such that, for some number τ > 0 (depending
on f ),
f (z) = O(ϕ(τ |z|)), |z| ↑ +∞. (2.2)
Rϕ will be called the class of functions of finite ϕ-type. The infimum of number τ for which
(2.2) holds is the (exact) ϕ-type of f .
For instance, if γn = n!, then ϕ(t) = et and Rϕ is the class of functions of exponential type.
An useful criterium to determinate τ for a function f is given by the following.
Lemma 2.1 (Nachbin theorem [14, p. 6]). Let ϕ be the comparison function associated with
a sequence {γn}n0 satisfying (2.1). A function f (t) =∑∞n=0 fntn is of ϕ-type τ if and only if
lim supn→+∞ |γnfn|
1
n = τ < +∞.
We use this lemma to prove the following.
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and satisfying (2.1), and let ϕ be its comparison function. Then {γn}n0 is a IΓ  -sequence, and
Γ [f ](u) =
∞∫
0
f (tu) dμ(t), |u| < 1
τ
,
where f is a function of finite ϕ-type τ .
Proof. Let f (t) = ∑∞n=0 antn be in Rϕ . Then there exists a number τ > 0 such that f is of
finite ϕ-type τ . So, according to Lemma 2.1, the radius of convergence of the entire series∑∞
n=0 γnanun is 1τ . Consequently: ΩΓ  =Rϕ .
Since f is an entire function, we have
∞∑
n=0
∞∫
0
∣∣anunvn∣∣dμ(v) = ∞∑
n=0
∣∣γnanun∣∣< +∞, |u| < 1
τ
.
Then the application of Fubini theorem leads to
Γ [f ](u) =
∞∑
n=0
γnanu
n =
∞∑
n=0
anu
n
∞∫
0
vn dμ(v) =
∞∫
0
∞∑
n=0
an(uv)
n dμ(v)
=
∞∫
0
f (uv)dμ(v),
where |u| < 1
τ
. 
Next, we consider a particular case of Theorem 2.2 where dμ(t) can be expressed in closed
form by means of the familiar Meijer’s G-function Gm,np,q defined by [31, p. 143]
Gm,np,q
(
(ap)
z
(bq)
)
= (2πi)−1
∫
L
zξ
∏m
j=1 Γ (bj − ξ)
∏n
j=1 Γ (1 − aj + ξ)∏q
j=m+1 Γ (1 − bj + ξ)
∏p
j=n+1 Γ (aj − ξ)
dξ.
We refer to [31, p. 144] for the details regarding the type of the contour L. The contracted
notation (ap) is used to abbreviate the array of p parameters a1, . . . , ap .
Many known special functions may be expressed by means of Meijer G-functions, for in-
stance:
• The hypergeometric function [31, p. 146]
G1,np,q
(
(ap)
z
(bq)
)
=
∏n
j=1 Γ (1 + b1 − aj )zb1∏q
j=2 Γ (1 + b1 − bj )
∏p
j=n+1 Γ (aj − b1)
× pFq−1
(
(1 + b1 − ap) ; (−1)p−n−1z
(1 + b − b )∗
)
. (2.3)1 q
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bj −bj−1,1+bj −bj+1, . . . ,1+bj −bq . The pFq denotes the generalized hypergeometric
functions with p numerator and q denominator parameters [43]
pFq
(
(ap)
(bq)
;x
)
=
∞∑
k=0
[ap]k
[bq ]k
xk
k! . (2.4)
• The modified Bessel function of second kind Ka−b(2z 12 ) [31, p. 231]
G
2,0
0,2
( −
z
a, b
)
= 2z a+b2 Ka−b
(
2z
1
2
)
. (2.5)
• The modified Bessel function of second kind K2(a−b)(4z 14 ) [31, p. 233]
G
4,0
0,4
( −
z
a, a + 12 , b, b + 12
)
= 4πz a+b2 K2(a−b)
(
4z
1
4
)
. (2.6)
• The product of modified Bessel functions of second kind Kb+c(z 12 )Kb−c(z 12 ) [31, p. 234]
G
4,0
0,4
(
a, a + 12z
a + b, a + c, a − c, a − b
)
= 2π− 12 zaKb+c
(
z
1
2
)
Kb−c
(
z
1
2
)
. (2.7)
Corollary 2.3. Let γn = [λr ]n[ρs ]n , where ρ1, . . . , ρs ; λ1, . . . , λr ; r > s; are r + s real positive num-
bers satisfying
Gr,0s,r
(
(ρs)
t
(λr)
)
> 0, t > 0. (2.8)
Then {γn}n0 is a IΓ  -sequence, and
Γ [f ](u) = ξ
∞∫
0
f (ut)
t
Gr,0s,r
(
(ρs)
t
(λr)
)
dt, |u| < 1
τ
, (2.9)
where ξ =
∏s
j=1 Γ (ρj )∏r
j=1 Γ (λj )
and f is an entire function such that: f (z) = O(e(r−s)(τ |z|)
1
r−s
); |z| ↑ ∞;
for some number τ > 0.
Proof. Put
ψ(t) = ξ
t
Gr,0s,r
(
(ρs)
t
(λr)
)
.
Then
∞∫
0
tnψ(t) dt = ξ
∞∫
0
Gr,0s,r
(
(ρs)
t
(λr)
)
tn−1 dt.
According to the following formula [23, p. 337]
∞∫
Gm,np,q
(
(ap)
t
(bq)
)
t s−1 dt =
∏m
j=1 Γ (bj + s)
∏n
j=1 Γ (1 − aj − s)∏q
j=m+1 Γ (1 − bj − s)
∏p
j=n+1 Γ (aj + s)
,0
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∫∞
0 t
nψ(t) dt .
On the other hand, the comparison function associated with γn is
ϕ(t) = s+1Fr
(
(ρs), 1 ; t
(λr )
)
.
The asymptotic expansion of pFq is given by [32, p. 209, Eq. (16)]
pFq
(
(ap) ; z
(bq)
)
∼ cp,qAp,q(z), |z| → ∞,
∣∣arg(z)∣∣ π − δ, δ > 0, (2.10)
β = q − p + 1, cp,q =
∏q
j=1 Γ (bj )∏p
j=1 Γ (aj )
and Ap,q(z) = (2π)
1−β
2
β
1
2
zλeβz
1
β ∑∞
r=0 Nrz
− r
β , where βλ =
β−1
2 +
∑p
h=1 ah −
∑p
h=1 bh, N0 = 0 and Nr are independent of z and may be obtained using a
recurrence formula [32, p. 207, Eq. (4)].
Consequently, for τ1 > τ
ϕ(τ1t) ∼ cs+1,rAs+1,r (τ1t), t ↑ +∞.
Therefore e(r−s)(τ t)
1
r−s = o(ϕ(τ1t)), t ↑ +∞. That, by virtue of Theorem 2.2, leads to (2.9). 
From Corollary 2.3 and the particular cases (2.3)–(2.7), we deduce the following four inter-
esting results.
Corollary 2.4. Let γn = (γ )n, where γ is a real positive number. Then {γn}n0 is a IΓ  -
sequence, and
Γ [f ](u) =
∞∫
0
f (ut)
e−t tγ−1
Γ (γ )
dt, |u| < 1
τ
,
= 1
uγ Γ (γ )
L[tγ−1f (t) : t](1
u
)
, 0 < u<
1
τ
, (2.11)
where L is the Laplace transform and f is an entire function such that: f (z) = O(eτ |z|); |z| ↑
+∞; for some number τ > 0.
Proof. By using (2.3), we get
G
1,0
0,1
( −
t
γ
)
= e−t tγ > 0, t > 0.
According to Corollary 2.3 with r = 1 and s = 0, we obtain (2.11). 
For γ = 1 i.e. γn = (1)n = n!, Corollary 2.4 is reduced to Borel theorem [47, p. 140].
Corollary 2.5. Let γn = (a)n(b)n, where a and b are two real positive numbers. Then {γn}n0 is
a IΓ  -sequence, and
Γ [f ](u) = 2
Γ (a)Γ (b)
∞∫
0
f (ut)t
a+b
2 −1Ka−b(2
√
t ) dt, |u| < 1
τ
,
= 2
√
2
u−
a+b
2 + 14Ka−b
[
ta+b−
3
2 f
(
t2
) : t]( 2√ ), 0 < u< 1 , (2.12)Γ (a)Γ (b) u τ
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√
τ |z| ); |z| ↑ +∞; for some number τ > 0,
and Kν is the K-transform given by [24]
Kν
[
f (t) : t](y) = ∞∫
0
f (t)Kν(yt)(yt)
1
2 dt. (2.13)
Proof. Recall that [22, p. 18]
Kν(z) = π
1
2 ( 12z)
ν
Γ (ν + 12 )
∞∫
1
e−zt
(
t2 − 1)ν− 12 dt, Re(z) > 0, Re(ν) > −1
2
.
Consequently, for ν > − 12 and t > 0, Kν(t) > 0. Furthermore Kν(z) = K−ν(z). So, the use
of (2.5) and Corollary 2.3 with r = 2 and s = 0, leads to (2.12). 
For a = b = 1 i.e γn = (n!)2, Corollary 2.5 can be deduced from the following identity given
by Berg [9]
(n!)2 =
∞∫
0
tn2K0(2
√
t ) dt.
A similar proof to that of Corollary 2.5 can be used to state the following.
Corollary 2.6. Let γn = (a)n(a+ 12 )n(b)n(b+ 12 )n, where a and b are two real positive numbers.
Then {γn}n0 is a IΓ  -sequence, and
Γ [f ](u) = ξ
∞∫
0
f (ut)t
a+b
2 −1K2(a−b)
(
4t
1
4
)
dt, |u| < 1
τ
,
= 2ξu− a+b2 + 18K2(a−b)
[
t2(a+b)−
7
2 f
(
t4
) : t](4u− 14 ), 0 < u< 1
τ
, (2.14)
where ξ = 4π
Γ (a)Γ (a+ 12 )Γ (b)Γ (b+ 12 )
, and f is an entire function such that: f (z) = O(e4(τ |z|)
1
4
);
|z| ↑ +∞: for some number τ > 0.
Corollary 2.7. Let γn = (a+b)n(a+c)n(a−c)n(a−b)n
(a)n(a+ 12 )n
, where a, b and c are three real numbers satis-
fying a > b > |c|. Then {γn}n0 is a IΓ  -sequence, and
Γ [f ](u) = ξ
∞∫
0
f (ut)ta−1Kb+c(
√
t )Kb−c(
√
t ) dt, |u| < 1
τ
, (2.15)
where f is an entire function such that: f (z) = O(e2
√
τ |z| ); |z| ↑ ∞; for some number τ > 0,
and
ξ = 2π
−1
2 Γ (a)Γ (a + 12 )
Γ (a + b)Γ (a + c)Γ (a − b)Γ (a − c) . (2.16)
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Theorem 2.8. Let {γn}n0 be a Hausdorff moment sequence of measure μ. Then {γn}n0 is a
IΓ  -sequence, and
Γ [f ](u) =
1∫
0
f (tu) dμ(t), |u| < r,
where f is an analytic function on the disk |t | < r .
Proof. Let f (t) =∑∞n=0 antn be an analytic function on the disk |t | < r .
Remark that {γn}n0 is bounded since,
γn =
1∫
0
tn dμ(t)
1∫
0
dμ(t) = γ0.
Then limn→+∞(γn)
1
n = 1. Hence Γ [f ](t) =∑∞n=0 γnantn is analytic on the disk |t | < r , and
consequently, f ∈ ΩΓ  .
For |u| < r , we have
∞∑
n=0
1∫
0
∣∣anunvn∣∣dμ(v) = ∞∑
n=0
∣∣γnanun∣∣< +∞.
Thus, by applying the Fubini theorem, we obtain:
1∫
0
f (uv)dμ(v) =
∞∑
n=0
anu
n
1∫
0
vn dμ(v) =
∞∑
n=0
γnanu
n = Γ [f ](u). 
Remark that, if the measure μ introduced in Theorem 2.8 is defined by dμ(t) = χ[0,1]λ(t) dt ,
where λ(t) is a real-valued nonnegative weight function such that:
∫ 1
0 λ(t) dt = 1, then we have
XΓ  = VμX, where X is the multiplicative operator by x and Vμ is the integral transform given
by:
Vμ[f ](z) =
1∫
0
f (zt)
t
λ(t) dt. (2.17)
The operator Vμ contains some well-known operators as Bernardi [36], Libera [12], Komatu [36]
and Carlson–Shaffer [12] ones. This operator has been studied by many authors for various
choices of λ(t), see for instance [12,27].
Next, we consider three particular cases of {γn}n0 satisfying the hypothesis of Theorem 2.8
and for which dμ(t) can be expressed in closed form by means of classical special functions.
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Γ [f ](u) = Vμ[f ](u) =
1∫
0
f (ut)ψ(t) dt, |u| < r, (2.18)
where f is an analytic function on the disk |t | < r , Vμ is given by (2.17) with λ(t) = tψ(t), and
ψ(t) = Γ (γ )
Γ (λ)Γ (η)Γ (γ − λ− η + 1) t
η−1(1 − t)γ−λ−η2F1
(
γ − λ, 1 − λ ;1 − t
γ − λ− η + 1
)
.
Proof. Recall that [23, p. 337]
1∫
0
t s−1(1 − t)ν−1pFq
(
(ap) ;at
(bq)
)
dt = B(ν, s)p+1Fq+1
(
(ap), s ;a
(bq), s + ν
)
,
where Re(s) > 0, Re(ν) > 0. Then we have
1∫
0
tnψ(t) dt = Γ (γ )Γ (n+ η)
Γ (λ)Γ (η)Γ (n+ γ − λ+ 1) 2F1
(
γ − λ, 1 − λ ;1
γ − λ+ 1 + n
)
.
By using the Gauss’s summation theorem [43, p. 30]
2F1
(
a, b ;1
c
)
= Γ (c)Γ (c − a − b)
Γ (c − b)Γ (c − a) , Re(c − a − b) > 0, c 
= 0,−1,−2, . . . ,
we obtain γn =
∫ 1
0 t
nψ(t) dt , n = 0,1, . . . . According to the definition (2.4), we have ψ(t) > 0.
That, by virtue of Theorem 2.8, leads to (2.18). 
An interesting special case of Corollary 2.9 is given by the following.
Corollary 2.10 (Srivastava theorem [43, p. 287]). Let γn = (η)n(γ )n , where γ > η > 0. Then {γn}n0
is a IΓ  -sequence, and
Γ [f ](u) = 1
B(η,γ − η)
1∫
0
f (uv)vη−1(1 − v)γ−η−1 dv
= Γ (γ )
Γ (η)
X1−γDη−γu Xη−1
[
f (u)
]
, |u| < r, (2.19)
where f is an analytic function on the disk |t | < r , B is the Beta function, X is the multiplicative
operator by x and Dη−γu is the fractional derivative of order η − γ defined by the Riemann–
Liouville fractional derivative integral of order γ − η [43, p. 286]
Dξz
[
f (z)
]= 1
Γ (−ξ)
z∫
0
f (t)(z − t)−ξ−1 dt, Re(ξ) < 0. (2.20)
The path of integration is along a line from 0 to z in the complex t-plane.
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and
Γ [f ](u) = 1
(−c;q)∞
∞∑
k=0
q(
k
2)
(q;q)k c
kf
(
uqk
)
, |u| < r, (2.21)
where f is an analytic function on the disk |t | < r , and (a;q)∞ := limn→+∞(a;q)n.
Proof. Recall that [11, pp. 9–10]
1
(−c;q)n =
1∫
0
vn dμ(v), where μ = 1
(−c;q)∞
∞∑
k=0
q(
k
2)
(q;q)k c
kδqk , n = 0,1,2, . . . .
δqk indicates the Dirac measure with mass 1 concentrated at qk .
That, by virtue of Theorem 2.8, leads to (2.21). 
In a same manner, since [10, p. 18]
(a;q)n
(b;q)n =
1∫
0
vn dμ(v), where μ = (a;q)∞
(b;q)∞
∞∑
k=0
( b
a
, q)k
(q;q)k a
kδqk , n = 0,1,2, . . . ,
we deduce the following.
Corollary 2.12. Let γn = (a;q)n(b;q)n , where 0  b < a < 1 and 0 < q < 1. Then {γn}n0 is a IΓ  -
sequence, and
Γ [f ](u) = (a;q)∞
(b;q)∞
∞∑
k=0
( b
a
, q)k
(q;q)k a
kf
(
uqk
)
, |u| < r, (2.22)
where f is an analytic function on the disk |u| < r .
In γn = (a;q)n(b;q)n , replacing a by qa and b by qb and letting q → 1 we get the moment sequence
(a)n
(b)n
, so the present example can be thought of as a q-extension of the form.
3. Generating functions
In this section we will apply the obtained results in Section 2, with f = G(x, .), where x
is a fixed real number and G(x, t) is given by (1.2), to derive generating functions for some
well-known classes of polynomials.
3.1. General results
From Theorems 2.2 and 2.8, we deduce the following results giving some tools to solve Prob-
lem P with particular classes of real numbers sequences {γn}n0.
Theorem 3.1. Let {γn}n0 be a sequence satisfying the hypothesis of Theorem 2.2, and let
{Pn}n0 be a polynomial sequence generated by (1.2), where G(x, .) is an entire function.
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G(x, z) = O(ϕ(τ |z|)), |z| ↑ +∞,
where ϕ is the comparison function associated with {γn}n0, then the sequence {Pn}n0 is also
generated by:
Gγ (x,u) =
∞∫
0
G(x,ut) dμ(t) =
∞∑
n=0
γnPn(x)u
n, |u| < 1
τ
. (3.1)
Theorem 3.2. Let {γn}n0 be a sequence satisfying the assumptions of Theorem 2.8, and let
{Pn}n0 be a polynomial sequence generated by
G(x, t) =
∞∑
n=0
Pn(x)t
n, |t | < r (r 
= 0). (3.2)
Then {Pn}n0 is also generated by:
Gγ (x,u) =
1∫
0
G(x,ut) dμ(t) =
∞∑
n=0
γnPn(x)u
n, |u| < r.
Next, we consider seven special cases of {γn}n0.
3.2. Particular cases
3.2.1. Case 1: Pochhammer sequence (γ )n
From Corollary 2.4, we deduce the following.
Corollary 3.3. Let γn = (γ )n, where γ is a real positive number. Let {Pn}n0 be a polynomial
sequence generated by (1.2), where G(x, .) is an entire function such that: G(x, z) = O(eτ |z|),
|z| ↑ +∞, for some number τ > 0. Then
Gγ (x,u) =
∞∫
0
G(x,ut)
e−t tγ−1
Γ (γ )
dt, |u| < 1
τ
,
= 1
uγ Γ (γ )
L[tγ−1G(x, t) : t](1
u
)
, 0 < u<
1
τ
, (3.3)
where L is the Laplace transform.
Next, we apply Corollary 3.3 to some particular classes of polynomials.
Application 1. Rainville theorem [35, p. 134].
The following corollary was stated by Rainville [35, p. 134] using the series rearrangement
technique. Here, we give another proof based on integral transforms.
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generated by:
etH(xt) =
∞∑
n=0
Pn(x)t
n,
where H(z) =∑∞n=0 λnzn is an entire function such that: H(z) = O(eτ |z|); |z| ↑ +∞; for some
number τ > 0. Then the sequence {Pn}n0 is also generated by:
(1 − u)−γ F
(
xu
1 − u
)
=
∞∑
n=0
(γ )nPn(x)u
n, |u| < min
(
1
τx + 1 ,1
)
, (3.4)
where x > 0 and F(u) =∑∞n=0(γ )nλnun.
Proof. Put G(x, z) = ezH(xz). Since H is an entire function so is G(x, .).
For x > 0, let τ1 = τx + 1, it is obvious that G(x, z) = O(eτ1|z|), |z| ↑ ∞. According to
Corollary 3.3, we obtain
Gγ (x,u) =
∞∫
0
G(x,uv)
e−vvγ−1
Γ (γ )
dv = 1
Γ (γ )
∞∫
0
∞∑
n=0
λn(xu)
nvn+γ−1e−(1−u)v dv. (3.5)
For |u| < min( 1
τ1
,1), we have | ux1−u | < 1τ . Hence
∞∑
n=0
∞∫
0
∣∣λn(xu)nvn+γ−1e−(1−u)v∣∣dv = (1 − u)−γ ∞∑
n=0
∣∣∣∣(γ )nλn( xu1 − u
)n∣∣∣∣< +∞.
Thus, by using the Fubini theorem, we deduce
Gγ (x,u) =
∞∑
n=0
λn(xu)
n 1
Γ (γ )
∞∫
0
vn+γ−1e−(1−u)v dv
= (1 − u)−γ
∞∑
n=0
(γ )nλn
(
xu
1 − u
)n
= (1 − u)−γ F
(
xu
1 − u
)
. 
Corollary 3.4 with the special case λn =
∏p
i=1(ai )n
n!∏qi=1(bi )n ; p  q; i.e. H(z) = pFq(z), allows us to
obtain the Chaundy result [16,37]
(1 − u)−γ p+1Fq
(
(ap), γ ; xu
1 − u(bq)
)
=
∞∑
n=0
(γ )n p+1Fq
(−n, (ap) ; −x
(bq)
)
un
n! , (3.6)
from the Brafman result [25, p. 267]
etpFq
(
(ap) ; −xt
(bq)
)
=
∞∑
n=0
p+1Fq
(−n, (ap) ; x
(bq)
)
tn
n! . (3.7)
Remark that, if γ is chosen equal to a denominator parameter of the original pFq , the resulting
generating function becomes one involving a pFq−1.
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Next, we use Corollary 3.3 to show that the above obtention of (3.6) from (3.7) is a special
case of a more general result.
Corollary 3.5. Let {Pn}n0 be a polynomial sequence generated by:
eg(x)t pFq
(
(ap(x)) ;f (x)t
(bq(x))
)
=
∞∑
n=0
Pn(x)t
n, (3.8)
where, p  q and f (x), g(x), a1(x), . . . , ap(x), b1(x), . . . , bq(x) are given functions such that,
none of the aj (x) and bj (x) is a negative integer or zero.
Then {Pn}n0 is also generated by(
1 − g(x)u)−γ p+1Fq( (ap(x)), γ ; f (x)u1 − g(x)u(bq(x))
)
=
∞∑
n=0
(γ )nPn(x)u
n, |u| <R, (3.9)
where γ is a real positive number and{
R = 1|g(x)| if p < q,
R = min( 1|g(x)| , 1|f (x)+g(x)| ) if p = q.
(3.10)
Proof. Let G be the function defined by (3.8). So G(x, .) is an entire function. We shall show
that G(x, z) = O(eτ |z|), |z| ↑ +∞, for some number τ > 0.
Let f (x)z = |f (x)z|eiθ and β = q − p + 1. Then β  1.
Case 1. β  2.
Case 1.1. |θ | π − δ, δ > 0. Starting from (2.10), we deduce
G(x, z) ∼ cp,q (2π)
1−β
2
β
1
2
(
f (x)z
)λ
eβ(f (x)z)
1
β +g(x)z, |z| ↑ +∞. (3.11)
Consequently, for τ > |g(x)|, we have: G(x, z) = o(eτ |z|), |z| ↑ +∞.
Case 1.2. |θ | = π and β  3. Recall that [32, p. 209, Eq. (17)]
pFq
(
(αp) ;−z
(ρq)
)
∼ cp,qA˜p,q(z), z → +∞, arg(z) = 0,
where [32, p. 207, Eq. (6)]
A˜p,q(z) = 2(2π)
1−β
2
β
1
2
zλe
βz
1
β cos( π
β
)
∞∑
r=0
Nrz
− r
β cos
(
πr
β
− πλ− βz 1β sin
(
π
β
))
. (3.12)
It follows
G(x, z) ∼ cp,q 2(2π)
1−β
2
β
1
2
∣∣f (x)z∣∣λeβ|f (x)z| 1β cos( πβ )+g(x)z
× cos
(
−πλ− β∣∣f (x)z∣∣ 1β sin(π
β
))
, |z| ↑ +∞.
Hence, for τ > |g(x)|, we obtain: G(x, z) = o(eτ |z|), |z| ↑ +∞.
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pFp+1
(
(αp) ;−z
(ρp+1)
)
∼ cp,p+1
[A˜p,p+1(z)+Lp,p+1(z)], (3.13)
where |z| → ∞, | arg(z)| 2π − δ, δ > 0 and
Lp,q(z) =
p∑
j=1
z−αj Γ (αj )Γ (αp − αj )∗
Γ (ρq − αj ) q+1Fp−1
(
αj , (1 + αj − ρq) ; (−1)
q−p
z(1 + αj − αp)∗
)
.
So that
G(x, z) ∼ cp,p+1√
π
∣∣f (x)z∣∣λ+α cos(−πλ− 2∣∣f (x)z∣∣ 12 )eg(x)z,
|t | ↑ +∞, α = sup
1jp
|αj |. (3.14)
Therefore, for τ > |g(x)|, we have: G(x, z) = o(eτ |z|), |z| ↑ +∞.
Case 2. β = 1.
Let us notice that [32, p. 212, Eq. (35)]
pFp
(
(αp) ; z
(ρp)
)
∼ cp,p
[Ap,p(z)+Lp,p(z)], |z| ↑ ∞,
where δ − (2 + ε)π2  arg(z) (2 − ε)π2 − δ; δ > 0, ε = ±1; and Ap,p(z) is the function given
by (2.10).
Then
G(x, z) ∼ cp,p
(
f (x)z
)λ+α
e[f (x)+g(x)]z, |z| ↑ +∞, α = sup
1jp
|αj |.
Hence, for τ > |f (x)+ g(x)|, we obtain: G(x, z) = o(eτ |z|), |z| ↑ +∞.
We conclude that, for τ > R (R is defined by (3.10)), we have: G(x, z) = O(eτ |z|), |z| ↑ +∞.
Thus, G(x, .) verifies the hypothesis of Corollary 3.3. Consequently, {Pn}n0 is generated by
Gγ (x,u) = 1
Γ (γ )
L
[
vγ−1pFq
(
(ap(x)) ;f (x)uv
(bq(x))
)
: v
](
1 − ug(x)), |u| <R.
Moreover, we have [32, p. 161, Eq. (5)]
L
[
tσ−1mFn
(
(am) ;νt
(ρn)
)
: t
]
(p) = Γ (σ)
pσ
m+1Fn
(
(am), σ ; ν
p(ρn)
)
, (3.15)
where m n, Re(σ ) > 0 and{ | arg(p)| < π2 if m< n,
| arg(p)| < π2 and Re(p) > Re(ν) if m = n,
which gives (3.9). 
The special case of Corollary 3.5, when aj (x); 1  j  p; and bj (x); 1  j  q; are not
depending on x, is due to Srivastava [37,40].
Next, we apply Corollary 3.5 to four examples where for some ones the Srivastava conditions
are not satisfied.
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2xet 1F1
(
1 − x ;−2t2
)
=
∞∑
n=0
gn+1(x)
tn
n! .
Using Corollary 3.5, with Pn(x) = gn+1(x)2xn! , we obtain the following generating relation which
seems to be new
2x(1 − u)−γ 2F1
( 1 − x, γ
; −2u
1 − u2
)
=
∞∑
n=0
(γ )ngn+1(x)
un
n! , |u| < 1. (3.16)
Example 2. The continuous dual Hahn polynomial sequence {Sn(x2;a, b, c)}n0 is generated
by [29, p. 31]
et 2F2
(
a + ix, a − ix ;−t
a + b, a + c
)
=
∞∑
n=0
Sn(x
2;a, b, c)
(a + b)n(a + c)n
tn
n! . (3.17)
The use of (3.17) and Corollary 3.5 leads to the following generating function given by Koekoek
and Swarttouw [29, p. 31]
(1 − u)−γ 3F2
(
a + ix, a − ix, γ ; −u
1 − ua + b, a + c
)
=
∞∑
n=0
(γ )nSn(x
2;a, b, c)
(a + b)n(a + c)n
un
n! , |u| < 1.
(3.18)
Example 3. The Meixner–Pollaczek polynomial sequence {P (λ)n (x;φ)}n0 is generated by [29,
p. 38]
et 1F1
(
λ+ ix ; (e−2iφ − 1)t2λ
)
=
∞∑
n=0
P
(λ)
n (x;φ)
(2λ)neinφ
tn. (3.19)
According to Corollary 3.5, we obtain the following generating function given by Koekoek and
Swarttouw [29, p. 38]
(1 − u)−γ 2F1
(
a + ix, γ
; (e
−2iφ − 1)u
1 − u2λ
)
=
∞∑
n=0
(γ )nP
(λ)
n (x;φ)
(2λ)neinφ
tn, |u| < 1. (3.20)
Example 4. The modified Jacobi polynomial sequence {P (α,β−n)n (x)} is generated by [26, p. 120,
Eq. (12)]:
e
1
2 (1+x)t 1F1
( −β ; 1
2
(1 − x)t
α + 1
)
=
∞∑
n=0
P
(α,β−n)
n (x)
(α + 1)n t
n.
That, by virtue of Corollary 3.5, leads to the following generating relation(
1 − 1
2
(1 + x)u
)−γ
2F1
(−β,γ ; (1 − x)u
2 − (1 + x)uα + 1
)
=
∞∑
n=0
(γ )nP
(α,β−n)
n (x)
un
(α + 1)n ,
(3.21)
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2F1
(
a, b ; z
c
)
= (1 − z)−a 2F1
(
a, c − b ; z
z − 1c
)
,
c 
= 0,−1,−2, . . . , arg |1 − z| < π, (3.22)
(3.21) can be written in the form
(1 − u)−γ F1
(
γ, 0, α + β + 1; α + 1; u
u− 1 ,
u(1 − x)
2(u− 1)
)
=
∞∑
n=0
(γ )n
(α + 1)n P
(α,β−n)
n (x)u
n, (3.23)
where F1 is the Appell function defined by [2]
F1(a, b, b
′; c;x, y) =
∞∑
n,k=0
(a)n+k(b)n(b′)k
(c)n+k
xn
n!
yk
k! , max
(|x|, |y|)< 1.
The identity (3.23) is a particular case of the Varma result [46, p. 2]
∞∑
n=0
(γ )n
(α + b + 1)n P
(α,β−n)
n (x)u
n
= (1 − u)−γ F1
(
γ, b, α + β + 1; α + b + 1; u
u− 1 ,
u(1 − x)
2(u− 1)
)
. (3.24)
Application 3. Some known orthogonal polynomials.
1. Gegenbauer polynomials.
The Gegenbauer polynomial sequence {Cλn(x)}n0 is generated by [29, p. 41, Eq. (1.8.27)]
G(x, t) = ext 0F1
( −
; (x
2 − 1)t2
4λ+ 12
)
=
∞∑
n=0
Cλn(x)
(2λ)n
tn.
According to (3.11) and (3.14), with f (x) = x2−14 and β = 2, we deduce, for τ > |x|, G(x, z) =
O(eτ |z|), |z| ↑ ∞. That, by virtue of Corollary 3.3, leads to
(1 − ux)−γ 2F1
( γ
2 ,
γ+1
2 ; (x
2 − 1)u2
(1 − ux)2λ+ 12
)
=
∞∑
n=0
(γ )n
Cλn(x)
(2λ)n
un, |u| < 1|x| . (3.25)
The identity (3.25) was obtained by Rainville [35] using the series rearrangement technique.
2. Hermite polynomials.
The Hermite polynomials sequence {Hn}n0 is generated by [35, p. 130, Eq. (4)]
e2xt−t2 =
∞∑
Hn(x)
tn
n! .
n=0
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be new(√
2|u|)−γ exp[1
8
(
1 − 2xu
u
)2]
D−γ
[
1 − 2xu√
2|u|
]
=
∞∑
n=0
(γ )nHn(x)
un
n! , (3.26)
where Dν is the parabolic cylinder (or Weber) functions [43, p. 40, Eq. (29)].
With γ = 1 and u > 0, (3.26) is reduced to the generating relation
√
π
2u
exp
[
1
4
(
1 − 2xu
u
)2]
erfc
(
1 − 2xu
2u
)
=
∞∑
n=0
Hn(x)u
n, (3.27)
where erfc(·) is the complementary error function [43, p. 40, Eq. (28)]. This identity was obtained
by Dattoli et al. [17] using Borel theorem.
3. Tchebycheff polynomials.
The Tchebycheff polynomials of first kind {Tn}n0 and second kind {Un}n0 are respectively
generated by [17, p. 119, Eq. (37)]
ext cos
(
t
√
1 − x2 )= ∞∑
n=0
Tn(x)
tn
n! and
ext sin(t
√
1 − x2 )√
1 − x2 =
∞∑
n=1
Un−1(x)
tn
n! , |x| < 1.
The use of these relations and Corollary 3.3 leads to the following generating functions which
seems to be new
(
1 − 2xu+ u2)− γ2 cos[γ tan−1(u√1 − x2
1 − ux
)]
=
∞∑
n=0
(γ )n
n! Tn(x)u
n, |u| < 1|x| , (3.28)
(1 − 2xu+ u2)− γ2√
1 − x2 sin
[
γ tan−1
(
u
√
1 − x2
1 − ux
)]
=
∞∑
n=1
(γ )n
n! Un−1(x)u
n, |u| < 1|x| .
(3.29)
If γ = 1, (3.28) and (3.29) are reduced respectively to the well-known generating relations [35]
1 − ux
1 − 2ux + u2 =
∞∑
n=0
Tn(x)u
n and
1
1 − 2ux + u2 =
∞∑
n=0
Un(x)u
n.
3.2.2. Case 2: γn = (a)n(b)n
From Corollary 2.5, we deduce the following.
Corollary 3.6. Let γn = (a)n(b)n, where a and b are two real positive numbers, and let {Pn}n0
be a polynomial sequence generated by (1.2). Suppose that G(x, .) is entire and there exists a
number τ  0 such that: G(x, z) = O(e2
√
τ |z|), |z| ↑ +∞. Then the sequence {Pn}n0 is also
generated by:
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Γ (a)Γ (b)
∞∫
0
G(x,ut)t
a+b
2 −1Ka−b(2
√
t ) dt, |u| < 1
τ
,
= 2
√
2
Γ (a)Γ (b)
u−
a+b
2 + 14Ka−b
[
ta+b−
3
2 G
(
x, t2
) : t]( 2√
u
)
, 0 < u<
1
τ
. (3.30)
Kν is defined in Corollary 2.5.
As application, we consider the Jacobi polynomial sequence {P (α,β)n }n0 generated by [29,
p. 39, Eq. (1.8.11)]:
0F1
( − ; (x − 1)t
2α + 1
)
0F1
( − ; (x + 1)t
2β + 1
)
=
∞∑
n=0
P
(α,β)
n (x)
(α + 1)n(β + 1)n t
n. (3.31)
By using (3.11) and (3.14), with β = 2, we deduce, for τ > 2(√|x − 1|+√|x + 1| )2, G(x, z) =
O(e2
√
τ |z| ), |z| ↑ +∞. According to Corollary 3.6, for |u| < 12(√|x−1|+√|x+1| )2 , we get
F4
(
a, b;α + 1, β + 1; 1
2
(x − 1)u, 1
2
(x + 1)u
)
=
∞∑
n=0
(a)n(b)nP
(α,β)
n (x)
(α + 1)n(β + 1)n u
n, (3.32)
where F4 is the Appell function given by [21]
F4(a, b; c, d;x, y) =
∞∑
n,k=0
(a)n+k(b)n+k
(c)n(d)k
xn
n!
yk
k! ,
√|x| +√|y| < 1.
The identity (3.32) was also given by Brafman [15], Rainville [35] and Srivastava and Manocha
[43].
3.2.3. Case 3: γn = (a+b)n(a+c)n(a−c)n(a−b)n
(a)n(a+ 12 )n
From Corollary 2.7, we deduce the following.
Corollary 3.7. Let γn = (a+b)n(a+c)n(a−c)n(a−b)n
(a)n(a+ 12 )n
, where a, b and c are three real numbers sat-
isfying a > b > |c|, and let {Pn}n0 be a polynomial sequence generated by (1.2). Suppose that
G(x, .) is entire and there exists a number τ  0 such that: G(x, z) = O(e2
√
τ |z| ), |z| ↑ +∞.
Then the sequence {Pn}n0 is also generated by:
Gγ (x,u) = ξ
∞∫
0
G(x,uv)va−1Kb+c(
√
v )Kb−c(
√
v )dv, |u| < 1
τ
, (3.33)
where ξ is the real number given by (2.16).
As application, consider the Jacobi polynomial sequence {P (α,β)n }n0 generated by (3.31).
From (3.11) and (3.14), with β = 2, we deduce, for τ > 2(√|x − 1| + √|x + 1| )2, G(x, z) =
O(e2
√
τ |z| ), |z| ↑ ∞. That, by virtue of Corollary 3.7, leads to
∞∑ (a + b)n(a + c)n(a − c)n(a − b)n
(a)n(a + 1 )n
P
(α,β)
n (x)
(α + 1)n(β + 1)n u
nn=0 2
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(
a + b, a + c, a − c, a − b: −; −; u(x − 1)
2
,
u(x + 1)
2a, a + 12 : α + 1; β + 1;
)
, (3.34)
where the double hypergeometric function is defined by [43, p. 63]:
F
p:q;k
l:m;n
(
(ap): (bq); (ck);
x, y
(αl): (βm); (γn);
)
=
∞∑
r,s=0
[ap]r+s[bq ]r [ck]s
[αl]r+s[βm]r [γn]s
xr
r!
ys
s! . (3.35)
For m = n and q = k, Fp:q;k
l:m;n will be denoted by F
p:q
l:m .
The identity (3.34) is a particular case of an identity obtained by Srivastava [43, p. 145]
∞∑
n=0
[ap]n
[bq ]n
P
(α,β)
n (x)
(α + 1)n(β + 1)n u
n = Fp:0q:1
(
(ap): −; −; u(x − 1)
2
,
u(x + 1)
2(bq): α + 1; β + 1;
)
.
(3.36)
3.2.4. Case 4: γn = (λ)n(η)n(γ )nn!
From Corollary 2.9, we deduce the following.
Corollary 3.8. Let γn = (λ)n(η)n(γ )nn! , where λ > 0, η > 0 and γ + 1 > λ + η. Let {Pn}n0 be a
polynomial sequence generated by (3.2). Then {Pn}n0 is also generated by:
Gγ (x,u) =
1∫
0
G(x,ut)ψ(t) dt, |u| < r,
where
ψ(t) = Γ (γ )
Γ (λ)Γ (η)Γ (γ − λ− η + 1) t
η−1(1 − t)γ−λ−η2F1
(
γ − λ, 1 − λ ;1 − t
γ − λ− η + 1
)
.
As application, we consider the Brafman polynomials generated by (3.7). By using Corol-
lary 3.8, we obtain
∞∑
n=0
(λ)n(η)n
(γ )nn! p+1Fq
(−n, (ap) ; x
(bq)
)
un
n!
= F 2:0;p2:0;q
(
a, b: −; (ap);
u, −ux
c, 1: −; (bq);
)
. (3.37)
The identity (3.37) is a particular case of an identity given by Srivastava [43, p. 166]
∞∑
n=0
[λr ]n
[ρs]n p+1Fq
(−n, (ap) ; x
(bq)
)
un
n!
= F r:0;p
s:0;q
(
(λr): −; (ap);
u, −ux
(ρs): −; (bq);
)
. (3.38)
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From Corollary 2.10, we deduce the following.
Corollary 3.9. Let γn = (η)n(γ )n , where γ > η > 0, and let {Pn}n0 be a polynomial sequence
generated by (3.2). Then {Pn}n0 is also generated by:
Gγ (x,u) = 1
B(η,γ − η)
1∫
0
G(x,uv)vη−1(1 − v)γ−η−1 dv
= Γ (γ )
Γ (η)
X1−γDη−γu Xη−1
[
f (u)
]
, |u| < r, (3.39)
where B is the Beta function, X is the multiplicative operator by x and Dη−γu is the fractional
derivative of order η − γ given by (2.20).
Next, we apply Corollary 3.9 to some known polynomials.
Application 1. Brafman polynomials.
By using the Chaundy identity (3.6) with γ = λ, Corollary 3.9 and the following transforma-
tion formula [24, p. 186]
1∫
0
tα−1(1 − t)β−1(t + a)σ dt = a
σ
B(α,β)
2F1
(−σ, α ; −1
aα + β
)
; (3.40)
Re(α) > 0, Re(β) > 0, | arg( 1
a
)| < π ; we deduce the generating function for Brafman polynomi-
als given by
∞∑
n=0
(λ)n(η)n
(γ )n
p+1Fq
(−n, (ap) ; x
(bq)
)
un
n!
= (1 − u)−λF 1:1;p+11:0;q
(
λ: γ − η; η, (ap); u
u− 1 ,
xu
u− 1γ : −; (bq);
)
. (3.41)
The identity (3.41) was also given by Srivastava [38] using the inverse Laplace transforms and
the series rearrangement technique.
Application 2. Modified Jacobi polynomials.
The modified Jacobi polynomials {P (α,β−n)n (x)}n0 are generated by [43, p. 90]
∞∑
n=0
P (α,β−n)n (x)tn = (1 − t)β
(
1 − 1
2
(x + 1)t
)−α−β−1
. (3.42)
By using (3.42), Corollary 3.9 and the Euler integral representation [43, p. 31]
2F1
(
ξ, δ ; z
σ
)
= 1
B(ξ,σ − ξ)
1∫
t ξ−1(1 − t)σ−ξ−1(1 − zt)−δ dt; (3.43)0
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∞∑
n=0
(η)n
(γ )n
P (α,β−n)n (x)un = F1
(
η, −β, α + β + 1; γ ; u, 1
2
(x + 1)u
)
. (3.44)
In view of the hypergeometric transformations [2]
F2(a, b, b
′;a, c′;x, y) = (1 − x)−bF1
(
b′, b, a − b; c′; y
1 − x , y
)
and
F2(a, b, b
′; c, c′;x, y) = (1 − x)−aF2
(
a, c − b, b′; c, c′; x
x − 1 ,
y
1 − x
)
,
where F2 is the Appell function defined by [2]
F2(a, b, b
′; c, c′;x, y) =
∞∑
n,k=0
(a)n+k(b)n(b′)k
(c)n(c′)k
xn
n!
yk
k! , |x| + |y| < 1,
the generating function in (3.44), with η = c − b and γ = c, can be written in the form
∞∑
n=0
(c − b)n
(c)n
P (α,β−n)n (x)un
=
(
x + 1
2
)−α−β−1
F2
(
α + 1, α + β + 1, c − b; α + 1, c; x − 1
x + 1 , u
)
. (3.45)
This identity was obtained by Varma [45] using the series iteration technique, and Srivastava [41]
using the series rearrangement techniques.
Another interesting consequence of (3.44) would occur when η = c − b and γ = c. Indeed,
by applying the following formula [21, p. 239]
F1(a, b, b
′; c;x, y) = (1 − x)−aF1
(
a, c − b − b′, b′; c; x
x − 1 ,
y − x
1 − x
)
to (3.44), with η = c − b and γ = c, we obtain
∞∑
n=0
(c − b)n
(c)n
P (α,β−n)n (x)un
= (1 − u)b−cF1
(
c − b, c − α − 1, α + β + 1; c; u
u− 1 ,
u(1 − x)
2(u− 1)
)
. (3.46)
On replacing b by α − γ + b + 1, and c by α + b + 1, this identity yields (3.24) which is the
main result given by Varma [46, p. 2].
Application 3. Laguerre polynomials.
The Laguerre polynomial sequence {L(α)n (x)}n0 is generated by [43, p. 84]
(1 − t)−1−α exp
( −xt
1 − t
)
=
∞∑
L(α)n (x)t
n. (3.47)n=0
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Gγ (x,u) =
∞∑
n=0
(η)n
(γ )n
(−xu)n
n! 2F1
(
η + n, α + 1 + n ; u
γ + n
)
.
That, by virtue of the Euler transformation (3.22), leads to
∞∑
n=0
(η)n
(γ )n
L(α)n (x)u
n = (1 − u)−ηφ1
(
η,γ − α − 1;γ ; u
u− 1 ,
xu
u− 1
)
. (3.48)
φ1 being the Horn Confluent series defined by [21]
φ1(a, b; c;x, y) =
∞∑
n,k=0
(a)n+k(b)n
(c)n+k
xn
n!
yk
k! , |x| < 1.
The identity (3.48) confirms the correctness given by Srivastava [41] of a Varma result [45,
p. 308].
Application 4. A special generating functions.
The following corollary follows from Corollary 3.9 and the transformation formula [23,
p. 139, Eq. (24)]:
1∫
0
tα−1(1 − t)β−1(1 − σ t)−λe−pt dt = B(α,β)φ1(α,λ;α + β;σ,−p), (3.49)
where Re(α) > 0, Re(β) > 0 and | arg(1 − σ)| < π .
Corollary 3.10. Let γ > η > 0 be given. If {Pn}n0 is a polynomial sequence generated by:
ea(x)t
(
1 − b(x)t)−c(x) = ∞∑
n=0
Pn(x)t
n, |t | < 1|b(x)| ,
where a(x), b(x) and c(x) are given functions. Then
φ1
(
γ, c(x);γ + η;b(x)u, a(x)u)= ∞∑
n=0
(η)n
(γ )n
Pn(x)u
n, |u| < 1|b(x)| . (3.50)
Next, we apply Corollary 3.10 to some well-known polynomial families to derive some inter-
esting generating functions, which as far as we know seems to be new.
Example 1. The Charlier polynomial sequence {Cn(., a)}n0 is generated by [29, p. 50,
Eq. (1.12.11)]
et
(
1 − t
a
)x
=
∞∑
n=0
Cn(x, a)
n! t
n, |t | < a.
Then
φ1
(
η,−x;γ ; u
a
,u
)
=
∞∑
n=0
(η)n
(γ )n
Cn(x, a)
n! u
n, |u| < a. (3.51)
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Eq. (15)]
(1 + t)αe−xt =
∞∑
n=0
L(α−n)n (x)tn, |t | < 1. (3.52)
It follows that
φ1(η,−α;γ ;−u,xu) =
∞∑
n=0
(η)n
(γ )n
L(α−n)n (x)un, |u| < 1. (3.53)
If we set γ = δ and η = δ − λ, we obtain
φ1(δ − λ,−α; δ;−u,xu) =
∞∑
n=0
(δ − λ)n
(δ)n
L(α−n)n (x)un.
On the other hand, by using (3.49), it is easy to check that:
φ1(δ − λ,−α; δ;−u,xu) = (1 + u)αe−xuφ1
(
λ,−α; δ; u
1 + u,xu
)
.
Hence
(1 + u)αe−xuφ1
(
λ,−α; δ; u
1 + u,xu
)
=
∞∑
n=0
(δ − λ)n
(δ)n
L(α−n)n (x)un. (3.54)
The identity (3.54) confirms the correctness given by Srivastava [41, p. 153] of a result in [1,
p. 57].
Example 3. The Sylvester polynomial sequence {φn}n0 is generated by [43, p. 185]
(1 − t)−xext =
∞∑
n=0
φn(x)t
n, |t | < 1.
That leads to
φ1(η, x;γ ;u,xu) =
∞∑
n=0
(η)n
(γ )n
φn(x)u
n, |u| < 1. (3.55)
Example 4. The modified Bessel polynomial sequence {yn(., a − n,b)}n0 is generated by [43,
p. 170](
1 − xt
b
)1−a
et =
∞∑
n=0
yn(x, a − n,b)tn, |t | <
∣∣∣∣bx
∣∣∣∣.
Consequently
φ1
(
η,a − 1;γ ; xu
b
,u
)
=
∞∑
n=0
(η)n
(γ )n
yn(x, a − n,b)un, |u| <
∣∣∣∣bx
∣∣∣∣. (3.56)
Application 5. Integrated form.
Y. Ben Cheikh, I. Lamiri / J. Math. Anal. Appl. 331 (2007) 1200–1229 1223Let α and β be real numbers and let {Pn(x)}n0 be a polynomial sequence generated by (1.2).
The following generating relation
H(x,u) =
∞∑
n=0
α
α + βnPn(x)u
n (3.57)
is called integrated form of (1.2).
If we replace η by a and γ by a + 1 in the Corollary 3.9, we obtain the following
Corollary 3.11. Let γn = aa+n , where a is a real positive number, and let {Pn}n0 be a polynomial
sequence generated by (3.2). Then {Pn}n0 is also generated by:
Gγ (x,u) = a
1∫
0
G(x,uv)va−1 dv = a
a + 1Va
[
G(x, .)
]
(u), |u| < r. (3.58)
Va being the Bernardi operator given by [36]
Va[f ](z) = (1 + a)
1∫
0
ta−1f (tz) dt.
Next, we apply this corollary to derive integrated forms of a class of polynomial sequences
already proved by McBride using the series rearrangement technique.
Corollary 3.12 (McBride theorem [33, p. 85]). Let {Pn}n0 be a polynomial sequence generated
by
∞∑
n=0
Pn(x)t
n = 1√
1 − 4t
(
2
1 + √1 − 4t
)a−1
F
(
2xt
1 + √1 − 4t
)
,
where a is a real positive number, and F(u) =∑∞k=0 σkuk . Then {Pn}n0 is also generated by
∞∑
n=0
a
a + nPn(x)t
n =
(
2
1 + √1 − 4t
)a
ϕ
(
2xt
1 + √1 − 4t
)
,
where ϕ(u) =∑∞k=0 aa+k σkuk .
Proof. Note first that [35, p. 70]
2F1
(
γ, γ + 12 ; z
2γ
)
= (1 − z)− 12
(
2
1 + √1 − z
)2γ−1
. (3.59)
That means
2F1
( a+k
2 ,
a+k+1
2 ;4uv
a + k
)
= (1 − 4uv)− 12
(
2
1 + √1 − 4uv
)a+k−1
.
So, by substitution in
G(x, t) = 1√
(
2√
)a−1
F
(
2xt√
)
,1 − 4t 1 + 1 − 4t 1 + 1 − 4t
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G(x,uv) =
∞∑
k=0
2F1
( a+k
2 ,
a+k+1
2 ;4uv
a + k
)
σk(xuv)
k.
Furthermore, according to Corollary 3.11, we have
Gγ (x,u) = a
1∫
0
G(x,uv)va−1 dv =
∞∑
n=0
a
a + nPn(x)u
n.
That leads to
Gγ (x,u) = a
1∫
0
∞∑
n,k=0
4n
(
a+k
2
)
n
(
a+k+1
2
)
n
(a + k)n σk
(u)n
n! (xu)
kvn+k+a−1 dv.
On the other hand,
1∫
0
∞∑
n,k=0
∣∣∣∣4n
(
a+k
2
)
n
(
a+k+1
2
)
n
(a + k)n σk
(u)n
n! (xu)
kvn+k+a−1
∣∣∣∣dv
=
∞∑
k=0
∣∣∣∣ 1a + k 2F1
( a+k+1
2 ,
a+k
2 ;4u
a + k + 1
)
σk(xu)
k
∣∣∣∣.
However, we have [35, p. 70]:
2F1
(
γ, γ − 12 ; z
2γ
)
=
(
2
1 + √1 − z
)2γ−1
. (3.60)
That means
2F1
( a+k+1
2 ,
a+k
2 ;4u
a + k + 1
)
=
(
2
1 + √1 − 4u
)a+k
.
Consequently
1∫
0
∞∑
n,k=0
∣∣∣∣4n
(
a+k
2
)
n
(
a+k+1
2
)
n
(a + k)n σk
(u)n
n! (xu)
kvn+k+a−1
∣∣∣∣dv
=
(
2
1 + √1 − 4u
)a ∞∑
k=0
∣∣∣∣ 1a + k σk
(
2xu
1 + √1 − 4u
)k∣∣∣∣.
Let R be the radius of convergence of the entire series defined by
ϕ(u) =
∞∑
k=0
a
a + k σku
k.
For R 
= 0 and 0 < u< min( 14 , R(|x|−R)|x|2 ), we have | 2xu1+√1−4u | <R. It follows that
1∫ ∞∑
n,k=0
∣∣∣∣4n
(
a+k
2
)
n
(
a+k+1
2
)
n
(a + k)n σk
(u)n
n! (xu)
kvn+k+a−1
∣∣∣∣dv < +∞.
0
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Gγ (x,u) = a
∞∑
n,k=0
4n
(
a+k
2
)
n
(
a+k+1
2
)
n
(a + k)n σk
(u)n
n! (xu)
k
1∫
0
vn+k+a−1 dv
=
(
2
1 + √1 − 4t
)a
ϕ
(
2xt
1 + √1 − 4t
)
. 
3.2.6. Case 6: γn = 1(−c;q)n
Starting from Corollary 2.11, we deduce the following.
Corollary 3.13. Let γn = 1(−c;q)n , where c > 0 and 0 < q < 1. If {Pn}n0 is a polynomial se-
quence generated by (3.2), then {Pn}n0 is also generated by:
Gγ (x,u) = 1
(−c;q)∞
∞∑
k=0
q(
k
2)
(q;q)k c
kG
(
x,uqk
)
, |u| < r. (3.61)
An interesting special case of Corollary 3.13 is given by the following.
Corollary 3.14. Let {Qn(.;q)}n0 be a polynomial sequence generated by:
(a1(x)t, . . . , as(x)t;q)∞
(b1(x)t, . . . , bs(x)t;q)∞ =
∞∑
n=0
Qn(x;q)
(q;q)n t
n, |t | < r,
where s > 0, 0 < q < 1 and c > 0. Then {Qn(.;q)}n0 is also generated by:
(a1(x)u, . . . , as(x)u;q)∞
(−c, b1(x)u, . . . , bs(x)u;q)∞ sφs
(
b1(x)u, . . . , bs(x)u
q;−c
a1(x)u, . . . , as(x)u
)
=
∞∑
n=0
Qn(x;q)
(−c, q;q)n u
n, |u| < r. (3.62)
rφs being the basic hypergeometric series (or q-hypergeometric series) given by [29]
rφs
(
a1, . . . , ar
q; z
b1, . . . , bs
)
:=
∞∑
n=0
(a1, . . . , ar ;q)n
(b1, . . . , bs;q)n (−1)
n(1+s−r)q(
n
2)(1+s−r) z
n
(q;q)n ,
where (a1, . . . , ar ;q)n := (a1;q)n · · · (an;q)n; n = 0,1,2, . . . ; r and s are positive integers or
zeroes (interpreting an empty product as 1), and z is the complex variable.
Proof. From Corollary 3.13, with Pn(x) = Qn(x;q)(q;q)n and G(x,u) =
(a1(x)t,...,as (x)t;q)∞
(b1(x)t,...,bs (x)t;q)∞ , we deduce
∞∑
n=0
Qn(x;q)
(−c, q;q)n u
n = Gγ (x,u) = 1
(−c;q)∞
∞∑
k=0
q(
k
2)
(q;q)k c
kG
(
x,uqk
)
. (3.63)
By using the identity [29, p. 8]: (zqk;q)∞ = (z;q)∞(z;q)k , we find
G
(
x,uqk
)= (a1(x)u, . . . , as(x)u;q)∞
(b1(x)u, . . . , bs(x)u;q)∞
(b1(x)u, . . . , bs(x)u;q)k
(a1(x)u, . . . , as(x)u;q)k .
By substitution in (3.63), we obtain (3.62). 
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From Corollary 2.12, we deduce the following.
Corollary 3.15. Let γn = (a;q)n(b;q)n , where 0 b < a < 1 and 0 < q < 1. If {Pn}n0 is a polynomial
sequence generated by (3.2), then {Pn}n0 is also generated by:
Gγ (x,u) = (a;q)∞
(b;q)∞
∞∑
k=0
(
b
a
;q)
k
(q;q)k a
kG
(
x,uqk
)
, |u| < r. (3.64)
As application, we obtain the following result which may be proved similarly to Corol-
lary 3.14.
Corollary 3.16. Let {Qn(.;q)}n0 be a polynomial sequence generated by:
(a1(x)t, . . . , as(x)t;q)∞
(b1(x)t, . . . , bs(x)t;q)∞ =
∞∑
n=0
Qn(x;q)
(q;q)n t
n, |t | < r,
where 0 b < a < 1 and 0 < q < 1. Then {Qn(.;q)}n0 is also generated by:
(a, a1(x)u, . . . , as(x)u;q)∞
(b, b1(x)u, . . . , bs(x)u;q)∞ s+1φs
(
b
a
, b1(x)u, . . . , bs(x)u
q;a
a1(x)u, . . . , as(x)u
)
=
∞∑
n=0
(a;q)k
(b, q;q)k Qn(x;q)u
n. (3.65)
The class of q-polynomial sequences described by Corollaries 3.14 and 3.16 contains as
particular cases [29]: q-Meixner–Pollaczek, Rogers, Continuous big q-Hermite, Continuous
q-Laguerre, Al-Salam–Carlitz I, II, Continuous q-Hermite and Al-Salam–Chihara ones.
For instance, if we apply respectively Corollaries 3.14 and 3.16 to Al-Salam–Chihara polyno-
mials sequence {Qn(.;α,β|q)}n0 generated by [29, p. 81]
(αu,βu;q)∞
(eiθu, e−iθu;q)∞ =
∞∑
n=0
Qn(x;α,β|q)
(q;q)n u
n, x = cos θ, (3.66)
we obtain
(αu,βu;q)∞
(−c, eiθu, e−iθ u;q)∞ 2φ2
(
eiθu, e−iθ u
q;−c
αu,βu
)
=
∞∑
n=0
Qn(x;α,β|q)
(−c, q;q)n u
n,
x = cos θ, (3.67)
(a,αu,βu;q)∞
(b, eiθu, e−iθ u;q)∞ 3φ2
(
b
a
, eiθu, e−iθu
q;a
αu,βu
)
=
∞∑
n=0
(a;q)n
(b, q;q)nQn(x;α,β|q)u
n,
x = cos θ. (3.68)
4. Summary
In this work, we gave some tools to solve Problem P where the real numbers sequences
{γn}n0 is a Stieltjes moment ones or a Hausdorff moment ones. The main particular consid-
ered cases are summarized by the following scheme:
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