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Abstract 
The study aims at investigating empirically the ability of a Quality Assurance Indicator (Qi), a metric that we proposed 
in a previous work, to predict different levels of unit testing effort of classes in object-oriented systems. To capture the 
unit testing effort of classes, we used four metrics to quantify various perspectives related to the code of corresponding 
unit test cases. Classes were classified, according to the involved unit testing effort, in five categories (levels). We 
collected data from two open source Java software systems (ANT and JFREECHART) for which JUnit test cases exist. 
In order to explore the ability of the Qi metric to predict different levels of the unit testing effort of classes, we decided 
to explore the possibility of using the Multinomial Logistic Regression (MLR) method. The performance of the Qi 
metric has been compared to the performance of three well-known source code metrics related respectively to size, 
complexity and coupling. Results suggest that the MLR model based on the Qi metric is able to accurately predict 
different levels of the unit testing effort of classes. 
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1. Introduction 
Software testing plays a crucial role in software quality assurance. It is, however, a time and resources 
consuming process. The overall effort spent on testing depends, in fact, on many different factors (Yeh and 
Lin, 1998; Baudry et al., 2003-a; Baudry et al., 2003-b; Bruntink and Deursen, 2006) including human 
factors, process issues, testing techniques, tools used, characteristics of the software development artifacts, 
and so forth. We focus, in this paper, on unit testability of classes (unit test case construction), and 
particularly on the effort involved to write the code of unit test cases. A large number of object-oriented 
(OO) metrics were proposed in literature (Henderson-Seller, 1996). Some of these metrics, related to 
different OO internal class attributes (such as size, complexity, coupling, cohesion and inheritance), were 
already used in recent years to predict unit testability of classes in OO software systems (Bruntink and 
Deursen, 2004; Gupta et al., 2005; Bruntink and Deursen, 2004; Singh et al., 2008; Singh and Saha, 2010; 
Badri et al., 2010; Badri et al., 2011; Badri and Touré, 2011; Badri and Touré, 2012-a; Badri and Touré, 
2012-b; Zhou et al., 2012). Unfortunately, little empirical evidence exists on the ability of these metrics to 
predict different levels of the unit testing effort of classes. As far as we know, this issue has not been 
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empirically investigated. Classifying the software classes according to the required testing effort could, in 
fact, help managers to better plan and monitor testing activities and resources, and determine the critical 
classes requiring a relatively high testing effort on which developers and testers have to focus to ensure 
software quality. 
We proposed in a previous work (Badri et al., 2009) a synthetic metric called Quality Assurance 
Indicator (Qi). Basically, the Qi of a class is based on intrinsic characteristics of the class as well as on the 
Qi of its collaborating classes. The metric has, however, no ambition to capture the overall quality (or 
testability) of OO software systems. Moreover, the objective is not to evaluate a design by giving absolute 
values, but more relative values that may be used for identifying, for example: (1) classes that will require a 
high testing effort, and (2) classes on which more testing effort is required to ensure software quality. We 
focus, in this paper, on the first objective. We explored in (Badri et al., 2011) the relationship between the Qi 
metric and unit testability of classes using correlations. Unit testability of classes was measured using two 
metrics (Bruntink and Deursen, 2004; Bruntink and Deursen, 2006): the number of lines of test code and the 
number of assert statements in the test code. Furthermore, we investigated in (Badri and Touré, 2011) the 
ability of the Qi metric to predict the unit testing effort using the Univariate Logistic Regression method. In 
this paper, we extend the study presented in (Badri and Touré, 2012-a) by investigating the ability of the Qi 
metric to predict various levels (categories) of the unit testing effort of classes. We collected data from two 
open source Java software systems (ANT and JFREECHART) for which JUnit test cases exist. To capture 
the unit testing effort of classes, we used this time four metrics to quantify various perspectives related to the 
code of corresponding JUnit test cases. Classes were classified, according to the involved unit testing effort, 
in five categories. In order to investigate the ability of the Qi metric to predict the different levels of the unit 
testing effort of classes, we used the Multinomial Logistic Regression (MLR) method. The MLR method is a 
generalization of the Logistic Regression (LR) method. MLR modeling is, in fact, used for data in which the 
dependent variable is unordered or polytomous (i.e. its values are more than two categories, which is our 
case), and independent variables are continuous or categorical predictors. The MLR method is more 
appropriate for our study than the simple LR analysis. The performance of the Qi metric has been compared 
to the performance of three source code metrics related respectively to three important internal class 
attributes: size, complexity and coupling. Results show that the MLR model based on the Qi metric is able to 
accurately predict different levels of the unit testing effort of classes.  
The rest of this paper is organized as follows: Section 2 gives a summary on related work. The Qi metric 
is briefly presented in Section 3. Section 4 presents the unit test case metrics that we used in our study. 
Section 5 presents the empirical study that we conducted. Finally, Section 6 summarizes the contributions of 
this work and outlines some future work directions. 
2. Related Work 
Software testability (IEEE, 1990; ISO/IEC9126, 1991; Fenton and Pfleeger, 1997) is an important 
software quality attribute. Software testability is, in fact, a complex notion that is affected by many different 
factors. It has been addressed in literature from different point of views. We focus, in this paper, on unit 
testability of classes (unit test case construction), and particularly on the effort involved to write the code of 
unit test cases. Various OO metrics have been used in recent years to predict unit testability of classes in OO 
software systems. Bruntink and Van Deursen (Bruntink and Deursen, 2004; Bruntink and Deursen, 2006) 
investigated factors of testability of OO software systems and explored the relationships between OO design 
metrics and some characteristics of JUnit test cases. Testability was measured by the number of lines of test 
code and the number of assert statements in the test code. Singh et al. (Singh et al., 2008) used OO metrics 
and neural networks to predict the testing effort, measured in terms of lines of code added or changed during 
the lifecycle of a defect. Singh and Saha (Singh and Saha, 2010) focused on the prediction of the testability 
of Eclipse at the package level. Testability was measured using several metrics including the number of lines 
of test code, the number of assert statements in the test code, the number of test methods and the number of 
test classes. Badri et al. (Badri et al., 2010; Badri et al., 2011) investigated the ability of lack of cohesion 
metrics to predict unit testability of classes using LR methods. Badri and Touré (Badri and Touré, 2012-b) 
explored the ability of OO metrics to predict the unit testing effort of classes using LR analysis. In these 
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studies also, testability was measured by the number of lines of test code and the number of assert statements 
in the test code. Zhou et al. (Zhou et al., 2012) investigated the relationships between OO metrics and unit 
testability of classes. The size of a test class was used to indicate the effort involved in unit testing. 
3. Quality assurance indicator 
We give, in this section, a brief presentation of the Quality Assurance Indicator (Qi) metric. For more 
details see (Badri et al., 2009; Badri and Touré, 2011; Badri and Touré, 2012). The Qi metric is based on the 
concept of Control Call Graphs (CCG), which are a reduced form of traditional Control Flow Graphs (CFG). 
A CCG is, in fact, a CFG from which the nodes representing instructions (or basic blocs of sequential 
instructions) not containing a call to a method are removed. The Qi metric is normalized and gives values in 
the interval [0, 1]. A low value of the Qi of a class means that the class is (relatively) a high-risk class and 
needs a high unit testing effort to ensure its quality. A high value of the Qi of a class indicates that the class 
is (relatively) a low-risk class (having a relatively low complexity and/or the testing effort applied actually 
on the class is relatively high – at least proportional to its complexity). We define the Qi of a method Mi as 
the probability that the control flow will go through the method without any failure. It may be considered as 
an indicator of the risk associated with a method (and a class at a high level). The Qi of a method Mi is based 
on intrinsic characteristics of the method, such as its cyclomatic complexity and its unit testing coverage, as 
well as on the Qi of the methods invoked by the method Mi. The Qi of a method Mi is given by: 
QiMi=QiMi
* Âσ ቂP൫Cji൯Âς QiMMאıj ቃ
ni
j=1   
with : ୑ܑ: Quality assurance indicator of method ;  ୑౟
כ : Intrinsic quality assurance indicator of method 
; : jth path of method ; ൫൯: Probability of execution of path  Cj
i of method ; QiM: Qi of the 
method M included in the path Cji;  ୧: Number of linear paths of the CCG of method ; and ıj: set of the 
methods invoked in the path. 
By applying the previous formula to each method, we obtain a system of N equations (N is the number of 
methods in the program). The obtained system is composed of several multivariate polynomials. We use an 
iterative method (successive approximations) to solve it. Furthermore, we define the Qi of a class C (noted 
େ ) as the product of the Qi of its methods: 
QiC=ς Qi MMאį      
where į is the set of methods of the class C. The calculation of the Qi metric is entirely automated by a tool 
that we developed for Java programs.  
Table 1.  Assignment rules of the probabilities. 
Nodes Probability Assignment Rule 
(if, else) 0.5 for the exiting arc « condition = true » 0.5 for the exiting arc  « condition=false » 
while 0.75 for the exiting arc « condition = true »  0.25 for the exiting arc « condition = false » 
(do, while) 1 for the arc: (the internal instructions are executed at least once) 
(switch,case) 1/n for each arc of the n cases. 
(?, :) 0.5 for the exiting arc « condition = true »  0.5 for the exiting arc « condition = false » 
for 0.75 for entering the loop  0.25 for skipping the loop 
(try, catch) 0.75 for the arc of the « try » bloc 0.25 for the arc of the « catch » bloc 
Polymorphism 1/n for each of the eventual n calls. 
 
The CCG of a method can be seen as a set of paths that the control flow can pass through. Passing 
through a particular path depends, in fact, on the states of the conditions related to the control structures. To 
capture this probabilistic characteristic of the control flow, we assign a probability to each path C of a 
control call graph as follows: 
PሺCሻ=ς PሺAሻAאș     
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where ș is the set of directed arcs composing the path C and P(A) the probability of an arc to be crossed 
when exiting a control structure. To facilitate our experiments, we assigned probabilities to the different 
control structures of a Java program according to the rules given in Table 1. These values are assigned 
automatically during the static analysis of the source code of a program when generating the Qi models. As 
an alternative way, the probability values may also be assigned by programmers (knowing the code) or 
obtained by dynamic analysis. Dynamic analysis is out of the scope of this paper. The Intrinsic Quality 
Assurance Indicator of a method Mi, noted Qi*Mi, is given by:    
 QiMi
* =൫1-Fi൯  with: Fi=
൫1-tci൯CCi
CCmax
     
where: CCi : cyclomatic complexity of method Mi; ccmax= max1iN ሺcciሻ; tci: unit testing coverage of the method Mi, 
tciאሾ0, 1ሿǤ 
Many studies provided empirical evidence that there is a significant and strong relationship between 
cyclomatic complexity and fault proneness (Basili et al., 1996; Zhou and Leung, 2006; Aggarwal et al., 
2009). Testing activities will reduce the risk of a complex program and ensure its quality. Moreover, testing 
coverage provide objective measures on the effectiveness of a testing process. 
4. Unit test case metrics 
JUnit (www.junit.org) is a simple Framework for writing and running automated unit tests for Java 
classes. Test cases in JUnit are written by testers in Java. A typical usage of JUnit is to test each class Cs of 
the program by means of a dedicated test class Ct. In order to quantify different perspectives related to the 
code of a JUnit test class, we used the following four metrics: (1) TLOC: This metric gives the number of 
lines of code of a test class (Bruntink and Deursen, 2004; Bruntink and Deursen, 2006). It is used to indicate 
the size of the test class. (2) TASSERT: This metric gives the number of assert statements that occur in the 
code of a test class (Bruntink and Deursen, 2004; Bruntink and Deursen, 2006). In JUnit, assert statements 
are used by the testers to compare the expected behavior of the class under test to its current behavior. (3) 
TINVOK: This metric counts the number of direct method invocations in a test class. It captures the 
dependencies needed to run the test class (Touré et al., 2014). (4) TDATA: This metric gives the number of 
new Java objects created in a test class (Touré et al., 2014). These data are required to initialize the test.  
The metrics TLOC and TASSERT have been introduced by Bruntink and Van Deursen (Bruntink and 
Deursen, 2004; Bruntink and Deursen, 2006) to indicate the size of a test suite. The authors used an adapted 
version of the fish bone diagram developed by Binder (Binder, 1994) to identify testability factors. Bruntink 
and Van Deursen argued that the used unit test case metrics reflect different source code factors (Bruntink 
and Deursen, 2004; Bruntink and Deursen, 2006): factors that influence the number of required test cases, 
and factors that influence the effort involved to develop each individual test case. Moreover, some test 
classes, depending on the design and particularly on the collaboration between classes, will require drivers 
(and/or monitors) and objects creation to achieve unit testing. In order to capture these additional 
dimensions, which also affect the effort involved to develop each individual test case, we introduced in 
(Touré et al., 2014) the two unit test case metrics TINVOK and TDATA. We assume that the effort 
necessary to write a test class Ct corresponding to a source code class Cs is proportional to the characteristics 
measured by the unit test case metrics. 
5. Empirical analysis 
The performance of the Qi metric in the prediction of different levels of the unit testing effort of classes   
has been compared to the performance of three source code metrics: LOC, WMC and CBO. These metrics 
have been selected for our study because they have received considerable attention from researchers and are 
also being increasingly adopted by practitioners. Furthermore, these metrics have been validated in many 
empirical studies as significant indicators of various software quality attributes. The two metrics CBO and 
WMC were proposed by Chidamber and Kemerer (Chidamber and Kemerer, 1994) and Chidamber et al. 
(Chidamber et al., 1998). We also include in our study the well-known LOC metric as a “baseline”. The 
CBO (Coupling Between Objects) metric counts for a class the number of other classes to which it is 
coupled (and vice versa). The WMC (Weighted Methods per Class) metric gives the sum of complexities of 
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the methods of a given class, where each method is weighted by its cyclomatic complexity. The LOC (Lines 
Of Code per class) metric counts for a class its number of lines of code. 
5.1. Selected systems and data collection 
Two open source Java software systems were selected for the study: (1) ANT (www.apache.org) is a 
Java library and command-line tool. (2) JFC (www.jfree.org/jfreechart) is a free chart library for Java 
platform. These systems are from different domains and have been developed by different teams. Table 2 
summarizes some of the characteristics of the analyzed systems. It gives, for each system: (1) the total 
number of source code classes, (2) the total number of lines of code of source code classes, (3) the number 
of classes for which JUnit test cases have been developed, (4) the total number of lines of code of JUnit test 
cases, (5) the percentage of source code classes for which JUnit test cases have been developed, and (6) the 
percentage of tested lines of code (source code classes for which JUnit test cases have been developed). 
Table 2. Some statistics on the selected systems. 
Systems (1) (2) (3) (4) (5) (6) 
ANT 713 64062 111 8121 15.60% 27.50% 
JFC 496 68312 226 20657 45.60% 77.80% 
From Table 2, columns 1 and 2 show that both systems are comparable in terms of lines of code (64062 
for ANT and 68312 for JFC), but are notably different in terms of number of classes (713 versus 496). This 
may indicate that JFC has larger classes. Furthermore, only 15.6% of classes of ANT have been tested (for 
which JUnit test cases have been explicitly developed) versus 45.6% for JFC (column 5). It can also be seen 
from column 6 that 27.5% of lines of code was tested (covered by the JUnit test cases) in ANT, and 77.80% 
in JFC. This suggests that JFC is better covered by the JUnit test cases than ANT. In summary, the two 
systems are certainly comparable in terms of lines of code, but largely different from each other in terms of 
number of classes and testing coverage rates (in terms of JUnit code). Overall, we can observe from Table 2 
that JFC has larger classes, and is better covered by unit tests. 
Table 3. Descriptive statistics of selected metrics. 
 Obs. Min Max Mean Std. Dev. 
ANT 
Qi 111 0.09 0.99 0.70 0.23 
CBO 111 0 39 10.49 8.61 
LOC 111 5 846 158.64 154.90 
WMC 111 1 178 31.31 31.25 
JFC 
Qi 226 0.001 0.986 0.611 0.25 
CBO 226 0 67 16.19 15.28 
LOC 226 7 2041 235.02 273.74 
WMC 226 1 470 46.89 57.29 
Table 3 summarizes the descriptive statistics of selected source code metrics for classes for which JUnit 
test cases have been developed. From Table 3, we can observe that on average, the classes of JFC for which 
JUnit test cases have been developed are more complex (WMC: 46.89) and larger (LOC: 235) than tested 
classes of ANT (WMC: 31.31 and LOC: 158.84). The same trend may be observed for coupling (CBO). The 
standard deviation column indicates that the tested classes of ANT are more uniform in terms of coupling, 
lines of code and complexity. We selected from each of the investigated systems, like previous studies 
(Bruntink and Deursen, 2004; Bruntink and Deursen, 2006; Singh and Saha, 2010; Badri et al., 2010; Badri 
et al., 2011; Zhou et al., 2012), only the classes for which JUnit test cases have been developed. We noticed 
that developers usually name the JUnit test case classes by adding the prefix (suffix) “Test” (“TestCase”) 
into the name of the classes for which JUnit test cases were developed. Only classes that have such name-
matching mechanism with the test case class name have been included in the analysis. This approach has 
already been adopted in other studies (Mockus et al., 2009). However, we noticed by analyzing the JUnit 
test classes of the subject systems that, in some cases, there is no one-to-one relationship between JUnit 
classes and tested classes. This has also been noted in other previous studies (Rompaey and Demeyer, 2009;  
Qusef et al., 2011). In these cases, several JUnit test cases have been related to a same tested class. The 
matching procedure has been performed on the subject systems by three research assistants separately (a 
Ph.D. student (second author of this paper) and two Master students, both in computer science). For each 
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class Cs selected, we used the suite of unit test case metrics to quantify the corresponding JUnit test class 
(classes) Ct. We used a tool that we developed (JUnit static analyzer) to compute the values of these metrics. 
The values of the OO metrics have been computed using the Borland Together tool (www.borland.com). 
The Qi metric has been computed using the tool we developed. 
5.2. Determining the unit testing effort levels 
We used the unit test case metrics to classify the selected classes, according to the involved unit testing 
effort, in different categories (levels). We wanted to reflect in the study different levels of the effort involved 
in writing the code of unit test cases: very low, low, medium, high and very high. We used a mean-based 
approach. The different categories of classes were obtained as follows: 
Category 4: includes the JUnit test classes for which the four following conditions are satisfied: (1) large 
number of lines of code (TLOC  mean value of TLOC), and (2) large number of assert statements 
(TASSERT  mean value of TASSERT), and (3) large number of data creation (TDATA  mean value of 
TDATA), and (4) large number of invocations (TINVOK  mean value of TINVOK). We affect the value 4 
to corresponding classes. 
Category 3: includes the JUnit test classes for which only three of the previous conditions are satisfied. We 
affect the value 3 to corresponding classes. 
Category 2: includes the JUnit test classes for which only two of the previous conditions are satisfied. We 
affect the value 2 to corresponding classes.  
Category 1: includes the JUnit test classes for which only one of the previous conditions is satisfied. We 
affect the value 1 to corresponding classes. 
Category 0: includes the JUnit test classes for which none of the previous conditions is satisfied. We affect 
the value 0 to corresponding classes. 
Figure 1 gives, for each of the selected systems, the distribution of classes according to the adopted 
categorization. It can be seen that the distribution of the five categories differs from one system to the other. 
 
Fig.1. Distribution of the categories. 
5.3. Predicting unit testing effort levels 
We present, in this section, the empirical study we conducted in order to investigate the individual effect 
of source code metrics (as independent variables), on the unit testing effort level (as dependent variable). We 
used the Multinomial Logistic Regression (MLR) method: (1) to find the individual effect of each source 
code metric, identifying which metrics are significantly related to the unit testing effort of classes, and (2) to 
investigate the ability of each metric to predict the different levels of unit testing effort according to the 
categorization we adopted. We used the XLSTAT tool (www.xlstat.com) to perform the analysis. It is 
important to notice that the MLR analysis here is not intended to be used to build the best prediction model, 
based on a combination of source code metrics. Such a model is out of the scope of this paper. The Logistic 
Regression (LR) is a standard statistical modeling method that is used to determine the relationship between 
a binary dependent variable and a set of k independent (categorical or numerical) variables {x1, x2,… xk}. 
This method is used to predict the dependent variable from the set of independent variables. It has been 
widely used in many empirical software engineering studies for building software quality classification 
models. Since the binary dependent variable can be always interpreted as the occurrence or not of an event 
E, the logistic regression model is an expression of the form: 
log ቀ PሺEሻ
1-PሺEሻ
ቁ= b0+σ bixiki=1   
where the bi 's are the unknown LR coefficients (b0 is the intercept) while P(E) is the probability that event E 
will occur. The left side expression of the previous equation is called a logit. So, the simple LR model can be 
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used for predicting the probability of an event occurrence. MLR is a generalization of LR (Hosmer et al., 
2013; Wang, 2005; Sentas and Angelis, 2006). MLR modeling is used for data in which the dependent 
variable (the unit testing effort level in our study) is unordered or polytomous (i.e. its values are more than 
two categories), and independent variables are continuous or categorical predictors. MLR allows, in fact, 
each category of an unordered response variable to be compared to a reference category, providing a number 
of LR models. A binary LR model compares one dichotomy whereas the MLR model compares a number of 
dichotomies. This procedure outputs a number of LR models that make specific comparisons of the response 
categories. When there are q possible categories of the response variable, the model consists of q-1 
simultaneously logit equations that fit: 
log ൬P൫Catj൯
PሺCatrሻ
൰= b0
ሺjሻ+σ bi
ሺjሻxiki=1   
where j = 1, …, q í1. We can see in the expression above that one of the categories (r) is used as reference 
and is called the baseline category. In our study, we consider Category 0 as the baseline category for our 
models, and the set of predictors is reduced to one source code metric at a time. After estimating the 
coefficients of the model by the method of maximum likelihood, XLSTAT calculates the logits and therefore 
the probabilities of each one of the categories. The final prediction is the category with the maximum 
probability. XLSTAT also computes the Nagelkerk R2 coefficient and the -2log value to determine whether 
the obtained model is significant or not. For each metric, it also determines the degree of significance of࢈࢏
ሺ࢏ሻ 
by computing its p-value. We used the typical threshold value alpha = 5%. 
Table 4. Results for ANT.  
 
Qi CBO WMC LOC 
value p-value value p-value value p-value value p-value 
Cat. R² 0.267 
 
0.138 
 
0.238 
 
0.258 
 -2Log < 0.0001 0.004 < 0.0001 < 0.0001 
1 Const. 5.009 0.184 0.285 0.286 b -5.057 0.033 0.098 0.040 0.036 0.064 0.007 0.063 
2 Const. 6.376 -1.445 -1.812 -1.892 b -8.910 0.001 0.136 0.011 0.062 0.002 0.013 0.002 
3 Const. 6.105 -1.362 -1.696 -1.860 b -8.444 0.001 0.129 0.017 0.060 0.003 0.013 0.002 
4 Const. 6.692 -2.459 -2.671 -2.760 b -10.080 0.000 0.183 0.001 0.073 0.000 0.015 0.000 
Table 4 shows the results of the MLR analysis for ANT. For the metric Qi, the R2 coefficient (0.267) is 
significant (-2log <0.0001< alpha), reflecting an overall significance of the model. The b coefficients of the 
obtained model are also significant for all considered categories (relatively to the base category). In other 
words, the metric Qi discerns well the basic category from all other categories taken separately. It can also 
be seen that the degree of significance becomes slightly stronger as we consider higher categories. Indeed, 
the p-values of the b coefficients decrease from 0.033 for Category 1 to 0.000 for Category 4. The negative 
sign of b coefficients reflects the tendency of observations to fall into the reference Category 0 when the 
value of Qi increases. Overall, even if the value of R2 coefficient of the metric CBO (0.138) is lower than the 
R2 coefficient of the metric Qi, and particularly the R2 coefficient of the metrics WMC (0.238) and LOC 
(0.258), the model based on the metric CBO is significant (the p-value of b coefficient are all smaller than 
alpha: 0.04, 0.011, 0.017 et 0.001 from Category 1 to Category 4). Here also, the CBO metric discerns well 
the basic category from all other categories. With a p-value values of 0.064 and 0.063 respectively, the 
metrics WMC and LOC do not discern significantly classes of Category 1 from classes of base category. 
However, from Category 2, the regression coefficients of WMC and LOC become significant with p-value 
values of 0.002, 0.003 and 0.000 for WMC and 0.002, 0.002 and 0.000 for LOC on categories 2, 3 and 4 
respectively. The increase of significance degrees with the categories reflects the fact that classes that have 
few unit test case measures that are greater than the average, are more difficult to distinguish from Category 
0 (classes having all their unit test case measures under average). In other words, classes that have low unit 
test case metrics values are more difficult to predict than classes with high unit test case metrics values 
(classes requiring a high testing effort). This suggests that the high values of source code metrics (low value 
for Qi) have a more significant impact on the unit testing effort according to our categorization. 
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Table 5 shows the results of the MLR analysis for JFC. From Table 5, it can be seen that, with ܀૛ values 
of 0.255, 0.100, 0.243 and 0.202, and corresponding -2log values less than 5%, the models obtained 
respectively with the metrics Qi, CBO, WMC and LOC are overall significant. However, the model based on 
the metric Qi discerns categories 2, 3 and 4 from Category 0, while the models based on the metrics CBO, 
WMC and LOC are significant only for categories 3 and 4. The significance of the b coefficients of the metric 
Qi increases with higher categories. In fact, their p-values decreased from 0.020 for Category 2 to less than 
0.0001 for Category 4. 
Table 5. Results for JFC. 
 Qi CBO WMC LOC 
value p-value value p-value value p-value value p-value 
Cat. R² 0.255  
0.100 
 
0.243 
 
0.202 
 -2 Log < 0.0001 0.000 < 0.0001 < 0.0001 
1 Const. -0.645 -1.508 -1.680 -1.565 b -1.184 0.241 0.004 0.777 0.007 0.343 0.001 0.602 
2 Const. -0.087 -1.787 -2.125 -1.946 b -2.398 0.020 0.010 0.537 0.014 0.058 0.002 0.193 
3 Const. 0.857 -2.086 -2.632 -2.302 b -3.973 < 0.0001 0.032 0.024 0.025 < 0.0001 0.003 0.001 
4 Const. 2.196 -2.427 -3.130 -2.825 b -6.678 < 0.0001 0.056 < 0.0001 0.034 < 0.0001 0.005 < 0.0001 
By comparing the results of ANT and JFC, we can observe that the metric Qi has a slightly higher degree 
of prediction than the other metrics (R2 values are slightly higher). The metric Qi is followed by the metrics 
WMC or LOC (depending on the system). The models based on the metric CBO are much less significant in 
both cases. Also, we can observe globally that the metric Qi discerns more the different levels of testing 
effort than the other source code metrics. This finding is plausible knowing that the metric Qi is a synthetic 
metric capturing, in an indirect way, internal class attributes such coupling and complexity. From Table 4 
and Table 5, it can be seen that the metrics Qi and CBO significantly discern all categories in the case of 
ANT, particularly Category 1, which is not the case of the metrics WMC and LOC. In the case of JFC, 
Category 1 is not significantly discerned by the metrics while Category 2 is significantly discerned only by 
the metric Qi. In both cases, the source code metrics better discern the categories 3 and 4 from Category 0. 
Table 6. Distribution of unit test case metrics. 
 We wanted to understand the reasons that may explain the observed differences, and particularly why 
Category 1 is significantly discerned by the metrics Qi and CBO only in the case of ANT. A first reason is 
related, in our opinion, to the fact that the two systems are different at several points of views: number of 
classes, design, classes for which JUnit test cases have been developed, style adopted in writing the test 
code, etc. More investigations are, however, needed to draw more general conclusions about this. A second 
reason is related, in our opinion, to the distribution of the different categories. As mentioned previously, the 
distribution of the five categories differs from one system to the other (Figure 1). To investigate this, we 
explored deeply the distribution of the unit test case metrics in the different categories of each system. 
According to the categorization we adopted, and depending on the distribution of the four unit test case 
metrics, a given category may be composed theoretically of different subcategories. Let us consider for each 
category j,  ௜ܲǡ௝ as the percentage of JUnit test cases whose unit test case metric i is above the average. Table 
6 shows the distribution of the ௜ܲ ǡ௝ values for the two systems we analyzed. For each column, the values that 
are in bold are the highest. From Table 6, it can be seen, in particular, that for ANT PTINVOK,1 is equal to 
36.94%, which indicates that the classes of Category 1 having a value of TINVOK above the average 
represent 36.94% of the total JUnit test cases of ANT. The high proportion of invocations in test cases of 
Category 1 reflects, in fact, the high coupling existing in the corresponding source code classes. This 
 ANT JFC 
Category 1 2 3 4 1 2 3 4 
TDATA 3.60% 6.31% 9.91% 9.91% 4.87% 5.31% 5.31% 13.72% 
TASSERT 3.60% 5.41% 8.11% 9.91% 2.65% 4.42% 10.18% 13.72% 
TINVOK 36.94% 7.21% 9.91% 9.91% 3.54% 5.31% 7.96% 13.72% 
TLOC 0.90% 8.11% 12.61% 9.91% 1.33% 5.31% 9.73% 13.72% 
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explains why the metrics Qi and CBO significantly discern all categories (and particularly category 1) in 
ANT compared to the others two source code metrics LOC and WMC. From Table 6, for JFC, we can see 
that for Category 1, there no dominant subcategory as it was the case for ANT. 
5.4. Threats to validity 
The study presented in this paper should be replicated using many other case studies in order to draw 
more general conclusions. There are, indeed, a number of limitations that may affect the results of the study 
or limit their interpretation and generalization. The study has been performed on open source systems, which 
may not be representative of all industrial domains. However, the use of open-source systems in empirical 
studies is a common practice in the software engineering research community. Moreover, the classes for 
which JUnit test cases were developed, and this in the case of the two investigated systems, are relatively 
large and complex. It would be interesting to replicate this study using systems for which JUnit test cases 
have been developed for a maximum number of classes, and ideally for all classes of the systems. It is also 
possible that facts such as systems design and/or the development style adopted by the developers while 
writing the code of test cases may affect the results or produce different results for specific applications. We 
observed, in fact, that in some cases the developed JUnit test cases cover only some complex methods of 
certain classes. This may be due to the style adopted by the developers while writing the test cases (or other 
considerations). As the source code metrics are computed using the complete code of the classes, this may 
affect (bias) the results. Using a controlled environment, in which JUnit test cases cover all the methods of 
each tested Java class (or at least a large number of methods), could help to eliminate (or reduce) the effect 
of this bias. Another important threat to validity is from the identification of the links between the JUnit test 
cases and tested classes. As mentioned in the paper, we noticed by analyzing the code of the JUnit test cases 
of the investigated systems that, in some cases, there is no one-to-one relationship between JUnit test cases 
and tested classes. In these cases, several JUnit test cases have been related to a same tested class. Even if 
we followed a systematic approach for associating the JUnit test cases to the corresponding tested classes, 
which was not an easy task, unfortunately we have not been able to do that for some few classes. This may 
also affect the results of our study or produce different results from one system to another. Moreover, the 
adopted matching procedure, which has also been adopted in some related studies, is based on a static 
analysis of the code of the test cases. Adopting a dynamic approach in the analysis of the code of test cases 
and in computing some unit test case metrics is, in fact, out of the scope of this paper and could be 
considered in future work in order to reduce the effect of this threat. 
6. Conclusions and future work 
The study presented in this paper investigated empirically the relationship between a metric (Quality 
Assurance Indicator - Qi) that we proposed in a previous work and the unit testing effort involved in writing 
unit test cases. We collected data from two open source Java software systems for which JUnit test cases 
exist. To capture the unit testing effort of classes, we used four metrics to quantify different characteristics 
of the code of corresponding JUnit test cases. Classes were classified, according to the involved unit testing 
effort, in five categories. In order to investigate the relationship between the Qi metric and the unit testing 
effort of classes, we used the MLR method. The performance of the MLR models based on the Qi metric 
were compared to the performance of the MLR models based on three source code metrics related 
respectively to size, complexity and coupling. Results suggest, overall, that the MLR models based on the Qi 
metric are able to accurately predict different levels of the unit testing effort of classes. Results suggest also 
that, when comparing different dichotomies, the performance of the MLR models based on the source code 
metrics varies in terms of predicting the response categories. More investigations are, however, needed to 
draw more general conclusions about this issue. The performed study should be replicated on many other 
OO software systems in order to draw more general conclusions. The findings in this paper should be 
viewed as exploratory and indicative rather than conclusive. 
As future work, we plan to: (1) investigate more deeply the performance of the prediction models based 
on the distribution of the unit testing effort, (2) extend the study by exploring other classification techniques 
to better reflect the unit testing effort, (3) use other methods (such as machine learning methods) to explore 
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the effect of the metrics on unit testability of classes, (4) include other OO metrics in our study, (5) explore 
the use of the Qi metric during the testing process in order to better guide the iterative distribution of the 
testing effort, and finally (6) replicate the study on various OO software systems to be able to give more 
general conclusions. 
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