This paper describes mathematical frameworks on temporal and spatial predictive processing in the motion-compensated video compression. Firstly, the coding gain over intra coding is derived, regarding the bit allocation algorithm and Lagrange multiplier method. The optimal ordering of three different picture types (I, P and B pictures) is clarified according to image source characteristics. Secondly, a novel framework with the block-based multihypothesis motion-compensated optimal coding gain and bit allocation are derived in a closed-form expression.
INTRODUCTION
Several video standards have been introduced which mainly address the compression of video data for digital storage and communication services. All of these standards apply block-based motion-compensated prediction (MCP). Motion-compensated schemes achieve data compression by exploiting the similarities among successive frames of a video signal. Most of the work for the design and optimization of video codecs is carried out experimentally, [1] . A theoretical treatment of motioncompensated video coding requires many assumptions and simplifications for the analysis of a complicated system processing real signals. Nevertheless, even an approximate theory can provide useful insights in the mechanisms and give guidance for the design of state-of the-art video coders. The standard algorithms employ intra, inter and bidirectional picture coding types. Bidirectional prediction is one of the factors characterizing the MPEG (Motion Picture Expert Group) video compression standards. Coding efficiency is highly improved for some image sequences when the bidirectional prediction is utilized in an adequate manner. However, the picture ordering has been empirically defined without sufficient theoretical backgrounds [2] . This paper presents the mathematical frameworks for these problems. In Section 2, a coding gain and the optimal bit allocation are provided, based on Gaussian dis-tribution of an input signal and the Lagrange multiplier method. A parameter reflecting persistent tendency of interframe correlations is introduced, and the optimum picture ordering is indicated. Also, the improved algorithm with the multihypothesis is proposed. Finally, in Section 3 we come to some conclusions.
MATHEMATICAL ANALYSIS OF CODING GAIN AND OPTIMAL BIT ALLOCATION
The MPEG video standards have three picture types from the point of view of their temporal processing: intracoded pictures with no temporal prediction (I-pictures), predictive-coded from earlier pictures (P-pictures) and bidirectionally predictive-coded pictures (B-pictures), that is the pictures have a prediction from earlier and later pictures in a sequence [3] . One example of such defined group of pictures (GOP) is shown in Fig. 1 .
We can represent this GOP structure by
where M is a distance between "core pictures" (I and/or P-pictures), L is the number of core pictures in the GOP, while the number of L × M is equal to the total number of pictures in the GOP, ie an interval between I-pictures. By derivation a coding gain of this structure in comparison with the intra coding, we assume following relationships σ
where σ 2 s is the variance of an input video signal s, σ 2 q is a quantization error variance, R is the overall bitrate, while ε 2 is a quantization performance factor. The closedloop prediction means that σ Prediction error variances of the considered pictures are given by
We made an assumption that the quantization performance factor is the same in all pictures. R I , R P and R B are the numbers of the allocated bits per picture element -pel, in the I, P and B-pictures, respectively. We assume also that the bits needed for pictures of the same type are equal for every picture of that type. P (M ) and B(M ) are the following terms
where j is the distance from the past core picture, ∆ h is the distance between two blocks, ∆ r is the radial displacement of each block, ρ s is the spatial correlation coefficient, while cor(k) represents a correlation between k -frame apart pictures. We introduce an input source model in which cor(k) is given by [4] cor
where ρ is a correlation coefficient between neighboring pictures and w is a weighting factor. When w = 1 , it is the autoregresive AR(1) model. The objective of w is to reflect persistent tendency of interframe correlations, which is suggested by simulation results using real image sequences. Typical values of w are around 0.25-0.5. In image sources with highly continuous correlations, for instance in the sequence Mobile & Calendar , w takes the small value of 0.125. Based on these equations, the optimum bit allocation problem is formulated as follows: minimizing the average reconstruction error variance [5] min σ
taking into account the constant bitrate constraint
By applying the Lagrange multiplier method [6] , we should minimize
where J is the Langrangian rate-distortion functional, and λ is the Lagrangian multiplier. We obtained the following optimal bit allocations Taking into account the optimal values, the coding gain of the GOP structure is defined and calculated by Figure 5 shows the example of the sequence with the still high correlation between distant pictures, such as the case of Mobile & Calendar , where ρ = 0.95 ; w = 0.125 ; ∆ r = 0.5 and ρ s = 0.93 . The coding gain increases when the number of pictures in a GOP decreases. Adequate insertion of B-pictures brings signal-to-noise ratio (SNR) gains comparing with M = 1 (no B-picture). Use of a single B-picture between the I and P-frames yields the best SNR gain. Increasing the number of B-pictures results in decreased compression performance. In Fig. 6 we can see that for the typical images with moderate details (ρ = 0.95 ; w = 0.5 ; ∆ r = 0.5 and ρ s = 0.93 ), the coding gain is a little bit more than 8 dB for the best case M = 2 , and is generally smaller in comparison with the highly correlated sequences. Figure 7 represents the AR(1) process, when ρ = 0.95 ; w = 1 ; ∆ r = 0.5 and ρ s = 0.93 . The difference between M = 2 and M = 1 is ∼ 0.5 dB, while the gain between the best (M = 2 ) and the worst case (M = 5 ) is greater than for all other values of the weighting factor, and takes value of about 6 dB.
CONCLUSION
Adequate insertion of B-pictures brings SNR gains. Use of a single B-picture between the I and P-frames yields the best SNR gain. Increasing the number of Bpictures results in decreased compression performance. For the typical images with moderate details, the coding gain is smaller in comparison with the highly correlated sequences. The coding gain increases when the number of pictures in a GOP increases, but the saturation is obtained still with 20 pictures in a group.
