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ABSTRACT
In this paper, we introduce the QKeras library, an extension of the
Keras library allowing for the creation of heterogeneously quan-
tized versions of deep neural network models, through drop-in
replacement of Keras layers. These models are trained quantization-
aware, where the user can trade off model area or energy consump-
tion by accuracy. We demonstrate how the reduction of numerical
precision, through quantization-aware training, significantly re-
duces resource consumption while retaining high accuracy when
implemented on FPGA hardware. Together with the hls4ml library,
this allows for a fully automated deployment of quantized Keras
models on chip, crucial for ultra low-latency inference. As a bench-
mark problem, we consider a classification task for the triggering
of events in proton-proton collisions at the CERN Large Hadron
Collider, where a latency of O(1) µs is required.
1 INTRODUCTION
With edge computing, real-time inference of deep neural networks
on custom hardware has become increasingly relevant. Smartphone
companies are incorporating AI chips in their design for on-device
inference to improve user experience and tighten data security, and
the autonomous vehicle industry is turning to application-specific
integrated circuits (ASICs) to keep latency low.
While the typical acceptable latency for real-time inference in
autonomous vehicles is of O(1)ms, other applications require micro
or sub-microsecond inference. High-frequency trading machine
learning algorithms are running on field-programmable gate arrays
(FPGAs) to make decisions within nanoseconds [Leber et al. 2011].
The Large Hadron Collider at CERN, whose use-case is studied in
this paper, needs to process hundreds of terabytes of data per second
from proton-proton collisions occurring every 25 nanoseconds.
The extremely large data rate is reduced by a real-time event filter
processing system – the ‘trigger’ – which decides whether each
discrete collision event is kept for further analysis or discarded.
Data is buffered close to the detector while the processing occurs,
with a maximum latency of O(1) µs to make the trigger decision.
Hardware used for real-time inference usually has limited compu-
tational capacity due to size constraints, and incorporating resource-
intensive models without a loss in performance poses a challenge.
One efficient way to reduce a models size, is through post-training
quantization, where pre-trained model parameters are translated
into equivalent lower precision parameters. However, this process
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is, by definition, lossy and sacrifices model performance. There-
fore, solutions to do quantization-aware training have been sug-
gested [Courbariaux et al. 2015; Li and Liu 2016; Moons et al. 2017].
In these, the same type of quantization is applied everywhere. More
recently [Dong et al. 2019; Wang et al. 2018], the authors argue that
some layers may be more accommodating for aggressive quantiza-
tion, whereas other layers may require more expensive arithmetic,
suggesting that per-layer heterogeneous quantization is the optimal
way to achieve higher accuracy at low resource cost.
In this paper, we present an end-to-end flow for generating ultra
low-latency inference IPs based on heterogeneous quantization
using QKeras [Coelho 2019] and hls4ml [Duarte et al. 2018].
2 QKERAS LIBRARY
QKeras is a library written on top of Keras [Chollet et al. 2015] to
enable independent quantization of trainable parameters of layers
and intermediate tensors. It provides a rich set of quantizers to
choose from, enabling mantissa quantization, exponent quantiza-
tion, binary and ternary quantizers.
x = x_ in = Inpu t ( ( 2 8 , 2 8 , 1 ) )
x = Conv2D ( 3 2 , ( 2 , 2 ) , s t r i d e s = ( 2 , 2 ) ) ( x )
x = A c t i v a t i o n ( " r e l u " ) ( x )
x = Conv2D ( 6 4 , ( 3 , 3 ) , s t r i d e s = ( 2 , 2 ) ) ( x )
x = A c t i v a t i o n ( " r e l u " ) ( x )
x = Conv2D ( 6 4 , ( 2 , 2 ) , s t r i d e s = ( 2 , 2 ) ) ( x )
x = A c t i v a t i o n ( " r e l u " ) ( x )
x = F l a t t e n ( ) ( x )
x = Dense ( 1 0 ) ( x )
x = A c t i v a t i o n ( " so f tmax " ) ( x )
Figure 1: A machine learning Keras model example
Layers in Keras can be classified as data manipulation layers and
data transport layers. Data manipulation layers perform some form
of computation that may change the data input type, while data
transport layers perform some form of change of data ordering,
without modifying the data itself.
Some data manipulation layers perform data type changes, such
as Dense or Activation layers, while other data manipulation lay-
ers, such as MaxPooling2D or GlobalMaxPooling2D, do not change
the data input type. In floating point arithmetic, we usually do not
have to worry about input and output data types, but when quan-
tizing the network, we need to consider if inputs and outputs are
properly tagged with quantizers.
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The main idea in QKeras is that, while one needs to specify
quantizers for inputs, trainable parameters and outputs of the data
manipulation layers that change data types, there is no need to
change data transport layers during quantization. Usually, if the
layer performs an arithmetic operation such as addition or multi-
plication, one needs to quantize the output of the layer.
In QKeras, quantizers and non-linear activations are used in-
terchangeably, as quantization performs some form of non-linear
operation on the inputs, although the quantization operation is not
differentiable. For example, take the sign operation. The derivative
∂sign/∂x is 0 everywhere, except when x = 0 where it goes to∞.
Suppose you specify the machine learning model in Figure 1. In
this example, Conv2D, Dense and Activation are data manipula-
tion layers, as they change the input data types. On the other hand,
Flatten performs only data transport but no data type change, and
therefore does not need to be quantized.
x = x_ in = Inpu t ( ( 2 8 , 2 8 , 1 ) , name= " i npu t " )
x = QConv2D ( 3 2 , ( 2 , 2 ) , s t r i d e s = ( 2 , 2 ) ,
k e r n e l _ q u a n t i z e r = q u a n t i z e d _ b i t s ( 4 , 0 , 1 ) ,
b i a s _ q u a n t i z e r = q u a n t i z e d _ b i t s ( 4 , 0 , 1 ) ) ( x )
x = QAc t i v a t i on ( " q u a n t i z e d _ r e l u ( 4 , 0 ) " ) ( x )
x = QConv2D ( 6 4 , ( 3 , 3 ) , s t r i d e s = ( 2 , 2 ) ,
k e r n e l _ q u a n t i z e r = q u a n t i z e d _ b i t s ( 4 , 0 , 1 ) ,
b i a s _ q u a n t i z e r = q u a n t i z e d _ b i t s ( 4 , 0 , 1 ) ) ( x )
x = QAc t i v a t i on ( " q u a n t i z e d _ r e l u ( 4 , 0 ) " , ) ( x )
x = QConv2D ( 6 4 , ( 2 , 2 ) , s t r i d e s = ( 2 , 2 ) ,
k e r n e l _ q u a n t i z e r = q u a n t i z e d _ b i t s ( 4 , 0 , 1 ) ,
b i a s _ q u a n t i z e r = q u a n t i z e d _ b i t s ( 4 , 0 , 1 ) ) ( x )
x = QAc t i v a t i on ( " q u a n t i z e d _ r e l u ( 4 , 0 ) " ) ( x )
x = F l a t t e n ( ) ( x )
x = QDense ( 1 0 ,
k e r n e l _ q u a n t i z e r = q u a n t i z e d _ b i t s ( 4 , 0 , 1 ) ,
b i a s _ q u a n t i z e r = q u a n t i z e d _ b i t s ( 4 , 0 , 1 ) ) ( x )
x = A c t i v a t i o n ( " so f tmax " ) ( x )
Figure 2: Quantized machine learning model example
An example of a quantized network is given in Figure 2. In this ex-
ample, note that we first replaced Conv2D, Dense and Activation
by QConv2D, QDense and QActivation, respectively. The reader
should also notice that we did not replace the last activation layer,
as, in inference, this layer is usually replaced by an argmax opera-
tion, that returns the index corresponding to the class (in case
of a classification problem) for the element that has the high-
est value. QConv2D and QDense accept two additional parameters,
kernel_quantizer and bias_quantizer, that specify which quan-
tizer function should be applied to the weights and bias, respectively.
The layer QActivation now accepts a quantizer function. In the
next sub-section, the quantizer parameters will be explained.
2.1 Quantization
We are attempting to quantize the floating point number (−1)s2em
[Muller et al. 2018], where (s, e,m) is the sign bit, exponent and sig-
nificand, respectively. In this paper, we will not address aspects of
efficient floating point number representation, such as ‘hidden one’
or an offset for the exponent, but rather the actual representation
of the number system. We assume the floating point representation
has both precision (number of mantissa bits) and dynamic range
(number of exponent bits) to accommodate the training and infer-
ence tasks. During quantization, we reduce the dynamic range (in
case of mantissa quantization), the precision (in case of exponent
quantization), or both precision and dynamic range in case of binary
or ternary quantization.
Table 1 lists the quantizers available in QKeras, and the behavior
of these are discussed in the remainder of this subsection. The reader
should be aware that several of the quantizer function parameters
behave in the same way and will therefore only be explained once.
In its simplest form, quantized_bits performs mantissa quan-
tization, i.e. given an input x , it performs the operation
2integer−bits+1clip(round(x∗2bits−integer−1),−2bits−1,2bits−1−1),
where bits is the number of bits to represent the number and
integer is the number of integer bits to the left of the decimal
point. In addition, if symmetric is true, a trainable parameter is
ensured to have the same maximum and minimum representations
during the clipping operation. If keep_negative is true (default),
we do not clip negative numbers. If use_stochastic_rounding is
true, we use stochastic rounding when performing the rounding
operation during quantization. It has been shown [Gupta et al.
2015], that training deep neural networks with limited precision
number system can have higher accuracy if one uses stochastic
rounding instead of regular rounding operations.
Finally, alpha deserves a special treatment here. This parameter
is set to None by default, which is later converted to 1.0, meaning no
scale. If set to a numeric value, alpha is used as a scaling factor along
with 2bits−integer−1, providing a fixed scaling factor. If alpha is
set to "auto", we compute scale =
∑
q(x)x/∑q(x)q(x) [Rastegari
et al. 2016] for the quantization function q, with a different value for
each output channel or output dimension of tensor x . This provides
a learned scaling factor that can be used during training. If alpha is
set to "auto_po2", we enforce the scaling factor to be a power-of-2
number, i.e.
2round(log2(scale)).
When alpha is set to "auto" or "auto_po2", it can be seen
as a way to compensate for the amplification factor of a non-
quantized neural network model w.r.t. a quantized one, so that
we do not drop too much information when we perform quantiza-
tion with few bits. This amplification effect can be seen by invoking
quantized_model_debug from the QKeras utils package and by
looking at the tensor outputs after a convolutional or dense layer.
In [Rastegari et al. 2016], authors use the scaling factor for activa-
tions and weights. In [Courbariaux et al. 2015], authors computed a
power-of-2 gamma and standard deviation, and gamma/√variance
was used as a power-of-2 scaling factor. alpha can considered as
a way to compute a shared exponent when using in weights [Das
et al. 2018], as we compute one scale per output channel. In QKeras,
alpha can be seen as a way to factor in these behaviors, although
users can use a quantized batch normalization, an exponent quan-
tization, or a combination of both of them, to achieve the same
goal.
In the quantizer bernoulli, we compute p = sigmoid(x) as the
probability measure that x is 1, and a random sample z ∼ U [0, 1],
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Table 1: Quantizers
Quantizer
quantized_bits(bits, integer, symmetric, keep_negative, alpha, use_stochastic_rouding)
bernoulli(alpha, temperature, use_real_sigmoid)
binary(use_01, alpha, use_stochastic_rounding)
stochastic_binary(alpha, temperature, use_real_sigmoid)
ternary(alpha, threshold, use_stochastic_rounding)
stochastic_ternary(alpha, threshold, temperature, use_real_sigmoid)
quantized_relu(bits, integer, use_sigmoid, use_stochastic_rounding)
quantized_tanh(bits, integer, symmetric, use_stochastic_rounding)
quantized_po2(bits, max_value, use_stochastic_rounding, quadratic_approximation)
quantized_relu_po2(bits, max_value, use_stochastic_rounding, quadratic_approximation)
where U [0, 1] is the uniform distribution between 0 and 1. As
p ∈ [0, 1] and z ∈ [0, 1], p − z ∈ [−1, 1]. The resulting quantizer is
computed as (1 + sign(p − z))/2, which generates 1 with proba-
bility p and 0 with probability 1 − p [Courbariaux et al. 2015], as-
suming sign(x) can only generate −1,+1 1. The parameter alpha
defines the scaling as described before, temperature defines the
steepness of the sigmoid function, as sigmoid is computed as
sigmoid(temperature ∗ x/σ (x)), and we divide x by the standard
deviation of x , the reason being to compensate for the variance
shift during training of the parameters. Finally, the parameter
use_real_sigmoid uses a real sigmoid or a hard sigmoid func-
tion. The noise introduced by z can be seen as a regularizer to the
weights or to the input, as presented in Hinton’s Coursera Lecture
9c [Hinton 2012].
The binary quantizer generates either a -1, or +1, similarly to
applying the sign(x) operator on x , with the caveat described in
the previous paragraph. If the parameter use_01 is True, binary
will return 0 or 1. Note that if alpha is set to something different
than 1 or None, the binary quantizer will generate either −scale
or scale.
The stochastic_binary quantizer behaves in a similar way to
the bernoulli quantizer, except that it returns either -1 or +1, or a
scaled version of them.
A simplified implementation of stochastic_binary is given in
Figure 3. It is worth noting that the scaling factor in
stochastic_binary has better stability when computed over the
non-probabilistic version of the quantizer. The reader should note
that the expression
∑
q(x)x/∑q(x)q(x) for a binary quantizer is
equivalent to
∑
abs(x)/n, where n is the number of elements of x .
In its simplest form, the quantizer ternary follows the imple-
mentations suggested by [Hwang and Sung 2014; Li and Liu 2016].
Ternary quantizer has an advantage over a binary quantizer as
it includes the 0 representation. When used as the quantizer for
weights of Dense and Conv2D layers, it can provide a way for the
weights to be trained to be independent on the input. In addition, in
implementations that support sparsity, it can be as efficient as a bi-
nary quantizer, by effectively doing pruning through quantization if
the sparsity level is > 50%. The parameter threshold specifies the
limit under which the input will be considered to be 0. By default,
1typically sign(x ) can be 0 too, if x = 0. We make sure this case does not occur by
assigning -1, +1, or a random choice between -1 and +1.
def s t o c h a s t i c _ b i n a r y ( x ) :
p = s igmoid ( t empe ra tu r e ∗ x / x . s t d ( ) )
QS = 2 . 0 ∗ ( p − U[ 0 , 1 ] >= 0 ) − 1 . 0
QH = 2 . 0 ∗ ( x >= 0 ) − 1 . 0
# s c a l e = mean ( abs ( x ) )
s c a l e = sum ( do t (QH, x ) ) / sum ( do t (QH,QH) )
return s c a l e ∗ QS
Figure 3: Implementation of Stochastic Binary
this parameter is set to None, and it is set to max(|x |)/3 if alpha is
a numeric parameter. If alpha is set to "auto" or "auto_po2", the
threshold and the scale are determined automatically. In [Hwang
and Sung 2014; Li and Liu 2016], it is suggested that if x is dis-
tributed uniformly, we can compute the scale and threshold in one
step, but in general, it may require several passes, where the thresh-
old is computed first, then the scale computed depending on the
threshold, and then this algorithm is iterated for a fixed number of
steps or until it converges. An implementation of ternary is given
in Figure 4.
def t e r n a r y ( x ) :
u n r o l l i n g = 5
s c a l e = 2 . ∗ max ( abs ( x ) ) / 3 .
for _ in range ( u n r o l l i n g ) :
T = s c a l e / 2 .
Q = s i gn ( x ) ∗ ( abs ( x ) >= T )
s c a l e = sum ( do t (Q , x ) ) / sum ( do t (Q ,Q ) )
return s c a l e ∗ Q
Figure 4: Implementation of Ternary
The quantizer stochastic_ternary changes ternary in a simi-
lar way that stochastic binary changes the binary quantizer. It adds
regularization to the weights or input tensors, except that we need
to consider two probabilistic transitions (around −threshold and
threshold) in the ternary behavior instead of just one as in the
case of binary (around 0). In a similar way to stochastic_binary,
the scaling factor is computed without probabilistic behavior.
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Figure 5: Difference between stochastic rounding and sto-
chastic quantizer in (a) binary and (b) ternary quantizers
The curious reader may be asking what the difference between a
stochastic layer and a stochastic rounding of a layer is. In order
to demonstrate this, we sampled x ∼ N(0.0,σ = 0.02), a normal
distribution with 0 mean and 0.02 of standard deviation. The quan-
tizer is run 1,000 times and q(x) is plotted against x in Figure 5. The
stochastic layer performs a smoother rounding curve than stochas-
tic rounding, but with the advantage of added regularization, as
mentioned by [Hinton 2012].
The quantizers quantized_relu and quantized_tanh performs
a quantized versions of "relu" and "tanh". The reader should note
that although "tanh" is a bounded function between [−1, 1], "relu"
has no upper limit, and sometimes it is replaced by "relu6", which
bounds the upper limit to 6 [Howard et al. 2017]. This form of "relu"
is preferred as it is similar to quantized_relu(bits,2,...) or
quantized_relu(bits,3,...), that specifies a limit of the relu
operation to 4 or 8, respectively.
Finally, the quantizers quantized_po2 and quantized_relu_po2
perform exponent quantization, i.e. given an input represented as
(−1)s2em, it quantizes the number as
(−1)s 2quantized_bits(e+round(m)),
as defined in [Kwan and Tang 1993]. The main advantage of this
quantizer is that it provides a representation that is very efficient
for multiplication, as multiplication of two power-of-2 numbers is
achieved by performing the addition of the exponents. The main
disadvantage of this representation is that it does not have a repre-
sentation of 0. The parameter max_value is a positive power-of-2
maximum value, and the parameter quadratic_approximation
ensures the number is a power-of-4, which is used when we want
to make sure that the square root of the number is a power-of-2,
used for example to quantize the variance is batch normalization.
2.2 Variance Shift in Deep Quantizers
One of the main issues one must address when quantizing the
tensors and trainable parameters with very few bits is that, although
the mean of the quantized number may not vary too much during
training, the variance may vary a lot from the initialization until
the network is fully trained.
Let us consider popular parameter initialization methods, such as
"he_normal", "he_uniform", "glorot_normal", and "glorot_uniform"
that perform variance scaling. Thesemethods initially sampleweights
with 0mean and standard deviation proportional to 1/√fanin [Chol-
let et al. 2015].
When operating with a number system with enough precision
to handle 1/√fanin, we do not experience any problems. However,
let’s consider a quantized operation that will turn the absolute value
of everything below ∆ to zero. If ∆ > 1/√fanin, during the initial
steps of the training, all of the output tensors will become zero, and
we may not be able to train the network.
For example, in a VGG network [Simonyan and Zisserman 2015]
whose layer sizes are shown in Figure 6, the fully connected layers
have 4096 elements, and any quantized representation with less
than 6 bits will turn the output of these fully connected layers to
be 0. This can be seen from calculating log2(
√(4096)) = 6, so any
initial uniform distribution with less than 6 bits will be hard to
train, and any normal distribution with less than 6 bits may take
a very long time to train. Please note that although we used VGG
in this example, any large deep neural network will exhibit this
behavior.
During quantization, QKeras is implemented to use the straight-
through estimator (STE) [Courbariaux et al. 2015], where we per-
form the forward pass of the training applying the quantization
functions, but assuming the quantization is the identity function in
the backward pass, as the quantization function is not differentiable.
Assume for layer i , the weightswi are quantized by quantizer(wi ).
When the gradient is computed, the quantized weights will appear
as a result of the chain rule computation, as depicted in Figure 7.
If we consider that the initialization of wi is done in such a way
that the absolute value of all weights are below ∆, the gradient will
vanish in all layers that transitively generates the inputs to layer i .
One of the ways QKeras solve this problem is to recommend
users to set alpha to "auto" or "auto_po2". Internally, when user
does not perform auto-scaling, QKeras attempts to re-scale the
initialized weights appropriately.
2.3 Layers
As mentioned before, QKeras implements layers that require train-
able parameters and activation layers, i.e. QDense, QConv2D,
QDepthwiseConv2D, QActivation and QBatchNormalization.
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Figure 6: Sizes of layers in VGG network [Simonyan and Zis-
serman 2015]
Figure 7: Variance shift and the effect of initialization in gra-
dient descent
QSeparableConv2D is based on the SeparableConv2D from Mo-
bileNet [Howard et al. 2017], where the depth-wise and the point-
wise convolutions are separated by a batch normalization and acti-
vation layer, respectively, and QAveragePooling2D is
AveragePooling2D followed by a QActivation layer.
These layers are implemented by instantiating the original Keras
layers, and performing quantization on the trainable parameters
before invoking the corresponding Keras layers.
Batch normalization [Ioffe and Szegedy 2015] is usually fused
with the previous convolution or dense layer if there are no non-
linear operation between them. This cannot be implemented in
limited precision environments. In QKeras, we ensure that gamma
and variance are quantized using power-of-2 and power-of-4, re-
spectively in a way similarly to what was suggested by [Cour-
bariaux et al. 2015], so that the expression gamma/√variance can
be performed by shift registers only. Because batch normalization
is performed per channel, this creates a shared exponent for the
output channels of the previous layer. This can be seen as an effi-
cient implementation of a fused batch normalization that can still be
achieved by fusing the shift operation with the following non-linear
activation without performing multiplication when performing low
bit quantization.
Asmentioned previously, setting alpha to "auto" or "auto_po2"
enables the creation of a scaling factor per output channel in the
same way as batch normalization performs scaling. We have seen
that setting either alpha, or using batch normalization, both of
which scale activations, can enable better training. In some cases,
the use of both consecutively has resulted in better stability of
training in deep quantized networks. It is worth noting that if the
weights are quantized using power-of-2, i.e. quantized_po2, a sim-
ilar effect can be achieved as the weights will be represented as
(−1)s2e , for some sign s and exponent e , the difference being that
we will not have one exponent per channel, as in the previous cases,
but one exponent per weight.
3 QUANTIZED MODEL ON FPGA
HARDWAREWITH HLS4ML
3.1 Real-time triggering at LHC
At the CERN Large Hadron Collider, protons collide at a frequency
of 40 MHz. These collisions are detected by one of the four particle
experiments located at different points along the LHC ring and
recorded for further analysis. The size of each event is on aver-
age around one megabyte, resulting in a required bandwidth of
∼ 40 Tb/s. Due do the extreme data rate, these events can not all be
read out and stored. Rather, in the case of the CMS experiment [Cha-
trchyan et al. 2008], a two-level trigger system is used in order to
reduce the event rate. The first, Level-1, must process each event at
the full 40 MHz event rate and is, by necessity, completely hardware
based. It consists of ASICs and FPGAs mounted on custom cards,
connected through high-speed optical links. The built-in buffering
system allows each event to be buffered for ∼ 4 µs before making a
decision to keep or reject the event, reducing the event rate from
40 MHz to 100 kHz and keeping only the most interesting events,
which are then passed on to the next software-based trigger level,
the High Level Trigger. High accuracy at Level-1 is crucial, as any
event which is not triggered is lost.
3.2 The hls4ml library
In order to minimize the latency and maximize the precision of
tasks that can be performed at Level-1, machine learning solutions
are being explored as fast approximations of the algorithms cur-
rently in use. To simplify the implementation of these, a general
library for converting pre-trained machine learning models into
FPGA firmware has been developed, hls4ml [Duarte et al. 2018].
The package comprises a library of optimized C++ code for common
network layers, which can be synthesized through a high-level syn-
thesis tool, in this case Xilinx Vivado HLS. The Python conversion
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Figure 8: Model architecture for the models under study. The QKeras optimized (QO) model uses half the number of neurons
per layer compared to the baseline models and three batch normalization layers.
T H E A  K .  Å R R E S T A D
Dense 
(64)/(32*)
Dense 
(32)/(16*)
ReLU SoftmaxReLUReLU
Dense 
(5)
Float <16, 6> <16, 6> <16, 6> <16, 6> <16, 6> <16, 6> <16, 6> <16, 6>
4-bit <4, 0> <4, 0> <4, 0> <4, 0> <4, 0> <4, 0> <4, 0> <32, 16>
8-bit <8, 0> <8, 0> <8, 0> <8, 0> <8, 0> <8, 0> <8, 0> <32, 16>
Optimized <4, 0> <4, 2> Ternary <3, 1> <2, 1> <4, 2> w: Stoc. Bin. 
b:       <8, 3>
<32, 16>
Input 
(16)
B.N* B.N* B.N* 
* Only for  QKeras optimized model
ReLU ReLU ReLU Softmax Dense 
(32)/(16*)
Table 2: Per-layer quantization for the heterogeneously quantized models.
Model Precision
Dense ReLU Dense ReLU Dense ReLU Dense Softmax
Baseline (pruned) <14, 6> <14, 6> <14, 6> <14, 6> <14, 6> <14, 6> <14, 6> <14, 6>
Baseline heterogeneous w:<8, 3> b:<4,2> <13, 7> <7, 2> <10, 5> <5, 2> <8, 4> w:<7, 3> b:<4,1> <16, 6>
QKeras optimized <4, 0> <4, 2> Ternary <3, 1> <2, 1>. <4, 2> w: Stoc. Bin. b: <8, 3> <16, 6>
process maps the user provided neural network model onto this
library, with easy to use handles to tune performance. Paralleliza-
tion can be tuned with the "reuse factor" parameter, trading-off
resources and latency. The precision used to represent weights,
biases, activations, and so on are also configurable.
Although other libraries for the translation of ML models to
FPGA firmware exist, hls4ml targets extreme low-latency infer-
ence in order to stay within the strict constraints ofO(1 )µs imposed
by the CMS trigger system. The hls4ml library has been designed
to support the most popular open-source machine learning libraries,
including TensorFlow [Abadi et al. 2015] and Keras [Chollet et al.
2015]. Recently, support for binary and ternary precision deep neu-
ral networks [Ngadiuba et al. 2020] has been included in hls4ml. In
this paper, we introduce full support for QKeras, greatly simplifying
the deployment of high-performing, ultra low-latency quantized
neural networks on FPGA firmware.
3.3 QKeras support in hls4ml
When converting a QKeras model to an HLS project, the model
quantization configuration is passed to hls4ml and enforced on
the FPGA firmware. This ensures that the use of specific, arbitrary
precision in the QKeras model is maintained during inference. For
example, when using a quantizer with a given "alpha" parameter
(i.e., scaled weights), hls4ml inserts an operation to re-scale the
layer output. For binary and ternary weights and activations, the
same strategies as in [Ngadiuba et al. 2020] are used. With binary
layers, the arithmetical value of "-1" is encoded as "0", allowing the
product to be expressed as an XNOR operation.
3.4 Dataset and models
A crucial task performed on the Level-1 trigger system that could
be greatly improved by a machine learning algorithm, both in terms
of latency and accuracy, is the identification and classification of
particles coming from each proton-proton collision. In Ref. [Moreno
et al. 2019; Pierini et al. 2020], a dataset for the discrimination of
jets stemming from the decay and/or hadronization of five different
particles was presented. It consists of quark (q), gluon (g), W boson,
Z boson, and top (t) jets, each represented by 16 physics-motivated
high-level features. In [Duarte et al. 2018], this dataset was used
to train a deep neural network for deployment on a Xilinx FPGA.
This model was compressed through post-training quantization
in order to further reduce the FPGA resource consumption and
provides a direct measure of the benefits of quantization-aware
training with heterogeneous quantization, provided by QKeras,
over post-training quantization.
Adopting the same architecture as in [Duarte et al. 2018], we use
a fully-connected neural network consisting of three hidden layers
(64, 32, and 32 nodes, respectively) with ReLU activation functions,
shown in Figure 8. The output layer has five nodes, yielding a prob-
ability for each of the five classes through a Softmax activation
function. As in [Duarte et al. 2018], the weights of this network
are homogeneously quantized post-training to a precision yield-
ing the best compromise between accuracy, latency, and resource
consumption, found to be a bit width of 14 with 6 integer bits. We
refer to this configuration as the "baseline model (B)". We then train
two versions of the baseline: A full model, as defined above, and
a pruned model, hereby referred to as "baseline pruned (BP)". The
latter has 70 % of its weights set to zero through an iterative process
where small weights are removed, following [Duarte et al. 2018].
This reduces the model size and resource consumption significantly,
as all zero-multiplications are excluded during the firmware im-
plementation. Finally, we create one heterogeneously quantized
version of the baseline pruned, where each layer is quantized in-
dependently post-training to yield the highest accuracy possible
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Figure 9: Relative accuracy (left) and resource utilization (right) as a function of bit width. The right-hand panel shows themet-
rics for the benchmarkmodels: "Baseline" (B), "Baseline Pruned" (BP), "Baseline Heterogeneous" (BH), "QKeras Optimized" (O).
The relative accuracy is evaluated with respect to the floating-point baseline model. Resources are expressed as a percentage
of the Xilinx VU9P FPGA targeted.
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Table 3: Model accuracy, latency and resource utilization for six different models. Resources are listed as percentage of total,
with absolute numbers quoted in parenthesis.
Model Accuracy [%] Latency [ns] Latency [clock cycles] DSP [%] LUT [%] FF [%]
Baseline 74.4 45 9 56.0 (1826) 5.2 (48321) 0.8 (20132)
Baseline pruned 74.8 70 14 7.7 (526) 1.5 (17577) 0.4 (10548)
Baseline heterogeneous 73.2 70 14 1.3 (88) 1.3 (15802) 0.3 (8108)
QKeras 6-bit 74.8 55 11 1.8 (124) 3.4 (39782) 0.3 (8128)
QKeras Optimized 72.3 55 11 1.0 (66) 0.8 (9149) 0.1 (1781)
at lowest resource cost. This model is referred to as the ‘baseline
heterogeneous (BH)’ model.
We then train several models using quantization-aware training
with QKeras based on the baseline model architecture. The first,
referred to as "QKeras optimized (QO)", is heterogeneously quan-
tized to a per-layer precision maximizing model accuracy while
minimizing area. It uses a reduced number of neurons per layer: 32,
16 and 16 instead of the original 64, 32 and 32. Additionally, three
layers of full-precision batch normalization is added.
A summary of the per-layer quantizations for the baseline (and
baseline pruned) and optimized model is given in Table 2. Finally,
we train a range of homogeneously quantized QKeras models in
order to quantify the impact of a given bit width on resources and
accuracy.
3.5 Performance
Each model is trained using QKeras version 0.7.4, translated into
firmware using hls4ml version 0.2.1, and then synthesized with
Vivado HLS (2019.2), targeting a Xilinx Virtex Ultrascale 9+ FPGA
with a clock frequency of 200 MHz. We compare the resource con-
sumption and latency on chip for each model, to the model accuracy.
The resources at disposal on the FPGA are digital signal processors
(DSPs), lookup tables (LUTs), memory (BRAM) and flip-flops (FF).
The BRAM is only used as a LUT read-only memory for calculating
the final Softmax function and is the same for all models, namely
1.5 units corresponding to a total of 54 Kb. The estimated resource
consumption and latency from logic-synthesis, together with the
model accuracy, are listed in Table 3. A fully parallel implemen-
tation is used, with an "initiation interval" of 1 clock cycle in all
cases. Resource utilization is quoted in percentage of total available
resources, with absolute numbers quoted in parenthesis.
The most resource efficient model is the QKeras optimized (QO)
model, reducing the DSP usage by ∼ 98%, LUT usage by ∼ 80%,
and the FFs by ∼ 90%. The drop in accuracy is less than 3% despite
using half the number of neurons per layer and an overall lower
precision. The extreme reduction of DSP utilization is especially
interesting as, on the FPGA, DSPs are scarce and usually become
the critical resource for ML applications. DSPs are used for all
multiply-add operations, however, if the precision of the incoming
numbers are much lower than the DSP precision (which, in this
case, is 18 bits) multiply-add operations are moved to LUTs. This
is an advantage, as a representative FPGA for the LHC trigger
system has O(1000) DSPs compared to O(1) million LUTs. If the
bulk of multiplication operations is moved to LUTs, this allows for
deeper and more complex models to be implemented. In our case,
the critical resource reduces from 56% of DSPs for the baseline to
Coelho Jr., et al.
3.4% of LUTs for the 6-bit QKeras trained model with the same
accuracy. The latency of all models are O(10) ns and the observed
spread in estimated clock cycles is most likely due to how abstract
specifications are translated into logic gates in Vivado HLS.
We then compare the accuracy and resource consumption of a
range of homogeneously quantized QKeras models, scanning bit
widths from three to sixteen. In the left plot in Figure 9 the accu-
racy relative to the baseline model evaluated with floating point
precision is shown as a function of bit width. This is shown for the
accuracy as evaluated offline using TensorFlow QKeras (green line)
and the accuracy as evaluated on the FPGA (orange line). We com-
pare this to the performance achievable using the baseline model
and post-training quantization (purple dashed line). The markers
represent the accuracy of the baseline (B), baseline pruned (BP),
baseline heterogeneous (BH) and QKeras optimized (QO) model
(again emphasizing that the QO model uses half as many neurons
per layer as the baseline Keras model). Models trained with QKeras
achieve performance very close to the baseline using as few as 6-bits
for all weights, biases, and activations. Accuracy degrades slightly
down to 98% of the baseline accuracy at 3-bits of precision. Post-
training homogeneous quantization of the baseline model shows a
much more significant accuracy loss, with accuracy rapidly falling
away below 14-bits. The model resource utilization as a function of
bit width for homogeneously quantized QKeras models is shown in
the right plot in Figure 9. The switch from DSPs to LUTs mentioned
above is clearly visible: below a bit width of around 10, multiply-
accumulate operations are moved from the DSPs to the LUTs and
the critical resource consumption is significantly reduced. For in-
stance, in this case, using a model quantized to 6-bit precision will
maintain the same accuracy while reducing the resource consump-
tion by ∼ 70%. The markers show the resource consumption of the
heterogeneously quantized models. The only model comparable in
accuracy and resource consumption to that of the QKeras optimized
model, is the baseline heterogeneous. However, in contrast to the
QKeras model, this model has been pruned to a weight sparsity
of 70% and we expect that pruning of the QKeras model would
further reduce the resource consumption while maintaining similar
accuracy.
4 CONCLUSIONS
We have introduced a fully automated design flow for training
and deploying ultra low-resource, low-latency heterogeneously
quantized deep neural networks on chip with QKeras and hls4ml.
Through simple replacement of Keras layers, QKeras has allowed
for the creation of models with heterogeneous per-layer precision,
trained quantization-aware. These quantized models have then
been transformed into FPGA firmware using hls4ml, and we have
demonstrated how on-chip resource consumption can be reduced by
up to 98% (or 50×) without much loss in model accuracy, while per-
forming inference within O(10) ns. Together, QKeras and hls4ml
have given users the flexibility to easily optimize models based on
latency, resource consumption or accuracy, making them optimal
tools for inference on the edge.
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