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Abstract
Time perception is the phenomenological experience of time by an individual. In this paper, we
study how to replicate neural mechanisms involved in time perception, allowing robots to take a step
towards temporal cognition. Our framework follows a twofold biologically inspired approach. The
first step consists of estimating the passage of time from sensor measurements, since environmental
stimuli influence the perception of time. Sensor data is modeled as Gaussian processes that rep-
resent the second-order statistics of the natural environment. The estimated elapsed time between
two events is computed from the maximum likelihood estimate of the joint distribution of the data
collected between them. Moreover, exactly how time is encoded in the brain remains unknown, but
there is strong evidence of the involvement of dopaminergic neurons in timing mechanisms. Since
their phasic activity has a similar behavior to the reward prediction error of temporal-difference
learning models, the latter are used to replicate this behavior. The second step of this approach
consists therefore of applying the agent’s estimate of the elapsed time in a reinforcement learning
problem, where a feature representation called Microstimuli is used. We validate our framework
by applying it to an experiment that was originally conducted with mice, and conclude that a robot
using this framework is able to reproduce the timing mechanisms of the animal’s brain.
Keywords: time perception, robotics, reinforcement learning, gaussian processes, microstimuli
1. Introduction
Our understanding of the human brain is still in its genesis. However, recent advances in robotics,
machine learning and artificial inteligence research make it now possible to evaluate neuro-scientific
theories in silico. This consists of the reproduction of neural mechanisms by biologically inspired
algorithms. In this work, we focus on the brain’s timing mechanisms, which are responsible for
time perception (Soares et al., 2016; Gouveˆa et al., 2015; Mauk and Buonomano, 2004). While
the human and animal brain is known to have different areas responsible for temporal cognition,
namely the basal ganglia, cyber-physical agents, such as robots, perform tasks based on algorithms
that consider time as an external entity, such as a clock. The problem we thus study in this paper is:
How can biologically inspired mechanisms of time perception be reproduced in a robot?
This problem has been studied and motivated by works such as Maniadakis and Trahanias (2011).
In this paper, we take a step towards allowing the time representation of algorithms run by robots to
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be individually tailored and dynamically applied on its tasks. This might bring advantages not only
at the level of validating neuro-scientific theories, but also of improving the performance of robots
on time-dependent tasks. We divide this goal in the two following steps.
Firstly, we emulate timing mechanisms algorithmically from environmental information. Suc-
cessfully modelling this information can validate not only the idea that external stimuli influence the
perception of time, but also that time can be estimated from raw information of the agent’s sensors.
Secondly, an agent uses its estimate of the passage of time to perform tasks based on time per-
ception mechanisms. Since the performance of the agent in these tasks will be different from that
of an agent using the linear metric of time given by a clock, we can study whether this biologi-
cally inspired approach is advantageous for their performance on those tasks. For example, for the
area of speech, having a perception of time would enable robots to learn to adapt their pauses in
conversations to the situation and persons involved, as humans do.
The main contributions of this paper are the following:
• Presenting an approach to model environmental data collected from the sensors of a robot.
• Under certain assumptions, showing that a correct time estimate can be obtained from data.
• Successfully applying mechanisms of temporal cognition in reinforcement learning problems.
• Empowering robots with the ability to replicate the actions of animals in time-dependent
tasks.
This paper is organized as follows. Section 2 introduces preliminary background material and
formulates the problem. Section 3 presents related work that serves as a basis for this paper. Section
4 describes the framework used to solve the problem, with the main results being highlighted in
Section 5. Finally, in Section 6, conclusions are taken and future extensions are defined.
2. Preliminaries
In this section we formulate the setup of the problems we are considering in this paper. We define
the passage of time, τ , to be the time difference between two events. It is also denoted as elapsed
time or time interval. Further, a time-dependent task is one where time exerts an important role.
2.1. Problem formulation
To study the reproduction of biologically inspired time perception mechanisms in a robot, we create
a twofold approach to solve the two main problems dealt with in this paper:
Problem 1 A set of observations, O, is collected during a certain interval of lenght τ . Given the
observations, estimate how long the interval was; that is, estimate τ given O.
An agent collects data O = {yt(i)}Mi=1 from the environment, where M is the number of sen-
sors of the agent, and, from each, N observations are uniformly taken throughout the interval
[0, τ ], at time instances t1, . . . , tN . These are represented as the N -dimensional vector yt(i) =
[yt1(i), . . . , ytN (i)]
T .
How the estimate of the interval lenght can be used by the robot leads us to the second problem:
Problem 2 Can a robot correctly perform a time-dependent task based on its estimate of τ?
To approach this problem, throughout this paper we consider the following discrete episodic rein-
forcement learning setup, modeled as a Markov decision process (Krishnamurthy, 2016): at each
timestep t of each episode, the environment is in a certain state st, where s ∈ S . The agent can
perform an action, at ∈ A, in the environment at each timestep, and, based on the value of that
action, it receives a reward rt. Since we are interested in the value of each action done by the agent,
we consider a reinforcement learning setup with action selection using Q-values. The Q-value of a
state-action pair,Q(s, a), is defined as the expected return from starting from state s and performing
action a. Hence, the actions are chosen with the goal of maximizing the expected return.
2.2. Experimental setup
The time-dependent task we consider in this paper to validate our framework is the following: using
the framework described in Section 2.1, a reinforcement learning agent is navigating around an
environment and collecting data, O, from its sensors. During each episode, the agent receives two
stimuli, separated by a certain time interval, and estimates the duration of the interval (Problem 1).
Since the state s of the environment is influenced by the presence of stimuli, the interval duration
estimated by the agent affects it. In other words, at the time that the agent estimates having seen
the second stimulus, the state s is changed to account for its presence. Since the state influences the
agent’s actions a, conclusions can be taken about the agent’s time estimation mechanism (Problem
2) by analysing its sequence of actions.
3. Related work
This section presents the existing related biologically inspired frameworks that serve as a basis for
approaching the two problems posed in Section 2.1, one in each subsection.
3.1. Time estimation from external stimuli (From Sensing to Time)
Studies have shown that the way the passage of time is perceived in the human and animal brain
is influenced by both neural internal mechanisms and innate estimation mechanisms from external
stimuli. For example, Ahrens and Sahani (2011) consider the Bayesian framework to estimate the
elapsed time τ given the data O:
p(τ |O) ∝ p(O|τ)p(τ). (1)
The peak of the posterior distribution p(τ |O) is the Maximum a Posteriori (MAP) and is considered
to be the estimate of elapsed time, since it is the most likely time interval to have passed given the
data. The observationsO, collected from the environment, provide therefore an innate sensor-based
estimate of the passage of time (Eagleman, 2004; Brown, 1995). They can be obtained from multiple
sources of sensor data, such as images from a camera or time-series from a LIDAR.
The question is then how can this data be modelled? One should take into account that environ-
mental information does not change randomly, rather, it shows patterns of high correlation in both
space and time (Dong and Atick, 1995). Furthermore, to avoid handling excessive amounts of data,
the observations are usually treated in a low-dimensional representation. As an example, Ahrens and
Sahani (2011) studied how external stimuli introduce a bias on the perceived time, and considered
the estimate of the elapsed time as a probabilistic expectation of stimulus change in the environment,
that can be inferred from its second-order statistical properties. These are characterized by the mean
µ and correlation between observations (such as points in a natural time-varying image). The latter
is represented by the kernel K and expresses how much the process changes from one timestep to
the next, corresponding to the rhythm of change of the natural environment. They show that the
power spectrum of the observations can be approximated by that of the Ornstein-Uhlenbeck (OU)
function, which is a process of Brownian motion with friction (Uhlenbeck and Ornstein, 1930). If
the statistical properties remain constant in time, the process is stationary and thus the observations
are modelled as stationary Gaussian processes with an OU kernel (Do, 2007; Rasmussen, 2004).
3.2. Temporal-difference learning and time perception (From Time to Action)
Besides estimating time, it is important to replicate the way it is used by the brain in time-dependent
tasks. For long, dopamine neurons have been know to be involved in action selection and reward
prediction mechanisms (Glimcher, 2011). Besides these, they are also believed to be responsible
for interval timing mechanisms, that is, to have the ability to encode the passage of time (Gershman
et al., 2014). This is due to their phasic activity encoding a Reward-Prediction Error (RPE) signal,
which is a biologically inspired signal that reflects the difference between the received and the
expected reward on the basis of previous learning. This signal is present in Temporal-Difference
(TD) learning models, which were introduced by Sutton and Barto (1990) and account for the need
of a learning system that tries to predict the value of future events from the patterns of stimuli
and rewards. In TD learning algorithms with function approximation, each state st introduced in
Section 2 is described by a set of D features, xt(1), . . . , xt(D), that encode an animal’s cognitive
and sensory experiences (e.g., environmental stimuli) at each timestep t. The two most accepted
theories nowadays to represent stimuli, given the need of consistency with what happens in the basal
ganglia, are the Complete Serial Compound (Montague et al., 1996; Sutton and Barto, 1990) and the
Microstimuli (Ludvig et al., 2008). Since the former presents inconsistencies in representing certain
characteristics of the dopamine system (Daw et al., 2006), the latter was proposed as an alternative
representation. This feature representation is, to the best of our knowledge, the most consistent with
basal ganglia mechanisms and is therefore used to solve Problem 2 in the next section.
4. Replicating the perception of time using reinforcement learning
The following sections present the frameworks used to answer the problems posed in Section 2.1,
building upon the previous works mentioned in Section 3.
4.1. From Sensing to Time
To provide the sense of the passage of time to a cyber-physical agent, we adopt the approach of
Ahrens and Sahani (2011) to reformulate Problem 1 as: given observations O, compute the MAP
estimate of (1) to find the τ that corresponds to the perceived elapsed time.
Assumption 1 (Uniform prior) The prior distribution p(τ) is considered to be uniformly distributed
so that the brain is assumed not to have a priori information about the elapsed time. However, in
the future, this prior can be integrated in the agent’s architecture and adapted to the context of the
task.
Under uniform prior, the MAP in (1) coincides with the maximum likelihood estimate (Ljung,
1987), which means that the estimate of the elapsed time is the maximum of p(O|τ). This corre-
sponds to the probability of having observedO = {yi}Mi=1 during the interval τ , and is modelled as a
zero-mean joint Gaussian distribution over theN observations y(0), . . . , y(τ) of allM independent
sensors:
p(yi|τ) = N (yi; 0,Kθ) = 1√
det(2piKθ)
e−
1
2
yiK
−1
θ y
T
i . (2)
This joint distribution has an unknown kernel function denoted by Kθ, which is parametrized by θ.
To solve Problem 1 we first need to extend the work by Ahrens and Sahani (2011) with a parameter
estimation step to obtain the hyperparameters of the model from data: use Bayesian model selection
to find the model’s hyperparameters, θ. For this, we maximize the logarithm of the likelihood in (2)
with respect to θ, which involves computing the respective derivatives:
∂
∂θj
log p(y|θ) = −1
2
tr(φφT −K−1θ )
∂Kθ
∂θj
, where φ = K−1y (3)
Assumption 2 (Model selection) Assume that, as justified in Section 3.1, the data comes from a
Gaussian process with Ornstein-Uhlenbeck covariance.
In this case, the N ×N OU kernel Kθ(τ), where τ is the difference between time indexes, is:
Kλ,σ(τ) = e
−λ|τ | + σ2ψ(τ) (4)
Here, ψ(0) = 1 and ψ(τ) = 0 for τ 6= 0, and θ = [λ, σ] are the hyperparameters of the model.
Hence, Problem 1 is solved by identifying the appropriate values for λ and σ, in such a way that the
properties of the Gaussian process approximate the ones of the data, and with these maximize (2).
The maximum τ is the estimate of the robot of the elapsed time between the two stimuli.
4.2. From Time to Action
The second part of our framework is called From Time to Action, since we design a robot that,
following the RL setup defined in Section 2, can use its estimate of the elapsed time to correctly
perform a sequence of actions (Sutton and Barto, 1998). Correctness entails similarly to the actions
performed by an agent with temporal cognition on the same task. The actions depend on the state
sequence seen by the robot, which is influenced by the internal estimate of time between stimuli.
In the simple case of linear function approximation approaches, the Q-values referred to in
Section 2.1 are defined as a weighted combination of (state and action dependent) features x(s, a):
Q(st, at) = w
Tx(st, at) =
D∑
j=1
wt(j)xt(j), where, in this case, xt(j) = htf
(
ht,
j
m
, β
)
. (5)
The weights wt(1), ..., wt(D) represent the strengths of the corticostriatal synapses and indicate
how important each feature is for each state and action. Since we consider that the features are
represented by the Microstimuli framework, both cues and rewards, with a total of ζ per episode,
deploy their own set of m microstimuli. In total, there are D = mζ microstimuli. Each one is given
by the product of the trace height ht, by basis functions f , according to (5). There, xt(j) is the level
of each existing microstimulus at time t. Knowing how much a microstimulus has decayed due to its
slowly decaying memory trace can be seen as a basis for the elapsed time. If ht decays exponentially
and f are Gaussian basis functions with center ν and width β, then ht = exp{−(1 − ξ)t}, and
f(h, ν, β) = 1√
2pi
exp
{− (h−ν)2
2β2
}
, where ξ is the decay parameter.
The action selection mechanism used is the -greedy, where at = arg max
a
Q(st, a) with proba-
bility 1−t, and it is random otherwise. The TD learning algorithm introduced in Section 3.2 is used
to estimate the Q-values. The eligibility traces, et, are an essential attribute of reward learning that,
when multiplied by the error, expand the influence of the presence of a state through time (Singh
and Sutton, 1996). Furthermore, the error, δt, is the difference between the expected and received
reward rt at each timestep. Being γ the discount rate and η the decay parameter that determines the
plasticity window of recent stimuli, the update equations of these parameters and the weights wt
are:
wt+1(j) = wt(j) + αδtet(j); δt = rt + γmax
a
Q(st+1, a)−Q(st, at); et+1(j) = γηet(j) + xt(j).
(6)
The estimate of the elapsed time, τ , computed in Section 4.1, determines at which timestep a
new set of microstimuli is deployed in the features x(s, a), which influences the Q-value of the
state-action pair and therefore the action a chosen by the agent. The framework is summarized in
Algorithm 1. Hence, Problem 2 is solved by analysing the sequence of actions chosen by the agent
in this TD learning framework. If it replicates the actions taken by a real animal in a time-dependent
task, we claim that we were able to provide temporal cognition to the agent.
Algorithm 1 From sensing to action based on perceived time
1: Initialize Q(s, a) = 0, for all s ∈ S, a ∈ A, and w(1), . . . , w(D) randomly (e.g. w(j) ∈ [0, 1])
2: for each episode do
3: Initialize s0
4: for each timestep t do
5: if first stimulus == 1 then
6: Update xt(1), . . . , xt(D) according to (5)
7: else if has received stimulus 1 but not 2 then
8: Collect data yt(1), . . . , yt(M)
9: else if second stimulus == 2 then
10: Compute the estimate of the elapsed time, τ , by maximizing (2)
11: Update xτ (1), . . . , xτ (D), according to (5)
12: end if
13: Choose at from st according to the Q-values. Take action at, observe rt, st+1
14: δt ← rt + γmaxaQ(st+1, a)−Q(st, at)
15: et+1(j)← γηet(j) + xt(j)
16: wt+1(j)← wt(j) + αδtet(j)
17: st ← st+1
18: end for
19: Until s is terminal
20: end for
5. Case Study and Numerical Results
In this section, we evaluate our complete framework described in Section 4 in a time-dependent
task, with the goal of comparing the behavior of an agent using Algorithm 1 with that of an animal.
5.1. Background
Soares et al. (2016) performed a time-dependent experiment with mice: a mouse can press three
buttons: “Start”, “Short” or “Long”. When it presses the former, two auditory cues, separated by a
certain time interval that can be either short or long, are presented to the animal. Based on how much
time it estimates to have passed between both cues, the animal then presses the button corresponding
to its length (“Short” or “Long”). If the action is correct, the animal is rewarded with water or food.
We replicate this experience in a simulated robot using the following environment: the state
at which the environment is, at each timestep, is one of three: S ={Init, Tone, Interval}, and the
action the agent can perform is one of four: A ={Start, Wait, Short, Long}. After pressing the Start
button, the state of the environment changes to Tone and the number of Interval states between the
next Tone state is randomly chosen. After the second Tone state the agent should choose the action
Short or Long that corresponds to that number. If the correct action is chosen, a positive reward is
given to the agent. The schematic representation of the optimal experiment is shown in Figure 1.
Actions
States Init
Start
Tone Interval Interval
Wait Wait
Tone
Wait...
...
Short/Long
Reward
Figure 1: Desired state transition, obtained when the optimal action (on the top row) is chosen.
5.2. Results and discussion
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Figure 2: Estimated τ for
each interval duration.
In this section we present the main results obtained for the two prob-
lems discussed in this paper.
Result 1 The elapsed time is successfully estimated.
The first result obtained in this work concerns correctly computing
the hyperparameters of the model. This means that following (3)
we can estimate the λ and θ that maximize the likelihood function,
being the estimated values similar to the original ones, as shown
in Appendix A. In this case, yi is considered to be the ith angle of
the simulated robot’s LIDAR, from which data is collected while
the robot does the Wait action between tones. After estimating the
parameters of the collected data, we are able to estimate the elapsed
time τ . Figure 2 shows the estimated τ for different intervals, from
which it can be concluded that our estimate is accurate for this range
of intervals. This shows that Problem 1 is correctly solved accord-
ing to Section 4.1 for this task. It can be further concluded that the
average estimated duration is not affected by the length of the interval to be estimated, but its stan-
dard deviation increases with the interval lenght. This is consistent with what happens with humans,
since the longer the interval, the harder it is for us to estimate it (Sucala et al., 2011).
Result 2 The performance of the agent in the task is similar to that of the mice.
A set of microstimuli x are deployed in the state s of the environment when the agent receives the
first tone, and at the moment it estimates having heard the second. The agent performs the task
in Section 3.2 having these two sets of microstimuli affecting the states of the experiment in each
episode. Its performance is evaluated according to how far it goes in the episode before making a
wrong action, as is shown in Appendix A. It was concluded that after the exploration phase is over,
the agent has learned to perform the correct sequence of actions until receiving the second tone,
and choosing the correct button if the interval was very short or very long. However, it can be seen
in Figure 3 that intervals in the boundary are often misclassified, which is in accordance with the
timing mechanisms of the brain, since for humans and animals these intervals are also harder to
distinguish. Figure 4 shows the corresponding psychometric curves, representing the probability of
an interval being classified as long. The curve in red shows the original results of the paper Soares
et al. (2016) with the mice performing the experiment, which are similar to the ones of the agent, in
blue.
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Figure 3: Intervals incorrectly classified
based on their corresponding duration.
Total = 327, average = 1.65, median = 1.8.
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Figure 4: Psycometric curves corresponding
to the probability of an interval being classi-
fied as Long.
In summary, the main results that show the similarity in the behavior of mice and of the robot
and that allow us to claim that the robot was able to obtain a time perception in this case similar to
the humans and animals are the following:
• Environmental data effects the time estimate, and from the former, we can compute the latter;
• Uncertainty in the estimation of the interval duration increases with the length of the interval;
• The uncertainty in the classification of intervals is on the boundary between short and long;
• The error of the TD learning model behaves similarly to the firing rate of domapine neurons,
decreasing with the reward expectancy. These results are shown in Appendix A.
6. Conclusions
In this paper, we proposed an algorithm for providing temporal cognition to an agent. We exploited
results from Bayesian inference to estimate the passage of time from data, and from TD learning
feature representations to teach the agent to succeed in time-dependent tasks. Due to the choice of
features representing time, we showed that in this context we are able to provide the agent a similar
perception of the passage of time to the one that humans and animals have.
In the future, this framework shall be implemented in a real robot. One interesting direction
could be to map the movement of the robot to the statistical properties of the estimated processes.
This would imply that time can be learnt disregarding whichever type of movement the robot per-
forms. Furthermore, instead of assuming that the covariance function of the processes is Ornstein-
Uhlenbeck, deep learning could be used to analyze the non-parametric distribution of the real data.
Finally, another future direction can be to include in the estimation of the subjective time the influ-
ence that affective states have, for variables such as attention or difficulty of the tasks performed.
Appendix A.
In this section we present supplementary information to the paper, including details of the imple-
mentation and additional results.
A.1. Simulated robot
M is the number of angles of the LIDAR and in our simulation environment M = 365, meaning
that we had environmental measurements from all directions around the robot. However, in (2), of
those 365 usually around only 15 were needed to obtain a good time estimate.
A.2. Microstimuli framework
In our environment described in Section 2.2, in each episode there are two cues (the two tones) and
one reward, which means that ζ = 3. We considered that each of these would deploy a set ofm = 6
microstimuli, which gives D = 3 · 6 = 18. The basis functions had width β = 0.1 and their decay
parameter was ξ = 0.9.
A.3. Temporal-difference learning algorithm
For the action selection mechanism with -greedy, where
at =
{
arg max
a
Q(st, a), with probability 1− t
random action, with probability t
, (7)
the exploration parameter, t, had initial value 0 = 0.3 and decayed according to t = Γt−1, with
decay parameter Γ = 0.9995.
In the algorithm update equation for the weights w, the error δ and the eligibility traces e, the
discount rate was γ = 0.1, the decay was η = 0.95, and α = 0.2.
A.4. Hyperparameters
Table 1 shows an example of the obtained parameters λ and σ of the kernel function Kλ,σ for
different real values, according to (3), for two different interval durations to be estimated.
Table 1: Simulated hyperparameters estimation
Real values λ = 0.65 σ = 0.45 λ = 0.65 σ = 0.2 λ = 0.3 σ = 0.45
20 s 0.66 0.41 0.61 0.26 0.41 0.41
10 s 0.56 0.46 0.71 0.21 0.26 0.46
The results show a similarity between the statistical properties of the original processes and the
estimated ones, from which we can conclude that from an unknown process we should be able to
calculate the values of the hyperparameters that better represent its statistical model.
A.5. Evaluation of the performance of the framework
The choice of the interval duration for the experiment came from a 50% of probability of being
short, and 50% of being long. Within each cathegory, there was a uniform probability of choosing
any of the value.
Table 2 shows the setup of the RL time-dependent task. The value of the intersection between
a row, st, and a column, at, indicates the state st+1 for which the agent goes in the next timestep.
The value N means that the agent gets a negative reward, and Y a positive one, and in both cases
the experiment ends. In all the others cases the reward is neutral, rt = 0.
The performance of the agent in each episode is evaluated according to how close it got to one
of the steps in Table 3, indicating how well the agent performed in that episode.
Table 2: Setup of the time-dependent task
Action
Start Wait Short Long
St
at
e 0) Init 1) 0) N N
1) Sound N 1) or 2) N or Y N or Y
2) Interval N 1) or 2) N N
Table 3: The number of points indicates the performance of the agent in that episode
Points Description
0 Did not press the Start button.
1 Pressed the Start button.
2 Did Wait after hearing the first tone.
3 Did Wait until hearing the second tone.
4 Presses the correct button according to the length of the interval.
Figure 5 shows the evolution of the number of points achieved thoughout multiple episodes.
After around 1000 episodes, the agent already knows the correct sequence of actions to perform as
to maximize the amount of reward. However, it can be seen that the algorithm does not converge,
being that the episodes where it gets less than 4 points mainly correspond to those where the interval
was in the boudary between short and long, as shown in Figure 3. The vertical dashed line shows
the episode from which on the exploration decay parameter was  < 0.01.
A.6. Reward-prediction error
Figure 6 shows the evolution of the temporal-difference error over 400 episodes. It represents that,
as learning occurs, the difference between the expected and the received reward decreases more
and more, which means that the agent starts to predict the reward. This presents an important con-
firmation of the desired performance of the algorithm since it replicates the behavior of dopamine
neurons, which show a similar performance (e.g., see Glimcher (2011)).
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Figure 5: TD learning with Microstimuli for a temporal discrimination task. The maximum interval
was 8 timesteps.
Figure 6: Evolution of the temporal-difference error, δ, with the episodes.
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