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NON-HAUSDORFF SYMMETRIES OF C∗-ALGEBRAS
ALCIDES BUSS, RALF MEYER, AND CHENCHANG ZHU
Abstract. Symmetry groups or groupoids of C∗-algebras associated to non-
Hausdorff spaces are often non-Hausdorff as well. We describe such symmetries
using crossed modules of groupoids. We define actions of crossed modules on
C∗-algebras and crossed products for such actions, and justify these definitions
with some basic general results and examples.
1. Introduction
Non-commutative geometry describes quotient spaces by non-commutative alge-
bras, which here means C∗-algebras. But symmetry groups of quotient spaces may
be non-Hausdorff quotients as well. Here we describe such non-Hausdorff symmetry
groups and groupoids using crossed modules. We define what it means for them
to act on C∗-algebras, and we define crossed products for such actions. Our defi-
nitions are motivated by higher category theory. More precisely, they are special
cases of general constructions with strict 2-categories. To make this article easier
to read for operator algebraists, we do not explicitly mention the general theory
here, although it guides our definitions.
One motivating example is the gauge action on the rotation algebra C∗(Tϑ) for
an irrational number ϑ. This is the universal C∗-algebra generated by two unitaries
U and V that satisfy the commutation relation UV = λV U with λ := exp(2πiϑ).
We may also view C∗(Tϑ) as the crossed product C(T) ⋊λ Z, where Z acts on T
by n · z := λn · z. Thus C∗(Tϑ) describes the non-Hausdorff quotient space T/λ
Z,
which is, in fact, a group. We expect this group to act on itself by translations.
Thus we expect C∗(Tϑ) to admit T/λ
Z as a symmetry group. The action of T is
easy to describe: for z ∈ T, we have αz(U) = zU and αz(V ) = V . This is one half
of the familiar gauge action on C∗(Tϑ). The restriction of this action to the dense
subgroup λZ is non-trivial, but inner: αλ(a) = V
∗aV for all a ∈ C∗(Tϑ).
The above example is rather special because the group T is Abelian. We gener-
alise the above situation by considering crossed modules of topological groupoids;
in the introduction, we only explain the definition of crossed modules of topological
groups for simplicity. Crossed modules of discrete groups were introduced in homo-
topy theory to classify 2-connected spaces up to homotopy equivalence. They are
equivalent to strict 2-groups, which are central objects of study in higher category
theory (see [1,9]). The crossed modules of topological groupoids that we introduce
below are equivalent to strict topological 2-groupoids.
A crossed module of topological groups consists of two topological groups G
and H with a continuous group homomorphism ∂ : H → G and a continuous left
action c of G on H by automorphisms, which satisfy the compatibility conditions
(1.1) ∂
(
cg(h)
)
= g∂(h)g−1 and c∂(h)(k) = hkh
−1
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for all g ∈ G, h, k ∈ H . For instance, H may be a closed normal subgroup in G,
∂ : H → G the embedding, and c the usual conjugation action cg(h) := ghg
−1.
The crossed module (G,H, c, ∂) is a model for the possibly non-Hausdorff quotient
group G/∂(H) in the same way that a locally compact groupoid is a model for its
orbit space.
Actions of crossed modules on C∗-algebras are defined by copying the definition
of twisted actions in the sense of Philip Green [7]. Let C := (G,H, ∂, c) be a crossed
module and let A be a C∗-algebra. An action of C on A consists of a strongly
continuous action α of G on A and a strictly continuous homomorphism u from H
to UM(A), the unitary group of the multiplier algebra of A; the pair (α, u) is
required to satisfy the two compatibility conditions
(1.2) α∂(h)(a) = uhau
∗
h and αg(uh) = ucg(h)
for all h ∈ H , g ∈ G, a ∈ A. The second condition uses the canonical extension
of αg to multipliers.
An interesting class of examples of such actions comes from crossed products.
Let B be a C∗-algebra with a continuous action β of G. Then the crossed product
A := B ⋊β◦∂ H carries a canonical action of (G,H, ∂, c). Let iB : B →M(A) and
iH : H → UM(A) be the canonical maps. Define an action α : G→ Aut(A) by
αg
(
iB(b)
)
:= iB
(
βg(b)
)
and αg
(
iH(h)
)
:= iH
(
cg(h)
)
for all g ∈ G, b ∈ B, h ∈ H . The pair (α, iH) is an action of the crossed module
(G,H, ∂, c) on A.
Let D be another C∗-algebra. A covariant representation in M(D) of an action
(α, u) of a crossed module (G,H, ∂, c) on a C∗-algebra A is a pair (π, V ) consist-
ing of a non-degenerate ∗-representation π : A → M(D) and a continuous group
representation V : G→ UM(D), subject to the two compatibility conditions
(1.3) π
(
αg(a)
)
= Vgπ(a)V
∗
g and π(uh) = V∂(h)
for all g ∈ G, a ∈ A, h ∈ H . The crossed product C∗-algebra A ⋊(α,u) (G,H) is
defined as the universal C∗-algebra for such covariant representations. That is, non-
degenerate ∗-homomorphisms from A⋊(α,u) (G,H) toM(D) correspond bijectively
to covariant representations of the system in M(D). This universal property deter-
mines the crossed product uniquely. We may construct it as a quotient of the usual
crossed product A ⋊α G because covariant representations of (G,H,A, α, u) are
covariant representations of (G,A, α) that satisfy an extra condition involving H .
For the trivial action αg = IdC, uh = 1 on C, this yields the C
∗-algebra of a
crossed module. Since covariant representations of this trivial system correspond
bijectively to continuous representations of the quotient group G/∂(H), we get
the somewhat disappointing result that C∗(G,H) is the group C∗-algebra of the
Hausdorff quotient G/∂(H). For the crossed module Z → T that acts on C∗(Tϑ),
we simply get C because λZ is dense in T. Nevertheless, the above definition of
the crossed product seems to be the correct one because it has several expected
properties that we explain in the following paragraphs.
Let B be a C∗-algebra with a continuous action β of G. We have already defined
an action (α, iH) of (G,H, ∂, c) on the crossed product B ⋊β◦∂ H . The crossed
product for this action is
(1.4) (B ⋊β◦∂ H)⋊α,iH (G,H)
∼= B ⋊β G,
as expected. For example, this applies to the canonical action of (T,Z) on the
rotation algebra C∗(Tϑ):
C∗(Tϑ)⋊ (T,Z) ∼= C(T)⋊ T ∼= K
(
L2(T)
)
.
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We do not yet have an intrinsic definition of free and proper actions of 2-groups,
but the action of (G,H) on C0(G,D)⋊H induced by the free and proper translation
action of G on itself should be an example. The isomorphism above specialises to(
C0(G,D)⋊H
)
⋊ (G,H) ∼= C0(G,D)⋊G ∼= K
(
L2(G)
)
⊗D,
which is the expected result.
The crossed product is clearly functorial. If two actions of (G,H) are equivari-
antly Morita equivalent in a suitable sense, then their crossed products are Morita–
Rieffel equivalent C∗-algebras.
The crossed product functor is exact in the following sense: if (G,H, ∂, c) acts
on A and I ⊆ A is invariant under the G-action, then (G,H) acts on I and on A/I,
and the resulting crossed products form a C∗-algebra extension
I ⋊ (G,H)֌ A⋊ (G,H)։ A/I ⋊ (G,H).
Although we have only discussed crossed modules of groups, an important moti-
vation for this article is that several constructions of groupoids, such as holonomy
groupoids of foliations or groupoids of germs of a pseudogroup of transformations,
only produce locally Hausdorff groupoids in general: the space is non-Hausdorff, but
covered by Hausdorff open subsets. According to the principles of non-commutative
geometry, this non-Hausdorff space of arrows should be viewed as the orbit space
of another groupoid. Higher category theory is designed to treat such situations.
In the more general setting of weak 2-groupoids, it is indeed possible to write ev-
ery locally Hausdorff groupoid as the truncation of a Hausdorff topological weak
2-groupoid. Since weak 2-groupoids are considerably more complicated than strict
2-groupoids – which correspond to crossed modules of groupoids – we only treat
some rather special locally Hausdorff groupoids here.
Let G be a Hausdorff e´tale groupoid and let H ⊆ G be the interior of the set
of loops in G (arrows with same source and target). Then the quotient G/H is a
locally Hausdorff, e´tale groupoid. The pair (G,H) together with the embedding
H → G and the conjugation action of G on H is a crossed module of topological
groupoids. The C∗-algebra C∗(G,H) in this case agrees with the C∗-algebra for
locally Hausdorff, globally non-Hausdorff groupoids described in [4, §6].
The advantage of the crossed module (G,H) over the quotient G/H is that it
has more actions on C∗-algebras. In particular, it has many actions such as the one
on C0(G) ⋊H that deserve to be called proper. We plan to use this to carry over
the Dirac dual Dirac method to suitable locally Hausdorff groupoids. But crossed
modules are not general enough to cover all locally Hausdorff e´tale groupoids, so
that we only discuss one rather simple special case here.
Throughout this article, we use the following conventions and terminology. Lo-
cally compact means locally compact and Hausdorff. Given a groupoid G, Gx
denotes the source fibre at x and Gy denotes the range fibre at y, and Gyx denotes
the space of arrows from x to y.
2. Crossed modules
Definition 2.1. A crossed module of groups is a quadruple (G,H, ∂, c) consisting
of two groups G and H and group homomorphisms ∂ : H → G and c : G→ Aut(H)
that satisfy (1.1), that is, ∂
(
cg(h)
)
= g∂(h)g−1 and c∂(h)(k) = hkh
−1.
These conditions imply that ∂(H) is a normal subgroup in G and that ker∂ is a
central subgroup of H .
Conversely, crossed modules with injective ∂ are the same thing as normal sub-
groups H ⊳ G; we will focus on examples of this kind in our applications. Crossed
modules with surjective ∂ are the same thing as central extensions H ։ G. In
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general, a crossed module is a central extension of the normal subgroup ∂(H) of G
together with a lifting of the conjugation action of G on ∂(H) to H that extends
the conjugation action of ∂(H) on the central extension H .
In the following, we often drop c and ∂ from our notation and write (G,H, ∂) or
just (G,H) for a crossed module.
Example 2.2. Let A be a C∗-algebra. Let G := Aut(A) be the group of auto-
morphisms of A and let H := UM(A) be the group of unitary multipliers of A.
Let Adu ∈ Aut(A) for u ∈ UM(A) be the inner automorphism a 7→ uau
∗, and
let Aut(A) act on UM(A) by extending automorphisms of A to M(A) and then
restricting them to UM(A). This satisfies the conditions in (1.1), so that we get a
crossed module
Aut2(A) := (Aut(A),UM(A),Ad).
The map Ad is, in general, neither injective nor surjective: its kernel consists of the
central unitary multipliers, its range is the normal subgroup of inner automorphisms
in Aut(A).
Crossed modules were introduced by J.H. C. Whitehead [13] as algebraic models
of homotopy 2-types. This generalises the well-known fact that a connected as-
pherical CW-complex is determined uniquely up to homotopy by its fundamental
group. Any crossed module C = (G,H, ∂, c) has a classifying space BC, which is
a certain connected CW-complex with π1(BC) = coker ∂ and π2(BC) = ker ∂, and
πn(BC) = 0 for n ≥ 3. For any connected CW-complex X , there is an associated
crossed module C and a map X → BC that induces an isomorphism on π1 and π2
and thus is a homotopy equivalence if πn(X) = 0 for n ≥ 3. Thus any homotopy
2-type is represented by the classifying space of some crossed module (see also [8,9]).
We also consider crossed modules of topological groups, where G and H are
topological groups and ∂ : H → G and c : G → Aut(H) are continuous; continuity
of c means that the map G×H → H , (g, h) 7→ cg(h) is continuous.
Example 2.3. Let G = T := {z ∈ C× | |z| = 1} and H = Z with the trivial action
of G. Let λ = exp(2πiϑ) for some irrational number ϑ and define ∂ : H → G to be
the embedding n 7→ λn. This is a crossed module of topological groups.
Example 2.4. Let G be a topological group and let H be a closed normal sub-
group with the subspace topology. Let ∂ : H → G be the embedding and let
cg(h) := ghg
−1. This is a crossed module of topological groups; both ∂ and c are
automatically continuous.
Example 2.5. Let G be the trivial group {1} and let H be an abelian topological
group. The group {1} acts trivially on H and ∂ is the unique map H → {1}. Then
({1}, H) is a crossed module of topological groups.
Example 2.6. Let H ֌ E ։ G be a group extension with abelian H . Then the
action of E on H by conjugation descends to an action of G on H because H
is abelian. Together with the trivial group homomorphism ∂ : H → G, we get a
crossed module (G,H, ∂, c).
If G = SO(3, 1) is the Lorentz group, H = R4 is Minkowski space, and E is the
Poincare´ group, this yields the so-called Poincare´ 2-group [5].
The relationship between a crossed module (G,H, ∂, c) and the quotient group
G/∂(H) is similar to the relationship between the groupoid X ⋊ G and the orbit
space X/G for a group action of a group G on a space X . In particular, if ∂ is a
homeomorphism onto a closed normal subgroup of G, so that the left translation
action of H on G is free and proper, then the crossed module (G,H, ∂, c) is equiv-
alent to the quotient group G/∂(H) in a suitable sense, which we do not discuss
here because this becomes clearer in the setting of higher category theory.
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Definition 2.7. A crossed module of topological groupoids is a quadruple (G,H, ∂, c),
where G is a topological groupoid, H is a bundle of topological groups over the ob-
ject space X of G, ∂ : H → G is a continuous homomorphism, and c : G→ Aut(H)
is a continuous action, such that
∂
(
cg(h)
)
= g∂(h)g−1 for all (g, h) ∈ G×s,X H ,
c∂(h)(k) = hkh
−1 for all (h, k) ∈ H ×X H .
The action c means that cg for g ∈ G
y
x is a group isomorphism from Hx to Hy, and
the map G ×X H → H , (g, h) 7→ cg(h) is continuous. The equations ∂
(
cg(h)
)
=
g∂(h)g−1 and c∂(h)(k) = hkh
−1 only make sense if g ∈ Gx, h, k ∈ Hx for the same
x ∈ X .
Example 2.8. Let G be a (Hausdorff) e´tale groupoid. Recall that any g ∈ G extends
to a local bisection g¯ between open neighbourhoods of s(g) and r(g). Let H ⊆ G be
the set of all g ∈ G for which g¯ is the identity map on a neighbourhood of s(g). This
subset is open and is a bundle of groups over the object space of G. We call H the
interior isotropy bundle of G. More precisely, H is the interior of the closed subset
of all g ∈ G with r(g) = s(g). We equip H with the subspace topology from G and
let ∂ : H → G be the embedding. If g ∈ G and h ∈ Hx are composable, then we have
ghg−1 ∈ Hgx. This defines a continuous action of G on H . The data above defines
a crossed module of topological groupoids. This crossed module is a replacement
for the groupoid of germs G/H . When G is Hausdorff, the crossed module is always
a crossed module of Hausdorff groupoids even though the quotient G/H is locally
Hausdorff but not necessarily Hausdorff.
3. Actions of crossed modules on C∗-algebras
Let C := (G,H, ∂, c) be a crossed module of topological groups and let A be a
C∗-algebra. Recall that automorphisms and unitary multipliers of A form a crossed
module (Aut(A),UM(A),Ad) (Example 2.2); even more, this is a crossed module
of topological groups.
Definition 3.1. A (continuous) action of C on A is a morphism of topological
crossed modules from C to (Aut(A),UM(A),Ad). That is, it is a pair of continuous
group homomorphisms α : G→ Aut(A), u : H → UM(A) such that α∂(h) = Ad(uh)
for all h ∈ H and αg(uh) = ucg(h) for all g ∈ G, h ∈ H .
Example 3.2. Let G be a locally compact group and let H be a closed normal
subgroup of G. Actions of the resulting crossed module H → G are, by definition,
the twisted covariant systems introduced by Philip Green in [7].
Example 3.3. Let C = (G,H, ∂, c) be a crossed module of locally compact topolog-
ical groups. Let B be a C∗-algebra with a continuous action β of G. We describe
a canonical action of (G,H, ∂, c) on the crossed product A := B ⋊β◦∂ H (see (4.3),
where we briefly recall the definition of the crossed product).
Let iB : B → M(A) and iH : H → UM(A) be the canonical maps. The action
α : G→ Aut(A) is defined by
αg
(
iB(b)
)
:= iB
(
βg(b)
)
, αg
(
iH(h)
)
:= iH
(
cg(h)
)
for all g ∈ G, b ∈ B, h ∈ H . Notice that αg preserves the commutation relation
iH(h)iB(b) = iB
(
β∂(h)(b)
)
iH(h):
αg
(
iH(h)iB(b)
)
= iH
(
cg(h)
)
iB
(
βg(b)
)
= iB
(
β∂◦cg(h)βg(b)
)
iH
(
cg(h)
)
= iB
(
βg∂(h)g−1g(b)
)
iH
(
cg(h)
)
= αg
(
iB
(
β∂(h)(b)
))
αg
(
iH(h)
)
.
The pair (α, iH) is an action of the crossed module (G,H, ∂, c) on A.
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Example 3.4. Now we specialise Example 3.3 to the crossed module (T,Z) in Exam-
ple 2.3 and the action of T on B := C(T) induced by the translation action. Then
B ⋊β◦∂ Z is the irrational rotation algebra C
∗(Tϑ) and the action of (T,Z) on it is
given by αz(U) = zU , αz(V ) = V for all z ∈ T and un = V
−n for all n ∈ Z.
Example 3.5. Let H be a locally compact abelian group and let Hˆ be the Pon-
trjagin dual of H . We claim that actions on C∗-algebras of the crossed module
({1}, H) introduced in Example 2.5 are equivalent to C∗-algebras over Hˆ , that is,
to C0(Hˆ)-C
∗-algebras.
By definition, an action of ({1}, H) on a C∗-algebra A is a continuous group
homomorphism fromH to ZM(A), the centre of the multiplier algebra of A. This is
equivalent to a non-degenerate ∗-homomorphism from C0(Hˆ) ∼= C
∗(H) to ZM(A),
that is, to a structure of C0(Hˆ)-C
∗-algebra on A.
Example 3.6. More generally, consider the crossed module C = (G,H, 1, c) associ-
ated to an abelian group extension H ֌ E ։ G (see Example 2.6). The same
argument as in Example 3.5 shows that actions of C are equivalent to actions of
the transformation groupoid Hˆ ⋊G, where we view the dual group Hˆ as a locally
compact space and equip it with the induced action of G. Recall that an action of
Hˆ⋊G on A is equivalent to an action of G together with a G-equivariant structure
of C0(Hˆ)-C
∗-algebra.
In particular, actions of the Poincare´ 2-group correspond to SO(3, 1)-equivariant
C∗-algebras over R̂4 ∼= R4.
Actions of crossed modules of topological groupoids are defined similarly, but
the continuity requirements are harder to write down.
Definition 3.7. Let C = (G,H, ∂, c) be a crossed module of groupoids with
object space X . Disregarding the issue of continuity for a moment, an action
of C on C∗-algebras consists of a family of C∗-algebras (Ax)x∈X ,
∗-isomorphisms
αg : As(g) → Ar(g) for all g ∈ G (s(g) is the source and r(g) the target of g), and
unitary multipliers uh ∈ M(Ax) for h ∈ Hx, that satisfy analogous conditions:
α∂(h) = Ad(uh) for all h ∈ H and αg(uh) = ucg(h) for all g ∈ G, h ∈ Hx with
s(g) = x.
We may interpret the above as a morphism of crossed modules of groupoids
from (G,H, ∂, c) to a groupoid version of Example 2.2, where we replace Aut(A)
by the groupoid of ∗-isomorphisms between C∗-algebras and the group UM(A) by
the bundle of groups with fibre UM(A) at the C∗-algebra A.
For simplicity, we only define continuity for actions of crossed modules of locally
compact topological groupoids, that is, the object space X of G, the morphism
space of G, and the total space of the bundle H are now assumed to be locally
compact spaces. Using pro-C∗-algebras instead of C∗-algebras, we could also treat
compactly generated spaces instead of locally compact spaces.
We require the C∗-algebras (Ax)x∈X to be the fibres of a C
∗-algebra A over X
(this C∗-algebra overX is part of our data). We require the ∗-isomorphisms (αg)g∈G
to be the fibres of an isomorphism α : s∗A→ r∗A of C∗-algebras over G, where we
use the source and range maps to pull back A to C∗-algebras over G with fibres
As(g) and Ar(g), respectively. And we require the (uh)h∈H to be the fibres of a
unitary multiplier u of the pullback p∗A of A to H along the bundle projection
p : H → X that maps Hx to x. The existence of α and u expresses the continuity
of (αg) and (uh).
Since the map A →
∏
x∈X Ax is injective for any C
∗-algebra over X , α and u
are unique if they exist at all. Hence we do not have to specify them as additional
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data. But A and the structure of C∗-algebra over X on A are not yet determined
by the fibres (Ax)x∈X , so that we must specify this as additional data.
With the above definition, Example 3.3 extends to locally compact groupoids
with Haar system. Let (G,H, ∂, c) be a crossed module of locally Hausdorff locally
compact groupoids with Haar systems (see [10]) and let B carry a continuous ac-
tion β of G. In particular, B is a C∗-algebra over the object space X of G. So is the
crossed product B⋊β|H H – with fibres
(
B⋊β|H H
)
x
= Bx⋊β|Hx Hx – because H is
a bundle of groups overX . Let Cc(H,B) be the space of continuous, compactly sup-
ported sections of the pull-back of B to H ; this is a dense subalgebra of B ⋊β|H H .
The pull-backs s∗Cc(H,B) and r
∗Cc(H,B) are the spaces of compactly supported
sections of bundles over G with fibres Cc(Hs(g), Bs(g)) and Cc(Hr(g), Br(g)) at g ∈ G,
respectively. For g ∈ G, we define an automorphism α : s∗Cc(H,B) → r
∗Cc(H,B)
by (αf)(g, h) := βg
(
f(g, c−1g (h))
)
for all g ∈ G, h ∈ H . The action α is continuous
in the inductive limit topology and hence extends to a continuous action on the
C∗-level. The continuity of the map iH : H → UM(p
∗A) is trivial to verify. Thus A
carries a continuous action of the crossed module (G,H, ∂, c).
Let A and B be C∗-algebras over X and let A ⊗X B denote the restriction to
the diagonal X ⊆ X ×X of their minimal C∗-tensor product (the same assertions
also hold for the maximal C∗-tensor product instead). If (α, u) and (β, v) are
continuous actions of a crossed module of topological groupoids (G,H, ∂, c) on A
and B, then A ⊗X B carries a canonical action (α ⊗X β, u ⊗X v) of (G,H, ∂, c),
called the diagonal action. It is defined by (α ⊗X β)g(a ⊗ b) := αg(a) ⊗ βg(b),
(u⊗X v)h · (a⊗ b) := uh · a⊗ vh · b for all g ∈ Gx, h ∈ Hx, a ∈ Ax, b ∈ Bx.
The tensor product with the diagonal action defines a bifunctor on the category of
C∗-algebras with (G,H, ∂, c)-action. This bifunctor is associative and commutative,
and the obvious action on C0(X), where X is the unit space of G (defined by
αgf(x) = f(g
−1x) for all g ∈ G, x ∈ X and uh = 1 for all h ∈ H) is a unit object.
Hence the category of C∗-algebras with (G,H, ∂, c)-action becomes a symmetric
monoidal category.
Example 3.8. Consider the crossed module ({1}, H) for a locally compact abelian
group H . We have seen in Example 3.5 that actions of ({1}, H) correspond to
C∗-algebras over the dual group Hˆ . The tensor product of actions of ({1}, H)
corresponds to a tensor product for C∗-algebras over Hˆ . If A and B are C∗-algebras
over Hˆ , then their tensor product A ⊗ B in the usual sense is a C∗-algebra over
Hˆ× Hˆ. We use the map C0(Hˆ)→ Cb(Hˆ× Hˆ) induced by the group structure of Hˆ
to view A⊗B as a C∗-algebra over Hˆ once again. Thus the fibre of A⊗B at ξ ∈ Hˆ
is the space of C0-sections of the field of C
∗-algebras over Hˆ with fibre Aη ⊗Bη−1ξ
at η ∈ Hˆ .
3.1. Actions of crossed modules on groupoids. We are going to define ac-
tions of crossed modules on groupoids and use them to induce actions on groupoid
C∗-algebras. As for the action on a groupoid, our definition is based on a crossed
module associated to the groupoid:
Example 3.9. Let K be a locally compact groupoid. We define a crossed mod-
ule Aut2(K) = (Aut(K),S, ∂, c) of topological groups that combines groupoid au-
tomorphisms and bisections (or inner automorphisms). We let Aut(K) be the
topological group of automorphisms of K – these are pairs of homeomorphisms
α(0) : K(0) → K(0) and α(1) : K(1) → K(1) that intertwine the unit, range, source,
and multiplication maps in K; we equip Aut(K) with the compact open topology.
A global bisection ofK is a closed subset S ⊆ K(1) such that both r and s restrict
to homeomorphisms S → K(0). Equivalently, we may describe S as the graph of a
section h : K(0) → K(1) of the source map, that is, s◦h = IdK(0) , letting h(x) be the
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unique element of S with s
(
h(x)
)
= x. Global bisections correspond to sections h
of s for which r ◦ h : K(0) → K(0) is a homeomorphism. We topologise the space of
global bisections using the compact open topology for maps K(0) → K(1). There
is a unit bisection K(0) ⊆ K(1) and if S and T are global bisections, so are S−1
and S ·T ; when we pass to sections hS : K
(0) → K(1) and hT : K
(0) → K(1), we get
hS−1(x) = hS
(
(rhS)
−1(x)
)−1
and hST (x) = hS
(
rhT (x)
)
· hT (x):
x
hS
(
(rhS)
−1(x)
)
←−−−−−−−−−− (rhS)
−1(x), x
hT (x)
−−−−→ rhT (x)
hS
(
rhT (x)
)
−−−−−−−−→ rhS
(
rhT (x)
)
.
As a result, global bisections form a topological group S(K). Obviously, the au-
tomorphism group Aut(K) acts by group automorphisms on the group of bisec-
tions S(K).
A global bisection S generates an automorphism of K by α(0)(x) = rhS(x),
α(1)(k) = hS
(
r(k)
)
· k · hS
(
s(k)
)−1
for x ∈ K(0), k ∈ K(1). The following is easy to
check: this map is indeed an automorphism of K; the resulting map ∂ : S(K) →
Aut(K) is a group homomorphism; together with the obvious action of Aut(K)
on S(K), this yields a crossed module of topological groups.
To motivate the above construction, we may interpret groupoids as categories
and automorphisms of groupoids as invertible functors. Then a global bisection h
becomes a natural isomorphism from g to ∂(h) ◦ g for any automorphism g of K,
and all natural isomorphisms between automorphisms of K are of this form for
some global bisection h.
Example 3.10. If K is a group, that is, K(0) is a point, then Aut(K) is the group
of group automorphisms of K in the usual sense, S(K) = K, and ∂ : K → Aut(K)
maps k ∈ K to the associated inner automorphism of K.
Example 3.11. If K is a topological space viewed as a groupoid with only identity
morphisms, then Aut2(K) is the topological group of homeomorphisms K → K;
the group of bisections is trivial.
An action of a crossed module of topological groups (G,H, ∂, c) on a locally
compact groupoid K is defined as a continuous morphism of crossed modules to
the crossed module Aut2(K) = (Aut(K),S(K)) constructed in Example 3.9. That
is, G acts on K by automorphisms and H by global bisections, satisfying the usual
two compatibility conditions.
Actions of crossed modules of topological groupoids are notationally more compli-
cated. Let C = (G,H, ∂, c) be a crossed module of topological groupoids with object
space X , let π : H → X be the bundle projection and let K be a topological group-
oid with a continuous groupoid morphism ρ : (K(1) ⇒ K(0))→ (X ⇒ X). Roughly
speaking, K is a continuous field of groupoids over X whose fibre Kx at x ∈ X is
the restriction of K to ρ−1(x) ⊆ K(0). We require G to act on this field by groupoid
isomorphisms, that is, we are given groupoid isomorphisms αg : Ks(g) → Kr(g) for
all g ∈ G. These are continuous in the sense that they piece together to contin-
uous maps G ×s,ρ K
(j) → G ×r,ρ K
(j) for j = 0, 1, that is, both on objects and
arrows. Furthermore, we are given global bisections κh : K
(0)
x → K
(1)
x for all x ∈ X ,
h ∈ Hx. These are continuous in the sense that they combine to a continuous map
H ×pi,ρ K
(0) → K(1). The compatibility conditions for a crossed module action
require α∂(h)(k) = κh
(
r(k)
)
· k · κh
(
s(k)
)−1
and κcg(h)(y) = αg
(
κh(α
−1
g (y))
)
for all
g ∈ G, h ∈ Hs(g), y ∈ K
(0)
r(g).
In other words, we form the transformation groupoid H ⋉∂ G for the left action
of H on the space of arrows in G by h · g := ∂(h)g; then an action of (G,H, ∂, c)
on K is a groupoid morphism (H ⋉∂ G) ×X K → K satisfying the associativity
condition as for usual actions.
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Actions on groupoids should play the same role for crossed modules as actions
on spaces for groupoids. In particular, the classifying space or the universal proper
action of a crossed module should be such an action on a groupoid.
Example 3.12. Consider the special case where the groupoid K comes from an
equivalence relation ∼ on K(0), that is, Kxx = {1x} for all x ∈ K
(0). Here the
structure above simplifies considerably because everything is already determined
by the action of G on the object space K(0) of K. We disregard continuity, this has
to be checked directly both on K(0) and K(1).
Let ρ : K(0) → X be a map to the common object space of G and H . This
descends to K(1)\K(0) if and only if x ∼ y implies ρ(x) = ρ(y). If this is the
case, we let Kx be the restriction of K to the pre-image of x ∈ X . A bijection
α : K
(0)
x → K
(0)
y extends to a groupoid isomorphism Kx → Ky if and only if
α(a) ∼ α(b) for all a, b ∈ K
(0)
x with a ∼ b, and this groupoid isomorphism is
determined uniquely. A bisection h must associate to each a ∈ K
(0)
x an element
h(a) ∈ K
(0)
x with a ∼ h(a). The action of H is implemented by bisections if and
only if αh(a) ∼ a for all h ∈ Hx, a ∈ K
(0)
x , and once again the bisections are
determined uniquely.
Summing up, an action of a crossed module (G,H, ∂, c) on K is determined by
an action of G on K(0) that lifts the action on X and that satisfies αg(a) ∼ αg(b)
for all g ∈ Gx, a, b ∈ K
(0)
x with a ∼ b and α∂(h)(a) ∼ a for all h ∈ Hx, a ∈ K
(0)
x .
Lemma 3.13. Let C be a crossed module of locally compact groupoids and let K be
a locally compact groupoid with Haar system. Then an action of C on K induces
an action on the groupoid C∗-algebra C∗(K).
The C∗-algebra C∗(K) is defined in [11]. We will briefly recall the definition
of crossed products in Section 4. The following proof already uses the standard
notation without further explanation.
Proof. Let C = (G,H, ∂, c) and let X be the common object space of G and H .
We define an action of C on the dense ∗-subalgebra Cc(K) of compactly supported
continuous functions on the space of arrows on K. This is a C0(X)-algebra via the
anchor map ρ : K → X that is part of the action of C. Pulling it back to G via
the source and range maps, we get the spaces of compactly supported functions on
G×s,ρK and G×r,ρK. The action of G on K provides an homeomorphism between
these spaces, which defines an action of the groupoid G on Cc(K) by
∗-algebra
automorphisms. Being manifestly bounded for the I-norm, this action extends to
one on the C∗-completion C∗(K). Any bisection h : K
(0)
x → K
(1)
x defines a unitary
multiplier uh of Cc(Kx) by uhf(k) = f(h
−1(· · · )·k) and fuh(k) = f
(
k·h−1(· · · )
)
or,
more precisely, uh ·f(k) := f
(
h
(
(r◦h)−1◦r(k)
)−1
·k
)
and f ·uh(k) := f
(
k ·h(sk)−1
)
.
Letting x vary, we get a unitary multiplier of the pullback of Cc(K) from X to H .
This remains a multiplier of the C∗-completions, and completes the action of C
on C∗(K). 
Example 3.14. Let C = (G,H, ∂, c) be a crossed module of locally compact group-
oids with common object space X . Thinking of C as representing a non-Hausdorff
groupoid, the transformation groupoid H ⋉∂ G describes the non-Hausdorff space
of arrows of C. We expect, then, that C acts on H ⋉∂ G by left translation. And
this should be the prototype of a transitive free and proper action. This action of C
on H ⋉∂ G is defined as follows: let g ∈ G act on G
r(g) by left translation by g and
on Hs(g) × G
r(g) by g · (h, g′) := (cg(h), gg
′); finally, map h ∈ Hx to the constant
bisection Gx ∋ g 7→ (h, g) ∈ Hx ×G
x.
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The induced action of C on the groupoid C∗-algebra C∗(H ⋉∂ G) ∼= H ⋉ C0(G)
is also a special case of the construction in Example 3.3: apply the latter to the
action of G on C0(G) by left translations.
In particular, the construction above generalises the canonical action of the
crossed module (T,Z, λ) from Example 2.3 on the rotation algebra C∗(Tθ).
4. Covariant representations and crossed products
We first define covariant representations of crossed modules of topological group-
oids. For crossed modules of locally compact groups, we define the crossed product
by a universal property with respect to such covariant representations. Such a defi-
nition is inconvenient in the groupoid setting because the desintegration theory for
groupoid representations is rather technical. Instead, we reduce the construction
of crossed products for crossed modules of groupoids to the already known crossed
product for ordinary groupoids. For crossed modules of groups, this construction
produces a C∗-algebra with the correct universal property.
The following definition generalises one by Philip Green in [7].
Definition 4.1. Let (G,H, ∂, c) be a crossed module of topological groups, let A
and D be C∗-algebras, and let (α, u) be an action of (G,H, ∂, c) on A. A covari-
ant representation of (G,H, ∂,A, α, u) in M(D) is a pair (π, V ) consisting of a
non-degenerate ∗-homomorphism π : A → M(D) and a strictly continuous group
homomorphism V : G→ UM(D) that satisfy
Vgπ(a)V
∗
g = π
(
αg(a)
)
for all g ∈ G, a ∈ A;
V∂(h) = π(uh) for all h ∈ H .
Definition 4.2. A covariant representation (iA, iG) of (G,H, ∂,A, α, u) inM(D) is
called universal if any covariant representation of the same data on a C∗-algebra E
is of the form (f ◦iA, f ◦iG) for a unique strictly continuous, unital
∗-homomorphism
f : M(D) → M(E); equivalently, f is the strictly continuous extension of a non-
degenerate ∗-homomorphism D → M(E). If (iA, iG) is universal, we call D the
crossed product of (G,H, ∂,A, α, u) and denote it by A⋊(α,u) (G,H, ∂, c) or, more
briefly, by A⋊ (G,H).
The crossed product is unique up to ∗-isomorphism. More precisely, if two co-
variant representations (iA, iG) and (i
′
A, i
′
G) in M(D) and M(D
′) are universal,
then there is a unique strictly continuous ∗-isomorphism M(D) ∼= M(D′) that in-
tertwines (iA, iG) and (i
′
A, i
′
G). Such an isomorphism restricts to an isomorphism
D ∼= D′.
While Definition 4.2 makes sense for any topological group G, the existence and
the following construction of a universal object require G to be locally compact.
Following [7], our starting point is the crossed product algebra A ⋊α G, which
satisfies a similar universal property for covariant representations of (G,A, α), with
respect to a canonical ∗-representation iA : A→M(A⋊αG) and a canonical unitary
representation iG : G → M(A ⋊α G). We will construct the crossed product as a
quotient of A⋊αG. This construction still works for groupoids, where the universal
property in terms of covariant representations is more complicated because of the
difficult measure theory involved in the integration and desintegration of groupoid
representations (see [11]).
Therefore, we now consider the more general setting of a crossed module of
topological groupoids C = (G,H, ∂, c) (see Definition 2.7). We assume thatH andG
are locally compact groupoids with Haar systems, and we denote the common object
space of G and H by X . For simplicity, we also assume G and H to be Hausdorff,
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although this assumption is probably unnecessary: with some effort it should be
possible to generalise the same construction to locally Hausdorff groupoids.
Let (A,α, u) be a continuous action of C. This means that A is a C∗-algebra
over X (a C0(X)-C
∗-algebra), α is a continuous action of G on A, and u is a
continuous homomorphism between the group bundles H and UM(Ax)x∈X over X .
We want to construct a crossed product C∗-algebra A⋊α,u (G,H), using ordinary
crossed products for groupoid actions.
First we define a crossed product groupoid H⋊cG with the same object space X
as G and H . Its space of arrows is the fibred product H ×X G, the multiplication
is defined by (h1, g1) · (h2, g2) := (h1cg1(h2), g1g2) for all composable pairs. This
defines a locally compact groupoid, which has a Haar system: take the product
of the Haar systems on H and G. The first condition for a crossed module of
groupoids asserts that the map H ⋊c G → G, (h, g) 7→ ∂(h)g is a continuous
groupoid homomorphism. Hence the action α of G yields a continuous action α¯ of
H ⋊c G by α¯(h,g) := α∂(h)g.
Since both G and H ⋊cG are locally compact groupoids with Haar systems, the
definitions in [11] provide crossed product C∗-algebras A⋊αG and A⋊α¯ (H ⋊cG),
whose definitions we now recall. The crossed product C∗-algebra A⋊αG is defined
by completing a dense ∗-subalgebra Cc(G,A) with respect to a suitable maximal
C∗-norm. Here Cc(G,A) denotes the space of continuous, compactly supported
sections of the pull-back bundle r∗(A), which becomes a ∗-algebra by
(4.3) (f1 ∗ f2)(g) :=
∫
Gr(g)
f1(h)αh
(
f2(h
−1g)
)
dλr(g)(h), f∗(g) := αg
(
f(g−1)∗
)
.
Here (λx)x∈X denotes the left invariant Haar measure on G. The I-norm on
Cc(G,A) is defined by
‖f‖I := max
{
sup
x∈X
∫
Gx
‖f(g)‖ dλx(g), sup
x∈X
∫
Gx
‖f∗(g)‖ dλx(g)
}
.
A ∗-representation of Cc(G,A) on Hilbert space is called bounded if it is con-
tractive with respect to this norm. Each ∗-representation of Cc(G,A) induces a
C∗-seminorm on Cc(G,A). The supremum of these norms for all contractive rep-
resentations is a well-defined C∗-norm on Cc(G,A), and A ⋊α G is the resulting
C∗-completion.
Now we temporarily specialise once again to the group case to motivate the
crucial ingredients of our construction. We define two unitary representations of H
inM(A⋊αG) by ρh := iG
(
∂(h)
)
and σh := iA(uh) for h ∈ H . These representations
are relevant because a covariant representation of (G,H, ∂,A, α, u) is nothing but a
covariant representation (π, V ) of (G,A, α) that satisfies the extra condition π◦u =
V ◦∂. Equivalently, the strictly continuous extension of the unique ∗-representation
(π, V )∗ : A⋊αG→M(D) attached to (π, V ) satisfies (π, V )∗(ρh) = (π, V )∗(σh) for
all h ∈ H . This already implies that the universal C∗-algebra A ⋊(α,u) (G,H, ∂, c)
must be a quotient of A⋊α G by a certain ideal.
The commutation relations in A ⋊α G imply that both pairs (σ, iG) and (ρ, iG)
define unitary representations of the crossed product group H ⋊cG in M(A⋊αG),
and the relations ρhiA(a) = iA
(
α∂(h)(a)
)
ρh and σhiA(a) = iA
(
α∂(h)(a)
)
σh for all
h ∈ H and a ∈ A imply that the triples (iA, ρ, iG) and (iA, σ, iG) are covariant rep-
resentations of (A,H⋊cG, α¯) inM(A⋊αG). These integrate to
∗-homomorphisms
ρ∗, σ∗ : Cc(H ⋊c G,A)⇒ Cc(G,A)
(see (4.5)) and hence map A⋊α¯ (H⋊cG) into A⋊αG. This yields
∗-homomorphisms
(4.4) ρ∗, σ∗ : A⋊α¯ (H ⋊c G)⇒ A⋊α G.
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If f : A⋊αG→M(D) is the integrated form of a covariant representation (π, V )
of (G,H, ∂,A, α, u), then, clearly, f ◦ ρ∗ = f ◦ σ∗. The converse also holds by the
universal property of the crossed product A⋊α¯ (H⋊cG). Thus the crossed product
for (G,H, ∂,A, α, u) is the coequaliser of the two maps in (4.4), that is, the quotient
of A ⋊α G by the closed two-sided ideal IH generated by the range of the linear
map ρ∗ − σ∗ : A⋊α¯ (H ⋊c G)→ A⋊α G.
Now we return to the general case of a crossed module of groupoids. We define
∗-homomorphisms ρ∗ and σ∗ from Cc(H ⋊c G,A) to Cc(G,A) by the formulas
(4.5)
(ρ∗f)(g) :=
∫
Hx
f(g∂(h)−1, h) dλHx(h),
(σ∗f)(g) :=
∫
Hx
f(g, h) · uh dλHx(h).
In the group case, these are the maps we get from the constructions above. In
general, (4.5) defines contractive ∗-homomorphisms from Cc(H⋊cG,A) to Cc(G,A).
These extend to ∗-homomorphisms as in (4.4).
Definition 4.6. We let A⋊α,u(G,H) be the coequaliser of the pair of maps in (4.4),
that is, the quotient of A⋊αG by the closed ideal generated by the range of ρ∗−σ∗.
By construction, this definition extends the crossed product for ordinary locally
compact groupoids, that is, it agrees with A⋊α G if H = {1}.
The crossed product comes equipped with canonical ∗-representations
iA : A→M
(
A⋊α,u (G,H)
)
, iG : C
∗(G) := C0(X)⋊G→M
(
A⋊α,u (G,H)
)
.
The map iG comes from the map C0(X)→M(A), which induces a
∗-homomorphism
C∗(G) := C0(X)⋊G ⊆ M(A) ⋊G ⊆ M(A ⋊G). In the group case, iG is equiva-
lent to a unitary representation of G, and A⋊α,u (G,H) with the maps iA and iG
satisfies the universal property required of a crossed product.
Actually, the range of ρ∗−σ∗ is itself a two-sided ideal because both ρ∗ and σ∗ are
bimodule homomorphisms with respect to the obvious A⋊αG-bimodule structures
on A⋊α¯ (H ⋊cG) and A⋊α G (use the embedding A⋊α G→M(A⋊α¯ (H ⋊cG)).
Thus IH is the closure of the range of the map ρ∗ − σ∗.
Example 4.7. Let G be a locally compact group and let H be a closed normal
subgroup in G. Then A⋊α,u (G,H) coincides with the twisted covariance algebra
in [7]. Both satisfy the same universal property, and the explicit constructions are
also equivalent (we have expanded the construction of the ideal IH to prepare for
the generalisation of the theory to groupoids).
Definition 4.8. Let A := C0(X) with G acting by the usual action α on its object
space and uh = 1 for all h ∈ H . This defines an action (α, 1) of (G,H, ∂, c) on A.
The resulting crossed product C∗-algebra C∗(G,H, ∂, c) := C0(X) ⋊α,1 (G,H) is
the crossed module C∗-algebra of (G,H, ∂, c).
If H = {1}, this definition agrees with the groupoid C∗-algebra of G.
Example 4.9. Suppose uh = 1 for all h ∈ H . (This is impossible unless α∂(h) = Id
for all h ∈ H .) The covariance condition V∂(h) = π(uh) means that V is trivial on
∂(H). If G and H are groups, we may replace ∂(H) by its closure ∂(H) because
Aut(A) is Hausdorff. Hence covariant representations of (G,H, ∂,A, α, 1) are the
same as covariant representations of (G/∂(H), A, α), so that
A⋊(α,1) (G,H) ∼= A⋊α
(
G/∂(H)
)
.
In particular, the crossed module C∗-algebra C⋊Id,1 (G,H) for a crossed module
(G,H) is C∗
(
G/∂(H)
)
. This is just C if ∂ has dense range. For instance, this shows
that C∗(T,Z) = C. It is rather surprising that this answer should be so trivial.
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In the groupoid case, we cannot always pass to a Hausdorff quotient. For each x ∈
X , let H¯x be the closure of ∂(Hx) in the stabiliser G
x
x and let H¯ =
⋃
x∈X H¯x. The
argument above shows that H¯ acts trivially in any covariant representation, so that
our action descends to G/H¯ . But H¯ need not be closed in G. For instance, in the
situation of Example 2.8, H¯ = ∂(H) because the fibres Gxx are all discrete, and this
subset is always open in G but usually not closed. The C∗-algebra C∗(G,H) for the
crossed module in Example 2.8 is isomorphic to the C∗-algebra of the non-Hausdorff
groupoid G/H as described in [4]: the coequaliser of ρ∗, σ∗ : Cc(H ⋊c G)⇒ Cc(G)
is exactly the convolution algebra Cc(G/H) used in [4]; the latter is spanned by
continuous functions with compact support on Hausdorff open subsets of G/H .
Example 4.10. Let H be an abelian locally compact group. Recall that actions
of the crossed module ({1}, H) correspond to C∗-algebras over Hˆ (Example 3.5).
When we translate the crossed product with ({1}, H) to C∗-algebras over Hˆ, it
becomes the functor that takes the fibre at 1 of a C∗-algebra over Hˆ . This is the
quotient of A by the relations uh = 1 for all h ∈ H .
Similarly, for the crossed module (G,H, 1, c) of an abelian group extension in-
troduced in Example 3.6, we may view actions of (G,H, 1, c) as G-equivariant
C∗-algebras over the space Hˆ. In this setting, the crossed product becomes the
following construction: first restrict the bundle to the fibre of 1 ∈ Hˆ, which still
carries an action of G, and then take the crossed product with G.
Recall that the correspondence between crossed module actions of (G,H, 1, c)
and actions of the groupoid Hˆ ⋊ G is an equivalence of categories. Nevertheless,
these two categories differ in important additional structure, namely, in the crossed
product functors and the natural tensor products on both categories.
Theorem 4.11. Let (G,H, ∂, c) be a crossed module of locally compact topologi-
cal groupoids and let A be a C∗-algebra with a continuous action α of G. Equip
A⋊α◦∂ H with the canonical action of (G,H, ∂, c) in Example 3.3. Then there is a
natural isomorphism
(A⋊α◦∂ H)⋊ (G,H) ∼= A⋊α G.
Proof. The action of G on A⋊H is defined so that (A⋊H)⋊G ∼= A⋊ (H ⋊c G).
The groupoid homomorphism χ : H ⋊cG→ G, (h, g) 7→ ∂(h)g, induces a surjective
∗-homomorphism χ∗ : A⋊ (H ⋊cG)→ A⋊G. On dense subalgebras, it is given by
χ∗ : Cc
(
G,Cc(H,A)
)
→ Cc(G,A), χ∗f(g) :=
∫
Hs(g)
f(g∂(h)−1, h) dλHs(g)(h).
We claim that χ∗ descends to a
∗-homomorphism χ˙∗ : A ⋊H ⋊ (G,H) → A ⋊ G,
that is, χ∗ ◦ ρ∗ = χ∗ ◦ σ∗, where ρ∗, σ∗ : A⋊H ⋊ (H ⋊c G) ⇒ A ⋊H ⋊G are the
maps defined in (4.4).
Let H ⋊c◦χ (H ⋊c G) be the crossed product groupoid over X for the action
c ◦ χ : H ⋊c G→ G→ Aut(H)
of H ⋊c G on H . This is H ×X H ×X G with the product
(h1, h2, g2) · (h3, h4, g4) := (h1 · c∂(h2)g2(h3), h2 · cg2(h4), g2 · g4).
The map χ2 : H ⋊cχ H ⋊c G → G, (h1, h2, g) 7→ ∂(h1h2)g, is a groupoid homo-
morphism over the the base map Id : X → X . The obvious map identifies the
iterated crossed product A⋊H⋊ (H⋊cG) with A⋊αχ2 (H⋊cχH⋊cG). A routine
computation shows that the two maps
χ∗ρ∗, χ∗σ∗ : A⋊αχ2 (H ⋊cχ H ⋊c G)⇒ A⋊α G
are both induced by the groupoid homomorphism χ2. Hence χ˙∗ exists.
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The map χ˙∗ : (A ⋊H) ⋊ (G,H) → A ⋊G is surjective because χ∗ is surjective.
To establish injectivity, we must show that any representation of A ⋊H ⋊ (G,H)
factors through A ⋊ G. This is true already on the level of the dense subalgebras
Cc
(
G,Cc(H,A)
)
= Cc(G ⋉c H,A) in A ⋊ H ⋊ G and Cc(G,A) in A ⋊ G. A
representation of Cc
(
G,Cc(H,A)
)
with f ◦ ρ∗ = f ◦ σ∗ for ρ∗ and σ∗ as in (4.5)
must factor through χ∗. Hence any representation of A ⋊ H ⋊ (G,H) factors
through χ˙∗. 
Example 4.12. Let (G,H, ∂, c) be a crossed module of locally compact groups. Let
A = C0(G) ⋊ H with the canonical covariant representation of (G,H, ∂, c). We
may interpret A as the C∗-algebra of functions on the underlying non-commutative
space of (G,H, ∂, c). Then A⋊ (G,H) ∼= C0(G)⋊G ∼= K(L
2G). In particular, this
implies
C∗(Tϑ)⋊ (T,Z) ∼= K(L
2
T).
for the action of (T,Z) on the rotation C∗-algebra C∗(Tϑ) in Example 3.4.
Corollary 4.13. Let (G,H, ∂, c) be a crossed module of locally compact groups.
Equip A := C0(G) ⋊ H with the canonical action of (G,H, ∂, c). Any covariant
representation of (G,H, ∂,A, α, u) is a direct sum of multiples of the standard co-
variant representation on L2G, which involves the actions of C0(G) by pointwise
multiplication and the actions of H and G by left translations.
Proof. By the universal property of A ⋊α,u (G,H), covariant representations of
(G,H, ∂,A, α, u) correspond to representations of A ⋊α,u (G,H). Theorem 4.11
identifies this crossed product C∗-algebra with C0(G)⋊G, which is well-known to
be isomorphic to K(L2G) because the transformation groupoid G⋊G is isomorphic
to the pair groupoid on G. Any ∗-representation of K(L2G) is a direct sum of copies
of the standard representation on L2G. 
5. Functoriality and exactness of crossed products
Throughout this section, we let C = (G,H, ∂, c) be a crossed module of locally
compact groupoids with Haar systems, so that crossed products with C are defined.
Let X be the common object space of G and H .
Definition 5.1. Let (α, u) and (β, v) be actions of a crossed module (G,H, ∂, c)
on C∗-algebras A and B, respectively. We call a ∗-homomorphism π : A → M(B)
(G,H)-equivariant if π
(
αg(a)
)
= βg
(
π(a)
)
and π(uha) = vhπ(a) for all a ∈ Ax,
g ∈ G with s(g) = x, and all h ∈ Hx.
The condition π(uha) = vhπ(a) generalises π(uh) = vh to possibly degenerate
∗-homomorphisms; the latter condition involves the strictly continuous extension
of π, which only exists in the non-degenerate case.
The crossed product A⋊ (G,H) described above is clearly functorial for (G,H)-
equivariant maps: a (G,H)-equivariant map f : A → B induces commuting dia-
grams of ∗-homomorphisms
A⋊α¯ (H ⋊c G)
f∗

ρ∗
// A⋊α G
f∗

B ⋊β¯ (H ⋊c G)
ρ∗
// B ⋊β G
A⋊α¯ (H ⋊c G)
f∗

σ∗
// A⋊α G
f∗

B ⋊β¯ (H ⋊c G)
σ∗
// B ⋊β G.
This induces a map f ⋊ (G,H) : A ⋊ (G,H) → B ⋊ (G,H) between the coequalis-
ers. Similarly, a non-degenerate (G,H)-equivariant ∗-homomorphism A → M(B)
induces a non-degenerate ∗-homomorphism A⋊ (G,H)→M
(
B ⋊ (G,H)
)
.
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Next we claim that the crossed product functor preserves Morita equivalence,
provided we use the appropriate notion of equivariant Morita equivalence for actions
of crossed modules. The most systematic way to arrive at this notion uses the
linking algebra picture of Morita equivalence. Recall that two C∗-algebras A and B
are Morita equivalent if and only if there are another C∗-algebraD and a projection
p ∈M(D) such that both p and p⊥ := 1−p are full (DpD and Dp⊥D span a dense
subspace of D) and A ∼= pDp, B ∼= p⊥Dp⊥.
Given an imprimitivity A,B-bimodule E , we may let
D :=
(
A E
E∗ B
)
, p :=
(
1 0
0 0
)
.
The multiplication inD is matrix multiplication together with the maps E×E∗ → A,
and so on, which are part of the imprimitivity bimodule structure. Conversely, given
D and p, we let E := pDp⊥ with the canonical Hilbert A,B-bimodule structure.
Definition 5.2. Two C∗-algebra actions (A,α, u) and (B, β, v) of C are called
(equivariantly)Morita equivalent if there is another C∗-algebra action (D, δ, w) of C
and a δ-invariant projection p ∈ M(D) such that
• both p and p⊥ := 1− p are full,
• there are (G,H)-equivariant ∗-isomorphisms pDp ∼= A and p⊥Dp⊥ ∼= B.
Since p is δ-invariant, the action of G on D restricts to one on pDp ⊆ D and
whpxw
∗
h = δ∂(h)(px) = px for all h ∈ Hx, that is, w commutes with p. Therefore,
the unitary multipliers wh restrict to unitary multipliers pwhp and p
⊥whp
⊥ of
the appropriate fibres of pDp and p⊥Dp⊥, respectively. These together with the
restrictions of δ form actions of (G,H) on the corners pDp and p⊥Dp⊥, which are
used above.
Proposition 5.3. Let (A,α, u) and (B, β, v) be equivariantly Morita equivalent
C∗-algebra actions of C. Then the crossed products A ⋊α,u C and B ⋊β,v C are
Morita equivalent as well.
Proof. Let (D, δ, w) and p ∈ M(D) implement the Morita equivalence between A
and B. Using the canonical strictly continuous unital embeddings of M(D) into
M(D⋊δG) andM
(
D⋊δ¯(H⋊cG)
)
, we map p and p⊥ to complementary projections
in these crossed products. The Morita equivalence of crossed products for ordinary
groupoid actions amounts to the statement that these projections are again full and
that the resulting corners are A⋊αG, B⋊βG, A⋊α¯ (H ⋊cG), and B⋊β¯ (H ⋊cG),
respectively. Passing now to the crossed products with (G,H), we conclude that
D⋊δ,w(G,H) and the image of p inM
(
D⋊δ,w(G,H)
)
provide a Morita equivalence
between A⋊α (G,H) and B ⋊β (G,H). 
More explicitly, we may also describe Morita equivalence of crossed module ac-
tions by imprimitivity bimodules. If (D, δ, w) and p ∈ M(D) provide a Morita
equivalence between (A,α, u) and (B, β, v), then we may interpret E := pDp⊥ as
an A,B-imprimitivity bimodule. Like D, E is a continuous field of Banach spaces
over X . Since p is δ-invariant, the action of G on D restricts to an action γ on E .
This action satisfies the compatibility conditions
(5.4)
γg(a · ξ) = αg(a) · γg(ξ), αg(〈ξ |η〉A) = 〈γg(ξ) |γg(η)〉A
γg(ξ · b) = γg(ξ) · βg(b), βg(〈ξ |η〉B) = 〈γg(ξ) |γg(η)〉B ,
for all g ∈ G and a, ξ, η, and b in appropriate fibres of A, E , and B. Furthermore,
the multipliers wh for h ∈ H restrict to multipliers of the fibres of E . But we do
not have to specify these as additional data because we may write any element of E
as a product a · ξ · b, and wh is totally determined by uh and vh in the sense that
wh · (a · ξ · b) = (uh · a) · ξ · b, (a · ξ · b) · wh = a · ξ · (b · vh).
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This becomes wh · ξ = uh · ξ and ξ ·wh = ξ · vh when we extend the A,B-bimodule
structure on E to M(A) and M(B). The action of G must also satisfy
(5.5) γ∂(h)(ξ) = wh · ξ · w
∗
h = uh · ξ · v
∗
h
for all h ∈ Hx, ξ ∈ Ex, x ∈ X .
Conversely, if we are given an A,B-imprimitivity bimodule E with an action of G
that satisfies (5.4) and (5.5), then the resulting linking algebra D carries an action
(δ, w) of (G,H) for which the projection p is δ-invariant. Summing up:
Proposition 5.6. Two actions (A,α, u) and (B, β, v) of C are Morita equivalent
if and only if there is an A,B-imprimitivity bimodule E with an action of G that
satisfies (5.4) and (5.5).
Dropping the conditions involving (A,α, u) in the above definitions and the
fullness of the B-valued inner product, we get a (G,H)-equivariant right Hilbert
B-module. This is a Hilbert B-module with an action γ of G satisfying the second
half of (5.4). Equation (5.5) now becomes a definition: wh · ξ := γ∂(h)(ξ) · vh for all
h ∈ Hx, ξ ∈ Ex. It is easy to check that this defines a unitary, hence adjointable,
operator on Ex and that h 7→ wh defines a continuous homomorphism from H to the
group bundle of unitary multipliers of the fibres Ex of E . The induced action onK(E)
and the unitaries wh define an action of C on K(E). If E is full for the B-valued inner
product, then E becomes a (G,H)-equivariant (K(E), B)-imprimitivity bimodule.
We may also turn C∗-algebras into a category using isomorphism classes of corre-
spondences as arrows instead of ∗-homomorphisms. The equivariant analogue of a
correspondence is defined as follows: an equivariant correspondence from (A,α, u) to
(B, β, v) is a (G,H)-equivariant non-degenerate ∗-homomorphism from (A,α, u) to
the algebra of adjointable operators on an equivariant Hilbert module over (B, β, v).
It is easy to see that an equivariant correspondence from (A,α, u) to (B, β, v) in-
duces a correspondence from A⋊α,u (G,H) to B ⋊β,v (G,H).
We finish our discussion of formal properties of the crossed product with a dis-
cussion of its exactness. First we must define extensions of C∗-algebra actions of C.
Let (A,α, u) be a C∗-algebra with an action of C and let I ⊳ A be an ideal in A
that is invariant under the action of G. Then α induces actions αI and αA/I on
I and A/I. Any multiplier of A restricts to a multiplier of I, that is, I is still an
ideal in M(A). Thus multipliers of A descend to multipliers of A/I. Thus u also
yields fibrewise unitary multipliers of I and A/I. This produces actions (αI , uI)
and (αA/I , uA/I) of (G,H, ∂, c) on I and A/I, respectively.
Definition 5.7. A diagram K → E → Q of C∗-algebra actions of C is called an
extension if it is isomorphic to a diagram of the form
(I, αI , uI)→ (A,α, u)→ (A/I, αA/I , uA/I)
for some C∗-algebra action (A,α, u) and some G-invariant ideal I.
Proposition 5.8. The crossed product functor (A,α, u) 7→ A⋊α,u C is exact, that
is, it maps extensions of C∗-algebra actions of C to extensions of C∗-algebras.
Proof. It is well-known that the full crossed product functor for groupoid crossed
products is exact. Therefore, we get exact sequences
(5.9)
I ⋊αI G֌ A⋊α G։ A/I ⋊αA/I G,
I ⋊α¯I (H ⋊c G)֌ A⋊α¯ (H ⋊c G)։ A/I ⋊α¯A/I (H ⋊c G).
It follows immediately that the map A⋊ (G,H)→ (A/I)⋊ (G,H) is surjective.
Next we show that the map π : I ⋊ (G,H)→ A⋊ (G,H) is injective, by showing
that any representation of I ⋊ (G,H) extends to one of A⋊ (G,H).
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A representation of I ⋊ (G,H) is nothing but a representation f of I ⋊G with
f◦σ∗ = f◦ρ∗, where σ∗ and ρ∗ are the maps in (4.4) and (4.5). The representation f
extends uniquely to a representation f¯ of A⋊G because I ⋊G is an ideal in A⋊G
(recall that representation means non-degenerate ∗-representation throughout this
article). We have f¯ ◦ σ∗ = f¯ ◦ ρ∗ on A ⋊ (H ⋊c G) because both sides extend
the same representation of I ⋊ (H ⋊c G). Hence f¯ descends to a representation of
A ⋊ (G,H). As a result, any representation of I ⋊ (G,H) extends uniquely to a
representation of A ⋊ (G,H). This shows that the map I ⋊ (G,H) → A ⋊ (G,H)
is injective.
Finally, we verify exactness in the middle by checking that a representation of
A⋊(G,H) that vanishes on I⋊(G,H) descends to a representation of A/I⋊(G,H).
We may view the representation of A⋊ (G,H) as a representation f of A⋊G with
f ◦ ρ∗ = f ◦ σ∗. The vanishing on I ⋊ (G,H) is equivalent to f vanishing on I ⋊G
because I ⋊ (G,H) is a quotient of I ⋊G. Hence f descends to a representation f˙
of A/I ⋊ G by the exactness of (5.9). The latter satisfies f˙ ◦ ρ∗ = f˙ ◦ σ∗ on
(A/I)⋊ (H ⋊cG) because f ◦ ρ∗ = f ◦σ∗ holds on A⋊ (H ⋊cG). Hence f˙ descends
to a representation of (A/I)⋊ (H ⋊c G), as desired. 
6. An example
In this section, we consider actions on C∗-algebras and crossed products for a
special case of the construction in (2.8). We also describe a candidate for a universal
proper action in this case.
A Z-action is determined by the action of its generator 1 ∈ Z, and 1 acts by a
homeomorphism ϕ. Hence a Z-action is equivalent to a single homeomorphism ϕ.
We take our space to be R and
ϕ : R→ R, x 7→
{
x if x ≤ 0,
x/2 if x ≥ 0.
The precise formula for the homeomorphism ϕ is not important. We will only use
that ϕ(x) = x for x ≤ 0. We consider the transformation groupoid G = (R⋊ϕ Z⇒
R), where Z acts by n · x = ϕ(n)(x).
The interior isotropy group bundle H consists of arrows whose germs act iden-
tically on some neighbourhood. Here H = R<0 × Z ∪ R≤0 × {0}, that is, the
groups Hx are Z for x < 0 and {0} for x ≥ 0. Thus the locally Hausdorff quotient
groupoid G/H is indeed non-Hausdorff at {0}×Z, and Hausdorff over R>0 and R<0.
This groupoid is already considered by Alain Connes in [4, §6] to illustrate the dif-
ficulties that appear for non-Hausdorff holonomy groupoids of foliations like the
Reeb foliation.
Let C be the crossed module H → G. What are continuous actions of C on
C∗-algebras? First, the underlying C∗-algebra must be a C∗-algebra A over R; let
A(U) for an open subset U ⊆ R be the ideal in A spanned by C0(U) ·A.
Since G is a transformation group for a Z-action, an action α of the groupoid G
on A amounts to an action α : Z→ Aut(A) that is compatible with the action of Z
on R; more precisely, this means that αn for n ∈ Z descends to maps Ax → Aϕn(x)
for all x ∈ R. Of course, the action α is determined by the single automorphism
α1 : A→ A, which must map Ax → Aϕ(x) for all x ∈ R.
A continuous action of C consists of a continuous action of G together with a
continuous representation of the group bundle H = R<0×Z by unitary multipliers
of the fibres of A. Equivalently, we must specify a single unitary multiplier u1 of
A(R<0). The compatibility conditions for actions of C become α1(a) = u1au
∗
1 for
all a ∈ A(R<0): the other condition α1(u1) = u1 follows.
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Now we describe the crossed product for an action (α, u) of C on a C∗-algebra A
over R, using the long exact sequence of Proposition 5.8. Let A< and A≥ be the
restrictions of A to R<0 and R≥0, again viewed as C
∗-algebras over R. Thus A<
is a Z-invariant ideal in A with quotient A/A< ∼= A≥. We get an induced exact
sequence
A< ⋊ C ֌ A⋊ C ։ A≥ ⋊ C.
The crossed product A≥⋊C is simply isomorphic to A≥⋊αZ because H only occurs
over R<0. For A<⋊C, only the restriction of C to R<0 is relevant, and in this region
∂ : H → G|R<0 is an isomorphism. It follows that the map A< ⋊ Z→ A< induced
by the covariant representation (IdA< , u) induces an isomorphism A< ⋊ C
∼= A<.
Thus A⋊ C is an extension
A<֌ A⋊ C ։ A≥ ⋊α Z.
Up to isomorphism A ⋊ C is determined by the Busby invariant of this extension.
This ∗-homomorphism A≥ ⋊α Z → M(A<)/A< must come from a covariant pair
of representations of A≥ and Z. The representation of A≥ is simply the Busby
invariant of the extension A<֌ A։ A≥ because the maps A? →M(A? ⋊ C) are
natural; the representation of Z is u.
We get the C∗-algebra C∗(C) if we let A be C0(R) with the action of Z induced
by ϕ. Using our explicit description of A⋊ C, it is easy to check that C∗(C) is the
C∗-algebra of the locally Hausdorff groupoid G/H defined in [4].
Finally, we describe an interesting action of C on a locally compact groupoid K
that should play the role of the universal proper action for C. The groupoid K
comes from an equivalence relation on the space
K(0) := R3 ⊔ R<0 × C,
which we map to G(0) = H(0) = R by projecting to the first coordinate on both
components. The equivalence relationK(1) ⊆ K(0)×K(0) is the equivalence relation
generated by
R
3 ⊃ R<0 × R
2 ∋ (t, x, y) ∼ (t, ey+2piix) ∈ R<0 × C.
That is, two elements (t, x, y) and (t′, x′, y′) of R3 are equivalent if and only if they
are equal or t = t′ < 0, x − x′ ∈ Z, and y = y′; two elements of R<0 × C are
equivalent if and only if they are equal, and (t, x, y) ∈ R3 and (t′, z) ∈ R<0×C are
equivalent if and only if t = t′ and z = ey+2piix.
The space of equivalence classes of K is a locally Hausdorff space over R with
fibre C for t < 0 and R2 for t ≥ 0; these are glued in a non-Hausdorff way at 0,
using the covering map R2 → R/Z× R ∼= C∗, (x, y) 7→ ey+2piix.
We let Z act on K(0) by
ϕˆ(n)(t, x, y) := (ϕ(n)(t), x+ n, y), for all (t, x, y) ∈ R3, n ∈ Z,
and ϕˆ(n)(t, z) := (t, z) for all (t, z) ∈ R<0 × C, n ∈ Z. The observations in Exam-
ple 3.12 show that this defines an action of C on K because the action preserves
the equivalence relation and ϕˆ(k) ∼ k for all k ∈ K(0).
The crossed product C∗(K) ⋊ C for the induced action on C∗(K) is naturally
isomorphic to the C∗-algebra of the crossed module of topological groupoidsK⋊C =
(K⋊C)2 → (K⋊C)1 – this generalises the observation that C0(X)⋊G ∼= C
∗(X⋊G)
for a groupoid action on a space. The groupoid (K ⋊ C)1 has object space K
(0).
The arrow space is
(K ⋊ C)(1) = {(k, n, k′) ∈ K(0) × Z×K(0) | k ∼ ϕˆ(n)(k′)}
∼= K(0) × Z×ϕˆ(−)(−),K(0),r K
(1),
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with range and source maps r(k, n, k′) := k, s(k, n, k′) := k′, and the composition
(k, n, k′)·(k′,m, k′′) := (k, n+m, k′′). This yields arrows (t, x, y)↔ (ϕ(n)(t), x+n, y)
for n ∈ Z and t ≥ 0, and arrows (t, x, y)↔ (t, x′, y)↔ (t, z) if t ∈ R<0, x, x
′, y ∈ R,
z = ey+2piix ∈ C, x − x′ ∈ Z. The isotropy groups are trivial for t ≥ 0 and Z for
t < 0. Finally, (K ⋊ C)2 is exactly this isotropy bundle of (K ⋊ C)1, which is a
closed and open subset of the space of arrows in (K ⋊ C)1.
Since (K⋊C)2 is closed in the arrow space of (K⋊C)1, the crossed module K⋊C
is equivalent to the groupoid K ′ := (K ⋊ C)1/(K ⋊ C)2, that is, to the groupoid of
the orbit equivalence relation for K ⋊ C. We do not explain the relevant notion of
equivalence here, but merely observe that C∗(K ⋊ C) is canonically isomorphic to
the C∗-algebra of the locally compact groupoid K ′.
The groupoid K ′ comes from the equivalence relation on K(0) generated by the
Z-action and the equivalence relation K(1) together, that is, k1 ∼
′ k2 if and only if
there is n ∈ Z with k1 ∼ ϕˆ
(n)(k2). This relation is closed in K
(0)×K(0). Hence the
groupoid K ′ is free and proper, so that C∗(K ′) is Morita–Rieffel equivalent to the
algebra of C0-functions on the space K
′′ of equivalence classes of K ′. It remains to
describe this quotient space.
The equivalence relation on R3 ⊆ K(0) is simply (t, x, y) ∼ (ϕ(n)(t), x+ n, y) for
all (t, x, y) ∈ R3, n ∈ Z. The resulting space of equivalence relations from this piece
is Tϕ × R, where Tϕ denotes the mapping torus of ϕ. The equivalence relation on
R<0 × C is still trivial, and we glue together Tϕ × R and R<0 × C by identifying
[(t, x, y)] ∼ (t, ey+2piix) for all (t, x, y) ∈ R3 with t < 0. Equivalently, we identify
the restriction Tϕ|t<0 × R with R<0 × R/Z× R ∼= R<0 × C
∗ and glue Tϕ × R and
R<0 × C along this common open subset.
The above computation shows that the topological 2-groupoidK⋊C is equivalent
to an ordinary topological space K ′′. This means that C acts freely and properly
on K. Furthermore, the orbit space of K is locally Hausdorff and locally quasi-
compact and carries a free and proper action of the locally Hausdorff quotient
groupoid G/H in the sense of [12]. The fibres of the orbit space of K over R
are either C or R2 and hence contractible. This is a necessary condition for a
proper action being universal (see [2]), which is also sufficient for torsion-free groups
under some additional technical assumptions. We have not yet studied criteria for
universal proper actions of crossed modules on groupoids, but it seems plausible
that the space K will turn out to be a universal proper action of C. Thus K ′′ plays
the role of the classifying space of C.
7. Summary and outlook
We have encoded non-Hausdorff symmetry groups of C∗-algebras using crossed
modules. Actions of crossed modules generalise twisted actions in the sense of
Green. We have defined crossed products for crossed module actions and computed
several examples, and we checked some formal properties of such crossed products.
Crossed modules of groups and groupoids are equivalent to strict 2-groups and
2-groupoids, respectively. We will explore this in [3] to understand notions such as
Busby–Smith twisted actions, outer equivalence, and saturated Fell bundles from
the point of view of higher category theory.
A long term goal of this project is to desingularise locally Hausdorff, e´tale group-
oids, replacing them by Hausdorff objects with an additional layer of arrows be-
tween arrows. This provides us with more actions of non-Hausdorff groupoids on
C∗-algebras, including actions that deserve to be called proper. This is a prerequi-
site for extending the Dirac dual Dirac method to non-Hausdorff groupoids.
To progress towards the Baum–Connes conjecture along these lines, we first
have to replace crossed modules by more general weak 2-groupoids because only
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very special locally Hausdorff groupoids are obtained from crossed modules. We
plan to study actions of weak 2-groupoids and crossed products for such actions in
a sequel.
Another problem largely independent from this is to construct universal proper
actions of crossed modules (or weak 2-groupoids). This would allow to formulate
a Baum–Connes conjecture for crossed modules. Already the case of the crossed
module Z→ T that acts on rotation algebras seems interesting.
The most important general result about Green twisted actions is that such
actions may be strictified by passing to a Morita equivalent C∗-algebra (see [6]).
We plan a sequel studying generalisations of this to crossed modules.
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