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Ž . Ž .Operator-valued functions of the form A   A Q  with 
Ž .Ž .1Q  A  compact-valued and holomorphic on certain domains  are
considered in separable Hilbert space. Assuming that the resolvent of A is
compact, its eigenvalues are simple and the corresponding eigenvectors form a
Riesz basis for H of finite defect, it is shown that under certain growth conditions
 Ž .Ž .1 on Q  A  the eigenvectors of A corresponding to a part of its spectrum
also form a Riesz basis of finite defect. Applications are given to operator-valued
Ž . Ž .1functions of the form A   A  B D C and to spectral problems in
2Ž . Ž . Ž . Ž . Ž . Ž . Ž .L 0, 1 of the form f  x  p x,  f  x  q x,  f x   f x with, for exam-
ple, Dirichlet boundary conditions.  2001 Academic Press
Key Words: Riesz basis; eigenvectors; operator-function.
INTRODUCTION
Ž ² :.Throughout this paper H,  ,  will be a separable Hilbert space and
 an open, connected subset of . The investigations are concerned with
some spectral properties of operator-valued functions of the form
A   A Q  , 1Ž . Ž . Ž .
Ž .where A is always an operator in H with compact resolvent, Q  is an
Ž Ž .Ž .1A-compact linear operator in H for each  i.e., Q  A  is
1  	This paper is based on part of the author’s dissertation 14 .
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Ž ..compact in H for any ,   A , and the compact-valued opera-
Ž .Ž .1 Žtor-function Q  A  is analytic for some and hence, by the
. Ž .resolvent identity, for any   A . Note that, in the same way, it
Ž .Ž .1 Ž .follows that Q  A  is analytic on  A 
. Due to the
Ž . Ž Ž .. Ž .relative compactness, A  is a closed operator with D A  D A for
every .
The main result here nicely complements and extends many specialized
Ž results appearing in the literature see, for example, the recent articles 1,
	.11, 13 . Roughly, the main theorem, which appears in Section 2, applies to
 4	the situation where the eigenvalues  of A beyond a certain index arej 1
all simple, lie in , and the corresponding eigenvectors form a Riesz basis
of finite defect. Then the theorem says that if there are bounds for
 Ž .Ž .1 Q  A  on certain circles around the  which decrease rapidlyj
enough with j, then the spectrum of A in each circle consists only of a
single simple eigenvalue and the corresponding eigenvectors also form a
Riesz basis of finite defect. The theorem applies to a large class of
operator-functions; generally, to -rational problems with degree less than
Ž  	.1 which arise in many interesting physical applications see, e.g., 8, 15 .
To see this limitation qualitatively suppose A is selfadjoint and bounded
p Ž .below with eigenvalues  increasing like n p 0 . The norm of then
resolvent of A is the inverse of the distance to the spectrum, and we can
choose disjoint disks D around the  so that the distance from 
D ton n n
the spectrum goes like the distance between successive eigenvalues, i.e.,
p1  Ž .    like n . If Q    for  large and some , then the bound
 Ž .Ž .1  p p1for Q  A  on 
D goes like n n , and, for this to be ann
2 Ž .l -sequence, it suffices that  1 32 p . For this reason the relevant
results from the literature mentioned here treat -rational problems
Žthere is a large body of literature on problems polynomial in ; see, e.g.,
 	.the bibliography in 19 . An advantage, compared for example with the
existence results for complete sets of eigenvectors up to finite defect in 22,
	23 , which are based on applications of fixed point theorems, is that the
method here allows one to compute upper bounds for the defect in
practice: the defect is just the number of initial eigenvalues of A that we
have to leave off in order to get the series estimate in the main theorem.
Furthermore, neither the unperturbed operator A nor the perturbation
Ž .Q  is required to be selfadjoint in contrast to the results in the cited
literature.
In Section 3 we show how the main theorem applies to rational opera-
Ž .1tor-functions of the type  A  B D C to obtain a Riesz
basis of finite defect consisting of eigenvectors corresponding to a certain
part of the spectrum. A concrete problem of this type which has been
 	discussed in the papers 1, 2, 10 is the differential equation with ‘‘floating
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singularity’’
q xŽ .
f  x   f x  0, f 0  f 1  0Ž . Ž . Ž . Ž .½ 5 u xŽ .
 	on 0, 1 . We are able to obtain new results for this problem, e.g., if
4 1
  'Re u x  0 and q   6  1 ,Ž . Ž .	 ž /4
then the spectrum of this problem in the half-plane Re z  22 consists
only of simple eigenvalues and the corresponding eigenvectors form a
2Ž .Riesz basis for all of L 0, 1 .
In the last section the main theorem is applied to the eigenvalue
problem
f  x  p x ,  f  x  q x ,  f x   f x , f 0  f 1  0Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .
2Ž .
 	on 0, 1 where, for each fixed x, the coefficients are analytic in  on an
open right half-plane and they and their first partial derivatives with
respect to  are majorized locally in  by L2-functions of x alone. We then
2Ž .obtain a Riesz basis of eigenvectors of finite defect in L 0, 1 under the
 Ž .     Ž .  additional assumptions p ,   Const.  and q ,   Const. 2 2
 for some 14,  14 and all  sufficiently large. Some problems
Ž .of the type 2 arise in the theory of hydrodynamic stability and have been
 	considered in 3, 22, 23, 25, 27 .
1. PRELIMINARIES
By an operator-alued function, or simply operator-function, we will
mean a function W defined on  whose values are arbitrary closed linear
Ž .operators in H. The resolent set of W is the set of  such that W 
Ž .has a bounded inverse. The spectrum of W, denoted  W , is just the
Žcomplement of the resolvent set in  this notation is used to make a clear
Ž Ž ..distinction between the operator-function spectrum and  W  , the
Ž . Ž . Ž Ž ...spectrum of the fixed operator W  ;   W  0  W  . The
Ž .point spectrum of W, denoted  W , is the set of  such thatp
Ž .  4Ker W   0 . As usual, these points are called eigenalues, nonzero
vectors in the kernel are corresponding eigenectors, and the dimension of
the kernel is the corresponding geometric multiplicity. If the domain of
Ž .W  is independent of  and if for each x in this constant domain the
Ž .function W  x is analytic in the usual strong sense, then we can
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define so-called chains of and canonical systems of eigen- and associated-
ectors as well as a concept of algebraic multiplicity of an eigenvalue  ,0
Ž .denoted in the following by m  ; W , in a natural way which extends the0
usual definition via Jordan chains for an operator A, i.e., for the linear
Ž . Ž .operator-function W   A  in which case we may also write m A 0
for the algebraic multiplicity. As we will be concerned with simple eigen-
values in the following we will not discuss this definition further here, but
 	refer rather to the details in 19, Sect. 11.2 .
We mention here only two basic results concerning Fredholm-valued
operator-functions. Concerning the discreteness of the spectrum we have
Ž .THEOREM 1.1. If W :  L H is analytic and Fredholm-alued and if
Ž . Ž . ŽW  has a bounded inerse for some , then  W is discrete i.e.,
consists only of at most countably many eigenalues, each of finite algebraic
. Ž .1multiplicity, with no accumulation point in  . Furthermore, W  is
meromorphic on , its poles are exactly the eigenalues of W, and the
principal part of its Laurent expansion around each pole has only finitely many
 	nonzero terms, the coefficients in these being of finite rank 4, p. 203 .
Ž .If  is a Cauchy domain with  and if W :  L H is analytic,
Ž .then W is said to be normal with respect to  if W  has a bounded
Ž . Ž inverse for every  
 and W  is Fredholm for every   see 4, p.
	.205 . We have the following Rouche’s Theorem for operator-functions.´
Ž .THEOREM 1.2. If W, S :  L H are analytic, if W is normal with
1Ž .  Ž . Ž . respect to a Cauchy domain   , and if S  W   1 for all
 
, then VW S is also normal with respect to  and
m ; V  m ; W .Ž . Ž .Ý Ý
 
 	The proof of this last theorem may be found in 4, p. 206 . Here the
 	factors in the norm estimate are reversed; the proof in 4 can easily be
modified to cover this case.
By a basis in a separable Hilbert space H we of course mean a sequence
 4	  H such that each vector x H can be expressed in the formj 1
	  4	xÝ   by means of a unique sequence  of complex numbers,j1 j j j 1
 4	the sum converging in norm. If e is an orthonormal basis for H andj 1
 4	G : H H is an isomorphism, then the sequence  with  Ge is aj 1 j j
Ž  	.basis for H see 6, p. 309 . Bases obtained from orthonormal ones in this
way are called Riesz bases and the operator G1 which maps it onto an
 4	orthonormal basis is called an orthogonalizer. If  is a Riesz basis, thenj 1
  4	 Ž  	.the normalized sequence    is also a Riesz basis see 6, p. 310 .j j 1
 4	    1   4	  4	Furthermore,  determines G and G uniquely, i.e., if e , e˜j 1 j 1 j 1
˜are orthonormal bases and G, G are isomorphisms such that Ge   j j
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˜ ˜ 1 ˜1        ŽGe for all j, then G  G and G  G this is clear sincej˜
˜ .GGU where U is the unitary operator determined by Ue  e . Thus,˜j j
 4	corresponding to a Riesz basis   we may define a constantj 1
 1 1r   G ,Ž .
and we will say that a sequence of vectors forms a Riesz basis with defect
N in H if they form a Riesz basis of their closed linear span and if this
subspace has defect N. We have the following perturbation result for
Ž  	.Riesz bases see 6, p. 317; 9, Theorem V-2.20 .
 4	THEOREM 1.3. If   is a Riesz basis for a separable Hilbert spacej 1
 4	 Ž . 	   2 Ž .2H and if   H N 0 is such that Ý     r  , thenj N1 jN1 j j
 4N  4	  4	   is also a Riesz basis for H. In particular, we say  is aj 1 j N1 j N1
Riesz basis of defect N.
By the same methods we can also prove the following continuity state-
Ž .ment for r  .
 4	  4	LEMMA 1.1. Let    H be a Riesz basis,   H be anyj 1 j 1
sequence of normalized ectors, and  0 be gien, and define    j j
	 ˜2Ž .  4   4  ,   j . If  is sufficiently small, then   isl Ž.j j j j 1 j
2 ˜ 2 2Ž . Ž . Ž .also a Riesz basis for H and r    r   r    .
2. THE THEOREM
 4	 ŽSuppose the eigenvalues  of A listed in order of increasing magni-j 1
.  4	tude are all simple, and let D denote any sequence of closed disks withj 1
Ž .  4radii  , centered at the eigenvalues  , and such that D 
  A   .j j j j
In case D , define the constantsj
1 1m  max Q  A  , b   max A  .Ž . Ž . Ž .j j j

D 
Dj j
Ž Ž ..  Note that if A is normal and if dist z;  A  z  for all z 
D ,j j
then b  1.j
 4	THEOREM 2.1. If a sequence   of eigenectors of A correspond-j 1
 4	ing to the eigenalues  forms a Riesz basis for H and if there is an integerj 1
N 0 such that D , m  1 for all jN 1 andj j
2	 mj 22b  r  ,Ž .Ý j ž /1mjjN1
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Ž .then  A 
 is discrete, for each jN 1 the spectrum of A in Dj
consists of one simple eigenalue  , and there exist corresponding eigenec-j
 4N  4	tors  of A such that    is also a Riesz basis for H.j j 1 j N1
Ž .Without loss of generality we may assume 0  A . The proof of the
theorem uses the theory of Fredholm-valued analytic operator-functions
summarized above. In order to carry this out technically, we need to
replace the operator-functions A and A  by the analytic Fredholm-
Ž .valued operator-functions V, W :  L H defined by
V   I A1 Q  A1 , W   I A1Ž . Ž . Ž .
Ž .  Ž .Ž .14 Ž . Ž .so that V   IQ  A  W  for   A 
. Regarding
these we make only three observations:
Ž . Ž . Ž .1  A   V
Ž . Ž . Ž .2  A   V and the corresponding geometric and algebraicp p
multiplicities are equal,
Ž . Ž . Ž . Ž .3  W   W   A and eigenspaces are identical.p
Ž . 1 Ž .  4m1The first two points follow from A  A  V  . If x is a chain ofj j0
Ž .  1 4m1eigen- and associated vectors CEAV of V for  , then A x 0 j j0
Ž .D A is a CEAV of A for  in the strong sense mentioned in the0
Ž .Introduction. Conversely, if y , . . . , y D A is a CEAV of A, then0 m1
we can choose x , . . . , x such that y  A1 x ; hence, x , . . . , x is a0 m1 j j 0 m1
Ž . 1Ž .CEAV of V. Last, since eigenvectors of W are in D A and A A 
Ž . Ž .W  on D A , the point spectra and eigenspaces are identical. For
Ž . Ž .1 Ž . Ž . 1  A , A A  , is the bounded inverse of W   A  A ;
Ž . Ž .hence,  W   A . The reverse inclusion is a special case of the first
point.
Ž .Proof of the Theorem. For   A 
 
D 
 both factors on thej
right of
1V   IQ  A  W Ž . Ž . Ž . Ž . 4
Ž .are boundedly invertible and the discreteness of  A 
 follows from
Theorem 1.1 and the comments above. Since for jN 1, W is normal
with respect to D , the Operator Rouche’s Theorem, and the estimate´j
1 1V  W  W   Q  A  m  1Ž . Ž . Ž . Ž . Ž .Ž . j
Ž . Ž . Ž .for  
D imply Ý m ; V Ý m ; W Ý m   1,j  D  D  D Aj j j
Ž .i.e.,  A 
D consists of precisely one simple eigenvalue  . Let  bej j j
˜an eigenvector of A corresponding to  . Then   A is an eigenvec-j j j
NOTE364
tor of V for the eigenvalue  . Notice also that  A1  ˜j j j j j
is an eigenvector of A for the eigenvalue  and we may take the  to bej j
normalized. We can choose a connected open set U such that D U j j j
 4  4and such that V and W are boundedly invertible on U   and U   ,j j j j
respectively. As special cases of the expansion theorem for resolvents of
 	analytic Fredholm-valued operator-functions in 7, Sect. 7 we have the
expansions
11 ² :W  x x ,   H  x U   , 3 4Ž . Ž . Ž .˜ ˜ Ž .j j 1 j j  j
11 ˜ ˜² :V  x x ,   H  x U   , 4 4Ž . Ž . Ž .Ž .j j 2 j j j
Ž . where H , H : U L H are analytic,  is an eigenvector of the adjoint˜1 2 j j
˜ Ž .  Ž .	A* for the eigenvalue  , and  is an eigenvector of V *   V  * forj j
 . Furthermore,  and  satisfy the biorthogonal relation˜ ˜j j j
² 1 : ² :A  ,   W    ,   1,˜ ˜ ˜ ˜Ž .j j j j j
and this implies
² : ² 1 : ² 1 : ,   A  , A*   A  ,    0.˜ ˜ ˜ ˜ ˜ ˜j j j j j j j j
With Cauchy’s Theorem and Integral Formula it follows that
1 1 1V  W   dŽ . Ž . 4˜H j2 i 
Dj
˜ ˜² :  ,     ˜ ˜j j j j j
˜ ˜ ˜² : ² :  ,      A  ,    ˜ ˜ ˜½ 5j j j j j j j j
1
˜² : A   ,     ;˜½ 5j j j j j j
hence,
1 1 1 1˜² :       ,    A V  W   dŽ . Ž . 4˜ Hj j j j j j j j2 i 
Dj
5Ž .
where
˜² :      ,    ,     .˜½ 5j j j j j j j j j j
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˜² :Here the complex numbers  are taken to be zero whenever  ,   0˜j j j
and otherwise   0 so that the  are all nonzero and form a ‘‘rescaled’’j j
2  4	sequence of eigenvectors of A. Further, we choose the l -norm of  j 1
 4	 Ž .2sufficiently small that  is also a Riesz basis for H and r   j 1
Ž 4	.2 Ž .2r   r    wherej 1
2	 mj2 2 r   b  0.Ž . Ý j ž /1mjjN1
This choice is possible according to Lemma 1.1. We now attempt to show
 4	  4	that  is a perturbation of  in the sense of Theorem 1.3 byj N1 j N1
Ž .estimating the integral above. The integrand in 5 can be rewritten for
 
D asj
1 11A V  W  Ž . Ž . 4 j
1 11A V  V  W  W   4Ž . Ž . Ž . Ž . j
1 11 1A V  Q  A W  Ž . Ž . Ž . j
1 11A V  Q  A  Ž . Ž . Ž . j
11 1 11A W  IQ  A  Q  A  Ž . Ž . Ž . Ž . Ž . 4 j
11 1 1 A  IQ  A  Q  A   .Ž . Ž . Ž . Ž . Ž . 4 j
Because m  1 we have the standard estimatej
11 11 1IQ  A   1 Q  A   1mŽ . Ž . Ž . Ž . 4 Ž .Ž . j
Ž .for all  
D jN 1 . Thusj
mj
    bj j j 1mj
for jN 1, and
2	 	 m 2	j 22 2    b  r    r  . 4Ž .Ý Ý ž /j j j j 1ž /1mjjN1 jN1
 4N  4	It follows from Theorem 1.3 that    is a Riesz basis for H.j 1 j N1
Furthermore, we may replace  , . . . ,  by  , . . . ,  without altering1 N 1 N
this property provided we choose  , . . . ,  small enough.1 N
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3. A SPECIAL CLASS OF RATIONAL
OPERATOR-FUNCTIONS
We now consider operator-functions of the special form
1A   A  B D C   D ,Ž . Ž . Ž .Ž .
where A : H H, B : K H, C : H K, and D : K K are operators
between Hilbert spaces, B and C are bounded, D has nonempty resolvent
Ž .set hence, is closed and A is normal with compact resolvent, its eigenval-
 4	ues  are all simple and are ordered according to increasing magnitude,j 1
 4	 2Ž . Ž Ž .  4.and 1   l  where   dist  ;  A   . We restrictj j j1 j j j
further to the following two situations:
Case 1. D is bounded.
Ž . Case 2. D is normal, sup Re  	, and  A  a z  Ž D .
  4  . : Arg z   for some a,  0,2 .
Below we prove the following conclusions from the main theorem: If 
Ž . Ž .is the unbounded component of    D which intersects  A , then
Ž . Ž . A 
 is discrete. In Case 1 resp., Case 2 there is an unbounded
Ž . Ž .annulus resp., right half-plane U such that  A 
U consists only of
Ž .   Ž .simple eigenvalues  ‘‘corresponding’’ to  with     O 1j j j j j
asymptotically and there are corresponding eigenvectors of A which form
a Riesz basis of finite defect in H.
As a concrete example we consider the spectral problem for the differ-
Ž  	.ential equation with ‘‘floating singularity’’ see 1, 2, 10
q xŽ .
f  x   f x  0, f 0  f 1  0Ž . Ž . Ž . Ž .½ 5 u xŽ .
 	 	Ž . Ž .on 0, 1 where q L 0, 1 and u is measurable with essup Re u x0 x1
2Ž . 0; i.e., we consider A above in L 0, 1 defined by taking B 1, C q,
Ž . 2Ž . 1Ž . 2Ž .D u, and D A H 0, 1 
H 0, 1 , Aff  in L 0, 1 . Note that0
A is selfadjoint with compact resolvent, its spectrum consists only of the
 2 2  4 Ž simple eigenvalues  j j 1, 2, 3, . . . see 24, Satz 23.2; 26, Theorem
	. Ž . 8.26 , and D is normal. We calculate explicitly below that  A 
 z
 2 4Re z  2 consists only of simple eigenvalues, and, if
4 1
  'q   6  1 ,Ž .	 ž /4
2Ž . Žthen the corresponding eigenvectors form a Riesz basis for L 0, 1 here 
Ž . 6is the Riemann Zeta function,  6   945, and numerically it is
  .sufficient if q  12.12 .	
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ŽProof of the Aboe Comments. We consider Case 2 assuming only for
. Ž . Ž .1 Žsimplicity that A is selfadjoint , we define Q   B D C 
Ž .. D and use the estimate
   1 B C1Q  A  Ž . Ž .
dist ;  A dist ;  DŽ . Ž .Ž . Ž .
   B C

dist ;  A Re  xŽ . Ž .Ž . 0
Ž .for Re  x ,   A where x  sup Re . Case 1 is treated0 0   Ž D .
Ž .1  Ž    .1Ž    .similarly using the estimate D    D   D from
the Neumann series. We renumber the eigenvalues of A to the right of x0
in increasing order as        and consider disks D centered1 2 3 j
 4at the  with radii  satisfying  min   x ,  2 ,    2j j 1 1 0 1 j j
Ž .j 2 . The statements about discreteness of the spectrum and simplicity
of eigenvalues follow by Rouche’s Theorem if´
   dist ;  A Re  x  B C 6Ž . Ž . Ž .Ž . 0
for all  in some right half-plane minus the interiors of the disks D . It isj
Ž .not hard to see that this is the case if and only if 6 holds at the points
where the circles 
D intersect the real-axis, i.e., at the points  	  .j j j
Simply substituting we see that this is the case if and only if
        x  B C  j 1. 7Ž .Ž .j j j 0
When this holds we have exactly one simple eigenvalue  of A in eachj
Ž .disk D and the statement about the asymptotic behaviour of dist  ;  isj j j
clear. To prove the basis part of the claim we would like to choose the j
Ž .so as to maximize the left side of 7 . A simple calculation shows that the
 4 Ž .desired radii are now  min   x ,  2,    2 j 2 . Assum-1 1 0 1 j j
Ž .  Ž .Ž .1 ing 7 holds for these choices of  we can say that Q  A   1j
  4 	 Ž .for all  zRe z     int D ; hence, the part of1 1 n1 n
Ž . A in the half-plane Re z    consists only of simple eigenvalues.1 1
This is certainly possible under the general assumptions above by starting
at a sufficiently large eigenvalue  . Furthermore, we have1
   m B Cj  j 1 .Ž .
   1m      x  B CŽ .j j j j 0
By the selfadjointness of A and the choice of the D we have b  1;j j
hence, according to the theorem, to get a Riesz basis of finite defect it is
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now sufficient that
2	    B CŽ .
 1Ý 2
        x  B Cj1 Ž .Ž .j j j 0
which we can write as
2
	    x  B C0 j2 2     1    B C .Ž .Ž .Ý j j ½ 5   j j j jj1
Ž .Note here that the normalized eigenvectors of A form an orthonormal
 4	basis for H ; hence, the basis constant in the theorem is 1. Since 1 j j 1
2Ž . l  , the inequality can be attained by once again starting at a
sufficiently large  . For the additional claims about the concrete example1
we wish to take    2, the smallest eigenvalue of A, and x  0. Then1 0
2 Ž . 2 Ž .   Ž . Ž .we have 2   ,   2 j 1  j 2 , and m  4 q P j j 1	1 j j
Ž . Ž . 2Ž 2 2 2 2 .where P x  2 x 1  2 x  2 x  . The conditions for a
  Ž . Ž .Riesz basis with zero defect are now that 4 q  P j j 1 and	
	 1 1
 .Ý 2 2   16 qP j  4 qŽ .Ž . 	j1 	
Ž .Defining f : 0,	  by
 P x  4 qŽ . 	
f x  ,Ž . 4 34 x
Ž . Ž .it is easy to calculate that P x and f  x have no real zeros; hence, P
and f are strictly increasing. Consequently, it is sufficient if we require
  Ž . 4q  P 1 4  4 and	
	 41 1 1  1
  ' , i.e., q   6  1 .Ž .Ý 	 ž /2 6 28 4j  16 q16 f 1Ž . 	j1
4. A CLASS OF UNBOUNDED PERTURBATIONS
Ž .We consider again an operator-function of the type A   A 
Ž . 2Ž . 2Ž . 2Ž .Q  in L 0, 1 where A : L 0, 1  L 0, 1 is again the selfadjoint
Ž . 2Ž .operator with compact resolvent defined by D A  H 0, 1 

1Ž .H 0, 1 , Aff . As mentioned in the last section, the spectrum of A0
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 2 2  4consists only of the simple eigenvalues  n n 1, 2, 3, . . . . Further-
Ž .more, the corresponding normalized eigenfunctions are e xn' Ž . Ž . 2 sin n x which of course form an orthonormal basis . For definite-
ness we again let  be an open right half-plane, and we define the
Ž . 2Ž . 2Ž .perturbation Q  : L 0, 1  L 0, 1 by
D Q  D A , Q  f x  p x ,  f  x  q x ,  f x ,Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .
fD AŽ .
Ž .where the coefficient functions p, q : 0, 1 
 are assumed to sat-
isfy the conditions:
Ž . Ž . Ž . Ž .1  x 0, 1 ,  p x,  and  q x,  are holomorphic on .
Ž .2 For each  there is a neighborhood U of  and a nonnega-
2Ž .tive function H L 0, 1 such that

 p 
 q
p x ,  , q x ,  , x ,  , x ,  H xŽ . Ž . Ž . Ž . Ž .

 

 x ,   0, 1 
U.Ž . Ž .
Ž .Under these conditions, the definition of Q  above indeed makes sense,
Ž .Ž .1 Ž . 1and Q  A  and Q  A are HilbertSchmidt valued,
Ž .holomorphic operator-functions on    A and , respectively. With
the additional hypothesis that
Ž .  Ž .3 there exist 14 and  14 such that p ,  2
    Ž .    Const.  and q ,   Const.  for all  sufficiently large2
2Ž .we can further show that there is a Riesz basis of finite defect for L 0, 1
consisting of eigenvectors of the operator-function A.
Proof of the Aboe Comments. We use the following expansion for the
resolvent of A,
	 ² :f , e 2n1 2A  f x  e x ;    A , f L 0, 1Ž . Ž . Ž . Ž . Ž .Ý n2 2 n n1
Ž  	.which is absolutely and uniformly convergent in x see 12 . The termwise
differentiated series is
	 n' ² :2 f , e cos n x ,Ž .Ý 2n2 2 n n1
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and by Holder’s inequality the coefficients in this series form an l 1-¨
sequence, since
	n 	2 2² : l , f , e  l .Ž .2n n12 2ž / n  n1
Consequently, this series is also absolutely and uniformly convergent in x
and we may differentiate the original series termwise. So, at least point-
wise, we have the expansion
	
1 ² :Q  A  f x  f , e g x , ,  , 8Ž . Ž . Ž . Ž . Ž .Ý 2n n
n1
where
'2
g x , ,   n p x ,  cos n x  q x ,  sin n x . 4Ž . Ž . Ž . Ž . Ž .n 2 2 n 
  Ž  .	 2For fixed  and  we have that g  Const.n; hence, g  l ,2 2n n n1
Ž .and it follows by Holder’s inequality once more that the series in 8 is¨
2Ž . 2Ž .absolutely convergent in L 0, 1 which implies convergence in L 0, 1 .
Ž .Ž .1 Ž .Ž .1Furthermore, since Q  A   e  g , Q  A   is aj j
HilbertSchmidt operator with
	2 21Q  A   g , ,   	;  ,   A ,Ž . Ž . Ž . Ž .Ý n 2
n1
9Ž .
the sum on the right being the square of the HilbertSchmidt norm.
2Ž .Letting  be a given functional on L 0, 1 , i.e.,
1 2 f  f x h x dx , f L 0, 1Ž . Ž . Ž . Ž .H
0
2Ž .for some h L 0, 1 , it follows that
	
11 ² : Q  A f  f , e g x , , 0 h x dx 10Ž . Ž . Ž . Ž .Ž . Ý 2Hn n
0n1
Ž . 2Ž .due to the convergence of 8 in L 0, 1 . From the hypotheses we
conclude
Ž . Ž . Ž . 1Ž . Ž .1 g , , 0 h   L 0, 1  Holder’s inequality ,¨n
Ž . Ž . Ž .2  g x, , 0 h x is holomorphic on  for each fixed x,n


Ž . Ž .  Ž .  Ž . Ž .3 g x , , 0 h x  Const. H x h x  x,   0, 1 
U.Ž . Ž .n

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1 Ž . Ž .The function  H g x, , 0 h x dx is holomorphic on  for each n by0 n
the usual theorem on parameter dependent integrals. Furthermore, we
have the estimate
1
 g x , , 0 h x dx  g , , 0 hŽ . Ž . Ž .H 2n n 2
0
'2 C
    n 1 H h Ž . 2 22 2 nn 
Ž . 2for all U C a constant . Since the right side is an l -sequence in n, it
Ž .follows that the series on the right in 10 is absolutely and locally
Ž Ž . 1 .uniformly convergent in  on ; hence,   Q  A f :  is
Ž  	.holomorphic. Dunford’s Theorem see 9, VII-Sect. 1.1 finally implies
Ž . 1 Ž 2Ž ..that Q  A :  L L 0, 1 is holomorphic. The holomorphy of
Ž .Ž .1Q  A  follows from the resolvent identity as mentioned in
the Introduction.
Ž .We would now like to use the estimate in 9 with   and the main
theorem to prove the basis claim. As at the end of the previous section, let
Ž . 2 2 2D be the disk of radius j 12  centered at j  . From the numeri-j
cal inequality
n2 2 12 2 2
g x , ,   4 p x ,   4 q x , Ž . Ž . Ž .n 2 22 2 2 2    n   n 
we obtain
n2 2 12 2 2
g , ,   4 p ,   4 q ,  .Ž . Ž . Ž .2 2n 2 2 22 2 2 2    n   n 
11Ž .
For the first term on the right we have a bound of the form
n2 2 2 Const. 22 2  n 
 for all  sufficiently large. For  on the boundary of the disk D centeredj
at j2 2 we then obtain an estimate of the form
22 2 2 2	 4n  p ,  j nŽ . 2 4max  C  j Ý Ý2 2 22 2 2 2½ 5   
D  n  j  nj 12Ž .j n1 nj
12Ž .
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Ž . Ž .C a constant . Since the first term in the braces on the right in 12 is
bounded in j, it leads to a convergent series when summed over j because
41. By considering corresponding double integrals one can also
show that the series
	 2 	 2n n
4 4j , jÝ Ý Ý Ý2 22 2 2 2   j  n j  nj1 nj j1 nj
Ž .also converge. The second term in 11 is handled analogously and we
Ž .conclude from 9 that
2	
1max Q  A   	;Ž . Ž .Ý ž /
Djj1
hence, the basis claim follows by the main theorem.
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