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Abstract
In this paper we investigate the links among generalized scalar variational
inequalities of diﬀerential type, vector variational inequalities and vector opti-
mization problems. The considered scalar variational inequalities are obtained
through a nonlinear scalarization by means of the so called ”oriented distance”
function [14, 15].
In the case of Stampacchia-type variational inequalities, the solutions of the
proposed ones coincide with the solutions of the vector variational inequalities
introduced by Giannessi [8]. For Minty-type variational inequalities, analogous
coincidence happens under convexity hypotheses. Furthermore, the consid-
ered variational inequalities reveal useful in ﬁlling a gap between scalar and
vector variational inequalities. Namely, in the scalar case Minty variational
inequalities of diﬀerential type represent a suﬃcient optimality condition with-
out additional assumptions, while in the vector case the convexity hypothesis
was needed. Moreover it is shown that vector functions admitting a solution of
the proposed Minty variational inequality enjoy some well-posedness properties,
analogously to the scalar case [4].
1 Introduction
Given a map F from Rn to Rn and a nonempty set K ⊆ Rn, we say that a point
x∗ ∈ K is a solution of a Stampacchia variational inequality when [13]:
VI(F,K)  F(x∗),y− x∗ ≥0, ∀y ∈ K.
Analogously we say that x∗ ∈ K is a solution of a Minty variational inequality when
[17]:
MVI(F,K)  F(y),x ∗ − y ≤0, ∀y ∈ K.
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1In particular, when the variational inequality admits a primitive minimization
problem (that is the function f to minimize is such that F = f )a n dK is a con-
vex set, VI(f ,K)a n dMVI(f ,K) have strong links with this problem. Roughly
speaking, VI(f ,K) is a necessary condition for the minimization of the function f
over the set K, which becomes also suﬃcient when f is convex. On the contrary,
MVI(f ,K) is a suﬃcient condition for the minimization of f over the set K,w h i c h
becomes necessary if f is convex. Recently it has been observed also [4] that the
existence of a solution of MVI(f ,K) has some implications on the well-posedness
of the related optimization problem.
Variational inequalities in the sense of Minty and Stampacchia have been extended
to the case where F is a point to set map from Rn → 2Rn
(see for instance [10]). In
this case a point x∗ ∈ K is a solution of a Stampacchia variational inequality, when
there exists ξ∗ ∈ F(x∗), such that  ξ∗,y− x∗ ≥0, ∀y ∈ K. Analogously x∗ ∈ K
is said a solution of a Minty variational inequality when it holds  v,x∗ − y ≤0,
∀y ∈ K and ∀v ∈ F(y).
Furthermore a vector extension of Minty and Stampacchia variational inequalities
has been introduced by F. Giannessi [8, 9], who has also given some links between
the solutions of vector variational inequalities and the solutions of a vector opti-
mization problem. Roughly speaking, also for the vector case it has been proved
that Stampacchia vector variational inequalities represent a necessary condition for
optimality (that becomes suﬃcient under convexity assumptions). Analogously to
the scalar case it is proved that Minty vector variational inequality is a necessary
and suﬃcient optimality condition under convexity assumptions. But a gap with the
scalar case arises, namely that convexity is needed also to prove that Minty vector
variational inequality is a suﬃcient optimality condition.
In this paper we introduce a generalization of scalar variational inequalities (of dif-
ferential type) and we investigate their links with vector variational inequalities and
vector optimization problems. The considered variational inequalities are obtained
through a nonlinear scalarization, which makes use of the so called ”oriented dis-
tance” function [14, 15]. We show that the solutions of the proposed variational
inequalities coincide with the solutions of some variational inequalities for point to
set maps. In the case of Stampacchia-type variational inequalities the links with vec-
tor optimization coincide with those holding for vector valued ones. For Minty-type
variational inequalities analogous coincidence holds under convexity assumptions.
We show that if the convexity hypothesis is dropped, the proposed Minty varia-
tional inequalities provide a stronger solution concept with respect to Minty vector
variational inequalities and are useful in ﬁlling the previously mentioned gap.
Moreover it is shown that vector functions admitting a solution of the proposed
Minty variational inequality enjoy well-posedness properties analogously to the scalar
case [4].
The paper is structured as follows. In section 2 we recall some known results about
Minty variational inequalities and scalar optimization. Section 3 presents the con-
cept of ”oriented distance function” and its application in the scalarization of vector
optimality concepts. Section 4 deals with variational inequalities and vector opti-
2mization.
2 Scalar variational inequalities
We are concerned with the following optimization problem:
P(φ,K)m i n
x∈K
φ(x), x ∈ K ⊆ Rn,
where φ : Rn → R.Ap o i n tx∗ ∈ K is a solution of P(φ,K)w h e nφ(x) − φ(x∗) ≥
0, ∀x ∈ K. The solution is strong when φ(x) − φ(x∗) > 0, ∀x ∈ K\{x∗}.
In this section we assume that φ is a fuction deﬁned and directionally diﬀeren-
tiable on an open set containing K. We recall that the directional derivative of φ at
ap o i n tx in the direction d ∈ Rn is deﬁned as:
φ (x;d) = lim
t→0+
φ(x + td) − φ(x)
t
,
when this limit exists and is ﬁnite. We deal with the following variational problems:
VI(φ ,K) Find a point x∗ ∈ K such that φ (x∗;y − x∗) ≥ 0, ∀y ∈ K.
MVI(φ ,K) Find a point x∗ ∈ K such that φ (y;x∗ − y) ≤ 0, ∀y ∈ K.
Observe that the previous problems reduce to the classical Stampacchia and Minty
variational inequalities when φ is diﬀerentiable, which induces us to use the classical
abbreviations VIand MVI.
Deﬁnition 1. i) Let K be a nonempty subset of Rn.T h es e t ker K consisting
of all x ∈ K such that (y ∈ K, t ∈ [0,1]) =⇒ x + t(y − x) ∈ K is called the
kernel of K.
ii) A nonempty set K is star-shaped if ker K  = ∅.
In the following we will use the abbreviation st-sh for the word star-shaped. It
is known (see e.g. [18]) that the set kerK is convex for an arbitrary st-sh set K.W e
will assume, by deﬁnition, that the empty set is st-sh.
Deﬁnition 2. Af u n c t i o nφ deﬁned on Rn is called increasing along rays at a point
x∗ (for short, f ∈ IAR(x∗)) if the restriction of this function on the ray Rx∗,x =
{x∗ +αx|α ≥ 0} is increasing for each x ∈ Rn.( Af u n c t i o ng of one real variable is
called increasing if t2 ≥ t1 implies g(t2) ≥ g(t1).)
Deﬁnition 3. Let K ⊆ Rn be a st-sh set and x∗ ∈ ker K.Af u n c t i o nφ deﬁned on
K is called increasing along rays at x∗ (for short, φ ∈ IAR(K,x∗)), if the restriction
of this function on the intersection Rx∗,x ∩ K is increasing, for each x ∈ K.
3Proposition 1. [4]
i) If φ ∈ IAR(K,x∗),t h e nx∗ is a solution of P(φ,K).
ii) φ ∈ IAR(K,x∗) if and only if x∗ ∈ ker lev≤cφ for every c ≥ φ(x∗) (here
lev≤c φ := {x ∈ K|φ(x) ≤ c}).
The following result can be deduced from Theorem 2 in [4]
Proposition 2. i) Let x∗ be a solution of MVI(φ ,K) and x∗ ∈ ker K.T h e n
φ ∈ IAR(K,x∗).
ii) Let φ ∈ IAR(K,x∗).T h e nx∗ is a solution of MVI(φ ,K).
Remark 1. If x∗ i sas t r o n gs o l u t i o no fMVI(φ ,K) (i.e. φ (y;x∗ − y) < 0, ∀y ∈
K\{x∗}), in the previous Proposition we can easily conclude with the same proof
that φ is strictly increasing along rays starting at x∗.
The following result has an immediate proof and we omit it.
Proposition 3. i) Let x∗ ∈ ker K.I fx∗ ∈ K is a solution of P(φ,K),t h e nx∗
solves VI(φ ,K).
ii) Let K be a convex set. If φ is convex and x∗ ∈ K solves VI(φ ,K) then x∗ is
as o l u t i o no fP(φ,K).
Proposition 4. i) Let x∗ ∈ ker K.I fx∗ ∈ K is a (strong) solution of MVI(φ ,K)
then x∗ is a (strong) solution of P(φ,K).
ii) Let K be a convex set. If x∗ ∈ K solves P(φ,K) and φ is convex, then x∗
solves MVI(φ,K).
Proof:
i) Since x∗ is a solution of MVI(φ ,K), then φ ∈ IAR(K,x∗) and hence x∗ solves
P(φ,K). Analogously when x∗ i sas t r o n gs o l u t i o no fMVI(φ ,K).
ii) If φ is convex and x∗ ∈ K solves P(φ,K), then φ ∈ IAR(K,x∗)a n ds ox∗
solves MVI(φ ,K).

Problems VI(φ ,K)a n dMVI(φ ,K) can be linked by the following result anal-
ogous to the classical Minty’s Lemma.
Proposition 5. i) Let x∗ ∈ ker K.I fx∗ ∈ K solves MVI(φ ,K) and φ (·;d) is
upper semicontinuous (u.s.c.) along rays starting at x∗ for every d ∈ Rn,t h e n
x∗ is a solution of VI(φ ,K).
4ii) Let K be a convex set. If x∗ ∈ K solves VI(φ ,K) and φ is convex, then x∗
solves MVI(φ ,K).
Proof:
i) We begin proving that under the assumptions, if x∗ ∈ K solves MVI(φ ,K),
then x∗ is such that φ (y;y−x∗) ≥ 0, ∀y ∈ K.S i n c ex∗ solves MVI(φ ,K), we
know that φ ∈ IAR(K,x∗) and since x∗ ∈ ker K,t h es e t{Rx∗,y∩K} is convex
and hence has a nonempty relative interior ri{Rx∗,y∩K}.I fy ∈ ri{Rx∗,y∩K},
for t>0 ”small enough”, we have y+t(y−x∗)=x∗+(1+t)(y−x∗) ∈ Rx∗,y∩K
and hence φ(y+t(y−x∗)) ≥ φ(y), from which it follows easily φ (y;y−x∗) ≥ 0.
Let now y ∈{ Rx∗,y ∩ K}\ri{Rx∗,y ∩ K}. Hence we have y = limyk,f o rs o m e
sequence yk ∈ ri {Rx∗,y ∩ K},t h a ti syk = x∗ + tk(y − x∗). It holds:




φ (x∗ + tk(y − x∗);y − x∗) ≤ φ (y;y − x∗),
where the last inequality follows since φ (·,d) is u.s.c. along rays starting at
x∗.
Let now z ∈ K and consider the point z(t): =x∗+t(z−x∗), t ∈ (0,1]. We have
0 ≤ φ (z(t);z(t) − x∗)=φ (z(t);t(z − x∗)) and hence φ (z(t);(z − x∗)) ≥ 0.
Passing to the limit as t → 0+ and taking into account the fact that φ (·;y−x∗)
is u.s.c. along rays starting at x∗ we get φ (x∗;y − x∗) ≥ 0.
ii) If x∗ ∈ K solves VI(φ ,K), then x∗ solves P(φ,K)a n dφ ∈ IAR(K,x∗).
Hence x∗ solves MVI(φ ,K).

Now we recall the notion of Tykhonov well-posedness for problem P(φ,K).
Deﬁnition 4. As e q u e n c exk ∈ K is a minimizing sequence for P(φ,K),w h e n
φ(x∗) → infK φ(x).
Deﬁnition 5. Problem P(φ,K) is Tykhonov well-posed when it admits a unique
solution x∗ and every minimizing sequence for P(φ,K) converges to x∗.
For ε>0w es e t :
Lφ(ε)={x ∈ K : φ(x) ≤ inf
K
φ + ε}
and we recall the following result (see e.g. [7]).
Theorem 1. i) If P(φ,K) is Tykhonov well-posed, then diamLφ(ε) → 0 as ε →
0+, or equivalently infε>0 diamLφ(ε)=0(here diamA denotes the diameter
of the set A).
5ii) Let φ be lower semicontinuous and bounded from below. If infε>0 diamLφ(ε)=
0,t h e nP(f,K) is Tykhonov well-posed.
Theorem 2. [4] Let K b eac l o s e ds u b s e to fRn, x∗ ∈ ker K and f ∈ IAR(K,x∗).
If P(φ,K) admits a unique solution, then it is Tykhonov well-posed.
3 Scalar characterizations of vector optimality concepts
Let C be a closed, convex, pointed cone with nonempty interior. Let M be any of




, C and intC. The vector optimization problem (see e.g. [19])
corresponding to M,w h e r ef : Rn → Rl, is written as:
VP(f,K) v − minM f(x), x ∈ K.
This amounts to ﬁnd a point x∗ ∈ K (called the optimal solution), such that there is
no y ∈ K\{x∗} with f(y) ∈ f(x∗)−M. The optimal solutions of the vector problem
corresponding to −Cc (respectively, C\{0}, C and intC) are called ideal solutions
(respectively, eﬃcient solutions, strongly eﬃcient solutions and weakly eﬃcient so-
lutions). We will denote the eﬃcient solutions as e-solutions and the weakly eﬃcient
solutions as w-solutions.
Let us now recall the notion of ”oriented distance” function, introduced by
Hiriart-Hurruty [14, 15].
Deﬁnition 6. For a set A ⊆ Rl let ∆A : Rl → R ∪{ ± ∞ }be deﬁned as:
∆A(y)=dA(y) − dRl\A(y),
where dA(y): =i n f a∈A  y −a  is the distance from the point y to the set A.W ew i l l
call function ∆A(y), the oriented distance from the point y to the set A.
Function ∆A has been recently used in [20] to characterize several notions of
eﬃcient point of a given set D ⊆ Rl. In [12] it has been proved that when A is a
closed, convex, pointed cone, then we have:
∆−A(y)= m a x
ξ∈A ∩S
 ξ,y ,
where A  := {x ∈ Rl| x,a ≥0, ∀a ∈ A} is the positive polar of the set A and S the
unit sphere in Rl.
In this section we use function ∆−A in order to give scalar characterizations of some
notions of eﬃciency for problem VP(f,K). Furthermore, some results characterize
pointwise well-posedness of problem VP(f,K) [6] through function ∆−A.
Given a point ˆ x ∈ K , consider the function:
φˆ x(x)= m a x
ξ∈C ∩S
 ξ,f(x) − f(ˆ x) ,
6where C  denotes the positive polar of C and S the unit sphere in Rl. Clearly
φˆ x(x)=∆ −C(f(x) − f(ˆ x)). We consider the problem:
P(φˆ x,K)m i n φˆ x(x), x ∈ K.
The following Theorem can be found in [11].
Theorem 3. i) The point x∗ ∈ K is a strong e-solution of VP(f,K) if and only
if x∗ is a strong solution of P(φx∗,K).
ii) The point x∗ ∈ K is a w-solution of VP(f,K) if and only if x∗ is a solution
of P(φx∗,K).
The next result slightly extends Theorem 3.
Theorem 4. i) The point x∗ ∈ K is a strong e-solution of VP(f,K) if and only
if there exists a point ˆ x ∈ K, such that x∗ is a strong solution of P(φˆ x,K).
ii) The point x∗ ∈ K is a w-solution of VP(f,K) if and only if there exists a
point ˆ x ∈ K , such that x∗ is a solution of P(φˆ x,K).
Proof. We prove only i), since the proof of ii) is analogous. Let x∗ be a strong
e-solution of VP(f,K). Then from Theorem 3 we know that x∗ is a strong solution
of P(φx∗,K) and necessity is proved.
Now, assume that for some ˆ x ∈ K, x∗ is a strong solution of P(φˆ x,K), i.e.
φˆ x(x∗) <φ ˆ x(x),∀x ∈ K\{x∗}, or equivalently:
max
ξ∈C ∩S
 ξ,f(x∗) − f(ˆ x)  < max
ξ∈C ∩S
 ξ,f(x) − f(ˆ x)  =
max
ξ∈C ∩S
 ξ,f(x) − f(x∗)+f(x∗) − f(ˆ x) ≤
max
ξ∈C ∩S
 ξ,f(x) − f(x∗)  +m a x
ξ∈C ∩S
 ξ,f(x∗) − f(ˆ x) , ∀x ∈ K\{x∗}.
Hence maxξ∈C ∩S ξ,f(x) − f(x∗)  > 0, ∀x ∈ K\{x∗}, i.e. x∗ i sas t r o n gs o l u t i o no f
P(φx∗(x),K). From the previous Theorem we obtain that x∗ is a strong e-solution
of VP(f,K).
Now we recall the notion of pointwise well-posedness for problem VP(f,K)[ 6 ] .
Let k ∈ C, α>0, v ∈ K and set:
L(v,k,α)={x ∈ K|f(x) ∈ f(v)+αk − C}.
Deﬁnition 7. Problem VP(f,K) is said to be pointwise well-posed at the e-solution
x∗ when:
infα>0diamL(x∗,k,α)=0 , for each k ∈ C.
7Theorem 5. Let f be a continuous function and let x∗ ∈ K be an e-solution of
VP(f,K). Problem VP(f,K) is pointwise well-posed at x∗ if and only if problem
P(φx∗,K) is Tykhonov well-posed.
Proof. Since x∗ is an e-solution of VP(f,K), then x∗ is also a w-solution of VP(f,K)
and hence (Theorem 3) a solution of P(φx∗,K), with φx∗(x∗)=0 . L e tP(φx∗,K)
be Tykhonov well-posed. If for some k ∈ C and α>0, x ∈ L(x∗,k,α), then, for
some c ∈ C,w eh a v ef(x) − f(x∗)=−c + αk and so:
φx∗(x)= m a x
ξ∈C ∩S
 ξ,f(x) − f(x∗)  =m a x
ξ∈C ∩S
 ξ,−c + αk ≤
≤ max
ξ∈C ∩S
 ξ,−c  + α max
ξ∈C ∩S
 ξ,k ≤α max
ξ∈C ∩S
 ξ,k .
(the last inequality follows since for every ξ ∈ C  ∩ S,w eh a v e ξ,−c ≤0). Hence
we have x ∈ Lφx∗(αmaxξ∈C ∩S ξ,k ). It follows that ∀α>0a n d∀k ∈ C,w eh a v e :
L(x∗,k,α) ⊆ Lφx∗(α max
ξ∈C ∩S
 ξ,k )














and hence infα>0 diamL(x∗,k,α)) = 0, that is VP(f,K) is pointwise well-posed at
x∗.
Assume now that VP(f,K) is pointwise well-posed at x∗. We prove that there exists
ap o i n t¯ k ∈ intC such that for every α>0i th o l d s :
Lφx∗(α) ⊆ L(x∗,¯ k,α).
For every k ∈ intC and ξ ∈ C  ∩ S we have  ξ,k  > 0. Choose a vector ¯ k ∈ intC
with minξ∈C ∩S ξ,¯ k  > 1. If, ab absurdo, for some α>0t h e r ee x i s t sap o i n t
x ∈ Lφx∗(α)\L(x∗,¯ k,α), then we have f(x) − f(x∗)  ∈− C + α¯ k. It follows the
existence of a point ¯ ξ ∈ C  ∩ S such that  ¯ ξ,f(x) − f(x∗) − α¯ k  > 0a n ds o :




 ξ,f(x) − f(x∗)  >α  ¯ ξ,¯ k ≥α min
ξ∈C ∩S
 ξ,¯ k  >α ,
that is φx∗(x) − φx∗(x∗) >αand hence the absurdo x  ∈ Lφx∗(α). So we have:
Lφx∗(α) ⊆ L(x∗,¯ k,α), ∀α>0.
8Since VP(f,K) is pointwise well-posed at x∗,w eh a v ei n f α>0 diamL(x∗,¯ k,α)=0
and so also infα>0 diamLφx∗(α) = 0. Since f is continuous then also φˆ x is continuous
(see e.g. [18]) and so the proof is complete recalling ii) of Theorem 1.
In the scalar case it is known that if φ is a convex function with a unique (strong)
minimizer over K, then problem P(φ,K) is Tykhonov well-posed. Now we extend
this property to the vector case.
Deﬁnition 8. The function f : K ⊆ Rn → Rl is said to be C–convex when:
f (λx +( 1− λ)y) −
 
λf (x)+( 1− λ)f (y)
 
∈− C ∀x,y ∈ K, ∀λ ∈ [0,1].
The following result has an almost immediate proof and we omit it.
Proposition 6. Let f : Rn → Rl be a C-convex function. Then ∀ˆ x ∈ K,t h e
function φˆ x(x) is convex.
Theorem 6. If f : Rn → Rl is C-convex, then f is pointwise well-posed at any
strong e-solution of VP(f,k).
Proof: Assume that f is C-convex and let x∗ be a strong e-solution of VP(f,K).
Then, from Theorem 3 x∗ is the unique minimizer of the convex function φx∗(x)
over K and a classical result (see [7]) states that problem P(φx∗,K) is Tykhonov
well-posed. The thesis then follows from Theorem 5 
Remark 2. If we consider C = Rl
+ and deﬁne ˜ φˆ x(x)=m a x {fi(x) − fi(ˆ x),i =
1,...,l}, then it can be proved [4] that φˆ x(x)=˜ φˆ x(x).
4 Variational inequalities and vector optimization
Vector variational inequalities (of Stampacchia type) have been ﬁrst introduced in
[8]. Later a vector formualtion of Minty variational inequality has been proposed as
well (see e.g. [9]). Both the inequalities involve a matrix valued function F : Rn →
Rl×n and a feasible region K ⊆ Rn. We consider the following sets:
Ω(x): =
 





w ∈ Rl |w = F(y)(y − x),y∈ K
 
.
Deﬁnition 9. i) A vector x∗ ∈ K is a solution of a strong vector variational
inequality of Stampacchia type when:





9ii) A vector x∗ ∈ K is a solution of a weak vector variational inequality of Stam-
pacchia type when:





Deﬁnition 10. i) A vector x∗ ∈ K is a solution of a strong vector variational
inequality of Minty type when:





ii) A vector x∗ ∈ K is a solution of a weak vector variational inequality of Minty
type when:





In the sequel we will deal mainly with weak vector variational inequalities of
Stampacchia and Minty type (for short VVI and MVVI, respectively).
The following result (see [9]) extends the classical Minty’s Lemma to the vector
case.
Lemma 1. Let K be a convex set and let F be hemicontinuous and C-monotone.
Then x∗ is a solution of MVVI(F,K) if and only if it solves VVI(F,K).
Similarly to the scalar case, we consider a function f : Rn → Rl, that we assume
to be diﬀerentiable on an open set containing K, such that f  = F, for all x ∈ K
(here f  denotes the Jacobian of f).
The following results (see [8, 9]) link VVI(f ,K)a n dMVVI(f ,K) to vector
optimization.
Proposition 7. Let f : Rn → Rl be diﬀerentiable on an open set containing K.
i) If x∗ ∈ ker K is a a w-solution of VP(f,K), then it solves also VVI(f ,K).
ii) If K is a convex set, f is C–convex and x∗ is a solution of VVI(f ,K),t h e n
it is a w-solution of VP(f,K).
Some reﬁnements of the relations between VVI and eﬃciency have been given in
[2].
Proposition 8. Let C = Rl
+ and K be a convex set. If f is C–convex and diﬀer-
entiable on an open set containing K,t h e nx∗ ∈ K is a w-solution of VP(f,K) if
and only if it is a solution of MVVI(f ,K).
Remark 3. The previous result has been extended to an arbitrary ordering cone C
(closed, convex, pointed and with nonempty interior) in [3], under the hypothesis that
f  is hemicontinuous at x∗, i.e. that the restriction of f  on any ray starting at x∗ is
continuous. This assumption in not really additional with respect to Proposition 8,
since the Jacobian of every Rl
+-convex and diﬀerentiable function is hemicontinuous.
10In particular, Proposition 8 gives an extension to the vector case of Proposition
4 (for diﬀerentiable functions). Anyway, in Proposition 8, convexity is needed also
for proving that MVVI(f ,K) is a suﬃcient condition for optimality, while in the
scalar case, convexity is needed only in the proof of the necessary part.
The next example shows that the convexity assumption in Proposition 8 cannot be
dropped.
















x − x2,x  =0
0,x =0
and observe that −2x2 ≤ f1(x) ≤ 0, ∀x ∈ K and f1 is diﬀerentiable on K.F u n c t i o n
f1 has a countable number of local minimizers and of local maximizers over K.T h e
local maximizers of f1 are the points yk = − 1
π
2 +2kπ, k =0 ,1,...and f1(yk)=0 .I fw e
denote by xk, k =0 ,1,...the local minimizers of f over K, we have yk <x k <y k+1,
∀k =0 ,1,... .
Function f2 is deﬁned on K as:
f2(x)=
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨




























,x ∈ [xk,y k+1)
0,x =0
for k =0 ,1,... . It is easily seen that also f2 is diﬀerentiable on K. The graphs of
f1 and f2 are plotted in ﬁgure 1.
The points x ∈ [− 2
π,x 0] are w-solutions, while the other points in K are not w-
solutions. In particular, x∗ =0is an ideal maximal point (i.e. f(x) − f(x∗) ∈
R2
−, ∀x ∈ K). Anyway, it is easy to see that any point of K is a solution of
MVVI(f ,K).
In order to ﬁll the gap between Proposition 8 and the analogous scalar result, we
consider function φˆ x introduced in the previous section. From now on we will assume
that f is a function of class C1 on an open set containing K (this assumption can
be weakened with diﬀerentiability when C = Rl
+). The following Theorem resumes
some classical properties of function φˆ x.
Theorem 7. [5]
i) φˆ x is directionally diﬀerentiable and
φ 
ˆ x(x;d)= m a x
ξ∈Rˆ x(x)
ξ f (x)d,
where Rˆ x(x)={ξ ∈ C  ∩ S : φˆ x(x)= ξ,f(x) − f(ˆ x) }.
11Figure 1: f1(x)a n df2(x).
ii) φ 
ˆ x(x;·) is sublinear and can be expressed as:
φ 
ˆ x(x;d)= m a x
v∈∂φˆ x(x)
 v,d ,
where ∂φˆ x(x)=c o n v {ξ f (x),ξ∈ Rˆ x(x) } (here conv A denotes the convex
hull of the set A).
Now we consider the following problems:
VI(φ 
ˆ x,K)F o r a g i v e n ˆ x ∈ K, ﬁnd a point x∗ ∈ K such that φ 
ˆ x(x∗;y − x∗) ≥
0,∀y ∈ K.
MVI(φ 
ˆ x,K)F o r a g i v e n ˆ x ∈ K, ﬁnd a point x∗ ∈ K such that φ 
ˆ x(y;x∗ − y) ≤
0, ∀y ∈ K.
Remark 4. Clearly, Proposition 5 prvides some links between these two problems.
Since, under the made assumptions, φ 
ˆ x(x;·) is u.s.c., then any solution of Problem
MVI(φ 
ˆ x,K) is a solution of VI(φ 
ˆ x,K). Conversely, if f is C-convex, then φˆ x
is convex (see Proposition 6) and hence Proposition 5 states that every solution of
Problem VI(φ 
ˆ x,K) is also a solution of MVI(φ 
ˆ x,K) .
The next results state the equivalence betweeen the previous problems and gen-
eralized variational inequalities for point to set maps [10].
Proposition 9. Let K be a convex set. Problem VI(φ 
ˆ x,K) is equivalent to the
following generalized variational inequality of Stampacchia type :
12VI(∂φˆ x,K) For some given ˆ x ∈ K, ﬁnd a point x∗ ∈ K, such that ∃v ∈ ∂φˆ x(x∗) for
which  v,x∗ − y ≤0.
Proof: VI(∂φˆ x,K)= ⇒ VI(φ 
ˆ x,K) is obvious. Instead, assume that x∗ solves
VI(φ 
ˆ x,K), i.e. φ 
ˆ x(x∗;y − x∗) ≥ 0, ∀y ∈ K. This means:
max
v∈∂φˆ x(x∗)
 v,y − x∗ ≥0, ∀y ∈ K
and the result follows from Lemma 1 in [1]. 
Similarly we get the following result which we state without the obvious proof.
Proposition 10. Let K be a convex set. Problem MVI(φ 
ˆ x,K) is equivalent to the
following generalized variational inequality of Minty type:
MVI(∂φˆ x,K) For a given ˆ x ∈ K, ﬁnd a point x∗ ∈ K such that  v,x∗ − y ≤0 for
every v ∈ ∂φˆ x(y) and for every y ∈ K.
Now we prove that the solutions of problem VI(φ 
ˆ x,K) coincide with the solutions
of VVI(f ,K).
Proposition 11. Let K be a convex set. If x∗ ∈ K solves problem VI(φ 
ˆ x,K) for
some ˆ x ∈ K,t h e nx∗ is a solution of VVI(f ,K). Conversely, if x∗ ∈ K solves
VVI(f ,K),t h e nx∗ solves problem VI(φ 
x∗,K).
Proof: Assume ﬁrst that x∗ solves problem VI(φ 
ˆ x,K)f o rs o m eˆ x ∈ K.T h e n
from Proposition 9 we know that x∗ solves VI(∂φˆ x,K), i.e. there exists v∗ ∈
∂φˆ x(x∗), such that  v∗,y− x∗ ≥0, ∀y ∈ K. By Caratheodory Theorem v∗ =  r
i=1 λiξ 
i f (x∗), with 0 <r≤ n +1 ,λi ≥ 0,
 r




i f (x∗)(y − x∗) ≥ 0, ∀y ∈ K. Ab absurdo assume that for some
y ∈ K it holds f (x∗)(y − x∗) ∈− intC. Hence, for every ξ ∈ C  ∩ S,w em u s th a v e
ξ f (x∗)(y − x∗) < 0 and this conradicts the previous inequality.
Assume now that x∗ ∈ K solves VVI(f ,K) and observe that since K is convex, also
Ω(x∗) is a convex set. Since Ω(x∗)∩−intC = ∅, then from the well known Separation
Theorem, we have the existence of a vector ξ ∈ C ∩S such that ξ f (x∗)(y−x∗) ≥ 0.
N o w ,o b s e r v et h a tw eh a v eφ 
x∗(x∗;y − x∗)=m a x ξ∈Rx∗(x∗) ξ f (x∗)(y − x∗)a n d
Rx∗(x∗)=C  ∩ S. So the previous inequality implies φ 
x∗(x∗;y − x∗) ≥ 0. 
Remark 5. In [16] it has been proved that, under the hypotheses of the previous re-
sult, the set of the solutions of VVI(f ,K) coincide also with the set of the solutions
of the scalar variational inequalities VI(ξ f ,K), ξ ∈ C .
Now we turn our attention to problem MVI(φ 
ˆ x,K).
Theorem 8. Let x∗ ∈ K solve MVI(φ 
ˆ x,K).T h e nx∗ solves MVVI(f ,K).
Proof: Let x∗ solve MVI(φ 
ˆ x,K) and ab absurdo assume that x∗ does not solve
MVVI(f ,K). Hence, for some ¯ y ∈ K we have f (¯ y)(¯ y − x∗) ∈− intC and
so ξ f (¯ y)(¯ y − x∗) < 0, ∀ξ ∈ C  ∩ S. This contradicts the fact that x∗ solves
MVI(φ 
ˆ x,K), i.e. that maxξ∈Rˆ x(y) f (y)(y − x∗) ≥ 0, ∀y ∈ K. 
13The converse of the previous result holds under convexity assumptions.
Theorem 9. Let K be a convex set and f be a C-convex function. If x∗ ∈ K solves
MVVI(f ,K),t h e nx∗ solves problem MVI(φ 
x∗,K).
Proof: We know that, if f is C-convex and x∗ solves MVVI(f ,K), then x∗ is a
w-solution of VP(f,K) (Proposition 8 and Remark 3) and hence x∗ is a solution
of P(φx∗,K) (Theorem 3). Since f is C-convex, from Proposition 6 we know that
φx∗(x)i sc o n v e xa n dt h e nφx∗ ∈ IAR(K,x∗). It follows that φ 
x∗(y;x∗ − y) ≤ 0
(recall Proposition 2) and the proof is complete. 
The convexity assumption in the previous result cannot be dropped as the follow-
ing example shows. Hence, when convexity assumptions do not hold MVI(φˆ x,K)
deﬁnes a stronger solution concept then MVVI(f ,K).
Example 2. Consider the function of Example 1 that clearly is not R2
+ convex. The
point x∗ =0is a solution of MVI(f ,K),b u tt h e r ei sn oˆ x ∈ [− 2
π,0] such that x∗
solves MVI(φ 
ˆ x,K),w i t hφˆ x(x)=m a x {f1(x),f 2(x)} (recall Remark 2).
Theorem 10. Let x∗ ∈ ker K be a solution of MVI(φ 
ˆ x,K) for some ˆ x ∈ K.T h e n
x∗ is a w-solution of VP(f,K).
Proof: Since x∗ solves MVI(φ 
ˆ x,K), then x∗ is a solution of P(φˆ x,K) and hence a
w-solution of VP(f,K) (recall Proposition 4 and Theorem 4). 
Theorem 11. Let x∗ ∈ ker K.I fx∗ is a strong solution of MVI(φ 
ˆ x,K) for some
ˆ x ∈ K,t h e nx∗ is a strong e-solution of VP(f,K).F u r t h e r m o r e ,i fx∗ is a strong
solution of MVI(φ 
x∗,K),t h e nVP(f,K) is pointwise well-posed at x∗.
Proof: If x∗ is a strong solution of problem MVI(φ 
ˆ x,K)f o rs o m eˆ x,t h e nx∗ is a
strong e-solution of VP(f,K) (apply Propositions 4 and Theorem 4).
Assume in particular that x∗ is a strong solution of problem MVI(φ 
x∗,K), i.e.:
φ 
x∗(y;x∗ − y) < 0, ∀y ∈ K\{x∗}.
Then combining Propositions 2 and 4 and Theorems 2 and 5, the proof is complete.

Example 3. Consider the function f : R → R2 deﬁned as f(x)=( x,log|x − 1|)=
(f1(x),f 2(x)),l e tC = R2
+ and K =[ −1/2,1/2]. It is easy to check that x∗ =0solves
MVVI(f ,K) and x∗ is a e-solution of VP(f,K) (and hence also a w-solution).
Anyway, Proposition 8 would not have allowed such a conclusion, since f is not C-
convex. Instead, considering function φx∗(x)=m a x {f1(x),f 2(x)} one gets that x∗ is
a strong solution of MVI(φx∗,K) and hence x∗ is a strong e-solution of VP(f,K).
Furthermore VP(f,K) is pointwise well-posed at x∗.
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