Introduction
Despite numerous papers examining crop rotations and field experiments conducted over lengthy periods of time, it remains a difficult problem to analyse such data satisfactorily, and in this case, the problem is not that of a response measured over a surface, but that of a response measured over three dimensions of the field. We describe field trial data from a long term crop rotation trial, conducted to determine a cropping system which would maximise the use of stored water in the soil, and minimise the risk of water leakage leaching the soil of its salts and endangering long-term agriculture on the Liverpool Plains in New South Wales, Australia.
These data pose several problems: how to describe the treatment effect, how to account for spatial autocorrelation, how to account for spatial correlation over depths, and what might be an appropriate model over time.
The layered CAR model, a three dimensional variant of the CAR model [7, 9] , was shown to well describe the data for a single day [14] . We use an identical layered CAR model for each date to analyse five sets of soil moisture measurements taken six months apart over a two-year period. The choice of CAR models is further discussed in Section 5.
The model for the treatment effect assumes that each treatment determines a depth profile curve for each date. Treatment effects are modelled as continuous curves along the depth dimension, with different curves for each date and treatment. Linear splines are used to model treatment effect over depth allowing trend comparisons over segments of the curve for the different treatments and dates.
In addition to the agricultural case study, we present a computationally efficient Gibbs sampling algorithm for fitting the layered CAR model with a regression component.
Section 2 describes the data used in the case-study. Section 3 describes the model and its computational framework. Section 3 also describes the methods used for comparisons of contrasts between and within dates. Section 4 provides the results of the case-study. Section 5 provides a discussion of the methods and the results. Section 8 outlines a Gibbs sampler for the proposed model.
Case Study
The four dimensional data used in this case-study consist of moisture observations taken at 108 surface treatment sites, 15 depths and over 5 different dates during a two-year period. The 108 measurement sites are arranged as 6 rows with 18 columns per row. Hence, data at each time point consist of 1620 measurements at 108 sites over 15 depths.
The purpose of the field trial is to determine a cropping system which leads to lower moisture values in the soils, in order to minimise the risk of deep drainage.
More complete details of the trial may be found in Ringrose-Voase et al. [33] .
Nine treatments are considered. These fall into three groups, long fallow cropping, response cropping and pasture treatments. The concern in this paper is to establish whether the various components of the model vary from date to date, and to determine the cropping system best suited to the land. The model for y is as follows
where X is an (n × p) design matrix, β is a (p × 1) vector of regression coefficients, ψ is an (n × 1) vector that models spatial correlation at each depth and ϵ is an (n × 1) residual vector that is homogeneous within each depth. The design matrix, X, models the treatment effects as continuous functions of depth for each treatment. The spatial covariance is modelled using a Gaussian Markov random field (GMRF). Stationary and non-stationary covariance structures are considered.
A proper conditional autoregressive (CAR) prior [15] is used for the stationary case, while an intrinsic CAR prior [9, 35] is used in the non-stationary case. The spatial variation for ψ is captured either through a proper prior on ψ in the stationary case such that
) , or in the non-stationary case, through an improper prior
) .
Points on the lattice are defined as neighbours only if they lie in the same horizontal layer. The precision matrices, Ω (ρ, τ ) and Ω (τ ), are (n × n) block diagonal matrices that depend on the horizontal neighbourhood structure, the (D × 1) vector of scaling coefficients, τ 2 , and, in the stationary case, a spatial dependence parameter ρ, where |ρ| < 1. In the non-stationary case ρ is not required. The block diagonal structure permits D separate scaling coefficients, τ 2 , that model differing variances at each depth for the spatial components.
The error, ϵ, is an n × 1 vector, that is defined such that
where Σ (σ) is an (n × n) diagonal covariance matrix that is a function of a (D × 1)
vector σ 2 that allows heterogeneity across depths in the non-spatial random component. The variance, Σ, is defined as
where I is the S × S identity matrix. This structure arises from the ordering of y by depth and then by spatial site. The residuals are modelled as having differing variances at each depth.
Two variables, depth and treatment, are used to describe the fixed effects. Here, depth is treated as a continuous variable, and a set of basis functions is formed from it in order to fit splines. For the case-study, the basis functions are linear splines, but other basis functions may be used [25] . Treatment is a categorical variable, Donald, Strickland, Alston, Young & Mengersen with T levels. The design matrix, X may be expressed as
where A is a D × k matrix of k depth basis functions, ⊗ is the Kronecker product and B is an S × T matrix that matches the S horizontal sites with the appropriate set of T dummy variables for the site treatments. The Kronecker product gives X as an n × p matrix with n = D × S and p = k × T .
The linear splines are defined as [25] . For the linear splines used in the case-study of this paper, the number of basis functions, k, is the number of internal knots plus 2.
For the stationary CAR prior the precision matrix is
with τ 2 an n × 1 vector of scaling coefficients permitting different variances at the D different depths, and Q an S × S first order neighbourhood precision matrix common to each depth layer, and
The neighbourhood matrix, W , is defined such that
and M is given by
where n i is the number of neighbours of site i. See Gelfand and Vounatsou [15] .
In the depth layered scheme used here the non-stationary CAR prior is defined
as
with R an S × S first order neighbourhood precision matrix whose elements r ij are specified by
where n i is the number of neighbours for site i [35] .
Computation
Computation is performed using a general-purpose MCMC software framework currently under development, which allows block updating of parameters. Pro- The conditional autogressive models have a sparse precision matrix defined by the adjacency matrix. The sparse matrix representation used here is the compressed sparse row format described by Saad [36] . Krylov subspace methods are used for updating [37, 40] . Smooth continuous curves may be fitted using the generalised additive (GAM) framework of Hastie and Tibshirani [17] , or the random walk (order 2) (RW2) smoothing of INLA [23] , the RW2 penalised splines of BayesX [3, 4] which are described more fully in Brezger and Lang [11] , Lang and Brezger [19] and Kneib and
Fahrmeir [18] . Such frameworks seem unnecessarily complicated for the problem 
Contrast and parameter comparisons
Output for each MCMC simulation after burnin was kept for all model estimates. We compare the variance components of the model in the same manner. For the random spatial components a visual comparison only is made, using the 95% credible intervals for ψ for each site and depth. For depths from 140 cm and onward, these credible intervals largely overlap.
Convergence and accuracy
Geweke statistics [16] were used to assess convergence for all contrasts and comparisons discussed, both for treatments, and variance components. The accuracy of the credible intervals was assessed using Raftery-Lewis statistics [32] .
Results

Model choice
The DIC (Table 1) 
Convergence and Accuracy Results
Convergence was satisfactory for all parameters discussed and these were found to be accurate to the levels displayed in the paper, using Raftery-Lewis tests [31, 32] . Dependence factors [31] were less than five for all parameters. Geweke [16] z statistics were less than |2|. These indicate both satisfactory convergence and that the reported quantiles have the accuracy indicated. dates from depths 120 cm to 300 cm. Comparisons across dates show just 3 observed differences whose 95% credible interval fails to include zero from a possible 100.
Variance components
There are apparently some differences across dates at the shallower depths, with 25 of the 50 possible comparisons showing differences for depths from 20 cm to 100 cm, and these are generally differences with the τ values for date 4. The spatial variance components vary by depth, but not by generally by date. This is particularly true for depths from 120 cm to 300 cm.
The variance component graphs (Figures 2, 3) show very much lower variability in the mid-depth range. Date 4 (September 23, 1998) shows considerably smaller variances for the shallower depths than those for the other dates for both the spatial and non-spatial variance components. Tables 2 and 3 show values and comparisons for the parameter ρ. Just one of the possible 10 comparisons across dates has a 95% credible interval which did not include zero. ρ appears to be effectively the same across dates.
Depth segments and dates
The three-knot spline model consists of four linear segments for each treatment. Table 4 The lucerne pasture mixtures (treatments 7 & 8) perform consistently better than the native pastures for depths greater than 100 cm. That is, at these depths, lucerne mixtures lead to drier soil than the native pastures.
The differences discussed above are also shown in the saturated model contrast differences but not so markedly. These same contrasts when compared across the dates show essentially no differences in the depths from 200 cm to 300 cm.
Spatial residual components, ψ
As indicated in Section 3.4, no formal comparisons were made for the spatial residuals across dates. Graphs of their 95% credible intervals were plotted to inspect overlap or non-overlap. For depths from 140 cm and deeper the credible intervals largely overlap. Figure 7 gives contour graphs for these spatial residuals at the depth of 240 cm for the different dates. These show considerable consistency across dates.
Discussion
In considering longitudinal agricultural experiments, Piepho et al. [27] , Piepho and Ogutu [28] , Piepho et al. [29] , Wang and Goonewardene [41] and Brien and
Demetrio [12] use mixed models within a REML framework to analyse their spatiotemporal data, and explicitly address the fitting of state-space models via standard software and REML. The fixed part of their models is generally simple and the data are measured on two spatial dimensions. Some soil profile studies [22] do not use spatial information in the analysis. Some studies composite the soils from different depths across soil types or treatment [38] . Others [24] use the mixed modelling framework advocated by Piepho et al. [27] . Roy and Blois [34] is one of the few papers in an agricultural context which uses conditional autoregressive models. For agricultural data, the current methodology of choice to account for spatial correlation would seem to be mixed modelling to describe spatial and other variance components, using REML. Despite the work of Besag et al. [5] , Besag and Higdon [6, 7] there has been almost no use of CAR models for agricultural analyses. We use conditional autoregressive models for their simplicity and their capacity to allow reasonably complex fixed model components. Working with the sparse precision matrix from the adjacency matrix rather than from a dense covariance matrix permits efficient model fitting. Besag and Mondal [8] , Lindgren et al. [20] show the equivalence of various kriging and CAR models.
The use of block updating allows good mixing and the Krylov subspace methods exploit the sparse structure of the precision matrix to give efficient sampling.
The choice to allow neighbours only at the same depth (the layered CAR model)
is made for several reasons. Firstly, with depth an important part of the regression component, to include depth-neighbours would confound estimation of the treatment effects. Secondly, and more importantly, it permits the fitting of differing variances for the spatial components at each depth. Finally, using the obvious choice of distance weighted neighbours would mean that with the great differences in scale between horizontal and vertical distances the neighbourhood model would Donald, Strickland, Alston, Young & Mengersen degenerate effectively into a depth neighbourhood model only, while using (1, 0) neighbours would also be difficult to justify. This consideration seems likely to apply in many agricultural contexts where observations are made in three spatial dimensions. We use a first order neighbourhood across the horizontal lattice and (1,0) weights.
We fitted the same model to five dates of data aiming to discover how best to fit a model for the full data. It largely appears that several important parameters of the model (ρ, τ and σ) are constant across dates for the depths which are of concern for salination.
From the DIC values, we see that the simplification of the three-knot model, where a longer linear segment at the deeper depths is used, has resulted in a better model. Clearly for depths from about 200 cm and greater, the various treatments no longer exercise a direct effect on the moisture content of the soil. Rather, the moisture content remains approximately constant at whatever level it has reached by 200 cm, but with increasing variability with increasing depth. This is true for all five dates.
We have presented a methodology for the analysis of three dimensional lattice data sets, where the distance between lattice points in one dimension is not commensurate with those in the other two, a situation which often applies water column, air column and soil studies. We call this model the layered CAR model. The layering is applicable to both regular and irregular lattices in the horizontal plane.
We see layered models as applying to oceanographic, and air column data as well as three dimensional agricultural studies.
The analyses of the case study here have uncovered important features of the data. In particular, by having taken out the spatially correlated components, they indicate that response cropping gives rise to more satisfactory moisture levels than long fallow cropping below the root zone where the soils are at greatest risk of salination. a regression component with a design matrix, X, and is a layered CAR model, in that the residuals (both spatial and random) are drawn from variance components specific to each depth. Additionally, the neighbourhood matrix permits neighbours only in the common depth layer, giving rise to a block diagonal neighbourhood matrix for the full data. For definitions of the parameters, we refer the reader to Section 3.1. Here we describe the Gibbs sampler used for their estimation.
The joint posterior for the full set of unknown parameters is estimated by partitioning the parameters into five blocks (ψ, τ , β, σ, ρ) .
and a Gibbs sampling scheme is defined such that the j th step is Let S be the number of horizontal sites, D the number of different depths, and n the number of observations.
The following subsections describe the sampling from each of the full conditional posteriors in the scheme above.
Sampling β.
We defineỹ, such thatỹ 
