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The procedure that predicts the mean information per letter in a 
long text by adding the constraint measured between pairs of letters 
in a text has been tested more fully. Results are presented to show 
that with randomized texts there is a close approximation to the Mil- 
ler-NIadow prediction of sample bias. Three samples of English of 
varying complexity show slightly more information per single letter 
and much more information i  an average letter for the more difficult 
material. Conversely, samples from Samoan, English, and Russian 
show some constancy in the average information per letter in spite of 
wide differences in size of their alphabets. Thus, greater redundancy 
is correlated with a larger alphabet. 
Measures of information have been used somewhat less widely in 
fields such as linguistics and psychology than some of us had hoped they 
might have been. One reason for this is the great difficulty in estimating 
information aeeurately on the basis of samples of practical size and by 
the use of experimental methods that are feasible. In studies of language, 
for example, any sufficient sampling of long strings of letters is impos- 
sible, as everyone knows. We are thrown back inevitably on indirect 
estimates of information and redundancy. 
The guessing game proposed by Shannon (1951) has remained the 
elassieal method for making such indirect estimates. Yet this method 
has two serious limitations. First, a meaningful estimate requires that 
the person guessing possesses a knowledge of the language nearly equal 
to that of the source of the passage, and it assumes that this knowledge 
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is used while guessing. Anyone who has used the method knows how un- 
predictably a subject performs in this respect, alternately guessing long 
strings and falling back on the selection of single letters. Moreover, no 
subject's knowledge of various languages i the same, so that there is a 
severe restriction on comparative studies of linguistic samples. Who, for 
example, should guess the letters in the word-salad produced by a schizo- 
phrenic? 
The second difficulty is that the memory of the person guessing is 
quickly contaminated by what has iust gone before, a contamination 
that radically Mters the built-in tables from which his responses are 
drown. The context hat actually determines the choice of a letter is 
not the context under experimental control. 
An alternative procedure was proposed by Newman and Gerstman in 
1952. It is based on a determination f the contingencies between pairs 
of letters at varying distances from each other in a text. It is less ele- 
Rant than Shannon's method but is also less subject o experimental 
bias. It was applied at that time to English texts and gsve results com- 
parable to those of Shannon. The method is especially useful for com- 
parative studies. The present paper eports two further studies utilizing 
the Newman-Gerstman method. 
SECTION I 
The method consists, in substance, of estimating the correlation be- 
tween adjacent letters in a text, and then between pairs of letters re- 
moved two, three, four, and more, steps from each other. The product 
of the resulting coefficients is a measure of the constraints within the 
sequential text, and its complement is the information transmitted by 
the text. 
What was largely an intuitive view of Newman and Gerstman has 
received support and elaboration i  the multivariate analysis of infor- 
mation developed by MeGill (1954). McGill makes clear that there is a 
series of interaction terms neglected in the original proposal. Of these 
the second-order terms are most important; the remainder are less so 
because they may be either positive or negative in sign and presumably 
bias less strongly the accumulated stimate. Garner (1958) has recently 
described experiments from which he derives an approximation of the 
second-order interaction term for English text. The subject guesses a 
letter needed to fill in a gap in a text. The number of letters on either 
side of the gap is varied. Such experiments are time-consuming and in 
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the end do not appear to give us a more reliable estimate of the re- 
dundancy in texts than does the approximation of the Newman-Gerst- 
man method. 
There is one important qualification to be made of the ori~nal pro- 
posal. It was suggested by Newman and Gerstman (1952) that 
F(n)  = H(1) . (1  - D(1)) .  (1 - 9 (27) . . . (1  - O(n) ) .  
The grounds for the choice of this equation were that F(n)  would remain 
within certain limits whatever might be the values of D. From MeGill's 
treatment i  becomes clear that when higher order interaction terms are 
neglected, this equation should be 
F(n)  = H(1)-(1 - D(1) - 0(27 . . . .  O(n) ) .  
In this later form, the equation can be rigorously derived, and accord- 
ingly it has been used in the treatment of the results reported in this 
paper. There is still a possibility that the original equation is a better 
approximation to the true value of F(n), but proof of this is lacking. 
McGill and Garner employ a changed notation, one that has the ad- 
vantage of being closer to the actual computations. They define a term, 
T, as the conditional information i  a second letter that is dependent on 
the choice of the first letter. Thus 
T(1,n) = 2//(1) - H(1,n). 
If this value is substituted in the appropriate equations, 
F(n) = H(1) - T(1,2) - T(1,3) . . . .  T(1,n). 
Once more, it should be recalled that this equation eglects all the inter- 
action terms of higher orders. For reasons of convenience, this equation 
and this notation are employed in Tables II and III below. 
SECTION II 
When the probabilities of events are nearly equal, estimates of infor- 
mation are subject o a systematic bias with any finite sample. Miller 
and Madow (1954) have given an account of the size of this bias under 
limiting assumptions. It seemed useful to examine a set of tables con- 
structued from English text to see how well the Miller-Madow correc- 
tions may apply when the probabilities are not equal but correspond to 
those found in printed English. 
The three samples employed have been described elsewhere by Miller 
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and Newman (1958). Each consists of iust over 10,000 letters. One 
passage is from the Bible, one from William James, and the third from 
the Atlantic Monthly. For use in another experiment, the words of these 
passages were scrambled with the help of a random-number table. Con- 
tingency tables were then constructed showing the frequency with which 
each letter was followed by each other letter. Tables were formed at lags 
of from 1 to 11 letters (that is, for pairs from 1,2 to 1,12). For each table 
a value of T was computed just as was done in the Newman-Gerstman 
study. 
These tables were constructed, and H (1) and H (1,n) were computed 
by means of a program written for UNIVAC I. I t  goes without saying 
that the high-speed computer has many advantages over our previous, 
partially mechanized counts. A set of 11 tables was formed and the 
logarithms for all entries computed in about two hours. This represents 
a saving of about 100 to 1 in time, and a marked increase in precision. 
Inspection of the results shows that, for each sample, T reaches an 
asymptotic level at a span of 7 to 8 letters. This means that the ran- 
domizing was successful, so that there was no systematic relation between 
the letters at longer lags. The values of T in the last four tables for the 
three samples are given in Table I. 
The Miller-Madow formula says that a value equal to 1.3863 N T 
will be distributed as is x 2 with (r - 1) (c - 1) degrees of freedom, 
where r and c are rows and columns, respectively, and N is the number 
of items (letters) in the sample. Calculating this value (which we shall 
call x 2 for short) for each entry in Table I and then averaging, we ob- 
tain a mean value of 735.0 for the 12 entries. For these tables, r = c = 28, 
and the expected value of chi-squared, E(X 2) = 728.5. 
TABLE I 
VALUES OF T FOR TWELVE SAMPLES OF TEXT I:~ANEOk~ILY SCRAMBLED SO THAT 
ZERO T IS EXPECTED a 
Lag English Bible William ]ames Atlantic Monthly 
1-9 0.04882 0.05254 0.04846 
1-10 0.05387 0.05436 0.05182 
1-11 0.04635 0.04846 0.05114 
1-12 0.04732 0.05032 0,04791 
Each T is computed from 28 X 28 cell table. 
REDUNDANCY IN THREE LANGUAGES 145 
Going one step further, the standard eviation of the x ~ distribution 
will be 
E( ( rx , )  -= %/2( r  - -  1)(c -- 1) -- 1. 
Substituting 28 for r and c, the expected standard eviation is 38.2. This 
is to be compared with an empirical value, calculated from the set of 
instances in Table I, equal to 37.4. 
The morals to be drawn fl'om this check are two. First, it is abundantly 
clear that a correction must be applied to all values of T that are small, 
and presumably to values that are not so small. Accordingly, the values 
to be used below will be an estimate of the true value of T, designated 
as T, such that 
= T -  ( r -  1 ) (c -  1) 
1.3863N 
Secondly, we can take the standard eviation of this measure as an in- 
dication of the precision of ~. Neglecting a constant of just over 1.0, 
- -  1 ) (c  - 1) 
~2= N 
SECTION III 
In previous work, rather varied estimates have been given of the 
average upper bound of H for long strings of letters. Shannon (1951), 
on the basis of the distribution of guesses required to predict a letter in 
a target passage, gives a figure of 1.3 bits per letter. Newman and Gerst- 
man (1952) estimated 224 bits per letterl Burton and Licklider (1955) 
report a value of 1.90. Values all the way from 1.0 to 2.5 have been sug- 
gested. 
It is not easy to account for such differences since both method and 
material have been varied among these studies. It  will be useful to ex- 
plore more systematically certain parameters in order to see how great 
is their influence. The three samples of English to which reference was 
made above provide a test of how great is the effect of the particular 
text coosen. 
These three samples were not intended to be very widely different. 
We hoped that there would be considerable homogeneity within as well 
~s between samples. We also tried to avoid special subvocabularies. 
There remained some stylistic gradation between samples, with the Bible 
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TABLE I I  
ESTIMATES OF INFORMATION PER LETTER IN THREE ~AMPLES OF ENGLISH ~ 
n 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
Total  
Redundancy 
Mean word length 
0.857 
0.379 
0.194 
0.107 
0.062 
0.033 
0.029 
0.012 
0.006 
0.006 
0.004 
1.689 
Bible William James Atlantic Monthly 
P 
4.086 
3.229 
2.850 
2.656 
2.549 
2.487 
2.454 
2.425 
2.413 
2.407 
2.401 
2.397 
41.3% 
4.060 
P 
4.121 
0. 785 3.336 
0.307 3.029 
0.158 2.871 
0.087 2.784 
0.050 2.734 
0.035 2.699 
0. O2O 2.679 
0.009 2.670 
0.013 2.657 
0.000 2.657 
0.003 2.654 
1.467 
0. 762 
0. 284 
0.121 
0. 069 
0.033 
0.026 
0.013 
0.006 
0.004 
0.008 
0.002 
1.328 
32.2% 
4. 556 
P 
4.152 
3. 390 
3.106 
2. 985 
2. 916 
2.883 
2. 857 
2.844 
2.838 
2.834 
2.826 
2.824 
28.5% 
4.653 
~ is  a corrected value. 7' --- H(1) - H(1 ,n) .  ~'(n) = ~'(n -- 1) - T(n). f esti- 
mates the net information per letter  when the letter is the last of a str ing of n 
letters. Percent redundancy is total  ~ divided by/~(1) = H(1). 
representing the simplest prose, and the Atlantic Monthly, the most diffi- 
cult. The present analysis is based on the material in its normal order, 
and not on the scrambled text referred to above. 
Values of T for the three samples are given in Table II. All values of 
T have had subtracted from them the Miller-Madow correction. The 
values of/~ are obtained by starting with H(1) and subtracting succes- 
sive values of ~. 
The values of H(1) show a slight rise from the easy sample to the 
most difficult. One-fourth of this rise is a function of mean word length, 
which is given in the last line of the table. For the complete sample 
H(I)  goes from 4.086 to 4.152 bits. If spaces are neglected and H(1) is 
based on letters alone, it ranges only from 4.114 to 4.164. Shorter words 
mean more spaces and therefore a more unequal distribution of the 
symbols; hence, less information per letter. 
Much more impressive than the difference in the singleqetter f e- 
queneies i  the difference in the serial constraint in the three samples. 
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The total 5P is more than one-fourth larger for the simplest ext than 
for the most difficult. It will also be noted that both measures, informa- 
tion in a single letter and serial constraint, operate in the same direction 
in determining the final value of/~. The most difficult text exhibits the 
highest mean information per letter by a margin of almost 0.5 bits. 
These estimates of information per letter found here are high relative 
to earlier estimates. It is not easy to account for this on the basis of any 
small number of factors ince there are too many differences in the meth- 
ods of estimation. The differences among our measures are, however, 
quite consistent. They suggest that any measure of average information 
is specific to the particular sample of text under scrutiny; differences in
style and subject matter will greatly influence the values of ~ and P 
computed within a language. 
SECTION IV 
As long as comparisons are carried out within a single language, there 
are features of that language, such as size of alphabet and grammatical 
structure, that are fixed. Some years ago we became curious as to whether 
the characteristics of English, measured in terms of information, would 
be found more generally in other languages, and we decided to look at 
size of alphabet as a variable. 
For the reasons tated above, it is essential to any meaningful com- 
parison across languages that samples of text be as homogeneous a pos- 
sible in style and content. Accordingly, we selected identical passages 
from the Bible in the three languages we examined. We still encounter 
idiosyncratic differences in versification, in vocabulary within the lan- 
guage, and the like. But compared with any other material that we have 
found, the Bible is remarkably uniform. The sample chosen is a passage 
of 10,080 letters tarting in each case at the beginning of Chapter 27 of 
Isaiah and continuing roughly to the end of Chapter 29. 
As a language with a short alphabet we chose Samoan. It has a 16- 
letter alphabet, and it is one of the group of Polynesian languages which 
differ from Western languages in their more frequent use of vowels. 
Nearly 60 % of Samoan letters are vowels, compared with fewer than 
40 % in English. If Samoan were as redundant as English, each letter 
would carry far less information, and a text in this language would need 
to be proportionately longer. 
At the other end of the range, Russian is the most readily available 
language with a long alphabet. We chose a pre-1917 text employing 35 
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TABLE II I  
ESTIMATES OF INFORMATION PER LETTER IN THE SAME PASSAGE FROM 
ISAIA~I 27--29 IN SAMOAN, ENGLISH, AND RUSSIAN s
n 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
Total 
Redundancy 
Mean word length 
Samoan English Russian 
3.402 
0. 719 2.683 
O. 287 2.396 
0.118 2.278 
0.055 2.223 
0.028 2.195 
0.022 2.173 
0.013 2.160 
0.007 2.153 
0.006 2.147 
0.005 2.142 
0.006 2.136 
1.266 
37.2% 
3.174 
P 
4.086 
0.857 3.229 
0.379 2.850 
0.194 2.656 
0.107 2. 549 
0.062 2.487 
0.033 2.454 
0.029 2.425 
0.012 2.413 
0.006 2.407 
0.006 2.401 
0.004 2.397 
1.689 
1.113 
0.489 
0. 229 
0.125 
0.073 
0.048 
0. 022 
0.019 
0.014 
0.016 
0. 006 
2.154 
4i.3% 
4.060 
P 
4.549 
3.436 
2.947 
2.718 
2.593 
2. 520 
2.472 
2.450 
2.431 
2.417 
2.401 
2.395 
47.4% 
5.296 
The meaning of terms is the same as in Table II. 
letters. This posed technical difficulties for our earlier counting proce- 
dures. Only recently, thanks to Professor Oettinger's interest in translat- 
ing machines, has input equipment become available that enables us to 
go directly from a Cyrillic typewriter to U~IvAc. 
The results of this comparison are presented in Table I I I .  The values 
of ~' are given for each contingency table, and F represents he value of 
H(1) for single letters minus the cumulated sum of T, neglecting inter- 
action terms. The percentage redundancy is the sum of T divided by 
the initial/~. 
Quite obviously the information per letter, judged from H(1) and 
neglecting the redundancy, differs widely from language to language as a 
direct consequence of size of alphabet. Moreover, this difference is even 
greater if spaces are neglected. The values of H(1) for letters alone in 
Samoan, English, and Russian are 3.370, 4.114, and 4.612 bits respec- 
tively. By this test Russian makes the most effective use of its alphabet 
and Samoan the least, but this difference is quite small. This is saying 
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simply that Russian uses its letters with more nearly equal frequency 
than English or Samoan. 
If we turn to the question of sequential constraints, the picture is 
quite different. Both on an absolute and on a relative basis Russian is 
more limited in its choice of permissible combinations of letters than is 
Samoan or English. Values of ~ for Russian are higher than the cor- 
responding values for English; for English they are consistently higher 
than for Samoan. Moreover, not only is T larger in absolute size (it 
might be this because H(1) is larger) but it is also a larger fraction Of 
H(1). This is made clear by comparing the percentage redundancy of 
the three languages shown at the bottom of Table III. 
The values of T computed for each language have been plotted in 
Fig. 1. It is evident hat Russian lies above English, and English above 
I0.0 
5.0 
2.0 
1.0 
0.5 
A 0.5 
T 0.2 
IAN 
O.I 
°5 I• 03 SAMOAN 
.02 
.Ol 
.005 
,005 
0 I 2 3 4 5 6 7 8 9 10 II 12 
n 
F~G. 1. Const ra in t  imposed on the in format ion  in  one le t te r  as a funct ion  of 
specification of a second letter (n -- 1) steps removed. The measure is T (trans- 
mitted information), in bits per letter, n specifies the second letter so that for 
n = 1, [P represents the information in a single letter. Results for 10,000 letter 
passages from the Bible in Samoan, English, and Russian are given. 
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Samoan. There is also the suggestion that the excess of English over 
Samoan is greatest at spans of moderate length, 5 and 6 letters, while 
the excess of Russian over English is more notable when chains of 10 or 
11 letters are involved. This effect is consistent with the rather substan- 
tial differences among the languages in mean word length; and we may 
infer that the constraints within words are greater than those between 
words. 
These two negatively correlated effects--information determined by 
size of alphabet and by serial constraints--combine to cancel each other, 
so that the average information per letter in a long passage,/3(12), is 
very nearly constant over the three languages. In Table II, on the other 
hand, where three texts in a single language were compared, it was F(12) 
that showed greater variation than either /~(1) or total T. One point 
is certainly clear, that comparisons across languages should be extremely 
sensitive to variations in the material examined in each language. When 
this factor is adequately controlled, it appears that there is constancy 
in the mean information per letter despite wide differences in the size 
of the alphabet employed. The fewer the symbols available, the more 
freely they are permuted. 
SECTION V 
If by optimal encoding we mean using a form of a message that re- 
quires minimum information for its transmission, we may ask how nearly 
the languages examined above approach such optimal encoding. Does a 
larger or smaller alphabet contribute to the efficiency of a language in 
this respect? 
One answer to this question was given by the estimates of percentage 
redundancy shown in Table III. It appears that Russian is the least 
efficient language and Samoan the most efficient when judged by this 
measure. There are also other ways to come at the same question. One 
of these is by examining the relative lengths of equivalent texts in the 
various alphabets. We know the number of bits of information required 
per letter for an equiprobable s lection from each alphabet. If this value 
of information per letter is multiplied by the number of letters in equiva- 
lent messages, it will give a maximum estimate of the information i  the 
message. Furthermore, if a comparison of equivalent messages in differ- 
ent codes (alphabets) shows that one message has a much lower maxi- 
mum, then it follows that this code is more efficient. It has done the same 
job at a lower cost. 
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The argument that we are using here has been utilized in a more gen- 
eral form by Fano (1949). He suggests procedures for picking an optimal 
code, and shows that, by recoding on the basis of longer and longer 
strings of symbolS, the information required to transmit a given message 
becomes less and approaches the net information in an initially redun- 
dant form of the message. We have no illusions about the likelihood 
that anyone will find a natural language with such low redundancy. 
Rather, the question is whether length of a passage tells anything about 
the efficiency of coding in various alphabets. 
There is a strong assumption underlying the use of this approach. 
This is the assumption that translations of a given text are equivalent 
in information. In some cases it can be demonstrated fhat this is so. 
Teletype transmission is evidently equivalent o printed text because 
text translated into the teletype pulse-code is fully recovered by the  
printer, and vice versa. Such evidence is lacking across languages: trans- 
lation is at best a noisy process. The argument is, nevertheless, worth 
presenting. 
Counts were made of the number of letters in three chapters of Isaiah, 
27 through 29, in five languages. The results are given in Table IV. The 
top row gives the total number of letters and spaces. The Russian text 
proves to be substantially shorter than all the others, and there is a 
small but consistent progression from French and German to English 
and Samoan. The order, at least, is what might be expected if the lan- 
guages are equally efficient, since each letter of Russian can carry more 
information than each letter of Samoan. 
The second line tests this propostion explicitly. For each language the 
number of letters in the text is multiplied by the possible bits per letter 
TABLE IV 
NUMBERS OF LETTERS~ TOTAL INFORMATION~ AND NET INFORMATION 
I)ISCOUNTING REDUNDANCY FOR THREE CHAPTERS FROM THE BIBLE 
Number  of letters and  spaces 
Maximum information, in bits 
Net information (less redundancy) 
Number of letters alone 
Maximum information in letters 
only 
Net information i  letters only 
Russian 
8458 
43727 
20257 
7115 
36495 
17039 
French 
9580 
47461 
7829 
38416 
Germal 
9747 
47827 
8062 
39165 
English 
9920 
47169 
23778 
7960 
37416 
19079 
Samoan 
10068 
41153 
21505 
7656 
30624 
16353 
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(assuming equal frequencies of all letters). Samoan is now the lowest of 
the five languages and Russian is the next lowest. This rank order is un- 
expected. In terms of Table III, the order was Samoan lowest, English 
second, and Russian highest. Thus Russian and English have exchanged 
places. To carry the comparison of the two estimates one step farther, 
use is made of the/~(12) values from Table III. These are estimates of 
the net information per letter with redundancy excluded. If our assump- 
tions are correct, the net information per letter multiplied by the number 
of letters hould be a constant. The third row of Table IV shows the ex- 
tent to which this expectation is fulfilled. As in the previous row, English 
turns out to have a higher value than expected. 
One disturbing factor in this comparison is the rather marked differ- 
ence among the languages in word length. Russian is more highly in- 
flected than English and uses many fewer short words. To explore the 
consequences of this fact, the calculations were repeated on the basis 
of letters alone. The number of letters is given in the fourth row, letters 
multiplied by maximum information i  the fifth row, and letters multi- 
plied by a hybrid estimate of net information i  the sixth row. The only 
change is to improve the position of Samoan over Russian, and to de- 
crease somewhat the difference between Russian and English. 
In conclusion, it appears that this method of estimating redundancy 
from lengths of passages does not reveal regularities that are nearly as 
consistent as does the previous, more laborious method. Doubtless, there 
are many unanalyzed factors that contribute to the lack of informational 
equivalence ofthe five texts examined. Without his equivalence compu- 
tations based on lengths of passages are not very meaningful. 
RECEIVED: May 14, 1959. 
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