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Abstract
This paper concerns a recurrent random walk on the real line R and obtains a purely analytic result
concerning the characteristic function, which is useful for dealing with some problems of probabilistic
interest for the walk of infinite variance: it reduces them to the case when the increment variable X
takes only values from {. . . ,−2,−1, 0, 1}. Under the finite expectation of ascending ladder height of
the walk, it is shown that given a constant 1 < α < 2 and a slowly varying function L(x) at infinity,
P[X < −x] ∼ −x−α/Γ (1 − α)L(x) (x → ∞) if and only if P[T > n] ∼ n−1+1/α/Γ (α)L∗α(n),
where L∗α is a de Bruijn α-conjugate of L and T denotes the first epoch when the walk hits (−∞, 0].
Analogous results are obtained in the cases α = 1 or 2. The method also provides another derivation of
Chow’s integrability criterion for the expectation of the ladder height to be finite.
c⃝ 2011 Elsevier B.V. All rights reserved.
MSC: primary 60G50; secondary 60J45
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1. Introduction and main results
This paper concerns a recurrent random walk on the real line R with infinite variance and
obtains a purely analytic result concerning the characteristic function of the increment variable,
which result we apply to several problems including one treated by Doney [7]. Among others
we establish an exact correspondence between the tail of the increment distribution at +∞ (or at
−∞) and the tail of the law of the first epoch of the ascending (respectively descending) ladder
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when either one is regularly varying, provided that the descending (respectively ascending)
ladder height has finite expectation. This sharpens Theorem 2 of [7] by replacing its assumption
by the proper one.
Let Sn = X1 + · · · + Xn be a random walk on R started at Sn = 0 where the increments
X1, X2, . . . are independent and identically distributed random variables defined on some
probability space (Ω ,F , P). Let X be a random variable having the same law as X1. We suppose
throughout the paper that 0 < E |X | < ∞ and E X = 0 unless explicitly stated otherwise (E
indicates integration by P as usual). The first (strict) ascending ladder height Z is defined by
Z = ST> where T> = inf{n > 0 : Sn > 0}.
([11]: XII.1). Our random walk is recurrent so that Z is a proper random variable. Along with Z
we are concerned with the first epoch when the walk enters into (−∞, 0], denoted by T :
T = inf{n > 0 : Sn ≤ 0}.
If σ 2 := E X2 < ∞, then E Z < ∞, whereas if σ 2 = ∞, either E Z = ∞ or E |ST | = −∞
(cf. [18, Section 17], [6, Theorem 8.4.7]).
Put for x ≥ 0,
m(x) =
∫ x
0
dy
∫ ∞
y
P[|X | > u]du, m+(x) =
∫ x
0
dy
∫ ∞
y
P[X > u]du,
and m−(x) = m(x)− m+(x). The condition
lim
x→∞m+(x)/m−(x) = 0, (1.1)
valid if E Z = ∞ (Lemma 2.2) pertains to the problem treated in this paper.
Doney [7] finds an ‘exact’ relationship between the asymptotic behavior of P[T > n] and that
of the left-hand tail of the distribution of X under some circumstances. Theorems 1.1 through 1.3
given below extend the results of [7] and thereby solve the issue treated therein in a satisfactory
way under the condition (1.1).
Theorem 1.1. Suppose that σ 2 = ∞ and (1.1) holds. Then
lim inf
s↑1
∞−
n=0
sn P[Sn > 0] ≥ 1/2,
and for 1 ≤ α ≤ 2, the following two conditions (S), (C1) are equivalent.
(S) lim
1
n
n−
k=1
P[Sk > 0] = 1
α
.
(C1) There exists a s.v. (slowly varying) function L(x) at infinity such that as x →∞,
P[X < −x] ∼ −x−α/Γ (1− α)L(x) if 1 < α < 2,
E[X2;−x ≤ X < 0] ∼ 2/L(x) if α = 2,
E[−X; X < −x] ∼ 1/L(x) if α = 1.
Remark 1. (a) The condition (S) (with the limit in [0, 1]) is called Spitzer’s condition. It is
known that (S) implies that the sequence P[Sn > 0] itself is convergent [9]. (b) According to [14]
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(Theorem 2.1 where no moment condition on X is assumed), if σ 2− := E[X2; X < 0] = ∞
and A(x) =  x0 [ℓ+(y) − ℓ−(y)]dy, where ℓ±(x) = P[±X > x], then for (S) with α = 1
to hold it is necessary and sufficient that limx→∞ A(x)/xℓ−(x) = ∞. If E X = 0, we have
A(x) = ∞x [ℓ−(y) − ℓ+(y)]dy, and this criterion implies the condition (C1) with α = 1 since
the latter is equivalent to the condition
∞
x ℓ−(y)dy/xℓ−(x)→∞. An easy direct proof verifies
that the converse is true under (1.1). Hence the case α = 1 of Theorem 1.1 is included in the
result of [14].
According to Rogozin [16] the relation (S) of Theorem 1.1 holds if and only if there exists a
s.v. function L˜ at infinity such that
1− E[sT ] ∼ (1− s)1−1/α L˜(1/(1− s)) (s ↑ 1), (1.2)
or what amounts to the same thing, P[T > n] ∼ n−1+1/α L˜(n)/Γ (1/α). Doney [7] observes for
a class of random walks that this L˜ is given by a constant times a de Bruijn α-conjugate of L
appearing in (C1).
Given a s.v. function L(x) > 0 and a positive constant α there exists a regularly varying
function, say gα(y), that is an asymptotic inverse of y = fα(x) := xa L(x) in the sense that
gα( fα(x)) ∼ x (this is an easy consequence of the representation theorem of a s.v. function
([11, VIII, (9.9)]; [4]). The exponent of gα is 1/α so that gα(y) = y1/αL∗α(y) with another s.v.
function L∗α . Clearly L∗α is uniquely determined up to asymptotic equivalence. The function L∗α
is called an α-conjugate of L . The α-conjugacy relation is a reciprocal one in the sense that L is
a 1/α-conjugate of L∗α , and is characterized by
L∗α(xαL(x)) ∼ [L(x)]−1/α. (1.3)
The function L˜ in (1.2) is given by L∗α apart from a constant multiple as in the next theorem,
which extends Theorem 2 of [7] (but the roles of positive and negative halves of R is reversed).
Theorem 1.2. Suppose that σ 2 = ∞ and E Z < ∞. Then the condition (C1) in Theorem 1.1
holds if and only if
P[|X | > x] ∼ −x−α/Γ (1− α)L(x) if 1 < α < 2,
E[X2; |X | ≤ x] ∼ 2/L(x) if α = 2,
E[|X |; |X | > x] ∼ 1/L(x) if α = 1
(1.4)
as x → ∞ (with the same L as in (C1)); and each of these two conditions is equivalent to the
following one:
(C2) If L∗α denotes an α-conjugate of L and Cα = 1/Γ (1/α)E Z, then
P[T > n] ∼ Cαn−1+1/αL∗α(n). (1.5)
In particular the law of X belongs to the domain of attraction of a stable law of exponent
1 < α ≤ 2 if and only if T does but of exponent 0 < 1− 1/α ≤ 1/2.
Remark 2. Suppose the law of X to belong to the domain of attraction of a stable law in the
situation of Theorem 1.2. Then, in view of the Wiener–Hopf factorization (1 − E[sT ])(1 −
E[sT> ]) = 1 − s, for 1 < α ≤ 2, (1.5) entails P[T> ≥ n] ∼ [sin(π/α)/πCα]n−1/α/L∗α(n),
which together with Theorem 8 of [22] yields that if either X is non-lattice or the walk Sn is
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strongly aperiodic on a centered lattice δZ in the sense of [18], then
P[T> = n] ∼

sin(π/α)/παCα

n−1−1/α/L∗α(n). (1.6)
If α = 1, then, according to Rogozin’s theorem,∑nk=1 k P[T> = k] ∼ 1/C1L∗α(n), which entails
that P[T> ≥ n] = o(1/nL∗1(n)).
In [7] the equivalences stated in Theorems 1.1 and 1.2 (without identification of Cα) are
proved under the condition that E[X2; X > 0] < ∞ in the case α < 2. As in [7] our proof
reduces the problem to a corresponding result (see (3.1) in Section 3) for right continuous walks
by comparing the original walk with an auxiliary walk that is right continuous. It differs from
that of [7] in that for the comparison the condition (C1) is used in [7] while it is not in our proof
and instead we apply the results that will be given in the Sections 2.2 and 2.3 of Section 2. In the
case 1 < α < 2 Doney [7, Theorem 4] also derived (C2) from (C1) under E Z < ∞ by a quite
different method. (We shall give a proof for this part.)
The following result confirms that the relation (1.5) naturally extends to the case E Z = ∞.
Theorem 1.3. Suppose that both (1.1) and (C1) in Theorem 1.1 hold (with 1 ≤ α ≤ 2). If
E Z = ∞, then
P[T ≥ n]
n1/α−1L∗α(n)
−→ 0 as n →∞. (1.7)
Behind the method of the present paper there underly certain analyses concerning the
characteristic function of X , which have lead to Proposition 2.1 in the next section, of which
the first half plays a crucial role in our proofs of Theorems 1.1 through 1.3. Proposition 2.1 is
intimately related to the criterion for summability of Z , and indeed provides another derivation,
as will be exhibited in Section 4, of Chow’s integrability criterion, which we shall describe at the
beginning of the next section.
To identify the constant Cα with 1/Γ (1/α)E Z in (C2) of Theorem 1.2 seems non-trivial (see
Section 5 for the proof). Indeed to this end we shall derive a formula given in the following
proposition, interesting in itself. We say X is arithmetic if P[X ∈ δZ] = 1 for some δ > 0; the
maximum of δ with this property is called span. For a finite or infinite interval I put
U s(I ) =
∞−
n=0
sn P[Sn ∈ I ] (0 < s < 1). (1.8)
Proposition 1.1. Let λ(I ) = δ · ♯{k ∈ Z : δk ∈ I } if X is arithmetic of span δ; otherwise let
λ(I ) denote the length of I . Then for any finite interval I ,
lim
s↑1
U s(I )(1− E[sT ])
(1− s)U s((0,∞)) =
λ(I )
E Z
.
For the proof of this proposition the Alili–Doney identity [1] is used in an essential way.
In Section 2 we prove some analytic results that prepare for the proofs of Theorems 1.1
through 1.3, which are given in Section 3 except for the identification of Cα . The criterion
for summability of Z is discussed in Section 4, where the second half (ii) of Proposition 2.1
is also proved. In Section 5 we give a proof of Proposition 1.1 and then make identification of
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Ca . Extensions to Le´vy processes are discussed in Section 6. In the last section some results of
general nature are verified that are used in Sections 3 and 4.
2. Some results on the characteristic function of X
As mentioned previously the analyses made in this section are closely related to the
summability question of Z and first we briefly state some known facts about it.
Doney [8] shows that for Z to be summable (i.e. E Z <∞) it is necessary that∫ ∞
1
x P[X > x]
m−(x)
dx <∞ (2.1)
and that this condition is also sufficient under the additional assumption that P[X < −x], x > 0,
is regularly varying at infinity with exponent 1 < α < 2. Later this regularity assumption is
removed by Chow [5], by showing that E Z <∞ if and only if∫ ∞
1
x2 P[X ∈ dx]∞
0 (y ∧ x)y P[−X ∈ dy]
<∞, (2.2)
which turns out to be equivalent to (2.1). (see [9] Theorem 19 for a different proof where the
problem is solved for Le´vy processes.)
Let ψ(t) be the characteristic function of X :
ψ(t) = E[eit X ].
In this section it will be noted that if (2.1) holds, then
|1− ψ(t)| ≍ m(1/|t |) t2 as t → 0. (2.3)
(Lemma 2.1) and limx→∞ m+(x)/m(x) → 0 (Lemma 2.2), which will eventually lead to the
next proposition. (Here the symbol ≍ signifies that the ratio of its two sides is bounded away
from zero and infinity.) Put
φ+(t) = E[1− eit X + it X; X > 0].
Note that ℑφ+(θ)/t ≥ 0 and 1 − ψ(t) = E[1 − eit X + it X ] = φ+(t)+ φ−(t) with φ− defined
analogously.
Proposition 2.1. Let σ 2 = ∞. (i) Then (2.1) implies that for some ε > 0∫ ε
0
ℜ 1
1− ψ(t)
ℑφ+(t)
t
dt <∞, (2.4)
and
φ+(t)
1− ψ(t) −→ 0 as t → 0. (2.5)
(ii) Conversely (2.4) implies (2.1) (hence also (2.5)).
The proof of the first part (i) of Proposition 2.1 is rather computational, whereas the second
part (ii) relies (implicitly) on the probabilistic identity of Spitzer. For Le´vy processes the result
corresponding to Proposition 2.1 holds, which may be used to extend some results for the Le´vy
processes with no upwards jumps to those with the finite mean ladder height.
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The rest of this section is divided into four parts. In the first part 2.1 we bring in some notation
and state essential results of this section which together immediately yield Proposition 2.1(i)
(and will also be used in the next section). In the second and third parts we prove several lemmas
needed for the proof of the results of 2.1, which is given in 2.4, the final part. Proposition 2.1(ii)
is not used in this paper and its proof is involved and given in a separate paper [21].
2.1
Put for x > 0
ℓ+(x) = P[X > x],
ℓ−(x) = P[X < −x] and ℓ(x) = ℓ−(x)+ ℓ+(x) = P[|X | > x], (2.6)
so that
m(x) =
∫ x
0
dy
∫ ∞
y
ℓ(u)du and m±(x) =
∫ x
0
dy
∫ ∞
y
ℓ±(u)du.
Also bring in functions α+, α−, β+ and β− defined by
α±(t) =
∫ ∞
0
ℓ±(x) sin t xdx, β±(t) =
∫ ∞
0
ℓ±(x)(1− cos t x)dx,
and put
α(t) = α−(t)+ α+(t) and β(t) = β+(t)+ β−(t).
It is noted that α±(t) and β±(t) are all positive for t > 0; α± are odd and β± even; by
Fatou’s lemma lim inft→0 α(t)/t = lim inf t−2
∞
0 (1 − cos t x)d(−ℓ(x)) ≥ 12σ 2 and similarly
lim infβ(t)/t2 ≥ 16 E[|X |3].
On integrating by parts φ+(t) = tα+(t)+ i tβ+(t), so that the summability condition (2.4) is
rephrased as∫ 1
0
ℜ 1
1− ψ(t)β+(t)dt <∞. (2.7)
Similarly
1−ℜψ(t) =
∫ ∞
0
(1− cos t x)d(−ℓ(x)) = tα(t)
and
−ℑψ(t) =
∫ ∞
0
sin t xd(−ℓ+(x)+ ℓ−(x)) = t[β+(t)− β−(t)]
so that
1− ψ(t) = tα(t)+ i t[β+(t)− β−(t)],
hence
ℜ 1
1− ψ(t) =
α(t)
α2(t)+ (β+(t)− β−(t))2 ·
1
t
.
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Since both β+ and β− are positive, the integrability condition (2.7), or equivalently (2.4), entails
that ∫ 1
0
α(t)β+(t)
α2(t)+ β2(t) ·
dt
t
<∞. (2.8)
In this section we shall verify preliminary lemmas among which the following two are especially
important. It should be kept in mind that α(t), β(t) and m(x) are determined solely from a
function ℓ(x) on x > 0.
Lemma 2.1. α(t)+ β(t) ≍ m(1/t)t as t ↓ 0.
Lemma 2.2. Suppose (2.1) holds. Then (2.8) also holds. If σ 2 = ∞ in addition, then
limx→∞ m+(x)/m(x) = 0.
The result of Lemma 2.1 is true for α± + β± and m± in place of α + β and m, respectively.
This together with Lemma 2.2 yields
Corollary 2.1. It holds that m+(x)/m(x)→ 0 as x →∞ if and only if
lim
t→0
|α+(t)| + β+(t)
|α−(t)| + β−(t) = 0. (2.9)
If σ 2 = ∞ in addition, then the condition (2.1) implies (2.9).
In view of this corollary the two conditions (2.7) and (2.8) are equivalent to each other,
provided that m+(x)/m(x) → 0. The condition (2.9) is equivalent to (2.5) and we see that
the first half (i) of Proposition 2.1 follows from Lemma 2.2. Lemmas 2.1 and 2.2 are proved in
2.3 and 2.4, respectively.
2.2
Given a non-increasing function ℓ(x) on the half real line x ≥ 0 such that limx→∞ ℓ(x) = 0
and
∞
0 ℓ(x)dx <∞ we define
η(x) =
∫ ∞
x
ℓ(y)dy,
c(x) =
∫ x
0
yℓ(y)dy, c˜(x) = 1
x
∫ x
0
y2ℓ(y)dy,
h(x) =
∫ x
0
y[ℓ(y)− ℓ(πx + y)]dy
and
m(x) =
∫ x
0
η(y)dy = c(x)+ xη(x). (2.10)
Lemma 2.3. (i) ddx [m(x)/x] = −c(x)/x2 < 0.
(ii) c(x) ≥ 12 x2ℓ(x), or what is the same thing, c′(x)/c(x) ≤ 2/x.
(iii) 23 c(x) ≤ h(x)+ c˜(x) ≤ 2c(x).
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Proof. (i) is obtained by differentiating the identity m/x = c/x + η. (ii) is immediate from the
definition of c. By the following inequalities
c˜(x) ≥ 3−1x2ℓ(x) and h(x) ≥ c(x)− 2−1x2ℓ(x)
one obtains h(x)+ c˜(x) ≥ c(x)−6−1x2ℓ(x), of which the right side is not larger than (2/3)c(x)
owing to the first inequality of (ii), showing the first inequality of (iii). The second one is
trivial. 
2.3. Functions α(t) and β(t)
Let ℓ(x), η(x), m(x) etc. be the same as in 2.2. Define functions α(t) and β(t) of−π < t < π
by
α(t) =
∫ ∞
0
ℓ(u) sin tu du and β(t) =
∫ ∞
0
ℓ(u)(1− cos tu) du.
(These are consistent to the notation of 2.1.)
Since α(t) ≤  π/t0 ℓ(u) sin tu du, we have the upper bound
α(t) ≤ tc(1/t). (2.11)
Any positive multiple of tc(1/t) does not necessarily bound α(t) from below, but at least it
follows that
α(t) ≥
∫ 2π/t
0
ℓ(u) sin tu du ≥
∫ 1/t
0
[ℓ(u)− ℓ(π/t + u)] sin tu du
≥ (5/6)th(1/t), (2.12)
where the inequality sin 1 ≥ 56 is applied. Similarly, we see
2η(1/t) ≥
∫ ∞
1/t
ℓ(u)(1− cos tu)du = (1− cos 1)η(1/t)+
∫ ∞
1/t
η(u)t sin tu du
≥ (1− cos 1)η(1/t),
where the last inequality is due to convexity of η. Since 1− cos 1 > 11/24, this gives
β(t) ≥
∫ ∞
1/t
ℓ(u)(1− cos tu)du ≥ 11
24
η(1/t). (2.13)
Noting∫ 1/t
0
ℓ(u)(1− cos tu)du ≤ 1
2
t2
∫ 1/t
0
ℓ(u)u2du ≤ 1
2
tc(1/t),
and recalling the bound (2.11), we obtain
α(t)+ β(t) ≤ 2tm(1/t). (2.14)
Lemma 2.4. (i) 1124

t c˜(1/t)+ η(1/t)

≤ β(t) ≤ 12 t c˜(1/t)+ η(1/t).
(ii) 310 m(1/t)t ≤ α(t)+ β(t) ≤ 2m(1/t)t .
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Proof. In (2.13) take account of the contribution of the integral on (0, 1/t), which may be added
to the middle and rightmost members. With the help of 1 − cos y ≥ (1 − cos 1)y2 (0 < y < 1)
we then find the first inequality of (i); the second one is trivial.
Using the first inequality of (i) together with (2.12) and Lemma 2.3(iii), we deduce that
α(t)+ β(t) ≥ 11
24

t c˜(1/t)+ th(1/t)+ η(1/t)

≥ 3
10
tm(1/t).
This verifies the first inequality of (ii). The second one is the same as (2.14). 
The following two lemmas will be needed not for the proof of Proposition 2.1 but for its
application.
Lemma 2.5.
 1
0
β(t)dt
α2(t)+β2(t) <∞.
Proof. From (i) and (ii) of Lemma 2.4 we see that∫ 1
0
β(t)dt
α2(t)+ β2(t) ≤ C
∫ ∞
1
 x
0 u
2ℓ(u)du
x2m2(x)
+ C
∫ ∞
1
η(x)
m2(x)
dx .
The second integral on the right side is readily disposed of by the identity (−1/m)′ = η/m2. On
using the inequality
− d
dx
1
xm2(x)
= m(x)+ 2xη(x)
x2m3(x)
≥ 1
x2m2(x)
the first integral, denoted by I , is evaluated as follows:
I =
∫ ∞
1
u2ℓ(u)du
∫ ∞
u
dx
x2m2(x)
≤
∫ ∞
1
uℓ(u)
m2(u)
du
=
[
− η(u)u
m2(u)
]∞
u=1
+
∫ ∞
1
η(u)m(u)− 2uη2(u)
m3(u)
du
≤ η(1)
m2(1)
+
∫ ∞
1
η(u)
m2(u)
du <∞. 
Lemma 2.6. For t > 0, 340 t (α(t)+ β(t)) <
 t
0 (α(u)+ β(u))du ≤ 203 t (α(t)+ β(t)).
Proof. Observing (t2m(1/t))′ = tm(1/t) + tc(1/t), we have tm(1/t) < (t2m(1/t))′ <
2tm(1/t), hence
1
2
t2m(1/t) <
∫ t
0
m(1/u)udu < t2m(1/t),
which combined with Lemma 2.4(ii) shows the inequalities of the lemma. 
2.4
Let functions m, c, η be defined as in 2.2 with ℓ(x) = P[|X | > x] and m±, c±, η± be defined
with ℓ±(x) = P[±X > x] (x > 0) in place of ℓ. The following condition naturally arises as a
sufficient condition for (2.4):∫ ∞
1
dx
m−(x)x2
∫ x
0
y2ℓ+(y)dy <∞. (2.15)
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Recall that the conditions (2.1) and (2.2) respectively take on the forms∫ ∞
1
xℓ+(x)dx
m−(x)
<∞ and
∫ ∞
1
x2d(−ℓ+(x))∞
0 (y ∧ x)yd(−ℓ−(y))
<∞.
Proposition 2.2. The three conditions (2.1), (2.2) and (2.15) are equivalent to one another and
each of them is equivalent to itself but with m replacing m−. If one of these holds, then (2.8) is
true, and, if σ 2 = ∞ in addition, m+(x)/m−(x)→ 0 as x →∞.
Remark 3. (a) According to Chow’s result it follows from Proposition 2.2 that each of the six
conditions appearing in Proposition 2.2 is necessary and sufficient for Z to be summable. (b)
The condition (2.15), though less simple than the others, is sometimes useful. If there exists a
positive function ε(x) of x ≥ 1 such that xε(x) is non-decreasing and ∞1 ε(y)y−1dy <∞ and
ℓ+(x)/ℓ(x) ≤ ε(x) for all x , then the condition (2.15) holds (since
 x
0 yℓ(y)dy ≤ m(x)) so that
E Z <∞ according to the preceding item.
Proof of Proposition 2.2 is given in several lemmas.
Lemma 2.7. The conditions (2.1) and (2.15) are equivalent to each other.
Proof. On interchanging the order of integration the condition (2.15) is equivalent to the
condition
∞
1 x
2ℓ+(x)dx
∞
x dy/m−(y)y
2 <∞. For the proof of the lemma it therefore suffices
to show that
1
2xm(x)
≤
∫ ∞
x
dy
m(y)y2
≤ 1
xm(x)
, (2.16)
which however is obtained by integrating the inequalities
− d
dx
[
1
xm(x)
]
= m(x)+ xη(x)
(xm(x))2
≥ 1/m(x)x2,
≤ 2/m(x)x2.  (2.17)
Lemma 2.8. The conditions (2.1) and (2.2) are equivalent to each other.
Proof. Simple computations lead to the identity∫ ∞
0
(y ∧ x)yd(−ℓ−(y)) = m−(x)+ c−(x). (2.18)
The rest of the proof may be carried out by the same argument as made in the preceding proof
except for the use of (x2/m(x))′ = x(m(x)+ c(x))/(m(x))2 in place of (2.17). 
Lemmas 2.7 and 2.8 together verify the first assertion of the proposition. For the rest we prove
the following two lemmas.
Lemma 2.9. Suppose σ 2 = ∞ and (2.1) holds. Then limx→∞ m+(x)/m(x) = 0.
Proof. Since x/m(x) is increasing, xη+(x)/m(x) ≤
∞
x yℓ+(y)dy/m(y)→ 0 under (2.1).
Similarly, supposing σ 2 = ∞ we deduce limx→∞ c+(x)/m(x) = 0 from the identity∫ x
0
yℓ+(y)dy
m(y)
= c+(x)
m(x)
+
∫ x
0
η(y)c+(y)dy
m2(y)
.
Thus we have the required limit since m+(x) = c+(x)+ xη+(x). 
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Lemma 2.10. The condition (2.15) implies (2.8).
For the proof of Lemma 2.10 we make a preliminary observation. Put
m˜+(x) := 2x
∫ x
0
yη+(y)dy = 1x
∫ x
0
y2ℓ+(y)dy + xη+(x). (2.19)
It is immediate to see that
xβ+(1/x) ≤ Cm˜+(x).
(In view of (2.13) the bound of opposite direction is true but this fact is not used below.) Together
with (2.11) and Lemma 2.4(ii) this shows that∫ 1
0
α(t)β+(t)
α2(t)+ β2(t) ·
dt
t
≤ C ′
∫ ∞
1
c(x)m˜+(x)dx
m2(x)x
.
Let k(x), x ≥ 1 be a continuous function which is of bounded variation on each finite interval.
Then ∫ a
1
c(x)k(x)
m2(x)
dx =
[
xk(x)
m(x)
]a
x=1
−
∫ a
1
x
m(x)
dk(x) (2.20)
for a > 1, which is obtained by observing the identity ddx [x/m(x)] = c(x)/m2(x) and then
integrating by parts.
Proof of Lemma 2.10. Taking m˜+(x)/x for k(x) in (2.20) and using the second expression of
m˜+ in (2.19) we obtain∫ N
1
c(x)m˜+(x)dx
m2(x)x
=
[
m˜+(x)
m(x)
]N
x=1
+
∫ N
1
2dx
m(x)x2
∫ x
0
y2ℓ+(y)dy.
Since m˜+(x) ≤ m+(x) ≤ m(x), the boundary term above is bounded. Hence the implication of
the lemma follows. 
The converse of Lemma 2.10 is true according to Proposition 2.1(ii) and the equivalence of
(2.1) and (2.15).
3. Proofs of Theorems 1.1 through 1.3
In this and next sections we employ the notation ℓ(x),m(x), c(x), etc. introduced in 2.1 and
2.2 of Section 2 and the notation α(t), β(t), α±(t) in 2.3.
For the proofs given below of Theorems 1.1 and 1.2 we suppose that the walk moves on
Z; it will be indicated in the last section (Appendix) how to treat the general case. As noted
in Section 1 they are made by comparing the original walk with an auxiliary walk that is right
continuous (i.e. P[X ≥ 2] = 0) and rely on Theorem 1 of [7] that may read
i f the walk is right continuous, the three conditions
(S), (C1) and (C2) are equivalent to one another.
(3.1)
Remember that T is the first ladder epoch of the (weakly) descending ladder for our walk Sn .
According to Corollary 2.1 the condition (2.5) is equivalent to (1.1).
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Proof of Theorem 1.1. Suppose X to be arithmetic of span 1, and put p(x) = P[X = x]. Taking
a positive integer N so that E[−X; X ≤ −N ] ≤ P[X > −N ], we define a probability p˜(x) on
Z by
p˜(1) = E[−X; X ≤ −N ],
p˜(0) = P[X > −N ] − p˜(1),
p˜(k) = p(k) if k ≤ −N ,
p˜(k) = 0 if − N < k ≤ −1 or k ≥ 2,
so that p˜ is a right continuous probability on Z of mean zero and that the relation (C1) of
Theorem 1.1 implies the corresponding one for p˜ and vise versa. Denote the corresponding walk
and functions by S˜n and ψ˜(t), α˜(t), m˜(x) etc. We have
∞−
n=0
sn

P[Sn < 0] − P[S˜n < 0]

= 1
2π
∫ π
−π
[
1
1− sψ(t) −
1
1− sψ˜(t)
]
1
1− eit dt
and, in view of (3.1), it suffices to show that as s ↑ 1
g(s) :=
∫ π
−π
[
1
1− sψ(t) −
1
1− sψ˜(t)
]
dt
t
= o

1
1− s

.
Owing to Lemma 2.1 (applied with ℓ± in place of ℓ) it follows from the assumption of the
theorem that |1 − ψ(t)| and |1 − ψ˜(t)| are both bounded below by a positive multiple of
(|α(t)| + β(t))|t |, which, combined with the inequality |1 − sψ |2 ≥ (1 − s)2 + s2|1 − ψ |2
(valid for any complex number ψ with ℜψ ≤ 1), shows that for some positive constant δ > 0,
(1− s)|g(s)| ≤
∫ π
0
2(1− s)|ψ(t)− ψ˜(t)|
(1− s)2 + δ([α(t)+ β(t)]t)2
dt
t
.
Since |ψ(t)− ψ˜(t)|/|t | ≤ 2(|α+(t)| + β+(t))+ O(t) = o(|α(t)| + β(t)) as t → 0, Lemma 2.6
shows that for any ε > 0 there is a constant s0 < 1 such that for s0 < s < 1, the integral above
is bounded by
ε
∫ π
0
(1− s)[α(t)+ β(t)]
(1− s)2 + δ([α(t)+ β(t)]t)2 dt ≤ ε
∫ ∞
0
du
1+ δ

3
20 u
2 ,
thus (1− s)g(s)→ 0, as desired. 
Proofs of Theorems 1.2 and 1.3 rest on the following formula (cf. [18,6]):
1− E[sT ] = exp

−
∞−
n=1
sn
n
P[Sn ≤ 0]

. (3.2)
Lemma 3.1. Suppose that X is arithmetic of span 1. Then for 0 < s < 1,
∞−
n=1
sn
n
P[Sn ≤ 0] = 12 log
1
1− s +
1
2π
∫ π
−π
ℑ log(1− sψ(t))dt
t
+ 1
2π
∫ π
−π
[− log(1− sψ(t))]
[
1
1− eit +
1
it
]
dt. (3.3)
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Proof. The left side of (3.3) may be written as
0−
x=−∞
1
2π
∫ π
−π
e−ixt dt
∞−
n=1
sn
n
[ψ(t)]n =
∞−
x=0
1
2π
∫ π
−π
[− log(1− sψ(t))]eixt dt.
Making decomposition (1−eit )−1 = (−t)−1+[(1−eit )−1+(it)−1], of which the second term is
summable about the origin, and applying the Riemann–Lebesgue lemma we may further rewrite
the infinite sum on the right side above as
lim
N→∞
1
2π
∫ π
−π
[− log(1− sψ(t))]1− e
iNt
−it dt
+ 1
2π
∫ π
−π
[− log(1− sψ(t))]
[
1
1− eit +
1
it
]
dt.
Similarly, since
 |t−1ℑ log(1 − sψ(t))|dt ≤ (1 − s)−1  |t−1ℑψ(t)|dt < ∞, the contribution
of cos Nt to the integral under the limit tends to zero as N →∞; also,
1
2π
∫ π
−π
[−ℜ log(1− sψ(t))] sin Nt
t
dt −→ 1
2
log
1
1− s .
Now, noting that the real [resp. imaginary] part of log(1− sψ(t)) is even [resp. odd], we find the
equality of the lemma being verified. 
Lemma 3.2. Suppose that σ 2 = ∞ and E Z <∞. If either the condition (C1) in Theorem 1.1 or
its asserted alternative (1.4) holds, then
lim
x→∞ ℓ+(x)/ℓ(x) = 0 if 1 < α < 2 (3.4)
lim
x→∞ E[X
2; 0 ≤ X ≤ x]/E[X2; |X | ≤ x] = 0 if α = 2 (3.5)
lim
x→∞ E[|X |; X > x]/E[|X |; |X | > x] = 0 if α = 1. (3.6)
Proof. Let 1 < α < 2 and suppose (C1) holds. Then (3.4) follows if it holds along the
sequence xn := 2n , n = 1, 2, . . . . Since the assumption E Z < ∞ implies (1.1) so that
m−(x) ∼ m(x) ∼ x2−α/Γ (3− α)L(x), we infer that if n is sufficiently large,
2
∫ xn
xn−1
ℓ+(x)x
m(x)
dx ≥ Γ (3− α)ℓ+(xn)
∫ xn
xn−1
xα−1L(x)dx ≥ Γ (3− α)ℓ+(xn)x
α
n L(xn)
4α
.
The rightmost member tends to zero since the leftmost does, provided (2.1) is true. Thus (3.4) is
verified according to Doney’s result that (2.1) follows from E Z <∞.
Suppose (C1) holds with α = 2. Put G+(x) = E[X2; 0 ≤ X ≤ x] and G−(x) =
E[X2;−x ≤ X < 0]. Then (3.5) is the same as
G+(x)/G−(x) −→ 0 as x →∞. (3.7)
On noting that G−(x) = −x2ℓ−(x)+ 2
 x
0 yℓ−(y)dy∫ ∞
x
G−(y)
y2
dy = −η−(x)+ 2
∫ ∞
x
dy
y2
∫ y
0
uℓ−(u)du = 1x [m−(x)+ c−(x)]
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(see 2.2 for the definitions of η− and c−). If G− is s.v., then the left side is asymptotically
equivalent to G−(x)/x , and hence
G−(x) ∼ m−(x)+ c−(x),
in particular lim inf G−(x)/m−(x) ≥ 1. On the other hand, owing to Doney’s result the
summability of Z implies
∞
0 dG+(x)/m−(x) <∞, hence G+(x)/m−(x)→ 0. These together
verify (3.7).
The case α = 1 is disposed of in a similar way. This time put G+(x) = E[X; X > x]
and G−(x) = E[|X |; X < −x]. Since x/m−(x) is monotone (Lemma 2.3), the integrability∞
0 [−x/m−(x)]dG+(x) =
∞
0 [x2/m−(x)]d(−ℓ+(x)) <∞ implies that
xG+(x)/m(x) −→ 0.
On the other hand by
 x
0 G−(x)dx ≥ m−(x), of which the left side∼xG−(x) if G− is s.v., hence
lim inf xG−(x)/m(x) ≥ 1. Consequently G+(x)/G−(x)→ 0 as desired.
The same arguments apply when (1.4) is assumed. 
Proof of Theorem 1.2. Let p be as in the proof of Theorem 1.1. We modify p to define p˜ but
somewhat differently from before. Take a positive integer N so that E[|X |; |X | > N ] ≤ P[|X | ≤
N ], and define a probability p˜(x) on Z by p˜(1) = E[|X |; |X | > N ], p˜(0) = P[|X | ≤ N ]− p˜(1),
and
p˜(k) = p(k)+ p(−k) if k < −N ,
p˜(k) = 0 if − N ≤ k ≤ −1 or k ≥ 2,
so that p˜ is right continuous and has zero mean. The proof proceeds as before except that it is
not clear whether the condition (C1) of Theorem 1.1 follows from that for p˜. We claim that if
E Z <∞, then the ratio (1 − EsT )/(1 − Es T˜ ) approaches a finite number, or what is the same
thing in view of (3.2) and Lemma 3.1,
1
2π
∫ π
−π
ℑ log 1− sψ˜(t)
1− sψ(t) ·
dt
t
is convergent as s ↑ 1. (3.8)
From the definition of p˜ it follows that
ℜ[ψ˜(t)− ψ(t)] = O(t2) and ℑ[ψ˜(t)− ψ(t)] = 2tβ+(t)+ O(t3). (3.9)
From lim m+(x)/m(x) = 0 it therefore follows that uniformly in s,
|ψ˜(t)− ψ(t)|
|1− sψ(t)| ≤
|ψ˜(t)− ψ(t)|
s|1− ψ(t)| −→ 0,
showing
ℑ log 1− sψ˜(t)
1− sψ(t) = arg

1− s(ψ˜(t)− ψ(t))
1− sψ(t)

= −sℑ ψ˜(t)− ψ(t)
1− sψ(t) (1+ o(1)) (3.10)
as t → 0. Further employing (3.9) we observe thatℑ ψ˜(t)− ψ(t)1− sψ(t)
 ≤ (1− sℜψ(t))|ℑ(ψ˜(t)− ψ(t))||1− sψ(t)|2 + C |ℑψ(t)|t2|1− ψ(t)|2 . (3.11)
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The second term divided by t is integrable on (−π, π) owing to Lemma 2.5. The first term
divided by |t | is bounded by
2(1− s)β+(t)
|1− sψ(t)|2 +
2|α(t)|β+(t)|t |
s|1− ψ(t)|2 + O(1),
of which the first term is disposed of by using Lemma 2.6 as in the last step of the proof of
Theorem 1.1 while the summability of the second one follows from that of Z . The claim (3.8)
has been verified.
Owing to Lemma 3.2 the condition (C1) is equivalent to (1.4) and satisfied by p˜(x) in place
of p(x), provided it is satisfied by p, and this, combined with (3.8) and the result for the right
continuous walk mentioned previously, shows (C2) but with some C > 0 in place of Cα .
Conversely if the formula of (C2) is true, then, by Theorem 1.1 together with Rogozin’s theorem,
(C1) is true with some s.v. L , and this L must be related by (1.3) to a positive multiple of L∗α .
It remains to identify the constant Cα . We postpone this task to Section 5 since there we prove
Proposition 1.1, which is fundamental for it. 
Proof of Theorem 1.3. The argument for identifying Cα made in Section 5 will incidentally
prove Theorem 1.3. Here we give a proof independent of it. Let p˜, ψ˜ etc. be as in the
proof of Theorem 1.1. In view of Doney’s result (3.1), the relation (1.7) is equivalent to
lims↑1(1− E[s T˜ ])/(1− E[sT ]) = ∞, which may be rephrased as
−
∫ π
−π
ℑ log 1− sψ˜(t)
1− sψ(t) ·
dt
t
−→∞ as s ↑ 1 (3.12)
owing to (3.2) and (3.3). The relation (3.10) is valid for the present p˜ and we observe that as
t → 0
ℑ ψ˜(t)− ψ(t)
1− sψ(t) =
(1− sℜψ(t))(tβ+(t)+ O(t3))
|1− sψ(t)|2 +
sℑψ(t)(tα+(t)+ O(t2))
|1− sψ(t)|2 .
The right side is odd and bounded below on 0 < t < π . Fatou’s lemma therefore yields
lim inf
s↑1

−
∫ π
−π
ℑ log 1− sψ˜(t)
1− sψ(t)
dt
t

≥
∫ π
0
α(t)β+(t)+ [β−(t)− β+(t)]α+(t)
α2(t)+ (β−(t)− β+(t))2
dt
t
− C,
where C can be taken to be finite in view of Lemma 2.5. The last integral is infinite because the
numerator of its integrand equals α−(t)β+(t)+ β−(t)α+(t), which is at least 12α(t)β+(t) for all
sufficiently small t > 0. (Use the inequality aB + bA ≥ ab valid for four non-negative numbers
satisfying a + b ≤ A + B.) This completes the proof of Theorem 1.3. 
4. Summability of the ladder height
We give a proof that the summability (2.1) implies E Z < ∞, based on Proposition 2.1(i).
Our proof rests on
1
1− E[e−λZ ] = exp
∞−
n=1
1
n
E

e−λSn ; Sn > 0

(λ > 0) (4.1)
(cf. [6,11]). In this subsection we suppose that X is arithmetic of span 1. The adaptation of the
proof for non-arithmetic case is immediately made by Lemma A.2 of the Appendix. The same
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argument can be applied for obtaining the corresponding result [9] for Le´vy processes in a way as
indicated in Section 6. We suppose that σ 2 = ∞, so that t/α(t)→ 0 as t → 0. If (2.1) as well as
this condition holds true, (2.8) also holds true and is equivalent to (2.7) in view of Corollary 2.1.
Lemma 4.1. If both (1.1) and (2.8) hold, then E Z <∞.
Proof. Using P[Sn = x] = 12π
 [ψ(t)]ne−ixt dt and writing s for e−λ, we infer that
−
∞−
n=1
1
n
E

e−λSn ; Sn > 0
 = ∞−
x=1
sx
1
2π
∫ π
−π
log(1− ψ(t)) e−ixt dt. (4.2)
Let p(x) = P[X = x] and p˜(x), x ∈ Z be the probability defined in the proof of Theorem 1.2,
in particular
∑
x p˜(x) = 0. Let ψ˜(t), α˜(t), β˜(t) etc. be the corresponding functions. Then
1− ψ(t) = 1− ψ˜(t)+ i2tβ+(t)+ t[γ (t)+ iδ(t)] (4.3)
with γ (t) = O(t) and δ(t) = O(t2).
Put
ζ(t) = 1− ψ(t)
1− ψ˜(t) = 1+
i2β+(t)+ [γ (t)+ iδ(t)]
(1− ψ˜(t))/t .
Since E Z˜ = 1, we have (1 − E[s Z ])/(1 − E[s Z˜ ])→ E Z(≤ ∞) as s = e−λ ↑ 1 and on taking
logarithm and using (4.1) and (4.2)
lim
s↑1
∞−
x=1
sx
1
2π
∫ π
−π
[log ζ(t)]e−ixt dt = log E Z (≤ ∞). (4.4)
Owing to Corollary 2.1 and (4.3) it follows from (1.1) that
lim
t→0 ζ(t) = 1, (4.5)
which entails that ℑ log ζ(t) ∼ ℑζ(t). Observe that
ℑζ(t) = [α(t)− γ (t)](2β+(t)+ δ(t))+ γ (t)[β(t)+ δ(t)]|1− ψ˜(t)|2/t2
= 2[α(t)− γ (t)]β+(t)|1− ψ˜(t)|2/t2 +
γ (t)β(t)+ α(t)δ(t)
|1− ψ˜(t)|2/t2 . (4.6)
Since |1− ψ˜(t)|2/t2 = (α2(t)+β2(t))(1+o(1)), the second term divided by t is also integrable
in view of Lemma 2.5. Noting γ (t)/α(t)→ 0, the condition for the first term divided by t to be
integrable is given by (2.8). In other word, if we define C ≤ ∞ by
C = 1
2π
∫ π
−π
ℑ log ζ(t)
tan(t/2)
dt, (4.7)
C is finite if (and only if) (2.8) holds. Let P(s, t) = 12 (1 − s2)/|1 − se−it |2 and Q(s, t) =
s sin t/|1− se−it |2 (the Poisson and the conjugate Poisson kernels, respectively). Then
∞−
x=1
sx e−ixt = −1
2
+ P(s, t)− i Q(s, t).
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The contribution of P(s, t) in (4.4) vanishes owing to (4.5) and that of −i Q(s, t) agrees with
C , hence the limit in (4.4) equals (4π)−1
 π
−π log |ζ(t)|dt + C (note that arg ζ(t) is odd). This
completes the proof since log |ζ(t)| is integrable. 
The next result is Corollary 1.1 of [20] (see Corollary 4.1 below) (at least if X is arithmetic).
We give a proof different from there.
Lemma 4.2. If E Z <∞, then (2.4) is true.
Proof. We make the same argument as in the preceding proof but with p˜(x) defined differently.
It is noted that for the present purpose p˜ needs not to be right continuous; it is required only that
E[Z˜ ] < ∞. Take an integer N > 0 so that a := E[|X |; |X | > N ]/N ≤ b := P[|X | ≤ N ], and
put
p˜(N ) = a + (b − a)/2,
p˜(−N ) = (b − a)/2,
p˜(k) = p(k)+ p(−k) if k < −N ,
p˜(k) = 0 if |k| < N or k > N
which satisfies the required conditions. We need the fact that tγ (t) defined via (4.3) is non-
positive in a neighborhood of the origin. This is indeed ascertained by observing
tγ (t) =
−
x
(1− cos t x)(p(x)− p˜(x)) =
N−
x=−N
(1− cos t x)p(x)− (1− cos Nt)b,
which is asymptotic to 12
∑N
x=−N (x2 − N 2)p(x)t2 ≤ 0. Instead of (4.6) we use
−ℑ 1
ζ(t)
= ℑ i2β+(t)+ [γ (t)+ iδ(t)]
(1− ψ(t))/t =
[2α(t)− γ (t)]β+(t)
|1− ψ(t)|2/t2 +
γ (t)β−(t)+ α(t)δ(t)
|1− ψ˜(t)|2/t2 .
Since γ (t)/t is non-positive near the origin and δ(t) = O(t2), the same argument as before
deduces from (4.4) that for E Z to be finite it is necessary that tα(t)β+(t)/|1−ψ(t)|2 is integrable
on (−π, π), which is the same as (2.7), hence as (2.4). 
Remark on proof of Proposition 2.1(ii). Since (2.4) implies (2.8), each of these two is necessary
and sufficient for E Z to be finite according to Lemmas 4.1 and 4.2, provided (1.1) holds true.
Since (1.1) follows from (2.1) and the latter from E Z <∞, in order to prove Proposition 2.1(ii)
we must deduce (1.1) from (2.4); in fact (2.8) ⇒ (1.1) is shown in [21].
Let a(x), x ∈ Z, be the potential function of the walk [18]. In [20] it is shown that if E Z <∞,
∞−
x=1
(a(x)+ a(−x))P[X > x] <∞. (4.8)
Since a(x)+ a(−x) = 12π
 π
−π
1−cos xt
1−ψ(t) dt , the converse follows from Lemma 4.1. Thus
Corollary 4.1. Let X be arithmetic of span 1. Then, E Z <∞ if and only if (4.8) is true.
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5. Proof of Proposition 1.1
In this section the moment condition E |X | <∞ is not assumed. We only need to suppose that
the walk is recurrent (in the case when X is non-arithmetic this means that for any open interval
P[τI < ∞] = 1). Recall that U s(I ) = ∑∞n=0 sn P[Sn ∈ I ] and let λ be as in Proposition 1.1.
Put ι(s) = U s([−1/2, 1/2]). By the assumed recurrence ι(s)→∞ as s ↑ 1.
Lemma 5.1. For x > 1 and 0 < s < 1, U s([−x, x])/ι(s)x is uniformly bounded and
lims↑1 U s(I )/ι(s) = λ(I ) for any finite interval I .
Proof. Let h0(x) = ( 12 − |x |)1(|x | ≤ 12 ). Then its Fourier transform hˆ0(t) =

h0(x)eit x dx is
non-negative, even and integrable on R. On substituting the Fourier representation of h0
U s{h0} :=
∫ ∞
−∞
h0(x)U
s(dx) = 1
2π
∫ ∞
−∞
hˆ0(t)
1− sψ(t)dt
= 1
2π
∫ ∞
−∞
hˆ0(t)E[1− s cos t X ]
|1− sψ(t)|2 dt.
Since the integrand of the last integral is non-negative we see that for every b > 0,∫ ∞
−∞
[h0(x + b)+ h0(x − b)]U s(dx) = 12π
∫ ∞
−∞
2hˆ0(t) cos bt
1− sψ(t) dt
≤ 2
∫ ∞
−∞
h0(x)U
s(dx) ≤ 4ι(s),
showing the first assertion of the lemma. Now we can choose a sequence s(k) ↑ 1 such that
U s(k)(dx) vaguely converges to some Radon measure, say µ(dx). Consider the case when X is
non-arithmetic. Let h be any continuous function h supported by a neighborhood of the origin,
take an interval [a, b], a < 0 < b and let s ↑ 1 along the sequence {s(k)} in the decomposition
U s{h(· + y)} = Ey

τ [a,b]−1−
n=0
snh(Sn)

+ Ey
 ∞−
n=τ [a,b]
snh(Sn)

,
where τ [a, b] is written for τ([a, b]). The first expectation is bounded, hence negligible. If the
second one is denoted by In , then In =

[a,b] Py[sτ [a,b]; Sτ [a,b] ∈ dx]U s{h(· + x)}. Hence
µ{h(· + y)} = lim U
s(n){h(· + y)}
ι(s(n))
= lim In
ι(s(n))
=
∫
[a,b]
Py[Sτ [a,b] ∈ dx]µ{h(· + x)}.
Now, let [a, b] shrink to the origin, and you find that this limit equalsµ{h}, so thatµ is translation
invariant, hence µ must agree with the Lebesgue measure since µ([−1/2, 1/2]) = 1. The
modification of the proof for the lattice walk is easy and omitted. 
Proof of Proposition 1.1. Although the use of Feller’s combinatorial lemma ([11], XII.6)
suffices, for clarity we apply its extension due to Alili and Doney [1]. The latter is actually a
sequence of identities of which we need only the first one, which reads
P[T> = n, Z ∈ dy] = n−1 P[0 < Sn ≤ Z , Sn ∈ dy]
(remember that T> = τ(0,∞)), or rather its reduced form
P[T> = n] = n−1 P[0 < Sn ≤ Z ],
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from which, by conditioning on T> and Z , we infer that
n P[T> = n] =
n−
j=1
∫ ∞
0
P[T> = j, Z ∈ dx]P[−x < Sn− j ≤ 0], (5.1)
or, the identity for the corresponding generating function
s
d
ds
E[sT> ] =
∫ ∞
0
E[sT>; Z ∈ dx]U s((−x, 0]). (5.2)
On the other hand, by the Wiener–Hopf factorization: (1− E[sT> ])(1− E[sT ]) = 1− s together
with Spitzer’s identity: (1− E[sT ]) = (1− s) exp{∑∞1 snn−1 P[Sn > 0]}, we obtain that
s
d
ds
E[sT> ] = 1− s
1− E[sT ]
∞−
n=1
sn P[Sn > 0] = 1− s1− E[sT ]U
s((0,∞)). (5.3)
With the help of Lemma 5.1, applications of the dominated convergence theorem and Fatou’s
lemma yield that the right side divided by ι(s) approaches E Z . Finally, (5.3) together with the
relation lim U s(I )/ι(s) = λ(I ) concludes the proof of Proposition 1.1. 
To complete the proof of Theorem 1.2 we must identify the constant Cα in (1.5) as noted
previously.
I denti f ication of Cα . Suppose E Z < ∞. We consider the two cases 1 < α ≤ 2 and α = 1,
separately.
Case 1 < α ≤ 2. From the condition (1.4) it follows that
ℓ(x) ∼ ℓ−(x) ∼ [(α − 1)/Γ (2− α)]/xαL(x) (1 < α < 2);
E[X2; |X | ≤ x] ∼ 2/L(x) (α = 2),
and hence that if an is determined by the asymptotic relation
n ∼ A−1α K (an) where K (x) =
x2
E[X2; |X | ≤ x] and Aα =
Γ (3− α)
α(α − 1) , (5.4)
then the distribution of Sn/an converges to the stable law of exponent α with the density qα(x)
whose characteristic function is given by∫ ∞
−∞
qα(x)eit x dx = exp

−|t |αeiγπ/2

,
where γ = α − 2 (cf. [11] (3.18) and Theorems 5.2 and 5.3 of XVII). The Fourier inversion is
easily computed for qα(0), yielding qα(0) = π−1Γ (1 + 1/α) sin(π/α). From the assumption
one deduces that K (x) ∼ AαxαL(x), and the condition (5.4) is fulfilled by an = n1/αL∗α(n),
and the local limit theorem says that
P[Sn ∈ I ] ∼ qα(0)λ(I )/n1/αL∗α(n) (5.5)
if either X is non-lattice ([19] Corollary 3) or, otherwise, the walk Sn is strongly aperiodic (in
Spitzer’s sense [18]) on a lattice δZ ([13] Chapter 4, see also [3] Theorem 10.7). Although the
relation (5.5) may fail to be true for lattice walks, its Abelian version is always true so that
U s(I ) ∼ λ(I )(1− s)−1+1/α/αL∗α(1/(1− s)).
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From (1.5) we also have 1− E[sT ] ∼ CaΓ (1/α)(1− s)1−1/αL∗α(1/(1− s)). On the other hand
Proposition 1.1 says
αU s(I )(1− E[sT ]) ∼ λ(I )/E Z .
These three relations together yield that Cα = 1/Γ (1/α)E Z .
Case α = 1. We suppose that X is non-arithmetic; the lattice walk can be treated in a similar
way. Let h0 be the same function as introduced at the beginning of the proof of Lemma 5.1. In
order to determine the constant C1 it suffices to show that
U s{hˆ0} =
∫ ∞
−∞
h0(t)
1− sψ(t)dt ∼
λ{hˆ0}
L∗α(1/(1− s))
,
in view of Lemma 5.1 as well as of Proposition 1.1. Since h is even and supported by a compact
set and λ{hˆ0} = 2πh0(0) = 2π , it in turn suffices to show that for any ε > 0∫ ε
0
ℜ(1− sψ(t))
|1− sψ(t)|2 dt ∼
π
L∗α(1/(1− s))
as s ↑ 1. (5.6)
We use the notation of 2.1 and 2.2 in below. Noting the identity
−xℓ(x) = x
∫ ∞
x
E[|X |; |X | > y]y−2dy − E[|X |; |X | > x]
we infer from the condition (1.4) that xℓ(x) = o(1/L(x)), η(x) ∼ η−(x) ∼ 1/L(x) and∞
1/t ℓ(x) cos t x dx = o(η(1/t)), which together shows that as t → 0
ℜ(1− ψ(t))/t = α(t) = o(η(1/t)) and ℑψ(t)/t ∼ β−(t) ∼ η(1/t).
Since tβ−(t) = −E[t X − sin t X; X < 0] is increasing, one can define a function τs = τ(s) by
(1− s) = τsβ−(τs). (5.7)
One observes that η(τ−1s ) ∼ L∗α(1/(1− s)) and (5.6) follows if we prove that if
I :=
∫ ε
0
1− s
(1− s)2 + [tη(t−1)]2 dt and I I :=
∫ ε
0
tα(t)
(1− s)2 + [tη(t−1)]2 dt,
then
I ∼ π/2η(τ−1s ) and I I ∼ π/2η(τ−1s ). (5.8)
Changing the variable we write for a (large) number K
I =
∫ K
0
(1− s)τs
(1− s)2 + [τsη(1/uτs)]2u2 du + rK (s),
where rK (s) denotes the integral on the interval (K , ε/τs). The integral on the right side above is
asymptotically equivalent to [τs/(1 − s)]
 K
0 (1 + u2)−1du ∼ π/2η(τ−1s ) as s ↑ 1 and K →∞
in this order, while rK (s) = o(1/η(τ−1s )) in the same limit since η(1/uτs) ≥ η(1/τs) on its
interval of integration. This verifies the first relation of (5.8).
Clearly tα(t) = o(1− s) for 0 < t ≤ K τs and what has been verified above shows that
I I =
∫ ε
τ(s)
α(t)
[η(1/t)]2t dt (1+ o(1))+ o(1/η(τ
−1
s )).
1958 K. Uchiyama / Stochastic Processes and their Applications 121 (2011) 1938–1961
On putting
g(t) =
∫ t
0
α(u)
u
du
integration by parts gives∫ ε
τ(s)
α(t)
[η(1/t)]2t dt = O(1)−
π/2
η(τ−1s )
+
∫ ε
τ(s)
2g(t)
[η(1/t)]2
dη(1/t)
dt
dt.
According to Theorem 7(ii) of [15] g(t) ∼ π2 η(1/t). Since η is monotone, this shows that
the last integral is equal to π/η(τs)(1 + o(1)), hence the second relation of (5.8). This also
completes Theorem 1.2.
6. Extension to Le´vy processes
Let ξ(t) be a Le´vy process on R with characteristics (A, γ,Π ), where the Le´vy exponent
Ψ(θ) = − log Eeiξ(t) is given by
Ψ(θ) = Aθ2 − iγ θ +
∫ ∞
−∞
[1− eiθx + iθx1{|x |≤1}]Π (dx) (θ ∈ R).
We suppose that Π ({x : |x | > 1}) > 0 and γ + |x |>1 xΠ (dx) = 0, which entail that X (t) is
non-degenerate and recurrent. Put
M±(x) =
∫ x
1
dy
∫ ∞
y
Π (±(u,∞))du and M(x) = M+(x)+ M−(x) for x > 0
and
Φ+(θ) =
∫ ∞
1
(1− eiθx + iθx)Π (dx).
Theorem 6.1. The following two integrability conditions (a) and (b) are equivalent to each other
(a)
∫ ∞
1
x
∞
x Π ((y,∞))dy
M−(x)
dx <∞; (b)
∫ 1
0
ℜ 1
Ψ(θ)
ℑΦ+(θ)
θ
dθ <∞,
and each of them implies that Φ+(θ)/Ψ(θ)→ 0 as θ → 0 and M+(x)/M(x)→ 0 as x →∞.
Proof. Put Π (1)(dx) = 1{|x |>1}Π (dx)+ δγ (dx) and
Ψ (1)(θ) :=
∫ ∞
−∞
(1− eiθx )Π (1)(dx) = (1− eiγ θ )+
∫
|x |>1
(1− eiθx )Π (dx).
We apply Proposition 2.1 with the probability measure [Π (1)(dx)]/Π (1)(R) in place of P[X ∈
dx]. To the condition (a) the delta measure δγ affects nothing. In (b) we must replace Ψ by
Ψ (1) and, if γ > 0, we must add 1 − eiγ θ + iγ θ to Φ+(θ). But these operations make no
influence on whether (b) is true or not since both Ψ(θ)−Ψ (1)(θ) and 1− eiγ θ + iγ θ are O(θ2)
as θ → 0. 
We bring in an auxiliary Le´vy process ξ˜ (t) which makes no upward jumps. Define its Le´vy
measure Π˜ by
Π˜ ((−∞, a)) = Π ({x : |x | > |a|}) for −∞ < a ≤ −1 and Π˜ ([−1,∞)) = 0
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and let its Le´vy exponent be given by
Ψ˜(θ) = A◦θ2 − iγ˜ θ +
∫ ∞
−∞

1− eiθx + iθ1{|x |≤1}

Π˜ (dx),
where γ˜ = − 
(−∞,−1) xΠ˜ (dx) and A
◦ may be any non-negative number. Then
Ψ(θ) = Ψ˜(θ)+ i2ℑΦ+(θ)+ O(θ2) (θ → 0).
The process ξ˜ possesses many nice properties [2] and by comparing ξ(t) with ξ˜ (t) we
may proceed as in Section 3 to derive from them some results for ξ(t) under the assumption
(a) in Theorem 6.1. For illustration we consider the proposition that (a) holds if and only if
E[H(1)] < ∞, which is verified in [10,9], where H(t) is the ascending ladder height process
associated with ξ(t) (see [2,9] etc. for the definition). Spitzer’s identity (4.1) is replaced by
κ(λ) := − log E[e−λH(1)] = C exp
∫ ∞
0
dt
∫ ∞
0
e−t − e−λx
t
P[ξ(t) ∈ dx]

(λ ≥ 0)
(a reduced form of Fristedt’s formula [12]) where C is a certain positive constant. It is not hard
to see that∫ 1
0
dt
∫ ∞
0
1− e−λx
t
P[ξt ∈ dx] → 0 as λ ↓ 0,
and one accordingly observes that as λ ↓ 0
1− E[e−λH(1)] ∼ κ(λ) ∼ C ′ exp
∫ ∞
1
dt
t
∫ ∞
0
e−λx P[ξ(t) ∈ dx]

.
By Lemma A.2 in the next section the last repeated integral may be written as
−1
2π
∫ ∞
0
e−λx dx
∫ δ
−δ
e−ixθ log(1− e−Ψ (θ))dθ + O(1),
which provides an analogue of (4.2) which the proof of Lemma 4.1 began with and the rest is the
same as therein.
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Appendix
The proofs of several results in Sections 3 and 4 are given only for the random walks on Z,
whereas the results are asserted for non-arithmetic walks. Here we present some estimates and
formulas that make them easily adapted for non-arithmetic walks.
The following result due to [17] is valid whenever X is not degenerate (no moment condition
is required). Put
Rn,δ(x) = lim
N→∞
1
2π
∫ N
δ
+
∫ −δ
−N

e−it x
−it [ψ(t)]
ndt.
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Lemma A.1. For each δ > 0, Rn,δ(x) = O(n−1/4) uniformly in x and
P[Sn ≤ x] = 12 +
1
2π
p.v.
∫ δ
−δ
e−it x
−it [ψ(t)]
ndt + 1
2
P[Sn = x] + Rn,δ(x), (A.1)
where ‘p.v.’ indicates the principal value at the origin.
Proof. The lemma follows from Theorem 2 and Lemma 2 of [17], where it is supposed that
E[log(1+ |X |)] <∞ (implying the integral in (A.1) absolutely convergent), but the proof given
there is valid without it. 
For N a positive integer we define a probability {p(x)} on Z by, e.g.,
p(x) = P[x − 1/2 < X ≤ x + 1/2]
for integers x satisfying |x | ≥ N and arbitrary for |k| < N as far as the conditions∑x∈Z p(x) =
1 and
∑
x∈Z xp(x) = 0 are satisfied, which is clearly possible by taking N sufficiently large.
If the relation (C1) of Theorem 1.1 is true, then so is the corresponding one for {p(x)}, and
vice versa. Denote the corresponding characteristic function by φ(t). Then under the condition
E X = 0 it holds that as t → 0
ℜ[ψ(t)− φ(t)] = O(t2) and ℑ[ψ(t)− φ(t)] = O(t3) (A.2)
(cf. [7]. the proof of Eq. (2.19)), Owing to the estimates (A.1) with x = 0 and (A.2) together
with the simpler fact that lim P[Sn = 0] = 0 and ∑ n−1 P[Sn = 0] < ∞ we can readily adapt
the proofs given in 3.1 for the non-arithmetic case.
Similarly the arguments of 3.2 are adapted by employing the next lemma as well as (A.2).
Lemma A.2. If X is not degenerate, then for each δ > 0,
∞−
n=1
1
n
E[e−λSn ; Sn > 0] = − 12π
∫ ∞
0
e−λx dx
∫ δ
−δ
e−it x log(1− ψ(t))dt + Rδ(λ),
where Rδ(λ) :=∑∞n=1 n−1− 12 P[Sn = 0] + λ ∞0 Rn,δ(x)e−λx dx = O(1) as λ→ 0.
Proof. Upon integrating by parts E[e−λSn ; Sn > 0] = λ
∞
0 P[0 < Sn ≤ x]e−λx dx , which, by
employing (A.1), may be written as
λ
2π
∫ ∞
0
e−λx dx
∫ δ
−δ
e−it x − 1
−it [ψ(t)]
ndt − 1
2
P[Sn = 0] + λ
∫ ∞
0
Rn,δ(x)e−λx dx .
Note that the repeated integral above is absolutely convergent and one can interchange the order
of integration. Integrating by parts back, dividing by n and performing the summation on n lead
to the formula of the lemma. 
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