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1Misspecified and Asymptotically Minimax Robust
Quickest Change Detection
Timothy L. Molloy and Jason J. Ford
Abstract—We investigate the quickest detection of an unknown
change in the distribution of a stochastic process generating
independent and identically distributed (i.i.d.) observations. We
develop new bounds on the performance of misspecified cumula-
tive sum (CUSUM) rules, and pose minimax robust versions of the
popular Lorden and Pollak criteria with polynomial (or higher
order moment) detection delay penalties. By exploiting our results
for misspecified CUSUM rules, we identify solutions to our robust
quickest change detection problems in the asymptotic regime of
few false alarms. In contrast to previous robust quickest change
detection treatments, our asymptotic results hold under relaxed
conditions on the uncertainty sets of possible pre-change and
post-change distributions. We illustrate our results in simulations
and apply them to the problem of detecting target manoeuvres
in low signal-to-noise ratio settings (i.e., dim-target manoeuvre
detection).
Index Terms—Quickest change detection, minimax robustness,
relative entropy.
I. INTRODUCTION
QUICKLY detecting a change in the statistical distributionof an observed signal is important in numerous appli-
cations across the technical fields of signal processing [1]–
[3], statistics [4], quality engineering [5], and target tracking
[2], [6], [7]. Although the distributions of the observed signal
before and after the (unknown) change-time are unknown in
many applications, most previous quickest change detection
treatments have assumed that these distributions are known.
For example, the problem of detecting target manoeuvres in
the field of target tracking is naturally posed as a quickest
change detection problem where the signal being monitored
for an unknown change is the target’s acceleration or velocity
[2], [6], [7].
Quickest change detection is typically formulated as a
dynamic hypothesis test after each observation of a signal
between a null hypothesis that no change has occurred, and
an alternative hypothesis that a change has occurred at some
unknown previous change-time. The objective in quickest
change detection is then to minimise some measure of the
detection delay (e.g., the time between a change occurring
and the rejection of the null hypothesis) subject to a constraint
on the occurrence of false alarms (e.g., the time to reject the
null hypothesis when the signal contains no change-point).
In Bayesian formulations of quickest change detection, the
unknown change-time is further considered to be a random
variable with a known (prior) distribution [8].
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Two well known non-Bayesian formulations of quickest
change detection are the Lorden [9] and Pollak [10] criteria.
Under the assumption that the pre-change and post-change dis-
tributions are known, the popular cumulative sum (CUSUM)
procedure is optimal under the Lorden criterion [11]. Similarly,
the Shiryaev-Roberts-Pollak (SRP) rule is asymptotically (as
fewer false alarms are accepted) optimal under the Pollak cri-
terion when both the pre-change and post-change distributions
are known [10]. These results have been extended (primarily
in the asymptotic regime of few false alarms) to situations
with polynomial (or higher order moment) delay penalties [4],
[5], and to situations where the pre-change and post-change
distributions may be unknown [12]–[15].
Most treatments of non-Bayesian quickest change detection
with potentially unknown pre-change and post-change distri-
butions have focused on establishing the asymptotic optimality
of generalised likelihood ratio (GLR) rules under Lorden and
Pollak criteria with linear detection delay penalties [13]–[15].
For example, Lai and Shan [14] establish the asymptotic
optimality of GLR rules under the Pollak criterion for linear
state-space and regression models with unknown post-change
distributions. Similarly, Mei [15] examines the asymptotic
optimality of GLR rules for independent and identically distri-
butions (i.i.d.) processes from one-parameter exponential fam-
ilies with unknown pre-change and post-change distributions.
More recently, minimax robust Lorden and Pollak quickest
change detection problems have been posed for cases where
the pre-change and post-change probability distributions are
uncertain (or unknown) [8], [16]–[19]. The stopping rules
that solve these robust problems minimise the worst case
(i.e. maximum) detection delay amongst uncertainty sets of
possible pre-change and post-change distributions. Under a
joint stochastic boundedness condition on the uncertainty sets,
[17] established that a CUSUM rule solves the robust Lorden
problem. Unnikrishnan et al. [17] also show that a SRP rule
asymptotically solves the robust Pollak problem assuming
that the pre-change distribution is known. Furthermore, [17]
illustrates that robust rules can outperform the more compu-
tationally expensive GLR rules that detect unknown changes
by estimating them.
The joint stochastic boundedness condition imposed on
uncertainty sets in [17] for robust quickest change detection is
satisfied by many classical descriptions of uncertainty intro-
duced in the seminal work of Huber [20]. However, as argued
in [21], [22], and [23], classical uncertainty sets primarily
describe situations where the distributions are obtained from
data contaminated by outliers, and so non-classical uncertainty
sets are often required when the distributions arise from
2physical considerations. Unfortunately it appears difficult to
verify the conditions of [17] for many recently proposed
non-classical uncertainty sets. For example, although relative
entropy uncertainty sets have recently been considered in the
problems of robust control [24] and robust hypothesis testing
[22], [25], they are yet to be applied in the problem of robust
quickest change detection, and it appears to difficult (if not
impossible) to show that they satisfy the conditions of [17].
In this paper, we aim to develop robust quickest change
detection results for the polynomial delay penalty case un-
der relaxed uncertainty conditions that are straightforward
to verify. We also seek to characterise the performance of
misspecified CUSUM rules (i.e., rules designed with distri-
butions that differ from those of the observed process) in
order to understand the practical tolerances of CUSUM as an
asymptotically optimal quickest change detection procedure.
We are partially motivated by the application of dim-target
manoeuvre detection where the low signal-to-noise (SNR) of
targets means that track-before-detect filters are used, and so
standard manoeuvre detection approaches become intractable,
driving a need for alternative approximating solutions [2],
[26]–[28]. Furthermore, this application allows us to perform
one of the first practical investigations of minimax robust
quickest change detection.
The four main contributions of this paper are:
(i) The development of new bounds on the detection and
false alarm performance of misspecified CUSUM rules;
(ii) The asymptotic solution of Lorden and Pollak minimax
robust quickest change detection problems with polyno-
mial delay penalties under a new relaxed non-parametric
uncertainty set condition when both the pre-change and
post-change distributions are unknown;
(iii) The introduction of post-change uncertainty sets de-
scribed by relative entropy tolerances to the problem of
minimax robust quickest change detection; and,
(iv) The investigation and comparison of GLR and asymp-
totically minimax robust CUSUM rules on real data in
the application of dim-target manoeuvre detection.
In contrast to the previous works of [17] and [19], we solve
our asymptotic Lorden and Pollak minimax robust quickest
change detection problems by exploiting our new misspecified
CUSUM results, and our results (whilst asymptotic), hold un-
der a new relaxed non-parametric uncertainty set condition and
handle pre-change and post-change uncertainty. Furthermore,
our evaluation of GLR and asymptotically robust CUSUM
rules on real data represents one of the first application studies
of these two competing quickest change detection paradigms
(previous comparisons in [17] and [19] have been made on
the basis of simulated data).
The rest of this paper is organised as follows. In Section II
we introduce our robust problems. In Section III we develop
our results for misspecified CUSUM rules. In Section IV we
establish our asymptotic minimax robust results. In Section
V we apply our results in an illustrative example that does
not satisfy the conditions of [17], and in the application
of dim-target manoeuvre detection. Finally, we present brief
conclusions in Section VI.
II. PROBLEM STATEMENT
Let Yk for k ≥ 1 be a sequence of random variables each
taking values in the set Y ⊂ RM . The random variables
Y[1,λ−1] , {Y1, Y2, . . . , Yλ−1} are independent and identi-
cally distributed (i.i.d.) with marginal (pre-change) probability
distribution µ where λ ≥ 1 is some unknown deterministic
change-time. After the change-time, the random variables
Y[λ,k] are i.i.d. with marginal (post-change) probability distri-
bution ν. We will assume the existence of a probability space
(Ω,F , Pµ,νλ ) where Pµ,νλ is the probability measure when the
change happens at time λ ≥ 1 with pre-change and post-
change distributions µ and ν, respectively. We shall denote the
expectation under Pµ,νλ as E
µ,ν
λ [·]. Similarly, let Pµ and Eµ [·]
denote the probability measure and expectation corresponding
to a process with no change and hence having a distribution
of µ ∈ P for all k ≥ 1. Finally, let Fk denote the filtration
generated by Y[1,k], and let P denote the set of all probability
distributions on Y .
In the problem of quickest change detection, we sequentially
observe the process Yk for k ≥ 1 with the aim of detecting
the change in distribution and stopping observation of the
process as soon as possible after the change-time λ whilst
avoiding false alarms. A quickest change detection procedure
is therefore characterised by its stopping time T with respect
to Fk, and its design involves formulating an optimal trade-off
between detection delays and the occurrence of false alarms
[4]. The Lorden [9] and Pollak [10] criteria are two popular
non-Bayesian methods for formulating the optimal trade-off
between detection delays and false alarms in the design of
quickest change detection procedures. The polynomial Lorden
detection delay of a quickest change detection procedure T is
defined as [4]
JmL (T, µ, ν) , sup
λ≥1
ess supEµ,νλ
[(
(T − λ+ 1)+
)m∣∣∣Fλ−1]
for any integer m > 0 where x+ , max {x, 0} and ess supX
is the essential supremum of the random variable X (i.e.,
ess supX is the smallest number x such that the event
{X > x} has zero probability under Pµ,νλ ). Similarly, the
polynomial Pollak detection delay of T is defined as [4]
JmP (T, µ, ν) , sup
λ≥1
Eµ,νλ [ (T − λ)m|T ≥ λ]
for any integer m > 0. The standard Lorden formulation of
quickest change detection with polynomial delay penalty is
then the optimisation problem [4]
inf
T∈C(γ,µ)
JmL (T, µ, ν) (1)
for any integer m > 0 and any given 1 < γ < ∞ where
C (γ, µ) is the set of stopping rules T that satisfy the mean
time to false alarm constraint Eµ [T ] ≥ γ. Similarly, the
standard Pollak formulation of quickest change detection with
polynomial delay penalty is [4]
inf
T∈C(γ,µ)
JmP (T, µ, ν) (2)
for any integer m > 0 and any given 1 < γ <∞.
3In practice, the specification and solution of standard Lorden
(1) and Pollak (2) problems may be difficult since the true pre-
change µ and post-change ν distributions are often uncertain
or unknown. In this paper, we shall propose robust Lorden
and Pollak problems for situations where the distributions µ
and ν are unknown, but belong to the (known and disjoint)
uncertainty sets Pµ ⊂ P and Pν ⊂ P , respectively. Our
proposed robust Lorden problem is:
inf
T∈C(γ)
sup
(µ,ν)∈Pµ×Pν
JmL (T, µ, ν) (3)
for any integer m > 0 and any given 1 < γ <∞ where C (γ)
is the set of all stopping rules T that satisfy T ∈ C (γ, µ) for
all µ ∈ Pµ. Similarly, our robust Pollak problem is:
inf
T∈C(γ)
sup
(µ,ν)∈Pµ×Pν
JmP (T, µ, ν) (4)
for any integer m > 0 and any given 1 < γ <∞. Importantly,
solutions to our robust problems will have the attractive
minimax property of minimising the maximum polynomial
detection delay penalty over all distributions in the uncertainty
sets Pµ and Pν .
Our robust problems (3) and (4) generalise the robust
problems posed in [17] with linear delay penalties m = 1 to
the polynomial delay penalty case with m > 1. Unnikrishnan
et al. [17] also impose potentially restrictive conditions on
the uncertainty sets in order to establish an exact (i.e., non-
asymptotic) solution to the robust Lorden problem (3) with
m = 1, and an asymptotic solution of the robust Pollak
problem (4) with m = 1 as γ →∞. In this paper, we aim to
find asymptotic solutions to our robust problems (3) and (4)
for all integers m > 0 as γ → ∞ under weaker uncertainty
set conditions than [17].
Finally, in many applications, even robust quickest change
detection problems may be difficult to solve since the uncer-
tainty sets Pµ and Pν may themselves be unknown. One (po-
tentially naive) approach for these cases is to apply a misspeci-
fied procedure that is designed to be optimal (or asymptotically
optimal) under the standard (non-robust) formulations (1) and
(2) specified with distributions µ¯ and ν¯ that differ from the
true (unknown) distributions of the observed process Yk. In
this paper, we seek to also characterise the performance of
misspecified quickest change detection procedures under the
standard (non-robust) Lorden (1) and Pollak (2) criteria.
III. MISSPECIFIED QUICKEST CHANGE DETECTION
When the pre-change µ and post-change ν distributions
are known, Theorem 8.2.6 of [4] gives that the standard
(non-robust) Lorden (1) and Pollak (2) problems are solved
asymptotically as γ → ∞ for all integers m > 0 by the
cumulative sum (CUSUM) stopping rule [8, p. 132]
τ (µ, ν) , inf
{
k ≥ 1 : max
1≤n≤k
Zkn (µ, ν) ≥ h
}
(5)
where h > 0 is a threshold such that τ(µ, ν) ∈ C(γ, µ),
Zkn (µ, ν) ,
k∑
i=n
logLµ,ν (Yi) ,
and, Lµ,ν(Y ) , dνdµ (Y ) is the Radon-Nikodym derivative of
ν with respect to µ with Lµ,ν(Y ) , ∞ when the derivative
does not exist (see [29]). In this section, we shall establish new
bounds on the delay and false alarm performance of misspec-
ified CUSUM rules (5) that are designed with distributions µ¯
and ν¯ that differ from the distributions µ and ν of the process
Yk. We begin by reviewing the concept of relative entropy.
A. Relative Entropy and Likelihood Ratio Convergence
Consider any two probability distributions Q, Q¯ ∈ P . The
relative entropy (or Kullback-Leibler divergence) of Q¯ from
Q is defined as [30, p. 26]
D
(
Q
∥∥Q¯) ,

∫
Y
log
dQ
dQ¯
(Y )dQ(Y ) if Q Q¯,
+∞ otherwise
where Q Q¯ denotes that Q is absolutely continuous with Q¯.
Informally, the relative entropy D
(
Q
∥∥Q¯) may be interpreted
as a pseudo-distance between the distributions Q and Q¯ since it
is non-negative with D
(
Q
∥∥Q¯) = 0 if and only if Q = Q¯ (see
[30, Lemma 1.4.1]). Furthermore, the relative entropy D (· ‖· )
is a convex functional in both of its arguments.
In this paper, we shall use the relative entropy to describe
the asymptotic behaviour of Zkn (·, ·) as k →∞. Specifically,
consider µ, µ¯, ν, ν¯ ∈ P and suppose that D (ν ‖ν¯ ) < ∞ and
D (ν ‖µ¯ ) <∞, then the weak law of large numbers gives that
lim
k→∞
Pµ,νλ
(∣∣k−1Zn+k−1n (µ¯, ν¯)−∆µ¯,ν¯D ∣∣ ≥ δ) = 0 (6)
for all δ > 0, all λ ≥ 1 and all n ≥ λ where we have defined
∆µ¯,ν¯D , D (ν ‖µ¯ )−D (ν ‖ν¯ )
and noted that the definitions of the probability measures,
likelihood ratios and relative entropy imply that
Eµ,νλ [Z
n
n (µ¯, ν¯)] = E
ν
[
logLµ¯,ν¯(Y )
]
=
∫
Y
(
log
dν
dµ¯
(Y ) + log
dν¯
dν
(Y )
)
dν(Y )
= ∆µ¯,ν¯D (7)
for all λ ≥ 1 and all n ≥ λ.
B. Performance of Misspecified CUSUM Rules
We now use (6) to develop an asymptotic upper bound on
the detection delay of misspecified CUSUM rules.
Theorem 1: Consider probability distributions µ, µ¯, ν, ν¯ ∈ P
so that D (ν ‖ν¯ ) < D (ν ‖µ¯ ) <∞. Then τ (µ¯, ν¯) satisfies
JmP (τ (µ¯, ν¯) , µ, ν) ≤ JmL (τ (µ¯, ν¯) , µ, ν) (8)
≤ (1 + o(1))
(
h
∆µ¯,ν¯D
)m
(9)
as h→∞ for all integers m > 0 where o(1)→ 0 as h→∞.
Proof: We note that Pµ,νλ (τ (µ¯, ν¯) ≥ λ) > 0 as h → ∞
and that {τ (µ¯, ν¯) ≥ λ} ∈ Fλ−1 for all λ ≥ 1. The definition
of essential supremum then implies (8).
Now, consider any arbitrary δ ∈ (0, 1) and define the integer
kc , bh
(
∆µ¯,ν¯D (1− δ)
)−1c for any h > 0 where b·c denotes
4the floor function. The condition D (ν ‖ν¯ ) < D (ν ‖µ¯ ) com-
bined with (6) gives
sup
1≤λ≤t
Pµ,νλ
(
Zt+kc−1t (µ¯, ν¯) < h
)
< δ (10)
for sufficiently large h, and any t ≥ 1. For sufficiently large h,
the definition of CUSUM, independence and (10) gives that
ess supPµ,νλ
(
(τ (µ¯, ν¯)− λ+ 1)+ > tkc
∣∣∣Fλ−1)
≤
t∏
j=1
Pµ,νλ
(
Zλ+jkc−1λ+(j−1)kc (µ¯, ν¯) < h
)
≤ δt (11)
for any λ ≥ 1 and any t ≥ 1. Hence, for sufficiently large h,
ess supEµ,νλ
[(
(τ (µ¯, ν¯)− λ+ 1)+
)m∣∣∣Fλ−1]
= ess sup
∫ ∞
0
Pµ,νλ
(
(τ (µ¯, ν¯)− λ+ 1)+ > x1/m
∣∣∣Fλ−1)dx
≤
∞∑
t=0
kmc [(t+ 1)
m − tm]
× ess supPµ,νλ
(
(τ (µ¯, ν¯)− λ+ 1)+ > tkc
∣∣∣Fλ−1)
≤ kmc
∞∑
t=0
[(t+ 1)m − tm] δt
for any λ ≥ 1 and all integers m > 0, where the first inequality
follows by bounding the integral by the sum of rectangles,
and the second inequality follows from (11). Recalling the
definition of kmc , we have that
ess supEµ,νλ
[(
(τ (µ¯, ν¯)− λ+ 1)+
)m∣∣∣Fλ−1]
≤ (1 + o(1))
(
h
∆µ¯,ν¯D
)m ∑∞
t=0 [(t+ 1)
m − tm] δt
(1− δ)m (12)
as h→∞ for all integers m > 0 and all λ ≥ 1. The proof is
complete since the sum in (12) is convergent for all δ ∈ (0, 1),
and is arbitrarily close to 1 for δ arbitrarily close to 0.
In order to characterise the mean time to false alarm of
misspecified CUSUM rules, we require the following lemma
establishing a maximal inequality for non-negative super-
martingales (an analogous continuous-time martingale result
is described in [31, p. 55]).
Lemma 1: Let Xk for k ≥ 1 be a non-negative supermartin-
gale process defined on the probability space (Ω,F , P ). Then
P
(
max
1≤k≤n
Xk ≥ c
)
≤ 1
c
E[X1].
for all n ≥ 1 and any real constant c > 0.
Proof: Consider any real c > 0 and define the stopping
time T , inf {k ≥ 1 : Xk ≥ c}. For any n ≥ 1, Doob’s
optional sampling theorem for non-negative supermartingales
(cf. [8, p. 25]) gives that
E[X1] ≥ E
[
Xmin{T,n}
]
= E [XT I(T ≤ n)] + E [XnI(n < T )]
≥ E [XT I(T ≤ n)]
≥ cP (XT I(T ≤ n) ≥ c)
where the last line follows from Markov’s inequality since
XT I(T ≤ n) is non-negative. Recalling the definition of T ,
we note that
cP (XT I(T ≤ n) ≥ c) = cP (T ≤ n)
= cP
(
max
1≤k≤n
Xk ≥ c
)
and the lemma assertion follows.
Our next theorem exploits Lemma 1 to establish a new
(non-asymptotic) bound on the mean time to false alarm of
misspecified CUSUM rules.
Theorem 2: Consider the distributions µ, µ¯, ν, ν¯ ∈ P , and
suppose that Eµ [Lµ¯,ν¯ (Y )] ≤ 1. Then Eµ [τ (µ¯, ν¯)] ≥ eh for
all thresholds h > 0.
Proof: Let us define the stopping times
η`+1 , inf
{
k ≥ η` + 1 : Zkη`+1 (µ¯, ν¯) < 0
}
for ` ≥ 0 where η0 , 0. Since Eµ [Lµ¯,ν¯ (Y )] ≤ 1,
we have that
{
exp
(
Zkn (µ¯, ν¯)
)
,Fk, k ≥ n
}
is a non-negative
supermartingale under Pµ. Then on events {η` <∞},
Pµ
(
max
t>η`
Ztη`+1 (µ¯, ν¯) ≥ h
∣∣∣∣Fη`)
≤ e−hEµ [Lµ¯,ν¯ (Yη`+1)∣∣Fη`] ≤ e−h (13)
where the first inequality is the maximal inequality for non-
negative supermartingales from Lemma 1, and the second
inequality is due to independence and the lemma condition.
Now, define Nz as a lower bound on the number of zero-
crossings of the CUSUM test statistic before a threshold-
crossing in the sense that
Nz , inf
{
` ≥ 0 : η` <∞ and max
t>η`
Ztη`+1 (µ¯, ν¯) ≥ h
}
.
Then, for any ` ≥ 0, we have that
Pµ (Nz > `)
= Pµ (Nz > `− 1 and Nz > `)
= Eµ [I {Nz > `− 1}Pµ (Nz > ` |Fη` )]
= Eµ
[
I {Nz > `− 1}Pµ
(
max
t>η`
Ztη`+1 (µ¯, ν¯) < h
∣∣∣∣Fη`)]
≥ Pµ (Nz > `− 1)
(
1− e−h)
where the second equality follows from the tower property
of conditional expectation by noting that I {Nz ≥ `} is Fη` -
measurable, the third equality follows from the definition of
Nz , and the last line follows from (13). Since Nz is non-
negative and e−h ≤ 1 for h > 0, it follows that
Eµ [Nz] ≥
∞∑
`=0
Pµ (Nz > `)
≥
∞∑
`=0
(1− e−h)`
≥ eh
The theorem result follows by noting that τ (µ¯, ν¯) ≥ Nz .
The conditions of Theorems 1 and 2 ensure a reason-
able degree of misspecification in the CUSUM rule τ (µ¯, ν¯).
5Specifically, the CUSUM rule (5) implicitly requires that its
test statistic Sk , max1≤n≤k Zkn (µ¯, ν¯) grows (positively)
after a change, but does not grow (i.e., remains near zero)
when there is no change. If D (ν ‖ν¯ ) > D (ν ‖µ¯ ), then Sk
can remain near zero after a change under Pµ,νλ . Similarly,
if Eµ [Lµ¯,ν¯ (Y )] > 1, then Sk can grow under Pµ when
there is no change. The conditions D (ν ‖ν¯ ) < D (ν ‖µ¯ ) and
Eµ [Lµ¯,ν¯ (Y )] ≤ 1 exclude these absurd cases of misspecifi-
cation.
Although our performance characterisations of misspecified
CUSUM rules are of independent interest, we shall next use
them to find asymptotic solutions to our robust Lorden (3) and
Pollak (4) problems.
IV. MINIMAX ROBUST QUICKEST CHANGE DETECTION
Solving our robust problems (3) and (4) is straightforward
when we are able to identify distributions from the uncertainty
sets Pµ and Pν such that the asymptotically robust rule is
also the CUSUM rule (5) that asymptotically solves the non-
robust problems (1) and (2) specified by these least favourable
distributions (LFDs). In this section, we will introduce a novel
uncertainty sets condition that will allow us to identify LFDs
and asymptotic solutions for our robust problems.
A. Stochastically Bounded Uncertainty Sets
Let us introduce the following definition of weakly stochas-
tically bounded uncertainty sets (Pµ,Pν).
Definition 4.1 (Weak Stochastic Boundedness): We will
say that the pair of uncertainty sets (Pµ,Pν) is weakly
stochastically bounded by the pair of distributions (µ˜, ν˜) if
D ( ν˜‖ µ˜) ≤ D (ν‖ µ˜)−D (ν ‖ν˜ ) (14)
for all ν ∈ Pν , and
Eµ
[
Lµ˜,ν˜ (Y )
] ≤ Eµ˜ [Lµ˜,ν˜ (Y )] = 1 (15)
for all µ ∈ Pµ.
Our weak stochastic boundedness concept is a generalisa-
tion of the θ-Pythagorean concept of [19, Definition 3.1] to
non-parametric pre-change and post-change uncertainty sets.
It is also a relaxed version of the following joint stochastic
boundedness concept of [17, Definition 1] (see also [32,
Definition 1]) which enabled the identification of LFDs for
robust Lorden and Pollak quickest change detection problems
in [17].
Definition 4.2 (Joint Stochastic Boundedness [17], [32]):
The pair of uncertainty sets (Pµ,Pν) is said to be jointly
stochastically bounded by the pair of distributions (µ˜, ν˜) if
P ν˜
(
logLµ˜,ν˜(Y ) ≥ x) ≤ P ν (logLµ˜,ν˜(Y ) ≥ x) (16)
for all x ∈ R and all ν ∈ Pν , and
Pµ
(
logLµ˜,ν˜(Y ) ≥ x) ≤ P µ˜ (logLµ˜,ν˜(Y ) ≥ x) (17)
for all x ∈ R and all µ ∈ Pµ.
In the following proposition, we will use the properties of
stochastic orders (cf. [33, p. 4]) to show that our weak stochas-
tic boundedness concept is a relaxed version of joint stochastic
boundedness. We will also establish two information-theoretic
relationships that are useful for determining if a pair of
uncertainty sets (Pµ,Pν) is weakly stochastically bounded.
Proposition 1: Consider the pair of sets (Pµ,Pν) ⊂ P×P .
(i) If (Pµ,Pν) is jointly stochastically bounded by the
distributions (µ˜, ν˜) in the sense of Definition 4.2, then
it is also weakly stochastically bounded by (µ˜, ν˜) in the
sense of Definition 4.1.
(ii) Furthermore, if (Pµ,Pν) is weakly stochastically
bounded by the distributions (µ˜, ν˜) in the sense of
Definition 4.1, then (µ˜, ν˜) are those elements of Pµ and
Pν that are closest in relative entropy, namely,
D ( ν˜‖ µ˜) = inf
(µ,ν)∈Pµ×Pν
D (ν‖µ) . (18)
(iii) Finally, if (µ˜, ν˜) satisfies (18), Pν is convex, and (15)
holds for all µ ∈ Pµ, then (Pµ,Pν) is weakly stochasti-
cally bounded by (µ˜, ν˜).
Proof: We first note that [33, p. 4] gives that the stochastic
ordering conditions (16) and (17) hold if and only if
Eν
[
u
(
logLµ˜,ν˜ (Y )
)] ≥ Eν˜ [u (logLµ˜,ν˜ (Y ))] (19)
and
Eµ˜
[
u
(
logLµ˜,ν˜ (Y )
)] ≥ Eµ [u (logLµ˜,ν˜ (Y ))] (20)
for all non-decreasing functions u (·) : R 7→ R. By recalling
the definition of relative entropy, it follows that (16) implies
(14) since (14) is equivalent to (19) with the non-decreasing
function u (x) = x. Similarly, (17) implies (15) since (15) is
equivalent to (20) with the non-decreasing function u (x) =
exp (x). The first proposition assertion follows.
To prove the second proposition assertion, recall that
D (ν‖ ν˜) ≥ 0 for all ν ∈ Pν due to the non-negativity of
relative entropy, and so (14) implies that
D ( ν˜‖ µ˜) ≤ D (ν‖ µ˜) (21)
for all ν ∈ Pν . Now, recalling the definitions of expectation
and the likelihood ratio, we have that Eµ
[
Lµ˜,ν˜ (Y )
]
=
Eν˜
[
Lµ˜,µ (Y )
]
for all µ ∈ Pµ. By substituting this expectation
into (15) and taking the logarithm of both sides we have that
0 ≥ logEν˜ [Lµ˜,µ (Y )]
≥ Eν˜ [logLµ˜,µ (Y )]
= D ( ν˜‖ µ˜)−D ( ν˜‖µ) (22)
for all µ ∈ Pµ where the second line follows from Jensen’s
inequality, and the third line follows along the same lines
as (7). The second assertion of the proposition follows by
recalling the definition of the infimum and combining the
inequalities (21) and (22).
To prove the third proposition assertion, we note that the
Pythagorean identity of relative entropy (cf. [34, Theorem 1]
and [34, Remark 1]) gives that (14) immediately holds for
ν˜ ∈ Pν solving (18) for convex Pν and any µ˜ ∈ Pµ. The
proposition assertion follows since (15) holds by assumption.
The proof is complete.
In light of the first assertion of Proposition 1, the classical
uncertainty sets of [20] and [35] can immediately be seen to
be weakly stochastically bounded in the sense of Definition
64.1 since they are jointly stochastically bounded in the sense
of Definition 4.2. These classical uncertainty sets include -
contamination sets, total variation neighbourhoods, and Le´vy
metric neighbourhoods (see [17, Section III.A] and references
therein for a full list).
The second and third assertions of Proposition 1 provide
insight into necessary and sufficient conditions for weak
stochastic boundedness. Indeed, the second assertion of Propo-
sition 1 combined with (14) and (15) implies that a necessary
and sufficient condition for the pair (Pµ,Pν) to be weakly
stochastically bounded by the pair of distributions (µ˜, ν˜) is
that (µ˜, ν˜) satisfies (18) together with
inf
ν∈Pν
[D (ν‖ µ˜)−D (ν ‖ν˜ )] ≥ D ( ν˜‖ µ˜) , (23)
and
sup
µ∈Pµ
Eµ
[
Lµ˜,ν˜ (Y )
]
= 1. (24)
The weak stochastic boundedness of a pair of uncertainty
sets (Pµ,Pν) can therefore be established by solving the
optimisation problem (18) for the pair of distributions (µ˜, ν˜),
and verifying that (23) and (24) hold. Whilst solving the
optimisations in (18), (23), and (24) may be non-trivial, the
convexity of relative entropy and linearity of expectations
imply that they are all convex problems when the uncertainty
sets Pµ and Pν are convex. Furthermore, if the post-change
uncertainty set Pν is convex, the third assertion of Proposition
1 implies that a necessary and sufficient condition for the pair
(Pµ,Pν) to be weakly stochastically bounded by the pair of
distributions (µ˜, ν˜) is that (µ˜, ν˜) satisfies (18) and (24). We
shall later exploit the insights provided by Proposition 1 to
establish the weak stochastic boundedness of uncertainty sets
that have not been shown to be jointly stochastically bounded.
B. Asymptotically Robust Quickest Change Detection
We now exploit weak stochastic boundedness and our
misspecified quickest change detection results of Section III
to identify asymptotic solutions to our robust Lorden (3) and
Pollak (4) problems with polynomial detection delay penalties.
The following theorem is our main Lorden and Pollak result.
Theorem 3: Consider the uncertainty sets Pµ,Pν ⊂ P , and
suppose that (Pµ,Pν) is weakly stochastically bounded by
(µ˜, ν˜) in the sense of Definition 4.1. Then τ (µ˜, ν˜) with h =
| log γ| solves (3) and (4) as γ →∞ for all integers m > 0.
Proof: Under weak stochastic boundedness (15), Theorem
2 gives that τ (µ˜, ν˜) ∈ C (γ) ⊂ C (γ, µ˜) when h = | log γ|.
Theorem 8.2.6 of [4] (with conditions holding due to the strong
law of large numbers, cf. [36, Lemma 4.1]) then implies
inf
T∈C(γ,µ˜)
JmL (T, µ˜, ν˜) ∼ JmL (τ (µ˜, ν˜) , µ˜, ν˜)
∼ inf
T∈C(γ)
JmL (T, µ˜, ν˜)
= (1 + o(1))
( |log γ|
D (ν˜ ‖µ˜ )
)m
≥ (1 + o(1))
(
|log γ|
∆µ˜,ν˜D
)m
≥ JmL (τ (µ˜, ν˜) , µ, ν)
as γ → ∞ for all integers m > 0, all µ ∈ Pµ, and all
ν ∈ Pν where the second and third lines also follow from
[4, Theorem 8.2.6] since τ (µ˜, ν˜) ∈ C (γ) ⊂ C (γ, µ˜), the
fourth line follows from weak stochastic boundedness (14),
and the last line follows from Theorem 1 with (14) implying
that D (ν ‖ν˜ ) < D (ν‖ µ˜) for all ν ∈ Pν . Here, f(γ) ∼ g(γ)
denotes that f(γ) = (1 + o(1))g(γ) as γ → ∞. The delay
JmL (τ (µ˜, ν˜) , µ, ν) as γ →∞ is thus greatest for all integers
m > 0 when µ = µ˜ ∈ Pµ and ν = ν˜ ∈ Pν . Thus,
sup
(µ,ν)∈Pµ×Pν
JmL (τ (µ˜, ν˜) , µ, ν) ∼ JmL (τ (µ˜, ν˜) , µ˜, ν˜)
∼ inf
T∈C(γ)
JmL (T, µ˜, ν˜)
as γ →∞ for all integers m > 0. This asymptotic equivalence
and the properties of the infimum and supremum imply that
inf
T∈C(γ)
sup
(µ,ν)∈Pµ×Pν
JmL (T, µ, ν)
≤ sup
(µ,ν)∈Pµ×Pν
JmL (τ (µ˜, ν˜) , µ, ν)
∼ JmL (τ (µ˜, ν˜) , µ˜, ν˜)
∼ inf
T∈C(γ)
JmL (T, µ˜, ν˜)
≤ sup
(µ,ν)∈Pµ×Pν
inf
T∈C(γ)
JmL (T, µ, ν)
as γ →∞ for all integers m > 0. These inequalities must hold
with asymptotic equivalence since the max-min inequality
sup
(µ,ν)∈Pµ×Pν
inf
T∈C(γ)
JmL (T, µ, ν)
≤ inf
T∈C(γ)
sup
(µ,ν)∈Pµ×Pν
JmL (T, µ, ν)
holds for all γ > 1, and all integers m > 0. We therefore
have that (τ(µ˜, ν˜), ν˜, µ˜) is an asymptotic solution to our robust
Lorden problem (3). Our robust Pollak result is proved in an
identical manner, and the proof is complete.
Under the condition of weak stochastic boundedness, The-
orem 3 implies that the distributions (µ˜, ν˜) are LFDs for both
the robust Lorden (3) and Pollak (4) problems as γ → ∞
since the CUSUM rule τ (µ˜, ν˜) that asymptotically solves our
robust problems (3) and (4) is also asymptotically optimal
under the non-robust formulations (1) and (2) specified with
µ = µ˜ and ν = ν˜ (cf. [4, Theorem 8.2.6]). We expect the
asymptotically robust rule τ (µ˜, ν˜) to incur additional detection
delays under the standard non-robust formulations compared to
the asymptotically optimal rule τ (µ, ν) when the distributions
of the process Yk are µ 6= µ˜ and ν 6= ν˜. The additional
detection delays incurred by the asymptotically robust rule
τ (µ˜, ν˜) are the cost associated with adopting a minimax
robust quickest change detection approach. The following
corollary characterises the asymptotic cost of robustness for
our asymptotically robust rule τ (µ˜, ν˜).
Corollary 1: Consider the uncertainty sets Pµ,Pν ⊂ P ,
and suppose that (Pµ,Pν) is weakly stochastically bounded
by (µ˜, ν˜) in the sense of Definition 4.1. Furthermore, consider
7any µ ∈ Pµ and any ν ∈ Pν . Then the rules τ (µ˜, ν˜) and
τ (µ, ν) with h = | log γ| satisfy
JmL (τ (µ˜, ν˜) , µ, ν)
JmL (τ (µ, ν) , µ, ν)
≤
(
D (ν‖µ)
D (ν ‖µ˜ )−D (ν ‖ν˜ )
)m
as γ →∞ for all integers m > 0, and
JmP (τ (µ˜, ν˜) , µ, ν)
JmP (τ (µ, ν) , µ, ν)
≤
(
D (ν‖µ)
D (ν ‖µ˜ )−D (ν ‖ν˜ )
)m
as γ →∞ for all integers m > 0.
Proof: Weak stochastic boundedness (14) implies that
D (ν ‖ν˜ ) < D (ν‖ µ˜) for all ν ∈ Pν . Theorem 1 then gives
JmL (τ (µ˜, ν˜) , µ, ν) ≤ (1 + o(1))
( |log γ|
D (ν ‖µ˜ )−D (ν ‖ν˜ )
)m
as γ → ∞ for all integers m > 0. Similarly, by recalling
Theorem 8.2.6 of [4] (with conditions holding due to the strong
law of large numbers, see [36, Lemma 4.1]) we have that
JmL (τ (µ, ν) , µ, ν) ∼
( |log γ|
D (ν‖µ)
)m
as γ →∞ for all integers m > 0. The Lorden result follows
by dividing the upper bound by this asymptotic equality for
any integer m > 0. The same steps give the Pollak result and
complete the proof.
Before we illustrate our asymptotically minimax robust
results, we will discuss their relationship to previous results.
C. Relationship to Previous Results
Our Theorem 3 and Corollary 1 results are analogous to the
results of [17]. Indeed, by strengthening our weak stochastic
boundedness condition (Definition 4.1) to the condition of
joint stochastic boundedness (Definition 4.2), [17] establishes
that τ (µ˜, ν˜) solves the Lorden problem (3) exactly (not
asymptotically) for m = 1. However, despite being established
under the stronger joint stochastic boundedness condition, the
existing Pollak result of [17] for m = 1 is asymptotic and lim-
ited to post-change uncertainty. In contrast, our robust Lorden
and Pollak asymptotic results of Theorem 3 are established
under our relaxed weak stochastic boundedness condition,
hold under both pre-change and post-change uncertainty, and
consider polynomial delay penalties m > 0. Similarly, the
Lorden asymptotic cost of robustness established in Corollary
1 was derived in [17] for m = 1 using Wald’s identify.
By exploiting our misspecified CUSUM result of Theorem 1,
Corollary 1 provides novel insight into the Lorden and Pollak
polynomial asymptotic costs of robustness.
More broadly, it is fruitful to consider our results established
under weak stochastic boundedness in the context of existing
robust detection and sequential detection results. In particular,
the design of robust tests (under a variety of detection criteria)
using pairs of least favourable distributions that minimise the
relative entropy between uncertainty sets is well known [20]–
[22], [25], [37]–[39]. Indeed, Chernoff [37] makes extensive
use of relative entropy concepts to develop an asymptotically
optimal sequential procedure for testing composite hypotheses.
The seminal work of Huber then describes the LFDs for robust
detection as those distributions that are intuitively “as close as
possible” to the other uncertainty set [20, Section 3]. Huber
also uses Wald’s identity (cf. [40]) to establish that the distri-
butions that minimise the relative entropy between hypotheses
asymptotically maximise the average run length of sequential
tests, and therefore lead to asymptomatically robust sequential
procedures as the error probabilities go to zero [20, Section 5].
Huber’s observations about the proximity of LFDs are made
rigours in terms of distance criteria (e.g., relative entropy)
and joint stochastic boundedness by Poor [38] (see also [32]
and [39]). Most recently, connections between relative entropy
and robust detection have been developed without the concept
of joint stochastic boundedness in the asymptotic setting of
[21], and in the non-asymptotic settings of [22] and [23]. Our
results under weak stochastic boundedness establish that these
connections transfer into robust quickest change detection.
V. RELATIVE ENTROPY UNCERTAINTY SETS AND
DIM-TARGET MANOEUVRE DETECTION
In this section, we apply our robust quickest change de-
tection results in an illustrative simulation example and in a
dim-target manoeuvre detection application. In both cases, we
consider pre-change uncertainty sets of the form
Pµ =
{
µ1, µ2, . . . , µNµ
}
(25)
where µi ∈ P for 1 ≤ i ≤ Nµ are known distributions, and
post-change relative entropy uncertainty sets of the form
Pν = {ν ∈ P : D (ν ‖νN ) ≤ ∆} (26)
where νN ∈ P is a given nominal post-change distribution,
and ∆ > 0 is a finite constant. Although relative entropy
uncertainty sets (26) have been applied to robust detection
[21], [22], [25], they have not been shown to be jointly
stochastically bounded in the sense of Definition 4.2, and
have not been applied to robust quickest change detection
(despite flawed previous attempts in [18] for the linear delay
case with Y ⊂ R and known pre-change distribution). Here,
we specialise the sufficient conditions for weak stochastic
boundedness of (18), (23), and (24) to the sets (26) and (25)
(we also allow for multidimensional observations Y ⊂ RM ).
Proposition 2: Consider the pre-change uncertainty set Pµ
given by (25), the post-change relative entropy uncertainty set
Pν given by (26), and suppose that the distributions µi for all
1 ≤ i ≤ Nµ have density functions f iµ(·), and that νN has the
density function fNν (·). For all 1 ≤ i ≤ Nµ, let us also define
ν˜i ∈ Pν as the post-change distribution with density function
f iν˜(y) = (g(δ))
−1 (
f iµ(y)
)δ (
fNν (y)
)1−δ
(27)
where δ ∈ [0, 1] is chosen such that D (ν˜i ‖νN ) = ∆, and
g(δ) ,
∫
Y
(
f iµ(y)
)δ (
fNν (y)
)1−δ
dy.
Then, the pair of uncertainty sets (Pµ,Pν) is weakly stochas-
tically bounded by the pair of distributions (µ˜, ν˜) if
D (ν˜ ‖µ˜ ) = min
1≤i≤Nµ
D (ν˜i ‖µi ) (28)
and
max
1≤i≤Nµ
Eµi
[
Lµ˜,ν˜ (Y )
]
= 1. (29)
8Proof: The convexity of relative entropy implies that the
set (26) is convex. Proposition 1 (iii) then implies that the
pair (Pµ,Pν) is weakly stochastically bounded by the pair
(µ˜, ν˜) if (µ˜, ν˜) satisfies (18) and (24). We therefore prove the
proposition by showing that conditions (18) and (24) simplify
to (28) and (29) for the sets (25) and (26).
The definition of Pµ in (25) implies that (18) reduces to
D (ν˜ ‖µ˜ ) = min
1≤i≤Nµ
inf
ν∈Pν
D (ν ‖µi ) . (30)
The inner optimisation in (30) over ν is solved in [25, Section
6.4] (i.e., [25, Eq. (6.63)] and [25, Eq. (6.64)]). From [25,
p. 254], we therefore have that the distribution solving the
inner problem in (30) is the probability distribution ν˜i with
probability density function f iν˜(·) given by (27). Hence, (18)
simplifies to (28). The proof is completed by noting that (24)
simplifies to (29) for the pre-change uncertainty set (25).
We will use Proposition 2 in the following illustrative ex-
ample and in our dim-target manoeuvre detection application.
A. Illustrative Example without Joint Stochastic Boundedness
Let us consider the pre-change uncertainty set Pµ =
{µ1 = N (0, 1) , µ2 = N (0.1, 0.2)} where N
(
x, σ2
)
denotes
the Gaussian distribution with mean x and variance σ2. Let us
also consider the post-change relative entropy uncertainty set
Pν given by (26) with nominal distribution νN = N (1, 1),
and relative entropy tolerance ∆ = 0.125. We will now show
that this pair of uncertainty sets is weakly, but not jointly,
stochastically bounded.
1) Identification of Least Favourable Distributions: To
establish weak stochastic boundedness, we recall Proposi-
tion 2 and substitute Gaussian densities for µ1 and νN
into (27). Algebraic manipulations then give that ν˜1 =
N ((1− δ) , 1). Using the closed form expression for relative
entropy between Gaussians (cf. [41, Example 4.1.9]), we solve
D (ν˜1 ‖νN ) = ∆ for δ = 0.5, and so ν˜1 = N (0.5, 1).
Repeating the same sequence of steps with µ2 and νN
gives ν˜2 = N (0.9284, 0.4530). Again, using the closed form
expression for relative entropy between Gaussians (cf. [41,
Example 4.1.9]), we have that D (ν˜1 ‖µ1 ) < D (ν˜2 ‖µ2 ), and
so ν˜ = ν˜1 = N (0.5, 1) and µ˜ = µ1 = N (0, 1) solve
(28). Proposition 2 then gives that the pair of uncertainty
sets (Pµ,Pν) is weakly stochastically bounded by this pair
of distributions (µ˜, ν˜) since algebraic manipulations give that
(29) holds with Eµ2
[
Lµ˜,ν˜ (Y )
]
< Eµ1
[
Lµ˜,ν˜ (Y )
]
= 1.
Although the pair (Pµ,Pν) is weakly stochastically
bounded, it is not jointly stochastically bounded by (µ˜, ν˜) (or
any other pair of distributions). To see that (Pµ,Pν) is not
jointly stochastically bounded in this example, we note that
[33, p. 4] implies that (17) holds if and only if
Eµ˜
[
u
(
logLµ˜,ν˜ (Y )
)] ≥ Eµ [u (logLµ˜,ν˜ (Y ))] (31)
holds for all µ ∈ Pµ, and all non-decreasing functions u (·) :
R 7→ R. The stochastic ordering condition (31) (and therefore
(17) and joint stochastic boundedness) fails to hold in this
example since for the function u(x) = x we have that
Eµ˜
[
logLµ˜,ν˜ (Y )
]
= −D (µ˜ ‖ν˜ )
< D (µ2 ‖µ˜ )−D (µ2 ‖ν˜ )
= Eµ2
[
logLµ˜,ν˜ (Y )
]
where the inequality follows by numerically calculating the
relative entropy between Gaussians as in [41, Example 4.1.9]
using the distributions µ˜ = µ1 and ν˜ = N (0.5, 1) that satisfy
(28) and (29). The existing minimax robust results of [17]
therefore fail to hold in this example (even with m = 1).
2) Simulation Results: For the purpose of comparison, we
simulated of our asymptotically robust CUSUM rule τ (µ˜, ν˜)
and the asymptotically optimal CUSUM rule τ (µ˜, ν) (de-
signed with unrealistic prior knowledge of the true unknown
pre-change and post-change distributions). We implemented
these rules efficiently by exploiting the fact that the CUSUM
test statistic Sk = max1≤n≤k Zkn (µ, ν) can be calculated
recursively with
Sk = S
+
k−1 + Z
k
k (µ, ν) (32)
for k ≥ 1 where S0 , 0. We also simulated the competing
window-limited generalised likelihood ratio (GLR) rule [14]
TG , inf
{
k ≥ 1 : max
k−w<n≤k−1
sup
ν∈NP
Zkn (µ, ν) ≥ hG
}
.
(33)
where NP ⊂ P is the set of Gaussian probability distributions
on Y , and hG > 0 is a threshold. Here, we selected three
values of the window-length parameter w ∈ {25, 50, 100} to
control the computational complexity of the GLR rule since it
lacks an efficient recursive form. For simplicity, we provided
the GLR rule with knowledge of the pre-change distribution
µ (although its extension to unknown pre-change distributions
is trivial).
Table I reports the estimated detection delays Eν
[
T 2
]
of the
rules at thresholds such that their estimated mean times to false
alarm satisfied Eµ [T ] = 10000 with a maximum percentage
standard error of 9.2% over 200 independent simulations. The
detection delays Eν
[
T 2
]
were estimated with a maximum
percentage standard error of 6.6% over 1000 independent
simulations for both pre-change distributions µ ∈ Pµ, and
a range of possible post-change distributions ν ∈ Pν . We
note that for CUSUM rules, these detection delays Eν [T 2]
are equivalent to the Lorden and Pollak delays with m = 2
(cf. [11, p. 1380]).
The results in Table I suggest that the maximum detection
delay for each rule occurs at the LFDs µ = µ˜ = µ1, and
ν = ν˜ = ν˜1. Our asymptotically robust rule τ (µ˜, ν˜) appears to
minimise this maximum detection delay since it corresponds to
the asymptotically optimal CUSUM rule τ (µ, ν) at the LFDs.
Table I therefore illustrates the minimax robustness of our rule.
For distributions other than the LFDs, Table I suggests that
our rule τ (µ˜, ν˜) incurs additional delays compared to the
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Fig. 1. Illustrative Example: Estimated detection delay ratios (34) versus
mean of post-change distribution ν = N (·, 1) for an estimated mean time
to false alarm of 10000 with µ = N (0, 1). The delay ratio of the GLR rule
with w = 25 is not shown since it was consistently higher than the ratio
of the GLR rule with w = 50 and was greater than 11 at ν = N (0.5, 1).
The maximum percentage standard error of the delay and mean time to false
alarm are 6.6% and 9.2%, respectively.
optimal CUSUM rule τ (µ, ν), and can be outperformed by
the GLR rule TG. In Fig. 1, we have plotted the delay ratios,
Eν
[
T 2
]
Eν
[
τ (µ, ν)
2
] , (34)
to compare the estimated delays Eν
[
T 2
]
of the GLR rule and
our asymptotically robust rule to those of the asymptotically
optimal CUSUM rule Eν
[
τ (µ, ν)
2
]
in the cases with µ = µ1.
We have also plotted the asymptotic bound on the ratio for our
asymptotically robust rule from Corollary 1. Fig. 1 suggests
that the delay ratio of our asymptotically robust rule worsens
(i.e., increases) as the true distributions diverge from the LFDs,
whilst the delay ratio of the GLR rule with w = 100 improves
(i.e., decreases).
Finally, similar to [14], Table I and Fig. 1 suggest that the
GLR rule is sensitive to choice of window length, but typically
performs well when w ≥ logEµ[TG]/D (ν ‖µ ) (for example,
in all cases where µ = µ2). To further examine the relationship
between estimated detection delay and estimated mean time to
false alarm for each rule, we plotted these values in Fig. 2 for
the case µ = µ1 and ν = N (1, 1). Fig. 2 suggests that the
performance of the GLR rule compared to our asymptotically
robust rule improves as the window length and mean time
to false alarm are increased. However, implementation of the
GLR rule becomes prohibitive for large window lengths since,
unlike our asymptotically robust rule, the GLR rule involves
parameter estimation and lacks an efficient recursive form.
B. Application: Dim-Target Manoeuvre Detection
We now apply our robust results to the problem of quickly
detecting abrupt manoeuvres performed by targets that appear
as dim pixels in image sequences. The ability to quickly
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Fig. 2. Illustrative Example: Estimated detection delays Eν [T 2] against esti-
mated mean times to false alarm Eµ[T ] for µ = N (0, 1) and ν = N (1, 1).
The maximum percentage standard error of the delay and mean times to false
alarm are 6.6% and 9.2%, respectively.
detect and react to target manoeuvres is emerging as a key
capability required by vision-based aircraft detection systems
for autonomous mid-air collision avoidance [26], [42], [43],
and existing manoeuvring target tracking filters provide limited
consideration of detection delay performance (cf. [7], [44]).
1) Heading Measurements and Manoeuvre Detection: Fol-
lowing the dim-target aircraft detection work of [28, Section
VI], we consider a target moving on a 2D image plane with a
speed of vk pixels per second and a heading of ψk ∈ [0, 2pi).
The target’s Cartesian location xk ∈ R2 is observed through
noisy greyscale images yk (e.g., video frames that have been
preprocessed with image morphology, see [28] for more de-
tails). For k ≥ 1, let xˆk ∈ R2 denote a hidden Markov model
(HMM) conditional mean estimate of the target’s location xk
given the images y1, y2, . . . , yk. The estimates xˆk for k ≥ 1
are produced by the HMM filter recursions of [45, Section
III.B]. Similar to [45, Section VI], we estimate the target’s
image-plane heading ψˆk for k > 1 as the angle that the vector
from xˆk−1 to xˆk makes with the horizontal x-axis, namely,
tan
(
ψˆk
)
=
xˆ2k − xˆ2k−1
xˆ1k − xˆ1k−1
(35)
where the superscripts 1 and 2 denote the Cartesian x-axis and
y-axis components, respectively. Our heading estimates ψˆk are
found by solving (35) (using an atan2 function).
We shall assume that the target performs an abrupt manoeu-
vre at some unknown time λ ≥ 1 such that the (marginal)
distribution of the estimated heading angles ψˆk changes at
time k = λ from a pre-manoeuvre distribution µ to a post-
manoeuvre distribution ν where both distributions are defined
on Y = [0, 2pi). As in the standard construction of manoeuvre
detection problems (cf. [2], [6]), we assume that both the
manoeuvre-time λ and the post-manoeuvre distribution ν are
unknown. Our aim is then to detect the manoeuvre in the
sequence of images yk as soon as possible after it occurs by
monitoring the heading estimates ψˆk.
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ILLUSTRATIVE EXAMPLE: ESTIMATED DELAYS Eν [T 2] AT AN ESTIMATED MEAN TIME TO FALSE ALARM OF Eµ[T ] = 10000
FOR PRE- AND POST-CHANGE DISTRIBUTIONS IN THE UNCERTAINTY SETS Pµ AND Pν . THE MAXIMUM PERCENTAGE
STANDARD ERROR OF THE DELAY AND MEAN TIMES TO FALSE ALARM ARE 6.6% AND 9.2%, RESPECTIVELY.
Pre-Change Post-Change Asym. Optimal Asym. Robust GLR Eν [T 2G]
µ ν Eν [τ(µ, ν)2] Eν [τ(µ˜, ν˜)2] w = 25 w = 50 w = 100
µ1 = N (0.0, 1.0)
N (0.50, 1) 2843.4 2843.4 31977.2 9849.5 5100.1
N (0.65, 1) 1203.8 1205.7 5339.7 2278.1 1872.1
N (0.75, 1) 733.5 791.7 1956.7 1120.3 1079.1
N (0.85, 1) 489.3 572.2 988.0 690.9 689.1
N (1.00, 1) 284.0 357.8 407.7 369.7 366.6
µ2 = N (0.1, 0.2)
N (0.50, 1) 5.30 19.5 8.08 8.08 8.08
N (0.65, 1) 5.41 13.6 8.43 8.43 8.43
N (0.75, 1) 5.08 10.5 8.13 8.13 8.13
N (0.85, 1) 3.97 7.81 6.74 6.74 6.74
N (1.00, 1) 3.76 6.22 6.88 6.88 6.88
2) Manoeuvre Detectors: To introduce our manoeuvre de-
tectors, we will model the estimated heading angles as i.i.d. be-
fore and after the manoeuvre-time λ. Although we shall later
experimentally examine this modelling approximation, the
intuition behind it is that the heading estimates (35) are derived
from the increments xˆk − xˆk−1 between the estimates of an
HMM filter with conditionally independent observations and a
target model that resembles a random walk with independent
increments (cf. [45, Section III.B] and [28, Section VI]).
We will also model the pre-manoeuvre heading estimates as
following a (known) von Mises distribution defined on [0, 2pi)
with mean ψB ∈ [0, 2pi) and concentration parameter κB > 0
in the sense that µ = M (ψB , κB) (see [46] for details of
the von Mises distribution, including its relationship to the
wrapped Gaussian distribution on [0, 2pi)).
Under these modelling approximations, we propose a
robustness-inspired CUSUM (RIC) rule τ (µ, ν˜) with recursive
form (32), and designed with Proposition 2 to be asymp-
totically minimax robust under our Lorden (3) and Pollak
(4) problems for post-change relative entropy uncertainty sets
Pν given by (26) with a nominal von Mises distribution
νN = M (0, 0) (that is uniform over [0, 2pi)). We will also
consider a (non-recursive) window-limited GLR rule (33) with
the set of Gaussians NP in (33) replaced with the set of von
Mises distributions on Y = [0, 2pi).
3) Experiments on Real Data: For the purpose of ex-
perimentally examining the performance of the manoeuvre
detectors, we captured three videos of a manoeuvring aircraft
in 8-bit grayscale at a resolution of 1024 × 768 pixels and a
frame rate of 15 Hz. We cropped each video to 100 × 100
pixels to reduce computational effort. For truth purposes, we
used time-synchronised navigational data captured from global
positioning system and inertial navigation system sensors on-
board the manoeuvring aircraft to manually identify times λ
when the aircraft began performing a manoeuvre (e.g., a climb,
descent, or turn). We then preprocessed the videos with an
HMM filter to compute the heading estimates ψˆk from (35).
We examined our independent process model of the pre-
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Fig. 3. Real Data Video 1: Sample autocorrelation of the heading estimates
in the pre-manoeuvre regime.
and post-manoeuvre heading estimates ψˆk by inspecting their
autocorrelation in the two regimes for different time-lags in
each video. Fig. 3 shows small autocorrelation for all time-
lags on the pre-change regime of Video 1 (the autocorrelation
in the post-manoeuvre regime of Video 1 and in both regimes
of the other two videos are similar). Although we acknowledge
that we computed the autocorrelations without explicitly con-
sidering that the heading estimates ψˆk are wrapped on [0, 2pi),
we took care to manually avoid large jumps between 0 and 2pi.
Importantly, the small autocorrelations in Fig. 3 suggest that
an independent process is a reasonable approximating model
for the heading estimates (cf. [47, Section 2.3.2]).
We next computed the (average) signal-to-noise ratio (SNR),
and the pre-manoeuvre mean ψB and concentration parameter
κB for each of the three videos. These preprocessed quantities
are reported in Table II. We used the pre-manoeuvre mean and
concentration parameters to implement our GLR rule with a
window length of w = 50.
To implement our RIC rule, for each video, we constructed
relative entropy uncertainty sets Pν given by (26) with νN =
M (0, 0) and three candidate tolerances ∆ ∈ {0.1, 0.3, 0.5}.
We then used the nominal distribution νN and the pre-
manoeuvre distribution µ = M (ψB , κB) to numerically
compute the densities fν˜ (·) of the post-manoeuvre LFDs ν˜
used in our RIC rule from (27) (since these LFDs were not
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Fig. 4. Real Data Video 1: Pre-Manoeuvre Distribution µ =M (ψB , κB),
Nominal Distribution νN = M (0, 0), and Least Favourable Distributions
(LFDs) ν˜ used to design our robustness-inspired CUSUM (RIC) rule.
in general von Mises distributions). The three LFDs ν˜ we
identified for Video 1 with tolerances ∆ ∈ {0.1, 0.3, 0.5} are
plotted in Fig. 4.
We applied the GLR and RIC rules to the videos, and
their test statistics are plotted in Figs. 5 – 7. On the basis
of these test statistics, we see that all rules are able to detect
the manoeuvres without incurring false alarms. In order to
quantitatively compare the practical delay performance of the
rules, in each video, we selected a threshold for each rule so
that no false alarms were produced (i.e., we selected a thresh-
old marginally greater than the maximum value of the rule’s
test statistic prior to the manually identified manoeuvre time).
Although we acknowledge that this technique is impractical
for designing thresholds before observing the data, it ensures
a fair comparison between rules (since their test statistics have
different scales and we have insufficient data to characterise
false alarm performance). The detection delays corresponding
to these zero false alarm thresholds are reported in Table II.
The results in Table II, and Figs. 5 – 7 suggest that
the delays of our RIC rule are not overly sensitive to the
construction of the uncertainty set Pν (i.e., changes in ∆).
These experimental delay results also suggest that our RIC
rule handling non-parametric uncertainty is a viable alternative
to more computationally expensive window-limited GLR rules
that resolve parametric uncertainty through parameter estima-
tion. However, due to the small number of our experiments, we
are unable to draw any strong conclusions about the relative
performance of the rules (including false alarm performance).
VI. CONCLUSION
We established new bounds on the delay and false alarm
performance of misspecified CUSUM rules in i.i.d. processes.
Furthermore, we identified asymptotic solutions to Lorden and
Pollak minimax robust quickest change detection problems
with polynomial delay penalties that hold under new relaxed
conditions on the pre- and post-change uncertainty sets. We
demonstrated the utility of our results in an example with
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Fig. 5. Real Data Video 1: (a) Estimated aircraft image-plane motion; and,
(b) detector test statistics.
relative entropy uncertainty sets, and in the application of
dim-target manoeuvre detection. Our performance studies on
simulated and real data suggest that rules based on our asymp-
totically minimax robust quickest change detection results are
viable alternatives to more computationally complex GLR
rules.
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