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A POINCARE SERIES ON HYPERBOLIC SPACE
TATHAGATA BASAK
Abstract. Let L be the unique even self-dual lattice of signature (25, 1). The
automorphism group Aut(L) acts on the hyperbolic space H25. We study a
Poincare series E(z, s) defined for z in H25, convergent for Re(s) > 25, invari-
ant under Aut(L) and having singularities along the mirrors of the reflection
group of L. We compute the Fourier expansion of E(z, s) at a “Leech cusp”
and prove that it can be meromorphically continued to Re(s) > 25/2. Ana-
lytic continuation of Kloosterman sum zeta functions imply that the individual
Fourier coefficients of E(z, s) have meromorphic continuation to the whole s-
plane.
1. Introduction
Given positive integers m and n with m − n ≡ 0 mod 8, let IIm,n denote the
unique even self-dual lattice of signature (m,n); see [CS] chapter 26, 27. For basic
definitions about lattices, see [Bo2] or [CS]. All the lattices considered here are
nonsingular unless otherwise stated. A bilinear form is usually denoted by 〈 | 〉.
The lattice II1,1 is sometimes called a hyperbolic cell. The even self-dual Lorentzian
lattices are II8n+1,1. Among these, the lattice L = II25,1 stands out as exceptional
(see [CS] or [Bo1], [Bo2], for a wealth of information on L). Of course this is related
to the many exceptional properties of the Leech lattice Λ. Indeed L ≃ Λ ⊕ II1,1.
Let L(2) denote the set of norm 2 vectors (also called roots) of L. The roots form
a single orbit under the automorphism group Aut(L). In this article, we study the
Poincare-Weierstrass series
EL(z, s) = E(z, s) =
∑
r∈L(2)
〈r|z〉−s.
Here z is a negative norm vector in L ⊗ R and s is a complex number. The
function E(z, s) is real analytic in z. Complex analytic versions of this function
have appeared in Looijenga’s study of compactifications of complex ball quotients
(see the functions F
(l)
O in lemma 5.4 of [L]). The functions F
(l)
O are analogous to
the Eisenstein series
∑
(m,n) 6=(0,0)(mτ + n)
−2l whereas E(z, s) is analogous to real
analytic Eisenstein series.
The infinite series for E(z, s) converges for Re(s) > 25 (For a conceptual proof,
see lemma 5.4 of [L]. For the sake of completeness, we have included an elementary
proof in appendix C.1). So, for fixed s with Re(s) > 25, we obtain a real analytic
function z 7→ E(z, s) on hyperbolic space H25. By definition, E(z, s) is an auto-
morphic function invariant under Aut(L) with singularities along the mirrors of the
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reflection group of L. Our objective is to compute the Fourier series for E(z, s)
and prove that E(z, s) can be analytically continued to a meromorphic function on
Re(s) > 25/2.
Much of what we say about EII25,1(z, s) can probably be generalized for all the
even self-dual Lorentzian lattices II8n+1,1 (at least if we assume n ≥ 3, which would
guarantee the existence of a positive definite even self-dual lattice of rank 8n with
no roots). However, in section 3 and 4, while studying EL(z, s), we have decided
to restrict to the example L = II25,1 for several reasons. First, it allows us to keep
the exposition relatively simple. Second, in view of moonshine, this is the most
important example. Third, because of special properties of the Leech lattice, in
particular, because of Conway’s beautiful description of the automorphism group
of L, this is also the nicest example.
To describe the form of the Fourier expansion of E(z, s), we need to first briefly
recall Conway’s description of the reflection group R(L). By definition, R(L) is the
subgroup of Aut(L) generated by reflections in the roots of L. Both Aut(L) and
R(L) act on the hyperbolic space B(L) = {x ∈ L ⊗ R : x2 < 0}/R∗ ≃ H25. To
describe a fundamental domain of R(L) acting on H25, choose a Leech cusp ρ: this
means that ρ is a primitive norm zero vector of L and ρ⊥/ρ ≃ Λ. This lets us split
a hyperbolic cell from L and identify L = Λ⊕ II1,1. So we write v ∈ L in the form
v = (λ;m,n) with λ ∈ Λ and m,n ∈ Z with v2 = λ2 − 2mn. In this co-ordinate
system ρ = (0; 0, 1). The Leech cusp ρ determines a point in ∂H25, also denoted by
ρ. The action of R(L) on H25 has a unique fundamental domain C whose closure
contains ρ. We say that C is the Weyl chamber “around” ρ. The walls of C are
in bijection with the vectors of Leech lattice. The angles between these walls are
determined by the inner products of the corresponding Leech lattice vectors. This
lets one describe R(L) explicitly as a Coxeter group so that “the Leech lattice is the
Dynkin diagram for R(L)”. (see 3.1 or [C], [Bo1] for details).
Because the Leech lattice has no roots, there are no mirrors of R(L) that pass
through ρ. The subgroup T of Aut(L) that fix ρ and act trivially on ρ⊥/ρ is a free
abelian group isomorphic to Λ. We call T the group of translations. We compute
the Fourier series of E(z, s) at ρ with respect to the group of translations; see
3.4, 3.5, 4.1 for details. Fix positive real numbers h, k such that 2h2/k < 1. Let
z ∈ L⊗R be a vector of norm −k having the form z = (vh;h, ∗), where v ∈ Λ⊗R
and the last coordinate of z is determined by the condition z2 = −k. Then z (or
rather its image in H25) is contained in the Weyl chamber C. So z does not lie on
any mirror. The Fourier series of E(z, s) has the form
E((vh;h, ∗), s) =
∑
λ∈Λ
aλ(k, h, s) exp(2πi〈λ|v〉).
Each coefficient in turn is an infinite series of the form
aλ(k, h, s) =
∞∑
n=1
jλ,nn
−sgλ(s, 1/n)
where
jλ,n =
∑
l∈Λ/nΛ:l2/2≡1 mod n
exp(2πi〈l|λ〉/n)
and gλ(s, y) is some function that is entire in s and analytic for y in a disc of radius
bigger than 1 and exponentially decaying as |λ| → ∞; see theorem 4.2.
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Section 2 is devoted to studying exponential sums of the form jλ,n for general
even self-dual lattices of arbitrary signature. The results of section 2 and related
results in appendix A are probably known to experts. But since we could not find
a reference, and we think these results may have applications in other contexts, we
have decided to include the details. In theorem 2.2 we compute the sums jλ,n in
terms of Kloosterman sums. Weil’s bound on Kloosterman sums implies that the
infinite series for aλ(k, h, s) converges for Re(s) > 25/2 and it follows that E(z, s)
can be meromorphically continued in this half plane; see theorem 4.3. Further,
using analytic continuation of Kloosterman sum zeta functions, we prove that the
Dirichlet series
∑
n jλ,nn
−s and the individual Fourier coefficients aλ(k, h, s) have
meromorphic continuation to the whole s-plane (see 2.8 and 4.4). However, since we
are unable to find bounds on these functions obtained after analytic continuation,
we cannot prove continuation of E(z, s) beyond the line Re(s) = 25/2.
We have two motivations for studying E(z, s). The first motivation is to find out
if the residue of E(z, s) at the “first pole” is related to some of the automorphic
forms of type O(25, 1) constructed by taking Borcherds lift (see [Bo3], section 10,
in particular, the set up of example 10.7). The second motivation is that the
“complex analytic versions of E(z, s)” are relevant in projective uniformization of
a 13 dimensional complex ball quotient whose fundamental group is conjectured
to be related to the monster simple group [A]. These complex analytic versions of
E(z, s) are instances of the functions considered in [L] and they are defined as
E(l)(z) =
∑
r∈L(3)
〈z|r〉−l
where L is the unique hermitian Z[e2πi/3]-lattice of signature (13, 1) satisfying√−3L∨ = L, the sum is over L(3) which is the set of roots of L, the exponent l ∈ 6N
and z is a negative norm vector of L⊗Z[e2pii/3]C. So E(l)(z) is a section of the tauto-
logical line bundle on the complex 13-ball B(L) = {v ∈ L⊗Z[e2pii/3] C : v2 < 0}/C∗.
Thus E(l)(z) are meromorphic automorphic forms of type U(13, 1) invariant under
Aut(L) and having poles along the mirrors of the complex hyperbolic reflection
group R(L). So
z 7→ [E(30)(z)/E(36)(z) : E(36)(z)/E(42)(z) : E(42)(z)/E(48)(z) : · · · ]
is a meromorphic map from the ball quotient (B(L)− {mirrors of R(L)})/Aut(L)
to the projective space. Allcock’s monstrous proposal states that the orbifold fun-
damental group of this ball quotient surjects onto the monster; see [A], [AB] and
the references in there for more details. The calculation of Fourier series of E(l)(z)
is complicated by the fact that the group of translations is a discrete Heisenberg
group rather than an abelian group. We think that the analysis of E(z, s) is a
warm-up exercise for studying the functions E(l)(z).
Acknowledgement: I would like to thank Prof. Richard Borcherds for many
stimulating conversations at the beginning of this work. I would like to thank Prof.
Eric Weber and Prof. Manjunath Krishnapur for their help in a couple of proofs.
2. Some exponential sums related to even lattices
2.1. Notation: We fix some notation that will be used throughout this section.
Let p be a prime. Let q = pr for some integer r ≥ 1. Let M be a nonsingular
even lattice of rank m. Except for lemma 2.6, we do not assume in this section
4 TATHAGATA BASAK
that M is necessarily positive definite. Let n, d ∈ Z and n ≥ 1. We abbreviate
M/n = M/nM . We define
Mn(d) = {l ∈M/n : l2/2 ≡ d mod n}.
Let e(x) = exp(2πix). Let λ ∈M . The first goal of this section is to prove theorem
2.2 which lets us calculate some exponential sums of the form
jMλ,n(d) = jλ,n(d) =
∑
l∈Mn(d)
e(〈l|λ〉/n)
in terms of Kloosterman sums
S(a, b, n) =
∑
r∈Z/n:gcd(r,n)=1
e((ar + br¯)/n)
and Jordan totient function Jk(n) = n
k
∏
p|n(1 − p−k). As usual, r¯ is the inverse
of r modulo n, that is, r¯ denotes any integer such that rr¯ ≡ 1 mod n. In the
definition of Jk(n), the product is over all prime divisors of n. Let jλ,n = jλ,n(1).
As a consequence of 2.2, we obtain bounds on |jλ,n| in 2.6 and show in 2.8 that
the Dirichlet series
∑∞
n=1 jλ,nn
−s can be analytically continued to a meromorphic
function on the whole complex plane.
Given λ ∈M , let c(λ) be the largest positive integer such that λ ∈ c(λ)M . So λ
is a primitive vector of M if and only if c(λ) = 1. We say n divides λ (resp. n and
λ are relatively prime) if n divides c(λ) (resp. if n and c(λ) are relatively prime).
If p is a prime, we let vp(λ) be the p-valuation of c(λ).
2.2. Theorem. Assume the setup of 2.1.
(a) If r, n are relatively prime positive integers, then Mnr(d) ≃ Mr(d) ×Mn(d)
and jλ,nr(d) = jn¯λ,r(d)jr¯λ,n(d).
(b) If n | λ, then jλ,n(d) = j0,n(d) = |Mn(d)|. If p ∤ d, then jpλ,pq(d) =
pm−1jλ,q(d).
(c) Assume that M is self-dual and that n and λ are relatively prime. Then
jλ,n(d) = n
(m/2)−1S(d, λ2/2, n).
(d) Assume M is self-dual. Then j0,n(1) = n
(m/2)−1Jm/2(n).
For later application, we need to calculate jλ,n = jλ,n(1) for an even self-dual
lattice. Theorem 2.2 is sufficient for this purpose. First, because of part (a), it
suffices to calculate jλ,q when q is a prime power. Next, part (b) lets us reduce to
the case when p ∤ λ or λ = 0. Finally, parts (c) and (d) handle these two cases
respectively. Proofs of parts (c) and (d) require calculation of some quadratic Gauss
sums. These calculations have been moved back to appendix A.
proof of 2.2(a). Choose n¯, r¯ ∈ Z such that n¯n + r¯r = 1. From Chinese remainder
theorem we have mutually inverse isomorphisms π : M/nr → M/n × M/r and
φ :M/n×M/r→M/nr given by
π(l mod nr) = (l mod n, l mod r), φ(l1 mod n, l2 mod r) = (n¯nl2 + r¯rl1) mod nr
for l, l1, l2 ∈ M . Pick v = (l1 mod n, l2 mod r) ∈ Mn(d) ×Mr(d). Then φ(v) =
(l mod nr) where l = n¯nl2 + r¯rl1. We have
l2/2 ≡ n¯2n2(l22/2) + r¯2r2(l21/2) ≡ n¯2n2d+ r¯2r2d ≡ d mod nr.
So φ(v) ∈Mnr(d). This proves φ(Mn(d)×Mr(d)) ⊆Mnr(d). Clearly π(Mnr(d)) ⊆
Mn(d) ×Mr(d). So restrictions of π and φ yield mutually inverse isomorphisms
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between Mnr(d) and Mn(d) × Mr(d). Now let (l1, l2) run over Mn(d) × Mr(d).
Then φ(l1, l2) runs over Mnr(d). It follows that
jλ,nr(d) =
∑
l1,l2
e
( 〈n¯nl2+r¯rl1|λ〉
nr
)
=
∑
l1,l2
e
( 〈l2|n¯λ〉
r
)
e
( 〈l1|r¯λ〉
n
)
= jn¯λ,r(d)jr¯λ,n(d). 
Part (b) of theorem 2.2 can be proved using a Hensel’s lemma type argument.
We isolate this argument in the proof of the next lemma.
2.3. Lemma. Assume the setup of 2.1. Further, assume that M is self-dual and
p ∤ d. Then the natural projection π :M/pq →M/q maps Mpq(d) onto Mq(d). For
each l¯ ∈Mq(d), there exists pm−1 elements l ∈Mpq(d) such that π(l) = l¯.
Proof. Clearly π(Mpq(d)) ⊆ Mq(d). Given u¯ ∈ Mq(d), fix u ∈ M such that u¯ =
u mod qM . The lifts of u¯ to M/pq are of the form (u + qx) mod pqM where x
runs over a full set of coset representatives for M/p. Since u¯ ∈ Mq(d), we have
1
2u
2 ≡ d mod q. Note that (u+ qx) mod pqM ∈Mpq(d) if and only if
1
2u
2 + q〈u|x〉 ≡ d mod pq,
or equivalently,
〈u|x〉 ≡ q−1(d− 12u2) mod p. (1)
Since M is self-dual, the bilinear form 〈x|y〉 mod p on the Fp -vector space M/p is
non-degenerate. Note that (u mod pM) is a nonzero vector in M/p Since 12u
2 ≡
d mod q and p ∤ d. So the set of all possible x ∈M/p satisfying equation (1) forms
an affine hyperplane in the m dimensional Fp -vector space M/p. 
proof of theorem 2.2(b). The first claim is obvious from the definition of jλ,n(d).
The second claim follows from lemma 2.3, since
jpλ,pq(d) =
∑
l∈Mpq(d)
e(〈l|λ〉/q) = pm−1
∑
l¯∈Mq(d)
e(〈l¯|λ〉/q) = pm−1jλ,q(d).

Given a function f : Z/n → C, let (Ff)(x) = ∑y∈Z/n f(y) e(xy/n) denote
its Fourier transform. Lemma 2.4 calculates the Fourier transform of d 7→ jλ,q(d).
Then we recover jλ,q(d) by using the Fourier inversion formula (F2f)(x) = nf(−x).
2.4. Lemma. Assume the setup of 2.1 and that M is self-dual. Let λ ∈M .
(a) We have
Fjλ,q(c) =
∑
l∈M/q
e((2〈l|λ〉+ cl2)/2q). (2)
(b) Assume p ∤ λ. If p | c, then Fjλ,q(c) = 0. If p ∤ c, then
Fjλ,q(c) = e(−c¯λ2/2q)qm/2. (3)
Proof. (a) Note that M/q is the disjoint union of Mq(1),Mq(2), · · · ,Mq(q). Part
(a) now follows since
Fjλ,q(c) =
q∑
d=1
∑
l∈M/q
l2/2≡d mod q
e
( 〈l|λ〉
q
)
e
(
cd
q
)
=
∑
l∈M/q
e
( 〈l|λ〉
q +
cl2
2q
)
.
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(b) If gcd(c, q) = 1, we can complete squares in equation (2) to get
Fjλ,q(c) =
∑
l∈M/q
e
(
−c¯λ2
2q +
c(l+c¯λ)2
2q
)
= e
(
−c¯λ2
2q
) ∑
l∈M/q
e
(
cl2
2q
)
.
Equation (3) now follows from the lemma A.4 in the appendix.
Now assume that c = pc1 for some c1 ∈ Z. Let u run over a set of coset repre-
sentatives for M/pr−1 and x run over a set of coset representatives of M/p. Then
(u+ pr−1x) runs over over a set of coset representatives of M/pr. So, substituting
l = (u+ pr−1x) in equation (2), we obtain
Fjλ,pr (c) =
∑
u∈M/pr−1
e
( 〈u|λ〉
pr +
c1u
2
2pr−1
) ∑
x∈M/p
e
( 〈x|λ〉
p
)
.
If p ∤ λ, then x 7→ 〈x|λ〉/p is a nontrivial character on M/p, since M is self-dual.
So the inner sum in the last expression vanishes. 
proof of theorem 2.2(c). When n = q is a prime power, the formula for jλ,n(d)
follows from lemma 3 using Fourier inversion. The general case follows from this
using multiplicativity property of jλ,n and Kloosterman sums (see 2.2(a) and [IK]
respectively). 
proof of theorem 2.2(d). Both sides of the formula we want to prove are multiplica-
tive. So it is enough to prove the formula when n = q = pr is a prime power. From
equation (2) and lemma A.4, we have
Fj0,p(c) =
∑
l∈M/p
e(cl2/2p) =
{
pm/2 if 1 ≤ c < p
pm if c = p.
Using Fourier inversion, we find
pj0,p(1) =
p∑
c=1
Fj0,p(c) e(−c/p) = (pm − pm/2).
Lemma 2.3 implies j0,pq(1) = |Jpq(1)| = pm−1|Jq(1)| = pm−1j0,q(1). Part (d) of 2.2
follows from this. 
Recall the notation jλ,n = jλ,n(1).
2.5. Lemma. Assume that M is self-dual. Let u = min{vp(n), vp(λ)} > 0. Then
jλ,n =
{
p(m−1)ujp−uλ,p−un if vp(λ) < vp(n),
p(m−1)u(1− p−m/2)jp−uλ,p−un if vp(λ) ≥ vp(n).
Proof. This is a straight forward computation using 2.2 (a), (b) in the first case
and 2.2 (a), (d) in the second case. 
2.6. Lemma. Assume M is positive definite and self-dual. Fix ǫ > 0. Then there
exists a constant Cǫ such that
|jn,λ| < Cǫ|λ|(m−1)/2nǫ+(m−1)/2 for all n ∈ N and all λ ∈M − {0}.
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Proof. Since M is positive definite and integral, λ2 ≥ gcd(n, λ)2. So it suffices to
prove an inequality of the form
|jn,λ| < Cǫ(n gcd(n, λ))(m−1)/2nǫ. (4)
We prove (4) by induction on gcd(n, λ). If gcd(n, λ) = 1, then (4) follows from
2.2(c) and Weil’s bound for Kloosterman sum (see [IK], p. 280)
|S(a, b, n)| ≤ (∑
d|n
1
)
gcd(a, b, n)1/2n1/2
and the estimate
∑
d|n 1 = o(n
ǫ) for any ǫ > 0.
If gcd(n, λ) > 1, then choose a prime p dividing gcd(n, λ). Lemma 2.5 implies
that |jλ,n| ≤ p(m−1)u|jp−uλ,p−un(d)| where u = min{vp(n), vp(λ)}. Now one can
induct. 
We end this section by showing that the Dirichlet series
L(jλ, s) =
∑
n∈N
jλ,nn
−s
can be meromorphically continued to C when the latticeM is self-dual. This follows
from Selberg’s theorem on analytic continuation of Kloosterman sum zeta function.
The specific result we need is recorded in the next lemma.
2.7. Lemma. The series
∑
n : gcd(n,k)=1 S(a, b, n)n
−s can be analytically continued
to a meromorphic function on the whole s-plane. It is analytic for Re(s) > 1, except
possibly for a finite set of poles on the real segment 1 < s < 2.
Proof. In the notation used in equation (3.9) of [S], the Dirichlet series F (d) =∑
n≡0 mod d S(a, b, n)n
−s is equal to Z(s/2, a, b, χ,Γ0(N)) for the trivial multiplier
system χ = 1. By results of [S] the series F (d) can be analytically continued to
a meromorphic function on C (also see [DI] for details). The lemma follows since∑
n:gcd(n,k)=1 S(a, b, n)n
−s =
∑
d|k µ(d)F (d). 
2.8. Lemma. Assume the setup of 2.1. Further, assume that M is self-dual. Let
T be a finite set of primes. Let NT be the set of all positive integers n such that
p ∤ n for all p ∈ T . Let λ ∈M − {0}. Then the Dirichlet series
LT (jλ, s) =
∑
n∈NT
jλ,nn
−s
can be analytically continued to a meromorphic function on the whole s-plane. For
λ = 0, we have L(j0, s) = ζ(s + 1−m)/ζ(s+ 1− (m/2)).
In particular, L(jλ, s) has analytic continuation as a meromorphic function on
the whole s-plane for all λ ∈M .
Proof. Let P (λ) be the set of prime divisors of λ. We shall prove the lemma by
induction on |P (λ) − T |. First, assume that T ⊇ P (λ). If n ∈ NT , then n and λ
are relatively prime. So by theorem 2.2(c), we have
LT (jλ, s) =
∑
n∈NT
S(1, λ2/2, n)n(m/2)−1−s.
Note that NT = {n ∈ N : gcd(n, kT ) = 1} where kT is the product of all the primes
in T . So 2.7 proves the lemma in the case |P (λ) − T | = 0
Now fix a λ ∈M and a finite set of primes T such that P (λ)− T 6= ∅. We want
to prove the lemma for (λ, T ). Assume by induction that the lemma holds for all
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(λ′, T ′) such that |P (λ′) − T ′| < |P (λ) − T |. Choose a prime p ∈ P (λ) − T . Let
T ′ = T ∪ {p}. Write λ = prµ with p ∤ µ. Write LT (jλ, s) = A∞ +
∑r
t=0At where
At =
∑
n∈NT :vp(n)=t
jλ,nn
−s and A∞ =
∑
n∈NT :vp(n)>r
jλ,nn
−s.
We shall argue that each Aj can be analytically continued. Fist consider the sum
At with t ≤ r. So let n ∈ NT such that vp(n) = t ≤ r. Let n1 = p−tn. Using
lemma 2.5, we obtain
At =
∑
n1∈NT ′
j0,pt · jp−tλ,n1(ptn1)−s = p−tsj0,pt · LT ′(jp−tλ, s).
Note that |P (p−tλ) − T ′| = |(P (λ) − T ) − {p}| = |P (λ) − T | − 1. So At has an
analytic continuation by induction hypothesis.
Now consider the sum A∞. Let n ∈ NT such that vp(n) > r. Lemma 2.5 implies
jλ,n = p
(m−1)rjµ,p−rn.
Write n2 = p
−rn. Note that as n varies over NT ∩ {k ∈ N : vp(k) > r}, the number
n2 varies over NT − NT ′ . It follows that
A∞ = p
(m−1)r
∑
n2∈NT−NT ′
jµ,n2(p
rn2)
−s = p(m−1−s)r(LT (jµ, s)− LT ′(jµ, s)).
Note that |P (µ)− T | = |P (µ)− T ′| = |P (λ)− T | − 1. So by induction hypothesis,
it follows that A∞ has analytic continuation. This proves the lemma for λ 6= 0.
Finally, for λ = 0, theorem 2.2(d) implies L(j0, s) = L(Jm/2, s + 1 − (m/2)).
Since
∑
d|n Jk(n) = n
k, we have L(Jk, w) = ζ(w − k)/ζ(w). 
3. The even self-dual lattice of signature (25,1)
In this section, we collect a few facts about the Leech lattice and II25,1 that we
would need for our calculations in section 4. For more details see [C] or [Bo1]. Our
sign conventions about Lorentzian lattices are consistent with [Bo1].
3.1. Leech cusp and Weyl chamber “containing” a Leech cusp: As in the
introduction, Let L = Λ ⊕ II1,1 ≃ II25,1 where Λ is the Leech lattice and II1,1 is a
hyperbolic cell. Write V = L⊗R. If l ∈ L, we shall write l = (λ;m,n) with λ ∈ Λ
and m,n ∈ Z. Then l2 = λ2 − 2mn. Let ρ = (0; 0, 1) ∈ L. Then ρ is a primitive
norm zero vector in L such that ρ⊥/ρ ≃ Λ, that is, ρ is a Leech cusp. If v ∈ V , we
define its height by
ht(v) = −〈v|ρ〉.
So the height of (∗;h, ∗) is equal to h. The automorphism group of L acts on the
hyperbolic space H25. As a concrete model of H25, we take
H25 = {v ∈ V : v2 = −1, ht(v) > 0}.
So if v ∈ H25, then it has the form v = (x;m, (x2+1)/2m) for some x ∈ Λ⊗R and
some m > 0. If c ∈ R, define
Bρ(c) = {v ∈ H25 : ht(v) < c}.
The sets of the form Bρ(c) are called (open) horoballs around ρ. Given x, y ∈ H25,
we say that x is closer to ρ than y if ht(x) < ht(y). This is equivalent to saying
that d(x,B) < d(y,B) where B is a small horoball around ρ that does not meet
{x, y}.
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A root of a lattice is a norm 2 lattice vector. Let r be a root of L. We say that r
is a positive root if ht(r) > 0. The hyperplane r⊥ determines a hyperplane in H25,
called the mirror of the root r. Since the Leech lattice has no roots, ρ does not
lie on the mirror of any root of L. The positive roots of L corresponding to the
mirrors closest to ρ are the roots of height 1. These are called the Leech roots (or
simple roots) and are parametrized by the vectors of the Leech lattice. For each
λ ∈ Λ, we have a Leech root
sλ = (λ; 1,
λ2
2 − 1).
There is a unique Weyl chamber C of the reflection group R(L) in H25 containing
ρ in its closure. Conway proved that
C = {x ∈ H25 : 〈x|sλ〉 < 0 for all λ ∈ Λ}.
All these inequalities are necessary to define C, that is, the walls of C are in bijection
with the mirrors orthogonal to the Leech roots.
3.2. Lemma. The horoball Bρ(1/
√
2) is contained in the Weyl chamber C.
Proof. Take v = (α;h, α
2+1
2h ) ∈ Bρ(1/
√
2). Then h2 < 12 . Writing out 〈sλ|v〉 and
completing square one obtains
〈sλ|v〉 = −h2 (λ − αh )2 + h− 12h .
Now h2 < 12 implies h− 12h < 0. So 〈sλ|v〉 < 0 for all λ ∈ Λ. 
3.3. The translations: Let TR be the automorphisms of V that fix ρ and act
trivially on ρ⊥/ρ. One verifies that TR = {Tv : v ∈ Λ⊗ R} where
Tv(l; a, b) = (l + av; a, b+ 〈l|v〉+ av2/2).
The group TR is naturally isomorphic to the additive group Λ⊗R via Tv 7→ v. Let
T = TR ∩ Aut(L) = {Tµ : µ ∈ Λ},
that is, T consists of the automorphisms of L that fix ρ and act trivially on ρ⊥/ρ.
3.4. The orbits of the continuous group of translations acting on V : The
orbits of action of TR on V are as follows: The subspace ρ
⊥ splits into the zero
dimensional orbit {ρ} and one dimensional orbits (l, 0, 0)+Rρ, for l ∈ Λ−{0}. On
the complement of ρ⊥, the action of TR is free, so we have 24 dimensional orbits.
For each h, k ∈ R, we have a free orbit Sk,h defined by
Sk,h = TR(0;h, k/2h) = {v ∈ V : v2 = −k, ht(v) = h}.
The map
φ : Λ⊗ R→ Sk,h defined by φ(v) = Tv(0;h, k/2h) (5)
is an isomorphism with inverse given by (l, h, ∗) 7→ l/h. Under this identification,
the action of T on Sk,h corresponds to the action of Λ on Λ⊗R by translation. So
Sk,h/T can be identified with the torus (Λ⊗ R)/Λ.
3.5. The orbits of the discrete group of translations acting on the roots:
Since Λ does not have any roots, all roots of L have nonzero height. Fix n ≥ 1. A
root r ∈ L(2) of height n has the form r = (l;n, l2/2−1n ). So, given l ∈ Λ, there is a
root of the form (l;n, ∗) if and only if l2/2 ≡ 1 mod n. As in 2.1, we write
Λn(1) = {l¯ ∈ Λ/n : l¯2/2 ≡ 1 mod n}.
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For each coset l¯ ∈ Λn(1), lift l¯ to a lattice vector l and fix once and for all a root
rn,l¯ = (l;n, ∗) (recall: the last coordinate of rn,l¯ is determined by the condition
r2
n,l¯
= 2). Now one verifies easily that the set of roots of height n is the disjoint
union of the free T-orbits Trn,l¯, parametrized by l¯ ∈ Λn(1).
The lemma below is immediate corollary of 3.2.
3.6. Corollary. Let h, k ∈ R>0 such that 2h2/k < 1. If z ∈ Sk,h, then z/
√
k is
contained in the Weyl chamber C.
4. Fourier series expansion of the Poincare series
4.1. We continue with the setup of section 3. Fix a branch of logarithm on positive
half plane so that (−1)s = e(s/2). As stated in the introduction, the infinite series
E(z, s) =
∑
r∈L(2)〈r|z〉−s converges for Re(s) > 25 and defines an analytic function
in s invariant under Aut(L). Fix, k, h > 0 such that
ν = 2h2/k < 1.
Then 3.6 implies that Sk,h does not meet any hyperplane orthogonal to the roots
of L. So the restriction of E(z, s) to Sk,h ≃ Λ ⊗ R ≃ R24 (see 3.4) is well defined
and invariant under the group of translation T ≃ Λ ≃ Z24. Thus E(z, s) defines
a function on the torus Sk,h/T. We shall now calculate the Fourier series of this
function. We call this the Fourier series of E(z, s) at the Leech cusp ρ. The Fourier
series has the form:
E(z, s) =
∑
λ∈Λ
aλ(k, h, s) e(〈λ|φ−1(z)〉) (6)
where φ : Λ⊗R ∼−→ Sk,h is as in equation (5). The Fourier coefficients are given by
aλ(k, h, s) =
∫
v∈(Λ⊗R)/Λ
E(φ(v), s) e(−〈λ|v〉)dv.
Theorem 4.2 gives a formula for the Fourier coefficients. The formula involves
the character sums jn,λ = j
Λ
n,λ(1) from section 2 and the numbers
cn =
√
k
h2 − 2n2 .
Note that our choice 2h2/k < 1 ensures that c2n > 0 for all n ≥ 1.
4.2. Theorem. Write a∗λ(k, h, s) = (h/2π)
sΓ(s)aλ(k, h, s). Then one has
a∗λ(k, h, s) =


2(1 + e(− s2 ))|λ|s−12
∑
n≥1 jλ,nn
−sc12−sn K12−s(2π|λ|cn) if λ 6= 0,
(1 + e(− s2 ))Γ(s− 12)π12−s
∑
n≥1 j0,nn
−sc24−2sn if λ = 0.
Proof. Take z ∈ Sk,h. Then 3.6 implies that z/
√
k belongs to the Weyl chamber
C. So by Conway’s theorem (see [Bo2]) z and ρ are on the same side of r⊥ for
every root r ∈ L(2). So if r is a positive root, then −〈r|z〉 > 0. Using this and the
decomposition of L(2) into T-orbits from 3.5, we obtain
E(z, s) = (1 + (−1)−s)
∑
r:ht(r)>0
(−〈r|z〉)−s = (1 + e(− s2 ))
∑
n≥1
l¯∈Λn(1)
∑
T∈T
(−〈Trn,l¯|z〉)−s.
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So
aλ(k, h, s) = (1 + e(− s2 ))
∫
v∈(Λ⊗R)/Λ
∑
n,l¯
∑
µ∈Λ
(−〈rn,l¯|Tµφ(v)〉)−s e(−〈λ|v + µ〉)dv.
Since Tµφ(v) = φ(v + µ), we can change the above expression into an integral over
the whole vector space Λ⊗ R to get:
aλ(k, h, s) = (1 + e(− s2 ))
∑
n≥1
∑
l¯∈Λn(1)
∫
v∈Λ⊗R
(−〈rn,l¯|φ(v)〉)−s e(−〈λ|v〉)dv.
Recall that rn,l¯ = (l;n,
l2−2
2n ) and φ(v) = (vh;h,
(vh)2+k
2h ). Expanding the expression
for −〈rn,l¯|φ(v)〉 and completing square we get
−〈rn,l¯|φ(v)〉 = nh2 (c2n + (v − ln )2)
where c2n = (
k
h2 − 2n2 ). We substitute u = v − ln in the integral to get
aλ(k, h, s) = (1 + e(− s2 ))
∑
n≥1
∑
l¯∈Λn(1)
∫
Λ⊗R
(nh2 )
−s(c2n + u
2)−s e(−〈λ|u + ln 〉)du
or
aλ(k, h, s) = (1 + e(− s2 ))( 2h)s
∑
n≥1
jλ,nn
−s
∫
Λ⊗R
(c2n + u
2)−s e(−〈λ|u〉)du (7)
where
jλ,n = j
Λ
λ,n =
∑
l∈Λn(1)
e(−〈l|λ〉/n) =
∑
l∈Λn(1)
e(〈l|λ〉/n).
Note that the two sums are equal since l 7→ −l is an involution of Λn(1).
Assume λ 6= 0. Let Gram(Λ) be a Gram matrix of the Λ. So u2 = u′Gram(Λ)u.
Let µ = Gram(Λ)1/2λ. So µ2 = λ2. Use the substitution v = Gram(Λ)1/2u in the
integral in (7) to find
I =
∫
Λ⊗R
(c2n + u
2)−s e(−〈u|λ〉)du =
∫
R24
(c2n + v
2)−s e(−(v · µ))dv.
Thus I is the Fourier transform of a radial function. Let r = |v|, ξ = v/|v| and
dv = r23drdω(ξ), where ω is the standard measure on S23. Changing to polar
co-ordinates we have
I =
∫
r∈R+
r23(c2n + r
2)−s
∫
ξ∈S23
e((−r|µ|)(ξ · µ/|µ|))dω(ξ)dr
The integral over the sphere gives a Bessel function of the first kind. Using lemma
9.10.2 of [ARR], we evaluate the integral over the sphere to get
I =
∫ ∞
0
(c2n + r
2)−sr232πJ11(2π|λ|r)(r|λ|)−11dr.
Substitute x = 2π|λ|r to get
I = (2π|λ|)2s−12|λ|−12
∫ ∞
0
x12((2π|λ|cn)2 + x2)−sJ11(x)dx.
The last integral can be expressed in terms of the modified Bessel function Kν. For
Re(s) > 23/4, one has
I = (2π|λ|)2s−12|λ|−12(2π|λ|cn)12−sK12−s(2π|λ|cn)/(2s−1Γ(s)).
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(see the table of Hankel transforms in [E], vol II. p. 24, and substitute y = 1, ν = 11
and s = µ + 1 in formula (20)). Substituting in equation (7) and simplifying, we
get the formula for the Fourier coefficients for λ 6= 0.
For λ = 0, from equation (7) we get
a0(k, h, s) = (1 + e(− s2 ))( 2h )s
∑
n≥1
j0,nn
−s
∫
Λ⊗R
(c2n + u
2)−sdu
By changing to polar coordinates and changing variable r = cnx, we obtain
a0(k, h, s) = (1 + e(− s2 ))( 2h )s vol(S23)
∑
n≥1
j0,nn
−sc24−2sn
∫ ∞
0
x23(1 + x2)−sdx
The last integral is equal to Γ(12)Γ(s − 12)/2Γ(s) for Re(s) > 12. (see the table
of Mellin transforms in [E] Vol I, p. 311 and substitute h = 1, α = 1 s = 24 in
formula (30)). Substituting the value of the integral and vol(S23) = 2π12/Γ(12)
and simplifying, we get the formula for a0(k, h, s). 
Using theorem 4.2, we now prove that E(z, s) can be analytically continued.
The argument is similar to an argument used to prove analytic continuation of real
analytic Eisenstein series (see [B], p. 68-69). Recall that we write ν = 2h2/k < 1.
Note that c2n = (2/ν)(1− ν/n2).
4.3. Theorem. The series E(z, s) can be analytically continued to a meromorphic
function on the half plane Re(s) > 25/2. The only poles of E(z, s) in this half plane
comes from the Fourier coefficient a0(k, h, s).
Proof. From 2.8, we know
∑
n j0,nn
−s = ζ(s − 23)/ζ(s − 11); so this Dirichlet
series has meromorphic continuation to C. Lemma B.1 (applied with f(n) = j0,n
and g(s, y) = (1 − νy2)12−s) implies that the infinite series for a0(k, h, s) given in
theorem 4.2 has an meromorphic continuation to C. Now let λ 6= 0. The bound on
jλ,n from lemma 2.6 shows that the infinite series for aλ(k, h, s) in 4.2 converges
absolutely and uniformly on compacta, for Re(s) > 25/2. So each Fourier coefficient
defines an analytic function on Re(s) > 25/2. Let s vary on a compact subset A of
{z : Re(z) > 25/2}. Let κ =√2(1− ν)/ν > 0. Note that cn ≥ κ for all n. So
|c12−sn | = (1/cn)Re(s−12) ≤ (1/κ)Re(s−12) and e−π|λ|cn ≤ e−πκ|λ|.
The Macdonald Bessel function Ks(y) decays exponentially as y → ∞. It is con-
venient to use the bound |Ks(y)| ≤ e−y/2KRe(s)(2) for y > 4 (see [B], p. 66). Fix
ǫ > 0 such that Re(s) > 2ǫ + 25/2 for all s ∈ A. From 2.6, we know that there
exists a constant Cǫ such that |jλ,n| ≤ Cǫ|λ|23/2n23/2+ǫ. Using the expression for
aλ(k, h, s) from 4.2 and the bound for |jn,λ|, we find
|aλ(k, h, s)| ≤ C(s)|λ|Re(s)−1/2e−πκ|λ|
where C(s) is a fixed positive real valued continuous function on A that does not
depend on λ. Since C(s) and Re(s) stay bounded on a compact set, |aλ(k, h, s)| de-
cays exponentially as a function of |λ| as |λ| → ∞. It follows that the Fourier series
for E(z, s) given in equation (6) converges absolutely and uniformly on compact
subsets of Re(s) > 25/2. 
4.4. Remark. Lemma B.1 applied with f(n) = jn,λ and
g(s, y) =
√
1− νy212−sK12−s(2π|λ|
√
2/ν
√
1− νy2)
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implies that each Fourier coefficient aλ(k, h, s) has analytic continuation to a mero-
morphic function on the whole s-plane. But we are not able to establish how
these extended functions decay as |λ| → ∞. So we are unable to prove analytic
continuation of E(z, s) beyond the line Re(s) = 25/2.
Appendix A. Some quadratic Gauss sums
Let K be an even lattice, not necessarily positive definite. Let q = pr where
p is a prime and r is a positive integer. Let Q : K/q → Q/Z be the quadratic
form defined by Q(x) = x2/2q. Fix an integer c relatively prime to p. We want to
calculate some quadratic Gauss sums of the form
θq,c(K) =
∑
x∈K/q
e(cQ(x)).
Note that if q is odd, then Q is a well defined quadratic form onK/q for any integral
lattice K. But if q = 2r, then K has be even for Q to be well defined.
If q is odd, then the quadratic formQ can be “diagonalized modulo q” (see lemma
A.1). Then calculation of θq,c reduces to calculation of well known one dimensional
Gauss sums. Proof of lemma A.1 is similar to diagonalization of quadratic forms
over p-adic integers (see [CS], Chapter 15, section 4.4). If u = (u1, · · · , um) is a
finite sequence of vectors in K, then Gram(u) denotes the matrix ((〈ui|uj〉)). If u is
a Z-basis of K, then we say Gram(u) is a Gram matrix of K and the determinant
of this matrix is denoted by det(K).
A.1. Lemma. Let q = pr where p is an odd prime and r is a positive integer. Let
K be an integral lattice of rank m such that p ∤ det(K). Then K has a Z-basis
u = (u1, · · · , um) such that p ∤ u2i for all i and q | 〈ui|uj〉 for all i 6= j.
Proof. Claim 1: K has a basis (u1, · · · , um) such that p ∤ u2j for some j.
Choose any basis (u1, · · · , um) of K. If possible, suppose p | u2j for all j. Since
p ∤ det(K), there must exist i 6= j, such that p ∤ 〈ui|uj〉. Then p ∤ (ui + uj)2.
Replace uj by (ui + uj) in the basis. This proves claim 1.
Claim 2: K has a basis (u1, · · · , um) such that p ∤ u21 and q | 〈u1|uj〉 for j ≥ 2.
Using claim 1, and reindexing if necessary, we can choose a basis (u1, · · · , um) of
K such that p ∤ u21. Let k ∈ Z such that ku21 ≡ 1 mod q. Let u′j = uj − k〈u1|uj〉u1
for j = 2, · · · ,m. Then 〈u1|u′j〉 ≡ 0 mod q. So (u1, u′2, · · · , u′n) is a basis of K with
the required property. This proves claim 2.
Choose a basis u = (u1, · · · , um) as in claim 2. Write d1 = u21 mod p. Let K1
be the Z-span of {u2, · · · , um}. Note that since q divides 〈u1|uj〉 for all j ≥ 2, we
have 〈u1|K1〉 ⊆ qZ. Let G1 = Gram(u2, · · · , um) mod p. Note that
det(Gram(u)) mod p = det(Gram(u) mod p) = det
(
d1 0
0 G1
)
= d1 det(G1).
Since det(Gram(u)) mod p 6= 0, we must have det(G1) 6= 0. So p ∤ det(K1). By
induction on m, K1 has a Z-basis satisfying the conditions of the lemma. Adjoining
u1 to this basis yields a basis of K satisfying the conditions of the lemma. 
A.2. Lemma. Assume the setup of lemma A.1. Let c be an integer relatively prime
to p. Then
θq,c(K) = q
m/2εmq
((2 mod q)−1c
q
)m(det(K)
q
)
.
where εn = 1 if n ≡ 1 mod 4 and εn = i if n ≡ −1 mod 4.
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Proof. Choose a basis u for K as in lemma A.1. Then q | 〈ui|uj〉 for all i 6= j
implies
θq,c(K) =
∑
x1,··· ,xm∈Z/q
e(c(x1u1 + · · ·+ xmum)2/2q) =
∏
j
∑
xj∈Z/q
e(cu2jx
2
j/2q).
If n ∈ N, α ∈ Z are such that gcd(2α, n) = 1, then ∑x∈Z/n e(αx2/n) = εn(αn)√n
(see [IK], page 52). Using this and the fact that p ∤ u2j/2, we find
θq,c(K) =
∏
j
εq
(cu2j/2
q
)√
q = qm/2εmq
( (2 mod q)−1c
q
)m(u21 · · ·u2m
q
)
.
The lemma follows once we note that u21 · · ·u2m ≡ det(K) mod q. 
A.3. Lemma. Let c be an odd integer. Let K be an even self-dual lattice. Then
θ20,c(K) = 1 and θ2r,c(K) = 2
rk(K)θ2r−2,c(K) for all r ≥ 2.
Proof. Let u and y run over a set of coset representatives for K/2r−1 and K/2
respectively. Then (u + 2r−1y) runs over a set of coset representatives for K/2r.
Note that
1
2r+1 c(u + 2
r−1y)2 ≡ 12r+1 cu2 + 12 〈u|y〉 mod Z
since c ≡ 1 mod 2, r − 3 ≥ −1 and y2/2 ∈ Z for all y ∈ K. It follows that
θ2r,c(K) =
∑
u
e(cu2/2r+1)
∑
y
e(〈u|y〉/2).
If y 7→ e(〈u|y〉/2) is a nontrivial character on K/2, then the inner sum is equal to
0. Note that y 7→ e(〈u|y〉/2) is the trivial character if and only if 〈u2 |x〉 ∈ Z for all
x ∈ K. Since K is self-dual, this is equivalent to saying u2 ∈ K. Letting u = 2v, we
obtain
θ2r ,c(K) = |K/2|
∑
u∈2K/2r−1
e
(
cu2
2r+1
)
= 2rk(K)
∑
v∈K/2r−2
e
(
cv2
2r−1
)
= 2rk(K)θ2r−2,c(K).

A.4. Lemma. Let K be an even self-dual lattice. Let p be a prime. Let q = pr for
some integer r ≥ 1. Let c be an integer relatively prime to p. As defined above, let
θq,c(K) =
∑
x∈K/q e(cx
2/2q). One has θq,c(K) = q
rk(K)/2.
Proof. First we verify that the lemma holds for K = II1,1 and for K = E8.
First, assume q is odd. When K = E8, the lemma is immediate from lemma
A.2. For K = II1,1, lemma A.2 yields θq,c(II1,1) = qε
2
q
(
−1
q
)
. Note that both ε2q and(
−1
q
)
are equal to −1 if and only if q is an odd power of a 3-mod-4 prime and both
are equal to 1 otherwise. It follows that θq,c(II1,1) = q.
Now assume q = 2r. We want to verify that θq,c(II1,1) = q and θ2r ,c(E8) = q
4.
In view of lemma A.3, it is enough to check that θ2,c(II1,1) = 2 and θ2,c(E8) = 2
4.
The calculation for II1,1 is trivial. For the E8 lattice, we know that a convenient
complete set of coset representatives for E8/2 is given by the zero vector, the vectors
of norm 2 chosen up to sign and one norm 4 vector chosen from each “coordinate
frame” of size 16. In particular |E8(0)|+ 12 |E8(2)|+ 116 |E8(4)| = 28. It follows that
θ2,c(E8) = |E8(0)| − 12 |E8(2)|+ 116 |E8(4)| = 28 − |E8(2)| = 24.
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Given even lattices K1 and K2, one verifies θq,c(K1 ⊕ K2) = θq,c(K1)θq,c(K2).
In particular, the lemma holds for K if and only if it holds for K⊕ II1,1. So, adding
a hyperbolic cell II1,1 to K if necessary, we may assume without loss that K is
indefinite. The lemma follows by multiplicativity of θq,c, since an indefinite even
self-dual lattice K is isomorphic to a direct sum of certain number of copies of E8
and II1,1. 
Appendix B. A lemma on analytic continuation
We prove an elementary lemma showing that under certain conditions, if a
Dirichlet series L(f, s) has analytic continuation, then a certain perturbation
L∼g (f, s) also has analytic continuation.
B.1. Lemma. Assume f(n) = O(nα−1) for some α > 1. Assume that L(f, s) =∑∞
n=1 f(n)n
−s can be analytically continued to the whole s-plane as a meromorphic
function. Let g(s, y) be a function that is entire in s and analytic for y in an open
ball of radius strictly greater than 1. Then
L∼g (f, s) =
∞∑
n=1
f(n)n−sg(s, 1/n)
can be analytically continued to the whole s-plane as a meromorphic function.
Proof. Since f(n) = O(nα−1), L(f, s) converges for Re(s) > α uniformly on com-
pact sets and defines a holomorphic function in this domain. Fix k ∈ N. Write the
k-th order Taylor series expansion of g in powers of y valid for y in a disc of radius
greater than 1:
g(s, y) =
k−1∑
j=0
∂(j)y g(s, 0)y
j + ykEk(s, y) where Ek(s, y) =
∞∑
j=k
∂(j)y g(s, 0)y
j−k.
Here ∂
(j)
y =
1
j!
∂j
∂yj . Substituting the Taylor series of g in L
∼
g (f, s), we get:
L∼g (f, s) =
k−1∑
j=0
∂(j)y g(s, 0)L(f, s+ j) +
∞∑
n=1
ak(n, s)
where ak(n, s) = n
−s−kf(n)Ek(s, 1/n). The first k terms all have meromorphic
continuation to C since L(f, s) does. Note that Ek(s, y) is continuous in (s, y) for
y in the closed ball of radius 1 around 0 and for s in any half plane. Let A be
a compact subset of {z ∈ C : Re(z + k) > α + δ} for some δ > 0. There exists
constants C1, C2 such that |Ek(s, 1/n))| < C2 for all s ∈ A and all n ∈ N and
such that f(n) ≤ C1nα−1 for all n ∈ N. It follows that |ak(n, s)| ≤ C1C2/n1+δ.
So
∑∞
n=1 ak(n, s) converges absolutely and uniformly on A and hence it is analytic
on A. It follows that L∼g (f, s) can be analytically continued to the half plane
Re(s) > α− k as a meromorphic function. 
Appendix C. Convergence of the infinite series
Let X be a topological space. Let Φ be a countable set. For each r ∈ Φ, let
fr : X → C be a function. Saying
∑
r∈Φ fr(x) converges (resp. converges absolutely
or uniformly) means that
∑∞
n=1 fr(n)(x) converges (resp. converges absolutely or
uniformly) for any bijection n 7→ r(n) from N to Φ, and that the limit does not
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depend on the choice of the bijection. The goal of this appendix is to write down
an elementary proof of lemma C.1.
C.1. Lemma. Let L be an integral lattice of signature (l, 1) and k > 0. Let A
be a compact set in Re(s) > l and B be a compact set in {v ∈ L ⊗ R : v2 < 0}.
Then the series E(z, s) =
∑
r∈L(k)〈r, z〉−s converges absolutely and uniformly for
(z, s) ∈ B ×A.
Proof. Let V = L ⊗ R. We work in the projective model of the hyperbolic space
and write Hl = {vR : v ∈ V, v2 < 0} where vR is the line containing v. Fix e0 ∈ L
with e20 < 0. Then there exists constants C0 > 1 and δ > 0 such that
√−v2 < C0
and d(v, e0) < δ for all v ∈ B. Here d(v, e0) means the hyperbolic distance between
vR and e0R in Hl. Let r ∈ L(k). Write br = |〈r|e0〉|(−e20)−1/2. Let v ∈ B. Using
triangle inequality in Hl, we get
sinh(d(r⊥, v)) ≤ sinh(d(r⊥, e0) + d(e0, v)) ≤ sinh
(
sinh−1(k−1/2br) + δ
)
.
Since sinh(sinh−1(a)+δ) = a cosh(δ)+
√
1 + a2 sinh(δ) ≤ aeδ+sinh(δ) for all a > 0,
we obtain
|〈r|v〉|(−v2k)−1/2 ≤ k−1/2breδ + sinh(δ).
Since
√−v2 ≤ C0, we find that |〈r|v〉| ≤ (C1br+C2) for some positive real constants
C1, C2. Fix ǫ > 0 such that Re(s) > l + ǫ for all s ∈ A. Then
sup{|〈r|v〉−s| : (v, s) ∈ B ×A} ≤ (C1br + C2)−l−ǫ.
Lemmas C.2 and C.3 given below show that
∑
r∈L(k)(C1br+C2)
−l−ǫ converges. So∑
r∈L(k)
sup{|〈r|v〉−s| : (v, s) ∈ B ×A}
converges. The lemma follows from Weierstrass M -test. 
C.2. Lemma. Let L be an integral lattice of signature (l, 1). Let e0 ∈ L be a
negative norm vector. Let k > 0. For each r ∈ L(k), define br = |〈r|e0〉|(−e20)−1/2.
Let C1, C2 be constants. Then |{r ∈ L(k) : (C1br + C2) ≤ n}| = O(nl).
Proof. Let V = L ⊗ R. Extend e0 to an orthogonal basis (e0, · · · , el) of L ⊗ Q.
So e1, · · · , el have positive norm. There exists a positive integer N such that L ⊆
N−1(Ze0 + Ze1 + · · · + Zel). Without loss, assume n > C2. Let r ∈ L(k) such
that C1br + C2 ≤ n. Write r = r0e0 + r1e1 + · · · + rlel. Then r20(−e20) = b2r. Let
C3 = min{e21, · · · , e2l } > 0. Then the norm condition r2 = k implies
C3(r
2
1 + · · ·+ r2l ) ≤
l∑
j=1
r2j e
2
j = k + r
2
0(−e20) ≤ k + C−21 (n− C2)2.
It follows that there is a constant C4 such that (Nr1, · · · , Nrl) is an integer point in
an Euclidean ball of radius C4n. So number of possibilities for (r1, · · · , rl) is O(nl).
Once we fix (r1, · · · , rl), there are at most two choices for r0, since r2 = k. 
C.3. Lemma. Let {ar : r ∈ Φ} be a collection of positive real numbers indexed by
a countable set Φ. Let αn be the cardinality of {r ∈ Φ: ar ≤ n}. Assume that
αn = O(n
l). Then the series
∑
r∈Φ a
−t
r converges for all t > l.
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Proof. Ignoring finitely many terms from the series if necessary, we may assume
without loss of generality that ar > 1 for all r ∈ Φ. It suffices to show that the
partial sums Sk =
∑
r:ar≤k
a−tr are bounded. Using summation by parts, we find
Sk ≤
k−1∑
n=1
(αn+1 − αn)n−t = αkk−t +
k−1∑
n=1
αn+1(n
−t − (n+ 1)−t).
Now use αn = O(n
l) and the bound (n−t − (n+ 1)−t) ≤ tn−t−1. 
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