A hierarchical active-learning framework for classifying structural
  motifs in atomic resolution microscopy by Dan, Jiadong et al.
A hierarchical active-learning framework for classifying structural motifs in 
atomic resolution microscopy 
 
Jiadong Dan1,2, Xiaoxu Zhao2, Shoucong Ning3, Jiong Lu4, Kian Ping Loh1,4, N. Duane 
Loh3,5, Stephen J. Pennycook1,2 
1NUS Graduate School for Integrative Sciences and Engineering, National University of 
Singapore, 21 Lower Kent Ridge, 119077, Singapore 
2Department of Materials Science and Engineering, National University of Singapore, 9 
Engineering Drive 1, 117575, Singapore 
3NUS Centre for Bioimaging Sciences, National University of Singapore, 14, Science Drive 4, 
117543, Singapore 
4Department of Chemistry, National University of Singapore, 3 Science Drive 3, Singapore, 
117543, Singapore 
5Department of Physics, National University of Singapore, 2 Science Drive 3, 117542 
Singapore 
 
Correspondence and requests for materials should be addressed to S.J.P (email: 
msepsj@nus.edu.sg) or N. D. L. (email duaneloh@nus.edu.sg) 
  
 
 
 
 
 
 
 
 
Progress in functional materials discovery has been accelerated by advances in high 
throughput materials synthesis and by the development of high-throughput 
computation1–6. However, a complementary robust and high throughput structural 
characterization framework is still lacking. New methods and tools in the field of machine 
learning7,8 suggest that a highly automated high-throughput structural characterization 
framework based on atomic-level imaging can establish the crucial statistical link 
between structure and macroscopic properties. Here we develop a machine learning 
framework towards this goal. Our framework captures local structural features in images 
with Zernike polynomials, which is demonstrably noise-robust, flexible, and accurate. 
These features are then classified into readily interpretable structural motifs with a 
hierarchical active learning scheme powered by a novel unsupervised two-stage relaxed 
clustering scheme. We have successfully demonstrated the accuracy and efficiency of the 
proposed methodology by mapping a full spectrum of structural defects, including point 
defects, line defects, and planar defects in scanning transmission electron microscopy 
(STEM) images of various 2D materials, with greatly improved separability over existing 
methods9–13. Our techniques can be easily and flexibly applied to other types of 
microscopy data with complex features, providing a solid foundation for automatic, 
multiscale feature analysis with high veracity. 
 
Physical systems are usually abstracted as an ensemble of atomic structural features such as 
the basic crystal structure, atomic point defects14–17, extended line defects18–22, symmetries of 
topological phases23–26, and superlattices27–29. The overall statistical measurement of defect 
topology and density in materials is crucial to underpin the physics of materials, to understand 
the origin of their optical, electronic, magnetic, and catalytic properties. The most direct way 
to visualize these features is through atomic-resolution micrographs. So far, the existence of a 
wide range of imaging modalities30–32 has resulted in a rich amount of atomic resolution images 
on a daily basis. However, the structural analysis in these images has predominantly relied on 
human supervision and intuitive interpretation14. This interpretation relies on our ability to 
identify structural motifs, which we denote as similar arrangements of atom columns within 
images. Motifs that are observed in sufficient quantities are statistically significant and may 
hold important clues to formative mechanisms or functions of materials. However, extracting 
statistically reliable structural motifs from large datasets is slow and tedious with manual 
efforts. These attempts are also error-prone when subtly different motifs can only be 
distinguished by quantitative descriptions of their shapes, contrast, and occurrences.  
For high-throughput characterization, we seek an efficient active-learning classifier that helps 
microscopists rapidly explore and label previously unseen structural motifs. In cryo-electron 
microscopy a similar form of single particle classification has led to rapid advances in structural 
biology33. Such a classifier for materials science will provide crucial statistical descriptions of 
sufficiently many structural motifs in a sample to form essential links to the sample’s properties 
and functions. Practically, these descriptions provide timely feedback during data collection, 
and may be developed into a fully-automated imaging pipeline.  
There are three paramount steps in such a classifier of structural motifs from atomic-resolution 
images: (1) extracting descriptive and compact features of complex atomic motifs for 
computationally efficient motif-motif comparisons; (2) automatically classifying these features 
into clear and interpretable categories; (3) in the active-learning phase a human labels classes 
and identifies which classes have entangled motifs that need to be re-classified in step 2. For 
the first step, the natural features to extract are only the positions of atoms. From these positions, 
one can efficiently compute order parameters used to identify structural defects and phase 
boundaries. However, it is challenging to identify the locations of a three-dimensional 
arrangement of atoms only from their two-dimensional images. Furthermore, this feature 
extraction discards important information regarding the shapes and relative contrasts of the 
atomic columns. Although this shape information can be captured by general descriptors in 
computer vision34 or neural networks35–38, the resultant features are either uninterpretable for 
human labelling, or rely heavily on prior knowledge about the sample (e.g. trained to recognize 
idealized structures calculated from first principles and image simulation).  
We propose using Zernike polynomials (ZPs)39 (see Methods) to represent both the atom 
column configurations and shapes in notable patches of atomic-resolution images. The 
completeness and orthogonality of ZPs guarantee that any square-integrable function on the 
unit circle can be decomposed into a linear combination of ZPs with coefficients named 
Zernike moments. These moments are denoted 𝐴"# , indexed by either the (p,q) tuple, or using 
the equivalent single index j as 𝐴$ (Supplementary Note 2).  
 Figure 1. Schematic diagram of the hierarchical active learning framework for structure 
identification. (a) ADF-STEM image of monolayer MoSe2 as a model example. (scale bar: 
0.5 nm) (b) A stack of local patches extracted around intensity maxima in a. (c) A group of 
feature vectors transformed from the local patches in b. (d) A feature matrix obtained by 
combining feature vectors in c. Each colored square box in the feature vector and feature matrix 
diagrams represents one number. (e) Schematic of the hierarchical classification used to 
identify structural motifs from the feature matrix in d. (f) The structural motifs mapped from 
e. 
We use the annular dark field-STEM (ADF-STEM) image of monolayer MoSe2 (Fig. 1a) to 
illustrate our proposed structural identification workflow. This workflow starts with a local 
feature selection (Fig. 1a-c), followed by feature classification (Fig. 1d-e). First, we 
programmatically extract the locations of atomic columns as feature points (see Methods, 
Supplementary Fig. S1, and Note 1). The pixelated image patch around each feature point is 
then projected into a low-dimensional ZP feature vector (Fig. 1c). The number of components 
of these features can be optimized for the symmetry environment and the shapes of the atomic 
columns. These feature vectors, each represented as a point in Fig. 1e, are then iteratively 
clustered and classified as visually compact classes that are color-coded in Fig. 1e. Nominally, 
these classes are the structural motifs we seek, which are then colorized and superimposed on 
the original microscopy data for interpretation and labelling (Fig. 1f). Should several motifs be 
entangled within a class, they can be hierarchically disentangled by repeating the same routine 
above but only on the features within the entangled class (inset of Fig. 1e). 
These Zernike features capture coarse shapes of the atom columns, contain interpretable 
symmetry information, reduce noise, and can be recast into a rotationally-invariant form 
(Supplementary Note 5). These advantages are corroborated on the monolayer MoSe2 system 
shown in Figure 1, where three structural motifs were rapidly identified: A double selenium 
column (Se2), a single selenium vacancy (VSe), and a molybdenum column (Mo). All three 
motifs exhibit strong 3-fold rotational symmetry (Extended Data Figure 1). The high spatial 
frequency noise in raw image patches is also considerably reduced after ZP representation (see 
Methods, and Supplementary Note 4). Finally, Supplementary Fig. S5 shows that rotating an 
image patch by multiples of 30° produces identical feature vectors in the rotationally-invariant 
ZP representation. The ability to “turn the rotational invariance on or off” in the features allows 
extra flexibility in the hierarchical exploration of the relationships between structural motifs.  
 
Figure 2. Identifying structural motifs in ADF-STEM image patches of monolayer MoSe2 via two-
stage relaxed clustering. (a) Principal component analysis (PCA) of the feature matrix derived from 
the model example of monolayer MoSe2. (b) Low dimensional embedding of the same feature matrix 
after two-stage relaxed clustering. Structural motifs (clusters) are assigned labels and colours. (c) 
Selected experimental patches according to the identification result in b, each averaged from 15 image 
patches in its motif class. (d) Atomic models of the classified structures in c. 
 
In the next step of the workflow, we embed the Zernike feature vectors into a two-dimensional 
layout using Principal Component Analysis (PCA) optimal for human visualization and 
labelling (see Methods). This low-dimensional embedding is shown in Figure 2a. While Mo-
centred and Se-centred atomic columns (dark blue and orange points) are well separated in Fig. 
2a, the boundary between Se2 and its vacancies (VSe, green points in purple dashed circle) are 
less distinct. Moreover, the Mo-centred features are entangled with those that are next to Se 
vacancies (light blue points in purple dot dashed circle). The two feature maps, produced by 
only applying PCA on the ZP features (Figure 2a) and flattened raw patches (Supplementary 
Fig. S7), create unclear class boundaries for automatically classifying the reduced features into 
atomic structural motifs. Hence, we implemented an iterative two-stage relaxed clustering 
routine with stochastic negative sampling (details in Methods section, and Supplementary Note 
6) to generate decisive class boundaries. Critically, this routine can be rapidly completed within 
seconds on a modest desktop computer (Extended Data Table 1). 
Starting from the PCA-reduced ZP features (Fig. 2a), our two-stage relaxed clustering (Fig. 2b) 
is fairly sensitive to subtle feature differences (clustering dynamics are shown in 
Supplementary Movie 1). Our clustering routine clearly isolates the feature boundaries between 
key structural motifs: Se-centered sites in orange, VSe sites (i.e. Se vacancies) in green, and 
Mo-centered sites in blue. From the parent Mo-centered sites (dark blue) emerge satellite 
clusters (light blue) corresponding to Mo atoms directly bonded to single VSe that are related 
by 120 degree in-plane rotations (evident if we recast these features into rotationally invariant 
representations in Fig. S6). Image patch examples of these structural motifs and their 
corresponding atomic models are shown in Fig. 2c and Fig. 2d respectively. 
For any clustering approach to manifest clear decision boundaries between features, it must 
perform two key functions: collect like-features, and separate unlike-features. To this end, 
clustering approaches such as UMAP12, LargeVis13, and t-SNE9 (comparison in Methods, 
Extended Data Table 2) implement both attractive and repulsive forces between features. 
Unlike other popular clustering techniques, however, our forces are implemented in a 
repulsion-dominated stage followed by an attraction-dominated stage. These two stages give 
additional tunability to clarify the decision boundaries between structural motifs (Extended 
Data Figures 2, 3, 4). With the same set of force hyperparameters (see Methods), our two-stage 
relaxed clustering algorithm performs well at different imaging conditions (Figure 2 vs 
Extended Data Figure 2).   
 
Figure 3. Comparison of cluster maps using different methods in a STM image of a PtTe2 thin 
film. (a) STM image of PtTe2 with Te vacancy sites (collected at sample bias Vs=-2 V and tunnelling 
current I=300 pA) (b) Cluster map of all vacancy sites in a. Blue, orange, and green dots correspond to 
three vacancy motifs, isolated vacancies, chains and clusters. (c) Cluster map using a two-stage force-
relaxation clustering scheme. (d) Cluster map obtained from the UMAP algorithm. (e) Cluster map 
obtained from the t-SNE algorithm. 
 
Beyond ADF-STEM images, our two-stage relaxed clustering can also classify complex defect 
geometries in scanning tunnelling microscopy (STM) images. Herein, a STM image of a PtTe2 
thin film with three types of vacancy clusters is used for illustration (Fig. 3a). Fig. 3c-e 
compares the low-dimensional embedding results from our two-stage relaxed clustering, 
UMAP, and t-SNE. Each case starts from the rotationally-invariant ZP feature matrix from the 
STM image. Visually, our proposed scheme creates clearer cluster boundaries compared with 
UMAP and t-SNE. The features in Fig. 3b-e are coloured with the class labels from our 
clustering algorithm: compact clusters (blue), linear (red), and individual (green) vacancies. 
Overall, 94% of these vacancies are consistent with manual labelling. 
 
 
Figure 4. Hierarchical structural analysis of a complex quaternary alloy based on monolayer WS2. 
(a) Low angle ADF STEM image of monolayer WS2 doped with Fe and Te. (b)  First level cluster map 
disentangling most of the structures from the 2D alloy system. (c) A second level clustering of the S2 
cluster in b separates features with single sulfur vacancies VS. (d) The locations of identified dopant 
and vacancy sites. (e) Representing the structural motifs found in our active-learning framework in a 
hierarchical tree. 
 
The ZP feature extraction and two-stage relaxed clustering constitute our first attempt at 
classification. This attempt can typically extract relatively simple structural motifs in an 
unsupervised manner. These motifs are crucial waypoints to identify local defects, subtle 
boundaries between different ordered domains (Extended Data Figures 3) and phases 
(Extended Data Figures 4). 
The harder challenge in exploratory microscopy is when structural motifs with subtle 
differences are mixed up within the cluster maps. Such challenging scenarios might occur if 
the imaged atomic lattice is complexed with multiple dopants or phases. In such scenarios, our 
one-pass clustering routine can be hierarchically stacked via an active-learning classification 
scheme. First, the user is prompted to visually inspect if any feature clusters have entangled 
structural motifs. The features in these entangled clusters are then subjected to another round 
of clustering, possibly requiring a re-representation of these features in the ZP basis (e.g. turn 
on/off rotation invariance, truncating/extending the number of components, etc). This 
procedure is iterated hierarchically until all clusters are disentangled, or when the cluster size 
shrinks to a single feature. As an added benefit, such a hierarchical clustering approach 
naturally recovers potential hierarchical relationships between the disentangled structural 
motifs. This trend is gaining traction for scientific exploration in other fields40. 
We demonstrate this hierarchical active-learning approach on 2D quaternary alloys containing 
multilayer defects and dopants: a monolayer WS2 doped with Tellurium (Te) and Iron (Fe). To 
improve the contrast of S atoms, the low angle annular dark field STEM (LAADF-STEM) 
image of the doped monolayer WS2 is depicted in Figure 4a. The feature clusters from the first 
pass of two-stage relaxed clustering on the ZP features are displayed in Figure 4b. These 
clusters correspond to six different classes of atomic columns: tungsten columns (W), double 
sulfur columns (S2), doped iron columns (Fe), single doped tellurium columns (Te), tungsten 
columns near Te dopants (W’), and sulfur columns near Fe dopants (S2’). However, the single 
sulfur vacancies (Vs) are hidden with the (S2’) final class. This S2’ class can be disentangled by 
applying the two-stage relaxed clustering to features within this class a second time, in a 
hierarchical fashion. However, instead of retaining the ZP features of this originally entangled 
class, this second-pass clustering only acts on the ZP features that preserve 0-, 2-, 3-fold 
rotational symmetry (|𝑞| = 0, 2, 3). This second-pass splits the S2’ class into S2 columns 
(within the square in Figure 4b) and Vs vacancies (Figure 4c). Figure 4d shows the location of 
vacancies and dopant atoms in the same colour corresponding to the two levels of cluster maps 
(levels of hierarchy in Figure 4e). Supplementary Figure S9 shows that a second-pass of t-SNE 
or UMAP clustering fails to identify the VS satellite cluster.  
To conclude, we demonstrate the efficacy and flexibility of using Zernike polynomials to 
represent atomic-resolution microscopy images. Features from this representation are fed into 
an unsupervised two-stage relaxed clustering scheme that can be composed into a hierarchical 
active-learning framework. The proposed feature representation routine is readily interpretable, 
flexible, and noise-robust; whereas the hierarchical clustering shows great potential for 
classifying complex and subtle structural motifs. We used this framework to identify defects, 
domain/phase boundaries in large scale atomic-resolution microscopy images with high 
veracity and can apply to a wide range of high-resolution microscopy data. Looking ahead, it 
has the potential to enable fully automated data-collection where a sample is rapidly scanned 
for structural motifs without human supervision. As such data are accumulated at faster paces, 
we believe our active-learning framework can bridge the gap between high throughput 
materials synthesis and high-throughput structural characterization. 
Methods 
Growth of WS2 thin films with Te and Fe dopants: Tellurium (Te) powder was placed into 
a quartz boat at a temperature of T(Te) ≈ 450 °C. WO3 and FeS2 powders were put in a ceramic 
boat inside the quartz tube at the center of heating zone. A Si/SiO2 substrate with a clean surface 
was put on the boat. The growth temperature was set at about 800 °C, and the growth time was 
30 min. The flow rate of the Ar carrier gas was 90 standard cubic centimeters per miniute 
(sccm). 
 
Growth of MoSe2 thin films via MBE: SiO2 substrates were degassed in the same chamber 
for 1 h and annealed at 500 °C for 10 min. Mo and Se powders were evaporated from an 
electron-beam evaporator and a Kundsen cell, respectively. During growth, the temperature of 
the SiO2 substrates were maintained at 500 °C, with a flux ratio between Mo and Se of ∼1:10 
and chamber pressure kept at ∼9 × 10-10 Torr. Monolayer and bilayer MoSe2 can be obtained 
when the growth temperature is set at 250 °C. 
 
STEM Sample Preparation: As-grown transition metal dichalcogenide (TMDC) films were 
first identified by optical microscopy. Cu quanti-foil TEM grids were placed onto the target 
region of TMDC thin films followed by an isopropyl alcohol (IPA)-assisted polymer free lift-
off method. The TEM grids were annealed in ultrahigh vacuum chamber (~1×10-9 Torr) at 
180 °C for 10 h prior to STEM imaging to eliminate surface contamination. 
 
STEM Characterization: STEM-ADF imaging in Figures 1,2, and Extended Data Figure 1, 
3, 4 were carried out on an aberration-corrected JEOL ARM-200F equipped with a cold-field-
emission gun at 80 kV, while Extended Figure 2 was captured at 40 kV. Two sets of detector 
acceptance angle were adopted. A higher detector range (68mrad-280mrad) was used for 
MoSe2 characterization. A lower detector angle range (30mrad-68mrad) was adopted for WS2 
imaging for improved contrast of S vacancy sites. A dwell time of 19 µs/pixel was set for 
scanning imaging mode. 
 
Identification of the feature points: The feature points in the raw whole image were identified 
using scale-space theory41 . The raw image was filtered in Fourier space by only keeping the 
lowest 10% of total Fourier components by spatial frequency to reduce high-frequency noise.  
This Fourier-filtered image is then separately convolved with 20 Laplacian of Gaussian kernels 
to obtain a stack of scale space images. This set of scale space images are then averaged then 
dilated by a local maximum filter. The feature points are the locations where smooth image is 
equivalent to the dilated version. This identification scheme conservatively overcounts the 
number of feature points. 
 
Zernike Polynomials. The ZPs are a complete set of orthogonal basis functions defined in the 
unit disk denoted by the double indexing scheme 𝑍"#(𝜌, 𝜃) (Supplementary Fig. S2), where p 
is a nonnegative integer, and 𝑞 = {−𝑝,−𝑝 + 2,−𝑝 + 4, … , 𝑝} for a given p. The double indices 
(p, q) are ordered into a single index 	𝑗 = (𝑝(𝑝 + 2) + 𝑞)/2  (Supplementary Eqn. S1)  when 
plotted in Extended Data Figure 1. Each ZP consists of a normalization term 𝑁"#, a radial term 𝑅"|#|, and an azimuthal term 𝑠𝑖𝑛(𝑞𝜃) or 𝑐𝑜𝑠(𝑞𝜃):  
  𝑍"#(𝜌, 𝜃) = 	 C𝑁𝑝𝑞𝑅𝑝|𝑞|(𝜌) cos(𝑞𝜃); 						𝑓𝑜𝑟	𝑞 ≥ 0−𝑁𝑝𝑞𝑅𝑝|𝑞|(𝜌) sin(𝑞𝜃); 			𝑓𝑜𝑟	𝑞 < 0. (1) 
  
Here, 𝑅"|#| and 𝑁"# are given by 
  𝑅"|#|(𝜌) 	= 	 N −1P(𝑝 − 𝑘)!𝑘! S𝑞 +	|𝑞|2 − 𝑘T ! S𝑝 −	|𝑞|2 − 𝑘T !
("	U	|#|)/V
PWX 𝜌"UVP (2) 
and 𝑁"# = YV("Z[)[Z\]^  , (3) 
where 𝛿#X is the Kronecker delta. 
 
Atomic geometries with rotational characteristics more than 10-fold are rare. Therefore, we 
limit our Zernike polynomials to indices (𝑝 ≤ 10, 𝑞 ≤ 10) in this work This corresponds to 𝑗 ≤ 66 in the single index scheme (Supplementary Eqn. S1). In rotationally invariant mode, 
Zernike moments with indices (p, q) and (p, -q) will be combined (Supplementary Note 5), 
which results in features with 35 unique components.  
 
Noise reduction with Zernike polynomials. The truncated ZP representations can effectively 
reduce noise. Much of the high spatial frequency measurement noise in high-resolution 
micrographs is predominantly contained in higher-order Zernike moments. Furthermore, the 𝑝 ≤ 10 Zernike projection of an image patch already captures a wide range of possible shapes 
and arrangements of atomic columns and defects. Therefore, by truncating ZPs beyond p=10 
effectively allows us to reject higher spatial frequency measurement noise. A detailed noise 
reduction analysis with synthetic datasets in Supplementary Figures S3 and S4 show that the 
low spatial frequency features of noisy images are at least three orders of magnitude more 
detectable than the putative input peak signal to noise ratio (PSNR) of 1.81 dB. 
Dimensionality reduction with Principal Component Analysis. Let the initial set of feature 
vectors extracted from the raw image be denoted 𝑋 = {𝐱[, 𝐱V,⋯ , 𝐱e,⋯ , 𝐱f|	𝐱e ⊆ ℝi}, where n 
labels the number of features (image patches), and m is length of feature vector that stores 
Zernike moments. We then use linear principal component analysis (PCA) to identify the main 
components of covariance between these features. Thereafter, we reduce the features’ 
dimensionality by projecting them into the PCA components that capture the largest feature-
feature variations. Figure 2a projects all Zernike features (𝑗 ≤ 65,𝑚 = 66) obtained from 
STEM images of a monolayer MoSe2 into the two largest PCA components (𝑋 ↦ 𝑌 ={𝐲[, 𝐲V,⋯ , 𝐲e,⋯ , 𝐲f|	𝐲e ⊆ ℝoWV}, where d labels PCA components). 
Two-stage relaxed clustering. Our two-stage relaxed clustering comprises a repulsion-
dominated stage, followed by an attraction-dominated stage. The repulsion-dominated stage 
allows adequate separation distance between structural motifs whose features are mutually 
most dissimilar. The attraction-dominated stage then adjusts the strength of attraction force to 
make sure each motif cluster is compact, and that clear decision boundaries can be drawn 
between clusters. The forces used are described in Extended Data Table 2 and elaborated in 
Supplementary Note 6. The default hyperparameters in the attraction-dominated and repulsion-
dominated stages are {α=1, β=1, n=0, m=2} and {α=5, β=1, n=2, m=5} respectively. Although 
all examples shown in this work use this default set of hyperparameters, users can optimize 
them for their own imaging needs.  
If a feature (e.g. in Figure 2a) is another feature’s k-nearest neighbour (determined once from 
the feature matrix 𝑋), attractive forces will pull them together in this PCA-reduced space; 
otherwise randomly chosen 𝑘′  non-neighbour pairs are mutually repelled via a stochastic 
scheme. Exemplary results are shown in Figure 2b, where (𝑘 = 15 , 𝑘q = 5). These forces 
iteratively move feature-pairs (Y) in the PCA-reduced plane, and are inversely proportional to 
their mutual separation on this plane and weighted by a similarity metric between the feature 
pairs in their original Zernike space (X). To provide additional control, we alter the relative 
strength of these attractive and repulsive forces into a repulsion-dominated stage, followed by 
an attraction-dominated stage. For numerical stability, these forces are gradually relaxed from 
a maximum in both stages. The hyperparameters involved are illustrated in Supplementary 
Figure S8. 
The evolution of the features that resulted in Figure 4c (Supplementary movie 2) reveals how 
the two-stage relaxed clustering creates decision boundaries between structural motifs. 
Features suffer a rapid global dilation during the initial repulsion-dominated stage. During this 
stage, approximate class boundaries quickly emerge while keeping their k-similar features 
nearby. This dilation is slowed by a force-relaxation schedule. Subsequently, during the 
attraction-dominated stage similar features coalesce into well-separated centroids without a 
global contraction of all the features. This ordering of the stages is crucial for creating clear 
decision boundaries between features, which can be optimized with the hyperparameters in 
Extended Data Table 2, and Supplementary Note 6. Further comparison is further discussed in 
Extended Data Figures 2, 3, and 4.  
Comparisons with other clustering algorithms. Our two-stage relaxed clustering algorithm 
shares a few similarities to other low dimensional embedding techniques such as UMAP12, 
LargeVis13, and t-SNE9. Whereas the implementation of these techniques are motivated 
differently from ours (t-SNE and UMAP exert forces on data features derived from the gradient 
of specific divergence functions9,42, Supplementary Note 7), all effectively apply forces to 
iteratively cluster features in a reduced set of dimensions. Extended Data Table 1 compares the 
effective forces for LargeVis, UMAP and the two-stage relaxed clustering in this work. It is 
seen that UMAP is equivalent to LargeVis if the force parameters 𝑎 and 𝑏 are set to unity. Both 
algorithms also include an ad-hoc 𝜖 parameter to prevent the forces from diverging when the 
distances between features approach zero. 
The UMAP clustering in Figure 3d used the nearest-neighbours parameter set to 50. The t-SNE 
clustering in Figure 3e had perplexity value 30.  
 
  
  
Extended Data: 
 
Extended Data Figure 1. Representing local atomic structure with Zernike features. (a) Schematic diagram showing the decomposition process 
of a local image patches in Figure 1 using Zernike polynomials (ZPs). (b-d) Selected experimental ADF-STEM patches of Se2, Mo, and VSe from the 
example data of monolayer MoSe2 (scale bar: 1Å). (e-g) The reconstructed circular patches using the first 66 ZPs (𝑝 ≤ 10, capturing up to 10-fold 
rotational symmetry). (h-j) The ZP moments 𝐴[u"u[X#  used to reconstruct patches in e, f, and g respectively, which are plotted here in their a single-
index representations 𝐴[u$uvw (see Supplementary Eqn S1). The (p, q) tuples in red and black indicate Zernike moments with q=0 and q=3,6 respectively, 
which correspond to central atom column’s response and three-fold rotational symmetry. Besides the symmetry response, we observe a less-prominent 
blob response corresponding to ZPs with indices (p, 0), resulting from the presence of the central atomic column in the local patch. 
 Extended Data Figure 2 | Identification of Se vacancies in a low SNR STEM image of monolayer MoSe2 imaged with 40 kV electrons. (a) ADF-
STEM image of MoSe2 with vacancy sites. (b) Identification map of Mo columns (orange), Se2 columns (blue), and single Se vacancy columns (green) 
from (a). (c) Cluster map using the two-stage relaxed clustering scheme (this work). (d) Cluster map obtained from the UMAP algorithm. (e) Cluster 
map obtained from the t-SNE algorithm. 
 
 
 
 
 
 Extended Data Figure 3 | Identification of a mirror twin grain boundary (MTB) in low signal-to-noise ratio STEM image of monolayer MoSe2. 
(a) ADF-STEM image of monolayer MoSe2 with MTB. (b) Identification of the grain boundary. The atomic columns indicated in green and red dots 
correspond to clusters of the same colour in (c). (c) Cluster map obtained from the proposed two-stage relaxed clustering algorithm (k=10, k’=8). (d) 
Cluster map obtained from the UMAP algorithm. (e) Cluster map obtained from the t-SNE algorithm. The blue and orange clusters represent Mo 
columns and Se2 columns respectively.  
 
 
 
 Extended Data Figure 4 | Identification of 2H and 3R phases and their phase boundaries in a STEM image of bilayer MoSe2. (a) Schematic 
model of 2H stacking. (b) ADF-STEM image of bilayer MoSe2 with the 2H-3R boundaries indicated by orange dashed lines. (c) Identification map 
from the proposed method. (d) Cluster map obtained from t-SNE. (e) Cluster map obtained from UMAP. (f) Cluster map obtained from the proposed 
two-stage relaxed clustering method (k=15, k’=5). 
 
 
Total iterations Time (s) 
10 0.57 ± 0.05 
20 0.70 ± 0.05 
40 0.87 ± 0.05 
80 1.28 ± 0.10 
160 2.17 ± 0.12 
Extended Data Table 1 | Computation time for two-stage relaxed clustering for various number of iterations (k=15, k’=5, PCA initialization). These 
timing tests were performed on 1207 features similar to those in Figure 2, using a desktop computer with Intel Xeon CPU E5-2630Lv3 @ 1.80 GHz 
and 24 GB RAM.  
 
 Attraction force Repulsion force Remarks 
LargeVis 
2(1 + 𝑑V) 2𝛾(1 + 𝑑V)(𝑑V + 𝜖) 𝛾 = 7, 𝜖 = 0.1 
UMAP 
2𝑎𝑏	𝑑V|UV(1 + 𝑎	𝑑V|) 2𝛾𝑏(1 + 𝑎	𝑑V|)(𝑑V + 𝜖) 𝛾 = 1, 𝜖 = 0.001 𝑎 = 1.58, 𝑏 = 0.90 
Two-stage relaxed 
clustering 
(this work) 
𝛼1 + 𝑑f  𝛽1 + 𝑑i 𝑚 ≥ 0, 𝑛 ≥ 0 𝛼 > 0, 𝛽 > 0 
Here d refers to the distance between two PCA-reduced features: 𝒅 = ||𝒀𝒖 − 𝒀𝒗||.  
Extended Data Table 2 | A summary of force functions in different iterative clustering algorithms. 
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