In implementation verification, we check that an implementation is correct with respect to a specification by checking whether the behaviors of a transition system that models the program's implementation correlate with the behaviors of a transition system that models its specification. In this paper, we investigate the effect of concurrency on the complexity of implementation verification. We consider trace-based and tree-based approaches to the verification of concurrent transition systems, with and without fairness. Our results show that in almost all cases the complexity of the problem is exponentially harder than that of the sequential case. Thus, as in the model-checking verification methodology, the stateexplosion problem cannot be avoided.
Introduction
While program verification has always been desirable but never easy, the advent of concurrent programming has made it significantly more necessary and difficult. We distinguish between two main methodologies for formal verification. The first is temporal-logic model checking. Here, we verify the correctness of a program with respect to a desired behavior by checking whether a state-transition graph that models the program satisfies a temporal-logic formula that specifies constraints on its behavior. The second methodology is implementation verification. Here, we check that an implementation is correct with respect to a specification by checking whether the behaviors of a state-transition graph that models the program's implementation correlate with the behaviors of a state-transition graph that models its specification.
The complexity of model checking is well known. For example, in the case of the temporal logics LTL and CTL, model checking can be carried out in space that is polynomial in n log m, where n is the length of the formula and m is the size of the graph modeling the program [LP85, VW94, BVW94] . Keeping in mind that the formulas are usually small, it seems that model checking is easy and tractable. It suffers, however, acutely from the so-called stateexplosion problem. In a concurrent setting, the program under consideration is typically the parallel composition of many processes, which implies that the size of the program graph is the product of the sizes of the graphs modeling the underlying processes. Accordingly, the modelchecking problem for concurrent programs can be solved in space that is polynomial in nm, where n is the length of the formula and m is the sum of the sizes of the graphs modeling the Before we turn to this question, let us review some known results for the implementation verification of sequential transition systems (for full details, see Section 2.3). We examine the complexity of the containment and the simulation problems in four different ways:
1. The joint complexity of containment and simulation. This measure considers the complexity in terms of both the implementation and the specification. The joint complexity of simulation is PTIME-complete [Mil80, BGS92] , whereas that of containment is PSPACE-complete [SVW87] . 2. The implementation complexity of containment and simulation. This measure considers the complexity in terms of the implementation, assuming the specification is fixed. Since the implementation is typically much larger than the specification, this measure is of particular interest. According to this measure, containment is easier than simulation [KV96] . 3. The joint complexity of fair containment and fair simulation. When we consider fair transition systems [MP92] , which enable the description of behaviors that satisfy both liveness and safety properties, containment and simulation are revised to consider only the fair computations of the implementation and the specification. The resulting problems, of fair containment and fair simulation [BBLS92, ASB + 94, GL94] are both PSPACE-complete [KV96] . 4. The implementation complexity of fair containment and fair simulation. Here, the advantage of the trace-based approach reappears [KV96] .
We address the question about the power of concurrency in program verification by examining the four measures when applied to concurrent transition systems. We first define containment and simulation with respect to such systems, and then consider the complexity and the implementation complexity of detecting their presence. We then turn to defining fair-containment and fair-simulation with respect to concurrent transition systems, and study their complexities too, employing unconditional, weak, and strong fairness (also known as impartiality, justice, and compassion, respectively) [LPS81, MP92] .
Before saying a little more about the results themselves, we clarify what we feel are the paper's two main contributions. First, it continues the study of implementation verification in [Mil80, BGS92, KV96] . Unlike these papers, our complexity analysis addresses the state-explosion issue explicitly, by taking the size to be that of the concurrent systems themselves and not their sequential equivalents. In addition, our work continues the study of the power of bounded cooperative concurrency undertaken in [Har89, DH94, HH94, HRV90] . the results in these papers show that cooperative concurrency exhibits inherent exponential power. The power criteria considered there are succinctness of finite automata and pushdown automata, and the effect of the succinctness gap on the difficulty of reasoning about transition systems on a propositional level. In the present paper, the power criteria is the complexity of the verification problem.
Our results strengthen the observations in [Har89, DH94, KV96] . Specifically, the question of whether the exponential nature of concurrency carries over to the verification problem is answered in the affirmative. We show that verifying concurrent transition systems is exponentially harder than verifying sequential transition systems, and thus the state-explosion problem cannot be avoided. This result is robust: It is independent of the verification approach and the fairness constraint under consideration, and remains valid when we consider implementation complexity too. In particular, we show that the fair-containment and fair-simulation problems for concurrent transition systems are EXPSPACE-complete. These results join those of [KV96] in questioning the computational superiority of tree-based verification.
One exception to the inherent exponential power of cooperative concurrency is the fairsimulation problem for strongly-fair transition systems. While the implementation complexity of the problem is PTIME-complete for sequential transition systems [KV96] , we show that it is PSPACE-complete (rather than EXPTIME-complete) for concurrent transition systems. The reason for this anomaly is the fact that translating a strongly fair concurrent system into a sequential one indeed involves an exponential blow up in the number of states, but involves no such blow up in the size of the fairness condition. Evidently, it is the size of the fairness condition that is the dominant factor when reasoning about strongly-fair transition systems. This suggests that strong fairness is the preferable fairness condition to use when specifying concurrent programs. Not only is it the most expressive condition, but it also suffers less than the others from the state-explosion problem.
Preliminaries

Fair Concurrent Transition Systems
A fair nondeterministic transition system with bounded concurrency (concurrent transition system, for short) is a tuple S = hO; S 1 ; : : :; S n i consisting of a finite set O of observable events and n components S 1 ; : : :; S n for some n 1. propositional formulas over W.
Oi is a labeling function that labels each state with a set of local observable events. The intuition is that L i (w) are the events that occur, or hold, in w.
-i is a fairness condition. We define three types of fairness conditions shortly. We require all the i 's to be of the same type, which we refer to as the type of S.
Since states are labeled with sets of elements from O, we refer to = 2 O as the alphabet of S. While each component of S has its local observable events and its own states and transitions, these transitions depend not only on the component's current state but also on the current states of the other components. Also, as we shall now see, the labels of the components are required to agree on shared observable events.
A configuration of S is a tuple c = hw 1 ; w 2 ; : : :; w n ; i 2
Thus, a configuration describes the current state of each of the components, as well as the set of observable events labeling these states. The requirement on implies that these labels are consistent, i.e., for any S i and S j , and for each o 2
For a configuration c = hw 1 ; w 2 ; : : :; w n ; i, we term hw 1 ; w 2 ; : : :; w n i the global state of c, and we term the label of c, and denote it by L(c). A configuration is initial if for all 1 i n, we have w i 2 W 0 i . We use C to denote the set of all configurations of a given system S, and C 0 to denote the set of all its initial configurations. We also use c i] to refer to S i 's state in c. Given two configurations c = hw 1 ; w 2 ; : : :; w n ; i and c 0 = hw 0 1 ; w 0 2 ; : : :; w 0 n ; 0 i, we say that c 0 is a successor of c in S, and write succ S (c; c 0 ), if for all 1 i n there is hw i ; i ; w 0 i i 2 i such that hw 1 ; w 2 ; : : :; w n i satisfies i . In other words, a successor configuration is obtained by simultaneously applying to all the components a transition that is enabled in the current configuration. Note that by requiring that successors are indeed configurations, we are saying that transitions can only lead to states satisfying the consistency criterion, to the effect that they agree on the labels for shared observable events. In addition, we consider non-fair concurrent transition systems; i.e., concurrent transition systems in which all the computations are fair. For simplicity, we denote components of non-fair concurrent transition system by quintuplet, leaving i out.
We use T (S c ) to denote the set of all traces generated by fair c-computations, and the trace set T (S) of S is then defined as S c2C0 T (S c ). In this way, each concurrent transition system S defines a subset of ! . We say that S accepts a trace if 2 T (S). Also, we say that S is empty if T (S) = ;; i.e., S has no fair computation. Note that for a non-fair concurrent transition system S, the trace set T (S) contains all traces 2 ! for which there exists a computation
The size of a concurrent transition system S is the sum of the sizes of its components.
Symbolically, jSj = jS 1 j + + jS n j. Here, for a component S i = hO i ; W i ; W 0 i ; i ; L i ; i i, we define jS i j = jO i j + jW i j + j i j + jL i j + j i j, where j i j = P hw; ;w 0 i2 i j j, jL i j = jO i j jW i j, and j i j is the sum of the cardinalities of the sets in i . Clearly, S can be stored in space O(jSj).
When S has a single component, we say that it is a sequential transition system. Note that the transition relation of a sequential transition system can be really viewed as a subset of W W, and that a configuration of a sequential transition system is simply a labeled state.
Example 1. We construct a non-fair concurrent transition system S as a binary counter; it counts up to 2 n in base 2 using n components. Given n, let S = hfbit 1 ; : : :; bit n g; S 1 ; : : :; S n i, where The trace (; fbit 1 g fbit 2 g fbit 2 ; bit 1 g fbit 3 g fbit 3 ; bit 1 g fbit n ; bit n?1 ; : : :; bit 1 g) ! is the single initial trace induced by the system S.
Note that although S has n components, its size is quadratic in n. Indeed, the size of each transition relation i is O(i). However, we can define a slightly more sophisticated version of this system that is of size O(n). Each component S i has four states, corresponding to the possible values of both the i'th bit of the counter and the i'th carry bit. The conditions in the transitions in i then refer only to the states of S i?1 , and are of a constant size.
Trace-Based and Tree-Based Implementations
The problems that formalize correct trace-based and tree-based implementations of a system are containment and simulation, respectively. Once we add fairness to the systems, the corresponding problems are fair containment and fair simulation. These problems are defined below with respect to two concurrent transition systems S = hO; S 1 ; : : :; S n i and S 0 = hO 0 ; S 0 A simulation relation H is a simulation from S to S 0 iff for every c 2 C 0 there exists c 0 2 C 0 0 such that H(c; c 0 ). If there exists a simulation from S to S 0 , we say that S simulates S 0 and we write S S 0 . Intuitively, it means that the system S 0 has more behaviors than the system S. In fact, every tree embodied in S is also embodied in S 0 . The simulation problem is, given S and S 0 , to determine whether S S 0 . Fair Simulation. Let H C C 0 be a relation over the configurations of S and S 0 . 2. For all configurations a 2 C and a 0 2 C 0 with H(a; a 0 ), we have L(a) = L(a 0 ). 3. For all configurations a 2 C and a 0 2 C 0 with H(a; a 0 ), and for every fair c-computation in S, there exists a fair c 0 -computation 0 in S 0 , such that H( ; 0 ). A fair-simulation relation H is a fair simulation from S to S 0 iff for every c 2 C 0 there exists c 0 2 C 0 0 such that H(c; c 0 ). If there exists a simulation from S to S 0 , we say that S fairly simulates S 0 and we write S S 0 . Intuitively, it means that the concurrent transition system S 0 has more fair behaviors than the concurrent transition system S. The fair-simulation problem is, given S and S 0 , to determine whether S S 0 .
We say that two concurrent transition systems S and S 0 are equivalent if they fairly simulate each other. Thus, if S S 0 and S 0 S. Note that equivalent systems agree on their trace sets.
Theorem 1. Every concurrent transition system S can be translated into an equivalent sequential transition system of the same type and of size 2 O(jSj) .
Proof (sketch): Drusinsky and Harel prove the theorem with respect to automata, where the observable events are input to the machine and where equivalence is defined as agreement on the trace set [DH94] . Yet, their proof holds also for transition systems with our definition of equivalence (mutual simulation), as follows. Consider a concurrent transition system S with n components. The state space of its equivalent sequential transition system S 0 is the Cartesian product of the state sets of the n components (this would be W 1 W 2 W n in the notation used earlier). Thus, each state of S 0 corresponds to a configuration of S. Accordingly, the transition relation of S 0 coincides with the relation succ S over the configurations of S. We now need to define the fairness condition of S 0 so that a computation of S 0 is fair iff the corresponding computation of S is fair. Let 0 be such that for all 1 i n, every set G 2 i (pair hG; Bi 2 i ) induces the set W 1
W n i, respectively) in 0 . It is easy to see that S and S 0 agree on their trace sets, that they simulate each other, and that the size of S 0 is at most exponential in that of S.
u t
In the rest of this paper we examine the traced-based and the tree-based approaches from a complexity-theoretic point of view. We consider and compare the complexity of the four problems. The different levels of abstraction in the implementation and the specification are reflected in their sizes. The implementation is typically much larger than the specification and it is its size that is the computational bottleneck. Therefore, of particular interest to us is the implementation complexity of these problems; i.e., the complexity of checking whether S S 0 and S S 0 , in terms of the size of S, assuming S 0 is fixed.
Verification of Sequential Transition Systems
We mention here some known results on the verification of sequential transition systems. It follows that, when comparing the trace-based and the tree-based approaches to verification from a complexity-theoretic point to view, there is no clear advantageous approach. While the joint complexity of simulation is lower than that of containment, it is containment that has lower implementation complexity. In addition, fair containment and fair simulation have the same joint complexity, with fair containment having lower implementation complexity for the case of unconditionally-fair and weakly-fair transition systems.
The Containment Problem
Theorem 6. The containment problem for concurrent transition systems is EXPSPACE-complete.
Proof (sketch):
Membership in EXPSPACE follows from Theorems 1 and 2.
To prove hardness, we carry out a reduction from deterministic exponential-space-bounded
Turing machines. Given a Turing machine T of exponential space complexity s(n), we denote by an alphabet for encoding T (the alphabet and the encoding are defined later). We then construct a transition system S T over the alphabet f$g, for some $ 6 2 , such that (i) the size of S T is linear in jTj and in log s(n), and (ii) ! + ( $ ! ) T (S T ) iff T does not accept the empty tape.
We assume, without loss of generality, that once T reaches a final state it loops there forever.
Typically, the transition system S T accepts all traces in ! , and accepts a trace w $ ! 2 $ ! if either (i) w is not an encoding of a prefix of a legal computation of T over the empty tape, (ii) w is an encoding of a prefix of a legal computation of T over the empty tape, but, within this prefix, the computation still has not reached a final state, or (iii) w is an encoding of a prefix of a legal, but rejecting, computation of T over the empty tape. Thus, S T rejects a trace w $ ! iff w encodes a prefix of a legal accepting computation of T over the empty tape and the computation has already reached a final state. Hence, S T accepts all traces in $ ! iff T does not accept the empty tape.
In order to check whether a given trace w encodes a computation of T, the system S T checks that each two successive configurations encoded in w are compatible with T's transition relation. For that, S T needs to relate positions in w that are s(n) + 1 far from each other. Accordingly, one component of S T , the one that performs the "compatibility check", cooperates with log s(n) other components, whose only task is to perform this count (as described in Example 1). Now, we construct S to be a concurrent transition system that generates the language ! + ( $ ! ). In fact, S can be easily taken to be a sequential transition system with j j + 1 states.
It follows that T does not accept the empty tape iff S S T .
u t
The reduction we present in the proof of Theorem 6 considers a simple implementation and an elaborated specification. We now show that the specification is indeed the dominant factor of the containment problem. Fixing it, the problem becomes significantly easier. Still, traversing the exponentially big state space of the implementation cannot be avoided.
Theorem 7. The implementation complexity of containment for concurrent transition systems is PSPACE-complete.
Proof (sketch): Membership in PSPACE follows from Theorems 1 and 2. For the lower-bound, we prove that the emptiness problem for concurrent transition systems is already PSPACE-hard. For that, we carry out a reduction from deterministic polynomial-space-bounded Turing machines.
We show that given a Turing machine T of polynomial space complexity s(n), it is possible to build, using a logarithmic amount of space, a concurrent transition system S T of size O(s(n)) such that S T is empty if and only if T does not accept the empty tape.
Let T = h?; Q; 7 !; q 0 ; F rej i, where ? is the alphabet, Q is the set of states, and 7 !: (Q ?) ! (Q ? fL; Rg) is the transition function. We write (q; a) 7 ! (q 0 ; b; ) for 7 ! (q; a) = (q 0 ; b; ), with the meaning that when in state q and reading a in the current tape cell, T moves to state q 0 , writes b in the current tape cell and moves its head one cell to the left or right, depending on . Finally, q 0 is T's initial state, and F rej Q is the set of final rejecting states. The system S T has s(n) components, one for each tape cell that is used. For all 1 i s(n), the component q and its head is at the i'th cell, whose contents is a. A state of the form (a; i) indicates that the contents of the i'th cell is a but the head is not at that cell. Since T is deterministic, the system S T proceeds in a deterministic fashion, which corresponds to the single computation of T on the empty tape. To see this, observe that each reachable configuration of S T has exactly one component S i which is in a state in Q ? fig. Thus, each reachable configuration of S T corresponds to a configuration of T. Also, a transition in S T from configuration c to c 0 corresponds to the single possible transition of T from its configuration corresponding to c to the one corresponding to c 0 . Since states in F rej ? fig are not reachable in W i , the system S T has no corresponding move whenever T moves to a final rejecting state. So, if T rejects the empty tape, then S T is empty. In addition, if T accepts the empty tape, then, as T loops in its final state, S T accepts the trace ; ! . Hence, T rejects the empty tape iff S T is empty.
u t
In view of the known PSPACE lower bound for emptiness in communicating finite state machines [Koz77] , our PSPACE lower bound here is not surprising. Note, however, that the bound in [Koz77] does not directly imply our bound here, since concurrent transition systems generate infinite traces.
The Simulation Problem
Establishing simulation involves only local checks. One could hope that locality circumvents the state-explosion problem. We show here that while locality neutralizes the dominance of the specification, an exponential blow-up in the implementation cannot be avoided. Moreover, the branching nature of simulation can be used to encode alternation, making the implementation complexity of simulation higher than that of containment.
Theorem 8. The simulation problem for concurrent transition systems is EXPTIME-complete.
Proof (sketch):
Membership in EXPTIME follows from Theorems 1 and 3. To prove hardness in EXPTIME, we carry out a reduction from alternating linear-space-bounded Turing machines, proved to be EXPTIME-hard in [CKS81] . Similarly to the construction in the proof of Theorem 7, we show that there exists a fixed concurrent transition system S 0 , such that, given an alternating Turing machine T of space complexity s(n), it is possible to build, using a logarithmic amount of space, a concurrent transition system S T of size O(s(n)) such that S S 0 if and only if T accepts the empty tape.
Consider an alternating Turing machine T = h?; Q u ; Q e ; 7 !; q 0 ; F acc ; F rej i, where the four sets of states, Q u ; Q e ; F acc , and F rej are disjoint, and contain the universal, the existential, the accepting, and the rejecting states, respectively. We denote their union (the set of all states) by Q. Our model of alternation prescribes that 7 ! Q ? Q ? fL; R; Hg has a binary branching degree, is universal in its even-numbered steps, and is existential in its odd-numbered ones (H means that the head of T stays on the same cell). In particular, q 0 2 Q e . When a universal or existential state of T branches into two states, we distinguish between the left and the right branches. Accordingly, we use (q; a) 7 ! h(q l ; b l ; l ); (q r ; b r ; r )i to indicate that when T is in state q 2 Q u Q e reading input symbol a, it branches to the left with (q l ; b l ; l ) and to the right with (q r ; b r ; r ). (Note that the directions left and right here have nothing to do with the movement direction of the head; these are determined by l and r .) We term q l the .-child of q, and q r its &-child. Finally, we assume that once T reaches a final state, it loops there forever in a deterministic fashion. Accordingly, we use (q; a) 7 ! (q; a; H) to indicate that when T is in state q 2 F acc F rej reading symbol a, it stays in the same configuration.
The possible computations of T on w induce an AND-OR graph, whose nodes are T 's configurations. We say that a node corresponds to state q if T's state in the node's configuration is q. With each node in the graph we associate an acceptance value in f0; 1g as follows. Nodes that correspond to states in F acc (respectively, F rej ) have acceptance value 1 (respectively, 0).
The acceptance value of an AND-node (which corresponds to a universal state) is the minimum of the acceptance values of its two children, and that of an OR-node (which corresponds to an existential state) is the maximum of the acceptance values of its children.
We now construct the fixed transition system S 0 . The intention is for S 0 to embody all possible AND-OR graphs that may be induced by accepting computations of all alternating Turing machines (using the model of alternation just described). The system S 0 has a single component (thus, it is really a sequential transition system), whose 20 states "model" states of such machines as follows: Eight states model the Turing machine's universal states. Each of these states matches an entry in the truth table of the operator AND, adorned with a direction, either . or &, and a flag^that indicates that this is a universal state. Thus, the universal internal states of S 0 are h^000 .i, h^010 .i, h^100 .i, h^111 .i, h^000 &i, h^010 &i, h^100 &i, and h^111 &i. Eight states model the Turing machine's existential states. These match the entries of the truth table of OR, adorned with a direction and a flag _. Thus, the existential internal states of S 0 are h_000 .i, h_011 .i, h_101 .i, h_111 .i, h_000 &i, h_011 &i, h_101 &i, and h_111 &i. Finally, four states model the Turing machine's final states. Each of these is a Boolean value, adorned with a direction. Thus, the final states of S 0 are h0 .i, h1 .i, h0 &i, and h1 &i.
The intuition is that an internal state h ; l; r; val; di corresponds to a state of the Turing machine with the following properties: Its left child has acceptance value l, it right child has acceptance value r, its own acceptance value is, therefore, val, and it can be only a d The set of observable events of S 0 is f.; &; 0; 1g. We label an internal state by . or & according to its direction element. For example, the node h^100 .i is labeled f.g. We label a final state by its value and direction. For example, the node h1 &i is labeled f1; &g. We define the initial states of S 0 to be the internal existential states with val = 1. This completes the definition of S 0 . Clearly, it's size is fixed.
Given a particular alternating Turing machine T, we now define the system S T such that S T S 0 iff T accepts the empty tape. In general, the construction of S T is similar to that in the proof of Theorem 7. The main difference is that while T there was deterministic, T here is alternating, and it branches in each of its transitions. Therefore, moving from configuration to configuration we must take extra care to ensure that either all components move according to the left branch, or all components move according to the right branch.
Let T = h?; Q u ; Q e ; 7 !; q 0 ; F acc ; F rej i be an s(n)-space-bounded alternating Turing machine as described above. The concurrent transition system S T has s(n) components, one for each tape cell. For each 1 i s(n), the component S i is defined as follows: state; it indicates that T is in state q, the head is at cell i, whose content is a, and q was reached by taking a d branch. A state of the form (a; d; i) is called a content state; it indicates that the content of cell i is a, the head is not at cell i, and if the previous state of S i was a head-content state then the current state has become a content state as a result of a taking a d branch. For both types of states, we call d the direction element. The direction element of a content state is determined once there is a transition from some head-content state to it. The direction element is guaranteed to maintain the directionality of the branch taken in this transition only for the next configuration. Later, this direction element may be changed. S T 's transitions are induced by the transitions of T as follows (in the following description we ignore the borderline cases of i = 1 or i = s(n), which are essentially the same but require a little more attention).
-Each transition (q; a) 7 ! h(q l ; b l ; l ); (q r ; b r ; r )i of T induces the following transitions in i :
1. Unconditional transitions that correspond to the head moving from cell i to cell i+1 or i?1. -In addition, we have transitions that correspond to "passive" cells; that is, cells to which or from which the head does not move. We allow these cells to change their direction elements, so they can adjust themselves to the new configurations. This includes transitions from each state The set of initial states of S i is a singleton that corresponds to the initial content of cell i with (the arbitrarily chosen) direction element .. Thus, this set will be f(q 0 ; ; .; 1)g for i = 1, and f( ; .; i)g for 1 < i s(n).
The labeling function L i is defined as follows:
We claim that the unwinding of the system S T corresponds to the AND-OR graph induced by the possible computations of T on the empty tape and thus, T accepts the empty tape iff S T S 0 . To see this, observe that each reachable configuration of S T has exactly one component S i in a head-content state. All other components are in content states. It is true that often two components can move into head-content states, but then, by the definition of i , they will have different direction elements, which implies, by the definition of L i , that there will be disagreement on the labeling of . and &. Thus, each reachable configuration of S T corresponds to a legal configuration of T. Also, each configuration of S T either corresponds to a universal or existential state of T (in which case it has exactly two possible successors, one for each possible branch) or corresponds to a final state of T (in which case it has one possible successor and is labeled by either 0 or 1). u t Theorem 9. The implementation complexity of simulation for concurrent transition systems is EXPTIME-complete.
Proof: Membership in EXPTIME follows from Theorem 8. Since the transition system S 0 used there is fixed, the proof of Theorems 8 provides an EXPTIME lower bound also for the implementation complexity of the simulation problem.
The Fair-Containment and the Fair-Simulation Problems
So far, we saw that when we consider non-fair transition systems, verification of concurrent transition systems is exponentially harder than verification of sequential transition systems. We now turn to consider fair transition systems.
Theorem 10. The fair-containment problem for concurrent transition systems is EXPSPACEcomplete.
Proof: Membership in EXPSPACE follows from Theorems 1 and 4. Hardness in EXPSPACE follows from Theorem 6.
u t
Theorem 10 shows that, as in the case of sequential transition systems, the trace-based approach to verification extends to fair systems at no cost. Indeed, the complexities of containment and fair containment coincide. An exception to this phenomenon are strongly fair transition systems. By Theorem 4, the implementation complexity of fair containment for strongly-fair systems is higher than the implementation complexity of containment. We now show that stronglyfair transition systems are exceptional also in their concurrent behavior: The implementation complexity of fair containment for concurrent strongly-fair systems is not exponentially harder than that of sequential strongly-fair systems.
Theorem 11. The implementation complexity of the fair-containment problem for concurrent transition systems is PSPACE-complete.
Proof (sketch):
Hardness in PSPACE follows from Theorem 7. For unconditionally-fair and weakly-fair concurrent transition systems, membership in PSPACE follows from Theorems 1 and 4. For strongly-fair systems, a straightforward application of Theorems 1 and 4 results in an algorithm with exponential running time and space. To get the PSPACE bound, we suggest the following algorithm. Let S and S 0 be strongly fair concurrent transition systems, and let D be a strongly-fair sequential transition system equivalent to S. For each component S i of S, let k i and m i denote the number of states and the number of pairs in the fairness condition of S i , respectively. Assume that S has n components. Then, following the construction described in the proof of Theorem 1, the system D has k = k 1 k 2 k n states and m = m 1 + m 2 m k pairs in its fairness condition. By [KV96] , we can translate D to an unconditionally-fair sequential transition system U with k 2 O(m) states. Thus, the size of U is exponential in the size of S. We can also translate S 0 to an unconditionally-fair sequential transition system U 0 (this also involves an exponential blow up, which, as S 0 is fixed, is irrelevant to our proof). By Theorem 7, checking the containment of U in U 0 can be done nondeterministically in space logarithmic in U, thus polynomial in S, and we are done. 
Membership in EXPSPACE follows from Theorems 5 and 1. To prove hardness in EXPSPACE we do a reduction from exponential-space-bounded Turing machines. Our reduction is similar to the reduction described in [KV96] for proving a lower bound to the fair-simulation problem for sequential transition systems. The only change is that while there the Turing machines are polynomial-space bounded, yielding a PSPACE lower bound, here the machines are exponential-space bounded, yielding an EXPSPACE lower bound. Using bounded concurrency, we can handle the exponential size of the tape by n components that count to 2 n .
The details of the reduction are given in the full paper. u t Theorem 13. The implementation complexity of the fair-simulation problem for concurrent transition systems is EXPTIME-complete.
Proof: Membership in EXPTIME follows from Theorems 5 and 1. Hardness in EXPTIME follows from Theorem 9.
u t 6 Discussion
Our results are illustrated by the cube figures below, in the style of [Har89, DH94] . All the complexities denote tight bounds. We use J to denote joint complexity (and its omission to denote implementation complexity), F to denote fair transition systems (and its omission to denote non-fair ones), and C to denote concurrent transition systems (and its omission to denote sequential ones). A bold arrow represents an exponential gap between the complexity classes, a dashed arrow represents a transition from a certain space-complexity class to the same timecomplexity class, and a dotted line represents a transition from a certain time-complexity class to the space-complexity class it subsumes. F (unconditional This paper considered the upper planes of the boxes. The vertical bold arrows illustrate the state-explosion problem, which is unavoidable. The protruding vertex on the lower level of the containment cube illustrates the anomaly of the strong fairness condition.
How robust are our results? Examining our lower-bound proofs, one can observe that they employ only a very humble kind of cooperation between the components. Indeed, in all the reductions, the conditions used in the transitions of a certain component S i refer only to states of the components S i?1 and S i+1 . This suggests that a very weak, and local, model of concurrency is sufficient in order to cause the state-explosion problem. In particular, our results hold for the concurrency models presented in CSP and CCS.
