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Let F + (G),” [F + (G):] mean that for every r-coloring of the vertices [edges] of 
graph F there is a monochromatic copy of G in F. A rational d is said to be crucial 
for property d if for some constants c and C the probability that the binomial 
random graph K(n, p) has d tends to 0 when npd < c and tends to 1 while npd > C, 
p = p(n), n + co. Let IGI and e(G) stand for the number of the vertices and edges 
of a graph G, respectively. We prove that max,,,(e(H)/IHI - 1) is crucial for 
lu(n, P) -+ (GL whereas 2 is crucial for K(n, p) -P (K,);. The existence of sparse 
Ramsey graphs is also deduced. 0 1992 Academic Press, 1nc. 
1. INTRODUCTION 
By the pigeon-hole principle, for every 2-coloring of live elements there 
are at least three of them colored the same. In the arrow notation this 
statement acquires the form K5 + (K3)i. (One writes F --+ (G): if for every 
r-coloring of the vertices of graph J’ there is a subgraph of F isomorphic to 
G whose all vertices are colored the same.) It was Folkman [F70] who 
first constructed a graph F not containing K4 but satisfying I; + (K3);. In 
this paper we assert that for N = LCn4j3 J, where C is a large constant and 
n -+ co, a positive fraction of graphs on vertex set [n] = (1, . . . . n> and with 
N edges (called here (n, N)-graphs) possess both of the above properties. It 
follows from our theorem below and from the result of Schiirger [Sch79] 
* Both, the first and the last version of this paper were written when the second author was 
visiting Fakultat fiir Mathematik, Universitat Bielefeld, in 1986 and 1990. 
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saying that for N = Lcn2- 2/m _I, which is the threshold for existence of K,, , 
[ER60], a positive fraction of (n, N)-graphs do not contain a copy of 
K M + 1. Let, for a graph G with at least one edge, IG[ and e(G) stand for 
the number of vertices and edges of G, respectively, d*(G) = e( G)/( 1 GI - 1) 
and m*(G) =maxH,G,e(H)>O d*(H). Moreover, call a graph G nontrivial if 
it contains P,, a path on three vertices. 
THEOREM 1. For every integer r, r > 1, and every graph G with at least 
one edge (nontrivial when r = 2) there exist constants c and C such that, as 
n-+W, 
(1) for almost all (n, N)-graphs F,,,,, N= LCn2- l/m*(G)J, 
F n,N -b tG)F; 
(2) for almost all (n, N)-graphs F,,N, N = Lcn2- 1/m*(G) J, 
Fn,N f, tG)r* 
Thus if we were told to find a K,-free graph F satisfying F + (K3)i, we 
could simply keep drawing at random (n, N)-graphs, N = LCn4j3 J, n large, 
and after some finite amount of time we would be done. 
It is not the case when one colors the edges instead of vertices. The first 
theorem of Ramsey theory says that every 2-coloring of the edges of K6 
produces a monochromatic triangle, i.e., K6 + ( K3);. Again, Folkman 
[F70] was the first who found a K,-free graph F with the property 
F + (K3)i, but this time the construction was much more sophisticated. 
Our second result confirms that such graphs are really rare. 
THEOREM 2. There exist constants c and C such that, as n -+ 00, 
(1) for almost all (n, N)-graphs Fn,N, N = LCn312 J, F,,N + (K3);; 
(2) for almost all (n, N)-graphs F,,N, N= Lcn312J F,,N +(K3);. 
Hence, for any sequence N = N(n), almost no (n, N)-graphs F,, N enjoy 
simultaneously the properties of being K,-free and F,,N -+ ( K3);. 
Both of the above theorems can be reformulated in a random graph set- 
ting. Indeed, for N = N(n), “almost all (n, N)-graphs satisfy property ~2” is 
the same as to say that with probability tending to 1 as n + co the random 
graph K(n, N), chosen uniformly from the family of all (n, N)-graphs, 
satisfies property ~2. However, we feel more comfortable with the binomial 
model of a random graph. A random graph K(n, p) is a graph on vertex 
set [n] in which each pair of vertices is joined by an edge independently, 
with probability p. For monotone properties, such as Ramsey properties we 
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deal with, the models K(n, p) and K(n, N) are asymptotically equivalent 
provided N = (‘;) p (see [Bo85, Sect. 11.11). Therefore, we shall state and 
prove our results in the model K(n, p). 
A rational d is said to be crucial for property J$ if there exist constants 
c and C such 
lim Prob (K(n, p) has &) = 
0 if np”<c 
n-+cc 
1 
if np”> C, 
where p = p(n). 
THEOREM 1’. For every integer r > 1 and every graph G with at least one 
edge (nontrivial when r = 2), m*(G) is crucial for the property K(n, p) + 
w. 
As far as the edge-coloring is concerned we are only able to settle the 
simplest case. 
THEOREM 2’. 2 is crucial for the property K(n, p) + (K3);. 
The “upper half” of Theorem 2’ was proved earlier, in a slightly weaker 
form, by Frank1 and Rod1 in [FR86]. We include their proof here for com- 
pleteness. The same part of Theorem 2’ was proved independently from us, 
but presumably also using the method of Frank1 and Rodl, by Erdos, Sos, 
and Spencer [personal communication]. 
Finally let us point out some deterministic consequences (of the proofs) 
of both of the above theorems: the existence of locally sparse Ramsey 
graphs. 
COROLLARY 1. For all graphs G and all positive integers r and k there 
exists a graph F such that F + (G),” and for each subgraph H of F with 
1 < IHI <k, the inequality d*(H) <m*(G) holds. 
COROLLARY 2. For every positive integer k there exists a graph F such 
that F + (K3); and for each subgraph H of F with I< 1 HI < k, the inequality 
e(H) < 2 1 HI - 3 holds. 
Throughout the paper, for a graph G, p(G) will denote the expected 
number of copies of G one can find in K(n, p). Moreover, the ratio d(G) = 
e(G)/IGI will be called the density of G. We also set m(G) = max,, G d(H). 
In many instances we shall rely on the simple fact that if npd = O( 1) and 
d(G) > d then p(G) = O(niG$e(G)) = o( 1) and therefore, by Markov’s 
inequality, with probability tending to 1 as n + cc, there is no copy of G 
in K(n, p). We shall call such graphs G excluded from K(n, p). The graphs 
which are not excluded will be referred to as possible. 
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Remark. In the course of proving Theorem 1’ we establish a lemma 
which puts a lower bound on the global density of a Ramsey graph. It says 
that for every positive integer r > 1 and all graphs G and F, the fact that 
F-+ (G): implies that m(F)2 (r/2) max,,. 6(H), where 6(H) is the 
minimum vertex degree in the graph H. With respect to complete graphs 
G = K,,,, we have (r/2) maxHE K, 6(H) = (m - 1) r/2, and this is the density 
of&4,,+1. Hence, we arrive at the following corollary. 
COROLLARY 3. For all integers Y 2 2 and m 2 2 
inf{m(F): F+ (KM);} = d(&,- ljr+ 1) = 
(m-1)r 
2 . 
This suggests that we define 
m,.,(G, r) = inf(m(F): F-+ (G):} 
as a measure of how small the global density of a Ramsey graph with 
respect to G and r may be. Thus, Corollary 3 asserts that the global density 
with respect to complete graphs cannot be smaller than the trivial upper 
bound coming from the ordinary pigeon-hole principle. In view of 
Corollary 1, which deals with the local density, this may sound a bit 
surprising. Apparently, the global Ramsey density has never been studied 
before, although we find a similar spirit in the recent paper [AH891 and 
in some papers cited there. 
Problem. For a given graph G and positive integer r, determine 
m,AG 4. 
In particular, what is m,,(P,, 2), which is the simplest unknown case? 
We just know that 4/3 < mCr(P3, 2) < 7/5. 
2. PROOF OF THEOREM 1’ 
I . Let no”‘* be bounded from below by some large constant C. If 
there is an r-coloring of the set [n] which does not create a 
monochromatic copy of G in K(n, p) then there must be a m/r]-element 
subset of [n] which induces a G-free subgraph in K(n, p). We shall show 
that such an event is unlikely to happen. Our argument is based on the 
following result. 
THEOREM [JtR90]. Let H be a subgraph of G such that e(H) > 0 and 
for all subgraphs H’ of G with e( H’) > 0 we have p(H) = O(p( H’)). Then, 
for some constant c(G) > 0 and all n, 
Prob( K(n, p) 5 G) < exp( - c(G) p(H)). 
RAMSEY PROPERTIES OF RANDOM GRAPHS 59 
In our case, for each subgraph H of G with e(H) > 0, 
p(H) w #‘lpe(H) = n(npd*(H))lHI - 1 2 n(npm*V-3)If4 - 1 >&HI - 1 . 
Thus 
Prob(K(n, p) f,(G):) < Prob(3A c [n], IAl t n/r: K(A, p) ~5 G) 
< 2” Prob(K( [n/r], p) 5 G) < 2% - C1n = O( 1 ), 
where K(A, p) is the binomial random graph with vertex set A and C1 
is a constant which depends on G, r, and C, and grows unboundedly 
with C. 1 
Proof of Corollary 1. We shall use the deletion method. Let Z be the 
family of all (pairwise nonisomorphic) graphs H with 1 < 1 HJ < k and 
d*(H) > m*(G). If npm*(‘) = C then, for each HE ST’, p(H) = o(n). Set S for 
the set of vertices of K(n, p) which belong to subgraphs isomorphic to 
some graph from 3’. Then, P, = Prob() S[ > n/2) = o( 1) and 
ProW CK(n, P) - Sl ++ (G):) 
<PO + Prob(3A c [n], IAl 2 n/2r: K(A, p) 5 G) = o(1) 
by use of Theorem [JtR90]. Thus almost all graphs F’ in the space 
K(n, p) are such that F= [F’- S] -+ (G),“. 1 
II. Let q?*(c) be bounded from above by some small constant c. In 
case when G is a forest we utilize the well known fact (see [BOSS]) that, 
for c < 1, with probability tending to 1 as n -+ co, K(n, c/n) consists of 
isolated trees and unicyclic components only. Thus, setting G’ = K2 if r > 2 
and G’ = P, if r = 2, K(n, c/n) ++ (G’):. 
From now on we assume that G contains a cycle, i.e., m*(G) > 1, and 
substitute m* = m*(G) for convenience. Without loss of generality we shall 
assume that d*(H) < d*(G) for any proper subgraph H of G. This is 
because we can always switch from G to its smallest subgraph satisfying 
d*(H) = m*. 
A cluster in K(n, p) is a maximal in respect to containment subgraph of 
K(n, p) which is a union of copies of G, say L = uf= 1 Gi, such that 
V’f21#I~ [l] SliEI,j#I:e(GinGj)>O. (*I 
The number I is called the size of L. We assume that there are no more 
than I copies of G in L. For instance, a cluster of size 1 is just a single copy 
of G such that no other copy of G shares an edge with it. Note that 
two copies of G intersecting on a single vertex do not form a cluster by 
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themselves, but, of course, they may be embedded into a richer structure 
and therefore belong to the same cluster of size bigger than 2. A pair of 
clusters of size one intersecting on precisely two (nonadjacent) vertices will 
be called twins. 
FACT 1. With probability tending to 1 as n + co, no cluster in K(n, p) 
has more than e(G) (GI vertices and every two clusters except twins have at 
most one vertex in common. 
Proof: We shall show that any possible cluster, i.e., that of density not 
exceeding m * has at most e(G) IGI vertices and that any union of two 
clusters intersecting on at least two vertices (with the exception of twins) 
is excluded, i.e., has density greater than m*. One can renumber the copies 
of G which form a cluster L, SO that for each i = 1, . . . . L, Li = uj=, Gj 
satisfies (*). We say that there is a jump at i if there is a vertex in Gi+ i not 
belonging to Li. We shall show that there are at most e(G) jumps in a 
cluster of density at most m *. Since it is more convenient to work with 
differences rather than ratios, we introduce the deficit function f(H) = 
m* IHI -e(H). Then f(G) = m* and, by the modularity of f, f( Li+ 1) = 
f(Li) +f(Gi+ i)-f(Hi), where Hi = Li n Gi+ i. But, if there is a jump at i, 
then, since Hi is a proper subgraph of G, e( Hi) < (I Hi) - 1) m*, and SO 
e(Hi)6 (IHi - l) m*-(JGI-1)-l. Thus, at each jump, f(Hi)Zm*+ 
(ICI-l)-’ h’ h w  ic means that f( Li) decreases by at least (IGI - 1 )- ‘, and 
after at most e(G) jumps it becomes nonpositive, i.e., the density of Li 
becomes at least m *. To prove the second statement, observe that if two 
clusters L1 and L2 intersect on t 3 2 vertices and at least one of them, say 
L1, has size bigger than one then f(L,) <m* and so f(L, u L2) < 
2m* -f(KF)= (2- t) m* ~0. If both have size one and t >2 then also 
fb%-JL,)<O~ I 
From now on we shall consider twins as single clusters of size 2. Let 
H(G) be the hypergraph with vertex set [n] whose edges are the vertex sets 
of all clusters in K(n, p). We call the edges corresponding to clusters of size 
one pure and the others complex. Due to Fact 1, in what follows, we may 
restrict our attention to hypergraphs whose edges intersect on at most one 
vertex. Therefore the notion of a cycle in a hypergraph is not ambiguous. 
FACT 2. With probability tending to 1 as n + 00, the complex edges of 
H(G) belong to the tree-like components of H(G), i.e., to components not 
containing hypercycles. 
Proof. Let &’ be the event that there is a hypercycle in H(G) containing 
a complex edge. Below we estimate Prob(&). Let 9Y be the family of all 
unlabelled graphs U, I UI < e(G) I G(, which are unions of copies of G and 
RAMSEY PROPERTIES OF RANDOM GRAPHS 61 
satisfy (*). For each U E @ set 9’” for the family of all labelled copies of U 
on vertex set [ 1 Ul] and let 9 = u IIEQ 9”. Let &(L1, . . . . Lk), where 
Li E 9, be the event that H(G) contains a cycle of length k whose edges 
are clusters of K(n, p) which are ordered copies of L,, . . . . Lk, in this 
cyclical order. Set Zi= lLi[ and. ei = e(Fi) and note that the number of 
vertices in such a cycle is I= Cf= 1 (li - 1). From the proof of Fact 1 
we have ei/( Zi - 1) 2 m* with equality only if Li is pure. Setting 
s=min{e.-m*((UI - 1): UE%, Uiscomplex), we roughly estimate the 
probability of &‘(L,, . . . . Lk) by 
Prob(&(L,, . . . . Lk))<d fi pe’= fi nkl e, p 
i= 1 i=l 
6 p” jj (np”*)‘l- l 6 p&d < pEck 
i=l 
as k< I and c< 1. Say, 191 =s. Then 
Prob(&) d c skpEck = p” c (s~)~ = o( 1) 
k k 
provided c < l/s. Let &3 be the event that there is a path in H(G) with at 
least one complex edge, attached to a cycle whose all hyperedges are pure. 
Similar calculations show that Prob(&?) = o( 1) which completes the proof 
of Fact 2. 1 
FACT 3. With probability tending to 1 as n + co, every component of 
H(G) contains at most one cycle. 
ProojI In view of Fact 2, we may restrict ourselves to hypergraphs 
whose components containing at least one cycle are formed exclusively of 
pure edges. We must exclude two events: &i--there are two hypercycles 
joined by a hyperpath, and &&there are two hypercycles sharing a hyper- 
path. If two hypercycles, of length k and Z, are joined by a hyperpath of 
length t 2 0 then there are altogether (k + I + t)( IGl - 1) vertices and 
(k + I + t) e(G) edges of K(n, p) involved. Thus, 
k I t 
where c1 = clGt - ’ and c1 C, < 1. The proof of the fact that Prob(&*) = o( 1) 
follows in the same way. 1 
In view of the above facts one can color the vertices of K(n, p) avoiding 
monochromatic copies of G if each cluster alone can be properly colored. 
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(Actually even a weaker structure of the hypergraph allows it. We only 
need know that each hypercycle contains at least one pure edge. Then we 
can color the vertives inductively beginning with those on the cycles and 
completing the coloring of each cycle at a pure edge.) We know that only 
clusters with density not exceeding m* are possible. Since maxHc G 6(H) > 
m*(G) for nonforest G, the proof of Theorem 1’ is completed by the 
following lemma. 
LEMMA 1. Let Y be a positive integer and let G and F be graphs satisfying 
m(F) < (r/2) max,,, 6(H). Then F f+ (G):. 
Proof Let H G G maximize 6(H). We shall show by induction on ]F;‘l 
that m(F) < (r/2) 6(H) implies F + (H):. The statement is trivial for 1 FI < 
r( 1 HI - 1). The inductive step carries on easily if there is a vertex v in F 
which belongs to at most r - 1 copies of H or such that among every r 
copies of H containing v there are at least 2 copies which also have another 
vertex in common. That vertex prevents v from being forced by a coloring 
of F- v to complete a monochromatic copy of H. Is there any other case 
left? No, because if every vertex of F is contained in at least r copies of H 
which are otherwise disjoint then its degree in F is at least r@H) and so 
d(F) x”ddegdV)>$H) = 
2IFI ‘2 ’ 
a contradiction- 
Remark. The assumption of Lemma 1 can be weakened to m(F) < (r/2) 
max,, G 6(H) if there is a nonregular H which maximizes 6(H), since then 
for at least one vertex v deg,(v) > r6(H). For instance, this is the case when 
G is a nontrivial forest. For trivial G the lemma also follows from the well 
known bound X(F) < maxK,, 6(K) + 1, where x(F) is the chromatic num- 
ber of F. Indeed, then H = K2 and m(F) < r/2 implies maxK, F S(K) < r - 1. 
But, clearly, x(F) < r is equivalent to F + (K2)r. 
3. PROOF OF THEOREM 2’ 
Throughout this section we shall be using the phrase almost sureZy 
abbreviated to a.s. instead of saying that a property holds with probability 
tending to 1 as n + 00. 
I. Assume that np2<c<ee2. Call a graph G extendable if every 
2-coloring of its edges without any monochromatic triangle can be 
extended to G + v so that no triangle containing v becomes 
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monochromatic. (Here G + v denotes the graph obtained by joining a new 
vertex v to all vertices of G.) For instance, every unicyclic graph is 
extendable. Below we describe a procedure that a.s. 2-colors the edges of 
K(n, p) and does not create any monochromatic triangle. 
Let us start from labelling the edges of K(n, p). We shall do it recursively, 
in each step labelling either a single edge or a group of edges with the 
smallest yet unused natural number. Assume that we have completed the ith 
step and let Ei be the set of all already labelled edges (with labels 1, . . . . i) 
and let Gi = K(n, p) - Ei. Assign label i + 1 to the lexicographically first 
edge of Gi which belongs to at most one triangle of Gi. If no such an edge 
exists, let v be a vertex such that the graph NG,(v) induced in Gi by the set 
of all neighbours of v in this graph contains an extendable connected com- 
ponent. Then label with i+ 1 all edges of Gi joining v to that component. 
Proceed with the labelling as long as possible. 
We shall show that a.s. the above procedure assigns labels to nearly all 
edges of K(n, p). 
FACT 4. As. the edges of K(n, p) which remain unlabelled form vertex 
disjoint copies of K, . 
Due to the way the labels have been assigned, Fact 4 implies that we can 
2-color all edges of K(n, p), beginning with the unlabelled K,‘s and next 
following the reverse order of the labels, without creating a monochromatic 
triangle. 
Proof of Fact 4. Suppose that the labelling procedure has become stuck 
at Gi. Set Ni (v) = N,,(v) for convenience. Since every edge of Gi belongs to 
at least two triangles, the minimum degree of graph Ni is at least two for 
each v E Gi (we may assume that Gi has no isolated vertices as we can 
delete them without consequences). Also, for each v E Gi, no component of 
Ni(v) contains at most one cycle as such graphs are extendable. On the 
other hand, graphs Ni(v) cannot be too dense. Indeed, 
ProbW, A =NKcn,&) : W&4, PM 2 IAl + 3) 
<epC(e2c)k+1k32-k+3=o(l). 
k 
(**I 
Hence, as. all graphs Ni( V) have one or two edges more than vertices. We 
shall refer to them as of type 1 or 2, respectively. A neighborhood of type 2 
with four vertices is just K4 and together with v forms a KS. If a 
neighborhood Ni(v) is of type 2 and has more than four vertices then there 
582b/56/1-5 
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is u E Ni(u) of degree precisely two in Ni( u). But the probability of existence 
of such a configuration in K(n, p) can be bounded from above by 
where k and I stand for the numbers of neighbors of u and u, n4 is a bound 
for the choices of V, u, and their two common neighbors x and y, say, and 
the sum in braces reflects the fact that Ni(U) may be of type 1 or 2. The 
exponent of p corresponds to the “worst” case when Ni(U) is of type 1 and 
x and y are joined by an edge. Indeed, then there are k edges going from 
V, k + 2 edges in Ni(U), 1 edges from u and I + 1 edges in Ni(U), but the 
edges which form the K4 on {u, u, x, y > are counted twice. By similar 
calculations one can show that no neighborhood of type 1 contains a ver- 
tex of degree precisely two unless its two neighbors are joined by an edge. 
Thus, recalling that every neighborhood in G, has minimum degree at least 
2, the only neighborhoods of type 1 in Gi can be those presented in Fig. 1. 
As an easy exercise, one can check that IV, is extendable and therefore 
cannot be a neighborhood in Gi. We shall exclude IV2 and W, as well by 
showing that their existence causes the existence of excluded subgraphs in 
K(n, p). Let us recall that a graph is excluded from K(n, p) if its density is 
greater than 2. 
Case 1. Ni(u)= W2. 
If Ni(x) = K4 then we immediately obtain a subgraph of density 15/7. If 
Ni(x) = IV3 then there are essentially two different possibilities illustrated 
by Figs. 2(a) and 2(b). 
e kb-4 
w w2 w3 
FIGURE 1 
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(4 (b) 
FIGURE 2 
In Fig. 2(a), Ni(a) must be IV3 which forces the edge (b, z} and 
produces a graph of density 19/9. In Fig. 2(b), Ni(b) can be either IV2 or 
W3, each time leading to an excluded subgraph. Finally, if Ni(x) = IV*, the 
only possibility is that presented in Fig. 3, since every vertex of Gi has in 
Gi degree smaller than 7. 
As Ni(U) and Ni(b) are isomorphic, we know from our previous 
considerations that Ni(U) = IV2 is the only option left. This, one more time, 
yields an excluded subgraph. 
Case 2. Ni(V)= W3. 
Both, Ni(x) and Ni(y) are also W3, which leads to the structure in 
Fig. 4. 
Considering Ni(u) we end up with an excluded subgraph again. Thus, 
a.s. there are no neighborhoods of type 1 at all, and the only one of type 2 
is &. To complete the proof of Fact 4, note that a.s. no two copies of KS 
share a vertex. The reason is that any union of intersecting copies of K5 has 
density greater than 2. 1 
V b 
FIGURE 3 
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FIGURE 4 
II. Now we assume that lo4 < np* = 0( 1). Let T be the number of 
triangles in K(n, p). Clearly, the expectation of T equals p(&) = (;) p3. We 
shall show that a.s. every 2-coloring of the edges of K(n, p) produces at 
least (l/20) p(K3) monochromatic triangles. Our method of counting uses 
the ideas from [Go59, FR86] and involves the degrees d, as well as the 
densities of subgraphs of the neighborhoods A&,,, Ju) = N(u) of vertices U. 
First we observe that all these quantities are sharply concentrated around 
their expectations 
LEMMA 2. Almost surely 
(1) IT- (I;) P31 <n*p*, 
(2) For all v = 1, . . . . . n, (d, - npl < rip/log n, 
(3) For all v = 1, . . . . n and all A c N(u), 
I4 
e(K(A, p)) - 2 p < .02n2p3. (>I 
Note the contrast between (3) and (**) above (both statements are valid 
for p of the same order of magnitude, only the constants differ). 
Proof: Statement (1) follows from Chebyshev’s inequality and (2) by 
applying the following exponential bound on the tails of binomial distribu- 
tion Bi(n, p) which can be derived, for instance, from [Ho63]: for all 
0~~x1 andO<&< 
ProWW,p)-npl >Enp)<2exp(--~*(l--~)nq/2), (w*) 
where q = min(&, 2/3) and q = min(p, 1 - p). 
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To prove (3) note that by (2) 
Prob 3u, A c N(v): e(K(A, p)) - 
where B is a random variable with distribution Bi(( z), p). 
Set E = .02n2p3/[( ;) p] and observe that E > .03, since a <k 6 
np( 1 + o( 1)). To complete the proof of the lemma, use (***) when E < 3 and 
[Bo85, Theorem 1.7(ii)] otherwise. 
Let t: be a graph on vertex set [n] satisfying (l)-(3). For a red-blue 
coloring of the edges of F let T, be the number of monochromatic triangles 
in I;: Set r. and b, for the red and blue degree of v, u = 1, . . . . n (r, + b, = d,) 
and D, for the number of edges of N(u) whose endpoints are joined to u 
by edges of different colors. Clearly, 2(T- T,,,) = CE= 1 D,. By (3), 
D, < pr,b, + .06n2p3. Thus, by (1) and (2), 
p3 - 2n2p2 - .06n3p3 - p 1 d i/4 > (.02 - o( 1 ))(np)’ 
V 
which completes the proof of Theorem 2’. 1 
Proof of Corollary 2. Let np2 > 104, np2 = 0( 1). Given k, the expected 
number of subgraphs H of K(n, p) forbidden by Corollary 2, i.e., for which 
e(H) > 2 1 HJ - 3, 16 ) H( < k, is O(n) and so, a.s. K(n, p) contains at most, 
say, (log n) n such subgraphs. Also, by [Bo85, Theorem 1.7(ii)] a.s. no edge 
of K(n, p) belongs to more than log n triangles. Let us pick a graph F on 
n vertices satisfying both of the above properties as well as (1 )-( 3). Denote 
by F- the graph obtained from F by deleting one edge from each forbid- 
den subgraphs of F. This way we destroy at most (log n)2 n triangles of F. 
Every 2-coloring of the edges of F-, arbitrarily extended to F, results in at 
least .05~( T) > Cn3j2 monochromatic triangles in F as was shown in the 
proof of Theorem 2’. Most of them are still in F- and so I;- is the graph 
the existence of which was to be proved. 1 
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