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Introduction

A separation of a graph G is a pair (A, B) of subsets of V(G) with A u B = V(G), such that no edge of G joins a vertex in A -B to a vertex in B -A. Its order is ]An B I. A well-known theorem of Lipton and Tarjan [7] asserts the following. ( R + denotes the set of non-negatlve real numbers. If w: V(G) ~ R + is a hmction and X C V(G)
,
-B), w(B -A) <_ ~w(V(V)).
Here we prove an extension of this theorem to nonplanar graphs with a fixed excluded "minor". A graph H is a minor of a graph G if H can be obtained from a subgraph of G by contracting edges.
By an H-minor of G we mean a minor of G isomorphic toll. Thus, the Kuratowski-Wagner Theorem (see, e.g., [1] ) asserts that planar graphs are those without 1(5 or K3,3 minors. We prove the following result. [3] who proved that any graph on n vertices with genus g has a separator of order O(g112n'/2). Although an O(hn 1/~) result would be an asymptotically better result than the one stated above, an advantage of the formulation given in Theorem 1.2 is that there are no hidden constants in the expression for the size of the separator given by it.
If G is a graph and X C_ V(G), an X-flap is the vertex set of some component of G \ X (=the graph obtained from G by deleting X.) Let w : We note that (unlike some other recent polynomiMtime algorithms involving graph minors) this algorithm is practical and easy to implement, and there are no large constants hidden in the O notation above.
Note that our algorithm is not as efficient as the linear time one given by Lipton and Tarjan for the planar case. In fact, even for the ease of bounded (orientable) genus, the algorithm of [3] for finding a small separator runs in linear time, given an embedding of the graph in its genus surface. (It is not known , though, how to find such an embedding in time which is polynomial in both the genus and the size of the graph, and in fact this is impossible if P ¢ NP, since the problem of determining the genus of a graph is, as proved by C. Thomassen [11] , NP-complete. Moreover, even for bounded genus, the best known algorithm for finding such an embedding is much slower than our separator algorithm). Although our algorithm is not as efficient, it is much more general. As a very special case it gives an algorithm for finding small separators in graphs with genus 9, which is polynomial in both n and g, even when we are not given an embedding of the graph in its genus surface. The question of finding such an algorithm was raised in [3] . 
Theorem 1.5 Let h > 1 be an integer, and let G be a graph with n vertices with a haven o] order ha/2n 1/2. Then G has a Kh-minor.
Lipton and Tarjan [8] , [9] and Lipton, Rose and Tarjan [6] gave many applications of the planar separator theorem (and noted that most of them would generalize to any family of graphs with small separators.) Indeed our results supply simple generalizatlons of all these applications. In particular it follows that for any fixed graph H , given a graph G with n vertices and with no H-mlnor one can approximate the size of the maximum independent set of G up to a relative error of 1 / xA-o~ in polynomial time. In time 2 O(vcQ one can find that size exactly and find the chromatic number of G. Also, any sparse system of n linear equations in n unknowns whose sparsity structure corresponds to G can be solved in time O(na/2). It can also be shown that graphs with an excluded minor are easy to pebble, can be imbedded with a small average proximity in binary trees, and cannot be the underlying graphs of efficient Boolean circuits computing certain functions.
The rest of this paper is organized as follows. In the next two sections we present the proofs of the main results; Theorem 1.4 and Theorem 1.5. Our method, unlike the ones used for proving the separator theorems for planar graphs and for graphs of bounded genus, does not involve any topological considerations concerning the embedding of the graphs, and is purely combinatorial. A simple but useful tool is a lemma concerning connecting trees presented in Section 2. In Section 4 we discuss the applications of our results; outline the extensions of the applications given in [9] and [6] to graphs with excluded minors and mention another combinatorial application that relates the tree-width of a graph and the existence of minors of complete graphs in it.
Finding small connecting trees
We shall need the following lemma. 
Lemma 2.1 Let G be a graph with n vertices, let A1,...,Ak be k subsets o] V(G) and let r >_ 1 be a real number. Then either (O there is a tree T in G with IV(T)I <_ T s,,ch that V(T)
n
Proof.
We may assume that k > 2. Let GI,..., G k-1 be isomorphic copies of G, mutually disjoint. For each v E V(G) and 1 < i < k-1, let v i be the corresponding vertex of G i. Let J be the graph obtained from G 1 U... U G k-1 by adding, for 2 < i < k-1 and all v E Ai, an edge joining v I-1 and v i. Let X = {v 1 : v q A1}, and
be the number of vertices in the shortest path of J between X and u (or c¢ if there is no such path). There are two cases:
Let P be a path of J between X and Y with < r vertices.
Let S = {v e V(G): v i e
V(P) for some i, 1 < i < k-1}.
Then IS I < IV(P)] < r, the subgraph of G induced on S is connected, and S O Ai ¢ ¢ for 1 < i < k. Thus (i) holds. In the first case we replace C by C' = C 13 {T} and X by X' = X uV(T) . It can be easily checked that this supplies a contradiction to (iv).
The second case is somewhat more complicated. In this case we can enlarge one of the members of C to include some vertices of Z together with several additional properly chosen vertices. This is done as follows. Define Y = XUZ.
Since 
Let Z' = V(C~) n Z, let X' = Z' O (X -V(Ci)), and let W = V(C~) 13 (V(G) -~(X)).
We claim that fl(X') n W = 0. For suppose not.
Since f~(Y) C_ fl(X'), there is a path of G between W and B(Y) contained within fl(X') and hence disjoint from X'. Since W O f/(Y) = $, there are two consecutive vertices u,v of this path with u E W and ~ e V(a) -W c ~(X). Since ~,, ~ are adjacent
it follows that u 6 X 13 fl(X), and so ,, z (x u e(x)) n (w -x') c v(c3.
Since v ¢ W it follows from the maximality of C~ that v E /3(Y). Since u ¢ /3(Y) we deduce that u E Y, and so e Y n (v(c3 -x') c_ v(cd.
But then v 6 Ai, which is impossible, since Ai n B(Y) = 0. This proves our claim that f~(X') n-W =
Hence f/(X') C_ f~(X). LetC' = (C-{CI})U{C~}; then C' is a covey. We observe that (i) X' C_ 13(V(C): C ~ C'); for Z' C_ V(C~) (ii) IX'n V(C)I < hl/Zn 1/~ for each C E C'; for if C # C~ then X'n V(C) : X n V(C), and X'N v(cl) = z'
(iii) V(C) n f~(X') = 0 for each C E C'; for fl(X') n W = ~, as we have seen. By (iv), IC'l + 2(le(X')l + Ix'u e(X')l) >_ ICl + 2(It~(X)l + IX 13 ~(x)l).
But IC'I = ICI, /3(X') C_ /3(X) and X'U/3(X') C
(X U e(X)) -(X t3 V(Ci)), and so X [3 V(Ci) = ~. Then C -{C,},X satisfy (i),(ii) and (iii), contrary to (iv).
In both cases, therefore, we have obtained a contradiction. Thus our assumption that k < h was incorrect, and so k = h and G has a Kh-minor, as In the first case we go to step (5) , and in the second to step (6).
Given T as in (4)(i), extend it to a tree T' of size [hl/2n 1/2] in G' and then set Xt = Xt-1 U V(T'), B, = F -V(T')
, and c, = G-I u {T'}, and return to step (1) for the next iteration.
6. Given Z as in (4) This completes the description of the algorithm. Its correctness can be argued as in the proof of Theorem 1.5. We have omitted details of the (obvious) data structures used, but if they are chosen appropriately, then each of the steps (1), (2), (3), (5) 
Applications
Efficient algorithms for finding small separators in graphs are useful in the layout of circuits in a model of VLSI (see, e.g., [5] ). Thus our results can be applied for finding efficiently embeddlngs of graphs with excluded minors.
All the applications of the Lipton-Tarjan planar separator theorem given in [9] and in [6] carry over, by our result, to any class of graphs with an excluded minor. Since most of the proofs are straightforward extensions of those given in the above papers we merely state each result, and only add a few words about its proof when it is not an obvious extension of the one for the planar case. In all the propositions in this section, when G is a graph we let m denote the sum of the number of its vertices and the number of its edges.
By repeatedly applying the separating algorithm of Theorem 1.5 to a graph one can obtain the following immediate generalization of a result of [9] . This proposition can be used to obtain a polynomial time algorithm for approximating the size of the maximum independent set of a graph with an excluded minor, (and for approximating several similar quantities, whose exact determination is known to be NP-complete). We simply break the graph into pieces of small size (say, size ~ log n ), find the maximum independent set in each piece by exhaustive search, and combine the results to obtain the desired approximation. To estimate the relative error here one can apply the result of Kostochka [4] and Thomason [12] and a simple greedy-argument to obtain a lower bound for the size of the maximum independent set in an n-vertex graph with no Ks-minor. This gives: Separator theorems are useful in designing efficient divide-and-conquer algorithms. An example given in [9] is that of nonserial dynamic programming (see, e.g., [laD. Note that the graph G is not planar if a single term fl is a function of more than 4 variables, whereas the extension to graphs with an excluded minor allows much more complicated functions flIt is not too difficult to see that the last proposition implies that one can find the maximum size of an independent set in an n-vertex graph G with no Khminor in time 2 °(h~/2'~1/2) and check if such a graph is s-colorable in time s °(h3t~'~l/~). For fixed h this shows that the maximum size of an independent set in a graph with no Kh-minor and with logan vertices can be found in time n °(I). This can be applied to modify the proof of Proposition 4.2 and obtain a polynomial-time approximation algorithm for the size of the maximum independent set in an n-vertex graph with a fixed excluded minor with relative error of O(1o-~ )"
Pebbling is a one person game that arises in the study of time-space trade-offs (see, e.g., [2] ). An immediate extension of a result from [9] gives; Proposition 4.4 Any n-vertex acyclic digraph with no Kh-minor and with maximum in-degree k can be pebbled using O(ha/2n 1/~ + klogn) pebbles.
Other straight-forward extensions of known applications are the fact that if-h is fixed and G has no Kh-minor then: (i) Any Boolean circuit whose underlying graph is G which computes the product of two m-bit integers has at least f/(m ~) vertices.
(ii)If k is the maximum degree of a vertex in G then G can be embedded in a binary tree with O(k) average-proximity, i.e., there is a one-to-one mapping of the set of vertices of G into that of a binary tree such that the average distance (in the tree) between the images of two neighbours in G is O(k).
The result of Lipton, Rose and Tarjan [6] also generalizes easily; one can solve any sparse system of n linear equations in n unknowns whose sparsity structure corresponds to a graph on n vertices with a fixed excluded minor in time O(na/2). (The graph here is the one whose vertices are 1,...,n and i is adjacent to j iff the coefficient of the ith variable in the jth equation is non-zero (the system is symmetric, and hence this is a well-defined graph)). The algorithm suggested by Gabow (cf. [9] ) for finding a maximum matching also extends to the fixed-excluded-minor case; although its running time matches that of the best general algorithm it seems simpler to implement.
Finally we mention a combinatorial application of our results. A tree-decomposition of a graph G is a pair (T, W), where T is a tree and W = (Wt : E V(T)) is a family of subsets of V(G), such that U(Wt : t E V(T)) = V(G), for every e E E(G) there exists t E V(T) such that Wt contains both ends of e, and if tl,t2, ta E V(T) and t2 lies on the path between ll and ta then Wtl n Wt3 C_ Wt2. The tree-width of G is the minimum k such that there is a tree-decomposition ( T, W) of T satisfying IW, I < k+ 1 for aU t e V(T). Combining Theorem 1.5 with one of the results of [10] we can prove the following. 
