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increases dimensionality threefold. However, experience
with ensemble encoding suggests that this can improve
training of MLP networks. In addition to defining an
arbitrary number of fuzzy membership functions per
variable, the system produces information that defines a
proportionate fuzzy membership function [2] that ranges
from zero to one. This addresses at least some nonlinearity without increasing dimensionality.

ABSTRAClT

This paper discusses a system of self-organizing maps that
approximate the fuzzy membership function for an
arbitraq number of fuzzy classes. This is done through the
ordering and clustering properbes of one-dimensional selforganizing maps and iterative approximation of conditional
probabilities of nodes in one map being the winner given
that a node in the other map is the winner, Application of
this system reduces fuzzy membership delsign time to that
required to train the system of self-organizing maps.

TRAINING

The map model used in this paper uses reference vectors
and minimum Euclidean distance to determine the winning
node as opposed to the dot product approach. Reference
values for the one-dimensional maps are initialized to
monotonically decrease [increase] from largest [smallest]
to smallest [largest] across the variable space. Once nodes
of a one-dimensional map are in descending [ascending]
order it is almost guaranteed to remain in this ordering so
long as the learning rate is small [3]. The ‘almost’ and
‘small’ qualifiers can be eliminated by requiring that no
reference vector can be updated to a greater degree than a
closer reference vector as occurs routinely in Kohonen’s
approach [4]. As can be seen from equation (l), which is
the update equation for nodes within the winning node’s
neighborhood, the further away a reference vector is from
the input value the greater the degree of update. Unless the
designer sets a small enough learning rate, the monotonic
mapping can become disordered.

INTRODUCTION

This paper discusses a system of one-dimensional selforganizing maps that approximate the fuzzy membership
functions of an arbitrary number of fuzzy classes. First the
structure, initialization, and training of the self-organizing
maps are discussed. Second, the use and approximation of
a variance measure that improves training and fuzzification
is discussed.
Third, the structure and iterative
approximation of conditional probabilities are discussed
followed by derivation of fuzzy membership functions
from information encoded within the system. Fourth,
examples of fuzzy membership fkctions approximated for
three variables collected at a municipal waste water
treatment facility are presented. Future research directions
are presented last.
SYSTEM STRUCTURE

‘The system trains two one-dimensional self-organizing
maps for each input variable. Thus, if an observation
consists of three measurements, the system will train three
self-organizing map pairs. Both maps in a pair are
identical except that one has more nodes (neurons) and
adds noise during training. The differences between the
two maps will be discussed below.

The restriction referred to above is implemented by
modifying equation (1) to:

is a monotonically decreasing function as
where g(X,
approaches infinity. One possibility
magnitude of X - KId
for g() is exp(-al X-Kl,I). Currently under investigation is
IX - Kifl1
/ IX - %Id/. This allows efficient reformulation of
equation (2) to:

Among difficulties with Kohonen-like maps are problems
involving scale and disordering [I]. Because Kohonen-like
maps are not invariant to scale, quite different results can
be obtained simply by rescaling or transfonming a variable
(input vector component). By training a separate map for
each variable this problem is eliminated. Unfortunately,
this does nothing for the curse of dimensionality. For
example, classifying a value as small, medium, or large
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MEMBERSHIP ENCODING BY THE SYSTEM

The advantage of equation (3) is that it effectively creates
its own neighborhood function influenced by the proximity
of neighboring nodes. The constraints inherent in a onedimensional map and equation (3) prevent nodes from
becoming disordered. Regions where nodes are densely
‘packed’ produce a relatively broad neighborhood that
tapers off gradually. Regions where nodes are sparse
produce a narrow neighborhood that drops off sharply.
This points up the disadvantage of this update equation: it
is prone to getting stuck at local minima. This problem can
be reduced by strategically initializing reference values,
setting a large, slowly decreasing learning rate, adding
noise independently to each term in (x - %Id), or using
evolutionary strategies to move toward ‘better’ mappings.
The last option seems to work very well when fitness
values of individual maps are measured by mean square
error and fitness values for node deletion and insertion are
measured by number of wins each node has experienced in
the previous epoch. This approach is in an early stage of
investigation and will not be expanded upon here. The
option of adding noise independently to each term in (X R,,,,J not only seems to improve training effectiveness and
efficiency, but also proves necessary in the fuzzification
process. Discussion of adding noise is given below.

Conditional probabilities approximated by the system can
best be visualized as weights of connections between nodes
in the classification map and nodes in the function
approximation map. These weights are not used for
updating reference values, but are just a simple convention
for keeping track of information for deriving membership
functions. These weights are initialized to the inverse of
the number of classification nodes (i.e., the conditional
probabilities are equal for each classificationnode winning
given that any function approximation node is a winner).
When an input is presented, winning nodes are found
within the classificationand function approximation maps.
The weight of the connection between these winning nodes
is increased. The weights of the connections between the
winning classification node and all other function
approximation nodes are decreased. This update is done
such that the weight approximates the conditional
probability of a classificationnode being the winner given
that a function approximation node is also a winner. The
update is performed in two steps:

The self-organizing map pair consists of a classification
map and a function approximation map. The classification
map has as many nodes as there are fuzzy classes. Three
classes work well but five classes seem to produce the most
pleasing results. The number of nodes in the function
approximation map is arbitrary depending on desired
smoothness of membership functions.
Function
approximation maps using about twenty nodes produce
good results. Other than size, the major difference is that
the function approximation map incorporates noise in the
distance calculation to determine the winning node. This
adds a bit of overhead because to avoid reintroducing scale
considerations, some measure of variance for each node is
necessary. The equation for update of the variance
measure used in this research is:

where i is the index into the function approximation map
and (win) is the index of the winning node within the
classification map. By definition, Ci Wij= 1.
When the system is fully trained, the reference values of
the function approximation nodes are plotted against the xaxis and the normalized weights, Wi(class)
/
are
plotted against the y-axis for each class.
Information encoded in the system can also be used to
define a proportionate fuzzy membership function for each
variable. This is done by plotting the reference values of
the function approximation nodes along the x-axis and
plotting i/(k+l) along the y-axis, where i is node index and
k is number of function approximation nodes. Values of
x for y = 0 and y = 1 must be set by the designer but should
lie above and below the range of the variable.

(4)
Equation (3) is then modified to be:

EXAMPLE APPLICATION
(5)

Conditional probabilities may be approximated either
subsequent to training the one-dimensional self-organizing
maps or concurrently. Since membership functions
develop quickly, concurrent approximation allows the
designer to watch plots of developing membership
functions and quickly intervene by modifying the number
of classification nodes, number of function approximation
nodes, learning rate, and/or reference values.

= X - Rl(old)+ NY(old) , and N is a normally
distributed random variable with zero mean and unit
variance.

where A,

The other disadvantage is that the map can now become
disordered, although this tendency isn’t too severe.
Options are to select a smaller leaming rate or perform a
brute force sort after a set number of training episodes. In
practice it has proved easiest to stop training, reorder
nodes, slightly reduce the learning rate, and resume
training.

This example application derives fuzzy membership
functions for 900 observations of three variables collected
at a municipal waste water treatment facility. The three
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variables are daily flow in millions of gallons, daily low
temperature in degrees Fahrenheit, and daily rainfall in
inches. Figures 1 and 4 pertain to flow; figures 2 and 5
pertain to temperature; and figures 3 and 6 along with
tables 1 and 2 pertain to rainfall. Variable values lie on the
x-axis; degree of membership values lie on the y-axis.

Several experiments incorporating such feedback have
been performed but result in little improvement over the
non-feedback system described in this paper. One
explanation for this is that the data may be structured such
that the non-feedback system produces nearly optimal
results. A major drawback of feedback between all
variables is the dimensionality problem. Conflicting
feedback from other variables may simply be averaging out
and thus providing little improvement over the nonfeedback system. Future work will involve designing a
high dimensional data set to investigate when and if
concurrent feedback between variables produces better
membership function approximations.

Flow
The flow variable has a log-normal distribution. Five
fuzzy classes were derived and sevlanteen function
approximation nodes were used. Initial learning rate was
set at 0.05 and decreased linearly to zero over 99 epochs.
Figure 1 is the final fuzzy memberships derived by the
system. Figure 4 is the proportionate fu:zzy membership
derived by the system.
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Temperature

The temperature variable has a relatively even distribution
except toward each end. Fuzzy membiarship functions
were derived using the same parameters as for flow.
Figures 2 and 5 reflect the equivalent information as
figures 1 and 3, respectively.
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Rainfall

Two-thirds of values for rainfall are less than or equal to
0.01 inches. The remainder follow an approximately lognormal distribution. Three fuzzy classes were derived and
seven function approximation nodes were used. Initial
learning rate was set at 0.05 and decreased. linearly to zero
over 99 epochs. Figures 3 and 6 reflect the equivalent
information as figures 1 and 4 respectively. Notice that the
smaller number of function approximation nodes result in
less smooth membership functions. The distribution of this
variable makes training difficult when a large number of
function approximation nodes are used unless they are
initialized appropriately near cluster centers or an
evolutionary strategy approach is used.
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“Self-organized Formation of
Topologically Correct Feature Maps,” Biological
Cybernetics 43, 59-69, 1982.

Table 1 shows final reference values (cluster centers),
conditional probabilities of classification nodes winning
given the winning function approximation node, and fuzzy
membership values in brackets. Table 2 lists values for the
proportionate fuzzy membership.
Table 1: Membership function information for three classes of
rainfall (L, M, S). Reference values for classification nodes are
listed in left column. Reference values for function
approximation nodes are in top row. Conditionalprobabilities are

CONCLUSION

The system of one-dimensional. self-organizing maps
discussed in this paper defines an arbitrary number of
fuzzy membership functions for a variable based on its
magnitude. The system as presented here determines the
membership functions for each variable, one variable at a
time. As such the proportionate fuzzy membership of each
variable within a single observation can ‘be used to map
that observation within a fuzzy hypercube. This reinforces
the general idea that fuzzification of a variable should be
performed with some type of concurrent feedback, or
influence, from the other variables within that observation.

plain text. Membership values are enclosed in brackets.
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Table 2: Proportionate membership information for rainfall.

Reference values for function approximation nodes are in top
row. Degree of membership values are in second row.
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Figure 4: Proportionate fuzzy membership for daily flow
rate.

Figure 1: Five fuzzy membership functions for daily flow
rate.
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Figure 5: Proportionate fuzzy membership for daily low
temperature.

Figure 2: Five fuzzy membership functions for daily low
temperature.
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Figure 3: Three fuzzy membership functions for daily
rainfall.
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Figure 6: Proportionate fuzzy membership for daily
rainfall.
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