We present DialogXML -a markup language approach to specifying and realizing mixed-initiative web dialogs on mobile devices. By capturing the functional structure of the dialog independent of the modalities used to realize it, DialogXML facilitates the implementation of web interfaces that integrate hyperlink and speech modes of interaction. It enables the creation of websites that adapt to the needs of users yet permits the designer fine-grained control over what interactions to support. The framework uses an algorithm based on staging transformationsan approach that represents dialogs by programs and uses program transformations to simplify them based on user input. Design methodology, implementation details, and two case studies are presented.
Introduction
Computing power today is increasingly moving away from the desktop computer to mobile computing devices such as PDAs, tablet PCs, and 3G phones. While posing capacity limitations (e.g., screen real estate, memory), such devices also present possibilities for multimodal interaction via gestures, speech, and handwriting recognition. One area that is witnessing tremendous growth in multimodal interaction is web browsing on mobile devices.
Many factors have contributed to the growing interest in multimodal web interaction. Chief among them is the maturing of commercial speech recognition engines [42] and technologies such as SALT (Speech Application Language Tags) and X+V (XHTML plus Voice) that have ushered in web documents that can talk and listen rather than passively display content. Second, speech permits natural ways to perform certain types of tasks and help compensate for deficiencies in traditional hyperlink access (which can get cumbersome on small form-factor devices). More importantly, speech-enabled websites help improve accessibility for the more than 40 million visually impaired people in the world today. As a result, using speech leads to the possibility of a conversational user interface [25] that combines the expressive freedom of voice backed by the information bandwidth of a traditional browser.
Our goal in this paper is to present DialogXML -a markup language to specify and realize expressive web dialogs on mobile devices (We use the word 'dialog' here to mean the turn taking that occurs independent of the modality of interaction; therefore 'dialog' should not be considered synonymous with 'voice'). We focus on database-driven websites (i.e., sites where interaction is derived from a relational navigation schema) although the basic elements of the approach can be adapted to less structured forms of websites. As the name indicates, DialogXML allows a user interface designer to specify the underlying dialog of human-website interaction independent of the modalities used to realize it. Furthermore, DialogXML supports mixed-initiative dialogs without anticipating the points at which the shift of initiative can happen. This enables us to think of multimodal interaction not just as a way to navigate existing site structure via voice [15] but as a way to support a flexibility of information access not possible with clicking hyperlinks alone.
The rest of this paper is organized as follows. In Section 2, we present our view of multimodal interaction as a flexible mixed-initiative dialog between the user and the website. We carefully define the type of mixed-initiative interaction studied here and the challenges in realizing it in a software framework. Section 3 covers background work in dialog systems, paying specific attention to dialog processing algorithms and markup languages. Our specific approach is given in Section 4 which first defines an intermediate representation for dialogs and then details the DialogXML markup language that is designed around this intermediate representation. Algorithms to simply dialogs based on user input and implementation details are also provided here. Section 5 details evaluation studies and Section 6 provides a summary discussion.
Motivating Example
Consider the following dialogs between an information seeker (Sallie) and an automated political information system. above, Sallie supplies information about state in Line 4, whereas it is normally specified after party). We argue that even this simple 'out-of-turn interaction' capability helps support powerful interaction scenarios. We illustrate how out-of-turn speech input can seamlessly co-exist with a directed form of interaction such as hyperlink access.
Out-of-turn Interaction
We define out-of-turn interaction as any interaction where the user supplies input not requested at the current state of the dialog (or web page) but which would normally be requested at a later point in the dialog.
Why is out-of-turn interaction relevant?
Contextual information access and delivery is critical to the user experience, and has typically been studied along dimensions such as location awareness (e.g., situating information according to geographical location), user profiles (e.g., remembering personal details), and personalization (e.g., recommending content based on prior behavior). Outof-turn interaction is another approach to demonstrating context, because it exposes dependencies and relationships in a way that reconciles the user's mental model of the task and the system's modeling of the problem. For instance, using out-of-turn interaction capability, the user notices that choice of state (Indiana) affects future choices of party. It is hence imperative that we accommodate partial input from the user in various ways, not just in some pre-designated order.
How do users know what to say?
The question of what can the user say and reasonably expect it to be processed is a well-studied issue in speech interfaces. As Yanankelovich [45] points out, 'the functionality of [voice based] applications is hidden, and the boundaries of what can and cannot be [said] are invisible.' The semantics of out-of-turn interaction are more specific than free-form speech input, because it merely allows a dialog's interaction sequence to be realized in a different order. There are various solutions to this problem, many of them involving the careful design of prompting strategies.
How can we support out-of-turn interactions?
A typical approach to implementing mixed-initiative dialogs involves anticipating points where the user might take the initiative and hardwiring mechanisms to 'trap' and process her utterances. Unfortunately this approach becomes cumbersome in task-oriented dialogs (e.g., making a flight reservation) where there are subdialogs where the scope of mixing initiative must be restricted at various levels. What is needed is an approach where we can specify the structural organization of the dialog independent of how the mixing of initiative is supposed to happen.
Can we specify mixed-initiative dialogs independent of the modality of interaction?
In addition to separating dialog structure from how the mixing of initiative can/should happen, we must contend with the multiple modalities of interaction possible. The recent popularity of devices such as Blackberrys and the availability of traditional applications (e.g. address book, email, calendar) on these devices have reinvigorated research on dialog notations, especially with an eye toward separating UI details from dialog structure. In the multimodal web context, a useful goal is to ensure that the notation is independent of the particular modality (e.g., voice versus clicking) used for interaction. Is this possible? And if so, have we learned something in the process that might apply to the representation of dialogs independently of presentation? Can we apply the same principles for multi-platform dialog representations?
Spoken Systems Research
A spoken dialog system can be defined as one in which computers and humans interact on a turn-by-turn basis, and in which spoken natural language plays an important part in the communication [25] . Although speech is the primary (or only) means of interaction in the projects surveyed here, these projects provide useful insight into how they have tackled problems such as dialog representation and dialog management. The survey is necessarily brief; it only covers those efforts that have direct relevance to the types of applications considered here (multimodal web browsing) or can help contrast the specific solution proposed in this paper.
Dialog Management
In the view of [25] , a dialog manager plays role of a mediator between the user and an external application (for example an information system, like a database, or a knowledge base to support problem solving). It must determine if sufficient information has been obtained from the user in order to enable communication with an external application, perform the actual communication, and then return the results back to the user. In doing so, it must tackle a variety of problems:
• Natural language processing: The recognized utterance must be parsed to determine what the user said. The strategy could be as simple as keyword matching, or the dialog manager may use sophisticated algorithms to parse and understand the utterance.
• Badly formed, or unrecognized utterances: A dialog manager may use such strategies as speech act analysis [44] , discourse context, user models, and dialog structure in order to interpret these. In the case of failure, the system may fall back on methods such as spelling mode or touch-tone input.
• Verification strategy: A dialog manager must also decide upon a verification strategy for utterances. Verification may be explicit ('Did you say this?') or implicit as in having the system incorporate the user's utterance in the next prompt it plays.
• Intention recognition: This involves determining what the user is trying to do based on the currently recognized utterance.
• Dialog control: The dialog control strategy is a further critical issue and varies with the complexity of the application. This involves deciding what the user may say or not say, and what to do at the next turn.
General Strategy
According to Souvignier et al. the general strategy followed by a dialog manager in a spoken system is one of slotfilling [41] . In a system-driven dialog only values for specific slots are accepted, whereas in a mixed-initiative dialog, the user is allowed to supply much information as he wants, possibly with values for slots not in the system prompt. The task of the dialog manager thus is to fill as many slots to meet the user's dialog goal, while keeping the dialog as short as possible. The dialog manager consults the database after each turn to determine if more information is required. If so, it determines which item is to be requested, and may use such heuristics as "solicit input for the slot with the maximum disambiguation potential" in the process. In their paper, Souvignier et al. also mention the high level dialog description language [7] which allows designers to specify task-specific aspects like slot-definitions, questions, and verification strategies in a declarative way.
• Consistency within the turn: The utterance may not contain two different values for the same slot, unless one of them is negated. Also, utterances with values for different slots that have no match in a consulted database are rejected.
• Consistency with system prompt: Corrections to items not occurring in the system prompt are not accepted.
• Consistency with system belief: Interpretations that do not refer to a valid database entry after being combined with current system belief are rejected. Figure 2 : Consistency criteria that may be applied by the dialog manager [41] .
Dialog History
A dialog consists of information that is built-up over several turns, so later utterances might contain a reference to earlier ones. This dialog history can be used in various ways in dialog systems -ranging from consistency checks to ensure that the user isn't contradicting himself, to switching language models based on the history. An example given in [41] is a directory system, where the user says "Give me his e-mail." In such a case, the system must look up the dialog history and attempt to fill up the slot 'his.' Fig. 2 shows three types of consistency checks that may be applied within a dialog (reproduced from [41] ). The authors give the example of their PADIS-XXL system, which maintains multiple system beliefs by keeping track of N-best lists, holding values from different dialog turns. At any given time, the active part of database is restricted to one which contains the N-best lists. However this strategy is only applicable to speech recognizers that are able to provide such lists of recognized utterances together with associated confidences (e.g., statistically-based such as using hidden Markov models).
The dialog manager can also learn as it interacts with a number of users. For example, in [23] the authors propose a reinforcement learning approach to learning the optimum dialog sequence, by observing real users interact with the system.
Dialog Modeling
As the complexity of spoken dialog increases, it becomes useful to model the dialog manager's behavior analytically. In this section, we review two analytical models for dialog management that support flexible mixed-initiative dialogs.
Construct Algebra
Abella and Gorin [1] propose an analytical model for spoken dialog managers using an object oriented approach. They propose encoding task knowledge into objects. The objects are organized into an inheritance hierarchy that defines the relationships that exist among these objects. This task representation of the dialog is an analytical representation of the structure of the dialog.
The dialog manager now uses a collection of dialog motivators that exploit the task knowledge encoded in this inheritance hierarchy to control the progress of the dialog. A set of methods and operators operate on the constructs, and together form a construct-algebra. The authors identify six relations (equality, restriction, containment, generalization, symmetric generalization, and containment generalization) that apply to Constructs, and three main operations (union, projection, union of heads). This construct-algebra has been employed in two very different spoken systems -How May I Help You? [16] and Voice Post Queries [11] . With the analytical model for the dialog defined, the system uses the dialog control strategy shown in Fig. 3 until a complete construct is obtained, which means there is no further need for a dialog. The authors give us a few examples of motivators -the 'disambiguation' motivator determines if there are conflicts in the users input, while 'missing information' decides what piece of information should be solicited in order to complete the transaction. 'Database querying' is a motivator that decides when the system has acquired enough information to be able to query the database for some requested information. Construct-Algebra is thus a high-level framework for a dialog manager and can manage dialogs involving mixed-initiative interaction.
History, Domain Objects and Task Hierarchy (HOT)
The HOT framework [17] is specifically targeted at the development of mixed-initiative dialog systems. In order to develop a dialog system with this framework, a developer must specify a task hierarchy (which includes the set of tasks together with their parameters organized in a hierarchy), a set of domain specific objects, and the interaction modalities associated with the tasks. A task is a unit of work for a dialog system, and thus the task-hierarchy forms a plan for the dialog. Five relationships can be specified between the tasks in the hierarchy. They are subtasking, ordering, cardinality, inheritance, and subdialog. The task at the root of the hierarchy provides ways to manage the dialog, handle conflicts, and disambiguate the user's utterance. At each turn, the user's input is scored to determine what task the user intends to work on. This task is said to 'receive focus.' The focus model controls which task may receive focus, hence identifies the opportunities for mixed-initiative interaction. Barring conflicts, the framework commences execution of the task in focus. Within the root task, the developer must specify such dialog aspects as how to respond if there are no more tasks eligible for focus, and the various back-ends the dialog system uses.
Task functionality may be categorized as pre-backend and post-backend [17] . Pre-backend functionality includes assessment and confirmation of various parameters to be sent to the back-end, and post-backend functionality acts upon the backend outcome (requesting further constraints, communicating the outcome). At every turn, the HOT framework maintains the dialog history, which includes system prompt, user input, and the results of each turn. According to the authors, the dialog-history serves as a task-stack, as it conveys the set of tasks that have been performed.
Markup Languages and Standards
While research has demonstrated proof-of-concept voice and multimodal applications, large-scale adoption of these technologies requires industry standards for such technologies and robust implementations of these standards. The World Wide Web Consortium (W3C) is overseeing the standards efforts of industry-leaders through its numerous working groups. While advances have been made in speech recognition technology, the recognition of free-form speech is still error-prone, and brings with it the much larger problem of interpreting the user's utterance. Thus a common thread that runs through all attempts at voice-enabled standards is the use of speech-grammars such as the Speech Recognition Grammar Specification [19] in order to constrain the speech-recognizer. The problem of understanding the user's utterance becomes easier, as the developer only has to look for words that are part of the specified grammar.
Voice standards
VoiceXML [14] is a popular standard for creating voice-response applications 1 . A VoiceXML document can be viewed as a finite-state machine (FSM), where the user must be in one of the states (corresponding to dialogs). Transitions in this FSM are represented by URI references to other dialogs which may be within the same VoiceXML document or links to other documents. VoiceXML provides support for two kinds of dialogs -forms and menus. Forms provide information to the user, collect the resulting user input and interpret the meaning of the input using XML grammars. Menus allow the user to navigate through a series of alternative choices, and allow the user to transition to other dialogs which may be in the same, or in different documents. Subdialogs allow the user to transition to another dialog, and return when finished (like a function call). A sub-dialog might confirm a user's action or handle specific tasks. Developers can create libraries of reusable sub-dialogs for performing recurring tasks.
The dialog model of VoiceXML can be used to create simple dialogs and interaction sequences. System initiated dialogs are created by activating only the grammar corresponding to the currently executing dialog. Simple mixedinitiative applications are created by activating other grammars in addition to the grammar corresponding to the currently executing dialog. A simple example of a mixed-initiative dialog would be for the document to activate a form-level grammar. This would allow the user to specify any item in the form irrespective of whether the system is currently soliciting an utterance for it. VoiceXML uses the Form Interpretation Algorithm (FIA) to interpret the voice dialogs described by the document. The FIA permits multiple slots to be filled as a result of a user utterance, hence it permits out-of-turn and in-turn interaction at the same time.
<vxml version="1.0"> <form> <field name="branch"> <prompt>Would you like information about a Representative or a Senator?</prompt> <grammar src="politics.gram" type="application/x-jsgf"/> </field> <block> <submit next= "http://newpage/process.jsp"/> </block> </form> </vxml> Figure 4 : A simple VoiceXML document adapted from [10] . Notice that a grammar file is associated with a prompt, yielding a fixed-initiative application. Figure 4 is a simple example of a VoiceXML document. It permits the user to select a choice of branch of congress, and when the user's utterance is recognized, submits the form to the next page in the application. The document references an external JSpeech grammar file [18] (politics.gram) which contains the list of words for recognition. A more complicated example of a VoiceXML document, that permits mixed-initiative, results when we specify a form-level grammar (not shown here) in the document.
Multimodal standards
As explained earlier, the interaction in today's web browser can be characterized as predominantly single mode (mouse) and system initiative. W3C, through its Multimodal Interaction Activity group has been developing standards to extend this user interface to permit multiple modes of input, such as voice, keypad, keyboard, mouse or gestures. The work of this group is still in its infancy, but they have already defined requirements for such standards. Some work has already been done in multimodal standards. For example, Synchronous Multimedia Integration Language (SMIL) is one technology that has emerged from under the auspices of the W3C. It permits integration of input received from a variety of modalities. Two specifications for multimodal web interfaces are also currently available through the W3C -X+V (XHTML + Voice) and SALT (Speech Application Language Tags).
XHTML+Voice (X+V)
XHTML+Voice (X+V) [8] is a specification proposed by IBM, Motorola, and Opera Software. It combines the best features of the leading standards in web-presentation and telephony -XHTML and VoiceXML. VoiceXML includes several features as a standalone language that are not required for multimodal use with XHTML. As a result, the designers of X+V modularized VoiceXML 2.0, creating platform specific modules to match application deployment environments. [8] . X+V makes XHTML the host language, and uses the modularized version of VoiceXML consisting of only those modules that are relevant for web-based multimodal presentation. The VoiceXML modules omitted from X+V include such modules as VoiceXML standalone, VoiceXML forms, and VoiceXML menus neither of which are necessary for multimodal use. Thus a number of VoiceXML elements such as object, menu, vxml, meta, transfer, and disconnect are absent in X+V. In adopting most of VoiceXML's features, the major design rationale for X+V has been to reduce the learning curve for the large pool of web developers who are already proficient in VoiceXML. The XML-events specification [24] is used for event management in X+V. The document imports namespaces from all three specifications (XHTML, VoiceXML and XML-events).
SALT
SALT is a specification designed by the SALT Forum led by Microsoft Corp. that is also targeted at multimodal devices. It offers a lower level API than does X+V [34] and integrates with the Document Object Model [6] of HTML. The SALT specification contributes a set of XML tags to HTML. They include <listen> for speech input, <prompt> for speech output, <dtmf> for touch-tone input, and <smex> for platform messaging to enable platform call-control and telephony features. Each SALT tag has the ability to trigger events, and developers must write code using scripting to handle these events. Developers apply this event-driven model comprising scripting, HTML, SALT, and SRGS (Speech Recognition Grammar Specification; [19] ) in order to write speech-enabled web applications. As a result of the lower level API, SALT applications may provide developers with control over interaction at a finer level of granularity with the caveat that the scripting necessary for dialog control may get messy.
An important distinction between the two technologies X+V and SALT is that X+V has the notion of a dialog. Just like VoiceXML, X+V allows developers to create simple dialogs within a XHTML web page. The Form Interpretation Algorithm (FIA) is used to interpret the dialog. Web developers can write forms interpreted by the FIA and do not need to provide any high level dialog management logic within the page. SALT have absolutely no notion of dialog control, and all dialogs must be explicitly scripted by the developers. SALT and X+V are otherwise functionally identical.
Support for mixed-initiative interaction in both SALT and X+V is identical to VoiceXML, and hence is not discussed in this survey. The reader is referred to the W3C specification documents for SALT [39] and X+V [8] for more information on how they support MII. See also Table 1 for a comparison. 
Basic Approach
While technologies such as SALT and X+V enable the augmentation of speech into browsers, they either operate at a lower level of specification than the applications considered here, hence significantly increasing programming effort, or are otherwise limited in their expressive power for creating and managing dialogs [34] . A multimodal web application must build on these technologies to provide flexible dialog capabilities.
Besides the issues raised in Table 1 , several considerations emerge in thinking about a software system design for multimodal web interaction. First, it is important to have uniform processing of hyperlink and voice interaction and, when voice is used, to introduce minimal overhead in handling responsive versus unsolicited input. Observe that hyperlink access can only be used to respond to the initiative whereas voice input can be used both for responding and for taking the initiative. Furthermore, a user may combine these modes of initiative in a given utterance -e.g., in Fig. 1 , if the user speaks "Republican Senator Minnesota" at the outset, he is responding to the current solicitation as well as providing two unsolicited pieces of information. Uniform processing of input modalities irrespective of medium (hyperlink or voice) or initiative (responsive or unsolicited) is thus important to support a seamless multimodal interface. Second, it is beneficial to have a representation of the dialog at all times, in order to determine how the user's input affects remaining dialog options. For instance, in Line 5 of Dialog 2 above, Independents are removed as a possible party choice; in addition to pruning the hyperlink structure (shown in Fig. 1(c) ), we must dynamically reconfigure the speech recognizer to only await the remaining legal utterances. Third, it must be possible for the site designer to exert fine-grained control over what types of out-of-turn interactions are to be supported. And finally, it is desirable to be able to automatically re-engineer existing websites for multimodal out-of-turn interaction, without manual configuration.
Dialog Representation
We have designed a framework taking into account all these considerations [40] . It is based on staging transformations [12] -an approach that represents dialogs by programs and uses program transformations to simplify them based on user input. As an example, Fig. 5 (left) depicts a representation of the dialog from Section 2 in a programmatic notation. The hierarchical nature of the website is represented as a nested program of conditionals, where each variable corresponds to a hyperlink that is present in the site. We can think of this program as being derived from a depth-first traversal of the site. For Dialog 1 of Section 2, the sequence of transformations in Fig. 5 depicts what we want to happen. For Dialog 2 of Section 2, the sequence of transformations in Fig. 6 Figure 6 : Staging a mixed-initiative dialog using program transformations. The user specifies ('Senator,' 'Indiana,' 'Republican'), in that order. This sequence of transformations corresponds to Dialog 2 of Section 2.
The first sequence of transformations corresponds to simply interpreting the program in the order in which it is written. Thus, when Sallie clicks on 'Senator' she is specifying the values for the top-level of nested conditionals ('Senator' is set to one, and 'Representative' is set to zero). This leads to a simplified program that now solicits for choice of party. The sequence of Fig. 6 , on the other hand, corresponds to 'jumping ahead' to nested segments and simplifying out inner portions of the program before outer portions are even specified. This transformation is well known to be partial evaluation, a technique popular to compiler writers and implementors of programming systems [20] . In Fig. 6 when the user says 'Indiana' at the second step, the program is partially evaluated with respect to this variable (and variables for other states set to zero); the simplified program continues to solicit for party, but one of the choices is pruned out since it leads to a dead-end. Notice that a given program when used with an interpreter corresponds to a system-initiated dialog but morphs into a mixed-initiative dialog when used with a partial evaluator! This is the essence of the staging transformation framework: using a program to model the structure of the dialog and specifying a program transformer to stage it. Notice that this achieves our crucial goal of separating dialog structure from the specification of mixing of initiative. We write the first dialog as: I branch party state where the I denotes an interpreter, i.e., the top portion of the specification indicates the stager and the bottom portion indicates the slots over which the stager operates. Similarly, the second dialog is represented as: P E branch party state where the P E denotes a partial evaluator. An interpreter permits only inputs that are responsive to the current solicitation and proceeds in a strict sequential order; it results in the most restrictive dialog. A PE, on the other hand, allows utterances of any combination of available input slots in the dialog. It is the most flexible of stagers.
We will introduce a third stager, called a curryer (C) that permits utterance of only valid prefixes of the input arguments. The dialog represented by C branch party state allows utterance of either 'branch,' or ('branch,' 'party'), or ('branch,' 'party,' 'state'). In other words, if we are going to take the initiative at a certain point, we must also answer the currently posed question.
These stagers can be composed in a hierarchical fashion to yield dialogs comprised of smaller dialogs, or subdialogs. This allows us to make fine-grained distinctions about the structure of dialogs and the range of valid inputs. In this sense, P E a b c d is not the same as
The former allows all 4! permutations of {a, b, c, d} whereas the latter precludes utterances such as ≺ c a b d . At this point, the reader will notice that we have already separated the slots in the dialog from how the dialog will be staged. We can easily prototype new dialogs by using the basic elements above, for instance a pizza dialog: P E s t c which indicates that the dialog is comprised of prompts s (for size), t (for topping), and c (for crust). Consider a more complicated dialog, involving ordering breakfast over a hotel service. Let us suppose that this involves specification of a {eggs, coffee, bakery item} tuple. The user can specify these items in any order, but each item involves a second clarification aspect. After the user has specified the choice of eggs, a clarification of 'how do you like your eggs?' might be needed. Similarly, when the user is talking about coffee, a clarification of 'do you take cream and sugar?' might be required, and so on. This form of MII is known as subdialog invocation [5] . We specify such dialogs using multi-layered compositions of constructs, and which can be subsequently staged using a diverse mix of stagers. So, the breakfast dialog is defined as:
where e 1 , e 2 are egg specification aspects, c 1 , c 2 are associated with coffee specification, and b 1 , b 2 specify the bakery item. Notice that the dialog staged by PE is itself a sequential dialog comprised of stagings by a curryer (C).
The staging transformations framework also specifies a set of rules that dictate how a (dialog, stager) pair is to be simplified based on user input. Notice that this is not as straightforward as it looks as it might require a global restructuring of the representation. Assume that we stage the breakfast dialog using the interaction sequence ≺ c 1 e 1 c 2 · · · ; the occurrence of e 1 is invalid according to the dialog specification above, but we will not know that such an input is arriving at the time we are processing c 1 . So in response to the input c 1 , the dialog must be restructured as follows:
By replacing the top-level PE stager with a C, it becomes clear that the only legal input now possible must have c 2 . Once the coffee subdialog is completed, the top-level stager will revert back to a PE. Such dialog restructurings are necessary if we are to remain faithful to the original specification.
Why is the staging transformations approach useful? While our actual dialog processing engine is implemented atop a database system (see below), staging transformations constitutes a powerful representational basis to design dialogs: it has a uniform vocabulary for denoting specification aspects (e.g., each of the slots above could be filled via hyperlink clicks or voice), it helps us enforce acceptability criteria on the input (by analyzing the structure of the representation), and its use of stagers helps us specify the mixing of initiative in a very precise manner. Notice that these advantages are broader than dialog management functionality, and also emphasize the ease of dialog specification.
DialogXML
In order to make the staging notation machine-readable, we have defined an XML representation of dialogs called DialogXML. DialogXML provides elements for defining the slots associated with a dialog, the textual prompts associated with each slot, the accompanying vocal prompts and any tapering of them over the course of interaction, confirmatory characteristics (whether the user's response needs confirmation), and constructs for combining basic dialog elements to create complex dialogs. While DialogXML borrows ideas from some tags in the VoiceXML standard [14] , the structure of the DialogXML document is more closely modeled after the idea of stagers 2 .
The root of a DialogXML document is the dialog-spec element, which may have one or more dialog elements. One of the dialog has attribute id="top", and this is the first dialog that is interpreted. A dialog may be a leaf dialog, in which case it contains a set of dialog-items, or a branch dialog, in which case it composes other dialogs using the dialog-ref element. An optional attribute 'next' identifies the next dialog in the chain to be interpreted. Thus an abstract view of the DialogXML document is one of a linked list of hierarchical dialogs. Every dialog is associated with a stager, which refers to a program transformation operation that controls the flow of that dialog. The various elements together with their attributes are defined in Table 2 . Description Attributes dialog-spec This is the top-level element of a dialog specification. The dialog element is a child of this element.
• welcome: The welcome prompt played to the user the first time she views the page dialog This is the basic unit of dialog composition. These elements can be of two types -leaf dialogs contain dialogitem elements, while node dialogs compose other dialogs using dialogref element.
• id: an identifier for a dialog
• stager: the stager for the dialog (pe/currier/interpreter)
• next: the identifier for the dialog to follow this dialog;
• type: whether a terminal dialog (leaf/node) dialog-item This element is the basic unit of interaction, and represents a variable that the system is soliciting an input from the user for.
• name The name of the slot/variable to be filled.
• confirm: Whether the variable needs confirmation.
vprompt
The tapered voice prompt associated with each dialog-item. One or more vprompts can be associated with a dialog-item and are played in order of the id attribute.
• id: The identifying number for the tapered prompt. Prompts are played by order.
• text The text associated with the voice prompt tprompt The text prompt associated with each dialog-item. Each dialog-item may have only one text prompt
• text The string for the text prompt.
dialog-ref A reference to a dialog-item element.
This element may be used as a child of the element dialog if the dialog is of type branch.
• link: The value for the id attribute that this dialog-ref is pointing to. Must be a valid id for a dialog-item.
<?xml version="1.0" encoding="UTF-8"?> <dialog-spec> <dialog id="top" stager="pe" next="" type="leaf"> <dialog-item name="topping" confirm="yes"/> <dialog-item name="size"/> <dialog-item name="crust" confirm="yes"/> </dialog> </dialog-spec> Figure 7 : DialogXML document for a pizza dialog. Fig. 7 is a simple, barebones example of the DialogXML notation used by the out-of-turn interaction management system. It is equivalent to the mathematical representation P t s c . It is a leaf dialog, and does not have a next dialog. A more complete example of the same DialogXML includes the various text and voice prompts that are played when the dialog is staged. An expanded version of the DialogXML for the same pizza scenario is shown in Fig. 8 . Note that each dialog-item can include multiple voice prompts. These are tapered voice prompts that are used in case there is an error recognizing the user's utterance.
Software Architecture
Dialogs defined in DialogXML can be rendered in either an application web portal (suitable for small form-factor handhelds) or a voice portal (suitable for access via cell phones). Both realizations analyze the current structure of the dialog at each step, and deliver appropriate content to a client multimodal browser. In the case of the web portal, the content is delivered as HTML augmented with SALT (Speech Application Language Tags) markup and in the case of the voice portal, the content is delivered using VoiceXML. Based on user input, the portal simplifies the dialog and presents personalized content, including facilities for continuing the dialog.
An integrated software framework for this purpose is shown in Fig. 9 . Operationally it can be divided into four modules: (i) seeding dialog representations, (ii) staging dialogs, (iii) input and output processing, and (iv) database connectivity. The idea of seeding dialog representations is to take a dialog specified in our DialogXML notation and create an internal representation, suitable for staging. The staging transformation framework is then used to handle dialog management. The embodiment of these dialogs must contend with voice realizations, hence a significant portion of the framework is devoted to generating grammars for speech output and validating voice input. The framework currently uses the SALT and Speech Recognition Grammars standards to handle voice interaction. Finally, the database operations module manages and streamlines the delivery of content. Every end-application is organized as a database that the user initially selects for exploration via mixed-initiative interaction. Each record in the database identifies a unique interaction sequence according to the various addressable attributes.
When the interaction begins, the dialog manager uses the parsed DialogXML and metadata from the database to initialize the representation. The dialog manager must then decide what content to present, the items to offer the user for selection, and the speech prompts to play for the current slot. In addition, the dialog manager must determine what aspects the user may specify out-of-turn. Through an analysis of the dialog representation and a set of SQL queries, it determines this information and generates a HTML page that contains relevant SALT XML objects and references to a suitably generated SRGS grammar, or a VoiceXML document. The grammar identifies all the legally speakable utterances for the displaed document.
User input from any modality (current hyperlink and speech) is uniformly handled by the Utterance Validator module of the system. Upon receiving an utterance from the user, the module first determines whether the utterance contains fillings for multiple slots, and whether the utterance is valid. If part or whole of the utterance was invalid, <?xml version="1.0" encoding="UTF-8"?> <dialog-spec welcome="Welcome to Joe's Pizza"> <dialog id="top" stager="pe" next="" type="leaf"> <dialog-item name="topping" confirm="yes"> <tprompt text="What topping would you like for your pizza?"/> <vprompt id="1" text="What topping would you like?"/> <vprompt id="2" text="I'm sorry, I didn't understand you. What topping would you like again?"/> <vprompt id="3" text="I'm having trouble understanding you.
Please try again, or click on the topping of your choice"/> </dialog-item> <dialog-item name="size"> <tprompt text="What size pizza would you like?"/> <vprompt id="1" text="What size would you like?"/> <vprompt id="2" text="My fault, please tell me what size you'd like."/> </dialog-item> <dialog-item name="crust"/> <tprompt text="Please select a crust for your pizza"/> <vprompt id="1" text="Tell me what crust you would like."/> <vprompt id="2" text="I didn't understand. What crust do you want?"/? <vprompt id="3" text="My fault again. Please select a crust."/> </dialog-item> </dialog> </dialog-spec> then the system accepts the valid utterances and rejects the invalid utterances. An appropriate prompt is displayed and played to the user. Having tokenized the user's utterance into its constituent fillings, the dialog manager then calls the staging transformer with the values for the fillings in the order they were received. After the representation is simplified, the dialog manager applies a suite of dialog motivators [1] (discussed below) to the dialog. If the dialog is not completed, content creation and speech grammar generation resumes.
These aspects are discussed in detail next.
Seeding Dialog Representations
Recall that the program 'scripts' in the staging transformations approach do not define the dialog flow, they merely capture the structure of the dialog. Dialog control is operationalized using program-transformation techniques, which are said to stage the dialog. A set of rules are used to systematically reduce the dialog representation using program transformation sequences. These rules are reproduced from [12] in Fig. 10 . For purposes of brevity, rules involving interpretation (I) are not shown. In order to facilitate the description of these rules, the following notation is used.
P E X
This expression represents a dialog script X being staged with a partial evaluator. Likewise, C X represents dialog script X being staged with a curryer. In each of these notations, the X could be either:
meaning that the dialog script is a simple script consisting of one attribute a to be input from the user, and that a is of a primitive input type T . An example of a primitive input type is a party name, or a branch of congress specification. Such a dialog script, given an appropriate input a, would be simplified by rule 2 to θ, the empty dialog. In addition, X could be:
(x : P E|C|T ) meaning that the dialog script could be one of three options: (i) a complex script being staged by a partial evaluator (PE), (ii) a complex script being staged by a curryer (C), or (iii) a simple script with one attribute as described above. We also use the Kleene star operator * to represent repetitions of these basic types. Precedence matters when applying the rules in Fig. 10 so they are shown in order of decreasing precedence.
As an example of these rules in operation, let us stage the breakfast dialog presented earlier and assume that the user's input arrives in the order: {c 1 , c 2 , b 1 , e 1 , b 2 , e 1 , e 2 }. Note that the first occurrence of e 1 is an invalid input. The sequence of transformations are shown in Fig. 11 . Each =⇒ in Fig. 11 describes a transformation based on user input and each −→ describes a simplification of the dialog structure. The rule numbers from Fig. 10 are shown alongside the reductions.
An Efficient Staging Algorithm
In order to stage dialogs, the system uses an interpretation of the staging transformation rules described in Fig. 10 tailored to operations performed on the XML DOM representation. The algorithm that is used to process the user's Figure 10 : Reduction rules for currying and partial evaluation stagers. Adapted from [12] .
utterance is specified in Fig. 12 . This algorithm is possibly executed multiple times for multiple user utterances. The algorithm fires the complete-dialog event (explained later) when the user's dialog is complete. When the user selects a database to explore, the system retrieves the DialogXML corresponding to the database and parses the document. The DialogXML can be viewed as a linked list of trees, with each tree corresponding to a hierarchically staged dialog. The list of dialogs are staged in the sequence they are parsed. As a result, the system first stages the first dialog in the list. The system must now identify what question to ask the user, and what the user may say in response to the question. This is done using a recursive pre-processing step that is depicted in Fig. 13 . As a result of this step, the system now knows what item to offer the user as part of the system-initiated dialog. This item, together with legal values that be used as filling for that item, is sent to the HTML+SALT generator which generates valid HTML for the page. The HTML page also contains SALT markup identifying a URI that contains the SRGS grammar [19] that defines what the user may say. The set of items that can be said, together with a datastructure representation of the grammar structure is sent to the Grammar generator, which generates the grammar file on demand. Details about grammar generation are covered later.
Upon recognition of the user's utterance, the SALT-compliant browser submits the recognized utterance to the Utterance Validator using the HTTP POST request. The validator tokenizes the utterance into its constituent slot/fillings, sends them to the stagers, which employ the dialog staging rules to process the representation sequentially. Multiple passes through the dialog-processing algorithm may be made if multiple utterances were received from the user. The dialog sequence ends when the null dialog (θ) is reached, or if the user has explicitly requested that the dialog be ended, and the collect results operator be invoked. In such a case, the system transfers control to the view-results module, which displays details about the collected results.
Rule 6, Rule 2, Rule 1
Rule 5, Rule 4
Rule 7 The transformation where rule 7 is applied indicates an input that could not fill any currently applicable slot, and would presumably lead to an error message, but does not result in a simplified dialog.
Dialog motivators
The only aspect of the architecture to be covered are the dialog motivators and the grammar generators. Dialog motivators are useful nuggets of processing that help streamline the dialog at every user utterance. We use four main motivators:
1. prune-dialog: This motivator decides if the internal dialog representation can be pruned as a result of the previous utterance by the user. For example, if a user is interested in 'New York' and 'Senators' there is no longer a need to prompt for party, since both senators from New York are from the Democratic Party. Thus the party slot can be automatically filled with 'Democraat' and removed from the dialog representation.
For a filling received for slot nodeb In current-dialog, locate the node (nodeb) If nodeb not found, the utterance was invalid. return. locate the parent(nodep) of nodeb delete nodeb if nodep has more children, return else, current-dialog needs to be changed. find the first ancestor(anc) of current-dialog, deleting all dialogs without children current-dialog=anc; if anc not found, the dialog is complete. Trigger dialog-complete. return while there are more dialog-elements in the current tree begin for the current dialog call the stager in the current dialog on the elements in the current dialog. this returns the following information stored in global variables--the set of items that can be said -the item that must be presented to the user -data-structure representation of the grammar to be used for validation end Figure 13 : Processing to generate grammar.
complete-dialog:
This motivator decides if a dialog is complete. A dialog is complete if a unique record in the database VIEW being used has been identified, or if there are no more items left to solicit input for in the dialog. In such cases, the unnecessary slots are removed from the representation. Notice that complete-dialog is a specialization of prune-dialog.
confirm-dialog:
This motivator applies if the item has been designated in the DialogXML as one for which confirmation must be sought. In a real application, confirmation would be sought for utterances that have been recognized with a low value of confidence; however SALT does not provide us with the hooks to learn about confidence values of recognized utterances, hence we specify the need for confirmation in the DialogXML markup.
collect-results:
This motivator applies if the user explicitly requested (via a 'Show me results' utterance) that the dialog be terminated in order to view a flat listing (of the relevant remaining records).
Grammar generation
Grammar generation in the voice portal uses Nuance's GSL grammar format and requires no special handling. In the web portal, grammar generation involves a careful division of labor between the browser, utterance validator, and the embedded speech grammars themselves. For instance, the system generates JavaScript to handle some types of interaction on the client side within the browser itself. Confirmation of the user's utterance, 'What may I say?,' and 'Show me something else' type of questions are examples of interactions handled by JavaScript. The embedded SRGS grammars are used for encapsulating site-specific logic and are faithful to the C and I stager specifications. Generating grammar fragments corresponding to the P E stager will result in an exponential enumeration of utterance possibilities, so we use a less restrictive grammar and allow the invalid utterances to be caught by the Utterance Validator instead.
Implementation Details
The web portal instantiation is implemented as a Java web application using JSPs and Servlets. The application runs inside the Tomcat servlet engine. The system uses the Apache HTTPd web-server with a WARP connector to connect to the Tomcat servlet engine, and functions like a proxy-server. A PostgreSQL database server serves the example databases we use in this paper. The web-application connects to the database server using the Java Database Connectivity (JDBC) API. It uses a meta-data API to learn about the structure of the data present in the database. An SQL query initially helps compute a VIEW that serves as the starting point for the dialog. This VIEW is used for all future interactions and helps reinforce that a user is always working with a personalized 'view' of the information space. The use of VIEWs can be used to increase system efficiency as they can be shared across many users. We tested the system using the Microsoft SALT plug-in for the Internet Explorer 6.0 browser on a system running Windows XP.
Case Studies and Evaluation
Several applications have been created using the out-of-turn interaction framework presented above. The first is an interface to the Project VoteSmart website (http://www.vote-smart.org) and an example interaction has been already described in Fig. 1 . This interface provides details on about 540 politicians comprising the U.S. Congress and is modeled after the Project VoteSmart site (http://vote-smart.org). In addition to party, branch of Congress, and state information, we modeled district and seat information, in the form of a PE over five specification aspects. Two other applications, covered in [40] , involve a tour application for Washington D.C visitors and an interface to the fuel economy guide at the environmental protection agency (EPA -http://www.fueleconomy.gov). See [40] for more details.
The evaluation of out-of-turn interaction interfaces is a topic of interest in itself. Two important issues are: does the support for out-of-turn interaction make some tasks easier and do users actually utilize out-of-turn interaction for such tasks? The answer to the first question is clearly in the affirmative. For instance, in the example from the introduction, being able to say 'Indiana' out-of-turn is advantageous because it shows the inapplicability of one of the party choices. Without this capability, Sallie would have to manually browse through each party and determine if she obtains the information she was seeking.
To investigate whether users utilize out-of-turn interaction for such tasks, we are conducting several user studies, with several applications. Preliminary results with the US Congress application are described in [31] . The study involved 25 users who were assigned eight information-finding tasks. Four of the tasks were non-oriented, meaning they could be completed with or without out-of-turn interaction; the remaining four of them were out-ofturn-oriented, meaning they would be cumbersome to complete without the capability of out-of-turn input. However, users were not told which tasks fell under which category. On analyzing the results, we learnt that all users employed out-of-turn interaction when presented with an out-of-turn oriented task, indicating that they are adept at discerning when such interaction is necessary. Many users successfully inferred that out-of-turn interaction is suitable when we have a specific goal in mind and not so much when we are conducting exploratory browsing. See [31] for more details of this study.
Discussion
The above applications have highlighted the key features of our software framework. The staging transformers have been primarily responsible for dialog control, specifying what the user may say at any given time. The dialog manager has streamlined the dialog, pruning it when necessary, and triggering the appropriate actions. Our modularized implementation approach makes it easy to construct speech-enabled interfaces to database-driven sites.
By using a combination of stagers (PE, I, and C), our dialog representation is independent of in-turn versus out-of-turn interaction and, most importantly, the modality used for interaction. This, in of itself, is a significant contribution of our work. The user interface research community has been exploring the separation of representation issue for many years. For example, 'user interface management systems' (UIMS), a term coined by Kasik [21] (circa 1982), refers to the study of software architectures for building interactive systems [28] . One of the explicitly stated goals of the UIMS community was 'achieving dialog independence' [33] . The focus of the research was mainly to automatically generate high quality user interfaces from abstract representations. This approach did not find wide acceptance because most of the generation tools available were based on heuristics that made the generation process unpredictable and hard to control [27] .
Lately, abstract user interface specifications (also known as model-based approaches) have received renewed attention due to a multiplicity of devices and the variety of interaction possibilities with them. While some approaches have created domain-specific languages such as SISL [9] and WebML [13] , others are still exploring the general idea of having a universal specification language for building interactive applications. Szekely [43] presents a retrospective of the model-based approaches and how they have evolved over time.
Still more recent work has focused on user interface representations for multiplatform user interfaces. The goal is to specify the user interface in parts or models (e.g. presentation model, data model, dialog model) so that moving the user interface to another platform requires minimal modifications. Despite a lot of attention to this area, the research community has not yet converged upon a dialog representation that is independent of the task-details of the user interface. For example, TERESA [26] uses enabling operators as part of a task model representation; UIML [2] uses an event-based model that is closely tied to the presentation; XIML [35] uses a separate dialog model, but it is derived from the task model. USIXML [22] , a recent addition to the XML-based UI representations has a separate representation for dialogues but it is not clear how well their approach could handle out-of-turn interaction as in our work.
Furthermore, most existing abstract notations require some form of explicit representation of dialog flow. Our use of staging transformers (e.g., the PE stager) avoids such explicit enumeration of dialog flows and promises to serve as a model for building multi-platform user interfaces [3] . This is one of our ongoing directions of future work.
In general, our work helps demonstrate the viability of our view of the speech-enabled web -namely, that of a flexible dialog between the user and the system which allows the user to take the initiative in controlling the flow of the dialog. Rosenfeld et al. [38] have argued that speech interfaces will become increasingly ubiquitous and will be able to support smaller form-factors without comprising usability. The applications presented here validate this viewpoint and help illustrate the importance of using voice to supplement interaction in mobile devices.
It is helpful to contrast our representation-based approach with other ways of specifying dialogs, notably VoiceXML. While they share some similarities, our DialogXML notation is purely declarative and captures only the structure of the dialog. Control is implicitly specified using program transformations, which makes the process of dialog specification less cumbersome for the designer. Furthermore, while VoiceXML permits mixed-initiative dialog sequences too, it does so more as a result of how its form interpretation algorithm (FIA) is organized. Using a combination of program transformation constructs and hierarchically composed dialogs, we are able to specify the nature of out-ofturn interaction in a manner not precisely expressable in VoiceXML (see [36] for more details). Furthermore, in [36] , we have shown that barring a few side-effects, the FIA is a partial evaluator in disguise, and hence mixed-initiative applications realizable using VoiceXML are a proper subset of what can be achieved with the many stagers available in DialogXML.
The design emphasis of VoiceXML has been to enable creation of reusable dialog elements which can be composed to create complete voice applications. Developers can create complex dialogs using constructs such as looping and subdialogs in conjunction with the FIA. The VoiceXML interpreter interprets the VoiceXML document and implements the FIA.
The successful implementation of a dialog-based system [41, 46] requires many more facets such as language understanding, task modeling, intention recognition, and plan management, which are beyond the scope of this work. We are now exploring several directions such as natural language speech input and extending the specification capability of DialogXML. We are also conducting usability studies for our multimodal interfaces and carefully assessing the role of speech as an out-of-turn interaction medium. Especially important is addressing the veritable 'how do users know what to say?' problem [45] for multimodal web browsing.
This work is an initial exploration into the use of multimodal interfaces to websites. As the use of browsers that support technologies such as SALT, X+V grows, the importance of software frameworks to support multimodal interaction will only increase.
