Abstract. Theta functions for definite signature lattices constitute a rich source of modular forms. A natural question is then their generalization to indefinite signature lattices. One way to ensure a convergent theta series while keeping the holomorphicity property of definite signature theta series is to restrict the sum over lattice points to a proper subset. Although such series do not generally have the modular properties that a definite signature theta function has, as shown by Zwegers [11] for signature (1, n − 1) lattices, they can be completed to a function that has these modular properties by compromising on the holomorphicity property in a certain way. This construction has recently been generalized to signature (2, n − 2) lattices by Alexandrov, Banerjee, Manschot, and Pioline [1] . A crucial ingredient in this work is the notion of double error functions which naturally lends itself to generalizations. In this work we study the properties of such error functions which we will call r-tuple error functions. We then construct an indefinite theta series for signature (r, n − r) lattices and show they can be completed to modular forms by using these r-tuple error functions.
Introduction
In his seminal work on mock theta functions, Zwegers [11] gives three closely related constructions for mock modular forms. One of these constructions involves theta series for lattices of signature (1, n − 1) extending an earlier work on such lattices by Göttsche and Zagier [5] . A natural problem then is to construct similar modular objects out of signature (r, n − r) lattices. Recently, Alexandrov, Banerjee, Manschot, and Pioline [1] gave such an extension and investigated its properties in detail for the case r = 2 while suggesting a natural generalization for r > 2. Further work along these lines after the groundbreaking work of [1] includes [2] by Bringmann, Kaszian and Rolen which uses and extends the results of [1] (in particular for r = 3 case) to work out the modularity properties of a function that arises in the context of Gromov-Witten theory and [6] by Kudla which among other things display a relation between indefinite theta functions here and Kudla-Milson theta series [7] .
The main problem for indefinite signature lattices is that the usual q-series one constructs for definite signature lattices is no longer a convergent series. One can construct a convergent series by restricting the sum over lattice points to a proper subset of them, however then generically one does not get the modular properties one would get from definite signature lattices. In [11] holomorphicity properties of such q-series are compromised in a specific way to get a modular object. Error functions used in this context are replaced in [1] by generalized error functions. One of our goals in this paper is to study the properties of generalized error functions which we call r-tuple error functions in this work, closely following the methods of [1] in their study of double error functions.
A crucial ingredient in the analysis of [1] is a result by Vignéras [9] that shows conditions under which one can deform a theta series for an indefinite signature lattice and obtain a modular object. The deformation is accomplished through a kernel function satisfying a differential equation which we will call Vignéras equation. Ordinary error functions used by [11] and generalized error functions introduced by [1] and studied here satisfy this equation and hence can be used in the construction of indefinite theta functions. Mere existence of these functions still does not solve the problem entirely though as one should still prove the convergence of the theta series built as such. This is a nontrivial problem and we will give a sufficient set of conditions for convergence again expanding on the methods of [11] and [1] .
The outline of this paper is as follows. In Section 2 we review the results of [9] and set up some notation. Then in Section 3 we study r-tuple error functions proving properties we need for the discussion of indefinite theta functions. This allows us to set up a particular form of indefinite theta series in Section 4 and give a sufficient set of conditions for its convergence. Finally, in Section 5 we discuss our results and future prospects.
Note: During the course of this study the author heard of an upcoming paper by Zagier and Zwegers on indefinite theta functions of generic signature. Also after this work was completed, a preprint by Westerholt-Raum [10] has appeared discussing indefinite theta functions over tetrahedral cones. It employs a geometrical approach to discussing asymptotic properties of the kernel E r (M; u) we will define below. Our work instead bases its discussion over generalized complementary error functions as defined in [1] and proves its properties for general case through their integral definitions. In particular, the decomposition of the kernel E r (M; u) in terms of generalized complementary error functions M r (M; u) (see Proposition 3.11 and 3.15 ) is what is used to establish convergence properties for theta functions.
Vignéras' Theorem and Theta Series for Indefinite Signature Lattices
The main technical tool we will use for establishing modularity properties is Vignéras' theorem which we are going to review here. First we set up some notation mainly following that of [1] . Let Λ be an n-dimensional lattice (n ∈ N) endowed with an integral bilinear form B(m, k) = m T A k for m, k ∈ Λ (and an associated quadratic form Q(k) = k T A k) which we also linearly extend to R n ∼ = Λ ⊗ R. Assume that the bilinear form has signature (r, n − r) where n ≥ r and r ∈ N denotes the number of positive eigenvalues. We will also use the notation ∂ x f (x) := ( ∂ x 1 f, . . . , ∂ xs f )
T for x = (x 1 , . . . , x s ) T . Lastly, we define theta series with kernel φ by (for λ ∈ Z, µ ∈ Λ * /Λ where Λ * is the dual lattice, τ := τ 1 + iτ 2 ∈ H for τ 1 ∈ R, τ 2 ∈ R + , q := e 2πiτ , b, c ∈ R n and p ∈ Λ which is a characteristic vector satisfying
If φ(x)e πQ(x)/2 ∈ L 1 (R n ) the absolute convergence of the sum is ensured. Now we can state Vignéras's theorem:
Theorem 2.1 (Vignéras [9] ). If for any degree ≤ 2 polynomial R(x) and order
and if the kernel φ(x) satisfies the Vignéras equation
where B −1 (x, y) := x T A −1 y, the theta function θ µ [φ, λ] (τ, b, c) transforms like a Jacobi form of weight (λ + n/2, 0). That is we have:
When we state holomorphicity in τ and z := bτ − c, we mean holomorphicity of the function
When the kernel asymptotes to a locally polynomial and homogeneous function of degree λ one can recover it from its shadow ψ = i 4 (x ∂ x − λ)φ and its asymptotic behavior. See [1] for further details.
Generalized Error Functions
In this section we will study a natural generalization of double error functions as suggested by [1] and prove the properties we need to define indefinite theta functions out of them. In this section and in the rest of this paper we will use the following notation: For an s × t matrix G, G S,T where S ⊆ [s] and T ⊆ [t] will mean the matrix G restricted to rows and columns corresponding to subsets S and T , respectively. If G is a column vector we will drop T from this notation if T = {1}. Also for a column matrix x = (x 1 , . . . , x s ) T we will use x := Let m (1) , . . . , m (r) ∈ R r×1 be a collection of r non-degenerate column vectors and w (1) , . . . , w (r) ∈ R r×1 be the corresponding dual basis (with respect to the Euclidean norm so that they satisfy w (j 1 )T m (j 2 ) = δ j 1 j 2 ). Let us also define M ∈ R r×r by M = m (1) . . . m (r) and W ∈ R r×r by W = w (1) . . . w (r) so that M −T = W. Finally let u ∈ R r×1 , where u = (u 1 , . . . , u r ) T is such that u T w (j) = 0 for all j = 1, . . . r. Then we define 'complementary r-tuple error function' M r (M; u) using the following absolutely convergent integral:
where the integration variable is represented as a column matrix z = (z 1 , . . . , z r ) T .
Definition 3.2. Let m (1) , . . . , m (r) ∈ R r×1 be a collection of r non-degenerate column vectors (where we use M := m (1) . . . m (r) as in Definition 3.1) and let u = (u 1 , . . . , u r ) T ∈ R r×1 . We then define 'r-tuple error function' E r (M; u) as
Note that E r (M; u) is a C ∞ function of u for any non-degenerate M. 
and
where u [j 1 ,j 2 ] := (u j 1 , . . . , u j 2 ) T . Note that whenever m (j) 's split into two sets spanning orthogonal subspaces we have a similar factorization property using parts (a) and (b) of this proposition since then M can be brought into a block diagonal form using O(r; R) transformations and permutations.
Proof. All of the statements trivially follow from Definitions 3.1 and 3.2.
Before proceeding any further let us introduce some notation.
• For each S ⊆ [r] consider the subspace spanned by {m (j) : j ∈ S} and pick an orthonormal basis for it, b
|S| , where we will use the standard basis
1 It is useful to compare our definitions to those of [1] . M1(1; u) here is simply equal to
here is equal to the double error function M2(α; u1, u2)
of [1] and M2
, form matrices Q S,S ′ ∈ R |S|×|S ′ | whose rows are the components of b
. We also will use Q S := Q S, [r] . Essentially, these matrices will form the projectors to subspaces m (j) : j ∈ S . Choosing different orthonormal bases correspond to transforming
Let us state now a couple of properties for future reference:
• Similarly, for each S ⊆ [r] consider the subspace spanned by {w (j) : j ∈ S} and pick an orthonormal basis for it, c
|S| , where again we will use the standard basis
For any S ⊆ S ′ ⊆ [r] we form matrices P S,S ′ ∈ R |S|×|S ′ | whose rows are the components of c
. We also will use P S := P S, [r] . Choosing different orthonormal bases correspond to transforming
These matrices satisfy:
• Let M S denote the matrix
[r] and j 1 < j 2 < . . . < j |S| . We will also use W S for similarly constructed matrices out of
Proposition 3.4. For any nonsingular M ∈ R r×r and u ∈ R r×1 away from the loci w (j)T u = 0, the function M r (M; u) is a real valued C ∞ function. Its discontinuity as
Proof. We start by defining variables v j =
The Jacobian factor associated with this change of variables is
As
where we should also note that
Then we can combine the factor i π |S| sign W T S u e −πu T u with integrals over v S to obtain the M |S| (Q S M S ; Q S u) part. Finally, in the limit W T
[r]/S u → 0, remaining v [r]/S integrals give (iπ) r−|S| and we obtain the discontinuity described in (8) .
Remark. For large u, E r (M; u) is locally constant as E r (M; u) ∼ sign M T u whereas
. The asymptotic behavior of E r (M; u) is obvious from its definition in equation (4) whereas the asymptotic behavior of M r (M; u) can be deduced from a saddle point approximation. We will make the asymptotic behavior of both functions more precise in our discussion.
Lemma 3.5. First derivatives of M r (M; u) and E r (M; u) with respect to u are given by:
Proof. We start with M r (M; u) and its definition in terms of the integral M r (M; u) = i π
. The derivative ∂ u acting on the integral limits gives vanishing contribution because of the exponential suppression, then we simply act it on the integrand to find
Since
/{j} we can rewrite this as
Performing a change of variables z = P [r]/{j} z and z 0 = Q {j} (z + iu) and taking the integral over z 0 we get
(15) Now note that
Since P [r]/{j} m (j) = 0 this simply reduces to
finally proving our assertion for M r (M; u).
Now let us study
Noting that
m (j) δ Q {j} u ′ and integrating by parts we get
Performing a change of variables u ′ = P [r]/{j} u, u 0 = Q {j} u and performing the integral over u 0 we can rewrite
which finally can be written as 2
proving our assertion for E r (M; u).
Proposition 3.6. The shadows of E r and M r are given by
Proof. Using the fact that W T M = MW T = I r we have
Using Lemma 3.5 then proves our statement for M r . The proof for E r is exactly the same. Proof. We start with the case for M r (M; u). Since
we get
Integrating by parts and noting that
= 0 proves the statement for M r . For E r (M; u) we first note that by Proposition 3.6 we have
Next we note that by Lemma 3.5 we have
Since P [r]/{j} m (j) = 0 we only need
to find
canceling the contribution from equation (29) and proving r j=1 ∂ 2 u j + 2πu j ∂ u j E r (M; u) vanishes. Note that the same proof can also be used for M r (M; u) giving a second proof for the statement for M r (M; u).
Proof. We will use induction to prove the statement. For r = 1 we have |M 1 (M; u)| = |erfc (|u| √ π)| ≤ e −πu 2 establishing the base case. Now we assume the hypothesis holds for M r−1 to prove the inductive step. By Proposition 3.6 we have
Integrating from t = 1 to ∞ and noting that M r (M; tu) → 0 as t → ∞ we have
By the induction hypothesis
Using |Q{j}u| √ u T u ≤ 1 and erfc √ πu T u ≤ e −πu T u then gives the result.
Proposition 3.9. On its domain of definition (which is
Proof. We start with a change of variables v j = w (j)T z (so that ∂v ∂z = |det W| = |det M| −1 ) in the integral defining M r (M; u) (see equation (3)) to get
Now we deform the integration contours without crossing any poles:
Under the integral and in the limit ǫ j → 0 + we can replace
factors with
Taking the integrals over v [r]/S using the delta functions we then have
(42) Using the fact that 
Performing a change of variables v S = Q S M S v S and x = (Q S M S ) −T x (for which the Jacobian is unity) we obtain
Finally performing the Gaussian integral over v S we find
finishing the proof.
The decomposition given in Proposition 3.9 implies that one can conversely decompose E r (M; u) in terms of M r functions. Before giving this result we state a lemma that we will need in establishing that decomposition.
Lemma 3.10. For any n × n real positive definite matrix G and any v ∈ R n×1 such that
Proof. See Appendix A for the proof.
Taking G S,T = W T S W T and v S = W T S u in Lemma 3.10 and noting that
we find
for all non-empty subsets N of [r] and for all u such that the arguments of sign functions are non-zero.
Proposition 3.11. For any u such that
Before going into the proof note that M functions have discontinuities We now turn to the proof of Proposition 3.11 to show the decomposition precisely:
Proof. Using Proposition 3.9 we find
equal to:
Changing the order of sums gives
Then the sum over S is zero by Lemma 3.10 and equation (49) where it is unity. This then simply leaves E r (M; u).
Boosted Error Functions.
We can now use the functions E s (M; u) and M s (M; u) we defined for Euclidean bilinear form in the previous section to spaces with arbitrary non-degenerate bilinear forms. In particular let x ∈ R n and let us define a signature (r, n − r) bilinear form on this space by B(x, y) = x T Ay (or by the associated quadratic form Q(x) = x T Ax). Here r denotes the number of positive definite directions. We will define E r and M r functions using vectors c j ∈ R n for j = 1, . . . , s ≤ r (represented as column vectors) which span a positive-definite subspace, in other words C T AC > 0 where C := (c 1 . . . c r ). Let us introduce some notation before proceeding any further. Let E ∈ R s×n be a matrix whose rows form an orthonormal basis for the plane spanned by c j 's so that EAE T = I s and C = E T EAC. The projection of x to the plane spanned by c j 's will be denoted as
12. Let A be a signature (r, n − r) bilinear form and C = (c 1 . . . c s ) be an n × s matrix whose columns form a positive definite subspace according to this bilinear form. Further define a matrix E ∈ R s×n whose rows define an orthonormal basis for the subspace spanned by c j 's. then we define E A s (C; x) and M A s (C; x) as
We will drop the superscript A whenever the bilinear form is implied from the context and will drop the subscript s when the number of vectors in C can be inferred.
Note that these functions do not depend on the choice of E since different choices correspond to a transformation E → QE where Q ∈ O(s, R) and that leaves E A s (C; x) and M A s (C; x) invariant by Proposition 3.3.
We also define D = (d 1 . . . d s ) ∈ R n×s whose columns form a dual basis to C for the subspace c i 's span. That is D T AC = I s and D = E T EAD which can be easily verified for D = E T (EAC) −T . We also use C S for S ⊆ [s] to denote the matrix C S = c j 1 c j 2 . . . c j |S| where j 1 , j 2 , . . . , j |S| ∈ S and j 1 < j 2 < . . . < j |S| . The matrix D S for the dual basis vectors is similarly defined. One last notation we will use is C S⊥S ′ denoting the projection of vectors in C S to the subspace orthogonal to the one spanned by C S ′ .
2 More concretely C S⊥S ′ will be formed by vectors c j − C S ′ C T S ′ AC S ′ −1 C T S ′ A c j for j ∈ S in increasing j order though this choice will not be important. Now we can state the following propositions following from our work in Section 3.1.
Proposition 3.13.
(a) E(C; x) is a C ∞ function of x ∈ R n for C ∈ R n×s spanning a timelike subspace as described above. It is invariant under permutations of c j , independent positive scalings of c j and is odd under independent sign flips of c j 's. (b) If C splits into two sets C 1 and C 2 which span orthogonal subspaces, then
(56)
The function E(C; x) satisfies the Vignéras equation for bilinear form B(x, y) with λ = 0:
where
(e) The function E(C; x) has an integral representation:
where the measure is normalized so that
Proposition 3.14.
(a) M (C; x) is a C ∞ function of x ∈ R n away from the loci B(d j , x) = 0 for C ∈ R n×s spanning a timelike subspace. It is invariant under permutations of c j , independent positive scalings of c j and is odd under independent sign flips of c j 's. (b) If C splits into two sets C 1 and C 2 which span orthogonal subspaces, then 
Similarly we have
for any x such that the M function is well defined and the arguments of sign functions are nonzero.
Indefinite Theta Functions of Higher Depth
In this section we will construct a certain indefinite theta series and give sufficient conditions for its convergence. The holomorphic part of these series will be given by restricting the sum over lattice points through the function
Before stating our result let us introduce some notation. By C S P we will mean the matrix whose columns are taken from the set {c j : j ∈ S ∩ P } ∪ {c ′ j : j ∈ S/P } in, say, increasing j order (we will also use C ′ for C [r] ∅ and C P for C [r] P ). We also form the matrix C S P ⊥T Q by which we mean the matrix formed by vectors in C S P projected to the subspace orthogonal to the one spanned by the vectors in C T Q . Next we will use ∆(x 1 , . . . , Theorem 4.1. Let C and C ′ as described above be 2r vectors in R n endowed with an integral bilinear form B(x, y) of signature (r, n−r). Assume that each C P for P ⊆ [r] spans a signature (r, 0) (i.e. positive-definite) subspace. Further assume that ∆ := ∆(C, C ′ ) satisfies ∆(−1) r > 0 (signifying that C ∪ C ′ forms a linearly independent set and spans a signature (r, r) subspace by our assumption above) and that D j,j ′ (−1) r ≥ 0 for all j = 1, . . . , r. Finally assume that the matrix (−1) r M as defined above is negative definite.
Then θ µ [φ r , 0] is a convergent series and it is holomorphic in τ and z away from the loci where B(k + b, c j ) = 0 or B(k + b, c ′ j ) = 0 for some j ∈ [r] and k ∈ Λ + µ + p/2. Moreover, assume that analogous conditions for vectors in C and C ′ we stated above also holds for C [r]/S⊥S P and C ′
[r]/S⊥S P for any S ⊆ [r] and P ⊆ S. Then θ µ [ φ r , 0] with the kernel
is a convergent series and forms a modular completion for θ µ [φ r , 0] transforming like a (vector-valued) Jacobi form of weight (n/2, 0).
Proof. We follow and generalize the proofs in [11] and [1] . The first thing to note is that for any x ∈ R n we have
. We define the part in brackets as Q − (x):
Now we note that if x is linearly independent from C ∪ C ′ the subspace x, c 1 , c ′ 1 , . . . , c r , c ′ r has signature (r, r + 1) and hence
Using the negative definiteness of (−1) r M and positivity of (−1) r ∆ we conclude Q − (x) < 0. On the other hand, if x is in the plane spanned by C ∪ C ′ we have ∆(x, c 1 , . . . , c ′ r ) = 0 and hence Q − (x) < 0 unless x = 0 again arguing through negative definiteness of (−1) r M and positivity of (−1) r ∆. Now, φ r (x) = 0 only when sign (B(c j , x)) sign B(c ′ j , x) ≤ 0 for all j = 1, . . . , r. The assumptions D j,j ′ (−1) r ≥ 0 and ∆(−1) r > 0 implies Q − (x) ≥ Q(x), i.e. on the support of φ r (x) the negative definite bilinear form Q − (x) dominates Q(x). Using this we can conclude that φ r (x)e πQ(x)/2 ≤ e πQ − (x)/2 proving the absolute convergence of
For the second part of the theorem we use the decomposition in Proposition 3.15 to rewrite the kernel φ r (x) as
(69) Let us focus on each S ∈ [r] and P ⊆ S contribution
separately. We start by decomposing each x ∈ R n as x = x 1 + x 2 where x 1 is in the linear span of C S P and x 2 is in its orthogonal complement so that Q(x) = Q(x 1 ) + Q(x 2 ). That divides φ S P (x) e πQ(x)/2 into a factor along
and a factor along C S P :
By our argument in the first part and by the hypothesis given for
is dominated along C S P ⊥ by e πQ S P ⊥ − (x 2 )/2 where Q S P ⊥ − is a negative definite bilinear form on C S P ⊥ and correspondingly by Proposition 3.14
and this contribution is exponentially suppressed along C S P . That shows the series in θ µ [ φ r , 0] is convergent and that φ r (x)e πQ(x)/2 satisfies the conditions given in theorem 2.1. Moreover, since E(C P ; x) functions each satisfies Vignéras equation with λ = 0 (see Proposition 3.13) by Vignéras' theorem 2.1, θ µ [ φ r , 0] transforms like a (vector-valued) Jacobi form of weight (n/2, 0).
Remark. It is desirable to further relax and simplify the conditions we put on C. See [6] and [10] for further discussion.
Aside from the obvious factorizable solutions to the hypothesis we put for C and C ′ we will exhibit a non-factorizable example for r = 4 case. 
satisfy the hypotheses of theorem 4.1.
Discussion
In this work we studied the properties of r-tuple error functions and introduced indefinite theta series using these functions. One obvious question is to relax the conditions we imposed on c j 's and c ′ j 's that determine the subset of lattice points used in the holomorphic part of the associated theta series and ensure its convergence. Specifically, one would want to allow null vectors and allow linear dependencies, which is essential to extend the range of applications for indefinite theta functions. The other two constructions for mock modular forms given by [11] , namely using Appell-Lerch sums [12] and meromorphic Jacobi forms [4] , are closely related to signature (1, n−1) indefinite theta series. It is then natural to look for similar corresponding constructions for signature (r, n − r) indefinite theta functions. On the side of Appell-Lerch sums one such generalization is already available in literature under the name 'generalized Appell functions' [3, 8] . Indeed, [1] initiated the study of their modular properties for the r = 2 case. To study the complete story it is then desirable to study the null limits of the construction we have given for higher r cases.
Appendix A.
In this section we are going to prove the Lemma 3.10 which we restate here for reference.
Lemma A.1. For any n × n real positive definite matrix G and any v ∈ R n×1 such that 
Proof. We will use induction on n. The base hypothesis easily follows from the positivity of G 1,1 . For the inductive step let us note the following facts first. There are 2 n n sign functions in our sum. We are going to show that there are generically 2 n−1 n independent ones that each appear twice and that discontinuities cancel among each pair. In particular, we consider the contribution to the sum above from subsets S and S ∪ {j} for some j ∈ [n] and S ⊆ [n]/{j} and single out the contribution from the row corresponding to v j .
• The contribution from S reads (using S for [n]/(S ∪ {j})):
