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LOCAL WELL-POSEDNESS FOR GROSS-PITAEVSKII HIERARCHIES
ZEQIAN CHEN
Abstract. We consider the Cauchy problem for the Gross-Pitaevskii infinite linear hierarchy of
equations on Rn. By introducing a (F)-norm in certain Sobolev type spaces of sequences of marginal
density matrices, we establish local existence, uniqueness and stability of solutions. Explicit space-
time type estimates for the solutions are obtained as well. In particular, this (F)-norm is compatible
with the usual Sobolev space norm whenever the initial data is factorized.
1. Introduction
The time-dependent Gross-Pitaevskii (GP) equation describes the dynamics of initially trapped
Bose-Einstein condensates (cf. [5]). Precisely, in units where ~ = 1 and the mass of the bosons
m = 1/2, the condensate wave function at time t, ϕt = ϕt(r), r ∈ R3, satisfies the GP equation
(1.1) i∂tϕt = −∆rϕt + σ|ϕt|2ϕt
with the normalization
∫ |ϕt(r)|2d3r = 1, where σ = 8πNa is the coupling constant with N being the
number of particles and a the scattering length of the interaction potential. This fact was rigorously
proved by Erdo¨s, Schlein, and Yau in [6, 7, 8], starting from a many-body bosonic Schro¨dinger equation
with a short-scale repulsive interaction in the dilute limit.
One key ingredient in the argument of [6, 7, 8] is to prove the uniqueness of solutions to the
following infinite hierarchy (commonly called the Gross-Pitaevskii hierarchy):
(1.2) i∂tγ
(k)
t =
k∑
j=1
[−△rj , γ(k)t ] +B(k)γ(k+1)t , k = 1, 2, . . . ,
with the collision operator B(k) =
∑k
j=1 Bj,k being defined according to
(1.3) Bj,kγ
(k+1) = Trk+1[δ(rj − rk+1), γ(k+1)], j = 1, . . . , k,
where γ(k) denotes k-partite density operator in R3, i.e., a nonnegative operator on L2(R3)⊗ˆ
k
with
Trγ(k) = 1. The uniqueness result of Erdo¨s, Schlein, and Yau states that: Given a family of densities
Γ = (γ(k))k≥1 such that
(1.4) |||γ(k)|||k := Tr
[|(1−∆r1) 12 · · · (1−∆rk) 12 γ(k)(1−∆r1) 12 · · · (1−∆rk) 12 |] ≤ Ck, ∀k ≥ 1,
for some constant C > 0, there exists at most one solution Γt = (γ
(k)
t )k≥1 to (1.2) with Γt=0 = Γ
such that |||γ(k)t |||k ≤ Ck holds uniformly in t.
This motivates that one may begin directly with the GP hierarchy (1.2) and investigates the
associated initial problem on Rn. Recently, T. Chen and N. Pavlovic´ [2] indeed started to investigate
the Cauchy problem for the GP hierarchy (1.2) without the assumption of factorized initial conditions.
By introducing certain Sobolev type spaces Hαξ of sequences of marginal density matrices with the
parameter 0 < ξ < 1, they proved local existence and uniqueness of solutions with an additional
restriction on the interaction terms (B(k)γ
(k+1)
t )k≥1. Furthermore, Liu and the present author [4]
proved the unconditional local wellposedness in the cas α > n/2. Their argument is also suitable to
obtain the existence result in general case without assuming the additional condition used in [2] (see
e.g. Theorem 2.2 below). However, there appear two different parameters in these results, i.e., for
the initial data in Hαξ1 the solution lies in Hαξ2 for some 0 < ξ2 < ξ1. In particular, for each fixed ξ the
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norm ‖ · ‖Hα
ξ
is not compatible with the Sobolev norm of Hα for factorized hierarchies Γ = {γ(k)}k≥1
with
(1.5) γ(k) = |ϕ〉〈ϕ|⊗k , k = 1, 2, . . . , ϕ ∈ Hα.
This indicates that the Cauchy problem (1.2) in Hαξ is not equivalent to the one (1.1) in Hα for the
case that the initial condition is factorized.
In this paper we will eliminate these two undesirable issues. As a crucial ingredient of the ar-
guments, a (F)-norm is introduced in certain Sobolev type spaces of sequences of marginal density
matrices, i.e., a (F)-normed space Hα consisting of all hierarchies Γ = (γ(k))k≥1 ∈
⊗∞
k=1 H
α
k such
that
∞∑
k=1
1
λk
‖γ(k)‖Hα
k
<∞ for some λ > 0,
where Hαk = H
α(Rkn × Rkn), equipped with the (F)-norm
∥∥Γ∥∥Hα := inf
{
λ > 0 :
∞∑
k=1
1
λk
‖γ(k)‖Hα
k
≤ 1
}
.
Our main result in this paper is that the Cauchy problem of the GP hierarchy (2.1) is locally well
posed in Hα for α > max{1/2, (n− 1)/2}.
Note that the (F)-norm
∥∥Γ∥∥Hα agrees with the condition (1.4) to a certain extent. Indeed, let H1
be the space of sequences Γ = (γ(k)) of trace class operators satisfying
‖Γ‖H1 := inf
{
λ > 0 :
∞∑
k=1
1
λk
|||γ(k)|||k ≤ 1
}
<∞.
It is easy to check that Γ = (γ(k))k≥1 satisfies (1.4) if and only if ‖Γ‖H1 < ∞. Then the uniqueness
theorem of Erdo¨s, Schlein, and Yau stated above can be reformulated as follows: The initial problem
for the GP hierarchy (1.2) admits at most one solution of density operators in H1. On the other hand,
one can easily verify that ‖Γ‖Hα = 2‖ϕ‖2Hα for all factorized hierarchies Γ of the form (1.5), i.e., the
(F)-norm ‖ · ‖Hα is compatible with ‖ · ‖Hα for any factorized hierarchy. This explains the reason why
we introduce the parameter-free space Hα in place of Hαξ for studying the Cauchy problem of the GP
hierarchy (1.2).
The paper is organized as follows. In Section 2, some notations and the main results are presented.
In Sections 3 we will prove unconditional local wellposedness in Hα for the Cauchy problem of the
hierarchy (1.2) for any α > n/2. We further prove, in Section 4, the local wellposedness with a
priori assumption on (B(k)γ
(k+1)
t )k≥1 in both the stability and uniqueness parts. Instead of using a
fixed point principle as in [2], here we use the fully expanded iterated Duhamel series and a Cauchy
convergence criterion involved in [4]. Finally, in Section 5, we will extend the result obtained for the
cubic GP hierarchy to the so-called quintic one.
2. Preliminaries and statement of the main result
In what follows, we usually denote by x = (x1, . . . , xn) a general variable in Rn and by xk =
(x1, . . . , xk) a point in R
kn = (Rn)k. For any x, y ∈ Rn we denote by x ·y =∑ni=1 xiyi and |x|2 = x ·x.
For any xk,yk ∈ Rkn, we set 〈xk,yk〉 :=
∑k
j=1 xj · yj .
We consider the Cauchy problem (initial value problem) for the Gross-Pitaevskii infinite linear
hierarchy of equations on Rn, in terms of kernel functions, of the form
(2.1)
{(
i∂t +△(k)±
)
γ
(k)
t (xk;x
′
k) = µ
[
B(k)(γ
(k+1)
t )
]
(xk;x
′
k),
γ
(k)
t=0(xk;x
′
k) = γ
(k)
0 (xk;x
′
k), k = 1, 2, . . . ,
where t ∈ R,xk = (x1, x2, . . . , xk),x′k = (x′1, x′2, . . . , x′k) ∈ Rkn, µ = ±1. Here,
△(k)± =
k∑
j=1
(∆xj −∆x′j ) and B(k) =
k∑
j=1
Bj,k,
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where ∆xj refers to the usual Laplace operator with respect to the variables xj ∈ Rn and the operators
Bj,k = B
+
j,k −B−j,k are defined according to
[B+j,k(γ
(k+1))](xk,x
′
k)
=
∫
dxk+1dx
′
k+1δ(xk+1 − x′k+1)δ(xj − xk+1)γ(k+1)(xk+1,x′k+1),
and
[B−j,k(γ
(k+1))](xk,x
′
k)
=
∫
dxk+1dx
′
k+1δ(xk+1 − x′k+1)δ(x′j − xk+1)γ(k+1)(xk+1,x′k+1).
A sequence of functions Γ(t) = (γ
(k)
t )k≥1 is said to be a Gross-Pitaevskii (GP, in short) hierarchy, if
they satisfy (2.1) and are symmetric, in the sense that
γ
(k)
t (xk,x
′
k) = γ
(k)
t (x
′
k,xk)
and
γ
(k)
t (x1, . . . , xk;x
′
1, . . . , x
′
k) = γ
(k)
t (xσ(1), . . . , xσ(k);x
′
σ(1), . . . , x
′
σ(k))
for any σ ∈ Πk (Πk denotes the set of permutations on k elements).
Let ϕ ∈ H1(Rn), then one can easily verify that a particular GP hierarchy, i.e., a solution to (2.1)
with factorized initial datum
γ
(k)
t=0(xk;x
′
k) =
k∏
j=1
ϕ(xj)ϕ(x′j), k = 1, 2, . . . ,
is given by
γ
(k)
t (xk;x
′
k) =
k∏
j=1
ϕt(xj)ϕt(x′j), k = 1, 2, . . . ,
where ϕt satisfies the cubic non-linear Schro¨dinger equation
(2.2) i∂tϕt = −∆ϕt + µ|ϕt|2ϕt, ϕt=0 = ϕ,
which is defocusing if µ = 1, and focusing if µ = −1. We refer to [1] and references therein for the
nonlinear Schro¨dinger equation.
In the following, unless otherwise specified, we always use γ(k), ρ(k) for denoting symmetric func-
tions in Rkn×Rkn. For k ≥ 1 and α ∈ R, we denote by Hαk = Hα(Rkn×Rkn) the space of measurable
functions γ(k) = γ(k)(xk,x
′
k) in L
2(Rkn × Rkn), which are symmetric, such that
‖γ(k)‖Hα
k
:= ‖Sαk γ(k)‖L2(Rkn×Rkn) <∞,(2.3)
where
Sαk :=
( k∏
j=1
(1−∆xj )
1
2 (1 −∆x′
j
)
1
2
)α
.
Evidently, Hαk is a Hilbert space with the inner product
〈γ(k), ρ(k)〉 = 〈Sαk γ(k), Sαk ρ(k)〉L2(Rkn×Rkn).
Moreover, the norm ‖ · ‖Hα
k
is invariance under the action of eit△
(k)
, i.e.,
‖eit△(k)γ(k)‖Hα
k
= ‖γ(k)‖Hα
k
because eit△
(k)
commutates with ∆xj for any j.
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Definition 2.1. For α ∈ R we define
Hα =
{
(γ(k))k≥1 ∈
∞⊗
k=1
Hαk :
∞∑
k=1
1
λk
‖γ(k)‖Hα
k
<∞ for some λ > 0
}
,
equipped with the (F)-norm
(2.4)
∥∥(γ(k))k≥1∥∥Hα := inf
{
λ > 0 :
∞∑
k=1
1
λk
‖γ(k)‖Hα
k
≤ 1
}
.
Remark 2.1. Note that ‖ · ‖Hα is not actually a norm in the sense that it does not satisfy ‖λΓ‖Hα =
|λ|‖Γ‖Hα in general. However, it is a (F)-norm, that is,
(F1) ‖Γ‖Hα ≥ 0;
(F2) ‖Γ‖Hα = 0 if and only if Γ = 0;
(F3) ‖λΓ‖Hα ≤ ‖Γ‖Hα if |λ| ≤ 1;
(F4) ‖Γ + Θ‖Hα ≤ ‖Γ‖Hα + ‖Θ‖Hα;
(F5) ‖λΓn‖Hα → 0 if ‖Γn‖Hα → 0;
(F6) ‖λnΓ‖Hα → 0 if λn → 0.
The conditions (F1)-(F3) are clear from the definition. (F4) results from the fact that Hαk ’s are
all norms, while (F5) and (F6) follow easily from Lebesgue’s dominated convergence theorem and
(F1)-(F4). Moreover, it can be checked that Hα is complete under the metric determined by this
(F)-norm. Therefore, Hα is a complete (F)-normed space. We refer to [10, §15.11] for a detailed
account of (F)-norms.
Definition 2.2. For an interval I ⊂ R, we define L1t∈IHα to be the space of all strongly measurable
functions Γ(t) = {γ(k)t }k≥1 on I with values in Hα such that
∞∑
k=1
1
λk
∫
I
‖γ(k)t ‖Hαk dt <∞ for some λ > 0,
equipped with the (F)-norm
(2.5) ‖Γ(t)‖L1
t∈I
Hα := inf
{
λ > 0 :
∞∑
k=1
1
λk
∫
I
‖γ(k)t ‖Hαk dt ≤ 1
}
.
Remark 2.2. It follows easily from the Lebesgue dominated convergence theorem that L1t∈IHα is a
complete (F)-normed space. See Remark 2.1 above.
Recall that, in integral formulation, (2.1) can be written as
(2.6) γ
(k)
t = e
it△(k)γ(k)0 +
∫ t
0
ds ei(t−s)△
(k)
B˜(k)γ(k+1)s , k = 1, 2, . . . ,
whereafter B˜(k) = −iµB(k). As noted in [2], such a solution can be obtained by solving the following
infinite linear hierarchy of integral equations
B˜(k)γ
(k+1)
t = B˜
(k)eit△
(k+1)
γ
(k+1)
0 +
∫ t
0
ds B˜(k)ei(t−s)△
(k+1)
B˜(k+1)γ(k+2)s ,(2.7)
for any k ≥ 1. If we write
△ˆΓ := (△(k)γ(k))
k≥1 and BˆΓ :=
(
B˜(k)γ(k+1)
)
k≥1,
then (2.6) and (2.7) can be written as
(2.8) Γ(t) = eit△ˆΓ0 +
∫ t
0
ds ei(t−s)△ˆBˆΓ(s)
and
BˆΓ(t) = Bˆeit△ˆΓ0 +
∫ t
0
ds Bˆei(t−s)△ˆBˆΓ(s),(2.9)
respectively.
Let us make the notion of solution more precise.
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Definition 2.3. A function Γ(t) = (γ
(k)
t )k≥1 : I 7→ Hα on a non-empty time interval 0 ∈ I ⊂ R
is said to be a local (strong) solution to the Gross-Pitaevskii hierarchy (2.1) if it lies in the class
C(K,Hα) for all compact sets K ⊂ I and obeys the Duhamel formula
(2.10) γ
(k)
t = e
it△(k)γ(k)0 − iµ
∫ t
0
ds ei(t−s)△
(k)
B(k)γ(k+1)s , ∀t ∈ I,
holds in Hαk for every k = 1, 2, . . . .
We refer to the interval I as the lifespan of Γ(t) with the initial value Γ(0) = (γ
(k)
0 )k≥1. We
say that Γ(t) is a maximal-lifespan solution on I = (−Tmin, Tmax) with Tmax = Tmax(Γ0) ∈ (0,∞]
and Tmin = Tmin(Γ0) ∈ (0,∞] if the solution cannot be extended to any strictly larger interval.
(−Tmin, Tmax) is said to be the maximal lifespan of Γ(t) with the initial value Γ(0) = (γ(k)0 )k≥1. We
say that Γ(t) is a global solution if (−Tmin, Tmax) = R, i.e., Tmax = Tmin =∞.
Remark 2.3. Let ϕ ∈ Hα(Rn) and set for k ≥ 1,
γ
(k)
0 (xk;x
′
k) =
k∏
j=1
ϕ(xj)ϕ(x′j).
An immediate computation yields that∥∥(γ(k)0 )k≥1∥∥Hα = 2‖ϕ‖2Hα(Rn).
Thus, for T > 0, ϕt ∈ C((−T, T ),Hα) is a solution to (2.2) with the initial value ϕt|t=0 = ϕ if and
only if
(2.11) Γ(t) = (γ
(k)
t )k≥1 with γ
(k)
t (xk;x
′
k) =
k∏
j=1
ϕt(xj)ϕt(x′j)
is a solution to (2.1) in C((−T, T ),Hα) with Γ(0) = (γ(k)0 )k≥1. This yields that the Cauchy problem
(2.1) in Hα is equivalent to the one (2.2) in Hα for the case of that initial conditions are factorized.
The aim of this paper is to prove the local well-posedness of the GP hierarchy (2.1) in Hα for
α > max{1/2, (n− 1)/2}. We state our results as Theorems 2.1 and 2.2.
Theorem 2.1. Assume that n ≥ 1 and α > n/2. The Cauchy problem (2.1) is locally well posed.
More precisely, there exists a constant An,α > 0 depending only on n and α such that
(i) For each Γ0 = (γ
(k)
0 )k≥1 ∈ Hα, let I = [−T, T ] with T = An,α‖Γ0‖Hα . Then there exists a solution
Γ(t) = (γ
(k)
t )k≥1 ∈ C(I,Hα) to the Gross-Pitaevskii hierarchy (2.1) with the initial data Γ0 such
that
(2.12) ‖Γ(t)‖C(I,Hα) ≤ 2‖Γ0‖Hα .
(ii) Given I0 = [−T0, T0] with T0 > 0, if Γ(t) and Γ′(t) in C(I0,Hα) are two solutions to (2.1) with
initial conditions Γt=0 = Γ0 and Γ
′
t=0 = Γ
′
0 in Hα respectively, then
(2.13) ‖Γ(t)− Γ′(t)‖C(I,Hα) ≤ 2‖Γ0 − Γ′0‖Hα ,
with I = [−T, T ], where
T = min
{
T0,
An,α
‖Γ(t)− Γ′(t)‖C(I0;Hα)
}
.
Remark 2.4. Theorem 2.1 shows that one has unconditional local wellposedness inHα for the Cauchy
problem of the GP hierarchy (2.1) for any α > n/2. This agrees with the case of the GP equation
(2.2) (cf. [11, Proposition 3.8]). Using the classical argument (see the proof of [11, Theorem 1.17]),
one can easily shows that given any Γ0 ∈ Hα, there exists a unique maximal interval of existence I
and a unique solution Γt ∈ C(I,Hα). Moreover, if I has a finite endpoint T, i.e., T = Tmax < ∞ or
T = Tmin < ∞, then the Hα-norm of Γt will go to infinity as t → T. Thus, the maximal lifespan of
Γt is necessarily open.
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Theorem 2.2. Assume that n ≥ 2 and α > (n − 1)/2. Then, the Cauchy problem for the Gross-
Pitaevskii hierarchy (2.1) is locally well posed in Hα. More precisely, there exist an absolute constant
A > 2 and a constant C = Bn,α > 0 depending only on n and α such that
(1) For every Γ0 = (γ
(k)
0 )k≥1 ∈ Hα, let I = [−T, T ] with T = Bn,α‖Γ0‖2Hα . Then there exists a solution
Γ(t) = (γ(k)(t))k≥1 ∈ C(I,Hα) to (2.1) with the initial data Γ(0) = Γ0 satisfying
(2.14) ‖BˆΓ(t)‖L1
t∈I
Hα ≤ 4A‖Γ0‖Hα .
(2) Given I0 = [−T0, T0] with T0 > 0, if Γ(t) ∈ C(I0,Hα) so that BˆΓ(t) ∈ L1t∈I0Hα is a solution to
(2.1) with the initial data Γ(0) = Γ0, then (2.14) holds as well for I = [−T, T ], where
T = min
{
T0,
Bn,α
‖BˆΓ(t)‖2
L1
t∈I0
Hα + ‖Γ0‖2Hα
}
.
(3) Given I0 = [−T0, T0] with T0 > 0, if Γ(t) and Γ′(t) in C(I0,Hα) with BˆΓ(t), BˆΓ′(t) ∈ L1t∈I0Hα
are two solutions to (2.1) with initial conditions Γ(0) = Γ0 and Γ
′(0) = Γ′0 in Hα respectively,
then
(2.15) ‖Γ(t)− Γ′(t)‖C(I,Hα) ≤ (1 + 4A)‖Γ0 − Γ′0‖Hα ,
with I = [−T, T ], where
T = min
{
T0,
Bn,α
‖Bˆ[Γ(t)− Γ′(t)]‖2
L1
t∈I0
Hα + ‖Γ0 − Γ′0‖2Hα
}
.
In particular, the above results hold for H1 in the case n = 3.
Remark 2.5. As shown in Theorem 2.2, for the case n/2 ≥ α > (n − 1)/2 we require a priori
assumption BˆΓ(t) ∈ L1t∈IHα in both the stability and uniqueness parts, although we prove that for
the existence part, such a priori assumption is not required. At the time of this writing, the question
remains open whether the condition BˆΓ(t) ∈ L1t∈IHα is necessary for the uniqueness of solutions.
3. Proof of Theorem 2.1
We begin with the following lemma.
Lemma 3.1. Suppose that n ≥ 1 and α > n
2
. Then, there exists a constant Cn,α > 0 depending only
on n and α such that, for any γ(k+1) ∈ S(R(k+1)n × R(k+1)n),
‖Bj,kγ(k+1)‖Hα
k
≤ Cn,α‖γ(k+1)‖Hα
k+1
,
for all k ≥ 1, where j = 1, · · · , k.
Consequently, B(k) can be extended to a bounded operator from Hαk+1 to H
α
k , still denoted by B
(k),
satisfying
(3.1) ‖B(k)γ(k+1)‖Hα
k
≤ Cn,αk‖γ(k+1)‖Hα
k+1
.
for all γ(k+1) ∈ Hαk+1.
This result can be found in [2] and [4]. The proof of Theorem 2.1 is divided into two parts as
follows. Without loss of generality, we always assume t ≥ 0.
Proof. (i) Let α > n/2. Given Γ0 = {γ(k)0 }k≥1 ∈ Hα. For m ≥ 1, set
(3.2) γ
(k)
m,t = e
it△(k)
± γ
(k)
0 +
∫ t
0
ds ei(t−s)△
(k)
± B˜(k)γ
(k+1)
m−1,s, k ≥ 1,
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with the convention γ
(k)
0,t ≡ γ(k)0 . By expansion, for every m ≥ 1 one has
γ
(k)
m,t =e
it△(k)
± γ
(k)
0 +
m−1∑
j=1
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tj−1
0
dtje
i(t−t1)△(k)± B˜(k) · · ·
× ei(tj−1−tj)△(k+j−1)± B˜(k+j−1)eitj△(k+j)± γ(k+j)0
+
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tm−1
0
dtme
i(t−t1)△(k)± B˜(k) · · ·
× ei(tm−1−tm)△(k+j−1)± B˜(k+m−1)γ(k+m)0 ,
m∑
j=0
Ξ
(k)
j,t ,
with the convention t0 = t. Then, for j = 1, · · · ,m− 1, by Lemma 3.1 we have
‖Ξ(k)j,t ‖Hαk ≤
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tj−1
0
dtj
∥∥∥ei(t−t1)△(k)± B˜(k) · · ·
× ei(tj−1−tj)△(k+j−1)± B˜(k+j−1)eitj△(k+j)± γ(k+j)0
∥∥∥
Hα
k
≤
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tj−1
0
dtjk · · ·
× (k + j − 1)(Cn,α)j‖eitj△
(k+j)
± γ
(k+j)
0 ‖Hαk+j
=
tj
j!
k · · · (k + j − 1)(Cn,α)j‖γ(k+j)0 ‖Hαk+j
=
(
k + j − 1
j
)
(Cn,αt)
j‖γ(k+j)0 ‖Hαk+j ,
(3.3)
and
‖Ξ(k)m,t‖Hαk ≤
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tm−1
0
dtm
∥∥∥ei(t−t1)△(k)± B˜(k) · · ·
× ei(tm−1−tm)△(k+j−1)± B˜(k+m−1)γ(k+m)0
∥∥∥
Hα
k
≤
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tm−1
0
dtm k · · ·
× (k +m− 1)(Cn,α)m‖γ(k+m)0 ‖Hαk+m
≤ t
m
m!
k · · · (k +m− 1)(Cn,α)m‖γ(k+m)0 ‖Hαk+m
=
(
k +m− 1
m
)
(Cn,αt)
m‖γ(k+m)0 ‖Hαk+m .
Then, for T > 0 (T will be fixed in the sequel) we obtain
‖γ(k)m,t‖C([0,T ],Hαk ) ≤
m∑
j=0
‖Ξ(k)j ‖C([0,T ],Hαk ) ≤
m∑
j=0
(
k + j − 1
j
)
(Cn,αT )
j‖γ(k+j)0 ‖Hαk+j .
Hence, for λ > 0 one has
∞∑
k=1
1
λk
‖γ(k)m,t‖C([0,T ],Hαk ) ≤
m∑
j=0
∞∑
k=1
1
λk
(
k + j − 1
j
)
(Cn,αT )
j‖γ(k+j)0 ‖Hαk+j
≤
∞∑
j=0
∞∑
k=1
1
λk
(
k + j − 1
j
)
(Cn,αT )
j‖γ(k+j)0 ‖Hαk+j .
(3.4)
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By the direct computation, one has
∞∑
j=0
∞∑
k=1
1
λk
(
k + j − 1
j
)
(Cn,αT )
j‖γ(k+j)0 ‖Hαk+j
=
∞∑
j=0
∞∑
ℓ=j+1
1
λℓ−j
(
ℓ− 1
j
)
(Cn,αT )
j‖γ(ℓ)0 ‖Hαℓ
=
∞∑
ℓ=1
ℓ−1∑
j=0
(
ℓ− 1
j
)
(Cn,αTλ)
j 1
λℓ
‖γ(ℓ)0 ‖Hαℓ
=
∞∑
ℓ=1
(1 + Cn,αTλ)
ℓ−1 1
λℓ
‖γ(ℓ)0 ‖Hαℓ ≤
∞∑
ℓ=1
( 1
λ
+ Cn,αT
)ℓ
‖γ(ℓ)0 ‖Hαℓ .
Set Γm(t) = {γ(k)m,t}. Let T = 1/[4Cn,α‖Γ0‖Hα ]. Then, by choosing λ = 4‖Γ0‖Hα we conclude from
(3.4) that
(3.5) ‖Γm(t)‖C([0,T ],Hα) ≤ 2‖Γ0‖Hα .
Now, fix k ≥ 1, by the above estimates for Ξ(k)j,t we have for any m,n with n > m≫ k
‖γ(k)m,t − γ(k)n,t‖C([0,T ],Hαk ) ≤ 2
n∑
j=m
(
k + j − 1
j
)
(Cn,αT )
j‖γ(k+j)0 ‖Hαk+j
≤ Ck
n∑
j=m
(k + j − 1)k−1/2√
j
(Cn,αT )
j‖γ(k+j)0 ‖Hαk+j
= Ck
n∑
j=m
(k + j − 1)k−1/2
2j
√
j
1
(2‖Γ0‖Hα)j ‖γ
(k+j)
0 ‖Hαk+j
≤ Ck (2‖Γ0‖H
α)k√
m
n∑
j=m
1
(2‖Γ0‖Hα)k+j ‖γ
(k+j)
0 ‖Hαk+j → 0,
as m → ∞, where we have used Stirling’s formula N ! ≈ NN+1/2e−N . This concludes that for every
k ≥ 1, γ(k)m,t converges in C([0, T ],Hαk ), whose limitation is denoted by γ(k)t .
Set Γ(t) = {γ(k)t }k≥1. By Lemma 3.1 one has∥∥∥ ∫ t
0
ds ei(t−s)△
(k)
± B˜(k)[γ
(k+1)
m−1,s − γ(k+1)n−1,s]
∥∥∥
Hα
k
≤
∫ T
0
ds‖B˜(k)[γ(k+1)m−1,s − γ(k+1)n−1,s]‖Hαk ≤ kCn,αT ‖γ
(k+1)
m−1,t − γ(k+1)n−1,t‖C([0,T ],Hαk+1).
Then, taking m→∞ in (3.2) we conclude that Γ(t) is a solution to (2.1). Moreover, taking m→∞
in (3.5) we obtain (2.12).
(ii) Given T0 > 0. Suppose Γ(t),Γ
′(t) ∈ C([0, T0],Hα) are two solutions to (2.1) with the initial
datum Γ0 and Γ
′
0 in Hα, respectively. Since (2.1) is linear, it suffices to consider Γ(t) instead of
Γ(t)− Γ′(t). By (2.6), for every m ≥ 1 one has
γ
(k)
t =e
it△(k)
± γ
(k)
0 +
m−1∑
j=1
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tj−1
0
dtje
i(t−t1)△(k)± B˜(k) · · ·
× ei(tj−1−tj)△(k+j−1)± B˜(k+j−1)eitj△(k+j)± γ(k+j)0
+
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tm−1
0
dtme
i(t−t1)△(k)± B˜(k) · · ·
× ei(tm−1−tm)△(k+m−1)± B˜(k+m−1)γ(k+m)tm ,
m−1∑
j=0
Ξ
(k)
j,t + Ξ˜
(k)
m,t,
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with the convention t0 = t. Note that,
‖Ξ˜(k)m,t‖Hαk ≤
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tm−1
0
dtm
∥∥∥ei(t−t1)△(k)± B˜(k) · · ·
× ei(tm−1−tm)△(k+m−1)± B˜(k+m−1)γ(k+m)tm
∥∥∥
Hα
k
≤
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tm−1
0
dtm k · · ·
× (k +m− 1)(Cn,α)m‖γ(k+m)tm ‖Hαk+m
≤m(m+ 1) · · · (2m− 1)(Cn,α)m
×
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tm−1
0
‖γ(k+m)tm ‖Hαk+mdtm.
Set T = 1/[4Cn,α ‖Γ(t)‖C([0,T0];Hα)]. Then, combining the above estimate and (3.3) yields
‖γ(k)t ‖C([0,T ];Hαk ) ≤
m−1∑
j=0
(
k + j − 1
j
)
(Cn,αT )
j‖γ(k+j)0 ‖Hαk+j
+m(m+ 1) · · · (2m− 1)(Cn,α)m
×
∫ T
0
dt1
∫ t1
0
dt2 · · ·
∫ tm−1
0
‖γ(k+m)tm ‖Hαk+mdtm
≤
∞∑
j=0
(
k + j − 1
j
)( 1
4‖Γ0‖Hα
)j
‖γ(k+j)0 ‖Hαk+j
+
(
Cn,αT
)m(2m− 1
m
)
‖γ(k+m)t ‖C([0,T ];Hαk+m)
≤
∞∑
j=0
(
k + j − 1
j
)( 1
4‖Γ0‖Hα
)j
‖γ(k+j)0 ‖Hαk+j
+
‖Γ(t)‖kC([0,T0];Hα)
4m
(
2m− 1
m
)‖γ(k+m)t ‖C([0,T ];Hαk+m)
‖Γ(t)‖k+mC([0,T0];Hα)
.
Since
(
2m−1
m
) ≈ 4m√
m
, taking m→∞ we conclude that
‖γ(k)t ‖C([0,T ];Hαk ) ≤
∞∑
j=0
(
k + j − 1
j
)( 1
4‖Γ0‖Hα
)j
‖γ(k+j)0 ‖Hαk+j .
Then, taking λ = 4‖Γ0‖Hα we have
∞∑
k=1
1
λk
‖γ(k)t ‖C([0,T ];Hαk ) ≤
∞∑
j=0
∞∑
k=1
(
k + j − 1
j
)
(Cn,αTλ)
j 1
λk+j
‖γ(k+j)0 ‖Hαk+j
≤
∑
ℓ≥1
( 1
2‖Γ0‖Hα
)ℓ
‖γ(ℓ)0 ‖Hαℓ ≤ 1.
(3.6)
This concludes that ‖Γ(t)‖C([0,T ];Hα) ≤ 2‖Γ0‖Hα . This proves (2.13). 
Remark 3.1. From the above proof we find that the assumption that functions γ are symmetric can
be dropped in Theorem 2.1.
4. Proof of Theorem 2.2
For simplicity, we denote by L2t (H
α
k ) = L
2(R,Hαk ), equipped with the norm
‖f‖L2t(Hαk ) =
( ∫
R
‖f(t)‖2Hα
k
dt
) 1
2
.
Evidently, L2t (H
α
k ) is a Hilbert space.
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Lemma 4.1. (cf. [2, Proposition A.1]) Assume that n ≥ 2 and α > (n − 1)/2. Then there exists a
constant Cn,α depending only on n and α such that, for any symmetric γ
(k+1) ∈ S(R(k+1)n×R(k+1)n),
(4.1) ‖Bj,keit△
(k+1)
± γ(k+1)‖L2t(Hαk ) ≤ Cn,α‖γ
(k+1)‖Hα
k+1
,
for all k ≥ 1, where j = 1, · · · , k.
Consequently, B(k) can be extended to a bounded operator from Hαk+1 to H
α
k , still denoted by B
(k),
satisfying
‖B(k)eit△(k+1)± γ(k+1)‖L2t (Hαk ) ≤ Cn,αk‖γ
(k+1)‖Hα
k+1
,
for all γ(k+1) ∈ Hαk+1.
As in [9], we introduce the notation
D
(k)
j (Γ)(t) :=
∫ t
0
· · ·
∫ tj−1
0
J
(k)
j (tj)γ
(k+j+1)(tj)dt1 · · · dtj
for k, j ≥ 1, where
J
(k)
j (tj) =
j∏
i=1
ei(ti−1−ti)△
(k+i)
± B˜(k+i)(4.2)
with tj = (t, t1, . . . , tj) and with the convention t0 = t.
The following lemma is crucial for the proof of Theorem 2.2.
Lemma 4.2. Assume that n ≥ 2 and α > (n − 1)/2. Then there exist an absolute constant A > 2
and a constant Cn,α > 0 depending only on n and α so that the estimates below hold
(1) For any Γ0 = {γ(k)0 }k≥1 ∈
⊗∞
k=1 H
α
k ,∥∥∥B˜(k)D(k)j (eit△±Γ0)(t)∥∥∥
L1
t∈[0,T ]
Hα
k
≤ kAk+j(Cn,αT )
j+1
2 ‖γ(k+j+1)0 ‖Hαk+j+1 ,(4.3)
for k, j ≥ 1 and T > 0.
(2) For any T > 0 and Γ(t) = {γ(k)t }k≥1 with γ(k)t ∈ L1t∈[0,T ]Hαk ,∥∥∥B˜(k)D(k)m (Γ)(t)∥∥∥
L1
t∈[0,T ]
Hα
k
≤ kAk+m(Cn,αT )m2 ‖B(k+m)γ(k+m+1)(t)‖L1
t∈[0,T ]
Hα
k+m
,(4.4)
for k,m ≥ 1.
Proof. The inequalities (4.3) and (4.4) can be proved by using the so-called “board game” argument
presented in [9]. For the details see the proof of Proposition A.2 in [2]. 
Now we are ready to prove Theorem 2.2. To this end, we introduce the system
(4.5) Γ(t) = eit△ˆ±Γ0 +
∫ t
0
ds ei(t−s)△ˆ±Ξs ,
Ξt = Bˆe
it△ˆ±Γ0 +
∫ t
0
ds Bˆei(t−s)△ˆ±Ξs ,(4.6)
which is formally equivalent to the system (2.8), (2.9). The proof is divided into three parts as follows.
As before, it suffices to consider the case t ≥ 0.
Proof. (1) Let α > (n− 1)/2 and n ≥ 2. Let Γ0 = {γ(k)0 }k≥1 ∈ Hα and Ξ0 = {ρ(k)0 (t)}k≥1 = 0. Given
k ≥ 1, for any m ≥ 1 we define
(4.7) ρ(k)m (t) = B˜
(k)eit△
(k+1)
± γ
(k+1)
0 +
∫ t
0
dsB˜(k)ei(t−s)△
(k+1)
± ρ
(k+1)
m−1 (s)
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for t ∈ [0, T ], where T will be fixed later. Set Ξm(t) = {ρ(k)m (t)}k≥1 for every m ≥ 1. By expansion,
for every m ≥ 2 one has
ρ(k)m (t) =B˜
(k)eit△
(k+1)
± γ
(k+1)
0
+
m−1∑
j=1
B˜(k)
∫ t
0
· · ·
∫ tj−1
0
dt1 · · · dtjei(t−t1)△
(k+1)
± B˜(k+1)
× · · · ei(tj−1−tj)△(k+j)± B˜(k+j)eitj△(k+j+1)± γ(k+j+1)0
(4.8)
with the convention t0 = t, that is,
ρ(k)m (t) =
m−1∑
j=0
B˜(k)D
(k)
j (Γ0)(t)
with the convenience D
(k)
0 (Γ0)(t) = e
it△(k+1)
± γ
(k+1)
0 . By Lemma 4.2 (1) we have∥∥∥m−1∑
j=0
B˜(k)D
(k)
j (Γ0)(t)
∥∥∥
L1
t∈[0,T ]
Hα
k
≤ k
m−1∑
j=0
Ak+j(
√
Cn,αT )
j+1
∥∥γ(k+j+1)0 ∥∥Hα
k+j+1
.
Then,
‖ρ(k)m ‖L1
t∈[0,T ]
Hα
k
≤ k
m−1∑
j=0
Ak+j(
√
Cn,αT )
j+1
∥∥γ(k+j+1)0 ∥∥Hα
k+j+1
.(4.9)
Set T := 1/[Cn,αA
2‖Γ0‖2Hα ]. For λ > 0 one has by (4.9)∑
k≥1
1
λk
‖ρ(k)m ‖L1
t∈[0,T ]
Hα
k
≤
∑
k≥1
(2A
λ
)k m−1∑
j=0
1
‖Γ0‖j+1Hα
∥∥γ(k+j+1)0 ∥∥Hα
k+j+1
.
Choosing λ = 4A‖Γ0‖Hα , we have∑
k≥1
1
λk
‖ρ(k)m ‖L1
t∈[0,T ]
Hα
k
≤
∑
k≥1
1
2k
∑
j≥1
1
‖Γ0‖k+j+1Hα
∥∥γ(k+j+1)0 ∥∥Hα
k+j+1
≤ 1.
This concludes that for every m ≥ 1, Ξm ∈ L1t∈[0,T ]Hα and
(4.10) ‖Ξm‖L1
t∈[0,T ]
Hα ≤ 4A‖Γ0‖Hα .
Now, for fixed k ≥ 1 and any n,m with n > m we have
‖ρ(k)m − ρ(k)n ‖L1
t∈[0,T ]
Hα
k
≤
n−1∑
j=m
(2A)k+j(
√
Cn,αT )
j+1
∥∥γ(k+j+1)0 ∥∥Hα
k+j+1
≤(2A‖Γ0‖Hα)k
∑
j≥m
1
‖Γ0‖k+j+1Hα
∥∥γ(k+j+1)0 ∥∥Hα
k+j+1
.
This concludes that for each k ≥ 1, ρ(k)m converges in L1t∈[0,T ]Hαk as m → ∞, whose limitation is
denoted by ρ(k).
Set Ξ(t) = {ρ(k)(t)}k≥1. Note that for any n,m ≥ 1,∥∥∥ ∫ t
0
dsB˜(k)ei(t−s)△
(k+1)
± [ρ
(k+1)
m−1 (s)− ρ(k+1)n−1 (s)]
∥∥∥
L1
t∈[0,T ]
Hα
k
≤
k∑
ℓ=1
∫ T
0
∫ T
0
dtds
∥∥Bℓ,kei(t−s)△(k+1)± [ρ(k+1)m−1 (s)− ρ(k+1)n−1 (s)]∥∥Hα
k
≤T 1/2
k∑
ℓ=1
∫ T
0
ds
∥∥Bℓ,kei(t−s)△(k+1)± [ρ(k+1)m−1 (s)− ρ(k+1)n−1 (s)]∥∥L2
t∈[0,T ]
Hα
k
≤Cn,αkT 1/2
∥∥ρ(k+1)m−1 − ρ(k+1)n−1 ∥∥L1
t∈[0,T ]
Hα
k+1
,
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where we have used the Cauchy-Schwarz inequality with respect to the integral in t in the second
inequality and used Lemma 4.1 in the last inequality. Thus, taking m→∞ in (4.7) we prove that Ξ
is a solution to (4.6). Moreover, taking m→∞ in (4.10) we obtain (2.14).
(2) Fix T0 > 0. Suppose Γ(t) ∈ C([0, T0],Hα) is a solution to (2.1) so that BˆΓ(t) ∈ L1t∈[0,T0]Hα.
Given T ∈ (0, T0], which will be fixed later. By (2.7), for every m ≥ 1 one has
B˜(k)γ
(k+1)
t =B˜
(k)eit△
(k+1)
± γ
(k+1)
0
+
m−1∑
j=1
B˜(k)
∫ t
0
· · ·
∫ tj−1
0
dt1 · · · dtjei(t−t1)△
(k+1)
± B˜(k+1)
× · · · ei(tj−1−tj)△(k+j)± B˜(k+j)eitj△(k+j+1)± γ(k+j+1)0
+ B˜(k)
∫ t
0
∫ t1
0
· · ·
∫ tm−1
0
dt1dt2 · · · dtmei(t−t1)△
(k+1)
± B˜(k+1)
× · · · ei(tm−1−tm)△(k+m)± B˜(k+m)γ(k+m+1)(tm),
with the convention t0 = t, that is,
B˜(k)γ
(k+1)
t = B˜
(k)eit△
(k+1)
± γ
(k+1)
0 +
m−1∑
j=1
B˜(k)D
(k)
j (Γ0)(t) + B˜
(k)D(k)m (Γ)(t).
By Lemma 4.2 we have
∥∥B˜(k)γ(k+1)t ∥∥L1
t∈[0,T ]
Hα
k
≤
m−1∑
j=0
kAk+j(
√
Cn,αT )
j+1
∥∥γ(k+j+1)0 ∥∥Hα
k+j+1
+ kAk+m(
√
Cn,αT )
m
∥∥B(k+m)γ(k+m+1)t ∥∥L1
t∈[0,T ]
Hα
k+m
.
Set T = 1/[Cn,αA
2max{‖BˆΓ(t)‖2
L1
t∈[0,T0]
Hα , ‖Γ0‖2Hα}]. Taking m→∞ we have
∥∥B˜(k)γ(k+1)t ∥∥L1
t∈[0,T ]
Hα
k
≤ (2A)k
∞∑
j=0
1
‖Γ0‖j+1Hα
∥∥γ(k+j+1)0 ∥∥Hα
k+j+1
Then, for λ > 0 we have
∑
k≥1
1
λk
∥∥B˜(k)γ(k+1)t ∥∥L1
t∈[0,T ]
Hα
k
≤
∑
k≥1
∞∑
j=0
(2A
λ
)k 1
‖Γ0‖j+1Hα
∥∥γ(k+j+1)0 ∥∥Hα
k+j+1
.
Choose λ = 4A‖Γ0‖Hα . Then we have∑
k≥1
1
λk
∥∥B˜(k)γ(k+1)t ∥∥L1
t∈[0,T ]
Hα
k
≤
∑
k≥1
1
2k
∞∑
j=0
1
‖Γ0‖k+j+1Hα
∥∥γ(k+j+1)0 ∥∥Hα
k+j+1
≤ 1.
This completes the proof of (2).
(3) Fix T0 > 0. Suppose Γ(t),Γ
′(t) ∈ C([0, T0],Hα) are two solutions to (2.1) such that BˆΓ(t)
and BˆΓ′(t) both belong to L1t∈[0,T0]Hα. Since (2.1) is linear, it suffices to consider Γ(t) instead of
Γ(t)− Γ′(t). Choosing
T = 1/[Cn,αA
2max{‖BˆΓ(t)‖2L1
t∈[0,T0]
Hα , ‖Γ0‖2Hα}],
by (2) we have
‖Γ(t)‖C([0,T ],Hα) ≤ ‖Γ0‖Hα + 4A‖Γ0‖Hα = (1 + 4A)‖Γ0‖Hα .
This completes the proof. 
Remark 4.1. For n = 3, using [9, Theorem 1.3] instead of Lemma 4.1 we can prove as done above
that the Cauchy problem (2.1) is locally well posed in H1 in the sense of Theorem 2.2. We omit the
details.
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5. The quintic Gross–Pitaevskii hierarchy
In this section, we consider the so-called quintic Gross-Pitaevskii hierarchy. Recall that the quintic
Gross-Pitaevskii hierarchy Γ(t) = (γ(k)(t))k≥1 is given by
(5.1) i∂tγ
(k)
t =
[ k∑
j=1
(−∆xj ), γ(k)t
]
+ µQ(k)γ
(k+2)
t , µ = ±1,
in n dimensions, for k ∈ N, where the operator Q(k) is defined by
Q(k)γ
(k+2)
t =
k∑
j=1
Trk+1,k+2
[
δ(xj − xk+1)δ(xj − xk+2), γ(k+2)t
]
.
It is defocusing if µ = 1, and focusing if µ = −1. We note that the quintic GP hierarchy accounts for
3-body interactions between the Bose particles (see [3] and references therein for details).
In terms of kernel functions, the Cauchy problem for the quintic GP hierarchy (5.1) can be written
as follows
(5.2)
{(
i∂t +△(k)
)
γ
(k)
t (xk;x
′
k) = µ
(
Q(k)γ
(k+2)
t
)
(xk;x
′
k),
γ
(k)
t=0(xk;x
′
k) = γ
(k)
0 (xk;x
′
k), k ∈ N,
where Q(k) :=
∑k
j=1Q
(k)
j with the action of Q
(k)
j = Q
(k)
j,+−Q(k)j,− on γ(k+2)(xk+2,x′k+2) ∈ S(R(k+2)n×
R
(k+2)n) being defined according to(
Q
(k)
j,+γ
(k+2)
)
(xk,x
′
k)
:=
∫
dxk+1dxk+2dx
′
k+1dx
′
k+2γ
(k+2)(xk, xk+1, xk+2;x
′
k, x
′
k+1, x
′
k+2)
× δ(xj − xk+1)δ(xj − x′k+1)δ(xj − xk+2)δ(xj − x′k+2)
= γ(k+2)(xk, xj , xj ;x
′
k, xj , xj),
and (
Q
(k)
j,−γ
(k+2)
)
(xk,x
′
k)
:=
∫
dxk+1dxk+2dx
′
k+1dx
′
k+2γ
(k+2)(xk, xk+1, xk+2;x
′
k, x
′
k+1, x
′
k+2)
× δ(x′j − xk+1)δ(x′j − x′k+1)δ(x′j − xk+2)δ(x′j − x′k+2)
= γ(k+2)(xk, x
′
j , x
′
j ;x
′
k, x
′
j , x
′
j),
for j = 1, . . . , k.
Let ϕ ∈ H1(Rn), then one can easily verify that a particular solution to (5.2) with initial conditions
γ
(k)
t=0(xk;x
′
k) =
k∏
j=1
ϕ(xj)ϕ(x′j), k = 1, 2, . . . ,
is given by
γ
(k)
t (xk;x
′
k) =
k∏
j=1
ϕt(xj)ϕt(x′j), k = 1, 2, . . . ,
where ϕt satisfies the quintic non-linear Schro¨dinger equation
(5.3) i∂tϕt = −∆ϕt + µ|ϕt|4ϕt, ϕt=0 = ϕ.
The GP hierarchy (5.2) can be written in the integral form
(5.4) γ
(k)
t = e
it∆(k)γ
(k)
0 +
∫ t
0
ds ei(t−s)∆
(k)
Q˜(k)γ(k+2)s , k = 1, 2, . . . ,
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where Q˜(k) = −iµQ(k). Evidently, such a solution can be obtained by solving the following infinity
linear hierarchy of integral equations
(5.5) Q˜(k)γ
(k+2)
t = Q˜
(k)eit∆
(k+2)
γ
(k+2)
0 +
∫ t
0
ds Q˜(k)ei(t−s)∆
(k+2)
Q˜(k+2)γ(k+4)s ,
for any k ≥ 1. If we write
∆ˆΓ := (∆(k)γ(k))k≥1 and QˆΓ := (Q˜(k)γ(k+2))k≥1,
then (5.4) and (5.5) can be written as
(5.6) Γ(t) = eit∆ˆΓ0 +
∫ t
0
ds ei(t−s)∆ˆQˆΓ(s),
and
(5.7) QˆΓ(t) = Qˆeit∆ˆΓ0 +
∫ t
0
ds Qˆei(t−s)∆ˆQˆΓ(s),
respectively.
Formally we can expand the solution γ
(k)
t of (5.4) for any m ≥ 2 as
γ
(k)
t =e
it∆(k)γ
(k)
0 +
m−1∑
j=1
∫ t
0
dt2
∫ t2
0
dt4 · · ·
∫ t2(j−1)
0
dt2je
i(t−t2)∆(k)Q˜(k) · · ·
× ei(t2(j−1)−t2j)∆(k+2(j−1)) Q˜(k+2(j−1))eitj∆(k+2j)γ(k+2j)0
+
∫ t
0
dt2
∫ t2
0
dt4 · · ·
∫ t2(m−1)
0
dt2me
i(t−t2)∆(k)Q˜(k) · · ·
× ei(t2(m−1)−t2m)∆(k+2(m−1))Q˜(k+2(m−1))γ(k+2m)tm ,
(5.8)
with the convention t0 = t.
Let us make the notion of solution more precise for the quintic GP hierarchy (5.2).
Definition 5.1. A function Γ(t) = (γ
(k)
t )k≥1 : I 7→ Hs on a non-empty time interval 0 ∈ I ⊂ R
is said to be a local (strong) solution to the Gross-Pitaevskii hierarchy (5.2) if it lies in the class
C(K,Hs) for all compact sets K ⊂ I and obeys the Duhamel formula
(5.9) γ
(k)
t = e
it△(k)γ(k)0 − iµ
∫ t
0
ds ei(t−s)△
(k)
Q(k)γ(k+2)s , ∀t ∈ I,
holds in Hsk for every k = 1, 2, . . . .
We will prove that the Cauchy problem (5.2) is locally well-posed for s > max{ 12 , (n− 1)/2}.
Theorem 5.1. Assume that n ≥ 1 and s > n2 . The Cauchy problem (5.2) is locally well posed. More
precisely, there exists a constant Kn,s > 0 depending only on n and s such that
(1) For every Γ0 = (γ
(k)
0 )k≥1 ∈ Hs, let I = [−T, T ] with T = Kn,s‖Γ0‖2Hs . Then there exists a solution
Γ(t) = (γ
(k)
t )k≥1 ∈ C(I,Hs) to the Gross-Pitaevskii hierarchy (5.2) with the initial data Γ0
satisfying
(5.10) ‖Γ(t)‖C(I,Hs) ≤ 2‖Γ0‖Hs
(2) Given I0 = [−T0, T0] with T0 > 0, if Γ(t),Γ′(t) in C(I0,Hs) are two solutions to the Gross-
Pitaevskii hierarchy (5.2) with the initial conditions Γ(0) = Γ0 and Γ
′(0) = Γ′0 in Hs, respectively,
then
(5.11) ‖Γ(t)− Γ′(t)‖C(I,Hs) ≤ 2‖Γ0 − Γ′0‖Hs
with I = [−T, T ], where
T = min
{
T0,
Kn,s
‖Γ(t)− Γ′(t)‖2C(I0,Hs)
}
.
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The proof can be obtained as done in that of Theorem 2.1, based on the following inequality
‖Q(k)γ(k+2)‖Hs
k
≤ Cn,sk‖γ(k+2)‖Hs
k+2
, ∀k ≥ 1,
with Cn,s > 0 being a constant depending only on n and s, which was proved in [3, Theorem 4.3].
For the case s ≤ n/2 we have
Theorem 5.2. Assume that n ≥ 2 and s > n−12 . Then, the Cauchy problem for the Gross-Pitaevskii
hierarchy (5.2) is locally well posed in Hs. More precisely, there exist an absolute constant A > 2 and
a constant C =Mn,s > 0 depending only on n and s such that
(1) For every Γ0 = (γ
(k)
0 )k≥1 ∈ Hs, let I = [−T, T ] with T = Mn,s‖Γ0‖4Hs . Then there exists a solution
Γ(t) = (γ(k)(t))k≥1 ∈ C(I,Hs) to (5.2) with the initial data Γ(0) = Γ0 such that
(5.12) ‖QˆΓ(t)‖L1
t∈I
Hs ≤ 2A‖Γ0‖Hs .
(2) Given I0 = [−T0, T0] with T0 > 0, if Γ(t) ∈ C(I0,Hs) so that QˆΓ(t) ∈ L1t∈I0Hs is a solution to
(5.2) with the initial data Γ(0) = Γ0, then (5.12) holds true as well for I = [−T, T ], where
T = min
{
T0,
Mn,s
‖QˆΓ(t)‖4
L1
t∈I0
Hs + ‖Γ0‖4Hs
}
.
(3) Given I0 = [−T0, T0] with T0 > 0, if Γ(t) and Γ′(t) in C(I0,Hs) with QˆΓ(t), QˆΓ′(t) ∈ L1t∈I0Hs
are two solutions to (5.2) with initial conditions Γ(0) = Γ0 and Γ
′(0) = Γ′0 in Hs, respectively,
then
(5.13) ‖Γ(t)− Γ′(t)‖C(I,Hs) ≤ (1 + 2A)‖Γ0 − Γ′0‖Hs ,
with I = [−T, T ], where
T = min
{
T0,
Mn,s
‖Qˆ[Γ(t)− Γ′(t)]‖4
L1
t∈I0
Hs + ‖Γ0 − Γ′0‖4Hs
}
.
To prove this theorem, we need two preliminary results as follows.
Lemma 5.1. Assume that n ≥ 2 and s > n−12 . Then there exists a constant Cn,s > 0 depending only
on n and s such that, for any symmetric γ(k+2) ∈ S(R(k+2)n × R(k+2)n),
(5.14) ‖Q(k)j eit∆
(k+2)
γ(k+2)‖L2t (Hsk) ≤ Cn,s‖γ
(k+2)‖Hs
k+2
for all k ≥ 1, where j = 1, 2, . . . , k.
Consequently, Q(k) can be extended to the space Hsk+2 such that
(5.15) ‖Q(k)eit∆(k+1)γ(k+2)‖L2t (Hsk) ≤ Cn,sk‖γ
(k+2)‖Hs
k+2
for all γ(k+2) ∈ Hsk+2.
This lemma was proved first for n = 3 in [9], and then in [2, Proposition A.1] for general case.
For any Γ = (γ
(k)
t )k≥1 we define
Pk+2,j(Γ)(t) :=
∫ t
0
dt2
∫ t2
0
dt4 · · ·
∫ t2(j−1)
0
dt2je
i(t−t2)△(k+2)Q˜(k+2) · · ·
× ei(t2(j−1)−t2j)△(k+2j)Q˜(k+2j)eit2j△(k+2(j+1))γ(k+2(j+1))t2j
with the convention t = t0.
The following lemma is crucial for the proof of Theorem 5.2.
Lemma 5.2. Assume that n ≥ 2 and s > n−12 . Then there exists an absolute constant A > 2 and a
constant Cn,s depending only on n and s so that the estimates below hold
(1) For any Γ0 = (γ
(k)
0 )k≥1 ∈
⊗∞
k=1H
s
k,
(5.16) ‖Q˜(k)Pk+2,j(eit∆Γ0)(t)‖L1
t∈I
Hs
k
≤ kAk+j(Cn,sT )
j+1
2 ‖γ(k+2j+2)0 ‖Hsk+2j+2
for k, j ≥ 1 and T > 0, where I = [−T, T ].
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(2) For any T > 0 and Γ(t) = (γ
(k)
t )k≥1 with γ
(k)
t ∈ L1t∈[−T,T ]Hsk,
‖Q˜(k)Pk+2,m(Γ)(t)‖L1
t∈I
Hs
k
≤ kAk+m(Cn,sT )m2 ‖Q(k+2m)γ(k+2m+2)(t)‖L1
t∈I
Hs
k+2m
,
(5.17)
for k,m ≥ 1, where I = [−T, T ].
Now, by slightly repeating the proof of Theorem 2.2 we can prove Theorem 5.2. The details are
omitted.
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