Introduction
The ability to grasp is critical in daily life, but the neural control of grasping is still not fully understood (Castiello and Begliomini, 2008; Davare et al., 2011) . Better knowledge of grasp encoding in the brain could lead to restoration of grasp to people who have lost it because of amputation or paralysis from spinal cord injury, stroke, or amyotrophic lateral sclerosis. Brain machine interfaces (BMIs) use directly-decoded brain signals to control an external device such as a computer cursor (Hochberg et al., 2006; , prosthetic arm or hand Fifer et al., 2014; Hochberg et al., 2012; Yanagisawa et al., 2011) , or functional electrical stimulation (FES) of paralyzed muscles (Ethier et al., 2012; Moritz et al., 2008) . In particular, restoring movement to a paralyzed hand via FES has the potential to grant intuitive control over grasp, which could greatly improve the quality of life for patients with spinal cord injury or stroke (Andersen et al., 2004) .
Most existing BMI studies involving grasp have concentrated on decoding kinematics from cortical signals. However, grasping involves a combination of kinematic and kinetic factors (Danion et al., 2013; Krakauer et al., 1999) . While a hand neuroprosthesis could be controlled by a BMI that classifies discrete hand grasps or continuous finger movements, fine control of grasp force is essential for accurate manipulation of objects. Thus, for patients to safely and successfully interact with their environment, BMIs will need to enable continuous and accurate control of grasp force by the neuroprosthesis.
In monkeys, hand shape (Spinks et al., 2008) and individual finger movement (Aggarwal et al., 2008) can be decoded discretely from neuronal action potentials (spikes), local field potentials (LFPs), or cortical surface potentials (electrocorticography, ECoG; see Chestek et al., 2013; Kubanek et al., 2009) in the primary motor cortex (M1). In addition, spikes in the premotor cortex modulate with grasp type (Townsend et al., 2011) . Continuous finger joint positions can also be decoded using spikes (Aggarwal et al., 2013; Ben Hamed et al., 2007; Vargas-Irwin et al., 2010) , LFPs (Zhuang et al., 2010) , and ECoG (Acharya et al., 2010; Miller et al., 2009) . Spike-based BMIs have been used to control continuous grasp aperture Hochberg et al., 2012 ). An ECoG-based BMI has been used by a few subjects to move a prosthetic hand to one of two discretely-decoded hand postures, but not manipulate objects (Yanagisawa et al., 2011) .
To manipulate objects, control of grasp kinetics (force and muscle activation) is critical. However, less is known about the cortical control of grasp kinetics than about the control of kinematics. Spikes have been shown to correlate with grasp force in M1 (Boudreau et al., 2001; Carmena et al., 2003; Evarts et al., 1983; Hendrix et al., 2009) , and a spike-based BMI has been used to control grip force in monkeys (Carmena et al., 2003) . The representation of force in the dorsal premotor cortex is not as clear, with some finding modulation of spikes with grasp force (Hepp-Reymond et al., 1999) , while others did not (Boudreau et al., 2001) . Using ECoG from motor and premotor cortices, a study requiring subjects to lift objects with two different weights showed little effect of weight on grasp type decoding, and modest ability to decode the discrete weights (Pistohl et al., 2012) . It is unclear if the inconsistencies among studies reflect a complex relationship between force and neural activity, or if the spatial distribution of the brain's force representation has not yet been accurately specified.
Ideally, a neuroprosthetic hand would continuously modulate the force it applies by decoding the user's intended grasp force continuously. Alternatively, FES could be used to activate paralyzed muscles. Studies in monkeys have shown that BMIs could restore movement to a paralyzed hand by using decoded muscle activity from M1 spikes to drive FES (Ethier et al., 2012; Moritz et al., 2008; Pohlmeyer et al., 2009) . These arm and finger muscle activations can also be decoded using intracortical M1 LFPs in monkeys (Flint et al., 2012a) . Here, we use ECoG to decode the continuous grasp force and finger muscle activity produced by 10 human subjects while they perform an isometric grasp task. In 3 subjects, we decoded force and muscle activity using microwire-ECoG data.
Methods

Subjects and surgical implantation
This study included 10 human participants (4 females, 6 males, ages 20-49, referred to in chronological order as S1, S2,…S10) who were undergoing intracranial monitoring prior to surgery for treatment of medication-refractory epilepsy. All experiments for S1-S4 were performed under protocols approved by the institutional review board of Northwestern University (S1 through S4, protocol #00013311). Experiments for S5-S10 were performed at the University of California at Irvine (IRB protocol #2009-7114) or Rancho Los Amigos National Rehabilitation Center (study #BCI-11-02). All subjects gave written informed consent to participate in the study. Electrode placement was determined by clinical need. Subjects were recruited for the study if their monitoring arrays were expected to cover the hand area of the primary motor cortex. During surgery, arrays were placed in reference to anatomical landmarks, using intraoperative stealth MRI co-registration. In 7 patients (S1, S3-S7, S9), we used standard clinical arrays with 2.3 mm exposed area, 10 mm interelectrode spacing (PMT, Inc. for S1, S3 and S4, and Integra, Inc., for S5-S7 and S9). We implanted subjects S8 and S10 with 8 × 8 "medium-density" ECoG arrays, with 1.5 mm disks spaced 4 mm apart (Integra). In 3 subjects (S2-S4), we implanted surface microwire arrays, with 75 μm diameter and 1 mm interelectrode spacing (16 channel arrays in a diamond configuration, PMT, S2-S4). Post-operative array locations were confirmed using co-registration of pre-or post-operative 1.5 T MRI and post-operative CT images. We performed cortical surface reconstruction and electrode colocalization using either a modification of the techniques presented in Hermes et al. (2010) , or according to the method of P.T. . Subjects S8 and S10 could not have MRIs due to metal in the body, so we localized the electrodes from X-rays using the technique of Miller et al. (2007) .
Experimental protocol
During each experimental session, subjects were instructed to squeeze a force sensor between their thumb and index finger in a precision grasp. Subjects S8, S9, and S10 also squeezed with their thumb and fifth (or "little") finger in separate experiments. We recorded the isometric force produced simultaneously with ECoG (see Signal acquisition section). The isometric force behavior was performed with the hand contralateral to the recording array. We used a custom-built force sensor based on a 1 DOF load cell (Futek LRF350). Force signals were amplified with a gain of 10,000 (Honeywell model UV in-line amplifier) before being digitized. Beginning with S2, we gave subjects at Northwestern continuous visual feedback of applied force via a computer cursor, and instructed them to perform a 1D random force targetpursuit task. During this task, the subjects attempted to acquire and hold the cursor in each force target for 0.1 s. Feedback was provided using a customized module in BCI2000 (Schalk et al., 2004) . Data from subjects S5-S10 was recorded at the University of California at Irvine (UCI), or at Rancho Los Amigos National Rehabilitation Center. Our acquisition hardware at those locations did not allow us to utilize the visual feedback software, so S5-S10 performed self-paced squeezes of selfdetermined, varying force levels.
Signal acquisition
For subject S1, ECoG signals were digitized at 500 Hz (Nihon Kohden EEG-1100) and force signals were sampled at 500 Hz using a TDT RZ2 Bioamp (Tucker Davis Technologies). The Nihon Kohden and TDT data were synchronized using a TTL pulse prior to analysis. For subjects S2, S3, and S4, both ECoG and force were analog high-pass filtered at 1 Hz and sampled at 1 kHz using the TDT Bioamp and BCI2000 software. For S5-S10, ECoG was sampled at 2048 Hz using 2 linked NeXus-32B amplifiers (20× pre-amp gain, linear phase digital low-pass filtered at 553 Hz; Mind Media). ECoG was common average referenced by the NeXus amplifier before digitization. Force signals for S5-S10 were digitized at 4 kHz with a Biopac MP150 (1000× pre-amp gain), interfaced with custom MATLAB software. The ECoG and force data acquisition devices were synchronized via TTL pulse. Both ECoG and force data were downsampled to 1 kHz in S5-S10 and digitally high-pass filtered at 0.1 Hz (2nd order Butterworth FIR, forward and backward) prior to further analysis.
In S2-S5, S7, S9, and S10 we recorded electromyograms (EMGs) from extrinsic finger flexors (flexor digitorum superficialis). EMGs for S2, S3, and S4 were acquired with surface electrodes (Delsys Bagnoli-8), pre-amplified with gain of 1000 and then digitized using the TDT system. For S5, S7, S9, and S10 EMGs were digitized with a Biopac MP150 EMG amplifier.
Decoding continuous kinetics
We decoded force from ECoG using techniques similar to those we have previously used to decode movement kinematics (Flint et al., 2012b) and muscle activation (Flint et al., 2012a ) from intracranial spikes and LFPs. Briefly, we divided each channel of ECoG into its smoothed time-domain representation, the local motor potential (LMP, Mehring et al., 2004; Schalk et al., 2007) , and its frequency or spectral representation. We calculated spectral power in 5 bands using the discrete Fourier transform: 0-4 Hz, 7-20 Hz, 70-115 Hz, 130-200 Hz, and 200-300 Hz (power line frequency was 60 Hz). The 0-4 Hz band actually started at 0.1 Hz in S5-S10 and 1 Hz in S1-S4; we use 0-4 Hz as a label for brevity. For subject S1, we did not use the power in the 200-300 Hz band, due to the 500 Hz sampling rate. Together, the LMP and spectral power bands comprised 6 features per channel (except for S1). We ranked the features from all electrodes by the absolute value of their correlation coefficient with the force signal, and selected the top 90% of features. Feature selection was performed on training data, not test data (see below for details on the crossvalidation). We decoded grasp force and EMG with these features using a Wiener cascade filter, which adjusts the output of a standard linear multi-input, single-output filter (i.e. Wiener filter) by convolving it with a static nonlinearity (Hunter and Korenberg, 1986; Westwick et al., 2006) . In this case, the nonlinearity was a 3rd order polynomial. We employed a ridge regression technique to reduce the likelihood of overfitting (Fagg et al., 2009 ). Following Suminski et al. (2010) , the Wiener filter can be expressed as
where F(t) is the force signal, f(i, j) represents the value of feature i at time lag j, a ij is the filter coefficient for that time lag, N feat is the number of features, and t is the current time. As indicated in the equation, we included a time history of 10 lags into the past. The formulation of the ridge regression specifies a solution for the coefficients
where λ is a regularization constant and I is the identity matrix.
We measured the accuracy of our decoding by calculating the fraction of variance accounted for (FVAF) between predicted and actual force signals. The FVAF is a more stringent measure of the covariation between predicted and actual signals, compared with the coefficient of determination (r 2 , see Fagg et al., 2009) . The FVAF has a range of [−∞, 1] . We calculated the FVAF using 11-fold crossvalidation. To obtain the FVAF for each fold, we used 9 of the 10 folds to train the Wiener cascade decoder. The 10th non-test fold was used for parameter validation, allowing us to optimize the λ parameter for each subject without introducing bias (Fagg et al., 2009 ). The 11th fold was used to test the decoder performance. We selected values for the other parameters, such as the Fourier window length (256 points), bin size (0.1 s), and bin overlap (156 points), consistent with previous offline and online decoding of movement (Flint et al., 2012b (Flint et al., , 2013 .
To decode EMG activity, we calculated the envelope of the EMG signal prior to building the linear decoder. We high pass filtered (2nd order Butterworth FIR) the EMG at 50 Hz rectified the signal, then low-pass filtered at 5 Hz to obtain the EMG envelope for prediction. All filtering was performed both forward and backward to avoid delays in the predicted output. This was the same approach we have used previously (Flint et al., 2012a) .
We determined chance level EMG decoding performance by using phase-randomized versions of the ECoG signals to decode the EMGs (Bansal et al., 2011) . We repeated this procedure 5000 times, and calculated the mean ± standard deviation of the resulting FVAF values to obtain an estimate of chance performance.
We also investigated the ability of ECoG to decode peak force, since that is an important aspect of daily living (e.g., picking up an object without crushing it). To this end, we tested whether (1) the accuracy of predicted peak force levels correlated with continuous force predictions, and (2) the variability in force peaks during a recording session was a factor in our ability to decode continuous force from ECoG. We defined peak force prediction accuracy as the median (for each subject) percent error between actual and predicted force, across the times of all peaks in actual force. Percent error was calculated as the difference in predicted and actual peak force, divided by the actual force. Peak force variability for each subject was estimated as the SD of peak forces generated during a recording session.
Results
Decoding continuous force using ECoG
We recorded from 10 subjects while they pinched a force sensor isometrically between thumb and index finger. Each subject performed 5-10 min of this behavior in the recording sessions presented here ( Table 1 ). The hand used in the task was always contralateral to the recording array; this was the dominant hand for 4 subjects.
An example ECoG spectrogram during the task is shown in Fig. 1A , along with decoded and actual force produced by the subject (Fig. 1B) . Power in the high gamma range (N70 Hz) increased at the onset of force application and is noticeably higher for higher force production. Lower frequencies (approximately 7 to 35 Hz, largely mu and beta bands, with some low gamma band) showed elevated power during rest, with suppression in power during active squeezing particularly evident around 20 Hz (beta band). This shows that beta suppression in ECoG is not exclusively linked to variation with kinematics, or even to movement, as this was an isometric task. Fig. 1B illustrates the close match between the decoded force (green trace) and the actual force (blue trace) during this time period. Supplemental Figs. SF2 through SF5 show additional examples from our data set.
We decoded grasp force with ECoG standard macroelectrodes in 7 subjects and medium-density macroelectrodes in 2 subjects. Subject S2 was undergoing a repeat resection and had too many subdural adhesions and therefore only received a microwire array. Using the Wiener cascade decoder, mean decoding accuracy across cross-validation folds ranged from 0.35 to 0.88 FVAF in the subjects with macroelectrodes (Fig. 2) . Overall, the mean FVAF across those subjects (± SE) was 0.60 ± 0.06. (Decoding results using a simple linear filter are shown in Supplemental Information.) We also decoded force using signals from microwire arrays in 3 subjects, with intrasubject accuracy ranging from 0.22 to 0.52 (0.32 ± 0.10 mean ± SE overall). In one of two subjects who had both macroelectrodes and microwires implanted simultaneously (S3), force decoding was superior with microwires. In the other subject who had simultaneous implants (S4), macroelectrodes provided more accurate decoding (Fig. 2) . The position of the microwire arrays was determined in part by the macro-grid location, and thus was not always located over the hand area of M1. We note that the two medium-density macro arrays (S8 and S10) provided highly accurate predictions, comparable with the best FVAF obtained using standard macroelectrodes (Fig. 2) .
Due to clinical monitoring requirements and differences in recording preferences between institutions, the number of electrodes in each subject varied widely, ranging from 10 to 45, providing 60 to 270 possible features to serve as inputs to the decoder. For each patient, we selected the top 90% of features, ranked by their correlation to pinch force in the training data (see Table 1 for number of features used). Values for the regularization constant λ used in ridge regression were optimized for each session (see Methods) and ranged from 2 to 10.
Peak force levels ranged from 2 N to 69 N (see Table 1 ). Target-pursuit subjects applied slightly less peak force on average (21 ± 16 N; mean ± SD) compared to the self-paced subjects (peak force 28 ± 11 N, see Table 1 ). Across subjects, there was a strong correlation between error in peak force predictions and continuous FVAF (R = −0.73, p = 0.02, Spearman's correlation coefficient used due to the non-normality of the peak force predictions). There was no significant correlation between continuous force FVAF and peak force SD (p = 0.22, Spearman's correlation coefficient) for the subjects. The variability in peak force levels in the two different versions of the task (with and without visual feedback) was similar (see Supplemental Fig. SF1 ).
Decoding continuous EMG from ECoG
In subjects S2-S5, S7, S9, and S10, we recorded muscle activation from the flexor digitorum superficialis. ECoG decoding performance of these EMGs, measured using the FVAF, ranged from 0.23 to 0.82 using macroelectrode arrays (0.45 ± 0.09 mean ± SE, see Fig. 3 ). In 2 subjects, we decoded EMG with microwire data; performance was slightly lower (0.2 ± 0.07 mean ± SE), but still greater than chance (Fig. 3, dotted shaded line). It should be noted that not all subjects who completed the force task had EMG recordings. Comparing EMG decoding FVAF to force decoding FVAF for only those subjects in whom we recorded EMGs, we found no significant difference (t-test, p = 0.52). Not surprisingly, EMG prediction accuracy was highly correlated with force prediction accuracy (R = 0.91, p = 0.01). Supplemental Fig. SF5 shows example spectrographic and decoding data from our EMG data set.
Feature information
The LMP carried the most information about both force and EMG, followed by the 3 high gamma bands (Fig. 4) . LMP decoding was significantly more accurate than decoding in any frequency band for both force (1-way ANOVA, p b 10 − 5 for all LMP post-hoc tests) and EMG
(1-way ANOVA, p b 0.04 for all LMP post-hoc tests). The 70-115 Hz band also provided more accurate decoding than either of the two low frequency bands for force (p b 10 −4 ), and more accuracy than the 7-20 Hz band for EMG (p = 0.008). In EMG but not force decoding, the 70-115 Hz band provided better decoding than the 200-300 Hz band (p = 0.01). We tested the influence of common average reference (CAR) filtering (McFarland et al., 1997) on single-band decoding, and found no significant changes in the decoding values for S1-S4 (S5-S10 were recorded with a hardware-based CAR).
Spatial localization of force representation
To find the anatomical focus of force decoding, we analyzed forceprediction performance using the LMP from individual electrodes. We achieved peak decoding accuracy for most subjects using signals from the primary motor cortex (Fig. 5) . The highest force decoding accuracy was usually concentrated in 1 or 2 electrodes (e.g., subject S5 in Fig. 5 ). More distributed representations were also found, involving large areas of M1 (S6) or premotor cortex (S4). We found few sites of accurate decoding posterior to the central sulcus. For subject S8, who had a medium-density array, the most informative sites were concentrated in an area of approximately 50 mm 2 . S10, also with a mediumdensity grid had a larger area of high-level decoding, covering most of the anterior half of the grid (Fig. 5) .
In some subjects, we did find substantial force information in postcentral areas (e.g., subject S1 in Fig. 5 ). This is not surprising, due to the continuous nature of the force task, with no defined trials or baseline periods. To determine the locus of force-related information across subjects, we grouped the macroelectrodes into three groups, based on anatomic region: M1, pre-central (including M1, pre-motor, and pre-frontal areas where applicable), and post-central. Supplemental Fig. SF6 shows the designated regions for each subject. We implemented the decoding analysis independently for each region. In general, we observed that the pre-central region decoded force with an accuracy that was not significantly different from the accuracy when using all electrodes (p = 0.15, 1-way ANOVA with Tukey post-hoc, see Fig. SF7 in Supplemental Information). Post-central sites, on the other hand, were significantly worse at decoding force than M1, pre-central, or all electrodes (p b 0.02, Tukey post-hoc). This implies that our ensemble decoding was predominantly motor rather than sensory. Three subjects (S8-S10) each completed an additional recording session, where they squeezed and released the force sensor while using their thumb and little finger, instead of their thumb and index finger. For these subjects, force decoding levels were slightly higher for little finger decoding (S8, 0.78 ± 0.10 mean ± SD; S9, 0.84 ± 0.05; S10, 0.84 ± 0.20) than they were for index finger decoding (S8, 0.66 ± 0.12; S9, 0.82 ± 0.09; S10, 0.79 ± 0.27; see Fig. 2 ). We applied our spatial analysis to the little finger data, and observed a shift inferiorly and anteriorly in the location of peak decoding accuracy (Fig. 6) . The shift was particularly noticeable in S8 and S10, where the medium-density arrays showed the decoding focus to move from one electrode to a neighboring electrode (S8) or both move and spread out (S10). The shift was more difficult to precisely localize in subject S9, possibly due to the lower resolution of the electrode array.
Discussion
We sought to determine if grasp force and muscle activation levels could be decoded using cortical surface potentials. Our results demonstrated that ECoG could be used to decode continuous, variable isometric grasp force with high accuracy. We also found that ECoG contained a great deal of information about continuous finger muscle EMGs, similar to that about force. To our knowledge, this is the first study to demonstrate accurate decoding of continuous force using ECoG. Previously, Pistohl et al. (2012) used a discrete classifier to identify 2 discrete levels of force with 70% accuracy during a reach-and-grasp task. Here, we show that accurate, continuous force decoding is possible using ECoG. While there was some variability among subjects, performance for some subjects was as high as force decoding using intracortical spikes in macaques (Carmena et al., 2003; Hendrix et al., 2009 ).
Information in ECoG features
The most information about force or EMG was contained in the LMP and the high gamma bands (70-115 Hz, 130-200 Hz, and 200-300 Hz; see Fig. 4 ). The high information in the LMP and the 70-115 Hz band is in agreement with prior studies of grasp decoding using ECoG (Pistohl et al., 2012) . The LMP of ECoG contributed more, relative to the high gamma bands, than we have observed in our intracortical recordings during grasp. Also, the 70-115 Hz band had more information than the highest (200-300 Hz) gamma band, which contrasts with our findings using LFPs (Flint et al., 2012a) .
We found evidence of mu and beta suppression around the onset of increasing force levels. However, features extracted from those frequencies provided poor decoding of continuous force. This supports previous findings that low frequency oscillations can be used to differentiate movement from rest, but are not highly modulated with the details of movement (Chestek et al., 2013; Flint et al., 2012b; Murthy and Fetz, 1996) .
It is unlikely that these results could be explained by movement artifacts of the limbs or eyes. In these experiments, we measured isometric force, which does not require accompanying hand or arm movements. Subjects were explicitly instructed not to move, and we monitored them to ensure that they remained motionless. Any movement artifact that might influence the ECoG signals would have been small in amplitude (because of the lack of overt hand/arm movements) and low in frequency. Since 7 of the subjects had no visual force feedback, it would be very unlikely that eye movements would track force well in those subjects.
Force representation in the cortex
In general, there was substantial variation in decoding accuracy among our subjects. This was likely due to differences in coverage of their motor cortices, which was dictated by clinical considerations. However, it is also possible that force-encoding regions of cortex are spread diffusely throughout motor areas, as has been hypothesized for cortical representation of individual finger movements (Schieber and Poliakov, 1998). Such a distributed arrangement is one possible explanation for the finding that only a fraction of M1 and PMd neurons modulate their firing rates with grasp force (Hendrix et al., 2009 ). An alternative hypothesis is that traditional macroelectrode grids may simply be missing the precise cortical regions most informative about pinch force because their spatial resolution is too low. Our decoding of index finger vs. little finger flexion (Fig. 6 ) provides some evidence in support of this hypothesis. Using medium-density ECoG grids, we observed a shift of 4 mm in the location of peak decoding accuracy in S8. In S10, the peak decoding location shifted by approximately the same amount, though it also spread out in space. We also observed this spreading of activation in S9, though the coarse spatial sampling of the standard grid made it difficult to be certain whether the peak decoding location had shifted or not. A diffuse representation when applying force with different fingers is consistent with findings from studies using ECoG to decoding finger kinematics (Kubanek et al., 2009) . It is also possible that more widespread activation during little finger squeezes may have been due to weaker muscles than in the index finger or to coupling between the fingers, leading the subjects to squeeze partially with additional fingers besides just thumb and little finger. Previous work has shown an optimal spacing for recording subdural signals, to avoid spatial aliasing, is approximately 2 mm for the human cortex (Slutzky et al., 2010) . Higher spatial resolution than is possible with standard macroelectrode grids would likely benefit ECoG studies, Fig. 5 . Single electrode force decoding performance using the LMP in each subject. White circles with black boundaries in S2, S3, and S4 mark the positions of microwire arrays. Central sulcus in each patient is marked with a white line. The color of each macroelectrode location indicates the FVAF for that electrode. The range of colors is scaled for each subject such that dark red indicates the best-performing electrode, and dark blue indicates the worst-performing electrode. For subjects S5-S10, some channels were excluded from the analysis (empty circles) due to high-amplitude noise. Subject S7 had some left frontal lobe atrophy from an intrauterine stroke. The electrodes for S8 and S10 are superimposed on a standard brain, since these subjects could not have MRIs.
whether investigating basic facts about the motor system or developing applications such as BMIs.
We observed the most information about force in signals recorded from the primary motor cortex. We did find substantial force-related information in other pre-central areas besides M1, particularly in subject S1 (Fig. 5 ). There were few sites of accurate decoding posterior to the central sulcus, though again spatial sampling was limited by clinical necessity. We note that signals from S5 to S10 were common average referenced prior to digitization. Although it is true that CAR can sometimes introduce artifacts in a few electrodes when there is signal in most of the other electrodes (Desmedt et al., 1990) , we saw no difference in decoding with or without the CAR in S1-S4. Thus, we would not expect CAR to adversely impact our ability to draw conclusions from the data based on electrode location.
EMG decoding with ECoG
EMG signals contain spectral power at higher frequencies than kinematics (Flint et al., 2012a) . Despite this fact, EMG has been decoded as accurately as kinematics using intracortical spikes or LFPs (Flint et al., 2012a (Flint et al., , 2012b ). In the current study, ECoG signals provided similar performance decoding EMG compared with decoding force, when considering only those subjects in whom EMGs were recorded. It should be noted that the contribution of high-gamma ECoG power to both force and EMG (Fig. 4) was lower than we have observed in our intracortical LFP studies. The lower information in the high gamma range may be an indication that surface potentials, in general, retain less high frequency power than field potentials recorded from penetrating microelectrodes, as suggested by performance observed by Markowitz et al. (2011) . A study using medium-density ECoG grids in monkeys demonstrated slightly higher decoding of intramuscular EMG, though on a very limited data set (Shin et al., 2012) . Thus, it remains to be seen whether ECoG can provide enough information about EMG to control FES.
Implications for BMIs
The results presented here suggest that ECoG could be used to accurately control grasp force. Such regulation will be a critical design feature of any effective hand neuroprosthesis, whether robotic or FESdriven. Decoding grasp force directly, rather than using a surrogate such as finger position or velocity, would be a more intuitive method of control, especially for sustained grasp. Given the high variability of decoding performance with different placement of electrodes in this and other studies (Acharya et al., 2010; Schalk et al., 2007) , precise localization of electrodes is critical to achieving high-performance control of grasp force. We conclude that medium-or high-density electrodes, if optimally located, might give more detailed information about grasping force than standard clinical arrays. This seems particularly important when decoding higher-dimensional movements or many EMGs, as opposed to the single DOF in this study.
Other groups have successfully demonstrated that a few paralyzed patients can control BMIs using intracortical spiking activity Hochberg et al., 2012) . Despite these groundbreaking studies, it is still not clear for how long currently-available recording technologies will be able to successfully record high numbers of spikes (Simeral et al., 2011) . The longevity of acquired signals is a particularly relevant issue for people with paralysis, for whom an implanted device should ultimately function for several decades to avoid requiring multiple surgeries for re-implantation. Field potentials provide information about movement even when spikes are absent (Flint et al., 2012b) , and may provide a longer-lasting signal source than spikes (Andersen et al., 2004) . In monkeys, ECoG signals are stable for 4-5 months in offline decoding (Chao et al., 2010) , and intracortical LFPs are highly stable for a year in a closed-loop BMI (Flint et al., 2013) . Subdural signals are intermediate in invasiveness, signal bandwidth and spatial resolution (Slutzky et al., 2010) between intracortical and noninvasive signals like the electroencephalogram. Further, implanted subdural electrodes have shown stable impedances for over a year in humans (Sillay et al., 2013) . Thus, ECoG may provide an optimal control signal for BMIs, depending on the application.
Epidural signals should provide similar signal quality to subdural signals (Slutzky et al., 2010) with less risk of encephalitis or subdural hemorrhage since the dura is not incised. As such, they could provide an even safer alternative to ECoG while still allowing accurate control of movement (Rouse et al., 2013; Shimoda et al., 2012; Slutzky et al., 2011) . Together, these intermediate signal sources could provide clinicians with an important signal source for BMI applications.
Supplementary data to this article can be found online at http://dx. doi.org/10.1016/j.neuroimage.2014.07.049.
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