The vapor-liquid coexistence properties of mercury are determined from molecular simulation using empirical intermolecular potentials, ab initio two-body potentials, and an effective multibody intermolecular potential. Comparison with experiment shows that pair-interactions alone are inadequate to account for the vapor-liquid coexistence properties of mercury. It is shown that very good agreement between theory and experiment can be obtained by combining an accurate two-body ab initio potential with the addition of an empirically determined multibody contribution. As a consequence of this multibody contribution, we can reliably predict mercury's phase coexistence properties and the heats of vaporization. The pair distribution function of mercury can also be predicted with reasonable accuracy.
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I. INTRODUCTION
The development of algorithms such as the Gibbs ensemble, 1 Gibbs-Duhem integration, 2 configurational bias, 3 and histogram reweighting techniques 4 has resulted in the application of molecular simulation 5 to the calculation of a wide variety of phase equilibria. The scope of systems studied ranges from the vapor-liquid equilibria of simple atomic systems 5 to the phase behavior of binary mixtures of polymers, 6 and even some ternary mixtures. 7, 8 The appeal of such calculations is that they enable the prediction of phase behavior with minimal assumptions such as the choice of intermolecular potential and the extent of multibody interactions. However, despite the range of systems studied, the overwhelming weight of simulation results reported use a simple effective multibody potential such as the 12-6 Lennard-Jones potential. These choices are understandable in view of the huge increase in computational cost involved in going beyond the calculation of pair interaction, the limitations of atom-specific two-body potentials, and the lack of information on multibody effects.
Recently, some simulations for the vapor-liquid equilibria of the noble gases [9] [10] [11] [12] [13] [14] have been reported which include the effects of three-body interactions and use either accurate empirical two-body potentials 9, 11 or ab initio intermolecular two-body potentials. [12] [13] [14] These studies indicate that threebody interactions, as the leading contribution to multibody interactions, have an important role in the vapor-liquid coexistence of fluids. The results of two-body calculations predict that the density of the liquid phase occurs at higher densities than are observed experimentally whereas the addition of three-body interactions yields very good agreement with experiment.
The investigation of multibody effects has been confined largely to studies of three-body interactions and it has been focused on simple noble gases for which accurate two-body intermolecular potentials are known. 5 In contrast, no attempt has been made previously to simulate the vapor-liquid equilibria of liquid metals such as mercury. The occurrence of phenomena such as relativistic effects, metal-nonmetal transitions, high critical temperature, and high toxicity make liquid metals challenging systems to investigate experimentally. 15, 16 The last two considerations also make the liquid metals suitable candidates for the molecular simulation. An important feature that makes molecular simulation useful is its potential to provide reliable data for systems that are either experimentally inaccessible or dangerous to study in the laboratory.
To predict phase behavior using molecular simulation, an accurate intermolecular potential is the most important consideration. The earliest attempts to determine an intermolecular potential for mercury involved fitting (n,m) LennardJones potentials to the experimental data for gas viscosities or the second virial coefficient. 17, 18 There is a great degree of experimental uncertainty in these quantities for mercury, which means that the binding energies and the equilibrium separations predicted by such potentials disagree significantly with accurate spectroscopic measurements. In recent years, several ab initio studies of the potential energy curve of the mercury dimer have been published. [19] [20] [21] [22] [23] The determination of an accurate ab initio potential for mercury has proved to be a considerable challenge because strong relativistic effects have to be taken into account and highly accurate correlation treatments are necessary. Ab initio calculations for mercury are currently beyond the capability of allelectron methods when using the large basis sets required for a reliable description of the interaction potential. This also means that it is a difficult task to avoid the basis set superposition error. However, two ab initio intermolecular potentials have been reported recently 22, 23 that show good agreement with the most recent and the most accurate experimental spectroscopic data. 24 The aim of this work is to determine whether or not molecular simulation can successfully determined the vapor-liquid coexistence properties of mercury. To achieve this aim, we report calculations using the latest ab initio potentials and we investigate the role of multibody interactions.
II. THEORY
A. Intermolecular "two-body… potentials Schwerdtfeger et al. 22 ͑S͒ recently published an ab initio potential energy curve calculated on a coupled-cluster single double ͑triple͒ ͓CCSD͑T͔͒ level by employing optimized uncontracted correlation consistent basis set with an augmented set of polarization functions (11s10p9d4 f 3g2h). Relativistic effects were also taken into account by including the spin-orbital contribution proposed by Dolg and Flad. 19 Although they had to scale their curve in order to achieve a better agreement with spectroscopic data, 24 their potential can be regarded as most accurate treatment of the two-body potential energy curve,
The meaning and values of the parameters in Eq. ͑1͒ are given elsewhere. 22 For this potential, the minimum depth is ⑀/kϭ525.15 K and the characteristic distance parameter is ϭ3.14 Å.
Munro et al. 23 ͑M͒ performed ab initio calculations for the potential curve of Hg 2 on the CCSD͑T͒ level with a relativistic effective contracted core potential. They used a so-called G2-type approach in which the CCSD͑T͒ calculations were carried out with a small basis set (9s8p7d3 f )/͓7s6 p4d3 f ͔. The contribution of additional higher angular momentum in a larger basis set (9s8p7d4 f 3gh)/͓7s6 p4d4 f 3gh͔ was treated on the second-order Møller-Plesset level of theory. The results for the potential energy curve were fitted to several functional forms with the Silvera-Goldmann 25 expression giving the best fit to the ab initio data:
where the following damping function is used:
The values used for parameters in Eq. ͑2͒ are given elsewhere 23 with ⑀/kϭ545.51 K and ϭ3.164 Å. We have also performed calculations with the (n,6) intermolecular potential for the benefit of providing a comparison with the results obtained from the ab initio potentials. In general:
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When nϭ12, Eq. ͑3͒ becomes the well-known 12-6 Lennard-Jones potential. For mercury, the values of the parameters derived from viscosity data, 17 for the 12-6 LennardJones potential are ⑀/kϭ750 K and ϭ2.989 Å. When n ϭ10.8, Eq. ͑4͒ is the potential for mercury proposed by Stefanov et al. 18 with ⑀/kϭ1304 K and ϭ2.890 Å obtained from fits to experimental data for gas viscosity, the second virial coefficient, and thermal conductivity.
B. Simulation details
The vapor-liquid coexistence was determined using the Gibbs ensemble 1 algorithm in conjunction with a suitable intermolecular potential described earlier. Initially, Nϭ500 atoms were partitioned in two simulation boxes, periodic boundary conditions were used with a cut-off distance of half the length of the box. Long-range corrections were applied. For both ab initio potentials assumptions need to be made for the calculation of the long-range corrections. For the Munro et al. 23 potential, the damping function was set to f c (r)ϭ1 and the exponential term for the repulsive interaction was used without the quadratic term ␥r 2 . For the Schwerdtfeger et al. 22 potential the spin-orbital contribution was assumed to be negligible at long distances. The additional uncertainties arising from these assumptions are likely to be minor, particularly because we have used the largest possible cut-off distance ͑half the box length͒.
Simulations were conducted in cycles consisting of 500 attempted displacements, 1 attempted volume fluctuation, and 5-2000 interchange attempts. Typically, the simulations were conducted for 20 000 or 30 000 cycles with an equilibration period of 10 000 or 20 000 cycles, respectively. The pressures were calculated from the virial equation. 5 The heat of vaporization (⌬H vap ) can be calculated directly using the energy, pressure, and density data calculated for the liquid and vapor phases. After the equilibration period, ensemble averages were calculated by dividing the postequilibration cycles into ten blocks. Throughout the postequilibration ''ghost particle'' insertions were performed during the exchange attempts to determine the chemical potential. 5 In the simulations reported here, both the pressure and chemical potential of the two phases satisfy the condition of equivalence required for phase equilibrium. For some particularly high densities, the Gibbs-Duhem algorithm 2 was employed instead of the Gibbs ensemble. The settings for the GibbsDuhem calculations were the same as described earlier except that the interchange step is not part of the procedure. As discussed in detail elsewhere, 1,2,5 neither algorithm is capable of predicting phase coexistence in the vicinity of the critical point.
III. RESULTS AND DISCUSSION

A. Behavior of the pair interaction potential
The calculated potential energy curves of the various pair intermolecular potentials are illustrated in Fig. 1 . Both ab initio potentials ͓u 2 (S) and u 2 (M )] have a very similar behavior. In contrast to the ab initio potentials, the u 2 (n,6) potentials have a much deeper potential minimum. This situation is the exact opposite to that observed for the noble gases where the discrepancy between these values is interpreted as a consequence of the incorporation of three-and more-body effects in the effective multibody potential u 2 (6, 12) . The effect of such interactions makes a positive ͑attractive͒ contribution to the overall intermolecular potential, which explains why the ab initio two-body potentials that exclude such effects have a lower minimum. The fact that the opposite situation is observed for mercury is a possible indicator that three-or more-body interactions may make a negative ͑repulsive͒ contribution to the overall intermolecular potential.
The density-temperature behavior predicted for mercury using the pair potentials is compared with experimental data in Fig. 2 . Most experimental vapor-liquid equilibria data for mercury are at temperatures below 1073 K. Comprehensive temperature-pressure-density coexistence data have been compiled by Vargaftik et al. 26 for temperatures between 234 and 1073 K. Some additional data for the liquid densities in this temperature range have been reported by Liessmann et al., 27 Mehdipour and Boushehri, 28 and Sumarokova and Berger. 29 Experimental results for the vapor densities at temperatures between 473 and 1073 K were reported by Sugawara et al. 30 The only experimental data available for temperatures above 1073.15 K are the measurements reported by Götzlaff 31 from 1033 K to the critical point of mercury (T c ϭ1751.15 K, c ϭ5800 kg/m 3 p c ϭ167.3 MPa). As both ab initio potentials yield similar results we focused on the u 2 (S) from Schwerdtfeger et al. 22 because the Munro et al. 23 potential requires more approximations to calculate the long-range corrections. The calculations for the u 2 (6,12) potential were obtained by scaling literature data 32 with the potential parameters for mercury. It is apparent that in all cases, the pair potentials fail to predict the coexisting vapor and liquid densities of mercury. Somewhat surprisingly, the u 2 (S) potential gives the worse predictions. The u 2 (S) potential predicts a phase envelope that is inside of the experimental envelope. This is contrary to previous simulation results [9] [10] [11] [12] [13] [14] for the noble gases, which show that accurate two-body potentials generate a phase envelope that is always larger than the experimental curve, i.e., the predicted liquid densities are greater than observed experimentally. The u 2 (6,12) results are in better agreement with experiment but they are nonetheless very poor. In contrast to the other potentials, the u 2 (10.8,6) calculations predict liquid densities that are greater than the experimental values. Figure 3 illustrates that all pair potentials fail to yield reasonable results for the equilibrium pressure. This is consistent with the poor predictions of the coexisting densities.
B. Influence of multibody effects
How can the poor results obtained by the ab initio pair interaction potential be improved? An obvious possibility is to consider the effect of three-body interactions. The Schwerdtfeger group 33 have obtained some ab initio three-body terms for cluster calculations of mercury. They found that the sign of three-body contributions to the energy is negative and that the contributions were quite small. The effect of this would be to shift the coexisting liquid phase to higher densities. This is an interesting result because experience [9] [10] [11] [12] [13] [14] with three-body interactions in other systems has been that three-body interactions lower not increase the coexisting liquid phase density. However, this result is consistent with the nature of the intermolecular pair potentials illustrated in Fig.  1 and discussed earlier. Although three-body interactions would improve the agreement with experiment, it is also apparent from the size of this contribution, that the two-and three-body terms alone would be insufficient to obtain anywhere near good agreement with experiment. Unusual features in the properties of mercury are commonly explained in terms of the large relativistic effects which alter the interaction forces. [19] [20] [21] [22] 34 For example, in contrast to noble gas atoms which retain their identity in the condensed phase, 35 the electronic structures of mercury at high liquid densities are very different from the dilute vapor phase. 15 In particular, the formation of clusters mean that the thermophysical properties of mercury are influenced by strongly correlating multibody effects. Therefore, in addition to accurate two-and three-body potentials, it is reasonable to infer that higher-body effects may be required to adequately describe the phase behavior of mercury. Higher-body potentials for mercury are not available and, in any case, including such contributions in a molecular simulation would be computationally prohibitive because calculations for M-body interactions scale as N M for the worst case scenario.
C. Construction of an effective potential
As a computationally tractable alternative to M-body calculations, we propose that an improvement could be achieved by including the nonadditive contributions of M-body effects into the ab initio pair potential. Following the approach suggested by Silvera and Goldman, 25 we incorporated the effect of the M-body interactions such as the Axilrod-Teller term 36 via an effective C 9 /r 9 term in the Schwerdtfeger et al. 22 pair potential. The result is a semiempirical effective potential,
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Unlike the work of Silvera and Goldman can we not expect to determine a constant value for C 9 as the electronic structures and properties depend strongly on the thermodynamic state of mercury. Most molecular clusters can be described by a single dispersion interaction potential. In contrast, the effective interaction for mercury becomes cluster sizedependent and bonding character in the mercury cluster changes from dominantly weak van der Waals to covalent and finally to metallic due to the relativistic effects. 16 The assumption that mercury atoms interact solely via weak van der Waals forces is not even strictly accurate for the vapor phase because of high polarizability. All of these influences may be regarded as multibody contributions to the bulk behavior of mercury represented by our correction term for the ab intio pair potential.
In view of these considerations, we determined the value of C 9 that was required to give good agreement with experimental liquid phase densities for a few temperatures below 1073 K. Temperatures below 1073 K were used because these experimental data are the most recent and there is good agreement between the values of densities obtained from different independent sources. 26 -29 We found C 9 to be a simple linear function of kT/⑀:
with C 9 and r ͓in Eq. ͑5͔͒ expressed in terms of atomic units. It should be emphasized that no attempt was made to arbitrarily fit the simulation results to the entire phase envelope. Therefore, except for the few liquid densities at low temperatures that were used to obtain Eq. ͑6͒, the simulation results reported here are genuine predictions.
D. Vapor-liquid equilibria predicted by the effective potential
The results of the semiempirical effective potential for the coexistence temperature, pressure, densities, and the heats of vaporization are recorded in Table I . In Table I , results below 900 K were obtained from the Gibbs-Duhem algorithm whereas the Gibbs ensemble was used at higher temperatures. The Gibbs-Duhem algorithm was used because the high density of liquid mercury at these lower temperatures impeded the particle interchanges between the phases that are required for the Gibbs ensemble to work effectively.
The predicted temperature-density behavior of our semiempirical effective potential is depicted in Fig. 4 . Although the C 9 term was determined solely by optimizing the results for the liquid densities at low temperatures, we are able to achieve good agreement with experiment at higher temperatures. No attempt was made to fit the vapor phase densities irrespective of the temperature. The predicted vapor densities at low temperatures are in very good agreement with experiment and reasonable predictions are also achieved at high temperatures. Indeed, the predicated vapor phase densities only begin to noticeably deviate from experiment at temperatures above 1500 K. Figure 5 illustrates that there is good agreement between our simulation results and experimental coexistence pressures. The agreement between our simulation results and experiment is particularly encouraging because pressure data were not involved in determining Eq. ͑6͒.
Simulation results and experimental data for the heats of vaporization are compared in Fig. 6 . All the heats of vaporization results are pure predictions and no attempt was made to optimize agreement with experiment. The comparison with experiment shows that there is also quite reasonable agreement between our calculations and experimental data for the heats of vaporization. 26, 27, 37 We note that the experimental uncertainty for mercury is likely to be greater than for other systems. Furthermore, experimental measurements for the heats of vaporization are mainly confined to the temperature range from 234 to 773 K with only three additional points 37 between 773 and 1073 K. In view of this, our results may have a useful role supplementing the available heats of vaporization data at high temperatures.
E. Pair distribution function predicted by the effective potential
To determine whether or not the effective potential could reproduce the structure of the fluid, we investigated the prediction of the pair distribution function g(r) for liquid mercury by molecular simulation using Eq. ͑5͒. Figure 7 compares our simulation results with experimental data obtained by Waseda, 38 Bosio et al., 39 and Tamura et al. [40] [41] [42] X-ray reflectivity measurements of surface layering are also available in the literature 43 but this aspect could not be investigated because the Gibbs ensemble calculations do not involve a physical interface.
The deviation between the different sets of data indicates that experimental values of g(r) are subject to significant errors. This is understandable because several data corrections are necessary to obtain the structure factor S(k) from experimental scattering intensities and a semiempirical procedure is needed to determine a smooth function g(r) from S(k) by Fourier transformation. 41 The comparison of theory with experiment in Fig. 7 shows that Eq. ͑5͒ enables reasonable predictions of the pair distribution function of liquid mercury at different temperatures. The average nearneighbor distance given by the position of the first peak of g(r) is in good agreement with experimental data and good TABLE I. Vapor-liquid coexistence properties and heats of vaporization data obtained from molecular simulation using Eq. ͑5͒. a agreement with experiment is also observed for the amplitude of the first peak at lower temperatures. Our effective potential ͓Eq. ͑5͔͒ also reproduces the reduction and broadening of the intensities of the main peak with increasing temperatures, but it overpredicts these effects at higher temperatures compared with the experimental data of Tamura et al. 40, 41 We are also unable to predict the shoulder on the right side of the main peak that is given by their experimental data. However, our effective potential describes quite well the rapid dampening of the second peak with increasing temperatures and it predicts correctly the diminished long-range oscillation at higher temperatures.
To gauge the effect of the multibody interactions in comparison with two-body interactions alone we also determined the g(r) predicted using the original ab initio pair-potential from Schwerdtfeger et al. ͓Eq. ͑1͔͒. Calculations using Eq. ͑1͒ are included in Fig. 7 for a temperature of 523 K. It is apparent from this comparison that the accurate pairpotential alone is not suitable to predict the pair distribution function for liquid mercury. Neither the position of the peaks nor the amplitude of the main peak are predicted correctly. In contrast, our effective potential ͓Eq. ͑5͔͒ provides a much more reasonable prediction of g(r).
The clear benefit of Eq. ͑5͒ is that it is a relatively simple analytical potential for mercury that can be used to accurately calculate both phase equilibria and structural properties. As illustrated in Fig. 2 , other alternative potentials for mercury fail to adequately predict phase equilibria. During the course of this work an iterative procedure for determining the pair potential of mercury was reported by Toth. 44 In contrast to Eq. ͑5͒, the potential obtained by Toth is nonanalytical and it requires 115 parameters to fit the structural properties of mercury.
IV. CONCLUSIONS
Ab initio pair potentials alone are insufficient to accurately represent the vapor-liquid coexistence of mercury. However, very good agreement between theory and experiment can be obtained by combining an accurate two-body ab initio potential with an empirically determined multibody contribution. As a consequence of this multibody contribution, we can reliably predict values of the coexistence properties and the heats of vaporization for mercury. The potential predicts the pair distribution function of mercury with reasonable accuracy. These good results were achieved with minimal reliance on experimental data which demonstrates the valuable role that molecular simulation could have in supplementing experimental data for situations in which laboratory measurements are either difficult to perform or involve dangerous/toxic substances. 
