Abstract-This video presents a computer vision based system for interaction between a single human and multiple robots. Face contact and motion-based gestures are used as two different non-verbal communication channels; a user first selects a particular robot by simply looking at it, then assigns it a task by waving his or her hand.
I. INTRODUCTION
Eye contact and eye gaze plays an important role in initiating and regulating communication between people [1] ; it can be used to indicate cognitive focus, and to disambiguate who is being addressed. Goffman uses the term face engagement to describe the process in which people use eye contact, gaze and facial gestures to interact with or engage each other [2] . In this video, we present a system which demonstrates the use of: 1) face engagement as a method for selecting a particular robot from a multi-robot system, and 2) motionbased gestures for commanding individually selected robots. An example of a typical interaction is shown in Fig 1. 
II. THE ROBOTS
Our system is comprised of three iRobot Creates, each fitted with a gumstix single-board computer and wireless network card. The computer is plugged into a custom motherboard with programmable multi-colour LEDs for user feedback, and infrared range sensors for obstacle avoidance. The gumstix computer runs the robot controller, while a laptop processes data from its built-in video camera.
The robots are located in a 7x10m room with a single human operator. Fiducial markers [3] are located on three of the walls to help robot navigation and to indicate two different target zones: a red zone and a green zone, as well as a third zone where robots wait for instructions from the user.
Robots first approach and wait at the instruction zone for a user to appear and assign tasks. Once a human has been found, the robots pivot to look at the user "head-on". Faces are detected with the Viola-Jones method [4] ; the OpenCV [5] implementation is used. Since the face detector is trained on frontal faces, faces looking directly at the robot will receive a higher score than faces looking at different robots. Various views of a user as captured by each of the three robots are displayed in Fig 2. The robots run a distributed leader election algorithm [6] over the wireless network to designate a single robot as the user-selected robot as determined by the highest detected face score. The elected robot begins to glow to indicate it is currently selected and is ready for a command.
In our demonstration, a motion-based hand gesture is detected by a learned classifier [7] and used to direct the selected robot to autonomously drive to one of the two target zones. On reaching the zone, the robot then returns to the human for further instructions. An overview of the visionrelated processing is shown in Fig 3. We suggest this approach is a very natural and simple way to designate and command robots, as illustrated in the video. 
