In this paper, the two parameter ADK entropy, as a generalized of Re'nyi entropy, is introduced and some properties of it is investigated. Furthermore, The joint ADK entropy, conditional ADK entropy, and chain rule of this entropy is discussed. The ADK entropy rate is defined and is used for derive the rate of an irreducible-aperiodic Markov chain.
Intoduction
The concept of entropy or (more accurately) entropy rate whether of a stochastic process, information source or dynamical system has proved to be instrumental in many fields of science [12] . Originated in the works of Clausius, Boltzmann and Gibbs on thermodynamics and statistical mechanics, entropy (appropriately generalized and transformed) was made the cornerstone of information theory by Shannon [4] and it became a key parameter of ergodic theory and dynamical systems. Shannon [4] introduced his entropy and axiomatic characterization of it. But since then a number of entropy-like quantities have appeared in the scientific literature. All these new quantities share some but not all properties with the Shannon entropy. The most important examples are the Re´nyi entropy and the Tsallis entropy. There are so many other definitions of entropy-like quantities that Arndt [3] was able to write a whole book entitled ''Information Measures ''. The Re´nyi entropy was introduced by Re´nyi [1] and soon after it found application in graph theory. The original reason for Re´nyi to introduce his new entropy is said to be that he planned to use it in an information theoretic proof of the central limit theorem. Re´nyi entropies of order greater than 2 are also known to be related to search problems, see [2, 5] . Aczel and Daroczy [9] , Kapur [10] , have introduced a general form of entropy that we call it henceforth ADK entropy, so that Re'nyi entropy is a special case of it. The focus in this paper will be on some properties of this entropy. Obviously this paper can only present a few results on this huge topic and give some pointers to the literature. The fact is that most of the alternative definitions of entropy may be useful in very special situations or may fulfill modified axiom systems but they do not have operational definitions. Some of the alternative definitions will find applications and operational definitions in the future, but most of them have already been more or less forgotten. This was what happened with the ADK entropy. This paper is organized as follows: In Section 2, the basic concepts and definitions is introduced. In Section 3 ADK entropy and some properties of it are presented. The chain rule of this entropy is defined. In section 4 a relation for obtaining the rate of ADK entropy is obtained. Then, by using this relation, the ADK entropy rate for an irreducible-aperiodic Markov chain, with finite and infinite state spaces, is derived. Finally, the conclusions are drawn in section 5.
Preliminaries
This section introduces most of the basic definitions required for the next basic subjects. Here we assume that all random variables are discrete and log is to the base 2 and entropy is expressed in bits. is called a discrete time stochastic process. On the other hand,
Markov chain
is called a continuous time stochastic process, if T is equal to the set of all real numbers or subinterval of . In the following we assume that the stochastic process is a discrete time and is denoted by
The process is characterized by the joint probability mass functions as n n n n n
A stochastic process is said to be stationary if the joint distribution of any subset of the sequence of random variables is invariant with respect to shifts in the time index, i.e.,
for every shift k and for all B , , , 2
1 n x x x . Definition 2.2. A Markov chain is a sequence of random variables , , ,
with the Markov property, namely that, given the present state, the future and past states are independent. Formally, a discrete stochastic process 0 , n X n is said to be a Markov chain with state space , , ,
, if , for , 2 , 1 , 0 n n n n n n n n n n n
. In this case, the probability transition matrix is given by
Thus, the joint probability mass function of the random variables can be written as
Definition 2.3. A probability distribution on the S , such that the distribution at time 1 n is the same as the distribution at the time n , i.e., P is called a stationary distribution. Note that if the finite state Markov chain is irreducible and aperiodic, then the stationary distribution is unique, and from any starting distribution, the distribution of n X tends to the stationary distribution as n . 
General family of entropy
where, 0
we get Aczel -Daroczy [9] entropy measure and if we put
, we get Kapur [10] entropy measure.
ADK entropy
In information theory, the ADK entropy, as a generalization of Renyi and Shannon entropy, is one of a family of functional for quantifying the diversity, uncertainty or randomness of a system. It is named ADK because Aczel , Daroczy and Kapur works. In this paper, henceforth it's supposed that for all relations 0 , and 1 . 
Some particular cases of this entropy are: 
where, the Kullback-leibler divergence 
and similarly
1 , . Then the conditional ADK entropy of random variable n X , given 
By using (2) and (14) we get
We now show that the ADK entropy of a collection of random variables is the sum of the conditional ADK entropies. 
Now, multiplying both sides of the above relation through 1 1 and taking the log, the desired result is obtained.
The naturalness of the definition of conditional ADK entropy is exhibited by the fact that the entropy of a pair of random variables is the entropy of one plus the conditional entropy of the other. This is shown in the following relation. . The values of ADK entropy rate for some values of and was exhibited in the below relation to obtain the rate of ADK entropy for an irreducible-aperiodic Markov chain. In other words, whatever carried out here is an extension of [11] .
