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Lemmes de multiplicite´ associe´s aux
groupes triangulaires de Riemann-Schwarz.
Federico Pellarin
English abstract. In this article, we extend a multiplicity estimate of Nesterenko, valid
for quasi-modular forms associated to SL2(Z), to non-holomorphic quasi-modular forms
associated to certain co-compact Riemann-Schwarz triangular subgroups of SL2(C).
1 Introduction.
Soient E2(z), E4(z), E6(z) les de´veloppements de Fourier complexes des
se´ries d’Eisenstein classiques de poids 2, 4, 6, convergents pour |z| < 1.
Nesterenko a demontre´ que pour tout nombre complexe q tel que 0 < |q| <
1, le corps Q(q, E2(q), E4(q), E6(q)) a degre´ de transcendance au moins 3 (voir
[8], [10] et [11]). L’ingredient cle´f de sa preuve est le lemme de multiplicite´
ci-dessous (cf. the´ore`me 2.3 p. 33 de [10]).
The´ore`me 1 (Nesterenko) Il existe une constante c1 > 0 avec la proprie´te´
suivante. Soit P un polynoˆme non nul de C[X1, X2, X3, X4], de degre´ total
au plus N . Alors, la fonction F (z) = P (z, E2(z), E4(z), E6(z)) s’annule en
z = 0 avec une multiplicite´ au plus c1N
4.
Le but de ce texte est de donner des ge´ne´ralisations du the´ore`me 1. Soient
α, β, γ des inverses d’entiers naturels non nuls tels que :
γ > α+ β, 1 > γ > β > α > 0. (1)
On conside`re l’e´quation diffe´rentielle hyperge´ome´trique complexe :
z(1− z)
d2V
dz2
+ (γ − (α + β + 1)z)
dV
dz
− αβV = 0. (2)
Le groupe de monodromie projective de l’e´quation (2) s’identifie a` un sous-
groupe Ω discret infini de SL2(C) (un sous-groupe Fuchsien de premie`re
espe`ce, cf. [4], chapitre 3), qui agit discontinuement sur le disque B = {z ∈
C tel que |z| < 1} par transformations homographiques :
φ =
(
a
c
b
d
)
∈ Ω, φ(ξ) :=
aξ + b
cξ + d
.
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Il existe un domaine fondamental T pour l’action de Ω surB, dont l’adhe´rence
topologique est un triangle hyperbolique compact, de sommets s0, s1, s∞, et
dont les angles aux sommets sont e´gaux a` π(1 − γ), π(γ − α − β), π(β − α)
(cf. [19] chapitre 3 ou [18] chapitre 5). Posons
B∗ =
⋃
φ∈Ω
φ(T − {s0, s1, s∞}).
Ainsi, B∗ est le disque B prive´ de l’ensemble E dont les e´le´ments sont tous
les points ξ tels qu’il existe γ ∈ Ω avec
γ(ξ) ∈ {s0, s1, s∞}.
On peut construire (cf. [20]) trois fonctions Y0(t), Y1(t), Y2(t) holomorphes
dans B∗ et alge´briquement inde´pendantes, qui satisfont des relations d’auto-
morphie de poids 2 par rapport a` l’action de Ω sur B. Plus pre´cisement, si
φ =
(
a
c
b
d
)
∈ Ω, alors on a :
Yi(φ(t)) = (ct+ d)
2Yi(t) +
1
πi
c(ct + d), i = 0, 1, 2. (3)
Les conditions ci-dessus de´terminent Y0(t), Y1(t), Y2(t) a` une constante mul-
tiplicative pre`s, et a` permutation pre`s.
De plus, les conditions (1) de´terminent de manie`re unique un entier positif
non nul q tel que, au voisinage de s0, s1, s∞, on ait les de´veloppements en
se´rie de Puiseux-Laurent convergents (dans la suite appele´s plus simplement
de´veloppements en se´rie de Puiseux) :
Yi(t) =
∞∑
k=−q
vi,k(t− sj)
k/q, avec i = 0, 1, 2 et j = 0, 1,∞, (4)
ou` vi,k ∈ C et vi,−q 6= 0 pour tout i = 0, 1, 2.
Les cinq fonctions t, et, Y0(t), Y1(t), Y2(t) sont alge´briquement inde´pen-
dantes (cf. [12], voir aussi [9], ou [20], proposition 5).
Tout polynoˆme F en t, et et les fonctions Yi(t), (i = 0, 1, 2) a` coefficients
complexes admet un de´veloppement en se´rie de Puiseux convergent au voisi-
nage de tout e´le´ment ξ ∈ T :
F (t) =
∞∑
k=s
vk(t− ξ)
k/q,
2
avec s ∈ Z et vs 6= 0 (en particulier, F (ξ + tq) est une fonction me´romorphe
au voisinage de ξ). On de´finit alors la multiplicite´ de F en ξ par :
ordξ(F ) =
s
q
.
Si ξ 6= s0, s1, s∞, alors ordξ(F ) ∈ N, autrement, ordξ(F ) ∈ Z/q peut eˆtre
ne´gatif.
Le but de ce texte est de de´montrer des estimations de multiplicite´ ge´ne´-
ralisant le the´ore`me 1 aux e´le´ments de
C[t, et, Y0(t), Y1(t), Y2(t)],
que nous re´unissons dans le the´ore`me suivant.
The´ore`me 2 Il existe une constante c2 > 0, de´pendant seulement de α, β, γ,
avec les proprie´te´s suivantes. Soit ξ ∈ B, soit P un polynoˆme non nul de
C[X1, X2, X3, X4, X5], posons :
M1 = min{degX1(P ), degX2(P )}+ 1
M2 = max{degX1(P ), degX2(P )}+max{degX3(P ), degX4(P ), degX5(P )}.
Alors la fonction F (z) = P (t, et, Y0(t), Y1(t), Y2(t)) satisfait
ordξ(F ) ≤ c2M1M
4
2 . (5)
En particulier, si P est de degre´ total au plus N , alors la fonction F (z)
satisfait
ordξ(F ) ≤ c2(2N)
5. (6)
Si de plus P ne de´pend pas de la variable X1 (ou si P ne de´pend pas de
la variable X2), alors
ordξ(F ) ≤ c2(2N)
4. (7)
Ce the´ore`me ge´ne´ralise le the´ore`me 1 de Nesterenko. Il contient aussi un
lemme de multiplicite´ de Bertrand : lemme 3 p. 348 de [1].
Soit A un anneau muni d’une de´rivation δ : A → A ; nous dirons que le
couple (A, δ) est un anneau diffe´rentiel.
La de´monstration du the´ore`me 1 utilise en profondeur le fait que l’anneau
Y1 = C[z, E2(z), E4(z), E6(z)],
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muni de la de´rivation z(d/dz), est un anneau diffe´rentiel (cf. the´ore`me 5.3 de
[7]).
De manie`re analogue, l’anneau
A = C[t, et, Y0(t), Y1(t), Y2(t)],
muni de la de´rivation δ = d/dt, posse`de une structure d’anneau diffe´rentiel
(cf. lemme 1 de ce texte).
Rappelons ici qu’un ide´al P d’un anneau diffe´rentiel (A, δ) est dit δ-stable
si pour tout x ∈ P on a δx ∈ P. Nesterenko de´montre le re´sultat qui suit,
d’intereˆt inde´pendant (cf. proposition 5.1 p. 161 de [10]), et indispensable
dans la preuve du the´ore`me 1.
Proposition 1 Soit P un ide´al premier non nul et z(d/dz)-stable de Y1, tel
que pour tout F ∈ P on ait F (0) = 0. Alors z(E4(z)3 −E6(z)2) ∈ P.
Pour de´montrer le the´ore`me 2, nous utiliserons la proprie´te´ diffe´rentielle
de (A, δ) de´crite par la proposition suivante.
Proposition 2 Il existe un e´le´ment non nul κ ∈ A tel que κ ∈ P pour tout
ide´al premier non nul δ-stable P de A.
La de´monstration de la proposition 1 donne´e par Nesterenko utilise de ma-
nie`re essentielle la non compacite´ du quotient SL2(Z)\H, ou` H est le demi-
plan supe´rieur (existence de de´veloppements en se´rie de Fourier de formes
modulaires et quasi-modulaires au voisinage de pointes ge´ome´triques).
Pour de´montrer la proposition 2 nous suivons de pre`s nombreuses tech-
niques de´ja` introduites par Nesterenko dans [10], [11] (voir le plan de l’article
ci-dessous). Cependant, dans un point au moins, les me´thodes de Nesterenko
ne s’e´tendent pas aux fonctions Y0, Y1, Y2 : sous les hypothe`ses du the´ore`me
2, Ω\B est compact, contrairement a` SL2(Z)\H.
1.1 Plan de l’article et structure des de´monstrations.
La de´monstration de la proposition 2 occupe tout le paragraphe 2. En
absence de pointes dans le quotient Ω\B, nous avons effectue´ une parame´tri-
sation de Y0, Y1, Y2 qui nous a induit a` conside´rer des fonctions hyperge´o-
me´triques. Dans ce cadre, nous faisons jouer aux points 0, 1,∞ ∈ P1(C) un
roˆle similaire a` celui de la pointe a` l’infini de SL2(Z)\H, ce qui nous permet
de ge´ne´raliser le lemme 5.2 p. 161 de [11] (proposition 4 de ce texte). De
cette manie`re nous de´montrons la proposition 2 dans le cas particulier ou` P
est un ide´al principal.
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Pour traiter le cas des ide´aux non principaux dans la proposition 2, nous
avons introduit une technique comple`tement alge´brique qui utilise les crochets
de Rankin issus de la the´orie des formes quasi-modulaires. Cette technique
permet aussi de raffiner et ge´ne´raliser les re´sultats du paragraphe 5 pp. 162-
165 de [11] : par exemple, on peut facilement supprimer l’hypothe`se F (0) = 0
dans la proposition 1 : voir [16].
Passons aux re´sultats du paragraphe 4. Nous y supposerons que (A, δ) soit
plus ge´ne´ralement un anneau diffe´rentiel de fonctions F admettant en tout
point ξ d’un certain domaine de C, un de´veloppement en se´rie de Puiseux
convergent :
F (t) =
∞∑
k=−s
vk(t− ξ)
k/q,
pour un certain entier q > 0 ne de´pendant pas de ξ.
Cet anneau diffe´rentiel (A, δ) satisfait aussi une « proprie´te´ D »(cette
proprie´te´ est tre`s proche d’une proprie´te´ homonyme dans [11] : de´finition 1.2
p. 150). Sous toutes ces hypothe`ses, on obtient un lemme de multiplicite´ : la
proposition 6.
Si la proprie´te´ D est ve´rifie´e pour l’anneau diffe´rentiel (A, δ) de la propo-
sition 2, alors on obtient le the´ore`me 2 comme corollaire de la proposition 6.
Or, nous ve´rifierons que la proprie´te´ de´crite par la proposition 2 (que nous
appelons « proprie´te´ de Ramanujan ») implique la proprie´te´ D pour (A, δ).
Les techniques de de´monstration de la proposition 6 sont essentiellement
les meˆmes que celles de [11], bien que nous trouvions pre´ferable de suivre
l’approche de [3]. Dans le paragraphe 4 nous de´taillerons autant que possible
des de´monstrations pourtant tre`s voisines de celles des deux re´ferences ci-
dessus, uniquement dans le souci de traiter un cas apparemment plus ge´ne´ral.
En effet, les fonctions Y0, Y1, Y2 ne sont pas holomorphes dans T , a` cause des
singularite´s en s0, s1, s∞. Or dans [3] et [11], on travaille uniquement avec
des fonctions holomorphes.
2 Anneaux diffe´rentiels.
Dans ce paragraphe nous de´montrons la proposition 2. Le polynoˆme κ
sera explicitement de´termine´ (cf. proposition 3 du paragraphe 3), meˆme
si cette donne´e supple´mentaire n’est pas utilise´e dans la de´monstration du
the´ore`me 2. Nous allons commencer par une e´tude diffe´rentielle des fonctions
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hyperge´ome´triques.
Conside´rons les nombres rationnels :
a = γ(1− α− β) + 2αβ
b = (α + β)(γ − α− β) + 2αβ − γ + 1
c = γ(α + β − γ + 1)− 2αβ.
Un calcul direct permet de ve´rifier que les fonctions
u0(z) = z
γ/2(1− z)(α+β−γ+1)/22F1(a, b; c; z),
u1(z) = z
1−γ/2(1− z)(α+β−γ+1)/22F1(α− γ + 1, β − γ + 1; 2− γ; z),
analytiques dans C− (R≤0 ∪R≥1), sont C-line´airement inde´pendantes et sa-
tisfont l’e´quation diffe´rentielle (cf. [4], e´quation (21) p. 290)
d2U
dz2
+
(
a
4z2
+
b
4(z − 1)2
+
c
4z2(z − 1)2
)
U = 0. (8)
Pour z ∈ C− (R≤0 ∪ R≥1), posons :
y0 = u0u
′
0,
y1 = u0u
′
0 −
u20
z
,
y2 = u0u
′
0 −
u20
z − 1
,
τ =
u1
u0
,
q = eτ .
La fonction τ(z) est localement inversible sur son domaine d’holomorphie,
car le wronskien det
(
u1
u′1
u0
u′0
)
de u1, u0 y est constant, e´gal a` 1−γ, donc non
nul. Dans la suite, nous posons w = 1− γ.
Soit H le demi-plan supe´rieur complexe. On peut montrer que la fonction
τ de´finit un isomorphisme analytique
τ : H → T ◦,
ou` T ◦ de´signe le triangle T prive´ de son bord topologique ; on ve´rifie aussi
τ(i) = si avec i = 0, 1,∞.
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Soit ζ : T ◦ → H la fonction analytique re´ciproque de τ : elle admet un
prolongement analytique a` B∗ et de´finit sur B une fonction alge´brique sur
le corps des fonctions modulaires Fuchsiennes associe´es a` Ω, c’est-a`-dire les
fonctions f : B → P1(C) satisfaisant :
f(φ(t)) = f(t), φ ∈ Ω
(cf. [4], chapitre 10). Posons
Yi(t) = yi(ζ(t))
pour i = 0, 1, 2. On ve´rifie que :
Y0(t) = w
d
dt
log(u0),
Y1(t) = w
d
dt
log
(u0
z
)
,
Y2(t) = w
d
dt
log
(
u0
z − 1
)
,
et c’est facile de montrer, a` partir de ces formules, que ces fonctions satisfont
les relations d’automorphie (3) (cf. [20], proposition 3). Ce sont les fonctions
Y0, Y1, Y2 du paragraphe 1.
Soit D la de´rivation de´finie sur l’anneau des fonctions holomorphes sur
C− (R≤0 ∪ R≥1) par
DX = u20
dX
dz
.
L’anneau
N = C[τ, q, y0, y1, y2]
est stable pour la de´rivation D, comme le montre le lemme qui suit.
Lemme 1 Soit L = (1/4)(a(y0−y1)2+b(y0−y2)2+c(y1−y2)2). Les relations
suivantes sont satisfaites.
Dτ = w, Dq = wq, Dyi = y
2
i − L, pour i = 0, 1, 2.
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De´monstration. On a
Dτ = u20τ
′ = u20
(
u′1u0 − u1u
′
0
u20
)
= W (u1, u0) = w.
De meˆme, Dq = u20τ
′q = wq.
Calculons maintenant Dy0, Dy1, Dy2. On ve´rifie facilement l’identite´ :
L =
1
4
u40
(
a
4z2
+
b
4(z − 1)2
+
c
4z2(z − 1)2
)
.
On a, en utilisant (8) :
Dy0 = u
2
0y
′
0
= u20(u0u
′
0)
′
= u20(u
′
0
2 + u0u
′′
0)
= (u0u
′
0)
2 + u30u
′′
0
= y20 − u
4
0
(
a
4z2
+
b
4(z − 1)2
+
c
4z2(z − 1)2
)
= y20 − L.
De meˆme,
Dy1 = u
2
0y
′
1
= u20(u0u
′
0 − u
2
0z
−1)′
= u20(u
′
0
2 + u0u
′′
0 − 2u0u
′
0z
−1 + u20z
−2)
= (u0u
′
0)
2 − 2u30u
′
0z
−1 + u40z
−2 + u30u
′′
0
= (u0u
′
0 − u
2
0z
−1)2 + u30u
′′
0
= y21 − L,
et pour terminer,
Dy2 = u
2
0y
′
2
= u20(u0u
′
0 − u
2
0(z − 1)
−1)′
= u20(u
′
0
2 + u0u
′′
0 − 2u0u
′
0(z − 1)
−1 + u20(z − 1)
−2)
= (u0u
′
0)
2 − 2u30u
′
0(z − 1)
−1 + u40(z − 1)
−2 + u30u
′′
0
= (u0u
′
0 − u
2
0(z − 1)
−1)2 + u30u
′′
0
= y22 − L.
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Donc la de´rivation D laisse stable l’anneau N . On de´duit du lemme 1 que l’i-
somorphisme local ζ induit un isomorphisme d’anneaux diffe´rentiels (N , D) ∼=
(A, δ), ou` δ = w(d/dt) et A = C[t, et, Y0, Y1, Y2].
2.1 Proprie´te´s asymptotiques en 0, 1,∞.
Nous e´tudions les se´ries de Puiseux des fonctions u20, y0, y1, y2 au voisinage
de 0, 1,∞ ∈ P1(C). Tout d’abord, introduisons quelques notations. Soit p ∈ N
le plus petit de´nominateur commun des nombres rationnels α, β, γ. Nous
allons travailler dans les anneaux de se´ries de Puiseux formelles :
T0 = C[[z
1/p]],
T1 = C[[(1− z)
1/p]],
T∞ = C[[(−z)
−1/p]].
Nous notonsM0,M1,M∞ les ide´aux maximaux des se´ries de T0, T1, T∞ sans
terme constant, et Q0,Q1,Q∞ les corps des fractions de T0, T1, T∞.
Une se´rie Σ0 de T0 est dite localement convergente si elle s’e´crit :
Σ0(z) =
p−1∑
i=0
fi(z)z
i/p,
avec fi ∈ C[[z]] convergente au voisinage de 0. De meˆme, nous dirons qu’une
se´rie Σ1 de T1 est localement convergente si elle s’e´crit :
Σ1(z) =
p−1∑
i=0
fi(z)(1− z)
i/p,
avec fi ∈ C[[1 − z]] convergente au voisinage de 0. De manie`re e´quivalente,
on peut observer que si Σ1 ∈ T1, alors Σ1(1−z) ∈ T0 ; donc Σ1 est localement
convergente si Σ1(1− z) l’est.
Soit Σ∞ une se´rie de T∞. Alors Σ∞(−z−1) ∈ T0. Nous dirons que Σ∞ est
localement convergente si Σ∞(−z−1) est localement convergente.
Ces de´finitions permettent de caracte´riser e´galement les se´ries localement
convergentes de Q0,Q1,Q∞.
Notons :
V0 = C− R≤0,
V1 = C− R≥1,
V∞ = C− R≥0.
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Une se´rie localement convergente de Q0 de´termine de manie`re unique une
fonction analytique dans un voisinage non trivial de 0 dans V0. De meˆme,
une se´rie localement convergente de Q1 de´termine de manie`re unique une
fonction analytique dans un voisinage non trivial de 1 dans V1. Une se´rie
localement convergente de Q∞ de´termine de manie`re unique une fonction f
telle que f(−1/z) soit analytique dans un voisinage non trivial de 0 dans V∞.
La fonction G(z) = zγ/2(1 − z)(α+β−γ+1)/2 est analytique dans V0 ∩ V1.
Dans ce domaine on a :
G(z) = zγ/2
∞∑
n=0
((α + β − γ + 1)/2)n
n!
(−1)nzn, si |z| < 1
= zγ/2(1 + g1(z)),
= (1− z)(α+β−γ+1)/2
∞∑
n=0
(γ/2)n
n!
(−1)n(1− z)n, si |1− z| < 1
= (1− z)(α+β−γ+1)/2(1 + g2(z)),
ou` (x)n = (x− n + 1)(x− n+ 2) · · · (x− 1)x est le symbole de Pochammer,
et ou` g1 ∈ M0 et g2 ∈ M1. Supposons maintenant que z ∈ V0 ∩ V1 soit tel
que |z| > 1. On a :
G(z) = eπiγ/2(−z)(α+β+1)/2
(
1
(−z)
+ 1
)(α+β−γ+1)/2
= ζ1(−z)
(α+β+1)/2
∞∑
n=0
((α + β − γ + 1)/2)n
n!
(−1)n(−z)−n.
Il existe donc g3 ∈M∞ tel que
G(z) = ζ1(−z)
(α+β+1)/2(1 + g3(z)).
Nous de´montrons trois lemmes de´crivant les se´ries de Puiseux de u20, y0, y1, y2
au voisinage de 0, 1,∞.
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2.1.1 Se´ries de Puiseux en 0.
Lemme 2 Il existe quatre se´ries localement convergentes ǫ1, . . . , ǫ4 ∈ M0
telles que l’on ait, pour z ∈ V0 et |z| assez petit :
u20(z) = z
γ(1 + ǫ1(z)),
y0(z) =
γ
2
zγ−1(1 + ǫ2(z)),
y1(z) =
γ − 2
2
zγ−1(1 + ǫ3(z)),
y2(z) =
γ
2
zγ−1(1 + ǫ4(z)).
De´monstration. Pour |z| < 1 on a 2F1(α, β; γ; z) = 1 + κ1(z) et Ξ(z) =
γ2 + κ2(z), avec κ1, κ2 ∈M0. Donc :
u0(z) = G(z)(1 + κ1(z))
= zγ/2(1 + g1(z))(1 + κ1(z))
= zγ/2(1 + κ3(z)),
u′0(z) =
γ
2
z(γ−2)/2(1 + κ4(z)),
pour deux se´ries localement convergentes κ3, κ4 ∈ M0. On en de´duit l’exis-
tence de se´ries localement convergentes κ5, . . . , κ10 ∈M0 telles que :
u0(z)
2 = zγ(1 + κ5(z)),
y0(z) = u0(z)u
′
0(z) =
γ
2
zγ−1(1 + κ6(z)),
y1(z) = u0(z)u
′
0(z)− u0(z)
2/z
=
γ
2
zγ−1(1 + κ6(z))− z
γ−1(1 + κ7(z))
=
γ − 2
2
zγ−1(1 + κ8(z)),
y2(z) = u0(z)u
′
0(z)− u0(z)
2/(z − 1)
=
γ
2
zγ−1(1 + κ6(z))− z
γ(1 + κ9(z))
=
γ
2
zγ−1(1 + κ10(z)),
et nous pouvons poser ǫ1 = κ5, ǫ2 = κ6, ǫ3 = κ8, ǫ4 = κ10.
11
2.1.2 Se´ries de Puiseux en 1.
Lemme 3 Posons θ =
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β)
. Il existe quatre se´ries localement
convergentes η1, . . . , η4 ∈ M1 telles que l’on ait, pour z ∈ V1 et |1− z| assez
petit :
u20(z) = θ
2(1− z)1+α+β−γ(1 + η1(z)),
y0(z) = −
θ2
2
(1 + α + β − γ)(1− z)α+β−γ(1 + η2(z)),
y1(z) = −
θ2
2
(1 + α + β − γ)(1− z)α+β−γ(1 + η3(z)),
y2(z) = −
θ2
2
(−1 + α + β − γ)(1− z)α+β−γ(1 + η4(z)).
De´monstration. D’apre`s [17] 14·53 p. 290, si z ∈ V0 ∩ V1, alors on a la
relation :
Γ(γ − α)Γ(γ − β)Γ(α)Γ(β)2F1(α, β; γ; z) =
= Γ(γ)Γ(α)Γ(β)γ(γ − α− β)2F1(α, β;α+ β − γ + 1; 1− z) +
Γ(γ)Γ(γ − α)Γ(γ − β)γ(α+ β − γ)(1− z)γ−α−β ×
2F1(γ − α, γ − β; γ − α− β + 1; 1− z).
On a donc :
2F1(α, β; γ; 1− z) = (9)
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β)
2F1(α, β;α+ β − γ + 1; z) +
Γ(γ)Γ(α+ β − γ)
Γ(α)Γ(β)
zγ−α−β2F1(γ − α, γ − β; γ − α− β + 1; z).
L’hypothe`se γ > α + β implique que le deuxie`me terme de (9) s’identifie,
au voisinage de z = 0, a` une se´rie localement convergente de M0. Ainsi on
obtient, pour |z| assez petit :
2F1(α, β; γ; 1− z) = θ(1 + κ11(z)),
avec κ11 ∈M0.
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Pour |1− z| assez petit et z ∈ V1 on a :
u0(z) = θ(1− z)
(α+β−γ+1)/2(1 + λ2(z))
u′0(z) = −
θ
2
(1− z)(α+β−γ−1)/2(α + β − γ + 1)(1 + λ3(z)),
ou` λ2, λ3 ∈ M1. Ainsi on obtient les expressions (avec des se´ries localement
convergentes λ4, . . . , λ9 ∈M1) :
u20(z) = θ
2(1− z)α+β−γ+1(1 + λ4(z)),
y0(z) = −θ
2 (α + β − γ + 1)
2
(1− z)α+β−γ(1 + λ5(z))
y1(z) = −θ
2 (α + β − γ + 1)
2
(1− z)α+β−γ(1 + λ5(z))−
θ2(1− z)α+β−γ+1(1 + λ6(z))
= −θ2
(α + β − γ + 1)
2
(1− z)α+β−γ+1(1 + λ7(z)),
y2(z) = −θ
2 (α + β − γ + 1)
2
(1− z)α+β−γ(1 + λ5(z))−
θ2(1− z)α+β−γ−1(1 + λ8(z))
= −θ2
(α + β − γ − 1)
2
(1− z)α+β−γ+1(1 + λ9(z)),
et nous pouvons poser η1 = λ4, η2 = λ5, η3 = λ7, η4 = λ9.
2.1.3 Se´ries de Puiseux en ∞.
Lemme 4 Posons ω =
Γ(γ)Γ(β − α)
Γ(γ − α)Γ(β)
et ζ1 = e
πiγ/2. Il existe quatre se´ries
localement convergentes µ1, . . . , µ4 ∈M∞ telles que l’on ait, pour z ∈ V∞ et
|z| assez grand :
u20(z) = (ζ1ω)
2(−z)(1−α+β)(1 + µ1(z)),
y0(z) =
(ζ1ω)
2(α− β − 1)
2
(−z)β−α(1 + µ2(z))
y1(z) =
(ζ1ω)
2(α− β + 1)
2
(−z)β−α(1 + µ3(z))
y2(z) =
(ζ1ω)
2(α− β + 1)
2
(−z)β−α(1 + µ4(z)).
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De´monstration. On suppose que z ∈ V∞. D’apre`s [17] 14·51 p. 289, On a
la formule suivante :
Γ(α)Γ(β)
Γ(γ)
2F1(α, β; γ; z) =
=
Γ(α)Γ(β − α)
Γ(γ − α)
(−z)−α2F1(α, 1− γ + α; 1− β + α; z
−1) +
Γ(β)Γ(α− β)
Γ(γ − β)
(−z)−β2F1(β, 1− γ + β; 1− α + β; z
−1).
Donc :
2F1(α, β; γ; z) = (10)
=
Γ(γ)Γ(β − α)
Γ(γ − α)Γ(α)
(−z)−α2F1(α, 1− γ + α; 1− β + α; z
−1) +
Γ(γ)Γ(α− β)
Γ(γ − β)Γ(α)
(−z)−β2F1(β, 1− γ + β; 1− α+ β; z
−1),
Pour |z| assez grand et z ∈ V∞ :
2F1(α, β; γ; z) = ω(−z)
−α(2F1(α, 1− γ + α; 1− β + α; z
−1) +
(−z)α−βω1ω
−1
2F1(β, 1− γ + β; 1− α + β; z
−1))
= ω(−z)−α(1 + ν1(z)),
avec ω =
Γ(γ)Γ(β − α)
Γ(γ − α)Γ(α)
, ω1 =
Γ(γ)Γ(α− β)
Γ(γ − β)Γ(α)
, et ν1 ∈ M∞ localement con-
vergente.
On a :
u0(z) = ζ1(−z)
(1+α+β)/2(1 + g3(z))ω(−z)
−α(1 + ν1(z))
= ζ1ω(−z)
(1−α+β)/2(1 + ν8(z)),
u′0(z) =
ζ1ω
2
(−z)(β−α−1)/2(α− β − 1)(1 + ν9(z)),
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ou` les νi sont des se´ries localement convergentes de M∞. D’ici on obtient :
u20(z) = (ζ1ω)
2(−z)(1−α+β)(1 + ν10(z))
y0(z) = u0(z)u
′
0(z)
=
(ζ1ω)
2(α− β − 1)
2
(−z)β−α(1 + ν11(z))
y1(z) = u0(z)u
′
0(z) +
u0(z)
2
(−z)
= y0(z) + (ζ1ω)
2(−z)β−α(1 + ν12(z))
=
(ζ1ω)
2(α− β + 1)
2
(−z)β−α(1 + ν13(z))
y2(z) = u0(z)u
′
0(z) +
u0(z)
2
(−z + 1)
= y0(z) + (ζ1ω)
2(−z)β−α(1 + ν14(z))
=
(ζ1ω)
2(α− β + 1)
2
(−z)β−α(1 + ν15(z)).
Nous pouvons poser µ1 = ν10, µ2 = ν11, µ3 = ν13 et µ4 = ν15.
Noter que les nombres θ et ω sont des coefficients (non nuls) de matrices
de connexion (cf. [5]).
3 Ideaux stables.
Nous de´montrons la proposition suivante.
Proposition 3 Soit I un ide´al premier de N non nul et D-stable. Alors I
contient au moins un des e´le´ments q, y0 − y1, y0 − y2, y1 − y2.
Ainsi, le polynoˆme κ de la proposition 2 est e´gal a`
q(y0 − y1)(y0 − y2)(y1 − y2).
Pour de´montrer la proposition 3, nous devons proce´der en plusieurs e´tapes.
Commenc¸ons avec les ide´aux principaux D-stables.
3.1 Ide´aux principaux stables.
On associe a` yi le poids p(yi) = 1, i = 0, 1, 2 et a` τ, q le poids 0. Un
e´le´ment de N est dit isobare de poids s s’il est somme de monoˆmes
cτaqbyt00 y
t1
1 y
t2
2 ,
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avec t0 + t1 + t2 = s et c ∈ C×. Si X ∈ N , nous notons p(X) le plus grand
poids d’un monoˆme de X . Dans la suite, nous posons aussi
R = C[y0, y1, y2], L = C[τ, q].
On remarque que si X ∈ R est non nul et isobare de poids s, alors DX
est isobare, et p(DX) = p(X) + 1. Si X 6∈ R ou si X n’est pas isobare, on
a seulement p(DX) ≤ p(X) + 1 (car les e´le´ments de poids 0 de N ne sont
pas forc¸ement tous annule´s par D). D’autre part, pour X ∈ N non nul, on a
clairement degq(DX) ≤ degq(X) et degτ (DX) ≤ degτ (X).
Proposition 4 Soit I un ide´al premier principal non nul, D-stable de N .
Alors I est e´gal a` l’un des ide´aux principaux (q), (y0−y1), (y0−y2), (y1−y2).
Cette proposition ge´ne´ralise le lemme 5.2 p. 161 de [11].
De´monstration. En utilisant les formules explicites du lemme 1, on remar-
que pour commencer que
Dq = wq,
D(y0 − y1) = (y0 − y1)(y0 + y1),
D(y0 − y2) = (y0 − y2)(y0 + y2),
D(y1 − y2) = (y1 − y2)(y1 + y2).
Donc les ide´aux principaux (q), (y0 − y1), (y0 − y2), (y1 − y2) de N , qui sont
premiers, sont aussi D-stables.
Soit P ∈ N un polynoˆme non nul et irre´ductible tel que
DP = FP (11)
avec F ∈ N . Nous devons de´montrer que P est proportionnel a` l’un des
polynoˆmes q, y0− y1, y0− y2, y1− y2, avec une constante de proportionnalite´
dans C×.
Nous de´terminons une expression plus pre´cise de F . Comme p(DP ) =
p(F ) + p(P ), on a que p(F ) ≤ 1. Comme de plus degq(DP ) = degq(F ) +
degq(P ) et degτ (DP ) = degτ (F )+degτ (P ), on a que degq(F ) = degτ (F ) = 0
et donc
F = λ0y0 + λ1y1 + λ2y2 + λ3, (12)
avec λ0, λ1, λ2, λ3 ∈ C. On a aussi F 6= 0 car P e´tant irre´ductible, il est non
constant.
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Notre premier objectif est de montrer que dans (12) on a λi ∈ Q, i =
0, . . . , 3.
Lemme 5 Sous l’hypothe`se (11), on a λ0, λ1, λ2 ∈ Q dans (12).
De´monstration. Ecrivons :
P = Ph + Ph+1 + · · ·+ Pk, (13)
avec Pi isobare de poids i, Ph non nul isobare de poids minimal h ≤ k, et Pk
non nul isobare de poids maximal k. Ecrivons aussi :
Pk =
t∑
j=1
fjVj ,
avec V1, . . . , Vt isobares dans R de poids k, et fj ∈ L. On a que DPk est
somme d’un e´le´ment isobare de N de poids k+ 1 et d’un e´le´ment isobare de
N de poids k ; de plus P satisfait (11). Nous obtenons, en tenant compte des
termes de poids k et k + 1 de FP :
DPk =
t∑
j=1
fjDVj +
t∑
j=1
(Dfj)Vj
= λ3Pk + Pk−1
2∑
i=0
λiyi + Pk
2∑
i=0
λiyi.
En comparant les poids des termes isobares de poids k + 1, on voit que :
t∑
j=1
fjDVj =
∂Pk
∂y0
Dy0 +
∂Pk
∂y1
Dy1 +
∂Pk
∂y2
Dy2
= Pk
2∑
i=0
λiyi.
Soit D′ la de´rivation de N de´finie par D′ = D sur R et D′ nulle sur L. On
a donc de´montre´ que
D′Pk = Pk
2∑
i=0
λiyi. (14)
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Nous e´tudions l’influence de la re´lation (14) sur des se´ries de Puiseux formel-
les. Nous allons de´duire de (14) et des lemmes 2, 3 et 4 les trois relations
suivantes :
λ0γ + λ1(γ − 2) + λ2γ ∈ Q, (15)
λ0(α+ β − γ + 1) + λ1(α+ β − γ + 1) + λ2(α+ β − γ − 1) ∈ Q, (16)
λ0(α− β − 1) + λ1(α− β + 1) + λ2(α− β + 1) ∈ Q. (17)
De´montrons l’e´galite´ (15). D’apre`s le lemme 2 et l’inde´pendance alge´brique
sur C de y0, y1, y2, il existe un homomorphisme injectif naturel :
Φ0 : R → Q0,
qui est de´fini en associant a` tout e´le´ment de R la se´rie de Puiseux donne´e a`
partir du lemme 2.
Soit R0 le sous-anneau de Q0 image de Φ0 ; on a un isomorphisme d’an-
neaux Φ0 : R ∼= R0. Soient U, V deux inde´termine´es et posons :
N0 = C[U, V,Φ0(y0),Φ0(y1),Φ0(y2)].
Autrement dit, N0 est le sous-anneau des se´ries de Puiseux formelles en
les puissances entie`res de z1/p a` coefficients des polynoˆmes en U, V , qui est
engendre´ par les se´ries de Puiseux de y0, y1, y2 donne´es par le lemme 2.
L’isomorphisme Φ0 : R ∼= R0 se prolonge en un isomorphisme Φ0 : N →
N0 en posant Φ0(τ) = U et Φ0(q) = V , car τ, q, y0, y1, y2 sont alge´briquement
inde´pendantes sur C, comme nous l’avons rappele´ dans l’introduction.
La de´rivation D : R → R de´crite dans le lemme 1 de´termine une
de´rivation D0 : R0 → R0 de´finie sur les se´ries de Puiseux formelles de
la manie`re suivante. Notons σ0 la se´rie de Puiseux formelle de u
2
0 donne´e
par le lemme 2, soit ϕ =
∑
m fmz
m/p une se´rie de Puiseux de R0 (ou plus
ge´ne´ralement de Q0). On pose :
D0(ϕ) = σ0
∑
m
(m/p)fmz
(m/p)−1. (18)
La de´rivation D0 : R0 → R0 induit une de´rivation D0 : N0 → N0 en posant
D0(U) = D0(V ) = 0 : elle se calcule sur les se´ries formelles en utilisant (18), et
en permettant que fm appartienne aussi a` C[U, V ]. On ve´rifie facilement que
si s ∈ N , alors Φ0(D
′(s)) = D0(Φ0(s)) : on a ainsi construit un isomorphisme
d’anneaux diffe´rentiels :
Φ0 : (N , D
′)→ (N0, D0). (19)
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Posons :
Φ0(Pk) =
∑
m≥m0
amz
m/p
avec am ∈ C[U, V ] et am0 non nul. On a, d’apre`s le lemme 2 :
D0
( ∑
m≥m0
amz
m/p
)
= σ0
∑
m≥m0
(m/p)amz
(m/p)−1
= zγ(1 + Φ0(ǫ1(z)))
∑
m≥m0
(m/p)amz
(m/p)−1
= (1 + ǫ5(z))(m0/p)am0z
γ+(m0/p)−1,
avec ǫ5 ∈ M0N0 ⊂ N0. L’e´galite´ (14), l’isomorphisme (19) et le lemme 2
impliquent :
D0
( ∑
m≥m0
amz
m/p
)
=
∑
i
λiΦ0(yi)
∑
m≥m0
amz
m/p
=
1
2
(λ0γ + λ1(γ − 2) + λ2γ + ǫ6(z))×
zγ−1
∑
m≥m0
amz
m/p,
ou` ǫ6(z) est un autre e´le´ment de M0N0. On en de´duit l’identite´ formelle :
zγ(m0/p)am0z
(m0/p)−1 =
1
2
(λ0γ + λ1(γ − 2) + λ2γ)z
γ−1am0z
m0/p,
d’ou` la relation (15), car am0 6= 0 et m0 ∈ Z.
Les re´lations (16) et (17) se de´montrent de manie`re similaire. Soit R1 le
sous-anneau de Q1 engendre´ par les se´ries de Puiseux formelles de y0, y1, y2
du lemme 3, notons
N1 = C[U, V,Φ1(y0),Φ1(y1),Φ1(y2)],
soit σ1 ∈ Q1 la se´rie de Puiseux de u20 au voisinage de 1 donne´e par le
lemme 3, soit D1 la de´rivation de N1 de´finie de la manie`re suivante. Pour
ϕ =
∑
m fm(1− z)
m/p un e´le´ment de N1, on pose :
D1(ϕ) = −σ1
∑
m
(m/p)fm(1− z)
(m/p)−1.
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On a un isomorphisme d’anneaux diffe´rentiels Φ1 : (N , D′) ∼= (N1, D1).
Posons :
Φ1(Pk) =
∑
m≥m1
bm(1− z)
m/p,
avec bm ∈ C[U, V ] et bm1 6= 0. L’e´galite´ (14) implique :
D1
( ∑
m≥m1
bm(1− z)
m/p
)
=
∑
i
λiΦ1(yi)
∑
m≥m1
bm(1− z)
m/p
d’ou` l’on de´duit, en suivant les meˆmes techniques que nous avons employe´
pour obtenir la relation (15), et en appliquant les formules du lemme 3 :
−θ2(1− z)1+α+β−γ(m1/p)bm1(1− z)
(m1/p)−1 = −
θ2
2
(1− z)α+β−γ×
(λ0(1 + α+ β − γ) + λ1(1 + α + β − γ) + λ2(−1 + α + β − γ))×
bm1(1− z)
m1/p,
d’ou`
m1
p
= (1/2)(λ0(1 + α+ β − γ) + λ1(1 + α+ β − γ) + λ2(−1 + α+ β − γ)),
car θ, bm1 6= 0, ce qui implique la re´lation (16).
Pour de´montrer la re´lation (17) on introduit le sous-anneau R∞ de Q∞
engendre´ par les se´ries de Puiseux formelles de y0, y1, y2 du lemme 4, et on
note
N∞ = C[U, V,Φ∞(y0),Φ∞(y1),Φ∞(y2)],
puis on de´signe par σ∞ ∈ Q∞ la se´rie de Puiseux de u20 au voisinage de ∞
donne´e par le lemme 4. Nous construisons, comme nous l’avons fait pour
D0 et D1, une de´rivation D∞ : N∞ → N∞ telle qu’on ait un isomorphisme
Φ∞ : (N , D′) ∼= (N∞, D∞). Explicitement, soit ϕ =
∑
m fm(−z)
−m/p un
e´le´ment de N∞ ; on pose :
D∞(ϕ) = −σ∞
∑
m
(m/p)fm(−z)
−(m/p)−1.
Ecrivons :
Φ∞(Pk) =
∑
m≥m∞
fm(−z)
−m/p.
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L’e´galite´ (14) e´quivaut a` :
D∞
( ∑
m≥m∞
fm(−z)
−m/p
)
=
∑
i
λiΦ∞(yi)
∑
m≥m∞
fm(−z)
−m/p
d’ou` l’on de´duit, en appliquant les formules du lemme 4 :
−(ζ1ω)
2(−z)1−α+β(m∞/p)fm∞(−z)
(m∞/p)−1 =
=
(ζ1ω)
2
2
(λ0(α− β − 1) + λ1(α− β + 1) + λ2(α− β + 1))(−z)
β−α ×
fm∞(−z)
m∞/p,
ce qui implique
m∞
p
= −(1/2)(λ0(α− β − 1) + λ1(α− β + 1) + λ2(α− β + 1)),
car fm∞ 6= 0 et ζ1ω 6= 0. Nous avons obtenu aussi la relation (17).
Posons :
M :=

 γ γ − 2 γα + β − γ + 1 α+ β − γ + 1 α + β − γ − 1
α− β − 1 α− β + 1 α− β + 1

 .
Les re´lations (15), (16), (17) que nous avons de´montre´, impliquent qu’il existe
des nombres rationnels µ0, µ1, µ2 tels que (le symbole
t de´signe la transpose´e
de matrice) :
t(µ0, µ1, µ2) =M ·
t(λ0, λ1, λ2).
La matrice M a de´terminant 8α 6= 0 et a tous ses coefficients rationnels. Soit
N son inverse. Alors :
t(λ0, λ1, λ2) = N ·
t(µ0, µ1, µ2) ∈ Q
3,
nous avons donc de´montre´ que λ0, λ1, λ2 ∈ Q.
Lemme 6 sous l’hypothe`se (11), on a λ3 ∈ Q dans (12).
De´monstration. Conside´rons a` nouveau l’expression (13), ou` nous avions
suppose´ Ph 6= 0 et e´crivons :
Ph =
t∑
j=1
djUj ,
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avec U1, . . . , Ut e´le´ments isobares de R de poids h, et dj ∈ L. Si h = 0, alors
P0, DP0 ∈ L. Si h 6= 0, alors on a que DPh est somme d’un e´le´ment de poids
h et un e´le´ment de poids h+ 1. En regardant les termes de poids h et h+ 1
dans l’expression de FP comme somme d’e´le´ments isobares, nous trouvons
que :
DPh =
t∑
j=1
(Ddj)Uj +
t∑
j=1
djDUj
= λ3Ph + λ3Ph+1 + Ph
2∑
i=0
λiyi.
Si h = 0, alors nous trouvons la relation plus simple DP0 = λ3P0. Dans tous
les cas, en comparant les termes isobares de poids h :
t∑
j=1
(Ddj)Uj = w
(
∂Ph
∂τ
+
∂Ph
∂q
q
)
= λ3Ph.
Soit H la de´rivation de N de´finie par H(R) = 0 et H = D sur L. Nous
avons :
H(Ph) = λ3Ph.
Ecrivons Ph explicitement :
Ph =
∑
a,b≥0
ca,bτ
aqb
=
∑
a,b>0
ca,bτ
aqb +
∑
b>0
dbq
b +
∑
a>0
eaτ
a + f0, ca,b, db, ea, f0 ∈ R.
On a :
w−1H(Ph) =
∑
a,b
ca,b(aτ
a−1qb + bτaqb)
=
∑
a,b>0
(bca,b + (a+ 1)ca+1,b)τ
aqb +
∑
b>0
(bdb + c1,b)q
b +
∑
a>0
(a + 1)ea+1τ
a + e1.
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Soit a0 maximal avec ca0,b0 6= 0 pour quelques b0 ≥ 0. Si a0 = 0, alors
Ph ∈ R[q]. Donc
Ph = U0 + U1q + · · ·+ Urq
r
avec Uj ∈ R. Si r = 0 alors Ph ∈ R et λ3 = 0. Sinon, r > 0, Ur 6= 0, et
w−1H(Ph) = k1q+· · ·+rkrqr, d’ou` rkr = wλ3kr ce qui implique λ3 = rw−1 ∈
Q.
Si a0 > 0 alors b0 > 0, car sinon, degτ (H(Ph)) < degτ (Ph) et nous ne
pouvons pas avoir H(Ph) = λ3Ph. Dans ce cas, ca0+1,b0 = 0. Donc :
w−1b0ca0,b0 = b0ca0,b0 + (a0 + 1)ca0+1,b0
= λ3ca0,b0 ,
d’ou` λ3 = w
−1b0 et λ3 ∈ Q.
3.1.1 Fin de la preuve de la proposition 4.
Soit P un polynoˆme irre´ductible de N satisfaisant (11), avec F comme
dans (12), c’est-a`-dire, tel que DP = (λ0y0 + λ1y1 + λ2y2 + λ3)P . A pre´sent,
nous avons de´montre´ que λi ∈ Q pour i = 0, . . . , 3. Donc
DP
P
,
D(y0 − y1)
(y0 − y1)
,
D(y0 − y2)
(y0 − y2)
,
D(y1 − y2)
(y1 − y2)
,
Dq
q
sont Q-line´airement de´pendants, et il existe des entiers rationnels non tous
nuls α1, . . . , α5 tels que :
α1
DP
P
+ α2
D(y0 − y1)
(y0 − y1)
+ α3
D(y0 − y2)
(y0 − y2)
+ α4
D(y1 − y2)
(y1 − y2)
+ α5
Dq
q
= 0.
Ainsi D(P α1(y0 − y1)
α2(y0 − y2)
α3(y1 − y2)
α4qα5) = 0, d’ou`
P α1(y0 − y1)
α2(y0 − y2)
α3(y1 − y2)
α4qα5 ∈ C×.
Comme P est irre´ductible, ceci implique que P est proportionnel a` l’un des
polynoˆmes y0 − y1, y0 − y2, y1 − y2, q. La de´monstration du lemme est main-
tenant termine´e.
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3.2 Ide´aux non principaux stables.
Nous introduisons ici les crochets de Rankin, qui sont des ope´rateurs
diffe´rentiels de´finis uniquement sur des polynoˆmes isobares de R, mais pas
sur des polynoˆmes quelconque de N : il permettent d’e´viter les arguments
du paragraphe 5 pp. 162-165 de [11].
Le crochet de Rankin [U, V ] de deux polynoˆmes isobares U, V de R est
de´fini par
[U, V ] = p(U)UD(V )− p(V )V D(U).
Voici les proprie´te´s principales du crochet.
Lemme 7 Soient X, Y, P des e´le´ments isobares de R.
– Si X ∈ R est de poids x et Y est de poids y, alors [X, Y ] = −[Y,X ]
est isobare de poids x+ y + 1.
– Si X, Y ont meˆme poids, alors l’application dP (X) := [X,P ] satisfait
dP (X + Y ) = dP (X) + dP (Y ).
– On a dP (XY ) = dP (X)Y +XdP (Y ).
– Si I est un ide´al de R qui est D-stable, et X ∈ I, alors dP (X) ∈ I.
Les premie`res deux proprie´te´s sont triviales. De´montrons la troisie`me pro-
prie´te´. On a :
dP (XY ) = [XY, P ] = p(XY )XYDP − p(P )PD(XY )
= (p(X) + p(Y ))XYDP − p(P )P ((DX)Y +XDY )
= (p(X)XDP − p(P )PDX)Y +
X(p(Y )Y DP − p(P )PDY )
= dP (X)Y +XdP (Y ).
De´montrons la quatrie`me proprie´te´. Si X ∈ I et P est isobare, alors DX ∈
I car I est D-stable. Donc XDP, PDX ∈ I, et dP (X) = p(X)XDP −
p(P )PDX ∈ I.
3.2.1 Ide´aux stables isobares.
Nous de´montrons maintenant le lemme suivant.
Lemme 8 Tout ide´al premier isobare de R, D-stable, contient au moins un
des e´le´ments y0 − y1, y0 − y2, y1 − y2.
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De´monstration. Soit I un ide´al comme dans les hypothe`ses du lemme. Si
I est principal alors IN est premier, principal et D-stable, et au moins un
des polynoˆmes y0 − y1, y0 − y2, y1 − y2 appartient a` I, d’apre`s la proposition
4. Supposons donc que I ne soit pas principal : nous avons deux cas.
(1). Supposons que I ∩ (C[y0]∪C[y1]∪C[y2]) 6= {0}. Supposons par exemple
que I ∩C[y0] 6= (0). Comme I est premier, il existe v ∈ C tel que y0−v ∈ I :
comme I est isobare, on a v = 0.
Donc y0 ∈ I et Dy0 ∈ I. Ainsi le polynoˆme H obtenu en substituant
y0 7→ 0 dans le polynoˆme Dy0 appartient aussi a` I. Explicitement :
H = −
1
4
(ay21 + by
2
2 + c(y1 − y2)
2) ∈ I.
Aussi le polynoˆme DH appartient a` I, et le polynoˆme K obtenu en substi-
tuant y0 7→ 0 dans DH appartient a` I. On a :
K =
1
8
(a2y31 + b(b− 4)y
3
2 − c(y1 − y2)
2(4y1 + y2(4− b)) +
ay1((c− 4)y
2
1 + (b− 2c)y1y2 + (b+ c)y
2
2))
∈ I.
Les re´sultants R1 =Re´sy1(H,K) et R2 =Re´sy2(H,K) appartiennent a` I.
Explicitement, on trouve R1 = −
1
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κy62 et R2 = −
1
256
κy61, avec
η = (a+ b)(a + c)(b+ c)(ab+ bc + ac).
On ve´rifie que η 6= 0 (voir le lemme 10, a` la fin de ce paragraphe), donc si y0 ∈
I, alors aussi y1, y2 ∈ I. On parvient au meˆme re´sultat si on suppose que y1 ∈
I ou y2 ∈ I. Pour faire les calculs on peut exploiter les syme´tries e´videntes du
syste`me diffe´rentiel. Ainsi, on a que si I ∩ (C[y0]∪C[y1]∪C[y2]) 6= {0}, alors
y0, y1, y2 ∈ I, et dans ce cas on obtient la conclusion du lemme, car on trouve
meˆme plus, a` savoir que I ⊃ (y0 − y1, y0 − y2, y1 − y2) = (y0 − y1, y0 − y2).
(2). Supposons que I ∩ (C[y0] ∪ C[y1] ∪ C[y2]) = {0}. Alors I contient un
polynoˆme isobare P tel que
∂P
∂y1
6= 0 et
∂P
∂y2
= 0. En d’autres termes, I ∩
C[y0, y1] 6= (0). Nous pouvons aussi supposer que P ait degre´ minimal en
y1 : donc
∂P
∂y1
6∈ I. Nous calculons le crochet de Rankin [P, y0], qui est un
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polynoˆme non nul appartenant a` I (car P n’est pas une puissance de y0). On
obtient :
[P, y0] =
∂P
∂y0
[y0, y0] +
∂P
∂y1
[y1, y0] +
∂P
∂y2
[y2, y0]
=
∂P
∂y1
[y1, y0] ∈ I,
car [y0, y0] = 0 et
∂P
∂y2
= 0. Comme
∂P
∂y1
6∈ I, on a [y1, y0] ∈ I.
De meˆme, I ∩ C[y0, y2] 6= (0). Soit Q un polynoˆme isobare de I tel que
∂Q
∂y2
6= 0 et
∂Q
∂y1
= 0. Nous pouvons aussi supposer que Q soit tel que
∂Q
∂y2
6∈ I.
En suivant les meˆmes arguments que ci-dessus, on trouve que [y2, y0] ∈ I.
Donc [y1, y0], [y2, y0] ∈ I, et [y1, y0]− [y2, y0] ∈ I. Mais :
[y1, y0]− [y2, y0] = [y1 − y2, y0]
= (y1 − y2)y0.
comme y0 6∈ I, on obtient y1 − y2 ∈ I, et la de´monstration du lemme est
termine´e.
Remarque. Les syme´tries du syste`me diffe´rentiel permettent en fait de
de´montrer que si I est un ide´al non principal satisfaisant les hypothe`ses
du lemme 8, alors I ⊃ (y0 − y1, y0 − y2).
Afin de de´montrer la proposition 3, nous devons encore e´tablir un lemme
e´le´mentaire. Soit I un ide´al de R ; on note I˜ l’ide´al engendre´ par les poly-
noˆmes isobares de I.
Lemme 9 Nous avons les proprie´te´s suivantes.
1. Si I est premier, alors I˜ est premier.
2. Si I est D-stable, alors I˜ est D-stable.
3. Si I n’est pas principal, alors I˜ 6= (0).
De´monstration. 1. C’est bien connu.
2. Soit U ∈ I˜ ; alors U = U0 + · · · + Uk pour certains polynoˆmes isobares
U0, . . . , Uk ∈ I. Pour tout j on a DUj ∈ I car I est D-stable. De plus DUj
est isobare, donc DU = DU0 + · · ·+DUk ∈ I˜.
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3. Introduisons une inconnue y3 de poids 1, et notons, pour tout polynoˆme
non nul F ∈ R :
hF = yp3F
(
y0
y3
,
y1
y3
,
y2
y3
)
,
ou` p est le plus grand poids d’un monoˆme non nul de P .
Il faut montrer que I contient un polynoˆme isobare non nul. Par hy-
pothe`se il existe U, V ∈ I premiers entre eux ; donc hU et hV sont premiers
entre eux.
Le re´sultant R = Re´sy3(
hU, hV ) ∈ R est non nul et on ve´rifie qu’il est
isobare. De plus R ∈ I, car il existe A,B ∈ R[y3] tels que R = A(hU)+B(hV )
d’ou`, en substituant y3 = 1, R = A˜U + B˜V pour A˜, B˜ ∈ R : donc R ∈ I.
3.3 Fin de la de´monstration de la proposition 3.
Soit J un ide´al premier de N . Si J ∩ R[q] = (0), alors J est principal
et ne peut pas eˆtre D-stable d’apre`s la proposition 4 (il ne peut contenir ni
q ni l’un des polynoˆmes y0 − y1, y0 − y2, y1 − y2).
Supposons que J soit D-stable. Alors Y := J ∩R[q] 6= (0). On a que Y
est un ide´al premier D-stable de R[q].
Si Y ∩ R = (0) alors Y est principal, donc YN est un ide´al premier
principal D-stable de N , et la proposition 4 implique q ∈ J .
Sinon, I = Y ∩ R 6= (0) est un autre ide´al premier D-stable, cette fois
dans R. Si I est principal alors IN est principal et D-stable, et une autre
application de la proposition 4 implique que l’un des polynoˆmes y0− y1, y0−
y2, y1 − y2 appartient a` I.
Si I n’est pas principal alors, d’apre`s le lemme 9, I˜ est un ide´al premier
non nul isobare et D-stable de R, et il contient un des polynoˆmes y0−y1, y0−
y2, y1 − y2 d’apre`s le lemme 8.
Il nous reste a` justifier la non nullite´ de η.
Lemme 10 On a η 6= 0.
Esquisse de de´monstration. On doit utiliser les hypothe`ses faites sur les
rationnels α, β, γ. Analysons les facteurs de´finissant le produit η. On a :
a+ b = 1− (α− β)2.
ce nombre est nul si et seulement si α = β − 1 ou α = β + 1, mais ceci est
clairement impossible car 1 > β > α > 0. On a :
a+ c = γ(2− γ).
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ce nombre est clairement non nul, car 0 < γ < 1. Le troisie`me facteur est :
b+ c = 1− (α+ β)2 + γ(2(α + β)− γ).
Ce nombre est nul si et seulement si γ = −1 + α + β ou γ = 1 + α + β. Si
γ = 1 + α+ β, alors γ > 1, et cette eventualite´ est exclue. Si γ = α+ β − 1,
alors γ − α− β = −1, mais γ − α− β > 0 par hypothe`se. Donc ce troisie`me
facteur est non nul.
Etudions, mais de manie`re esquisse´e, le quatrie`me facteur :
ab+ ac+ bc = 2(γ2(−1 + α + β − 2αβ) +
γ(1 + α + β)(1− α− β + 2αβ)− 2(αβ)2).
On ve´rifie directement que la fonction
f(α, β, γ) = ab+ ac+ bc
est positive si α, β, γ sont soumis aux contraintes 0 < α < β < γ < 1.
La ve´rification de cette proprie´te´ passe par une e´tude e´le´mentaire assez
calculatoire, que nous ne reporterons pas ici. Les points critiques (c’est-a`-dire
les points qui annulent toutes les de´rive´es partielles de f d’ordre 1) de f sont
donne´s par les conditions simultane´es :
(2α− γ)(2β2 + γ − 2βγ) = 0
(2β − γ)(2α2 + γ − 2αγ) = 0
(1− α− β + 2αβ)(1 + α + β − 2γ) = 0.
On ve´rifie que les points critiques ne satisfont pas les ine´galite´s 0 < α <
β < γ < 1 (1). On passe ensuite a` l’e´tude de la restriction de f au bord
du domaine de R3 de´fini par 0 < α < β < γ < 1. Les points critiques des
fonctions restriction sont alors encore donne´s essentiellement par les condi-
tions ci-dessus. Apre`s avoir examine´ tous les cas, on pourra concluˆre que
ab+ ac+ bc > 0.
1Il y a un seul point critique satisfaisant 0 ≤ α ≤ β ≤ γ ≤ 1 qui est le point (1/2, 1/2, 1).
En calculant la matrice hessienne, on voit facilement que f(1/2, 1/2, 1) = 3/4 est un
maximum re´latif.
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4 De´monstration du the´ore`me 2.
Soit O un ouvert non vide de C, soient F1(t), . . . , Fm(t) des fonctions
alge´briquement inde´pendantes sur K = C(t), admettant en tout point ξ ∈ O
un de´veloppement en se´rie de Puiseux convergent :
Fi(t) =
∞∑
k=s
vi,k(t− ξ)
k/q, (20)
avec s ∈ Z, et pour un certain entier q > 0 ne de´pendant pas de ξ.
Soit P0 un polynoˆme de C[t] non nul, et supposons que l’anneau A =
C[F1, . . . , Fm] soit stable pour la de´rivation δ = P0(t)
d
dt
. Il existe alors des
polynoˆmes P1, . . . , Pm ∈ C[X1, . . . , Xm] tels que :
δFi = Pi(F1, . . . , Fm).
Soit d le plus grand degre´ total des Pi. Soit X0 une nouvelle inconnue, notons
B = K[X0, . . . , Xm] posons :
Bi(X0, . . . , Xm) = X
d
0Pi
(
X1
X0
, . . . ,
Xm
X0
)
∈ B, i = 1, . . . , m,
et B0 = X
d
0P0(t) ∈ K[X0]. De´finissons l’ope´rateur de de´rivation homoge`ne :
D = B0
∂
∂t
+X0
m∑
i=1
Bi
∂
∂Xi
.
On a donc, pour tout Q ∈ B,
(DQ)(1, F1, . . . , Fm) = δ(Q(1, F1, . . . , Fm)).
De plus, si Q ∈ B est un e´le´ment homoge`ne, alors DQ est aussi homoge`ne.
Nous appelons l’anneau diffe´rentiel (B,D) l’anneau diffe´rentiel associe´ a`
(A, δ).
De´finition. L’anneau diffe´rentiel (B,D) satisfait la proprie´te´ de Ramanujan
s’il existe un polynoˆme homoge`ne non nul l ∈ B tel que pour tout ide´al
premier non nul P de B qui est D-stable, on a l ∈ P.
Fixons un e´le´ment ξ ∈ O et soit K le comple´te´ d’une cloˆture alge´brique du
comple´te´ de K a` la place de´termine´e par ξ, soit P un ide´al premier homoge`ne
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de B et V = Z(P) la sous-varie´te´ de Pm(K) des ze´ros de P. Notons | · | la
valeur absolue de K : si F ∈ K, alors :
|F | = exp{−ordξ(F )}. (21)
Nous posons
ω = (1 : F1 : · · · : Fm) ∈ Pm(K).
Notons
Dist(ω,V) = Dist(1,...,1)(ω,V)
la distance de ω a` V de Philippon (voir p. 88 de [13]), associe´e a` la valeur ab-
solue de K. Cette distance s’e´tend par multiplicativite´ aux cycles alge´briques
e´quidimensionnels de Pm(K) (
2) ; elle de´pend de ξ, et nous utiliserons parfois
la notation Distξ(ω,V) lorsque la de´pendance en ξ doit eˆtre mise en relief.
Posons
‖ω‖ = max{1, |F1|, . . . , |Fm|},
et pour un polynoˆme homoge`ne U ∈ K[X0, X1, . . . , Xm],
U =
∑
λ
cλX
λ, (22)
posons aussi :
|U | = max
λ
{|cλ|}.
On peut calculer facilement la distance de ω a` V si V est une hypersurface.
Soit U comme dans (22), homoge`ne, avec cλ ∈ C[t], et supposons que V =
Z(U). Les formules p. 64 de [6] impliquent :
logDist(ω,V) = log |U(ω)| − log |U | − degX(U) log ‖ω‖. (23)
En d’autres termes,
log Dist(ω,V) = −ordξ(U(ω)) + min
λ
{ordξ(cλ)}+
deg(U) min
i=1,...,m
{0, ordξ(Fi)}.
On rappelle e´galement que l’image de l’application Dist(ω, ·) est contenue
dans l’intervalle [0, 1] ([15], proposition 4.1 p. 119).
2Tous les cycles alge´briques seront positifs et e´quidimensionnels : nous n’avons donc
plus a` pre´ciser systematiquement cet attribut.
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De plus, comme F1, . . . , Fm satisfont (20) dans O, on a que pour tout
cycle alge´brique non nul Z de Pm(K) (diffe´rent de Pm(K)), le nombre
− log Dist(ω,Z)
est un e´le´ment positif de Z/q ; ceci se voit directement dans (23) si Z = Z(Q)
avec Q ∈ B − {0}. Par convention, nous posons − log Dist(ω, Z(0)) := +∞
pour tout ξ ∈ O.
Par convention, le cycle nul 0 est de dimension −1, et − log Dist(ω, 0) = 0
pour tout ξ.
Nous devons introduire une autre proprie´te´ d’anneaux diffe´rentiels, que
nous appellons « proprie´te´ D ».
De´finition. On dit que l’anneau diffe´rentiel (B,D) satisfait la proprie´te´ D
en ξ d’exposant ≤ ρ(ξ), si la constante ρ(ξ) ≥ 0 ne de´pend que de ξ, et est
telle que tout ide´al premier homoge`ne P de B contenant un ide´al premier
non nul D-stable, on ait :
− log Dist(ω, Z(P)) ≤ ρ(ξ) deg(P).
S’il existe une constante ρ ≥ 0 telle que pour tout ξ ∈ O l’anneau (B,D)
satisfasse la proprie´te´ D en ξ d’exposant ≤ ρ, alors nous dirons que (B,D)
satisfait la proprie´te´ D uniforme sur O.
4.1 La proprie´te´ de Ramanujan et la proprie´te´ D.
Lemme 11 Supposons que l’anneau diffe´rentiel (B,D) satisfasse la proprie´te´
de Ramanujan. Alors il satisfait la proprie´te´ D en tout point ξ ∈ O. Soit l le
polynoˆme fournit par la proprie´te´ de Ramanujan. Si :
ρ = sup
ξ∈O
{− logDistξ(ω, Z(l))} ∈
N
q
,
alors (B,D) satisfait la proprie´te´ D uniforme sur O (d’exposant ≤ ρ).
De´monstration. C’est l’analogue du lemme 3.4 p. 155 de [11]. Fixons ξ ∈ O,
posons :
ρ(ξ) = − log Distξ(ω, Z(l)).
Sous les hypothe`ses du lemme, (B,D) satisfait la proprie´te´ D d’exposant
≤ ρ(ξ) : voici la preuve.
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Soit P un ide´al premier homoge`ne non nul de B, supposons que :
− log Dist(ω, Z(P)) > ρ(ξ) deg(P).
Soit p un e´le´ment homoge`ne non nul de P. L’inegalite´ suivante se de´montre
en suivant les arguments du paragraphe 5 de [13], ou en combinant les propo-
sitions 3.24 et 3.25 de [3] :
− log Dist(ω, Z(p)) ≥ −
1
deg(P)
logDist(ω, Z(P)). (24)
L’ine´galite´ (24) implique que − log Dist(ω, Z(p)) > ρ(ξ), donc p 6= l. Ainsi
l 6∈ P, et d’apre`s la proprie´te´ de Ramanujan, P est ne contient pas d’ide´al
premier non nul D-stable.
Faisons varier ξ ∈ O. Si le supremum ρ est fini, il est clair que (B,D)
satisfait la proprie´te´ D uniforme d’exposant ≤ ρ.
Nous de´montrons maintenant :
Proposition 5 Si A = C[t, et, Y0, Y1, Y2] est muni de la de´rivation δ, alors
l’anneau diffe´rentiel homoge`ne associe´ (B,D) satisfait la proprie´te´ de Ra-
manujan, et la proprie´te´ D uniforme.
De´monstration. Nous avons B = K[X0, X1, . . . , X4], K = C(t) et
D = wX20
∂
∂t
+ wX20X1
∂
∂X1
+X0
4∑
i=2
(X2i − U)
∂
∂Xi
,
avec
U =
1
4
(a(X2 −X3)
2 + b(X2 −X4)
2 + c(X3 −X4)
2).
Posons :
A♯ = K[et, Y0(t), Y1(t), Y2(t)], ω = (1 : e
t : Y0(t) : Y1(t) : Y2(t)) ∈ P4(K).
on a un morphisme ψ : B → A♯ qui associe a` tout polynoˆme homoge`ne P ∈ B
l’e´le´ment ψ(P ) = P (ω) ∈ A♯. Clairement :
ψ(DP ) = δ(ψ(P )),
pour tout polynoˆme homoge`ne P ∈ B, d’apre`s le lemme 1.
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De´montrons que si P est un ide´al premier homoge`ne non nul de B qui est
D-stable, alors l ∈ P avec :
l = X0X1(X3 −X2)(X4 −X2)(X4 −X3).
Notons P♯ l’ide´al de A♯ engendre´ par les e´le´ments de ψ(P) ; c’est un ide´al
premier δ-stable non nul. L’ide´al P = P♯ ∩A de A est un ide´al premier non
nul δ-stable de A.
Si P = A, alors X0 ∈ P et l ∈ P. Si P 6= A, au moins une des fonc-
tions et, Y2(t) − Y0(t), Y1(t) − Y0(t), Y2(t) − Y1(t) appartient a` P, d’apre`s
la proposition 3. On en de´duit qu’au moins un des polynoˆmes homoge`nes
X1, X3 − X2, X4 − X2, X4 − X3 appartient a` P ; finalement, l ∈ P. Donc
l’anneau diffe´rentiel (B,D) satisfait la proprie´te´ D d’apre`s le lemme 11.
Le lemme 1 implique :
δκ = δ(q(Y0 − Y1)(Y0 − Y2)(Y1 − Y2))
= (q + 2(Y0 + Y1 + Y2))κ.
De plus, la fonction κ = l(ω) ne s’annule pas dans B∗, car (κ) est un ide´al
principal δ-stable de (A, δ), et Y0, Y1, Y2 sont holomorphes sur B∗.
Le nombre ρ du lemme 11 est bien de´fini (le calcul du supremum se
re´duit a` un calcul de maximum), et d’apre`s ce meˆme lemme, (A, δ) satisfait
la proprie´te´ D uniforme (On peut meˆme montrer que l’exposant est ≤ 1).
4.2 Une estimation de multiplicite´ provenant de la pro-
prie´te´ D.
Proposition 6 Supposons que l’anneau (B,D) satisfasse la proprie´te´ D d’-
exposant ≤ ρ(ξ) en ξ. Il existe une constante c3 > 0, de´pendant unique-
ment de ρ(ξ), avec la proprie´te´ suivante. Soit P un polynoˆme non nul de
C[Z,X1, . . . , Xm] et posons :
N0 = max{1, degZ P}, N1 = max{1, degX1,...,Xm P}.
Alors la fonction F (z) = P (z, F1(z) . . . , Fm(z)) satisfait
ordξF (z) ≤ c3N0N
m
1 .
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La de´monstration de cette proposition est essentiellement la meˆme que celle
du the´ore`me 2.2 p. 154 de [11]. Nous suivons essentiellement l’approche de
[3], qui consiste a` utiliser les formes re´sultantes (formes de Chow), plutoˆt que
les formes e´liminantes (comme dans [11]) : cette approche est plus flexible
lorsque l’on travaille avec des cycles alge´briques dans des espaces projectifs.
On note h : K× → R≥0 la hauteur logarithmique de Weil, que l’on e´tend
de la manie`re usuelle a` Ps(K), puis aux sous-varie´te´s et aux cycles de Ps(K)
via les formes de Chow (cf. paragraphe 3 de [13]). On note deg(Z) le degre´
d’un cycle de´fini sur K (paragraphe 2 de loc. cit.).
Nous appellerons ide´al D-instable tout ide´al premier homoge`ne non nul
P ne contenant aucun ide´al premier non nul D-stable.
La proposition suivante est essentiellement la proposition 4.11 de [3], et
peut eˆtre aussi de´montre´e en utilisant les arguments de [11] pp. 154-159.
Proposition 7 Il existe une constante c4 > 0, ne de´pendant que de (B,D),
mais pas de ξ, satisfaisant la proprie´te´ suivante. Soit P un ide´al premier
homoge`ne non nul D-instable de B, soit p ∈ P∩C[t][X0, . . . , Xm] un polynoˆme
homoge`ne non nul tel que la quantite´
ν(P) = max{1, h(P)} degX(p) + deg(P) degt(p)
soit minimale. Alors il existe un entier N avec 1 ≤ N ≤ c4, tel que pour tout
n < N on ait Dnp ∈ P, et tel que DNp 6∈ P.
Les arguments p. 158 de [11] permettent de montrer qu’un ide´al premier
non nul P de B est D-instable si et seulement si pour tout ide´al non nul
I ⊂ P on a DI 6⊂ I. En particulier, pour tout p ∈ P−{0} il existe un entier
n tel que Dnp 6∈ P : la proposition 7 fournit un choix privile´gie´ pour p, de
telle manie`re que son degre´ soit minimal.
L’ine´galite´ (34), ou l’ine´galite´ (35) p. 144 de [2], ou encore le lemme 3.1
p. 154 de [11] (ce sont essentiellement des majorations explicites de fonctions
de Hilbert bi-homoge`nes), impliquent que p satisfait :
deg(p) ≤ c5 deg(P)
1/(m−g)
h(p) = degt(p) (25)
≤ c5max{1, h(P)} deg(P)
−(m−g−1)/(m−g),
ou` g = dim(P) et c5 est une constante positive : on a l’e´galite´ (25) car
p est irre´ductible dans C[t, X0, . . . , Xm], d’apre`s la minimalite´ de ν(P). La
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de´finition de la de´rivation D implique que deg(DNp) ≤ deg(p) +Nd ≤ (d +
1)c4 deg(p), et h(DNp) ≤ degt(D
Np) ≤ h(p) +Nd ≤ (d+ 1)c4h(p). Donc :
deg(DNp) ≤ c6 deg(P)
1/(m−g) (26)
h(DNp) ≤ c6max{1, h(P)} deg(P)
−(m−g−1)/(m−g), (27)
avec c6 = (d + 1)c4. Nous utilisons toutes ces proprie´te´s dans la proposition
suivante.
Proposition 8 Supposons que l’anneau diffe´rentiel (B,D) satisfasse la pro-
prie´te´ D en ξ d’exposant ≤ ρ(ξ).
Il existe deux constantes c7, c8 > 0, ne de´pendant que de ρ(ξ), telles que
la proprie´te´ suivante soit satisfaite. Soit P un ide´al premier homoge`ne non
nul de B, soit g = dim(P), supposons que
log Dist(ω, Z(P)) ≤ −c7(max{1, h(P)} deg(P)
(g+1)/(m−g) + deg(P)m/(m−g)).
(28)
Alors il existe un polynoˆme homoge`ne φ ∈ K[X0, . . . , Xm]∩C[t, X0, . . . , Xm]
n’appartenant pas a` P, satisfaisant
degX(φ) ≤ c8 deg(P)
1/(m−g) (29)
h(φ) ≤ c8max{1, h(P)} deg(P)
−(m−g−1)/(m−g), (30)
et tel que pour tout v ∈ Pm(K), v ∈ Z(P) on ait :
Dist(ω, Z(φ)) ≤ Dist(ω, {v}). (31)
De´monstration. Ceci corre´spond a` la proposition 3.6 p. 156 de [11], ou a` la
proposition 4.18 de [3], mais nous donnons les de´tails de la de´monstration,
car nous avons suppose´ que les fonctions F1, . . . , Fm satisfont (20), alors que
dans ces dernie`res re´fe´rences les fonctions sont toutes holomorphes en ξ.
Si l’ine´galite´ (28) est satisfaite pour une certaine constante c7, alors on a
aussi les deux ine´galite´s :
logDist(ω, Z(P)) ≤ −c7(max{1, h(P)} deg(P)
1/(m−g) + deg(P)) (32)
≤ −c7 deg(P).
Si c7 ≥ ρ(ξ), alors l’ide´al P est D-instable (proprie´te´ D), et la proposition
7 peut eˆtre applique´e. Soient donc p,N comme dans cette proposition. On a
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que p˜ = DN−1p ∈ P d’apre`s la minimalite´ de N , et − log Dist(ω, Z(p˜)) ≥ c7,
d’apre`s l’ine´galite´ (24). Posons aussi q˜ = Dp˜ = DNp. On a q˜ 6∈ P, q˜ ∈
C[t][X0, . . . , Xm], et :
q˜(ω) = (Dp˜)(ω)
= δ(p˜(ω))
= P0(t)
d
dt
p˜(ω),
d’apre`s la de´finition de D. Donc, puisque P0 est un polynoˆme :
ordξ(q˜(ω)) ≥ ordξ(p˜(ω))− 1.
En posant U = q˜ dans l’ine´galite´ (23) on obtient :
− log Dist(ω, Z(q˜)) ≥ − log |p˜(ω)|+ log |p˜|+ deg(p˜) log ‖ω‖ −
log |p˜| − deg(p˜) log ‖ω‖+
log |q˜|+ deg(q˜) log ‖ω‖ − 1
≥ − log Dist(ω, Z(p˜)) + log |q˜| − log |p˜|+
(deg(q˜)− deg(p˜)) log ‖ω‖ − 1
≥ − log Dist(ω, Z(p˜)) + log |q˜|+
d log ‖ω‖ − 1
≥ − log Dist(ω, Z(p˜)) + log |q˜| − 1,
(noter que log ‖ω‖ est un nombre positif ou nul).
On montre facilement que
log |q˜| − 1 ≥ (1/2) logDist(ω, Z(p˜))
(on utilise les meˆmes arguments p. 159 de [11]), et on parvient a` l’ine´galite´
− log Dist(ω, Z(q˜)) ≥ −(1/2) logDist(ω, Z(p˜)).
Soit v ∈ Z(P) ⊂ Pm(K). D’apre`s le corollaire 4.9 p. 42 de [10],ou la
proposition 3.25 de [3], on a que
− logDist(ω, Z(p˜)) ≥ − logDist(ω, {v}).
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Posons φ = q˜2. On a φ 6∈ P et :
− log Dist(ω, Z(φ)) = −2 logDist(ω, Z(q˜))
≥ − logDist(ω, Z(p˜))
≥ − logDist(ω, {v}).
D’autre part, d’apre`s les ine´galite´s (26) et (27), on a deg(φ) ≤ 2c6 deg(D
Np)
et h(φ) ≤ 2c6h(DNp). En posant c8 = 2c6, on voit que les ine´galite´s (29) et
(30) sont satisfaites, et toutes les constantes ne de´pendent que de ρ(ξ), ce
qui comple`te la de´monstration de la proposition 8.
Nous de´montrons la proposition 6, en de´montrant le re´sultat encore plus
ge´ne´ral suivant (cf. the´ore`me 2.2 p. 154 de [11]).
Proposition 9 Supposons que l’anneau diffe´rentiel (B,D) satisfasse la pro-
prie´te´ D en ξ d’exposant ≤ ρ(ξ). Alors il existe une constante c9 > 0, ne
de´pendant que de ρ(ξ), telle que pour tout cycle alge´brique Z ⊂ Pm(K) de
dimension g < m, l’ine´galite´ suivante soit satisfaite :
logDist(ω,Z) ≥ −c9(max{1, h(Z)} deg(Z)
(g+1)/(m−g) + deg(Z)m/(m−g)).
(33)
De´monstration. On fait une de´monstration par re´currence sur g. Pour g =
−1, la proposition est trivialement vraie car Z est le cycle nul. En suivant des
arguments similaires a` ceux pp. 159-160 de [11], ou en suivant [3] (on utilise
les proprie´te´s d’additivite´ de h(·) et deg(·) sur les cycles), on suppose que la
proposition 9 soit vraie pour tout cycle Z de dimension g ≥ −1, et nous la
de´montrons uniquement pour une varie´te´ V ⊂ Pm(K) de dimension g + 1.
Supposons par l’absurde que la proposition 9 soit fausse pour les varie´te´s de
dimension g + 1 de Pm(K). Alors, pour toute constante c9 > 0 assez grande,
il existe un ide´al premier homoge`ne non nul P de dimension g + 1 de B tel
que
log Dist(ω,Z(P)) < −c9(max{1, h(P)}deg(P)
(g+2)/(m−g−1) + deg(P)m/(m−g−1)).
Nous pouvons choisir c9 > c7 et travailler avec un ide´al premier P (associe´ au
choix de la constante c9) qui satisfait les conditions de la proposition 8. Soit
φ le polynoˆme fournit par cette proposition, conside´rons l’ide´al Q = (P, w) :
il est pur de dimension g. Soit Z le cycle associe´ : nous pouvons appliquer les
the´ore`mes de Be´zout ge´ome´trique et arithme´tique (cf. paragraphe 4 de [13]
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pour des versions archime´diennes).
deg(Z) ≤ deg(P) deg(φ)
≤ c9 deg(P)
1+1/(m−g−1)
≤ c9 deg(P)
(m−g)/(m−g−1),
h(Z) ≤ h(P) deg(φ) + h(φ) deg(P)
≤ c9(h(P) deg(P)
1/(m−g−1) +
max{1, h(P)} deg(P)1−(m−g−2)/(m−g−1))
≤ 2c9max{1, h(P)} deg(P)
1/(m−g−1).
Donc nous avons l’ine´galite´ :
max{1, h(Z)} deg(Z)(g+1)/(m−g) + deg(Z)m/(m−g) ≤
≤ 2c9max{1, h(P)} deg(P)
1/(m−g−1) ×(
c9 deg(P)
(m−g)/(m−g−1)
)(g+1)/(m−g)
+(
c9 deg(P)
(m−g)/(m−g−1)
)m/(m−g)
≤ 2c1+r/(m−g)9 max{1, h(P)} deg(P)
(g+2)/(m−g−1) +
c
m/(m−g)
9 deg(P)
m/(m−g−1)
≤ c12(max{1, h(P)} deg(P)
(g+2)/(m−g−1) + deg(P)m/(m−g−1)), (34)
pour une certaine constante c10, de´pendant uniquement de c9 et m. En com-
binant avec l’ine´galite´ (33), l’ine´galite´ (34) implique :
logDist(ω,Z) ≥ −c11(max{1, h(P)} deg(P)
(g+2)/(m−g−1) + deg(P)m/(m−g−1))
(35)
pour une constante c11 > 0 de´pendant de c6, c9 et m.
D’autre part, la condition me´trique (31) permet d’appliquer le premier
the´ore`me de Be´zout me´trique (cf. [14], paragraphe 7 pour une version archi-
me´dienne). On a :
logDist(ω,Z) ≤ log Dist(ω, Z(P)) + h(φ) deg(P) + deg(φ)h(P)
≤ log Dist(ω, Z(P)) + 2c9max{1, h(P)} deg(P)
1/(m−g−1)
≤ −c12(h(P) deg(P)
(g+2)/(m−g−1) + deg(P)m/(m−g−1)) +
2c9max{1, h(P)} deg(P)
1/(m−g−1). (36)
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En combinant les ine´galite´s (35) et (36) nous trouvons que, pour tout c12 > c7,
il existe un ide´al premier homoge`ne P de dimension g + 1, tel que :
c12(max{1, h(P)} deg(P)
(g+2)/(m−g−1) + deg(P)m/(m−g−1)) ≤
≤ c13(max{1, h(P)} deg(P)
(g+2)/(m−g−1) + deg(P)m/(m−g−1)),
pour une constante c13 > 0 qui elle, ne de´pend pas de c12, d’ou` une contra-
diction.
Voici comment la proposition 9 implique la proposition 6. Soit P ∈
C[Z,X1, . . . , Xm] : alors P ∈ K[X1, . . . , Xm]. Soit U ∈ B l’homoge´neise´ de P
et posons Z = Z(U) ⊂ Pm(K). Nous pouvons supposer que degX(P ) 6= 0.
On a :
h(Z) ≤ N0, deg(Z) ≤ N1, g = m− 1.
La proposition 9 implique :
− log Dist(ω,Z) ≤ c12(N0N
m
1 +N
m
1 )
≤ 2c12N0N
m
1 (37)
Comme log |U | ≥ − degZ(U), on a :
ordξ(U(ω)) + log |U |+ degX(U) log ‖ω‖ ≥
≥ ordξ(U(ω))−N0.
En utilisant l’e´galite´ (23) et en combinant cette dernie`re estimation avec
l’ine´galite´ (37), on trouve :
ordξ(F ) = ordξ(U(ω))
≤ 2c12N0N
m
1 +N0
≤ c13N0N
m
1 .
Le lecteur peut ve´rifier que toutes ces constantes ne de´pendent que de ρ(ξ).
Le the´ore`me 2 est une conse´quence de la proposition 6, graˆce a` la proposition
5.
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