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PENROSE’S SINGULARITY THEOREM IN A FINSLER
SPACETIME
AMIR BABAK AAZAMI AND MIGUEL ANGEL JAVALOYES
Abstract. We translate Penrose’s singularity theorem to a Finsler spacetime.
To that end, causal concepts in Lorentzian geometry are extended, including
definitions and properties of focal points and trapped surfaces, with careful
attention paid to the differences that arise in the Finslerian setting.
1. Introduction
The purpose of this paper is to show that the famous “singularity theorem”
of R. Penrose [23] translates straightforwardly to the setting of a Finsler space-
time. In the singularity theorem of Penrose (and the subsequent timelike version
of S. Hawking [8] soon thereafter), the existence of a physical spacetime singular-
ity is equated mathematically with the existence of an incomplete causal geodesic.
Viewed in this light, the singularity theorems are remarkable in that they provide
fairly generic and purely geometric conditions under which a Lorentzian manifold
fails to be geodesically complete. Given the central role that geometry plays here,
it is therefore worthwhile to examine these theorems in geometries more general
than Lorentzian.
In particular, what about the case of a Finsler spacetime, where one has only
a norm on (a subset of) the tangent bundle, whose Hessian has Lorentz signa-
ture? Finsler spacetimes have rich geometries, characterized by their convex cones;
whereas in Lorentzian spacetimes timecones are byproducts of a global metric, in
a Finsler spacetime they take center stage. Now suppose that one wishes to de-
termine whether incomplete geodesics exist in such a setting. Given the (Lorentz)
signature of the Hessian mentioned above, a natural plan of attack is to write down
the (geometric) conditions required in Penrose’s Lorentzian proof, and to see if they
can still be defined in the Finslerian setting. After doing this, one then proceeds to
see whether the mechanism of Penrose’s proof still goes through. This, in essence, is
what we are doing in this paper. Our motivation is twofold: (1) to study geodesics
in Finsler manifolds whose Hessians have Lorentz signature, and (2) to understand
how “rigid” Penrose’s singularity theorem is with respect to its assumptions, in the
following sense: if certain geometric quantities on the manifold — such as the met-
ric, for example — are weakened, will geodesic incompleteness still hold as Penrose
prescribed? Indeed, since Finsler geometry has made some headway into both gen-
eral relativity and high energy physics (see, e.g., [24], [7], [15], [25]), it is hoped that
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this paper may contribute to future studies in which gravity and Finsler geometry
are examined together.
Even though the steps in Penrose’s proof generalize quite well to the Finslerian
setting, nevertheless there are some difficulties appearing in this process that we
mention here. The first difficulty is that computations of the variations of energy
are more involved, but this can be overcome via the approach taken in [9, 10, 14].
The key point in this approach is that it provides a relation between the Chern cur-
vature tensor and the curvature of an affine connection (see (8)), and also between
the curvature of a covariant derivative along a two-parameter map and the Chern
curvature tensor (see (11)). These relations yield the first and second variations in
an index-free manner different from the classical one [1, Chapters 5,7], and allow
one to recover the results of Morse index theory with less effort. As a matter of fact,
the covariant derivative along curves induced by the affine connection is the same
as the one considered in the classical reference [1]; moreover, all the formulas in the
classical Lorentzian case hold, with the addition only of some terms depending on
the Cartan and Chern tensors (see (4) and (7)), which in fact turn out to be zero in
many relevant cases. Observe that even though we have used the Chern connection
to define geodesics, the Ricci curvature, and trapped surfaces, none of these depends
on the particular choice of this connection; all of them can be recovered using other
connections, given enough compatibility with geodesic variations (see Remark 7.4).
A second difficulty that arises is that the Finslerian exponential map cannot be
used to obtain a variation for arbitrarily chosen variation and acceleration fields
(see Lemma 6.7), which is required to prove Proposition 6.8. This is overcome by
using a Lorentzian metric associated to a geodesic vector field, whose Levi-Civita
connection can be identified with the Chern connection of the Finsler spacetime. A
third difficulty is the lack of the differentiability of the metric in timelike directions.
This hypothesis is important because there is a well known family of Finsler space-
times, sometimes referred to as static spacetimes, that are not smooth in certain
timelike directions. As most of the hypotheses of Penrose’s theorem depend only
on lightlike vectors, the lack of differentiability with respect to timelike vectors
makes it a little harder to prove Proposition 6.5. A fourth difficulty is that one
must also take care when dealing with the notion of orthogonality to submanifolds,
as for example in Propositions 5.2 and 7.5; in general, however, strong convex-
ity and transversality are enough to generalize Lorentzian results. Nonetheless, to
give a purview of the difficulties that arise, observe that the fact that there are
exactly two future-directed lightlike vectors orthogonal to a spacelike codimension
2 submanifold is not immediate in the Finslerian setting and requires some work
to prove (see Proposition 5.2). Finally, in this paper we do not attempt to show
the equivalence of (the Finsler spacetime analogues of) global hyperbolicity and a
Cauchy hypersurface. Recall that global hyperbolicity guarantees that the causal
sets J±(K) are closed for any compact K ⊂ M , which fact enables one to prove
that future horizons of trapped surfaces are closed topological hypersurfaces — a
key step in Penrose’s proof. In the Finsler spacetime setting, therefore, we have
assumed that our Finsler spacetimes are globally hyperbolic, in addition to hav-
ing Cauchy hypersurfaces (actually, it suffices only to assume that the diamonds
J+(p) ∩ J−(q) are closed for all p, q ∈ M). Of course, if an equivalence exists be-
tween global hyperbolicity and a Cauchy hypersurface for Finsler spacetimes, then
this additional assumption will be redundant.
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This paper is organized as follows. In Sections 2 and 3 the definition of a Finsler
spacetime (following [11]) is reviewed and basic causal concepts, such as timelike,
spacelike, and lightlike vectors, are defined. In Section 4 the relevant Finslerian
geometric quantities — the Cartan tensor, Chern connection, and curvature — are
reviewed, following [9, 14]. Then, after a discussion of spacelike submanifolds and
Jacobi fields in Finsler spacetimes in Section 5, we proceed in Section 6 with a
detailed account of focal points along lightlike geodesics in Finsler spacetimes, in
close analogy to the Lorentzian treatment in [22, Chapter 10]. Finally, a (Finsler
spacetime) version of Penrose’s singularity theorem is worked out in Section 7, in
close analogy to the Lorentzian proof as presented in [22, Chapter 14].
2. Preliminaries on Finsler spacetimes
We consider here a generalization of the notion of Finsler spacetime, in the sense
that a high degree of non-smoothness is allowed in timelike directions.
Definition 2.1. Let M be a smooth connected manifold of dimension n and
pi : TM −→M the natural projection from its tangent bundle TM . Given an open
subset A ⊂ TM \ 0 satisfying pi(A) = M , a continuous function L : A −→ (0,+∞)
determines a Finsler spacetime (M,L) if it satisfies the following properties:
(i) each Ap := A ∩ TpM is both convex (if v, w ∈ Ap and λ ∈ [0, 1], then
λv + (1− λ)w ∈ Ap) and conic (if v ∈ Ap and λ > 0, then λv ∈ Ap),
(ii) L is positive homogeneous of degree 2 (if v ∈ A and λ > 0, then L(λv) =
λ2L(v)),
(iii) A has smooth boundary in TM \ 0,
(iv) L extends to the boundary ∂A of A as zero, and this extension is smooth
at A¯ \ {A ∪ 0}, in the sense that there is a neighborhood of the boundary
where L is smooth. Moreover, A¯ is salient; i.e., it does not contain lines,
(v) the fundamental tensor g, defined by
gv(u,w) :=
1
2
∂2
∂s∂t
L(v + tu+ sw)
∣∣∣∣
t=s=0
(1)
for every v ∈ Aˆ := A¯ \ 0 at which L is smooth, and for all u,w ∈ Tpi(v)M ,
is required to be nondegenerate on the boundary of Aˆ.
(vi) the subset {v ∈ Ap : L(v) ≥ 1} is convex for every p ∈M .
To avoid problems with differentiability, we will assume in fact that the function
L can be extended to a conic open subset A∗ ⊂ TM \0 which contains Aˆ in such a
way that L preserves properties (ii) and (v) above in an open subset that contains
the boundary. In what follows, we will use the notation Aˆp = Aˆ ∩ TpM for every
p ∈ M . Observe that this definition is more general than the ones considered
in [2, 24, 11] and that it includes the examples in [3, 16]. On the one hand, we
consider fundamental tensors defined only with respect to causal vectors, as in [11],
because causality and geodesics do not depend on the extension, which, when it
exists, is not unique. On the other hand, allowing for a lack of differentiability
in timelike directions is important because it allows us to consider examples such
as static Finsler spacetimes (M × R, L), where the time-independent metric L is
defined as L(v, τ) = −F (v)2 + Λτ2, where (v, τ) ∈ TM × R and Λ and F are,
respectively, a positive function and a Finsler metric on M . Observe that because
F 2 is not smooth in the zero section (see [27, Proposition 4.1]), L is not smooth
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in the vectors (0, τ). In general, the possible lack of smoothness in our definition
along timelike directions prohibits the use of convex neighborhoods, even when the
metric is extendable to the whole tangent bundle, as in [19]. Of course, when the
metric L is smooth and its fundamental tensor is nondegenerate, our definition is
equivalent to that considered in [11] and also, using [19], to that in [2]. As a final
remark, observe that there are some cases in which the metric is not smooth in
some directions but it is still possible to define timelike geodesics (see [16]).
Moving on, we define the indicatrix of L at p ∈M to be the set Σp = {v ∈ Ap :
L(v) = 1} and the lightcone Cp at p as the boundary of Ap minus the zero vector,
namely, Cp = {v ∈ Aˆp : L(v) = 0}. Recall that a hypersurface S is strongly convex
(resp. convex) when its second fundamental form with respect to the opposite of
the position vector is definite (resp. semi-definite) with respect to any transverse
vector (here we compute the second fundamental form by considering TpM as an
affine space endowed with the connection associated with the affine structure); it is
strictly convex when the tangent space at any point v0 touches S only at that point
(see, e.g., [13, Theorem 2.14]). Moreover, it is well known that strong convexity
implies strict convexity, but not the converse, and that the smooth boundary of
a (strictly) convex body is (strictly) convex. Therefore, Definition 2.1(vi) implies
that Σp, when smooth, is convex.
Proposition 2.2. Let (M,L) be a Finsler spacetime and p ∈M . Then Cp \ 0 is a
smooth hypersurface of TpM and the following are true:
(i) The indicatrix Σp is strongly convex, gv has index n− 1 at the points v ∈ Σp
where L is smooth and gv is non-degenerate,
(ii) The tangent space to the lightcone Cp at v ∈ Cp \ 0 is given by {w ∈ TpM :
gv(v, w) = 0}. Moreover, gv(v, v) = L(v) = 0,
(iii) The fundamental tensor g is negative semi-definite when restricted to the tan-
gent space to Cp \ 0 and for every v ∈ Cp \ 0, gv has index n− 1,
(iv) There exists an affine hyperplane W ⊂ TpM that does not contain any di-
rection of Aˆp and the intersection of W with Cp is a compact strongly convex
hypersurface in W homeomorphic to a sphere; furthermore, W ∩ Cp is also
strictly convex,
(v) Cp is convex and its intersection with its tangent hyperplane at v ∈ Cp is equal
to the ray from the origin that goes through v.
Proof. For part (i), observe that at the points v ∈ Σp where Σp is smooth, the
restriction of the fundamental tensor to the tangent spaces of Σp can be expressed
in terms of its second fundamental form σξ with respect to the opposite ξ to the
position vector, as
g(X,X) = −1
2
σξ(X,X)ξ(L), (2)
for X tangent to Σp (see, e.g., the relation (2.5) in [13]). Recall also the well known
facts
dLv(w) = 2gv(v, w), dLv(v) = 2L(v) = 2gv(v, v). (3)
It follows from part (vi) in Definition 2.1 that Σp is convex and σ
ξ is negative
semi-definite. As (3) implies that the direction v is gv-orthogonal to the tangent
space to Σp, the nondegeneracy of gv and (2) imply that gv has index n− 1 and Σp
is strongly convex.
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Part (ii) follows from (3), which also implies that Cp \ 0 is a smooth embedded
hypersurface of TpM . Part (iii) is a consequence of parts (i) and (ii): by part (i),
we deduce that the fundamental tensor has index n− 1, since it has that index in
points of A where L is non-degenerate, which can be chosen as close as we want
to Cp. Then part (ii) implies that gv is negative semi-definite when restricted to
the tangent spaces of Cp (it is the orthogonal space of a lightlike vector in the
semi-Riemannian space (TpM, gv) of index n − 1). Finally, for (iv) and (v) first
observe that (3) still remains true at the points of Cp, choosing any ξ such that
−ξ points to A. Then −ξ(L) > 0, because L is zero on the lightcone and positive
on A, but −ξ(L) 6= 0 since otherwise g would not have index n − 1. Moreover,
the only degenerate direction in TvCp is the one determined by v, which is in fact
contained in Cp, and σξ is negative definite in the tangent to W ∩Cp. For the choice
of W , take into account that A¯ is convex and salient. In particular, for (iv) take a
tangent plane to the cone Cp, spin it around the origin in the opposite direction of
the cone and then consider any parallel affine hypersurface to it contained in the
same half-space as the cone Cp. 
Remark 2.3. Observe that part (ii) of Proposition 2.2 implies that if we extend
L to an open subset A∗, then we can assume, by shrinking A∗ if necessary, that
L is negative in A∗ \ Aˆ. This is because given p ∈ M , dLv(w) = 2gv(v, w) for
every v ∈ Cp. By part (ii) of Proposition 2.2, gv(v, w) = 0 if and only if w is
tangent to Cp, hence we conclude easily that gv(v, w) > 0 if and only if w points to
the convex subset delimited by Cp, which together with the homogeneity of L and
the compactness of the intersection Cp ∩W for a hyperplane W as in part (iv) of
Proposition 2.2, allows us to conclude the existence of the open subset A∗ as above.
Next, we have the following analogues of the reverse triangle inequality and the
reverse fundamental inequality; see also [18] for a proof of this result in a smooth
background. Just as the fundamental inequality in Riemann-Finsler geometry (see
[1, p. 10]) generalizes the Cauchy-Schwarz inequality, so the reverse fundamental
inequality in Proposition 2.4 below generalizes the timelike Cauchy-Schwarz in-
equality in Lorentzian geometry (see [22, Proposition 30, p. 144]).
Proposition 2.4. Consider F =
√
L, which is positive homogeneous of degree 1.
Then
(i) F satisfies the reverse triangle inequality:
F (v + w) ≥ F (v) + F (w)
at every p ∈M and v, w ∈ Aˆp,
(ii) F satisfies the reverse fundamental inequality:
gv(v, w) ≥ F (v)F (w)
for all v ∈ Aˆ at which L is smooth and gv is nondegenerate, and for all
w ∈ Aˆpi(v), with equality if and only if w = λv for some λ > 0.
Proof. Part (i) is a straighforward consequence of condition (vi) in Definition 2.1.
For part (ii), observe that if v ∈ A, then every w ∈ Aˆpi(v) can be expressed as
w = λv + u, where u is gv-orthogonal to v. Furthermore, considering the plane
piv,w = span{v, w} and the fact that Σp∩piv,w is a convex curve in Tpi(v)M converging
to the boundary of A, we easily deduce that u /∈ Aˆpi(v); this implies that λ > 0,
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because otherwise w cannot belong to Aˆpi(v). Then gv(v, w) = λgv(v, v) = λF (v)
2.
Now, by part (i) of Proposition 2.2, Σp is strongly convex at v/F (v) and it remains
on one side of its tangent plane at v/F (v) ∈ Σp, touching the tangent hyperplane
only at v/F (v). As w/F (v) = λv/F (v) + u/F (v), it follows that λ ≥ F (w)/F (v)
and the equality occurs only when v and w are linearly dependent. Recalling that
gv(v, w) = λF (v)
2, this concludes the reverse fundamental inequality when v ∈ A.
If v belongs to the boundary of A, then the reverse fundamental inequality is an
easy consequence of Remark 2.3. 
3. Causality
Definition 3.1. Let (M,L) be a Finsler spacetime. Tangent vectors to M are
classified as follows:
v ∈ TpM is

timelike if v or −v belongs to Ap,
lightlike if v or −v belongs to Aˆp \Ap,
causal if v or −v belongs to Aˆp,
spacelike if it is not causal.
Moreover, a causal vector v ∈ TpM is future-pointing if v ∈ Aˆp and past-pointing if
−v ∈ Aˆp.
If the smooth manifold M is simultaneously endowed with a Finsler spacetime
structure (M,L) and a time-oriented Lorentzian metric (M, g), then we will use
the designations “g-timelike” and “g-causal” to refer to the causality of vectors in
(M, g), reserving the designations “timelike” and “causal” for (M,L). Next, we say
that a curve is future-pointing (resp. past-pointing) timelike, lightlike, causal, or
spacelike, when its tangent vector is future-pointing (resp. past-pointing) timelike,
lightlike, causal, or spacelike. By a “future-pointing piecewise smooth causal curve
α : [a, b] −→M ,” we always refer to a causal curve satisfying α˙(t−i ), α˙(t+i ) ∈ Aˆα(ti)
at any break α(ti); in other words, piecewise smooth causal curves have tangent
vectors that always stay inside Aˆ, even at breaks. Moreover, we say that two points
p, q ∈ M are chronologically related, denoted p  q, when there exists a piecewise
smooth future-pointing timelike curve from p to q, and causally related, denoted
p ≤ q, when there exists a piecewise smooth future-pointing causal curve from p to
q. We then have the usual designations:
chronological future : I+(p) = {q ∈M : p q},
chronological past : I−(p) = {q ∈M : q  p},
causal future : J+(p) = {q ∈M : p ≤ q},
causal past : J−(p) = {q ∈M : q ≤ p}.
As in Lorentzian spacetimes, chronological sets are always open sets (see [13, Propo-
sition 3.7]). Denoting by I±(B,U) the chronological future/past of B in any open
set U , it follows that the sets I±(B,U) are open and that I±(B,U) ⊂ I±(B) ∩ U .
Finally, we define the notions of achronality, edge points, and past and future sets
exactly as in the Lorentzian setting (see [22, p. 413-5]). We postpone to Section 7
a discussion of Cauchy hypersurfaces in Finsler spacetimes. Finally, let us see that
we can always select a timelike vector field globally defined on our spacetime.
Proposition 3.2. Let (M,L) be a Finsler spacetime. Then there exists a smooth
vector field τ ∈ X(M) satisfying τp ∈ Ap for all p ∈M .
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Proof. Observe that at each point p ∈ M we can find easily a neighborhood Vp of
p that admits a vector field T p satisfying T p(q) ∈ A for all q ∈ Vp. Consider now
the covering {Vp}p∈M of M . As M is paracompact, we can extract a locally finite
covering {Vi}i∈I , by virtue of which the vector field τ =
∑
i∈I µiT
i will be well-
defined, where µi is a partition of the unity associated to the covering. Furthermore,
τp ∈ Ap for every p ∈M because of the convexity of Ap. 
4. Cartan tensor, Chern connection, and curvature
The contents of this section apply more generally to any (conic) pseudo-Finsler
metric, that is, a pair (M,L) as in Definition 2.1, but with the additional require-
ments that L be smooth on A and that the fundamental tensors be nondegenerate
(though they are not required to have Lorentzian index and L can be zero or neg-
ative). Consult [9, 10, 14] for a more thorough discussion of much of the contents
of this section.
Let us begin by defining the Cartan tensor associated to any pseudo-Finsler
metric L : A ⊂ TM −→ R to be
Cv(w1, w2, w3) =
1
4
∂3
∂s3∂s2∂s1
L
(
v +
3∑
i=1
siwi
)∣∣∣∣∣
s1=s2=s3=0
, (4)
for v ∈ A and w1, w2, w3 ∈ Tpi(v)M . Observe that Cv is symmetric (its value does
not depend on the order of w1, w2, and w3), positive homogeneous of degree −1
(Cλv =
1
λCv for every v ∈ A and λ > 0), and
Cv(v, w1, w2) = Cv(w1, v, w2) = Cv(w1, w2, v) = 0 (5)
(see, e.g., [14, subsection 2.2]). Now fix an open subset Ω ⊂ M , denote by X(Ω)
the space of smooth vector fields on Ω, and define a vector field V on Ω to be L-
admissible if V (p) ∈ Ap for every p ∈ Ω. The Chern connection can be interpreted
as an affine connection ∇V which is torsion-free and almost compatible with g
(see, e.g., [9, Section 2.1] and references therein). Moreover, given a smooth curve
γ and an L-admissible vector field W along γ, the Chern connection determines
a covariant derivative along γ with reference vector W , denoted by DWγ , that is
almost g-compatible, namely,
d
dt
(gW (X,Y )) = gW (D
W
γ X,Y ) + gW (X,D
W
γ Y ) + 2CW (D
W
γ W,X, Y ), (6)
for any X,Y ∈ X(γ). We then define a geodesic of (M,L) to be a smooth L-
admissible curve γ such that Dγ˙γ γ˙ = 0. We say that a vector field X along γ is
γ-parallel if Dγ˙γX = 0. Observe that if γ is a geodesic and X is γ-parallel along
γ, then gγ˙(γ˙, X) is constant along γ by (6), and if X and Y are γ-parallel, then
gγ˙(X,Y ) is also constant along γ. In particular, given a gγ˙-orthonormal system in
Tγ(a)M , γ-parallel transport gives an orthonormal system along γ.
Using the Chern connection, we can define for every L-admissible vector field
V ∈ X(Ω) the curvature tensor associated to V as
RV (X,Y )Z = ∇VX∇VY Z −∇VY∇VXZ −∇V[X,Y ]Z,
for every X,Y, Z ∈ X(Ω). Moreover, if we define
PV (X,Y, Z) =
∂
∂t
(∇V+tZX Y ) ∣∣∣∣
t=0
, (7)
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then
RV (X,Y )Z = R
V (X,Y )Z − PV (Y, Z,∇VXV ) + PV (X,Z,∇VY V ), (8)
where RV (X,Y )Z is the Chern curvature tensor defined in [1, Formula (3.3.2) and
Exercise 3.9.6]. The tensor RV does not depend on the extension of V used to
compute it, and it is used to compute the flag curvature of a pseudo-Finsler metric
(see [10]). In fact, for every v ∈ A with p = pi(v), we can define a trilinear map
Rv : TpM × TpM × TpM −→ TpM in such a way that, if V,X, Y, Z are extensions
to Ω of v, x, y, z ∈ TpM , then Rv(x, y)z = (RV (X,Y )Z)(p). In order to compute
the flag curvature, we have to fix a flagpole v ∈ A and a vector w ∈ Tpi(v)M with
L(v)L(w)− gv(v, w)2 6= 0. Then
Kv(w) =
gv(Rv(v, w)w, v)
L(v)L(w)− gv(v, w)2 ·
We can also define the flag curvature along curves, as follows. Given a piecewise
smooth variation x : [0, b]×(−δ, δ) −→M , (u, v) 7→ x (u, v), we henceforth adopt the
following notation: σv = x (·, v) and βu = x (u, ·) for all u ∈ [0, b] and v ∈ (−δ, δ).
Then we define
Rx (Y˜ ) := Dσ˙uσvD
σ˙u
βu
Y˜ −Dσ˙uβuDσ˙uσv Y˜ (9)
for any vector field Y˜ along the variation x (see [10, Remark 1.2]). As this quantity
depends only on the curve σ and the variation field Z of x , we will write
Rσ(σ˙, Z)Y := Rx (Y˜ ), (10)
where Y is a vector field along σ and Y˜ an extension of Y to the variation x . In
general, we have
Rσ(σ˙, Z)Y = Rσ˙(σ˙, Z)Y + Pσ˙(Z, Y,D
σ˙
σ σ˙) − Pσ˙(σ˙, Y,Dσ˙σZ) (11)
(see [10, Theorem 1.1]), but when σ is a geodesic it is the case that
Rσ(σ˙, Z)σ˙ = Rσ˙(σ˙, Z)σ˙
(see [10, Corollary 1.3]) and
Kv(w) =
gv(R
σ(σ˙,W )W (t0), v)
L(v)gv(w,w)− gv(v, w)2 ,
where σ is the geodesic passing through pi(v) with σ˙(t0) = v and W is any vector
field along σ satisfying W (t0) = w (see [10, Remark 2.3]). Finally, we define the
scalar Ricci curvature as the trace with respect to gv of the linear operator
Rv : Tpi(v)M × Tpi(v)M −→ R , Rv(u,w) = gv(Rv(v, u)w, v),
for any u,w ∈ Tpi(v)M . The scalar Ricci curvature is a positive homogeneous
function Ric : A −→ R of degree zero.
Lemma 4.1. Let (M,L) be a Finsler spacetime. If z is lightlike and e3, . . . , en is a
system of (−gz)-spacelike, gz-orthonormal vectors that are gz-orthogonal to z, then
Ric(z) = −∑ni=3 Rz(ei, ei).
Proof. Let z˜ ∈ Tpi(z)M be a vector in the gz-orthogonal vector space to span{e3, . . . , en}
satisfying gz(z˜, z˜) = 0 and gz(z, z˜) = −1/2. Then the vectors e˜1 := z˜ + z and
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e˜2 := z˜− z are −gz-unit timelike and spacelike, respectively. So with respect to the
gz-orthonormal frame e˜1, e˜2, e3, . . . , en, taking the trace yields
Ric(z) = gz(Rz(z, e˜1)e˜1, z) − gz(Rz(z, e˜2)e˜2, z)︸ ︷︷ ︸
0
−
n∑
i=3
gz(Rz(z, ei)ei, z)
= −
n∑
i=3
gz(Rz(z, ei)ei, z) = −
n∑
i=3
Rz(ei, ei),
because
gz(Rz(z, z˜ + z)(z˜ + z), z) = gz(Rz(z, z˜ − z)(z˜ − z), z).
For the last relation, observe that Rz is anti-symmetric in the first two components
and gz(Rz(z, z˜)z, z) = 0 (this can be checked using the symmetry of R
V in [9,
Proposition 3.1] with V a geodesic field extending z, along with [10, Lemma 1.2]
and [14, Lemma 3.10]). 
5. Spacelike submanifolds and Jacobi fields
Given p ∈ M , we will say that a subspace Q ⊂ TpM is spacelike if it consists
entirely of spacelike vectors. A submanifold P ⊂ M is spacelike if TpP ⊂ TpM is
spacelike for every p ∈ P . Given p ∈ P , we say that a vector z ∈ Ap is orthogonal
to P if gz(z, v) = 0 for every v ∈ TpP . Suppose now that z is orthogonal to P and
gz|TpP×TpP is nondegenerate. Then we have the splitting
TpM = TpP ⊕ (TpP )⊥z , (12)
where (TpP )
⊥
z is the subspace of vectors orthogonal to TpP . We define the second
fundamental form of P in the direction z, denoted by SPz : TpP ×TpP −→ (TpP )⊥z ,
as SPz (u,w) = nor
P
z (∇ZUW )p, where norPz is the projection to (TpP )⊥z via the split-
ting (12) and Z, U , and W are arbitrary extensions of z, u and w in such a way
that U and W are tangent to P along P . Moreover, we define the normal sec-
ond fundamental form of P in the direction z, denoted by S˜Pz : TpP −→ TpP , as
S˜Pz (u) = tan
P
z (∇ZUZ)p, with tanPz being the projection onto TpP by (12). Observe
that SPz and S˜
P
z are well-defined. Furthermore, S
P
z is bilinear and symmetric, S˜
P
z
is linear, and
gz(S
P
z (u,w), z) = −gz(S˜Pz (u), w). (13)
When we fix a smooth vector field N along P which is orthogonal to P at every
point, then SPN and S˜
P
N determine tensors (see [9, subsection 3.1]). We will define
the mean curvature vector field of P in the direction z (with z being orthogonal to
P at p), denoted by HPz , as the trace of S
P
z with respect to gz. Finally, we will see
that the second fundamental form is always defined for spacelike submanifolds.
Lemma 5.1. Let P be a spacelike submanifold in a Finsler spacetime (M,L) with
p ∈ P and z ∈ Aˆp a causal vector at which L is smooth, gz is nondegenerate, and
that is orthogonal to P at p. Then gz|TpP×TpP is nondegenerate.
Proof. If z is timelike, then because gz has index n− 1 and gz(z, z) > 0, it follows
that gz is negative-definite on the subspace that is gz-orthogonal to z. In particular,
P is contained in this orthogonal subspace and is nondegenerate. If z is lightlike,
then the gz-orthogonal subspace to z is degenerate, since gz(z, z) = 0, but the
degenerate line is precisely the one in the direction of z. As a spacelike submanifold
cannot contain this line, it has to be nondegenerate. 
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Proposition 5.2. Let (M,L) be a Finsler spacetime and P a spacelike submanifold
of M of codimension 2. Then at every point p ∈ P there are exactly two future-
pointing lightlike directions orthogonal to P .
Proof. Consider a spacelike hyperplane W ⊂ TpM such that TpP ⊂ W . Then by
part (iv) of Proposition 2.2, the intersection Cp ∩W is a compact strongly convex
subset homeomorphic to a sphere and the tangent planes to it touch only at one
point. Therefore TpP is tangent to Cp ∩W at exactly two points v1, v2, because
Cp ∩ W remains in one of the half-spaces determined by TpP (if we consider an
affine hyperplane Q parallel to TpP which does not intersect Cp ∩W , then v1 and
v2 are the points that maximize and minimize the distance with respect to Q). In
particular, TpP is tangent to Cp at v1, v2 and, by homogeneity, at the rays from the
origin passing through them. By part (ii) of Proposition 2.2, this means that v1, v2
give all the lightlike directions orthogonal to P . 
Consider a geodesic σ : [0, b] −→ M in a Finsler spacetime (M,L) as in Section
4, namely, assume that L is smooth on σ˙(s) for s ∈ [0, b]. We then say that a vector
field along σ is a Jacobi field if it satisfies the equation
J ′′ = Rσ(σ˙, J)σ˙.
Henceforth we use the notation J ′ = Dσ˙σJ . Next, given a submanifold P of M such
that σ is gσ˙(0)-orthogonal to P at σ(0), we say that the Jacobi field J is P -Jacobi
if J(0) is tangent to P and tanPσ˙ J
′(0) = S˜Pσ˙ (J(0)). For Section 6 below, we note
here that the vector space of all P -Jacobi fields along σ that are gσ˙-orthogonal to
σ has dimension n − 1 (see [14, Lemma 3.14] and [22, p. 283]). Moreover, we say
that an instant t0 ∈ (0, b] is P -focal if there exists a nonzero P -Jacobi field such
that J(t0) = 0.
Lemma 5.3. If J1 and J2 are P -Jacobi fields along a geodesic σ : [0, b] −→ M ,
then gσ˙(J1, J
′
2) = gσ˙(J
′
1, J2).
Proof. Taking into account [14, Proposition 3.18], the proof is the same as in the
Lorentzian case. 
Because in the following lemma we speak about the first focal point along a
geodesic, and because our definition of Finsler spacetime does not ensure the exis-
tence of convex neighborhoods, we observe here that, using an idea similar to [12,
Remark 3.2], we can show that there are no focal points arbitrarily close to the
initial point and hence, as focal points constitute a closed subset of (0, b], there
necessarily exists a first focal point. Indeed, in the notation of [12, Remark 3.2],
and assuming that the first r coordinates in the system generate the tangent space
to P , with S : Rr → Rr the coordinate counterpart of S˜Pσ˙ , an instant t is P -focal
if and only if the linear map A(t) : Rr ×Rn−1 −→ Rr ×Rn−1, defined as
A(t)(v˜, w˜) = Φ11(t)
(
v˜
0
)
+ Φ12(t)
(
S(v˜)
w˜
)
,
is singular. Because A(a)(v˜, w˜) = (v˜, 0) and A′(a)(v˜, w˜) = (S(v˜), w), we easily
conclude that it is nonsingular for all t ∈ (a, a+ ε), for ε > 0 small enough.
Lemma 5.4. Let P be a spacelike submanifold of a Finsler spacetime (M,L) and
σ : [0, b] −→M a geodesic that is orthogonal to P at σ(0) ∈ P . Assume that r > 0
is the first focal point of P along σ and let J be a nonzero P -Jacobi field along σ
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that satisfies J(r) = 0. Suppose in addition that J(0) ∈ Tσ(0)P is nonzero. Then
the following are true:
(i) J can never be tangent to σ on (0, r) and is in fact gσ˙-orthogonal to σ,
(ii) J ′(r) is not tangent to σ at r,
(iii) J ′ is gσ˙-orthogonal to σ.
Proof. Taking into account [14, Lemma 3.17], the proof follows the same lines as
in the Lorentzian case. 
6. Focal points in Finsler spacetimes
In this section we lay out in detail the necessary results regarding focal points
along lightlike geodesics in Finsler spacetimes. All results in this section have well-
known Lorentzian analogues, and our treatment parallels the Lorentzian treatment
as it is derived in [22, Chapter 10]. Having said that, in the Finslerian setting some
modifications are required, which we have been careful to write out explicitly.
Let P ⊂ M be a spacelike submanifold and let σ : [0, b] −→ M be a lightlike
geodesic orthogonal to P at σ(0) ∈ P , with endpoint σ(b) = q. If CL(P, q) is
the space of L-admissible piecewise smooth curves from P to q, then we define
T⊥σ CL(P, q) to be the vector space of all piecewise smooth vector fields V along σ
satisfying V (0) ∈ Tσ(0)P, V (b) = 0, and such that V (u) is gσ˙(u)-orthogonal to σ˙(u)
at each u ∈ [0, b]. Next, given a smooth (P, q) variation x : [0, b] × (−δ, δ) −→ M
of σ with variation field V , the second variation of energy with respect to x is
E′′x (0) =
∫ b
0
[
gσ˙(V
′, V ′)− gσ˙(Rσ(σ˙, V )V , σ˙)
]
du − gσ˙(0)(σ˙(0), SPσ˙(0)(V (0), V (0)))
(for a proof, see, e.g., [14, Corollary 3.8]). Observe that SPσ˙(0) is well defined by
Lemma 5.1. From now on we will consider variations that include non-causal curves,
since we assume that L can be extended to an open subset A∗ that contains Aˆ.
Indeed, by taking a smaller interval of variation if necessary, we can assume that
an arbitrary variation is contained in A∗ and that L is smooth along the tangent
vectors to the curves in the variation. Finally, let IPσ denote the corresponding
index form of E, defined as
IPσ (V,W ) :=
∫ b
0
[
gσ˙(V
′,W ′)−gσ˙(Rσ(σ˙, V )W, σ˙)
]
du− gσ˙(0)(σ˙(0), SPσ˙(0)(V (0),W (0))).
With that said, we begin with a lemma (cf. [22, Proposition 10.41, p. 291]).
Lemma 6.1. Let P be a spacelike submanifold of a Finsler spacetime (M,L) and
σ : [0, b] −→ M a future-pointing lightlike geodesic from σ(0) ∈ P to σ(b) = q that
is orthogonal to P . If there are no focal points of P along σ, then the index form IPσ
is negative semidefinite on T⊥σ CL(P, q). If I
P
σ (V, V ) = 0 for any V ∈ T⊥σ CL(P, q),
then V is tangent to σ.
Proof. The proof can be carried out following the same lines as in [22, Proposi-
tion 10.41]. Here we only detail the choice of the basis of P -Jacobi fields. Let
{Y1, . . . , Yn−1} be a basis for the space of P -Jacobi fields along σ that are gσ˙-
orthogonal to σ and such that Y1(0) = Y2(0) = · · · = Yn−1−r(0) = 0, with r =
dimP . Since there are no focal points along σ, it follows that for each u ∈ (0, b], no
nontrivial linear combination of the Yi(u)’s can be zero, hence {Y1(u), . . . , Yn−1(u)}
is a basis for σ˙(u)⊥ = {z ∈ Tσ(u)M : gσ˙(u)(σ˙(u), z) = 0}. For any V ∈ T⊥σ CL(P, q),
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we can therefore write V =
∑n−1
i=1 fiYi for some piecewise smooth functions fi on
(0, b], which functions can be extended continuously to 0, since for i = 1, . . . , n −
r − 1, Yi(u) = uY˜i(u), with Y˜1(u), . . . , Y˜n−r−1(u), Yn−r(u), . . . , Yn−1(u) linearly in-
dependent. Having at hand the expression V =
∑n−1
i=1 fiYi and taking Lemma 5.3
into account, gσ˙(Yi, Yj
′) = gσ˙(Yi′, Yj), as well as bearing in mind that the curvature
along a variation behaves in a simpler way along geodesics (see [14, Lemma 3.10]),
the proof then goes though as in [22, Proposition 10.41]. 
Our next proposition is a direct analogue of [22, Proposition 43, p. 292]. Recall
that HPz is the mean curvature vector field of P in the orthogonal direction z.
Proposition 6.2. Let P be an (n − 2)-dimensional spacelike submanifold in a
Finsler spacetime (M,L) of dimM ≥ 3. Let σ : [0, b] −→ M be a future-pointing
lightlike geodesic that is gσ˙(0)-orthogonal to P at σ(0) ∈ P . If
(i) gσ˙(0)(σ˙(0), H
P
σ˙(0)) =: k > 0,
(ii) Ric(σ˙) ≥ 0,
then there is a focal point σ(r) of P along σ with 0 < r ≤ 1/k, provided σ is defined
on this interval.
Proof. Let e3, . . . , en be a gσ˙(0)-orthonormal basis for Tσ(0)P and σ-parallel trans-
late them along σ to obtain smooth vector fields E3, . . . , En ∈ X(σ). Recall that as
σ is a geodesic, E3, . . . , En are gσ˙-orthonormal and gσ˙(σ˙, Ei) = 0 for i = 3, . . . , n.
Then the proof goes through as in [22, Proposition 43, p. 292], after taking into
account Lemma 4.1. 
In the remainder of this section we establish conditions under which causal
curves emanating from a spacelike submanifold will have timelike curves arbitrar-
ily close to them. To that end the following lemma is used repeatedly; cf. [22,
Lemma 45, p. 293]. It is essentially a “first derivative test” for determining the
existence of timelike curves within a given variation. Note that the curves dealt
with in this lemma are smooth, not piecewise smooth. Given a piecewise smooth
variation x : [0, b] × (−δ, δ) −→ M , (u, v) 7→ x (u, v), recall the notation that we
established in Section 4: σv = x (·, v) and βu = x (u, ·) for u ∈ [0, b] and v ∈ (−δ, δ).
Lemma 6.3. Let σ : [0, b] −→ M be a smooth future-pointing causal curve in a
Finsler spacetime (M,L) and x : [0, b] × (−δ, δ) −→ M a smooth variation of σ.
Assume that L is smooth and has nondegenerate fundamental tensor on the ve-
locities of the variational curves and let V (u) = β˙u|v=0 be the variation field,
A(u) = Dσ˙vβu β˙u|v=0 the acceleration, and f : [0, b] × (−δ, δ) −→ R the function
given by f(u, v) = L(σ˙v(u)). Then
1
2
∂f
∂v
∣∣∣∣
v=0
= gσ˙(V
′, σ˙) = −gσ˙(V,Dσ˙σ σ˙) +
∂
∂u
(gσ˙(V, σ˙)), (14)
1
2
∂2f
∂v2
∣∣∣∣
v=0
= gσ˙(A
′, σ˙) − gσ˙(Rσ(σ˙, V )V, σ˙) + gσ˙(V ′, V ′). (15)
Moreover, when σ is a geodesic,
1
2
∂2f
∂v2
∣∣∣∣
v=0
= gσ˙(A
′, σ˙)− gσ˙(V ′′ −Rσ(σ˙, V )σ˙, V ) + ∂
∂u
(gσ˙(V
′, V )). (16)
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Finally, if gσ˙(V
′, σ˙) > 0 on [0, b], then for sufficiently small v ∈ (0, δ) the smooth
curves σv : [0, b] −→M will be future-pointing timelike.
Proof. We can assume without loss of generality that the variation is contained in
the open subset A∗ that contains Aˆ and that L can be extended as a nondegenerate
Lorentz-Finsler metric in such a way that L is negative in A∗ \ Aˆ (recall Remark
2.3). Then the computation follows along the same lines as [22, Lemma 45, p. 293],
taking into account [9, Proposition 3.2] and [14, Lemma 3.10]. 
As an immediate consequence of Lemma 6.3, we have the following proposition.
Proposition 6.4. Let P be a spacelike submanifold of a Finsler spacetime (M,L)
and σ : [0, b] −→ M a future-pointing lightlike geodesic from σ(0) ∈ P to σ(b) = q.
If σ is not orthogonal to P at σ(0), then there is a smooth future-pointing timelike
curve from P to q.
Proof. This proof goes through as it appears in [22, Proposition 50, p. 298], simply
by considering the σ-parallel translate of some y ∈ Tσ(0)P along σ. 
Proposition 6.5. Let (M,L) be a Finsler spacetime and σ : [0, b] −→ M a piece-
wise smooth future-pointing causal curve that is not a smooth lightlike pregeodesic.
Then there is a piecewise smooth future-pointing timelike curve from σ(0) to σ(b)
arbitrarily close to σ.
Proof. Let us assume first that σ is piecewise smooth with σ˙(s0) ∈ Aσ(s0) for some
s0 ∈ [0, b]. Then we can assume without loss of generality that s0 ∈ (0, b) and
that σ is smooth in some interval of s0. Let d be the largest number such that
d < s0 and one of the one-side derivatives σ˙
±(d) is lightlike. Choose an interval
[c′, d′] ⊂ [0, s0) which contains d and such that σ belongs to the region where the
fundamental tensor is well-defined and nondegenerate. Let W be a vector field
along σ|[c′,d′] such that gσ˙(W, σ˙) > 0 and f any smooth function on [c′, d′] that
vanishes at c′. Define V := fW and let x : [c′, d′]× (−δ, δ) −→M be any variation
of σ which fixes the first point and has variation field V . Now choose f such that
gσ˙(V
′, σ˙)
∣∣∣
[c′,d′]
= f˙gσ˙(W, σ˙) + fgσ˙(W
′, σ˙)
∣∣∣
[c′,d′]
> 0,
which is always possible because gσ˙(W, σ˙) > 0 and we can apply the results of ODE
theory. Extend V to a vector field in [c′, s0] in such a way that it is zero at s0.
Then by Lemma 6.3, for v > 0 sufficiently small the curves σv are timelike on the
interval [c′, d′]. Observe that we can assume σ˙+(d′) is timelike by taking a bigger
d′ if necessary. Then on the remaining interval [d′, s0] the curve σ is itself timelike,
so taking v closer to 0 if necessary, the curves σv will remain timelike on [d
′, s0]
as well. Proceeding by induction, note that it is always possible to obtain a curve
from σ(0) to σ(s0). Otherwise, there would exist a sequence {sn} ⊂ [0, s0] which
converges to s¯0 ∈ [0, s0] such that all σ(sn) are chronologically connected to σ(s0)
and such that no point on the curve σ|[0,s¯0] is chronologically connected to σ(s0). In
such a case, at least one of the derivatives σ˙(s¯0)
± has to be lightlike. By a similar
process analyzing the possible cases, we can obtain a future-pointing timelike curve
from σ(s¯0) to σ(s0), a contradiction. To get a timelike curve from σ(s0) to σ(b) we
can proceed in an analogous way.
Assume now that σ is a future-pointing smooth lightlike curve everywhere, but
not a pregeodesic. Then we proceed as follows. Being future-pointing lightlike
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means that each σ˙(u) ∈ Aˆσ(u) \Aσ(u), hence
d
du
gσ˙(σ˙, σ˙)︸ ︷︷ ︸
0
= 2gσ˙(D
σ˙
σ σ˙, σ˙) + 2Cσ˙(D
σ˙
σ σ˙, σ˙, σ˙)︸ ︷︷ ︸
0
,
so that each Dσ˙σ σ˙(u) is gσ˙(u)-orthogonal to σ˙(u). Now consider the smooth function
u 7→ gσ˙(u)(Dσ˙σ σ˙(u), Dσ˙σ σ˙(u)). This function can never be positive, because a −gσ˙(u)-
timelike vector can never be gσ˙(u)-orthogonal to the −gσ˙(u)-lightlike vector σ˙(u).
Hence each gσ˙(u)(D
σ˙
σ σ˙(u), D
σ˙
σ σ˙(u)) ≤ 0. If this function were identically zero,
then Dσ˙σ σ˙, like σ˙, would be −gσ˙-lightlike at each u ∈ [0, b], hence the two gσ˙-
orthogonal vectors σ˙ and Dσ˙σ σ˙ would have to be collinear on [0, b] — but this would
force σ to be a lightlike pregeodesic in the Finsler spacetime (M,L) (for example,
adapt the proof in [22, p. 95] using [14, Remark 4.3]), contrary to our assumptions.
Hence the function gσ˙(u)(D
σ˙
σ σ˙(u), D
σ˙
σ σ˙(u)) ≤ 0 is not identically zero. Consider
an interval [a¯, b¯] ⊆ [0, b] in which gσ˙(u)(Dσ˙σ σ˙(u), Dσ˙σ σ˙(u)) < 0 and pick a vector
W (b¯) ∈ Aσ(b¯) where L is smooth with non-degenerate fundamental tensor, which
necessarily satisfies gσ˙(b¯)(W (b¯), σ˙(b¯)) > 0 by part (ii) of Proposition 2.4. Let W be
its parallel translate along σ, so that DWσ W = 0 (as W could enter the region where
L is not smooth or with degenerate fundamental tensor, we can take a smaller
interval [a¯′, b¯] ⊆ [a¯, b¯] if necessary); then L(W ) is constant along σ|[a¯,b¯], so that
W (u) ∈ Aσ(u) for all u ∈ [a¯, b¯] and hence gσ˙(W, σ˙) > 0 on [a¯, b¯]. With a view
to using Lemma 6.3, we will now define smooth functions f, h on [a¯, b¯] such that
the vector field V := fW + hDσ˙σ σ˙ satisfies gσ˙(V
′, σ˙) > 0 along σ|[a¯,b¯]. To that
end, begin by noting that differentiation of gσ˙(D
σ˙
σ σ˙, σ˙) ≡ 0 yields gσ˙(Dσ˙σDσ˙σ σ˙, σ˙) =
−gσ˙(Dσ˙σ σ˙, Dσ˙σ σ˙), which in turn implies that
gσ˙(V
′, σ˙) = f ′gσ˙(W, σ˙) + fgσ˙(W ′, σ˙) − hgσ˙(Dσ˙σ σ˙, Dσ˙σ σ˙),
where we point out that h′gσ˙(Dσ˙σ σ˙, σ˙) = 0. Define u 7→ q(u) := gσ˙(W ′, σ˙)/gσ˙(W, σ˙).
Because gσ˙(D
σ˙
σ σ˙, D
σ˙
σ σ˙) < 0 in [a¯, b¯], we can define h to be any smooth function on
[a¯, b¯] vanishing at the endpoints and satisfying
∫ b¯
a¯
hre
∫ u
a¯
q(t) dt du = − ∫ b¯
a¯
e
∫ u
a¯
q(t) dt du.
Next, define f to be the smooth function
u 7→ f(u) :=
∫ u
a¯
(hr + 1)e
∫ v
a¯
q(t) dt dv
e
∫ u
a¯
q(t) dt
·
Like h, f vanishes at the endpoints, hence so does V . Finally, a straightforward
computation shows that
gσ˙(V
′, σ˙) = gσ˙(W, σ˙) > 0.
Consider now any variation of σ|[a¯,b¯] with variation field V . Then Lemma 6.3
applies to give a future-pointing timelike curve with endpoints the same as σ|[a¯,b¯].
When concatenated with σ|[0,a¯] and σ|[b¯,b], this gives a future-pointing causal curve
from σ(0) to σ(b) that is timelike at some point, hence the first part of the proof
applies. Finally, if σ is a piecewise lightlike geodesic, the last part of the proof in
[22, Proposition 10.46, p. 295] adapts easily. 
Observe that when L is defined on the whole tangent bundle TM and smooth
on TM \ 0 with nondegenerate fundamental tensor, then convex neighborhoods
are available [28, 29], in which case Proposition 6.5 is easily obtained using a gen-
eralization of [22, Lemma 5.33]. This was first observed in [17, Lemma 2]. An
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advantage of the proof given here in Proposition 6.5, apart from its validity in the
conic non-smooth case, is that it allows one to find a timelike curve in the same
causal homotopy as the original one. Observe that in some situations there can be
infinite causal homotopy classes [21]. An immediate corollary to Proposition 6.5,
needed in Section 7 below, is the following one (well known in the Lorentzian case,
whose proof is identical).
Corollary 6.6. Let (M,L) be a Finsler spacetime and P ⊂M any subset. Then
I+(P ) = I+(I+(P )) = I+(J+(P )) = J+(I+(P )) ⊂ J+(J+(P )) = J+(P ).
Furthermore, int J+(P ) = I+(P ).
Proof. See [22, p. 402] and [22, Lemma 6, p. 404]. 
Moving on, we now generalize Proposition 6.5 to the case when the first endpoint
is a spacelike submanifold. But first we need a technical lemma.
Lemma 6.7. If σ : [0, b] −→ M is a geodesic of a Finsler spacetime (M,L) and
V and A are vector fields along σ satisfying V (a) = V (b) = 0 = A(a) = A(b),
then there is a variation x of σ with variation field V = β˙u|v=0 and acceleration
A = Dσ˙vβu β˙u|v=0. Moreover, x fixes the first and last points.
Proof. First observe that at every instant s0 ∈ [a, b] there exists an open subset
Us0 that admits a geodesic vector field tangent to σ in Us0 . (For example, consider
a hypersurface H transverse to σ and containing σ(t0), and then extend σ˙(t0) to
a transverse vector field W in H (shrinking H if necessary). Then the geodesics
departing from H with velocities W give the geodesic vector field in a neighborhood
of σ(t0).) Moreover, by the compactness of [a, b] we can choose a partition t0 = a <
t1 < · · · < tk < tk+1 = b such that σ|[ti,ti+1] is contained in an open subset Ui that
admits a geodesic vector field Wi tangent to σ for i = 0, . . . , k. Define hi = gWi ,
which is a Lorentzian metric in Ui, and let expi be the exponential map associated
to hi. Observe that if αi : (−δi, δi) −→ Ui is a curve such that αi(0) = σ(ti),
α˙i(0) = V (ti), and D
Wi
αi α˙i = A(ti), then by making δi smaller if necessary we can
assume that the image of αi is embedded in Ui and contained in an open subset
wherein (expi)σ(ti) is a diffeomorphism. Then if z˜i : [ti, ti+1]×(−δi, δi) −→ Tσ(ti)M
is a function given by z˜i(u, v) =
ti+1−u
ti+1−ti (expi)
−1
σ(ti)
(αi(v)) and zi(u, v) = Tu(z˜i(u, v))
for every (u, v) ∈ [ti, ti+1]× (−δi, δi), where Tu : Tσ(ti)M → Tσ(u)M is any parallel
transport along σ, define a variation x i : [ti, ti+1]× (−δi, δi) −→M by
x i(u, v) =
(expi)σ(u)
[(
zi(u, v) + v
(
V (u)− ∂zi
∂v
(u, 0)
))
+
1
2
v2
(
A(u)− ∂
2zi
∂v2
(u, 0)
)]
.
It is easy to see that the variation field of x i is V and its acceleration A (observe
that the exponential map at 0 preserves velocities and accelerations up to canonical
isomorphism, and if ∇i is the Levi-Civita connection of hi, then ∇iWi = ∇WiWi
because Wi is a geodesic vector field; see [26, Lemma 7.4.1]). Then we can begin
by choosing α0 constant, thereby obtaining x 0 (which fixes the first point) and
α1(v) = x 0(t1, v). Proceeding inductively with the choice αi(v) = x i(ti, v), we get
a sequence of variations that match continuously, thereby giving a variation that
fixes the first and the last point. 
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Proposition 6.8. Let P be a spacelike submanifold of a Finsler spacetime (M,L)
and σ : [0, b] −→ M a future-pointing lightlike geodesic from σ(0) ∈ P to σ(b) = q
that is orthogonal to P . If there is a focal point of P along σ strictly before q, then
there is a piecewise smooth future-pointing timelike curve from σ(0) to q arbitrarily
close to σ.
Proof. Taking into account Lemma 6.7, the proof follows closely that of [22, Propo-
sition 48, p. 296]. The goal of the proof therein is to use the focal point to deform
a piece of σ so that it becomes future-pointing timelike. However, in [22, Propo-
sition 48, p. 296] there are two minor gaps, which we now point out. Let r > 0
be the first focal point of P along σ, and J a nonzero P -Jacobi field along σ that
satisfies J(r) = 0. Assume for now that J(0) ∈ Tσ(0)P and J(0) 6= 0. Then part
(i) of Lemma 5.4 ensures that J |[0,r] is −gσ˙-spacelike: J(0) ∈ Tσ(0)P and J(r) = 0
are −gσ˙-spacelike, while on (0, r), J is gσ˙-orthogonal but never tangent to the −gσ˙-
lightlike curve σ, hence must be −gσ˙-spacelike. Next, since J(r) = 0, there exists
a smooth vector field Y along σ such that
J(u) = (r − u)Y (u)
(see [22, p. 33]), where Y (0) 6= 0 since we are assuming that J(0) 6= 0 (note that
[22, Proposition 48, p. 296] handles only the case J(0) = 0). The same is true of
Y (r), since
J ′(r) =
[− Y (u) + (r − u)Y ′(u)]∣∣∣
u=r
= −Y (r),
which implies that Y (r) 6= 0, otherwise J ′(r) = 0 = J(r) and J would be identi-
cally zero (see [14, Lemma 3.14]). From here on out the proof follows [22, Proposi-
tion 48, p. 296] word for word, the only exception being that the acceleration must
be modified in order to have the second derivative of the energy of the variation
positive in a compact neighborhood. This is done as follows. Using the notation in
the proof of [22, Proposition 48, p. 296] adapted to our case, let t∗ = r + δ and
ε < −gσ˙(V ′′ −Rσ(σ˙, V )σ˙, V )
in [t∗/4, 3t∗/4], and define the function
ρ(t) =

εt, 0 ≤ t ≤ t∗/4,
ε(−t+ t∗/2), t∗/4 ≤ t ≤ 3t∗/4,
−ε(t∗ − t), 3t∗/4 ≤ t ≤ t∗.
Then a suitable choice for the acceleration isA(u) := (gσ˙(u)(V
′(u), V (u))−ρ(u))N(u)
along σ. 
Propositions 6.4, 6.5, and 6.8, which are the mirrors of [22, Lemma 50, p. 298],
[22, Proposition 46, p. 294], and [22, Proposition 48, p. 298], respectively, all
converge to the following important theorem, which is identical to [22, Theo-
rem 51, p. 298] (see also [22, Corollary 5, p. 404]), and plays a crucial role in
Penrose’s singularity theorem.
Theorem 6.9. Let P be a spacelike submanifold of a Finsler spacetime (M,L). If
σ : [0, b] −→M is a piecewise smooth future-pointing causal curve from σ(0) ∈ P to
σ(b) = q ∈ J+(P ) \ I+(P ), then σ must be a future-pointing lightlike geodesic that
is orthogonal to P at σ(0) and has no focal points of P strictly before q.
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7. Penrose’s singularity theorem in a Finsler spacetime
The following fundamental results hold in the Finslerian setting exactly as they
do in the Lorentzian setting, and therefore we state them without proof: (1) an
achronal set B is a closed topological hypersurface if and only if B has no edge points
(see [22, Corollary 26, p. 414]); (2) the boundary of a future set, if nonempty, is
a closed achronal topological hypersurface (see [22, Corollary 27, p. 415]). (Note
that in proving (2) in the Lorentzian setting, one typically chooses local coordinates
(xi) in which ∂/∂x0 is future-pointing timelike, this being guaranteed by virtue of
a time orientation on the Lorentz manifold. In the case of a Finsler spacetime,
this is achieved by choosing a smooth timelike vector field τ for (M,L), which is
always possible by Proposition 3.2.) Next, we define Cauchy hypersurfaces as in
the Lorentzian case.
Definition 7.1. Let (M,L) be a Finsler spacetime. A subset B ⊂M is a Cauchy
hypersurface if B is met exactly once by every inextendible, piecewise smooth,
timelike curve.
It follows exactly as in the Lorentzian case that any Cauchy hypersurface in
a Finsler spacetime (M,L) is a closed topological hypersurface (see [22, Lem-
mas 29,30, p. 415-6]; note that Proposition 6.5 is needed here). Furthermore,
by choosing a timelike vector field τ we can, just as in the Lorentzian setting,
construct a continuous retraction r : M −→ S by defining r(p) to be the unique
intersection point in S of the (timelike) integral curve of τ through p (the proof
is identical to the Lorentzian case; see [22, Proposition 31, p. 417]). Before pro-
ceeding to Penrose’s proof, we list a few further properties of the future horizons
E+(P ) = J+(P ) \ I+(P ). As expected, they have direct Lorentzian analogues.
Lemma 7.2. Let (M,L) be a Finsler spacetime and P ⊂M a nonempty achronal
subset. Then the following are true:
(a) E+(P ) is achronal and P ⊂ E+(P ) (hence the latter is nonempty),
(b) If P is compact and the diamonds J+(p)∩J−(q) are closed for all p, q ∈M ,
then E+(P ), is a closed topological hypersurface.
Proof. For (a), see [22, p. 435]; for (b), observe that J+(P ) must be closed (cf. [5,
Proposition 4.3]) and apply [22, Cor. 27, p. 415] (note that the existence of limit
curves is not required for this proof, or in Theorem 7.6 below). 
Fundamental to Penrose’s proof is the concept of trapped surface. As in [22,
p. 435], we define trapped surfaces in terms of their mean curvature vector fields.
Definition 7.3. Let (M,L) be a Finsler spacetime and P ⊂ M a spacelike codi-
mension 2 submanifold. Then P is a trapped surface if for every future-pointing
lightlike vector z orthogonal to P (recall Proposition 5.2), the mean curvature vec-
tor field HPz satisfies gz(H
P
z , z) > 0.
Remark 7.4. Observe that all the elements in Penrose’s theorem, including trapped
surfaces, are independent of the connection, provided that a certain family of affine
connections ∇˜v (as in [26, Def. 7.1.1]) is sufficiently compatible, in the sense that
(i) it gives the same geodesics (which do not depend on the connection as they
are critical points of the energy functional),
(ii) it gives the same flag curvature,
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(iii) and if we define the tensor Qv(X,Y ) = ∇˜vXY −∇vXY , where ∇v is the Chern
connection, for v ∈ A ⊂ TM and X,Y are vector fields in an open subset
of pi(v), then gz(Qz(x, y), z) = 0 for every lightlike vector z and every x, y ∈
Tpi(z)M .
The last condition easily implies that gz(z,H
P
z ) = gz(z, H˜
P
z ) for every lightlike
vector z, where H˜Pz is the mean curvature vector of a non-degenerate submanifold
P computed with the connection ∇˜v. Moreover, as the scalar Ricci curvature is
a mean of flag curvatures, the second condition implies also that the connections
generate the same scalar Ricci curvature. It is known that the classical connections
used in Finsler geometry (Berwald, Cartan, Chern, and Hashiguchi) give the same
value for the flag curvature ([1, Section 3.9]) and the same geodesics. Up to the
third condition, it is easy to check for a Berwald connection, which can be easily
interpreted as a family of affine connections (see [26, Chapter 7]). Indeed, in this
case the tensor Qv is the tensor Lv defined in [26, page 100], since in this case,
using [26, Eq. (6.26)] and the symmetry of Lv,
gv(Lv(x, y), v) = Lv(x, y, v) = 0.
Moreover, using the relations between the connections given in [1, page 39], we can
easily associate families of affine connections to Cartan and Hashiguchi, which are
the same as for Chern and Berwald, respectively. It follows, then, that the third
property also holds for Cartan and Hashiguchi connections.
By Lemma 5.1, each gHPz |TpP×TpP is nondegenerate, thereby allowing the split-
ting
TpM = TpP ⊕ (TpP )⊥HPz .
The key step in Penrose’s proof is that under “reasonable” geometric conditions,
a trapped surface P will necessarily have a compact future horizon E+(P ). The
proof of this in a Finsler spacetime follows [22, Proposition 60, p. 436], but requires
some modification.
Proposition 7.5. Let (M,L) be a Finsler spacetime, P ⊂M a compact, achronal
trapped surface, and suppose that
(a) Ric(v) ≥ 0 for all future-pointing lightlike vectors v ∈ Aˆ \A,
(b) M is future lightlike complete.
Then the future horizon E+(P ) = J+(P ) \ I+(P ) is compact.
Proof. Recall that the subset of orthogonal vectors to P , denoted by TP⊥, is a
submanifold of TM , (see [14, Lemma 3.3] and recall that by Lemma 5.2, P0 = P in
the present context), and that we have assumed for convenience that L is defined
in a conic open subset A∗ ⊃ Aˆ. In fact, for the purposes of this proof, we can
assume that L is defined in a conic open subset which contains all lightlike vectors
and that it is smooth therein. Its intersection with the lightcone C = ∪p∈M Cp is a
submanifold because TP⊥ and C intersect transversely. This is because the tangent
space to C at v is the sum of the subspace of the vertical space of TM ,
TvCpi(v) = {u ∈ Tpi(v)M : gv(v, u) = 0},
plus a subspace U˜ transversal to the fibers of TM of dimension n, while the tangent
space to TP⊥ contains the vertical vectors
Tpi(v)P
⊥gv := {u ∈ Tpi(v)M : gv(u,w) = 0 for every w ∈ Tpi(v)P}
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(see the proof of [14, Lemma 3.3]). Now observe that Tpi(v)P
⊥gv cannot be contained
in TvCpi(v) because it has Lorentzian signature; hence Tpi(v)P⊥gv+TvCpi(v) = Tpi(v)M .
It follows that TvC + TvTP⊥ ⊇ Tpi(v)M + U˜ = TvTM and hence TP⊥ and C are
transverse and their intersection a submanifold. Now, given z ∈ TP⊥∩C, denote by
σz the future-pointing lightlike geodesic starting at σz(0) = pi(z) ∈ P with tangent
σ˙z(0) = z. Because P is a trapped surface, we have that
kz := gz(H
P
z , z) > 0
(recall part (ii) of Proposition 2.4). Hence by Proposition 6.2 each σz has a focal
point somewhere along the interval [0, 1/kz] (since M is future lightlike complete,
each σz|[0,1/kz ] is defined). To find a common interval for all σz, let gR be any
Riemannian metric on M , SM the unit tangent bundle for this metric, and U :=
TP⊥ ∩ C ∩ SM , which is a submanifold of TM because SM and TP⊥ ∩ C are
transversal; furthermore, U is compact because P is compact and for any p ∈ P
there are only two vectors v1, v2 in U that belong to TpM (see Proposition 5.2).
Define a map k : U −→ R by
z 7→ gz(HPz , z) = kz.
This map is continuous (it’s the restriction of the smooth map k : TP⊥ −→ R). By
compactness of U , there is a smallest value for k|U , which we denote 1/b. We thus
conclude that all the future-pointing lightlike geodesics σz as defined above with
z ∈ U have a focal point somewhere in the interval [0, b].
This now ensures that E+(P ) must be compact, as follows. Consider an arbitrary
future-pointing lightlike geodesic γ starting at γ(0) = p ∈ P and orthogonal to P .
By Theorem 6.9, the set E+(P ) is generated by future-pointing lightlike geodesics
that are orthogonal to P and having no focal points. In the present context, this
means that if q ∈ E+(P ), then q = σz(s∗), for some σz starting at P and s∗ ∈ [0, b].
Now define the set K = {sz : z ∈ U and 0 ≤ s ≤ b} and note that if q ∈
E+(P ), then q = σz(s∗) = σs∗z(1), so that q ∈ exp(K), hence E+(P ) ⊂ exp(K).
Moreover, exp(K) is compact because K is compact (observe that exp can be
extended continuously by homogeneity to the zero section). To show that E+(P )
is compact, let {q˜n} ⊂ E+(P ) be any sequence. Viewed as a sequence in the
compact set exp(K), it has a convergent subsequence {q˜nj}, with some limit point
q˜ ∈ exp(K). Then q˜ = σsz(1) = σz(s) for some sz ∈ K, which implies that
q˜ ∈ J+(P ). Now, if q˜ ∈ I+(P ), then because I+(P ) is an open set we must
have some q˜nj ∈ I+(P ), which cannot happen because {q˜n} ⊂ E+(P ). Hence
q˜ ∈ J+(P ) \ I+(P ) = E+(P ), and the proof is complete. 
We are finally in a position to prove Penrose’s singularity theorem for a Finsler
spacetime. As mentioned in the Introduction, we have not attempted in this paper
to demonstrate the equivalence, in a Finsler spacetime, of global hyperbolicity and
the existence of a Cauchy hypersurface. In Penrose’s proof, the key consequence of
global hyperbolicity is that the sets J±(K) are closed whenever K ⊂M is compact;
this follows if one postulates that the diamonds J+(p) ∩ J−(q) are closed for all
p, q ∈ M , which is of course part of the definition of global hyperbolicity (for a
complete treatment of the causal hierarchy of Lorentzian spacetimes, see [20]; see
also [4] for an analysis via the cone structure). In our proof below we have therefore
assumed that our Finsler spacetimes are globally hyperbolic, in addition to having
20 A. B. AAZAMI AND M. A. JAVALOYES
Cauchy hypersurfaces (in fact it would have sufficed to assume, in place of global
hyperbolicity, the weaker condition that the diamonds J+(p)∩ J−(q) be closed for
all p, q ∈M). Let us also observe that the Ricci curvature condition ((c) in Theorem
7.6 below) follows from a condition of non-negativity along lightlike directions of
the stress-energy tensor appearing in the Finsler gravity field equations in [25,
Eq. (54)]. Whether or not the non-negativity of the stress-energy tensor can be
interpreted as a null energy condition in the Finsler realm is something deserving
of further study in future work.
Theorem 7.6. Let (M,L) be a globally hyperbolic Finsler spacetime and suppose
that the following hold:
(a) (M,L) contains a noncompact Cauchy hypersurface S,
(b) (M,L) contains a compact, achronal trapped surface P ,
(c) Ric(v) ≥ 0 for all future-pointing lightlike vectors v ∈ Aˆ \A.
Then (M,L) is future lightlike incomplete.
Proof. Since by assumption (M,L) is globally hyperbolic, it follows easily that all
J±(p)’s are closed. Then taking into account Lemma 7.2, Proposition 7.5, and
Proposition 3.2, the proof goes through as in [22, Theorem 61, p. 436]. 
8. Concluding Remarks
In this paper we have shown that Penrose’s singularity theorem [23] also holds
on Finsler spacetimes. Our definition of Finsler spacetime (Definition 2.1) is gen-
eral, being defined only along causal directions, and with a high degree of non-
smoothness allowed along timelike directions; the latter fact in particular implies
that our result holds for static Finsler spacetimes. From this definition, we sys-
tematically established all the relevant causal concepts and properties required in
Penrose’s theorem, from the designations of spacelike, timelike, and lightlike vectors
and submanifolds to Cauchy hypersurfaces and trapped surfaces. Though much of
this was analogous to the Lorentzian setting, nevertheless there are subtleties that
are unique to the Finslerian setting, which we have been careful to point out (one
such example is the notion of lightlike directions orthogonal to a spacelike surface,
Proposition 5.2, which is a nontrivial fact to establish on a Finsler spacetime).
Next, we established the relevant variational results, from Jacobi fields to focal
points, culminating in Theorem 6.9, which parallels its Lorentzian version in [22,
Theorem 51, p. 298]. Here, too, however, there are difficulties with respect to the
curvature and exponential map that are unique to the Finslerian setting (see, e.g.,
Proposition 6.5 and Lemma 6.7). With these difficulties out of the way, we then pro-
ceeded to prove Penrose’s singularity theorem on our Finsler spacetime analogously
to the variational proof to be found in [22, Theorem 61, p. 436]. In doing so, we
inserted the condition of global hyperbolicity into the assumptions of our theorem,
since in this paper we have not established the equivalence, in a Finsler spacetime,
of global hyperbolicity and the existence of a Cauchy hypersurface. Finally, though
we have used the Chern connection, our definitions of geodesics, Ricci curvature,
and trapped surfaces do not depend on this particular choice of connection (see
Remark 7.4).
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