ABSTRACT As one of the most important techniques in data mining, clustering has always been highly concerned. Most clustering algorithms have encountered challenges, such as the difficulty of cluster centers selection, the artificial determination of the number of clusters K , low accuracy of clustering, and uneven clustering efficiency of different data sets. Considering the difficulty of cluster centers chosen, a new algorithm of fast selecting the initial cluster centers is proposed in this paper. Generally, cluster centers are those data points with higher density, smaller radius threshold and far away from each other, this method uses MNN (M nearest neighbors), density and distance to determine the initial cluster centers. First, the neighborhood radius r of each point is measured by MNN based on distance, and the average value of all r is marked asr; second, the densities ρ of each point in the region withinr are calculated; and then, factor f is defined to describe the probability that points become cluster centers, based on which, the initial cluster centers are determined by the candidates with bigger f . In the end, the method proposed in this paper is tested by using 12 groups of typical benchmark data sets and applied in the stellar spectral data of LAMOST survey. The experiment results compared with the other six algorithms indicate that the initial cluster centers obtained by this method are of higher quality than that of the six algorithms. Meanwhile, the initial cluster centers of spectral data are of good agreement with the actual stellar classifications.
I. INTRODUCTION
Data mining is the process of discovering interesting patterns and knowledge from large amounts of data. Clustering, a typical unsupervised algorithm, occupies an important position in data mining. The purpose of clustering is grouping a set of data objects into multiple groups or clusters, so that the objects within the same cluster are of high similarity, and are of high dissimilarity with the objects in other clusters. Cluster analysis can be used as a standalone data mining tool to gain insight into the data distribution, or as a preprocessing step for other data mining algorithms operating on the detected clusters. Cluster analysis has been widely used in many applications, such as business intelligence, image pattern recognition, Web search, biology, and security. Traditional clustering algorithms can be roughly divided into partitioning clustering method, hierarchical clustering method, density-based clustering method, grid-based clustering method, model-based
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clustering method and so on. In recent years, spectral clustering method [1] , granular clustering method, probability graph clustering method, synchronous clustering method [2] - [4] , etc. have also become popular.
Partitioning clustering method as one of the traditional classical clustering methods. The main idea is: Given a set of n objects, a partitioning method constructs K partitions of the data, where each partition represents a cluster and K ≤ n. That is, it divides the data into K groups such that each group must contains at least one object. It then uses an iterative relocation technique that attempts to improve the partitioning by moving objects from one group to another. The general criterion of a good partitioning is that objects in the same cluster are close or related to each other, whereas objects in different clusters are far apart or very different. Typical partitioning methods include K − means, K − medoids, and CLARANS. Among them, K − means algorithm is a widely used clustering method, it has many advantages, such as theoretical reliablity, simple, fast convergence, good clustering effect, especially for numeric data, the meaning of clustering in geometric and statistical can be reflected better. However, K − means algorithm also faces some shortcomings: (1) In K − means algorithm, parameter K needs to be given by users in advance, which is generally imfeasible. (2) Strict dependency on initial parameters. The final clustering result may change if the initial parameter selection is different. (3) Unable to identify clusters with arbitrary shapes. (4) Some noise points and isolated points will have a worse impact on the final clustering results. (5) Converging to a local minimum rather than a global minimum.
In this paper, concentrating on the artificial determination of the number of clusters K and randomness of the initial centers selection and the question of result converges to the local minimum rather than the global minimum, a new cluster centers selection method ICCS_K − means is proposed. In our method, the optimal number of clusters K is obtained by constructing the distance cost function F (S, K ) and using the distance cost minimum criterion. In addition, initial cluster centers are automatically selected by defining density and distance. The detailed description will be given in Section 3 and Section 4.
The rest of our paper is organized as follows. Some improved algorithms for the K − means algorithm are presented in Section 2. In Section 3, we give some definitions and the method of determining the number of clusters K . In Section 4, we give the definitions of some basic concepts and describe the ICCS_K − means algorithm proposed in this paper in detail. in Section 5, we validate our method with 12 groups of typical benchmark data sets and real data set both in terms of feasibility and efficiency by comparing it with five different algorithms. Our work is concluded in Section 6.
II. RELATED WORKS
To deal with the disadvantages of the traditional K − means algorithm, many scholars have made improvements from many aspects. How to determine the number of clusters K has always been a problem. To achieve clustering, both the number of clusters K and the initial cluster centers need to be determined. Therefore, these two issues can be considered together. Many authors have done related research. The proposed algorithm in literature [5] requires determining the candidate medoids subsets and calculating the distance matrix, then using both of them to incrementally increase the number of clusters and new medoids from 2 to K , then use the selected medoids for clustering. In the literature [6] , it is supposed that clustering centers are those data points with higher density and larger distance from other data points of higher density. Normal distribution curves are designed to fit the density distribution curve of density distance product. And the singular points outside the confidence interval by setting the confidence interval are proved to be clustering centers by theory analysis and simulations. Finally, according to these cluster centers, a time-scanning clustering designs the remaining points by density to complete the clustering. The algorithm proposed by the literature [7] selects the initial cluster centers by dynamic clustering until K initial cluster centers are found, and then clustering by the traditional K − means algorithm. Based on the feature that the density of the cluster centers is higher than the density of its neighbor samples and the distance between the cluster centers and other samples with higher density is relatively far. The literature [8] proposes a algorithm of clustering by fast search and find of density peaks (DPC), which uses the density peak point samples as the cluster centers to automatically determine the number of clusters. Clustering is performed by assigning samples to the cluster of the nearest denser samples. The new algorithm proposed in the literature [9] defines the local density ρ i of point x i as the reciprocal of the sum of the distance between x i and its t nearest neighbors, and new distance δ i of point x i is defined as well, then the decision graph of a point distance relative to its local density is plotted. The points with higher local density and apart from each other located at the upper right corner of the decision graph, which are far away from the rest points in the same data set, are chosen as the initial seeds for K − medoids, so that the seeds will be in different clusters and the number of clusters of the data set is automatically determined as the number of initial seeds.
The questions about initial cluster centers selection. The literature [10] proposes an algorithm named Fuzzy C − means that finds fuzzy belonging degree for each data point to the cluster centroids to identify which point belongs to which cluster. To choose better initial centroids, K − means + + is proposed in literature [11] . In literature [12] , to obtain a faster convergence speed as well as a higher possibility of having the global optimum, a distributed K − means + + algorithm is firstly proposed to find the initial centroids before executing the distributed K − means algorithm. Literature [13] presents an efficient clustering algorithm (ECA). First, the spatial partitioning preliminary clustering algorithm (SDPCA) is used for pre-clustering. Then, according to the spatial distribution of the data objects, the pre-clustering results are optimized by the Proximity clustering (OCANC) based clustering algorithm to obtain the final results. The novel part in Literature [14] is to find the best possible cluster without any prior information and parameters. In this method, the Gaussian kernel function and distances are utilized to form clusters according to data density and shape. The cohesion degree of the neighborhood of an object and the coupling degree between neighborhoods of objects are defined based on the neighborhood-based rough set model in literature [15] , and the influence of parameters on the clustering results is eliminated. Literature [16] - [19] also solve the problem of the selection of the initial clustering centers, which has certain reference value.
In the above algorithms, the clustering results are strictly dependent on the choice of number of clusters K and the initial centers, and it is hardly to obtain the expected clustering results if number of clusters K and the initial clustering centers selection are not appropriate. Therefore, how to select an optimal number of clusters K and find a suitable set of initial cluster centers to achieve a better clustering effect and eliminate the volatility of clustering results is very significant for such algorithms. The main purpose of this paper is to solve the problem of difficulty in number of clusters K and initial centers selection, and find a set of data objects that can reflect the actual distribution of data as far as possible to be initial cluster centers, on these basis, a method of how to determine the number of clusters K is introduced and a new algorithm of fast selecting the initial cluster centers is proposed in this paper. Among them, the optimal number of clusters K is obtained by constructing the distance cost function F (S, K ) and using the distance cost minimum criterion. The detailed introduction will be given in Section III. The determination of the initial cluster centers follows the these steps: firstly, the distance between any two objects is calculated. Secondly, the neighborhood radius r of each point are measured by MNN (M nearest neighbors) based on distance, and the average value of all r is marked asr. Next, the densities ρ of each object in the region withinr are calculated. Finally, The density of each point in the data set n divided by the corresponding distance, denoted as f . Sorting f in descending order, the top K outputs are K initial centers. The advantage of this algorithm is to automatically determine the number of clusters K and the initial cluster centers.
III. METHOD OF DETERMINING THE NUMBER OF CLUSTERS K
Since it is difficult to determine the number of clusters K for the traditional K − means algorithm. There is currently no clear theoretical guidance. In this paper, first, the range of K is determined according to the empirical rule 2 ≤ K ≤ n 2 . In addition, a good clustering should make the spacing between cluster centers as large as possible and the spacing between the sample and its center is as small as possible. Then, the literature [20] is referenced, the optimal number of clusters K is obtained by the distance cost function F(S, K ) and the distance cost minimum criterion.
Definition 1: Let K = {x, R} is the clustering space, where X = {x 1 , x 2 , x 3 , . . . , x n }, assuming that n objects are clustered into K clusters, the inter-class distance is defined as the sum of the distances of all cluster centers (the mean of the samples in the cluster) to the center of the universe (the mean of the entire samples):
where L is the inter-class distance; m is the mean of all samples; m i is the mean of the samples contained in cluster C i ; K is the number of clusters. Definition 2: Let K = {x, R} is the clustering space, where X = {x 1 , x 2 , x 3 . . . x n }, assuming that n objects are clustered into K clusters, the intraclass distance is defined as the sum of the internal distances of all clusters (where the internal distance of each cluster is the sum of the distances of all samples in the cluster to its center):
where D is the distance within the cluster; p is an object in space, that is, a sample; m i , C i , K has the same meaning as definition 1. Definition 3: Let K = { x, R } is the clustering space, where X = {x 1 , x 2 , x 3 . . . x n }, assuming that n objects are clustered into K clusters, the distance cost function is defined as the sum of inter-class distance and the intraclass distance.
where F (S, K ) is the distance cost function; the meaning of other variables are the same as the meaning of the corresponding variables in definition 1, definition 2. When using the distance cost function as the spatial clustering validity test function, this paper determines the minimum criterion of distance cost, that is, when the distance cost function reaches the minimum value, the spatial clustering result is optimal. The optimal choice of K is given by:
Theorem 1: Let K = {x, R} is the clustering space, where X = {x 1 , x 2 , x 3 . . . x n }, assuming that n objects are clustered into K clusters, L is the inter-class distance, D is the intraclass distance, the spatial cluster number K is optimized when L = D. For the proof of theorem 1, please refer to the literature [20] .
IV. INITIAL CLUSTER CENTERS SELECTION METHOD
The basis of our approach is that the cluster centers should have a higher density in a smaller radius threshold and far away from each other; no uniform approach is provided when looking for cluster centers in K − means algorithm, the cluster results will produce great volatility when the selected cluster centers are different. It is inappropriate to randomly select cluster centers. Therefore, finding an appropriate method to avoid the the randomness of the initial centers selection is meaningful when cluster centers are searched. In our method, radius threshold and density are the primary consideration.
Following the above description, we propose a new method of selecting the initial cluster centers. The main idea of the method is that, firstly, calculating the distance between any two data objects. Secondly, each data object in the data set n is regarded as the cluster center to find the distance corresponding to the MNN when the density numbers around each center point are same, we only count one of them if there are multiple data points at the same distance to the center point and the MNN based on distance is marked r. Next, as there may be more than one point at the same distance to the center point, so we need to find the density in the same neighborhood radius. The specific implementation is as VOLUME 7, 2019 follows: Calculating the average of the all of r found before, denoted asr. Centered on each data point in the data set n, r as the threshold radius to calculate the density ρ of each data object. Then divide the density of each data point in the data set n by the corresponding distance, denoted as f , ie f = ρ/r, and sort f in descending order. The lager the f is, the more likely the data point become the initial center point. Finally, the top K outputs are K initial center points. For the remaining n − K data objects, they are assigned to the most similar cluster according to the distance from remaining points to the selected cluster centers.
is the distance metric between x i and x j related to the sattribute P. f (x i ,a m ) represents the value of object x i on the attribute a m . Where a m ∈ P, P is the attribute of the object.
are the Manhattan distance, the Euclidean distance, and the Chebyshev distance, respectively. Euclidean distance is generally used here. For any given x i , x j and x k satisfy the following properties.
1.Non-negative:
r is the distance corresponding to the MNN of each object, and n is the number of data contained in the data set D.
Definition 6: Selection of initial center point
where ρ is the density of each point, and r is the distance corresponding to the MNN when the density around each data object is same. The higher the density ρ is and the smaller the distance r is, and the denser the cluster formed around this point is. Therefore, the larger the f value is, the more likely the corresponding point becomes the cluster center.
A. ALGORITHM DESCRIPTION
The algorithms description are shown on the right. Time complexity analysis: The time complexity of calculating the distance between any two objects in Step1 is O(|n| 2 ), and the time complexity of finding the MNN distance for each point in Step2 is O(|n|), the time complexity of Step3 is O(1). The time complexity of calculating the density ρ in ther neighborhood of each data object in Step 4 is O(|n| 2 ), and the time complexity of dividing the density ρ of each object by the corresponding distance r in Step 5 is O(|n|). In Step 8, for each of the remaining objects, the time complexity of calculating the distance between each object and each cluster center is O(k*n), so the total time complexity of the algorithm is O(|n| 2 ).
Algorithm 1 The Algorithm Is Described as Follows
Input: Number of clusters K and data set D containing n data objects. Output: K initial cluster centers. 1: Calculating the distance d between any two objects; 2: Regarding each object in data set D as cluster center and finding the distance r of its MNN (the repetition distance is only counted once); 3: Calculating the mean of all r, denoted asr; 4: Calculating the density ρ of each data object in ther neighborhood; 5: Dividing the density ρ of each object by the corresponding distance r, denoted as f . 6: Sorting f in descending order; 7: The top K values are the initial cluster centers; 8: For each of the remaining n − K objects, calculating the distance between each object and each cluster center, and assign each object to the nearest cluster. createNewCluster(x) 4: for for each unassigned pattern y in D do 5: Cluster(x) ← − if there is a object y in D so that ||x − y|| is the samllest, assign y to the cluster where x is located.
6:
end for 7: end for 8: K clusters are output.
V. EXPERIMENTAL RESULTS AND ANALYSIS
The experimental environment, experimental data sets and evaluation methods will be presented in this section.
In addition, the clustering results of the ICCS_K − means are compared with six different algorithms. The results show that the algorithm in this paper is not only applicable to the UCI data sets, but also the initial cluster centers of spectral data are of good agree with the actual stellar classifications.
All the experiments are performed on Intel Xeon E-2186M processor with 2.90 GHz and 32.0GB RAM running windows 10 ultimate. All programs are compiled and executed using Eclipse 4.3.2 on Java HotSpot 64-bit server Virtual Machine.
A. EXPERIMENTAL DATA SETS
The method proposed in this paper is tested by using 12 groups of typical benchmark data sets and applied in the stellar spectral data of LAMOST survey.
1) UCI DATA SETS
Twelve different standard data sets commonly used in the clustering algorithms in the UCI machine learning database are used in the experiment, and the data sets are described below.
Iris: This data set has often been used as a standard for testing clustering algorithms. This data set has three classes that represent three different varieties of Iris flowers, namely, Iris setosa, Iris versicolor and Iris virginica. Fifty objects are obtained from each of the three classes, thus a total of 150 objects are available. Every object is described by four attributes, viz sepal length, sepal width, petal length and petal width.
Sonar: The transmitted sonar signal is a frequency modulated chirp, rising in frequency. The data set contains signals obtained from a variety of different aspect angles, spanning 90 degrees for the cylinder and 180 degrees for the rock. Sonar data set is divided into two clusters. The first cluster contains 97 objects, the second cluster contains 111 objects, a total of 208 objects and each object with 60 attributes.
Heart: This data set is a heart disease database similar to a database already present in the repository(Heart Disease databases) but in a slightly different form. There are overall 270 objects. There are 150 and 120 objects in class I and class II respectively.
Wdbc: Features are computed from a digitized image of a fine needle aspirate (FNA) of a breast mass. They describe characteristics of the cell nuclei present in the image. The data set contains 569 data objects, and each object with 30 attributes. The data set is divided into two clusters. The first cluster contains 212 objects, the second cluster contains 357 objects.
Biodeg: The data have been used to develop QSAR (Quantitative Structure Activity Relationships) models for the study of the relationships between chemical structure and biodegradation of molecules. This data set contains a total of 1055 data objects, each with 41-dimensional attributes. The data set is divided into two clusters. The first cluster contains 356 objects, the second cluster contains 699 objects.
Wireless: Wireless is a shorthand for the Wireless Indoor Localization data set. Collected to perform experimentation on how wifi signal strengths can be used to determine one of the indoor locations. There are overall 2000 objects, and data set is divided into 4 categories, each class contains 500 objects.
Waveform21: Waveform21 and Waveform40 are different versions of the waveform with 3 classes of waves. Waveform21 contains 5000 instances with 21 attributes. There are 1657, 1647 and 1696 objects in class I, class II and class III respectively.
Waveform40: Waveform40 has 19 more noise attributes than Waveform21. Waveform40 contains 5000 instances with 40 attributes. There are 1692, 1653 and 1655 objects in class I, class II and class III respectively.
Review-Ratings: This data set is populated by capturing user ratings from Google reviews. Reviews on attractions from 24 categories across Europe are considered. The data set is divided into four clusters. There are 826, 328, 2097 and 2205 objects in class I, class II, class III and class IV respectively.
Frog-MFCC: This dataset was used in several classifications tasks related to the challenge of anuran species recognition through their calls. It is a multilabel data set with three columns of labels. The data set is divided into four clusters. There are 68, 542, 2165 and 4420 objects in class I, class II, class III and class IV respectively, each data object has 22-dimensional attributes.
Pendigits: This data set contains 10992 data objects, each object with 16 attributes. The data set is divided into ten clusters. The number of data objects contained in each cluster are in turn:1143,1143,1144,1055,1144, 1055,1056,1142,1055,1055.
Superconductivty: This data set contains 81 features extracted from 21263 superconductors, the data set is divided into 9 categories, and the data contained in each class are in order: 285, 3280,3895,4496,5792,2666,774,61,14.
2) STELLAR SPECTRAL DATA SET
LAMOST (Large Sky Area Multi-Object Fiber Spectroscopy Telescope) is a large-scale optical telescope independent designed and innovated by China and is very challenging in technology. It is also the largest infrared telescope in China. As the telescope with the highest celestial spectrum acquisition rate, LAMOST will break through this ''bottleneck'' of spectral observation in astronomical research and become the most powerful spectral survey telescope. It is a powerful tool for large field of view and large sample astronomical research. The most prominent feature of the LAMOST telescope is the large-diameter (4 m) and large field of view (5 degrees), and a super-large-scale spectral observation system consisting of 4000 optical fibers. LAMOST has made great contributions to the spectral survey of extraterrestrial objects including tens of millions of galaxies, quasars and hanoi celestial body that having a large number of stars.
In recent years, with the continuous implementation of the large-scale sky survey [21] - [23] and appearance of new observation technologies, we acquire mass large database, of which LAMOST pilot survey releases more than 480,000 spectroscopic data, which includes starts, galaxies, quasars and some unknown type of heavenly bodies. This experimental data set is the stellar spectral data provided by the National Astronomical Observatories Of China (NAOC). However, since the properties of each spectrum in the original data exceed 3000 dimensions, literature [24] is referenced to extract 1 optical absorption features, a total of 28 attributes. Here, 4694 stellar spectral are selected as the experimental data set, wherein each spectrum contains 28-dimensional attributes, and each attribute value corresponds to the spectral flow at the wavelength. The introduction of data sets are summarized in Table 1 .
B. EXPERIMENTAL EVALUATION METHOD
In order to evaluate the efficiency of the clustering algorithm, three external methods of evaluation, namely, accuracy (AC), precision (PR) and recall (RE) are used in the following experiments. In order to define the three kinds of evaluation indexes, the following quantities are needed.
K -the number of classes of the data, which is known; a i -the number of objects that are correctly assigned to the class C i (1 ≤ i ≤ k) ; b i -the number of objects that are incorrectly assigned to the class C i ; c i -the number of objects that should be in, but are not correctly assigned to the class C i ;
The accuracy, precision and recall are defined as
C. EXPERIMENT ON UCI DATA SETS
This part mainly includes the determination of the number of clusters K , the selection of the initial cluster centers and the comparison of the clustering results on the UCI data sets.
1) DETERMINE THE NUMBER OF CLUSTERS K
The method of determining the number of clusters K introduced in the third part is used for the UCI data set described above. The experimental results are shown in Figure 1 , among them, the number of clusters circled by the red circle is the best. By observing Figure 1 , we can accurately obtain the number of clusters on different data sets and the number of clusters meets the number of standard clusters in Table 1 .
It should be noted here that after determining the range of K according to the empirical rules 2 ≤ K ≤ n 2 , in order to visually observe the number of clusters on each data set, for some data sets containing relatively large data samples, only a partial K value is shown. The reason is that, in general, F (S, K ) will increase when the K value increases for the same UCI data sets.
2) INITIAL SEEDS SELECTED BY SIX ALGORITHMS ON UCI DATA SETS
UCI data sets are used as test data sets, experiments verify that the proposed algorithm can effectively determine the initial centers. The ICCS_K − means algorithm proposed in this paper is compared with the CH − CCFDAC algorithm [6] , the Improved K − means algorithm [7] , DPC algorithm [8] , DP_K − medoids algorithm, DPNM _K − medoids algorithm [9] , and K − means algorithm, respectively. The purpose is to test the validity of the ICCS_K − means algorithm for the initial cluster centers selection. More than 10 dimensional data sets are standardized in the process of clustering. The experiment shows the best clustering result values obtained by multiple experiments on each data set. Since the initial cluster centers selected by K − means are random, so the initial cluster centers selected by it are not summarized in Table 2. Table 2 is the initial clustering center samples selected by the other six clustering algorithms except K − means algorithm on the UCI data sets introduced in Table 1 .
By analyzing the experimental results of Table 2 , combined with the true distribution of each data set, we can see that the initial clustering centers selected by the ICCS_K − means algorithm on the Wireless, Review-Ratings, Frog-MFCC, Pendigits and Superconductivty data sets have the phenomenon that the centers are located in the same cluster. The initial cluster centers selected on the remaining seven UCI data sets are located in different clusters. The initial clustering centers selected by the CH − CCFDAC algorithm on Iris, Sonar and Biodeg data sets are located in different clusters. The initial cluster centers selected on the remaining nine data sets all have the phenomenon that the centers are in the same cluster. The initial clustering centers selected by the Improved K − means algorithm on Biodeg data set are located in different clusters. The initial cluster centers selected on the remaining eleven data sets all have the phenomenon that the centers are in the same cluster. The initial cluster centers selected by DP_K − medoids algorithm and DPNM _K − medoid on Wdbc data set are located in different clusters. The initial cluster centers selected on other eleven data sets, there is the case where the centers are located in the same cluster. The initial cluster centers selected by the DPC algorithm in the six data sets of Iris, Sonar, Heart, Biodeg, Wireless and Review-Ratings are located in different clusters, and the initial cluster centers selected on the other six data sets all exist the phenomenon that the centers are located in the same cluster. In the data sets introduced in this paper, the number of data sets that the cluster centers found by ICCS_K − means can correctly allocate in different clusters are the most, it is better than the compared algorithms in choosing cluster centers. It can be seen that the initial cluster centers selected by the ICCS_K − means algorithm are the best, which can obtain better initial cluster partitioning, accelerate the convergence speed of the algorithm, and increase the probability that the algorithm converges to the global optimal solution.
As can be seen from Figure 1 and Table 2 , the ICCS_K − means algorithm can find the true number of clusters and the corresponding initial cluster centers on the UCI data sets. Therefore, the ICCS_K − means algorithm overcomes the defects that the traditional K − means algorithm artificially specifies the number of clusters and randomly selects the initial cluster centers. Table 3 is the comparisons of the clustering results of various algorithms on the UCI data sets. Evaluation indexs mainly include accuracy (AC), precision (PR) and recall rate (RE). Among them, the bold font indicates the corresponding best experimental results. It can be seen from Table 3 that the AC, PR, and RE of the ICCS_K − means algorithm are the highest among the seven compared algorithms on the four data sets of Iris, Biodeg, Waveform21 and Waveform40. The AC and RE of ICCS_K − means algorithm are the highest among the seven compared algorithms on Sonar and Wdbc data sets, the PR of ICCS_K − means algorithm is only lower than the PR of CH − CCFDAC algorithm on Sonar data set and the PR of ICCS_K − means algorithm is higher than the other five algorithms except DP_K − medoids and DPNM _K − medoids algorithms on Wdbc data set. The AC, PR and RE of DP_K − medoids are the same as that of DPNM _K − medoids algorithms and are the highest on Heart data set, but that of the ICCS_K − means algorithm are closely following that of DP_K − medoids and DPNM _K − medoids algorithms and are higher than the other compared algorithms. The AC of ICCS_K − means algorithm is the highest among the seven compared algorithms on Review-Ratings and Frog-MFCC data sets and the PR is highest on Superconductivty data set, besides, the RE of ICCS_K − means is only lower than that of DPC algorithm on Superconductivty data set. ICCS_K − means algorithm has low AC, PR and RE on Wireless and Pendigits data sets. The reason is that the clustering center selected by the ICCS_K − means algorithm may have the phenomenon that cluster centers exist in the same cluster, which will lead to poor clustering effect.
3) COMPARISON OF EXPERIMENTAL RESULTS
In general, the ICCS_K − means algorithm proposed in this paper is superior to the other compared algorithms. Besides, as you can see, the Improved K − means, DP_K − medoids, DPNM _K − medoids and K − means algorithms have the same results on some data sets. The reason is that they are clustered by the traditional K − means algorithm after the initial center points are selected.
Since the ICCS_K − means algorithm, the CH − CCFDAC algorithm and the DPC algorithm are clustered according to the principle of the minimum distance to the cluster centers, but the other four algorithms all need multiple iterations for clustering, therefore, in general, the clustering time of the ICCS_K − means algorithm, the CH − CCFDAC algorithm and the DPC algorithm is short and not much difference, but the other four algorithms have longer clustering time. In addition, since each clustering time is not absolute, Figure 2 shows the comparison of the average clustering time obtained by ten clustering between ICCS_K − means algorithm, the CH − CCFDAC algorithm and the DPC algorithm. We can see from Figure 2 that the clustering time of the above three algorithms is close, but the clustering time of ICCS_K − means algorithm is lightly lower than other compared algorithms on most data sets.
The main reason causing the above situation is that the improved K − means algorithm has a great correlation with the distribution of the data sets, especially the order of the data points, which will have a great influence on the selection of the final center points. DP_K − mediods and DPNM _K − mediods algorithms depend on the number of nearest neighbors when calculating the data point's density, and the number of nearest neighbors has a greater effect on the final selected cluster centers. And the above three algorithms and K − means algorithm use multiple iterations in clustering, the clustering process is more complicated. The CH − CCFDAC algorithm depends on the setting of initial cutoff distance dc and the choice of the number of clusters K and the DPC algorithm strictly depends on the selection of the cutoff distance dc, which also has certain impact on the choice of the initial cluster centers. However, The algorithm in this paper selects the initial clustering centers by taking different M values multiple times, which avoids the influence of the number of the nearest neighbors on the final result. On the other hand, the algorithm in this paper is clustered according to the principle of minimum distance to the cluster centers, which is relatively simple compared to the iterative method. Therefore, the performance of other methods is not so good when experimenting with the same data set.
In summary, the ICCS_K − means algorithm proposed in this paper solves the problem of the uncertainty of the number of clusters K and the random selection of the initial cluster centers in the traditional K − means algorithm, the feasibility and effectiveness of the algorithm are verified through experiments.
D. EXPERIMENT ON STELLAR SPECTRA OF LAMOST
In this section, experiments are conducted using the LAMOST project as an application background. The experimental data is the stellar spectral data provided by NAOC. Here, 4694 stellar spectral data as experimental data set.
Since the method of determining K introduced in the third part is not suitable for spectral data, here we use theorem 1 to determine the number of clusters K of spectral data. Ideally, the corresponding K is the best when L = D, but the actual situation is that it is difficult to achieve L = D, so we use the difference between the absolute values of L and D to determine the optimal number of clusters K , that is, let Y = ||L-D||, the smaller Y is, the better the K corresponding to the Y value is, that is, the corresponding K is the best when Y is the smallest. In addition, in order to visually observe the number of clusters, only a partial K value is shown here. The reason is that, in general, for spectral data, as K increases, the Y value also increases. The number of clusters K of spectral data is shown in Figure 3 and the number of clusters meets the number of standard clusters in Table 1 .
Equidistant sampling by selecting a spacing of 400 for 4694 stellar spectral data. When M values are taken different, the data set for each trial is different, so points that have a bigger f value and appear more frequently are different. Figure 3 has determined the optimal number of clusters K of spectral data. take K = 5 here. Those points found when K = 5 (the first 5 points) as the candidate initial center points.
Since the stellar spectral data set is not a standard data set and similar spectra may appear at the same time, the initial centers cannot be directly determined by experimental. Therefore, based on the above discussion, 36 data that are most likely to be the initial center points are selected as experimental data set, then clustering them using traditional K − means clustering method, and the average value of all of objects in same class is regarded as the initial center. The selected initial cluster centers are used as the cluster centers of the whole sample, and then clustering again using the K − means algorithm in the entire sample. The spectrum of the selected final cluster centers are shown in Figure 4 . By observation, the five initial centers selected here are typical spectra in different types of spectra. The results show that the initial cluster centers of spectral data are of good agree with the actual stellar classifications.
VI. CONCLUSION
The traditional K − means clustering method is largely depended on the selection of the number of clusters K and the initial cluster centers, and they may lead to the loss of stability of the clustering results if the number of clusters and the initial cluster centers selected are not appropriate. A method for determining the number of clusters K is introduced and a new cluster centers determination method is proposed in this paper. This method usesMNN , density and distance to determine the initial cluster centers, the clustering process is improved effectively. The algorithm is validated to be high robustness through experiments. Although the process of generating a distance matrix causes a large amount of time consumption and it has randomness in selecting the distance of the MNN , these costs are affordable in practice. Besides, no matter how much M is taken, the finally initial center points does not change much, and a more stable and highquality clustering results can be reached. XUJUN ZHAO received the M.S. degree in computer science and technology from the Taiyuan University of Technology, China. He is currently pursuing the Ph.D. degree with the Taiyuan University of Science and Technology. His research interests include data mining and parallel computing. VOLUME 7, 2019 
