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Abstract
A prominent model for transportation networks is branched transport, which seeks the optimal
transportation scheme to move material from a given initial to a final distribution. The cost of the
scheme encodes a higher transport efficiency the more mass is moved together, which automatically
leads to optimal transportation networks with a hierarchical branching structure. The two major
existing model formulations, either using mass fluxes (vector-valued measures) or patterns (probab-
ilities on the space of particle paths), are rather different. Once their equivalence was established,
the analysis of optimal networks could rest on both.
The transportation cost of classical branched transport is a fractional power of the transported
mass, and several model properties and proof techniques build on its strict concavity. We generalize
the model and its analysis to the most general class of reasonable transportation costs, essentially in-
creasing, subadditive functions. This requires several modifications or new approaches. In particular,
for the equivalence between mass flux and pattern formulation it turns out advantageous to resort
to a description via 1-currents, an intuition which already Xia exploited. In addition, some already
existing arguments are given a more concise and perhaps simpler form. The analysis includes the
well-posedness, a metrization and a length space property of the model cost, the equivalence between
the different model formulations, as well as a few network properties.
Keywords: optimal transport, optimal networks, branched transport, irrigation, urban planning,
Wasserstein distance, geometric measure theory, currents
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1 Introduction
The classical theory for cost-efficient transportation of an amount of material from a given initial to a
given final mass distribution is the theory of optimal transport, first suggested by Monge in the 19th
century and substantially developed by Kantorovich in the mid 20th century. The optimal transport
problem assigns the minimum possible transport cost to each pair of initial and final mass distribution.
Here, the movement of an amount of mass from a position A to a position B contributes a transportation
cost which is proportional to the transported mass and which may depend in a rather general way on A
and B.
In the setting of classical optimal transport, all mass particles move independently from each other.
If, however, the transportation cost is only subadditive in the transported mass, which models an ef-
ficiency gain if mass is transported in bulk, then material particles start interacting, and an optimal
transportation scheme will move the particles along paths that together form ramified network struc-
tures. This can be used to model for instance biological networks such as vascular systems in plants
and animals. Two such models, in which the transportation cost (per transport distance) is a fractional
power of the transported mass w,
τ(w) = wα for some α ∈ (0, 1),
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are the so-called branched transport models by Xia [Xia03] and by Maddalena, Morel, and Solimini
[MSM03]. The model by Maddalena, Morel, and Solimini employs a Lagrangian formulation based on
irrigation patterns χ that describe the position of each mass particle p at time t by χ(p, t). The model
by Xia on the other hand uses a Eulerian formulation in which only the flux of particles is described,
discarding its dependence on the time variable t. The equivalence between both model formulations was
shown in [MS09, MS13]; a comprehensive reference is the monograph [BCM09].
In this work we generalize both branched transport models and their analysis by replacing the trans-
portation cost τ(w) = wα by a more general subadditive transportation cost as described below. We
furthermore provide a model description in terms of 1-currents, which in the special case of branched
transport had already been conceived by Xia [Xia04]. The potent measure geometric tools help to gain
a more intuitive understanding of the models and greatly reduce the effort in comparing different model
formulations. Of course, this comes at the cost of introducing the measure geometric machinery, building
on classical as well as more recent results by White [Whi99a], Smirnov [Smi93], Sˇilhavy´ [Sˇ07] or Colombo
et al. [CDRMS17]. The motivation for generalizing the choice τ(w) = wα comes from work by the current
authors [BW16] (and the subsequent studies [BRW16, BW17]) where it is shown that the so-called urban
planning model (introduced in [BB05]) can be formulated in the same setting as branched transport,
just using a different (no longer strictly concave) transportation cost.
1.1 General transportation costs
We will be concerned with transportation costs of the following form.
Definition 1.1 (Transportation cost). The transportation cost is a function τ : [0,∞) → [0,∞) such
that
1. τ(0) = 0 and τ(w) > 0 for w > 0,
2. τ is non-decreasing,
3. τ is subadditive,
4. τ is lower semi-continuous.
The transportation cost τ(w) has the interpretation of the cost per transport distance for transporting
an amount of mass w. Note that any non-decreasing concave function τ 6= 0 with τ(0) = 0 can be
chosen as a transportation cost. As mentioned above, the generalization of the choice τ(w) = wα to
more general subadditive costs is motivated by [BW16], which is concerned with a different model for
transport networks, the urban planning model, and which provides a model formulation analogous to
branched transport, just with a different transportation cost. The most well-known choices for τ are
summarized in the following example, and with this article we advocate the use of more general τ that
may be tailored to applications.
Example 1.2 (Transportation cost). Classical optimal transport, branched transport, urban planning,
and a variant of the Steiner problem can be retrieved using
1. the Wasserstein cost τ(w) = aw for some a > 0,
2. the branched transport cost τ(w) = wα for some α ∈ (0, 1),
3. the urban planning cost τ(w) = min{aw,w + ε} for some a > 1, ε > 0, or
4. the discrete cost τ(w) = 1 if w > 0 and τ(0) = 0.
Note that the properties required in Definition 1.1 are dictated by first principles: Transporting mass
has a positive cost, where the cost increases with increasing mass. Furthermore, the transport cost only
jumps when the maximum capacity of a transportation means is reached (for instance, if a lorry is fully
loaded), which implies lower semi-continuity. In addition, the transportation cost is subadditive, since
there is always the option of splitting the mass into several parts and transporting those separately. A
direct consequence is that the average transportation cost per particle is bounded below as follows.
2
Lemma 1.3 ([Laa62, Thm. 5 and its proof]). Let τ be a transportation cost and define
λτ (m) = inf
{
τ(w)
w : w ∈
(
m
2 ,m
]}
> 0
for m > 0. Then τ(w) ≥ λτ (m)w for all w ∈ [0,m].
In principle, the condition of lower semi-continuity may be dropped, however, in the mass flux-based
model formulation this would lead to the same model as taking the lower semi-continuous envelope of τ ,
while in the pattern-based formulation this would lead to non-existence of optimal networks.
An important feature of our generalization is that now also non-concave and non-strictly subadditive
transportation costs are allowed, which will complicate the analysis in parts but covers cases of interest
such as urban planning. As such, this work contains a mixture of arguments from [Xia03, MSM03,
BCM05, MS09, MS13, BW16], all transferred into this more general setting and in several places stream-
lined. In particular, any reference to the specific form of the transportation cost (which is exploited in
all of the above works) is eliminated.
1.2 Summary of main results
Given two probability measures µ+ and µ− on Rn, denoting the material source and the sink, the
Eulerian model formulation will describe the mass transport from µ+ to µ− via a vector-valued measure
F (a so-called mass flux) with divF = µ+ − µ−, which represents the material flux through each point
(cf. Definition 2.1). If F can be represented as a weighted directed graph G, whose edge weight w(~e)
represents the mass flux through edge ~e, then its cost function will be defined as (cf. Definition 2.2)
τF(G) =
∑
edges ~e of G
τ(w(~e))|~e| .
Otherwise, F will be approximated in an appropriate sense by sequences Gk of graphs transporting µk+
to µk−, and its cost will be defined via relaxation as
τF(F) = inf
{
lim inf
k→∞
τF(Gk) : (µ
k
+, µ
k
−,FGk) ∗⇀ (µ+, µ−,F)
}
.
The Lagrangian model on the other hand will describe the mass transport via a so-called irrigation pattern
χ : [0, 1]× [0, 1]→ Rn with χ(p, t) being the position of mass particle p at time t (cf. Definition 3.1). Its
cost will essentially be defined as
τP(χ) =
∫
[0,1]×[0,1]
τ(mχ(χ(p, t)))
mχ(χ(p, t))
|χ˙(p, t)|dtdp ,
where integration is with respect to the Lebesgue measure and mχ(x) denotes the total amount of all
mass particles p travelling through x (cf. Definition 3.3). One is interested in the following.
Problem 1.4 (Flux and pattern optimization problem). Given µ+ and µ−, the problems of finding an
associated optimal mass flux and irrigation pattern are
min{τF(F) : F is a mass flux from µ+ to µ−} ,
min{τP(χ) : χ is an irrigation pattern moving µ+ to µ−} .
(1.1)
We show (in different order)
• that under some growth condition on the transportation cost τ (cf. Definition 2.11) both problems
in (1.1) are well-posed, that is, they admit minimizers (cf. Corollary 2.20 and Corollary 4.4),
• that both problems in (1.1) have the same minimum (cf. Corollary 4.4), where a minimizer of one
induces a minimizer of the other and optimal mass flux F and irrigation pattern χ are related via∫
Rn
ϕ · dF =
∫
[0,1]×[0,1]
ϕ(χ(p, t)) · χ˙(p, t) dtdp for all appropriate test functions ϕ,
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• that the minimum value dτ (µ+, µ−) of (1.1) induces a metric on the space of probability measures
that metrizes weak-∗ convergence (cf. Corollary 2.24),
• that the metric dτ is induced by shortest paths in the space of probability measures (cf. Corollary 2.27),
• that the optimal mass flux F decomposes into F = θH1xS + F⊥ for a countably 1-rectifiable set
S ⊂ Rn, θ : S → Rn, and a diffuse part F⊥ (cf. Proposition 2.32) such that the cost turns into
τF(F) =
∫
S
τ(|θ(x)|) dH1(x) + τ ′(0)|F⊥|(Rn) ,
• and that the optimal irrigation pattern χ has mχ > 0 only on a countably 1-rectifiable set S ⊂ Rn
and its cost is (cf. Proposition 3.19)
τP(χ) =
∫
S
τ(mχ(x)) dH1(x) + τ ′(0)
∫
[0,1]
H1(χ(p, [0, 1]) \ S) dp .
In several places the key idea is to reinterpret the Eulerian formulation as an optimization problem on
1-currents with prescribed boundary. Along the way some properties of transportation networks and the
models themselves are shown; for instance, unlike in branched transport it is in general no longer true
that optimal transportation networks have a tree-like structure. Our analysis also serves as a preparation
for a further study in which we will introduce yet another model formulation quite different from the
ones considered here and very much akin to the original formulation of urban planning.
1.3 Notation
Throughout the article, we will use the following notation.
• Lm denotes the m-dimensional Lebesgue measure.
• Hm denotes the m-dimensional Hausdorff measure.
• fbm(Rn) denotes the set of nonnegative finite Borel measures on Rn. Notice that these measures
are countably additive and also regular by [Rud87, Thm. 2.18]. The total variation measure of
µ ∈ fbm(Rn) is defined as |µ|(A) = sup{∑∞i=1 |µ(Ai)| : Ai ⊂ A measurable and disjoint }. The
total variation norm of µ then is |µ|(Rn).
• rca(Rn;Rn) denotes the set of Rn-valued regular countably additive measures on Rn. The total
variation measure of F ∈ rca(Rn;Rn) and its total variation norm are |F| and |F|(Rn), respectively.
• Weak-∗ convergence on fbm(Rn) or rca(Rn;Rn) is indicated by ∗⇀.
• The support sptµ of a measure µ in fbm(Rn) or rca(Rn;Rn) is the smallest closed set B with
|µ|(Rn \B) = 0.
• The restriction of a measure µ in fbm(Rn) or rca(Rn;Rn) to a measurable set B is the measure
defined by µxB(A) = µ(A ∩B) for all measurable sets A.
• The pushforward of a measure µ on X under a measurable map T : X → Y is the measure defined
by T#µ(A) = µ(T
−1(A)) for all measurable sets A.
• The Dirac mass in x ∈ Rn is the measure δx(A) = 1 if x ∈ A and δx(A) = 0 else.
• The Wasserstein-1-metric W1(µ+, µ−) between two measures µ+, µ− ∈ fbm(Rn) of equal mass is
defined as W1(µ+, µ−) = sup{
∫
Rn f d(µ+ − µ−) : f Lipschitz with constant ≤ 1}. It metrizes
weak-∗ convergence on the space of nonnegative finite Borel measures with equal mass.
• I = [0, 1] denotes the unit interval.
• AC(I;Rn) denotes the set of absolutely continuous functions f : I → Rn.
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• Lip(I;Rn) denotes the set of Lipschitz functions f : I → Rn.
• The characteristic function of a set A is defined as 1A(x) = 1 if x ∈ A and 1A(x) = 0 else.
• Λm(V ) and Λm(V ) denote the vector spaces of m-vectors and alternating m-linear forms in the
vector space V , respectively [Fed69, 1.3-4]. In detail, Λm(V ) is the quotient space of the m-fold
tensor product of V with respect to the identification x ⊗ x = 0 for all x ∈ V , and Λm(V )
is its dual. If V is equipped with an inner product, then an inner product of two m-vectors
v1∧ . . .∧vm, w1∧ . . .∧wm ∈ Λm(V ) is defined by (v1∧ . . .∧vm, w1∧ . . .∧wm)Λm(V ) = det((vi ·wj)ij ,
which induces a norm ‖ · ‖ on Λm(V ). The corresponding operator norm on Λm(V ) is also denoted
‖ · ‖.
• Cm (with varying domain and range specifications) denotes the vector space of m times boundedly
and continuously differentiable functions with norm ‖ · ‖Cm being the supremum over the domain
of all absolute derivatives up to order m. For instance, C0 denotes the space of bounded continuous
functions.
• Cc and C∞c denote the set of continuous and smooth functions with compact support, respectively.
The article is organized as follows. Section 2 introduces the Eulerian model formulation and examines
properties of optimal transportation networks. Furthermore, the metrization and the length space prop-
erty are shown in that section. Section 3 then introduces the Lagrangian model formulation via irrigation
patterns, and the equivalence between Eulerian and Lagrangian formulation is proved in Section 4.
2 Eulerian model for transportation networks
We start by recapitulating the model formulation due to Xia [Xia03] and subsequently analyse its prop-
erties in our more general setting. In large but not all parts we can follow the original arguments by
Xia.
2.1 Model definition
Here, transportation networks are described with the help of graphs. First only transport between
discrete mass distributions is considered, and then general transportation problems are obtained via a
relaxation technique.
Definition 2.1 (Mass flux). 1. A discrete finite mass shall be a nonnegative measure of the form
µ =
∑k
i=1 aiδxi with k ∈ N, ai > 0, xi ∈ Rn.
2. Let µ+, µ− be discrete finite masses with µ+(Rn) = µ−(Rn). A discrete mass flux between µ+
and µ− is a weighted directed graph G with vertices V (G), straight edges E(G), and edge weight
function w : E(G)→ [0,∞) such that the following mass preservation conditions hold,
µ+({v}) +
∑
e∈E(G)
e−=v
w(e) = µ−({v}) +
∑
e∈E(G)
e+=v
w(e) for all v ∈ V (G) ∪ sptµ+ ∪ sptµ−, (2.1)
where e+ and e− denote the initial (source) and final (sink) point of edge e.
3. The flux associated with a discrete mass flux G is given by
FG =
∑
e∈E(G)
w(e)µe , (2.2)
where every edge e ∈ E(G) with direction eˆ = e−−e+|e−−e+| was identified with the vector measure
µe = (H1xe) eˆ. Equation (2.1) is equivalent to divFG = µ+ − µ− (in the distributional sense).
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4. A vector measure F ∈ rca(Rn;Rn) is a mass flux between two nonnegative measures µ+ and
µ− (also known as transport path), if there exist sequences of discrete finite masses µk+, µ
k
− with
µk+
∗
⇀ µ+, µ
k
−
∗
⇀ µ− and a sequence of fluxes FGk with FGk ∗⇀ F , divFGk = µk+ − µk−. A
sequence (µk+, µ
k
−,FGk) satisfying these properties is called approximating graph sequence, and we
write (µk+, µ
k
−,FGk) ∗⇀ (µ+, µ−,F). Note that divF = µ+− µ− follows by continuity with respect
to weak-∗ convergence.
In the above, µ+ has the interpretation of the initial material distribution or mass source, while µ−
represents the final distribution or sink. The edge weight w(e) indicates the amount of mass flowing along
edge e so that (2.1) expresses mass conservation on the way from initial to final distribution. Indeed,
(2.1) implies that the Dirac locations of µ+ and µ− form vertices as well and that at every vertex v the
total mass influx equals the total outflux. Thus, a mass flux essentially encodes how the mass moves
from µ+ to µ−, and it can be associated with a cost.
Definition 2.2 (Cost functional). 1. Given a transportation cost τ , the cost function of a discrete
mass flux G between µ+ and µ− is
τF(G) =
∑
e∈E(G)
τ(w(e)) l(e) ,
where l(e) is the length of edge e.
2. The cost function of a mass flux F between µ+ and µ− is defined as
τF(F) = inf
{
lim inf
k→∞
τF(Gk) : (µ
k
+, µ
k
−,FGk) ∗⇀ (µ+, µ−,F)
}
. (2.3)
We furthermore abbreviate
J τ,µ+,µ− [F ] =
{
τF(F) if divF = µ+ − µ−,
∞ else.
3. Given µ+, µ− ∈ fbm(Rn), the transport problem is to find the solution F of
dτ (µ+, µ−) = minF∈rca(Rn;Rn)
J τ,µ+,µ− [F ] ,
where dτ is called cost distance.
We close this section with two lemmas showing that we may always restrict ourselves to probability
measures with support on (−1, 1)n. Therefore, throughout the article and without loss of generality we
will assume any source or sink to lie in
P = {µ ∈ fbm(Rn) : µ(Rn) = 1, sptµ ⊂ [−1, 1]n} .
Lemma 2.3 (Mass rescaling). Let µ+, µ− ∈ fbm(Rn) with µ+(Rn) = µ−(Rn) = m, and let τ be a
transportation cost and F ∈ rca(Rn;Rn) a mass flux. We have
J τ,µ+,µ− [F ] = mJ τ,µ+,µ− [F ] for
µ± = µ±/m , τ(w) = τ(mw) , F = F/m .
In particular, τ is a valid transportation cost. Furthermore, in (2.3) we may restrict to approximating
graph sequences with µk±(Rn) = µ±(Rn).
Proof. That τ represents a valid transportation cost is straightforward to check. Likewise, it is easy to see
that there is a one-to-one relation between approximating graph sequences (µk+, µ
k
−,FGk) ∗⇀ (µ+, µ−,F)
and approximating graph sequences (µk+, µ
k
−,FGk)
∗
⇀ (µ+, µ−,F) via µk± = µk±/m and Gk = Gk/m (the
latter means that all edge weights are divided by m). Furthermore, τF(Gk) = mτF(Gk), which together
with the above directly implies the first statement.
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As for the last statement, consider an approximating graph sequence (µk+, µ
k
−,FGk) ∗⇀ (µ+, µ−,F)
and set λk = µ±(Rn)/µk±(Rn). Due to the continuity of µk±(Rn) with respect to weak-∗ convergence
we have λk → 1 as k → ∞. Now it is straightforward to see that another valid approximating graph
sequence is obtained as (µ˜k+, µ˜
k
−, G˜k) = (λkµ
k
+, λkµ
k
−, λkFGk) if λk ≤ 1 and (µ˜k+, µ˜k−, G˜k) = (µk+ + (1 −
λk)δ0, µ
k
− + (1− λk)δ0,FGk) else. However, lim infk→∞ τF(G˜k) ≤ lim infk→∞ τF(Gk).
Lemma 2.4 (Domain rescaling). Let µ+, µ− ∈ fbm(Rn) with sptµ+, sptµ− ⊂ [−s, s]n, and let τ be a
transportation cost and F ∈ rca(Rn;Rn) a mass flux. We have
J τ,µ+,µ− [F ] = sJ τ,µ+,µ− [F ] for µ± = ( 1s id)#µ± , F = ( 1s id)#F .
Furthermore, in (2.3) we may restrict to approximating graph sequences with sptµk±, V (Gk) ⊂ [−s, s]n.
Proof. Again there is a one-to-one relation between approximating graph sequences (µk+, µ
k
−,FGk) ∗⇀
(µ+, µ−,F) and approximating graph sequences (µk+, µk−,FGk)
∗
⇀ (µ+, µ−,F) via µk± = ( 1s id)#µk± and
Gk = (
1
s id)#Gk (the latter means that all vertex coordinates and edges are rescaled by
1
s ). Furthermore,
τF(Gk) = sτF(Gk), which implies the first statement.
As for the last statement, it is straightforward to see that for any approximating graph sequence
(µk+, µ
k
−, Gk)
∗
⇀ (µ+, µ−,F) we may project the Dirac locations of µk± and the vertices of Gk orthogonally
onto [−s, s], resulting in a modified approximating graph sequence with non-greater cost. Indeed, the
edge lengths (and thus also the cost functional) are at most decreased, and µk±
∗
⇀ µ± still holds after
the modification.
2.2 Existence of minimizers and their properties
We will see that under certain growth conditions there will always be an optimal mass flux between any
two measures µ+, µ− ∈ fbm(Rn) with bounded support. To this end we first show that optimal discrete
mass fluxes never have cycles.
Lemma 2.5 (Acyclicity of discrete mass fluxes). For any discrete mass flux G there exists an acyclic
discrete mass flux Gλ with same initial and final measure and τF(Gλ) ≤ τF(G).
Proof. Suppose that there is a single cycle L ⊂ E(G), that is, a loop of edges with consistent direction
and positive weight. For λ = min{w(e) : e ∈ L} consider the graph Gλ whose edge weights are given by
wλ(e) =
{
w(e) e /∈ L,
w(e)− λ e ∈ L.
Note that the initial and final measure of Gλ are the same as of G and that Gλ no longer contains a
cycle, since one edge in L has weight 0 and can thus be removed. By the monotonicity of τ we have
τ(w − λ) ≤ τ(w) so that
τF(Gλ)− τF(G) =
∑
e∈L
[τ(w(e)− λ)− τ(w(e))]l(e) ≤ 0 .
In case of multiple cycles we just repeat this procedure until all cycles are removed.
For completeness, let us at this point also prove a stronger property of optimal discrete mass fluxes
in case of concave transportation costs τ , namely their tree structure. By tree we shall here understand
a directed graph such that from any vertex to any other vertex there exists at most one path consistent
with the edge orientations. Note that with this convention a tree may be composed of multiple disjoint
trees.
Lemma 2.6 (Tree structure of discrete mass fluxes). For any discrete mass flux G and concave trans-
portation cost τ there exists a tree Gλ with same initial and final measure and τF(Gλ) ≤ τF(G).
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Figure 1: Illustration of the counterexample from Remark 2.8. The non-tree graph has the smallest cost.
Proof. Suppose that there is a subset L ⊂ E(G) that forms a loop (not necessarily with consistent
edge orientation), and choose an orientation. Let L+ ⊂ L be the subset of edges with same orienta-
tion and L− = L \ L+. Assume that the loop orientation was chosen so that
∑
e∈L+ τ
′(w(e))l(e) ≤∑
e∈L− τ
′(w(e))l(e) (else reverse the orientation), where τ ′ shall denote an element of the supergradient
of τ . Next, for λ = min{w(e) : e ∈ L−} consider the graph Gλ whose multiplicity is given by
wλ(e) =

w(e) e /∈ L,
w(e) + λ e ∈ L+,
w(e)− λ e ∈ L−.
Note that the initial and final measure of Gλ are the same as of G and that Gλ no longer contains
the loop, since one edge in L− has weight 0 and can thus be removed. By the concavity of τ we have
τ(w ± λ) ≤ τ(w)± τ ′(w)λ so that
τF(Gλ)− τF(G) =
∑
e∈L+
[τ(w(e) + λ)− τ(w(e))]l(e) +
∑
e∈L−
[τ(w(e)− λ)− τ(w(e))]l(e)
≤ λ
∑
e∈L+
τ ′(w(e))l(e)−
∑
e∈L−
τ ′(w(e))l(e)
 ≤ 0 .
In case of multiple loops we just repeat this procedure until all loops are removed so that the resulting
graph has a tree structure.
Remark 2.7 (Strict concavity). If τ is strictly concave, the same proof shows that every optimal discrete
mass flux must have a tree structure.
Remark 2.8 (Necessity of concavity). If τ is not concave, Lemma 2.6 is false, and optimal discrete mass
fluxes with tree structure may not exist. Indeed, for δ > 0, l > 2 and a ∈ (0, 1) let
µ+ = aδ(0,0) + (1− a)δ(0,1) , µ− = aδ(l,0) + (1− a)δ(l,1) ,
as well as τ(w) = dwδ e as illustrated in Fig. 1. Note that we choose δ and a such that τ(a) = τ(1−a)− δ
and there is ε < δ with τ(a + ε) = τ(a) = τ(1 − a − ε) (Fig. 1 right). In that case, only two tree
topologies are possible, displayed in Fig. 1 left. The first one has cost τF(G1) = lτ(a) + lτ(1 − a),
while the second one has larger cost τF(G2) > τF(G1) if δ is small enough due to its longer edges and
τ(1) ≥ τ(a) + τ(1 − a) − δ. However, the nontree discrete mass flux G3 has the strictly smaller cost
τF(G3) = 2δ + lτ(a+ ε) + lτ(1− a− ε) = 2δ + lτ(a) + lτ(1− a)− lδ < τF(G1).
As a consequence of the above, the mass flux through each edge of an optimal discrete mass flux can
be bounded above.
Lemma 2.9 (Maximal mass flux). Let G be an acyclic discrete mass flux between µ+ and µ−. Then
w(e) ≤ µ+(Rn) for all e ∈ E(G).
Proof. Define the set E0 ⊂ E(G) of edges emanating from a vertex in sptµ+ without influx. Now
inductively define Ei, i = 1, 2, . . ., as follows. Given Ei, we seek a vertex v ∈ V (G) such that all
incoming edges to v are in Ei. All those edges we replace by the outgoing edges of v to obtain Ei+1.
It is straightforward to show by induction that each edge lies in at least one Ei and that the total flux
through the edges is bounded by
∑
e∈Ei w(e) ≤ 1 for all i.
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Now we are in a position to show that either the transport cost between given µ+, µ− ∈ fbm(Rn) is
infinite, or a minimizer exists.
Theorem 2.10 (Existence). Given µ+, µ− ∈ fbm(Rn) with bounded support, the minimization problem
min
F
J τ,µ+,µ− [F ]
either has a solution, or J τ,µ+,µ− is infinite.
Proof. By Lemma 2.3 and Lemma 2.4 we may assume µ+, µ− ∈ P. Let Fi ∈ rca(Rn;Rn), i = 1, 2, . . .,
be a minimizing sequence with J τ,µ+,µ− [Fi] → infF J τ,µ+,µ− [F ], and assume the infimum cost to be
finite (else there is nothing to show). By Definition 2.1 there exists a triple of measures and a discrete
mass flux (µi+, µ
i
−, Gi) such that
τF(Gi) ≤ τF(Fi) + 2−i , W1(µi+, µ+) + W1(µi−, µ−) ≤ 2−i , divFGi = µi+ − µi− .
Thanks to Lemma 2.5 we can modify the Gi to become acyclic without violating the above properties.
Due to Lemma 2.9 we know w(e) ≤ µ+(Rn) = 1 for every edge e ∈ E(Gi) so that by Lemma 1.3 we have
τ(w(e)) ≥ λτ (1)w(e). Therefore we obtain that
|FGi |(Rn) =
∑
e∈E(Gi)
w(e)l(e) ≤ 1λτ (1)
∑
e∈E(Gi)
τ(w(e))l(e) = 1λτ (1)τF(Gi)
is uniformly bounded. Furthermore, by Lemma 2.4 we may assume the Gi or FGi to lie inside [−1, 1]n.
Thus, we can extract a weakly-* converging subsequence (still indexed by i for simplicity) so that we
have (µi+, µ
i
−,FGi) ∗⇀ (µ+, µ−,F) for some F ∈ rca(Rn;Rn) with divF = µ+ − µ− and
J τ,µ+,µ− [F ] = τF(F) ≤ lim inf
i→∞
τF(Gi) = inf
F˜
J τ,µ+,µ− [F˜ ] .
Under certain growth conditions on τ (depending on the space dimension n) one can always guarantee
the existence of a finite cost mass flux and thus existence of minimizers. We will call the corresponding
transportation costs admissible.
Definition 2.11 (Admissible transportation costs). A transportation cost τ is called admissible, if it is
bounded above by a concave function β : [0,∞)→ [0,∞) with ∫ 1
0
β(w)
w2−1/n dw <∞.
Remark 2.12 (Invariance under mass rescaling). The definition of admissibility is invariant under the
transformation τ 7→ τ from Lemma 2.3 and thus independent of the total mass of sources and sinks.
Remark 2.13 (Continuity). Obviously, admissible transportation costs are continuous in 0 and thus
automatically continuous everywhere by [Kuc09, Thm. 16.2.1].
Example 2.14 (Admissible transportation costs). 1. The Wasserstein cost and the urban planning
cost are admissible.
2. The branched transport cost τ(w) = wα is admissible for α > 1− 1n .
3. The transportation cost τ(w) = w
1−1/n
| logw|γ with γ > 1 is admissible.
For proving existence of finite cost mass fluxes we will need to express the admissibility in a different,
less compact form.
Lemma 2.15 (Admissible transportation costs). A transportation cost τ is admissible if and only if it
is bounded above by a concave function β : [0,∞)→ [0,∞) with
Sβ(n) =
∞∑
k=1
Sβ(n, k) <∞ , Sβ(n, k) = 2(n−1)kβ (2−nk) .
9
2s
x x
Figure 2: Sketch of the elementary dyadic mass flux Gµ,s,x (left) and of the dyadic graph G
3
µ (right).
The flux through the shortest (lowest level) edges equals the mass of µ inside the little square around
each edge.
Proof. The function β must be non-decreasing (else we could not have τ ≥ 0). Thus we have
21−nSβ(n) ≤ 21−n
∞∑
k=1
∫ k
k−1
2(n−1)(x+1)β
(
2−nx
)
dx =
∫ ∞
0
2(n−1)xβ
(
2−nx
)
dx
= 2n−1
∞∑
k=0
∫ k+1
k
2(n−1)(x−1)β
(
2−nx
)
dx ≤ 2n−1Sβ(n) + 20β(20)
so that Sβ(n) <∞ is equivalent to ∫∞
0
2(n−1)xβ (2−nx) dx <∞. Now the change of variables w = 2−nx
yields ∫ ∞
0
2(n−1)xβ
(
2−nx
)
dx = − 1
n log 2
∫ 0
1
β(w)
w2−1/n
dw .
We will prove existence of finite cost networks by construction using the following components.
Definition 2.16 (n-adic mass fluxes). For a given measure µ ∈ fbm(Rn) we define the following.
1. An elementary n-adic mass flux for µ of scale s, centred at x, is defined as Gµ,s,x with
V (Gµ,s,x) = {x} ∪ {x+ v : v ∈ {−s, s}n} ,
E(Gµ,s,x) = {[x, x+ v] : v ∈ {−s, s}n} ,
w([x, x+ v]) = µ(x+ v + (−s, s]n) for every v ∈ {−s, s}n ,
where [a, b] denotes the straight edge from a ∈ Rn to b ∈ Rn.
2. A n-adic mass flux for µ of k levels and scale s, centred at x, is defined inductively as
G1µ,s,x = Gµ,s,x , G
k
µ,s,x = Gµ,s,x ∪
⋃
v∈{−s,s}n
Gk−1µ,s/2,x+v ,
where the union of graphs is obtained by taking the union of all vertices and all wheighted directed
edges. We will write Gkµ = G
k
µ,1,0. The k
th level of Gkµ is defined as the graph
F kµ = G
k
µ \Gk−1µ if k > 1 and F kµ = G1µ else .
3. Let L(Gkµ) = {21−kv : v ∈ {−2k + 1,−2k + 3, . . . , 2k − 3, 2k − 1}n} denote the leaves of Gkµ. The
k-level approximation of µ is defined as
P k(µ) =
∑
v∈L(Gkµ)
µ(v + (−21−k, 21−k]n)δv .
An illustration of the mass fluxes in two dimensions is provided in Fig. 2. It is straightforward to
see that F kµ is a discrete mass flux between P
k−1(µ) and P k(µ). Likewise, the n-adic mass flux Gkµ is a
discrete mass flux between P 0(µ) = µ((−2, 2]n)δ0 and P k(µ).
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Remark 2.17 (Convergence of k-level approximation). If µ has support inside (−2, 2]n, then P k(µ) ∗⇀ µ
as k →∞. Indeed, we have
W1(µ, P
k(µ)) ≤ µ(Rn)21−k√n ,
since every mass particle has to travel at most 21−k
√
n. The convergence now follows from the fact that
W1 metrizes weak-∗ convergence.
Proposition 2.18 (Cost of n-adic mass flux). If τ is an admissible transportation cost with upper bound
β and µ ∈ P, then τF(F kµ ) ≤ 2
√
nSβ(n, k) and τF(G
k
µ) ≤ 2
√
nSβ(n).
Proof. The cost of τF(F
k
µ ) can be calculated as
τF(F
k
µ ) =
∑
e∈E(Fkµ )
l(e)τ(w(e)) =
√
n21−k
∑
e∈E(Fkµ )
τ(w(e)) ≤ 2√n2−k
∑
e∈E(Fkµ )
β(w(e)) .
Since β is concave and
∑
e∈E(Fkµ ) w(e) = 1 we have
∑
e∈E(Fkµ )
β(w(e)) = 2nk
∑
e∈E(Fkµ )
2−nkβ(w(e)) ≤ 2nkβ
 ∑
e∈E(Fkµ )
2−nkw(e)
 ≤ 2nkβ(2−nk)
by Jensen’s inequality, where 2nk is the number of edges in E(F kµ ). Thus we obtain
τF(F
k
µ ) ≤ 2
√
n2(n−1)kβ(2−nk) = 2
√
nSβ(n, k) and
τF(G
k
µ) =
k∑
j=1
τF(F
j
µ) ≤ 2
√
nSβ(n) .
We are now in a position to prove the existence of a mass flux with finite cost.
Corollary 2.19 (Existence of finite cost mass fluxes). If τ is an admissible transportation cost and
µ+, µ− ∈ fbm(Rn) with µ+(Rn) = µ−(Rn) and bounded support, then there exists a mass flux F with
J τ,µ+,µ− [F ] <∞.
Proof. By Lemma 2.3 and Lemma 2.4 we may assume µ+, µ− ∈ P. Consider the sequence of graphs
given by
Gk = −Gkµ+ ∪Gkµ− , k = 1, 2, . . . ,
where −G for a graph G shall be the same graph with reversed edges. Obviously, Gk is a discrete mass
flux between the k-level approximations µk+ = P
k(µ+) and µ
k
− = P
k(µ−) of µ+ and µ−. The total
variation of FGk is uniformly bounded,
|FGk |(Rn) ≤
k∑
j=1
∑
e∈E(F jµ)
l(e)w(e) =
k∑
j=1
√
n21−j ≤ 2√n ,
and we have sptFGk ⊂ [−2, 2]n so that a subsequence of FGk (for simplicity still indexed by k) converges
to some F ∈ rca(Rn;Rn). Thus we have (µk+, µk−,FGk) ∗⇀ (µ+, µ−,F) (by Remark 2.17) and τF(Gk) ≤
τF(−Gkµ+) + τF(Gkµ+) ≤ 4
√
nSβ(n) (by Proposition 2.18), which by Definition 2.2 implies the desired
result.
Corollary 2.20 (Existence). Given µ+, µ− ∈ fbm(Rn) with µ+(Rn) = µ−(Rn) and bounded support
and an admissible τ , the minimization problem minF J τ,µ+,µ− [F ] has a solution.
2.3 Cost distance metrizes weak-∗ convergence
In this section we generalize [Xia03, Theorem 4.2] and show that the cost distance dτ metrizes the weak-∗
topology on the space of probability measures with uniformly bounded support. First we show that up
to a constant factor, dτ can be bounded below by the Wasserstein distance.
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Figure 3: Illustration of the discrete mass fluxes from Proposition 2.22. The linethickness is proportional
to the transported mass, the dashed lines just indicate the underlying grids. All figures show the measure
µ in the background except for the third, which shows Kδ ∗ µ.
Lemma 2.21 (Lower Wasserstein bound). For some constant λ > 0 we have dτ (µ+, µ−) ≥ λW1(µ+, µ−)
for all probability measures µ+, µ−.
Proof. By Definition 2.2 and Lemma 2.3 it is sufficient to show τF(G) ≥ λW1(µ+, µ−) for any discrete
mass flux between discrete probability measures µ+ and µ−. By Lemma 2.9 we can suppose w(e) ≤ 1
for each edge e of G. Due to Lemma 1.3 we have τ(w) ≥ λτ (1)w for all w ∈ [0, 1]. Thus, denoting the
Wassertein cost by τ˜(w) = λτ (1)w, we have τF(G) ≥ τ˜F(G) ≥ dτ˜ (µ+, µ−) = λτ (1)W1(µ+, µ−).
We now prove that dτ is a distance. The proof involves constructions using the following components
(compare Fig. 3). In contrast to [Xia03], our construction involves smoothing the measures, thereby
avoiding the need of adjusting the underlying grid of discrete measure approximations.
Proposition 2.22 (Some discrete mass fluxes). Let Kδ be a convolution kernel with compact support in
B δ
3
(0) (the ball of radius δ3 around the origin), δ < 1, let µ, ν ∈ fbm(Rn) be probability measures with
support in (−2, 2)n, and let τ be an admissible transportation cost with upper bound β.
• There exists a discrete mass flux Gk,mµ , k < m, between P k(µ) and Pm(µ) with cost
τF(G
k,m
µ ) ≤ 2
√
n
m∑
j=k+1
Sβ(n, j) .
• There exists a discrete mass flux Gk;δµ between P k(µ) and P k(Kδ ∗ µ) with cost
τF(G
k;δ
µ ) ≤ (δ + 22−k
√
n)τ(1) .
• If µ is a finite discrete mass, there is a discrete mass flux Gkµ between µ and P k(µ) with cost
τF(G
k
µ) ≤
√
n21−kτ(1) .
• If µ, ν are finite discrete masses, there is a discrete mass flux Gµ,ν between them with cost
τF ≤ 2
√
nτ(|µ− ν|(Rn)) .
Proof. 1. The graph Gk,mµ can obviously be chosen as G
k,m
µ = F
k+1
µ ∪ . . . ∪ Fmµ with cost
τF(G
k,m
µ ) =
m∑
j=k+1
τF(F
j
µ) = 2
√
n
m∑
j=k+1
Sβ(n, j) .
2. Any mass particle of µ is moved at most by δ during the convolution. Furthermore, the projection
P k moves each particle at most by 21−k
√
n. Thus the maximum distance of the same mass particle
in P k(µ) and P k(Kδ ∗µ) is δ+ 2 · 21−k
√
n. Thus as Gk;δµ we may choose the fully connected graph
on the grid underlying the projection P k, where each mass particle travels along the edge from its
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location in P k(µ) to its location in P k(Kδ ∗ µ). Thus, w(e) is just the total amount of particles
travelling along e, and the cost is
τF(G
k;δ
µ ) =
∑
e∈E(Gk;δµ )
l(e)τ(w(e)) ≤ (δ + 22−k√n)
∑
e∈E(Gk;δµ )
τ(w(e)) ≤ (δ + 22−k√n)τ(1) .
3. Gkµ simply connects each Dirac mass with is position after the projection P
k. Since each mass is
moved by at most
√
n21−k, τF(Gkµ) ≤
√
n21−k
∑
v∈sptµ τ(µ({v})) ≤
√
n21−kτ(1).
4. As Gµ1,µ2 we chose the discrete mass flux G which transports each point mass in µ to the origin
along a straight line and then moves mass from the origin to each point mass in ν along a straight
line. In detail, V (G) = {0} ∪ sptµ ∪ sptν, E(G) = {[v, 0] : v ∈ sptµ} ∪ {[0, v] : v ∈ sptν},
and w([v, 0]) = max{0, µ({v}) − ν({v})}, w([0, v]) = max{0, ν({v}) − µ({v})}. The cost can be
calculated as
τF(G) ≤
∑
v∈V (G)\{0}
|v|τ(|µ({v})−ν({v})|) ≤ 2√n
∑
v∈V (G)\{0}
τ(|µ({v})−ν({v})|) ≤ 2√nτ(|µ−ν|(Rn)) .
Corollary 2.23 (Upper Wasserstein bound). Let µi
∗
⇀ µ as i → ∞ for µi, µ ∈ P. Then dτ (µi, µ) → 0
for any admissible τ .
Proof. Let k ≥ 1, δ > 0, and consider the discrete mass flux Gmi = (−Gk,mµi )∪Gk;δµi ∪GPk(Kδ∗µi),Pk(Kδ∗µ)∪
(−Gk;δµ ) ∪ Gk,mµ between P k(µi) and P k(µ), then (Pm(µi), Pm(µ),FGmi ) for m = k + 1, k + 2, . . . is an
approximating graph sequence so that
dτ (µi, µ) ≤ lim inf
m→∞ τF(G
m
i )
≤ lim inf
m→∞ τF(G
k,m
µi ) + τF(G
k;δ
µi ) + τF(GPk(Kδ∗µi),Pk(Kδ∗µ)) + τF(G
k;δ
µ ) + τF(G
k,m
µ )
≤ 4√n
∞∑
j=k+1
Sβ(n, j) + 2(δ + 22−k
√
n)τ(1) + 2
√
nτ(|P k(Kδ ∗ µi)− P k(Kδ ∗ µ)|(Rn)) .
Since Kδ ∗ µi → Kδ ∗ µ strongly in fbm(Rn) and thus P k(Kδ ∗ µi)−P k(Kδ ∗ µ)→ 0 strongly as i→∞,
we obtain lim supi→∞ dτ (µi, µ) ≤ 4
√
n
∑∞
j=k+1 S
β(n, j) + 2(δ+ 22−k
√
n)τ(1). The result now follows by
letting δ → 0 and k →∞.
Note that above the convolution was used since it turns weak into strong convergence and thus allows
a simple cost estimate from above.
Corollary 2.24 (Metrization property). The cost distance dτ for an admissible transportation cost τ
metrizes weak-∗ convergence on P.
Proof. We have already shown that µi
∗
⇀ µ is equivalent to dτ (µi, µ) = 0 (where one direction follows
from Corollary 2.23, the other from Lemma 2.21 and the metrization of weak-∗ convergence by W1). It
only remains to show that dτ satisfies the triangle inequality (the symmetry is straightforward). To this
end, consider µ, ν, ξ ∈ P as well as approximating graph sequences
(µi, ξ
l
i,FGli) with dτ (µ, ξ) = limi→∞ τF(G
l
i) ,
(ξri , νi,FGri ) with dτ (ξ, ν) = limi→∞ τF(G
r
i ) .
We now define the discrete mass flux Gki , k = 1, 2, . . ., between µi to νi via
Gki = G
l
i ∪Gkξli ∪G
k;δ
ξli
∪GPk(Kδ∗ξli),Pk(Kδ∗ξri ) ∪ (−G
k;δ
ξri
) ∪ (−Gkξri ) ∪G
r
i .
Repeating the calculation from the previous corollary, we have
τF(G
k
i ) ≤ τF(Gli) + τF(Gri ) +
√
n22−kτ(1) + 2(δ+ 22−k
√
n)τ(1) +
√
nτ(|P k(Kδ ∗ ξli)−P k(Kδ ∗ ξri )|(Rn)) .
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Now, for fixed i we choose k = k(i) large enough such that τF(G
k(i)
i ) ≤ τF(Gli) + τF(Gri ) + 2δτ(1) + ε.
Obviously, (µi, νi,FGk(i)i ) is an approximating graph sequence for transport from µ to ν, and
dτ (µ, ν) ≤ lim inf
i→∞
τF(G
k(i)
i ) ≤ dτ (µ, ξ) + dτ (ξ, ν) + 2δτ(1) + ε .
The result now follows by the arbitrariness of ε, δ > 0.
2.4 Length space property
Here we show that for an admissible transportation cost τ , the space P with metric dτ is a length space,
that is, the distance between any two elements µ+, µ− ∈ P is induced by a shortest connecting path. To
this end we show that any µ+, µ− ∈ P admit a point µ ∈ P in between, which means µ 6= µ+, µ− and
dτ (µ+, µ−) = dτ (µ+, µ) + dτ (µ, µ−). A simple construction of this point uses the following concept.
Definition 2.25 (Graph paths). Let G be an acyclic discrete mass flux between µ+, µ− ∈ fbm(Rn).
1. A path in G is a sequence ξ = (e1, . . . , ek) of edges e1, . . . , ek ∈ E(G) such that e+i = e−i−1 for
i = 2, . . . , k, where e+ and e− denote the initial and final point of edge e.
2. A maximal path in G is a path that begins in a vertex v+ ∈ sptµ+ and ends in a vertex v− ∈ sptµ−.
The set of maximal paths is denoted Ξ(G).
3. The weight w(ξ) of all paths ξ ∈ Ξ(G) is defined by the system of equations
w(e) =
∑
e∈ξ
w(ξ), e ∈ E(G) ,
whose solvability follows from [Xia03, Lemma 7.1].
Proposition 2.26 (Measure in between). Let µ+, µ− ∈ P and τ be admissible, then there exists a
measure µ in between µ+ and µ− with respect to dτ .
Proof. Let (µk+, µ
k
−,FGk) ∗⇀ (µ+, µ−,F) be an approximating graph sequence with limk→∞ τF(Gk) =
dτ (µ+, µ−). By Lemma 2.5 we may assume that Gk is acyclic. We now split each Gk into a discrete
mass flux Gk+ between µ
k
+ and some µ
k ∈ fbm(Rn) as well as a discrete mass flux Gk− between µk
and µk+ such that τF(G
k) = τF(G
k
+) + τF(G
k
−). Furthermore, the splitting will be performed such that
W1(µ
k
+, µ
k),W1(µ
k
−, µ
k) ≥ 12W1(µk+, µk−).
Consider the set Ξ(Gk) of maximal paths in Gk and parameterize each path ξ ∈ Ξ(Gk) by θξ : [0, 1]→
Rn such that for any two ξ1, ξ2 ∈ Ξ(Gk) and any x ∈ θξ1([0, 1]) ∩ θξ2([0, 1]) we have θ−1ξ1 (x) = θ−1ξ2 (x).
(This can for instance be done by first parameterizing each path with constant speed and then assigning
to each vertex v ∈ V (Gk) the latest arrival time tv = max{θ−1ξ (v) : ξ ∈ Ξ(Gk), v ∈ ξ([0, 1])} ∈ [0, 1].
Now each path is reparameterized such that the parameterization along a single edge with initial point
e+ and end point e− is linear with t 7→ e+ + t−te+te−−te+ (e
− − e+).) Now define for t ∈ (0, 1) the graph
G+(t) that contains all edges of G
k whose preimage under the parameterization lies below t (if t lies
in the interior of an edge preimage, we split the edge at the corresponding point, thereby introducing
a new vertex). The graph G−(t) is defined as the complement G+(t) = Gk \ G−(t). We clearly have
τF(G
k) = τF(G+(t)) + τF(G−(t)). Furthermore, defining µ(t) = µk+− divFG+(t) ∈ fbm(Rn) it follows by
definition that G+(t) is a discrete mass flux between µ
k
+ and µ(t), while G−(t) is a discrete mass flux
between µ(t) and µk−.
Note that µ(0) = µk+ and µ(1) = µ
k
−. Since t 7→W1(µk+, µ(t)) is continuous, this implies the existence
of tk ∈ R with W1(µk+, µ(tk)) = 12W1(µk+, µk−). Now set Gk± = G±(tk) and µk = µ(tk). By Lemma 2.4 we
may assume FGk± and µk to have uniformly bounded support. Furthermore, |FGk− |(Rn) + |FGk+ |(Rn) =
|FGk |(Rn) as well as µk(Rn) = µk+(Rn) are uniformly bounded so that for a subsequence (again indexed
by k) we have
(µk+, µ
k,FGk+)
∗
⇀ (µ+, µ,F+) and (µk, µk−,FGk−)
∗
⇀ (µ, µ−,F−) .
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Due to the weak-∗ continuity of W1 we have W1(µ+, µ) = 12W1(µ+, µ−) and W1(µ, µ−) ≥W1(µ+, µ−)−
W1(µ+, µ) =
1
2W1(µ+, µ−). Finally,
dτ (µ+, µ) + dτ (µ, µ−) ≤ lim inf
n→∞ τF(G
k
+) + lim inf
n→∞ τF(G
k
−) ≤ lim inf
n→∞ τF(G
k) = dτ (µ+, µ−) ,
which together with the triangle inequality yields the desired result.
Corollary 2.27 (Length space property). The space P with metric dτ for an admissible τ is a convex
metric space. Since it is also complete, it is a length space (see [Blu70, Def. 14.1 & Thm. 14.1] and
Menger’s theorem [GK90, p. 24]).
2.5 Explicit formula for cost function
In this section we provide a useful explicit representation of the cost function, which generalizes [Xia04,
Prop. 4.4]. After introducing the necessary notions, a few parts of the argument roughly follow [Xia04]
and [CDRMS17], though we refer to [Whi99b, Thm. 8.1] instead of using [Xia04, Thm. 2.7].
Below we restrict ourselves to flat chains over R endowed with the Euclidean norm | · |, since these
provide the necessary tools. (Note flat chains can in principle also be considered over different groups
than R, for instance over Rn with the group norm v 7→ τ(|v|).) The below definitions follow [Whi57,
Ch. V.1-3], [Fed69, Sec. 4.1-2], and [Sim83, §26-27].
Definition 2.28 (Flat chains and currents).
1. An m-dimensional polyhedron in Rn is a bounded oriented polyhedral subset of an m-dimensional
hyperplane H ⊂ Rn, which has nonempty relative interior. A polyhedral m-chain in Rn is an
expression of the form A =
∑N
j=1 ajσj with a1, . . . , aN ∈ R and σ1, . . . , σN disjoint m-dimensional
polyhedra in Rn. A refinement of A is a polyhedral m-chain of the form
∑N
j=1
∑Kj
k=1 ajσ
k
j , where
σj = σ
1
j ∪ . . . ∪ σKjj represents a disjoint partition of σj . Two polyhedral m-chains are equivalent
and identified with each other, if they have a joint refinement.
2. The boundary of a polyhedral m-chain A =
∑N
j=1 ajσj is a polyhedral (m − 1)-chain defined as
∂A =
∑N
j=1 aj∂σj , where ∂σj is the sum of the oriented faces in the relative boundary of σj .
3. The mass of a polyhedral m-chain A =
∑N
j=1 ajσj is M(A) =
∑N
j=1 |aj |Hm(σj).
4. The flat norm of a polyhedral m-chain is defined as
|A|[ = inf{M(A− ∂D) +M(D) : D is polyhedral (m+ 1)-chain} .
Essentially, if two chains are close with respect to | · |[, they mainly differ by a small deformation.
5. The completion of the vector space of polyhedral m-chains under the flat norm is the Banach space
Fm of flat m-chains. The boundary of flat m-chains is defined by extending the linear operator ∂
continuously with respect to the flat norm.
6. Any function ρ : R → R induces a functional on polyhedral m-chains (still denoted ρ) via
ρ(
∑N
j=1 ajσj) =
∑N
j=1 ajρ(aj)Hm(σj). In turn, any such functional on polyhedral m-chains in-
duces a functional ρ : Fm → [−∞,∞] via relaxation, that is, ρ(A) = inf{lim infk→∞ ρ(Ak) :
Ak is polyhedral m-chain, |Ak − A|[ → 0 as k → ∞}. Also the notion of mass is extended to Fm
in this way.
7. If a flat m-chain A has finite mass, one can define its restriction AxS to Borel sets S. For a
polygonal chain A =
∑N
j=1 ajσj and a hypercube S this is nothing else but AxS = ∑Nj=1 aj(σj∩S);
for general flat chains and Borel sets it is defined via a limiting procedure [Fle66, Sec. 4].
8. S ⊂ Rn is countably m-rectifiable if it is contained in the countable union of Lipschitz images of
Rm.
9. A flat 1-chain A is called rectifiable if there exists a countably m-rectifiable Borel set S with
A = AxS.
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10. Let Dm(Rn) be the set of smooth compactly supported differential forms of degree m with the
Fre´chet topology induced by the seminorms ‖ · ‖Ck , k = 0, 1, 2, . . .. An m-dimensional current (or
m-current) A in Rn is a continuous linear functional on Dm(Rn). The space of m-dimensional
currents in Rn is denoted Dm(Rn).
11. The boundary of anm-dimensional current A is the (m−1)-dimensional current defined via ∂A(ψ) =
A(dψ) for all ψ ∈ Dm−1(Rn), where dψ denotes the exterior derivative.
12. The mass of A ∈ Dm(Rn) is M(A) = sup{A(φ) : φ ∈ Dm(Rn), ‖φ(x)‖ ≤ 1∀x ∈ Rn}.
13. A ∈ Dm(Rn) is representable by integration if there exists a Radon measure µA ∈ fbm(Rn) and
a µA-measurable m-vectorfield ~A : Rn → Λm(Rn) with ‖ ~A‖ = 1 µA-almost everywhere such that
A(φ) =
∫
Rn〈φ(x), ~A(x)〉Λm(Rn),Λm(Rn) dµA for all φ ∈ Dm(Rn). A is called locally normal, if A and
∂A are representable by integration.
14. A ∈ Dm(Rn) is called rectifiable if it is representable by integration with µA = θHmxSA for a
countably m-rectifiable SA ⊂ Rn and a nonnegative, HmxSA-measurable scalar function θ and
~A(x) = v1∧ . . .∧ vm for an orthonormal basis {v1, . . . , vm} of the approximate tangent space of SA
at x.
Remark 2.29 (Chains, currents, and vector measures).
1. By the Riesz Representation Theorem, currents of finite mass and with finite mass boundary are
locally normal (see also [Sim83, 26.7]).
2. By [Fed69, 4.1.23 & 4.2.23], locally normal m-dimensional currents (after taking the closure with
respect to flat convergence of currents) and flat m-chains can be identified with each other. In more
detail, every polyhedralm-chain
∑N
j=1 ajσj is identified with the current φ 7→
∑N
j=1 aj
∫
σj
〈φ(x), vj1∧
. . . ∧ vjm〉dHm(x) for an orthonormal frame vj1, . . . , vjm of the oriented tangent space to σj . Fur-
thermore, the boundaries of corresponding currents and flat chains correspond to each other, and
their masses coincide.
3. Identifying Rn = Λ1(Rn) = Λ1(Rn), 1-currents A ∈ D1(Rn) which are representable by integation
coincide with vector-valued Radon measures A˜ ∈ rca(Rn;Rn). By ∂A(φ) = A(dφ) = A˜(∇φ) =
−div A˜(φ) for any φ ∈ C∞c (Rn) (where we identified R = Λ0(Rn) = Λ0(Rn)), locally normal 1-
currents (and thus flat 1-chains) are identical to vector-valued Radon measures of compact support
whose distributional divergence is a Radon measure (see also [Sˇ07, Sec. 5]). Similarly, 0-currents
A ∈ D0(Rn) which are representable by integration coincide with Radon measures A˜ ∈ rca(Rn;R).
4. If |Fj |(Rn) and |divFj |(Rn) are uniformly bounded, the weak-∗ convergence Fj ∗⇀ F in rca(Rn;Rn)
is equivalent to the convergence in the flat norm of the corresponding 1-currents or equivalently
the corresponding flat 1-chains (this is essentially a version of the compactness theorem for normal
currents; see also [Xia04, Rem. 2.2] or [Sim83, Thm. 31.2] for the analogous statement on integral
currents; note, though, that flat convergence alone does not imply boundedness of the mass but
always implies flat convergence of the boundary, while weak-∗ convergence does not imply weak-∗
convergence of the divergence but automatically implies boundedness of the mass by the uniform
boundedness principle). Indeed, identifying Rn = Λ1(Rn) = Λ1(Rn) as well as {B ∈ Rn×n :
B is skew} = Λ2(Rn) = Λ2(Rn), by [Fed69, 4.1.12] we have
|Fj −F|[ → 0 ⇔ sup{(Fj −F)(φ) : φ ∈ D(K)} → 0 ∀K ⊂ Rn
with D(K) = {φ ∈ C∞c (K;Rn) : ‖φ‖C0 ≤ 1, ‖skewDφ‖C0 ≤ 1}
for skewB = 12 (B −BT ). Since C∞c (Rn;Rn) is dense in Cc(Rn;Rn) with respect to the supremum
norm, this implies (Fj −F)(φ)→ 0 for all φ ∈ Cc(Rn;Rn) and thus Fj ∗⇀ F .
Now let Fj ∗⇀ F and |divFj |(Rn) be uniformly bounded, then any subsequence contains another
subsequence along which divFj ∗⇀ divF so that actually divFj ∗⇀ divF for the whole sequence
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as well as |divF|(Rn) <∞. Defining on C∞c (Rn;Rn) the seminorm
‖φ‖ = inf
ψ∈C∞c (Rn;Rn), ξ∈C∞c (Rn;R),
φ=ψ+∇ξ
‖ψ‖C0 + ‖ξ‖C0 ,
we obtain for all F˜ ∈ rca(Rn;Rn) and φ ∈ C∞c (Rn;Rn)
F˜(φ) = inf
ψ∈C∞c (Rn;Rn), ξ∈C∞c (Rn;R),
φ=ψ+∇ξ
F˜(ψ)− div F˜(ξ)
≤ inf
ψ∈C∞c (Rn;Rn), ξ∈C∞c (Rn;R),
φ=ψ+∇ξ
|F˜ |(Rn)‖ψ‖C0+|div F˜ |(Rn)‖ξ‖C0 ≤ ‖φ‖max{|F˜ |(Rn)+|div F˜ |(Rn)} .
Furthermore, for any bounded open K ⊂ Rn, D(K) is compact with respect to ‖ · ‖, that is, for
any ε > 0 there is a finite number of functions φ1, . . . , φNε ∈ D(K) such that for any φ ∈ D(K)
there is some i ∈ {1, . . . , Nε} with ‖φ − φi‖ < ε (the proof is identical to the proof of [Kic89,
Thm. 1(i)], replacing Lq and Lp with C0 as well as W 1,p with C0,α and extending K to a compact
domain with periodic boundary conditions). Now let ε > 0 and an arbitrary φ ∈ D(K) be given
and choose k large enough that |(Fj − F)(φi)| < ε for all i ∈ {1, . . . , Nε} and all j > k. Then,
picking i ∈ {1, . . . , Nε} with ‖φ− φi‖ < ε,
|(Fj −F)(φ)| ≤ |Fj(φ− φi)|+ |(Fj −F)(φi)|+ |F(φi − φ)|
≤ max{|Fj |(Rn), |divFj |(Rn)}‖φ− φi‖+ ε+ max{|F|(Rn), |divF|(Rn)}‖φ− φi‖ ≤ Cε
for all j > k and a fixed constant C > 0 independent of φ and ε. Since ε > 0 and φ ∈ D(K) were
arbitrary, we have sup{(Fj −F)(φ) : φ ∈ D(K)} → 0 as j →∞ and thus |Fj −F|[ → 0.
Likewise, weak-∗ convergence of scalar-valued Radon measures is equivalent to flat convergence of
the corresponding 0-currents (or flat 0-chains).
The explicit characterization of the cost τF with the help of 1-currents or flat 1-chains will make use of
the theory of rectifiable flat chains as well as of slicing, which is a technique to reduce the dimension of a
flat chain (in our case from 1 to 0). Therefore, we first prove a result on flat 0-chains to be used later in a
slicing argument. Recall that a transportation cost τ induces a functional τ on Fm via Definition 2.28(6).
Definition 2.30 (Diffuse flat 0-chain). We shall call A ∈ F0 diffuse if Ax{x} = 0 for all x ∈ Rn.
Lemma 2.31 (Lower semi-continuous envelope on diffuse 0-chains). Let τ be a transportation cost and
A ∈ F0 be of finite mass (note that A can be identified with a Radon measure by Remark 2.29) and
diffuse, then τ(A) = τ ′(0)M(A).
Proof. First let Ai be a polyhedral chain approaching A in the flat norm such that M(Ai) → M(A) as
i→∞. Due to τ(w) ≤ τ ′(0)w we have τ(A) ≤ lim infi→∞ τ(Ai) ≤ lim infi→∞ τ ′(0)M(Ai) = τ ′(0)M(A),
so it remains to show the opposite inequality.
Now let Ai =
∑Ki
k=1 θ
i
k{xik} be a polyhedral chain with |Ai − A|[ → 0 such that τ(Ai) → τ(A).
By restricting to a subsequence we may assume
∑∞
i=1 |Ai − A|[ < ∞. For a proof by contradiction,
assume τ(A) < λM(A) for λ < τ ′(0). There exists δ > 0 with τ(w) > λw for all w ∈ [0, δ]. Now cover
most of the support of A with finitely many open, pairwise disjoint hypercubes B1, . . . , BN such that∑N
i=1M(AxBj) = M(A) − ε and M(AxBj) ≤ δ for j = 1, . . . , N . For instance, one can partition
Rn into halfopen hypercubes of side length 1 and then repeatedly subdivide all of the hypercubes into
2n hypercubes of half the width until the mass of A on each hypercube is less than δ (this condition
must be met after a finite number of subdivisions, since otherwise there would be a sequence of nested
hypercubes whose side lengths decrease to zero, but whose mass stays above δ, implying a non-allowed
Dirac mass inside them). Since A is diffuse, the mass inside each hypercube does not change when only
considering its interior. Now pick N of these open hypercubes such that A is covered up to mass ε.
Since
∑∞
i=1 |Ai+1−Ai|[ <∞, by [Fle66, Lem. (2.1) & Sec. 4] the sets Bj can be positioned such that
they are “non-exceptional” so that |AixBj − AxBj |[ → 0 as i → ∞ (in fact, this is how AxBj is
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defined in [Fle66, Sec. 4]; note that Fleming uses the notation A ∩Bj). Then
τ(AixBj) = ∑xik∈Bj τ(|θik|) ≥ τ (∑xik∈Bj |θik|)
= τ(M(AixBj)) ≥ τ(min{M(AjxBj),M(AxBj)}) > λmin{M(AjxBj),M(AxBj)}
so that (exploiting the lower semi-continuity of the mass)
τ(A) = lim infi→∞ τ(Ai) ≥ lim infi→∞ τ
(
Aix⋃Nj=1Bj) ≥∑Nj=1 lim infi→∞ τ(AixBj)
> λ
∑N
j=1 lim infi→∞min{M(AjxBj),M(AxBj)} = λ∑Nj=1M(AxBj) ≥ λM(A)− ε .
Since ε was arbitrary, we obtain τ(A) ≥ λM(A), the desired contradiction.
The main result of this section may be seen as a variant of [CDRMS17], here only stated for 1-
dimensional currents (in contrast, [CDRMS17] consider functionals on m-dimensional currents, but they
restrict their analysis to rectifiable currents). It is the following characterization of the cost functional.
Proposition 2.32 (Generalized Gilbert energy). If F has bounded support, we have
J τ,µ+,µ− [F ] =
∫
S
τ(|θ(x)|) dH1(x) + τ ′(0)|F⊥|(Rn)
if divF = µ+ − µ−, |F|(Rn) < ∞, and F = θH1xS + F⊥ for some countably 1-rectifiable S ⊂ Rn, an
H1xS-measurable map θ : S → Rn tangent to S H1-almost everywhere, and F⊥ singular with respect to
H1xR for any countably 1-rectifiable R ⊂ Rn. Otherwise, J τ,µ+,µ− [F ] =∞.
Proof. Any discrete mass flux G between discrete finite masses µ± =
∑N±
j=1 a
±
j δx±j
can obviously be
identified with a polyhedral chain CG =
∑
e∈E(G) w(e)e with boundary ∂CG = −
∑N+
j=1 a
+
j {x+j } +∑N−
j=1 a
−
j {x−j }. Thus, by Definition 2.1, Definition 2.2 and Remark 2.29, a mass flux F between µ± is a
flat 1-chain with boundary µ−−µ+ (identifying F and µ± with their corresponding flat 1- and 0-chains,
respectively). Thus we have
J τ,µ+,µ− [F ] =
{
τ(F) if F ∈ F1, ∂F = µ− − µ+,
∞ else,
where τ is defined for polyhedral 1-chains as τ(
∑N
j=1 ajσj) =
∑N
j=1 τ(|aj |)H1(σj). We now proceed in
steps.
• Denote the upper m-dimensional density of a Radon measure γ on Rn in a point x ∈ Rn by
Θ∗m(γ, x) = lim supr↘0 γ(B(x, r))/V
m
r for B(x, r) the closed n-dimensional ball of radius r centred
at x and for V mr the volume of the m-dimensional ball of radius r.
• Set S = {x ∈ Rn : Θ∗1(|F|, x) > 0} and F⊥ = Fx(Rn \ S) (note that S is Borel [Edg95,
Prop. (1.1)]).
• By [Whi99a, Thm. 6.1(3)], the mapping µF : B 7→ τ(FxB) for any Borel set B is a Radon measure.
Thus we have τ(F) = µF (Rn) = µF (S ∪ (Rn \ S)) = µF (S) + µF (Rn \ S) = τ(FxS) + τ(F⊥).
• We have F⊥ ⊥ H1xR for any countably 1-rectifiable R ⊂ Rn: Let R ⊂ Rn be countably 1-
rectifiable with H1(R) < ∞, then by [Fed69, 2.10.19] and the definition of S we have |F⊥|(R) =
|F|(R \ S) ≤ 2tH1(R \ S) ≤ 2tH1(R) for any t > 0 so that |F⊥|(R) = 0. If R ⊂ Rn is countably
1-rectifiable, but H1(R) =∞, then we note that R can be covered by a countable union ⋃∞k=1Rk
of 1-rectifiable sets Rk ⊂ Rn with H1(Rk) <∞ so that again |F⊥|(R) ≤
∑∞
k=1 |F⊥|(Rk) = 0.
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• S is countably 1-rectifiable: Indeed, S = ⋃∞j=1 Sj with Sj = {x ∈ S : Θ∗1(|F|, x) ≥ 1j }, where
every Sj satisfies
|F|(Rn) ≥ |F|(Sj) ≥
∫
Sj
Θ∗1(|F|, x) dC1(x) ≥ 1
j
C1(Sj) ≥ 1
j
H1(Sj)
by [Edg95, (3.3)(a) & (1.3)], where C1 denotes the 1-dimensional covering outer measure. Thus,
FxSj is a flat 1-chain of finite mass (note that B 7→M(FxB) is a Borel function [Fle66, Sec. 4])
and finite Hausdorff size H1(Sj) and therefore rectifiable by [Whi99a, Thm. 4.1].
• Obviously, FxS is a rectifiable flat 1-chain or equivalently a rectifiable 1-dimensional current.
Consequently, it can be written as FxS = θH1xS for some (H1xS)-measurable θ : S → Rn
with θ(x) in the approximate tangent space of S at x. (Note that a decomposition of the form
F = θH1xS + F⊥ also follows from the structure theorem of divergence measure fields [Sˇ07,
Thm. 5.5].)
• We have τ(F⊥) = τ ′(0)|F⊥|(Rn): Indeed, τ(F⊥) ≤ τ ′(0)|F⊥|(Rn) follows directly from τ(w) ≤
τ ′(0)w for all w. The opposite inequality is obtained by slicing. Let Ai be a sequence of polygonal
chains converging in the flat norm to F⊥ such that τ(Ai) → τ(F⊥). Now denote by Gr(n, 1) the
Grassmannian of 1-dimensional lines in Rn, by γn,1 the Haar measure on Gr(n, 1), by pV : Rn → Rn
the orthogonal projection onto the line spanned by V ∈ Gr(n, 1), and by A ∩ p−1V ({x}) the slicing
of the flat 1-chain through p−1V ({x}) (which can be understood as the flat 0-chain as which A is
observed through (n − 1)-dimensional eyes in the (n − 1)-dimensional world p−1V ({x}); see e. g.
[Fed69, Sec. 4.3]). There is a constant c = 1/
∫
Gr(n,1)
|u · wV |dγn,1(V ) > 0 with wV being the unit
vector spanning V (we assume that a consistent orientation of wV is chosen for all V ) and u ∈ Rn
being any fixed unit vector (the constant is independent of the particular choice) such that
M(F⊥) = c
∫
Gr(n,1)
∫
R
M(F⊥ ∩ p−1V ({y})) dH1(y)dγn,1(V ) ,
τ(Ai) = c
∫
Gr(n,1)
∫
R
τ(Ai ∩ p−1V ({y})) dH1(y)dγn,1(V ) .
The second equality is [CDRMS17, (3.2)], the first is obtained as follows. Taking v = 1 and f = pV
in [Fed69, 4.3.2(2) and following statement] and identifying V with R we obtain∫
R
M(F⊥ ∩ p−1V ({y})) dH1(y) = |F⊥ · wV |(Rn) .
Thus, with Fubini we have∫
Gr(n,1)
∫
R
M(F⊥ ∩ p−1V ({y})) dH1(y)dγn,1(V ) =
∫
Gr(n,1)
|F⊥ · wV |(Rn)dγn,1(V )
=
∫
Rn
∫
Gr(n,1)
| ∂F⊥
∂|F⊥| · wV |dγn,1(V )d|F⊥| =
∫
Rn
1
c d|F⊥| = 1cM(F⊥) .
Now F⊥ ∩ p−1V ({y}) is diffuse for almost every y ∈ R (that is, it is singular with respect to any
Dirac mass). Furthermore note that (potentially after choosing a subsequence) |Ai ∩ p−1V ({y}) −
F⊥∩p−1V ({y})|[ → 0 as i→∞ for H1⊗γn,1-almost every (y, V ) ∈ R×Gr(n, 1) [CDRMS17, step 2
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in proof of Prop. 2.5]. Thus, using Lemma 2.31 and Fatou’s lemma we have
τ ′(0)M(F⊥) = c
∫
Gr(n,1)
∫
R
τ ′(0)M(F⊥ ∩ p−1V ({y})) dH1(y)dγn,1(V )
= c
∫
Gr(n,1)
∫
R
τ(F⊥ ∩ p−1V ({y})) dH1(y)dγn,1(V )
≤ c
∫
Gr(n,1)
∫
R
lim inf
i→∞
τ(Ai ∩ p−1V ({y})) dH1(y)dγn,1(V )
≤ lim inf
i→∞
c
∫
Gr(n,1)
∫
R
τ(Ai ∩ p−1V ({y})) dH1(y)dγn,1(V )
= lim inf
i→∞
τ(Ai) = τ(F⊥) .
• By [Whi99a, Sec. 6] there is an isometry betweenH1xS-measurable functions f : S → R of compact
support and flat chains of finite mass and support in S, where |f | denotes the mass density, that is,
|f | = |θ| for the rectifiable flat 1-chain FxS. Thus, by [Whi99a, Sec. 6] or [CDRMS17] we further
have τ(FxS) = ∫
S
τ(|θ(x)|) dH1(x).
• Finally, the previous two points imply that if F = θH1xS +F⊥ with the desired properties, then
τ(F) = ∫
S
τ(|θ|) dH1 + τ ′(0)|F⊥|(Rn) as desired.
3 Lagrangian model for transportation networks
In this section we recall the alternative formulation of branched transport models due to [MSM03], which
we directly extend to our more general transportation costs. For the major part of the well-posedness
analysis we only consider concave transportation costs τ ; the well-posedness for non-concave τ will follow
in Section 4 from the equivalence to the Eulerian model. Many of the involved arguments are adaptations
of [MSM03, BCM05, BCM08, MS09, BW16].
3.1 Model definition
Here, transport networks are described from a Lagrangian viewpoint, tracking for each transported mass
particle its path, where the collection of all paths is typically denoted as irrigation pattern.
Definition 3.1 (Irrigation patterns and loop-free patterns). 1. A reference space is a measure space
(Γ,B(Γ), PΓ), where Γ is a complete separable uncountable metric space, B(Γ) the σ-algebra of its
Borel sets, and PΓ a positive finite Borel measure on Γ without atoms.
The reference space can be interpreted as the collection of all particles to be transported.
2. Let I = [0, 1]. An irrigation pattern is a measurable function χ : Γ× I → Rn such that for almost
all p ∈ Γ we have χp ≡ χ(p, ·) ∈ AC(I;Rn). We say that a sequence of irrigation patterns χj
converges uniformly to χ if χj(p, ·) converges uniformly for almost all p ∈ Γ.
The function χp can be viewed as the travel path of mass particle p.
3. Let iχ0 , i
χ
1 : Γ → Rn be defined as iχ0 (p) = χ(p, 0) and iχ1 (p) = χ(p, 1). The irrigating measure and
the irrigated measure are defined as the pushforward of PΓ via i
χ
0 and i
χ
1 , respectively,
µχ+ = (i
χ
0 )#PΓ , µ
χ
− = (i
χ
1 )#PΓ .
4. An irrigation pattern χ is loop-free if χp is injective for PΓ-almost all p ∈ Γ.
Remark 3.2 (Standard space). Any complete separable metric measure space (Γ,B(Γ), PΓ) in which the
Borel measure PΓ has no atoms is known to be isomorphic as a measure space to the standard space
([0, 1],B([0, 1]),mL1x[0, 1]) with m = PΓ(Γ) (for a proof see [Roy88, Prop. 12 or Thm. 16 in Sec. 5 of
Chap. 15] or [Vil09, Chap. 1]). We may thus always assume our reference space to be the standard space
without loss of generality.
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Definition 3.3 (Cost functional). 1. For an irrigation pattern χ and every x ∈ Rn consider the set
[x]χ = {q ∈ Γ : x ∈ χq(I)}
of all particles flowing through x. The total mass flux through x is denoted
mχ(x) = PΓ([x]χ) .
2. For a transportation cost τ we define the marginal cost per particle,
rτ (w) =
{
τ(w)
w w > 0 ,
limw→0+
τ(w)
w = τ
′(0) w = 0 .
Note that the limit exists, but may be infinite [Kuc09, Thm. 16.3.3].
3. The cost function of an irrigation pattern χ is
τP(χ) =
∫
Γ×I
rτ (mχ(χ(p, t)))|χ˙(p, t)|dPΓ(p)dt
(the dot indicates differentiation with respect to the second, time-like argument). We furthermore
abbreviate
J τ,µ+,µ− [χ] =
{
τP(χ) if µ
χ
+ = µ+ and µ
χ
− = µ−,
∞ else.
4. Given µ+, µ− ∈ fbm(Rn), the transport problem is
min
χ:Γ×I→Rn
J τ,µ+,µ− [χ] .
Just like in the Eulerian setting, without loss of generality we may restrict to measures in P and
irrigation patterns on [−1, 1]n.
Lemma 3.4 (Mass and domain rescaling). Let τ be a transportation cost. Given µ+, µ− ∈ fbm(Rn) with
µ+(Rn) = µ−(Rn) = PΓ(Γ) = m and sptµ+, sptµ− ⊂ [−s, s]n, for any irrigation pattern χ : Γ× I → Rn
we have
J τ,µ+,µ− [χ] = mJ τ,µ+,µ− [χ] for µ± = µ±/m, τ(w) = τ(mw), PΓ = PΓ/m,
J τ,µ+,µ− [χ] = sJ τ,µ+,µ− [χ] for µ± = ( 1s id)#µ±, χ = χ/s.
Furthermore, if τ is concave, then for any χ with µχ± = µ± we can find a χ˜ : Γ × I → [−s, s]n with
µχ˜± = µ± and non-greater cost.
Proof. The rescaling of the energies follows by direct calculation. For the last statement we just consider
χ˜(p, t) = proj[−s,s]nχ(p, t) to be the orthogonal projection onto [−s, s]n. The result then follows from
the observation that | ˙˜χ(p, t)| ≤ |χ˙(p, t)| and rτ (mχ˜(χ˜(p, t))) ≤ rτ (mχ(χ(p, t))) (due to mχ˜(χ˜(p, t)) ≥
mχ(χ(p, t)) and the concavity of τ) for almost all (p, t) ∈ Γ× I.
Remark 3.5 (Bounded patterns for non-concave τ). Note that the condition of concavity in the last
statement of the previous lemma may in fact be dropped; this can be proved using the more explicit cost
characterization derived in Section 3.3.
3.2 Existence of minimizers and their properties
The following summary of the existence theory essentially follows the approach by Maddalena and
Solimini [MS09, MS13]. In several results we restrict ourselves to concave transportation costs τ , since
otherwise the cost functional will not be lower semi-continuous (an example will be given below). That
the optimization problem admits minimizers even for non-concave τ will follow in the next section. The
following two statements deal with the lower semi-continuity of the cost; afterwards we shall consider its
coercivity.
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Lemma 3.6 (Continuity properties of mχ). Let χk be a sequence of irrigation patterns converging
uniformly to χ, and let tk ∈ I such that tk → t. Then, for almost all p ∈ Γ,
mχ(χ(p, t)) ≥ lim sup
k→∞
mχk(χk(p, tk)) .
Proof. Fix p ∈ Γ such that χp ∈ AC(I;Rn) and χk(p, ·)→ χ(p, ·) uniformly, and define the sets
A =
∞⋂
n=1
An , An =
⋃
k≥n
[χk(p, tk)]χk .
Recall that A = lim supk→∞[χk(p, tk)]χk and PΓ([χk(p, tk)]χk) = mχk(χk(p, tk)) so that
PΓ(A) = lim
n→∞PΓ(An) ≥ lim supk→∞ mχk(χk(p, tk)) .
We now show A ⊆ [χ(p, t)]χ up to a PΓ-nullset so that mχ(χ(p, t)) ≥ PΓ(A) ≥ lim supkmχk(χk(p, tk))
as desired. Indeed, let q /∈ [χ(p, t)]χ, then by continuity of χ we have d = dist(χ(p, t), χ(q, I)) > 0.
Assuming χk(q, ·)→ χ(q, ·) uniformly, this implies dist(χk(p, tk), χk(q, I)) > d2 for all k large enough so
that q /∈ Ak for any k large enough and thus q /∈ A.
Proposition 3.7 (Lower semi-continuity of τP). For a concave transportation cost τ , the functional τP
is lower semi-continuous with respect to uniform convergence of patterns.
Proof. Let the sequence χk of irrigation patterns converge uniformly to χ and define the measures
µpk = |χ˙k(p, ·)|dt and µp = |χ˙(p, ·)|dt for p ∈ Γ, k = 1, 2, . . .. By the uniform convergence of χk we have
χ˙k(p, ·)→ χ˙(p, ·) in the distributional sense and thus
µp(A) ≤ lim inf
k→∞
µpk(A)
for any open A ⊂ I and almost every p ∈ Γ. Furthermore, since rτ is non-decreasing for concave τ ,
Lemma 3.6 implies rτ (χ(p, t)) ≤ lim infk→∞ rτ (mχk(χk(p, t))) for almost all p ∈ Γ and t ∈ I. Thanks to
[MS13, Def. C.1 & Thm. C.1] we thus have∫
I
rτ (mχ(χ(p, t))) dµ
p(t) ≤ lim inf
k→∞
∫
I
rτ (mχk(χk(p, t))) dµ
p
k(t) .
Integrating with respect to PΓ and applying Fatou’s Lemma ends the proof.
Remark 3.8 (Failure for non-concave τ). The cost functional τP fails to be lower semi-continuous without
requiring concavity of τ . As a counterexample consider τ(w) = dwa e for some a ∈ (0, 1) (where d·e denotes
rounding to the next largest integer) and the sequence of irrigation patterns χk : Γ× I → R2, Γ = [0, 1],
χk(p, t) =

(3t, tk ) if t ∈ [0, 13 ]
(2− 3t, 1−2tk ) if t ∈ [ 13 , 23 ]
(3t− 2, t−1k ) if t ∈ [ 23 , 1]
for p ∈ [0, a] , χk(p, t) = (t, 0) for p ∈ (a, 1] ,
which is illustrated in Fig. 4 and converges uniformly to the obvious χ. One readily calculates
lim
k→∞
τP(χk) = 3τ(a) + τ(1− a) , τP(χ) = (1 + 2a)τ(1) .
Thus, for a slightly smaller than 12 we have τ(a) = 1, τ(1 − a) = 2, τ(1) = 3 and thus τP(χ) ≥
limk→∞ τP(χk).
To examine the coercivity of the cost functional, we first collect some properties of patterns and
so-called mass flux measures, which we will also need later on. First note that the cost function of an
irrigation pattern bounds its average path length and that any irrigation pattern can be assumed to be
Lipschitz in its second argument.
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Figure 4: Illustration of the transportation cost τ and irrigation pattern χk from Remark 3.8.
Lemma 3.9 (Bound on average path length). For any irrigation pattern χ and λτ from Lemma 1.3 we
have
τP(χ) ≥ λτ (PΓ(Γ))
∫
Γ
H1(χp(I)) dPΓ(p) .
Proof. This is a direct consequence of λτ (PΓ(Γ)) ≤ rτ (mχ(χ(p, t))) and the fact
∫ 1
0
|χ˙p(t)|dt = H1(χp(I)).
Proposition 3.10 (Constant speed reparameterization of patterns). Irrigation patterns of finite cost
τP can be reparameterized such that χp ∈ Lip(I;Rn) and |χ˙p| is constant for almost all p ∈ Γ without
changing the cost τP.
Proof. The proof is analogous to [BW16, Prop. 2.3.2 to 2.3.4] (see also [BCM05, Lem. 6.2] or [BCM09,
Lem. 4.1, Lem. 4.2]), merely replacing sχα by r
τ (mχ(·)) and replacing the estimate 1 ≤ PΓ(Γ)1−αsχα(χ(p, t))
by 1 ≤ (λτ (PΓ(Γ)))−1rτ (mχ(χ(p, t))).
The above reparameterization allows to identify irrigation patterns with mass flux measures [BPSS09,
Def. 2.5], for which compact sets have a simple characterization (as shown below in a simple variant of,
for instance, [BW16, Lem. 4.3.5]).
Definition 3.11 (Mass flux measures). 1. We define Θ = Lip(I;Rn) to be the set of Lipschitz curves
I → Rn with the metric
dΘ(θ1, θ2) = inf
{
max
t∈I
|θ1(t)− θ2(ϕ(t))| : ϕ : I → I increasing and bijective
}
.
2. A mass flux measure is a nonnegative measure η on Θ (endowed with the Borel σ-algebra). If
µ+, µ− ∈ fbm(Rn), we say that η moves µ+ onto µ− if
p0#η = µ+, p1#η = µ−,
where pt : Θ → Rn is defined by pt(θ) = θ(t) for t ∈ I. We denote by TPM(µ+, µ−) the set of
mass flux measures moving µ+ onto µ−.
3. Given an irrigation pattern χ : Γ × I → Rn with finite cost, by Proposition 3.10 we may identify
each p ∈ Γ with an element of Θ via the map ι : Γ → Θ, p 7→ χ(p, ·). The induced mass flux
measure is defined as η = ι#PΓ. Two irrigation patterns are called equivalent, if their induced
mass flux measures coincide.
Lemma 3.12 (Compactness for mass flux measures). Let C > 0 and Ω ⊂ Rn be compact, and consider
the set
ΘC =
{
θ ∈ Θ : θ(0) ∈ Ω and ∫
I
|θ˙(t)|dt ≤ C
}
⊂ Θ .
For µk± ∈ fbm(Ω) with µk± ∗⇀ µ± let ηk ∈ TPM(µk+, µk−) be a sequence of mass flux measures such that
ηk(Θ \ΘC)→ 0
uniformly in k as C →∞. Then, up to a subsequence, ηk ∗⇀ η for some η ∈ TPM(µ+, µ−) in the sense∫
Θ
ϕ(θ) dηk(θ)→
∫
Θ
ϕ(θ) dη(θ) for all ϕ ∈ C0(Θ) ,
where C0(Θ) denotes the set of bounded continuous functions on Θ.
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Proof. We first show that ΘC ⊂ Θ is (sequentially) compact. To this end let θk, n = 1, 2, . . ., be a
sequence in ΘC . Upon reparameterization of each element (which does not change the sequence), the
θk are uniformly Lipschitz. The Arzela`–Ascoli Theorem now implies the existence of some θ ∈ C0(I; Ω)
such that θk → θ uniformly up to a subsequence. Furthermore, the Lipschitz constant of θ is bounded
by the Lipschitz constant of the θk so that∫
I
|θ˙(t)|dt ≤ lim inf
k
∫
I
|θ˙k(t)|dt ≤ C .
As a consequence, the ηk are tight, that is, for every ε > 0 there is a compact set, namely ΘC with
C large enough, so that ηk(Θ \ΘC) < ε. In addition, Θ is separable (which follows from the separability
of Lip(I;Rn)). Hence, up to a subsequence we get ηk
∗
⇀ η due Prokhorov’s Theorem [Bil99, Thm. 5.1],
which assures weak compactness for a tight set of measures.
It remains to prove p0#η = µ+ (the proof of p1#η = µ− works analogously). Because of p0#ηk = µ
k
+
for all k we have ∫
Θ
ϕ(p0(θ)) dηk(θ) =
∫
Ω
ϕ(x) dµk+(x) for all ϕ ∈ C0(Ω) .
Due to ηk
∗
⇀ η as well as ϕ ◦ p0 ∈ C0(Θ), letting k →∞ we finally arrive at∫
Θ
ϕ(p0(θ)) dη(θ) =
∫
Ω
ϕ(x) dµ+(x) for all ϕ ∈ C0(Ω) ,
that is, p0#η = µ+.
This compactness can now be employed to obtain coercivity of our cost functional.
Proposition 3.13 (Coercivity of τP). Let µ
k
+, µ
k
− ∈ fbm(Rn) with bounded support such that µk± ∗⇀ µ±
and χk be a sequence of irrigation patterns with µ
χk
± = µ
k
± and τP(χk) < K for some K < ∞. Then
up to equivalence of irrigation patterns there exists a subsequence converging uniformly to some χ with
µχ± = µ±.
Proof. Let ηk ∈ TPM(µ+, µ−) be the sequence of mass flux measures induced by χk. This sequence
satisfies
Cηk(Θ \ΘC) ≤
∫
Θ
∫
I
|θ˙(t)|dtdηk(θ)
=
∫
Γ
∫
I
|χ˙k(p, t)|dtdPΓ(p) ≤ 1λτ (PΓ(Γ))
∫
Γ
∫
I
rτ (mχk(χk(p, t)))|χ˙k(p, t)|dtdPΓ(p) < K/λτ (PΓ(Γ)) .
Furthermore, for ηk-almost all θ we have θ(0) ∈ Ω = sptµ+. Thus, by Lemma 3.12 there exists a
subsequence converging to some η ∈ TPM(µ+, µ−). Now by Skorohod’s theorem [Bil99, Thm. 6.7] there
exist irrigation patterns χ˜k, which also induce the ηk, that converge uniformly to some irrigation pattern
χ, which induces η.
The existence of optimal irrigation patterns now is a direct consequence of the coercivity and lower
semi-continuity.
Theorem 3.14 (Existence). Given µ+, µ− ∈ fbm(Rn) with bounded support and a concave transportation
cost τ , the minimization problem
min
χ
J τ,µ+,µ− [χ]
either has a solution, or J τ,µ+,µ− is infinite.
Proof. Consider a minimizing sequence of irrigation patterns χk such that limk→∞ J τ,µ+,µ− [χk] =
infχ J τ,µ+,µ− [χ] and assume this to be finite. By Proposition 3.13, a subsequence of irrigation patterns
converges uniformly to some pattern χ up to equivalence. Proposition 3.7 now implies limk→∞ J τ,µ+,µ− [χk] ≥
J τ,µ+,µ− [χ], which ends the proof.
Theorem 3.15 (Existence of finite cost pattern). If τ is an admissible transportation cost and µ+, µ− ∈
fbm(Rn) with µ+(Rn) = µ−(Rn) and bounded support, then there exists an irrigation pattern χ with
J τ,µ+,µ− [χ] <∞.
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Proof. The proof is analogous to Corollary 2.19 and needs a completely analogous construction to the
one of Definition 2.16. In brief, by Lemma 3.4 we may assume µ+, µ− ∈ P. Now, for a sequence αk of
n-tuples in {−1, 1}n recursively define the (Lipschitz, constant speed) particle path θα via θα(0) = 0 and
θα(t) = θα(1− 2−k) + αk(t− 1 + 2−k) for t ∈ [1− 2−k, 1− 2−k−1], k = 0, 1, . . . .
Note that a single θα describes a path on the n-adic graph from Definition 2.16 and that one can connect
the origin to any point in [−1, 1]n via such a path. Furthermore, for two sequences αk, γk in {−1, 1}n
we set
θαγ(t) =
{
θγ(1− t2 ) if t ∈ [0, 12 ] ,
θα(t) if t ∈ [ 12 , 1] .
Now consider a measurable map ι : Γ → [−1, 1]n × [−1, 1]n such that ι#PΓ = µ+ ⊗ µ− (which shall
denote the completion of the product measure) and set χ(p, t) = θαγ(t), where θα and θγ connect the
origin with both components of ι(p), respectively. Obviously, χ has irrigating and irrigated measure µ+
and µ−, respectively. Furthermore, by the concavity of the upper bound β of τ ,
τP(χ) =
∫
Γ
∫
I
rτ (mχ(χ(p, t)))
√
ndtdPΓ(p) =
√
n
∞∑
k=1
∫
Γ
∫ 1−2−k
1−21−k
rτ (mχ(χ(p, t))) dtdPΓ(p)
=
√
n
∞∑
k=1
∫ 1−2−k
1−21−k
∫
Γ
rτ (mχ(χ(p, t))) dPΓ(p) dt ≤
√
n
∞∑
k=1
∫ 1−2−k
1−21−k
∫
Γ
rβ(mχ(χ(p, t))) dPΓ(p) dt
≤ √n
∞∑
k=1
∫ 1−2−k
1−21−k
2nkβ(2−nk) dt =
√
n
∞∑
k=1
2(n−1)kβ(2−nk) ,
which is finite by Lemma 2.15.
Corollary 3.16 (Existence). Given µ+, µ− ∈ fbm(Rn) with bounded support and an admissible concave
τ , the minimization problem minχ J τ,µ+,µ− [χ] has a solution.
Remark 3.17 (Existence for general transportation cost). The existence of an optimal irrigation pattern
for general admissible transportation costs τ will follow from the model equivalence to the Eulerian model
in Corollary 4.4.
3.3 Explicit formula for cost function
We will show that optimal irrigation patterns are loop free. To this end we follow [BCM05, Ch. 4] and
first show a reformulation of the cost function as a generalized Gilbert energy. This requires to show a
rectifiability property of sets with positive flux. Here we can follow the argument in [Ber05, Lem. 4.6.4] or
[BCM05, Lem. 6.3] and note that it can be rephrased not to make use of a bound on the cost functional.
Lemma 3.18 (Rectifiability of positive flux set). Given an irrigation pattern χ, the set
Sχ = {x ∈ Rn : mχ(x) > 0}
is countably 1-rectifiable.
Proof. We shall first cover the preimage of Sχ under χ,
D = χ−1(Sχ) = {(p, t) ∈ Γ× I : mχ(χp(t)) > 0} ,
by a countable union of preimages of particle paths χpk(I), pk ∈ Γ, from which we then derive the
rectifiability of Sχ. In detail, for k = 1, 2, . . . we inductively define the particle pk ∈ Γ and the set Dkpk
as follows. Given p1, . . . , pk−1 ∈ Γ we set
Dkp =
{
(q, t) ∈ D : χq(t) ∈ χp(I) \
⋃k−1
j=1 χpj (I)
}
⊂ χ−1(χp(I)) ,
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and we choose pk ∈ Γ such that PΓ ⊗ L1(Dkpk) ≥ dk/2 for dk = supp∈Γ PΓ ⊗ L1(Dkp), where PΓ ⊗ L1
denotes the completion of the product measure on Γ× I. Note that
∞∑
k=1
dk ≤ 2
∞∑
k=1
PΓ ⊗ L1(Dkpk) ≤ 2PΓ ⊗ L1(D) ≤ 2PΓ(Γ)
so that necessarily dk → 0 as k →∞. Now by the Fubini–Tonelli theorem we have
PΓ(Γ)d
k ≥
∫
Γ
PΓ ⊗ L1(Dkp) dPΓ(p) =
∫
Γ
∫
Γ
∫ 1
0
1χp(I)\
⋃k−1
j=1 χpj (I)
(χq(t))1D(q, t) dtdPΓ(q)dPΓ(p)
=
∫
Γ
∫ 1
0
∫
Γ
1χp(I)(χq(t))1Rn\⋃k−1j=1 χpj (I)(χq(t))1D(q, t) dPΓ(p)dtdPΓ(q)
=
∫
Γ
∫ 1
0
mχ(χq(t))1Rn\⋃k−1j=1 χpj (I)(χq(t))1D(q, t) dtdPΓ(q)
=
∫
D\⋃k−1j=1 Djpj mχ(χq(t)) dtdPΓ(q) ≥
∫
D\⋃∞j=1 Djpj mχ(χq(t)) dtdPΓ(q) .
Letting k → ∞, the left-hand side tends to zero, which due to mχ(χq(t)) > 0 for all (q, t) ∈ D implies
that D \⋃∞j=1Djpj is a nullset.
It remains to show that Sχ \
⋃∞
j=1 χpj (I) is a H1-nullset. Assume to the contrary the existence of a
non-H1-negligible C ⊂ Sχ \
⋃∞
j=1 χpj (I), then
0 <
∫
C
mχ(x) dH1(x) =
∫
C
∫
Γ
1χp(I)(x) dPΓ(p)dH1(x)
=
∫
Γ
∫
C
1χp(I)(x) dH1(x)dPΓ(p) =
∫
Γ
∫ 1
0
1C(χp(t))|χ˙p(t)|dtdPΓ(p) =
∫
D˜
|χ˙p(t)|dtdPΓ(p)
for D˜ = {(p, t) ∈ Γ × I : χp(t) ∈ C}. By definition of C we have D˜ ⊂ D \
⋃∞
j=1D
j
pj so that D˜ is
negligible, which contradicts
∫
D˜
|χ˙p(t)|dtdPΓ(p) > 0.
We can now reformulate our cost function as a generalized Gilbert energy, following [BCM05, Prop. 4.8-
4.9]. Note that [BCM05, Prop. 4.8] uses the Fubini–Tonelli theorem without explicitly verifying the σ-
additivity of the involved measures. For this reason we first followed [Ber05] in showing rectifiability,
which will then justify the use of the Fubini–Tonelli theorem.
Proposition 3.19 (Loop-free irrigation patterns and generalized Gilbert energy). For any irrigation
pattern χ there exists a loop-free irrigation pattern χ˜ with µχ˜± = µ
χ
±, mχ ≥ mχ˜, and
τP(χ) ≥ τP(χ˜) =
∫
Sχ˜
τ(mχ˜(x)) dH1(x) + τ ′(0)
∫
Γ
H1(χ˜p(I) \ Sχ˜) dPΓ(p) .
Proof. Using the one-dimensional area formula, we can calculate the cost function as
τP(χ) =
∫
Γ
∫ 1
0
rτ (mχ(χp(t)))|χ˙p(t)|dtdPΓ(p)
≥
∫
Γ
∫
χp(I)
rτ (mχ(x)) dH1(x)dPΓ(p)
=
∫
Γ
∫
Sχ
1χp(I)(x)r
τ (mχ(x)) dH1(x)dPΓ(p) +
∫
Γ
∫
χp(I)\Sχ
rτ (0) dH1(x)dPΓ(p)
=
∫
Sχ
∫
Γ
1χp(I)(x)r
τ (mχ(x)) dPΓ(p)dH1(x) + τ ′(0)
∫
Γ
H1(χp(I) \ Sχ)dPΓ(p)
=
∫
Sχ
τ(mχ(x)) dH1(x) + τ ′(0)
∫
Γ
H1(χp(I) \ Sχ)dPΓ(p) ,
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where the inequality becomes an equality for loop-free irrigation patterns. Now [BCM05, Prop. 4.6] says
that one can remove all loops from an irrigation pattern χ, resulting in a loop-free irrigation pattern χ˜
with same irrigating and irrigated measure and with mχ˜(x) ≤ mχ(x) for all x ∈ Rn. Thus we have
τP(χ) ≥
∫
Sχ
τ(mχ(x)) dH1(x) + τ ′(0)
∫
Γ
H1(χp(I) \ Sχ)dPΓ(p)
≥
∫
Sχ˜
τ(mχ˜(x)) dH1(x) + τ ′(0)
∫
Γ
H1(χ˜p(I) \ Sχ˜)dPΓ(p) = τP(χ˜) .
4 Model equivalence
Here we show that the Eulerian and the Lagrangian model formulations are actually equivalent, that
is, they produce the same infimal value of their cost function, and their minimizers, so they exist, can
be related to each other. The well-posedness of the Lagrangian model is a simple consequence of this
result. Using the explicit characterizations Proposition 2.32 and Proposition 3.19 of the cost functionals
as well as classical characterizations of 1-currents, this new proof becomes rather straightforward. We
first show that the Lagrangian model achieves lower cost function values than the Eulerian version and
then the opposite inequality.
4.1 Irrigation patterns have lower cost function than mass fluxes
The proof directly constructs an irrigation pattern from a mass flux, making use of a decomposition
result for 1-currents by Smirnov [Smi93].
Proposition 4.1 (Irrigation patterns have lower cost). Let τ be a transportation cost. For every mass
flux F with finite cost J τ,µ+,µ− [F ] there exists an irrigation pattern χF with
J τ,µ+,µ− [χF ] ≤ J τ,µ+,µ− [F ] . (4.1)
Furthermore, if F is optimal, then χF and F are related via∫
Rn
ϕ · dF =
∫
Γ
∫
I
ϕ(χF (p, t)) · χ˙F (p, t) dtdPΓ(p) for all ϕ ∈ Cc(Rn;Rn). (4.2)
Proof. Let F have finite cost. By Proposition 2.32 we have F = θH1xS+F⊥ for a countably 1-rectifiable
set S, an H1xS-measurable function θ : S → Rn which is tangent to S H1-almost everywhere, and F⊥
a diffuse part. Furthermore,
J τ,µ+,µ− [F ] =
∫
S
τ(|θ(x)|) dH1(x) + τ ′(0)|F⊥|(Rn) .
Now by [Smi93, Thm. C], F can be decomposed into the sum of two vector-valued measures P,Q ∈
rca(Rn;Rn) with divP = 0 and divQ = µ+ − µ− such that the total variation measure satisfies |F| =
|P + Q| = |P | + |Q|. This implies |Q| ≤ |F| = |θ|H1xS + |F⊥| so that Q must have the form Q =
θQH1xS + F⊥Q for some |θQ| ≤ |θ| and |F⊥Q | ≤ |F⊥|. Consequently, J τ,µ+,µ− [F ] ≥ J τ,µ+,µ− [Q] so
that we may actually assume Q = F and P = 0. Again by [Smi93, Thm. C] there exists a complete
decomposition of F into curves of finite length, that is, there exists a mass flux measure η on Θ such
that ∫
Rn
ϕ · dF =
∫
Θ
∫
I
ϕ(ϑ(t)) · ϑ˙(t) dtdη(ϑ) for all ϕ ∈ Cc(Rn;Rn) ,∫
Rn
ψ d|F| =
∫
Θ
∫
I
ψ(ϑ(t))|ϑ˙(t)|dtdη(ϑ) for all ψ ∈ Cc(Rn)
as well as η ∈ TPM(µ+, µ−). By the construction in [Smi93] we may assume η to be supported on loop-
free paths. Now by Skorohod’s theorem [Bil99, Thm. 6.7] there exists an irrigation pattern χF between
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µ+ and µ− which induces η so that∫
Rn
ϕ · dF =
∫
Γ
∫
I
ϕ(χF (p, t)) · χ˙F (p, t) dtdPΓ(p) for all ϕ ∈ Cc(Rn;Rn) ,∫
Rn
ψ d|F| =
∫
Γ
∫
I
ψ(χF (p, t))|χ˙F (p, t)|dtdPΓ(p) for all ψ ∈ Cc(Rn) .
Note that for H1-almost all x ∈ S we have mχF (x) = |θ(x)| and mχF = 0 H1xR-almost everywhere
for any countably 1-rectifiable R ⊂ Rn \ S. Indeed, for a contradiction assume first mχF (x) > 0 on a
non-H1-negligible set R ⊂ Rn \ S, then
0 <
∫
R
mχF (x) dH1(x) =
∫
R
∫
Γ
1χF (p,I)(x) dPΓ(p)dH1(x)
=
∫
Γ
∫
χF (p,I)
1R(x) dH1(x)dPΓ(p) ≤ |F|(R) = |F⊥|(R) = 0 ,
the desired contradiction. Likewise, the same calculation yields∫
R
mχF (x) dH1(x) = |F|(R) =
∫
R
|θ(x)|dH1(x)
for any H1-measurable R ⊂ S so that mχF = |θ| on S. Therefore, by Proposition 3.19 and using
|F⊥|(A) = |F|(A \ S) =
∫
Γ
∫
I
1A\S(χF (p, t))|χ˙F (p, t)|dtdPΓ(p) =
∫
Γ
H1(χF (p, I) ∩A \ S) dPΓ(p)
for any Borel set A we have
J τ,µ+,µ− [χF ] =
∫
S
τ(mχF (x)) dH1(x) + τ ′(0)
∫
Γ
H1(χF (p, I) \ S) dPΓ(p)
=
∫
S
τ(|θ(x)|) dH1(x) + τ ′(0)|F⊥|(Rn) = J τ,µ+,µ− [F ] .
4.2 Mass fluxs have lower cost function than irrigation patterns
Unlike in [BW16] or [MS09, MS13] we here again use the generalized Gilbert energy to establish the
remaining inequality.
Proposition 4.2 (Mass flux of a pattern). For a given irrigation pattern χ define the mass flux Fχ via∫
Rn
ϕ · dFχ =
∫
Γ
∫
I
ϕ(χp(t)) · χ˙p(t) dtdPΓ(p) for all ϕ ∈ Cc(Rn;Rn).
Then we have divFχ = µχ+−µχ− as well as Fχ = θH1xSχ +F⊥χ for Sχ from Lemma 3.18, a measurable
θ : Sχ → Rn with |θ(x)| ≤ mχ(x) for all x ∈ Sχ and θ(x) tangent to Sχ for H1-almost all x ∈ Sχ, and a
measure ∫
Rn
ϕ · dF⊥χ =
∫
Γ
∫
I
1Rn\Sχ(χp(t))ϕ(χp(t)) · χ˙p(t) dtdPΓ(p) for all ϕ ∈ Cc(Rn;Rn),
singular with respect to H1xR for any countably 1-rectifiable R ⊂ Rn.
Proof. For ϕ ∈ Cc(Rn;Rn) and τχp(I)(x) the unit tangent vector to χp(I), which is defined for almost
all x ∈ χp(I), we have∫
Rn
ϕ·(Fχ−F⊥χ ) =
∫
Γ
∫
χp(I)∩Sχ
ϕ(x)·τχp(I)(x) dH1(x) dPΓ(p) ≤
∫
Γ
∫
Sχ
1χp(I)(x)|ϕ(x)|dH1(x) dPΓ(p)
=
∫
Sχ
∫
Γ
1χp(I)(x)|ϕ(x)|dPΓ(p) dH1(x) =
∫
Sχ
mχ(x)|ϕ(x)|dH1(x) .
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Since this holds for all ϕ ∈ Cc(Rn;Rn), we must have Fχ − F⊥χ = θH1xSχ for some |θ| ≤ mχ. Since
τχp(I)(x) is tangent to Sχ for almost all x ∈ χp(I) ∩ Sχ (indeed, the derivatives of two Lipschitz curves
coincide almost everywhere on their intersection), we even obtain that θ(x) is tangent to Sχ forH1-almost
all x ∈ Sχ. Furthermore, letting R ⊂ Rn be countably 1-rectifiable,∫
Rn
ϕ · dF⊥χ xR =
∫
Γ
∫
R\Sχ
1χp(I)(x)ϕ(x) · τχp(I)(x) dH1(x) dPΓ(p)
=
∫
R\Sχ
∫
Γ
1χp(I)(x)ϕ(x) · τχp(I)(x) dPΓ(p) dH1(x) = 0 .
Finally, for any ψ ∈ Cc(Rn) we have∫
Rn
ψ d divFχ = −
∫
Rn
∇ψ · dFχ =
∫
Γ
∫
I
∇ψ(χp(t)) · χ˙p(t) dtdPΓ(p)
=
∫
Γ
ψ(χp(1))− ψ(χp(0)) dPΓ(p) =
∫
Rn
ψ d(µχ+ − µχ−) .
Corollary 4.3 (Mass fluxs have lower cost). Let τ be a transportation cost. For every irrigation pattern
χ with finite cost J τ,µ+,µ− [χ], the mass flux Fχ satisfies
J τ,µ+,µ− [Fχ] ≤ J τ,µ+,µ− [χ] .
Proof. This directly follows from the fact that Fχ is a mass flux between µ+ and µ− with
J τ,µ+,µ− [Fχ] =
∫
Sχ
τ(|θ(x)|) dH1(x) + τ ′(0)|F⊥χ |(Rn)
≤
∫
Sχ
τ(mχ(x)) dH1(x) + τ ′(0)
∫
Γ
H1(χp(I) \ Sχ) dPΓ(p) ≤ J τ,µ+,µ− [χ] ,
where we have used Proposition 3.19 and Proposition 2.32.
Corollary 4.4 (Model equivalence). We have
inf
F
J τ,µ+,µ− [F ] = inf
χ
J τ,µ+,µ− [χ] .
If one model admits a minimizer (for instance, if τ is admissible and µ+, µ− have bounded support), then
so does the other, and for any optimal irrigation pattern χ, the mass flux Fχ is optimal, while for any
optimal mass flux F , the irrigation pattern χF is optimal.
Proof. The equality of the infima follows from Proposition 4.1 and Corollary 4.3. The statement
about optimal patterns and mass fluxes follows from J τ,µ+,µ− [Fχ] ≤ J τ,µ+,µ− [χ] and J τ,µ+,µ− [χF ] ≤
J τ,µ+,µ− [F ] as derived in the proof of Corollary 4.3 and Proposition 4.1.
5 Discussion
We have introduced a Eulerian and a Lagrangian model for ramified transportation networks. The
models generalize the well-known branched transport model in that the most general class of reasonable
transportation costs is considered instead of merely the branched transport choice τ(w) = wα. The
corresponding cost functionals are quite explicitly characterized with the help of the concepts of 1-currents
and flat 1-chains. This then makes it rather straightforward to establish the equivalence between both
models.
There are multiple directions for further investigation.
In an ongoing study the authors establish yet a further equivalent formulation which generalizes the
original formulation of the so-called urban planning model and which has a flavour to it more like classical
optimal transport.
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Another direction consists in modifying the cost functional to obtain different models. For instance,
if instead of scalar measures µ+, µ− one uses vector-valued measures in rca(Rn;Rn) and if one corres-
pondingly replaces the mass preservation conditions (2.1) by
µ+({v}) +
∑
e∈E(G)
e−=v
eˆw(e) = µ−({v}) +
∑
e∈E(G)
e+=v
eˆw(e)
for all graph vertices (where eˆ denotes the edge orientation), one arrives at a model for a structure
transporting a vector-valued quantity, for instance an elastic structure bearing a mechanical load. The
corresponding flux then has the interpretation of a divergence-free stress field and becomes
FG =
∑
e∈E(G)
w(e)eˆ⊗ eˆH1xe .
As an example, the Wasserstein transportation cost τ(w) = w then would yield the well-known Michell
trusses as optimal structures [Mic04]. An alternative formulation of the same model would be based on
directed graphs with vector-valued weight function w, in which case an edge e would be assigned the
cost τ(|w(e)|) if w(e) is parallel to eˆ and ∞ else; a corresponding description via flat chains would then
use flat 1-chains with Rn as coefficient group.
Further model variants are obtained by letting each edge length l(e) enter nonlinearly into the cost
functional (for instance in the form
√
l(e), modelling an efficiency gain on long distances), by adding
vertex costs on top (for instance as in [BPW13], modelling a cost for direction changes), and by allowing
but penalizing mass loss or gain during the transport (as in unbalanced optimal transport, for instance
[DNS09]).
Moreover with this theory developed it is possible to introduce in this general setting the landscape
function, originally introduced by Santambrogio in [San07] and also studied by Brancolini and Solimini in
[BS11] and Xia in [Xia14]. The landscape function is related to erosion problems in geophysics; its value
in x is the cost to transport a particle of mass from its initial position to the point x, and its regularity
properties are important in order to investigate the regularity of the minimizers of the branched transport
functional [BS14]. A general regularity theory of the landscape function could eventually give an insight
into the regularity of the minimizers of the functionals studied in this paper.
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