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ABSTRACT 
Performance and throughput rates at South African tertiary institutions are low, especially 
within the science, engineering and technology fields of study. The causes of this poor 
performance and throughput are difficult to predict, and incorrect assumptions are often made 
on which students are most likely to fail. 
The need to investigate this issue is vital in South Africa, where the contributing factors to poor 
performance and throughput are exacerbated by recent political and economic disparities in 
the diverse population.  
In order to better understand the issue within the built environment sector, this study evaluated 
the performance and throughput rates of fifteen first-year cohorts within the Department of 
Quantity Surveying at the Nelson Mandela Metropolitan University. The main aim of this study 
was to investigate the changes in the student population within the department, and to develop 
a framework for the future prediction of a student’s likelihood of success or failure. In order to 
achieve this objective, a retrospective longitudinal approach, i.e. a cohort study, was adopted.  
The study plotted the trends in performance and throughput rates over a period of time; it 
measured the strength of the relationships between several variables and performance and 
throughput; and it culminated in the establishment of predictors of performance and throughput 
rates. Ultimately, the prediction variables could be utilised in the development of influence 
diagrams as prediction frameworks. 
The research revealed that the performance and throughput rates of students in the 
department are improving. This highlights the importance of undertaking a narrow, 
departmental level analysis; as the findings in this smaller sphere do not match the general 
theory and assumptions covered in the literature.  
 
Keywords: Performance; throughput rate; cohort analysis; prediction; higher education; and 
quantity surveying. 
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CHAPTER 1 
THE PROBLEM AND ITS SETTING 
1.1 INTRODUCTION 
“Higher education is failing in its basic mission to produce graduates required for the 
reconstruction and development of South African society.” These are the words of Ahmed 
Essop, CEO of the Institutional Audits Directorate division of the Council on Higher 
Education (CHE) (2014a:i). Twenty years after the first democratic elections in South Africa, 
much has changed within the higher education arena; and many strategies and policies 
have been initiated to enhance higher education; yet, the consensus is that it is not 
succeeding in its mission. A common response to this failure is that the South African basic 
education system is ineffective; and therefore, the quality of students entering higher 
education has deteriorated. 
However, it is futile for higher education to wait for basic education to improve. Higher 
education must take the initiative to produce graduates in adequate numbers and of the 
requisite quality. In other words, the onus is on higher education to foster student success. 
Smit (2012:369) describes the situation quite eloquently as follows: 
“Students enter higher education institutions with a variety of educational 
backgrounds, not all of which are considered to be sufficient preparation for 
the demands of higher education. These require a change in our way of 
thinking: we need thoughtfully to consider the readiness of higher education 
institutions to respond to students and to cultivate the will to learn in students. 
We need to find ways to research the full texture of the student experience, 
and to value the pre-higher education contexts from which the students 
come.” 
When a higher education institution accepts a student through its doors; it should undertake 
to do everything in its power to help that student succeed; although the CHE acknowledges 
that a “challenge that is central to South African higher education, and that cuts across the 
main structural shortcomings of current curricula, is the need to deal constructively with the 
diversity in students’ educational, linguistic and socio-economic backgrounds” (CHE, 
2013a:19). 
In the early days of democracy in South Africa, the main failing of the higher education 
sector was the lack of participation of those groups whose race, gender or disability had 
previously disadvantaged them. The Department of Higher Education and Training (DHET) 
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reports that the participation rates of these groups have improved; but student success and 
throughput rates remain a serious challenge for the university sector; and these issues must 
become a priority focus for national policy (DHET, 2013:xiv). Although the issue of 
increasing access is being addressed, “it is one thing to provide access to post-school 
education to as many people as possible; it is another to ensure that those who have access 
are also able to succeed” (CHE, 2015a:62). 
Although the need for increased access to higher education is indisputable, the objective of 
producing graduates should not be overlooked. The National Planning Commission 
(2011:273) states that large government investments in the higher education system have 
not produced better outcomes in the levels of academic performance or graduation rates. It 
is concluded, therefore, that the national economy benefits when “there is a critical mass of 
highly skilled people; as the current skills shortages have raised the cost of many vital skills”; 
but the South African higher education system has “high attrition rates and insufficient 
capacity for the level of skills production that is required” (National Planning Commission, 
2011:272). 
The CHE has, for some time, been of the opinion that throughput rates are low; and they 
explain that cohort studies of student throughput are useful indicators of the need to 
investigate how students’ readiness, socio-economic factors and other variables combine 
to produce different academic results (CHE, 2010:6). 
In 2012, the first edition of the VitalStats series was published (CHE, 2012). This is an 
annual publication, which provides key, audited data on the higher education system, 
including information on student enrolments and completions, as well as an annual cohort 
study tracking student throughput rates. The aim of the VitalStats series is to provide data 
“in an easy-to-use format for monitoring and evaluation by researchers and other interested 
stakeholders” (CHE, 2015b:i). 
The South African Survey of Student Engagement (SASSE, 2015:3) agrees that using data 
can assist in developing an intentional approach to promoting “access with success”. The 
SASSE explains that analyses of the differences between generational status, race and 
year of study, provide an evidence-based, or data-driven, understanding of the need for 
improvement. 
This study aims to take an in-depth look at how pre-enrolment contexts play a role in a 
student’s success and throughput rate, as well as how student performance has changed 
since the new democratic South Africa emerged. Although the higher education challenge 
is a national one; it is hoped that a narrow, but comprehensive, study of the performance of 
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students in a single academic department would assist in accurately determining a set of 
variables, which would affect a student’s likelihood of completing his studies successfully. 
1.2 THE PROBLEM STATEMENT 
Performance and throughput rates at South African tertiary institutions are low, especially 
within the science, engineering and technology fields of study. The causes of this poor 
performance and throughput are difficult to predict; and incorrect assumptions are often 
made on which students are most likely to fail. In order to better understand the issue within 
the built environment sector, this study will evaluate and track the performance and 
throughput rates of fifteen first-year cohorts within the Department of Quantity Surveying at 
the Nelson Mandela Metropolitan University (NMMU). 
The results of this analysis will identify what factors, if any, contribute to a student’s success, 
or failure; and in so doing, a framework for the future prediction of students’ performance 
and cohort throughput rates can be developed. 
1.3 THE RESEARCH QUESTIONS 
1.3.1 Question 1 
Has the demographic composition of the student body changed over the fifteen year period 
from 1995 to 2009? 
1.3.2 Question 2 
Has the academic performance of the student body changed over the fifteen year period 
from 1995 to 2009? 
1.3.3 Question 3 
Has the throughput rate of the student body changed over the fifteen year period from 1995 
to 2009? 
1.3.4 Question 4 
Which modules are failed and repeated most often? 
1.3.5 Question 5 
Is there a relationship between grade 12 results and a student’s performance? 
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1.3.6 Question 6 
Is there a relationship between grade 12 results and a student’s throughput rate? 
1.3.7 Question 7 
Is there a relationship between a student’s demographic background and performance? 
1.3.8 Question 8 
Is there a relationship between a student’s demographic background and throughput rate? 
1.3.9 Question 9 
What is/are the most important predictor/s of a student’s performance? 
1.3.10 Question 10 
What is/are the most important predictor/s of a student’s throughput rate? 
 
As this study is based on the formulation of research questions, and not sub-problems and 
hypotheses, an explanation of this format is provided.  
Walliman (2009:110) discusses the formulation of hypotheses and sub-problems in the 
early stages of a research project but explains that sometimes, especially in the social 
sciences, “it is not possible to formulate a theoretical statement which can be rigorously 
tested, in the sense that clear evidence for support or rejection will result”. It is suggested 
that in such cases theoretical statements should rather be formulated as research 
questions. In allowing for the formulation of research questions, Walliman (2009:217) insists 
that such questions should give clear indication of the subject to be investigated and should 
imply the methods which will be used. 
Leedy and Ormrod (2013:36) also approve the use of research questions instead of sub-
problems, maintaining that “a question tends to focus the researcher’s attention more 
directly on the research target of the problem than does a declarative statement”. 
Mouton (2011:56) differentiates between research methodology and research design by 
describing methodology as the process and tools that are to be used, while the design 
focuses on the type of study and what the end product will look like. He adds that the 
different design types are often based on the types of research questions they are trying to 
answer. Mouton (2011:53) agrees that research questions help to focus the research 
problem and divides the types of questions into empirical and non-empirical questions with 
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each category containing a number of different types of questions which inform the type of 
research design. An example would be descriptive questions (such as how many?), causal 
questions (such as why?), or conceptual questions (such as what is the meaning?). 
It is intended that the initial parts of this research study will contribute to the later stages 
and as such, it is felt that the use of research questions will provide a better focus and flow 
for the study as the answers to the initial research questions will inform the content and 
analysis of the later questions. 
Leedy and Ormrod (2013:39) explain that research questions in and of themselves do not 
offer speculative answers related to the research problem. Walliman (2009:217) adds that 
“if your research problem does not lend itself to being formulated in a hypothesis, do not 
worry … there are alternatives … to that of the hypothetico-deductive method”. Later it is 
explained that “research into society, design, history, philosophy and many other subjects 
usually cannot provide the full criteria for the formulation of hypotheses and their testing, 
and it is inappropriate to try to fit such research into this method”. Walliman (2009:217) 
provides various alternatives to the hypothetic-deductive method and states that there are 
several forms in which the research problem can be expressed to indicate the method of 
investigation, including the use of research questions, provided they imply the methods 
which will be used. 
Two postgraduate studies of a similar nature to this are: 
 Andre van Zyl’s (2010) PhD study The predictive value of pre-entry attributes for student 
academic performance in the South African context – this made use of a main research 
question followed by a list of research goals; and 
 Innocent Mamvura’s (2012) MSc study Time-to-degree: Identifying factors for predicting 
completion of four-year undergraduate degree programmes in the Built Environment at 
the University of Witwatersrand – this made use of research questions and objectives. 
Struwig and Stead (2010:38) state that not all research problems automatically lead to the 
formulation of hypotheses. They add, though, that where hypotheses are not used, the 
research outline should contain objectives or aims. The aims and objectives of this study 
follow in the next section. 
1.4 THE AIM AND OBJECTIVES OF THE STUDY 
The main aim of this study is to track and evaluate the performance and throughput rates 
of students within the Department of Quantity Surveying at NMMU, in order to develop a 
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framework for the future prediction of a student’s likelihood of success or failure. Based on 
this aim, the following represent the specific objectives of this study: 
1. To describe the change in the demographic composition of the student body from 1995 
to 2009; 
2. To determine how, and to what extent, the performance of the student body has changed 
over the fifteen year period from 1995 to 2009; 
3. To determine whether, and to what extent, the throughput rates of the student body have 
changed over the fifteen year period from 1995 to 2009; 
4. To determine which modules are most often associated with student failure; 
5. To determine whether a relationship exists between students’ grade 12 results and their 
performance; 
6. To determine whether a relationship exists between students’ grade 12 results and their 
throughput rates; 
7. To determine whether a relationship exists between students’ demographic backgrounds 
and their performance; 
8. To determine whether a relationship exists between students’ demographic backgrounds 
and their throughput rates; 
9. To ascertain the best predictor/s of a student’s performance; and 
10.To ascertain the best predictor/s of a student’s throughput rate. 
1.5 DELIMITATIONS OF THE STUDY 
This study will be delimited to the Department of Quantity Surveying at NMMU. It will further 
be delimited to an investigation of fifteen cohorts comprising first-time entering first-year 
students in the department from 1995 to 2009. 
Although the literature covers many aspects that might affect a student’s throughput and 
success, this study will be limited to the educational and demographic factors only, i.e. those 
factors which can be derived from the student records and the historical data available on 
the Higher Education Management Information System (HEMIS) at the NMMU. 
1.6 DEFINITION OF KEY TERMS 
At-risk student: a student who is under-performing, and is at risk of failing or being 
excluded (CHE, 2015a:195) 
Basic education: school education in South Africa (The Presidency, 2011:14) 
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Cohort: the first-time entry students in any given year, who have enrolled for a particular 
higher education programme (CHE, 2015b).  
First-time entry student: applies to those students who registered for a degree offered by 
the Department of Quantity Surveying at NMMU for the first time. 
Further education and training: learning and training programmes with NQF (National 
Qualifications Framework) levels above general education (grades 1 to 9), but below those 
of higher education (DBE, 2015:42-43) 
Higher education: education that normally takes place in universities (DHET, 2012:1) 
Independent school: a non-governmental, or privately run, school 
Persistence: refers to the desire and action of a student to stay within the system from the 
beginning of the first year, through to graduation (Berger, Ramirez & Lyons, 2012:12) 
Programme: a purposeful and structured set of learning experiences that leads to a 
qualification (CHE, 2013a:6) 
Public school: a school controlled by the government 
Retention: refers to the ability of an institution / department to retain a student from 
admission to graduation (Berger, Ramirez & Lyons, 2012:12)  
Scarce skills: occupations in which there is a scarcity of qualified and experienced people, 
either currently, or anticipated in the future (DHET, 2014b:5) 
Throughput rate: this calculates the number of first-time entry undergraduate students of 
a specific cohort of a specific year, who have graduated, taking into account the number of 
years taken to achieve graduation (CHE, 2015b:v) 
1.7 ASSUMPTIONS MADE 
The following assumptions are made in this study: 
 Students in the Department of Quantity Surveying have equal access to the NMMU 
support systems; 
 The change from a single four-year degree, known as the BSc Quantity Surveying 
degree, to a three-year Bachelor’s degree, known as the BSc Construction Economics 
degree, followed by a one-year Honour’s degree, known as the BSc (Honours) Quantity 
Surveying degree, had no significant effect on the results of this study; 
 Changes in teaching staff, which did not affect students’ performance; and 
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 The merger of various institutions into the NMMU in 2005 did not affect student 
performance. It should be noted that no programme, or degree, offered by the 
Department of Quantity Surveying was affected by the merger. 
1.8 IMPORTANCE OF THE STUDY 
There have been many studies, most notably those of Vincent Tinto (1993; 2012a), 
Alexander Astin (1993), Pascarella and Terenzini (2005), Alan Seidman (2012), as well as 
the Council on Higher Education (CHE, 2012) and Scott, Yeld and Hendry (2007) in South 
Africa, on what percentage of students succeed, or fail, in their studies, whether a student 
is likely to fail or drop out, as well as why a student has failed. The results of these studies 
tend to show that a student is most likely to fail or drop out during his first year of study. 
Many of these previous studies were undertaken only once a student had failed, in order to 
determine what had caused the failure - in other words, what variables have played a role 
in a student’s non-performance. 
Conversely, some studies have also been undertaken to investigate what aids a student’s 
success or likelihood of persevering in his/her studies. Research in this field, such as studies 
by Kuh (2001), Kinzie (2008) and the South African Survey of Student Engagement 
(SASSE) (Strydom & Mentz, 2010) locally, has highlighted the role of student engagement 
in helping a student feel as if s/he ‘belongs’, and consequently persevering / persisting with 
his/her studies - and ultimately succeeding. 
A common factor in most of these studies is that they look at the probable causes of success 
or failure of the student - after the fact; i.e. retrospective studies are undertaken to determine 
what contributed to the success or failure. Another common theme of the research is the 
qualitative methodology employed to find out from the students what they feel had led to 
their success or failure. 
Although these studies are imperative in determining and understanding the factors that 
can affect a student’s performance; it is necessary to meet with the student, or to at least 
notice that s/he is not performing well, in order to determine which factors are at play, or to 
discover that certain factors/variables are an inherent problem for that particular student. 
By then, however, it is often too late to help the student succeed in his/her first year; and 
there is a subsequent risk that s/he will either fail, or simply drop out. 
Tinto (2012a:225) investigates the causes and cures of student attrition and describes early 
warning systems as follows: 
“Early warning systems, at best, are signals of the likelihood of potential 
problems, not predictors of their occurrence. Though they may be used to 
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indicate the likelihood that certain types of entering students may experience 
difficulties not unlike those experienced by similar types of entering students 
in the past, it does not necessarily mean that all future students of similar 
attributes will necessarily share the same sorts of experiences. 
Nevertheless, to the degree that repeated longitudinal assessments point to 
similar observations among a range of differing entering cohorts, the results 
of early warning systems can be employed to sensitize the institution to the 
likelihood that particular segments of its entering student cohort may be in 
need of particular types of institutional services.” 
Tinto (2014:4) expands on this view, by explaining that the effectiveness of early warning 
systems depends on how early these warning systems are initiated; because “the longer it 
takes to identify and respond to student classroom needs, the less effective the response 
tends to be”. Tinto adds that, ideally, the assessment and response of students’ needs 
should take place within the first several weeks of a course. Van Zyl and Blaauw (2012:470) 
reiterate that the identification of at-risk students needs to take place as early as possible; 
although their view is that this should preferably happen before a student arrives on campus. 
In an ideal world, it would be favourable to know if a student has negative factors at play 
that would affect his/her performance or success before s/he even sets foot over the 
threshold of the tertiary institution. It would benefit not only the student, but also the 
institution, to know what difficulties a student may face in his/her studies; and consequently, 
to be able to put support structures in place from day one. As such, it would be ideal if a set 
of predictors could be determined, based purely on the information received in a student’s 
application pack, without having to meet him/her. In this way, appropriate support can be 
arranged that is tailor-made to his/her needs from the outset, rather than only once he has 
started ‘battling’. In other words, the ideal would be prevention rather than reaction. Herzog 
(2006:17) reiterates this point with “being able to identify who is at risk of dropping out, or 
who is likely to take a long time to graduate, helps target intervention programs to where 
they are needed most; and it offers ways to improve enrolment, graduation rates, and 
precision of tuition revenue forecasts”. 
This study has made use of data which are generally available at the time a student 
registers. This is advantageous since the framework developed can be used to recognise 
which future students may struggle, as well as to identify in which spheres support may be 
needed. This is of paramount importance, not only for the wellbeing of the student, but for 
the sustainability of the Department of Quantity Surveying. Improving the performance and 
throughput of students within the department would secure increased funding, and ensure 
lower costs. 
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Knowledge of the changes in the composition, and performance, of the student population 
would assist in determining whether the national student access requirements are being 
met. This information would also enhance the admission decisions of the department, and 
ensure that the scarce skills requirements of South Africa are being catered for. 
Frequently, cohort studies are undertaken at national or institution level; but the researcher 
would argue that each program, at each institution, is likely to attract different types of 
students, as well as experience unique problems regarding student success. This study 
comprised a cohort analysis at departmental, rather than institutional, level, which provided 
an opportunity for precision in the data capture and analysis, in order to accurately 
determine a reliable framework of measurement. 
Although this study provides an overview of the performance and throughput rates of 
students within one department, the results are significant, in showing that common 
assumptions, such as those regarding which students are most likely to fail, are often 
unfounded. Other academic departments and institutions might well benefit from this study 
in realising that departmental level research is necessary for informed decision-making. 
1.9 ORGANISATION OF THE REMAINDER OF THE STUDY 
This chapter has provided an introduction to this research, as well as defining the relevant 
terms and explaining the importance of the study. 
Chapter Two covers the literature, which was reviewed as a theoretical background to the 
empirical study. Various issues are raised, such as student access, performance and 
throughput rates. An overview of the state of higher education in South Africa is also 
provided. 
Chapter Three summarises many of the studies which have been undertaken, both 
nationally and globally, to determine those factors which influence a student’s experience 
and performance at tertiary educational levels. This summary is intended to provide a list of 
the variables which can be used in the empirical study of this research project. 
Chapter Four provides a detailed description of the methodology used for the empirical part 
of this study - as well as describing the theoretical approach taken; while the process 
followed in collecting and analysing the data is also described. 
Chapter Five presents the findings of the data analysis. In order to avoid confusion, as there 
are ten research questions, the analysis of the findings is provided at the point of displaying 
the results, rather than at the end of the chapter. 
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The final chapter, Chapter Six, draws conclusions from the findings and the data analysis. 
Recommendations based on the study, as well as for further research, are also presented. 
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CHAPTER 2 
HIGHER EDUCATION IN SOUTH AFRICA 
2.1 HIGHER EDUCATION IN POST-SCHOOL EDUCATION  
2.1.1 Overview 
In 2009, a major change in the education sector of South Africa took place. Education, both 
school and post-school versions, as well as vocational training, were controlled by both the 
Department of Education and the Department of Labour. In order to better streamline the 
management and control of education, two departments were formed. The Department of 
Basic Education (DBE) was formed to oversee school level education. The Department of 
Higher Education and Training was formed through the “amalgamation of those parts of the 
old Department of Education and the Department of Labour which dealt with post-school 
education and training” (DHET, 2013:2). 
In the White Paper for Post-school Education and Training (DHET, 2013:5) which the DHET 
released in January 2014, the post-school system was described as consisting of the 
following: 
 23 public universities (now 26 as noted below); 
 50 public technical and vocational education and training (TVET) colleges - previously 
known as further education and training (FET) colleges; 
 Public adult learning centres, which are to be absorbed into the new community colleges; 
 Private post-school institutions; 
 Sector Education and Training Authorities (SETAs) and the National Skills Fund (NSF); 
and 
 Regulatory bodies responsible for qualifications and quality assurance in the post-school 
system. 
The White Paper further defines the post-school system as comprising all education and 
training provision for those who have completed school, those who did not complete their 
schooling, and for those who never attended school (DHET, 2013:xi), thereby including any 
form of education which is not actually at school level. 
An accurate definition of higher education, however, becomes difficult as, in much of the 
literature, the term university is often interchangeable with ‘higher education’. Within the 
Higher Education Amendment Act, 2008, the original Higher Education Act of 1997’s 
definition is amended. The original definition stated: “higher education means all learning 
Page | 13  
 
programmes leading to qualifications higher than grade 12, or its equivalent …” but the 
amendment saw this changed to “higher education means all learning programmes leading 
to a qualification that meets the requirements of the HEQF” (The Presidency, 2008:2). This 
amendment does little to help the debate on what the term ‘higher education’ really means; 
although it is explained that the 2008 amendment to the Higher Education Act of 1997 was 
to make it consistent with the newly enacted National Qualifications Framework (NQF) Act 
of 2008. 
This NQF Act of 2008 (The Presidency, 2009:17-20) made allowance for a sub-framework 
on higher education known as the Higher Education Qualifications Framework – the HEQF 
mentioned above. In order to allow for control of the whole of the post-school sector, the 
NQF Act, 2008 comprises three co-ordinated qualification sub-frameworks, each of which 
is overseen by a particular Higher Education Quality Council (HEQC). These sub-
frameworks and the relevant HEQC are: 
 General and Further Education and Training, overseen by Umalusi; 
 Higher Education, overseen by the Council on Higher Education (CHE); and 
 Trades and Occupations, overseen by the Quality Council for Trades and Occupations. 
Notwithstanding the variations and amendments to governmental policies over the years, 
the DHET released its latest policy on the Higher Education Qualifications Sub-framework 
(HEQSF) in terms of the NQF Act of 2008 in October 2014. Herein it is explained that “public 
confidence in academic standards requires public understanding of the achievements 
represented by higher education qualifications; and the HEQSF is thus designed to ensure 
consistent use of qualification titles and their designators and qualifiers” (DHET, 2014b:12). 
The HEQSF policy document assists in the understanding of the term ‘higher education’; 
as it describes its scope and application as applying to all higher education institutions, both 
public and private, and to all qualifications that purport to be higher education qualifications. 
It further explains that the NQF has ten levels, and that higher education qualifications 
occupy six of these levels, namely levels 5 to 10 (DHET, 2014b:18). Levels 5 to 7 comprise 
undergraduate qualifications, while levels 8 to 10 accommodate the postgraduate 
qualifications.  
Another helpful section of the HEQSF policy document states that “the minimum 
requirement for admission to a higher education institution from 1 January 2010 is the 
National Senior Certificate” (DHET, 2014b:22), which allows for the same definition of 
‘higher education’ as the original Higher Education Act of 1997. In other words, higher 
education includes universities, whether public or private, and other institutions, which offer 
qualifications at a level that requires prior completion of schooling at a specified standard. 
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2.1.2 The national context 
Post-apartheid South Africa has seen many changes to the university sector of higher 
education, including mergers and incorporations, subsequently resulting in three new 
institutional types. Nationally, there exist twenty-six public institutions (eleven general 
academic universities, six universities of technology and nine comprehensive universities). 
Comprehensive universities are a combination of general academic and technology-type 
universities, and three new institutions of this type have been formed in the last two years 
(DHET, 2015:17). 
Scott, Yeld and Hendry (2007:5) argue that higher education has particular significance in 
developing countries, “because of their acute need for high-level capabilities, to address 
their often extensive social problems and, in the context of economic globalisation, to 
establish a productive niche, or at least [to] avoid falling steadily behind the developed 
world”. Scott (2009b:20) explained that the truth of the matter, however, is that South 
Africa’s gross enrolment rate (a rate used to measure participation rates) is 16%. This is 
especially low compared to a minimum rate of 60% in developed countries. 
In their White Paper for Post-School Education and Training, the DHET put the participation 
rate at 17.3% in 2011 (DHET, 2013:30); while the CHE showed that the 2012 participation 
rate was 19% (CHE, 2014b:5) and the 2013 participation rate was 20% (CHE, 2015b:5). 
Although the White Paper for Post-School Education and Training (DHET, 2013) has been 
released, it supersedes its predecessor, The Green Paper for Post School Education and 
Training (DHET, 2012). However, there is information included in the Green Paper, which 
was not carried forward to the White Paper, as well as information in one document 
contradicting information in the other. It is for this reason that certain excerpts and 
explanations below are taken from the Green Paper - even though the White Paper is now 
available. 
The Department of Higher Education and Training’s Green Paper for Post School Education 
and Training (DHET, 2012:34) described the university sector as comprising 23 universities 
with a 2011 student count of 899 120. It compared these figures with the 1994 student count 
of 495 356, indicating an increase of almost 82%. Sixty-two percent (62%) of 2011 students 
attended contact-based institutions, with the remainder enrolled in distance education. The 
White Paper, however, expressed the 2011 enrolment numbers as “just over 937 000” 
(DHET, 2013:xiv). In his 2014 and 2015 budget speeches, the Minister of the DHET, Blade 
Nzimande, reported that there had been an increase in university participation with a 
headcount enrolment of 953 373 in 2012 (Nzimande, 2014) and 983 698 in 2013 
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(Nzimande, 2015). This reflects a growth of 9% between 2011 and 2013, if the Green Paper 
student count is used. 
If the White Paper figures are used the growth is only about 5%. Nzimande is, however, 
confident that headcount enrolments will reach 1.1 million by 2019, and 1.6 million by 2030, 
according to the White Paper (DHET, 2013:xiv). 
In their Green Paper, the DHET’s aim is to increase university participation rates from the 
16% in 2010 to 23% by the year 2030, a modest increase; as the emphasis will be placed 
on increasing participation at other post-school institutions (DHET, 2012:41). This goal is 
amplified in the White Paper, where “participation rates are expected to increase from the 
current 17.3% to 25%” in 2030 (DHET, 2013:xiv). According to the CHE, the South African 
higher education system has expanded considerably in the last fifteen years; but overall, it 
still reflects the legacy of apartheid - when it comes to participation according to race group 
and socio-economic status, as well as when it comes to which groups finish their degrees 
on time (CHE, 2010:viii).  
It has been difficult to accurately analyse historical national enrolment figures, when there 
are discrepancies in the numbers reported, as well as in the format used, i.e. percentage 
versus headcount. Fortunately, the Council on Higher Education (CHE) was given an 
expanded mandate as the Quality Council for Higher Education in 2008; and, in order to 
advise the Minister of the DHET, they are required to publish information regarding 
developments in higher education (CHE, 2012:i). 
In 2012, the CHE published their first edition of VitalStats, VitalStats: Public Higher 
Education 2010, in order to provide key data on the state of higher education to the general 
public. Since then, the CHE have published the VitalStats document annually with the latest 
edition, published in 2015, giving accurate data on higher education up to 2013. The 
VitalStats publications should provide more accurate enrolment data than the DHET 
publications/reports have provided in the past. Comparisons should also, therefore be 
easier. 
Besides increasing enrolment numbers, another aim of the DHET is to progressively 
introduce free education for disadvantaged learners at undergraduate level (DHET, 
2012:44) and (DHET, 2013:xiv). The CHE (2013a:27), however, describes the higher 
education system in South Africa as having a “revolving door syndrome”, where increased 
access does not lead to success, but to increased “failure, repetition and dropout rates”. A 
study of the national 2008 first-time entering cohort showed that only 30% of the 3-year 
degree undergraduates graduated in regulation time (CHE, 2015b:62).  
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2.1.3 Nelson Mandela Metropolitan University 
The Nelson Mandela Metropolitan University (NMMU) is a Comprehensive University, which 
was formed in 2005 with the merger of the University of Port Elizabeth (UPE), the Port 
Elizabeth Technikon (PET) and Vista University Port Elizabeth Campus. NMMU is spread 
over six campuses, namely: 
 South Campus (former UPE); 
 North Campus (former PET); 
 Second Avenue Campus (former Technikon College Campus and Teacher’s Training 
College); 
 Bird Street Campus (original UPE campus); 
 Missionvale Campus (former Vista PE); and the 
 George Campus (former Saasveld campus of UPE). 
A large variety of academic programmes are offered in seven faculties, namely: 
 Arts; 
 Business and Economic Sciences; 
 Education; 
 Engineering, the Built Environment and Information Technology (EBEIT); 
 Health Sciences; 
 Law; and 
 Science. 
The Department of Quantity Surveying at NMMU is found within the EBEIT faculty. 
As at December 2011, the total number of students enrolled across all the NMMU campuses 
and faculties was 26 221 (NMMU, 2012:13). In 2012, this figure rose to 26 640 total enrolled 
students, a growth of 1.2%; and yet, in its 2012 Annual Report to the Minister of Higher 
Education and Training, NMMU reported a slight decrease of 5.01% in first-time entering 
students when compared to the 2011 intake (NMMU, 2013:1). In other words, although the 
total enrolment figures had increased, the number of first-time entering students had 
decreased. The largest decrease in first-time enrolments was in the EBEIT Faculty, where 
the 2012 first-time entrants were 17.09% lower than in 2011. Having looked at the NMMU’s 
2013 annual report to the DHET (NMMU, 2014:2), as well as the yet-unpublished figures 
for 2014 (NMMU, 2015a), Table 2.1 below shows that the total enrolment numbers seem to 
have stabilised over the three-year period from 2012 to 2014. Although the EBEIT faculty’s 
first-time entering numbers are also stable, overall the NMMU has shown a marked increase 
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in total first-time enrolments in 2014, due to the introduction of new course offerings in the 
Faculties of Law and Science (NMMU, 2015a:27). 
Table 2.1: NMMU enrolment figures 
 
Source: Adapted from NMMU (2013; 2014; 2015a) 
The EBEIT faculty consists of three Schools. The Department of Quantity Surveying is 
situated within the School of the Built Environment alongside the Department of 
Construction Management and the Department of Building and Human Settlement 
Development. The other Schools in the faculty are the School of Information Technology 
and the School of Engineering. 
2.1.4 Department of Quantity Surveying 
The Department of Quantity Surveying was instituted in January 1970 as part of the then 
University of Port Elizabeth. Currently the department offers the following degree 
programmes: 
 BSc Construction Economics (this is a 3-year undergraduate degree); 
 BSc (Honours) Quantity Surveying (this 1-year postgraduate degree follows the 
aforementioned degree); 
 MSc Construction Economics degree (this is a full-research Master’s degree); and 
 PhD Construction Economics degree (this is a full-research Doctorate degree). 
These degrees came into being in 2001. Prior to this the BSc Construction Economics 
undergraduate degree, and the BSc (Honours) Quantity Surveying degree were combined 
in a single degree, named the BSc Quantity Surveying degree which was a 4-year honour’s 
level degree. 
2012 2013 2014
Total student headcount 26 640 26 411 26 630
Percentage difference on previous year -0.86% 0.83%
Total first-time students 5 399 5 474 6 206
Percentage difference on previous year 1.39% 13.37%
EBEIT total headcount 4 108 4 151 4 155
Percentage difference on previous year 1.05% 0.10%
EBEIT first-time students 776 809 865
Percentage difference on previous year 4.25% 6.92%
Page | 18  
 
As this study will investigate fifteen cohorts, from 1995 to 2009, the data up to honour’s level 
will be analysed. This requires an understanding of the various degree names that will be 
used. The following describes the degree names for various cohorts: 
 Cohorts 1995-2000 registered for the 4-year BSc Quantity Surveying degree; and 
 Cohorts 2001-2009 registered for the 3-year BSc Construction Economics degree, 
followed by the 1-year BSc (Honours) Quantity Surveying degree (four years in total). 
2.2 STUDENT ACCESS AND ENROLMENT 
2.2.1 Overview 
“Students entering university do so from positions of extreme inequality, most obviously in 
schooling, but also in terms of financial and other resources” (CHE, 2010:6). 
This is not a problem limited to South Africa, as even in the United States of America, 
Chambers and Deller (2011:51) describe the difficulties associated with access as follows: 
“As with many social constructs, ‘access’ is often experienced as limited 
options, not necessarily total exclusion from choices. However, the 
impression given throughout the discourse on access is that either 
individuals are provided the option to enter post-secondary education, for 
example, or they are not provided that option. The reality is more complex 
and nuanced in that access that is available to individuals is contingent on 
many factors related to social positionality. Access is rarely the opportunity 
to choose from all possible options. Access is not an all-or-nothing dynamic, 
nor is it static – i.e. access now or never. At any given point in time, what one 
has access to is guided by a dialectic between past realities and future 
possibilities … how one has negotiated and made meaning of life 
circumstances and what one perceives to be life choices.” 
This excerpt provides a broad definition of access that can be applied to the South African 
context, although the issue of access is often looked at in a narrower light. Scott, Yeld and 
Hendry (2007:19) explain that in terms of equity, access remains a key issue, despite an 
increase in black enrolment since the political transition. It is successful completion, 
however, that really matters, and therefore equity of outcomes should be the overarching 
challenge. The authors argue that the major racial disparities in completion rates have the 
effect of negating much of the growth in black access that has been achieved. 
Bitzer (2010:298-312) reviews the complexities of equity and access in higher education. 
The point is raised that even if higher education manages to rectify the issue of race-based 
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student admissions, the problem of skewed equity still remains. Bitzer draws on several 
myths published by Australian author Richard James. James (2007:1) explains that there 
are “various implicit and explicit conceptions of equity in higher education” such as: 
 Those who have the ability to go to university are able to do so; 
 There are no barriers to access to university; 
 The selection for university places is on academic merit; 
 The selection for university places is without discrimination on the basis of social class, 
gender, religion or ethnicity; and 
 All people have the same opportunity to develop their talents. 
Bitzer (2010:303) points out that a higher education confers significant individual benefits in 
terms of personal development, career possibilities and lifetime earnings. However, these 
benefits are only conferred on those completing their studies. The problem is that so often 
the students who enter higher education and finally complete their studies, no matter what 
their race, are normally from the more-advantaged backgrounds anyway. In the words of 
Bitzer (2010:303): “at the aggregate level, equity policies appear to have done little to 
reduce the persistent, proportional under-representation of low socio-economic status 
groups, which mostly translates into black youth”, as “school completion rates and school 
achievement levels closely relate to social class and race”. 
2.2.2 The national plan 
It is against this backdrop that the DHET (2012) published the Green Paper for Post-School 
Education and Training, calling for comment in January 2012. In the executive summary, it 
is outlined that by 2030 the DHET aims to raise university enrolments to 1.5 million, a 
projected participation rate of 23%; as opposed to the 2011 enrolments of just under 900 
thousand, a 16% participation rate. They add, though, that this is a modest expansion as 
attention will rather be diverted towards increasing throughput. 
In the subsequent White Paper for Post-School Education and Training, approved by 
Government in November 2013, the DHET (2013:28) stated that “redress policies driving 
improved access for blacks and women have clearly worked”. It is explained that in 1994, 
the percentage of black students (including African, Coloured and Indian) at public 
universities was 55%; while in 2011, this figure had risen to 80%. It should be noted that in 
this White Paper, the DHET (2013:7) increased its proposed university enrolment goal to a 
headcount of 1.6 million enrolments by 2030. 
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A Task Team was appointed by the CHE to report on a Proposal for undergraduate 
curriculum reform. The chairman of this team, Prof. Njabulo Ndebele, in his preface to the 
report (CHE, 2013a:8), eloquently described the state of affairs post-1994 as follows: 
“In moments of great historic transitions the world over, extremes of action 
are normal. Corrective in their intent, they are part of the logic of change. The 
ascendant power requires ‘its own people’ in large numbers to replace those 
that had kept going the passing old order. Statistics and quantification of the 
progress of change carry political import. They can validate or invalidate the 
new political order. Because they become part of the definition of success or 
failure, they bear consequences. Woe unto the new order that does not pay 
attention to them. 
In South Africa, representation in numbers, as an indicator of transformation 
since 1994 was one of the desired extreme actions. It was one of the 
requirements to give colour and shape to a new order, on the promise that 
statistical replacement of the old with the new would bring about a future 
radically different from the past. ... the pursuit of numbers partly worked. 
There was no doubt who wielded political power in South Africa after 1994. 
But it also became increasingly clear that more was required of people than 
that each was a number. The numbers needed to go with more.” 
The DHET is obviously becoming more and more aware of the fact that increased access 
is not the solution to the problem. In its Strategic Plan for 2015/16 – 2019/20, the DHET 
(2015:16) acknowledges that participation in Post-School Education and Training is limited; 
and that it is “skewed towards university education, which has limited access and few 
students that can attend”. One of the targets within this plan is to have 1 070 000 students 
enrolled in universities by 2020, not many more than were enrolled in 2013, and less than 
planned in the White Paper. One of the other targets set was to produce and publish a first-
time entering undergraduate cohort analysis report annually to “ensure provision of 
information on the status of performance in universities in respect to first-time entry 
undergraduates” (DHET, 2015:35).  
In his budget speech in 2014, the Minister of Higher Education and Training, Blade 
Nzimande (2014), explained that the DHET, besides expanding enrolments, also needs to 
focus on quality and student success. It is, therefore, expected that the growth rate in 
graduates will be significantly higher than the growth rate in enrolments. 
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2.2.3 The science, engineering and technology context 
Within the science, engineering and technology (SET) fields, according to the DHET Green 
Paper (DHET, 2012:35), enrolments in universities, from 2000 to 2009, have increased by 
an annual average of 4.4%, while graduation rates have grown by 5.5% per annum. This 
indicates an improvement in student performance. Also in the Green Paper, the DHET 
(2012:35) advised that the number of SET graduates is still not adequate in South Africa. 
In addition, in their White Paper, the DHET (2013:28) showed that from 2000 to 2011, the 
SET enrolments had grown on average 5.8% per annum. It was stated that graduation rates 
in these fields had grown substantially up to 2011, but no figures were presented. The DHET 
(2013:28), once again, highlights the fact that South Africa is still not producing enough SET 
graduates to meet its economic development objectives. 
Once again, a concern is raised on the disparity between the figures provided by the DHET, 
and those provided by the CHE. The CHE (2015b:25) reports the number of SET 
enrolments from 2008 to 2013, as having a growth of, on average, 5.2% per annum. 
Although similar to the DHET’s figures, it is of interest to note that the increase in enrolments 
from 2012 to 2013 only amounted to 3.8%.  
A contributing factor is the decrease in the number of learners completing grade 12 with 
mathematics as a subject. The Department of Basic Education (DBE) (2014:24-27) reports 
that of the 511 152 candidates, who wrote the National Senior Certificate (NSC) 
examinations in 2012, only 225 874 wrote the mathematics papers, approximately 44%. A 
sobering statistic is that only 35.7% of these candidates passed the mathematics exam with 
a mark of more than 40%. The DBE (2015:24-27), in their 2013 Education Statistics report,  
present the findings of the NSC exams for 2013. It should be noted that this was the final 
year of the NSC examinations, which were subsequently replaced in 2014 by the Curriculum 
and Assessment Policy Statement (CAPS), a “streamlined version of the NSC” (DBE, 
2015:23). 
In 2013, 562 115 candidates wrote the final NSC exams, an increase of almost 10%, 
compared to 2012. The mathematics papers were written by 324 097 of these candidates, 
approximately 58% of the total, which is a substantial increase from the previous year. 
Although also showing a slight increase, it is still a major concern that only 40.5% of the 
candidates who wrote grade 12 mathematics passed the subject with more than 40% (DBE, 
2015:27). Considering the national drive to increase enrolments in SET fields, the fact that 
only 17% of all matriculants are passing mathematics with a mark of more than 40% is a 
problem with grave consequences.  
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The DBE report only shows the total percentage of students who passed with more than 
40% for mathematics. In other words, the report does not show the success rates of 
students completing mathematics with a mark higher than 50%. This is unfortunate, as most 
SET fields would require at least a 50% pass in mathematics for entry into the various 
university courses. While the actual percentage is unknown, the potential pool of students 
who can access the SET courses is, therefore, even less than 17% of the school-leaving 
body. 
Although it was reported that enrolments for SET programmes had grown by almost 65% 
between 2000 and 2011, the DHET (2013:28) warns that South Africa is still not producing 
adequate numbers of graduates in these fields. It is felt that universities must provide for 
the education of sufficient numbers of professionals and other graduates in scarce skills 
areas, which the DHET will determine; and updated scarce skills lists will be provided 
regularly. A further priority is placed on producing black professionals and graduates in 
these scarce skills areas (DHET, 2013:33).  
A problem arises in increasing graduates in these scarce skills fields, when various 
university programmes are competing for a small number of matriculants, who leave school 
with the relevant level of entrance requirements. 
2.2.4 The built environment context 
2.2.4.1 The Council for the Built Environment 
The Council for the Built Environment (CBE) is a statutory entity established by the Council 
for the Built Environment Act 43 of 2000 (CBE, 2014a:7). Also in 2000, six Acts were 
promulgated, each regulating the Built Environment Profession (BEP) through the 
establishment of six statutory Councils. The CBE Act places the CBE as the overarching 
body of the six built environment professional councils and the Department of Public Works 
(DPW) (2014a:71) lists the six professions as: 
 Architectural profession; 
 Project and construction management profession; 
 Engineering profession; 
 Landscape architectural profession; 
 Property valuers’ profession; and the 
 Quantity surveying profession. 
The DPW describes the Built Environment Professional Councils (BEPCs) as autonomous 
bodies that fulfil the role of self-regulation of the various professions; while the CBE, as an 
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umbrella body for the BEPCs, is responsible for discharging legislative mandates and 
Government policy (DPW, 2014a:74). The CBE (2014b:12-16), in its 2013/14 Annual 
Report, states its legislative mandate, and it provides a list of objectives, according to the 
Act, as follows: 
 Promote and protect the interest of the public in the built environment; 
 Promote and maintain a sustainable built environment and natural environment; 
 Promote ongoing human resources development in the built environment; 
 Facilitate participation by the built environment professions in integrated development in 
the context of national goals; 
 Promote appropriate standards of health, safety and environmental protection within the 
built environment; 
 Promote sound governance of the built environment professions; 
 Promote liaison in the field of training in the Republic and elsewhere, and to promote the 
standards of such training in the Republic; 
 Serve as a forum, where the built environment professions can discuss the relevant 
issues; and 
 Ensure uniform application of norms and guidelines set by the Professional Councils 
throughout the built environment. 
The DPW drafted a BEP policy for public comment in May 2014, with proposed 
amendments to the statutory framework of the Built Environment Professions. This was in 
order to address the shortcomings of the current regulatory framework. One of the nine 
challenges the DPW highlights is transformation (DPW, 2014a:77). The following is a quote 
from the draft policy: 
“After 19 years of democracy, the number of previously disadvantaged 
individuals registered as professionals across the BEPs is dismally low – 
averaging under 25%. While this is a product of many factors, which 
Government is addressing, it is also the outcome of scarcity of innovation by 
respective BEPCs to address the impediments encountered by previously 
disadvantaged individuals to register as professionals. For example, there 
are limited opportunities for graduates to get practical training, resulting in a 
lapse in time before the graduates enter the labour market. Hence, historic 
inequalities at educational institutions and socio-economic disparities ought 
to be challenges the BEPCs address, in partnership with all relevant 
stakeholders.” 
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The DPW’s (2014a:79) preferred option for amendment is to relocate the function of the 
CBE to within the Department of Public Works itself; but it remains to be seen what the 
outcome of this draft policy will be. 
2.2.4.2 Scarce skills 
In May 2014, the DHET published their draft National Scarce Skills List: Top 100 
Occupations in Demand, asking for public comment. Within this document, the DHET 
(2014a:5) defined scarce skills as being: 
“those occupations in which there are a scarcity of qualified and experienced 
people, currently or anticipated in the future, either (a) because such skilled 
people are not available or (b) they are available but do not meet employment 
criteria … such as geographical location; equity considerations; where there 
are few, if any, candidates with the requisite skills (qualifications and 
experience) from specific groups available to meet the requirements.” 
The top 100 scarce skills were listed in ranked order, and most notable are that civil 
engineers were ranked second; while the quantity surveyors were ranked fourth-most 
scarce. Eleventh on the list was construction project manager. This publication provided 
clear evidence that an increase in student numbers is required in the built environment. 
This is a view which is shared by the Department of Public Works (DPW). In various recent 
media statements and presentations, the Minister of Public Works, Thulas Nxesi, 
consistently highlights that “as Public Works we have a clear and strategic long-term interest 
and commitment to technical and professional training in the Built Environment – both to 
rebuild the professional capacity of the department, and to contribute to [the] scarce skills 
required in the Built Environment generally” (Nxesi, 2014:6). 
The DPW has shown its commitment to this by presenting over 100 bursaries in 2014, worth 
R120 000 each, to specifically chosen students enrolling for degrees within various SET 
fields, including quantity surveying degrees (DPW, 2014b). 
It should be noted that after receiving public comment on its National Scarce Skills List, the 
DHET published the final version in November 2014 (DHET, 2014c). In the final version, 
the document name was changed to the List of Occupations in High Demand: 2014, and it 
was no longer limited to 100 occupations. Unfortunately, the final version did not rank the 
required skills, in their order of scarcity; but it can be stated that quantity surveyors, civil 
engineers and construction project managers are still included (DHET, 2014c:20-21).  
In the Government Gazette dated 3 June 2014, the Department of Home Affairs (DHA) 
published its amendments to the Immigration Act of 2002. Notice was given that certain 
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skills or qualifications were deemed to be critical for South Africa in relation to any 
application for a critical skills visa or a permanent resident permit. Once again, quantity 
surveyors, civil engineers and construction project managers were included in this list (DHA, 
2014:12-15). 
The South African National Treasury (2015) published its Budget 2015: Estimates of 
National Expenditure, in various sections, including a chapter, Vote 11, covering a proposed 
budget for Public Works. In the section dealing with the funding of public entities, the 
National Treasury analyses the proposed expenditure on the Council for the Built 
Environment. It describes the national development plan’s vision to develop skills and 
infrastructure that the economy requires to grow; and it explains that the CBE’s focus over 
the medium term would, therefore, be to prioritise “strengthening the technical capacity of 
the public sector for infrastructure delivery, …, particularly by contributing to improvements 
in the throughput rate of mathematics and science in the basic education phase, …, and 
developing appropriate strategies and interventions to increase the retention of built 
environment professionals, and make the industry more attractive” (National Treasury, 
2015:24). 
2.2.5 Closing thought on student access 
The need for an increase in access to higher education is indisputable, but Morrow 
(2007:18) presents an interesting discussion on access, and defines access to higher 
education as having two dimensions. The first dimension is a matter of institutional policy 
regarding the process of “formal access” to the institution. The second dimension is a matter 
of teaching practice, which Morrow calls “epistemological access – teaching and learning 
strategies that enable our students, many from a background of schooling that has not 
prepared them well for university study, to learn the kinds of things universities teach” 
(Morrow, 2007:18).  
Morrow (2007:19) later presents the argument that often the two forms of access are in 
direct conflict with one another, i.e. the more we increase “formal access”, the more 
“epistemological access” suffers. The most interesting part of Morrow’s views is that, 
although published in a book in 2007, this discussion of access was presented as an essay 
at the University of the North in October 1992. Morrow clearly could see what was coming; 
but even so, the promotion of increased access was pursued.  
As the literature has shown, increased access is a non-negotiable factor that must be dealt 
with. This leads to the need for strategies to increase student success; as Tinto (2014:4) 
points out, “access without support is not an opportunity”. 
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2.3 STUDENT PERFORMANCE  
2.3.1 Overview 
A common perception in the corridors of academia is that the performance of students has 
decreased, a fact which the literature seems to support (van Zyl, 2010:17-18). Although 
much research is focused on retention and throughput rates, Petersen, Louw and Dumont 
(2009:100) explain that academic performance is a major determinant of retention and 
graduation of a student, as well as the most revealing indicator that a student is coping 
academically. 
As stated in the previous section, an important priority is increasing access to university. 
The DHET (2013:31) do, however, acknowledge that as participation increases, universities 
must “simultaneously focus their attention on improving student performance”. They 
continue that “improving student access, success and throughput rates is a very serious 
challenge for the university sector, and must become a priority focus for national policy and 
for the institutions themselves” (DHET, 2013:31). 
The DHET describes the university sector as being characterised by low success rates, with 
a graduation rate of only 15% for students in three-year degree programmes in contact 
education. This is in comparison to the international norm of 25% (DHET, 2013:32). A 
concern is raised in that, despite the overall demographic changes in student bodies of 
universities, cohort studies show that black students, particularly from poor backgrounds, 
are still most affected by poor graduation and throughput rates. The DHET (2013:32) 
describes the reasons for this poor performance as being of a complex nature, but they 
provide the following list of most common causes: 
 There continues to be significant inequality in the schooling system, especially in terms 
of access to high-quality schooling for the poor, and for those living in townships and 
rural areas; 
 Linked to this, school leavers are generally not well-prepared for university study; 
 Student-to-staff ratios are too high at undergraduate level, particularly for first-years; 
 Early-warning systems and other methods of recognising students who need support are 
not adequate; 
 Factors that impact on student success are diverse, and include inadequate funding, 
poor living conditions, and insufficient support for both academic and social adjustment 
to university life; and 
 Support for professional development and recognition of academic staff in the area of 
undergraduate teaching is generally weak. 
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This is not a problem limited to South Africa alone. Engle and Lynch (2011:161) explain that 
access to higher education has expanded dramatically in the USA; and yet students from 
low-income backgrounds remain at a distinct disadvantage, with only 12% of students from 
low-income families earning a Bachelor’s degree by age 24. In contrast, 73% of young 
adults from high-income families will earn a Bachelor’s degrees by the age of 24. Engle and 
Lynch (2011:161) acknowledge that previous research has attributed the low success rates 
of low-income students to having fewer academic, social and financial resources, which 
negatively affects the extent to which they can interact with, and succeed in, the college 
environment. They add, though, that performance is not necessarily based solely on socio-
economic background – it is far more complex and sometimes unpredictable, in that the 
institution attended plays a role in performance as well. 
2.3.2 The importance of performance 
In the words of Pascarella and Terenzini (2005:396): 
“Probably no other variable’s relation to persistence or degree completion 
has attracted more attention than grade performance. Grades are hardly a 
perfect measure of learning and intellectual development in that they 
generally reflect a student’s performance relative to other students, rather 
than how much has been learned. Moreover, although the concept of grades 
is familiar to all, the method of their calculation and the standards applied 
can vary enormously both within and across academic departments and 
institutions, muddying the meaning of a grade or grade-point average. In 
addition, grades are most likely confounded measures, reflecting a 
combination of a student’s previous academic achievement, general 
intellectual capacities and abilities, academic skills (such as computer 
literacy and study and time management skills), and personal traits (such as 
motivation, self-discipline, and perseverance). Even so, the attention given 
grade performance in the research literature is warranted. Grade-point 
averages are the lingua franca of the academic instructional world, the keys 
to students’ standing and continued enrolment, to admission to majors with 
enrolment caps, to program and degree completion, to admission to graduate 
and professional schools, and to employment opportunities. Even given their 
limitations, however, college grades may well be the single best predictors 
of student persistence, degree completion, and graduate school enrolment.” 
Watson (2008:726-727), like Pasccarella and Terenzini (2005:396), expounds the 
limitations associated with using quantitative performance measures, but acknowledges 
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that, in order to improve performance, it is useful to know how a programme is performing 
relative to its own performance in previous years. Watson (2008:727) admits that 
quantitative indicators can provide such information, and that they may aid understanding 
of the multiple reasons for poor throughput. Arum and Roksa (2011:19) agree that 
“longitudinal measurement of test score performance, coursework, institutional 
characteristics, social background and college experience is needed to build our knowledge 
of the processes and mechanisms associated with student learning”.  
A study undertaken by Ruth Woodfield (2014), on behalf of the Higher Education Academy 
(HEA) in the UK, entitled Undergraduate retention and attainment across the disciplines, 
explored the differences within the student body, and it focused on student continuation and 
attainment (performance) patterns across disciplinary areas. It is noted in the report 
(Woodfield, 2014:5) that each discipline is configured differently, according to student 
background characteristics; and that these characteristics, as well as the disciplines 
themselves, are linked to variations in retention and performance rates. A finding of the HEA 
study (Woodfield, 2014:4) is that the majority of STEM (science, technology, engineering 
and mathematics) disciplines recorded higher than average percentages of students leaving 
for ‘academic failure’ reasons, and that high academic failure rates were seen to plague 
mainly black, minority and ethnic students. 
Smith and Naylor (2001:30) explain the importance of degree performance in the UK as 
“the class of degree obtained by students is a determinant of success in the graduate labour 
market. Degree class acts either as a signal of a graduate’s ability, or as a measure of the 
acquired human capital; and employers often make job offers conditional on applicants 
achieving at least an upper second class honours degree”. Although it is unclear whether 
the same benefits of high degree performance apply in the South African labour market, it 
is certain that a student who performs well is likely to advertise the fact when applying for 
employment. 
2.3.3 The influence of performance  
Dr Lis Lange (2007:iv) expresses concern that student performance is generally still racially 
differentiated; and Scott, Yeld and Hendry (2007:57) add that “the effects of different 
educational and social backgrounds will continue to be experienced in many regular 
courses, including senior courses, potentially influencing student performance significantly”. 
Scott (2009b:21) also explains that “failure in first year goes well beyond those students 
who drop out at this time … many others fail one or more courses, or pass only very 
marginally … which in many cases has a cumulative effect, and leads to demoralisation and 
terminal failure in the senior undergraduate years”. Scott (2009b:24) reemphasises this 
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point with the fact that “shortcomings in first-year students’ development of fundamental 
conceptual knowledge, academic literacies and learning approaches are likely to have a 
cumulative effect that leads to poor performance or failure in later years”. 
Although recent research has focused on the fact that students are more likely to fail or drop 
out during their first year of enrolment, Nora and Crisp (2012:229) explain that although this 
is true, it is worth noting that factors influencing dropout behaviour, as well as variables that 
affect students’ persistence and performance, are likely to change over time; and there is a 
risk that initiatives put in place to assist first-year students could, in fact, merely shift the 
problem into later years. 
Grebennikov and Skaines (2008:58-70) looked at student performance and retention at the 
University of Western Australia. It was noted in the literature review that evidence suggests 
a positive relationship between student academic performance and retention; but that there 
is evidence that the predictors of student retention and the predictors of student 
performance are not the same. McKenzie and Schweitzer (2001:29) are quoted as 
concluding that “high academic achievement is not necessarily related to retention, and 
poor academic performance does not always result in attrition”. Grebennikov and Skaines 
(2008:59) do, however, acknowledge the longitudinal nature of student performance in their 
list of predictors, which contribute to student academic performance, such as: 
 Previous academic performance and education qualifications; 
 University entry score; 
 Previous course performance, as students move through their studies; 
 Gender (women show higher academic achievements than men); 
 Age (students in their late 20s and 30s are more likely to perform better than younger or 
older students); and 
 Socio-economic status (SES) (the higher, the better the achievement). 
Smit (2012:370) explains that the “dominant thinking in higher education attempts to 
understand student difficulty by framing students, and their families of origin, as lacking the 
academic, cultural and moral resources necessary to succeed in what is presumed to be a 
fair and open society”. Smit (2012:370) expands on this general view, by stating that much 
of the discussion on student difficulty concentrates on some aspect of deficiency – “those 
who do not succeed in higher education fail, because of some internal shortcoming 
(cognitive or motivational), or some external weakness linked to the student (cultural or 
familial background)”. This is what Smit refers to as the ‘deficit discourse’, where students 
are referred to in terms of what they are not (Smit, 2012:370).  
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Barnett (2007:9) believes that “the will to learn is the most important educational concept, 
and focuses attention on how it is that students persist in education, rather than on why 
students fail”. This clearly gives a new way of thinking, in that the “successful disadvantaged 
student has a wealth of information we need to tap into to understand how it is that some of 
these students flourish in higher education” (Smit, 2012:375). 
Leibowitz (2009:95) had the same view when warning educators to “guard against making 
easy assumptions about students based on their social background, especially in relation 
to deficit theories. A solely deterministic approach seems to fail to account for the existence 
of agency, or the will to succeed against the odds, despite one’s social class background”. 
Not all students who come from a disadvantaged academic background experience the 
same difficulties in higher education (Smit, 2012:377) 
Although the term ‘at-risk’ may seem to play to the ‘deficit discourse’ way of thinking, if the 
views of Barnett (2007), Smit (2012) and Grebennikov and Skaines (2008) are joined, the 
identification of at-risk students can be a useful tool. According to Grebennikov and Skaines 
(2008:59), a failing student is not necessarily one who was previously disadvantaged, and 
a failing student may later become a high performer. Smit (2012:377) supports this view, by 
looking at the medical origin of the term ‘at-risk’, and saying that there is “differential 
susceptibility to the impact of a combination of personal and environmental factors on 
student success”. 
Prinsloo, Muller and Du Plessis (2010:212) undertook a study to determine the risk of failure 
in first-year accounting students at UNISA. In their findings, it was noted that students who 
were alerted to their risk status, displayed a significant improvement in performance. A 
specific case is highlighted, of a student who was informed of his/her risk status, and the 
performance improved from 42% to 84% over two examination sessions. 
Within most programmes, there will be courses in which students struggle to perform well, 
courses which Fisher (2011:88) terms “killer courses”, and these need to be taken into 
account when analysing a student’s overall performance. It is, therefore, important to 
determine trends in per-course, or per-year, performance, in order to determine where 
students are likely to struggle due to course content, rather than due to student ability.  
2.3.4 Closing thought on student performance 
This section has highlighted some of the factors which can influence a student’s 
performance. It is also clear from the literature reviewed that performance is of major 
importance - not only in the future performance of a student, but also the likelihood of the 
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student completing a degree. The better a student performs, the more likely s/he is to persist 
with his/her studies, and ultimately complete the chosen degree. 
2.4 THROUGHPUT RATES 
2.4.1 Overview 
Arum and Roksa (2011:53) describe the United States higher education sector as seeing 
impressive expansion over the course of the twentieth century, and they explain that 
“although inequalities in access persist, as do concerns about financial aid and affordability, 
students from all backgrounds and all levels of academic preparation are taking advantage 
of expanding opportunities and entering higher education”. It is noted that the “success 
achieved in increasing access has not been paralleled in other areas of higher education”, 
and that “graduation rates are stagnant or decreasing, and time to degree has been on the 
rise”. 
Ahmed Essop (2012:i), the previous CEO of the CHE, states that there are a range of factors 
contributing to low throughput and graduation rates, including poor schooling and the 
resulting under-preparedness, lack of fluency in the language of instruction, and inadequate 
financial support. Essop (CHE, 2014a:i) in 2014, added that the National Plan for Higher 
Education had failed in its intention to improve the efficiency of the higher education system 
through increasing outputs, as “this has not been achieved, and the challenge of poor 
throughputs from higher education remains”. 
The CHE (2010:6) explains that graduation rates (the method of measurement used by the 
DHET) are often calculated by dividing the total number of qualifications awarded at an 
institution in a particular year by the total number of students enrolled for that year, and that 
these graduation rates function as rough indicators of what the throughput rates of students 
are likely to be. 
On the other hand, Scott, Yeld and Hendry  (2007:9) make use of cohort studies in order to 
track and analyse the performance of specific student intakes through to completion, or 
termination, as “longitudinal data of this kind offer the most comprehensive and reliable 
means of identifying performance patterns”. It is added, however, that disaggregating the 
data, by race, qualification type and other relevant categories, is key to identifying patterns 
that cast light on underlying throughput problems. 
In its proposal for undergraduate curriculum reform, the CHE (2013a:40) again expounds 
the benefits of using cohort analysis to calculate throughput rates, rather than the 
graduation rates used by the DHET. 
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It should be clear from the literature that the terms ‘graduation rates’ and ‘throughput rates’ 
are used interchangeably in different contexts and countries. For the purpose of this study, 
throughput rate has a broader meaning than graduation rate. Graduation implies that a 
student has completed his studies and obtained a qualification, whether in minimum time 
or longer. Throughput rate, however, takes into account those students who do not 
complete their qualifications, as well as tracking how long a student takes to complete a 
qualification or leave the system. 
2.4.2 The importance of throughput rates 
Herzog (2006:17) explains that “being able to identify who is at risk of dropping out, or who 
is likely to take a long time to graduate, helps target intervention programs to where they 
are needed most, and offers ways to improve enrolment, graduation rate and precision of 
tuition revenue forecasts”. Herzog highlights an important point – throughput affects income.  
Mouton, Louw and Strydom (2013:295) bring this into the South African context by stating 
“higher education is currently paying more attention to student success and throughput 
rates, because these have become critical factors in determining state subsidies”. Ntshoe 
and De Villiers (2008:25), in 2008, warned against this approach, by stating that “if 
throughput rates are over-emphasised, academic standards can be lowered in an effort to 
increase throughput rates to receive higher subsidies”. This concern, although warranted, 
can most probably be overlooked, as most courses are moderated and audited, either by 
the HEQC, or by professional bodies providing accreditation for certain qualifications. 
In his 2014 budget speech, the Minister of the DHET, Blade Nzimande (2014:6), again 
expressed the need to focus on quality and student success in universities. It was stated 
that universities would focus on improving graduate production from 165 955 graduates in 
2012 to 217 000 in 2019, and “the growth rate in graduates is thus expected to be 
significantly higher than the growth rate in enrolments” (Nzimande, 2014:6). This is a clear 
shift in focus from access to throughput. 
2.4.3 The national context 
In their cohort study of the national 2000 intake cohort, Scott, Yeld and Hendry (2007:12-
17) made some startling discoveries, such as: 
 Only 30% of the intake graduated within 5 years; 
 56% left institutions without graduating; and 
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 Within almost all qualification types, the black completion rate is less than half that of the 
white completion rate, even where black enrolment exceeds white enrolment, thereby 
negating any equity of access gains. 
The CHE (2012:49-53) started publishing the throughput results of cohort studies in their 
‘VitalStats 2010’ publication in 2012, a report which covered the 2005 national intake. A 
more detailed cohort analysis of the 2006 intake was provided in the ‘VitalStats 2011’ report 
(CHE, 2013b:59-75), and the results of this cohort analysis were compared with the cohort 
analysis of Scott, Yeld and Hendry (2007:12-17) of the 2000 national intake. Observations 
on the changes between the 2000 and 2006 cohorts are reported by the CHE (2013b:48), 
as follows: 
 There appears to be little appreciable change in the overall patterns in the degree 
programmes - with performance continuing to be poor across the board; 
 There have been significant improvements in non-SET programmes; and 
 There has been no improvement in the BSc programmes, and a deterioration in the 
engineering sector. 
The latest ‘VitalStats 2013’ was published in 2015, but unfortunately there has been no 
commentary on any of the differences in the various cohorts studied. For interest’s sake, a 
combination of the relevant figures from all four VitalStats publications will be presented in 
section 2.4.6 below, in order to scrutinise the current state of affairs in higher education in 
South Africa. 
2.4.4 The need for improvement 
The DHET (2012:10), in their Green Paper, confirms that universities are, in general, 
characterised by low success rates, and therefore low throughput rates. The DHET  
(2012:38) further stresses that improvement in throughput rates must be the top strategic 
priority of university education; as only one in three students graduate within four years (as 
opposed to the five years that Scott, Yeld and Hendry  (2007:12-17) reported in the 2000 
cohort study). 
Later in the Green Paper, the DHET (2012:39) again emphasises the need to develop a 
strategy to increase throughput rates, and they state that this strategy must be based on an 
understanding of why throughput remains low. They suggest that inadequate student 
preparedness for university education is the main factor contributing to the low success 
rates, but they admit that there is no clear evidence of what approaches are best to 
compensate for this problem (DHET, 2012:39). 
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Almost two years after the Green Paper was released in January 2012, the DHET (2013), 
in November 2013, published its White Paper for Post-School Education and Training. 
Within the White Paper, the main policy objectives of the DHET are listed (2013:4-10). 
Although throughput rates were a “top strategic priority” two years earlier, there is no 
mention of them in this section, although there has been expanding access and an increase 
in the range of post-school education institution types. In the section of the White Paper 
dealing with universities, however, the DHET (2013:31) states that “improving student 
access, success and throughput rates is a very serious challenge for the university sector, 
and must become a priority focus”.  
In the cohort study of Scott, Yeld and Hendry (2007:16), of the 2000 intake, a differentiation 
is made between the various qualification types. Of the degree candidates within the 
engineering fields, only 32% of the cohort graduated within minimum time, and only 14% of 
these were black students. It is argued that, given the persistence of inequalities in 
schooling, and the limited pool of well-prepared candidates, the highest priority should be 
attached to realising the full potential, and facilitating successful performance, in the existing 
student intake; particularly in the most under-represented groups, and in the programme 
areas where growth in graduate output is most needed, such as SETs (Scott, Yeld & 
Hendry, 2007:29). 
In contrast, the DHET’s Green Paper (2012:35) reports that headcount enrolments for the 
field of SET had grown by 4.4% per annum between 2000 and 2009; and that graduation 
rates for the same period had grown by 5.5% per annum, indicating an improving throughput 
rate. The DHET’s White Paper (2013:28) also implies an increase in headcount enrolments 
and graduation rates within the SET sector, but it adds that South Africa is still not producing 
enough SET graduates to meet its economic development objectives.  
2.4.5 Throughput rates at departmental level 
The CHE (2014a:14) states that: 
“There are specific problems that are common to all Higher Education 
Institutions (HEIs), or to certain sub-sectors within the HEI sector that cannot 
readily be solved by a single institution. There are good practices at certain 
institutions that can be usefully shared with other institutions. On the other 
hand, the contexts of individual higher education institutions in South Africa 
vary enormously in terms of history, size, student characteristics, 
geographical location, resources, range and type of educational offerings 
and institutional culture. What works in one context will not necessarily work 
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in a different context without modification. And ultimately, student experience 
is located at an individual institution.” 
Earlier in the same document, however, the CHE (2014a:12) stated that “the problem of 
improving student success in South Africa is too big, too complicated, and too important to 
be solved with fragmented, uncoordinated approaches”. 
The researcher tends to disagree with this latter quote, and leans more towards the former 
view that the students at each institution face different experiences and contexts. 
Furthermore, and one of the main motivators for undertaking this study, the students within 
various programmes / courses within an institution are unique and face unique challenges 
and experiences. As such, a study of throughput rates within a specific department, in this 
case the NMMU Department of Quantity Surveying, is vital in attempting to understand 
‘what works’. 
Fisher (2011:12), in looking at improving throughput rates in engineering degrees, seems 
to agree with this view, explaining that “most importantly, improving throughput remains an 
institution-specific challenge, requiring that individual faculties and engineering 
departments address the issues in ways that speak to the particular institutional contexts in 
which they occur”. 
2.4.6 The latest national throughput information 
This section provides the latest figures available for the national throughput rates, as 
provided by the CHE in the annual VitalStats reports. In the interests of comparison, the 
researcher has summarised the data from each of the four publications into a combined 
table and graph. 
Figure 2.1 shows the accumulative throughput rates for each of the four student intakes into 
three-year degree programs. For each intake, from 2005 to 2008, the percentage of 
students, per number of years taken to complete the three-year degree, is shown as an 
accumulative figure. 
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Figure 2.1: National accumulative throughput rates for 3-year degrees 
Source: Adapted from CHE: VitalStats (2012, 2013b, 2014b & 2015b) 
It can be seen in Figure 2.1, that throughput rates have, on average, been improving. 
However, only 30% of students from the 2008 intake graduated in minimum time; and, after 
six years of study, only 59% of students had completed their three-year degrees. This 
implies that 41% of students are either still in the university system, or have dropped out. 
Figure 2.2 shows the percentage of students who have made it through a three-year degree 
within six years, i.e. double the time. The data have been divided into broad study areas, 
so that a comparison of the various study fields can be seen. It is heartening to see that 
‘Architecture and the Built Environment’ have the second-highest percentage of students 
completing a three-year degree. It should be noted, however, that these figures include all 
three-year degree programs in the Built Environment, such as Architecture, Construction 
Management, Real Estate and Property, and in some cases perhaps even Interior Design. 
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Figure 2.2: Percentage of the 2007 cohort in 3-year degrees that graduated within 6 years 
Source: CHE: VitalStats (2014b:69) 
As the program that will be studied in this research includes an Honours year, Figure 2.3 
has been provided. Figure 2.3 shows the accumulative throughput rates for two student 
intakes into Honours degree programs. For each intake, from 2007 to 2008, the percentage 
of students, per number of years taken to complete the one-year degree, is shown as an 
accumulative figure. Unfortunately figures for earlier cohorts are not available. 
 
Figure 2.3: National accumulative throughput rates for Honours degrees 
Source: Adapted from CHE: VitalStats (2014b & 2015b) 
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Figure 2.3 shows that the percentage of students completing an Honours degree within one 
or two years is decreasing, while the percentage of students taking longer to complete an 
Honours degree is fairly stable. Care should be taken in interpreting this as a trend, as data 
are only available for two years. 
2.4.7 Closing thought on throughput rates 
Even though the national figures show that throughput rates are slowly improving, the 
number of students graduating, and even more so, the number graduating in minimum time, 
still remains dismally low. The literature has shown the importance of throughput rates, as 
well as the fact that they are of national concern. It is, therefore, imperative that the reasons 
for the low throughput rates be investigated, so that measures can be put in place to improve 
them. 
2.5 CONCLUSION 
The higher education arena is shown as failing in its basic function of producing adequate 
numbers of graduates in the fields required. This is despite a concerted effort on the part of 
the government, and the universities, to increase access to previously disadvantaged youth. 
One of the main determinants of the likelihood of a student graduating is the performance 
of the student during his studies. Yet performance is influenced by many factors, which 
have been presented in this chapter. 
The bottom line in higher education fulfilling its mandate to produce sufficient graduates in 
the required fields of study is the throughput rate – how long students take to complete their 
studies, if they complete them at all. 
The following chapter highlights many research studies that have been undertaken, in order 
to determine the various factors at play in influencing a student’s performance, and 
throughput rate, at university.  
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CHAPTER 3 
FACTORS AFFECTING STUDENT SUCCESS 
3.1 OVERVIEW 
The previous chapter provided a contextual overview of the current state of student 
performance and higher education throughput rates, as well as the inherent problems 
associated therewith. These problems are, however, not new and many researchers and 
authors have been debating student success or failure for decades. This chapter will provide 
an historical overview of the development of student success/failure models and how they 
have attempted to explain the factors which affect students in higher education. 
Tinto (2012a:114), in his book Leaving College, looks at the various influences, which may 
cause a student to leave an institution of higher education. Tinto (1993:113) developed a 
longitudinal model in 1993 that focuses primarily on those events which occur in the 
institution following entry, and those which immediately precede entry to the institution. Tinto 
(2012a:112) explains that the focus of the model is on describing why, and how, some 
individuals come to leave their institution prior to completing their degree programmes. 
Although the main focus is on events and interactions which occur during a student’s time 
at the institution, it is acknowledged that departure arises out of a longitudinal process, 
which begins with an individual with given attributes, skills, financial resources, prior 
educational experiences and dispositions when entering the institution (Tinto, 2012a:113). 
Pascarella and Terenzini (2005), in their book How College Affects Students, undertake a 
study to determine the effects an institution has on a student. A review of many relevant 
models, including Tinto’s 1993 model described above, is undertaken. Pascarella and 
Terenzini (2005:17-61) divide the models into various categories, based on their underlying 
theories, as well as highlighting the various models showing the impact college has on 
student change. Of the various models which are presented, Astin’s ‘input-environment-
outcome’ model is described as the first and most durable model. Astin’s model (Astin, 
1993:7; Pascarella & Terenzini, 2005:53) is based on the view that college outcomes are a 
function of three sets of elements, namely: inputs, the environment and outcomes - with 
inputs covering the demographic characteristics, family backgrounds and academic and 
social experiences that students bring with them to college. 
Other models covered include: Pascarella’s own causal model (Pascarella & Terenzini, 
2005:57) and Weidman’s (1989:299) conceptual model. A common factor in all models is 
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that of the precollege background of the student, such as socio-economic status, aptitude, 
ethnicity and aspiration, playing a role in his college outcome.  
The CHE (2013a:55-57) understands that various factors impact on student performance, 
and also provide for categories of factors, namely: material (socio-economic) factors, 
affective (engagement) factors, and academic (learning) factors. Of these, only material 
factors pertain to pre-enrolment - with the affective and academic factors consisting of the 
student’s participation and experience at the institution. As with the international models, 
the CHE’s division of factors places emphasis on institutional effects. This view is 
strengthened by the fact that the CHE has developed a Framework for Institutional Quality 
Enhancement; whereby they plan to evaluate and monitor institutional quality and develop 
systems that can be implemented nationally to improve student success (CHE, 2014a:12-
13). 
Morrison and Silverman (2012:61-77) provide an overview of several theories, models and 
concepts regarding college student retention. One point that is acknowledged in this 
overview is that changing demographics suggest that application of the theories and models 
would have to be customised to institutional needs, as the results from existing models may 
not be relevant in certain circumstances. This, once again, places importance on the need 
to look at pre-institution factors, before considering any of the at-institutional factors. 
Although the review of models contained in Pascarella and Terenzini (2005:17-61) focuses 
on the effects that an institution has on the outcome of a student, all models acknowledge 
and show that the very first influence is in a student’s pre-institutional background and 
circumstances. As such, a comprehensive review of the relevant models and theories will 
be given in the next two sections, in order to highlight these areas. This will also aid as a 
background to the development of a theoretical framework necessary to undertake the 
empirical part of this research. 
3.2 INTERNATIONAL LITERATURE ON THEORIES AND MODELS 
Alexander Astin (1993), Alan Seidman (2012) and Vincent Tinto (2012a; 2012b) mention 
and discuss many of the seminal researchers, and their models, that were developed in the 
early days of looking into the problem of student retention.  
Astin (1993) mentions Feldman and Newcomb (1969), Pascarella and Terenzini (1991); 
Stoecker, Pascarella and Wolfe (1988), Smart (1990) and Bowen (1980) - before focusing 
on his own model (Astin, 1993:1-31).  
Seidman’s book, College Student Retention, also covers many previous studies by authors 
such as Tinto (1993), Astin (1993), Kuh (2001), Carter (2001), Pascarella and Terenzini 
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(1991, 2005), Bean (1982), Fleming (2002), Chickering (1974), Summerskill (1962), Schuh 
(2005), Nora (1990), - as well as his own retention formula (Seidman, 2012). 
Tinto (2012a:34-83), in leading up to an explanation of his own model, also describes many 
previous studies, including those by Summerskill (1962), Bean (1982), Astin (1993), 
Pascarella and Terenzini (1991), Kuh (1990), Schuh (2005), Weidman (1985), Nora (1987), 
Chickering (1969, 1974), Smart (1990) and Fleming (1985). 
One of the most comprehensive and well-structured of the historical reviews of research in 
this field is that of Pascarella and Terenzini (2005). Pascarella and Terenzini (2005:18) first 
group theories and models of student development and change into two broad categories, 
namely: developmental theories / models and college impact theories / models. 
Developmental theories tend to focus on the nature and processes of individual human 
growth, i.e. intra-individual student development and the stages, phases or other movement 
along a given dimension, through which the individual passes. 
College impact theories focus more on the inter-individual origins of students’ change, which 
may not necessarily be developmental. It is noted by Pascarella and Terenzini (2005:18) 
that these models tend to be: 
“…eclectic and [they] evaluate several sets of variables presumed to 
influence one or more aspects of change. These sets may be student-related 
(such as gender, academic achievement, socio-economic status, race-
ethnicity), structural and organisational (such as institutional size, type of 
control, selectivity, curricular mission), or environmental (the academic, 
cultural, social or political climate created by faculty and students on 
campus)”. 
Although the variables which are considered in both broad categories are often 
interchangeable - for example, individual characteristics, such as gender and race feature 
prominently in either type - the main difference lies in the attention given to what changes 
in students, as opposed to how these changes come about (Pascarella & Terenzini, 
2005:18-19). 
The following two sections provide an overview of various models, or theories, separated 
into the two typologies that Pascarella and Terenzini (2005) use. Although the college 
impact models provide a better framework for this research, it is important to acknowledge 
the influences that are at play within the developmental theories and models. It can be seen 
that more recent ‘versions’ of student success models, which can be categorised as college 
impact models, are enhanced by including factors from the developmental models. 
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3.2.1 Developmental theories and models 
In the context of student change, development is viewed as a general movement towards 
greater differentiation, integration and complexity in the ways that individuals think and 
behave. Pascarella and Terenzini (2005:19) divide developmental theories into four 
categories, as follows: 
 Psychosocial theories; 
 Cognitive-structural theories; 
 Typological models; and 
 Person-environment interaction theories and models. 
Some of these developmental theories are summarised in the following sections. 
3.2.1.1 Psychosocial development theories 
Pascarella and Terenzini (2005:20) explain that “psychosocial theories view individual 
development as the accomplishment of a series of developmental tasks”; and they cite the 
example of Arthur Chickering’s seven vectors model as being noteworthy. Chickering and 
Reisser (1993:39) describe their theory as assuming that “emotional, interpersonal, and 
ethical development deserve equal billing with intellectual development”. A short summary 
of Chickering’s (Chickering & Reisser, 1993:38-39) seven vectors are given below. 
Chickering’s Seven Vectors of Student Development: 
 Developing competence; 
 Managing emotions; 
 Moving through autonomy towards interdependence; 
 Developing mature interpersonal relationships; 
 Establishing identity; 
 Developing purpose; and 
 Developing integrity. 
3.2.1.2 Cognitive-structural theories 
“Cognitive-structural theorists seek to describe the nature and processes of change, 
concentrating on the epistemological structures individuals construct to give meaning to 
their worlds … how students will think about those issues, and what shifts in reasoning will 
occur” (Pascarella & Terenzini, 2005:33). In other words, cognitive structural models tend 
to examine how students’ thinking matures. Examples of the following cognitive-structural 
theories are described by Pascarella and Terenzini (2005:34-45): 
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Perry’s scheme of intellectual and ethical development: 
Perry (1970:3) describes the scheme as follows:  
“In its full range the scheme begins with those simplistic forms in which a person 
construes his world in unqualified polar terms of absolute right-wrong, good-bad; it ends 
with those complex forms through which he undertakes to affirm his own commitments 
in a world of contingent knowledge and relative values.” 
The various forms and transitions of intellectual and ethical development are: 
 Dualism – individuals order their worlds in dualistic and absolute categories – since 
differing perspectives create discomfort; 
 Multiplicity – the existence of multiple perspectives is recognised; 
 Relativism – understanding that knowledge is contextual and relative – analytical thinking 
skills emerge; and 
 Commitments in relativism – individuals make commitments to ideas, values, behaviours 
and other people – an active affirmation of themselves and their responsibilities. 
King and Kitchener’s reflective judgement model: 
While King and Kitchener (1994:xv) used William Perry’s scheme as a starting point for their 
theory building and research, they explain that the main focus of their research was on the 
process by which people become increasingly able to make arguments and judgements 
about vexing problems. King and Kitchener (1994:1-5) found that the way people justify 
their beliefs is related to their assumptions about knowledge. This led to the development 
of their model of cognitive development called the Reflective Judgement Model, 
summarised below.  
 Stage 1 – knowledge is assumed to be concrete, absolute and observable, and beliefs 
require no justification; 
 Stage 2 – knowledge is still assumed to be absolute and certain; but they may concede 
that it is not available to everyone – beliefs remain unexamined and aligned with the 
pronouncements of authorities, i.e. they rely on authorities for knowledge; 
 Stage 3 – recognition that knowledge is sometimes uncertain; and there is an increasing 
need to justify beliefs – signals a movement to more complex stages of thinking; 
 Stage 4 – knowledge is increasingly recognised as uncertain and abstract – knowledge 
claims come to be seen as requiring justification and evidence; 
 Stage 5 – knowledge is considered subjective, context-specific and particular to the 
person making the claim; thereby recognising that individuals can hold differing views 
and conclusions; 
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 Stage 6 – the individual recognises that knowing requires action; and draws on 
information from many areas, or contexts, or people, in order to reach one’s own 
conclusions; and 
 Stage 7 – the individual recognises that knowledge is not a given; but it is rather created 
through inquiry, evidence and opinion; and also that one’s judgements may be reviewed 
and altered on the basis of new information or perspectives. 
Kohlberg’s theory of moral development: 
Kohlberg (Colby et al., 1983:12-13) postulated six stages in the development of moral 
judgement, each characterised by holistic internal organisation or internal consistency of 
structure across differing content. An important part of Kohlberg’s theory is that the 
sequence through which individuals proceed through the stages does not change. These 
stages explain the development of an individual’s reasons for ‘doing right’ (Colby et al., 
1983:3-4). 
 Stage 1 – avoidance of punishment; 
 Stage 2 – to serve one’s own needs or interests; 
 Stage 3 – the need to be a good person in your own eyes and those of others; 
 Stage 4 – social-order maintaining orientation – to avoid the breakdown in the system; 
 Stage 5 – a sense of obligation to abide by laws because of one’s social contract for the 
welfare of all; and 
 Stage 6 – the belief as a rational person in the validity of universal moral principles, and 
a sense of personal commitment to them. 
3.2.1.3 Typological models 
This group of models “emphasises relatively stable differences among individuals, and 
categorises individuals according to these distinctive characteristics … and focuses on the 
differences in the ways individuals perceive their world or respond to it” (Pascarella & 
Terenzini, 2005:45). It is noted that these models are useful in understanding why different 
students react, respond or perform differently in similar situations. 
Although these models are not discussed in detail, they are listed as follows: 
 David Kolb (1984) – dealing with learning styles and experiential learning; 
 John Holland (1997) – relating to vocational preferences and environments; 
 Katherine Briggs and Isabel Briggs Myers (Briggs Myers & McCaulley, 1985) – 
describing personality types; 
 Witkin (1973) – relating to cognitive styles; and 
 Gardner (1983) – looking at multiple intelligences. 
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3.2.1.4 Person-environment interaction theories and models 
These theories and models “focus in detail on the environment, and how it influences 
behaviour through its interactions with [the] characteristics of the individual” (Pascarella & 
Terenzini, 2005:46). Strange and Banning (2000) organise these models into four 
categories: 
 Physical models – focus on the external environment, whether natural or man-made, and 
how it shapes behaviour by permitting some activities, while limiting or preventing others, 
i.e. physical surroundings encourage or constrain certain kinds of behaviour; 
 Human aggregate models – describe an environment and its influence in terms of the 
aggregate characteristics of its occupants, such as socio-demographic traits, attitudes, 
behaviours and values; 
 Organisational environment models – the environment is viewed as a system, which is 
influenced by an organisation’s goals, values, activities and structures; and 
 Constructed environments – these focus on the environment in terms of its occupants’ 
perceptions of the setting’s characteristics - including social climate and campus culture. 
3.2.2 College impact models of student change 
College impact models are concerned with the environmental and sociological origins of 
change, rather than with how an individual changes. Although they may not be explicit in 
the changes that an individual undergoes, they do provide quite specific details of what can 
have an effect on a student’s progress. Pascarella and Terenzini (2005:53-59) provide 
details of four of the most widely acknowledged models, namely: those of Astin (1993), Tinto 
(1993), Pascarella (1985) and Weidman (1989). 
Although not covered in detail by Pascarella and Terenzini, several other models, which 
can be seen as ‘college impact models’, will also be described in this section. 
3.2.2.1 Astin’s I-E-O model and theory of involvement 
Astin’s Input-Environment-Output (I-E-O) model is seen as one of the first, most durable 
and influential college impact models (Pascarella & Terenzini, 2005:53). When first 
developed, Astin (1970:224) explained that the model comprises three conceptually distinct 
components, namely: 
 Student outputs – refers to those aspects of the student’s development that the college 
either does influence or attempts to influence. Although these outputs can be expressed 
at high levels of abstraction, research is usually concerned with the relatively immediate 
outputs, such as measures of students’ achievements, skills, values, etc.; 
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 Student inputs – the talents, skills, aspirations, and other potentials for growth and 
learning that the new student brings with him to college. These inputs are, essentially, 
the raw materials with which the institution has to deal. Some input can be viewed as 
signals for certain outputs (such as career choice or personal values) while others 
(gender, race, or age) are static personal attributes. Inputs can affect outputs either 
directly or by interaction with environmental variables; and 
 The college environment – refers to those aspects of the higher education institution that 
are capable of affecting the student. They can include administrative policies, curriculum, 
physical plant and facilities, teaching practices, peer associations, etc. 
Astin (1970:225) pointed out that much research at the time lacked data on at least one of 
these components and was often concerned with the effects of the college environment on 
relevant student outputs. It needs to be remembered, however, that college environments 
are also affected by student inputs, i.e. the kinds of students who enrol at the institution. 
Two decades later, Astin (1992:23) described his model as “a conceptual framework used 
in previous longitudinal college impact studies. This model, the I-E-O model, is designed to 
address the basic methodological problem with all naturalistic (non-experimental) studies in 
education and the social sciences, namely the non-random assignment of people (inputs) 
to programs (environments. Since different types of education programs tend to attract 
students who are different to begin with, the student ‘outcomes’ of these programs may not 
necessarily reflect different program impact, but simply differences in the characteristics of 
the entering students in the different programs” (Astin & Astin, 1992:23). 
Later, Astin (1993:7) described his own model as follows: 
“For nearly three decades I have been using what I call the input-
environment-outcome (I-E-O) model as a conceptual guide for studying 
college student development … Inputs refer to the characteristics of the 
student at the time of initial entry to the institution; environment refers to the 
various programmes, policies, faculty, peers and educational experiences to 
which the student is exposed; and outcomes refer to the student’s 
characteristics after exposure to the environment. Change or growth in the 
student during college is determined by comparing the outcome 
characteristics with input characteristics. The basic purpose of the model is 
to assess the impact of various environmental experiences by determining 
whether students grow or change differently under varying environmental 
conditions … A key problem, of course, is to specify the relevant outcomes, 
inputs and environmental experiences that are to be assessed.” 
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Although this view is valid, the researcher feels that any change between input and output 
is not solely due to the various environmental experiences. Having looked at the 
developmental theories and models earlier, the normal progression of a student’s maturing 
while at college is also at play. It should be noted, however, that for the purposes of this 
study, the environment is largely controlled, as the research involves students in a single 
department and program, rather than a cross faculty, or institution, analysis. 
Pascarella and Terenzini (2005:53) explain Astin’s model as assigning the institutional 
environment a critical role, in that it offers students certain academic and social 
opportunities. However, Astin can also be credited with acknowledging that the student also 
plays a leading role, as change is only likely to occur to the extent that the student takes 
advantage of the opportunities presented. In other words, change is not only a consequence 
of the college environment, but also a function of the student’s effort or involvement 
therewith. 
Astin’s I-E-O model is an ideal starting point in the development of a theoretical framework 
for this study. As will be seen in the review of the other international college impact models 
below, there is a clear tendency to delineate the models into inputs, environment, and 
outputs, even if not explicitly so. 
3.2.2.2 Tinto’s theory of student departure 
Tinto’s theory, originally developed in 1975, is described as similar to Astin’s model in its 
underlying dynamics, but it is more explicit, as it seeks to explain student withdrawal from 
college, rather than student change (Pascarella & Terenzini, 2005:54). Tinto (2012a:114-
115) himself explains the main rationale of the model as follows: 
“The model is longitudinal and interactional in character. Broadly understood, 
it argues that individual departure from institutions can be viewed as arising 
out of a longitudinal process of interactions between an individual with given 
attributes, skills, financial resources, prior educational experiences, and 
dispositions (intentions and commitments) and other members of the 
academic and social systems of the institution. The individual’s experience 
in those systems, as indicated by his / her intellectual (academic) and social 
(personal) integration, continually modifies his or her intentions and 
commitments.” 
Tinto continues to explain that the model sees the institution as being nested in an external 
environment, and that college is only one of a number of commitments and influences 
playing a role in a student’s life, and that these external influences would also influence an 
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individual’s intentions. The following explanation by Tinto (2012a:115) forms the crux of this 
research project: 
“Individuals enter institutions of higher education with a range of differing 
family and community backgrounds (e.g. measured by social status, parental 
education, and size of community), a variety of personal attributes (e.g. race, 
sex and physical handicaps), skills (e.g. intellectual and social), financial 
resources, dispositions (e.g. motivations, intellectual, social and political 
preferences) and varying types of pre-college educational experiences and 
achievements (e.g. high school grade-point average). Each attribute is 
posited as having a direct impact upon departure from college, as suggested, 
for instance, by its well-documented effect upon levels of academic 
performance in college. More importantly, each affects departure indirectly 
through its effect upon the continuing formulation of individual intentions and 
commitments regarding future educational activities … Along with external 
commitments, they (initial attributes) help establish the initial conditions for 
subsequent interactions between the individual and other members of the 
institution.” 
This quote is profound, in that it gives recognition to the fact that pre-institutional factors do 
not stop playing a role once the student has entered the institution - but they continue having 
an effect throughout the time at university – hence, the importance of Tinto’s model being 
longitudinal in nature (see Figure 3.1 below). 
An aspect of Tinto’s model, which Astin’s seemed to lack, is the implicit inclusion of the 
psychological development of the student along the timeline. It is clear, however, that Tinto’s 
model follows the I-E-O outline of Astin, with the pre-entry attributes and goals forming part 
of the student inputs; the institutional experiences and integration forming part of the 
environment influences; and the goals and outcomes at the end portraying the student 
outcomes. Tinto’s outcome is, however, a specific one, i.e. student departure, not just 
student change.
  
Figure 3.1: Tinto’s longitudinal model of institutional departure 
Source: Tinto (1993:114) 
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3.2.2.3 Pascarella’s general model for assessing change 
Pascarella developed a general causal model in 1985, which included consideration of both 
an institution’s structural characteristics and its environment, aspects which he felt were 
lacking in Tinto’s model (Pascarella & Terenzini, 2005:56). Five main sets of variables are 
seen as having direct and indirect effects on student growth, and these relationships can 
be clearly determined in Pascarella’s model in Figure 3.2. 
Although Pascarella’s model is not necessarily longitudinal in nature, there is, once again, 
a clear division of inputs (student background / precollege traits), environment (structural / 
organisational characteristics of the institution, interactions with agents of socialisation, 
institutional environment), and outputs (learning and cognitive development). This model 
also gives the onus of the student effort a more explicit role in the student’s own 
development. A main point of interest in this model is that the variable set ‘student 
background / precollege traits’ is the only set that links directly to the other five sets of 
variables. 
 
Figure 3.2: Pascarella’s general causal model for assessing change 
Source: Pascarella & Terenzini (2005:57) 
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3.2.2.4 Weidman’s model of undergraduate socialisation 
The last college impact model that Pascarella and Terenzini (2005:58) discuss is that of 
Weidman - a model of undergraduate socialisation. As can be seen in Figure 3.3, Weidman 
(1989:299) also shows that students bring to college a set of background characteristics 
and normative pressures from parents and other non-college groups, such as peers, 
community, etc.  
What Weidman’s model includes to a greater degree than the others, is the ongoing 
influence of the normative pressures throughout the college experience. Weidman 
maintains that the socialisation process encourages students to evaluate and balance these 
various normative influences, in order to attain personal goals. It also requires decisions 
about maintaining or changing values, attitudes or aspirations held at the time of 
matriculation. 
The influence of these aspects can be seen when applying Astin’s I-E-O model to 
Weidman’s one. For instance, although the student background characteristics are 
obviously an ‘input’, the parental socialisation influence, which could have been seen as an 
‘input’ in the previous models, is now seen as a continuous ‘environmental’ factor. An 
environmental factor which is lacking in this model is achievement, or performance, while 
at college. This may be due to the non-specific outcomes which this model looks to analyse. 
Weidman’s model brings to the fore non-college reference groups for the first time, in that 
outside-of-college socialisation plays a role in the student’s on-campus activities and 
outcomes. In this model, outcomes are less explicit and finite, and possibly more difficult to 
measure. The outcomes can be seen more in line with the developmental theories reviewed 
earlier. 
The greatest difference, however, in this model, compared to the others, is that it is both 
longitudinal and reciprocal - with parts of the model both influencing, and being influenced, 
by other components of the socialisation structure. 
  
 
 
Figure 3.3: Weidman’s model of undergraduate socialisation 
Source: Weidman (1989:299) 
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3.2.2.5 John P. Bean’s various models 
Many of the authors of the models presented above (Tinto, 2012a; Pascarella & Terenzini, 
2005; Weidman, 1989) have cited John Bean in their discussions of earlier studies. As such, 
it is felt that a presentation of the various models developed by Bean is warranted. 
Bean’s causal model of student attrition 
Bean (1980:155-187) presents his Synthesis and Test of a Causal Model of Student 
Attrition, as his first foray into developing models of student outcomes. He presents an 
overview of the previous literature, and he then explains that the development of his causal 
model is adapted from organisational and employee turnover models. What Bean 
(1980:157-158) specifically adds to the organisational models is the background variables 
to reflect the influence of a student’s pre-college characteristics on the student’s interaction 
with the organisation. Figure 3.4 below provides the variables, with relationship definitions, 
included in the causal model. 
When applying Astin’s I-E-O model to Bean’s causal model of student attrition, the 
delineation between the different factors is clear. The inputs would constitute the individual’s 
background variables, the environment corresponds to the organisational determinants and 
intervening variables, and the outcome is the dependent variable, in this case ‘dropout’. 
Bean’s model is similar to Tinto’s model in that the outcome of interest is very specific and 
it is longitudinal in nature. It does, however, pay scant attention to outside influences and 
the student’s own psychosocial development parameters. 
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Figure 3.4: Bean’s causal model of student attrition 
Source: Bean (1980:158) 
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Bean and Metzner’s conceptual model of non-traditional student attrition 
Bean and Metzner (1985:485-540) claimed that the most influential theoretical contributions 
to understanding the student attrition process relied heavily on socialisation or similar social 
processes, such as shared values and friendship, to explain the attrition process. Bean and 
Metzner were concerned, however, that one of the defining characteristics of a non-
traditional student was the lack of social integration into the institution. They agreed that 
theories of traditional student attrition contain elements, other than social integration, which 
should not be ignored and would be included in their model. Bean and Metzner (1985:489-
491) discuss and present the model that was developed in 1985, as one that indicates that 
dropout decisions will be based primarily on four sets of variables, namely: past (school) 
and present academic performance; psychological and academic outcomes; background 
and defining variables; and finally, environmental variables. 
In 1987, Bean and Metzner put their conceptual model to the test in a study, which helped 
validate the model (Metzner & Bean, 1987:15-38). Minor alterations were made to the model 
at the time of testing, ostensibly presenting the model in a more explanatory mode; and as 
such, it is the 1987 model, which is presented below in Figure 3.5. 
Given the context of the South African higher education system, with the need to transform 
the ‘environment’ to accommodate previously disadvantaged students, Bean and Metzner’s 
non-traditional student model should be more representative of the situation. While the 
previous college impact models reviewed tended to portray the ‘normal’ student as being 
able to adapt and integrate at college, this model allows for environmental influences that a 
non-traditional student may be experiencing. In looking at the non-traditional student, Bean 
and Metzner have added in the effect of external influences which was not present in Bean’s 
earlier model. 
The Astin I-E-O model can once again be easily applied here. The inputs include the 
background and defining variables; the environment includes academic, environmental and 
social integration variables; however, Bean and Metzner allow for the measurement of 
numerous outcomes, rather than only one. These include academic and/or psychological 
and/or departure outcomes.
  
 
 
Figure 3.5: Bean and Metzner’s conceptual model of non-traditional student attrition 
Source: Metzner & Bean (1987:17)
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Bean and Eaton’s psychological model of college student retention 
Bean and Eaton (2002:73) argue that the factors affecting retention are ultimately individual; 
and that individual psychological processes form the foundation for retention decisions. It is 
explained that the psychological model presented shows how psychological processes 
expand the overall structure of traditional retention models; and that academic and social 
integration is an outcome of these psychological processes (Bean & Eaton, 2002:75). A 
point, which is raised, is that the processes described in the model operate regardless of 
gender, ethnicity or age; in other words, demographic criteria play no part in the process. 
The researcher would note that this is probably not the case in a South African context, and 
that the demographic characteristics of a student would inform the entry characteristics that 
are presented in Bean and Eaton’s model, as shown in Figure 3.6 below. Yorke (2004:24) 
however, praises the model, as it does suggest a variety of points at which a decision to 
depart might be taken. 
The I-E-O factors are clear with the entry characteristics constituting the student inputs. The 
environment factors are more diverse than previous models in that they include institutional, 
inter-personal as well as intra-personal aspects of college life. While the model is 
longitudinal in nature, it does allow for reciprocal feedback between environmental factors. 
The outcomes, however, are not as definite as the previous models. The Bean and Eaton 
model allows for outcomes at various points longitudinally which are also not necessarily 
finite. For instance, psychological outcomes can be measured at a certain point, 
intermediate outcomes can be measured on numerous occasions, and the final outcome 
can be measured at the end of the student’s college journey. Another point to note is that 
Bean and Eaton are  concerned with persistence, and the aspects that lead to persistence, 
rather than with departure.
  
 
 
 
Figure 3.6: Bean and Eaton’s psychological model of college student attrition 
Source: Bean & Eaton (2002:76)
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3.3 SOUTH AFRICAN LITERATURE ON THEORIES AND MODELS 
In order to better understand the factors affecting student success in the South African 
context, a summary of various studies undertaken within South Africa is provided in the 
following sections. 
3.3.1 Koen’s analysis of models and theories 
Koen (2007:59), one of the few South African’s to review a variety of retention models, 
explains that most of the international models combine organisational, sociological and 
psychological components. Within the study that Koen undertook for the HSRC on 
postgraduate student retention and success, the discussion of various models is limited to 
those that have specific relevance to the South African context, as it is noted that most 
models are based on studies undertaken in the USA. As such, Koen (2007:59-68) examines 
Tinto’s (1993) sociological model, Baird’s (1993) graduate-development model and Bean’s 
(Bean & Metzner, 1985) person-fit model. Having devoted a full chapter in his book 
Postgraduate student retention and success: A South African case study to a literature 
review of international theoretical models, Koen (2007:71-74) summarises his findings on 
what promotes student retention and success, as well as what obstacles hinder student 
success and persistence. Tables 3.1 and 3.2 below provide a synopsis of Koen’s findings, 
with Table 3.1 listing the positive factors, and Table 3.2 listing the negative factors, or 
obstacles, to retention. 
What seems to be missing in Koen’s synopsis is the pre-college variables, in other words 
the ‘inputs’ if applying the Astin’s I-E-O model. The ‘outcome’ of interest is retention, and 
the factors listed include organisational, academic and psychosocial environmental factors. 
The absence of inputs may be due to Koen considering only postgraduate retention in his 
analysis.  
The South African context is also lacking in this list, perhaps due to Koen consulting mainly 
international theories and models as local studies were scarce at this time. The addition of 
student pre-college attributes may have provided this additional perspective.  
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Table 3.1: Koen’s organisational and individual factors promoting retention and success 
 
Source: Koen (2007:71) 
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Table 3.2: Koen’s organisational, academic and psychological obstacles to retention 
 
Source: Koen (2007:73) 
3.3.2 Scott, Yeld and Hendry’s key factors affecting student performance 
Although Scott, Yeld and Hendry (2007) do not consult the international authors in their 
2007 report: A Case for Improving Teaching and Learning in South African Higher 
Education, they provide a detailed overview of the context of undergraduate student 
performance in South Africa at the time. Much of the report is devoted to highlighting the 
poor throughput rates in higher education, and the need to find solutions to the problem. In 
the lead up to providing possible strategies for improvement, Scott, Yeld and Hendry 
(2007:31-40) discuss the key factors affecting undergraduate student performance in two 
main categories, namely: those beyond the higher education sector’s control; and those 
within the sector’s control. 
Key factors beyond the sector’s control: 
 The school sector: output and prospects; and 
 Material conditions: socio-economic conditions and student finance. 
Key factors within the sector’s control: 
 Affective factors and institutional cultures; and 
 The effectiveness of the educational process, including curriculum, assessment and 
student support. 
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No model, or theory, is produced making it difficult to apply Astin’s I-E-O model to Scott, 
Yeld and Hendry’s study. There is no clear division of I-E-O factors as the factors in the two 
categories straddle both inputs and environment, for instance: socio-economic conditions 
can form part of pre-college as well as at-college influences, while student finance is an at-
college factor. Institutional cultures pertain to the environment, but affective factors, such 
as motivation and confidence, may be affected by pre-college circumstances. 
Although Scott, Yeld and Hendry’s study of factors affecting student performance does not 
provide a suitable framework for this research, the benefit of having a synopsis of the state 
of affairs in higher education in 2007 warrants mention in this section of South African 
studies. 
3.3.3 Jones, Coetzee, Bailey and Wickham’s elements of disadvantage 
Jones et al. (2008) were commissioned by the Rural Education Access Programme (REAP), 
to report on factors that impact on the success of disadvantaged students in higher 
education. In the resultant publication, Jones et al. (2008:6) describe relying on useful 
theoretical understandings of student retention and throughput, such as that provided by 
Tinto. It is added that Tinto determined that the extent to which a student is able to integrate, 
both academically and socially, depends partially on the pre-entry characteristics, such as 
prior schooling, family background, skills and competencies, aspirations and goals. Jones 
et al. (2008:17) write that: 
“Throughout the report, attention is given to the dynamics between 
disadvantaged students and higher education institutions. In other words, the 
findings suggest that the extent to which students are either integrated into 
or alienated from the institution is critical in understanding their success in 
the sector. The report, therefore, highlights the ways in which disadvantaged 
students’ own backgrounds and experiences prepare them for their higher 
education experiences; and the ways in which the higher education 
institutions respond to, support and mediate the higher education experience 
enjoyed by these students.” 
As mentioned above, the report focuses on those students who can be categorised as 
‘disadvantaged’; and it is worth noting what the authors determine as being the key 
elements of disadvantage in higher education. These elements are (Jones et al., 2008:5-
6): 
 Geography (specifically, students from rural areas); 
 Financial resources (which often go hand-in-hand with geographical disadvantage); 
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 Schooling (where students have often attended under-resourced, low-performance 
schools); 
 Language (where the language of tuition in the higher education institution may be a 
second or even third language for the student); and 
 Other socio-cultural factors, which may prevent students from being adequately 
prepared for, and able to participate effectively in, tertiary studies. 
Of interest in this report is the inclusion of the need to study the inter-play between the 
student and the environment, while taking into account the pre-college inputs that the 
student brings. While basing the study on Tinto’s theories, the study can be likened to that 
of Bean and Metzner’s (1985) research of non-traditional student attrition, particularly in 
claiming that there is often a lack of social integration into the institution. 
Applying Astin’s I-E-O model to this study, it is clear that what is being investigated is the 
interaction between inputs and the environment. However, there is no clear output being 
measured. The value of this study lies in the provision of clear guidelines of what constitutes 
a disadvantaged student in the South African context. 
3.3.4 Nel, Troskie-de Bruin and Bitzer’s framework for pre-university intervention 
In their paper, Students’ transition from school to university: possibilities for a pre-university 
intervention, Nel, Troskie-de Bruin and Bitzer (2009:974-991) provide a detailed 
background and contextual view of transition and success, drawing on an extensive list of 
literature reviewed, including that of Tinto (2012a), Pascarella and Terenzini (2005) and 
Scott, Yeld and Hendry (2007). Nel, Troskie-de Bruin and Bitzer (2009:974) explain that a 
“successful transition from school to university is crucial to academic success – especially 
in the first year.” They continue, by saying that “not only is the school-university gap 
increased by the school system that produces inadequately prepared learners for higher 
education; but universities are also ill-equipped to accommodate these learners – 
particularly learners from disadvantaged backgrounds”.  
Drawing on the literature, and a mixed-method of research involving questionnaires and 
interviews, Nel, Troskie-de Bruin and Bitzer (2009:985) provide a framework for pre-
university intervention, as shown in Figure 3.7 below. 
This framework has, as its main focus, the narrowing of the gap between inputs and the 
environment and how to ensure the adequate interaction and integration of the student.  
Although, as with the previous framework, there is no outcome being measured, this pre-
university intervention suggests that certain mediating influences can be put in place to 
 Page | 64  
 
ensure a better transition, rather than purely highlighting the issues, or problems, with either 
the student background or the institutional environment. 
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Figure 3.7: Nel, Troskie-de Bruin and Bitzer’s framework for pre-university intervention 
Source: Nel, Troskie-de Bruin & Bitzer (2009:985)
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3.3.5 Strydom and Mentz’s student success framework 
In 2009, the CHE, together with the University of the Free State, conducted a pilot research 
project on student engagement, known as the ‘South African Survey of Student 
Engagement’ (SASSE), which gathered information on student engagement at seven 
higher education institutions across South Africa. In 2010, Strydom and Mentz (2010:viii), 
on behalf of the CHE, wrote a report entitled: Focusing the Student Experience on Success 
through Student Engagement, in which they “introduce student engagement as a field of 
research, and illustrate its importance for improving the quality and outcomes of the student 
experience”.  
Before they shared the results from the 2009 SASSE project, Strydom and Mentz provided 
a review of the literature, concentrating mainly on George Kuh since he is known as one of 
the leaders in the sphere of student engagement research. Kuh et al. (2007:11) developed 
a framework for analysis, for their report on policies, programmes and practices, that make 
a difference to satisfactory student performance. Kuh et al. (2007:10) explained that 
“instead of the familiar pipeline analogy depicted by a direct route to educational attainment, 
a more accurate representation is a wide path with twists, turns, detours, roundabouts and 
occasional dead ends that many students encounter”. 
Strydom and Mentz (2010:5) adapted the framework of Kuh et al. (2007) to suit the South 
African environment, and they illustrated their ‘Student Success Framework’ as seen in 
Figure 3.8. The framework is described as showing the central importance of student 
engagement.  
The more circuitous route to educational attainment that Kuh alluded to is evident in the 
graphical representation of this model. An important factor in this model is the expansion of 
external environmental influences on a student and on the institution, such as the influence 
that global, national and economic factors can have. Pre-college factors and normative 
pressures are also given importance. A range of possible outcomes are provided which 
means that this model is not only suitable for end-of-college outcome assessment, but also 
allows for future developmental studies. This is the first of the South African models 
reviewed that can easily be assigned the elements of Astin’s I-E-O model. 
 
  
 
Figure 3.8: Strydom and Mentz’s student success framework 
Source: Strydom & Mentz (2010:5) 
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3.3.6 Unisa’s socio-critical model 
The last of the South African models that are reviewed in this section is the Unisa socio-
critical model developed by Subotszky and Prinsloo (2011).  
Subotszky and Prinsloo (2011:177-193) present a socio-critical model and framework for 
understanding, predicting and enhancing student success. This was developed at the 
University of South Africa. An extensive review of student success and retention literature 
is provided followed by an explanation of the need to develop a unique model for Unisa as 
a South African, distance-learning, institution. The resultant model for explaining, predicting 
and enhancing student success is shown in Figure 3.9. 
This model provides an interesting interpretation when applying Astin’s I-E-O model. The 
Input-Environment-Outcome model is generally viewed in a longitudinal sense with Input 
preceding the environment, which precedes the outcome. The Unisa socio-critical model 
places both the fixed student attributes and the fixed institution attributes (the environment) 
in an input position. These two inputs then merge to form a unique, individual, longitudinal 
path to an outcome of success.  
Given the context of higher education in South Africa, this deviation from other models is 
key. The model highlights that the institution is affected by the interactions with the students 
and that the institution can, itself, be transformed. The psychosocial development of the 
student, in tune with Bean and Eaton’s (2002) model, mirrors a similar developmental view 
of the institution.  
Berger, Ramirez and Lyons (2012:29) agree and state that there is a “growing recognition 
that successful retention of underrepresented groups may require that campuses move 
away from the assumption that successful retention requires integration as a one-way 
street, and may become more successful as campuses find better strategies for adapting 
to the increasing diversity of their student populations”. Smit (2012:374) draws a similar 
conclusion in that “there is a sense in which higher education institutions themselves are 
underprepared for meeting the needs of the changing student body”.  
 
  
 
 
Figure 3.9: UNISA’s  socio-critical model for student success 
Source: Subotzky & Prinsloo (2011:184)
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3.4 TOWARDS A SUITABLE THEORETICAL FRAMEWORK 
Van Zyl (2010:94) explains that different theoretical perspectives all provide insight into 
specific aspects of retention. Morrison and Silverman (2012:63) provide a summary of 
various theories and models but advise that the application of them will have to be 
customised to suit different institutional needs. Pascarella and Terenzini (2005:61) maintain 
that much still needs to be done to validate many of the theories and models in different 
settings with different groups of students. There is also a requirement to consolidate 
psychological and sociological perspectives, as both developmental and college impact 
theories have much to offer. Focusing on one theory to the exclusion of the other is likely to 
result not only in misunderstanding the college student change process but also in poor 
theory and inadequate research and practice (Pascarella & Terenzini, 2005:61).  
Nandeshwar, Menzies and Nelson (2011:14985) state that “the literature on retention in 
higher education is extensive, and although various researchers have tested theoretical 
models and noted attributes critical to student retention, these theories need to be tested 
from time-to-time”. Tinto (2012b:263) points out that, even though there has been much 
development in the field of student retention, there is a lack of an effective model of 
institutional action that provides institutions guidelines for the development of policies, 
programs and practices to enhance student success. Smit (2012:377) describes an 
emerging shift from an integrative model, in which diverse students are assimilated into the 
dominant culture of the university, to an adaptive model, in which universities change to 
accommodate the diversity of students. 
Yorke (2004:22) provides an overview of theoretical models relating to retention and student 
success and explains that different models tend to reflect different disciplinary traditions, for 
example: sociology (Tinto, 1993); psychology (Bean & Eaton, 2002); and organizational 
behaviour (Bean & Metzner, 1985). Yorke (2004:24) points out that is unwise to rely solely 
on one disciplinary type of model providing the following example: 
“Except where a student fails academically and is excluded on that score, or 
is subject to some severe adventitious event such as an accident or illness, 
a decision not to persist with study is one that lies within the individual 
student. It is a matter of the individual’s construing of the situation, and hence 
is fundamentally psychological”. 
In other words, a student’s decision to leave is not primarily determined by sociological 
influences, such as their financial position, or the extent to which they ‘fit’ in the academic 
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environment, but may be influenced by psychological factors such as self-belief, motivation, 
etc. 
Subotzky and Prinsloo (2011:179) contend that there have been numerous studies 
exploring combinations of variables and models to solve the problem of student departure. 
A list of “attempts to develop coherent, integrated frameworks and models” is provided and 
classified according to the context in which they were developed, such as by type of 
institution, or the specific methodology used (Subotzky & Prinsloo, 2011:179). 
From the literature it is evident that no theoretical or contextual model is suited to every 
situation or context, but that each study would require an adaptation, or combination, of 
existing models. This notion notwithstanding, the researcher would adopt the Unisa socio-
critical model, as it encompasses variables in most spheres which the literature suggests 
are important. It has elements of psychological, sociological and organizational behaviour, 
as well as allowing for development, or transformation, of the institution as well as the 
student. This model also allows for an individualistic “student walk” culminating in a non-
specific success outcome, which allows for various outcomes to be measured. The non-
linear application of Astin’s I-E-O model makes the socio-critical model more adaptable to 
various contexts. 
Although the use of a theoretical model is desirable, any research study is reliant on the 
information which can be obtained. This study uses historical student data only, and the 
retrospective methodology does not allow for survey information to be obtained from 
students. This places a limitation on the parts of the model that can be applied. However, 
the basic I-E-O format is suitable for this study. The next task is therefore to determine the 
variables which need to be examined. 
3.5 TOWARDS A SET OF VARIABLES 
Sections 3.2 and 3.3 presented various models and theories, which were developed both 
internationally and in South Africa. Section 3.4 provided a conclusion to the literature review 
of theories and models.  
Kuh et al. (2008:541) explains that most models that examine aspects of student success 
include five sets of variables: (1) student background characteristics including 
demographics and pre-college academic and other experiences; (2) structural 
characteristics of institutions such as mission, size and selectivity; (3) interactions with 
faculty and staff members and peers; (4) student perceptions of the learning environment; 
and (5) the quality of effort students devote to educationally purposeful activities. 
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The purpose of Kuh et al’s. (2008:542-543) study of the effects of student engagement was 
primarily to examine the links between engagement and two key outcomes of college, 
namely academic achievement and persistence. 
Braxton et al. (2008:73) acknowledge that student entry characteristics shape students’ 
initial level of commitment to studying at university. These characteristics include family 
background (parent education and income), individual attributes (race, gender) and pre-
college schooling experiences (high school academic achievement). Pascarella and 
Terenzini (2005:618) concluded that grade performance during college is a critical predictor 
of persistence and educational attainment, even when other important predictors are 
controlled, such as demographics. It is added that good grades in the first year generally 
leads to subsequent academic success and degree completion and reduces the chance of 
student departure (Pascarella & Terenzini, 2005:618). 
The following sections describe several research studies that have been undertaken to 
investigate the factors influencing student success. The variables used in each study are 
listed, in order to provide a basis for the empirical part of this research. 
3.5.1 The study of Arum and Roksa 
Arum and Roksa (2011), in partnership with the Council for Aid to Education in the USA, 
carried out research, based on the longitudinal data of 2 322 students across America, who 
started their studies in 2005. The students who participated carried out a learning 
assessment at various points in their study career - up to the end of the research period in 
2007. The students were also required to respond to surveys and questionnaires on their 
social and educational backgrounds and experiences. Arum and Roksa (2011:20) also 
collected course transcript data and institutional information on the high schools and 
colleges that the students had attended. The book Academically Adrift not only describes 
the findings of this research, but it also explains, in detail, the variables and the methodology 
used to obtain the results.  
Of paramount interest are the variables that Arum and Roksa used, some of which are listed 
below in Table 3.3 (Arum & Roksa, 2011:158-163). 
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Table 3.3: Shortlist of Arum and Roksa’s variables 
 
Source: Adapted from Arum & Roksa (2011:158-163) 
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3.5.2 The study of Astin and Oseguera 
Astin and Oseguera (2012:119-145) describe a study undertaken to determine pre-college 
and institutional influences on degree attainment. The data were collected in a national 
American survey of entering first-year students in 1994, and degree-attainment data were 
obtained from the relevant institution registrars in 2000. The final data collected constituted 
information on almost 57 000 students at 262 institutions. Regression analysis was 
undertaken using independent variables, based on a literature review, as well as Astin’s 
own experience and previous works. A full list of the variables used in the study can be 
seen in Table 3.4 below. 
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Table 3.4: Astin and Oseguera’s variables 
 
Source: Astin & Oseguera (2012:139-143) 
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3.5.3 The study of Attewell, Heil and Reisel 
In a study to test and compare several theoretical explanations of college degree attainment 
and non-completion, Attewell, Heil and Reisel (2011:536-559) analysed the data that were 
collected by the Unites States Department of Education in a ‘Beginning Postsecondary 
Students Longitudinal Study’ (BPS). This BPS study followed a nationally representative 
cohort of college students and collected application data, interview data and financial aid 
information. In their article, Attewell, Heil and Reisel (2011) analysed the 1996 to 2001 panel 
of the BPS survey, as this allowed a longitudinal study tracking students for six years. The 
research undertaken by these authors aimed to test whether a range of variables derived 
from the literature would have the same, or different, effects on degree attainment across 
several types of institutions. In their own words, Attewell, Heil and Reisel (2011:541) 
explained: 
“To summarise, we have identified multiple mechanisms that researchers 
have previously associated with degree completion: student demographics, 
academic preparation, financial aid, work hours, remedial coursework, and 
integration. Scholars disagree about which of these factors are more 
important. Factors that some perceive as dominant are viewed by others as 
peripheral. Effects that some consider direct are viewed by others as 
mediated. To address these disputes, we estimated the relative magnitudes 
of several factors on completion, and also examined whether certain factors 
may mediate certain others.” 
Attewell, Heil and Reisel (2011:542) then presented their conceptual scheme, as shown in 
Figure 3.10 below. 
 
  
 
 
Figure 3.10: Attewell, Heil and Reisel’s conceptual scheme variables 
Source: Attewell, Heil & Reisel (2011:542) 
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3.5.4 The Higher Education Academy (UK) study by Ruth Woodfield 
In 2014, the United Kingdom’s Higher Education Academy (HEA) published a report, which 
they commissioned to explore the differences across various disciplines within higher 
education. Woodfield (2014) reports on the findings, and presents an analysis of the data, 
relating to undergraduate students participating in higher education in the UK in the 
academic year 2010/11. Woodfield (2014:5) explains that the study focuses on student 
continuation and attainment patterns across disciplinary areas; and that a range of students’ 
background characteristics, as well as a range of characteristics associated with students’ 
mode of study, were taken into consideration (see Table 3.5 below). 
The report not only offers a comprehensive view of the effects of these characteristics on 
attainment within the various disciplinary areas, but it also considers how the disciplinary 
areas may have had an effect on attainment. 
Table 3.5: The HEA’s variables relating to student attainment and continuation 
 
Source: Woodfield (2014:5) 
3.5.5 The study of Smith, Case and van Walbeek at the University of Cape Town 
Smith, Case and van Walbeek (2014:624-638) undertook a study, in order to assess the 
impact of three diverse, first-year academic development (AD) programmes offered at the 
University of Cape Town (UCT), within the faculties of commerce, engineering and science. 
AD programmes, also termed foundation programmes, provide support for students from 
disadvantaged school backgrounds (Smith, Case & van Walbeek, 2014:624-625). In order 
to measure the impact of these development programmes on student performance, the 
study compared the graduation performance of AD students relative to mainstream 
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students. Smith, Case and van Walbeek (2014:624) found that during the period under 
investigation, 1999-2003, the graduation rate achieved by the AD students did not improve, 
relative to that of their mainstream peers. It is, however, interesting to take note of the 
control (independent) variables used in their study (Smith, Case & van Walbeek, 2014:630), 
as shown in Table 3.6.  
A dependent variable is assumed to depend on, or be caused by, another variable, called 
the control or independent variable. A control, or independent, variable is one which is a 
given characteristic and which is presumed to cause or determine a dependent variable 
(Babbie, 2013:16,447). In Smith, Case and van Walbeek’s (2014:633) analysis of the impact 
of the AD programme on students’ graduation performance, the dependent variable was 
‘graduated’ / ‘not graduated’, and the independent (control) variables were those listed 
below. 
Table 3.6: Smith, Case and van Walbeek’s control variables 
 
Source: Smith, Case & van Walbeek (2014:630) 
3.6 CONCLUSION 
The various sections in this chapter have provided a comprehensive overview of the 
literature covering the theories and models that have been significant in the past few 
decades of research into student success and retention. These theories and models have 
 Page | 80  
 
formed the background to several empirical studies, which have also been presented in this 
chapter. Of specific interest to this study are the variables which have been used, as these, 
combined, form a picture of the ideal information required in an investigation of the factors 
affecting students’ performance and throughput rates. 
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CHAPTER 4 
THE RESEARCH METHODOLOGY 
4.1 INTRODUCTION 
The overarching aim of this study is to develop a framework which can be used to predict a 
student’s performance and throughput rate. Much of the reviewed literature covers theories 
and models which have been developed in order to aid the understanding of what 
contributes to students’ performance and throughput.  
Mouton (2011:163) describes statistical modelling studies as those “that are aimed at 
developing and validating accurate representations (models) of the real world”. By means 
of statistical techniques, the model is used to generate expected values that are compared 
with the actual data. A limitation is, however, that the “quality of the data, or complexity of 
phenomena, does not always allow complete specification of a model” (Mouton, 2011:164). 
As the population of this study is small, it would not be possible to develop a model and test 
it for validation purposes. For this reason, although the literature on models is consulted, 
and the process of model development is followed, the term ‘framework’ will be used instead 
of the term ‘model’ for the end-product. It should be noted that the performance of the final 
prediction framework will be measured by using model assessment statistical methods. 
Walliman (2009:296) states that, in order to develop a model, it is necessary to understand 
the system which lies behind the phenomena in reality, in order to understand which are 
the important variables, and how they interact. Walliman (2009) rationalises that quantitative 
models not only describe these interactions, but they also accurately measure their 
magnitude; and he insists that it is imperative that a model is checked to ensure that the 
assumptions made to develop the model are valid. 
Hernon (1994:4) states that models are used to depict a set of theoretical relationships, 
either mathematically or graphically; and explains that one type of model quantifies 
variables in a mathematical formula, while the other depicts variables and their relationships 
graphically. Springer (2010:375) explains that “models of causal or correlational 
relationships between variables, based on multiple regression statistics, can be represented 
in tabular, or in graphic, form. Although models can be graphical or mathematical, Walliman 
(2009:296) provides a list of ten types of diagrammatical models, namely: 
 Multiple cause diagrams; 
 Systems maps; 
 Influence diagrams; 
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 Sign-graph diagrams; 
 Cognitive mapping; 
 Organisation charts; 
 Critical path diagrams; 
 Linear responsibility diagrams; 
 Technical drawings and maps; and 
 Flow charts. 
The model that would best suit this study is the Influence Diagram, which represents the 
main structural features of a situation, and the important relationships (not necessarily 
causal), that exist among them (Walliman, 2009:296). As a framework is the end objective 
of this study, the methodology in this section will describe how the researcher intends to 
reach this objective. 
4.2 RESEARCH APPROACH AND PURPOSE 
Leedy and Ormrod (2013:94-95) explain that the data and the methodology are “inextricably 
entwined”; and the methodology to be used for a research problem must always take the 
nature of the data to be collected into account. In other words, “to some extent, the data 
dictate the research method” (Leedy & Ormrod, 2013:95). Two broad approaches are 
described, namely quantitative and qualitative methods. Quantitative research involves 
“looking at amounts, or quantities, of one or more variables of interest”, and it then “tries to 
measure variables in some numerical way”. Qualitative research, on the other hand, 
involves “looking at characteristics, or qualities, that cannot be entirely reduced to numerical 
values”; and it then aims to “examine the many nuances and complexities of a particular 
phenomenon" (Leedy & Ormrod, 2013:95). 
Taking this definition of research approaches into account, the quantitative approach is 
justified for this research. The data that were collected and analysed are numerical, or they 
can be reduced to numerical values, and statistical methods were used to reach the ultimate 
goal of developing a framework. 
Another way of describing a research approach is whether it involves deductive or inductive 
reasoning. Deductive reasoning tends to follow a more traditional, scientific approach to 
research, whereby a general theoretical understanding of a subject is attained, and the 
researcher then deduces an expectation and a testable hypothesis (Babbie, 2013:74). 
Babbie (2013:75) explains that it is easier to lay out the steps in a deductive research model 
than in an inductive research model; since deductive research begins with a theory from 
which the hypotheses are derived, which are then tested through observations. On the other 
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hand, an inductive research model begins with observations; and it then proceeds with a 
search for patterns in what has been observed, such as looking for correlations or 
relationships between the different variables (Babbie, 2013:75-76). Although inductive 
research is most often associated with qualitative research methods, Babbie (2013:76) 
maintains that quantitative methods can be useful in the construction of an inductive theory. 
Social research methods can be delineated in relation to the purpose of the research, such 
as exploration, description or explanation. Babbie (2013:120) describes each of these as 
follows: 
 Exploration is the attempt to develop an initial, rough understanding of some 
phenomenon; 
 Description is the precise measurement and reporting of the characteristics of some 
population or phenomenon under study; and 
 Explanation is the discovery and reporting of the relationships among different aspects 
of the phenomenon under study. 
Whereas descriptive studies answer the question: ‘What is so?’; explanatory ones tend to 
answer the question: ‘Why?’. It should be noted that social research studies often combine 
more than one of these purposes, which is the case in this study (Babbie, 2013:120). 
4.3 RESEARCH DESIGN AND METHOD 
As most analyses of student performance or throughput have been national or institution-
wide studies, rather than the analysis of a specific programme, there is no framework readily 
available for use. The initial stage of this research, therefore, involved describing the 
situation, identifying important variables, analysing relationships, and thereafter, formulating 
a framework for predicting future student performance and throughput. This means that 
various methods were required at different points in the study.  A brief overview of the 
research design and process followed in this study is provided in Figure 4.1, based on Leedy 
and Ormrod’s (2013:75) basic format of the research process. 
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Figure 4.1: Research design and process 
Source: Adapted from Leedy & Ormrod (2013:75) 
As shown in Figure 4.1, several components make up the whole of the methodology used 
in this study. These are explained in the following sections. 
4.3.1 Quantitative research 
As explained earlier, a quantitative approach to this research has been used. Springer 
(2010:14) states that quantitative research is based on numerical data, where the 
information obtained is numerical, or can easily be converted into a numerical form, and 
then analysed. Four different types of quantitative research are identified, as follows 
(Springer, 2010:14): 
 Experimental research, where one or more variables are manipulated and their effects 
on other variables are then measured. These can be true-experimental, quasi-
experimental or pre-experimental designs; 
 Causal-comparative (ex post facto) research, which is similar to experimental research, 
but the researcher does not manipulate the variables. Rather, the effects of naturally 
occurring differences in variables are studied; 
 Correlational research, where relationships between variables are explored, and they 
may be found to have a positive or negative relationship, or, for that matter, no 
relationship at all. Springer (2010:245) further delineates correlational research as: 
a. Relational designs, where the purpose is to quantify the extent to which two or 
more variables are interrelated; and 
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b. Prediction designs, where information about one variable, or set of variables, is 
used to predict the values of another variable, or set of variables. Although 
prediction designs are correlational, typically causality is inferred from the 
results. 
 Descriptive research, where the phenomena are studied and numerical characterisations 
are provided, i.e. phenomena are simply described in quantitative terms. Springer 
(2010:250) identifies three types of descriptive design, namely: 
a. Observational; 
b. Survey; and 
c. Content analysis. 
Leedy and Ormrod (2013:95) describe quantitative research in a similar way to Springer, 
but they only divide quantitative research methods into two categories, namely: 
 Experimental research designs, which are further divided into: 
a. Pre-experimental; 
b. True-experimental; 
c. Quasi-experimental; 
d. Ex post facto; and 
e. Factorial. 
 Descriptive research designs which include: 
a. Observation; 
b. Correlation; 
c. Survey; and 
d. Developmental (measuring change over time). 
Although there are differences in these authors’ methods of delineation, the definitions and 
processes of the methods are, in essence, the same. Given the nature of this study’s 
primary problem, and the subsequent research questions, various quantitative methods 
were required, ranging from purely descriptive, to correlational (both relational and 
predictive), as well as developmental.  
4.3.2 Cohort studies 
Babbie (2013:105) explains that time plays many roles in the design and execution of 
research, and sometimes the time sequence of events and situations is critical to 
determining causation. Time also affects the generalisability of the research findings, such 
as whether the findings are applicable to the current situation, or the past, or the future 
(Babbie, 2013:105).  
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Springer (2010:255) and Leedy and Ormrod (2013:188) divide developmental research into 
two types, namely cross-sectional and longitudinal studies. Babbie (2013:120) also provides 
these two options for dealing with the issue of time in research designs. The distinction of 
these two study types is independent of the other method-based distinctions described 
earlier, in so far as a correlational or experimental design can be cross-sectional or 
longitudinal. While cross-sectional studies are based on observations representing a single 
point in time, longitudinal studies involve the collection of data at different points in time 
(Babbie, 2013:106). As longitudinal analysis was frequently applied in this study, this is 
described in greater detail. 
Springer (2010:255) explains that longitudinal designs are based on the repeated collection 
of data over time, in order to document changes in key dimensions, and this author lists 
three types of longitudinal studies, depending on the general approach, as follows: 
 Panel – the same sample is used at two different points in time; 
 Cohort – the same population is studied at two different points in time, but a different 
sample is used each time; and 
 Trend – the same population is studied at two or more points in time, as the membership 
of the population changes. 
As a further explanation; whereas a cohort study follows or tracks a given population, a 
trend study focuses on sampling the new members of the population at different points in 
time, in order to see how the population has changed, and it documents any trends.  
Mann (2003:54) describes cohort studies as the best method for determining the incidence 
and history of a situation, since they measure events in sequence, thereby distinguishing 
causes from effects. Mann (2003:54-55) adds that both prospective and retrospective 
cohort studies are possible. The advantage of retrospective studies is that, although the 
study period may be many years, the time taken to complete the study is only as long as 
the time it takes to collate and analyse the data. 
In this study the entire population, or cohort, of each intake year was used, and no sampling 
was undertaken. Each cohort was studied at various points in time and therefore, for each 
of the fifteen cohorts studied, a cohort analysis was carried out. At the same time, the entire 
population of the fifteen cohorts combined was investigated in order to determine trends 
that occurred as the population changed. In other words, a trend study was also undertaken. 
In order to answer various research questions in this study, both cohort and trend type 
retrospective longitudinal studies were conducted. As much of the literature refers to cohort 
studies; in the interests of clarity, the term cohort is used to refer to the inter-cohort (trend), 
as well as the intra-cohort (cohort), sections of the research. 
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4.4 THE POPULATION 
The population consists of all first-time entering students in the Department of Quantity 
Surveying, in the form of fifteen cohorts, from 1995 to 2009. The full Quantity Surveying 
programme, to Honours level, is a four-year degree. A full explanation of the name changes 
of the degree is provided in section 2.1.4 in Chapter 2 of this report. In order to track all the 
students, including those who take longer than the minimum time to complete their degree, 
allowance had to be made for a longer completion time. Although the data for earlier cohorts 
were available, the researcher had to put a limit on the number of extra years to completion 
– for the sake of the later cohorts. This was necessary, in order to maximise the number of 
cohorts included in the study. Therefore, in respect of the last cohort, a six-year completion 
time was allowed, i.e. it was determined that all the students within the last cohort would 
have progressed through the system within six years.  
The use of a six-year completion time was based on a review of the literature of similar 
studies, for example: 
 Attewell, Heil and Reisel (2011:541-542) – “analysed the 1996 to 2001 panel of the 
Beginning Postsecondary Students Longitudinal Study, the most recent version in which 
participating students were followed for 6 years” for the article Competing explanations 
of undergraduate non-completion which covered both two-year and four-year colleges; 
 Clark, van der Meer and van Koten (2009:45) – “six-year completion rates were modelled 
for students … The Ministry of Education project in New Zealand equally used a six-year 
completion rate model”; 
 Scott (2009a:104) examines degree completion rates and “six-year rates are the longest 
period currently available”; 
 The CHE (2015b:v) explains that the throughput rates used in the cohort analysis 
provided in the VitalStats 2013 publication “calculates the number of first-time entry 
undergraduate students of a specific cohort of a specific year who have graduated either 
within the minimum time, or up to 2 years beyond the minimum time”; and 
 Astin and Oseguera (2012:126) in measuring time-to-degree describe the need to 
identify factors that “contribute to degree completion in the traditional four-year time 
frame, as well as factors that contribute to the delayed degree completion” of six-years 
in their study. 
As the year 2014 is the most recent year for which full academic records were available to 
the researcher, the last cohort eligible for inclusion in this study was the group registering 
for the first time in 2009. It should be noted that the researcher examined the cohorts’ data 
to verify if all students had progressed through the system. It was found that only two 
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students within the 2009 cohort were still studying, and any issues related to this were dealt 
with in the final analyses that were undertaken, i.e. the results were not compromised as a 
result of these two students. 
In establishing the initial cohort to include in the study, 1995 was selected, as this was the 
earliest intake after the first democratic elections had taken place in South Africa in 1994. 
As stated earlier, the NMMU was formed after a merger of various institutions in 2005. This 
fact will need to be borne in mind when analysing the data. By including the intakes from 
2005 to 2009, which would not have experienced the merger, any effects of the merger on 
student performance should be noticeable. 
Other factors that needed to be borne in mind, when analysing the data, were the more 
stringent admission and progression rules within the department. The grade 12 average 
required to gain admission to the Quantity Surveying degree has risen. The re-admission 
rules are also stricter, such as having fewer chances to repeat subjects that have been 
failed, as well as prescribing a minimum proportion of subjects to be passed, in order to be 
allowed to continue. 
The Department of Quantity Surveying offered two different curricula, namely financial 
management and computer science. Most students registered for the financial management 
curriculum, with almost no interest in the computer science curriculum in the last few years. 
The department has decided that the computer science curriculum is now superfluous, and 
it has been discontinued. As such, only students registered for the financial management 
curriculum have been included in this study; as the information on the performance and 
throughput of the computer science curriculum students would not benefit the department, 
and might well have muddied the results of the research. 
As the largest of the cohorts consists of only forty-four students, the entire population was 
studied and therefore no sampling was required. Although students may leave the system 
(a disadvantage in many quantitative studies), in this research it is considered an intrinsic 
factor and it was dealt with in the longitudinal analysis. 
4.5 ETHICAL CONSIDERATIONS 
4.5.1 Theory of ethical considerations 
Springer (2010:92) explains that, as educational studies often require interactions with 
people, ethical issues are raised. The NMMU has a strict policy in place regarding the 
requirements for ethical approval by the Research Ethics Committee (Human), where 
research involves human subjects. The NMMU Policy on Research Ethics (NMMU, 2011:2) 
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defines a human subject as “an individual about whom an investigator conducting research 
obtains data through intervention or interaction with the individual or identifiable private 
information”. Furthermore, the policy provides a list of possible vulnerable groups, based 
on the South African National Health Research Ethics Committee’s definition. Included in 
this list is “persons in a dependent relationship, for example employees, students, patients” 
(NMMU, 2011:3). Although this study does not involve interaction with students, it does 
make use of student data and records. 
The Declaration of Helsinki (WMA General Assembly, 2013) was developed as a statement 
of ethical principles for medical research involving human subjects, including research on 
identifiable human material and data. Although specifically addressed to the medical 
fraternity, it, as well as the Belmont Report (US NCPHS, 1979), form the backbone of most 
human ethics policies worldwide. Both documents cover the fundamental aspects of ethical 
consideration, such as respect, beneficence and justice, as well as the necessity for a 
researcher to ensure privacy of information, and to endeavour to obtain a subject’s informed 
consent. Two of the main principles are not to harm a participant and that the benefits of 
any study should outweigh any risk to the research subject. 
McMillan and Schumacher (2010:117-125) provide a comprehensive explanation of ethical 
considerations in educational research, including the need for informed consent from the 
participants. However, they admit that it is sometimes impractical or impossible to locate 
subjects, and that subjects may never know that they have been participants. It is pointed 
out that, by not obtaining informed consent, the researcher infringes on what many believe 
is the ethical right of participants to make their own decision about participation. It is also 
acknowledged, however, that some educational research is unobtrusive, and it poses no 
risks for the subject (McMillan & Schumacher, 2010:117-125). The Declaration of Helsinki 
(WMA General Assembly, 2013:6) also allows for the fact that there may be exceptional 
circumstances, when using stored data, where consent would be impractical to obtain. In 
which case, the research may be done – but only with the approval of a research ethics 
committee. 
With the foregoing in mind, it was not possible to obtain informed consent from the student 
participants in this research, since it was a retrospective study. However, although the 
researcher had access to students’ names, in order to match background documents with 
the academic records, all analysis was based on student registration numbers only. 
Furthermore, no students’ names or registration numbers formed part of any findings or 
reports.  
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In keeping with the requirements of the NMMU Research Ethics Policy, as well as general 
ethical procedures, as explained in the above literature, this study required NMMU 
Research Ethics approval before access to the student data and records could be obtained. 
The following section deals with the process followed. 
4.5.2 Ethics approval process 
At NMMU, research ethics applications are generally dealt with at faculty level by applying 
to the Faculty Research, Technology and Innovation (RTI) Committee. If an application is 
considered to be ‘contentious’, such as dealing with vulnerable groups, as listed above, it 
is referred to the NMMU Research Ethics Committee – Human (REC-H) for their approval. 
The original ethics approval application for this study served at the Faculty RTI committee 
on 5 June 2014, and it was referred to the NMMU REC-H committee, as the use of student 
information was considered contentious. At this point, the study involved the analysis of 12 
cohorts of students, from 1995 to 2006. The NMMU REC-H committee considered the 
application at its meeting on 25 June 2014, and it provided conditional consent on 27 June 
2014. As the student data would be accessed, and participant consent would not be 
possible, it was required that both institutional and departmental permission be obtained, 
prior to being granted full ethical approval. As such, permission was requested from the 
Deputy Vice Chancellor: Research and Engagement at institutional level, and from the Head 
of Department: Quantity Surveying at departmental level. There were also minor 
amendments required to the wording of the research ethics application, and it, together with 
the relevant permissions, were re-submitted on 3 July 2014. Final ethics approval was 
granted on 27 July 2014. The approval letter, as well as the institutional and departmental 
permission letters are attached in Appendices A, B and C, respectively.  
As explained in the ethics approval process above, access to the required data could not 
be obtained before ethics approval and permission from the stakeholders had been 
obtained. Once the original ethics approval was granted in July 2014, the NMMU Registrar’s 
office was approached for access to student records and historical data. 
The Registrar’s office required copies of the previously obtained institutional and 
departmental permission letters. Another step in the process was to meet with the NMMU’s 
onsite legal team, in order to sign a non-disclosure agreement. As both the researcher and 
the supervisor would be privy to this confidential information, both were required to sign this 
document. The non-disclosure agreement is included in Appendix D. 
After these formalities were in place, the Registrar’s office instructed the Student Systems 
and Records division to grant access to the online repositories. One of these repositories is 
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HEMIS, which includes a full record of a student’s academic history. The other repository 
which was accessed is known as FileDirector, which houses the scanned, historical 
documents for each student, such as application forms, matriculation certificates, etc. 
Once data retrieval and capture had begun, it was obvious that the initial 12 cohorts included 
in the study should be extended to 15, i.e. from 1995 to 2009. An email application was 
made to the REC-H committee on 22 January 2015 to amend the approval. The amendment 
approval was confirmed by email on 29 January 2015. 
4.6 THE DATA COLLECTION PROCESS 
4.6.1 Data capture 
The first step in the data capture process was to obtain a list of all students registered in 
the Department of Quantity Surveying from 1995 to 2009. This list, which included names 
and student numbers, was provided by the Student Records and Systems office. The 
researcher could then access HEMIS and FileDirector to record any relevant information 
for each student. This was done in an Excel workbook, with various worksheets, in order to 
record as much information as possible. Below is a list, per worksheet, of the information 
that the researcher attempted to record per student. 
4.6.1.1 Demographics worksheet 
 Year enrolled; 
 Student number; 
 Gender; 
 Curriculum (financial management or computer science); 
 Home address; 
 School attended; 
 Matriculation year; 
 Date of birth; 
 Age at enrolment; 
 Home language; 
 Nationality; 
 Race; 
 Religion; 
 The relationship of the relative listed as next of kin / guardian; 
 The next of kin / guardian’s employer; 
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 The place of residence during the first year; 
 Activity in the year prior to enrolment; and 
 Any miscellaneous information, which may assist in understanding any performance or 
throughput issues. 
4.6.1.2 Matriculation worksheet 
 School attended; 
 Matriculation year; 
 Province of school / or foreign; 
 Independent (private) or government (public) school; 
 School quintile; 
 Whether the school charges fees, or not; 
 Whether the school is classed as rural or urban; 
 Grade 12 marks for every subject taken, converted to an APS score; and 
 Grade 12 mathematics marks, converted to an APS score (explained next). 
4.6.1.3 Grade 12 marks conversion 
When the National Senior Certificate (NSC) replaced the Senior Certificate (SC) 
examinations in 2008, there were no longer any higher or standard grade modes of grade 
12 subjects – all subjects were examined on a fixed level. The other problem that arose in 
recording marks for all subjects was when dealing with foreign students where O and A 
levels are undertaken and marks were not equivalent to the South African grade 12 marks. 
For South African students who completed the SC examinations for grade 12 prior to 2008, 
all marks, for all subjects, were converted to an APS (Admission Point Score) equivalent 
score as it would not have been appropriate to compare a 50% mark on the higher grade 
with a 50% mark on the standard grade level.  
Foreign students, or South African students with international school-leaving qualifications 
also required their final marks to be converted to an APS equivalent. The final year marks 
for all subjects completed in their school-leaving examinations were converted using the 
NMMU Admissions Department’s conversion table.  
The NMMU Admissions Department’s conversion table, used to adjust all school-leaving 
marks to a uniform base, is presented in Table 4.1. 
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Table 4.1: Admission Point Score (APS) equivalency conversion table 
 
Source: NMMU (2015b:8) 
Once all marks were converted to an APS equivalent score, the average grade 12 mark 
needed to be calculated for each student. The literature revealed that other similar studies 
in South Africa had investigated either pre-2008 (Barnes et al., 2009; Bothma, Botha & le 
Roux, 2004; Nel, Troskie-de Bruin & Bitzer, 2009) or post-2008 student records, but very 
few studied both at the same time. For instance, when looking at intakes from 2009 
onwards, researchers tended to discard any SC student records and use only those with 
NCS results (Mashige, Rampersad & Venkatas, 2014; Van Rooy & Coetzee-Van Rooy, 
2015; Naidoo et al., 2014; Van Wyk, Hofman & Louw, 2013). Where both matric systems 
were included in the study, the calculated equivalent APS scores were recorded (Zewotir, 
North & Murray, 2011; Kirby & Dempster, 2015). Generally foreign students were excluded 
in these studies. 
As can be seen in Table 4.1, there is a vast array of possible school-leaving examination 
types which need to be taken into account in this study. Besides the conversion issue, there 
is also a difference in the number of grade 12 subjects that are taken, especially when it 
comes to foreign students. Whereas some of the studies mentioned above used the total 
APS score as a measurement of a student’s pre-college academic ability, this was not 
suitable for this study. In consultation with Dr Jacques Pietersen of the Unit for Statistical 
Consultation at NMMU, it was decided that an average grade 12 measure would be the best 
way to ensure an appropriate comparison. A study by Marian Neale-Schutte (2003), the 
NMMU’s institutional researcher in the Office for Institutional Planning, likewise used a 
matriculation average as follows: “matriculation symbols were converted to numerical 
APS NSC level SC HG SC SG
HIGCSE 
NSSC
IGCSE 
O-
level
AS-
level
A-
level
IB HL IB SL KCSE
12 A
11 B
10 C
9 D
8 7 (90-100%) A 1 A E 7 A+
7 7 (80-89%) B 2 B 6 A-
6 6 (70-79%) C A 3 A C 5 7 B+
5 5 (60-69%) D B B D 4 6 B, B-
4 4 (50-59%) E C C E 5 C+
3 3 (40-49%) F D 4
2 2 (30-39%) E
1 1 (0-29%) F
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values for the statistical analyses by taking the midpoint of the range as specified for each 
symbol, e.g. D=55 (midpoint of 50-59) …”. As such, the midpoint percentage for each APS 
range was used. For example, using Table 4.1 as a guide, an APS of 8 would be recorded 
as 95%, and an APS of 5 would be recorded as 55%, and so on. 
4.6.1.4 Grade 12 mathematics mark conversion 
As described in section 4.6.1.3 above, when the National Senior Certificate replaced the 
Senior Certificate examinations in 2008, there were no longer any higher or standard grade 
versions of subjects – all the subjects were on a set level. This presented a slight problem, 
when capturing the data for mathematics marks, since from 1995, some students had 
undertaken the subject on standard grade level, and some on higher grade level. In the 
analysis of whether mathematics marks had increased or decreased over the cohorts, it 
would not have been appropriate to compare a 50% mark on the standard grade with a 50% 
mark on the higher grade.  
As such, the NMMU Admissions Department’s conversion table (see Table 4.1 above) was 
used to convert all grade 12 mathematics marks to an NMMU APS equivalent. 
4.6.1.5 Graduation detail 
 Enrolment year; 
 If graduated BSc Quantity Surveying (the original 4-year degree prior to 2001); 
 If graduated BSc Construction Economics (the 3-year degree introduced in 2001); 
 If graduated BSc Honours Quantity Surveying (the 1-year Honour’s degree introduced in 
2001); 
 The actual final year of attendance in the department; 
 How many years needed to complete the full 4-year degree (prior to 2001 this would 
have been the BSc Quantity Surveying degree; from 2001, this measures the time to 
complete both the BSc Construction Economics degree and the BSc Honours Quantity 
Surveying degrees together); 
 How many years to complete only the 3-year BSc Construction Economics degree; 
 If graduated the 4 years in minimum time; 
 If graduated the 3-year BSc Construction Economics degree in minimum time; 
 If graduated the 3-year BSc Construction Economics degree, but not the 1-year BSc 
Honours Quantity Surveying degree; and 
 How long to complete only the 1-year BSc Honours Quantity Surveying degree. 
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4.6.1.6 Study record per attempt 
A mark was recorded for each of the modules taken over the full four-year degree 
programme. A separate worksheet was opened for each attempt at a subject, i.e. if a student 
failed a subject at his first attempt and passed it at his second attempt, the fail mark was 
recorded on the ‘attempt one’ worksheet, and the pass mark was recorded on the ‘second 
attempt’ worksheet. With increasing student numbers, progression rules have become more 
stringent at NMMU. For instance, currently students may only attempt a subject three times 
before they are excluded; but in the past, students were able to attempt subjects a number 
of times, until they eventually passed them. As such, it was necessary to have numerous 
‘attempt’ worksheets, in order to record every mark that each student had obtained 
throughout his/her study career. 
4.6.2 Population data 
The total number of students in the 1995 to 2009 cohorts were 412. Various records were 
discarded, for the following reasons: 
 31 students were registered for the Computer Science curriculum – as discussed earlier, 
it was felt that these records were not relevant to this study; 
 42 students had too few marks recorded on their student records. All student records 
with marks for fewer than 50% of the first-year modules were discarded, as these records 
could skew the generality of the findings. The breakdown of these 42 students is as 
follows: 
a. 12 changed degrees early in the first semester, which may have been due to incorrect 
and/or erroneous registration for quantity surveying, but reasons were not included 
in their records; 
b. 12 cancelled and left the university early in the first semester - they may have applied 
elsewhere too and decided to rather attend the other university – but no explanation 
was available; 
c. 5 were recorded as having been erroneously registered for quantity surveying; and 
d. 13 have no records and no explanation as to why there are no records – this could 
be due to bad record keeping or cancellation, but there is no way of knowing and no 
marks were recorded. 
 10 students were accepted into, or departed from, the degree in exceptional or abnormal 
circumstances. For example, where a student was accepted purely on Recognition of 
Prior Learning or work experience, and no pre-admission data was recorded, it was 
decided to discard the record, as not all the relevant information would be available. 
Another example is where two students terminated their studies, due to psychiatric 
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reasons (not associated with their studies), and therefore, their performance could not 
be construed as following a normal path. 
4.6.2.1 Theoretical support for discarding records 
Literature on research methodology explains that there is sometimes a need to discard 
certain records, particularly in the analysis of existing data provided that the researcher 
gives logical reasoning and enough information to allow for replication of the study (Babbie, 
2013:310-311). 
An excerpt from Leedy and Ormrod (2013:79-80,316) explains the process as follows: 
“If researchers include in the mass of data those that are imperfect or 
irregular – those that are distorted, inaccurate, hopelessly entangled with 
irrelevant variables, and so on – they corrupt the entire body of data. As 
previously mentioned, any research effort should be replicable; that is, it 
should be able to be repeated by any other researcher at any other time 
under precisely the same conditions. To ensure such precision, certain 
criteria must be adopted, certain limits established, and certain standards set 
up that all data must meet in order to be admitted for study … By prescribing 
such criteria and insisting on standards, we can control the types of data 
admitted and regulate conditions under which the research effort proceeds. 
Any data not meeting the criteria are excluded from the study … We hem in 
the data on all sides, placing on them the restrictions of criterion after 
criterion, so that we are able to isolate only those data acceptable for our 
use. The rest of the data are inadmissible. ... When we standardise the data, 
admitting only those that comply with our criteria, we can better control the 
research effort and conclude with greater certainty what appears to be true. 
Therefore, to ensure the integrity of the research, we must set forth 
beforehand precisely what standards the data must meet. … In writing a 
research report, academic integrity includes … describing any participants 
you dropped from your research sample and explaining why you dropped 
them.” 
Given the admissibility criteria explained in section 4.6.2 above, the final number of relevant 
students included in the population was 329. Figure 4.2 below shows the proportion of the 
records used. 
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Figure 4.2: Population records used or discarded 
A point of interest is that the number of discarded records decreases as the years pass. 
This could be due to better record-keeping in the case of missing student records; but also, 
fewer students undertook the computer curriculum in later years, as the need for this degree 
programme decreased. Table 4.2 below shows the number of discarded records per cohort. 
Table 4.2: Population records discarded per cohort 
 
4.6.2.2 Missing data 
Where vast amounts of data were missing in a student’s record, the full record was 
discarded as described above in section 4.6.2.1. However, where data for only a few 
variables were missing from a student’s record, it was decided to retain the student within 
Total 
population
Computer 
curriculum
Insufficient 
marks records
Abnormal entry 
/ departure
Records 
used % used
1995 21 3 0 0 18 86%
1996 24 5 3 0 16 67%
1997 29 5 4 2 18 62%
1998 29 5 4 0 20 69%
1999 20 1 7 0 12 60%
2000 18 4 3 0 11 61%
2001 14 2 4 0 8 57%
2002 17 0 2 0 15 88%
2003 26 2 3 2 19 73%
2004 22 2 0 0 20 91%
2005 26 0 3 0 23 88%
2006 39 0 3 1 35 90%
2007 40 1 2 3 34 85%
2008 43 0 2 0 41 95%
2009 44 1 2 2 39 89%
Total 412 31 42 10 329 80%
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the population being studied. If this had not been done, the number of subjects in the study 
would have been severely restricted. It was determined that the missing data was randomly 
distributed through the population, and through the variables, and therefore no substitution 
or imputation was done. The missing data was merely excluded from the relevant analysis 
by the use of appropriate coding in SPSS, which, in turn, dealt with the missing values as 
suitable for each analysis undertaken. 
Similar longitudinal and/or cohort studies which followed this method of dealing with missing 
data include: 
 St John (1990); 
 Battistich, Schaps and Wilson (2004); 
 Van der Merwe and de Beer (2006); 
 Barnes et al. (2009); 
 James, Yates and Nicholson (2010); and 
 Van Rooy and Coetzee-Van Rooy (2015). 
4.6.3 Variables available and used 
As detailed above, a vast amount of information was collected for each student. 
Unfortunately, given that the initial cohorts’ records date back twenty years, not all the 
necessary information was consistently available for all the students, and across all the 
cohorts, specifically within the demographic cluster of information. The literature shows that 
many variables linked to the student’s surroundings play a role in performance. This 
research would have benefited from having information on these variables available, such 
as being able to categorise a student, according to his home socio-economic status, 
whether the guardian was a parent or another adult, as well as whether a student’s guardian 
was employed or not. Although the researcher attempted to capture the data for these and 
other pertinent variables, only those variables which were consistently available could be 
used in the data analyses. These will be presented within the findings in the next chapter. 
As discussed above, with regard to missing values, where a student record lacked data on 
certain variables, that record was excluded for that particular analysis. In such cases, the 
population total (n) will be less than 329 in the results. The following section describes the 
various methodologies employed for each research question. 
4.7 TREATMENT OF THE RESEARCH QUESTIONS 
A variety of approaches were required in order to fulfil the objectives of this study. There 
are ten research questions, each with a different method of analysis, which assisted in 
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reaching a final conclusion regarding the main research problem. In order to describe the 
methodology used, this section summarises how each of the research questions was 
treated and analysed from a statistical point of view. It should be noted that as a full 
population is used, rather than sampling, the usual statistical processes involved in many 
research projects were not required in this study. For instance, when using a sample, 
inferential statistical tests are required, in order to ‘infer’ the outcomes onto the population. 
Also, whereas statistical significance is normally checked when using sampling, followed by 
effect size measures; within a population, only the analysis of practical significance is 
required, which is comparable to effect size measures. 
On another general point, when cross-tabulation is used, each variable must have at least 
five numbers of occurrence. This is because the associated statistical test, in this case 
Cramer’s V, cannot be performed if the frequency of any cell within the table is less than 
five (Gravetter & Wallnau, 2014:534). As such, in this study, some variables, in particular 
those in the demographic cluster, needed to be combined, in order to make practical 
comparisons viable. 
With the aid and advice of the Unit for Statistical Consultation at NMMU, the computer 
packages Statistica and SPSS were used to analyse the data. 
4.7.1 Question 1: Has the demographic composition of the student body changed over 
the fifteen year period from 1995 to 2009? 
The demographic variables, which were consistently available for capture, per student, were 
the following: 
 Gender; 
 Race; 
 Nationality; 
 Home language;  
 Age at enrolment; 
 School quintile – 1 to 5; 
 School area – urban or rural; 
 School type – independent or public; 
 School fees – fees required to be paid or not; and 
 Number of years since matric at enrolment. 
Cross-tabulation of each of these variables, per cohort, was undertaken to see if any 
changes had occurred across the cohorts. In order to measure the practical significance of 
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the findings, Cramer’s V was calculated for each of the cross-tabulations, as they consisted 
of two categorical variables. 
Two further variables were considered, in order to see if there had been a change in the 
intake of students. These were the overall grade 12 average mark, and the grade 12 
mathematics final mark. Eta-squared was used as an effect size measure in order to 
determine any practical significance in these findings, as the comparison involved a 
categorical and a continuous variable. 
For ease of reference, the significance values for both the Cramer’s V, and Eta-squared, 
effect size measures are presented in Appendix E. 
4.7.2 Question 2: Has the academic performance of the student body changed over the 
fifteen year period from 1995 to 2009? 
For each student, the first-attempt mark of every subject taken, in all the years of study, was 
totalled and averaged. The average marks were divided into the following categories: 
 < 40%; 
 40 – 49%; 
 50 – 59%; 
 60 – 69%; and 
 70 – 80%. 
As there were no overall average marks above 80%, a further category was not required. 
The number of students in each of these categories was cross-tabulated across the cohorts, 
to see if there had been a shift in overall performance over the cohorts. Once again, 
Cramer’s V was used as an effect size measure, as the cross-tabulation involved two 
categorical variables. 
4.7.3 Question 3: Has the throughput rate of the student body changed over the fifteen 
year period from 1995 to 2009? 
Three throughput rate categories were used in a cross-tabulation table across the cohorts, 
namely: 
 Completed studies in the minimum time; 
 Completed in more than the minimum time; and 
 Did not complete studies. 
The number of students per cohort were placed in the above categories, based on how long 
they took to complete the full four years up to Honour’s level. Those that did not complete 
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their studies were included in the last category. Students included in the last category may 
have been excluded, changed courses, cancelled due to financial reasons, or dropped out. 
It was, unfortunately, not possible to record the reasons for not completing. 
4.7.4 Question 4: Which modules are failed and repeated most often? 
A variety of analyses were performed, in order to determine which of the modules could be 
termed, as the literature calls them, ‘killer courses’. 
Within each cohort, the number of students who had passed, or failed, the module at their 
first attempt was recorded in a cross-tabulation table for each module. A ‘pass’ was 
recorded if the student achieved 50% or higher, otherwise a ‘fail’ was recorded. This allowed 
for comparison of the number of ‘passes’ between each module. Once again, Cramer’s V 
was used as the effect size measure. 
Further analysis was done by calculating the average first-attempt mark, per cohort, for 
each module. This allowed for the analysis of performance patterns between, and within, 
the modules. As this table included a continuous variable, Eta-squared was used to check 
for practical significance. 
A third investigation was undertaken to determine the total number of attempts taken to 
pass a module. For each module, across each cohort, the number of attempts were 
recorded in categories ranging from 1 to 8, with Cramer’s V used as the effect size measure. 
4.7.5 Question 5: Is there a relationship between grade 12 results and a student’s 
performance? 
All students’ overall, first-attempt, average marks were plotted against the corresponding 
grade 12 overall average marks, using a scatterplot diagram. Pearson’s correlation was 
used to measure the relationship between the two continuous variables.  
A second scatterplot was produced to see if there was any correlation between a student’s 
grade 12 mathematics mark and their overall first-attempt performance. 
In order to determine if there was a time-based influence on any correlation between grade 
12 results and performance, separate scatterplots, with Pearson’s correlation, were 
produced for each cohort. 
4.7.6 Question 6: Is there a relationship between grade 12 results and a student’s 
throughput rate? 
For each cohort, the students were divided into the three throughput categories, namely: 
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 Completed studies in the minimum time; 
 Completed in more than the minimum time; and 
 Did not complete studies. 
A cross-tabulation of each category was produced with the grade 12 means per cohort, in 
order to determine any trends within each throughput category. Eta-squared was then 
calculated to determine the practical significance. 
4.7.7 Question 7: Is there a relationship between a student’s demographic background 
and performance? 
The overall first-attempt average marks for all students were divided into the following 
categories: 
 < 40%; 
 40 – 49%; 
 50 – 59%; 
 60 – 69%; and 
 70 – 80%. 
These categories were cross-tabulated with each of the following demographic variables: 
 Gender; 
 Age at enrolment; 
 Home language; 
 Nationality; 
 Race; 
 School – rural or urban; 
 School – fee or no-fee; and 
 School – quintiles 1 – 5. 
For each cross-tabulation table, Cramer’s V was calculated as the effect size measure to 
demonstrate any practical significance. 
4.7.8 Question 8: Is there a relationship between a student’s demographic background 
and throughput rate? 
All the students were divided into the three throughput categories, namely: 
 Completed studies in the minimum time; 
 Completed in more than the minimum time; and 
 Did not complete studies. 
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As with Question 7 above, the throughput categories were cross-tabulated with the following 
demographic variables: 
 Gender; 
 Age at enrolment; 
 Home language; 
 Nationality; 
 Race; 
 School – rural or urban; 
 School – fee or no-fee; and 
 School – quintiles 1 – 5. 
For each table Cramer’s V was calculated in order to determine any practical significance. 
4.7.9 Question 9: What is/are the most important predictor/s of a student’s performance? 
Performance, as previously explained, is taken as the students’ overall first attempt average 
mark. In order to determine which variables can play a role in predicting a student’s 
performance, multiple linear regression was undertaken. This form of regression analysis is 
required when the dependent variable (performance) is a continuous one, and there are 
more than two independent variables. 
Based on the analysis of the earlier research questions, the independent variables which 
were considered useful in this regression analysis were: 
 Grade 12 overall average mark; 
 Grade 12 mathematics mark; 
 Gender; 
 Age at enrolment; 
 Home language; 
 School – urban or rural; and 
 School – fee or no-fee. 
Variables such as nationality and race are closely correlated to home language, a term 
known as multicollinearity, and using all of them in a regression analysis can weaken the 
prediction value of each variable. For the same reason, the school quintile rating was not 
used, as it is closely correlated to whether a school charges school fees or not. 
The partial Eta-squared for each of the independent variables was calculated, in order to 
demonstrate the practical significance of each independent variable as a predictor. The 
effect of all the predictors combined was measured against the dependent variable, 
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performance, using R-squared to determine if a student’s performance could be explained 
by the combined predictors. 
As some of the predictors used (the independent variables) are categorical, further analysis 
was conducted, in order to analyse the ‘within variable’ influence on student performance.  
4.7.10 Question 10: What is/are the most important predictor/s of a student’s throughput 
rate? 
Once again, throughput rate has been divided into three categories, namely: 
 Completed studies in the minimum time; 
 Completed in more than the minimum time; and 
 Did not complete studies. 
As the dependent (response) variable in this case is categorical, logistic regression was 
required to determine the prediction value of the independent (explanatory) variables. 
Unfortunately, logistic regression only allows comparison of two response categories at a 
time. As the ideal category in this study is ‘completed minimum’, this response category 
was used once with the ‘completed more’ response category, and then with the ‘not 
completed’ response category. For each of these logistic regression models, the odds ratio 
was used to describe the association or effect of the explanatory variables on the response 
category. A goodness-of-fit of the model was conducted, using the Hosmer-Lemeshow test, 
and the prediction value of the model was conducted, using the Nagel R-squared test. 
It should be noted that, prior to running the logistic regression analyses, an attempt was 
made to use the Chi-squared Automatic Interaction Detector (CHAID) technique of decision-
tree analysis. As the population is small, and the number of independent variables are few, 
the CHAID analysis did not yield comment-worthy results. It did, however, assist in 
determining which independent variables were worth investigating in the logistic regression. 
These variables are: 
 Grade 12 overall average mark; 
 Grade 12 mathematics mark; 
 Gender; 
 Age at enrolment; and 
 Home language. 
As the literature discusses the effect of student performance on throughput rates, it was 
decided to conduct further analysis, rather than simply using the pre-entry variables as 
predictors. The three throughput categories were cross-tabulated with the overall first-
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attempt average marks, within the performance categories, as used in questions 2 and 7. 
Cramer’s V was used to measure the effect size and practical significance of the findings. 
The literature also makes mention of the effect of first-year performance on throughput. As 
such, each student’s average mark for only their first-year subjects was calculated, and 
these were cross-tabulated with each of the throughput categories. Partial Eta-squared was 
used to determine the practical significance of the results. 
4.8 CONCLUSION 
As can be seen from the above description of the methods employed, the statistical analysis 
undertaken for this study is vast and complex. The following chapter will deal with the results 
of these analyses, as well as provide a discussion of the findings, and areas of interest. 
Conclusions will then be drawn by linking the findings with the literature study. 
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CHAPTER 5 
RESULTS AND ANALYSIS 
5.1 INTRODUCTION 
The previous chapter provided a detailed description of the research design and methods 
employed in this study. The results of the analyses are presented in this chapter, together 
with explanations and conclusions for each of the research questions. An overview of the 
population studied is given in the next section, and thereafter, each research question is 
dealt with separately. In order to minimise confusion, and to better understand each of the 
issues investigated, the results, findings and interpretations will be presented together, 
rather than presenting all the findings with the interpretations thereafter.  
5.2 GENERAL POPULATION DESCRIPTION 
This section provides a description of the total population’s demographics and school 
background, before dealing with the information per cohort in the research questions. 
5.2.1 Gender of population 
Figure 5.1 below gives the proportion of male to female students. As can be expected in a 
built environment course, the males outnumber the females. In this case, 70% of the total 
population are males and 30% are females.  
 
 
Figure 5.1: Population gender comparison 
5.2.2 Race 
Table 5.1 shows the race distribution of the population. Five race categories are shown, 
and the missing values are those for which the student’s race was unknown. 
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Table 5.1: Population race distribution 
 
5.2.3 Nationality 
Table 5.2 shows the nationality distribution of the population. Once again, the missing 
values are those records for which the nationality was not available. 
Table 5.2: Population nationality distribution 
 
5.2.4 Home language 
Table 5.3 shows the home language distribution of the population. In this instance, the home 
language of nine students was not known. French and Creole students were combined as, 
from the nationality information, it is seen that the students who recorded their home 
language as ‘French’, were actually from Mauritius. 
 
Number Percentage
Black 183 55.6%
White 108 32.8%
Chinese 5 1.5%
Coloured 12 3.7%
Indian/Asian 17 5.2%
Missing 4 1.2%
Total 329 100%
Number Percentage
South Africa 240 73.0%
Botswana 39 11.9%
Namibia 1 0.3%
Zimbabwe 6 1.8%
Uganda 6 1.8%
Malawi 3 0.9%
Kenya 5 1.5%
Ghana 5 1.5%
Zambia 1 0.3%
Lesotho 1 0.3%
Mauritius 12 3.7%
Seychelles 2 0.6%
China 5 1.5%
Pakistan 1 0.3%
Missing 2 0.6%
329 100%
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Table 5.3: Population home language distribution 
 
5.2.5 Age at enrolment 
The ages of students at registration in their first year are shown in Figure 5.2 below. Of 
interest is that 17 of the 18 students, aged 30 and older, were foreign students from 
Botswana. These students were employed by their government and had received employee 
bursaries to study further.  
 
Number Percentage
English 96 29.2%
Xhosa 94 28.6%
Tswana 40 12.2%
Afrikaans 39 11.9%
French/Creole 12 3.7%
Tsonga 7 2.1%
Sotho 5 1.5%
Shona 5 1.5%
Venda 4 1.2%
Chinese 4 1.2%
Zulu 3 0.9%
Swahili 3 0.9%
Chichewa 3 0.9%
Northern Sotho 2 0.6%
Swazi 1 0.3%
Herero 1 0.3%
Ndebele 1 0.3%
Missing 9 2.7%
329 100%
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Figure 5.2: Population age at enrolment 
Figure 5.3 below shows the number of years between finishing school and registering to 
study in the Department of Quantity Surveying. Once again, of the 21 students who entered 
10 or more years after completion of school, 18 were foreigners, while three were from the 
Eastern Cape with prior learning, i.e. wanting to add to their qualifications 
 
Figure 5.3: Number of years since matriculation 
5.2.6 School data for population 
The school data for the population describes the types of schools that the students attended 
prior to enrolling at NMMU. The data are based on the Department of Basic Education’s 
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(DBE) database of national schools’ information, EMIS (Educational Management 
Information System).  
5.2.6.1 Urban versus rural education 
The DBE rates a school as being based in an urban or rural area. Naidoo et al. (2014:1338) 
explain that often students from urban areas are exposed to better schooling than rural 
students faced with “inadequate schooling, lack of resources and teaching staff”. It should 
be noted that some schools, which would ordinarily be classed as urban, such as schools 
in Knysna, have been classed as rural. Unfortunately, there is no other reliable source of 
classification, so the DBE database is used in this study. According to the Director of the 
DBE EMIS system, some independent schools, as described in the next section, have not 
been classified. As such, for this category, the independent schools have been counted as 
‘missing’ values. Foreign schools are obviously not included in the DBE database, and they 
would be difficult to classify by any other means. As such, these have been placed 
separately under ‘foreign’. Table 5.4 provides the school classification used for this study. 
Table 5.4: Population school classification – rural / urban 
 
5.2.6.2 Public (government) versus independent schools 
Whereas a public school is state / government controlled, an independent / private school 
is privately owned and governed. It should be noted that an independent school does need 
to be registered as such with the DBE. Once again, this information has been obtained from 
the DBE EMIS database, with foreign schools counted separately. In some cases, where 
the data were missing, it was possible to study the school’s website information, in order to 
classify it as public or independent. In a few cases, schools no longer exist, or they may 
have changed their name, and these are listed as ‘missing’ values. Table 5.5 shows the 
school classification for this variable. 
Number Percentage
Urban 197 59.9%
Rural 32 9.7%
Foreign 73 22.2%
Missing 27 8.2%
329 100%
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Table 5.5: Population school classification – public / independent 
 
5.2.6.3 Quintiles 
Schools are classified by the DBE (2006:24) within a quintile range with ‘1’ being the lowest 
and ‘5’ being the highest. At a national level, each quintile contains 20% of all pupils, but 
this is not the case provincially. In poorer provinces, such as the Eastern Cape, there would 
be a higher proportion of pupils in the lower quintiles. The quintile category is assigned to a 
school at national level, according to the poverty of the community around the school, as 
well as certain infrastructural factors. A school with a quintile rating of ‘1’ is the ‘poorest’ 
resource-wise, while quintile ‘5’ is assigned to highly resourced, and often urban, schools. 
For instance, most old Model C schools fall under quintile ‘5’, while rural, previously 
disadvantaged schools, tend to be from the lower quintiles. The DBE does not always 
assign a quintile to independent schools. Although it could be assumed that independent 
schools would fall under quintile ‘5’ (highly resourced and high school fees), according to 
the EMIS Director at the DBE, this is not the case.  
In some rural or poor areas, there are private schools which assist with schooling where 
there are no government schools. Although private, they receive some funding from 
government, have very few resources, and are classed at the lower end of the quintile 
range. As such, the data in this section presents the independent schools separately. Table 
5.6 gives the quintile proportions for the population. 
Table 5.6: Population school classification – quintiles  
 
Number Percentage
Public 214 65.1%
Independent 36 10.9%
Foreign 73 22.2%
Missing 6 1.8%
329 100%
Number Percentage
Quintile 1 5 1.5%
Quintile 2 9 2.7%
Quintile 3 29 8.8%
Quintile 4 16 4.9%
Quintile 5 149 45.3%
Independent 36 10.9%
Foreign 73 22.2%
Missing 12 3.7%
329 100%
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5.2.6.4 Fee versus no-fee schools 
As stated above, schools are classified along a quintile range. The lower quintiles receive 
more government funding and tend to have pupils who cannot afford school fees. The 
higher quintiles tend to charge higher school fees, which enables better resourcing and 
better salaries for more highly qualified teachers. Annually, at provincial level, it is decided 
which schools will be granted ‘no-fee’ status and receive higher funding from the 
government. This classification varies from province to province, depending on the number 
of schools in total, as well as the budget that the provincial education department has to 
allocate. In smaller, richer provinces, schools as high as quintile ‘3’ may be afforded ‘no-
fee’ status, but generally, it is schools within quintiles ‘1’ and ‘2’ that are included. In many 
cases, this ‘fee’ versus ‘no-fee’ categorisation is a better indicator of not only the school’s 
facilities and resources, but also the socio-economic status of its pupils.  
A no-fee school has no supplementation of its income for extra facilities, and obviously 
attracts pupils who cannot afford school fees. Table 5.7 provides the population proportions 
for each category. 
Table 5.7: Population school classification – fee / no-fee 
 
5.2.7 Summary 
This section has dealt with a demographic description of the population as a whole, as well 
as an explanation of how the categories were developed. The following sections will deal 
with the results of each of the research questions, as well as the analysis and comments 
on the points of interest. 
5.3 QUESTION 1: HAS THE DEMOGRAPHIC COMPOSITION OF THE STUDENT BODY 
CHANGED OVER THE FIFTEEN YEAR PERIOD FROM 1995 TO 2009? 
As the literature section has shown (DHET, 2012; 2013), one of the main aims of the 
government, since coming to power in 1994, has been to increase access to higher 
education for the previously disadvantaged population. The literature has also shown that 
an increase in access is not always accompanied by an increase in success of the 
Number Percentage
Fee school 208 63.2%
No-fee school 42 12.8%
Foreign 73 22.2%
Missing 6 1.8%
329 100%
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previously disadvantaged groups. This research question aims to describe, in detail, any 
changes in the demographic composition of the students within the Department of Quantity 
Surveying at NMMU.  
5.3.1 Results 
For each of the categorical demographic variables investigated, a per cohort cross-
tabulation table is provided, along with a graphical representation of categorical trends 
across the period. Cramer’s V is also provided as an effect size measure, in order to 
ascertain if there is any practical significance in the findings. Cramer’s V measures the 
differences in the means of each group, across the cohorts, to ascertain if there has been 
any significant change in group membership. The value of Cramer’s V can be influenced by 
the number of columns / groups, and as such, the interpretation of each result takes this 
into account.  
With regard to the grade 12 overall average and grade 12 mathematics final marks, which 
are continuous variables, the means and standard deviation for each cohort are tabled. A 
histogram with a linear trend line is also provided, in order to give a graphical representation 
of the changes over the cohorts. Eta-squared is given to indicate the practical significance 
of the results. 
5.3.1.1 Gender 
Table 5.8 shows the cross-tabulation of the gender distribution across the fifteen cohorts, 
while Figure 5.4 gives a graphical representation of the trends across the fifteen year period.  
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Table 5.8: Gender / Cohort cross-tabulation 
 
 
 
Figure 5.4: Gender / Cohort linear relationship 
Besides a marked drop in female numbers in 1998 and 1999, the proportion of males to 
females has remained fairly static at about 70% males and 30% females. The Cramer’s V 
result for this demographic variable is 0.17, which, in a table with only two columns, is 
considered small. This shows that the difference in the means of the two groups, male and 
female, is not sizeable - i.e. there has not been a significant change in gender proportion 
Count % within 
Cohort
Count % within 
Cohort
Count % within 
Cohort
1995 6 33% 12 67% 18 100%
1996 5 31% 11 69% 16 100%
1997 7 39% 11 61% 18 100%
1998 3 15% 17 85% 20 100%
1999 1 8% 11 92% 12 100%
2000 4 36% 7 64% 11 100%
2001 3 38% 5 62% 8 100%
2002 4 27% 11 73% 15 100%
2003 6 32% 13 68% 19 100%
2004 8 40% 12 60% 20 100%
2005 5 22% 18 78% 23 100%
2006 10 29% 25 71% 35 100%
2007 9 26% 25 74% 34 100%
2008 15 37% 26 63% 41 100%
2009 12 31% 27 69% 39 100%
98 30% 231 70% 329 100%Total
Gender
Total
Female Male
Cohort
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across the cohorts. Considering the visual stability of the proportions, as seen in Figure 5.4, 
this is a predictable effect size. 
5.3.1.2 Race 
Table 5.9 gives the cross-tabulation of race group numbers across the cohorts. Figure 5.5 
shows the trends in a graphical form for the fifteen-year period. 
Table 5.9: Race / Cohort cross-tabulation 
 
 
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
1995 10 56% 8 44% 0 0% 0 0% 0 0% 18 100%
1996 7 44% 8 50% 0 0% 1 6% 0 0% 16 100%
1997 4 22% 14 78% 0 0% 0 0% 0 0% 18 100%
1998 9 45% 9 45% 0 0% 1 5% 1 5% 20 100%
1999 5 45% 6 55% 0 0% 0 0% 0 0% 11 100%
2000 3 27% 7 64% 0 0% 1 9% 0 0% 11 100%
2001 1 12% 7 88% 0 0% 0 0% 0 0% 8 100%
2002 2 14% 11 79% 0 0% 1 7% 0 0% 14 100%
2003 3 18% 12 70% 1 6% 1 6% 0 0% 17 100%
2004 2 10% 15 75% 1 5% 1 5% 1 5% 20 100%
2005 4 18% 15 65% 1 4% 2 9% 1 4% 23 100%
2006 14 40% 15 43% 1 3% 1 3% 4 11% 35 100%
2007 13 38% 15 44% 1 3% 2 6% 3 9% 34 100%
2008 16 39% 20 49% 0 0% 0 0% 5 12% 41 100%
2009 15 38% 21 54% 0 0% 1 3% 2 5% 39 100%
108 33% 183 56% 5 2% 12 4% 17 5% 325 100%Total
Race
Total
White Black Chinese Coloured Indian / Asian
Cohort
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Figure 5.5: Race / Cohort linear relationship 
The race demographics per cohort shows marked changes along the timeline, although the 
linear trends through the period are not steep. The Cramer’s V result is 0.21, which shows 
a medium to large difference across the cohorts. This can be seen visually in Figure 5.5.  
There was a rise in Black student intake in 1997, which is the same year that the new 
democratic Higher Education Act was promulgated. It is the researcher’s opinion that this 
Act would have been open for discussion prior to implementation, and therefore, academic 
departments would have known of the Government’s plans to increase access at this time. 
According to department personnel, there was a drive to publicise quantity surveying in 
previously disadvantaged areas at this time, as the profession was not well known in these 
areas. 
There was, again, a sharp increase in numbers of Black students in 2000 and 2001. A 
possible explanation for this could be that these are the years that students from previously 
disadvantaged areas would have experienced a full high school career in the new 
dispensation. They would, therefore, be more likely to have managed to obtain grade 12 
marks at a level required for access to the Quantity Surveying degree. Another possible 
explanation is that 2001 is the year that the Quantity Surveying degree changed from a four-
year degree to a three-year BSc degree plus a one-year Honours degree in Quantity 
Surveying. This may have made the first degree more appealing, as it was only three years 
in duration. 
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From 2002 to 2004, the proportion of Black students remained quite stable, although this 
should not be seen as a sign that the department was meeting government requirements 
of increasing access to previously disadvantaged students. On investigating the full dataset, 
the researcher found that this is the period when the Botswana government, in particular, 
enrolled some of their employees on full bursaries. It is, therefore, foreign Black students 
who make up a large proportion of the Black intake in these years, and the nationality / 
cohort cross-tabulation should support this claim. 
From 2004 there has been a rising trend in the Indian / Asian race group. It should be noted 
that it is at this point that the department started receiving increasing applications from, and 
an increased intake of, Indian Ocean island foreigners, who tend to class themselves as 
Asian or Indian. The Coloured and Chinese groups have, however, remained fairly static 
over the same time period.   
Of slight concern is the downward trend of the intake of Black students, which is not in 
keeping with the government’s and DPW’s plans for increased access. If the above 
explanations of the foreign intakes are taken into account, it can be seen that they would 
have skewed the linear trend when their intake numbers dropped. There does seem to be 
an upturn in 2008 and 2009, and hopefully, this trend will continue into the future. 
5.3.1.3 Nationality 
As described in Chapter 4, cross-tabulation and practical significance measures require at 
least five members within a category for statistical results to be meaningful. The population 
was divided into its nationalities, the results of which were shown in section 5.2.3 of this 
chapter. Given the small numbers of some of the nationalities, it was decided to group the 
African countries, other than South Africa and Botswana, together. It was also decided to 
combine all other non-African nationalities together. Table 5.10 and Figure 5.6 show the 
details of the nationalities of the student cohorts. 
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Table 5.10: Nationality / Cohort cross-tabulation 
 
 
 
Figure 5.6: Nationality / Cohort linear relationship 
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
1995 18 100% 0 0% 0 0% 0 0% 18 100%
1996 16 100% 0 0% 0 0% 0 0% 16 100%
1997 18 100% 0 0% 0 0% 0 0% 18 100%
1998 18 90% 0 0% 2 10% 0 0% 20 100%
1999 10 91% 0 0% 1 9% 0 0% 11 100%
2000 10 91% 0 0% 1 9% 0 0% 11 100%
2001 7 87% 0 0% 1 13% 0 0% 8 100%
2002 8 57% 6 43% 0 0% 0 0% 14 100%
2003 9 47% 7 37% 2 11% 1 5% 19 100%
2004 8 40% 7 35% 3 15% 2 10% 20 100%
2005 12 52% 7 30% 2 9% 2 9% 23 100%
2006 24 68% 1 3% 7 20% 3 9% 35 100%
2007 25 73% 2 6% 2 6% 5 15% 34 100%
2008 27 66% 6 15% 3 7% 5 12% 41 100%
2009 30 77% 3 8% 4 10% 2 5% 39 100%
240 73% 39 12% 28 9% 20 6% 327 100%Total
Nationality
Total
SA Botswana Other African Other
Cohort
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The Cramer’s V result for this cross-tabulation is 0.31, which is considered a large effect 
size, and therefore, the practical significance is high. This indicates a marked change in the 
proportions of the various nationalities within the cohorts over the fifteen-year period. 
As described in the previous section regarding the race demographics, the nationality 
groups across the cohorts support the argument that the increase in black students between 
2002 and 2005 was due to an influx of Botswanan students. The number of other African 
students has remained stable, with a slight upward trend. The intake of other foreign 
nationals only began in 2002, and has remained stable since then. 
The researcher is, unfortunately, not aware of any reason for there being no other foreign 
nationals prior to 2002, and can only surmise that it may have to do with immigration / visa 
policy, either nationally or institutionally. 
Although the overall trend of South African students shows a sharp decrease, there has 
been an upward trend since 2004. It remains to be seen whether this trend will continue into 
the future. 
5.3.1.4 Home language 
As with nationality, some home languages were grouped together, in order to ensure better 
statistical analysis. English, Afrikaans and Xhosa, being the main languages of the Eastern 
Cape, were kept as separate categories. Given the high number of students from Botswana 
from 2002 onwards, Tswana was kept as an individual category. This is also the main 
language of some northern South African areas, as well as some of Botswana’s 
neighbouring countries. All other languages were grouped under ‘other’. Table 5.11 and 
Figure 5.7 give the details of the home languages across the cohorts. 
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Table 5.11: Home language / Cohort cross-tabulation 
 
 
 
Figure 5.7: Home language / Cohort linear relationship 
As with nationality, the Cramer’s V result of 0.27 signifies a large difference across the 
cohorts. This signifies a significant change in the home language of students across the 
fifteen-year period. This is clearly visible in Figure 5.7, with none of the language groups, 
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
1995 2 11% 8 44% 6 33% 1 6% 1 6% 18 100%
1996 2 13% 6 37% 7 44% 0 0% 1 6% 16 100%
1997 2 11% 2 11% 12 66% 1 6% 1 6% 18 100%
1998 3 16% 8 42% 8 42% 0 0% 0 0% 19 100%
1999 2 18% 3 27% 2 18% 0 0% 4 37% 11 100%
2000 1 9% 4 37% 3 27% 1 9% 2 18% 11 100%
2001 1 13% 1 13% 3 37% 1 13% 2 24% 8 100%
2002 2 14% 1 7% 4 29% 6 43% 1 7% 14 100%
2003 1 6% 4 23% 3 18% 6 35% 3 18% 17 100%
2004 1 5% 2 11% 5 26% 7 37% 4 21% 19 100%
2005 2 9% 6 26% 6 26% 7 30% 2 9% 23 100%
2006 4 12% 16 50% 6 19% 0 0% 6 19% 32 100%
2007 6 18% 10 29% 9 26% 2 6% 7 21% 34 100%
2008 6 15% 11 26% 9 22% 6 15% 9 22% 41 100%
2009 4 10% 14 36% 11 28% 3 8% 7 18% 39 100%
39 12% 96 30% 94 29% 41 13% 50 16% 320 100%
Cohort
Total
Home Language
Total
Afrikaans English Xhosa Tswana Other
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except Afrikaans, having proportional stability. The home language data do, however, 
support the views expressed in the analyses of race and nationality, and this is explained 
further in the next paragraphs. 
Firstly, the sharp increase in Xhosa as a home language in 1997 supports the view that 
there was a departmental drive to increase access for previously disadvantaged students. 
Secondly, the rise of Xhosa again in 2001 could be due to the Xhosa community having 
spent a full high school period under the new dispensation. Since 2003, the Xhosa intake 
has remained stable at between 20% and 30% of the intake. Thirdly, the increase of Tswana 
between 2002 and 2005 supports the increase in students from Botswana during that 
period. 
Although English has large differences between its peaks and troughs (over 40% standard 
deviation), its long-term trend has remained stable, with signs of an increasing trend from 
2008. A difficult category to analyse is the ‘Other’ language group, as this consists of other 
African languages, as well as non-African languages. The increasing trend in this category 
could be due to the increasing numbers of foreign students, although the Nationality data 
show stability in other African and non-African foreign student intake. 
The researcher is of the opinion that the increasing trend is more likely to be an increase in 
Black students from other provinces within South Africa, where other languages are spoken. 
The population data in section 5.2.4 support this view to an extent, given the number of 
other South African languages listed. 
5.3.1.5 Urban versus rural 
It should be noted that the urban / rural categorisation is based on the area of the school 
that the student attended, and not on his/her home area, as in many cases, the home 
address information was not available. The school area category is based on the DBE EMIS 
database. As foreign schools are obviously not included in the DBE database, and they 
would be difficult to classify by any other means, the 73 foreign school records are not 
included in this analysis. Table 5.12 and Figure 5.8 show the results of this cross-tabulation 
analysis. 
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Table 5.12: Urban versus rural / Cohort cross-tabulation 
 
 
 
Figure 5.8: Urban versus rural / Cohort linear relationship 
The Cramer’s V result for this demographic variable is 0.27. In a table with only two columns, 
this falls between a small to medium effect size, and therefore, it is not practically significant. 
In other words, there has not been a significant change in the proportions of students 
Count
% within 
Cohort
Count
% within 
Cohort
Count
% within 
Cohort
1995 10 77% 3 23% 13 100%
1996 13 87% 2 13% 15 100%
1997 9 64% 5 36% 14 100%
1998 16 80% 4 20% 20 100%
1999 6 67% 3 33% 9 100%
2000 9 100% 0 0% 9 100%
2001 8 100% 0 0% 8 100%
2002 5 71% 2 29% 7 100%
2003 9 90% 1 10% 10 100%
2004 7 87% 1 13% 8 100%
2005 15 88% 2 12% 17 100%
2006 19 95% 1 5% 20 100%
2007 23 92% 2 8% 25 100%
2008 22 92% 2 8% 24 100%
2009 26 87% 4 13% 30 100%
197 86% 32 14% 229 100%Total
Urban versus rural
Total
Urban Rural
Cohort
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attending urban or rural schools over the fifteen cohorts. Furthermore, having perused the 
full dataset, the researcher has found that of the 32 student records categorised as rural 
(school) by the DBE, seven of these were Queens College in Queenstown, and five of them 
were Outeniqua High in George. Although these areas may be classified as rural by the 
DBE, for the purposes of this study, and as with the literature (Naidoo et al., 2014:1338; 
DHET, 2013:32; Jones et al., 2008:5), rurality should be an indicator of poorer schools with 
fewer resources than urban schools. This is not the case with these two schools. As such, 
the results for rurality are not considered reliable across the cohorts. 
5.3.1.6 Public versus independent 
Table 5.13 shows the cross-tabulation data, while Figure 5.9 shows the linear relationship, 
of the type of school across the cohorts. It should be noted that foreign schools are not 
included, as it was not possible to classify them as public or independent. The classification 
below is based on the DBE EMIS system, and where information was missing, the 
researcher undertook internet searches to see if the school websites provided any 
classification. 
Table 5.13: Public versus independent / Cohort cross-tabulation 
 
 
Count
% within 
Cohort
Count
% within 
Cohort
Count
% within 
Cohort
1995 15 83% 3 17% 18 100%
1996 14 87% 2 13% 16 100%
1997 15 83% 3 17% 18 100%
1998 20 100% 0 0% 20 100%
1999 8 73% 3 27% 11 100%
2000 8 73% 3 27% 11 100%
2001 7 87% 1 13% 8 100%
2002 6 75% 2 25% 8 100%
2003 9 90% 1 10% 10 100%
2004 8 100% 0 0% 8 100%
2005 11 65% 6 35% 17 100%
2006 19 90% 2 10% 21 100%
2007 22 85% 4 15% 26 100%
2008 24 89% 3 11% 27 100%
2009 28 90% 3 10% 31 100%
214 86% 36 14% 250 100%Total
Public / Independent
Total
Public Independent
Cohort
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Figure 5.9: Public versus independent / Cohort linear relationship 
The Cramer’s V effect size for this variable is 0.25. As with the previous section, where the 
cross-tabulation table consists of only two columns, a Cramer’s V result of 0.5 is considered 
to have a large effect. At 0.25, the practical significance of this variable across the cohorts 
falls between the small to medium effect. This reveals that there has been no significant 
change in the type of school attended by the students over the fifteen-year period. This is 
noticeable in Figure 5.9, as the linear trend across the cohorts is stable and does not show 
significant change. There is a sudden increase in independent schools in 2005, but in 
looking at the dataset, the researcher found that five of the six independent schools counted 
in that year were actually a college in Cape Town which allows for the upgrading of grade 
12 marks. As such, it is not clear what category of school these students actually attended 
for the major part of their high school career. 
5.3.1.7 Fee versus no-fee 
Table 5.14 and Figure 5.10 show the per cohort distribution of students attending fee-paying 
schools versus those attending schools where no fees are charged. As explained in section 
5.2.6.4, a school’s fee-paying status is decided at provincial level, and then recorded on the 
DBE EMIS database. This is where the categories for each school were obtained. 
Unfortunately it is not possible to classify foreign schools, and they were therefore excluded 
from these results. 
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Table 5.14: Fee versus no-fee / Cohort cross-tabulation 
 
 
 
Figure 5.10: Fee versus no-fee / Cohort linear relationship 
The Cramer’s V value for this cross-tabulation is 0.30, which shows a medium difference 
across the cohorts. This signifies moderate changes in the proportions of students attending 
fee versus no-fee schools, but overall the trend has been quite stable. There are two specific 
Count
% within 
Cohort
Count
% within 
Cohort
Count
% within 
Cohort
1995 13 72% 5 28% 18 100%
1996 13 81% 3 19% 16 100%
1997 13 72% 5 28% 18 100%
1998 18 90% 2 10% 20 100%
1999 10 91% 1 9% 11 100%
2000 8 73% 3 27% 11 100%
2001 4 50% 4 50% 8 100%
2002 8 100% 0 0% 8 100%
2003 8 80% 2 20% 10 100%
2004 5 62% 3 38% 8 100%
2005 16 94% 1 6% 17 100%
2006 17 81% 4 19% 21 100%
2007 26 100% 0 0% 26 100%
2008 22 81% 5 19% 27 100%
2009 27 87% 4 13% 31 100%
208 83% 42 17% 250 100%Total
Fee / No-fee
Total
F N
Cohort
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peaks in 2001 and 2004, which contribute to the medium difference, otherwise Cramer’s V 
would probably have had a small value. 
The population included in the 2004 cohort for this demographic variable is small, as a large 
proportion of the students of this cohort, 60%, were foreign. This could explain the slight 
anomaly in the 2004 figures. As stated earlier, the researcher feels that the Cramer’s V 
effect size measurement would have been much lower if it were not for the 2001 and 2004 
variations. 
5.3.1.8 Quintiles 
The quintile category of each school is obtained from the DBE EMIS database, with quintile 
1 being the lowest, poorest and least-resourced ranked schools; and quintile 5 schools 
being highly resourced and subsidised by higher school fees. The DBE does not always 
assign a quintile to independent schools. Although it could be assumed that independent 
schools would fall under quintile ‘5’ (highly resourced and high school fees), according to 
the EMIS Director at the DBE, this is not the case. In some rural or poor areas, there are 
private schools which assist with schooling where there are no government schools. 
Although private, they receive some funding from government, have very few resources, 
and are classed at the lower end of the quintile range. There is also no classification 
available for foreign schools. As such, the data in this section excludes the independent 
and foreign schools. Table 5.15 gives the cross-tabulation of the cohorts with the five 
quintiles, while Figure 5.11 shows the linear relationship between the cohort and the 
quintile. 
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Table 5.15: Quintile / Cohort cross-tabulation 
 
 
 
Figure 5.11: Quintile / Cohort linear relationship 
The Cramer’s V effect size is 0.31, which, in a table with five columns is highly significant 
(any index above 0.22 is considered large in this case). This indicates a large difference in 
quintile group means across the cohorts, with sizeable variations occurring in the 
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
1995 1 8% 1 8% 3 23% 1 8% 7 53% 13 100%
1996 0 0% 1 7% 2 14% 2 14% 9 65% 14 100%
1997 0 0% 2 13% 3 20% 1 7% 9 60% 15 100%
1998 1 5% 1 5% 1 5% 2 11% 14 74% 19 100%
1999 0 0% 1 14% 0 0% 3 43% 3 43% 7 100%
2000 0 0% 0 0% 3 38% 0 0% 5 62% 8 100%
2001 2 29% 0 0% 2 29% 0 0% 3 42% 7 100%
2002 0 0% 0 0% 0 0% 0 0% 6 100% 6 100%
2003 0 0% 0 0% 2 22% 1 11% 6 67% 9 100%
2004 0 0% 0 0% 3 38% 0 0% 5 62% 8 100%
2005 0 0% 1 9% 0 0% 0 0% 10 91% 11 100%
2006 0 0% 0 0% 4 22% 0 0% 14 78% 18 100%
2007 0 0% 0 0% 0 0% 0 0% 22 100% 22 100%
2008 1 4% 1 4% 3 13% 2 8% 17 71% 24 100%
2009 0 0% 1 4% 3 11% 4 15% 19 70% 27 100%
5 2% 9 4% 29 14% 16 8% 149 72% 208 100%
Cohort
Total
Quintile
Total
1 2 3 4 5
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proportions of students belonging to each group. In a programme like Quantity Surveying, 
it is not surprising that the majority of students come from the Quintile 5 schools, as the 
entry requirements are relatively high compared with those for other courses.  
Nearly all the categories show great variation, with peaks and troughs along the time line. 
Of slight concern is the fact that quintile 5 is on an upward trend, while the other quintiles 
show a downward trend. This is not in keeping with the requirements of government and 
the DPW, but this may be explained by the increase in the level of entry requirements over 
the time period. 
5.3.1.9 Age at enrolment 
Student registration at the beginning of an academic year takes place in early February at 
NMMU. As such, the age at enrolment for each student was calculated as their age on the 
first of February of the cohort year. The ages were then categorised into five groups, as 
shown in the cross-tabulation in Table 5.16 below. Figure 5.12 shows the linear relationship 
between the cohort and age. 
Table 5.16: Age at enrolment / Cohort cross-tabulation 
 
 
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
1995 4 22% 4 22% 3 17% 1 6% 6 33% 18 100%
1996 9 56% 4 25% 1 6% 0 0% 2 13% 16 100%
1997 11 61% 4 22% 1 6% 2 11% 0 0% 18 100%
1998 15 75% 1 5% 1 5% 1 5% 2 10% 20 100%
1999 3 28% 3 27% 3 27% 1 9% 1 9% 11 100%
2000 9 82% 1 9% 0 0% 1 9% 0 0% 11 100%
2001 4 50% 3 37% 0 0% 0 0% 1 13% 8 100%
2002 3 21% 4 29% 5 36% 2 14% 0 0% 14 100%
2003 6 33% 1 6% 2 11% 6 33% 3 17% 18 100%
2004 3 15% 1 5% 6 30% 5 25% 5 25% 20 100%
2005 7 30% 3 13% 6 26% 3 13% 4 18% 23 100%
2006 12 34% 14 40% 1 3% 1 3% 7 20% 35 100%
2007 15 44% 9 26% 3 9% 5 15% 2 6% 34 100%
2008 22 54% 7 17% 5 12% 0 0% 7 17% 41 100%
2009 15 38% 14 36% 5 13% 4 10% 1 3% 39 100%
138 42% 73 22% 42 13% 32 10% 41 13% 326 100%Total
Age at enrollment
Total
< 19 years
19.00 - 19.99 
years
20.00 - 20.99 
years
21.00 - 22.99 
years
23.00+ years
Cohort
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Figure 5.12: Age at enrolment / Cohort linear relationship 
Cramer’s V is 0.29, which shows a large practical significance. This means that there is a 
significant change in the mean ages of the students across the cohorts. However, it is clear 
from the line chart in Figure 5.12 that there is no specific trend, or major points of interest, 
as all the age groups tend to have peaks and troughs. The increase in average age during 
the 2002 to 2005 period is probably due to the intake of the older Botswana government 
employee students at that time.  
5.3.1.10 Years since matric 
Table 5.17 and Figure 5.13 give the details of the number of years between matriculating 
and enrolling in the department for the first time, separated into categories as shown. 
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Table 5.17: Years since matric / Cohort cross-tabulation 
 
 
 
Figure 5.13: Years since matric / Cohort linear relationship 
The Cramer’s V index is 0.29, which, in a cross-tabulation table with three columns, falls 
between medium and large significance. This denotes a moderate change in the number of 
years after matric that the students, on average, wait before enrolling. Of interest is the peak 
Count
% within 
Cohort
Count
% within 
Cohort
Count
% within 
Cohort
Count
% within 
Cohort
1995 5 28% 6 33% 7 39% 18 100%
1996 10 62% 4 25% 2 13% 16 100%
1997 14 78% 2 11% 2 11% 18 100%
1998 11 55% 7 35% 2 10% 20 100%
1999 6 55% 3 27% 2 18% 11 100%
2000 8 73% 3 27% 0 0% 11 100%
2001 6 74% 1 13% 1 13% 8 100%
2002 3 21% 10 72% 1 7% 14 100%
2003 6 35% 8 47% 3 18% 17 100%
2004 3 18% 7 41% 7 41% 17 100%
2005 13 56% 5 22% 5 22% 23 100%
2006 15 47% 12 37% 5 16% 32 100%
2007 17 52% 13 39% 3 9% 33 100%
2008 26 63% 8 20% 7 17% 41 100%
2009 22 56% 15 39% 2 5% 39 100%
165 52% 104 33% 49 15% 318 100%
Cohort
Total
Years since matric
Total
1 year 2-3 years 4+ years
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in the 2-3 year category in 2002 until 2004. The then University of Port Elizabeth introduced 
a foundation programme in 2001 for students who did not meet the direct-entry 
requirements for various degrees. Having looked at the full dataset, the researcher found 
that 2002 was the first year that students enrolled in the department after completing one 
year of the foundation programme. 
It is not certain if the upward trend in the 2-3 year category would be as steep without the 
peak between 2002 and 2004. However, looking at the full dataset, where variables were 
recorded that are not necessarily included in this study, there does seem to be an increase 
in the number of students changing from other faculties and departments within NMMU, to 
the Department of Quantity Surveying. This could be a case of students not knowing about 
the degree programme until they are on campus, at which time they decided to change. 
5.3.1.11 Grade 12 average 
The grade 12 average of each student was calculated by using the midpoint percentage of 
each APS score that was obtained for each grade 12 subject and then calculating the 
average. The APS score for each subject was determined as described in section 4.6.1.3. 
Table 5.18 shows the cross-tabulation of the average grade 12 marks across the cohorts, 
and Figure 5.14 provides a histogram of the data. 
Table 5.18: Grade 12 average / Cohort cross-tabulation 
 
Mean N Std.Dev. Minimum Maximum
1995 55.86 18 6.07 43.00 66.67
1996 57.31 16 7.49 46.67 70.83
1997 59.41 18 6.99 49.00 71.67
1998 56.88 20 6.79 46.67 67.50
1999 57.95 11 6.43 48.33 66.67
2000 60.39 11 7.89 48.33 73.33
2001 59.09 8 5.17 53.33 67.50
2002 63.66 14 7.18 46.67 73.57
2003 61.23 17 8.20 46.67 74.17
2004 65.17 16 9.63 50.00 85.71
2005 63.52 18 5.59 55.00 76.67
2006 64.47 31 8.71 46.67 81.50
2007 65.18 30 8.84 46.67 87.00
2008 75.17 33 7.09 60.00 93.33
2009 68.01 38 6.58 58.33 85.00
All Grps 63.68 299 9.11 43.00 93.33
Cohort
Matric average
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Figure 5.14: Grade 12 average / Cohort histogram 
As the grade 12 average is a continuous variable, Eta-squared was used as the effect size 
measure. In this case, Eta-squared is 0.36, which indicates a large practical significance in 
the results (generally any score above 0.26 is considered large). This means that there has 
been a significant change in the average grade 12 marks of the students over the fifteen-
year period. This can be seen quite clearly in the histogram in Figure 5.14, as the overall 
average is definitely increasing as time progresses. There are two possible explanations for 
this increasing trend. Firstly, it may be due to the fact that grade 12 exams are getting easier 
– a view often expressed in the media. Secondly, it could be due to the increasing entry 
requirements in the department - meaning that only those students achieving higher marks 
could gain entry into the Quantity Surveying programme. 
Of interest is the increase of 10% in the average mark between the 2007 and 2008 cohorts. 
It should be noted that 2008 is the first year that the National Senior Certificate was written, 
whereas the previous cohorts wrote what was known simply as the Senior Certificate 
examinations. The researcher assumes that any unexpected increases in grade 12 marks 
due to this change were noted and dealt with, as the average marks in 2009 seem to adjust 
back to the trend line. 
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5.3.1.12 Grade 12 mathematics average 
As explained in section 4.6.1.4, the NMMU Admissions Department’s conversion table was 
used to convert all grade 12 mathematics marks to an APS equivalent score. This was done 
in order to allow for the differences in achievement between a higher grade and standard 
grade mathematics mark. For instance, a C symbol on the higher grade would score a ‘6’ 
achievement rating, whereas a C symbol on the standard grade would only score a ‘4’ 
rating. The mathematics marks from 2008 onwards would obviously just be based on the 
actual rating received. 
Table 5.19 and Figure 5.15 provide the details of the recorded data below. 
Table 5.19: Mathematics average / Cohort cross-tabulation 
 
 
Mean N Std.Dev. Minimum Maximum
1995 4.11 18 1.32 1 6
1996 4.00 16 1.26 2 6
1997 3.78 18 1.22 1 6
1998 4.30 20 1.08 3 6
1999 3.73 11 1.42 1 6
2000 4.00 11 1.26 2 6
2001 4.75 8 1.49 2 7
2002 4.57 14 1.09 2 6
2003 3.53 15 1.06 1 5
2004 4.50 16 1.55 1 8
2005 4.50 18 1.29 1 6
2006 4.97 31 1.38 2 8
2007 5.20 30 1.47 3 8
2008 6.03 33 1.36 3 8
2009 5.68 37 1.20 3 8
All Grps 4.74 296 1.49 1 8
Cohort
Maths
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Figure 5.15: Mathematics average / Cohort histogram 
As with the matriculation average, Eta-squared was used as a measure of practical 
significance. The Eta-squared index in this case is 0.27, and, although not as large as for 
the grade 12 average, it is still considered a large effect. This means that there has been a 
significant change in grade 12 mathematics averages over the fifteen-year period. 
Two noticeable anomalies occur in the overall upward trend of the mathematics marks. 
Firstly, in 2003, there is a marked dip. Upon investigating the full dataset, the researcher 
found that of the fifteen records included in this cohort, seven had come through the 
foundation programme, and they had, therefore, not met the direct entry requirements 
originally. This could account for the low mathematics average in this cohort. Secondly, as 
with the grade 12 average, the 2008 cohort showed a sharp increase by almost a full point, 
which is equivalent to 10%. As mentioned previously, this was the first year that the National 
Senior Certificate was written, and it is assumed that any adjustments required in 
examinations were undertaken in 2009, in order to bring the average back to the normal 
trend line. 
5.3.2 Resolution of research question 1 
Research question 1 asked: Has the demographic composition of the student body changed 
over the fifteen year period from 1995 to 2009? 
It would be impossible to say that the demographics have not changed across the cohorts, 
unless all the variables had remained exactly the same. As such, it can be said that the 
demographic composition has changed over the cohorts, but not necessarily in line with the 
requirements of the DHET as described in sections 2.1.2, 2.2.1 and 2.2.2, where the aim is 
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to increase the participation of previously disadvantaged groups and those of lower 
socioeconomic status in higher education. Sections 2.2.3 and 2.2.4 also highlight the need 
for increased numbers of black professionals within the SET fields, and the built 
environment sector in particular 
In summary, the main findings regarding changes in the demographics are as follows: 
 Gender: this remains fairly stable at 70% males and 30% females. 
 Race: over the full period, the Black and White race groups are decreasing, while the 
other groups are increasing. However, since 2007, the Black race group has started 
showing increases, while the other groups are remaining fairly stable. 
 Nationality: over the full period, the South African student numbers are decreasing, while 
the others are increasing. Since 2005, however, there has been an increase in South 
African students, while the foreign groups have remained stable. 
 Home language: Afrikaans and English are stable over the cohorts. Xhosa has been 
decreasing over the whole period, but has remained stable since 2003. Tswana and 
other languages have been increasing, possibly due to an increase in numbers from 
other language groups and provinces within South Africa. 
 Urban versus rural schools: the data were not considered reliable, and no conclusion 
could be drawn. 
 Public versus independent schools: there has been no noticeable difference over the 
cohorts. 
 Fee versus no-fee schools: there has also been no noticeable difference. 
 Quintile of schools: Quintile 5 is showing an increase, while the others remain stable. 
 Age at enrolment: the number of students younger than 19 is decreasing, while the other 
age categories remain stable. 
 Years since grade 12 at enrolment: there is an increase in the number of students 
registering 2-3 years after grade 12. 
 Grade 12 average: there is a steady increase in the grade 12 average marks across the 
cohorts. 
 Grade 12 mathematics marks: these are also increasing over the cohorts. 
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5.4 QUESTION 2: HAS THE ACADEMIC PERFORMANCE OF THE STUDENT BODY 
CHANGED OVER THE FIFTEEN YEAR PERIOD FROM 1995 TO 2009? 
The literature (DHET, 2012; 2013; CHE, 2014a) has shown that South African universities, 
in general, suffer from low student success rates, and that there is a need to focus on 
improving student performance. This research question seeks to determine if performance 
in the Department of Quantity Surveying has changed over the years, and, if so, whether it 
has improved or declined. 
5.4.1 Results 
As described in Chapter 4, the overall marks for every subject / module undertaken during 
the four-year degree were recorded for each student. Not only the final mark achieved by a 
student was recorded; but the marks for each attempt to pass a subject were recorded. All 
the modules were listed in an Excel workbook and the mark for each attempt at a module 
was recorded on separate worksheets. For instance, if a student received 55% for a module, 
and therefore passed it at the first attempt, the mark was recorded on the first worksheet. 
If, however, a student received 45% for his first attempt, and 60% for his second attempt, 
the 45% was recorded on the first worksheet, and the 60% was recorded on the second 
worksheet, at which point a pass was recorded. 
In order to determine if the performance of the student body had changed, the marks for all 
first attempts of all subjects undertaken in the degree programme were added and averaged 
for each student. This would show how well the students had coped at the first attempt of a 
subject, rather than taking into account possibly inflated marks at a second, or even a third 
attempt. 
It was also decided to include the marks for all subjects in calculating the average 
performance, as not all the subjects were necessarily undertaken in the year of study 
designated in the curriculum. For instance, if a student changed from another course or 
faculty to the Department of Quantity Surveying, he may have already received credits for 
a subject, such as Statistics, which is normally only completed in third year. Another factor 
is that students straight from school would find first year more of an adjustment than a 
student who has changed courses, or undertaken a foundation program. By using all the 
subjects across all the years, any such influences should be normalised. It should be noted 
that the calculated average of all first-attempt marks, for all subjects, for each student is 
recorded in that student’s cohort (first) year.  
Table 5.20 shows the cross-tabulation of the various cohorts divided into five performance 
categories, namely: 
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 <40%; 
 40 – 49%; 
 50 - 59%; 
 60 – 69%; and 
 70 – 80%. 
No students received an overall average of over 80%, so a further category was not 
required. Figure 5.16 shows the linear trends of the performance categories over the time 
period. 
Table 5.20: Performance / Cohort cross-tabulation 
 
 
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
Count
% 
within 
Cohort
1995 1 6% 2 11% 9 50% 4 22% 2 11% 18 100%
1996 1 6% 6 38% 4 25% 5 31% 0 0% 16 100%
1997 2 11% 5 28% 10 55% 1 6% 0 0% 18 100%
1998 2 10% 6 30% 9 45% 3 15% 0 0% 20 100%
1999 1 9% 4 33% 4 33% 3 25% 0 0% 12 100%
2000 1 9% 1 9% 8 73% 1 9% 0 0% 11 100%
2001 0 0% 2 25% 6 75% 0 0% 0 0% 8 100%
2002 0 0% 4 27% 4 27% 7 46% 0 0% 15 100%
2003 0 0% 3 16% 9 47% 7 37% 0 0% 19 100%
2004 0 0% 3 15% 7 35% 8 40% 2 10% 20 100%
2005 0 0% 2 9% 7 30% 10 44% 4 17% 23 100%
2006 0 0% 2 6% 12 34% 14 40% 7 20% 35 100%
2007 0 0% 3 9% 16 47% 14 41% 1 3% 34 100%
2008 0 0% 1 2% 15 37% 18 44% 7 17% 41 100%
2009 0 0% 2 5% 10 26% 20 51% 7 18% 39 100%
8 2% 46 14% 130 40% 115 35% 30 9% 329 100%
Cohort
Total
Overall first attempt average
Total
< 40% 40-49% 50-59% 60-69% 70-80%
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Figure 5.16: Performance / Cohort linear relationship 
The effect size measurement used was Cramer’s V, as the variables were both categorical. 
Cramer’s V for this cross-tabulation is 0.28, which, in a table with five columns, shows a 
large practical significance in the result. It can be seen quite clearly in Figure 5.16 that there 
is great variance in most of the performance categories across the cohorts.  
It needs to be remembered, when looking at the figures for each cohort, that the particular 
year shown is the cohort year, i.e. the year the students first registered for the QS degree. 
The performance averages, as explained above, are calculated from the first-attempt marks 
of all subjects undertaken in all years of the degree programme. This makes the analysis of 
large variations difficult, as it cannot be ascertained which year of study (i.e. first, second, 
etc.), is actually contributing to an anomaly within a specific cohort. Even so, there are 
various points of interest worth discussing in these results. 
The first is the marked increase in the 50-59% category in the 2000 and 2001 cohorts. This 
increase is matched by a decrease in the 60-69% category in the same years, in other 
words, average marks decreased by about 10%. Although, as mentioned, it is difficult to 
pinpoint an exact cause, when looking at the full dataset of marks, the researcher noted 
that 2003 was the year that the Honour’s treatise was introduced as a separate subject, 
rather than as part of the Quantity Surveying 4 module. For those students completing in 
minimum time, the 2000 cohort would have been the first to have the treatise separately. 
The marks that the 2000 and 2001 cohorts received for their treatises are particularly low 
for the first attempt, or they were not completed at the first attempt. Where these marks may 
have been tempered, or softened, by the Quantity Surveying theory marks in the past, this 
was not possible anymore, as the mark was taken on its own. The researcher noted that 
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the treatise marks do tend to increase for later cohorts. Perhaps more emphasis was placed 
on teaching research methodology, or on supporting the students through the process, once 
the treatise was seen to have a detrimental effect on overall marks. 
A second point of interest is that, since 2000, there are no students recorded in the <40% 
category, and the 40-49% category shows a steep decline. Within the 50-59% category, 
although there are a few peaks and troughs, the overall trend has remained quite stable. A 
slight decline is shown in the linear trend line, but this is probably due to the extreme peak 
in 2000 and 2001. Without this peak, the trend-line would probably be fairly flat. 
The last point worth mentioning is the increasing proportion of students obtaining averages 
within the 60-69% and 70-80% categories. Considering that these are overall averages 
obtained for the first attempt at each subject, the students seem to be coping better in 
subjects the first time they undertake them. This could be matched to the increasing grade 
12 performances of the cohorts, as seen in the previous section. It could, however, be due 
to better student support services that have been put in place at NMMU over the years. In 
other degree courses, an increase in student performance could be construed as the course 
being made easier, in order to increase the pass rates, as is often implied with matriculation 
results. However, the researcher would point out that the Department of Quantity Surveying 
degrees are accredited by professional bodies, and are monitored annually to ensure that 
a certain standard is upheld. Inflating marks would therefore not be possible. 
5.4.2 Resolution of research question 2 
Research question 2 asked: Has the academic performance of the student body changed 
over the fifteen-year period from 1995 to 2009? 
Once again, there are definite changes in the performance of the various cohorts. The 
literature (see section 2.3) tends to illustrate a decrease in performance, which has been a 
matter of concern. The changes in performance in the Department of Quantity Surveying, 
however, can be seen to be an improving trend with higher marks being achieved. As 
mentioned, with the department being accredited both nationally and internationally, it is not 
possible for the programme standard to decrease, as there are annual accreditation reports, 
externally moderated examinations, and five-yearly accreditation visits.  
The increased performance matches the increased matriculation performance of the 
cohorts, and although it is often felt that matriculation exams have become easier, the fact 
that the students are coping better in this department seems to negate this view. A possible 
explanation could be the increased access requirements, which necessitate better 
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matriculation performance, or foundation programme attendance, in order to enrol for the 
QS degree. 
5.5 QUESTION 3: HAS THE THROUGHPUT RATE OF THE STUDENT BODY CHANGED 
OVER THE FIFTEEN YEAR PERIOD FROM 1995 TO 2009? 
As described in Chapter 2, the term throughput rate has a broader meaning than simply 
graduation. A throughput rate takes into account numbers of students graduating, or not 
graduating, as well as looking at the length of time taken to complete a degree. The literature 
explains that throughput rates are declining. Not only are fewer students graduating, but 
those that do graduate are taking longer to do so. This research question aims to determine 
if this is the case in the Department of Quantity Surveying at NMMU. 
5.5.1 Results 
Three categories of throughput were used in this study, namely: 
 Completed studies in the minimum time – includes students who completed the full four-
year degree within the minimum of four years; 
 Completed in more than the minimum time – those students who did complete, and 
graduate, the four-year degree, but took longer than four years to do so; and 
 Did not complete studies – those students who did not complete / graduate at all, i.e. 
dropped out. 
The BSc Quantity Surveying degree changed from a full four-year degree in 2001. It now 
comprises a first degree of three years, the BSc Construction Economics degree, followed 
by a second degree of one year, the BSc (Honours) Quantity Surveying degree. It should 
be noted that the four-year course content has remained the same.  
5.5.1.1 Four-year throughput 
Table 5.21 shows the cross-tabulation of the three throughput categories with the cohorts. 
Figure 5.17 graphically presents the trends across the time line. 
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Table 5.21: Four-year throughput / Cohort cross-tabulation 
 
 
 
Figure 5.17: Four-year throughput / Cohort linear relationship 
Cramer’s V for this cross-tabulation is 0.22. This indicates only a medium practical 
significance, which means there has been only a moderate change in the proportions of 
Count
% within 
Cohort
Count
% within 
Cohort
Count
% within 
Cohort
Count
% within 
Cohort
1995 6 33% 6 33% 6 34% 18 100%
1996 4 25% 5 31% 7 44% 16 100%
1997 1 6% 10 55% 7 39% 18 100%
1998 4 20% 6 30% 10 50% 20 100%
1999 3 25% 4 33% 5 42% 12 100%
2000 1 9% 3 27% 7 64% 11 100%
2001 1 13% 3 37% 4 50% 8 100%
2002 2 13% 4 27% 9 60% 15 100%
2003 7 37% 2 10% 10 53% 19 100%
2004 5 25% 3 15% 12 60% 20 100%
2005 7 30% 5 22% 11 48% 23 100%
2006 15 43% 6 17% 14 40% 35 100%
2007 9 26% 4 12% 21 62% 34 100%
2008 12 29% 10 25% 19 46% 41 100%
2009 14 36% 9 23% 16 41% 39 100%
91 28% 80 24% 158 48% 329 100%
Cohort
Total
Throughput
Total
Complete min Complete more Not complete
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students within the throughput categories across the cohorts. The linear trend lines, 
however, do show some interesting points. 
There is a marked drop in minimum completion time in 1997, and again in 2000 to 2002. 
These drops coincide with the increase in previously disadvantaged student intake, as 
described in section 5.3.1.2. It was explained in that section that there was a drive by the 
department to increase the student intake from previously disadvantaged areas during this 
time, and the effects of not being adequately prepared may be indicated here. A positive 
sign with these cohorts is that the ‘complete more’ category increases at the same time. 
This would indicate that, although the students may have battled, they did persist with their 
studies, and they did eventually graduate. 
Another positive point in these results is that the proportion of students completing their 
degrees in minimum time is increasing, although the highest percentage recorded was only 
43% for the 2006 cohort; and, in the latest recorded cohort of 2009, only 36% managed to 
complete the four years in minimum time. Although there is an increasing trend in the 
students completing in minimum time, a concern is raised when looking at the other two 
categories. 
The proportion of students taking longer than minimum time to complete has dropped quite 
extremely since 2001, while the proportion of students not completing at all is showing an 
increasing trend. There are three possible explanations for this. Firstly, it could be due to 
the change in degree programme with students completing the three-year degree and then 
not completing the Honour’s year. Secondly, the reason may be that if students find their 
studies difficult, they drop out rather than persist for longer periods. Thirdly, the increase in 
students completing in minimum time may be reducing the number of students taking longer 
to complete. 
The trend lines in these two categories are correlated, but it is not clear from the individual 
cohort figures that this is the case.  
5.5.2 Resolution of research question 3 
Research question 3 asked: Has the throughput rate of the student body changed over the 
fifteen year period from 1995 to 2009? 
It would only be possible to say that throughput rates had not changed if they were exactly 
the same in 2009 as in 1995. This is not the case, and in answering the research question, 
it is obvious that a change has taken place. Once again, this may not be exactly as 
expected, and it may not be in line with the aims of the DHET, according to the literature as 
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described in sections 2.4.3 and 2.4.4, where throughput rates are portrayed as “low” and 
“poor”. 
The throughput rates across the cohorts have been highly variable, but the overall trends 
are quite clear. The proportion of students completing the four-year degree in minimum time 
shows an increase over time, although the difference between the 1995 and 2009 cohorts 
is only 3%. As stated earlier, of concern is the fact that the proportion of students not 
completing the full four years of study at all, as shown in figure 5.17, has become an 
increasing trend, which is in sync with the literature. The proportion of students taking longer 
than the minimum time to graduate has also dropped over the fifteen years. This is of 
concern, as it means that there is a lack of persistence among the students – instead of the 
department retaining the students, they are being lost. In other words, while the number of 
students not completing the four-year degree is increasing, the number of students taking 
longer than the minimum time to complete the four-year degree is decreasing – this could 
mean that students are not persisting with their studies when they fail subjects, but are 
rather dropping out. As mentioned, however, this could be due to the introduction of the 
separate degrees - with students completing the three-year degree, and not attempting, or 
not completing, the fourth year 
In looking at the 2007 to 2009 cohorts in Figure 5.17, which shows the complete four-year 
throughput rates, there is an upturn in completion number, both minimum and more, and a 
sharp downturn in the non-completion proportion. It is hoped that this trend continues into 
the future. 
5.6 QUESTION 4: WHICH MODULES ARE FAILED AND REPEATED MOST OFTEN? 
This research question required the most statistical analysis and the results obtained are 
vast. In the interest of brevity, an explanation of all the processes undertaken will be 
provided, but only the results which are of interest will be presented in this section. 
5.6.1 Module / curriculum summary 
The modules covered in each year of study, together with the course codes used in the 
results, are given below. 
5.6.1.1 First-year modules 
 ECS101 Introduction to Micro-economics - Semester 1; 
 JHA101 Commercial Law 1 - Semester 1; 
 WRFC101 Computing Fundamentals -  Semester 1; 
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 KES101 Building Science 1 (Environment & Services) - Semester 1; 
 KMM101 Building Science 1 (Materials & Methods) - Semester 1; 
 KLS101 Basic Land / Site Surveying – Semester 1; 
 ECS102 Introduction to Macro-economics - Semester 2; 
 JHY102 Commercial Law for Building Disciplines - Semester 2; 
 WRFC102 Computing Fundamentals - Semester 2; 
 KES102 Building Science 1 (Environment & Services) - Semester 2; 
 KMM102 Building Science 1 (Materials & Methods) - Semester 2; 
 QQH101 Quantities 1 (measurement) - full year subject; 
 QQS101 Quantity Surveying 1 (theory) - full year subject; and 
 QIT101 IT for Building Disciplines - continuous evaluation short course. 
5.6.1.2 Second-year modules 
 EB101 Introduction to Business Management - Semester 1; 
 KES201 Building Science 2 (Environment & Services) - Semester 1; 
 KMM201 Building Science 2 (Materials & Methods) - Semester 1; 
 RS101 Accounting Special - Semester 1; 
 EB102 Introduction to Business Functions - Semester 2; 
 KES202 Building Science 2 (Environment & Services) - Semester 2; 
 KMM202 Building Science 2 (Materials & Methods) - Semester 2; 
 RS102 Accounting Special - Semester 2; 
 QBE201 Building Economics 2 - full year subject; 
 QQH201 Quantities 2 (measurement) - full year subject; 
 QQS201 Quantity Surveying 2 (theory) - full year subject; and 
 QIT201 IT for Building Disciplines - continuous evaluation short course. 
5.6.1.3 Third-year modules 
 EB201 Marketing Management - Semester 1; 
 KES301 Building Science 3 (Environment & Services) - Semester 1; 
 KMM301 Building Science 3 (Materials & Methods) - Semester 1; 
 MAC101 Mathematics for Accounting - Semester 1; 
 EB202 Logistics & Purchasing Management - Semester 2; 
 KES302 Building Science 3 (Environment & Services) - Semester 2; 
 KMM302 Building Science 3 (Materials & Methods) - Semester 2; 
 STA102 Business Statistics - Semester 2; 
 QBE301 Building Economics 3 - full year subject; 
 Page | 145  
 
 QQH301 Quantities 3 (measurement) - full year subject; 
 QQS301 Quantity Surveying (theory) - full year subject; 
 QIT301 IT for Building Disciplines - continuous evaluation short course; and 
 QRT301 Research Methodology - continuous evaluation short course. 
5.6.1.4 Fourth-year modules 
 EBM301 Financial Management - Semester 1; 
 AC501 Professional Practice - Semester 1; 
 EBM302 General & Strategic Management - Semester 2; 
 AC501 Professional Practice - Semester 2; 
 QPE401 Property Economics - full year subject; 
 QBE401 Building Economics - full year subject; 
 QQH401 Quantities (measurement) - full year subject; 
 QQS401 Quantity Surveying (theory) - full year subject; 
 QRS401 Research Treatise - full year subject; and 
 QIT401 IT for Building Disciplines - continuous evaluation short course. 
5.6.2 Summary of methods used 
There are forty-nine modules within the four-year degree programme. For each of the 
modules, every mark obtained by each student, at each attempt, was recorded as described 
previously. 
The first analysis undertaken was to look at the percentage of students who had passed, 
versus the percentage of students who had failed, each module at the first attempt. In other 
words, all students’ first attempts were rated as a ‘pass’ or a ‘fail’ and the proportion of 
passes versus fails at first attempt only were recorded. This analysis was done as a 
longitudinal study; in other words, the results were cross-tabulated across each cohort, and 
Cramer’s V was used as an effect size measure. 
The second analysis undertaken was to obtain the mean percentage mark for each module, 
based on each student’s first attempt. In other words, all first-attempt marks (whether 
passed or failed) were used to obtain a mean percentage. Once again, the results were 
calculated for each cohort, and Eta-squared was used as an effect size measure. 
Lastly, the number of attempts that each student took to finally pass a module were counted. 
For each module, categories were used for the number of attempts to pass; i.e. passed at 
first attempt, passed at second attempt, and so on. In other words, this analysis only 
analysed the ‘passes’ and did not take into account the ‘fails’. The purpose of this analysis 
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was to determine the percentage of students, as a proportion of all students who passed 
the module, within each ‘number of attempts’ categories. These categories were cross-
tabulated across the cohorts, and Cramer’s V was used as an effect size measure. 
From this explanation, it can be deduced that for each of the forty-nine modules, there are 
three cross-tabulation tables, as well as three trend charts. In the interests of brevity, the 
information from the tables was summarised into one table per year of study. These are 
presented in the results section below. 
5.6.3 Results 
Rather than provide information per cohort, it was decided to firstly summarise the totals, 
or averages, of all the cohorts into a single result, per module, for each of the three methods 
described above. The researcher did, however, record the effect size results, i.e. the 
Cramer’s V and Eta-squared results, for each module. Secondly, although some of the 
effect size measures showed practical significance across the cohorts, it was decided that 
these were not necessary to answer this particular research question. A per cohort effect 
size would form part of a longitudinal study, whereas the research question plainly asks for 
a single answer per module, not the variance across the cohorts.  
As such, Tables 5.22 to 5.25 below show the summarised results per year of study, per 
module, for the three methods used. The figures in red are considered important, or of 
interest, using the following criteria: 
 Percentage passes – a figure below 75% was considered of interest; 
 Overall subject average – a score of 55% or below was considered of interest; 
 Passed at first attempt – a figure of 75% or below was considered of interest; and 
 Passed at 3 or more attempts – a figure of 5% or higher was considered of interest. 
For each of the result types, the worst ten results were noted to see the range that they 
fitted into. This range was then set as the range of importance and formed the criteria listed 
above. Where a module has two or more results in red, it is highlighted as a module worth 
commenting on. The interpretation of the note-worthy results is covered below each table.  
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Table 5.22: First-year modules’ results 
 
As can be expected from the literature (Scott, 2009b; Nora & Crisp, 2012), the first-year 
modules are the ones with which the students have the most difficulty. Of interest, is the 
fact that all seven of the subjects highlighted in the table are service subjects, i.e. given by 
other departments.  
Both semesters of economics, law and computing fundamentals are highlighted. These 
subjects are attended with students from other faculties with resultant large classes, often 
in excess of 400 students. The Quantity Surveying students, therefore, do not receive 
individual attention, and they may find the transition to such large groups, compared to the 
construction subjects, difficult to cope with. Another possible reason that the researcher has 
overheard in class, is that the Quantity Surveying students, having chosen a degree in the 
built environment industry, were not expecting to do commercial subjects. 
The possible reason for low pass rates and low average marks for ‘Computing 
Fundamentals’ probably lies in the fact that some students are not exposed to computers 
at school, and certainly not to the extent that university requires. It is also understood that 
this particular subject requires many hours of input from the students - in the form of 
practicals and tutorials - and, given the course load, the students may not put in the number 
of hours required to complete the course successfully. 
The lower results for ‘Building Science (Materials & Methods)’ in Semester 2 is an anomaly 
which is difficult to explain. This is the only time that a built environment subject is 
Overall pass % 
(versus fail)
Overall subject 
average score
Subject average 
Std Deviation
Passed at 
1st attempt
Passed at 
2nd attempt
Passed at 
3+ attempts
ECS101 71.2 54.16 13.43 75.2 17.6 7.2
JHA101 68.1 52.12 13.40 71.6 20.9 7.5
WRFC101 72.0 57.44 15.46 75.1 19.6 5.3
KES101 85.0 60.86 10.93 88.0 8.9 3.2
KMM101 75.1 56.19 12.42 79.1 17.3 3.7
KLS101 72.2 59.11 18.85 76.2 20.5 3.3
ECS102 64.2 50.50 16.29 71.3 19.5 9.2
JHY102 72.4 55.03 12.12 77.2 16.3 6.5
WRFC102 63.6 53.29 16.48 68.3 21.5 10.2
KES102 73.4 58.85 16.18 77.8 18.5 3.6
KMM102 69.3 54.60 16.73 73.9 20.3 5.8
QQH101 84.6 58.25 12.32 88.0 11.4 0.6
QQS101 90.3 61.25 11.41 92.9 6.4 0.6
QIT1 97.4 74.28 5.06 98.7 1.0 0.3
FIRST-YEAR SUBJECTS
 Page | 148  
 
highlighted, and the students seem to have coped quite well in the first semester. Having 
looked at the detailed results in the full dataset, it can be seen that there is a large increase 
in failures and a drop in average marks for the 2007 cohort. The pass rate is on average 
30% lower than the other years from 2003 to 2009, and this could be contributing to an 
inexplicable inclusion of this subject with the other highlighted ones. 
Table 5.23: Second-year modules’ results 
 
The only highlighted module in the second-year group of subjects is ‘Introduction to 
Business Functions’ in Semester 2; although it can be noted that the average mark, and 
number of attempts, for the first semester are very similar, and only just missed being 
highlighted. Once again, this is a commercial subject, which is provided by another faculty, 
and it is attended by students from many other programmes too and, therefore, the classes 
are large.  
Overall pass % 
(versus fail)
Overall subject 
average score
Subject average 
Std Deviation
Passed at 
1st attempt
Passed at 
2nd attempt
Passed at 
3+ attempts
EB101 77.5 53.92 10.27 81.1 14.4 4.5
KES201 81.4 59.58 14.13 86.3 11.6 2.0
KMM201 82.5 57.79 12.06 86.0 12.5 1.4
RS101 72.2 63.65 17.72 77.8 18.3 3.9
EB102 74.1 53.80 11.89 81.4 13.6 5.0
KES202 79.8 59.73 15.98 86.6 11.0 2.5
KMM202 89.8 61.73 11.21 93.5 6.2 0.4
RS102 80.8 59.54 19.54 84.4 12.3 3.3
QBE201 83.8 58.26 12.42 88.5 9.1 2.4
QQH201 77.3 58.71 15.61 84.3 12.0 3.6
QQS201 83.5 61.39 14.27 89.4 8.1 2.5
QIT2 94.5 72.84 8.39 95.8 4.2 0.0
SECOND-YEAR SUBJECTS
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Table 5.24: Third-year modules’ results 
 
Once again, although only the second semester of ‘Business Management’ is highlighted, 
the first semester also has a low average mark, and the number of 3+ attempts is quite high. 
The second semester subject matter is ‘Logistics and purchasing management’, and it 
therefore concentrates more on production and manufacturing concerns. It is possible that 
the students find this to be unnecessary, and therefore they do not put enough effort into 
obtaining higher marks. The other subject highlighted in third year is ‘Statistics’ which 
suffers from a lower pass rate than the other third-year subjects. The researcher proposes 
that this is a subject which is often difficult for students, since it has a higher level of 
mathematics than any of the other subjects undertaken. This subject could, therefore, be 
one of the ‘killer courses’ mentioned in the literature. 
Overall pass % 
(versus fail)
Overall subject 
average score
Subject average 
Std Deviation
Passed at 
1st attempt
Passed at 
2nd attempt
Passed at 
3+ attempts
EB201 76.3 52.96 13.43 83.1 12.4 4.4
KES301 83.0 60.07 14.09 86.1 10.6 3.3
KMM301 91.7 61.90 9.72 92.3 6.2 1.5
MAC101 78.6 63.53 17.02 81.0 15.2 3.7
EB202 78.1 54.19 16.22 84.1 10.3 5.6
KES302 83.6 59.53 14.34 86.7 11.1 2.2
KMM302 96.4 64.67 10.03 97.4 2.2 0.4
STA102 69.6 56.84 16.15 73.4 20.9 5.7
QBE301 91.2 60.15 11.63 92.6 6.7 0.7
QQH301 75.3 55.23 11.36 78.5 17.6 3.8
QQS301 89.9 62.13 11.51 91.6 7.7 0.7
QIT3 91.5 71.93 10.08 92.5 6.8 0.7
QRT301 88.7 70.93 11.42 91.0 7.1 1.9
THIRD-YEAR SUBJECTS
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Table 5.25: Fourth-year modules’ results 
 
By the time students undertake the modules included in the fourth year of the degree, it is 
seen that no subjects are highlighted as problem courses. Only two subjects show low 
average marks, with the Honour’s ‘Treatise’ having a below pass mark average. This is 
probably slightly skewed by the very low marks received by the 2000 and 2001 cohorts, 
who were the first to undertake the treatise as a separate subject, rather than as part of the 
‘Quantity Surveying 4’ theory subject. Another contributing factor may be if a student fails 
to complete the ‘Treatise’ module at the first attempt, as twelve per cent of the students do, 
and consequently a mark close to zero is obtained. As mentioned in section 5.4.1, the 
‘Treatise’ marks did start showing an increase in later cohorts, possibly as a result of better 
support given to the students through the research process, once the subject was presented 
separately. 
5.6.4 Resolution of research question 4 
Research question 4 asked: Which modules are failed and repeated most often? 
The results of this research question, as presented in the previous sections, provide the 
conclusions themselves. In summary, it is seen that the difficulty students experience in 
various modules decreases as they progress through the degree programme. This could 
be due to the students becoming better acclimatised to life at university, as well as adjusting 
to the intensity of study compared to that in school.  
The subjects which were found to be most difficult were those of a commercial nature 
provided by other service faculties, rather than those within the built environment sphere. It 
is surmised that this is due to large classes and less individual attention given to the 
Overall pass % 
(versus fail)
Overall subject 
average score
Subject average 
Std Deviation
Passed at 
1st attempt
Passed at 
2nd attempt
Passed at 
3+ attempts
EBM301 82.7 56.64 13.62 91.1 8.9 0.0
AC501 93.6 60.46 9.70 96.5 3.0 0.5
EBM302 82.2 55.65 9.54 91.1 8.4 0.6
AC502 95.0 64.74 11.46 97.4 2.6 0.0
QPE401 98.0 64.50 9.01 99.5 0.5 0.0
QBE401 91.5 59.77 8.65 95.3 4.7 0.0
QQH401 92.4 63.90 11.55 96.3 3.2 0.5
QQS401 93.4 62.34 11.46 96.4 2.1 1.6
QRS401 77.2 48.22 23.87 87.6 12.1 0.0
QIT4 98.0 74.27 5.08 99.0 1.0 0.0
FOURTH-YEAR SUBJECTS
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students, which they tend to receive within the built environment subjects. Another possible 
reason, as stated earlier, is that the students may not see the necessity of some of these 
subjects compared to the built environment ones. A final reason could be the use of a 
different ‘discourse’ or jargon in these subjects, such as legalese in ‘Law’, which the 
students are not used to. It would be beneficial to undertake further research, perhaps of a 
qualitative nature, in order to better understand the students’ opinion on why certain 
subjects are more difficult than others. 
5.7 QUESTION 5: IS THERE A RELATIONSHIP BETWEEN GRADE 12 RESULTS AND A 
STUDENT’S PERFORMANCE? 
The literature (DHET, 2013; Grebennikov & Skaines, 2008) covered in chapter 2 mentions 
that prior schooling plays a role in a student’s performance at university level, and nearly all 
the models and theories in Chapter 3 include school performance as a predictor of university 
performance and retention. This question aims to investigate whether there is a correlation 
between grade 12 results and a student’s performance in the Department of Quantity 
Surveying. 
5.7.1 Results 
The overall average grade 12 results for each student were plotted against his overall 
average first-attempt university average (of all subjects). An explanation of the calculation 
of the average grade 12 results is given in section 4.6.1.3. The resultant scatterplot is shown 
in Figure 5.18 below. Pearson’s correlation coefficient was calculated, in order to measure 
the extent of the relationship between the two variables. 
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Figure 5.18: Grade 12 average / Performance relationship 
A Pearson’s correlation coefficient (r) greater than 0.5 is considered to indicate a strong 
relationship between the variables in question. As can be seen in Figure 5.18, r = 0.5115 
showing a strong correlation between grade 12 results and the overall performance at 
university. In order to see if this correlation is consistent over the cohorts, it was decided to 
calculate the Pearson’s r for each of the cohorts. Table 5.26 shows the Pearson’s r, as well 
as the grade 12 mean and performance mean, per cohort. 
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Table 5.26: Grade 12 result / Performance relationship per cohort 
 
As can be seen in Table 5.26 above, only six cohorts show a significant relationship 
between grade 12 results and first-attempt performance. The 2004 cohort is very close to 
having a significant correlation, and two others scored above 0.4. However, the 2001 cohort 
shows a negative correlation, and there does not seem to be any consistency or longitudinal 
trend in the Pearson’s r scores. 
That being said, the overall relationship is significant at 0.5115, where 328 students’ records 
were used. The inconsistency in correlation per cohort may be due to smaller numbers 
being investigated within each separate population. 
5.7.2 Resolution of research question 5 
Research question 5 asked: Is there a relationship between grade 12 results and a student’s 
performance? 
The results of this research question are in keeping with the views of the DHET (2013), and 
those of Grebennikov and Skaines (2008). There is a definite positive relationship between 
grade 12 performance and university performance. This supports the findings of the 
previous sections, since an increase in grade 12 marks is not necessarily due to the 
matriculation exams being any easier, as the students are managing to cope better at 
university as well, with increasing performance matching increased grade 12 marks. Once 
again, this may also be due to the increase in entry requirements over the years. 
Pearson's  
r
Grade 12 
mean
Performance 
mean
1995 0.4197 55.86 57.31
1996 0.5055 57.31 53.60
1997 0.6221 59.41 50.41
1998 0.2585 56.88 51.31
1999 0.1044 57.95 53.19
2000 0.6386 60.39 51.22
2001 -0.2645 59.09 53.39
2002 0.0367 63.66 56.70
2003 0.5582 61.23 56.67
2004 0.4964 65.17 59.80
2005 0.6180 63.52 61.05
2006 0.2808 64.47 62.25
2007 0.4197 65.18 58.41
2008 0.6665 75.17 63.03
2009 0.2906 68.01 62.30
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5.8 QUESTION 6: IS THERE A RELATIONSHIP BETWEEN GRADE 12 RESULTS AND A 
STUDENT’S THROUGHPUT RATE? 
As the previous research question showed, there is a positive correlation between grade 12 
marks and performance. It could be assumed that this should lead to a positive correlation 
between grade 12 marks and throughput rates as well. The aim of this research question is 
to determine whether there is a relationship, either positive or negative, between grade 12 
performance and each of the throughput rate categories within the Department of Quantity 
Surveying at NMMU. 
5.8.1 Results 
For each of the throughput categories, the grade 12 mean per cohort was calculated and 
Eta-squared was determined as a measure of practical significance. Table 5.27 shows the 
grade 12 means, per throughput category, per cohort with the relevant Eta-squared. The 
overall means and Eta-squared are also shown at the bottom of the table.  
Table 5.27: Grade 12 result / Throughput relationship per cohort 
 
Matric 
Ave 
Mean
% 
within 
Cohort
Matric 
Ave 
Mean
% 
within 
Cohort
Matric 
Ave 
Mean
% 
within 
Cohort
Matric 
Ave 
Mean
% 
within 
Cohort
1995 58.89 33% 55.14 33% 53.56 34% 55.86 100% .144
1996 64.38 25% 56.00 31% 54.22 44% 58.20 100% .327
1997 60.00 6% 61.93 55% 55.72 39% 59.22 100% .192
1998 55.63 20% 57.64 30% 56.92 50% 56.73 100% .011
1999 61.67 28% 55.83 36% 57.29 36% 58.26 100% .148
2000 67.50 9% 65.00 27% 57.40 64% 63.30 100% .284
2001 53.57 13% 59.72 37% 60.00 50% 57.76 100% .187
2002 67.92 14% 64.50 29% 62.17 57% 64.86 100% .085
2003 64.68 41% 65.24 12% 57.21 47% 62.38 100% .227
2004 72.14 25% 68.94 13% 61.62 62% 67.57 100% .251
2005 68.17 28% 64.33 28% 60.10 44% 64.20 100% .385
2006 65.64 42% 67.89 16% 61.97 42% 65.17 100% .069
2007 69.63 27% 70.46 10% 62.47 63% 67.52 100% .168
2008 79.11 33% 71.77 27% 74.19 40% 75.02 100% .179
2009 70.51 34% 66.48 24% 66.83 42% 67.94 100% .078
67.65 28% 63.38 25% 61.50 47% 64.17 100% .094
Throughput 
Eta-squared
Total
Cohort
Total
Throughput category
Complete Min Complete More Not Complete
 Page | 155  
 
An Eta-squared value of 0.26 is considered practically significant and would indicate a 
strong relationship between grade 12 results and the throughput rate, while a value of 0.13 
indicates medium practical significance. Table 5.27 illustrates that only three cohorts show 
a significant relationship between grade 12 results and those of the throughput category, 
namely 1996, 2000 and 2005. Eight cohorts show medium practical significance, but the 
overall grade 12 average relationship with throughput category is of small practical 
significance. 
Although the relationship is not, in general, practically important, it is interesting to note that 
the grade 12 means are related to the throughput categories in a way that is to be expected. 
The grade 12 average for the ‘complete minimum’ category is the highest and the grade 12 
average for the ‘not complete’ category is the lowest; although the range of the means is 
not large. 
Figure 5.19 shows the linear trend of the grade 12 means for each throughput category 
across the cohorts. 
 
Figure 5.19: Grade 12 average / Throughput relationship 
In keeping with the earlier research questions, the grade 12 averages for all three categories 
show an increasing trend with a peak in 2008, and a correction in 2009, after the introduction 
of the NSC matriculation exams. The trend lines also illustrate the fact that the grade 12 
means for the ‘complete minimum’ category are the highest, while the means for the ‘not 
complete’ category are the lowest.  
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5.8.2 Resolution of research question 6 
Research question 6 asked: Is there a relationship between grade 12 results and a student’s 
throughput rate? 
It is clear that, although there is no practical significance in the results, there is definitely a 
relationship between grade 12 performance and the throughput rate of the students. It may 
not be as obvious as the grade 12 / performance relationship, but it can be seen that a 
better grade 12 mark is indicative of the likelihood of degree completion, as well as the 
probability of completing the degree in minimum time. 
5.9 QUESTION 7: IS THERE A RELATIONSHIP BETWEEN A STUDENT’S 
DEMOGRAPHIC BACKGROUND AND PERFORMANCE? 
The literature (DHET, 2013; Engle & Lynch, 2011; Arum & Roksa, 2011; Woodfield, 2014; 
Scott, Yeld & Hendry, 2007) has alluded to the fact that the demographic background of a 
student plays a definitive role in his/her achievement at university. The various models and 
theories included in Chapter 3 all include some demographic pre-entry variables as 
influences, even if they are not consistent in the exact variables used. This research 
question aims to determine whether there is a relationship between the demographic 
variables available for this study and the performance of the Quantity Surveying students 
at NMMU. 
Once again, performance is measured by using the overall average of first-attempt marks 
for all the subjects undertaken during the four years of study. The results of each 
demographic variable are presented separately below. 
5.9.1 Results 
5.9.1.1 Gender 
Table 5.28 presents the cross-tabulation of gender with each of the performance categories, 
and Figure 5.20 presents the information graphically in the form of trend lines. 
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Table 5.28: Gender / Performance cross-tabulation 
 
 
 
Figure 5.20: Gender / Performance relationship 
Cramer’s V for the cross-tabulation is 0.125, which indicates a small practical significance. 
This implies that gender does not produce a significant difference in performance levels; 
i.e. there is hardly any variance between the performance levels of the genders. This can 
be seen in Figure 5.20, where the performance of the two genders seem to follow a similar 
trend. Females tend to peak at the 50-59% performance category; while males peak across 
two categories, i.e. the 50-59% and 60-69% groups. Other than this small difference, there 
is no marked variation in the performance of the two genders. 
Count
% within 
Gender
Count
% within 
Gender
Count
% within 
Gender
1 1% 7 3% 8 2%
16 16% 30 13% 46 14%
45 46% 85 37% 130 40%
30 31% 84 37% 114 35%
6 6% 24 10% 30 9%
98 100% 230 100% 328 100%
Cramers V 0.125
70 - 80%
Total
Performance Category
Gender
Total
Female Male
< 40%
40 - 49%
50 - 59%
60 - 69%
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5.9.1.2 Race 
Table 5.29 shows the cross-tabulation of race within each of the performance categories 
while Figure 5.21 gives a graphical representation of this relationship. 
Table 5.29: Race / Performance cross-tabulation 
 
 
 
Figure 5.21: Race / Performance relationship 
Cramer’s V, at 0.189, shows a medium practical significance in this case, as there are five 
columns in the cross-tabulation. This indicates a medium level of change in performance 
dependent on the race group; i.e. there is a slight relationship between race and 
performance, but this is not significant. This can be seen in the trend lines in Figure 5.21, 
where there are minor differences in the performance of the different race groups. The 
Count
% 
within 
Race
Count
% 
within 
Race
Count
% 
within 
Race
Count
% 
within 
Race
Count
% 
within 
Race
Count
% 
within 
Race
6 3% 1 1% 0 0% 1 8% 0 0% 8 2%
36 20% 5 5% 0 0% 1 8% 3 18% 45 14%
87 48% 31 29% 3 60% 3 25% 5 29% 129 40%
45 24% 53 49% 2 40% 5 42% 7 41% 112 35%
9 5% 17 16% 0 0% 2 17% 2 12% 30 9%
183 100% 107 100% 5 100% 12 100% 17 100% 324 100%
Cramers V 0.189
70 - 80%
Total
Performance 
Category
< 40%
40 - 49%
50 - 59%
60 - 69%
Black Indian/AsianChinese Coloured
Race
Total
White
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Chinese and Black groups tend to peak in the 50-59% category, while all the other race 
groups seem to peak in the 60-69% performance category. 
5.9.1.3 Nationality 
The cross-tabulation of nationality with the performance category is shown in Table 5.30. 
Figure 5.22 presents this information in graphical form. 
Table 5.30: Nationality / Performance cross-tabulation 
 
 
 
Figure 5.22: Nationality / Performance relationship 
The nationality and performance relationship has a small practical significance, with a 
Cramer’s V of 0.143. Therefore, a difference in nationality does not signify a marked 
difference in performance level. The relationships shown in Figure 5.22 support this quite 
Count
% 
within 
Nation
Count
% 
within 
Nation
Count
% 
within 
Nation
Count
% 
within 
Nation
Count
% 
within 
Nation
8 3% 0 0% 0 0% 0 0% 8 2%
42 18% 1 3% 1 4% 1 5% 45 14%
92 39% 18 46% 14 50% 6 30% 130 40%
80 33% 14 36% 10 35% 9 45% 113 35%
17 7% 6 15% 3 11% 4 20% 30 9%
239 100% 39 100% 28 100% 20 100% 326 100%
Cramers V 0.143
60 - 69%
70 - 80%
Total
Total
Other
< 40%
40 - 49%
50 - 59%
Performance 
Category
South Africa Botswana Other African
Nationality
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clearly, as the four nationality categories follow similar trends across the performance 
categories. Only the ‘other’ category, representing all non-African nationalities, peaks in the 
60-69% category. 
5.9.1.4 Home language 
Table 5.31 provides the cross-tabulation detail of home language within the performance 
categories; while Figure 5.23 shows the relationship graphically. 
Table 5.31: Home language / Performance cross-tabulation 
 
 
 
Figure 5.23: Home language / Performance relationship 
In a cross-tabulation with five columns, a Cramer’s V of 0.15 signifies a medium practical 
significance, while a Cramer’s V score of 0.25 implies a large practical significance. In this 
Count
% 
within 
Lang
Count
% 
within 
Lang
Count
% 
within 
Lang
Count
% 
within 
Lang
Count
% 
within 
Lang
Count
% 
within 
Lang
2 5% 0 0% 6 6% 0 0% 0 0% 8 3%
0 0% 9 9% 29 31% 2 5% 5 10% 45 14%
14 36% 29 31% 43 46% 20 48% 21 42% 127 40%
19 49% 43 45% 16 17% 13 32% 19 38% 110 34%
4 10% 14 15% 0 0% 6 15% 5 10% 29 9%
39 100% 95 100% 94 100% 41 100% 50 100% 319 100%
Cramers V 0.237
Performance 
Category
Home Language
Total
Afrikaans English Xhosa Tswana Other
< 40%
40 - 49%
50 - 59%
60 - 69%
70 - 80%
Total
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case, with the Cramer’s V score being 0.237, the effect size could be considered large. This 
indicates that the different home language categories perform at different levels 
academically. 
Figure 5.23 shows the variation of the home languages across the performance categories. 
Afrikaans and English groups peak in the 60-69% category, while ‘Other’ is fairly stable 
between the 50-59% and 60-69% categories. Xhosa and Tswana groups peak in the 50-
59% category, but an interesting anomaly is that the Xhosa group has a fairly large 
proportion within the 40-49% performance category. 
5.9.1.5 Urban versus rural 
Table 5.32 and Figure 5.24 show the results of the rurality / performance relationship. 
Table 5.32: Urban versus rural / Performance cross-tabulation 
 
 
Count
% within 
Area
Count
% within 
Area
Count
% within 
Area
3 2% 3 9% 6 3%
31 16% 6 19% 37 16%
81 41% 13 41% 94 41%
67 34% 9 28% 76 33%
14 7% 1 3% 15 7%
196 100% 32 100% 228 100%
Cramers V 0.182
Total
< 40%
Performance Category
Urban / Rural
Total
Urban Rural
40 - 49%
50 - 59%
60 - 69%
70 - 80%
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Figure 5.24: Urban versus rural / Performance relationship 
Cramer’s V for this relationship is 0.182, which, for a two-column table, is of small practical 
significance. In other words, the rurality of the school that a student attends does not impact 
on his/her performance level. This is seen in Figure 5.24, where the Urban and Rural lines 
follow similar trends, with both peaking in the 50-59% performance category. As mentioned 
earlier, the researcher is also wary of the validity of the information obtained from the DBE 
EMIS database, but it can be said that there is no marked relationship between rurality and 
performance. 
5.9.1.6 Fee versus no-fee 
Table 5.33 shows the results of the relationship of school fee status of the students across 
the various performance categories. Figure 5.25 gives this information in graphical format. 
Table 5.33: Fee versus no-fee / Performance cross-tabulation 
 
Count
% within 
Cost
Count
% within 
Cost
Count
% within 
Cost
5 2% 3 7% 8 3%
31 15% 11 26% 42 17%
78 38% 24 57% 102 41%
77 37% 4 10% 81 33%
16 8% 0 0% 16 6%
207 100% 42 100% 249 100%
Cramers V 0.281
Performance Category
Fee / No-fee
Total
Fee No-fee
Total
< 40%
40 - 49%
50 - 59%
60 - 69%
70 - 80%
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Figure 5.25: Fee versus no-fee / Performance relationship 
The relationship between the fee status of the school that a student attended, and the 
student’s performance, can be considered of medium practical significance (a Cramer’s V 
of 0.30 in a two-column table is normally of medium strength). Therefore, if a student attends 
a fee paying school he is likely to perform slightly better than a student who attended a no-
fee school. Although the trend lines of both fee status groups are similar, the no-fee group 
definitely peaks at a lower performance level, and drops off more dramatically, than the fee 
group. 
5.9.1.7 School quintile 
Each of the performance categories are related to the various school quintile groupings in 
Table 5.34 and Figure 5.26. 
Table 5.34: School quintile / Performance cross-tabulation 
 
Count
% 
within 
Quint
Count
% 
within 
Quint
Count
% 
within 
Quint
Count
% 
within 
Quint
Count
% 
within 
Quint
Count
% 
within 
Quint
0 0% 1 11% 2 7% 1 6% 3 2% 7 3%
2 40% 1 11% 9 31% 6 38% 13 9% 31 15%
3 60% 6 67% 15 52% 3 19% 58 39% 85 41%
0 0% 1 11% 3 10% 5 31% 59 40% 68 33%
0 0% 0 0% 0 0% 1 6% 15 10% 16 8%
5 100% 9 100% 29 100% 16 100% 148 100% 207 100%
Cramers V 0.218
Performance 
Category
Quintile
Total
1 2 3 4 5
Total
< 40%
40 - 49%
50 - 59%
60 - 69%
70 - 80%
 Page | 164  
 
 
Figure 5.26: School quintile / Performance relationship 
Cramer’s V in this case is 0.218, which is bordering on a large practical significance. This 
shows that there is a definite relationship between school quintile and performance level – 
attending a school with a lower quintile tends to lead to a lower average performance of the 
student. The variation in the quintile groups is visible in Figure 5.26, mainly within the quintile 
4 group. It can be noted, however, when looking at Table 5.34, that there are only 16 records 
shown in the Quintile 4 group. 
While Quintiles 1 to 3 have low numbers of records, when combined they can be likened to 
the ‘no-fee’ grouping in the previous section. It has been mentioned previously that these 
quintiles are most likely to be classified as ‘no-fee’ schools. It is, therefore, interesting to 
note that these three quintiles peak in the 50-59% category, as did the no-fee category in 
the previous section. 
Quintile 5, although showing stability across the two categories 50-59% and 60-69%, has a 
higher proportion of students performing at higher levels. Quintile 4, however, seems to go 
against the normal trends in this section, peaking in the 40-49% performance category, 
dipping in the 50-59% category, and then peaking again in the 60-69% category. It seems 
as though students within the Quintile 4 group either fail or do well – but it must be re-
iterated that there are only 16 records in this category.  
It is also important to note that of the three school-type demographic variables, ‘Quintile’ 
had the least number of useable records, as many of the schools lacked a quintile rating. 
Only 207 records of the full population of 329 were used. It is for this reason that the 
researcher would place less weight on this school-type demographic than on the others. 
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5.9.1.8 Age at enrolment 
The relationship between a student’s age at enrolment and his performance are shown in 
Table 5.35 and Figure 5.27 below. 
Table 5.35: Age at enrolment / Performance cross-tabulation 
 
 
 
Figure 5.27: Age at enrolment / Performance relationship 
Cramer’s V as effect size measure is 0.124. In a five-column table, 0.05 is considered of 
small practical significance, while 0.15 is considered of medium practical significance. This 
implies that ‘age at enrolment’ has a negligible effect on performance levels. Although the 
results of this demographic variable, as related to the performance categories, are not 
practically significant, it is interesting to note that there does not seem to be a linear 
Count
% 
within 
Age
Count
% 
within 
Age
Count
% 
within 
Age
Count
% 
within 
Age
Count
% 
within 
Age
Count
% 
within 
Age
3 2% 1 1% 3 7% 0 0% 1 2% 8 2%
24 17% 11 15% 5 12% 4 13% 1 2% 45 14%
61 45% 25 34% 15 37% 10 31% 18 45% 129 40%
43 31% 28 39% 14 34% 14 43% 14 34% 113 35%
7 5% 8 11% 4 10% 4 13% 7 17% 30 9%
138 100% 73 100% 41 100% 32 100% 41 100% 325 100%
Cramers V 0.124
Performance 
Category
Age at Enrollment
Total
< 19 19 - 19.99 20 - 20.99 21 - 22.99 > 23
Total
< 40%
40 - 49%
50 - 59%
60 - 69%
70 - 80%
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relationship between age and performance. For instance, the two age groups peaking at 
the higher performance category of 60-69% are the 19 year olds and the 21-22 year olds. 
The other three groups, one below, one in the middle, and one above, peak at a lower 
performance category, although the middle group, the 20 year olds, are quite stable across 
both categories. 
5.9.2 Resolution of research question 7 
Research question 7 asked: Is there a relationship between a student’s demographic 
background and performance? 
Only one demographic variable shows any large practical significance, namely ‘home 
language’. Therefore, statistically, there is hardly a relationship between demographics and 
performance. There are, however, some facts highlighted in this section which are note-
worthy, even if their significance is small.  
Of the school type variables, Quintile provides the most significant results, with the fee 
status showing medium significance. However, many schools do not have a quintile rating 
and, therefore, the fee status could be considered more valid. 
5.10 QUESTION 8: IS THERE A RELATIONSHIP BETWEEN A STUDENT’S 
DEMOGRAPHIC BACKGROUND AND THROUGHPUT RATE? 
As in the previous research question, the literature (DHET, 2013; Engle & Lynch, 2011; 
Arum & Roksa, 2011; Woodfield, 2014; Scott, Yeld & Hendry, 2007) shows that a student’s 
demographic background has a role to play in how well they do at university. Although 
research question 7 showed no practically significant relationship between demographic 
background and performance, this section attempts to determine whether there is a 
relationship between demographic variables and throughput rate. Once again, three 
throughput categories are used, namely ‘completed minimum’, ‘completed more’ and ‘not 
completed’. Each of the demographic variables are discussed separately below. 
5.10.1 Results 
5.10.1.1 Gender 
The correlation results of gender and throughput rate are shown in Table 5.36 and Figure 
5.28 below. 
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Table 5.36: Gender / Throughput rate cross-tabulation 
 
 
 
Figure 5.28: Gender / Throughput rate relationship 
Cramer’s V was used as an effect size measure with a result of 0.11. This shows a small 
practical significance across the throughput categories. In other words, gender does not 
play a role in how well a student performs academically. However, it is worth noting that a 
higher proportion of males than females complete the course in minimum time; while a 
larger proportion of females than males complete the course in extra time. This would 
indicate that the males are more likely to complete the degree on time; but that females are 
slightly more persistent if any subjects are failed. 
Count
% within 
Gender
Count
% within 
Gender
Count
% within 
Gender
20 20% 71 30% 91 28%
28 29% 52 23% 80 24%
50 51% 108 47% 158 48%
98 100% 231 100% 329 100%
Cramers V 0.110
Throughput Category
Gender
Total
Female Male
Not complete
Total
Complete min
Complete more
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5.10.1.2 Race 
The results of the race demographic variable and throughput category cross-tabulation are 
shown in Table 5.37; while the graphic relationship is shown in Figure 5.29. 
Table 5.37: Race / Throughput rate cross-tabulation 
 
 
 
Figure 5.29: Race / Throughput rate relationship 
In a table with five columns, a Cramer’s V value above 0.25 shows large practical 
significance. At 0.31, this result has a high practical significance, which means that there is 
a definite relationship between throughput rate and the race of a student; that is, the race 
of a student is likely to influence the length of time s/he takes to graduate. It is clear in both 
the numerical and graphical results shown above that Coloured and Indian groups show 
similar results. They show an almost equal likelihood of completing in minimum time than 
in not completing the degree at all. It can, therefore, be assumed that they are not as 
Count
% 
within 
Race
Count
% 
within 
Race
Count
% 
within 
Race
Count
% 
within 
Race
Count
% 
within 
Race
Count
% 
within 
Race
23 13% 56 52% 0 0% 5 42% 6 35% 90 28%
47 26% 26 24% 1 20% 2 16% 4 24% 80 25%
113 61% 26 24% 4 80% 5 42% 7 41% 155 47%
183 100% 108 100% 5 100% 12 100% 17 100% 325 100%
Cramers V 0.310
Not complete
Total
Throughput 
Category
Complete min
Complete more
Black Indian/AsianChinese Coloured
Race
Total
White
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persistent as the other groups if extra time is required for completion of the degree. It should 
be noted, however, that the number of records used for these two populations are low 
compared to Black and White records. The Chinese group only has five records, and will 
not be commented on. 
The difference in the Black and White groups show opposite trends in throughput rates. 
Only 13% of the group classed Black completed their degree in minimum time, while 62% 
of this group dropped out. Of the population classed White, 52% passed in minimum time, 
while only 24% dropped out. The figures for completion in more than the minimum time are 
similar for both groups at an average of 25%. It is likely that this large difference contributes 
to the high Cramer’s V. These results may be skewed slightly by the inclusion of fifteen 
cohorts, as the earlier cohorts, say 1995 to 2000, included a higher intake of previously 
disadvantaged, and probably underprepared, groups, who may not have performed as well 
in those years. 
5.10.1.3 Nationality 
Table 5.38 and Figure 5.30 below show the results of the relationship between Nationality 
and throughput category. 
Table 5.38: Nationality / Throughput rate cross-tabulation 
 
Count
% 
within 
Nation
Count
% 
within 
Nation
Count
% 
within 
Nation
Count
% 
within 
Nation
Count
% 
within 
Nation
65 27% 10 26% 8 29% 8 40% 91 28%
61 25% 7 18% 7 25% 5 25% 80 24%
114 48% 22 56% 13 46% 7 35% 156 48%
240 100% 39 100% 28 100% 20 100% 327 100%
Cramers V 0.071
Total
Other
Complete min
Complete more
Throughput 
Category
South Africa Botswana Other African
Nationality
Not complete
Total
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Figure 5.30: Nationality / Throughput rate relationship 
The Cramer’s V result for this relationship is only 0.071, a measure showing a small practical 
significance. This suggests that the nationality of a student does not play a role in his/her 
throughput rate. This is clearly seen in Figure 5.30, where there is little difference between 
the nationality groups within each throughput category. A point of interest, however, is the 
throughput rate of other, non-African nationalities. They have the largest proportion of 
students who completed in the minimum time, and the lowest proportion of students who 
drop out. 
5.10.1.4 Home language 
The relationship between home language and throughput rate is given in Table 5.39 and 
Figure 5.31 below. 
Table 5.39: Home language / Throughput rate cross-tabulation 
 
Count
% 
within 
Lang
Count
% 
within 
Lang
Count
% 
within 
Lang
Count
% 
within 
Lang
Count
% 
within 
Lang
Count
% 
within 
Lang
14 36% 48 50% 5 5% 10 24% 11 22% 88 28%
13 33% 19 20% 24 26% 8 20% 15 30% 79 25%
12 31% 29 30% 65 69% 23 56% 24 48% 153 47%
39 100% 96 100% 94 100% 41 100% 50 100% 320 100%
Cramers V 0.300
Throughput 
Category
Home Language
Total
Afrikaans English Xhosa Tswana Other
Complete min
Complete more
Not complete
Total
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Figure 5.31: Home language / Throughput rate relationship 
The Cramer’s V result of 0.30 shows a large effect size, and it is, therefore, of high practical 
significance. In other words, the home language demographic has a strong relationship with 
the throughput of a student, and it would play a role in the time taken to complete his/her 
degree. The split between the throughput categories of the Afrikaans group is almost equal, 
at an average of 33% in each category. The Tswana grouping has an even split between 
the ‘completed minimum’ and the ‘completed more’ categories, but a large proportion of this 
group, 56%, have not completed at all. The Xhosa group shows the highest proportion of 
students dropping out, and the least proportion completing in minimum time. The English 
group, on the other hand, has the largest proportion completing in minimum time, but is 
fairly evenly split between the other two categories. 
Once again, as in the previous section, it should be borne in mind that the Xhosa group is 
likely to have a large proportion of previously disadvantaged students, and the earlier 
cohorts may have skewed the results. This argument is supported by the fact that the 
Tswana group, which includes Botswanan students, who are, therefore, not seen as 
previously disadvantaged, has a larger proportion of those completing in the minimum time. 
5.10.1.5 Urban versus rural 
The results of the cross-tabulation of rurality within each throughput category are shown in 
Table 5.40, with a graphical representation of the results in Figure 5.32. 
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Table 5.40: Urban versus rural / Throughput rate cross-tabulation 
 
 
 
Figure 5.32: Urban versus rural / Throughput rate relationship 
The Cramer’s V for this relationship is only 0.078 (of small practical significance). This 
implies that there is no relationship between the rurality of the school a student attends and 
his/her throughput rate. The differences between the two types of school within each 
throughput category are negligible, but, as explained earlier in this research, the DBE 
classification of rurality is questionable.  
5.10.1.6 Fee versus no-fee 
Table 5.41 and Figure 5.33 show the results of the Fee versus No-fee relationship, with the 
throughput rate categories. 
Count
% within 
Area
Count
% within 
Area
Count
% within 
Area
55 28% 6 19% 61 27%
50 25% 8 25% 58 25%
92 47% 18 56% 110 48%
197 100% 32 100% 229 100%
Cramers V 0.078
Throughput Category
Urban / Rural
Total
Urban Rural
Total
Complete min
Complete more
Not complete
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Table 5.41: Fee versus no-fee / Throughput rate cross-tabulation 
 
 
 
Figure 5.33: Fee versus no-fee / Throughput rate relationship 
In a table with only two columns, a Cramer’s V of at least 0.50 is required to show a large 
effect size. The result of 0.308 shows a medium practical significance and, while the Fee 
group shows little variance between the throughput categories, the No-fee group is highly 
variable. Although 21% of students in the No-fee group are persistent, and take longer to 
complete the course, none of them completed it in the minimum time, and an extremely 
large proportion, 79%, dropped out altogether. Therefore, although the Cramer’s V result is 
non-significant, it is obvious that if a student is from a non-fee paying school, the chances 
of completing the degree are slim, and a relationship can, therefore, be seen. 
5.10.1.7 Quintiles 
The relationship between school quintile and throughput rate is shown in Table 5.42 and 
Figure 5.34 below. 
Count
% within 
Cost
Count
% within 
Cost
Count
% within 
Cost
65 31% 0 0% 65 26%
57 28% 9 21% 66 26%
86 41% 33 79% 119 48%
208 100% 42 100% 250 100%
Cramers V 0.308
Throughput Category
Fee / No-fee
Total
Fee No-fee
Total
Complete min
Complete more
Not complete
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Table 5.42: Quintile / Throughput rate cross-tabulation 
 
 
 
Figure 5.34: Quintile / Throughput rate relationship 
In a table with five columns, the Cramer’s V result of 0.264 shows a large practical 
significance. This signifies a strong relationship between the quintile of the school attended 
and the throughput rate of the student. This can be seen in Figure 5.34. None of the students 
in quintiles 1-3 completed in the minimum time, and 79% of the students in these three 
groups did not complete the degree at all. Quintile 4 shows an even split across the 
categories, while Quintile 5 has the highest proportion who finished in the minimum time. 
Of interest is that all the quintiles have a similar result for the category ‘completed more’, 
which shows a likelihood of persisting, at an average of about 20% of students. 
Count
% 
within 
Quint
Count
% 
within 
Quint
Count
% 
within 
Quint
Count
% 
within 
Quint
Count
% 
within 
Quint
Count
% 
within 
Quint
0 0% 0 0% 0 0% 4 25% 55 37% 59 28%
1 20% 2 22% 6 21% 3 19% 38 25% 50 24%
4 80% 7 78% 23 79% 9 56% 56 38% 99 48%
5 100% 9 100% 29 100% 16 100% 149 100% 208 100%
Cramers V 0.264
Throughput 
Category
Quintile
Total
1 2 3 4 5
Total
Complete min
Complete more
Not complete
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5.10.1.8 Age at enrolment 
The results of the analysis of age within each throughput category are shown below in Table 
5.43 and Figure 5.35. 
Table 5.43: Age at enrolment / Throughput rate cross-tabulation 
 
 
 
Figure 5.35: Age at enrolment / Throughput rate relationship 
The effect size measure, Cramer’s V, of 0.133 shows a small-to-medium practical 
significance. This indicates that there is a slight relationship between age at enrolment and 
the throughput rate of a student. As can be seen in Figure 5.35, there is variance in the age 
categories across the throughput categories, but there does not seem to be a linear 
relationship between age and throughput. It cannot be said that younger, or older, students 
have completed the course in the minimum time, or not completed at all, as the case may 
be.  
Count
% 
within 
Age
Count
% 
within 
Age
Count
% 
within 
Age
Count
% 
within 
Age
Count
% 
within 
Age
Count
% 
within 
Age
35 25% 22 30% 12 29% 15 47% 7 17% 91 28%
40 29% 17 23% 8 19% 6 19% 9 22% 80 25%
63 46% 34 47% 22 52% 11 34% 25 61% 155 47%
138 100% 73 100% 42 100% 32 100% 41 100% 326 100%
Cramers V 0.133
Throughput 
Category
Age at Enrollment
Total
< 19 19 - 19.99 20 - 20.99 21 - 22.99 > 23
Total
Complete min
Complete more
Not complete
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5.10.2 Resolution of research question 8 
Research question 8 asked: Is there a relationship between a student’s demographic 
background and throughput rate? 
Eight demographic variables were studied, and half of them could be seen to have a 
relationship with the throughput rate. These need to be summarised in order to answer the 
research question. 
Three demographic variables have large practical significance, namely: ‘home language’; 
‘race’; and school ‘quintile’. All other variables show no relationship, statistically; but, when 
looking at the graphic representation, the variable ‘fee or no-fee’ showed an interesting 
outcome, namely: 79% of the students attending no-fee schools did not manage to complete 
their degree.  
In other words, four of the eight demographic variables show a relationship as follows: 
 3 have practical significance – home language, race and school quintile; and 
 1 shows a graphically interesting relationship – fee / no fee. 
However, home language and race are closely related to one another, as are the school 
quintile and the fee status.  
Gender, nationality, rurality and age have no significant relationship with throughput rate. 
Therefore, in summary, four out of the eight variables have no significance, and the four 
variables that do show a relationship with throughput rate are closely related to each other. 
As such, it is not possible to say definitively that there is a relationship between 
demographics and the throughput rate. 
5.11 QUESTION 9: WHAT IS/ARE THE MOST IMPORTANT PREDICTOR/S OF A 
STUDENT’S PERFORMANCE? 
The previous research questions have looked at whether student performance has changed 
over the cohorts, as well as whether certain variables have a relationship with the standard 
of a student’s performance. The overarching aim of this study is, however, to determine 
possible predictors, in order to aid future decision making and support practices. This 
research question, therefore, seeks to determine which of the variables already studied 
would be the best at predicting a student’s performance. 
It should be remembered that performance is measured as a student’s average overall mark 
for his first attempt at all subjects in the degree. 
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5.11.1 Results 
Multiple linear regression analysis was conducted, using the Statistica software program. 
As explained in section 4.7.9, certain independent variables were used, as shown in Table 
5.44 below. Partial Eta-squared was used to determine the practical significance of each 
independent variable, as a predictor of the dependent variable, performance. The p-value 
is also shown. 
Table 5.44: Multiple linear regression results of independent variables 
 
The variables shown in red are those which have statistical significance, with a p-value of 
less than 0.05. The p-value shows statistical significance in cases where samples are used. 
Often, when large samples are used, a p-value can show statistical significance when the 
effect may not be strong, which is why it is prudent to also show effect size measures.  As 
this study made use of 329 students’ records, this is a large number when it comes to 
sample size, and therefore, statistical significance may not necessarily mean strong effects. 
Partial Eta-squared was calculated as the effect size measure, and it is used to show 
practical significance within the population. The practical significance using partial Eta-
squared is based on the following values: 
 0.01 = small practical significance; 
 0.06 = medium practical significance; and 
 0.14 = large practical significance. 
As can be seen, four variables show statistical significance, based on the p-values, namely: 
matric average; grade 12 maths mark; age at enrolment; and home language. None of these 
variables show a large practical significance, but matric average, age at enrolment, and 
especially home language all show a medium level of practical significance, since their Eta-
squared values are greater than 0.06. 
The results of the multiple linear regression model on the dependent variable are shown in 
Table 5.45. 
Sum of 
squares
Mean of 
squares
F p-value
Partial eta-
squared
Grade 12 average 1062.76 1062.76 22.59 0.00000 0.097
Grade 12 maths mark 209.34 209.34 4.45 0.03609 0.021
Gender 51.50 51.50 1.09 0.29664 0.005
Age at enrollment 760.26 190.07 4.04 0.00354 0.071
Home language 1157.39 289.35 6.15 0.00011 0.105
Urban vs rural school 28.25 28.25 0.60 0.43923 0.003
Fee or no-fee school 111.28 111.28 2.37 0.12555 0.011
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Table 5.45: Multiple linear regression result on dependent variable 
 
R² is the coefficient of determination, and it is a measure of the ‘goodness-of-fit’ of the 
multiple regression model. From Table 5.45 above, it can be seen that the proportion of the 
dependent variable, performance, which can be explained by the model, is 0.43. In other 
words, the multiple regression model, using the independent variables shown in Table 5.44, 
explains 43% of the dependent variable, performance. An R² result of 0.25 is considered 
large, and therefore, the goodness-of-fit of this multiple regression model is practically 
important. Even if the variables on their own are not shown to be largely significant, when 
taken together, they are an important predictor of the future performance of a student. 
Obviously, it would be beneficial to understand how the variables affect performance, and 
Table 5.46 below shows the parameter estimates of the different categories within each 
variable. The estimates for categorical predictors show the performance of one particular 
category within a variable grouping compared to a reference category. A full explanation is 
provided below the table. 
Table 5.46: Parameter estimates of performance 
 
R R² Adjusted R
Performance 0.6588 0.4340 0.3989
Reference category Other categories
Performance 
parameter estimate
Grade 12 average 0.37
Grade 12 maths mark 0.99
Gender Male
Female 0.57
Age at enrollment 23+ years
<19 years -2.37
19 - 19.99 years -0.53
20 - 20.99 years -3.08
21 - 22.99 years 0.79
Home language English
Afrikaans 1.75
Xhosa -2.63
Tswana -1.70
Other -0.87
Urban vs rural Rural
Urban 0.53
Fee vs no-fee No-fee
Fee 1.11
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5.11.1.1 Grade 12 average 
The performance parameter of 0.37 indicates that for each unit of increase in the matric 
average, in this case 1%, the performance measurement would increase by 0.37%. In other 
words, if Student A has a matric average of 3% higher than Student B, Student A would 
probably only achieve 1% more in overall performance than would Student B. 
5.11.1.2 Grade 12 mathematics mark 
In this case, the mathematics mark was recorded as a National Senior Certificate equivalent 
score, and therefore, for each unit of increase in the mathematics average, which is 
equivalent to 10%, the performance measurement would increase by 0.99 or 1%. 
5.11.1.3 Gender 
When it comes to categorical variables, one category is used as a reference point, and the 
others are measured against it. In this case, the reference gender is male, and the 
parameter result of 0.57 shows that the female students performed, on average, 0.57% 
higher than their male counterparts. 
5.11.1.4 Age at enrolment 
The category =>23 years of age was used as the reference category. From the parameter 
results, it can be seen that only the category 21.00 – 22.99 years performed better (only by 
0.79%) than the 23 and older group. The under 19s performed on average 2.37% lower, 
and the 20.00 – 20.99 age group performed 3.08% lower than their older counterparts. 
5.11.1.5 Home language 
English was used as the reference category. It would have been expected that English-
speaking students would out-perform their fellow students, as English is the medium of 
presentation. However, Afrikaans students performed on average 1.75% higher. All the 
other language groups performed worse than the English-speaking group. 
5.11.1.6 School type 
As could be expected, the results show that students from urban schools performed better 
than those from rural areas – on average 0.53% better. Students attending schools in which 
school fees are charged, performed on average 1.11% better than those from no-fee 
schools. 
 Page | 180  
 
5.11.2 Resolution of research question 9 
Research question 9 asked: What is/are the best predictor/s of a student’s performance? 
Although only three independent variables (matric average, age at enrolment and home 
language), when taken on their own, show a medium level of practical significance, the 
results of the regression model need to be taken into account. 
The multiple linear regression model, using all the listed independent variables, explains 
43% of the dependent variable, performance. This means that 43% of the variation in the 
first-attempt average marks can be explained by the combined predictors. A result of 25% 
is normally considered significant, and therefore, this model is a good predictor of 
performance. 
Although the differences between the categories for each of the variables is slight, it can be 
seen that a female, Afrikaans-speaking student, aged older than 23 years, and who 
attended an urban, fee-paying school, is likely to out-perform her peers - provided she also 
performed well in grade 12, and especially in mathematics. 
5.12 QUESTION 10: WHAT IS/ARE THE MOST IMPORTANT PREDICTOR/S OF A 
STUDENT’S THROUGHPUT RATE? 
Earlier research questions have investigated any changes in throughput rates over the 
cohorts, as well as whether certain variables have a relationship with the number of years 
students take to complete their degrees, if they complete at all. As with research question 
nine, the main aim of this study is to determine the predictors. This research question, 
therefore, examines which of the variables already studied are best at predicting a student’s 
throughput rate. 
As explained in section 4.7.10, three categories were used to delineate the throughput 
rates, namely: 
 Completed studies in the minimum time; 
 Completed in more than the minimum time; and 
 Did not complete studies. 
5.12.1 Results 
Logistic regression analysis was conducted, using the Statistica software program. While 
the throughput rate represents the dependent / response variable, the independent / 
explanatory variables used are: 
 Grade 12 overall average; 
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 Grade 12 mathematics average; 
 Gender; 
 Age at enrolment; and 
 Home language. 
The grade 12 average and mathematics marks are continuous, while the other three 
independent variables are categorical. As shown in Tables 5.47 and 5.48 below, gender, 
age and home language are divided into various categories, and the odds ratio for each 
category is shown. The reference category of each variable has an odds ratio of ‘1’. 
5.12.1.1 ‘Completed minimum’ versus ‘not completed’ 
In Table 5.47 the results of the logistic regression analysis show the probability that students 
would be in the ‘completed minimum’ throughput category, as opposed to the ‘not 
completed’ category. The odds ratio for each of the independent variable categories is 
given. 
Table 5.47: Logistic regression: ‘Complete minimum’ versus ‘Not complete’ 
 
The odds ratio in Table 5.47 above is an indicator of the likelihood that a student would be 
included in the ‘completed minimum’ throughput category rather than the ‘not completed’ 
throughput category. An odds ratio of greater than 3.0, or less than 0.3, is considered 
significant, and therefore, only Afrikaans and English provide a strong indication that a 
student is likely to complete the degree in the minimum time. It can be seen that the odds 
that an Afrikaans student would complete in minimum time is 3.582 times more than not 
Independent variables
Reference 
category
Other categories Odds ratio
Grade 12 average 1.036
Grade 12 maths mark 1.316
Gender Male 1
Female 0.995
Age at enrollment 23+ years 1
<19 years 0.974
19 - 19.99 years 1.133
20 - 20.99 years 1.030
21 - 22.99 years 2.037
Home language Other 1
Afrikaans 3.582
English 5.715
Xhosa 0.398
Tswana 1.483
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completing the degree. Similarly, the odds of an English student completing in minimum 
time is 5.715 times more than not completing. 
The Hosmer-Lemeshow and the Nagelkerke tests were conducted, in order to determine 
the goodness-of-fit and the prediction value of the logistic regression model. The Hosmer-
Lemeshow test, which is similar to a chi-square test, was 8.69, with a p-value of 0.3694, 
thereby indicating a good model fit. The Nagelkerke test, which is a pseudo-r² test, produced 
a value of 0.386. This means that almost 39% of the throughput rate is explained by the 
independent variables used in the model. Although most of the variables and their 
categories do not show marked differences, the results of these tests show that the overall 
model has good prediction value. 
5.12.1.2 ‘Completed minimum’ versus ‘completed more’ 
Table 5.48 shows the results of the logistic regression analysis using the throughput 
categories ‘completed minimum’ and ‘completed more’. Once again, the odds ratios for the 
variable categories are given. 
Table 5.48: Logistic regression: ‘Complete minimum’ versus ‘Complete more’ 
 
The odd ratios in Table 5.48 show the likelihood that a student would fall into the ‘completed 
minimum’ throughput category rather than the ‘completed more’ category. As stated in the 
previous section, a value of greater than 3.0, or less than 0.3, is considered important. 
Compared with the results in Table 5.47, the odd ratios in Table 5.48 are stronger, indicating 
a greater distinction between the odds of belonging to the ‘completed minimum’ throughput 
category and the ‘completed more’ throughput category. 
Independent variables
Reference 
category
Other categories Odds ratio
Grade 12 average 1.047
Grade 12 maths mark 1.277
Gender Male 1
Female 0.683
Age at enrollment 23+ years 1
<19 years 1.537
19 - 19.99 years 2.615
20 - 20.99 years 3.621
21 - 22.99 years 3.815
Home language Other 1
Afrikaans 1.771
English 4.602
Xhosa 0.531
Tswana 1.078
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Strong indicators of throughput category are age, with the odds of students aged 20-23 
years, on average, 3.7 times more likely to complete in the minimum time than to take longer 
to complete their degrees. As far as home language is concerned, only English is significant, 
with the odds of an English student completing in the minimum time being 4.602 times more 
than ‘other’ languages. 
As previously, the Hosmer-Lemeshow and Nagelkerke tests were conducted, in order to 
determine the goodness-of-fit and the prediction value of the logistic regression model with 
the results showing that the overall model has strong prediction value. The value for the 
Hosmer-Lemeshow test was 7.11, with a p-value of 0.5243, which shows a good model fit. 
The value of the Nagelkerke test was 0.316, which means that approximately 32% of the 
dependent variable (throughput rate) can be explained by the independent variables. 
5.12.2 Throughput and performance relationship 
The literature (see section 2.3) refers to the fact that the academic performance of a student 
is likely to play a role in the length of time taken to complete a degree, or not to complete it, 
as the case may be. As such, this relationship was investigated, in order to see whether 
performance is a good predictor of the throughput rate. Figure 5.36 shows the cross-
tabulation of each throughput category with each performance category, in order to 
determine whether a relationship exists. 
 
Figure 5.36: Throughput and performance relationship 
It is clear from this figure that a relationship does exist between a student’s performance 
and the time required to complete, or not to complete, the degree. This fact is corroborated 
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by the Cramer’s V result of 0.48, which shows strong practical significance. The lower the 
overall average mark, the more likely a student is to not complete the degree. Conversely, 
the higher the overall average mark, the more likely the student is to complete the degree 
in the specified minimum time. 
5.12.3 Resolution of research question 10 
Research question 10 asked: What is/are the best predictor/s of a student’s throughput 
rate? 
In predicting the likelihood of a student completing the degree in the minimum time, as 
opposed to not completing, only the home language, particularly English and Afrikaans, 
show significant prediction value. However, when comparing the students who complete in 
minimum time versus taking longer to complete, home language and age at enrolment show 
significant prediction value. In all the throughput categories, the academic performance of 
a student has a strong practical significance, and it could be seen as the best predictor. 
Although not all the variables are significant, when studied independently, the prediction 
value of the combined variables is of practical importance. 
When looking at which students would be most likely to complete a degree in the minimum 
required time, the results show that frequently, this is likely to be a male, English-speaking 
student, aged 21-23. The marks received in grade 12, as well as the academic performance 
at university, are also positively correlated to the throughput rate. 
5.13 INFLUENCE DIAGRAMS 
The main aim of this study is to develop a framework, which can be used to assist in the 
prediction of a student’s performance and throughput rate in the Department of Quantity 
Surveying at NMMU. Influence diagrams can present frameworks graphically, as well as 
summarise the findings of the regression analysis undertaken in the previous two sections. 
Separate influence diagrams will be given for student performance and student throughput 
rate. 
5.13.1 Influence diagram – student performance prediction 
Figure 5.37 is an influence diagram, showing the main predictors of student performance. 
For each independent variable used as a predictor, the categories are listed in the order of 
predicted performance level, i.e. the category at the top of the list is likely to outperform the 
other categories. 
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Figure 5.37: Student performance influence diagram 
5.13.2 Influence diagram – student throughput 
Two influence diagrams are presented in Figures 5.38 and 5.39, showing the predictors of 
a student’s throughput rate. As in the previous section, the categories of the independent 
variables are presented in the order of their predicted performance.  
In section 4.7.10 it was explained that a logistic regression analysis can only compare two 
dependent variables at a time. For this reason, two models were analysed. There were 
slight differences in the results of these, and therefore, two influence diagrams are 
presented below. It should be noted, however, that the academic performance variable is 
seen as a strong predictor for all the groups. 
Figure 5.38 presents the findings of the logistic regression model when comparing the 
‘completed minimum’ and ‘not completed’ groups. The diagram shows the likelihood of a 
student completing the Quantity Surveying degree in the minimum time, as opposed to not 
completing it at all. 
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•School - urban / fee
•Higher mark = 
better performance
•Afrikaans
•English
•Other
•Tswana
•Xhosa
•21-22
•23+
•19
•<19
•20
Age at 
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Figure 5.38: Student throughput influence diagram (complete min vs not complete) 
Figure 5.39 presents the findings of the logistic regression model, comparing the ‘completed 
minimum’ and the ‘completed more’ groups. The diagram shows the likelihood of a student 
completing the Quantity Surveying degree in the minimum time, as opposed to taking longer 
to complete it. 
 
Figure 5.39: Student throughput influence diagram (complete min vs complete more) 
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5.14 CONCLUSION 
This chapter has presented the results of the various statistical analyses undertaken, in 
order to answer the ten research questions which were posed. The main aim of this study 
is to determine the various predictors of student performance and throughput, and three 
influence diagrams were presented in support of this. The following chapter will present a 
summary of the findings of the research. This will be followed by the conclusions drawn 
from this study, and some recommendations will be made.  
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CHAPTER 6 
SUMMARY, CONCLUSION AND RECOMMENDATIONS 
6.1 SUMMARY 
Student performance and throughput rates at South African universities have been 
unsatisfactory; and there has been a drive to investigate the causes and possible solutions 
to this problem. Although the main subject of this study is not new internationally – many 
studies have been undertaken in the last four decades – the contributing factors to poor 
performance and throughput in South Africa are exacerbated by recent political and 
economic disparities in the diverse population. 
One of the key objectives of the democratically elected government, since 1994, has been 
to increase access to higher education for previously disadvantaged students. This increase 
in access is being achieved; but it is not being matched by an increase in graduate numbers. 
The assumption that is generally made is that the students performing poorly are those who 
are underprepared for university life, and consequently lack an adequate basic education 
grounding. 
The main aim of this study was to investigate the changes in the student population within 
the Department of Quantity Surveying at NMMU, and to develop a framework whereby 
future students can be assessed, in order to identify who is likely to succeed, as well as 
where support may be needed for those students who are struggling. A retrospective 
longitudinal approach was considered the best, in order to accurately measure changes 
and trends in the composition, as well as the performance and throughput, of fifteen student 
intakes; and therefore, a cohort study was undertaken.  
The process of arriving at a framework involved posing several research questions based 
on the literature and previous studies. The answers to the initial research questions 
provided the necessary data and information required for the subsequent research 
questions. Ultimately, the prediction variables could be identified and analysed before 
developing influence diagrams as prediction frameworks for student performance and 
throughput rates. As such, the various objectives of the study were: 
 To describe the change in the demographic composition of the student body from 1995 
to 2009; 
 To determine how, and to what extent, the performance of the student body has changed 
over the fifteen year period from 1995 to 2009; 
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 To determine whether, and to what extent, the throughput rates of the student body have 
changed over the fifteen year period from 1995 to 2009; 
 To determine which modules are most often associated with student failure; 
 To determine whether a relationship exists between students’ grade 12 results and their 
performance; 
 To determine whether a relationship exists between students’ grade 12 results and their 
throughput rates; 
 To determine whether a relationship exists between students’ demographic backgrounds 
and their performance; 
 To determine whether a relationship exists between students’ demographic backgrounds 
and their throughput rates; 
 To ascertain the best predictor/s of a student’s performance; and 
 To ascertain the best predictor/s of a student’s throughput rate. 
The relevant literature and previous studies were presented in Chapters Two and Three as 
a theoretical background to the rest of the research. Chapter Four covered the research 
methodology used; and the results, as well as their interpretation, were described in Chapter 
Five. This chapter provides the researcher’s conclusions on this study, and some 
recommendations for the various stakeholders in both higher education and the built 
environment. 
6.2 CONCLUSION 
Although cohort studies have been undertaken in South Africa to determine throughput 
trends, these have mostly been at national, or at least institutional, level. The researcher 
believed that a longitudinal investigation, and a detailed analysis, of students within one 
department, and a degree program, could provide a more accurate and comprehensive look 
at those factors affecting the performance and throughput of students. This approach also 
takes into account the fact that various degree programs are likely to attract different types 
of students. 
Fifteen first-year cohorts were researched, from 1995 to 2009, giving rise to a study 
population of 329 students. It was necessary to analyse the changes in the population, if 
any, longitudinally, in order to meet the objectives of the study. Any trends were analysed 
in relation to the literature and assumptions that are generally made about the changing 
higher education landscape. 
Although the demographics of the student cohorts have changed over the fifteen intakes, 
the transformation required by government, and the need to be more demographically 
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representative, is not being achieved in the Department of Quantity Surveying at NMMU. It 
is hoped that the increase in sponsored funding for the education of scarce skills 
professionals will assist in the attraction of previously disadvantaged students. 
The admission requirements in the department have increased, which could explain the 
upward trend of the grade 12 results of the population. However, the performance levels 
and throughput rates of students are also increasing, which contradicts the norms reported 
nationally. The Quantity Surveying degree at NMMU is accredited both nationally and 
internationally; and therefore the standard of the program is prescribed, and cannot 
decrease. The fact that students in the later cohorts are coping better may be indicative of 
a generation, who are not affected by the past of the country, as they have grown up in the 
new dispensation. A concern, however, is that this increase in success might be due to a 
larger proportion of students coming from wealthier and better-resourced schools, rather 
than from disadvantaged areas. 
Although the throughput rates show an improvement in this study, a concern is that almost 
half the students registering for the Quantity Surveying degree drop out of the course before 
completion. Given the decreasing funding of higher education by government, and 
especially now that student fees have been frozen for the next year, it is imperative that the 
number of graduates increases, since graduate numbers play a role in the level of funding 
received by the department. 
More stringent re-admission rules at NMMU have achieved a decrease in the number of 
years students take to complete their studies. This is beneficial when it comes to funding, 
since there are now fewer students in limbo, who block access to other, better-performing 
students. A point of concern, however, is that tougher rules for progression mean that more 
students drop out, rather than persist with their studies. 
It is useful to know that the modules which can be considered ‘killer courses’, are those that 
fall outside the built environment school, and are offered by other faculties. Although this 
reflects positively on the department, in that students succeed in the modules offered in-
house, little control of the subject matter in other faculties makes it difficult to influence this 
outcome. 
The difficult transition from school to university plays a role in performance, with students’ 
ability to cope with their studies strengthening with each year enrolled. This is despite the 
work load and content of the modules intensifying in later years. 
Given the commonly held view that the quality of basic education is declining, and that grade 
12 examinations have become easier, not much confidence is generally placed in the 
adequacy of grade 12 marks as determinants of university performance and throughput. 
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Within a course like quantity surveying, however, where admission requirements are 
relatively high, there is a definite positive correlation between grade 12 achievement and 
performance. It is clear, therefore, that grade 12 marks are an adequate basis for admission 
requirements in the department.  
Demographics, on the other hand, are not as clearly related to the performance and 
throughput of a student, with only ‘home language’ having a strong association. Given the 
main aim of this study, this result is disappointing. Demographic data are normally available 
at the time of registration, and if there was a strong correlation with performance and 
throughput, an early analysis would mean that the necessary support measures could be 
put in place promptly. 
Despite this limitation, grade 12 results and all demographic variables, considered together, 
provide significant prediction value. This knowledge is critical to the department; as, by 
applying the framework of predictors developed, it is possible to ascertain which students 
are likely to succeed, or fail. This allows for more informed decision making, not only when 
it comes to admission policies, but also with regard to the support measures that the 
department can offer to students who need help.  
Early identification of at-risk students means that the relevant lecturing staff, who deal 
personally with the students, can be better placed to advise and assist with early 
implementation of suitable interventions. This should lead to improved graduation rates. 
This is beneficial to the Department of Quantity Surveying, not only in terms of funding, but 
also in terms of financial planning.  
The increase in graduate output would also advance the cause of the government to 
increase scarce skill professionals to assist in the planning and construction of the country’s 
infrastructure. However, the decline in admissions from previously disadvantaged areas 
indicates that the Quantity Surveying profession is not generally well-known. 
This study has plotted the trends in performance and throughput rates over a period of time, 
measured the strength of the relationships between several variables and student 
performance and throughput; and it has culminated in the establishment of predictors of 
performance and throughput rates. Apart from grade 12 results, no variables have shown 
linear, or steady, change. Therefore, although these predictors have been discovered, the 
strength of their prediction value is likely to alter over cohorts. A test cohort might have 
served to highlight whether this conclusion is correct, or not. 
The lack of a broader range of variables, because of the lack of information, may have 
limited the determination of the predictors. However, this study does highlight the 
importance of undertaking a narrow, departmental level analysis; as the findings in this 
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smaller sphere have not matched the general theory and assumptions covered in the 
literature. It may well be said that some students perform well - despite the odds against 
them.  
This leads to a further conclusion that this research, being purely quantitative, measures 
how performance and throughput have changed within the Department of Quantity 
Surveying; but it has not been able to explain the causes of these changes – the researcher 
has had to rely on supposition and speculation. 
Given that performance and throughput rates within the Department of Quantity Surveying 
have shown improvement over the cohorts, it is clear that the basic assumption underlying 
the initial research problem is not valid in this case – performance and throughput rates are 
not declining in this department. A point, which is valid from the problem statement, is the 
fact that general assumptions are often ill-founded. 
The increased success of the students in the department is difficult to generalise. However, 
it is clear from this study that the influence of the political and economic changes in South 
Africa is having less of an impact on the students over time. 
This is good news for the built environment industry, both private and governmental, in that 
the Quantity Surveying profession, at least, is assured of future practitioners. If the reasons 
leading to student success can be discovered, it is certain that the students who are 
struggling to complete their degrees could be supported in appropriate ways. This would 
lead to the number of Quantity Surveyors growing and the profession flourishing. 
6.3 LIMITATIONS 
Not to detract from the importance of this study, some limitations were realised, or 
encountered, during the research process. These included: 
 The use of a fifteen year timespan led to inconsistency in the information recorded for 
each cohort; although the researcher took this into account in the choice of variables to 
be analysed. 
 The number of variables that could be studied was limited by the information that was 
available, and additional data, such as where students live in their first year, may have 
yielded significant results. 
 The narrow focus of the study makes generalisation of the findings to other departments 
or fields within NMMU, difficult. 
 The small population studied at NMMU may not be typical of other built environment 
departments at other universities, and generalising within the industry is not possible. 
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 A lack of qualitative information reduces the analysis of external influences and nuances 
that play a role in student performance patterns. 
6.4 RECOMMENDATIONS 
This section details some recommendations for industry and the government, the higher 
education sector and the department; and it provides some suggestions for further research. 
6.4.1 Recommendations for industry and government 
It is imperative that the stakeholders intensify their marketing efforts to create better 
awareness of the Quantity Surveying profession as a career path. There is a need for a 
more diverse student body, in order to cater for the required diverse workforce. This requires 
input from various stakeholders, but especially the Association of South African Quantity 
Surveyors, who are well placed to extend knowledge of the profession into the broader 
community. 
Both government and industry must continue to provide scholarships and bursaries to 
suitable candidates, in order to enlarge the built environment scarce skills professional 
body.  
Industry, perhaps with incentivised motivation from relevant professional councils, can 
support higher education in their bid to improve student performance. The establishment of 
stronger links between industry and education, in the form of experiential training, or 
knowledge sharing, with the students would be beneficial. 
6.4.2 Recommendations for the higher education sector 
It is suggested that sufficient information is consistently requested on student application 
forms. With the government planning on centralising university applications, it is imperative 
that this information is correctly recorded, and made available to the institutions and 
departments that admit the students. 
It is recommended that information of a more qualitative nature be obtained from students 
at registration. This would assist in future studies of this nature - to allow for more variables 
of a subjective nature, rather than just facts and figures. 
The higher education sector should strive to place more pressure on the basic education 
sector, to update and correct the information provided on the EMIS system. This study has 
highlighted the need for more accurate information on the schooling details of a student. 
 Page | 194  
 
The Department of Higher Education needs to continue to place an emphasis on student 
performance and throughput rates, rather than just increasing access, without the attendant 
success.  
6.4.3 Recommendations for the Department of Quantity Surveying at NMMU 
The Department of Quantity Surveying at NMMU is advised to continue collecting student 
data and records annually. The longitudinal analysis of trends and variable relationships, 
as well as the running of the regression models, should be undertaken at least biennially. 
This would ensure that any changes in performance levels or predictors would be identified 
timeously. 
It is crucial that meetings be arranged with relevant departments, which teach service 
subjects, in order to ascertain the cause of students’ difficulties in these modules. 
The benefits of completing both the BSc Construction Economics and the BSc Honour’s 
degree in Quantity Surveying need to be explained and marketed to the undergraduate 
students. This would ensure continuity for the department as well as the profession. 
6.4.4 Recommendations for further research 
This study should be replicated in Quantity Surveying departments at other institutions, in 
order to determine the generalisability of the findings. This would also ensure that a larger 
population is analysed, thereby leading to testing of the prediction framework, in order to 
create a model. 
Replication of the study in other departments within NMMU would contribute to thorough 
strategic decision making processes. Such research would provide the information required 
for comparative studies as well. It would also allow for the identification of departments that 
may be ‘at-risk’ – any decrease any performance or throughput overall can be monitored. 
A qualitative study on students’ opinions on performance and throughput would add impetus 
to this investigation. The views of the students would enhance the arguments related to the 
causes of success or failure, and they would allow for fewer suppositions and guesses. 
The performance in early years is a predictor of the performance in later years. As such, 
the development of a methodology whereby marks obtained, per subject taken, per year 
(not all first-year subjects are taken in first year), would provide more accurate longitudinal 
data. 
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Practical significance values for cross-tabulations
Cramer's V index
1 2 3 4 5
Small effect 0.10 0.07 0.06 0.05 0.04
Medium effect 0.30 0.21 0.17 0.15 0.13
Large effect 0.50 0.35 0.29 0.25 0.22
Number of columns in cross-tabulation table
Eta-squared index
Value
Small effect 0.01
Medium effect 0.06
Large effect 0.14
