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Abstract
Consider m functions fi(x1; : : : ; xn), the system of equations fi =0; i=1; : : : ; m and the Newton iterations for this
system that use the Moore–Penrose inverse of the Jacobian matrix. Under standard assumptions, the Newton iterations
converge quadratically to a stationary point of the sum-of-squares
∑
f2i . Approximating derivatives x˙ as di5erences
6x=6t with 6t= h, we apply the Newton method to the system obtained by discretizing the integral
∫ t1
t0
L(t; x; x˙) dt. The
approximate solutions yh of the discretized problem are shown to converge to a solution of the Euler–Lagrange boundary
value problem (d=dt)@L=@x˙= @L=@x with the degree of approximation linear in h, if the Lagrangian L(t; x; x˙) is twice
continuously di5erentiable. Higher continuous derivatives of L guarantee higher orders of approximation. c© 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction
This paper gives a direct method for calculus of variations (CV) consisting of two steps:
Step 1: Discretize the CV problem to approximate it as a problem of ?nding a stationary point
of a sum-of-squares, and
Step 2: Solve the approximate problem using the Newton method of [1].
The main results, Theorems 1 and 2, show that the solutions of the discretized problem converge to
extremals, i.e., solutions of the Euler–Lagrange equation, under standard conditions on the Lagrangian
and the discretization scheme.
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We illustrate this approach for a typical CV problem with ?xed end-points,∫ 1
0
L(t; x(t); x˙(t)) dt → min; (1)
subject to x(0)= x0; x(1)= x1; (2)
where x0; x1 ∈Rp; x(·)= (x1(·); : : : ; xp(·)) and xi(·)∈C1([0; 1]); i=1; : : : ; p.
Step 1: Assuming the Lagrangian L in (1) is positive throughout [0; 1] (since the end-points are
?xed, adding a constant gives an equivalent problem), we can write it as a square
L=F2(t; x; x˙): (3)
A regular partition of [0; 1],
[0; 0 + h; 0 + 2h; : : : ; 0 + (N − 1)h; 1 = 0 + Nh]
is then used to approximate a derivative x˙(t) by a di5erence, say
x˙(t) :=
x(t + h)− x(t)
h
; (4)
and to approximate the integral of L in (1) as a sum-of-squares∫ 1
0
L(t; x; x˙) dt ≈ h
∑
k
F2
(
tk ; x(tk);
x(tk + h)− x(tk)
h
)
; (5)
where tk = 0 + hk. The CV problem (1), (2) is thus approximated by a least-squares problem∑
k
f2k(x)→ min; (6)
where
fk :=F
(
tk ; x(tk);
x(tk + h)− x(tk)
h
)
and x(tk) is the vector with components xi(tk). Other di5erence schemes may be used instead of
(4).
The Lagrangian in (3) is represented as a square F2. There are Lagrangians for which it is natural
to use several squares
L=
∑
i
F2i (t; x; x˙): (7)
Examples are
L= 12(x
2 + x˙2) or L=M + 12(x
2 − x˙2);
where M ¿ 0 is suLciently large to make L positive throughout [0; 1].
Y. Levin et al. / Journal of Computational and Applied Mathematics 139 (2002) 197–213 199
Step 2: Consider a system of m nonlinear equations in n unknowns,
f1(x1; : : : ; xn)= 0
: : : or f(x)= 0;
fm(x1; : : : ; xn)= 0
(8)
and the corresponding least-squares problem
m∑
i=1
f2i (x)→ min; (9)
whose minimizers are called least-squares solutions of (8). A solution of (8) is necessarily a
least-squares solution. Conversely, if (8) has no solutions, the least-squares solutions are reason-
able substitutes.
The least-squares solutions satisfy the necessary condition

m∑
i=1
f2i (x)= 0 or (D(f)(x))
Tf(x)= 0: (10)
Newton’s method for solving (8) uses the iterations
xk+1 := xk − (Df(xk))−1f(xk); k =0; 1; : : : (11)
in case
(a) m= n, and
(b) the Jacobian Df(x)) := (@fi=@xj(x)) is nonsingular throughout the iterations.
If (a) and (b) cannot be assumed, the inverse of the Jacobian in (11) can be replaced by its
Moore–Penrose inverse Df(x)†. We thus get the method [1]
xk+1 := xk − (Df(xk))†f(xk); k =0; 1; : : : ; (12)
that converges under standard conditions quadratically to a solution of (10), see [4,5].
Remark 1. Writing (12) as xk+1 = xk − dk we recall that dk =(Df(xk))†f(xk) is the least-norm
solution of the linear least-squares problem
(Df(xk)d − f(xk))2 → min: (13)
In particular, if f(x) is linear, the method converges in one iteration.
We prove that under standard conditions (on the functions fk and the di5erence scheme), the
limit points of the Newton method (12) correspond to extremal curves x(t)= (x1(t); : : : ; xp(t)), i.e.
curves satisfying the Euler–Lagrange equation
@
@xi
L(t; x; x˙)=
d
dt
(
@
@x˙i
L(t; x; x˙)
)
; i=1; : : : ; p: (14)
The Newton method has been applied elsewhere to variational problems, usually by solving a dis-
cretized Euler–Lagrange equation (14), see, e.g., [3]. This approach requires the second derivatives
of L. In contrast, the Newton method is applied here directly to the least-squares problem (6),
requiring only the ?rst derivative, or gradient.
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2. Discretization scheme
A regular partition of an interval [0; 1] is described by the number of subintervals N , and the
step size h=(1 − 0)=N . The various functions are evaluated only at the points
tk := 0 + kh; k =0; : : : ; N; (15)
where t0 = 1 and tN = 1. Given a p-dimensional vector function x(t)= (x1(t); : : : ; xp(t)) and a set
K ⊆ {0; : : : ; N}, denote by PKh x the |K| × p matrix with rows (x1(tk); : : : ; xp(tk)); k ∈K. For
K= {0; : : : ; N} we write Ph, omitting the superscript K.
Approximating a derivative x˙ by a di5erence, e.g. (4), throughout an interval [0; 1], may cause
problems in one of the end-points 0 or 1, because of the need for an additional point outside
[0; 1]. The following de?nition sets the notation used in the sequel.
Denition 1. Given a regular partition (15) of [0; 1], select a subset J ⊂ {0; 1; : : : ; N} such that
the set of points {tj: j∈J} excludes one or more of the end-points. Typical choices of J are
{0; 1; : : : ; N − 1}; {1; 2; : : : ; N} or {1; 2; : : : ; N − 1}:
Let x∈C2([0; 1]). The discretization scheme for the derivative x˙ is represented by an |J|×(N+1)
matrix A such that
APhx=P
J
h x˙ + ’
J
x (h)h; (16)
(AI)TPJh x=− PIh x˙ +  Ix (h)h; (17)
where
• I=J \ {0; N} is the index set of internal grid points,
• AI is the submatrix of A with columns in I, and
• ’Jx (h) and  Iy (h) are bounded in some neighborhood {h: |h|¡} of zero.
Conditions (16) and (17) are not easy to verify directly. The lemma below provides conditions
that are easier to check and apply for a fairly large class of matrices A.
Lemma 1. Let A=(akl);J;I be as in De:nition 1; and let the entries of hA be bounded functions
of h in some neighborhood of 0. If A satis:es (16) and (17) then the following two conditions
hold:
(a) for all k ∈J
N∑
l=0
akl =0;
N∑
l=0
akl(l− k)= 1h ; (18)
(b) for all l∈I∑
k∈J
akl =0;
∑
k∈J
akl(k − l)= 1h : (19)
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Also; if there exists q; independent of N; such that akl =0 for all k; l; with |k − l|¿q; then (18)
and (19) imply (16) and (17).
Proof. Necessity follows by applying (16) and (17) to an arbitrary aLne function y(t)= a +
bt; a; b∈R.
For suLciency, we show ?rst that (18) implies (16). For all k ∈J, applying the Taylor series
expansion with residual term in Cauchy form and (18),
AkPhy=
N∑
l=0
akly(tl)
=
N∑
l=0
akl(y(tk) + y˙(tk)(l− k)h) +
N∑
l=0
akl Py(tk + !kl(tl − tk))(l− k)2h2
= y˙(tk) +
∑
l:|l−k|¡q
akl Py(tk + !kl(tl − tk))(l− k)2h2;
where all !kl are constants in the interval [0; 1).
The residual term here can be written in the form

 ∑
l:|l−k|¡q
hakl Py(tk + !kl(tl − tk))(l− k)2

 h=’ky(h)h;
with ’ky(h) bounded in some neighborhood of 0 because Py is continuous on [0; 1], (l − k)26 q2
and hA is assumed to be bounded. Therefore (16) holds for any A satisfying (18).
We next show that (19) implies (17). For all l∈I, applying (19)
(Al)TPJh y=
∑
k∈J
akly(tk)
=
∑
k∈J
akl(y(tl) + y˙(tl)(k − l)h) +
∑
k∈J
akl Py(tl + !′kl(tk − tl))(k − l)2h2
= y˙(tl) +

∑
k∈J
hakl Py(tl + !′kl(tk − tl))(k − l)2

 h
= y˙(tl) +  ly (h)h;
where all !′kl are constants in the interval [0; 1). Again,  
l
y (h) is bounded in some neighborhood of
0 because hA is assumed to have the same property. Thus (17) holds for such A.
A well-known approximation scheme satisfying (16) and (17) is given next.
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Example 1. The Euler di=erence approximation scheme is de?ned by the N × (N + 1) matrix
A=(akl), where
akl =


− 1h ; k = l
1
h ; k = l− 1
0; otherwise

 for k ∈J= {0; : : : ; N − 1}; l∈I= {0; : : : ; N}:
Obviously, in this case conditions (18) and (19) hold. Therefore, by Lemma 1, the Euler approxi-
mation scheme satis?es (16) and (17).
3. Solution of the discretized problem
Consider a twice continuously di5erentiable Lagrangian L(t; u; v), represented as a sum of squares
L(t; u; v)=
m∑
i=1
F2i (t; u; v);
where the functions Fi; i=1; : : : ; m are (at least) continuously di5erentiable functions.
Combining (7) and (16), we conclude that problem (1), (2) can be approximated by the discretized
problem
h
∑
k∈J
m∑
i=1
F2i (tk ; Zk ; AkZ)→ min; (20)
Z0 = x0; ZN = x1; (21)
where Ak and Zk are kth rows of the matrices A and Z , respectively.
Consider the application of the Newton method (12) to the problem
Fi(tk ; Zk ; AkZ)= 0; i=1; : : : ; m; k ∈J (22)
obtained from the left-hand sides of (20). If the method converges, we obtain a stationary point of
the sum of squares of (20), i.e. a solution z=(zkj) of
m∑
i=1

Fi(tk ; Zk ; AkZ)@Fi@xj (tk ; Zk ; AkZ) +
∑
l∈J
Fi(tl; Zl; AlZ)
@Fi
@x˙j
(tl; Zl; AlZ)alk

=0; k ∈I (23)
with Z0 and ZN given by (21) and j=1; : : : ; p.
Introduce the following notation: for any function G(·; ·; ·), vector s∈R|K| and matrices
U; V ∈R|K|×p, with rows indexed by the set K, let G(s; U; V ) be a vector in R|K| with coordinates
G(sk ; Uk ; Vk), k ∈K.
The system of equations (23) can be written as
m∑
i=1
[
diag
(
@Fi
@xj
(tI; ZI; (AZ)I)
)
Fi(tI; ZI; (AZ)I)
+(AI)T diag
(
@Fi
@x˙j
(tJ; ZJ; AZ)
)
Fi(tJ; ZJ; AZ)
]
=0; j=1; : : : ; p
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that is equivalent to
@L
@xj
(tI; ZI; (AZ)I) + (AI)T
@L
@x˙j
(tJ; ZJ; AZ)= 0; j=1; : : : ; p: (24)
Note that (23) can be derived directly from the stationarity condition (10) satis?ed by the limit
points z∗=(z∗ik) of the Newton method (12), applied to (22). Indeed, (23) is a rewriting of
[DF(z∗)]TF(z∗)= 0: (25)
4. Convergence of the solution of the discretized system to the solution of the Euler–Lagrange
equation
The Euler–Lagrange boundary value system
@
@xj
L(t; y; y˙)− d
dt
@
@x˙j
L(t; y; y˙)= 0; j=1; : : : ; p; (26)
y(t0)= x0; y(t1)= x1; (27)
is a necessary condition for y to be an extremal of (1), (2).
For further discussion, introduce an operator Bh :R(N+1)×p → R|I| as
Bh(Z)=
(
@
@xj
L(tI; ZI; (AZ)I) + (AI)T
@
@x˙j
L(tJ; ZJ; AZ); j=1; : : : ; p
)
; (28)
for any Z ∈R(N+1)×p: Then (24) can be written as
Bh(Z)= 0: (29)
Following the treatment in [7, Section 20:1, p. 195], we now formulate the conditions used in the
main convergence result.
(P1) Existence and uniqueness: The problem (26),(27) has a unique solution y(·), and for all
suLciently large N the problem (29), (21) has the unique solution Yh.
(P2) Stability: There exist positive constants s and , such that the inequality
‖V − U‖s6 ,‖Bh(V )− Bh(U )‖ (30)
holds for any matrices U; V ∈R(N+1)×p satisfying boundary condition (21) and where ‖ · ‖
is a componentwise l∞ norm (i.e., for an arbitrary matrix W; ‖W‖=maxi; j|wij|).
(P3) Consistency: The matrix A representing the di5erence scheme satis?es conditions (16)
and (17).
A special case when condition (P2) holds is when the operator Bh is linear. This happens when
both (@L=@x)(t; u; v), and (@L=@x)(t; u; v) are linear in u and v. This, in turn, is true when L(t; u; v) is
a quadratic function in u; v. Conditions for (P3) to hold are given in Section 2.
Conditions (P1) and (P3) allow proving the following lemma, needed in the sequel.
Lemma 2. Under assumptions (P1) and (P3) there exists a constant /¿ 0 such that
‖Bh(Phy)‖6 /h; (31)
for su>ciently small h.
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Proof. For simplicity, let p=1: The general case can be shown in a similar way.
Condition (16) implies that for any k ∈J there exists !k ∈ (0; 1) such that
@L
@x
(tk ; y(tk); AkPhy) =
@L
@x
(tk ; y(tk); y˙(tk) + ’ky(h)h)
=
@L
@x
(tk ; y(tk); y˙(tk)) +
@2L
@x@x˙
(tk ; y(tk); y˙(tk) + !k’ky(h)h)’
k
y(h)h: (32)
Similarly, for any k ∈J there exists !′k ∈ (0; 1) such that
@L
@x˙
(tk ; y(tk); AkPhy) =
@L
@x˙
(tk ; y(tk); y˙(tk) + ’ky(h)h)
=
@L
@x˙
(tk ; y(tk); y˙(tk)) +
@2L
@x˙2
(tk ; y(tk); y˙(tk) + !′k’
k
y(h)h)’
k
y(h)h: (33)
Now we apply (AI)T to the vector formed by the ?rst term of (33) with di5erent k. Condition
(17) implies that
(AI)TPJh
@L
@x˙
(t; y; y˙)=− PIh
d
dt
@L
@x˙
(t; y; y˙) +  I@L
@x˙ (t;y; y˙)
(h)h: (34)
Observe,
PIh
@L
@x
(t; y; y˙)=PIh
d
dt
@L
@x˙
(t; y; y˙): (35)
Adding the right-hand side of (32) with the right-hand side of (33) premultiplied by (AI)T, and
using (34) and (35) we obtain
Bh(Phy)=Rh(y)h;
where Rh(y) is bounded in h in some neighborhood of 0. This completes the proof of the lemma.
Theorem 1 (Convergence). Let y(·) be a solution of the Euler–Lagrange system (26); (27) and Yh
be a solution of (21) and (29). Then conditions (P1)–(P3) imply the existence of positive constants
,; s and / such that
‖Yh − Phy‖s6 /,h; (36)
for all su>ciently small h. This implies the convergence of the approximate solution Yh to y(·) as
h → 0:
Proof. By Lemma 2 there exists a positive constant / such that (31) holds for suLciently small
h. Using condition (P2) with V =Yh and U =Phy, we obtain the existence of positive s and ,
Y. Levin et al. / Journal of Computational and Applied Mathematics 139 (2002) 197–213 205
such that
‖Yh − Phy‖s6 ,‖Bh(Yh)− Bh(Phy)‖
= ,‖Bh(Phy)‖; since Bh(Yh)= 0
6 /,h; by (31);
proving the existence of positive constants /; , and s such that (36) holds for suLciently small h.
5. Generalizations
In practice it is often important to obtain better precision of the discretization scheme. Theorem
1 can only guarantee precision of the order h1=s: One straightforward way to improve on that is to
impose stricter condition on the degree of approximation of derivative provided by matrix A. We
reformulate (16) and (17) as follows:
Let 1 be an integer ¿ 1. For any y∈C1+1([0; 1])
APhy=P
J
h y˙ + ’
J
y (h)h
1; (37)
(AI)TPJh y=− PIh y˙ +  Iy (h)h1; (38)
where
• I= {1; : : : ; N − 1} is a set of internal grid points,
• AI is the submatrix of A with columns indexed by I, and
• ’Jy (h) and  Iy (h) are bounded in h in some neighborhood of 0.
Condition (P3) will be reformulated now as
(P3′) Consistency The matrix A representing the di5erence scheme satis?es conditions (37) and
(38).
As an immediate result of these more restrictive conditions we obtain the following generalization
of the Lemma 2.
Lemma 3. Under the assumptions of 1 + 1 times continuous di=erentiability of L; existence of
unique solution y(·) of (26); (27) and (P3′) there exists /¿ 0 such that ‖Bh(Phy)‖6 /h1 for any
su>ciently small h.
The proof of Lemma 3 uses the Taylor series development up to degree 1+1 and the consequences
of (26) which are obtained by di5erentiating it up to 1 times.
Theorem 1 is now generalized to
Theorem 2 (Convergence). Let y(·) be a solution of the Euler–Lagrange system (26); (27) and Yh
be a solution of (21) and (29). Then conditions (P1); (P2) and (P3′) with an additional requirement
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of (1+ 1)-times continuous di=erentiability of L imply that there exist positive constants ,; s and
/ such that
‖Yh − Phy‖s6 /,h1; (39)
for all su>ciently small h. This implies the convergence of the approximate solution Yh to y(·) as
h → 0:
The proof of the Theorem 2 follows along the lines of the proof of Theorem 1.
We can also generalize Lemma 1 with an analogous proof:
Lemma 4. Let A; J and I be as in De:nition 1; and let the entries of h1A be bounded in h in
some small neighborhood of 0. If A satis:es the consistency condition (P3′) then the following two
conditions hold:
(a) for all k ∈J
N∑
l=0
akl(l− k)n =0; 06 n6 1; n =1;
N∑
l=0
akl(l− k)= 1h ; (40)
(b) for all l∈I∑
k∈J
akl(k − l)n =0; 06 n6 1; n =1;
∑
k∈J
akl(k − l)= 1h : (41)
Also; if there exist q; independent of N; such that akl =0 for all k; l; with |k − l|¿q; then (40)
and (41) imply (P3′).
6. Numerical results
Recall that the integral in (1) is approximated by a sum-of-squares (20)∫ t1
t0
L(t; x(t); x˙(t)) dt ≈ h
∑
k∈J
m∑
i=1
F2i (tk ; Zk ; AkZ)
and a least-squares solution is obtained by attempting to solve the over-determined system (22),
Fi(tk ; Zk ; AkZ)= 0; i=1; : : : ; m; k ∈J:
In some cases it is advantageous to add a constant ! to the Lagrangian, obtaining the problem,∫ t1
t0
(L(t; x(t); x˙(t)) + !) dt → min; (42)
subject to (2). This problem is equivalent to (1), (2), since the end-points are ?xed. The approxi-
mation (20) now becomes∫ t1
t0
(L(t; x(t); x˙(t)) + !) dt ≈ h
∑
k∈J
m∑
i=1
(F2i (tk ; Zk ; AkZ) + !) (43)
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and the over-determined system (22)√
Fi(tk ; Zk ; AkZ)2 + !=0; i=1; : : : ; m; k ∈J: (44)
For !=0 this reduces to the original system (22). In some problems a small negative ! resulted in
faster convergence. Note, if F2 ¿ 0 then a negative ! would bring F2 +! closer to zero, resulting in
smaller Newton steps. A positive ! is useful if it is necessary to keep the integrand of (42) positive.
In order to improve numerical stability, the iteration (12) was modi?ed as follows
xk+1 := xk − /k(Df(xk))†f(xk); k =0; 1; : : : ; (45)
the step size /k selected by the Armijo rule (see, e.g., [2]).
The numerical examples below were computed using MATLAB 5.0 on 100 MHz Sun 1000. In
Examples 2–6 we minimize an integral
∫ 1
0 L(t; y; y˙) dt subject to the same boundary conditions,
y(0)= 0; y(1)= 1: (46)
In Example 7 we minimize an integral
∫ 1
0 L(t; x; y; x˙; y˙) dt (two-dimensional system).
Example 2 (Surface of revolution). The minimal surface of revolution of the curve passing through
shortest path between (0; 1) and (1; 2) is found by minimizing∫ 1
0
y
√
1 + y˙ 2 dt; (47)
subject to y(0)= 1; y(1)= 2: The solution is the curve of the form
y(t)=C cosh
(
t + C1
C
)
; 06 t6 1; (48)
where C =0:94998882727723 and C1 =C cosh−1(1=C) were found numerically. The Newton method
is applied to the system:√
!+ |zi|
√
1 + N 2(zi+1 − zi)2 = 0; i=0; : : : ; N − 1 (49)
with z0 = 1; zN =2. The starting point for the method was a straight line segment joining the end-
points (0; 1) and (1; 2): Fig. 1 gives the graphical representation of 20 iterations, with N =20 and
!=1. The solution (48) is approximated with precision 0:0147 in 2:34 s. Precision is here the
absolute value of the error, or di5erence between the computed and theoretical solutions.
Example 3 (Brachistochrone). The classical Brachistochrone problem was modeled as a minimiza-
tion of∫ 1
0
√
1 + y˙ 2√
t
dt (50)
following a suggestion in [6]. Fig. 2 displays 20 iterations of the method (taking 2:41 s), starting with
a straight line segment joining the end-points, as initial approximation. The ?gure shows convergence
to the theoretical solution (a cycloid).
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Fig. 1. Numerical results for Example 2 with !=1.
Fig. 2. Numerical results for Example 3 with !=− 0:5.
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Fig. 3. Numerical results for Example 4 with !=0.
In the remaining examples, the initial approximation is a perturbation of the (known) theoretical
solution. The convergence of our method illustrates its possible use for re?ning approximate solutions.
Example 4 (A mechanical system with a single particle). Consider the Lagrangian
L(t; y; y˙)= y˙ 2 + y2: (51)
The corresponding Euler–Lagrange equation is
Py=y
whose solution, subject to (46), is
y(t)=
et − e−t
e− e−1 : (52)
An approximation with N =20 and precision 1:08× 10−5 was obtained in 1:53 s, see Fig. 3.
Example 5. Consider the Lagrangian L= y˙ 2 + 16y2. Fig. 4 gives the results for !=0, if the La-
grangian is expressed as a single square
L=F2:
The 20 iterations attain the theoretical solution with precision of 6:0209× 10−4 in 1:56 s.
Changing to a sum of two squares
L=F21 + F
2
2 with F
2
1 = y˙
2; F22 = 16y
2;
and using !1 = 0 and !2 = 0, the method attains the same precision in just one iteration, which takes
0:1 s. This shows that it is advantageous to keep the discretized system as close to linear as possible.
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Fig. 4. Numerical results for Example 5, with L=F2 and !=0.
Example 6 (Harmonic oscillator). Consider the harmonic oscillator with Lagrangian L= y˙ 2 − y2.
We solve it here using the factorization
2 + L=F21 + F
2
2 ; where F
2
1 = y˙
2; F22 = 2− y2:
The Euler–Lagrange equation is
Py=− y;
whose solution subject to (46) is y(t)= sin t=sin(1). Fig. 5 shows convergence in 20 iterations, taking
0:83 s, with error 1:6505× 10−5 (from the known theoretical solution).
Example 7 (Two-dimensional system). Consider a two-dimensional system with Lagrangian
L= x˙2 + y˙ 2 + x2 + 2y2 + xy
on the interval [0; 1], with boundary conditions x(0)=y(1)= 0 and x(1)=y(0)= 1. We factorize
the Lagrangian as
L=F21 + F
2
2 + F
2
3 + F
2
4 + F
2
5 ;
where F21 = x˙
2; F22 = y˙
2; F23 = x
2; F24 = 2y
2; F25 = xy.
Figs. 6 and 7 show 6 iterations attaining precisions of 2:4 × 10−5 and 5 × 10−5 in the x and y
components, respectively, in 2:78 s.
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Fig. 5. Numerical results for Example 6.
Fig. 6. Numerical results for Example 7: x component.
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Fig. 7. Numerical results for Example 7: y component.
7. Discussion and future research
As suggested by Remark 1 of Section 1, convergence is improved if the functions Fi’s are as close
to linear as possible. This is illustrated in Example 4 where convergence was remarkably improved
when we expressed the Lagrangian as
L=F21 + F
2
2 with F
2
1 = y˙
2; F22 = 16y
2:
since in this case Fi’s are linear.
Consider now the complexity of a single iteration. If the Jacobian (Df(xk)) is nonsingular (or of
full column-rank), (13) can be solved for dk directly from the normal equation
(Df(xk))T(Df(xk))dk =(Df(xk))f(xk); (53)
instead of explicitly computing (Df(xk))†f(xk). When we use Euler di5erence approximation scheme,
the matrix of the system (53) is three-diagonal which means that dk can be found in time linear in
the number of variables. Of course, higher order approximations will reduce the sparseness of the
matrices involved, but they will still be (2q+1)-diagonal where q is as in Lemma 1. The complexity
of computing dk is thus O(q2n).
Future research topics, suggested by the above results, may include:
(a) higher order approximation schemes as outlined in Section 5,
(b) generalizations of Theorem 1 to the case of di5erent quadratures in (5),
(c) the role of the parameter ! in (44), and
(d) adaptive methods where the parameter ! is adjusted during iterations.
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