Experimental social psychology has dealt primarily with situations that are not true social interactions; in a typical study, a subject responds to a fixed, artificial social stimulus such as a photograph, written description, or performance by a confederate. Although these artificial social stimuli provide experimental control over independent variables and can be analyzed using the types of statistical models originally developed for nonsocial experimental research, they provide little or no information about the interactive aspects of social behavior-the reciprocity or mutual contingency of the behavior of interaction partners. This paper describes a nonexperimental design specifically tailored to social interaction data that provides more information about individual differences and social influence in social interactions: a round robin design in which each person interacts with every other person. After a brief review of available models, a new and more general model for the analysis of social interaction data is presented, with an empirical demonstration using vocal activity data.
Experimental social psychology has often been limited to the study of artificial, one-sided social situations in which the subject responds to some fixed social stimulus created by the experimenter; this has been the case even in research on person perception and interpersonal attraction, where it is especially apparent that the behaviors and attitudes of persons are mutually contingent (i.e., A's liking for B affects B's liking for A, and vice versa). In research on subject reactions to fixed stimuli (rather than the reactions to other persons in the context of naturally occurring social interactions), information about the reciprocity of social behaviors is lost. Moreover, the use of standardized, artificial stimuli often precludes having stimuli that are representative of typical interactions. Thus, Development of this model was supported in part by National Science Foundation Grant BNS 77-03271, David A. Kenny, principal investigator. Additional funds were provided by the Livingston Fund Award (Harvard Medical School).
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A round robin design is one in which all possible pairs of subjects from some set of subjects interact (like the pairings formed in a tennis tournament). This term was introduced by Gleason and Halperin (1975) . For each person paired with every other person, an observation is made of some social behavior (speech pattern, rating, or degree of attraction). Thus the "treatments" to which each subject reacts are the behaviors of other subjects. This design provides two kinds of information about social behavior-first, information about individual differences among subjects (in speech patterns, ratings, or other behaviors); second, information about the mutual influence that interaction partners have on each other's behaviors (for instance, the tendency to reciprocate positive feelings or to match the durations of certain kinds of pauses in speech).
Before introducing a new round robin analysis of variance, two simpler designs for social interaction data will be briefly reviewed. Each of these designs provides partial information about social behavior, and the round robin design can be understood as a model Copyright 1979 by the American Psychological Association, Inc. 0022-3514/79/3710-1742$00.75 1742 that integrates and elaborates on these two simpler designs.
Intraclass Correlation
A common nonexperimental design for social interaction research is one in which a number of different dyads are formed and each subject's behavior toward one randomly assigned partner is observed. An example is a study reported by Welkowitz, Cariffe, and Feldstein (1976) on the congruence of vocal activity (i.e., the tendency for conversation partners to match the mean durations of their switching pauses, the pauses that occur after one person has stopped speaking and before the other person begins to speak). For each subject there is one observation, the mean switching pause duration in seconds. The observations are arranged by dyads, as illustrated by the hypothetical data displayed in Table 1 .
To determine the strength of the tendency for partners to match pause durations, it is necessary to look at the correlation between the two columns of data, but an ordinary correlation coefficient is inappropriate here because the data do not consist of ordered pairs, that is, the assignment of any particular observation to the first or second column is arbitrary. This type of layout also occurs in examining twin data, as in research on IQ; here also there is no basis for labeling one twin X and the other twin X''. For this type of data layout an intraclass correlation is required (Snedecor & Cochran, 1967, 294-296) . The r intraclass is calculated slightly differently from the ordinary product-moment r; each Note. Each entry is a hypothetical mean switching pause duration (in seconds). The sequence can of course be extended for Dyads 4, 5, 6, and so forth. X = switching pause duration for one of the speakers; X' = switching pause duration for the other speaker. Note. Design used by Goldman-Eisler (1952) .
pair of observations is counted twice when computing the covariance term in the numerator-once as X, X' and again as X', X. Instead of calculating the variances of the X and X' groups separately, the denominator consists of the variance of all the observations. The r intraclass is just the ratio of these two terms. The intraclass correlation provides information about the matching or reciprocity of behaviors between partners, but it ignores individual differences among persons.
Ordinary Two-Way Analysis of Variance
A second approach to the study of social interaction involves the partitioning of variances to look for individual subject differences. Individual persons (or groups of persons) are treated as levels of subject factors in an ordinary analysis of variance. When there is some asymmetry of roles (such as doctor/ patient or interviewer/interviewee), the data are easily translated into a two-way analysis of variance. An example of this design is a study by Goldman-Eisler (1952) ; the hypothetical data in Table 2 represent the mean proportion of time each doctor spent talking when paired with individual patients of two different types. This design can be treated as a two-way analysis of variance, and comparisons can be made of the following: individual differences among doctors in' talkativeness; differences in the activity levels elicited from doctors by the two different types of patients; and interactions between doctor and patient type.
This design does deal with individual differences (both in the types of social behavior that individuals exhibit and in the types of social behavior that groups of patients elicit); but it is less well suited to the study of social interactions among peers (i.e., social interactions that do not have a role asymmetry that makes it easy to assign some individuals to the row factor and others to the column factor); furthermore, it provides no information about mutual influence of social behaviors.
Round Robin Analysis of Variance

Model Specification
Round robin designs make it possible to obtain both kinds of information about social interactions-individual differences and mutual contingency. Several round robin-type designs have been developed (Bechtel, 1971; Gleason & Halperin, 1975; Lev & Kinder, 1957) ; all of these designs are applicable to data layouts in which each subject is paired with every other subject, but they differ with respect to the assumptions that they have made about the kinds of nonindependence among observations. Since these models have developed as a special application of the pairedcomparisons design in psychophysical research, some of the assumptions of these models are rather restrictive or in other respects not ideally suited for some of the special difficulties that arise in social psychological research.
The reason for developing a new model is to tailor the round robin design more specifically to the problems of social interaction and to make available a model with less restrictive assumptions about the type of dependence among observations. Depending on the research problem, however, one of these previously suggested models may be more appropriate; accordingly, the specifications of these other models will be described briefly later in this paper to assist readers in choosing the best model.
Round robin designs arise frequently in small-groups research, where records are kept of the frequency or duration of various types of acts that each group member addresses to each other group member; in studies of person perception, where each person rates every other person in a group; and such data may be generated by creating all possible pairs from a small subject pool and studying their behavior in isolation or by collecting data in group settings.
Any social psychological dependent variable can be used: summary information on speech, gaze, or body movements; frequency counts of the number of acts (aggressive, altruistic, or other); ratings, perceptions, or self-report measures of utility-the amount of some resource (money, time, materials, or whatever) that each person gives to each other person.
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A round robin data layout is illustrated in Table 3 , where X,,k is an observation of some social behavior of Person i toward Person j on Day or Time k.
The diagonal cells are empty, since ordinarily a person cannot be paired with himself or herself, and the matrix is asymmetric, since the behavior of Person i toward _;' is ordinarily different from that of j to i, even though they may be highly correlated. With some modifications, this will be treated as an n X n X r analysis of variance, where n is the number of subjects and r is the number of observations made on each dvad. This is a random effects model, that is, the set of n subjects is considered to be a very small random sample from a very large population of subjects; subjects were not selected to represent levels of some dimension (such as dominance). By treating this as a random effects model, we achieve greater generality. Formally stated, the model is as follows :
The a, term represents the contribution of Person i as an actor, a source of behaviors; for instance, in a study of the proportion of time spent speaking in conversations, a; represents Person i's talkativeness. The jSy term represents Person j's effect as a partner (i.e., the amount of talk that Person _;' tends to elicit from people when he/she is their partner). Note that these effects can be logically distinguished, although in the case of vocal activity there is a negative correlation between the proportion of time a person tends to talk, and the proportion of time he/she allows other persons to talk when he/she is their partner. For some other social variables, there might conceivably be a positive or zero correlation between the subject-as-actor and subject-aspartner effects. The 7,-,-term is an interaction effect, representing the special adjustment which Person i makes in level of talkativeness when paired with Person j. As usual, tijk represents the error term, which picks up variability in behavior at different times. Looking at the layout in Table 3 may clarify the distinction made between actor and partner effect. The tth row mean represents the average behavior of Person i toward n -1 different partners; thus the row variance indicates whether there are clear-cut and consistent individual differences among persons when their behavior is observed with a number of different partners. The jth column mean represents the average of behaviors of persons who have Person j as a partner; thus the column variance indicates whether there are significant differences among individuals as partners (that is, as social stimuli to which other persons react). These two main effects, row (actor) and column (partner) are both subject variables, and they are in fact based on the same set of subjects ; in developing our new round robin model, we will distinguish the actor and partner factors and allow these two factors to be either positively or negatively correlated. Among the other round robin designs, different approaches are used: Bechtel (1971) treats actor and partner factors separately and allows them to be positively correlated; Lev and Kinder (1957) treat actor and partner as separate factors and require that they be independent; Bechtel (1967) and Gleason and Halperin (1975) treat actor and partner as equivalent and combine them into a single subject factor.
This nonindependence between the row and column factor is just one of the special considerations that necessitate the development of a special analysis of variance model; another special problem is the nonindependence of partner behaviors that comes about because social behaviors are mutually contingent. This mutual contingency means that the behavior of _;' to i is correlated with the behavior of i to j; or, to put it another way, in the layout in Table 3 The sources of nonindependence outlined earlier (the correlation between row and column factors and between pairs of crossdiagonal cells) must also be incorporated into the model specifications. The covariance between Person i's effect as an actor («<) and Person i's effect as a partner (/3,-) is formally 
for all i and j, j ^ i E(tijk) = 0 for all i, j, and k
to as the row and column covariance.
The covariance between pairs of crossdiagonal cells is more complex, since it consists of two parts. First, it is reasonable to assume that there is some correlation between 7,7 and ?,-,-(that is, between i's special adjustment to j and j's special adjustment to i). This nonzero covariance between the interaction effects within dyads is represented as p 2 <T T 2 ; formally, the nonindependence assumption requires that we specify E(jij, yy.) = p2<r T 2 . This term will be referred to as the crossdiagonal interaction covariance, and it will be interpreted as evidence for some kind of lasting reciprocity of behaviors within dyads. Furthermore, it is likely that the error terms for the behavior of social interaction partners on a particular day or time will also be correlated; formally, E(f iik , tya) = p 3 <r< 2 ; this will be interpreted as evidence for a situationspecific reciprocity in partner behaviors. All other covariances are assumed to be zero; the model specifications outlined in this section are summarized in Table 4 .
For some types of social interaction data, there may be a further source of nonindependence among observations; in person perception data, if Persons h and _;' discuss their perceptions of Person i, then the h, i and j, i ratings may be correlated. In the vocal activity data presented as an illustration in this paper, this additional source of nonindependence is assumed not to occur, and some care should be taken to minimize this type of nonindependence in designing studies that are to be analyzed using round robin designs.
Before outlining the calculations and parameter estimation procedures, we should note the alternative model specifications briefly described in Table 5 ; depending on the nature of the data, one of the previously developed models may provide more powerful means of analyzing some data. This new model has the least restrictive assumptions of any of these designs.
Calculation of Means and Mean Squares
The strategy adopted for the purpose of developing the new model was as follows: First, we set up formulae for the sample means and mean squares; next, taking into account the empty diagonal cells and the nonindependence assumptions included in the model specifications, we worked out the expected mean squares; finally, we used the expected mean square equations to solve for the variance components of the model (e.g., o-a 2 , af, aj) in terms of the sample mean squares. Significance testing on these variance components was done by jackknifing, since ordinary F ratios are not easily set up. After these procedures have been outlined in detail, the model will be demonstrated using vocal activity data.
The computation of sample means is straightforward; the only special consideration is the presence of empty cells in the diagonal.
Grand mean:
Cell mean:
As usual, the estimate of the grand mean is M... . Because of the empty diagonal cell, Mi.. -M... is not an unbiased estimate of the row effect («<); the following argument will explain why the empty diagonal cells produce bias in the row means of this layout. When you sum across row i, for instance, you get an average of Person i's behavior with n -1 partners, not including self. This means that the estimate of Person i's talkativeness relative to the talkativeness of the other persons in the sample is biased, since Person i is not observed with the same set of partners that all the other persons had. Since we can get an estimate of Person i's effect as a partner (j8,-), however, it is possible to correct for this "missing partner" bias. For instance, in the data on proportion of time spent speaking in conversations, any particular observation (X, ; ) depends upon the talkativeness of i, the person being observed, and the amount of talk elicited by j, the partner. Typically, the amount of talk elicited by j depends on j's talkativeness. If Person i is the most talkative person in the sample, the the fact that i lacks himself or herself as a partner means the estimate of his/her talkativeness is slightly inflated, since he/she had the last talkative set of partners of any individual in the sample. An analogous argument holds for bias in the column means. The estimates for the row effects and the column effects are as follows:
These equations make sense in light of the previous discussion; to get an estimate of Person i's true row effect, it is necessary to correct for the "missing partner" bias by adjusting by some fraction of Person i's column mean. As usual, once the row and column effects are known, estimates of the interaction effects can be obtained by subtraction:
The calculations for mean square row and mean square column are straightforward, but the coefficients are slightly different; note that the total number of observations in the design is rn(n -1) and the number of observations in a row or column is r(n -1).
MS.
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Before going further, notice how the empty cells and the special nonindependence assumptions affect the variance components that are estimated by the row mean square. For Mi., and M... , we have:
When these expressions are used to derive the expected mean square for row effect, the special assumptions incorporated into the model specifications mean that many crossmultiplication terms whose expected values would be zero in an ordinary analysis of variance now have nonzero expectations; for instance, since on is correlated with /J., there will be a nonzero covariance term picked up when the on term in the equation for Mi., is multiplied by the /3. term in the equation for M... and their expectation is taken. The expected mean square for row in the round robin model includes the following terms.
where pio-a a0 is the Row X Column covariance, P2CT Y 2 is the cross-diagonal interaction covariance, and p 3 <r e 2 is the cross-diagonal error covariance.
The complete derivation for the expected mean squares will not be presented here since it is rather lengthy; a copy of the derivation is available on request (Stoto, Kenny, & Warner, Note 1) .
The number of untraditional variance components included in this expected mean square suggests that it will not be easy to find an appropriate error term that will make it possible to set up an F ratio to evaluate the significance of the row variance. Instead, we decided to solve directly for estimates of the variance components themselves; this requires seven equations in seven unknowns. Some additional sample mean squares are therefore needed, and the nature of these mean squares can be guessed from the set of unknowns appearing in EMS row . The new mean squares are a mean square for row and column covariance (denoted MS BowXCol )» a mean square for the covariance of cross-diagonal interaction effects (denoted MSc^xceu) > an(^ a mean square for the covariance of cross-diagonal errors (denoted .^ErrorXError)-Also, in setting up the sample mean squares, we have chosen to calculate a mean square for cells that is not the usual mean square for interaction; this was done because it is easier to evaluate the expected mean square for cells. The set of mean squares to be computed for the round robin layout are as follows:
and , n(n-
MS, column
The coefficients for the variance components in the seven expected mean square equations corresponding to these sample mean squares are summarized in Table 6 .
We now have the information necessary to solve for the estimates of the seven variance components. Let M be the (7 X 1) vector of CO| , M5 cell , sample mean squares: (MS TOW , M5
•^RowXCoD •^'^CellXCelli -^errori • Let V be the (7 X 1) vector of variance components to be estimated : Let C be the (7 X 7) matrix of coefficients from the expected mean squares equations, as in Table 6 .
By definition, M = CV. Therefore we can solve for estimates of the variance components by multiplying both sides by the inverse of the coefficient matrix, to get V = C~' M.
One can of course consider various special cases of the model as a a = <rf and pi = 1 ; P2 = 0;p 2 = I;p 2 = -I;p 8 = 1; or pa = -1. For any of the above assumptions one can simply drop the relevant mean square and change the coefficient matrix accordingly. In the case of a£ = af and pi = 1, a sensible strategy would be to combine MS nw and -^column.
and dr°P ^5RowXColumn-
In order to ensure that all the parameters in the model are identified, it is necessary to have a minimum of four subjects. The model may be applied where r = 1 (each dyad is observed only once), but in this case it will not be possible to distinguish the interaction variance (o- 7 2 ) from the error variance (<rf), or the cross-diagonal interaction covariance (p2<r y 2 ) from the cross-diagonal error covariance some means of evaluating whether they differ significantly from zero. 2 A useful strategy is jackknifing' (Hosteller & Tukey, 1977) . The idea is to estimate the variance of a parameter by examining the empirical distribution of estimates of that parameter (such as <7«
2 ), since there is no simple way to determine the variance of its theoretical distribution. For <7« 2 , for instance, this can be done as follows: First, create n different subsets of the data, each subset consisting of the full data matrix, omitting the data for one subject (i.e., one row and the corresponding column). For each of these leave-out-one subsets, we can estimate a value for a<?. Now, these n different estimates of <r a 2 are not independent, since the subsets overlap in membership; but Hosteller and Tukey have devised a way around this problem. A set of pseudoestimates is generated from the leave-out-one estimates, and the pseudoestimates can be treated as if they were independent. Let F all be the value of o-a 2 for the whole group of n subjects; let FO> be the value of <r a 2 for the subset of n -1 subjects created by omitting person j. Then the pseudoestimates are given by F*y = «(F all ) -(n -1)F 0) , for j = 1, 2, ...,«. The F,, pseudoestimate is a "fake" estimate of <r a 2 , as if we had been able to estimate a,, 2 based on only subject _/; using this set of pseudoestimates, we can estimate the standard error
Significance Testing
! To see why F ratios are difficult to set up, consider the expected mean squares associated with the ratio of mean square rows and mean square error. It is clear Once estimates of the variance components that this ratio would not be an unbiased estimate of have been obtained, it is necessary to have the row effect variance. Hosteller and Tukey, 1977 (chap. 8) .
Interpretation of the Variance and Covariance Components
Since the components of this model differ from those of an ordinary analysis of variance, some comments on the meaning that the variance components have for various types of social interaction data may be helpful. Notice first that three variance components (actor, partner, and interaction) correspond to the components of an ordinary two-way analysis of variance and that three covariance components (row and column, cross-diagonal interaction, and cross-diagonal error) provide information somewhat similar to that of an intraclass correlation design.
A ctor effect. This factor is related to individual differences among persons as sources of social behaviors; depending on the dependent variable, this factor can be renamed speaker, rater, perceiver, and so forth. Since each individual's behavior is observed over a number of different partners, the round robin analysis of variance provides a fairly strict test for stability; the actor effect cannot be large unless individuals are fairly consistent in their behavior, regardless of the person with whom they are paired.
Partner effect. This factor indicates whether there is a strong tendency for individuals to elicit particular types of behavior from other persons-for instance, high or low trait ratings, high or low level of attraction, high or low amounts of speech activity, and so forth.
Notice that it is possible to have a strong actor effect and a weak partner effect (this occurs in the vocal activity data presented in this paper as an illustration of the model) or a strong partner effect and a weak actor effect (as we have seen in preliminary work with person perception data, where the subjects are being trained to apply an objective rating system; there are small differences among ratings given by different raters and large differences in the ratings received by different individuals). Thus, although they are often highly correlated, it is important to stress again the logical distinction between these factors, and in some situations, particularly in person perception research, it is interesting to compare the magnitude of these two main effects.
Interaction effect. This component relates to the particular adjustment that each person makes to each particular partner. In vocal activity research, for instance, interaction effect indicates whether Person i paired with Person j consistently talks a little more (or a little less) than would be expected on the basis of i's talkativeness and j's tendency to elicit talk. This interaction effect also has meaning in person perception and attraction research-does Person i tend to like Person j more than would be expected on the basis of i's average liking and j's average tendency to inspire liking? The interaction effect picks up any tendency to make adjustments that are unique to each partner and hold up across repeated pairings with that partner. In a sense the interaction term measures what is unique to the interaction between partners.
Row and column covariance. If this covariance is very large relative to the row and column covariances, and if it is positive, it suggests that the row and column factors are nearly indistinguishable, in which case a single factor design (one that combines actor and partner into a single subject factor) may be more appropriate. In some situations, the row and column covariance may have a substantive interpretation; if the dependent variable is related to utility (for instance, the favorableness of a rating or the amount of some resource given by one person to another), then the relationship between the row factor (amount Person i gives out, on the average) and the column factor (amount Person i receives, on the average) may be viewed as a kind of "equity" factor. Another theoretical construct that comes close to describing this factor in person perception is projection; a high row and column covariance could be taken to mean that the ratings a person gives to others are closely tied to his or her own traits (as perceived by others). For the vocal activity data, there is no simple interpretation of this covariance.
Cross-diagonal interaction covariance. This is one of the two dyadic reciprocity factors in the round robin design; it should be distinguished from the cross-diagonal error covariance, which picks up a different type of reciprocity. A large cross-diagonal interaction covariance means that for each of the possible (i, j] dyads, the systematic and enduring adjustment that i makes to _;' is correlated with the enduring adjustment that / makes to i. For interpersonal attraction data, it seems likely that this could be a strong relationship; that is, if i always tends to like _;' more than expected, it seems probable that in return j always tends to like i more than expected. The reciprocity picked up by this covariance is an enduring reciprocity, that is, a relationship between partner behaviors that holds up across different times or situations.
Cross-diagonal error covariance. This is a situation-specific reciprocity effect. If this covariance is large, then the behaviors of the partners are highly correlated in any particular situation, although they may not necessarily be related in the same way across different situations. For instance, in the vocal activity data, we will find a large cross-diagonal error covariance-since the proportion of time available for speaking in any particular conversation is approximately zero sum, the vocal activity of partners in specific conversations is highly negatively correlated. However, the reciprocity turns out not to be enduringthat is, although the sum of activity is approximately 1 in any particular conversation, the allocation of time between partners may be worked out differently in different conversations-in one, Person i may do more than his or her share of the talking; in the next, Person j may do more than his or her share. A fanciful example illustrating the independence of the situation-specific and the enduring reciprocity factors might be found in a soap opera, where the attractions and antipathies among the characters may be highly correlated and mutual in any one episode, but the pattern of attractions may shift from one week to the next-indicating strong situation-specific reciprocity and a lack of enduring reciprocity.
Summary
Clearly, the interpretation of the variance and covariance components in the round robin model depends upon the nature of the dependent variable and the type of substantive or theoretical questions that arise about the reciprocity of behaviors. The goal of this section is to show the flexibility of the new round robin model; there are some readily understandable parallels between well-known theoretical constructs and the factors in the round robin design. The following section will demonstrate the application of the round robin design to vocal activity data.
Empirical Illustration
Various aspects of speech activity in conversations and interviews have been singled out for study, for example, mean duration of vocalizations or pauses, probability of initiating or maintaining speech, and proportion of time spent speaking; these vocal activity parameters are interrelated, and certain aspects of vocal activity are highly consistent for individual speakers (Jaffe & Feldstein, 1970) . Of these parameters, the simplest one to study is the proportion of time spent speaking, or speaker activity level. Past research on individual speaker consistency has generally involved at most two or three different partners; the round robin design provides a natural method of examining individual differences across many different partners in order to evaluate parametrically whether the reliable individual speaker differences claimed on the basis of this earlier research actually exist.
A round robin study of proportion of time spent speaking was conducted by Warner (Note 2). Eight participants (four male, four female) were enlisted for a study of conversation. Each of the 28 possible pairs conversed privately on 3 separate days for about 12 to IS minutes each time. Each speaker's voice was recorded onto a separate channel of a stereo tape. The participants wore headsets with noise-canceling microphones close to the mouth; this type of microphone arrangement, which was somewhat intrusive, was necessary because ordinary microphones allow too much spillage of voices between channels. The proportion of time spent speaking by each person was determined by using a computer voice-operated relay to detect the presence or absence of speech in each of the two channels of the tape-recorded conversations. The voiceoperated relay was calibrated by means of an indicator light that showed when the system was detecting speech activity; thus a human listener could manipulate the threshold and other settings on the voice-operated relay until the pattern shown by the light matched the perceived on-off pattern of speech activity.
The on-off vocal activity judgment was made twice per second, and this information was used to determine the proportion of time spent speaking by each person over the time of the whole conversation.
Subjects were instructed that the study was about the process of becoming acquainted and were told that they could talk about whatever they liked. Pilot tests had indicated that this was probably much more natural than imposing some kind of task; most dyads had little difficulty in carrying on a conversation, and a number of conversations were quite animated and contained information of a rather personal nature. Subjects spent their free time between recording sessions in a lounge where they were free to talk.
An effort was made to promote a feeling of ease in the situation, at the cost of experimental control; for example, several persons in the study were previously acquainted, some of the conversations that took place for the tape recorder were continuations of conversations that had begun in the lounge, and many conversations continued after the tape recorder was turned off. Partly because of the marathon nature of the scheduling (the eight subjects spent three 8-hour days participating in the study), a certain amount of group cohesiveness developed. For all these reasons, it seems likely that the conversations reported in this study are more natural than those that have been elicited from persons who come into the laboratory "cold" for just one session or who converse via intercom without visual contact.
The proportion of time spent speaking was tabulated for all 84 conversations, and the results are displayed in the 8 X 8 X 3 data matrix shown in Table 7. (row, column, interaction) must be nonnegative, a one-tailed t was used for these three tests; the covariances (row and column, cross-diagonal interaction, and cross-diagonal error) can be either positive or negative, and so a two-tailed / is needed for these three tests.
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Discussion
There were two significant effects: (a) clear-cut individual speaker differences in activity level, as shown by the significant / value for row effect and (b) strong situational reciprocity between the speech of partners in particular conversations, as indicated by the significant t value for the cross-diagonal error covariance. No other effects were statistically significant (although the sizes and signs of all other effects were generally consistent with our expectations, which lends some additional plausibility to the model). Our results confirm earlier findings of individual differences; we also have information about the cross-diagonal error convariance, which can be interpreted as evidence of a situation-specific reciprocity of speech activity level. This was anticipated, since it is a common sense observation that the time allocation within any particular conversation is approximately zero sum, that is, the more time taken up by one speaker, the less time available to the other speaker. Thus, the proportions of time spent speaking by the two persons in a particular conversation (Xijk, Xjik) are negatively correlated.
The partner effect was smaller than the speaker effect, which would suggest that the impact of partner activity level on an individual's speech production is not as great as the effect of his or her own "preferred" activity level. As anticipated, there was a negative covariance between the activity level of a person and that person's effect on other prople's activity level when he or she was their partner; however, this covariance was not significant, so it seems appropriate to conclude that the relationship between an individual's activity level and his or her tendency to elicit a high or low activity level from others is not so strong that these two factors should be considered equivalent.
There was a relatively modest and nonsignificant interaction effect. This can be rationalized as follows: although it is true that in any particular conversation between persons i and j they adjust their activity levels to each other to achieve a total proportion of time active of about 1.0, this adjustment can be made in a number of different ways, and the adjustment that they make in any one particular conversation is unique to that conversation and does not carry over to later conversations (at least, not in our study, which considers only three conversations per dyad). That is, in one conversation, i may talk a little more than would be expected (based on i's talkativeness and j's tendency to elicit talk); in another conversation, i may talk less than would be expected. The small interaction variance indicates that there is not a fixed adjustment for each dyad, so that when i talks to j, he or she always talks a little more (or less) than usual.
The cross-diagonal interaction covariance for these data is virtually zero. This is reasonable; if i's adjustment to j is not stable or fixed across different situations, it is not reasonable to expect a strong relationship between i's average adjustment to _;' , and j's average adjustment to i. Furthermore, even if these partner adjustments were consistent, as would be indicated if there were a large interaction effect, the adjustments in activity level might not necessarily be correlated for partners. Any combination is possible -depending upon the "preferred" activity levels of i and j, both partners could talk more, both partners could talk less, * could talk more and j could talk less, or j could talk more and i could talk less; any of these types of adjustment could conceivably be needed in order to work out the time allocation between partners. Since all these combinations can and do occur, on the average the covariance between i's adjustment to j and j's adjustment 6 When testing whether a variance component is zero in the population, a one-tailed / is appropriate, since the true variance component in the population cannot be negative. Since the pseudovalues can be negative (and will be negative about half the time if the true variance component being estimated is zero), there is no reason why these pseudoestimates could not be / distributed. Of course, the covariance terms can be either positive or negative, so two-tailed <s should be used for the covariance terms. to i will be nearly zero. The small (virtually zero) covariance obtained for this crossdiagonal interaction covariance indicates a lack of enduring reciprocity in speech activity level-there is no adjustment that i always makes to j that is correlated with an adjustment that j always makes to i. It seems likely that certain other vocal activity parameters (such as mean switching pause duration) and other variables such as attraction, might show enduring reciprocity; but there seems to be no such effect for activity level of speakers. The significant individual speaker differences, taken together with the nonsignificant interaction effect, suggest that the appropriate unit of analysis for proportion of time speaking is the individual person rather than the dyad. The strong situational reciprocity, together with the lack of enduring reciprocity, suggests that the reciprocity of speech activity levels depends heavily on situational factors-perhaps topic of conversation, time of day, moods of the participants, and so forth, rather than on some lasting "agreement" between partners as to their relative dominance or right to claim speaking time. At present the model is not set up to handle order effects, but it could be extended to account for predictable shifts in the time allocation between partners over time (if these occur).
Although the main focus of this discussion is interpretation of the significant effects, there are additional aspects of the results in Table 8 that bear further examination. It is possible to estimate correlations from the mean squares: The fi is the correlation estimate for the relationship between the row and column factors that would be obtained directly from the raw data. It is a biased estimate of the true relationship between row and column factors; this can be seen by inspecting the set of variance components belonging to £M5 RowXColumn , EMS row , and £M5 oolumn . The ratio of these raw mean squares clearly does not provide an estimate of the true correlation pi. The same problem applies to the estimate for r 2 , which is also biased; however, no such problem arises in estimating p 3 , which is just (M5 ErrorXError )/Af5 error . An alternative means of estimating the correlations is to take ratios of the variance and covariance components derived from the round robin model, as follows:
Although the components of these new correlation estimates are unbiased, our initial experiences with them indicate that they may be unreliable. Also, just as estimates for the variance components of the round robin model can be less than zero due to sampling error, correlation estimates derived from the variance and covariance components may fall outside the range of plus or minus one, especially if the denominators are small. Thus some caution is in order when using or interpreting these correlation estimates. It should be kept in mind that correlations based on the raw data in a round robin-type layout do not estimate what they seem to be estimating. Such raw correlations are commonly reported in person perception literature; their interpretation is highly problematic.
Another useful strategy is comparing the magnitude of various effects. A simple instance where this may be substantively interesting is in person perception research, where it may be useful to know whether there is greater variability among the ratings that people give (rater or actor effect) or the ratings that people receive (partner effect); that is, is the trait in question "in the eye of the beholder" (influenced mainly by the person doing the rating)? Or is it a trait that different observers can agree upon, influenced mainly by characteristics of the person being rated? This comparison can be made by looking at the ratio (or the difference) between the row and column variance components, and the significance of the ratio or difference can be evaluated by jackknifing. This comparison of actor and partner effects was not significant for the vocal activity data, /(7) = .635. That is, even though the row variance was significantly greater than zero and the column variance was not significantly greater than zero, the row variance was not significantly greater than the column variance.
More elaborate comparisons among the variances can also be constructed. For example, for some applications it might be instructive to ask to what extent the variability of social behavior is accounted for by characteristics of the individuals (actor and partner effects) as opposed to characteristics of the dyad or the situation (interaction and error). To the extent that actor and partner factors predominate, social behavior can be viewed as additive; social interaction can be conceived of as a linear system, that is, a system with behavior that can be predicted from the behavior of its components. Such a test of additivity might take the following form:
For our data, this ratio was significantly greater than zero, t(1) -2.44, p < .025 onetailed, based on the jackknifing of this ratio over different subsets of the data; that is to say, some nonnegligible amount of the variability in vocal activity level is accounted for by the components of the conversational system, the speakers themselves. Depending upon the nature of the research problem, other comparisons among variances can be set up.
Special Applications
As with any statistical model, the decision to use the round robin model depends on two considerations-first, whether the assumptions of the model are satisfied, and second, whether the model provides the desired information. It is possible to use the round robin model to analyze data on unconstrained social interactions in natural settings or to make group comparisons; however, it is important to realize that these data may violate certain assumptions of the round robin model.
Consider the type of study in which social interactions are observed in natural settings such as classrooms. One might count the number of aggressive or attention-getting acts by each child. Since such data violate the independence assumptions of ordinary chisquare and analysis of variance, one should not use these tests. Clearly each act within a given classroom is dependent to some extent on the other acts that occur within that classroom. This might suggest that the round robin model is suitable for these data; in addition to reciprocity effects, however, there are likely to be other forms of social influence such as modeling or shared attitudes toward particular class members. In postulating the round robin model, we assume that (except for the reciprocity covariances) the observations are independent, for example, h's behavior toward Person * is assumed to be uncorrelated with j's behavior toward i. Clearly if Person j imitates h's behavior or shares h's attitudes toward other individuals, the behaviors of h and j will be correlated. This means that the independence assumptions of the round robin model are violated. It may be possible to minimize these other forms of social influence by preventing the participants from observing the interactions of other dyads and preventing participants from discussing their perceptions and attitudes. In many natural social environments, however, this kind of control is not feasible, and the use of such stringent controls may sacrifice too much external validity.
We know of no statistical test of the covariance structure of the data to evaluate whether the independence assumptions of the round robin model are satisfied. Such a test could conceivably be developed along the lines of work done by Huynh and Feldt (1970) . In the absence of statistical criteria, the investigator must realize that modeling and shared expectations will bias the estimates of the round robin model parameters.
Another difficulty in the analysis of interaction data from unconstrained social situations is that participants self-select their partners and may not interact with everyone else in the group. This results in large numbers of missing observations or zero frequencies. At present the analysis we propose cannot handle missing data. The presence or absence of ties between persons reveals network structure, however, so block models or network analysis are viable alternatives (White & Breiger, 1975) .
Another possible application involves group comparisons: either comparisons of two or more round robin layouts or comparisons of subsets of subjects within a round robin layout. For instance, the vocal activity study reported earlier included four male and four female participants. One might wish to examine differences in talkativeness between males and females or between same sex and cross-sex dyads. This might be done by taking the mean difference in the row effect estimates (a;) for males versus females in such of the leaveout-one subsets of data and jackknifing to get a significance test. One might also wish to correlate the actor effect (a;), talkativeness, with a personality scale such as dominance.
Another consideration in applications of the round robin model is sample size. The round robin analysis requires a minimum of four persons, and the jackknife procedure raises this to five. In fact, we believe that the analysis will provide unstable estimates for sample sizes less than eight. Recall that if there are only seven members of the group, there are only six degrees of freedom in the / test of the actor and partner main effects. To increase the efficiency in estimation, one can replicate the round robin design on different sets of persons. The parameter estimates could then be pooled across the different groups, resulting in more stable estimates. Summary
The new round robin analysis of variance provides a tool for dealing with social interaction data that allows assessment of both individual differences and reciprocity in social behaviors. It readily lends itself to the substantive problems encountered in social psychological research on person perception, attraction, vocal activity and other mutually contingent behaviors. This means that instead of regarding the mutual contingency of social behaviors as a problematic deviation from the independence assumptions of statistical models traditionally used in the nonsocial sciences, it is possible to explicitly incorporate mutual contingency into the design and to treat it as an interesting effect in its own right. By tailoring statistical models to the questions that arise in social psychological research, we can leave behind some of the limitations that are inherent in the use of statistical models that were created to study nonsocial phenomena.
The round robin data layout is not new; this type of design has been employed in a number of classic social psychological studies (Campbell, Miller, Lubetsky, & O'Connell, 1964; Cronbach, 1955; Newcomb, 1961) . It continues to be used in small group and person perception research (e.g., Bales, 1970) . What is new is the statistical model specificially tailored to this design, which makes it possible to test the significance of individual differences, interaction effects, and various types of reciprocity. This new round robin model is ideally suited to the kind of research Tagiuri called for in his 1969 article on person perception in the Handbook of Social Psychology. He recommended more study of person perception in the context of ordinary transactions that occur in the natural environment, where the persons are interacting with each other and each person is simultaneously judge and object.
The round robin design deserves serious consideration as an alternate research strategy that provides information complementary to that from traditional experimental designs. We hope that the availability of techniques that facilitate analysis of data from naturally occurring social interactions will stimulate interest in the interactive, mutually contingent aspects of social behavior and the relationship between individual differences and social interaction.
