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Abstract
Having risen from relative obscurity as few as ten years ago, climate change now looms large among
environmental policy issues. Its scope is global; the potential environmental and economic impacts
are ubiquitous; the potential restrictions on human choices touch the most basic goals of people in all
nations; and the sheer scope of the potential response—a significant shift away from using fossil fuels
as the primary energy source in the modern economy—is daunting.  In this paper, we explore the
economics of climate change policy. We examine the risks that climate change poses for society, the
benefits of protection against the effects of climate change, and the costs of alternative protection
policies. We organize our discussion around three broad themes: why costs and benefits matter in
assessing climate change policies, as does the uncertainty surrounding them; why well-designed, cost-
effective climate policies are essential in addressing the threat of climate change; and why a coherent
architecture of international agreements is key to successful policy implementation.  We conclude the
paper with a summary of key policy lessons and gaps in knowledge.
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Climate Change Policy1
Jason Shogren and Michael Toman
Introduction
Having risen from relative obscurity as few as ten years ago, climate change now looms large
among environmental policy issues. Its scope is global; the potential environmental and
economic impacts are ubiquitous; the potential restrictions on human choices touch the most
basic goals of people in all nations; and the sheer scope of the potential response—a
significant shift away from using fossil fuels as the primary energy source in the modern
economy—is daunting. The magnitude of these changes has motivated experts the world
over to study the natural and socioeconomic effects of climate change as well as policy
options for slowing climate change and reducing its risks. The various options serve as
fodder for often testy negotiations within and among nations about how and when to mitigate
climate change, who should take action, and who should bear the costs.
In this paper, we explore the economics of climate change policy. We examine the risks that
climate change poses for society, the benefits of protection against the effects of climate
change, and the costs of alternative protection policies. We organize our discussion around
three broad themes: why costs and benefits matter in assessing climate change policies, as
does the uncertainty surrounding them; why well-designed, cost-effective climate policies are
essential in addressing the threat of climate change; and why a coherent architecture of
international agreements is key to successful policy implementation.
We consider first the state of knowledge about climate change and its effects, and
developments in international and U.S. domestic policy. Next, we elaborate the first theme,
stressing the importance of considering costs and benefits as well as uncertainty. Elaborating
on the second theme, we discuss how to design climate change policies. Then, we consider
the challenges to securing effective and economically sound international responses. We
conclude the paper with a summary of key policy lessons and gaps in knowledge.
                                                     
1 This paper will appear as a chapter in the forthcoming second edition of the RFF book Public Policies for
Environmental Protection (Paul Portney and Robert Stavins, eds.). The authors are very grateful to Larry
Goulder for his extensive and constructive comments on an earlier draft of this paper, and to comments and
advice provided by Sally Kane, Rob Stavins, Jonathan Wiener, and numerous other colleagues. Emily Aronow,
Marina Cazorla, Sarah Cline and Jennifer Lee provided very capable research assistance in the preparation of
the paper, and Kay Murphy provided excellent assistance in the preparation of the manuscript.  Special thanks
are due to Joel Darmstadter for his work in compiling the data for Tables 1 and 2. As usual, we take full
responsibility for the contents of the paper.Resources for the Future Shogren and Toman
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A Brief Overview of Climate Change
Scientific Background
Life on Earth is possible partly because some gases such as carbon dioxide (CO2) and water
vapor, which naturally occur in Earth’s atmosphere, trap heat—like a greenhouse. CO2
released from use of fossil fuels (coal, oil, and natural gas) is the most plentiful human-
created greenhouse gas (GHG). Other gases—including methane (CH4),2
chlorofluorocarbons (CFCs; now banned) and their substitutes currently in use, and nitrous
oxides associated with fertilizer use—are emitted in lower volumes than CO2 but trap more
heat. Global GHG inventories are hard to calculate reliably.  Tables 1 and 2 list U.S.
emissions sources and energy consumption levels, respectively as of 1997. U.S. carbon
emissions are roughly 25 percent of the global total in 1996 (U.S. EPA 1999).
Human-made GHGs work against us when they trap too much sunlight and block outward
radiation. Scientists worry that the accumulation of these gases in the atmosphere has
changed and will continue to change the climate. Potential climate risks include more severe
weather patterns; hobbled ecosystems, with less biodiversity; changes in patterns of drought
and flood, with less potable water; inundation of coastal areas from rising sea levels; and a
greater spread of infectious diseases such as malaria, yellow fever, and cholera. On the plus
side, climate change might benefit agriculture and forestry in certain locations by increasing
productivity as a result of longer growing seasons and increased fertilization. Although
climate change is not the same as day-to-day or even year-to-year fluctuations in the weather,
the nature of these fluctuations could be altered by climate change.
Climate change is a historical fact, as illustrated by the ice ages. Part of the controversy today
is the extent to which human activities are responsible for changes in the climate system.
While acknowledging the many uncertainties about the precise nature and strength of the link
between human activities and climate change, many scientists argue that the evidence points
to an effect from people emitting too much CO2 and other GHGs into the atmosphere.
Scientists reach this conclusion by looking at two trends. First, global surface temperature
data show that Earth has warmed 0.5 ° C (1 ° F) over the past 100 years. At the same time,
atmospheric concentrations of GHGs such as CO2 have increased by about 30% over the past
200 years.
                                                     
2 Human-created sources of methane release include natural gas supply leaks, some coal mines, decomposition
in landfills, and agricultural sources (for example, rice paddies and domestic animals).Resources for the Future Shogren and Toman
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Table 1. U.S. Sources of Greenhouse Gas Emissions, 1997
Carbon equivalents (million metric tons)
Sector CO2 CH4 Other Total
Energy 1,466 58 29 1,553
Other 22 122 117 261
Total 1,488 180 146 1,814
Sources: U.S. EPA (1999).
Table 2. U.S. Energy Consumption and CO2 Emissions, 1997










 Natural gas 22.6 319








Electric power 22.3 532




Electric power 11.2 NA
Other 2.5 NA
 Total 94.2 1,466
NA = Not applicable.
Notes: CO2 emissions include small unallocable amounts emitted in U.S. territories (not shown separately) and
exclude small amounts attributable to nonfossil (biogenic) resources. For the purpose of this presentation, the
electric power sector is treated as a consumer of energy sources and emitter of CO2. An alternative treatment
would bypass the power sector and ascribe its energy use to ultimate consumers of electricity.
Sources: U.S. DOE (1998).
Scientists attempt to capture the interactions of a complex dynamic climate system and
human activities that put additional GHGs in the atmosphere by developing complicatedResources for the Future Shogren and Toman
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computer models to simulate how future climate conditions might change with, for example,
double the preindustrial concentration of GHGs in the atmosphere. Critics of these efforts
stress that correlation and causation should not be confused. They scientists also question the
current ability to separate human-made changes from natural variability.
Although the causation between human actions and higher temperatures continues to be
debated, the Intergovernmental Panel on Climate Change (IPPC) concluded in its Second
Assessment Report that “the balance of evidence suggests that there is a discernible human
influence on global climate” (IPCC 1996a). (This phrase has generated some controversy in
its own right. The many uncertainties are characterized in Chapter 8 of the same report.) A
recent report by the National Research Council (NRC 2000) found that evidence for a human
contribution is rising. At the same time, however, the report found that scientists were
becoming less confident in current quantitative forecasts of climate change.3
GHGs remain in the atmosphere for tens or hundreds of years. GHG concentrations reflect
long-term emissions; changes in any one year’s emissions have a trivial effect on current
overall concentrations. Even significant reductions in emissions made today will not be
evident in atmospheric concentrations for decades or more. In addition, the major GHG
emitters change over time. The industrialized world currently accounts for the largest portion
of emissions. However, by the middle of the twenty-first century, developing countries with
growing population and wealth probably will generate the largest share of emissions. Both of
these factors affect climate policy design.
Potential Physical and Socioeconomic Consequences
The risk of climate change depends on the physical and socioeconomic implications of a
changing climate. Climate change might have several effects:
•   Reduced productivity of natural resources that humans use or extract from the natural
environment (for example, lower agricultural yields, smaller timber harvests, and scarcer
water resources).
•   Damage to human-built environments (for example, coastal flooding from rising sea
levels, incursion of salt water into drinking water systems, and damages from increased
storms and floods).
•   Risks to life and limb (for example, more deaths from heat waves, storms, and
contaminated water, and increased incidence of tropical diseases).
•   Damage to less managed resources such as the natural conditions conducive to different
landscapes, wilderness areas, natural habitats for scarce species, and biodiversity. For
                                                     
3 Particularly vexing is the inability of models to better capture several factors: how climate change operates on
a less than continental scale, in order to assess regional changes; how conventional pollutants such as very fine
“aerosol” particles offset climate change by reflecting back sunlight; and how human activity on land can create
“carbon sinks” to sequestere greenhouse gases in biomass (for example, reforestation).Resources for the Future Shogren and Toman
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example, rising sea levels could inundate coastal wetlands, and increased inland aridity
could destroy prairie wetlands.
All of these damages are posited to result from changes in long-term GHG concentrations in
the atmosphere. Very rapid rates of climate change could exacerbate the damage. The
adverse effects of climate change most likely will take decades or longer to materialize,
however. Moreover, the odds that these events will come to pass are uncertain and not well
understood. Numerical estimates of physical impacts are few, and confidence intervals are
even harder to come by. The rise in sea level as a result of polar ice melting, for instance, is
perhaps the best understood, and the current predicted range of change is still broad. For
example, scenarios presented by the IPCC (1996a) indicate possible increases in sea level of
less than 20 cm to almost 100 cm by 2100 as a result of a doubling of Earth’s atmospheric
GHG concentrations. The uncertainty in these estimates stems from not knowing how
temperature will respond to increased GHG concentrations and how oceans and ice caps will
respond to temperature change. The risks of catastrophic effects such as shifts in the Gulf
Stream and the sudden collapse of polar ice caps are even harder to gauge.
Unknown physical risks are compounded by uncertain socioeconomic consequences. Cost
estimates of potential impacts on market goods and services such as agricultural outputs can
be made with some confidence, at least in developed countries. But cost estimates for
nonmarket goods such as human and ecosystem health give rise to serious debate.
Moreover, existing estimates apply almost exclusively to industrial countries such as the
United States. Less is known about the adverse socioeconomic consequences for poorer
societies, even though these societies arguably are more vulnerable to climate change.
Economic growth in developing countries presumably will lessen some of their
vulnerability—for example, threats related to agricultural yields and basic sanitation services
would decline. But economic growth in the long term could be imperiled in those regions
whose economies depend on natural and ecological resources that would be adversely
affected by climate change. Aggregate statistics mask considerable regional variation: some
areas probably will benefit from climate change while others lose (IPCC 1998).
In weighing the consequences of climate change, it is important to keep in mind that humans
adapt to risk to lower their losses. In general, the ability to adapt contributes to lowering the
net risk of climate change more in situations where the human control over relevant natural
systems and infrastructure is greater. Humans have more capacity to adapt in agricultural
activities than in wilderness preservation, for example. The potential to adapt also depends
on a society’s wealth and the presence of various kinds of social infrastructure, such as
educational and public health systems. As a result, richer countries probably will face less of
a threat to human health from climate change than poorer societies that have less
infrastructure. For additional discussion about adaptation possibilities, see Rosenberg (1993),
Smith and others (1996), Pielke (1998), Sohngen and Mendelsohn (1999), and Kane and
Shogren (2000).
Policymakers must address the perceived risks of climate change in the population, not only
the risks indicated in scientific assessments. So far, climate change does not appear to be that
salient an issue in the minds of many Americans. Although the public’s understanding of theResources for the Future Shogren and Toman
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issue seems to be increasing, the topic still is not well understood; and so far, no dramatic
climate change event has hit the media to give the issue a permanent place at the front of
public attention.4 Even if climate change becomes a more prominent issue in the United
States, people may disregard the issue because they believe that the probability that severe
results will come to pass is very low, so immediate action on their part is not required. For
further general discussion of risk perception issues see Lichtenstein (1978), Camerer and
Kunreuther (1989), Viscusi (1992), and Crocker and Shogren (1997).
In constructing a viable and effective risk-reducing climate policy, policymakers must
address hazy estimates of the risks, the benefits from taking action, and the potential for
adaptation against the uncertain but also consequential cost of reducing GHGs. Costs of
mitigation matter, as do costs of climate change itself. One must consider the consequences
of committing resources to reducing climate change risks that could otherwise be used to
meet other human interests, just as one must weigh the consequences of different climatic
changes.
We now consider how policymakers worldwide and in the United States have responded in
the policy domain so far.
A Chronology of Policy and Institutional Responses
International Developments
Figure 1 summarizes some milestones in the evolution of global climate policy. The
negotiation of the 1992 United Nations Framework Convention on Climate Change
(UNFCCC 1999a) was a watershed in that process. Article 2 of the convention states that the
objective is to stabilize GHG concentrations within a time frame that would prevent
“dangerous” human damage to the climate system. Article 3 states that precautionary risk
reduction should be guided by equity across time and wealth levels, as expressed in the
concept of “common but differentiated responsibilities.” Article 4 states that nations should
cooperate to improve human adaptation and mitigation of climate change through financial
support and low-emission technologies. Articles 3 and 4 also refer to the use of cost-effective
response measures. In concert with the Framework Convention, advanced industrialized
countries pledged to reduce emissions to 1990 levels by 2000. However, this pledge was not
a legally binding international agreement.
                                                     
4 For additional discussion of these issues, see Morrisette and others (1991), Kempton and others (1995),
Toman and others (1999), and Krosnick and others (forthcoming). Climate change has been a great concern in
western Europe; for a summary of positions taken, see Grubb and others (1999). In most developing countries,
climate change must compete with more immediate pressing environmental and poverty-related concerns.Resources for the Future Shogren and Toman
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Figure 1. Summary of Key Milestones in Climate Policy, 1979–99.
1979 •   First World Climate Conference
1990 •   First Assessment Report of the IPCC; initial evidence that human activities might be
affecting climate, but significant uncertainty
1990 •   Second World Climate Conference; agreement to negotiate a “framework treaty”
1992 •   UNFCCC established at the UNCED (also known as  the Earth Summit) in Rio de Janeiro,
Brazil
•   Annex I developed countries pledge to return emissions to 1990 levels by 2000
•   United States ratifies UNFCCC later in the year
1993 •   Clinton administration publishes its Climate Change Action Plan, a collection of largely
voluntary emission-reduction programs
1995 •   IPCC Second Assessment Report completed (published in 1996); stronger conviction
expressed that human activities could be adversely affecting climate
1995 •   Berlin Mandate developed at the first COP (COP1) to the UNFCCC
•   Agreement to negotiate legally binding targets and timetables to limit emissions in Annex
I countries
1997 •   COP3 held in Kyoto Japan, leading to the Kyoto Protocol
•   Annex I/Annex B countries agree to binding emission reductions averaging 5% below
1990 levels by 2008–12, with “flexibility mechanisms” (including emissions trading) for
compliance; no commitments for emission limitation by developing countries
1997 •   U.S. Senate passes Byrd–Hagel resolution, 95 to 0, stating that the United States should
accept no climate agreement that did not demand comparable sacrifices of all participants
and calling for the administration to justify any proposed ratification of the Kyoto Protocol
with analysis of benefits and costs
1998 •   COP4 held in Buenos Aires, Argentina; emphasis on operationalizing the “flexibility
mechanisms” of the Kyoto Protocol
•   IPCC Third Assessment begins
1999 •   COP5 held in Bonn, Germany; continued emphasis on operationalizing the flexibility
mechanisms
IPCC = Intergovernmental Panel on Climate Change; UNFCCC = United Nations Framework Convention on
Climate Change; UNCED = United Nations Conference on Environment and Development; COP = Conference
of Parties. Source: UNFCCC 1999c.
The 1997 Kyoto Protocol of the Framework Convention (UNFCCC 1999b) was the next
major milestone. The protocol states that the industrialized “Annex B” countries (known in
the 1992 convention document as “Annex I” countries) agreed to legally binding reductions
in net GHG emissions that would average about 5% below 1990 levels by 2008–12.5 This
                                                     
5 Annex I nations were named after a list in an appendix to the Framework Convention. The agreed-to targets
varied across countries; the United States agreed to a 7% reduction, whereas western Europe undertook an
overall cut of 8% (divided unequally among E.U. members in subsequent negotiations) and Japan accepted a
less steep reduction of 6%. Special provisions were made in defining the obligations of the industrialized
countries of central and eastern Europe and the former Soviet Union, the emissions of which already are below
1990 levels. Annex I countries are Australia, Austria, Belarus, Belgium, Bulgaria, Canada, Croatia, Czech
Republic, Denmark, European Union, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland,Resources for the Future Shogren and Toman
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target was negotiated in a context wherein it was clear that almost all advanced industrialized
countries would not achieve the pledged reduction of emissions to 1990 levels by 2000.
Given expected business-as-usual emissions growth between 1990 and 2010, the actual
emissions reductions needed for compliance are substantial (on the order of one-third of what
otherwise would prevail in the United States, for example). No numerical targets for the
emissions of developing countries were set in the protocol. In other words, the approach
taken was “deep then broad”—a few countries are to make significant cuts early, with the
hope of increased participation from other countries later—rather than the “broad then deep”
strategy promoted by many critics of the Kyoto Protocol. For a critique of the Kyoto
Protocol’s deep-then-broad character, see Jacoby and others (1998) and Shogren (1999).
The Kyoto Protocol includes several flexibility mechanisms that allow nations some latitude
as to how they will meet the targets and timetables. The details of how these mechanisms
would operate was largely left for future negotiations. Individual Annex B countries are free
to achieve their targets through any credible domestic policies they wish—domestic policies
need not be coordinated. The protocol also provides for international “where flexibility” in
which nations can reduce emissions through different forms of international trading of
emissions quotas. The protocol further provides flexibility in that emissions targets can be
met by reducing any of six different gases—not only CO2—and via carbon sequestration
through sinks such as forests. Non-CO2 gas concentrations are compared with CO2
concentrations by means of global warming potential equivalency factors that reflect the
heat-trapping properties of different gases in the atmosphere.6
Post–Kyoto Protocol meetings continued the international debate, especially about the
technical, legal, and moral foundations of the proposed flexibility mechanisms. This debate
revealed sharp differences in opinion between the United States and some other
industrialized countries versus the European Union and many developing countries. At issue
was the extent to which reliance on international emissions trading could substitute for, or
could only complement, domestic efforts to reduce energy use and CO2 emissions. Although
differences are beginning to be worked out, the ultimate fate of the flexibility mechanisms—
and of the protocol itself—remain to be seen.
                                                                                                                                                                    
Italy, Japan, Latvia, Liechtenstein, Lithuania, Luxembourg, Monaco, Netherlands, New Zealand, Norway,
Poland, Portugal, Romania, Russian Federation, Slovakia, Slovenia, Spain, Sweden, Switzerland, United
Kingdom of Great Britain and Northern Ireland, and United States of America.
6 However, variations in long-term heat-trapping capacity do not immediately translate into variations in
potential damage. For example, methane has a high heat-trapping potential but a shorter residence time in the
atmosphere than CO2; thus, if damages from climate change are growing over time because of greenhouse gas
(GHG) accumulation generally, near-term methane releases will be less consequential than near-term CO2
releases, whereas the opposite would be true if emissions occurred near the time of peak climate change and
impacts (Reilly and Richards 1993; Schmalensee 1993; Hammitt and others 1996; Smith and Wigley 2000a,
2000b). Ideally, for policy purposes, different GHGs should be traded off against each other on the basis of their
relative contribution to socioeconomic impacts, not only their chemical properties; however, there is no
agreement on what damage-based equivalence factors should be.Resources for the Future Shogren and Toman
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U.S. Developments
A few key events trace out the broad outlines of U.S. climate change policy debates from the
mid-1980s to the mid-1990s. The Reagan and Bush administrations were skeptical about the
need for substantial reductions in carbon emissions. They advocated “actions which will have
broad-ranging benefits” such as eliminating CFCs and other stratospheric ozone–depleting
substances that are also GHGs (under the Montreal Protocol); implementing various
pollution-control measures that also would promote energy efficiency (under the Clean Air
Act); increasing forest sinks; encouraging energy efficiency in buildings, appliances, and
lighting; and increasing the use of renewable and nonfossil sources of energy.7
The Clinton administration was more enthusiastic about GHG control policies, at least in
rhetoric. They initially embraced voluntary technology-based measures promulgated in the
1993 Climate Change Action Plan (Clinton and Gore 1993). This approach was based on a
firm conviction that substantial progress toward reducing GHG emissions could be achieved
without adverse economic consequences; to the contrary, the administration touted the
economic benefits of cleaner and more climate-friendly technology.
However, by 1996, it was clear that the United States would fail to achieve the goal of
reducing emissions to 1990 levels by 2000. Reasons cited for the failure included less
program funding than anticipated from a Republican Congressional majority and, more
important, overoptimistic goals and a misspecified baseline (for example, oil prices did not
rise as projected).
In 1996, the administration announced its willingness to accept legally binding, long-term
emissions reductions goals in the international negotiations without spelling out which goals
or policies it would support. As negotiations proceeded toward the 1997 Kyoto Protocol, the
U.S. Senate passed by a vote of 95 to 0 a nonbinding resolution offered by Senators Robert
C. Byrd and Chuck Hagel in the summer of 1997. The Byrd–Hagel resolution stated that the
United States should accept no climate agreement that did not demand comparable sacrifices
of all participants. The resolution was stimulated by concern about the effects of a climate
agreement on the U.S. economy, but it conflicted with the idea of common but differentiated
responsibilities for developed and developing countries espoused by the Climate Convention
(UNFCCC 1999a), which the United States already had ratified. The resolution also required
the administration to provide an economic justification of any climate change policy
regime—a demonstration that the prospective benefits were worth the costs.
From 1996 through 2000, the Clinton administration pursued a public campaign to increase
awareness of climate change risks. It also engaged in efforts to estimate the costs to the U.S.
economy of GHG limitations while repeating much of its earlier rhetoric about the economic
                                                     
7 We appreciate the assistance of Jonathan Wiener in identifying these measures. The broad-ranging benefits
included, in the judgment of some proponents, decreased foreign oil imports and increased use of U.S. energy
sources and technologies as well as environmental benefits. It is also useful to keep in mind that the United
Nations Framework Convention was ratified in 1992 (UNFCCC 1999a), during the Bush Administration.Resources for the Future Shogren and Toman
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benefits of GHG reduction. President Bill Clinton stated that the Kyoto Protocol would not
be sent to the Senate for ratification until policymakers settled disputes about policies for
flexibility in the means of compliance, costs of compliance, and “meaningful participation”
by developing countries. Acrimonious debate erupted sporadically between the
administration and Congress as well as among various nongovernmental stakeholders about
budgetary priorities related to climate change and the consequences of climate policies for
the U.S. economy.
Numerous studies were produced in and out of government to help fuel the controversy.
Among the most noteworthy and controversial was a July 1998 report from the Clinton
administration, prepared by the President’s Council of Economic Advisers (CEA 1998). This
report stated that under the most favorable policy circumstances, the effects on energy prices
and the costs to the United States of meeting the Kyoto Protocol emissions target could be
extremely small. It states that these costs are “likely to be modest if those reductions are
undertaken in an efficient manner employing the [various international] flexibility measures
for emissions trading.”
By modest, the administration report means an annual GDP decrease of less than 0.5%—
roughly, $10 billion dollars; no expected negative effect on the trade deficit; increases in
gasoline prices of only about $0.05 a gallon; lower electricity rates; and no “significant
aggregate employment effect.”8 A critical assumption in the administration scenario was a
very high degree of success in implementing the Kyoto Protocol flexibility mechanisms,
especially emissions trading with developing countries and the former Soviet Union.
Essentially, a broad-and-deep baseline was built into the administration’s cost estimates.
Critics labeled the report as unduly optimistic and out of step with mainstream economic
analyses. These critics also savaged a study by a consortium of U.S. national laboratories
(Interlaboratory Working Group 1997) in which it was concluded that large low-cost energy
savings were possible in the United States. The critics claimed that the authors inadequately
recognized the barriers to capturing these savings and the policies needed to reap them.
Nevertheless, this idea continues to hold sway in the arguments of the Kyoto Protocol’s
advocates.
Economic studies that produced high cost estimates had their own set of critics. For example,
a 1998 study by the Energy Information Administration (EIA 1998), which suggested that
costs to meet the Kyoto Protocol with domestic policies would be very high, was criticized
for assuming too little flexibility in energy use and for overstating the negative effects of
energy price increases on the economy. A number of industry-sponsored studies that
indicated high costs also were criticized, for similar reasons. These studies tended to show
                                                     
8 The pre-Kyoto Protocol results from the President’s Interagency Analysis Team (IAT) are within this range as
well (see Yellen 1998). One exception is that the IAT estimates that would reduce emissions to 1990 levels by
2010 would cost Americans 900,000 jobs by 2005 and 400,000 jobs by 2010.Resources for the Future Shogren and Toman
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substantial costs to the United States even with efficient domestic emission control policies:
The trade deficit would increase by tens of billions of dollars, gasoline prices would increase
by more than one-third, electricity prices would nearly double, and millions of U.S. jobs
would disappear.
Other observers found moderate costs; that is, the Kyoto Protocol would not be painless but
would not destroy national economies either. To better understand the context of these
estimates, we next examine the assessment of costs and benefits of GHG control.
Evaluating the Costs and Benefits of Climate Change Risk Mitigation
The Importance of Considering the Costs and Benefits of Policy Intervention9
Although uncertain, climate change risks are real and need to be better understood so as to
avoid unwanted consequences. Many observers characterize responding to the risks of
climate change as taking out insurance; nations try to reduce the odds of adverse events
occurring through mitigation, and to reduce the severity of negative consequences by
increasing the capacity for adaptation once climate change occurs. The insurance analogy
underscores both the uncertainty that permeates how society and policymakers evaluate the
issue and the need to respond to the risks in a timely way.
Responding effectively to climate change risks requires society to consider the potential costs
and benefits of various actions as well as inaction. By costs we mean the opportunity costs of
GHG mitigation or adaptation—what society must forgo to pursue climate policy. Benefits
are the gains from reducing climate change risks by lowering emissions or by enhancing the
capacity for adaptation. An assessment of benefits and costs gives policymakers information
they need to make educated decisions in setting the stringency of a mitigation policy (for
example, how much GHG abatement to undertake, and when do it) and deciding how much
adaptation infrastructure to create.
It is important to consider the costs and the benefits of climate change policies because all
resources—human, physical, and natural—are scarce. Policymakers must consider the
benefits not obtained when resources are devoted to reducing climate change risks, just as
they must consider the climate change risks incurred or avoided from different kinds and
degrees of policy response. Marginal benefits and costs reveal the gain from an incremental
investment of time, talent, and other resources into mitigating climate risks, and the other
opportunities forgone by using these resources for climate change risk mitigation. It is not a
question of whether to address climate change but how much to address it.
                                                     
9 For additional material and some contrasting views related to this discussion, see Heal and Chichilnisky
(1993), Arrow and others (1996), Howarth (1996), Munasinghe and others (1996), Lind and Schuler (1998), and
Portney (1998).Resources for the Future Shogren and Toman
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Critics object to a benefit–cost approach to climate change policy assessment on several
grounds. Their arguments include the following:
•   The damages due to climate change, and thus the benefits of climate policies to mitigate
these damages, are uncertain and thus inherently difficult to quantify given the current
state of knowledge. Climate change also could cause large-scale, irreversible effects that
are hard to address in a simple benefit–cost framework. Therefore, the estimated benefits
of action are biased downward.
•   Climate mitigation costs are uncertain and could escalate rapidly from too-aggressive
emission control policies. Proponents of this view are indicating a concern about the risk
of underestimating mitigation costs.
•   Climate change involves substantial equity issues—both among current societies and
between current and future generations—that are questions of morality, not economic
efficiency. Policymakers should be concerned with more than benefit–cost analysis in
judging the merits of climate policies.
As these arguments indicate, some critics worry that economic benefit–cost analysis gives
short shrift to the need for climate protection, whereas others are concerned that the results of
the analysis will call for unwarranted expensive mitigation.
Both groups of critics have proposed alternative criteria for evaluating climate policies.
These can be seen as different methods of weighing the benefits and costs of policies given
uncertainties, risks of irreversibility, the desire to avoid risk, and distributional concerns. For
example, under the “precautionary principle,” which seeks to avoid “undue” harm to the
climate system, cost considerations are absent or secondary. Typically, the idea is that
climate change beyond a certain level simply involves too much risk, if one considers the
distribution of benefits and costs over generations.
“Knee of the cost curve analysis,” in contrast, seeks to limit emission reductions to a point at
which marginal costs increase rapidly. Benefit estimation is set aside in this approach
because of uncertainty. The approach implicitly assumes that the marginal damages from
climate change (which are the flip side of marginal benefits from climate change mitigation)
do not increase much as climate change proceeds and that costs could escalate rapidly from a
poor choice of emissions target.
The benefit–cost approach can address both uncertainty and irreversibility. We do not mean
to imply that estimates in practice are always the best or that how one evaluates and acts on
highly uncertain assessments will not be open to philosophical debate.10 But it is
                                                     
10 For example, as people become more informed about climate change, it is safe to presume that the
importance they attach to the issue will change. Critics of the economic methodology argue that this process
reflects in part a change in preferences through various social processes, not only a change in information.
Moreover, in conditions of great uncertainty, the legitimacy of a policy decision may depend even more than
normally on whether the processes used to determine it are deemed inclusive and fair, as well as on the
substantive evidence for the decision.Resources for the Future Shogren and Toman
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fundamentally inaccurate to see analysis of economic benefits and costs from climate change
policies as inherently biased because of uncertainty and irreversibility. Nor should benefit–
cost analysis be seen as concerned only with market values accruing to developed countries.
One great achievements in environmental economics over the past forty years has been a
clear demonstration of the importance of nonmarket benefits, which include benefits related
to the development aspirations of poorer countries. These values can be given importance
equal to that of market values in policy debates.
Our advocacy that benefits and costs be considered when judging climate change policies
does not mean we advocate a simple, one-dimensional benefit–cost test for climate change
policies. In practice, decisionmakers can, will, and should bring to the fore important
considerations about the equity and fairness of climate change policies across space and time.
Decisionmakers also will bring their own judgments about the relevance, credibility, and
robustness of benefit and cost information and about the appropriate degree of climate
change and other risks that society should bear. Our argument in favor of considering both
benefits and costs is that policy deliberations will be better informed if good economic
analysis is provided. For additional discussion, see Toman (1998).
The alternative decision criteria advanced by critics also are problematic in practice. The
definition of undue is usually heuristic or vague. The approach is equivalent to assuming a
sharp spike, or peak, in damages caused by climate change beyond the proposed threshold. It
may be the case, but not enough evidence yet exists to assume this property (let alone to
indicate at what level of climate change such a spike would occur). With knee of the curve
analysis, on the other hand, benefits are ignored so there is no assurance of a sound decision
either.
Benefits and costs are unavoidable. How their impacts are assessed is what differentiates one
approach from another. We maintain throughout this discussion that the assessment and
weighing of costs and benefits is an inherent part of any policy decision.
Long-Term Equity and Fairness Issues
The fairness of climate change policies to today’s societies and to future generations
continues to be at the core of policy debates. These issues go beyond what economic benefit–
cost analysis can resolve, though such analysis can help illustrate the possible distributional
impacts of different climate policies. In this section we focus on intergenerational equity
issues.  Contemporaneous equity issues are addressed in a later section on the architecture of
international agreements.
Advocates of more aggressive GHG abatement point to the potential adverse consequences
of less aggressive abatement policies for the well-being of future generations as a moral
rationale for their stance. They assert that conventional discounting—even at relatively low
rates—may be inequitable to future generations by leaving them with unacceptable climate
damages or high costs from the need to abate future emissions very quickly (see Howarth
1996, 1998). Critics also have argued that conventional discounting underestimates costs in
the face of persistent income differences between rich and poor countries. Essentially, the
argument is that because developing countries probably will not close the income gap overResources for the Future Shogren and Toman
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the next several decades, and because people in those countries attach higher incremental
value to additional well-being than people in rich countries, the effective discount rate used
to evaluate reductions in future damages from climate change should be lower than that
applied to richer countries.
Supporters of the conventional approach to discounting on grounds of economic efficiency
argue just as vehemently that any evaluation of costs and benefits over time that understates
the opportunity cost of forgone investment is a bad bargain for future generations because it
distorts the distribution of investment resources over time. These supporters of standard
discounting also argue that future generations are likely in any event to be better off than the
present generation is, casting doubt on the basic premise of the critics’ concerns. For
additional discussion of this view, see Schelling (1995) and Weitzman (1999).
Experts attempting to address this complex mixture of issues increasingly recognize the need
to distinguish principles of equity and efficiency, even though there is as yet no consensus on
the practical implications for climate policy. We can start with the observation that anything
society’s decisionmakers do today—abating GHGs, investing in new seed varieties,
expanding health and education facilities, and so on—should be evaluated in a way that
reflects the real opportunity cost, that is, the options forgone both today and over the long
term. This answer responds to the critics who fear a misallocation of investment resources if
climate policies are not treated similarly to other uses of society’s scarce resources.
Moreover, as Weitzman (1998, 1999) pointed out, long-term uncertainty about the future
growth of the economy provides a rationale for low discount rates on grounds of efficiency,
not equity. The basic argument is that if everything goes well in the future, then the economy
will be productive, the rate of return on investment will remain high, and the opportunity cost
of displacing investment with policy today likewise also will be high. However, if things do
not go so well and the rate of return on capital is low because of climate change or some
other phenomenon, then the opportunity cost of our current investment in climate change
mitigation versus other activities also will be low.
But economic efficiency only means a lack of waste given some initial distribution of
resources. Specifically how much climate change mitigation to undertake is a different
question, one that refers to the distribution of resources across generations. The answer to
this question depends on how concerned members of the current generation are about the
future generally, how much they think climate change might imperil the well-being of their
descendants, and the options at their disposal to mitigate unwelcome impacts on future
generations. For example, one could be very concerned about the well-being of the future but
also believe that other investments—such as health and education—would do more to
enhance the well-being of future generations. Not surprisingly, experts and policymakers do
not agree on these points. For additional discussion, see the papers in Portney and Weyant
1999.
Estimating Benefits and Costs: Integrated Assessment Models
Analyzing the benefits and costs of climate change mitigation requires understanding
biophysical and economic systems as well as the interactions between them. IntegratedResources for the Future Shogren and Toman
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assessment (IA) modeling combines the key elements of biophysical and economic systems
into one integrated system (Figure 2). IA models strip down the laws of nature and human
behavior to their essentials to depict how more GHGs in the atmosphere raises temperature
and how temperature increase induces economic losses. The models also contain enough
detail about the drivers of energy use and interactions between energy and economy that one
can determine the economic costs of different constraints on CO2 emissions.11
Researchers use IA models to simulate a path of carbon reductions over time that would
maximize the present value of avoided damages (that is, the benefits of a particular climate
policy) less mitigation costs. As noted above, considerable controversy surrounds this
procedure.
A striking finding of many IA models is the apparent desirability of imposing only limited
GHG controls over the next 20 or 30 years. According to the estimates in most IA models,
the costs of sharply reducing GHG concentrations today are too high relative to the modest
benefits the reductions are projected to bring.
The benefit of reducing GHG concentrations in the near term is estimated in many studies to
be on the order of $5–25 per ton of carbon (see for example Nordhaus 1998; Tol 1999). Only
after GHG concentrations have increased considerably do the impacts warrant more effort to
taper off emissions, according to the models.
Even more striking is the finding of many IA models that emissions should rise well into this
century (see Manne 1996). In comparison, the models indicate that policies pushing for
substantial near-term control, such as the Kyoto Protocol, involve too much cost, too soon,
relative to their projected benefits. Critics react to these findings along the lines noted earlier.
Specifically, they argue that IA models inadequately address several important elements of
climate change risks: uncertainty, irreversibility and risk of catastrophe. Assessing the weight
                                                     
11 For additional discussion of this modeling approach, see Nordhaus (1993, 1994a), Tol (1995), Peck and
Teisberg (1996), Weyant and others (1996), and Kolstad (1998).Resources for the Future                                                                                    Shogren and Toman
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Figure 2. Climate Change and Its Interaction with Natural, Economic,
and Social Processes
Key components of an integrated assessment model are illustrated. Solid lines represent physical
changes; broken lines represent policy changes.  Source: Darmstadter and Toman (1993).Resources for the Future                                                                                    Shogren and Toman
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of these criticisms requires us to explore the influences on the economic benefits and costs of climate
protection.
Influences on the Benefits
The IPCC Second Assessment Report (IPCC 1996b, 1996c) concluded that climate change
could pose some serious risks. The IPCC presented results of studies showing that the
damaging effects of a doubling of GHG concentrations in the atmosphere could cost on the
order of 1.0–1.5% of GDP for developed countries and 2.0–9.0% of GDP for developing
countries (Pearce and others 1996; see also Frankhauser and others 1998). Reducing such
losses is the benefit of protecting against the negative effects of climate change.
Several factors affect the potential magnitude of the benefits. One is the potential scale and
timing of damages avoided. Although IA models differ greatly in detail, most have economic
damage representations calibrated to produce damages resulting from a doubling of
atmospheric GHG concentrations roughly of the same order as the IPCC Second Assessment.
This point is worth keeping in mind when evaluating the results. The models increasingly
contain separate damage functions for different regions (see Nordhaus and Yang 1996; Tol
1995). Generally, the effects in developing countries are presumed to be worse than in the
developed world, again as in the IPCC Second Assessment. For the most part, these costs
would be incurred decades into the future. Consequently, the present value of the costs would
be relatively low today.
Assumptions about adaptation also affect estimates of potential benefits. Some critics of the
earlier IPCC estimates argue that damages likely will be lower than predicted because
expected temperature increases from a doubling of atmospheric GHG concentrations
probably will be less than projected, ecosystems seem to be more resilient over the long term
than the estimates suggest, human beings can adapt more than was supposed, and damages
are not likely to increase proportionally with GDP (see for example Mendelsohn 1999;
Mendelsohn and Neumann 1999). The implication is that the optimal path for GHG control
(in a present value sense) should be even less aggressive than the IA results indicate. These
new assessments remain controversial.12
A third factor affects benefits: Damage costs not only are uncertain but also involve a chance
of a catastrophe (see Cline 1992; Yohe 1993; Tol 1995; Pizer 1999; Roughgarden and
Schneider 1999). However, a general finding from IA models is that GHG reductions should
be gradual, even if damages are larger than conventionally assumed. A risk of catastrophe
provides a rationale for more aggressive early actions to reduce GHG concentrations;
however, the risk has to be very large to rationalize near-term actions as aggressive as those
                                                     
12 One ongoing question concerns the cost of adjusting to a changing climate versus the long-term cost of a
changed climate. Another is whether the effects of climate change (for example, in encouraging the spread of
human illness through a greater incidence of tropical diseases, reducing river flows that concentrate pollutants,
and increasing the incidence of heat stress) are being underestimated.Resources for the Future Shogren and Toman
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envisioned in the Kyoto Protocol in a present-value IA framework (see Peck and Teisberg
1993, 1996; Manne 1996; Gjerde and others 1999; Pizer 1999; a survey of experts by
Nordhaus 1994b on climate change risks provides much of the grist for this ongoing debate).
Part of the reason for this finding is that the outcome with the lowest cost also is the most
likely to occur. IA models also do not incorporate risk-averse attitudes, which would provide
a stronger rationale for avoiding large costs.  Moreover, discounting in the models reduces
the effective impact of all but the most catastrophic costs after a few decades.
Irreversibility of GHG emissions is yet another factor influencing the benefits of GHG
abatement. Because GHG emissions persist in the atmosphere for decades, even centuries,
the resulting long-term damages strengthen the rationale for early and aggressive GHG
control (see Narain and Fisher 1999). Moreover, given that some damage costs from
adjusting to a changed climate depend on the rate of climate change, immediate action also
might be valuable. To date, however, the importance of this factor has not been conclusively
demonstrated; the gradual abatement policies implied by the IA models do not seem likely to
increase the speed of further climate change that much.
Finally, policies that reduce CO2 also can yield ancillary benefits in terms of local
environmental quality improvement—such as reduced human health threats or damage to
water bodies from nitrogen deposition. The magnitudes of these ancillary effects remain
fairly uncertain. They are lower to the extent that more environmental improvement would
occur anyway, in the absence of GHG policy. They also depend on how GHG policies are
implemented (for example, a new boiler performance mandate that encouraged extending the
lives of older, dirtier boilers would detract from the environment). For additional discussion,
see Burtraw and others (1999) and Lutter and Shogren (1999).
Influences on the Costs
Estimates of the cost of mitigating GHG emissions vary widely. Some studies suggest that
the United States could meet its Kyoto Protocol target at negligible cost; other studies claim
that the United States would lose at least 1–2% of its GDP each year. A study by the Energy
Modeling Forum helped explain the range of results in assessing the costs to meet the Kyoto
Protocol policy targets (Weyant and Hill 1999). For example, the carbon price (carbon tax or
emissions permit price) needed to achieve the Kyoto Protocol emissions target in the United
States with domestic policies alone ranges from about $70 per metric ton of carbon to more
than $400 per ton (in 1990 dollars) across the models. The corresponding GDP losses in 2010
range from less than 0.2% to 2.0% relative to baseline.13 Carbon prices are put in perspective
by relating them to prices for common forms of energy, as listed in Table 3.
                                                     
13 The percentages of GDP are not reported in Weyant and Hill (1999) but are inferred from graphs presented
there.Resources for the Future Shogren and Toman
22
Table 3. Implications of a Carbon Tax for Gasoline and Coal Prices
Price (US$)




Bituminous coal 26.16 87.94 273.28
Motor gasoline 1.29 1.53 2.26
Note: Coal price is national average annual delivered price per ton to electric utilities; gasoline price is national
average annual retail price per gallon.
Sources: U.S. DOE (1999a), U.S. DOE (1999b).
The results reported by Weyant and Hill (1999) and previous assessments of GHG control
costs (Hourcade and others 1996a, 1996b) reflect different views about three key
assumptions that drive the estimated costs of climate policy: stringency of the abatement
policy, flexibility of policy instruments, and possibilities for development and diffusion of
new technology. First, as one would expect, the greater the degree of CO2 reduction required
(because the target is ambitious, baseline emissions are high, or both), the greater the cost.
Costs of GHG control depend on the speed of control as well as its scale. Wigley and others
(1996) showed that most long-term target GHG concentrations could be achieved at
substantially lower present value costs if abatement were increased gradually over time,
rather than rapidly, as envisaged under the Kyoto Protocol. Subsequent elaboration of this
idea has shown that, in principle, cost savings well in excess of 50% could be achieved by
using a cost-effective strategy for meeting a long-term concentration target versus an
alternative path that mandates more aggressive early reductions (see Manne and Richels
1997). These cost savings come about not only because costs that come later are discounted
more but also because less existing capital becomes obsolete prematurely. Kolstad (1996)
points out that an irreversibility problem is associated with premature commitment to a form
and scale of low-emissions capital, just as irreversibility is associated with climate change.
The former irreversibility implies lower costs with a slower approach to mitigation.
Another important factor in assessing the costs of CO2 control is the capacity and willingness
of consumers and firms to substitute alternatives for existing high-carbon technologies.
Substitution undertaken depends partly on the technological ease of substituting capital and
technological inputs for energy inputs and partly on the cost of lower-carbon alternatives.
Some engineering studies suggest that 20–25% of existing carbon emissions could be
eliminated at low or negligible cost if people switched to new technologies such as compact
fluorescent light bulbs, improved thermal insulation, efficient heating and cooling systems,
and energy-efficient appliances (see IPCC 1996b, 1996c; NAS 1991; OTA 1991;
Interlaboratory Working Group 1997). Economists counter that the choice of energy
technology offers no free lunch. Even if new technologies are available, many people are
unwilling to experiment with new devices at current prices. Factors other than energy
efficiency also matter to consumers, such as quality, features, and the time and effort
required to learn about a new technology and how it works. People behave as if their time
horizons are short, perhaps reflecting their uncertainty about future energy prices and the
reliability of the technology.Resources for the Future Shogren and Toman
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In addition, the unit cost of GHG control in the future may be lower than in the present, as a
consequence of presumed continuation in trends toward greater energy efficiency in
developed and developing countries (as well as some increased scarcity of fossil fuels).
These trends will be enhanced by policies that provide economic incentives for GHG-
reducing innovation. Kolstad (1996) argued that the cost associated with premature
commitment to irreversible long-lived investments in low-emissions technologies is likely to
be more important in practice than climatic irreversibility, at least over the medium term. The
reason is that sunk investments cannot be undone if climate change turns out to be less
serious than might be expected, whereas society can accelerate GHG control if it learns that
the danger is greater than estimated. The strength of this point depends in part on how
irreversible low-GHG investment is and on the costs of irreversible climate change (Narain
and Fisher 1999).
Other analysts have argued that without early action to reduce GHG emissions, markets for
low-emission technologies would not develop and societies would lock in to continued use of
fossil fuel–intensive energy systems (Grubb and others 1995; Grubb 1997; Ha-Duong and
others 1997). When knowledge is gained through basic research and development (R&D),
the optimal time path moves in the direction of maintaining current emissions levels and
increasing future reductions to take advantage of accumulated knowledge (Goulder and
Mathai 2000). However, when knowledge is gained through “learning by doing” there is a
stronger case for earlier action.14
Still another important factor is the flexibility and cost-effectiveness of the policy
instruments imposed, both domestically and internationally. For example, Weyant and Hill
(1999) showed that the flexibility to pursue CO2 reductions anywhere in the Annex I group
of countries through some form of international emissions trading system could lower U.S.
costs to meet the Kyoto Protocol target by roughly 30–50%. Less quantitative analysis has
been done of alternative domestic policies. Nevertheless, it can be presumed from studies of
the costs of abating other pollutants that cost-effective policies will lower the cost of GHG
abatement, perhaps significantly. In contrast, constraints on the use of cost-effective
policies—for example, the imposition of rigid technology mandates in lieu of more flexible
performance standards—will raise costs, perhaps considerably.15 This factor often is
neglected in analyses of domestic abatement activity that consider only the use of cost-
                                                     
14 Goulder and Schneider (1999) note that opportunity costs may be associated with inducing more technical
innovation in greenhouse gas mitigation: To the extent that fewer research and development resources are made
available in the economy as a whole for other innovation activities, productivity growth in the economy as a
whole would be lower than otherwise.
15 More flexible approaches are more cost-effective when abatement costs in the economy are heterogeneous
because such approaches allow more abatement to be carried out by those actors with the lowest costs, using the
most effective technologies. Thus, for example, an abatement policy that relies in part on automobile fuel
efficiency standards may impose excessive costs if the incremental cost of greenhouse gas abatement is lower in
the power sector.Resources for the Future Shogren and Toman
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effective policies such as emissions permit trading, although use of such policies is hardly
foreordained. Ignoring this factor means that the costs reported in the economic models
probably understate the costs societies will actually incur in GHG control. By the same
reason, studies of international policies that assume ideal conditions of implementation and
compliance are overoptimistic.
A subtle but important influence on the cost of GHG control is whether emission-reducing
policies also raise revenues (such as a carbon tax) and what is done with those revenues.
When the revenue generated by a carbon tax or other policy is used to reduce other taxes, this
revenue recycling offsets some of the negative effect on incomes and labor force
participation of the increased cost of energy. However, it may be more effective at
stimulating employment and economic activity in countries with chronically high
unemployment than in the United States. The issue of revenue recycling applies also to
policies that would reduce CO2 through carbon permits or caps. If CO2 permits are auctioned,
then the revenues can be recycled through cuts in existing taxes; freely offered CO2 permits
do not allow the possibility of revenue recycling. The difference in net social costs of GHG
control in the two cases can be dramatic. The analysis by Parry, Williams, and Goulder
(1999) finds that reducing CO2 emissions with auctioned permits and revenue recycling can
have net costs less than the benefits of GHG control indicated by the IA models. In contrast,
with a system of freely provided CO2 permits, any level of emissions reduction yields
environmental benefits (according to the IA models) that fall short of society’s costs of
abatement.
Most cost analyses presume that the relevant energy and technology markets work
reasonably efficiently (other than the commonly recognized failure of private markets to
provide for all the basic R&D that society wants, because this is a kind of public good). This
assumption is more or less reasonable for most developed industrial economies. Even in
these countries, one can identify problems such as direct and indirect energy subsidies that
encourage excessive GHG emissions. Problems of market inefficiency are far more
commonplace in the developing countries and in countries in transition toward market
systems; accordingly, one expects incremental CO2 control costs to be lower (even negative)
in those countries (Jepma and others 1996; Lopez 1999). However, the institutional barriers
to accomplishing GHG control in these economic systems may negate the potential
efficiency gains.
Thus far, we have concentrated on CO2 control. Because CO2 is only one of several GHGs,
and because CO2 emissions can be sequestered or even eliminated by using certain
technologies, emissions targets related to climate change can be met in several ways. Some
recent analyses suggest that the costs of other options alternatives compare very favorably
with the costs of CO2 reduction. For example, counting the results of forest-based
sequestration and the reduction of non-CO2 gases toward total GHG reduction goals could
lower the cost to the United States of meeting its Kyoto Protocol emissions target by roughly
60% (Reilly and others 1999). But care is needed in interpreting some of the cost estimates.
In particular, low estimates for the cost of carbon sequestration may not adequately capture
all the opportunity cost of different land uses (see Sedjo and others 1997; Newell and Stavins
forthcoming).Resources for the Future Shogren and Toman
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Uncertainty, Learning, and the Value of New Information
Another key factor in choosing the timing and intensity of climate change mitigation is the
opportunity to learn more about both the risks of climate change and the costs of mitigation.
Several studies show that the value of more and better information about climate risks is
substantial (see Manne and Richels 1992; Peck and Teisberg 1993; Chao 1995; Kolstad
1996). This value arises because one would like to avoid putting lots of resources into
mitigation in the short term, only to find out later that the problems related to climate change
are not serious. However, one also would like to minimize the risk of doing too little
mitigation in the short term, only to find out later that very serious consequences of climate
change will cost much more to avert because of the delay. Manne and Richels (1992) showed
that it generally pays to do a little bit of abatement in the short run under these conditions—
to hedge against the downside without making too rapid a commitment. One virtue of some
delay in emissions control is that it allows us to learn more about the severity of the risk of
climate change and the options for responding to it. If the risk turns out to be worse than
expected, mitigation can be accelerated to make up for lost time. To be sure, the strength of
this argument depends on how costly it is to accelerate mitigation and on the degree of
irreversibility of climate change. Analysts will continue to debate these points for some time
to come.
In this section, we have explained that benefits and costs matter, for both efficiency and
equity reasons, and that benefits and costs must and can be considered in the context of the
uncertainties that surround climate change. Economic analyses provide several rationales for
pursuing only gradual abatement of GHG emissions. Because damages accrue gradually,
catastrophes are uncertain and off in the future, and unit mitigation costs are likely to fall
over time (especially with well-designed climate policies), it makes sense to proceed slowly.
To the extent that innovation is slower than desired with this approach, government programs
targeted at basic R&D can help. The IA models indicate that rapid abatement does not
maximize the present value of all society’s resources.
We have not argued that current benefit–cost analyses are the last word on the subject.
Opportunities certainly exist to improve the measurement of benefits and costs and to track
the incidence of costs and risks across groups and over time. In practice, policy decisions will
turn on a broader set of considerations that a single expected benefit–cost ratio. However, the
arguments in favor of purposeful but gradual reduction in GHGs seem strong.
Whatever climate change policy goals are agreed upon, it makes sense to adopt cost-effective
policies. Doing so means not committing excessive resources to meeting the climate policy
goals, but preserving greater resources for other worthy goals, such as education and health.
We discuss this topic in more detail in the next section.
Designing Climate Policy Instruments
Good climate change policies reflect the inherent trade-off between the stringency of a target
(however defined) and the flexibility to meet this goal. Different policy tools can inflate or
attenuate the costs of hitting any given target. Inflexible, inefficient policies will inflate costs
without additional reductions in climate risk. Well-designed policies will lower the cost ofResources for the Future Shogren and Toman
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achieving any particular targets and thereby make more stringent targets affordable. In this
section, we emphasize economic policy tools that work cost-effectively by creating
incentives for GHG mitigation while maintaining flexibility in the means used.
Creating Economic Incentives: Taxing and GHGs Trading
Economic tools help cut the costs of achieving a GHG emissions target because they generate
a market price for GHG emissions, which are otherwise treated as a free good. This price
creates tangible financial reasons to reduce carbon emissions while providing flexible means
to do so at low cost. Emissions taxes and GHG permit trading are economists’ favorite
incentives. Consumers respond to the price signals that these policies represent by switching
to less-carbon-intensive fuels (for example, natural gas for coal); increasing energy efficiency
per unit of output by using less-energy-intensive technologies; adopting technologies to
reduce the emissions of other GHGs (assuming they are covered in the tax program);
reducing the production of what become high-cost, carbon-intensive goods; increasing the
sequestration of carbon through reforestation; and developing and refining new technologies
(for example, renewable energy resources) for avoiding GHG emissions.
Carbon can be taxed indirectly by taxing fossil fuels. Taxing fossil fuels works because their
carbon content is easily ascertained, and no viable option for end-of-pipe carbon abatement
(for example, scrubbing) currently exists. A fossil fuel tax could be collected in several ways:
as a severance tax on domestic fossil fuel output, plus an equal tax on imports; as a tax on
primary energy inputs levied on refineries, gas transportation systems, and coal shippers; or
as a tax downstream, on consumers of fossil fuels. However, the farther upstream the tax is
levied (that is, closer to the producers of fossil fuels), the less carbon leaks out through
uncovered activities such as oil field processing. Implementing such a tax would be relatively
straightforward in the United States and most other developed countries, given existing tax
collection systems, but more challenging in developing countries that have less effective
institutions for levying taxes and monitoring behavior.
Carbon trading is somewhat more complicated than a carbon tax. One has to decide where to
assign property rights for carbon: downstream, upstream, or some combination of the two. In
principle, a downstream approach encompasses all emissions.  In practice, however, all
people in the United States who heat their homes with fossil fuel and/or drive a car would be
required to buy and sell carbon permits. Operating and overseeing such a market would be an
administrative nightmare. In contrast, an upstream system would be easier to administer
because the number of market actors is smaller. Comprehensive policy would have to
account for imported refined products as well as domestic fossil energy supplies and to
address noncombustion uses of fossil fuels (for example, chemical feedstocks). One
possibility is a system in which emissions of large sources are regulated directly and small
sources are regulated through limits on their fossil fuel supplies. Or, a carbon tax could be
levied on the energy used by smaller sources.
Questions about how to distribute permits also complicate carbon trading. A government
could sell permits to the highest bidders in an auction-style system, hand them out gratis
according to some formula such as grandfathering (that is, the government assigns permits to
existing emitters relative to a historical base year), or combine the two approaches somehow.Resources for the Future Shogren and Toman
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The choice forces policymakers to address trade-offs among goals of economic efficiency,
distributional equity, and political feasibility. Efficiency increases with greater auctioning
because the revenues can be used to offset existing distortionary taxes. Gratis permit
allocation can target the distribution of a valued commodity toward the people most
adversely affected by the policy (for example, low-income households and coal miners) or to
those wielding the greatest political influence over the distribution of trading profits and
losses. This option no doubt could increase the political feasibility of a trading policy.
Bovenberg and Goulder (forthcoming) provide some simulation analyses that suggest that the
cost of compensating fossil fuel–producing companies and their shareholders for losses
resulting from reduced sales under a carbon-trading system is not very large. The cost
increases, of course, if policy also seeks to compensate fossil fuel–intensive industries and
the affected workers.
Which GHGs to address beyond CO2 is another issue that both trading and taxation policies
must address. For instance, the appropriate tax on natural gas entering the pipeline system
could account for leakage and the greater relative potency of methane. Levies also could be
placed on methane releases from coal mines and landfills and on human-manufactured gases
on the basis of their expected venting to the atmosphere through sources such as automobile
air conditioners. Some gases will be more difficult than others to control. A prime example is
how to capture decentralized sources of agricultural methane that would be costly to
measure.
Tax or trading systems also could be extended to carbon sequestration activities such as
reforestation programs, which could earn tax credits or garner additional emissions permits.
The challenge is to define a credible baseline to measure the amount of carbon sequestered
by the forest. For example, one does not want a system that rewards carbon sequestration that
would have occurred anyway as part of forest rotation practices, or a system that encourages
deforestation so that landowners could then claim credit for replanting trees. For additional
discussion about carbon sequestration, see Sedjo and others (1997).
Rules for banking and borrowing carbon permits are another key component of a trading
system. Banking lowers costs by allowing traders to hedge against risks in emissions patterns
(for example, a colder than average winter), and to smooth out fluctuations in abatement
costs over time. With borrowing, traders have more flexibility to respond to unexpected
short-term increases in abatement costs, thereby spreading the economic risk of compliance
across time. The Kyoto Protocol provides a very limited amount of such flexibility by
allowing Annex I countries to average their emissions over a five-year commitment period
(2008–12).
Banking and borrowing raise the more fundamental issue of how to set credible long-term
targets while facilitating short-term adjustments. In principle, policy could set a long-term
GHG concentration target and let private actors reach the target most cost-effectively by
adjusting their abatement strategies to minimize costs over time (see Kosobud and others
1994; Peck and Teisberg 1998). But critics doubt the credibility of such long-term targets.
They also argue that a firm’s natural tendency to delay emissions control to the future could
impose unacceptable future climate change costs and make targets unenforceable(see Leiby
and Rubin 2000).Resources for the Future Shogren and Toman
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This issue may be overwhelmed by the larger question: When should GHG reduction take
place—now or later? As indicated earlier, many analyses suggest substantial cost savings
from a more gradual path of emissions control than is envisaged in the Kyoto Protocol
(however, some critics question how compelling these findings are). Even critics of
intertemporal GHG trading need to address the possibility of policy targets with more
flexibility over time and more gradual controls.
International Implementation of GHG Trading
GHG trading can be extended around the globe. Theory says that global trading can generate
mutual gains by allowing low-cost abaters to profit from selling permits to grateful high-cost
abaters. The Kyoto Protocol allows for both formal GHG trading among the Annex I
developed countries and bilateral trading through the Clean Development Mechanism
(CDM). Under the CDM, emissions reduction activities in noncapped, non-Annex I nations
can generate emission reduction credits for Annex I nations. Annex I trading could involve
tying together domestic emissions trading programs or a project-level approach in which
participants can generate emission credits from emission-reducing actions in other Annex I
countries (so-called joint implementation).16 These various endeavors could be organized and
financed by Annex I investors, the developing countries themselves, and international third
parties.
The CDM could generate both low-cost emissions reductions for developed countries and
tangible benefits to the host country through the transfer of efficient, low-carbon technology.
However, many obstacles remain. The key immediate question is how to design a credible
monitoring and enforcement system that does not impose such high transaction costs that it
chokes off CDM trades. People will not start a project if the time, effort, and financial
outlays needed to search out, negotiate, and obtain governmental approvals are too onerous.
For additional discussion, see Goldemberg (1998), Grubb and others (1999), Jepma and van
der Gaast (1999), and Haites and Yamin (forthcoming).
The United States has been a strong advocate for international trading in international
negotiations. Other countries, notably in Western Europe and the developing world, have
been cooler toward decentralized private-sector emission trading. Some nations like trading,
but only if strict rules are imposed, which in a sense may ultimately be self-defeating.
European negotiators have advocated trading limits which restrict the degree to which Kyoto
Protocol targets could be met through international flexibility mechanisms. Such
“supplementarity” constraints (as they are termed in the debates) have been stoutly resisted
by the United States for fear that they would unduly restrict opportunities for cost-effective
emissions control and delay the evolution of effective GHG permit markets.
                                                     
16 Hahn and Stavins (1999) describe the practical difficulties of operating a transaction-specific, credit-based
joint implementation program internationally with heterogeneous domestic greenhouse gas measures. They
point out the trade-off between international cost-effectiveness and domestic policy sovereignty that it
engenders.Resources for the Future Shogren and Toman
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Trade-offs between Taxing and Trading GHGs
Choosing between taxing and trading GHGs requires consideration of several key trade-offs.
First, a tax generates revenue for the government, which need not be the case with permit
trading. Second, taxes fix the price and allow the emissions levels to vary, putting the risk on
the environment, because the firms knows the cost of emission reduction, whereas permits
fix the emission target and allow the price to vary, putting the risk on the regulated firms,
because the firm no longer knows the cost of a permit with certainty. As such, a permit
system fits more naturally into the Kyoto Protocol (UNFCCC 1999b), which focuses on fixed
emissions targets and timetables.
A downside to GHG trading is that society does not know what the actual abatement cost will
be for a fixed quantity of emissions. When costs are uncertain and potentially severe, society
may be better off with a tax-based approach that caps the cost of emissions control but does
not ensure hitting a specific emissions target (Weitzman 1974; Pizer 1997; Newell and Pizer
1998). The exception would be cases in which a strong reason exists to limit GHG
concentrations below a certain limit because of the risk of catastrophic damages. But no solid
evidence exists at this time on which to base such a judgment. It is also possible to adopt a
hybrid policy based on emissions trading but with a safety valve in case costs go too high. In
practice, this policy would involve the government issuing additional permits if the price
went beyond some predetermined level (which could change over time).17
Technology and Market Reform Policies
Incentive-based policies such as taxing and GHG trading work to encourage the diffusion of
existing low-carbon technology and the development of new technology. They beg the
question of whether additional nonprice policies are necessary to promote climate-friendly
technology advances and investment. Proponents of such policies argue that economic
incentives are inadequate to change behavior to a degree sufficient to reduce climate risk.
They advocate public education and demonstration programs; institutional reforms, such as
changes in building codes and utility regulations; and technology mandates, such as fuel
economy standards for automobiles and the use of renewable energy sources for power
generation.
No one doubts that such approaches eventually might reduce GHG emissions. At issue is the
cost-effectiveness of such programs. Advocates of technology mandates often argue that the
subsequent costs are negligible because the realized energy cost savings more than offset the
initial investment costs. But as we noted earlier, this view does not address several factors
that impinge on technology choices, and it implies a widespread lack of rational
decisionmaking by energy users.
                                                     
17 A version of this idea is sketched in Pizer (1997), and a policy for U.S. implementation is suggested in Kopp
and others (1999). If permits are internationally traded, regulations would have to prevent entities in the United
States from selling off all their “base” permits to trigger the safety valve.Resources for the Future Shogren and Toman
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The economic perspective emphasizes searching for real inefficiencies that impede low-cost
choices as opposed to barriers that reflect unavoidable direct or hidden costs, such as the
capacity of technology to predictably meet the needs of its users. Most economic analysis
recognizes that energy use suffers from inefficiencies but remains skeptical that such large
no-regret gains actually exist. Economic analyses also acknowledge a role for government
when consumers have inadequate access to information or if existing regulatory institutions
are poorly designed. This role can include subsidies to basic R&D to compensate for an
imperfect patent system; reform of energy sector regulation and reduction of subsidies that
encourage uneconomic energy use; and provision of information about new technological
opportunities. For additional discussion and competing perspectives on these issues, see
Geller and Nadel (1994), Jaffe and Stavins (1994), Metcalf (1994), Levine and others (1995),
and Jaffe and others (1999).
Finally, in developing countries, barriers in the energy sector stall the diffusion of cost-
effective technology. These barriers often are compounded by other economy-wide policy
and infrastructure problems. When barriers to technology diffusion exist, the most effective
solution typically is not found in regulatory mandates or ill-focused rules for technology
adoption. Rather, solutions are found in institutional or broader market reforms, such as
greater availability of information, expansion of financing opportunities, and reforms in
energy sector pricing and other areas. For additional discussion, see Blackman (1997) and
Lopez (1999).
Coherent International Architecture Matters
Good domestic policy will be only as effective as the stability of an international agreement
that defines a common purpose across nations. As such, the third factor that matters for
climate change policy is a coherent international architecture. Speaking about the Rio
negotiations, Prime Minister Gro Bruntland said, “We knew the basic principles on which we
needed to build: cost-effectiveness, equity, joint implementation, and comprehensiveness.
But not how to make them operational” (as quoted in Schmalensee 1996).
Because the source of the risk is widespread, responsibility for resolving the problem
ultimately must be shared. But the more widespread the responsibility, the greater the
challenge of maintaining a stable agreement, because nations have more incentive to free ride
on the actions of other nations. This challenge is compounded by national differences related
to income, vulnerability to climate change, and capacities to respond. Two related elements
of cooperative and noncooperative economic behavior underlie the numerous intricacies of
international diplomacy aiming to design and implement a climate agreement: the paradox of
international agreements and the engagement of developing nations.
The Paradox of International Agreements
The problem of achieving effective and lasting agreements can be stated simply: A self-
enforcing deal is easiest to close when the stakes are small, or when no other option exists (a
clear and present risk). Nations have a common interest in responding to the risk of climate
change, yet many are reluctant to reduce GHG emissions voluntarily. They hesitate becauseResources for the Future Shogren and Toman
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climate change is a global public good—no nation can be prevented from enjoying climate
protection, regardless of whether it participates in a treaty. Each nation’s incentive to reduce
emissions is thus limited because it cannot be prevented from enjoying the fruits of other
nations’ efforts. This incentive to free ride reflects the divergence between national actions
and global interests.
No global police organization exists to enforce an international climate agreement. As such,
an agreement must be voluntary and self-enforcing—all sovereign parties must have no
incentive to deviate unilaterally from the terms of the agreement. But a self-enforcing
agreement is hardest to achieve in the gray area between low and infinite stakes. By free
riding, some nations can be better off refusing an agreement. The greater the global net
benefits of cooperation, the stronger the incentive to free ride; therefore, a self-enforcing
agreement is harder to maintain. A self-enforcing agreement is most easily maintained when
the global net benefits are not much bigger than no agreement—hence, the paradox. For more
discussion see Hoel (1992), Carraro and Siniscalco (1993), Barrett (1994), and Bac (1996).
If self-enforcement is insufficient, signatories who have ongoing relationships can try to
alleviate free riding on climate change policy by retaliating with threats such as trade
sanctions (see Chen 1997). But the force of linkage and deterrence is blunted in several
respects. A nation’s incentive not to participate in reducing GHG emissions depends on the
balance between short-term gains from abstaining relative to the long-term cost related to
punishment. Participating nations must see a gain in actually applying punishment, otherwise
their threats of retaliation will not be credible. Credibility problems arise when, for example,
retaliation through trade sanctions damages both the enforcer and the free rider. Moreover,
because many forms of sanctions exist, nations would need to select a mutually agreeable set
of approaches—probably another involved negotiation process. For an illustration, see
Dockner and van Long (1993).
Even if a self-enforcing agreement involved only two or three big emitting markets (for
example, the United States and the European Union) and many small nations refused to
agree, total emissions probably would remain higher than global targets. For their part, many
decisionmakers in industrialized countries worry about the consequences to their economies
of reducing emissions while developing countries face no limits. This situation could
adversely affect comparative advantages in the industrialized world, whereas leakage of
emissions from controlled to uncontrolled countries would limit the environmental
effectiveness of a partial agreement. Estimates of this carbon leakage vary from a few
percent to more than one-third of the Annex B reductions, depending on model assumptions
regarding substitutability of different countries’ outputs and other factors (Weyant and Hill
1999).
Designing Climate Agreements to Draw In Developing Nations
Developing nations have many pressing needs, such as potable water and stable food
supplies, and less financial and technical capacity than rich countries to mitigate or adapt to
climate change. These nations have less incentive to agree to a policy that they see as
imposing unacceptable costs. The international policy objective is obvious, but elusive:Resources for the Future Shogren and Toman
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finding incentives to motivate nations with strong and diverse self-interests to move
voluntarily toward a collective goal of reduced GHG emissions.
Equity is a central element of this issue, because differences in perceptions about what
constitutes equitable distributions of effort complicate any agreement. No standard exists for
establishing the equity of any particular allocation of GHG control responsibility. Simple
rules of thumb, such as allocating responsibility based on equal per capita rights to emit
GHGs (advantageous to developing countries) and allocations that are positively correlated
to past and current emissions (advantageous to developed countries) are unlikely to command
broad political support internationally. The same problem arises with dynamic graduation
formulas, which seek to gradually increase the control burden of developing countries as they
progress economically. However, these dynamic approaches do offer more negotiating
flexibility (see Burtraw and Toman 1992; Rose and Stevens 1993; Manne and Richels 1995;
Schelling 1995; Rose and others 1998; Yang 1999).
Direct side payments through financial or low-cost technical assistance can increase the
incentive to join the agreement. Incentive-based climate policies can help by reducing the
cost of action for all countries. In particular, both buyers and sellers benefit from trade in
emissions permits. Emissions trading also allows side payments through the international
distribution of national emissions targets. More reluctant countries can be enticed to join with
less stringent targets while other countries meet more stringent targets to achieve the same
overall result. These points often are lost when critics argue that emissions trading will
weaken international agreement because a seller country can fail to meet its domestic target
and export “phony” emissions permits.
Side payments through emissions trading result when countries are given national quotas in
excess of their expected emissions, an allocation sometimes called “headroom.” Such an
allocation was provided to Russia and Ukraine in the Kyoto Protocol and came to be called
“hot air” by critics, who feared it would slow international progress by giving advanced
industrial countries such as the United States a cheap way out of cutting their own emissions.
But had this cost-reducing option not been part of the package, it is unclear whether the
United States and other countries would have agreed to the protocol or could achieve its
goals in practice (see Wiener 1999). Nevertheless, international reallocations of wealth in
permit trading give rise to broader domestic political debates. Imagine, for instance, the
domestic debate if the United States administration decided to transfer many billions of
dollars annually to Russia, or perhaps China in a subsequent agreement, for emissions
permits (see Victor and others 1998).
Critics claim that tradable permits have a Catch-22 that threatens the future of the Kyoto
Protocol and longer-term agreements. Without trading, mitigation costs are too high to be
politically acceptable; with trading, the distribution of these costs is too unfair to be
politically acceptable. So, some observers promote individually administered national carbon
taxes as the only reasonable option (Cooper 1998). However, this approach is not a panacea
for distributional concerns, in that the initial allocation of rights and responsibilities is
implicit in any international control agreement, including taxes. Moreover, the argument for
taxes rests on the willingness of the developing world to implement substantially higher
energy taxes than exists today. Although developing countries theoretically would reap someResources for the Future Shogren and Toman
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advantages of increasing energy taxes (for example, more reliable revenue than from income
taxes), it is unclear whether the advantages are so compelling in practice. (Wiener 1999
offers several efficiency and political economy arguments in favor of a quantity-based over a
tax-based approach.) Without such participation, the tax approach becomes an inefficient
partial agreement like the Kyoto Protocol.
Concluding Remarks
Climate change poses risks to society. We have reviewed what researchers know about these
risk and have discussed the benefits and costs of different protection strategies. Several
lessons emerge that underscore the similarities and differences between climate change and
other environmental issues. As with other issues—though perhaps to a greater degree in some
cases—efficiency and complex equity issues must be addressed. Economic incentives are
necessary for cost-effective and credible policies. Policymakers need to better understand the
political and economic trade-offs between flexibility and stringency in the design of climate
policies, and people need to recognize and account for the serious uncertainties that exist. In
addition, international participation is necessary to effectively address climate issues, and
significant challenges exist to establishing agreements that are substantial in their aims and
credible in their implementation.
We also have identified several gaps between what the economics of climate change would
tell us about policy and the actual direction of U.S. and international policy debates. In terms
of the three themes we have followed through this paper, economic analysis would suggest
the following benefits and costs matter, as does uncertainty.
•  There needs to be some balance of concern between the irreversible consequences
of climate change and the costs of misplaced mitigation investment.
•  A gradual approach to the implementation of GHG control targets to take
advantage of cost savings and opportunities for learning is desirable.
•  Well-designed, cost-effective climate policies are essential.
•  Incentive-based mechanisms warrant a warm embrace, both domestically and
internationally.
•  A greater emphasis is needed on price-based approaches over strict quantity
targets in the short to medium term to manage the risk of uncertain response costs.
•  Targeted efforts to compensate the greatest losers with the least waste for political
expediency should be undertaken.
•  Climate policies should be coupled to broader economic reform opportunities to
maximize win–win opportunities.
•  Coherent international architecture is key to success.
•  Serious discussion is needed of common ground for common but differentiated
participation of developed and developing countries based on shared burdens and
mutual benefit.Resources for the Future Shogren and Toman
34
In practice, the policy debate has tended to emphasize climatological and socioeconomic
damage risks over risks related to economic response costs. It has focused on strict and
ambitious quantitative emissions targets for a subset of countries, without a clear path for
implementing or broadening the agreement, and has been somewhat dismissive of those who
see their own self-interest as not aligned with the emissions control targets being advocated.
The debate has downplayed the importance of response costs by emphasizing potential “free
lunch” opportunities in the technological arena, has sought to limit the operation of cost-
reducing incentive-based systems (especially outside the United States), and has played up
the tensions between developed and developing countries.
Some of these contrasts might be rationalized on the basis of factors such as strong aversion
to risk of climate change, concerns about credible implementation of policies in practice, and
honest disagreements in assessing the costs of GHG control. But a great deal of the
difference, as we see it, reflects the politics of the issue. It remains to be seen how these
political issues will play out, particularly whether the Kyoto Protocol or a successor
agreement will be successfully ratified and implemented.
•  Finally, many uncertainties remain that affect climate policy design. To reduce
the related uncertainties and improve the feasibility of future policy, policymakers
need to better understand several points:
•  The risks of climate change from a socioeconomic as well as a scientific
perspective.
•  The nature of public concern about climate change risks.
•  The trade-offs between adaptation and emissions control, and the importance of
different forms of infrastructure (especially in developing countries) for
enhancing the capacity for adaptation.
•  The costs of GHG control in an international context, accounting for trade and
financial flows under different patterns of participation in international abatement
efforts.
•  How large the “energy efficiency gap” is in practice, and the consequences for
assessing the cost of GHG abatement.
•  The incentives for technical progress created by different climate policies, and the
opportunity costs of inducing innovation toward GHG control versus other
applications.
•  The processes of international negotiation and coalition formation as they apply to
climate agreements, in theory and practice.
•  Better practical understanding of the distributional impacts of different policy
regimes.
Most of these questions will persist well beyond a third edition of this book. Starting to
address them now can only increase the economic soundness and ultimately the reliability of
climate change policy into the future.Resources for the Future Shogren and Toman
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