Abstract-Sentiment included in a sentence can indicate whether a sentence may have positive, negative or neutral polarity. Polarity of the sentences is deemed important in text summarization, especially when summarizing narrative texts. This paper proposes to discover the patterns and sentiment scores of the summaries generated by established summarization methods: Luhn, Latent Semantic Analysis (LSA) and LexRank. This is done by conducting a study and comparison on the generated sentiment-based graphs of the summaries. A comparative study is conducted on the sentiment-based graph of the generated summaries with two different sentiment lexicons, namely SentiWordNet and VADER. The analysis is conducted by comparing the patterns of the sentiment-based graph and their sentiment scores as well. In the experiments conducted, there is an obvious pattern for the two sentiment lexicons. This implies that sentiment-based graph's pattern and score are helpful in generating a compact summary. The analysis will alleviate future research on sentiment-based summarization and motivates a new method which can be considered as a graph-based summarization to extract a summary based on its sentiment score.
INTRODUCTION
With the growth in the number of digital documents, there is an important need for text summarization. Text summarization is able to reduce human effort in order to provide the reader with compact and meaningful information in just a few lines of texts. When reading a text, the reader usually tends to skim through the text for the first time to grab the general idea of the text. Hence, a summary can provide just that as needed.
Text summarization can generally be described as the process of generating a summary. A summary is defined as a text that is created from one or more texts, that delivers important information in the original text, and that is no longer than half of the original text [1] . The original text can be very lengthy and can consume more of reader's time to read. Thus, automatic text summarization (ATS) can assist the reader to understand the gist of the text in just a short time by providing a compact summary. ATS is helpful when a meaningful summary is needed from a very lengthy text. The sentiment portrayed in the text is useful as an indicator of the polarity of the sentences. Sentiment analysis is used to identify the polarity of the text. It has been a popular method in gauging sentiments on the Web and social media. Sentiment analysis distinguishes and extracts subjective or emotion information in texts by using NLP, text analysis and computational linguistics [1] . It focuses on the expressed opinion of a text, disregarding the topic of the text itself.
The question that remains to be answered is whether the pattern of the summary can be extracted using sentiment analysis? This study was undertaken to study and compare the sentiment patterns and scores of the summaries generated by the established summarization methods: Luhn, LSA and LexRank.
II. RELATED WORKS
Text summarization can generally be described as the process of forming a summary out of the textual elements of a text narrative. [2] defined a summary as "a text that is produced from one or more texts, that conveys important information in the original text(s), and that is no longer than half of the original text(s) and usually significantly less than that". The original text can be very long and this may put the casual reader off. Having a summary of an original text usually helps the reader to understand the gist of the text in just a fraction of the time.
The scene of text summarization research has evolved over the years. The earliest works on summarization largely made use of statistical-based techniques based on word frequency [3] , [4] and sentence position [4] , [5] . These techniques form the foundation of feature extraction in text summarization and are still largely adopted in most text summarization approaches. Subsequently, machine learning and natural language processing techniques for text summarization followed. Machine learning techniques are used for selecting the best feature to extract in text summarization [6] , [7] , [8] , [9] while natural language processing techniques allows elements of the natural language such as text structure [10] , concepts in documents [11] and lexical chains [12] , [13] to be exploited for text summarization. The major approaches to text summarization are also summarized in [2] , highlighting the literature for summarization through extraction and abstraction. More recent approaches to text summarization looks at sentence ordering [14] , [15] , extracting salient sentences in given document(s) by modelling text summarization as an optimization problem [16] , constraint-driven models [17] , correlation of sentences [13] , removal of redundant sentences [18] and using fuzzy logic extraction and latent semantic analysis [19] . The drawback of all these methods for text summarization is that they focus mainly on textual content and not on how a human understands a text. As stated by [20] , current extraction techniques were limited by their inability to convey implicit information, the author's intention, the reader's intention, the context of influence and the general world knowledge.
[21] had proposed an approach to text summarization which also takes into account the polarity of phrase-segments as a basis for determining cue phrases. Their work that includes sentiment analysis for salient sentence extraction indicates the need to explore novel approaches that go beyond the current state-of-the-art extractive document summarization. [22] showed that using positive and negative sentences by themselves were not good indicators of key sentences for summarization. These researches motivate the comparative investigation in this research.
III. EXPERIMENTS AND RESULTS

A. Initial Hypothesis
This comparative study is done as a continuation of a previous research [23] which led to the formulation of the following hypothesis:
First sentences are mostly selected in a summary.
Hypothesis 2:
The polarity of the sentences in a summary follows the domain polarity.
The reported experiments were conducted to prove the hypothesis, as well as, to compare the polarity patterns of the summaries generated by the established summarization methods. Table I shows the summary of the dataset used for this study. 
B. Datasets
Compression ratio
20% to 30%
The selection of the summary length was based on the compression ratio set for each summary. The length of the summaries for both opinion and extractive summaries was predefined before summary generation using the Compression Ratio (CR) method. CR was calculated using the equation given in (1).
As mentioned by [24] , the best summary is around 20% to 30% from their original texts. In the experiment conducted, the value 30% was used as the threshold for CR. In the case where the length was not a whole number, the value will be rounded down.
C. Experimental Setup
This comparative study motivates a new approach to develop a summarizer that utilizes sentiment analysis as its major feature to extract a summary. The proposed framework is to find the sentiment score patterns of the summary generated from the three established summarization methods.
The basic task of sentiment analysis was to classify the polarity of the sentences into three states; positive, negative or neutral. Briefly, this study was conducted by comparing and analyzing the generated graphs in order to extract frequent patterns of the graph and their scores. 20 newspaper articles were used as the dataset for this comparative study. The theme murder was chosen. The dataset was used with three established extractive summarization methods: Luhn, LSA and LexRank. These methods, which each generated their respective summaries. Then, the polarity and the scores of the summaries were determined by the sentiment analyzer. The sentiment analyzer used two different lexicons; SentiWordNet [25] and VADER [26] .
There are two main stages in this experiment. They are i) Summary generation and ii) Sentiment scoring. In the first stage, the Luhn, LSA and LexRank methods are used to generate summaries. In the second stage, sentiment scoring is carried out using the algorithm illustrated in Algorithm 1. 
D. Established Extractive Summarization Methods
Three established extractive summarization methods were adopted for comparison in this research. They are Luhn [3] , Latent Semantic Analysis (LSA) [27] and LexRank [28] These methods were used to generate benchmark summaries to be used in the sentiment scoring process.
1) Luhn Method
This method uses two features to identify the important sentences in a text. The two features are (i) the presence of significant words and (ii) the distance between these significant words. A word's significance is based on the occurrence of the word in the whole text. The distance is computed from the number of non-significant words between two significant words. If the distance is more than a predetermined threshold value, then the significant and non-significant words within the count of the threshold value will be grouped into a cluster. The score of each sentence is given based on the equation given in (2): 2) Latent Semantic Analysis (LSA) Method This method is used to identify the important sentences by considering the semantic features [29] . LSA extracts and makes up semantic knowledge of the text from the observation of the term frequency [30] . It constructs a semantic space with a massive dimension from the statistical analysis of term frequency for the whole text. This method is implemented by performing latent semantic indexing which uses singular value decomposition (SVD) to generic text summarization [31] . SVD is used to reflect an important topic or concept of the document and the value shows the importance level of the topic or concept.
3) LexRank Method Lexical PageRank or LexRank is a method that constructs the text into a graph that consists of nodes that represent the sentences and edges that represent the similarity relation between the sentences. LexRank calculates similarities among the sentences by applying cosine similarity function. A sentence is ranked higher if it is cited by other highly ranked sentences as inspired from the idea of the PageRank algorithm [32] . The summary is generated by taking the top ranked sentences using a pre-determined threshold value.
E. Sentiment Lexicons 1) SentiWordNet SentiWordNet (SWN)
is an open source resource and has a web-based graphical user interface. SentiWordNet is a lexical resource that is constructed from WordNet. SentiWordNet is grouped into adjectives, nouns, adverbs and verbs in synonym sets (synset). Each set is assigned to three numerical scores Obj(s), Pos(s) and Neg(s) to distinguish between objective, positive and negative terms in the synset. The value of positive and negative scores are assigned in SentiWordNet by adapting synset classification to decide the PN-polarity (positive negative) and SO-polarity (subjective objective) polarity of terms. This method depends on training a set of ternary classifiers, which are able to determine positive, negative or objective polarity of a synset.
2) VADER Valence Aware Dictionary for sEntiment Reasoning (VADER) is a lexicon and rule-based sentiment analysis tool written in Python. It is specifically used to identify sentiments conveyed in social media but it operates well on other general texts. The implementation of VADER focuses on sentence-level sentiment analysis method. It classifies the sentences to determine their positivity or negativity. VADER is an open source tool and gives a good performance observed in various experiments conducted in the works of [33] .
F. Experimental Results
The sentiment-based graph is plotted by calculating the average sentiment scores of each node. Figure 1 and 2 show the graph patterns of sentiment scores of the sentences in the summaries generated by using the Luhn, LSA and LexRank methods scored using SentiWordNet and VADER respectively. Figure 3 and 4 combined the three scores into an average score each for SentiWordNet and VADER respectively. Table II shows the percentage of first sentence selected in the summaries while Table III shows the percentage of sentences for each polarity in the summaries. IV. DISCUSSION Figures 1 to 4 shows the graph patterns for the summaries generated by using the Luhn, LSA and LexRank methods. The graphs are interpreted through three stages of a summary; the initial stage, the middle stage and the final stage. For SentiWordNet, as shown in Figure 1 , the initial stage of the summary started with negative polarity and as the summary progressed, the polarity became less negative and slightly positive. In the final stage of the summary, the Luhn method ended with a negative polarity while the other two methods had positive polarity. For VADER, as shown in Figure 2 , the initial stage was also showing negative polarity and as the summary progressed, the negative polarity lessened. The Luhn and LSA methods ended with positive polarity while LexRank has a slightly positive polarity. Figure 3 shows the average of the three scores from the three methods using the SentiWordNet lexicon. Five out of seven sentences had negative polarity. The pattern gave an overall view that as the summary progressed, the negativity reduced. Figure 4 shows the average of the three scores from the three method using the VADER lexicon. All seven sentences had negative polarity. The same upward pattern of reducing negativity was seen as the summary progressed. Table II shows that the Luhn summaries include 70% of the first sentences in the summary. This concurs with our initial hypothesis where we stated that the first sentence is mostly selected in a summary. This can be supported with the fact that the writers of the news articles usually write their articles by prioritizing the most important information first. This is known as the inverted pyramid news writing. It is a widely used template in news writing [34] . Table III displays the percentage of polarity classification of the generated summaries. In SWN, the summaries had around 54% of negative polarity sentences. VADER generated the highest percentage of negative polarity which was 70% in the Luhn summary. The tendency for negative polarity was higher due to the fact that the domain was related to murder, which of course was a negative event. Murder stories provided negative sentiments as they described the case by using negative words like murder, kill, sentenced, death, etc. In the sentiment lexicons, these words have negative values. Thus, this indicates that the sentence polarity is very much depending on the theme of the stories themselves.
V. CONCLUSION
The main contribution of this paper is the motivation towards developing a new method in text summarization using the graph-based summarization method to extract a summary based on its sentiment score. The two initial hypothesis stated are all accepted. The preliminary results of this comparative study imply that it possible to have a method that makes use of sentiments as a feature in summary extraction. Future works will identify more exact computation of scores for each nodes of the graph. It will also consider the different domains for different patterns.
