Abstract-In this paper, we consider joint estimation of the channel length and of the impulse response for OFDM systems, exploiting information criteria to find the best trade-off, in terms of Kullback-Leibler divergence, between noise rejection and channel description accuracy. So far, information criteria have not been used for practical channel length estimation methods, due to their prohibitive complexity. We show how to make them affordable, performing channel estimation in a recursive way that allows to establish the optimal channel length with a moderate incremental cost.
I
N this paper, we focus on Channel Estimation (CE) and Channel Length Estimation (CLE) for Orthogonal Frequency Division Multiplexing (OFDM) systems, such as [1] , [2] . CE plays a fundamental role in modern communication systems, especially for wireless devices. For a coherent communication, the channel must be estimated at the transmitter and/or receiver side. Knowledge of the Channel State Information (CSI) at the transmitter side is usually the most favorable condition, since the transmitter can apply smart techniques in advance, to adapt the communication to the environment conditions. Some examples are rate adaptation, power loading [3] [4], eigen-beamforming and water-filling [5] , and dirty paper coding [6] . CSI at the transmitter side is hard to achieve in wireless communications, especially when mobility must be guaranteed, since the channel can Manuscript received July 2, 2012; revised October 27, 2012; accepted December 25, 2012. The associate editor coordinating the review of this paper and approving it for publication was S, Wei.
A. Tomasoni change quickly. Reciprocity between transmitters and receivers cannot be assumed, and receivers must feedback their channel estimate to the transmitters, with a waste of throughput. An easier task is to let the receivers tackle the channel effects. CE at the receiver should be as effective and cheap as possible, since battery life and device area are scarce resources in wireless communications. CE can be pilot or data aided. Pilot Aided CE (PACE) is based on known training symbols, usually inserted in the preamble or blended in the data payload [3] , [7] to help CE. Data Aided CE (DACE) exploits decoded symbols as pilots, to refine a previous estimate or to track channel variations [8] . It is more complex but guarantees less throughput waste.
Focusing on OFDM systems, CE can be performed both in the frequency or in the time domain [3] [9] . Frequency Domain (FD) CE is usually simpler, since it can be applied even independently subcarrier by subcarrier: this is the case of Zero Forcing (ZF), that delivers a noisy CE. More refined estimators exploit some additional information about the channel, to reject noise. Depending on the way this information is given, it could be convenient to perform CE either in the FD or in the Time Domain (TD). E.g., if the channel Power Delay Profile (PDP) is known, one can derive the channel covariance matrix in the FD and perform LMMSE estimation to reject more noise, or can even embed the PDP into a TD LMMSE estimator, focusing on the most relevant channel taps [9] . To reduce complexity, one can also also apply estimation to small groups of subcarriers [10] , or just exploit the largest eigenvalues of the channel covariance matrix [3] . Reduced order models can also be applied in the TD: the most popular is ML estimation with knowledge of the channel length [7] .
A problem with TD CE is to determine the proper channel length. The easiest solution is to set the estimated channel length equal to the maximum value (say L) that produces no Intra Carrier and Inter Symbol Interference, i.e. the OFDM cyclic prefix length plus one. This assumption simplifies the problem, but can lead to a performance degradation, in case of short channel impulse responses. To avoid this degradation some CLE must be implemented. Also CLE can be performed in the frequency or time domain. Frequency domain estimators look for some specific behavior of the channel estimates, such as the zero-level crossing rate [11] . They are simple, but do not exploit all the available information and typically require several OFDM symbols to become reliable. Time domain CLE usually starts from the maximal length and then ignores taps with amplitudes below some threshold [12] . Also this method typically has poor performance, and is sensitive to the chosen threshold.
Better results can be achieved by the Akaike Information Criterion (AIC) [13] , [14] . In [15] , AIC is applied to CE with the aim of minimizing the information lost by the channel estimator. AIC can be deployed also in more complicated scenarios, e.g. in case of DACE driven by unreliable pilots fed back by a channel decoder [8] , or when not only the phases and amplitudes, but also the tap delays are parameters to be estimated [16] . Despite its remarkable performance, so far AIC has not been included in practical implementations of OFDM systems with virtual carriers, due to its complexity. A straight implementation requires many CE repetitions, FFTs/IFFTs and Euclidean distance computations. In this paper, we show how to perform CE and CLE jointly. Advantages are manifold. First, the system performance is improved and we can efficiently compute the ML estimates not only for PSK symbols, but also for QAM. Second, the above goals can be achieved with a moderate increase in complexity and memory. Finally, the method is flexible and can be easily generalized to many communication scenarios (e.g. channel tracking with slicing errors) and selection criteria (e.g., the Bayesian Information Criterion [17] ).
The remainder of the paper is organized as follows. Section II introduces the system model and the classic CE theory. Section III discusses the application of the Levinson algorithm to the CE problem and estimates its complexity. Section IV introduces the AIC criterion, eventually embedding it into the Levinson algorithm. Section V reports the simulation results for several system configurations and channel conditions. Finally, Section VI concludes the paper.
II. SYSTEM MODEL AND PROBLEM DEFINITION
In this paper, we denote column vectors and matrices with bold lower-case and capital letters, respectively. (·) H is the transpose, complex-conjugate (Hermitian) operator. diag(x) puts the elements of x along the main diagonal of a matrix, equal to 0 elsewhere. tr(·) computes the matrix trace. 0 and 1 are all-0 and all-1 matrices, respectively. u (l) is an all-0 vector, but for the l-th entry equal to 1. 
where 
where Q = WP H PW H is Toeplitz and Hermitian. In (2), the rightmost part
can be interpreted as a coarse frequency domain CE, based on a tone-by-tone Matched Filter (MF). Equations (2)- (3) are more readable with the "MATLAB-style" notation 1 : l: 1:l,1:l is a smoothing filter, and the low-pass behavior is due to the reduced-rank CE.
If more than one OFDM symbol is available for CE (e.g. in IEEE 802.11a/p standards [1] , [2] there are two LTS), we can average partial noisy estimates: If the matrix Q is the same for all OFDM symbols there is no need to perform channel smoothing many times: for linearity we can smooth the averaged coarse estimates and computẽ
In case of AWGN, the above computations coincide with ML estimation. There are other popular solutions, e.g. the Zero Forcing (ZF) CE. In this case, the received symbols are multiplied by a diagonal matrixP (rather than by P H ), wherě
the matrix of active carriers. After this processing, LS estimation is still performed, obtainingȟ l×1 (m) =Q Notice the formal analogy with (6), due to the idempotence ofQ.
For PSK constellations (such as BPSK and QPSK), even the ZF filter leads to ML estimation, since P H P =PP = A. When the symbol amplitude is modulated (such as in case of QAM constellations), ZF becomes suboptimal, since the inversion of the weakest pilot symbols increases the average noise power. Yet, this approximation is attractive from a complexity point of view, sinceQ is independent of pilot symbols, and can be computed and inverted just once. Besides, when the position of active carriers is symmetric in the baseband spectrum (as in [1] , [2] if we do not apply symbol selection [8] )Q is real. In the following, we will discuss the complexity of both MF and ZF solutions, for our joint CLE and CE.
III. CHANNEL ESTIMATION EXPLOITING THE LEVINSON ALGORITHM
In this Section, we discuss how to compute the smoothed channelh in (8) (and its analogousȟ in case of ZF), applying the Levinson Algorithm (LA) rather than multiplying by Q −1 1:l,1:l . The advantage is twofold. First, the LA will enable an efficient and effective channel length estimator, described in the Section IV. Second, the LA can also manage non constant matrices Q 1:l,1:l , that otherwise would require the storage of a large number of inverse matrices. For this reason, the LA is appealing also on its own, and will be discussed first.
Having in mind (8), let us consider the solution of the system of equations
where y (l) represents the smoothed channel estimate (either h orȟ) having length l, x is the MF or ZF coarse channel estimate (h orȟ), and T is Q orQ. In principle, with the aim of jointly estimating the channel taps and their number, one should solve the above system for all possible channel lengths l ≤ L, and choose the best result (the choice criterion will be discussed in the next Section).
In general, a matrix inversion costs O l 3 multiplications. The overall cost to invert L matrices, with size l ranging . This cost is still high, and a large burden of memory is required to store all the inverses.
For our CE purposes, T 1:l,1:l is always Toeplitz, i.e. elements belonging to the same diagonal are constant. In this case, matrix inversion costs O l 2 and can be performed by the LA [18] , [19] , [20] . The LA has a remarkable advantage: instead of computing the inverse matrix and eventually multiplying it by x 1:l it directly computes the solution y (l) of (9). This is done recursively, solving the 1 × 1 subsystem first, then correcting the result at the previous step to find the solution of the 2 × 2 system and so on. The intermediate steps of the algorithm give the solutions of the smaller systems (9) with l < L. With overall complexity O L 2 we compute the smoothed channel for every channel length l.
The LA can be split in two parts: a core algorithm, to be repeated for every different vector x (in our case, x is the coarse CE to be smoothed), and a support algorithm, assisting the core one in the computation of a set of support vectors b, depending only on T. This second algorithm is launched only if T changes, e.g. if we apply symbol selection [8] or we treat QAM modulations. When T is constant, e.g. when pilot symbols are PSK or the ZF coarse estimation is chosen, the computation of vectors b can be done only once, say offline. In general, all variables of the LA are complex. When the matrix T is real (once again, only if symbol selection [8] is disregarded and the symbol power is uniform), also the support vectors are real.
A. Core and support algorithm description
In the core algorithm, the LA finds a solution of (9) assuming that the solution of the system T 1:l−1,1:l−1 y (l−1) = x 1:l−1 has been previously computed. The algorithm augments y (l−1) to the size of the new problem, measures the error and applies a correction to find y (l) . This is done finding a set of vectors, namely the backward vectors, such that
These vectors can be efficiently computed too, as reported in the following. The augmented solution is wrong only in the last position of x, since
where
. Thanks to linearity, the above result can be easily adjusted to be a solution of the l × l system, obtaining y (l) :
Focusing now on the support algorithm, the solution b (l−1) at the (l − 1)-th step is augmented first, and eventually corrected to obtain the backward vectors b (l) . Define the l×l matrix R (l) having the secondary diagonal equal to 1, that reverses the elements of any vector that right-multiplies or left-multiplies it. Then, the backward vectors can be recursively computed as [18] :
B. Algorithm cost and memory requirements
In this Subsection, we estimate the complexity (measured as the number of scalar real multiplications) of the LA:
The last two values refer to the support processing, and must be repeated only if the problem changes, e.g. if we apply symbol selection [8] or we treat QAM modulation. When T is constant the support algorithm is performed just once, so it is worth counting it separately: core operations require 2
real multiplications. The above results refer to the common case of matrix T and backward vectors b (l) real, e.g. if symbol selection [8] is disregarded and the symbol power is uniform, or if the ZF estimation is adopted. Otherwise, the core operations cost is doubled, and the support operations cost is quadrupled (to be fair, also the multiplication by T −1 1:L costs twice as much). One should also take into account the cost of the coarse estimates (in general, three FFTs and K complex multiplications, say 6N log 2 N + 4K real multiplications in the worst case), plus another FFT to compute one row of T (2N log 2 N real multiplications), when it is variable. Anyway, these costs are in common with all other CE methods with smoothing.
With almost the same complexity as the multiplication by T −1 1:L,1:L , we have now the freedom of choosing any intermediate solution produced by the smoothing algorithm, for channel lengths smaller than L. In the following Section, we discuss how to efficiently estimate the proper lengthl. After that, Table I will summarize the overall costs.
Concerning memory requirements, the LA algorithm does not store the whole T matrix, required only by the computation of b . The first row is enough for both of them, since
, being T Toeplitz and Hermitian.
In case of fixed T, also L backward vectors of size l must be saved, approximately leading to
2 scalar elements (e.g., 170 if L = 17 as in [1] , [2] ). The storage of the inverse matrices would require a much larger burden of
e. 1785 with L = 17).
IV. THE AKAIKE INFORMATION CRITERION FOR CHANNEL LENGTH ESTIMATION
In this Section, we introduce the Akaike Information Criterion (AIC) [13] , that attempts to find the best model among a finite set. When the choice is among models with different channel lengths [15] , [8] , it implicitly estimates the most suitablel. In the following, we show that the huge complexity burden typical of AIC can be almost avoided, deploying a modified AIC estimator that works recursively, fed by the LA results.
Assume that a "large enough" set of n observations, say y n×1 , is available to estimate the true system pdf g (y) by a model f (y|θ), depending on p parameters θ p×1 . In many practical cases ML estimationθ (y) = argmax θ f (y|θ) is satisfactory, in the sense that it is unbiased, its estimation error asymptotically becomes normal and achieves the Minimum Mean Square Error (MMSE) settled by the Cramér-Rao theorem. However, ML cannot choose among models with a different number of parameters, since the larger their number, the higher the likelihood we can achieve. An ML criterion would always choose the maximum allowed p, overfitting the observations and erroneously interpreting statistical fluctuations as relevant features of the system. For this reason, if two models provide similar likelihoods with a different number of parameters, the simplest has to be preferred (this is known as the minimum description length criterion), or equivalently a penalization should be assigned to the most complex. The AIC AIC y,θ (y) = − ln f y|θ (y) + p (14) does exactly this. AIC has a theoretical background [13] : its minimization is related to the Kullback-Leibler Divergence D KL (g|f (θ)), measuring the information lost by the model 2 . Finally, it is worth noticing that in case of AWGN the ML estimatẽ
matches the LS estimate (2). This can be easily proven putting the likelihood derivatives equal to zero. Therefore, the 2 In detail,
is the crossentropy (i.e., the minimum number of bits we need to represent our signal assuming the model f (θ)), and H (g) is the entropy of the true system (i.e., the minimum number of bits assuming perfect knowledge). −X (g|f (θ)) and −H (g) can be also regarded as average log-likelihoods, and their difference is the lost likelihood, on average. H (g) depends on the unknown system and cannot be computed, but it is constant for all models and can be neglected during the minimization of D KL (g|f (θ)).
adoption of the AIC criterion is justified in case of channel smoothing.
AIC has some limits. The pdf in (14) must be exactly known, and AIC is optimal only asymptotically (in practice, n must be one or two order of magnitude larger than p). In the next subsections, we first circumvent the above two problems and then show how AIC can be applied with low complexity, thanks to the LA.
A. AIC and channel estimation
When the noise variance is unknown, or when other noise sources apart from AWGN have been neglected, AIC can be minimized w.r.t. this uncertain parameter. Assuming that the overall noise vector is still i.i.d. and Gaussian, the variance in the log-likelihood expression can be substituted by the Residual Sum of Squares (RSS) σ 2 (p):
Constant terms have no impact on the minimization, and will be neglected in the following. In practical systems, the above "log-RSS" AIC expression is to be preferred to the original one, since it takes into account all the non-idealities (e.g. synchronization errors, mistaken data symbols used as pilots, phase noise, channel impulse responses exceeding the guard interval and so on), not included in the system model. When these unexpected noise sources arise, AIC chooses a shorter channel length, smoothing the received signal and rejecting as much noise as possible, conferring robustness to the overall system, as shown in the next Section for the case of unreliable pilots.
To apply AIC to our CE problem, we must set p = 2l and n = 2N (since samples are complex), obtaining in case of M OFDM symbolsl
In the above expression, σ 2 m (l) is the Residual Sum of Squares (RSS) of the m-th OFDM symbol and σ 2 (l) the average RSS. The RSS can be derived looking at the likelihood function, maximized by the optimal ML estimator (15) . Thus, we obtain
Elements embedded in (19) range from 1 to N , including all virtual carriers, whose p k = 0. This is consistent with (15) , where virtual carriers appear in the likelihood function. Since virtual carriers are never used, we would like to discard them from the RSS computation. A more careful inspection of (15) 
from which AIC derives. Thus, discarding virtual carriers does not affect the AIC CLE, and the corresponding "log-RSS" AIC can be re-stated as
Notice that in this case some difference may arise, since the "log-RSS" AIC is only an approximation of the exact one. Anyway, simulations show that the performance is very similar. The choice among different criteria mainly depends on complexity, summarized in the following.
Another issue is AIC optimality in case of small n. Indeed, AIC is unbiased only asymptotically (for small n, also AIC overfits). When M ≥ 2, the average of different RSSs in (18) and (21) is a heuristic attempt to correct the AIC bias. An alternative, theoretically grounded solution is to employ the Corrected AIC [21] , [22] , [23] (AICc). AICc is a nontrivial extension of AIC, unbiased even for finite n. AICc is less general than AIC, since the penalty term depends on the problem under investigation. E.g., in case of linear regression (LS estimation), the AICc can be computed as
K−l−0.5 , with almost the same performance. AICc is very attractive, since in any simulated case it provided better performance than AIC, as shown is Section V. This advantage is more relevant in case of DACE, when just one OFDM symbol is available for CE purposes. Besides, in case of PACE with multiple OFDM symbols (M ≥ 2) AICc allows the computation of just one RSS referring to the average of M coarse channel estimates, rather than M RSSs, one per OFDM symbol, necessary to mitigate the AIC bias effect. This significantly reduces the algorithm complexity, passing from 2(M K + L) to 2(K + L) real multiplications, as shown in Table I .
Finally, though AIC assumes ML estimation, practical applications sometimes use it in conjunction with sub-optimal estimators, such as the coarse ZF of Section II. The resulting RSSσ
still provides good results, as shown in Section V. (1) 
B. Embedding the AIC channel length estimation into the Levinson Algorithm
Regardless the simplifications introduced so far, the AIC burden seems still prohibitive, since for every step of the LA one has to compute i) the DFT of intermediate resultsh (l) , ii) M · K Euclidean distances (or K in case of AICc) among complex values, incurring in a complexity and latency much larger than the LA. In the following, we show that the modified RSS formulations (22)- (24) can be computed directly in the time domain, avoiding the FFT, and can be computed only once rather than L times, and easily updated at each step of the LA with a corrective term that resembles (12) .
The RSS (22) can be rewritten, for any m, as
Then, for linearity
The first addend σ 2 (0) in the above expression is constant and can be computed at the beginning of the LA. It costs 2M K real multiplications in case of AIC and 2K real multiplications in case of AICc. Fig. 1a and 1b depict its computation in case of AIC and AICc, respectively.
Exploiting (12), the second addend of the above equation
can be recursively updated: 
(29) The above equations can be obtained following the footsteps of the derivation presented so far, and their proofs are omitted.
V. SIMULATION RESULTS
In this Section, we provide numerical results for the performance of the proposed smoothing algorithm, driven by the AIC and AICc CLEs. We adopt many parameters from the IEEE 802.11a/p standards [1] , [2] . In all the simulations, the number of active carriers is K = 52, out of the available N = 64. The guard interval length is L−1 = 16. We compare five different CE algorithms: coarse ZF CE, with an average of two tone-by-tone CEs in case of PACE; smoothed MF and ZF CEs with fixed channel length L; smoothed MF and ZF CEs with the AIC CLE (averaging the available RSSs); smoothed MF and ZF CEs with the AICc CLE (computing the RSS of the average coarse CE); smoothed MF and ZF CEs with a genie CLE, always choosing the correct channel length.
The channel PDP is exponentially decaying, and two power delay spreads have been tested: τ rms = T s and τ rms = 2T s , where T s is the sampling time (e.g., in [1] T s = 50ns, in [2] T s = 100ns).
For a complexity comparison, Table I summarizes the number of real multiplications of the above algorithms 3 (but
. The above modifications have no impact on performance. Since exp(·) is monotonically increasing, each criterion and its exponential version are minimized by the samel. 
Straight AIC a To be repeated every OFDM symbol within the payload. b Optimistic, it would involve a large memory burden.
for the unfeasible genie CLE). We also list the complexity of the AIC/AICc "straight" methods, not exploiting the deep connection with the LA, unveiled in this paper. Finally, we also report the complexity of CE methods exploiting thresholds to detect relevant channel taps [12] .
A. Basic case: BPSK training sequences
With BPSK modulation and two training sequences (as in [1] , [2] ), the CE noise power is halved 4 . Fig. 2 and 3 refer to different τ rms and CE algorithms introduced above. The subplots marked with (a) give the CE MSE (in dB) vs. SN R = 1 N0 , while the subplots marked with (b) predict the impact of the noisy channel estimates on the overall receiver performance. As an example, in case of coarse ZF CE (red lines, square markers), the average of two LTS leads to an estimation noise 3 dB below N 0 . This can be regarded as additional noise over the link, resulting in a system loss of 10 log 10 N0+N0/2 N0 = 1.76 dB. Similarly, we can derive all the other values of the right subplot.
The smoothing algorithm with fixed channel length L meets the expected performance, too. The estimation error
has covariance matrix
Considering the DFT noise covariance matrix, and averaging over the active carriers,
where the third equality holds because the trace is invariant under cyclic permutations. In our case, K = 52 and L = 17, so we obtain an estimation error variance equal to 0.1635N 0 , i.e. 10 log 10 (0.1635) = −7.87 dB w.r.t. AWGN, as confirmed in Fig. 2 (magenta lines, triangle markers) . In Fig. 3 the smoothing gain becomes smaller as the SNR increases. This is due to the tail of the PDP, that exceeds the guard interval. The tail power is the sum from L+1 to infinity of the (normalized) where a relevant fraction of noise can be discarded, AIC and AICc provide an improvement around 0.4 dB. This advantage disappears as the SNR increases, especially for AIC. AIC and AICc perform even better with shorter channel impulse responses. These results are not reported for lack of space.
B. AIC and channel tracking
DACE exploits data symbols to track the channel variations, as if they were new training sequences. In this paper, we are not interested in the Doppler effect on the system performance, thus we assume a relative speed between transmitter and receiver equal to 0 m/s. Nevertheless, we set the tracking algorithm on, so that we can evaluate the impact of the CE update process on the system performance. We consider two different update schemes run before each detection: 1) CE update based on the Viterbi decoder decisions (reencoded, interleaved and modulated again); 2) CE update based on the received symbols, hard-decided by the detector.
The former solution is more reliable, since the BER at the output of the channel decoder is remarkably smaller than at the input. Focusing on PER rather than BER, when decoded bits are mistaken at least one information bit is wrong, and this failure suffices to lose the entire packet, regardless of subsequent OFDM symbols. Thus, we can assume error-free data pilots and plot Fig. 4 . The worse behavior w.r.t. PACE (−1.76 dB rather than −3 dB, see Fig. 2 ) can be explained by the lack of training repetition, which would have halved the CE noise power. Fig. 4 is meaningful only for PER, while BER is expected to be worse. This is confirmed by simulations in Fig. 5 (black lines) , where the gap between ideal CE and coarse CE is about 6 dB in case of BER (Fig. 5b) , and "only" 3 dB in case of PER (Fig. 5a) . In these simulations, we transmit 360 information bytes over 48 carriers (out of 52), corresponding to 40 OFDM symbols per packet. The target PER is 10 −2 . The modulation is QPSK, the channel code is the standard 64-states, R c = 0.75 convolutional code (octal polynomials: 133,171). The interleaver is borrowed from [1] and τ rms = T s as in Fig. 4 .
When the mobile speed can be high, the delay of one OFDM symbol between the channel update and the detection process is harmful, since the estimations quickly become outdated. The channel estimate must be updated immediately, exploiting the detected symbols, despite their poor reliability. Even letting the speed equal to 0 m/s, the performance of such a system without countermeasures would be quite disappointing: in the case of Fig. 5a , approximately 8.5 dB worse than with ideal CE. Letting AIC choose shorter channel lengths becomes crucial, as smoothed frequency domain channel estimates reject not only part of the AWGN, but also those sparse CE errors due to erroneously detected symbols. As a consequence, the AIC CLE provides a gain larger than in other cases, around 1.3 dB. Besides, AICc is better than AIC by 0.5 dB, making the DACE driven by the detector a competitor of DACE driven by the decoder. 
C. AIC and higher modulation orders
In this Subsection, we consider CE with QAM pilots. This case pertains to both PACE and DACE, thus all comments of the previous Subsections still hold. CE based on ZF matches the ML only for PSK constellations. For higher modulation orders the approach reported in Section II -performing a ZF estimation first and eventually smoothing it -is suboptimal. Figure 6 shows the impact of this approximation in case of a 64-QAM constellation. We can see that the exact LS and AIC perform better than the approximated LS and AIC, especially at high SNRs, where the system gain is about 1 dB, with τ rms = T s . In this case a smoothing method based on matrix inversions would be quite unfeasible, since Q depends on the symbols power, and must be repeatedly inverted in realtime. The LA working in conjunction with the AIC estimator computes the solution without any inversion.
VI. CONCLUSIONS
In this paper, we have shown an efficient and effective way to perform joint channel length and channel estimation for OFDM systems, based on information criteria.
First, the Levinson recursion is used to solve the linear system related to the reduced-rank channel estimation problem. This method computes all the channel estimates up to the maximum allowed channel length, at the same cost as one single instance of the channel estimation algorithm, for the maximum channel length. Second, the AIC criterion is used to choose among these representations: only the model that loses the smallest amount of information is retained, implicitly determining the proper channel length.
Also the metric used to rank different models is obtained recursively, exploiting by-product results of the Levinson recursion. This leads to a small incremental complexity, w.r.t. a channel estimation with fixed, typically excessive, channel length.
Focusing on the performance of IEEE 802.11 OFDM-based wireless systems, the proposed scheme proves to be effective and flexible, suited in case of pilot aided and data aided channel estimation, as well as for PSK and QAM modulated symbols. Besides, the information criteria provide additional robustness to the system, since they aggressively reduce the estimated channel length whenever an additional, unexpected noise source arises, e.g. when erroneously detected symbols are used to track channel variations.
Finally, we remark that other criteria could be embedded in our joint channel length and CE framework, such as the Bayesian Information Criterion, not reported in this paper for lack of space. We tried also this criterion, but we did not find any advantage w.r.t. AIC. During these decades he has always had several research interests in the areas of telecommunication theory and digital signal processing. The main themes have been the analysis and design of pulse modulation systems, digital frequency modulation with continuous phase (CPM), efficient simulation techniques based on Importance Sampling, computer emission tomography, error correcting codes, multicarrier demodulation, channel equalization, blind equalization and deconvolution, symbol and carrier synchronization, digital data storage on optical support, and advanced coding techniques.
In the last years the research activity of Sandro Bellini has been mainly devoted to channel coding, with an emphasis on turbo codes, LDPC codes, and turbo product codes. In the last few years Sandro Bellini has also devoted some attention to MIMO wireless systems. 
