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In this paper we deal with two aspects of the minimum rank of a
simple undirected graph G on n vertices over a finite field Fq with q
elements, which is denoted bymr(Fq, G). In the first part of this pa-
perweshowthat theaverageminimumrankof simpleundirected la-
beled graphs onn vertices overF2 is (1−εn)n, were limn→∞ εn = 0.
In the second part of this paperwe assume that G contains a clique
Kk on k-vertices. We show that if q is not a prime then mr(Fq, G) ≤
n−k+1 for4 ≤ k ≤ n−1andn ≥ 5. It is knownthatmr(Fq, G) ≤ 3
for k = n − 2, n ≥ 4 and q ≥ 4. We show that for k = n − 2 and
each n ≥ 10 there exists a graph G such that mr(F3, G) > 3. For
k = n − 3, n ≥ 5 and q ≥ 4 we show that mr(Fq, G) ≤ 4.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let G = (V, E) be a simple undirected graph on the set of vertices V and the set of edges E. Set
n := |V |, and identify V with 〈n〉 := {1, . . . , n}. Denote by ij ∈ E the edge connecting the vertices i
and j. Let F be a field. For a prime p let Fp be the finite field of integers modulo p. Denote by S(F, G)
the set of all symmetric n × nmatrices A = [aij]ni,j=1 with entries in F, and such that aij 	= 0, i 	= j,
exactly when ij ∈ E. There is no restriction on the main diagonal entries of A. Let
mr(F, G) = min{rank A : A ∈ S(F, G)}.
The problem of determining mr(F, G) has been of significant interest in recent years.
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Here we consider two aspects of this problem. The first aspect is estimating the average of the
minimum rank over Gn, the set of all labeled graphs on 〈n〉. Since the complete graph on n vertices,
denoted by Kn = (〈n〉, En) has
(
n
2
)
edges, we have that |Gn| = 2(n2). Let
αn(F) = 1
n2(
n
2)
∑
G∈Gn
mr(F, G) (1.1)
be the scaled n-average minimum rank. It is a very interesting problem to estimate αn(F) for large
n, and
α¯(F) := lim sup
n→∞ αn(F), α(F) := lim infn→∞ αn(F). (1.2)
In this note we show
α(F2) = α¯(F2) = 1. (1.3)
In a recent paper Hall et al. [9] have shown that for n sufficiently large 0.146907 < αn(R) <
0.5 +
√
7 ln n
n
. The second aspect of this problem is estimating the minimum rank of graphs which
contain a clique. A k-clique in G is a complete graph Kk that occurs as an induced subgraph of G.
We are interested in the following:
Question. Suppose G contains a k-clique. Is mr(F, G) ≤ n − k + 1?
To avoid trivialities, assume that n = |V | ≥ 3. It iswell known that the inequalitymr(F, G) ≤ n−1
always holds. It is also well known that mr(F, Kn) = 1. Hence, our question has an affirmative answer
for k = 1, 2, n. In fact, the sameholds true for k = 3, by papers of Fiedler [6] andBento–Leal Duarte [2].
Hence we may assume from now on that
4 ≤ k ≤ n − 1.
Thequestionhasalsoanaffirmativeanswer in casewhenF is an infinitefield. This appears implicitly
in thepaper of Johnsonet al. [10]. (See Section3.) InherM.Sc. thesis [1] Bankgave anaffirmative answer
to our question for any finite field Fwith |F| ≥ k− 1. While giving us some information on the finite
field case, this result has a drawback, namely, for a large k, the field is required to be large. However,
as we will see here and in subsequent sections, at least for the special cases k = n− 1, k = n− 2 and
k = n − 3 small fields suffice to get an affirmative answer to our question. Thus, the case of a finite
field is still of significant interest. It follows from Barrett et al. [4] that our question has an affirmative
answer in case k = n − 1 and F is any field which is not F2. As for F2, let n ≥ 5 and consider the
graph G obtained from Kn−1 by adding a new vertex v and connecting it to exactly two of the vertices
of Kn−1. Then it follows from [4] that mr(F2, G) = 3. Thus, over F2 our question does not have an
affirmative answer in all cases.
Wenowbriefly survey the contents of this paper. In Section2weprove theequality (1.3); in Section3
we deal briefly with the case of an infinite field; in Section 4 we deal with the case k = n − 2; in
Section 5we give an affirmative answer to our question for any finite fieldFwhich is not a prime field;
in Section 6 we consider the case k = n − 3.
2. Scaled average minimum rank over F2
We first recall some known results on certain classes of matrices in F
n×n
2 .
Lemma 2.1. Let O(n,F2) be the orthogonal group of n × n matrices. Then O(n) := |O(n,F2)| is equal
to C(n)2
n(n−1)
2 , where
C(1) = C(2) = 1, and C(n) =
 n−1
2
∏
i=1
(1 − 2−2i) for n > 2. (2.1)
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See for example [11, p. 158]. (Note that the formula in [11] has a different equivalent form.)
Denote by S(n,F2) ⊂ Fn×n2 the subspace of symmetric matrices.
Lemma 2.2. Let A ∈ S(n,F2) have rank k. Then the A has the following form.
1. If k is odd then A = XX, where X ∈ Fn×k2 and rank X = k.
2. If k = 2l is even then A has two possible nonequivalent forms. First A = XX, where X ∈ Fn×k2 and
rank X = k. Second A = X
(
⊕lj=1H2
)
X, where X ∈ Fn×k2 , rank X = k and H2 :=
⎡
⎣ 0 1
1 0
⎤
⎦.
See for example [7, Theorem 2.6]. Let J2n ∈ S(2n,F2) be the direct sum of n copies of H2. Denote
by Sym(2n,F2) := {T ∈ F2n×2n, TJ2nT = J2n} the symplectic group of order 2n over F2.
Lemma 2.3. The cardinality of Sym(2n,F2) is given by O(2n + 1).
See [5, p. 6, p. 11]. The following result is probably well known, andwe bring its proof for complete-
ness.
Lemma 2.4. The number of n × k matrices X ∈ Fn×k2 of rank k ≤ n is equal to
N(n, k) = (2n − 1)(2n − 2) · · · (2n − 2k−1) = 2nk
(
1 − 1
2n
)
· · ·
(
1 − 1
2n−k+1
)
(2.2)
Proof. The proof is by induction on k. For k = 1, A can have any first column, except the zero column.
Hence N(n, 1) = 2n − 1. Assume that the number of n × kmatrices X ∈ Fn×k2 of rank k ≤ n is equal
to N(n, k) for k ≤ n − 1. Observe that A ∈ Fn×(k+1)2 has rank k + 1 if and only if the first k columns
of A are linearly independent, and the last column is not a linear combination of the first k columns.
Assume that the first k columns of A are linearly independent. Then the number of vectors, which are
linear combinations of the first k columns of A are 2k . Hence the last column of A can be chosen in
2n − 2k ways such that rank A = k + 1. Thus N(n, k + 1) = N(n, k)(2n − 2k). 
Lemma 2.5. For n ≥ 2
1 >
n−1∏
j=1
(
1 − 1
2j
)
>
∞∏
j=1
(
1 − 1
2j
)
>
1
4
.
Proof. Recall that log(1 − x) = −∑∞m=1 xmm for x ∈ (−1, 1).
n−1∑
j=1
log
(
1 − 1
2j
)
>
∞∑
j=1
log
(
1 − 1
2j
)
= −
∞∑
j=1
∞∑
m=1
1
m
1
2jm
= −
∞∑
m=1
1
m
∞∑
j=1
1
2jm
= −
∞∑
m=1
1
m
1
2m(1 − 2−m) > −
∞∑
m=1
1
m
2
2m
= 2 log
(
1 − 1
2
)
= log 1
4
. 
Combine Lemmas 2.1, 2.4 and 2.5 to deduce
1 ≥ C(n) > 1
4
, 2nk > N(n, k) > 2nk−2. (2.3)
Lemma 2.6. Let θ(n, k) be the number of A ∈ S(n,F2) of rank k. If k is odd then θ(n, k) = N(n,k)O(k) . If k is
even then θ(n, k) = N(n,k)
O(k)
+ N(n,k)
O(k+1) . In particular
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2(n−
k−1
2
)k−2 < θ(n, k) < 2(n−
k−1
2
)k+3. (2.4)
Proof. We first find the number of distinct matrices A ∈ S(n,F2) of rank k of the form XX, where
X ∈ Fn×k of rankk. AssumethatX, Y ∈ Fn×k2 haveboth rankk andA = XX = YY. Since thecolumns
of X and Y form a basis of the column space of A, it follows that Y = XQ for some Q ∈ GL(k,F2).
We claim that Q ∈ O(k,F2). Indeed, since the columns of X are linearly independent, they can be
extended to a basis of Fn2. Hence, there exists Z ∈ Fk×n2 such that ZX = Ik . So
Ik = Z(XX)Z = Z(YY)Z = QQ.
Hence the number of such symmetric matrices of rank k is
N(n,k)
O(k)
. Use Lemmas 2.1, (2.1) and (2.3) to
conclude that
2(n−
k−1
2
)k−2 < N(n, k)
O(k)
< 2(n−
k−1
2
)k+2.
If k is odd, we are done in view of Lemma 2.2. Suppose that k is even. Then Lemma 2.2 claims that we
have a second kind of A ∈ S(n,F2) of rank k, which is of the form XJkX, where X ∈ Fn×k2 is a matrix
of rank k. As in the first case, A = XJkX = YJkY if and only if Y = XP where P is a symplectic matrix.
In view of Lemma 2.3 the cardinality of the symplectic group over F2 of order k is O(k + 1). Hence
the number the symmetric matrices of order n, rank k of the second kind is
N(n,k)
O(k+1) , which is less than
N(n,k)
O(k)
. In particular (2.4) always holds. 
Theorem 2.7. Let αn(F2) be the scaled n-average minimum rank over all simple graphs on n vertices over
the field F2, as defined by (1.1). Define α(F2) ≤ α(F2) as in (1.2). Then α(F2) = α(F2) = 1.
Proof. Let us estimate the number of all graphs whose minimum rank is at most k. This number is
at most the number of symmetric matrices in S(n,F2) whose rank is at most k. (In other words, we
assume the optimal condition that for each graph of minimum rank r ≤ k there is only one matrix of
rank r and all other matrices are of rank greater than r.) Lemma 2.6 yields that the upper bound on
this number is
k∑
r=1
8 · 2(n− r−12 )r < 8 · 2(n− k−12 )k
∞∑
j=0
1
2j
= 16 · 2(n− k−12 )k.
The number of graphs is 2
n(n−1)
2 . Fix t ∈ (0, 1). Suppose that k ≤ nt. Then the number of all graphs
with rank at most tn is less than 16 · 2 (2−t)tn
2
2 . Note that
lim
n→∞
(tn)16 · 2 (2−t)tn
2
2
2
n(n−1)
2
= 0.
So the contribution of all these graphs to the average is zero. Thus all the contribution to α(F2) comes
from the graphs whose minimum rank is greater then tn for any t ∈ (0, 1). Hence, α(F2) ≥ t. Thus
we showed (1.3). 
3. Infinite fields
The question raised in the introduction has an affirmative answer in case F is an infinite field. This
appears implicitly in [10]. For the sake of clarity we state this result and give a short sketch of its proof.
TheoremA. Let n and k be positive integers such that 4 ≤ k < n, and let G be a graph on n vertices which
contains a k-clique as an induced subgraph. Then, for any infinite field F
mr(F, G) ≤ n − k + 1.
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Proof. We use the first part in the appendix of [10], and in particular Observation A.1, Lemma A.2 and
the discussion between these two results.
We can assume that 1, 2, . . . , k are vertices of a k-clique in G. Given any i, j in {1, 2, . . . , k − 1}
with i 	= j, there is a path of length two in G from i to j, namely the path whose only intermediate
vertex is k. The conditions of Lemma A.2 in [10] are satisfied. Hence there exists a matrix A ∈ S(F, G)
of the form
A =
⎡
⎢⎣
C A12
A12 A22
⎤
⎥⎦ ,
where A22 is an invertible n− k+1×n− k+1matrix, and C = A12A−122 A12. Then rank A = n− k+1,
implying mr(F, G) ≤ n − k + 1. 
In light of Theorem A, we can assume from now on that F is a finite field.
4. The case k = n− 2
In [1, Proposition 4.2.3] the following result has been proved.
Proposition 4.1. Let G be a graph on n ≥ 4 vertices and suppose that G contains Kn−2 as an induced
subgraph. Thenmr(F, G) ≤ 3 for any field F with |F| > 3.
It is known that Proposition 4.1 is not always valid when F = F2. Examples of such graphs are
given in [3], for example graph #14 there, whose minimum rank over F2 is 4.
The fieldF3 is not discussed in [1]. It is our purpose to show that Proposition 4.1 is not always valid
when F = F3, so in fact, it is best possible.
Theorem 4.2. For every n such that n ≥ 10 there exists a graph G on n vertices containing Kn−2 as an
induced subgraph, and such thatmr(F3, G) > 3.
Proof. Let G be a graph containing Kn−2 as an induced subgraph. We label the vertices of G so that
1, 2, . . . , n − 2 are the vertices of an (n − 2)-clique of G. We assume that n − 2, n − 1 and n are
independent vertices of G, that is no two of them are adjacent. Let A ∈ S(F3, G) and partition A as
follows:
A =
⎡
⎢⎣
A11 A12
A12 A22
⎤
⎥⎦ ,
whereA22 is 3×3. Note that each rowvector ofA12 is inF33, and its first entry is nonzero, because vertex
n−2 belongs to the given (n−2)-clique. Applying, if necessary, a suitable congruence transformation
DAD, where D is an invertible diagonal matrix, we may assume without loss of generality that the
first entry of each row vector of A12 is 1.
It follows that every row vector of A12 has one of the following four patterns,
(i) (1, 0, 0); (ii) (1, ∗, 0); (iii) (1, 0, ∗); (iv) (1, ∗, ∗),
where ∗ denotes a nonzero element of F3. We add now the following assumption on G (expressed in
terms of A):
Assumption. The matrix A12 has at least one row of the pattern (i), and at least two distinct rows of each
of the other patterns.
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Observe first that each column of A12 is not a zero column. Suppose that mr(F3, G) ≤ 3, and let
A ∈ S(F3, G) be such that rank A = mr(F3, G). ConsiderA22. The independence of vertices n−2, n−1
and n implies that A22 = diag(α, β, γ ), where α, β, γ ∈ F3. We claim that A22 is invertible.
Indeed, A12 contains the row vectors (1, ∗, ∗), (1, 0, ∗) and (1, 0, 0), and suppose that they are
the ith, jth and kth rows of A12. Since
[
1 ∗ ∗
1 0 ∗
1 0 0
]
is invertible, it follows that rank A ≥ 3, so we must have
rank A = 3. Moreover, rows i, j and k of A span the row space of A. In particular, each of the nonzero
rows n− 2, n− 1 and n of A is a linear combination of rows i, j, and k, and hence α, β, γ 	= 0, so A22
is invertible.
Let E = A22. Since rank A = rank E = 3, it follows, using Schur complement, that
A11 = A12E−1A12,
and, in particular, all off-diagonal entries of A12E
−1A12 must be nonzero. Wewill assume from now on
that α = 1, as we can replace E by 2E if necessary, so that E = diag(1, β, γ ).
Wewill make repeated use of the requirement that all off-diagonal elements of A12E
−1A12 must be
nonzero. So if x = (1, x2, x3) and y = (1, y2, y3) are row vectors of any 2 distinct rows of A12 then
1 + β−1x2y2 + γ−1x3y3 = 1 + βx2y2 + γ x3y3 	= 0. (4.1)
Recall that x2 = 1 for any x ∈ F3\{0}. Furthermore for x, y ∈ F3\{0} 1 + xy 	= 0 ⇐⇒ x = y.
We distinguish four cases.
Case 1. β = γ = 1, so E = I3. Assume that (1, x, 0), (1, 0, y) are two rows of the pattern (ii) and
(iii) respectively. Let (1, z1, z2) be a rowof the pattern (iv). (4.1) for the pairs (1, x, 0), z and (1, 0, y), z
yield that z = (1, x, y). Since there are at least two distinct rows of the form (1, x, y) we contradict
(4.1).
Case 2. β = 1, γ = 2, so E = E−1 = diag(1, 1, 2).
Consider the rows of A12 with pattern (1, 0, ∗). By (4.1), no two of them can be (1, 0, 1) and no two
of them can be (1, 0, 2). Hence A12 has exactly two rows (1, 0, 1) and (1, 0, 2). Let z = (1, z1, z2) be
a row of the pattern (iv). Then (4.1) cannot hold for the two pairs (1, 0, 1), z and (1, 0, 2), z.
Case 3. β = 2, γ = 1, so E = E−1 = diag(1, 2, 1).
The contradiction is obtained as in Case 2.
Case 4. β = γ = 2, so E = E−1 = diag(1, 2, 2).
The contradiction is obtained as in Case 2. This concludes the proof of the theorem. 
5. The case of a finite non-prime field
In this section we assume that F is any finite non-prime field. We prove
Theorem 5.1. Let G be a graph on n ≥ 5 vertices, and let 4 ≤ k ≤ n − 1. Suppose that G contains Kk as
an induced subgraph. Let F be a finite non-prime field of characteristic p. Thenmr(F, G) ≤ n − k + 1.
Proof. TheassumptiononF implies thatF is a finite extensionofFp, andF 	= Fp.We label the vertices
of G so that 1, 2, . . . , k are the vertices of a k-clique. Let A ∈ S(F, G) and partition A as follows:
A =
⎡
⎣A11 A12
A12 A22
⎤
⎦ ,
whereA11 isk×k. LetH be the subgraphofG inducedbyverticesk+1, k+2, . . . , n. It is straightforward
to see that there exists B ∈ S(Fp,H) which is invertible. Indeed, let every nonzero off-diagonal entry
of B be 1, and let b11 = 1. Then we can choose b22 ∈ Fp so that the principal minor of order 2 in the
top left corner is 1. Similarly, we can sequentially choose b33, . . . , bn−k,n−k in Fp so that all leading
principal minors of B are 1. We now pick every nonzero entry of A12 to be 1, and we let A22 = β−1B,
where β ∈ F \ Fp. Hence A−122 = βB−1, where all entries of B−1 are in Fp.
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We claim that A11 can be chosen so that A11 ∈ S(F, Kk) and so that
A11 − A12A−122 A12 = Jk,
where Jk is the all ones k × kmatrix. Indeed, let
A11 = Jk + A12A−122 A12 = Jk + βA12B−1A12.
Every off-diagonal element of Jk +βA12B−1A12 is of the form 1+βa, a ∈ Fp, and somust be nonzero.
For our choice ofA11, A12 andA22, the Schur complement ofA22 inAhas rank one, so rank A = n−k+1.
Hence mr(F, G) ≤ n − k + 1. 
6. The case k = n− 3
In this sectionwe consider the case k = n−3, that is, we assume that G contains an (n−3)-clique.
We prove
Theorem 6.1. Let G be a graph on n ≥ 5 vertices, and suppose that G contains Kn−3 as an induced
subgraph. Then,mr(F, G) ≤ 4 for every field F with |F| > 3.
Proof. Weassume thatF is a finite fieldwith |F| > 3. Let us label the vertices ofG so that 1, 2, . . . , n−
3 are the vertices of an (n − 3)-clique in G. Let A ∈ S(F, G) and partition A as follows
A =
⎡
⎢⎣
A11 A12
A12 A22
⎤
⎥⎦ ,
where A22 is 3 × 3. Our goal is to show that A can be chosen so that A22 is invertible and its Schur
complement in A is Jn−3. Then it follows for this A that rank A = 4, implying mr(F, G) ≤ 4.
Denote by 1 the all ones vector (of order that should be clear from the discussion). Each column
vector of A12 must be of one of the following eight patterns:
⎡
⎢⎢⎢⎣
0
0
0
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
∗
0
0
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
0
∗
0
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
0
0
∗
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎢⎣
∗
∗
0
⎤
⎥⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎢⎣
∗
0
∗
⎤
⎥⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎢⎣
0
∗
∗
⎤
⎥⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎢⎣
∗
∗
∗
⎤
⎥⎥⎥⎥⎦ ,
where ∗ denotes a nonzero entry. We may assume without loss of generality that the columns of A12
are already arranged in eight groups (although not all of them must be present) according to these
patterns. Moreover, we pick the nonzero entries of A12 so that all columns with the same pattern are
equal. In fact, we pick the entries of A12 so that
A12 =
⎡
⎢⎢⎢⎢⎢⎣
0 α11
 0 0 α41 α61 0 α101
0 0 α21
 0 α51 0 α81 α111
0 0 0 α31
 0 α71 α91 α121
⎤
⎥⎥⎥⎥⎥⎦
∈ F3,n−3,
where α1, α2, . . . , α12 will be determined later, and not all block columns must be present.
Wewill distinguish four cases, according to the pattern of the entries ofA22. In each casewepick the
entries of A12 and A22 so that A22 is nonsingular and so that all off-diagonal entries of Jn−3+A12A−122 A12
are nonzero. Then we let A11 = Jn−3 + A12A−122 A12, and we get what we want.
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Case 1. Suppose that A22 is a diagonal matrix. We let A22 = β−1I3, where 0 	= β ∈ F. Hence
A
−1
22 = βI3. A straightforward computation yields
A12A
−1
22 = β
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0
α11 0 0
0 α21 0
0 0 α31
α41 α51 0
α61 0 α71
0 α81 α91
α101 α111 α121
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
so all off-diagonal entries of A12A
−1
22 A

12 are contained in{
0, βα21, βα1α4, βα1α6, βα1α10, βα
2
2, βα2α5, βα2α8, βα2α11, βα
2
3, βα3α7,
βα3α9, βα3α12, β
(
α24 + α25
)
, βα4α6, βα5α8, β
(
α4α10 + α5α11),
β
(
α26 + α27
)
, βα7α9, β(α6α10 + α7α12), β(α28 + α29), β(α8α11 + α9α12),
β
(
α210 + α211 + α212
)}
.
Choose now all α’s to be 1. So the constraints on β are
β 	= 0; 1 + β 	= 0; 1 + 2β 	= 0; 1 + 3β 	= 0.
For any Fwith |F| ≥ 5 one can choose β ∈ F to satisfy these constraints. For Fwith |F| = 4 one can
apply Theorem 5.1 or note that for this field 2 = 0 and 3 = 1, so there are only two constraints.
Case 2. Suppose that exactly two of the entries above themain diagonal of A22 are zero.We assume
that they are the elements in the 1, 2 and 1, 3 positions (other possibilities are handled in a similar
way). Let
A22 = β−1
⎡
⎢⎢⎢⎣
1 0 0
0 0 1
0 1 0
⎤
⎥⎥⎥⎦ , where 0 	= β ∈ F, so A−122 = β
⎡
⎢⎢⎢⎣
1 0 0
0 0 1
0 1 0
⎤
⎥⎥⎥⎦ .
Hence
A12A
−1
22 = β
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0
α11 0 0
0 0 α21
0 α31 0
α41 0 α51
α61 α71 0
0 α91 α81
α101 α121 α111
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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and a discussion similar to the one in Case 1 shows that if allα’s are chosen to be 1 then the constraints
on β are again
β 	= 0; 1 + β 	= 0; 1 + 2β 	= 0; 1 + 3β 	= 0.
Case 3. Suppose that exactly one entry above the main diagonal of A22 is zero. We assume that it
is the 1, 2 entry (other possibilities are handled similarly). Let A22 = β−1
[
0 0 1
0 1 1
1 1 0
]
, where 0 	= β ∈ F,
so A
−1
22 = β
[ 1 −1 1− 1 1 0
1 0 0
]
. Hence
A12A
−1
22 = β
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0
α11 −α11 α11
−α21 α21 0
α31 0 0
(α4 − α5)1 (−α4 + α5)1 α41
(α6 + α7)1 −α61 α61
(−α8 + α9)1 α81 0
(α10 − α11 + α12)1 (−α10 + α11)1 α101
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
so all of the diagonal entries of A12A
−1
22 A

12 are contained in{
0, βα21,−βα1α2, βα1α3, βα1(α4 − α5), βα1(α6 + α7), βα1(−α8 + α9),
βα1(α10 − α11 + α12), βα22, βα2(−α4 + α5),−βα2α6, βα2α8, βα2(−α10 + α11),
βα3α4, βα3α6, βα3α10, β
(
α4(α4 − α5) + α5(−α4 + α5)), β(α6(α4 − α5) + α4α7),
β
(
α8(−α4 + α5) + α4α9), β(α10(α4 − α5) + α11(−α4 + α5) + α4α12),
β
(
α6(α6 + α7) + α6α7), β(−α6α8 + α6α9), β(α10(α6 + α7) − α6α11 + α6α12),
βα28, β
(
α10(−α8 + α9) + α8α11),
β
(
α10(α10 − α11 + α12) + α11(−α10 + α11) + α10α12)
}
.
We can assume that |F| 	= 4, as our theorem holds for the field with four elements by Theorem 5.1.
Suppose also that F 	= F5, so |F| > 5. Let all α’s be chosen to be 1. Then the constraints on β are
β 	= 0; 1 + β 	= 0; 1 − β 	= 0; 1 + 2β 	= 0; 1 + 3β 	= 0,
and they can be satisfied. It remains to consider the case F = F5. In this case we let α7 = −1 and all
other α’s be 1. A straightforward computation shows that the constraints on β are now
β 	= 0; 1 + β 	= 0; 1 − β 	= 0; 1 + 2β 	= 0,
so β = 3 works.
Case 4. We assume now that all off-diagonal entries of A22 are nonzero. We pick a ∈ F so that
a 	= 0. By Theorem 5.1, we may assume that the characteristic of F 	= 2. Let
A22 = 1
2a
⎡
⎢⎢⎢⎣
−1 1 1
1 −1 1
1 1 −1
⎤
⎥⎥⎥⎦ .
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Then all off-diagonal entries of A22 are nonzero, A22 is invertible, and
A
−1
22 =
⎡
⎢⎢⎢⎣
0 a a
a 0 a
a a 0
⎤
⎥⎥⎥⎦ .
Hence,
A12A
−1
22 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0
0 α1a1 α1a1
α2a1 0 α2a1
α3a1 α3a1 0
α5a1 α4a1 (α4 + α5)a1
α7a1 (α6 + α7)a1 α6a1
(α8 + α9)a1 α9a1 α8a1
(α11 + α12)a1 (α10 + α12)a1 (α10 + α11)a1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
so all off-diagonal entries of A12A
−1
22 A

12 are contained in{
0, α1α2a, α1α3a, α1α5a, α1α7a, α1(α8 + α9)a, α1(α11 + α12)a,
α2α3a, α2α4a, α2(α6 + α7)a, α2α9a, α2(α10 + α12)a, α3(α4 + α5)a, α3α6a,
α3α8a, α3(α10 + α11)a, 2α4α5a, (α5α6 + (α4 + α5)α7)a, (α4α8 + (α4 + α5)α9)a,
(
α5α10 + α4α11 + (α4 + α5)α12)a, 2α6α7a, ((α6 + α7)α8 + α6α9)a,
(
α7α10 + (α6 + α7)α11 + α6α12)a, 2α8α9a, ((α8 + α9)α10 + α9α11 + α8α12)a,
(
(α11 + α12)α10 + (α10 + α12)α11 + (α10 + α11)α12)a
}
.
Suppose first that F 	= F5, so |F| ≥ 7. Letting all α’s be 1 we obtain the constraints on a:
a 	= 0; 1 + a 	= 0; 1 + 2a 	= 0; 1 + 3a 	= 0; 1 + 4a 	= 0; 1 + 6a 	= 0.
These constraints can be satisfied in any finite field with at least seven elements.
In case F = F5, let α1 = α2 = α3 = α4 = α6 = α8 = α10 = 1, α5 = α7 = α9 = α11 = −1
and α12 = 2. This choice yields the constraints
a 	= 0, 1 + a 	= 0; 1 − a 	= 0; 1 + 3a 	= 0,
so the choice a = 2 works. 
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