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Abstract
In this paper we extend the setting of the online prediction with ex-
pert advice to function-valued forecasts. At each step of the online
game several experts predict a function and the learner has to efficiently
aggregate these functional forecasts into one a single forecast. We adapt
basic mixable loss functions to compare functional predictions and prove
that these ”integral” expansions are also mixable. We call this phenomena
integral mixability. As an application, we consider various loss func-
tions for prediction of probability distributions and show that they are
mixable by using our main result. The considered loss functions include
Continuous ranking probability score (CRPS), Optimal transport costs
(OT), Beta-2 and Kullback-Leibler (KL) divergences.
1 Introduction
Classic online prediction with experts advice [9] is a competition between
the learner and the adversary which consists of T sequential steps. At each step
of the game the learner has to efficiently aggregate the predictions of a given
(fixed) pool of experts. We provide the complete protocol 1 of the game and
the description below.
At the beginning of each step t = 1, 2, . . . , T experts 1, 2, 3, . . . , N from a
given (fixed) pool of experts N = {1, 2, . . . , N} output their predictions γnt ∈ Γ
of (yet unknown) value ωt ∈ Ω. Next, the learner has to combine1 these forecasts
into a single forecast γ ∈ Γ.
At the end of the step the true outcome is revealed and both the learner and
the experts suffer their losses by using a loss function λ : Γ× Ω → R. The loss
of expert n ∈ N is denoted by lnt = λ(γ
n
t , ω); the loss of the learner is denoted
1Merge, mix, average, etc.
1
by ht = λ(γ
n
t , ωt). We use Ht =
∑t
τ=1 hτ and L
N
t =
∑t
τ=1 l
n
τ to denote the
cumulative loss of the learner and the expert n ∈ N respectively.
Protocol 1: Online Prediction with Expert Advice
Parameters: Pool of experts N = {1, 2, 3 . . . , N};
Game length T ;
Loss function λ : Γ× Ω→ R
for t = 1, 2, . . . , T do
Experts n ∈ N provide forecasts γnt ∈ Γ;
Algorithm combines forecasts γnt into single forecast γt ∈ Γ;
Nature reveals true outcome ωt ∈ Ω;
Experts n ∈ N suffer losses lnt = λ(γ
θ
t , ωt);
The learner suffers loss ht = λ(γt, ωt);
end
The goal of the learner is to perform as good as possible w.r.t the best expert
in the pool (which is unknown in advance), i.e.
RT =
T∑
t=1
ht − min
n∈N
T∑
t=1
lnt → min .
Among lots of existing learner’s strategies for combining experts predictions
[2, 4, 3], the Vovk’s aggregating algorithm [8] (AA for short) is typically con-
sidered to be the best. For a wide class of loss functions λ (called η-mixable for
some constant η > 0) it provides the way to efficiently combine experts predic-
tions {γnt }
N
n=1 to a single γt so that learner achieves small regret bound. More
precisely, if the learner follows the AA strategy, the regret w.r.t. the best expert
will not exceed lnN
η
, i.e.
RT =
T∑
t=1
ht − min
n∈N
T∑
t=1
lnt ≤
lnN
η
(1)
Here η is the maximal constant, for which the loss function λ is η-mixable. Note
that the bound neither depends on the game length T , nor the knowledge of T
is required before the game. It is worth noting that many existing loss functions
λ : Γ× Ω→ R are indeed mixable. Thus, AA can be efficiently applied.
In practice the typical use case is Ω,Γ ⊂ R. Here, for example, square loss
function λ(γ, ω) = (γ − ω)2 is used for regression. It is known to be mixable
for bounded Ω, e.g. Ω = [−B,B]. In two-class classification, for Ω = {0, 1}
and Γ = (0, 1), log-loss λ(γ, ω) = −
[
ω log γ + (1−ω) log(1− γ)
]
is known to be
mixable.
The more advanced use case is the prediction of vector-values outcomes. In
this case the experts and the learner have to output a finite-dimensional vector
(e.g. forecast of weather for the upcoming day, stock prices evolution for the
next hour, etc.). For example, for D-dimensional outputs in regression, it is
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natural to adapt Ω := ΩD and Γ = ΓD, e.g. ΩD = [−B,B]D (here and in the
rest paper we will abuse the notation). Naturally, the vector-input square loss
function
λD(γ,ω) =
1
D
D∑
d=1
λ(γd, ωd) =
D∑
d=1
(ωd − γd)
2 =
1
D
‖ω − γ‖2
should be used to assess the quality of the forecasts. Until recently, it was
unknown whether such function is mixable and if AA can be efficiently applied.
The notion of vector mixability was introduced by [1]. They proved that every
vector loss function of the form λ(ω, γ) = 1
D
∑D
d=1 λ(ωd, γd) is η-mixable if the
corresponding 1-dimensional-input λ is η-mixable. Meanwhile, the aggregated
forecast is build simply by coordinate-wise aggregation of expert’s forecasts.
In this paper, we introduce the notion of integral mixability. We consider
the case of prediction of a function on a continuous segment [a, b] (cases when
a, b = ±∞ are also admissible). At each step t the experts output a function γnt :
[a, b]→ Γ (i.e. γnt ∈ Γ
[a,b]) and the learner has to combine these functions into
a single function γt : [a, b] → Γ. The true output is a function ωt : [a, b] → Ω.
For such an approach it is reasonable to measure loss via integral loss function,
i.e.
λu(γ,ω) =
∫ b
a
λ
(
γ(x), ω(x)
)
u(ω, x)dx,
where u(ω, x) is some ω-dependent density on [a, b] (e.g. uniform u(x) ≡ 1
b−a
if there is no preference), i.e. ∀ω ∈ Ω it holds true that
∫ b
a
u(ω, x)dx = 1 and
∀x ∈ [a, b] we have u(ω, x) ≥ 0. Clearly, such scenario extends vector-valued
forecasting because for uniform u(x) one may split [a, b] on D equal segments
and assume that γnt (and ωt) is constant within each segment. Thus, each
segment will represent one of the coordinates in the vector-valued prediction.
In real life, function-valued predictions can be used for forecasting of be-
haviour of physical processes for a period ahead. Besides that, every proba-
bilistic forecast (e.g. density or distribution function) is in fact function and
classical function-based loss functions (such as function-valued mean squarred
error) can be used, see e.g. Continuous Ranking Probability Score [10].
The main contribution of the paper are as follows:
1. We introduce the concept of function-valued forecasting and related con-
cept of integral mixability.
2. We prove that for every η-mixable loss function λ : Γ× Ω → R its corre-
sponding intergral loss function λu : Γ
[a,b] × Ω[a,b,] → R for every density
u(ω, x) on [a, b] is also η-mixable; aggregated forecast is built component-
wise according to aggregating rule for λ.
3. We demonstrate possible applications for distribution forecasting. We use
Continuous Ranking probability score, Kullback-Leibler Divergence and
Optimal Transport Cost as examples of loss functions.
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The article is structured as follows. In Section 2 we recall the definition of
mixability. We review the basic idea of Aggregating Algorithm [8] and give AA’s
strategy on mixing experts forecasts. In Section 3 we state and prove our main
result about the integral mixability of loss function. In Section 4.1 we show
the examples of possible application of the result to aggregating probabilistic
forecasts.
2 Preliminaries
In this section we begin with recalling the functional property of mixability.
Then we overview the basic idea of AA strategy on Aggregating experts forecasts
which provides constant regret bound w.r.t. the best expert in the finite pool.
2.1 Mixable Functions
A function λ : Γ × Ω is called η-mixable if for every probability vector
(w1, . . . , wN ) and vector of forecasts (γ1, . . . , γN ) ∈ ΓN there exists an aggre-
gated forecast γ ∈ Γ such that for every ω ∈ Ω
exp
[
− ηλ(γ, ω)
]
≥
N∑
n=1
wn exp
[
− ηλ(γn, ω)
]
.
If function λ is η-mixable, then there exists a substitution function γ =
Σλ,η(γ
1, ω1, . . . , γn, wn) which performs such a safe aggregation of forecasts γn
w.r.t. weights wn. Clearly, such function may be non-unique. However, usu-
ally when considering a specific loss function λ, there is a specific substitution
function in view, given by an exact analytic formula.
For example the square loss function λ(γ, ω) = (γ − ω)2 with Ω = [l, r] and
Γ = R is known to be η-mixable for η ≤ 2(r−l)2 mixable and the substitution
function is given by
Σλ(·) =
r + l
2
+
1
2η(r − l)
log
∑N
n=1 w
n exp[−ηλ(r, γn)]∑N
n=1 w
n exp[−ηλ(l, γn)]
.
It is also possible to use a more straightforward aggregation function, i.e. weighted
average Σλ(·) =
∑N
n=1 w
nγn (the function is η-independent). However, the mix-
ability is this case will hold only for η ≤ 12(r−l)2 , i.e. the regret bound (1) will
be 4 times lower.
2.2 Aggregating Algorithm
The key idea of the algorithm is to keep and update weight vector wt =
(w1t , w
2
t , . . . , w
n
t ) ∈ ∆N = {w ∈ R
N
+ ∧ ‖ω‖1 = 1}, which estimates the per-
formance of the experts in the past. These weights are used to construct a
combined forecast from experts predictions by using the substitution function
4
Σλ. The experts weights that are used to combine the forecast for the step t
simply proportional to exponentiated version of experts cumulative losses, i.e.
wnt ∝ exp[−ηL
n
t ] = exp[−η
t−1∑
τ=1
lnt ] = exp[−η
t−1∑
τ=1
λ(γnτ , ω
n
τ )].
The Aggregating Algorithm 2 is shown below. In this paper we do not provide
the complete analysis of the algorithm because it is quite well known, see [8, 9,
7, 10] among many other works. We briefly review only the key concept of this
analysis and the importance of mixability.
Define the notion of mixloss at the step t, i.e.
mt = −
1
η
log
N∑
n=1
wnt exp[−ηl
n
t ].
Note that since we performed aggregating via the substitution function, we have
exp[−ηht] = exp[−ηλ(γt, ωt)] ≥
N∑
n=1
wnt exp[−η λ(γ
n
t , ωt)︸ ︷︷ ︸
lnt
] = exp[−ηmt],
thus, ht ≤ mt. Usual analysis [9] shows that
HT =
T∑
t=1
ht ≤
T∑
t=1
mt = −
1
η
log
n∑
n=1
wn1 exp[−ηL
n
t ] =
−
1
η
log
1
N
N∑
n=1
exp[−ηLnt ] =
logN
η
− log
N∑
n=1
exp[−ηLnt ] ≤
logN
η
+ min
n=1,2,...,N
LnT ,
which exactly means that regret w.r.t. the best expert does not exceed lnN
η
.
3 Uniform Integral Mixability
In this section in the framework of Protocol 1 we consider function-valued
forecasting. We prove that η-mixable loss λ for comparing single-value outcomes
admits η-mixable integral extension to comparing function-values outcomes.
In function-valued case, at each step of the game t instead of predicting a
single output γnt ∈ Γ and measuring the loss by using η-mixable λ : Γ × Ω →
R, experts predict a function in γnt ∈ Γ
[a,b] and the learner aggregates these
functions into γt. The loss of prediction of function ωt is measured by integral
loss λu(γ,ω).
Now we state and prove the main result.
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Algorithm 2: Online Aggregating Algorithm
Parameters: Pool of experts N = {1, 2, 3 . . . , N};
Game length T ;
η-mixable loss function λ : Γ× Ω→ R
The learner sets experts weights w11 , w
2
1 , . . . , w
N
1 ≡
1
N
;
for t = 1, 2, . . . , T do
Experts n ∈ N provide forecasts γnt ∈ Γ;
Algorithm combines forecasts of experts into single forecast
γt = Σλ,η(γ
1
t , w
1
t , . . . , γ
N
t , w
N
t )
Nature reveals true outcome ωt ∈ Ω;
Experts n ∈ N suffer losses lnt = λ(γ
n
t , ωt);
The learner suffers loss ht = λ(γt, ωt);
The learner updates and normalizes weights for the next step:
wnt+1 =
wnt exp[−ηl
n
t ]∑N
n′=1 w
n′
t exp[−ηl
n′
t ]
end
Theorem 3.1. Let λ : Γ× Ω→ R be η-mixable loss function and let
Σλ,η : Γ
N ×∆N → Γ
be its corresponding substitution function (for N experts). Let u : Ω[a,b] × [a, b]→ R+
be a function such that u(ω, ·) is a density for every ω (i.e.
∫ b
a
u(ω, x)dx = 1).
Consider the integral loss function
λu : Γ
[a,b] × Ω[a,b] → R
defined for two functions γ : [a, b]→ Γ and ω : [a, b]→ Ω by
λu(γ, ω) =
∫ b
a
λ
(
γ(x), ω(x)
)
· u(ω, x)dx.
Then function λu is η-mixable with for the substitution function (for N experts)
Σu,λ,η : (Γ
[a,b])N ×∆N → Γ
[a,b]
defined by point-wise (per x ∈ [a, b]) application of Σλ,η:
Σu,λ,η
[
{γn, wn}Nn=1
]
(x) := Σλ,η
(
{γn(x), wn}Nn=1
)
Consider the pool N of experts. Let γn : [a, b] → Γ be their forecasts and
w1, . . . , wN be the experts weights. We denote the forecast aggregated according
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to Σu,λ,η by γ ∈ Γ. In the following proof we will directly check that for every
ω ∈ Ω[a,b] it holds true that
exp
[
− ηλu(γ,ω)
]
≥
N∑
n=1
wn exp(−ηλu(γ
n,ω)), (2)
so that Σu,λ,η is a proper substitution function and λu is indeed η-mixable.
Proof. Choose any ω ∈ Ω[a,b]. Since λ is η-mixable with substitution function
Σλ,η, for every x ∈ [a, b] we have
exp
[
− ηλ
(
γ(x), ω(x)
)]
≥
N∑
n=1
wn
[
exp
[
− ηλ
(
γn(x), ω(x)
)]]
.
We take the logarithm of both parts of the inequality and
ηλ
(
γ(x), ω(x)
)
≥ log
N∑
n=1
wn
[
exp
[
− ηλ
(
γn(x), ω(x)
)]]
.
and then integrate over all x ∈ [a, b] with density u(ω, x):∫ b
a
[
− ηλ
(
γ(x), ω(x)
)]
u(ω, x)dx︸ ︷︷ ︸
−ηλu(γ,ω)
≥
∫ b
a
log
N∑
n=1
wn
[
exp
[
−ηλ
(
γn(x), ω(x)
)]]
u(ω, x)dx
(3)
Note that the left part of the inequality (3) is exactly equal to −ηλu(γ,ω).
Next, we define f(x, n) := exp
[
− ηλ
(
γn(x), ω(x)
)]
and for all p ≥ 1 we let
‖f(x, n)‖p :=
p
√
Ewf(x, n)p,
be the p-th norm of the function f(x, n) w.r.t. measure w on N . The resulting
norm is a function of x ∈ [a, b].
We apply both notation changes and take the exponent of both sides of (3).
Thus, we obtain
exp
[
− ηλu(γ,ω)
]
≥ exp
(∫ b
a
log ‖f(x, n)‖1 · u(ω, x)dx
)
(4)
The final step is to apply Generalized Holder inequality (A.1) for p(x) ≡ 1,
p = 1 and u(x) := u(ω, x) (for current ω):
exp
(∫ b
a
log ‖f(x, n)‖1 · u(x)dx
)
≥ ‖ exp
(∫ b
a
log
(
f(x, n)
)
u(x)dx
)
‖1 =
N∑
n=1
wn
[
exp
(∫ b
a
log
(
f(x, n)
)
︸ ︷︷ ︸
−ηλ(γn(x),ω(x))
u(x)dx
)]
=
N∑
n=1
wn
[
exp
(
− η
∫ b
0
λ(γn(x), ω(x))u(x)dx︸ ︷︷ ︸
λu(γn,ω)
)]
=
N∑
n=1
wn exp(−ηλu(γ
n,ω)) (5)
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Now we combine (5) with (4) and obtain the desired inequality (2).
In the proof and in the discussion in general we inaccurately skipped the
questions of some functions being measurable and existence of certain integrals.
Here we would like to point that these details may significantly depend on the
spaces Ω,Γ.
For example, for square loss λ(γ, ω) defined for Ω = [−B,B] the theorems
holds true if all γnt , ω ∈ L
2([a, b]) and bounded by B in their absolute value.
Also, here the aggregating function also must be measurable w.r.t. u, which also
may not hold true for an arbitrary substitution function (e.g. discontinuous).
However, in practice we usually use specific substitution function, which has
exact analytic form and consists of simple arithmetic operations on experts
forecasts (sum, log, exp, etc.), thus, typically it should be measurable. We will
specify the more accurate form of the Theorem in the next version of the paper.
4 Forecasting of Probability Distributions
In this section we consider the special case of the functional prediction, i.e.
probabilistic forecasting. At each step of the game experts provide a forecast of
a probability distribution on [a, b]. The learner has to aggregate these forecasts
into a single forecast (probability distribution). Next, the true outcome (also a
distribution, probably empirical) is revealed. Both the experts and the learner
suffer losses using a loss function.
In the subsection below we prove that several loss functions, which are widely
used for comparing probability distributions are mixable.
4.1 Cumulative Density Function Based Losses
In one-dimensional case, one possible way to compare the predicted and
the outcome distribution via the symmetric loss called Continuous Ranking
Probability Score [10]:
CRPS(Fγ , Fω) =
∫ b
a
|Fγ(x)− Fω(x)|
2dx,
where Fγ , Fω are (non-strictly monotone) cumulative density functions (distri-
bution functions) of γ and ω respectively satisfying Fγ(a) = Fω(a) = 0 and
Fγ(b) = Fω(b) = 1.
CRPS equals integral square loss on [a, b] with density u(ω, x) ≡ 1
b−a
(be-
tween the prediction Fγ and the outcome Fω) multiplied by (b − a):
CRPS(Fγ , Fω) = (b − a)
∫ b
a
|Fγ(x) − Fω(x)|
2
u(ω,x)︷ ︸︸ ︷
1
b− a
dx︸ ︷︷ ︸
Integral squared loss
.
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Since ∀x ∈ [a, b] it holds that Fγ(x), Fω(x) ∈ [0, 1], the point-wise loss function
|Fγ(x) − Fω(x)|2 is 2-mixable. Thus the corresponding integral loss on [a, b] is
also 2-mixable. Hence we conclude that CRPS is mixable but with (b−a) times
lower learning rate, i.e. η = 2(b−a) . The substitution function is given by
ΣCRPS
[
{Fn, wn}Nn=1
]
(x) =
1
2
+
b− a
4
log
∑N
n=1 w
n exp[−
2
(
1−Fn(x)
)
2
b−a
]
∑N
n=1 w
n exp[−
2
(
Fn(x))2
b−a
]
One may perform straightforward check to confirm that the resulting function
indeed is a cumulative density function. The numerator of the expression under
the logarithm is an (non-strictly) increasing function of x, whereas the denom-
inator is a (non-strictly) decreasing function. Thus, the resulting function is
monotone. It also satisfies ΣCRPS(a) = 0 and ΣCRPS(b) = 1.
4.2 Density-Based Losses
Assume that the predicted distribution γ is given in a form of density, i.e.
non-negative pγ : [a, b] → R+, such that
∫ b
a
pγ(x)dx = 1. Assume that same
applies to the true outcome ω. The usual dissimilarity measures which are used
to compare distribution which have density are f -divergences, α-divergences,
β-divergences.
4.2.1 Kullback-Leibler Divergence
Consider Kullback-Leibler Divergence between the outcome and the predic-
tion:
KL(pω||pγ) = −
∫ b
a
log
pγ(x)
pω(x)
pω(x)dx = −
∫ b
a
log[pγ(x)] · pω(x)dx −H(pω).
By skipping the γ-independent (prediction) entropy term −H(pω) one may
clearly see that the resulting loss is integral loss with density u(ω, x) = pω(x)
for logarithmic loss function. The logarithmic function is η-mixable for η = 1
with weighted average substitution function. Thus, KL divergence is also η = 1
mixable with the sunstitution function given by
ΣRKL
[
{pn, wn}Nn=1
]
(x) =
N∑
n=1
wnpn(x).
Clearly, the resulting aggregated function is a density.
Note that in the extreme case when ω is an empirical distribution (i.e. dis-
crete distrubtion over the dataset and does not admit a density), the KL loss
reduces to basic log-loss.
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4.2.2 Beta-2 Divergence
The well-known representative of β-divergences class is the Beta-2 diver-
gence:
B2(pγ , pω) =
∫ b
a
|pγ(x) − pω(x)|
2dx.
If ∀x ∈ [a, b] it holds true that pγ(x), pω(x) ∈ [0,M ], the point-wise quadratic
loss function |pγ(x)−pω(x)|2 is
1
2M2 is mixable is weighted average substitution
function is used. Thus, similar to CRPS function, we conclude that integral
loss, i.e. B2, is
1
2M2(b−a) -mixable and the substitution function is given by
ΣB2
[
{pn, wn}Nn=1
]
(x) =
N∑
n=1
wnpn(x).
4.3 Optimal Transport Costs (Wasserstein Distances)
Let γ, ω be two probability measures on R. The optimal transport cost
(in Monge-Kantorovich formulation) between distributions γ and ω for a cost
function c : Ω× Γ is defined by
C(γ, ω) = min
µ∈Π(γ,ω)
∫
Γ×Ω
c(x, y)dµ(x, y),
where Π(γ, ω) is the set of all the probability distributions whose left and right
marginals are γ and ω respectively.
The related definition of optimal transport cost is given by.
C(γ, ω) = min
T :T◦γ=ω
∫
Γ
c
(
x, T (x)
)
dγ(x),
where minimum is taken in the class of all mappings T : Γ → Ω, such that
γ is the pushforward distribution of ω by T . Although this definition is more
intuitive, it is not always applicable, because the optimal transport plan may
not exist in a form of a function.
If cost function is the p-th degree of the p-th euclidean norm, i.e. c(x, y) =
‖x − y‖pp, the resulting distance C(ω, γ) is denoted by W
p
p and referred as
Wasserstein-p distance.
In this section we show that under specific conditions the optimal transport
cost is mixable. To begin with, we recall that for Ω,Γ ⊂ R the optimal trans-
port has a superior property which brings linearity structure to the space of
1-dimensional probability distributions.
Lemma 4.1. If the transport cost c : Γ×Ω is twice diffirentiable and ∂
2c(x,y)
∂x∂y
< 0,
then the optimal transport cost between γ, ω is given by
C(γ, ω) =
∫ 1
0
c
(
qγ(t), qω(t)
)
dt,
where q is the quantile function.
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The lemma essentially makes it possible to consider probability distribu-
tion’s quantile function instead of the probability distribution for computation
of optimal transport cost. At this point it becomes clear that if transport cost
c : Ω × Γ → R+ is η-mixable, then the corresponding optimal transport cost
C(γ, ω) is the integral loss. Thus, it can be η-mixed with the substitution func-
tion given by
ΣC
[
{qn, wn}Nn=1
]
(t) = Σc
(
{qn(t), wn}Nn=1
)
.
The only requirement here is that the resulting mixed function must be the
quantile function. This clearly holds true if for c-cost there exists a substitution
function Σc that is monotone.
4.4 Characteristic Function Based Losses
Consider the BHEP statistic function which compares characteristic func-
tions of given random variables γ, ω:
BHEPu(γ, ω) =
∫ +∞
−∞
‖φγ(t)− φω(t)‖
2u(t)dt.
Note that ∀t ∈ (−∞,+∞) we have φω, φγ ∈ BallC(0, 1). This function can be
viewed as quadratic function in R2 ≡ C with inputs ∈ BallR2(0, 1). Thus, this
function is exponentially concave with η = 18 with linear (weighted average)
substitution function (see Section A.2).
Hence we conclude that BHEP loss is also 18 -mixable with the substitution
function given by
ΣBHEP
[
{φn, wn}Nn=1
]
(t) =
N∑
n=1
wnφn.
Note that this characteristic function is simply the characteristic function of a
mixture of distributions γ1, . . . , γN w.r.t. weights w1, . . . , wN .
5 Conclusion
In this paper we defined a notion of integral mixability, and proved that
natural integral losses that arise from (one dimensional) mixable losses are also
mixable with the same mixability rate. As an consequence of our main result,
we showed that a wide range losses for comparing the probability distributions
are mixable.
A Math Tools
A.1 Generalized Holder Inequality
Theorem A.1. Generalized Holder Inequality.
Let u(x) be the density on [a, b] (−∞ ≤ a < b ≤ +∞) and p(x) a function such
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that 1
p
=
∫ b
a
u(x)
p(x)dx. Then for function f(x, y) the following holds true
‖ exp
(∫ b
a
log
(
f(x, y)
)
u(x)dx
)
‖p ≤ exp
(∫ b
a
log ‖f(x, y)‖p(x)u(x)dx
)
The inequality and its proof can be found in [6, 5].
A.2 Exponentially Concave Functions
The loss function λ(γ, ω) is called η exponentially concave if for every fixed
ω ∈ Ω the function exp[−ηλ(γ, ω)] is convex as a function of γ ∈ Γ.
Lemma A.1. Twice differential function on a convex set λ(γ, ω) = ‖γ − ω‖2
is 18B2 -exponentially concave iff for all ω
∇2γλ(γ, ω)  η · [∇γλ(γ, ω)] · [∇γλ(γ, ω)]
⊤ (6)
Lemma A.2. The function λ(γ, ω) = ‖γ−ω‖2 is 18B2 -exponentially concave in
the first argument for ω, γ ∈ Ω = Γ = BRN (0, B).
Proof. To test exponential concavity we check that λ satisfies the condition (6),
which for quadratic loss has the form
2IN 
1
2B2
(γ − ω) · (γ − ω)T ,
where IN is N -dimensional identity matrix. The inequality holds true for all
ω, γ because the value on the right is a positive semi-definite matrix with the
only non-zero eigenvalue equal to ‖γ − ω‖2 ≤ (2B)2 = 4B2.
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