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After a brief summary of Double Special Relativity (DSR), we concentrate on a five dimen-
sional procedure, which consistently introduce coordinates and momenta in the corresponding four-
dimensional phase space, via a Hamiltonian approach. For the one particle case, the starting point
is a de Sitter momentum space in five dimensions, with an additional constraint selected to recover
the mass shell condition in four dimensions. Different basis of DSR can be recovered by selecting
specific gauges to define the reduced four dimensional degrees of freedom. This is shown for the Sny-
der basis in the one particle case. We generalize the method to the many particles case and apply it
again to this basis. We show that the energy and momentum of the system, given by the dynamical
variables that are generators of translations in space and time and which close the Poincar algebra,
are additive magnitudes. From this it results that the rest energy (mass) of a composite object does
not have an upper limit, as opposed to a single component particle which does.
I. INTRODUCTION
Double Special Relativity (DSR), or Special Relativity with two invariants, arose originally [1] as an attempt to
describe modified dispersion relations of particles, presumably originating as a low energy consequence of quantum
gravity modifications of space-time, in a way consistent with a relativity principle; i. e. without the need of introducing
a preferred coordinate system or ether [2].
One of the simplest examples is provided by the model of Magueijo and Smolin which is characterized by the
modified dispersion relation [3]
1
(1− κp0)2 η
µνpµpν = m
2c2, (1)
that reduces to the standard Lorentz case when κ → 0. The model is constructed by deforming the Lorentz group
algebra in momentum space, with generators
Lµν = pµ
∂
∂pν
− pν ∂
∂pµ
, (2)
in such a away that the rotation generators J i = ǫijkLjk are kept the same, while the boost generators are changed
to
Ki = L i0 + κp
ipµ
∂
∂pµ
= U−1(p0)L
i
0 U(p0), U(p0)pµ =
1
(1 − κp0)pµ. (3)
The above modification preserves the standard Lorentz algebra among J i,Kj but the Lorentz transformations are
now realized non-linearly in the form
W [ωµν ] = U−1(p0) exp(ω
µνLµν)U(p0). (4)
When applied to the momentum, the transformation for a boost in the z-direction produces
p′0 =
1
D
γ(p0 − vpz), p′z =
1
D
γ(pz − vp0), p′x =
px
D
, p′y =
py
D
, (5)
D = 1 + κ(γ − 1)p0 − κγvpz, (6)
which indeed preserve the dispersion relation (1). The main point of the transformation (5) is that preserves the
energy E0 = 1/κ under the corresponding transformations [3]. Also this energy is a maximum energy, as can be seen
2in the case of a massive elementary particle. The energy and the momentum of such particle in an arbitrary frame
with velocity v are given by
E =
m0γ
1 + m0γ
E0
, p =
m0γ
1 + m0γ
E0
v (7)
and we can verify that E(m0γ) ≤ E0. Usually E0 is taken as the Planck energy EP . At first sight this produces a
contradiction with the existence of composite macroscopic particles , which can certainly have energies much larger
than EP . This is the so called ” soccer ball problem” and its resolution has to do with the fact that the energy in
this model is not additive, due to the appearance of the non-linear transformations.
The idea of deforming the Poincare´ algebra to produce alternative modified dispersion relations has been generalized
under the assumption that the only accepted modification arises in the boost sector and that it is compatible with
rotation invariance. Under these conditions, the most general modification is
[Ki, p0] = Cpi, [Ki, pj ] = Aδij +Bpipj +Dǫijkpk, (8)
where the functions A,B,C,D depend only on p0, p
2 (scalars under rotation) and on the parameter κ, in such a way
that the standard Poincare´ limit is recovered when κ→ 0. For example, the choice
C = i, D = 0, B = −iκ, A = i
(
1
2κ
(1− e−2p0κ) + κ
2
p
2
)
, (9)
leads to the invariant dispersion relation
2
cosh(κp0)− 1
κ2
− p2eκp0 = m2, (10)
together with explicit expressions for the modified transformations in momentum space. The above deformation
defines what is called the bicrossproduct basis in the literature [4].
One of the main drawbacks of this approach is the lack of information regarding the coordinate space, which leads
to ambiguities in the definition of the velocity of the particle. Also, one would like to have a classical version of the
theory, in terms of a phase space endowed with a symplectic structure. This will be the subject of Sections 3 and 4.
II. THE FIVE DIMENSIONAL POINT OF VIEW
One of the challenges faced in DSR is the construction of an appropriate phase endowed with coordinates and mo-
menta that allow for the description of events in inertial frames and which transformations laws include an additional
universal invariant length (or energy) scale, besides the standard invariant light velocity. Leaning on the analogy that
the formulation of Lorentz invariance in three dimensions, appropriate to the description of a point particle having
three degrees of freedom, gets drastically simplified when going to four dimensions, a main road suggested in the case
of DSR is to start from a curved five dimensional space. In the standard Lorentz case only one first class constraint
is required to recover the three degrees of freedom, while in this case we will need two first class constraints to do the
job.
The simplest case is to start with a de Sitter space, which is defined as a four dimensional surface embedded in a
five dimensional flat momentum space according to [5–8]
ηMNP
MPN + κ2 = 0. (11)
Here M,N = 0, 1, 2, 3, 4 and ηMN = diag(1,−1,−1,−1,−1). The set of transformations that leave the above surface
invariant is the de Sitter group SO(4, 1), which algebra is given by
[lMN , lPQ] = ηMP lQN + ηMQlNP + ηNP lMQ + ηNQlPM . (12)
In this way, κ is interpreted as the invariant energy. The generators lPQ have the following matrix realization
[lPQ]
M
N
= δMP ηQN − δMQ ηPN . (13)
The generators act in momentum space as
PM → P ′M = [exp(θPQlPQ)]MN PN . (14)
3Using the relation
{
PM , LPQ
}
=
(
∂P ′M
∂θPQ
)
θ=0
, (15)
to define the group action in momentum space through the bracket {}, one readily obtains{
PM , LNQ
}
= δMN PQ − δMQ PN . (16)
Also, it can be shown that the brackets {LMN , LPQ} inherit the algebra (12). In the following it proves convenient
to make the splitting {M} = {µ, 4; µ = 0, 1, 2, 3}. The notation is
Lk =
1
2
ǫklmLlm, Bi = L0i, Dµ = Lµ4. (17)
One consequence of this five-dimensional starting point is the appearance of five additional symmetries (P4, Dµ),
besides the usual ten symmetries (3 rotations + 3 boosts + 4 translations) which describe the transformations among
inertial frames. A possible interpretation of such extra symmetries will be given in Section 4.
Starting from this five dimensional perspective there are at least two roads to construct the required phase space:
(1) to search for a realization of the physical coordinates xµ as combinations of appropriate generators of the de Sitter
group in momentum space and (2) to build DSR as a constrained theory in this five-dimensional space. We present
a brief review of the first method in this section and develop the second in the following sections, including the one
and many particles cases.
Approach (1) is rooted in the work of Snyder [5], who was the first in introducing a fundamental invariant length
by starting from the curved momentum space (11). Later, Kowalski-Glikman showed that the Snyder construction
can be generalized to include all deformations described in Eq. (8) [6]. The basic idea is to define a map
xµ = xµ (PM , LPQ, κ) , pν = pν(PM , κ), (18)
which recovers the phase space version of a given deformed algebra together with the corresponding invariant dispersion
relation. Two typical examples of this procedure are the construction of (i) the Snyder basis and (ii) the bicrossproduct
basis, which correspond to the choices
xµ = −Dµ
κ
, pµ = κ
Pµ
P4
, (19)
and
x0 = −D0
κ
, xi = − 1
κ
(Bi +Di), p0 = κ ln
(
P4 − P0
κ
)
, pi =
κPi
P0 − P4 , (20)
respectively.
As we can see, this method provides no criteria to single out some specific choice which could be subsequently
subjected to experimental/observational verification. Also, it does not provide any natural definition of the velocity.
III. THE ONE-PARTICLE CASE
As we showed in the previous sections, it is possible to introduce an invariant length (or energy) in the transfor-
mations that connect inertial frames by starting from a momentum space with constant curvature. Nevertheless, the
definition of the corresponding phase space, together with that of the particle velocity remains an open problem due
to the many possibilities that arise. In this and the following sections we discuss a method which provides a unified
version of the many alternatives already present. In complete analogy with the formulation of the relativistic particle
in four dimensions, the basic idea is to view a DSR particle as arising from a constrained system in five dimensions,
defined through a first order action which includes the concepts of coordinates and velocities from the very beginning.
Since the initial phase space has now ten degrees of freedom, we will require two first class constraints (as opposed to
one first class constraint in the relativistic case) in order to recover the final three degrees of freedom in coordinate
space. As we will explain in the following, the different basis previously discussed, and many others, arise in this
formulation as the result of different gauge fixings for one of the first class constraints. This method, applied to the
one-particle case, has been previously discussed in Ref. [9].
4Our starting point is the five-dimensional action
S =
∫
dτ
(
X˙MηMNP
N − ΛH5d − λH4d
)
, (21)
where Λ and λ are Lagrange multipliers. Here τ is the proper time and A˙ = dA/dτ . The constraints are
H5d = P
MPM + κ
2, H4d = P
µPµ −m2, (22)
where we have chosen H4d as the four-dimensional mass shell condition for a particle with mass m. This constraint
can be more conveniently written as
H4d = P
4 −M, M =
√
m2 + κ2, P 4 =
√
PµPµ + κ2. (23)
Introducing a small change in notation (X4 = z4, P
4 = ξ4) the initial action is now written as
S =
∫
dτ
(
z˙4ξ
4 + X˙µP
µ − Λ (ξ4ξ4 + PµPµ + κ2)− λ(ξ4 −√m2 + κ2)) . (24)
We start with 12 coordinates: z4, Xµ, ξ
4, Pµ,Λ, λ; together with their respective momenta Π4z,Π
µ
X ,Π
4
ξ,Π
µ
P ,ΠΛ,Πλ;
satisfying the standard Poisson brackets for canonical variables. The primary constraints are
Π4z − ξ4 ≈ 0, ΠµX − Pµ ≈ 0, Π4ξ ≈ 0, ΠµP ≈ 0, ΠΛ ≈ 0, Πλ ≈ 0. (25)
The extended Hamiltonian is
H = Λ
(
ξ4ξ
4 + PµP
µ + κ2
)
+ λ
(
ξ4 −
√
m2 + κ2
)
+ a4
(
Π4z − ξ4
)
+ bµ (Π
µ
X − Pµ) + d4Π4ξ + eµΠµP + gΠΛ + hΠλ.(26)
where a4, bµ, d4, eµ, g, h are arbitrary functions. The conservation of the primary constraints fixes some arbitrary
functions {
Π4z − ξ4, H
} ≈ 0 → d4 = 0, {ΠµX − Pµ, H} ≈ 0 → eµ = 0, (27){
Π4ξ, H
} ≈ 0, → a4 = 2Λξ4 − λ, {ΠµP , H} ≈ 0 → bµ = 2ΛPµ. (28)
and also provides the following secondary constraints
{ΠΛ, H} = ξ4ξ4 + PµPµ + κ2 ≈ 0, {Πλ, H} = ξ4 −
√
m2 + κ2 ≈ 0. (29)
The secondary constraints turn out to be automatically conserved. In this way the Hamiltonian results
H = Λ
(
ξ4ξ
4 + PµP
µ + κ2
)
+ λ
(
ξ4 −
√
m2 + κ2
)
+ (2Λξ − λ) (Π4z − ξ4)+ 2ΛPµ (Πµx − Pµ) + gΠΛ + hΠλ. (30)
The above constraints can be further classified into four first class constraints
ΠΛ ≈ 0, Πλ ≈ 0, (31)
2
(
ξ4Π
4
z + pµΠ
µ
x
)− (ξ4ξ4 + pµpµ)+ κ2 ≈ 0, (32)
Π4z −
√
m2 + κ2 ≈ 0 (33)
and ten second class constraints
Π4z − ξ4 ≈ 0, ΠµX − Pµ ≈ 0, Π4ξ ≈ 0, ΠµP ≈ 0. (34)
We can now verify the count of degrees of freedom (DOF) in coordinate space, which is
#DOF =
1
2
(2× 12− 2× 4− 10) = 3, (35)
as expected. After imposing strongly the second class constraints, we are left with the Hamiltonian
H = Λ
(
ξ4ξ
4 + PµP
µ + κ2
)
+ λ
(
ξ4 −
√
m2 + κ2
)
+ gΠΛ + hΠλ, (36)
5together with the first class constraints
ΠΛ ≈ 0, Πλ ≈ 0, H5d = ξ4ξ4 + PµPµ + κ2 ≈ 0, H4d = ξ4 −
√
m2 + κ2 ≈ 0. (37)
The Dirac brackets among the remaining phase space variables turn out to be identical with the original Poisson
brackets. In an abuse of notation, we do not label with additional indexes the resulting Dirac brackets that appear
in each step of the calculation. The non-zero values are{
z4, ξ
4
}
= 1, {Xµ, P ν} = δνµ, {Λ,ΠΛ} = 1, {λ,Πλ} = 1. (38)
Before dealing with particular cases, we state some general requirements to implement such procedure. Since we
have four first class constraints we will require to add four additional constraints χ1, χ2, χ¯1, χ¯2, which must have zero
Poisson bracket with the Hamiltonian, and be such that the whole set of eight constraints is now second class.
We will make use of the iterative method of sequentially fixing the gauge, calculating in each step the resulting
Dirac brackets. First we eliminate the variables Λ, λ,ΠΛ,Πλ. To this end we take
χ¯1 = Λ− Λ¯ (z4, Xµ, ξ4, Pµ) ≈ 0, χ¯2 = λ− λ¯ (z4, Xµ, ξ4, Pµ) ≈ 0. (39)
The time evolution dχ¯1,2/dτ = 0 fixes the arbitrary functions g and h. The remaining canonical variables are
z4, Xµ, ξ
4, Pµ with non zero Dirac brackets{
z4, ξ
4
}
= 1, {Xµ, P ν} = δνµ (40)
and Hamiltonian
H = Λ¯
(
ξ4ξ
4 + PµP
µ + κ2
)
+ λ¯
(
ξ4 −
√
m2 + κ2
)
, (41)
together with the constraints
H5d = ξ4ξ
4 + PµP
µ + κ2 ≈ 0, H4d = ξ4 −
√
m2 + κ2 ≈ 0, χ1 ≈ 0, χ2 ≈ 0. (42)
As we will show in the following, some of the previously discussed DSR basis can be obtained by choosing different
gauge fixings for the constraint H5d. The strategy is the following. Since we want to impose strongly H5d and χ
1 we
require that
{H5d, χ1} = C(X,P ) 6= 0, (43)
with
{H,χ1} = Λ¯C + λ¯ {H4d, χ1} ≈ 0, (44)
which determines the relation between Λ¯ and λ¯. Taking into account the constraints H5d and χ
1 we next define an
invertible coordinate transformation (
ξ4, Pµ, z
4, Xµ
)→ (pµ, H5d, xµ, χ1) , (45)
where
xµ = xµ(ξ4, Pµ, z
4, Xµ), pµ = pµ(ξ4, Pµ, z
4, Xµ), (46)
which are functions of the five-dimensional phase space, are what we define as the physical four dimensional phase
space coordinates. We restrict ourselves to the case when
{H5d, xµ} = {H5d, pµ} =
{
χ1, xµ
}
=
{
χ1, pµ
}
= 0, (47)
so that xµ and pµ are invariant under the gauge transformations generated by H5d and χ
1. In this way, they become
observable, whose dynamics will be determined by the remaining constraint H4d in the next step of the procedure. A
first consequence of (47) is that the resulting Dirac bracket in this step,
{A,B}DB = {A,B} −
{
A,χ1
} 1
C
{H5d, B}+ {A,H5d} 1
C
{
χ1, B
}
, (48)
6is equal to the previous bracket in the case of the dynamical four dimensional variables xµ and pµ. Moreover, given
any function A(ξ4, Pµ, z
4, Xµ) having zero Poisson brackets with H5d and χ
1, it will depend only upon xµ and pµ
after making the inverse transformation (46). This can be seen by calculating
0 = {A,H5d} = ∂A
∂xµ
{xµ, H5d}+ ∂A
∂pµ
{pµ, H5d}+ ∂A
∂χ1
{
χ1, H5d
}
=
∂A
∂χ1
{
χ1, H5d
}
, (49)
0 =
{
A,χ1
}
=
∂A
∂xµ
{
xµ, χ1
}
+
∂A
∂pµ
{
pµ, χ
1
}
+
∂A
∂H5d
{
H5d, χ
1
}
= − ∂A
∂H5d
{
χ1, H5d
}
. (50)
Since we require (43), the conclusion is that ∂A/∂H5d and ∂A/∂χ
1 are zero. In this way we confirm that the variables
xµ and pµ allow to completely specify any observable function in the constraint surface determined by H5d and χ
1,
which is where the dynamics occurs.
A. The Snyder coordinates
In order to recover this basis we choose
χ1S = X
µPµ + z
4ξ4 − T. (51)
We can directly verify that C = 2κ2 6= 0 and that the condition (44) reduces to 2Λ¯κ2 = λ¯ξ4. The Snyder coordinates
are subsequently defined as
pµ = κ
Pµ
ξ4
, xµ =
1
κ
(Xµξ4 − z4Pµ) , (52)
which satisfy the condition (47). The inversion of the above definition produces
Pµ =
pµ
Θ
, ξ4 =
κ
Θ
, z4 =
xµpµ − T
κΘ
, Xµ = Θxµ +
pµ
κΘ
(xαpα − T ) , Θ =
√
1− pαPα/κ2. (53)
The bracket algebra for the Snyder coordinates is calculated from the already established five-dimensional algebra,
via the Eqs.(52), and yields
{xµ, xν} = − 1
κ2
(xµpν − xνpµ) , {xµ, pν} = ηµν − pµpν
κ2
, {pµ, pν} = 0. (54)
The Hamiltonian is
H = λ¯
(
C√
κ2 − pαpα
−M
)
= λ¯H4d. (55)
The constraint H4d reduces to
H4d = p
αpα − κ2
(
1− κ
2
M2
)
, (56)
which is interpreted as the mass shell condition for a relativistic particle with mass m
m = κ
√
1− κ
2
M2
. (57)
Let us observe that the above relation leads to m = κ as the maximum mass accessible to such elementary particle.
The equation of motions are
dpµ
dτ
= {pµ, H} = 0, dxµ
dτ
= {xµ, H} = λ¯pµ√
κ2 − pαpα
. (58)
leading to the velocity (c = 1)
vi =
dxi
dt
=
dxi
dτ
dτ
dx0
=
pi
p0
. (59)
7IV. THE MULTIPARTICLE CASE IN SNYDER COORDINATES
In this section we proceed in analogy with the one particle case in order to build a consistent DSR formulation for
the case of N particles. In the previous case we enlarged the original phase space to five dimensions and imposed the
constraint that the momentum sector has constant curvature κ, corresponding to a de Sitter space. Also we required
that the particle satisfied a four dimensional mass shell condition designed to recover the three DOF in coordinate
space. In this way we have introduced two invariant constants: the curvature κ and the light velocity c.
The natural generalization for the N particles case is to start from a configuration space
(
Xaµ, z4
)
, a = 1, 2, .., N,
with dimension 4N + 1. The additional coordinate z4 is taken to be spacelike. Here, each subset
(
Xaµ
)
describes the
position of particle a having a mass ma. The momentum space is labeled by
(
Pµa , ξ
4
)
and the mass shell condition
Pµa Paµ = m
2
a defines the universal speed of light c = 1. There is an additional condition that constrains the momentum
space to an hypersurface with constant curvature κ.
Let us consider the first order Lagrangian
L = z˙4ξ
4 +
N∑
a=1
X˙aµP
µ
a − Λ
(
ξ4ξ
4 +
∑
a
P aµP
µ
a + κ
2
)
−
∑
a
λa
(
P aµP
µ
a −m2a
)
, (60)
with PµP
µ =
(
P 0
)2 −P iP i for each particle. From the de Sitter constraint and the dispersion relations we can write
ξ4 =
√
κ2 +
∑
a
m2a ≡M > 0. (61)
As a simplification, we replace the constraint for the first particle (a = 1) by (61), in such a way that we start from
L = z˙4ξ
4 +
∑
a
X˙aµP
µ
a − Λ
(
ξ4ξ
4 +
N∑
a=1
P aµP
µ
a + κ
2
)
− λ (ξ4 −M)− N∑
b=2
λb
(
P bµP
µ
b −m2b
)
. (62)
The 9N + 3 coordinates are z4, ξ
4, xaµ, p
µ
a , λ, λb. The calculation of the canonical momenta produces the following
primary constraints
Π4z − ξ4 ≈ 0, ΠµXa − Pµa ≈ 0, Πξ4 ≈ 0, Π
µ
Pa
≈ 0, ΠΛ ≈ 0, Πλ ≈ 0, Πλb ≈ 0. (63)
The extended Hamiltonian is
H = Λ
(
ξ4ξ
4 +
N∑
a=1
P aµP
µ
a + κ
2
)
+ λ
(
ξ4 −M)+ N∑
b=2
λb
(
P bµP
µ
b −m2b
)
(64)
+a4
(
Π4z − ξ4
)
+
N∑
a=1
baµ
(
ΠµXa − Pµa
)
+ d4Πξ4 +
N∑
a=1
eaµΠ
µ
Pa
+ gΠΛ + hΠλ +
N∑
a=1
jaΠλa , (65)
with a4, b
a
µ, d4, e
a
µ, g, h, ja being arbitrary functions. The conservation of the primary constraints fixes some of the
arbitrary functions {
Π4z − ξ4, H
} ≈ 0 → d4 = 0, {ΠµXa − Pµa , H} ≈ 0 → eaµ = 0, (66){
Πξ4 , H
} ≈ 0 → a4 = 2Λξ4 − λ, {ΠµPa , H} ≈ 0 → bµa = 2ΛPµa + 2λaPµa (67)
and also generates the following secondary constraints
{ΠΛ, H} ≈ 0 → ξ4ξ4 +
N∑
a=1
P aµP
µ
a + κ
2 ≡ HD+1 ≈ 0,
{Πλ, H} ≈ 0 → = ξ4 −M ≡ H4 ≈ 0,
{
Πbλ, H
} ≈ 0 → P bµPµb −m2b ≈ 0. (68)
The Hamiltonian results
H = ΛHD+1 + λH4 +
N∑
b=2
λb
(
P bµP
µ
b −m2b
)
+
(
2Λξ4 − λ) (Π4z − ξ4)
+2
N∑
a=1
ΛPaµ
(
ΠµXa − Pµa
)
+ 2
N∑
b=2
λbPbµ (Π
µ
b − Pµb ) + gΠΛ + hΠλ +
∑
a
jaΠ
a
λ, (69)
8with the constraints given in (63) together with (68). The first class constrains are
ΠΛ ≈ 0, Πλb ≈ 0, Πλ ≈ 0, Π4z −M ≈ 0,
1
2
HD+1 ≡ ξ4π4z +
∑
a
P aµΠ
µ
Xa
+ κ2 ≈ 0, 2PbµΠµPb − PbµP
µ
b −m2b ≈ 0, b = 2, 3, ..., N, (70)
while the remaining second class constraints are
Π4z − ξ4 ≈ 0, ΠµXa − Pµa ≈ 0, Π4ξ ≈ 0, Π
µ
Pa
≈ 0. (71)
We have 9N + 3 coordinates with 8N + 2 second class constraints and 2N + 2 first class constraints. The count of
the DOF is
#DOF =
1
2
(2(9N + 3)− 2(2N + 2)− (8N + 2)) = 3N, (72)
which corresponds to the N particles considered.
A. Imposing the constraints strongly
As in the previous section, we impose the constraints in a stepwise mode. Again, in an abuse of notation, in many
occasions we will not introduce an additional notation for the modified Dirac brackets that arise at each step, unless
some confusion arises. First we start with the second class constraints
φ1 = Π
4
z − ξ4, φ2 = Πξ4 = 0, φµa3 = ΠµXa − Pµa , φ
µa
4 = Π
µ
Pa
, (73)
which we use to eliminate the variables
Π4z, Πξ4 , Π
µ
Xa
, ΠµPa . (74)
The non-zero brackets are
{φ1, φ2} = −1, {φµa3 , φνc4 } = −ηµνδac, {φµ5 , φν6} = −ηµν (75)
and one can verify that the (Dirac) brackets for the variables that remain after having eliminated those indicated in
(74) are equal to the initial Poisson brackets. In the restricted hypersuface determined by the second class constraints
we have the Hamiltonian
H = ΛHD+1 + λH4 +
N∑
b=2
λb
(
Pµ
bPµb −m2b
)
+ gΠΛ + hΠλ +
N∑
a=1
jaΠλa , (76)
plus the first class constraints in (70). After the imposition of the second class constraints the first class constraints
now read
ΠΛ ≈ 0, Πλb ≈ 0, Πλ ≈ 0, H4 ≡ ξ4 −M ≈ 0,
1
2
HD+1 ≡ ξ4ξ4 +
N∑
a=1
P aµP
µ
a + κ
2 ≈ 0, PbµPµb +m2b ≈ 0, (77)
B. Fixing the gauge in the first class constraints
Let us denote the gauge fixing conditions by χΛ, χλb , χλ, χH4 , χHD+1 , χPb respectively. Taking into account
the auxiliary character of the variables Λ, λ, λb, we demand that the gauge fixing constraints depend upon them
according to the following scheme
{χΛ,Πλ} = {χΛ,Πλb} = 0, {χλ,ΠΛ} = {χλ,Πλb} = 0, {χλb ,ΠΛ} = {χλb ,Πλ} = 0,{
χ
HD+1
,Πλ
}
=
{
χHD+1 ,Πλb
}
=
{
χHD+1 ,ΠΛ
}
= 0,
{χξ,Πλ} = {χξ,Πλb} = {χξ,ΠΛ} = 0,
{χPb ,Πλ} = {χPb ,Πλb} = {χPb ,ΠΛ} = 0. (78)
9Using the above prescription, in order to eliminate the auxiliary variables Λ, λ, λb we choose
χΛ = Λ− Λ˜
(
z4, ξ4, Xµa , P
µ
a
)
, χλ = λ− λ˜
(
z4, ξ4, Xµa , P
µ
a
)
χλb = λb − λ˜b
(
z4, ξ4, Xµa , P
µ
a
)
. (79)
Demanding conservation of the above constraints we determine the arbitrary functions g, h, jb in such a way that, in
the new restricted space, the Hamiltonian is
H = Λ˜HD+1 + λ˜H4 +
∑
b
λ˜b
(
pbµp
µ
b −m2b
)
. (80)
The set (ΠΛ,Πλ,Πλb , χΛ, χλ, χλb) is now second class and the constraints can be imposed strongly. The new brackets
appearing at this level are the same ones of the previous level, in the case of the remaining variables. Also we are left
with the following constraints only
HD+1 ≈ 0, H4 = ξ4 −M ≈ 0, P bµPµb −m2b ≈ 0,
χHD+1 ≈ 0, χH4 ≈ 0, χPb ≈ 0. (81)
Let us consider now the pair
(
HD+1, χHD+1
)
. In order to fix the gauge, we must have
{
HD+1, χHD+1
}
= C(ξ4, z4, Pµa , X
µ
a ) 6= 0. (82)
Conservation in time of the constraint χHD+1 produces the following relation
− Λ˜C + λ˜{χHD+1 , H4}+∑
b
λ˜b
{
χHD+1 , p
b
µp
µ
b
}
= 0. (83)
Next we introduce the invertible coordinate transformation(
ξ4, Pµb , x
4, Xbµ
)→ (pµa , xµa , HD+1, χHD+1) , (84)
with
{HD+1, xνa} = {HD+1, pνa} =
{
χHD+1 , x
ν
a
}
=
{
χHD+1 , p
ν
a
}
= 0. (85)
The Dirac brackets for the surviving variables, arising after this gauge fixing, remain the same as the previous ones.
Imposing these two constraints in the Hamiltonian, and after the redefinition λˆ = λ˜(ξ4 +M) we get
H = λˆ
((
ξ4
)2 −M2)+∑
b
λ˜b
(
pbµp
µ
b −m2b
)
= λˆ
(∑
a
paµp
µ
a + κ
2 −M2
)
+
∑
b
λ˜b
(
pbµp
µ
b −m2b
)
,
= λˆ
(∑
a
paµp
µ
a −m2a
)
+
∑
b
λ˜b
(
pbµp
µ
b −m2b
)
,
=
∑
a
λ˜a
(
paµp
µ
a −m2a
)
, a = 1, ..., N, λ˜1 = λˆ. (86)
At this stage, the model is invariant under SO(3, 1).
C. The Snyder basis
To determine this basis we choose the gauge fixing
χHD+1 = z4ξ
4 +
∑
a
XaµP
µ
a − T, (87)
which produces C = 2κ2 from Eq. (82). The new coordinates in phase space are
pνa = κ
P νa
ξ4
, xaµ =
1
κ
(
Xaµξ4 − z4paµ
)
, (88)
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having zero brackets with HD+1 and χHD+1 . Solving for x
a
µ, p
ν
a results in
p2a = κ
2 P
2
a
(ξ4)
2 , (89)
∑
a
p2a =
κ2
(ξ4)
2
∑
a
P 2a =
κ2
(ξ4)
2
∑
a
m2a = κ
2 κ
2 − (ξ4)2
(ξ4)
2 , (90)
ξ4 =
κ√
1 +
∑
a p
2
a/κ
2
, (91)
P νa =
ξ4pνa
κ
=
pνa√
1 +
∑
c p
2
c/κ
2
, (92)
∑
a
xaµp
µ
a = −XaµPµa −
z4
ξ4
P aµP
µ
a = −T +
((
ξ4
)2 −∑
a
m2a
)
z4
ξ4
= −T + κ
2
ξ4
z4, (93)
z4 =
ξ4
κ2
(∑
a
xaµp
µ
a + T
)
=
∑
a x
a
µp
µ
a + T√
κ2 +
∑
c p
2
c
, (94)
Xaµ =

√1 +∑
a
p2a/κ
2 xaµ +
1
κ
∑
c x
c
νp
ν
c + T√
1 +
∑
a p
2
a/κ
2
paµ

 . (95)
The brackets are calculated from the definitions (88) yielding
{
xaµ, x
c
ν
}
= − 1
κ2
(
xaµp
c
ν − paµxcν
)
,
{
paµ, p
c
ν
}
= 0,
{
xaµ, p
c
ν
}
= ηµνδ
ac − p
a
µp
c
ν
κ2
. (96)
Let us observe that they reproduce the corresponding brackets (54) for the one particle case.
In terms of the new variables, the Hamiltonian is, after some redefinitions of the arbitrary functions λ˜a (which we
denote by the same letter),
H =
∑
a
λ˜a
(
P aµP
µ
a −m2a
)
=
∑
a
λ˜a
(
κ2paµp
µ
a
κ2 −∑c p2c −m2a
)
,
H =
∑
a
λ˜a
(
paµp
µ
a −m2a
(
1−
∑
c
p2c/κ
2
))
. (97)
We also use the following relations
∑
a
p2a/κ
2 =
1
(ξ4)2
∑
a
P 2a =
(∑
a
p2a/κ
2 + 1
)∑
c
m2c/κ
2,
(
1−
∑
c
m2c/κ
2
)∑
a
p2a/κ
2 =
∑
c
m2c/κ
2,
∑
a
p2a = κ
2
∑
cm
2
c
κ2 −∑cm2c . (98)
The final expression is
H =
∑
a
λ˜a
(
paµp
µ
a −m2a
(
κ2
κ2 −∑cm2c
))
. (99)
D. Symmetries
Since the constraint that defines the Snyder basis is Lorentz invariant in four dimensions we next verify that the
resulting theory respects such symmetry. We start from the original four-dimensional Lorentz generators for each
11
particle Laµν = X
a
µP
a
ν −XaνP aµ , which maintain the same form when written in terms of the physical variables
Laµν = x
a
µp
a
ν − xaνpaµ. (100)
Using the brackets (96) we can calculate the corresponding algebra which yields{
Laµν , L
b
στ
}
= δab
(
ησν
(
xaµp
b
τ − xaτpbµ
)
+ ητµ
(
xaνp
b
σ − xaσpbν
)
(101)
+ηντ
(
xaσp
b
µ − xaµpbσ
)
+ ηµσ
(
xaτp
b
ν − xaνpbτ
))
,{
Laµν , p
b
σ
}
= δab
(−ηµσpaν + ηνσpaµ) ,{
paµ, p
b
ν
}
= 0. (102)
Next we sum over a and b, obtaining
{Lµν , Lστ} = ησνLµτ − ηµτLσν − ητνLµσ + ηµσLτν, (103)
{Lµν , pσ} = ηνσPµ − ηµσPν , {pµ, pν} = 0, (104)
where Lµν =
∑
a L
a
µν , pµ =
∑
a p
a
µ. This is precisely the Poincare´ algebra.
E. The equations of motion
They are
x˙aµ =
{
xaµ, H
}
= 2
(
−λ˜a +
∑
b
λ˜b
pνbp
b
ν
κ2
)
paµ. (105)
Again, using
p2a = κ
2 P
2
a
(ξ4)
2 = κ
2 m
2
a
(ξ4)
2 ,
(
ξ4
)2
= κ2 −
∑
a
m2a, p
2
a =
κ2m2a
κ2 −∑cm2c (106)
we finally obtain
x˙aµ = 2
(
−λ˜a +
∑
b λ˜bm
2
b
κ2 +
∑
cm
2
c
)
paµ. (107)
The remaining equations are
p˙aµ =
{
paµ, H
}
= 0, → x¨ aµ = 0. (108)
To obtain the velocity vbi as a function of time, we have to eliminate the arbitrary functions λ˜a which is simply done
by defining
vbi = P
b
i /P
b
0 . (109)
The expressions for the energy and momenta of each particle, which here we assume to be additive, written in terms
of the velocities are
P 0a =
κma√
κ2 +
∑
cm
2
c
1√
1− v2 , P
a
i =
κma√
κ2 +
∑
cm
2
c
.
vi√
1− v2 . (110)
The rest mass of each particle, that is its energy for v = 0, is
m(a)0 =
ma√
1 +
∑
am
2
a/κ
2
. (111)
The total energy, when a bunch of particles moves with the same velocity, can be used to define the rest mass of the
corresponding system, obtaining
M0 =
∑
ama√
1 +
∑
cm
2
c/κ
2
. (112)
12
Let us consider N identical particles (ma = m). In this case we have the following two limits
(1) Nm2 ≫ κ2 : M0 = Nm√
1 +Nm2/κ2
≃
√
Nκ, (113)
(2) Nm2 ≪ κ2 : M0 ≃ Nm
(
1− Nm
2
2κ2
)
. (114)
The above is an important result which means that, in this model, point like particles have masses ma ≤ κ, while
composite systems (N particles) admit masses M0 ≥ κ.
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