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a b s t r a c t
Competition processes, as discussed by Iglehart (1964) [26] and Reuter (1961) [25], have
been frequently used in biology to describe the dynamics of population models involving
some kind of interaction among various species. Our interest is in the stochastic model of a
competition process analyzed by Ridler-Rowe (1978) [23], which is related to an ecosystem
of two species. The ecosystem is closed in the sense that no immigration or emigration
is supposed to take place. Individuals compete either directly or indirectly for common
resources and, consequently, births and deaths depend on the population sizes of one or
both of the species. In this paper, we focus on the number of births and deaths during an
extinction cycle. Specifically, we discuss an approximation method inspired from the use
of the maximum size distribution, which is equally applicable to the survival of a certain
individual. We analyze three models defined in terms of the way individuals within each
species are selected to die. Our results are illustrated with reference to simulated data.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The two-species competition interaction [1] is one of the basic interspecies relations for biological, ecological and social
models, and it is also the key of more complicated structures. Unlike a prey–predator relationship in which one species is
part of the food supply of the second one, in a competition relationship two species compete either directly or indirectly
for a limited food supply; in particular, an increase in the density of one species results in a decrease in the other species
that is proportional to the product of both species. The classical work, assuming deterministic models, dates as far back as
Lotka [2] and Volterra [3]. Details of the deterministicmodel are given briefly by Bailey [4, Chapter 13]with amore extensive
treatment given by Bartlett [5, Chapters 4 and 5]. The reader is referred to the book by Allen [6, Sections 7.6 and 7.7] for a
review of the main results for deterministic and stochastic models of interacting biological populations; as a related work,
see the paper by Roozen [7].
Without any claim to an exhaustive enumeration, we can cite the work of Ali and Cosner [8], Bhattacharya and
Martcheva [9], Cushing [10], Ellner [11], Gopalsamy [12], Hsu and Hubbell [13], Hsu [14], Kostova et al. [15], Li and Smith
[16,17], Loman [18], and Namba [19], who analyze a variety of models under various assumptions, such as the assumption
that coefficients are periodic functions [10,19], age-dependent mortality and fertility functions [12], nonterritorial and
territorial predators [18], a specialist predator in size-structured models [9], and age-structured models [15]. In other cases,
modeling aspects incorporate two species competing in a randomly varying environment [11], two predators that compete
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for a single, limited prey [14], two predators competing for two prey species [13], four species that coexist in competition
for three essential resources [16], and internal and external resource variables [17] applied to microbial growth. In [8], we
find Lotka–Volterra competition models with diffusion and spatial variation in some coefficients. Graphical techniques for
determining the outcome of two-species competition for two resources are presented by Ballyk and Wolkowicz [20], and
Tilman [21].
Our interest is in a stochastic model, termed Ridler-Rowe process [22,23], for a community of two mutually competing
species. The Ridler-Rowe process is particularly related to one subclass of mutual competition, namely the two-species
autonomous competitive model [24], which yields the deterministic equations
dx1(t)
dt
= x1(t) (b1 − a12x2(t)) ,
dx2(t)
dt
= x2(t) (b2 − a21x1(t)) ,
where xi(t) is the population size of the ith species at time t , for i ∈ {1, 2}. Themutual competition between species dictates
that a12 and a21 are strictly positive. The stochastic version of these differential equations was first analyzed by Reuter [25]
and later extended to the multivariate case by Iglehart [26]. Reuter [25] and Iglehart [26] derived sufficient conditions for
the underlying continuous-timeMarkov chain (CTMC) to be regular, positive recurrent, absorbedwith certainty, and to have
finite mean absorption time; see also [27] for a simplified version assuming that each species can only decrease in number
because of deaths caused, for instance, by starvation, overcrowding, or removal in some form.
The Ridler-Rowe process [23] is related to an ecosystem of two species, which is closed in the sense that no immigration
or emigration is supposed to take place; specifically, it amounts to a time-homogeneous CTMC defined on the quarter plane
N0 × N0, where transitions are only allowed to neighboring states and the positive axes constitute the subset of absorbing
states. In analyzing the extinction time and the size of the surviving species, the quadratic terms in the transition rates
(see [23, Section 2]) of the process make the solution intractable from an analytical point of view. One way of analyzing the
process is to approximate its behavior, as the initial population sizes become large, by an essentially deterministic motion
with a random diffusion of smaller order superimposed upon it. This approach is used in [23] to derive the asymptotic
distribution of the position at which the process first hits the subset of absorbing states, and a limit result for the probability
that a given species should survive the other. In [22] the authors carry out an approximating model based on percentiles
of the maximum number of individuals alive in an extinction cycle. The approach of [22] results in the replacement of
the underlying absorbing Markov chain by a suitably defined finite CTMC. Iterative schemes for the mass function of the
maximum size, the probabilities of extinction, and the moments of the extinction time are derived in [22, Sections 2 and
3] following results on phase-type distributions [28]. A comparative study between the asymptotic result of [23], results
obtained from a simulation study of the process, and the finite CTMC can be found in [22, Section 4].
The purpose of this paper is to complement the treatment of the Ridler-Rowe process we started in [22] by focusing
here on the number of births and deaths, and the survival of a certain individual. To begin with, we define in Section 2
the underlying Markov chain model. In Section 3, we briefly discuss an approximation method inspired from the use of
the maximum size distribution. We then derive the joint distribution of the extinction time, and the numbers of births and
deaths occurring during an extinction cycle of the ecosystem. In Section 4, the effects of the killing strategy on the survival
of an individual are analyzed under various random and age-dependent assumptions. The accuracy of our solution is tested
in Section 5. Our results are illustrated with reference to simulated data, and numerical examples are presented to show the
influence of the numbers of births and deaths on the dynamics of the competition process and the survival of an individual.
For ease of reference, we summarize in Appendix some of the matrix notation that is used in the paper.
2. The Ridler-Rowe process
Let M(t) and N(t) denote the population sizes of two species, which are termed species 1 and species 2. The model,
as introduced in [23], describes the dynamics of a two-species competition process by means of a CTMC X = {X(t) =
(M(t),N(t)) : t ≥ 0} defined on the state space S = N0 × N0 − {(0, 0)}, which is specified in terms of its transition rates
q(m,n),(m′,n′) as follows. For each initial state (m, n) ∈ S withm > 0 and n > 0, the non-null transition rates are given by
q(m,n),(m′,n′) =

αm, if (m′, n′) = (m+ 1, n),
βn, if (m′, n′) = (m, n+ 1),
γmn, if (m′, n′) = (m− 1, n),
δmn, if (m′, n′) = (m, n− 1),
(1)
where α, β, γ and δ are strictly positive, and q(m,n) = −q(m,n),(m,n) = (α + γ n)m+ (β + δm)n. In the case of initial states
(m, 0) and (0, n)withm > 0 and n > 0, the transition rates are defined as q(m,0),(m′,n′) = q(0,n),(m′,n′) = 0, for all (m′, n′) ∈ S.
Thismeans that, after one of the two species first becomes extinct, what happens to the surviving species is not of immediate
interest. If we denote l(·, 0) = {(m, 0) : m ≥ 1} and l(0, ·) = {(0, n) : n ≥ 1}, then C0 = l(·, 0) ∪ l(0, ·) constitutes the
subset of absorbing states, and the irreducible class C = N × N consists of transient states. Clearly, an eventual extinction
of species 1 and species 2 will be associated with states in the positive axes l(0, ·) and l(·, 0), respectively.
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Suppose that states are labeled so that the states in C0 precede those in C. Then, the infinitesimal generator Q ofX takes
the structured form
Q =

0 0
QCC0 QCC

. (2)
By expressing the class C of transient states as ∪∞k=2 l(k) with the kth level defined by l(k) = {(m, n) ∈ C : m + n =
k,m > 0, n > 0}, wemay express the sub-matrixQCC0 as the diagonal matrix diag(A21,A32, . . .), where Ak,k−1 contains the
transition rates associated with jumps from states in the kth level to absorbing states of {(k − 1, 0), (0, k − 1)}, for k ≥ 2.
In a similar manner, the sub-matrix QCC has the block tridiagonal form
QCC =

B22 B23
B32 B33 B34
B43 B44 B45
. . .
. . .
. . .
 , (3)
where we let Bkk be a diagonal matrix of order k − 1 with ith entry −q(k−i,i), for 1 ≤ i ≤ k − 1, and Bkk′ record transition
rates related to jumps ofX from states of the kth level to states of the k′th level, for k′ ∈ {k− 1, k+ 1} and k ≥ 2. Concrete
specifications for Ak,k−1 and Bkk′ , for k′ ∈ {k−1, k, k+1} and k ≥ 2, are readily derived from (1), and they are thus omitted.
The assumptionsmade on the transition rates q(m,n),(m′,n′) as functions ofm and n guarantee that the processX is specified
uniquely by its transition rates, and that the expectation of the time at which one or other species first becomes extinct is
finite. To be concrete, if we let T be the time till absorption inX, that is, T = inf {t : X(t) ∈ C0}, and α(m,n) be the absorption
probability defined as P(T <∞|X(0) = (m, n)), for (m, n) ∈ S, then it is stated in [22, Appendix] and [25, Theorem 5] that
α(m,n) = 1, and that the expected time τ(m,n) = E [T |X(0) = (m, n)] to reach the set C0 of absorbing states is finite.
3. Births and deaths in an extinction cycle
In the two-species competition process [22, Section 2.1], an extinction cycle is defined as the period that starts from an
initial population size X(0) = (m, n), and ends when one or the other species first becomes extinct. We exclude the trivial
case X(0) ∈ C0, and from now on we assume that an extinction cycle starts at time t = 0 from a transient state (m, n) ∈ C.
The main characteristics of an extinction cycle, starting from a fixed population size (m, n) ∈ C, are its length T (m,n),
and the numbers B(m,n)i of births and D
(m,n)
i of deaths occurring within species i in the interval [0, T (m,n)], for i ∈ {1, 2}.
Thesemeasures should give an indication on the resistance of a certain species to the extinction, and how rapidly extinction
occurs. In addition, an important descriptor allowing us to describe the effects of overpopulation on the ecosystem is the
maximum number X (m,n)max of individuals alive during the extinction cycle; see [22,29].
The probability law of (T (m,n), B(m,n)1 ,D
(m,n)
1 , B
(m,n)
2 ,D
(m,n)
2 ) can be specified in terms of
G(s;m, n) = E

e−θT
(m,n)
y
B(m,n)1
1 z
D(m,n)1
1 y
B(m,n)2
2 z
D(m,n)2
2

,
where we denote s = (θ, y1, z1, y2, z2), with Re(θ) ≥ 0, |y1| ≤ 1, |z1| ≤ 1, |y2| ≤ 1 and |z2| ≤ 1. If we define the densities
g(b1,d1,b2,d2)(t;m, n)dt = P(t ≤ T (m,n) < t + dt, B(m,n)1 = b1,D(m,n)1 = d1, B(m,n)2 = b2,D(m,n)2 = d2), for b1, d1, b2, d2 ∈ N0,
then we can write down
G(s;m, n) =
 ∞
0
∞
b1,d1,b2,d2=0
g(b1,d1,b2,d2)(t;m, n)e−θ tyb11 zd11 yb22 zd22 dt.
Thus, the Laplace transform G(θ, 1, 1, 1, 1;m, n) characterizes the marginal distribution of the continuous random variable
T (m,n), and the marginal distributions of the discrete random variables B(m,n)1 ,D
(m,n)
1 , B
(m,n)
2 and D
(m,n)
2 are uniquely specified
by the generating functions G(s;m, n) at the respective points s = (0, y1, 1, 1, 1), (0, 1, z1, 1, 1), (0, 1, 1, y2, 1) and
(0, 1, 1, 1, z2).
It can be seen that the joint transforms G(s;m, n), for (m, n) ∈ C, satisfy the following set of equations:
G(s; 1, 1) = αy1G(s; 2, 1)+ βy2G(s; 1, 2)+ γ z1 + δz2
θ + α + β + γ + δ , (4)
G(s;m, 1) = αmy1G(s;m+ 1, 1)+ βy2G(s;m, 2)+ γmz1G(s;m− 1, 1)
θ + αm+ β + γm+ δm
+ δmz2
θ + αm+ β + γm+ δm , m ≥ 2, (5)
G(s; 1, n) = αy1G(s; 2, n)+ βny2G(s; 1, n+ 1)+ γ nz1 + δnz2G(s; 1, n− 1)
θ + α + βn+ γ n+ δn , n ≥ 2, (6)
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G(s;m, n) = αmy1G(s;m+ 1, n)+ βny2G(s;m, n+ 1)
θ + αm+ βn+ γmn+ δmn
+ γmnz1G(s;m− 1, n)+ δmnz2G(s;m, n− 1)
θ + αm+ βn+ γmn+ δmn , m, n ≥ 2. (7)
We may rewrite Eqs. (4)–(7) in matrix form as
g(s) = A(s)g(s)+ a(s), (8)
where the column vector g(s) contains the transforms G(s;m, n) with states (m, n) ∈ C, and the matrix A(s) and the
vector a(s) are constructed in the usual form. Besides, the matrix A(s) can be thought of as an operator which acts on
the space l∞ of all bounded sequences. Although it is readily shown that the operator I − A(s) is invertible, the equality
g(s) = (I− A(s))−1a(s) results only in a theoretical solution, which is not amenable to numerical implementation.
In what follows, we adopt a truncation procedure that, for a large enough value of K , examines the process X till
absorption into the absorbing subset C0, but under the taboo that states of ∪∞k=K+1 l(k) are avoided; in such a case, the
absorption occurs in states of the finite set C0(K) = {(m, 0) : 1 ≤ m ≤ K − 1} ∪ {(0, n) : 1 ≤ n ≤ K − 1}. This procedure
involves truncating thematrixQ (restricted to the classC) to a finitematrixQ(K), and constructing a sequence {GK (s;m, n) :
K ≥ m+ n} such that the K th term GK (s;m, n) is given by the restricted transform of (T (m,n), B(m,n)1 ,D(m,n)1 , B(m,n)2 ,D(m,n)2 ) on
the sample paths of the processX verifying X (m,n)max ≤ K , that is, it is given by
GK (s;m, n) = E

e−θT
(m,n)
y
B(m,n)1
1 z
D(m,n)1
1 y
B(m,n)2
2 z
D(m,n)2
2 ; X (m,n)max ≤ K

.
This implies that, before absorption, only those sample paths of the process X evolving on the set ∪Kk=2 l(k) of accessible
states are analyzed. However, since the subset of sample paths satisfying X (m,n)max ≤ K converges to the set of all sample paths
of the process X as K tends to infinite, one does expect that GK (s;m, n) converges to G(s;m, n); we shall return to this
question in Table 3 where the assertion is supported by simulated data.
For each initial state (m, n) ∈ C, we suggest to estimate the joint transform G(s;m, n) by means of its restricted
counterpart GK (s;m, n) as we take successively larger truncations until the mass accumulated by the distribution of
(T (m,n), B(m,n)1 ,D
(m,n)
1 , B
(m,n)
2 ,D
(m,n)
2 ) on the set {X (m,n)max ≤ K} is as close to 1 as desired; note that such a mass is given by
the value GK (x;m, n)with x = (0, 1, 1, 1, 1).
We next explain how to evaluate the above solution in an algorithmic manner. Let us denote by (M,N) the initial state
X(0) of the processX, that is, our task is to determine GK (s;M,N) for a large enough integer K satisfying K ≥ M + N . For
a concrete value K , the restricted transforms {GK (s;m, n) : (m, n) ∈ C,m + n ≤ K} satisfy a set of J(K) = K(K − 1)2−1
equations that, for states of ∪K−1k=2 l(k), are defined from Eqs. (4)–(7) for the states (1, 1), (m, 1)with 2 ≤ m ≤ K − 2, (1, n)
with 2 ≤ n ≤ K − 2, and (m, n) with 2 ≤ m, n ≤ K − 3 and m + n < K , respectively. Starting from a state in level l(K),
only transitions due to the death rates γ and δ are registered in the restricted process; see Fig. 1. This yields
GK (s; K − 1, 1) = γ (K − 1)z1GK (s; K − 2, 1)+ δ(K − 1)z2
θ + α(K − 1)+ β + γ (K − 1)+ δ(K − 1) ,
GK (s; 1, K − 1) = γ (K − 1)z1 + δ(K − 1)z2GK (s; 1, K − 2)
θ + α + β(K − 1)+ γ (K − 1)+ δ(K − 1) ,
GK (s;m, n) = γmnz1GK (s;m− 1, n)+ δmnz2GK (s;m, n− 1)
θ + αm+ βn+ γmn+ δmn ,
for 2 ≤ m, n ≤ K − 2 andm+ n = K .
This shows that, on each iteration, instead of (8) we solve
gK (s) = AK (s)gK (s)+ aK (s), (9)
where gK (s) is a column vector of dimension J(K) with entries GK (s;m, n), for (m, n) ∈ ∪Kk=2 l(k); for later use, we
decompose gK (s) by levels into sub-vectors gK (s; k), for 2 ≤ k ≤ K . In a similar manner to (3), AK (s) and aK (s) have
the structured form
AK (s) =

0 A23(s1)
A32(s2) 02×2 A34(s1)
. . .
. . .
. . .
AK−1,K−2(s2) 0(K−2)×(K−2) AK−1,K (s1)
AK ,K−1(s2) 0(K−1)×(K−1)
 ,
aK (s) =

a(s2; 2)
a(s2; 3)
...
a(s2; K)
 ,
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Fig. 1. State space and transitions in the approximating process.
where s1 = (θ, y1, y2), s2 = (θ, z1, z2), and Ak,k+1(s1) and Ak,k−1(s2) are matrices of dimensions (k − 1) × k and
(k− 1)× (k− 2), respectively, with the following (i, j)th elements:

Ak,k+1(s1)

ij =

α(k− i)y1
θ + α(k− i)+ βi+ γ (k− i)i+ δ(k− i)i , if j = i,
βiy2
θ + α(k− i)+ βi+ γ (k− i)i+ δ(k− i)i , if j = i+ 1,
0, otherwise,

Ak,k−1(s2)

ij =

δ(k− i)iz2
θ + α(k− i)+ βi+ γ (k− i)i+ δ(k− i)i , if j = i− 1,
γ (k− i)iz1
θ + α(k− i)+ βi+ γ (k− i)i+ δ(k− i)i , if j = i,
0, otherwise.
The entries of aK (s) are given by a(s2; 2) = (γ z1 + δz2)(θ + α + β + γ + δ)−1 and
a(s2; k) =

δ(k− 1)z2
θ + α(k− 1)+ β + γ (k− 1)+ δ(k− 1)
0k−3
γ (k− 1)z1
θ + α + β(k− 1)+ γ (k− 1)+ δ(k− 1)
 , 3 ≤ k ≤ K .
The next algorithm shows how, in a specialized manner, one proceeds when solving gK (s) = (IJ(K) − AK (s))−1aK (s) by
Gaussian elimination, and it provides an efficient iterative procedure for computing the restricted transform GK (s;M,N)
with a predetermined accuracy ε > 0. Its proof is based on a partition of AK (s) in terms of sub-matrices associated with the
previous iteration K − 1.
Algorithm 1 Estimation of G(s;M,N)
Step 1 x := (0, 1, 1, 1, 1);
y := (0, 1, 1);
K := 2;
HK := 1;
JK := a(y; K);
gK (x; K) := HK JK .
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Step 2 While K < M + N or GK (x;M,N) ≤ 1− ε, repeat
K := K + 1;
HK :=

IK−1 − AK ,K−1(y)HK−1AK−1,K (y)
−1;
JK := AK ,K−1(y)HK−1JK−1 + a(y; K);
gK (x; K) := HK JK ;
for j = K − 1, K − 2, . . . , 2, compute
gK (x; j) := gK−1(x; j)+ HjAj,j+1(y) · · ·HK−1AK−1,K (y)gK (x; K)
and destroy gK−1(x; j);
read GK (x;M,N) from gK (x;M + N).
Step 3 Estimate G(s;M,N) by means of GK (s;M,N).
When we handle values of K ≥ M + N verifying GK (x;M,N) ≤ 1 − ε in Step 2, we need to compute gK (x; j) only for
j = K − 1, K − 2, . . . ,M + N . Algorithm 1 can yield a value of K such that the initial state (M,N)might be located near to
the subset ∪∞k=K+1 l(k) of non-accessible states. In this case, we suggest a selection of K at Step 2 verifying K ≥ M + N + k0,
where k0 is a predetermined non-negative integer.
It is observed that, for j ≥ 2, the square matrixHj of order j−1 records the expected times spent in states of the jth level,
starting from an initial state in l( j), before the first visit to either the state 0∗ or to the state j∗ in the discrete-time Markov
chain defined on {0∗, j∗, l( j)}with one-step transition probability matrix
P( j) =
1 0 0
T
j−1
0 1 0Tj−1
Jj Aj,j+1(y)ej Aj,j−1(y)Hj−1Aj−1,j(y)
 .
This property is stated here without proof as one merely needs to follow results of [30, page 134]. The underlying argument
is repetitively applied to censoredMarkov chains on the state spaceC0∪{l( j), l( j+1), . . .}. Owing to our interest in sojourn
times for states in l( j), we lump all the states of C0 and ∪∞k=j+1 l(k) together to make two absorbing states 0∗ and j∗.
We now turn our attention to evaluating moments of the random variables T (m,n), B(m,n)i and D
(m,n)
i , for i ∈ {1, 2}, by
successive differentiation of (9). Let t(r), bi(r) and di(r), for i ∈ {1, 2}, be the column vectors defined by
t(r) = (−1)r ∂
rgK (s)
∂θ r

s=x
, bi(r) = ∂
rgK (s)
∂yri

s=x
, di(r) = ∂
rgK (s)
∂zri

s=x
,
for r ≥ 1, and t(0) = bi(0) = di(0) = gK (x). Note that, for r ≥ 1, the entries of t(r) are given by the expected values
E[(T (m,n))r ], and bi(r) and di(r) have entries defined as the rth factorial moments of B(m,n)i and D(m,n)i , respectively, for states
(m, n) ∈ ∪Kk=2 l(k) and i ∈ {1, 2}. Straightforward algebra yields the equalities
t(r) = IJ(K) − AK (x)−1 (−1)rar,θK (x)+ r
j=1
r(r − 1) · · · (r − j+ 1)
j! (−1)
jAj,θK (x)t(r − j)

, (10)
bi(r) =

IJ(K) − AK (x)
−1 rA1,yiK (x)bi(r − 1), (11)
di(r) =

IJ(K) − AK (x)
−1 rA1,ziK (x)di(r − 1)+ δ1ra1,ziK (x) , (12)
for i ∈ {1, 2} and r ≥ 1, where δab denotes Kronecker’s delta, and Aj,xK (x) and aj,xK (x) define the jth derivatives of AK (s) and
aK (s)with respect to x at point x.
The computation of the inverse

IJ(K) − AK (x)
−1 in (10)–(12) is an apparent requirement that can be simplified in a
similar manner to the solution of (9) in Algorithm 1. To see this, we first decompose t(r), bi(r) and di(r) by levels into
sub-vectors t(r; k), bi(r; k) and di(r; k), for i ∈ {1, 2} and 2 ≤ k ≤ K . Then, solving (10)–(12) by levels, the sub-vectors
t(r; k), bi(r; k) and di(r; k)with 2 ≤ k ≤ K can be derived in terms of previously computed sub-vectors as follows:
Algorithm 1 (Continued)
Step 4 r ′ := 0;
x := (0, 1, 1, 1, 1);
y := (0, 1, 1);
for j = 2, 3, . . . , K , compute
t(r ′; j) := gK (x; j);
bi(r ′; j) := gK (x; j);
di(r ′; j) := gK (x; j).
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Step 5 While r ′ < r , repeat
r ′ := r ′ + 1;
for j = 2, 3, . . . , K , compute
Jˆj(r ′) := (1− δ2j)Aj,j−1(y)Hj−1 Jˆj−1(r ′)+ (−1)r ′ar ′,θ (y; j)+r ′i=1 r ′(r ′−1)···(r ′−i+1)i! (−1)i
×

(1− δ2j)Ai,θj,j−1(y)t(r ′ − i; j− 1)+ (1− δjK )Ai,θj,j+1(y)t(r ′ − i; j+ 1)

;
J˜ij(r
′) := (1− δ2j)Aj,j−1(y)Hj−1 J˜ij−1(r ′)+ (1− δjK )r ′A1,yij,j+1(y)bi(r ′ − 1; j+ 1);
J
i
j(r
′) := (1− δ2j)

Aj,j−1(y)Hj−1J
i
j−1(r ′)+ r ′A1,zij,j−1(y)di(r ′ − 1; j− 1)

+ δ1r ′a1,zi(y; j);
t(r ′; K) := HK JˆK (r ′);
bi(r ′; K) := HK J˜iK (r ′);
di(r ′; K) := HK JiK (r ′);
for j = K − 1, K − 2, . . . , 2, compute
t(r ′; j) := Hj

Aj,j+1(y)t(r ′; j+ 1)+ Jˆj(r ′)

;
bi(r ′; j) := Hj

Aj,j+1(y)bi(r ′; j+ 1)+ J˜ij(r ′)

;
di(r ′; j) := Hj

Aj,j+1(y)di(r ′; j+ 1)+ Jij(r ′)

.
In this iterative solution, the sub-matrices Ai,xj,j+1(y) and A
i,x
j,j−1(y), and the column vector ai,x(y; j) denote the ith
derivatives of Aj,j+1(s1),Aj,j−1(s2) and a(s2; j)with respect to x, at point y = (0, 1, 1); see Appendix.
4. Survival of a certain individual
In this section, we study the survival of a certain individual in an extinction cycle; without loss of generality, we focus
on an individual who belongs to species 1. In practice, we can deliberately take interest in a certain individual because he
possesses specific characteristics that differ from those of other individuals within species 1. Note that, if such an individual
persists, his survival could noticeably influence on the dynamics of the remaining single population.
At this point, we remark the necessity of specifying the way individuals of species 1 are selected to die. Next, we deal
with the following killing assumptions:
(i) Random-order assignment (r-killing). There exists identical chance for selecting the individual who dies, that is, a
concrete individual should die with probabilitym−1 if species 1 consists ofm ≥ 1 individuals as a death within species
1 occurs.
(ii) The-oldest-order assignment (o-killing). In this age-dependent case, the oldest individual within species 1 is selected to
die as a death in species 1 takes place.
(iii) The-youngest-order assignment (y-killing). This strategy is specified as the youngest individual in species 1 is selected
to die.
4.1. The random-order strategy
Let us fix a time epoch, we say t = 0, and assume that species 1 and 2 consist of M and N individuals, respectively.
To analyze the survival of an individual of species 1, we mark one of the M individuals in species 1, and study the random
variable T (M,N)r defined as the residual lifetime of themarked individual; in particular, the survival of the marked individual
to the extinction cycle, starting at time t = 0 with population sizes X(0) = (M,N), occurs if T (M,N)r > T (M,N).
Once the level K is in hand, we replace the original processX by its restriction to the set {X (M,N)max ≤ K}, if the extinction
cycle starts with M and N individuals in species 1 and 2, respectively. Hence, instead of the true value P(T (M,N)r > T (M,N)),
we suggest to estimate the probability that the marked individual survives to the extinction cycle by means of pr(M,N) =
P(X (M,N)max ≤ K , T (M,N)r > T (M,N)), which is equivalent to
pr(M,N) = GK (x;M,N)− P(X (M,N)max ≤ K , T (M,N)r ≤ T (M,N)), (13)
since P(X (M,N)max ≤ K) = GK (x;M,N).
To derive the probability of the event {X (M,N)max ≤ K , T (M,N)r ≤ T (M,N)}, we proceed to evaluate in a more general setting
the restricted transforms
Hr(θ;m, n) = E

e−θT
(m,n)
r ; X (m,n)max ≤ K , T (m,n)r ≤ T (m,n)

,
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for Re(θ) ≥ 0, and states (m, n) ∈ ∪Kk=2 l(k), with K ≥ M + N , so that the term P(X (M,N)max ≤ K , T (M,N)r ≤ T (M,N)) in the
right-hand side of (13) is routinely computed as the value of Hr(θ;M,N) at point θ = 0. Based on a first-passage argument,
it is found that the restricted transforms {Hr(θ;m, n) : (m, n) ∈ C,m + n ≤ K} satisfy a finite system of linear equations,
which is specified as follows:
(i) For (m, n) = (1, 1),
Hr(θ; 1, 1) = αHr(θ; 2, 1)+ βHr(θ; 1, 2)+ γ
θ + α + β + γ + δ .
(ii) For (m, n) = (m, 1)with 2 ≤ m ≤ K − 2,
Hr(θ;m, 1) = αmHr(θ;m+ 1, 1)+ βHr(θ;m, 2)+ γ ((m− 1)Hr(θ;m− 1, 1)+ GK (x;m− 1, 1))
θ + αm+ β + γm+ δm .
(iii) For (m, n) = (1, n)with 2 ≤ n ≤ K − 2,
Hr(θ; 1, n) = αHr(θ; 2, n)+ βnHr(θ; 1, n+ 1)+ γ n+ δnHr(θ; 1, n− 1)
θ + α + βn+ γ n+ δn .
(iv) For (m, n)withm, n ≥ 2 andm+ n < K ,
Hr(θ;m, n) = αmHr(θ;m+ 1, n)+ βnHr(θ;m, n+ 1)
θ + αm+ βn+ γmn+ δmn
+ γ n((m− 1)Hr(θ;m− 1, n)+ GK (x;m− 1, n))+ δmnHr(θ;m, n− 1)
θ + αm+ βn+ γmn+ δmn .
(v) For (m, n)withm, n ≥ 1 andm+ n = K ,
Hr(θ; K − 1, 1) = γ ((K − 2)Hr(θ; K − 2, 1)+ GK (x; K − 2, 1))
θ + α(K − 1)+ β + γ (K − 1)+ δ(K − 1) ,
Hr(θ;m, n) = γ n((m− 1)Hr(θ;m− 1, n)+ GK (x;m− 1, n))+ δmnHr(θ;m, n− 1)
θ + αm+ βn+ γmn+ δmn , m, n ≥ 2,
Hr(θ; 1, K − 1) = γ (K − 1)+ δ(K − 1)Hr(θ; 1, K − 2)
θ + α + β(K − 1)+ γ (K − 1)+ δ(K − 1) .
Equations in (i)–(v) can be arranged in matrix form as
hr(θ) = Cr(θ)hr(θ)+ cr(θ), (14)
where the column vector hr(θ) of order J(K) consists of the transforms Hr(θ;m, n) with states (m, n) ∈ ∪Kk=2 l(k), and the
square matrix Cr(θ), and the column vector cr(θ) are constructed in the usual way. In particular, we find that
Cr(θ) =

0 C23(θ)
C32(θ) 02×2 C34(θ)
. . .
. . .
. . .
CK−1,K−2(θ) 0(K−2)×(K−2) CK−1,K (θ)
CK ,K−1(θ) 0(K−1)×(K−1)
 ,
cr(θ) =

c(θ; 2)
c(θ; 3)
...
c(θ; K)
 ,
where Ck,k+1(θ) = Ak,k+1(θ, 1, 1), for 2 ≤ k ≤ K − 1, and the entries of the sub-matrices Ck,k−1(θ), and the sub-vectors
cr(θ; k) are specified in Appendix.
By using the structured form of Cr(θ), the vector hr(θ) can be evaluated as (IJ(K) − Cr(θ))−1cr(θ) in a similar manner to
the solution of (9). More concretely, for an extinction cycle starting with initial sizes M > 0 and N > 0 in species 1 and 2,
Algorithm 2 computes the restricted transform Hr(θ;M,N) at each θ with Re(θ) ≥ 0. Sub-vectors hr(θ; k) in Algorithm 2
contain the transforms Hr(θ;m, n) for states (m, n) in the kth level, for 2 ≤ k ≤ K .
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Fig. 2. Transitions between augmented states (m, n, a) in the o-killing model.
Algorithm 2 Estimation of E[exp{−θT (M,N)r }; T (M,N)r ≤ T (M,N)]
Step 1 j := 2;
Kj(θ) := 1;
Lj(θ) := γ (θ + α + β + γ + δ)−1.
Step 2 While j < K , repeat
j := j+ 1;
Kj(θ) :=

Ij−1 − Cj,j−1(θ)Kj−1(θ)Cj−1,j(θ)
−1;
Lj(θ) := Cj,j−1(θ)Kj−1(θ)Lj−1(θ)+ c(θ; j).
Step 3 hr(θ; K) := KK (θ)LK (θ);
for j = K − 1, K − 2, . . . ,M + N , compute
hr(θ; j) := Kj(θ)

Cj,j+1(θ)hr(θ; j+ 1)+ Lj(θ)

;
read Hr(θ;M,N) from hr(θ;M + N);
estimate E[exp{−θT (M,N)r }; T (M,N)r ≤ T (M,N)] by means of Hr(θ;M,N).
From (14), we can routinely compute, under the assumption that X (M,N)max ≤ K and T (M,N)r ≤ T (M,N), any arbitrary moment
of the residual lifetime of the marked individual by using the recursion
tr(k) =

IJ(K) − Cr(0)
−1 
(−1)kckr (0)+
k
j=1
k(k− 1) · · · (k− j+ 1)
j! (−1)
jCjr(0)tr(k− j)

, k ≥ 1,
with tr(0) = hr(0), where the column vector tr(k) of order J(K) has entries E[(T (m,n)r )k; X (m,n)max ≤ K , T (m,n)r ≤ T (m,n)],
for (m, n) ∈ ∪Kk=2 l(k), and Cjr(0) and cjr(0) denote the jth derivatives of Cr(θ) and cr(θ) with respect to θ , at point θ = 0.
Needless to say, the inverse (IJ(K)−Cr(0))−1 can be efficiently evaluated from a slight variant of Steps 4 and 5 in Algorithm 1.
4.2. Age-dependent strategies
In studying age-dependent strategies, we reformulate states (m, n) by adding a third component that amounts to the
age of the marked individual within species 1. This results in states (m, n, a) with 0 ≤ a ≤ m, where the values a = 1
and m indicate that the marked individual is the youngest and the oldest one within species 1, for an ecosystem with m
and n individuals in species 1 and 2, respectively. In this formulation, the value a = 0 is related to the death of the marked
individual, regardless of the concrete age-dependent strategy. This implies that, in the augmented version of the processX,
the state space S is replaced by S∗ = C∗0 ∪ C∗, where the subset of absorbing states is expressed as
C∗0 = {(m, 0, a) : m ≥ 1, 0 ≤ a ≤ m} ∪ {(0, n, 0) : n ≥ 1} ,
and the class of transient states is specified by
C∗ =
∞
m=1
L(m),
with the level L(m) = ∪ma=0 l(m, a), for m ≥ 1, and the sub-level l(m, a) = {(m, n, a) : n ≥ 1}, for 0 ≤ a ≤ m. Figs. 2 and 3
show transitions between augmented states in the o-killing and y-killing models, respectively.
Let us assume that, at time t = 0, an extinction cycle starts with M > 0 and N > 0 individuals of species 1 and 2,
respectively. We mark one of theM individuals in species 1, and define T (M,N,A)o and T
(M,N,A)
y as the residual lifetimes of the
marked individual in the o-killing and y-killing models, respectively, if the age of this individual at time t = 0 is given by
A ∈ {1, 2, . . . ,M}.
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Fig. 3. Transitions between augmented states (m, n, a), for 1 ≤ a ≤ m, in the y-killing model.
Similarly to Section 4.1, we proceed to estimate the survival probabilities P(T (M,N,A)o > T (M,N,A)) and P(T
(M,N,A)
y >
T (M,N,A)) by their restricted counterparts po(M,N, A) = P(X (M,N)max ≤ K , T (M,N,A)o > T (M,N,A)) and py(M,N, A) = P(X (M,N)max ≤
K , T (M,N,A)y > T (M,N,A)), respectively.
It should be noted that, in the o-killing model, po(M,N, A) is given by
po(M,N, A) = P

D(M,N)1 ≤ M − A, X (M,N)max ≤ K

,
since the marked individual should survive to the extinction cycle as the number D(M,N)1 of deaths within species 1 is not
greater than M − A. Note that this expression for po(M,N, A) requires numerical inversion of the generating function
GK (so;M,N) defined at points so = (0, 1, z1, 1, 1) with |z1| ≤ 1. Under the y-killing assumption, the marked individual
should die as the processX first hits the line m = M − A before absorption. One way of analyzing py(M,N, A) implies the
replacement of the state space S by the sub-set S(M, A) = {(m, n) : m ≥ M−A, n ≥ 0}−{(M−A, 0)}. The probability that
themarked individual survives to the extinction cycle, starting in a fixed state (M,N, A)withM > 0,N > 0 and 1 ≤ A ≤ M ,
is equivalent to the absorption probability into the set {(m, 0) : m ≥ M−A+ 1} of absorbing states in the resulting process
defined from (1) for states in S(M, A).
Next, we carry out a variant of our approach in Section 4.1, and we evaluate po(M,N, A) and py(M,N, A) in terms of
po(M,N, A) = GK (x;M,N)− P

X (M,N)max ≤ K , T (M,N,A)o ≤ T (M,N,A)

,
py(M,N, A) = GK (x;M,N)− P

X (M,N)max ≤ K , T (M,N,A)y ≤ T (M,N,A)

.
This means that, for each value of K ≥ M + N , we examine the augmented version of X till absorption, but only
on sample paths evolving on states of the finite set ∪K−1m=1 LK (m) of transient states, where LK (m) = ∪ma=0 lK (m, a) and
lK (m, a) = {(m, n, a) : 1 ≤ n ≤ K −m}, for 0 ≤ a ≤ m and 1 ≤ m ≤ K − 1. To do that, we introduce the notation
Ho(θ;m, n, a) = E

e−θT
(m,n,a)
o ; X (m,n)max ≤ K , T (m,n,a)o ≤ T (m,n,a)

,
Hy(θ;m, n, a) = E

e−θT
(m,n,a)
y ; X (m,n)max ≤ K , T (m,n,a)y ≤ T (m,n,a)

,
for Re(θ) ≥ 0, and states (m, n, a) such that (m, n) ∈ ∪Kk=2 l(k), with K ≥ M + N , and 1 ≤ a ≤ m. It is then clear that
P(X (M,N)max ≤ K , T (M,N,A)o ≤ T (M,N,A)) and P(X (M,N)max ≤ K , T (M,N,A)y ≤ T (M,N,A)) are given by the values of Ho(θ;M,N, A) and
Hy(θ;M,N, A) at point θ = 0.
From Fig. 2, we readily find that the set {Ho(θ;m, n, a) : (m, n) ∈ ∪Kk=2 l(k), 1 ≤ a ≤ m} of restricted transforms verifies
the following linear equations:
(i)′ For (m, n, a) = (1, 1, 1),
Ho(θ; 1, 1, 1) = αHo(θ; 2, 1, 2)+ βHo(θ; 1, 2, 1)+ γ
θ + α + β + γ + δ .
(ii)′ For (m, n, a) = (m, 1, a)with 2 ≤ m ≤ K − 2,
Ho(θ;m, 1, a) = αmHo(θ;m+ 1, 1, a+ 1)+ βHo(θ;m, 2, a)
θ + αm+ β + γm+ δm
+ γmHo(θ;m− 1, 1, a)
θ + αm+ β + γm+ δm , 1 ≤ a ≤ m− 1,
Ho(θ;m, 1,m) = αmHo(θ;m+ 1, 1,m+ 1)+ βHo(θ;m, 2,m)+ γmGK (x;m− 1, 1)
θ + αm+ β + γm+ δm .
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(iii)′ For (m, n, a) = (1, n, 1)with 2 ≤ n ≤ K − 2,
Ho(θ; 1, n, 1) = αHo(θ; 2, n, 2)+ βnHo(θ; 1, n+ 1, 1)+ γ n+ δnHo(θ; 1, n− 1, 1)
θ + α + βn+ γ n+ δn .
(iv)′ For (m, n, a)withm, n > 1 andm+ n < K ,
Ho(θ;m, n, a) = αmHo(θ;m+ 1, n, a+ 1)+ βnHo(θ;m, n+ 1, a)
θ + αm+ βn+ γmn+ δmn
+ γmnHo(θ;m− 1, n, a)+ δmnHo(θ;m, n− 1, a)
θ + αm+ βn+ γmn+ δmn , 1 ≤ a ≤ m− 1,
Ho(θ;m, n,m) = αmHo(θ;m+ 1, n,m+ 1)+ βnHo(θ;m, n+ 1,m)
θ + αm+ βn+ γmn+ δmn
+ γmnGK (x;m− 1, n)+ δmnHo(θ;m, n− 1,m)
θ + αm+ βn+ γmn+ δmn .
(v)′ For (m, n, a)withm, n > 1 andm+ n = K ,
Ho(θ;m, n, a) = γmnHo(θ;m− 1, n, a)+ δmnHo(θ;m, n− 1, a)
θ + αm+ βn+ γmn+ δmn , 1 ≤ a ≤ m− 1,
Ho(θ;m, n,m) = γmnGK (x;m− 1, n)+ δmnHo(θ;m, n− 1,m)
θ + αm+ βn+ γmn+ δmn .
(vi)′ For (m, n, a) = (K − 1, 1, a),
Ho(θ; K − 1, 1, a) = γ (K − 1)Ho(θ; K − 2, 1, a)
θ + α(K − 1)+ β + γ (K − 1)+ δ(K − 1) , 1 ≤ a ≤ K − 2,
Ho(θ; K − 1, 1, K − 1) = γ (K − 1)GK (x; K − 2, 1)
θ + α(K − 1)+ β + γ (K − 1)+ δ(K − 1) .
(vii)′ For (m, n, a) = (1, K − 1, 1),
Ho(θ; 1, K − 1, 1) = γ (K − 1)+ δ(K − 1)Ho(θ; 1, K − 2, 1)
θ + α + β(K − 1)+ γ (K − 1)+ δ(K − 1) .
Equations in (i)′–(vii)′ yield the matrix equality ho(θ) = Co(θ)ho(θ) + co(θ), where the column vector ho(θ) contains
the transforms Ho(θ;m, n, a) for all state (m, n, a) such as (m, n) ∈ ∪Kk=2 l(k), with K ≥ M + N , and 1 ≤ a ≤ m, and Co(θ)
and co(θ) have the structured form
Co(θ) =

C∗11(θ) C
∗
12(θ)
C∗21(θ) C
∗
22(θ) C
∗
23(θ)
. . .
. . .
. . .
C∗K−2,K−3(θ) C
∗
K−2,K−2(θ) C
∗
K−2,K−1(θ)
C∗K−1,K−2(θ) C
∗
K−1,K−1(θ)
 ,
co(θ) =

co(θ; 1)
co(θ; 2)
...
co(θ; K − 1)
 ,
where
co(θ;m) =

0(m−1)(K−m)
co(θ;m,m)

,
and the kth entry of the column vector co(θ;m,m) is given by
(co(θ;m,m))k = γmkGK (x;m− 1, k)
θ + αm+ βk+ γmk+ δmk , 1 ≤ k ≤ K −m.
Sub-matrices C∗mm′(θ) are related to jumps from states in LK (m) to states in LK (m
′), form′ ∈ {m− 1,m,m+ 1}. Specifically,
we have
C∗m,m−1(θ) =

C11m,m−1(θ)
C22m,m−1(θ)
. . .
Cm−1,m−1m,m−1 (θ)
0(K−m)×(K−m+1)
 ,
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Fig. 4. Recursive computation of Ho(θ;M,N, A) as a component of ho(θ;M, A).
C∗mm(θ) = diag(C11mm(θ), C22mm(θ), . . . , Cmmmm(θ)),
C∗m,m+1(θ) =

0(K−m)×(K−m−1) C12m,m+1(θ)
C23m,m+1(θ)
. . .
Cm,m+1m,m+1(θ)
 ,
where Caam,m−1(θ) is a sub-matrix of dimension (K −m)× (K −m+ 1)with elements

Caam,m−1(θ)

kk′ =

γmk
θ + αm+ βk+ γmk+ δmk , if k
′ = k,
0, otherwise,
the square matrix Caamm(θ) of dimension K −m has elements

Caamm(θ)

kk′ =

δmk
θ + αm+ βk+ γmk+ δmk , if k
′ = k− 1,
βk
θ + αm+ βk+ γmk+ δmk , if k
′ = k+ 1,
0, otherwise,
and Ca,a+1m,m+1(θ) has dimension (K −m)× (K −m− 1) and elements
Ca,a+1m,m+1(θ)

kk′
=
 αm
θ + αm+ βk+ γmk+ δmk , if k
′ = k,
0, otherwise.
It is worth noting that, for a given initial state (M,N, A), the solution Ho(θ;M,N, A) does not require the computation of
the inverse (IJ ′(K) − Co(θ))−1, where J ′(K) denotes the cardinality of the set ∪K−1m=1 LK (m); i.e., J ′(K) = (K − 1)K(K + 1)6−1.
Specifically, if we decompose the column vector ho(θ) by levels into sub-vectors ho(θ;m), for 1 ≤ m ≤ K − 1, and each
sub-vector ho(θ;m) is partitioned by sub-levels into ho(θ;m, a), for 1 ≤ a ≤ m, then we have
ho(θ;m, a) = Mo(θ;m, a)

(1− δm,K−1)Ca,a+1m,m+1(θ)ho(θ;m+ 1, a+ 1)+ No(θ;m, a)

, 1 ≤ a ≤ m ≤ K − 1, (15)
where Mo(θ;m, a) =

IK−m − (1− δm,K−1)Caamm(θ)
−1, for 1 ≤ a ≤ m ≤ K − 1. The matrices No(θ;m, a) are defined by
No(θ;m, a) = Caam,m−1(θ)ho(θ;m − 1, a) if 1 ≤ a ≤ m − 1, and No(θ;m,m) = co(θ;m,m) if a = m. Therefore, starting
with ho(θ; K − 1, K − 1), we may derive Ho(θ;M,N, A) by implementing (15) in the recursive manner shown in Fig. 4.
In analyzing the y-killing model (see Fig. 3), equations in (i)′–(vii)′ should be replaced by
(i)′′ For (m, n, a) = (1, 1, 1),
Hy(θ; 1, 1, 1) = αHy(θ; 2, 1, 2)+ βHy(θ; 1, 2, 1)+ γ
θ + α + β + γ + δ .
(ii)′′ For (m, n, a) = (m, 1, a)with 2 ≤ m ≤ K − 2,
Hy(θ;m, 1, 1) = αmHy(θ;m+ 1, 1, 2)+ βHy(θ;m, 2, 1)+ γmGK (x;m− 1, 1)
θ + αm+ β + γm+ δm ,
Hy(θ;m, 1, a) = αmHy(θ;m+ 1, 1, a+ 1)+ βHy(θ;m, 2, a)
θ + αm+ β + γm+ δm
+ γmHy(θ;m− 1, 1, a− 1)
θ + αm+ β + γm+ δm , 2 ≤ a ≤ m.
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Fig. 5. Recursive computation of Hy(θ;M,N, A) as a component of hy(θ;M, A).
(iii)′′ For (m, n, a) = (1, n, 1)with 2 ≤ n ≤ K − 2,
Hy(θ; 1, n, 1) = αHy(θ; 2, n, 2)+ βnHy(θ; 1, n+ 1, 1)+ γ n+ δnHy(θ; 1, n− 1, 1)
θ + α + βn+ γ n+ δn .
(iv)′′ For (m, n, a)withm, n > 1 andm+ n < K ,
Hy(θ;m, n, 1) = αmHy(θ;m+ 1, n, 2)+ βnHy(θ;m, n+ 1, 1)
θ + αm+ βn+ γmn+ δmn
+ γmnGK (x;m− 1, n)+ δmnHy(θ;m, n− 1, 1)
θ + αm+ βn+ γmn+ δmn ,
Hy(θ;m, n, a) = αmHy(θ;m+ 1, n, a+ 1)+ βnHy(θ;m, n+ 1, a)
θ + αm+ βn+ γmn+ δmn
+ γmnHy(θ;m− 1, n, a− 1)+ δmnHy(θ;m, n− 1, a)
θ + αm+ βn+ γmn+ δmn , 2 ≤ a ≤ m.
(v)′′ For (m, n, a)withm, n > 1 andm+ n = K ,
Hy(θ;m, n, 1) = γmnGK (x;m− 1, n)+ δmnHy(θ;m, n− 1, 1)
θ + αm+ βn+ γmn+ δmn ,
Hy(θ;m, n, a) = γmnHy(θ;m− 1, n, a− 1)+ δmnHy(θ;m, n− 1, a)
θ + αm+ βn+ γmn+ δmn , 2 ≤ a ≤ m.
(vi)′′ For (m, n, a) = (K − 1, 1, a),
Hy(θ; K − 1, 1, 1) = γ (K − 1)GK (x; K − 2, 1)
θ + α(K − 1)+ β + γ (K − 1)+ δ(K − 1) ,
Hy(θ; K − 1, 1, a) = γ (K − 1)Hy(θ; K − 2, 1, a− 1)
θ + α(K − 1)+ β + γ (K − 1)+ δ(K − 1) , 2 ≤ a ≤ K − 1.
(vii)′′ For (m, n, a) = (1, K − 1, 1),
Hy(θ; 1, K − 1, 1) = γ (K − 1)+ δ(K − 1)Hy(θ; 1, K − 2, 1)
θ + α + β(K − 1)+ γ (K − 1)+ δ(K − 1) .
After some algebra, it is readily verified that the column vector hy(θ;M, A) containing the transforms Hy(θ;M, n, A), for
1 ≤ n ≤ K −M , can be evaluated by implementing the recursive procedure shown in Fig. 5. Sub-vectors hy(θ;m, a) can be
computed from (15)with Caa′mm′(θ),Mo(θ;m, a), andNo(θ;m, a) replaced by suitably definedmatricesDaa
′
mm′(θ),My(θ;m, a),
and Ny(θ;m, a). More concretely, we have that Da,a+1m,m+1(θ) = Ca,a+1m,m+1(θ), for 1 ≤ a ≤ m ≤ K − 2,Daamm(θ) = Caamm(θ), for
1 ≤ a ≤ m ≤ K − 1, and Da,a−1m,m−1(θ) = Caam,m−1(θ), for 2 ≤ a ≤ m − 1 and 2 ≤ m ≤ K − 1. For 2 ≤ m ≤ K − 1, the
sub-matrix Dm,m−1m,m−1(θ) has dimension (K −m)× (K −m+ 1) and its elements are specified by
Dm,m−1m,m−1(θ)

kk′
=

γmk
θ + αm+ βk+ γmk+ δmk , if k
′ = k,
0, otherwise.
For 1 ≤ m ≤ K − 1, the matrixMy(θ;m, a) is recursively defined by
My(θ;m, a) =

IK−m − (1− δ1a)Da,a−1m,m−1(θ)My(θ;m− 1, a− 1)Da−1,am−1,m(θ)− (1− δm,K−1)Daamm(θ)
−1
,
1 ≤ a ≤ m, (16)
andNy(θ;m, a) is evaluated asNy(θ;m, 1) = cy(θ;m, 1) if a = 1, andNy(θ;m, a) = Da,a−1m,m−1(θ)My(θ;m−1, a−1)Ny(θ;m−
1, a− 1) if 2 ≤ a ≤ m, with cy(θ;m, 1) = co(θ;m,m).
5. Conclusions
In analyzing the dynamics of the Ridler-Rowe process (see [23]), the quadratic terms γmn and δmn in (1) due to the death
of individuals make the solution intractable from an analytical point of view. One way of analyzing the process is to replace
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the absorbingMarkov chainX defined on S by a finite Markov chainX(K), which is defined on those states (m, n) ∈ S such
that the combined population of individualsm+ n is not greater than the value K . This means in Sections 3 and 4 that, for a
large enough value of K , we examine the processX till absorption under the taboo that states (m, n) verifyingm+n > K are
not accessible. In the present work, the finite approach is applied to the number of births and deaths during an extinction
cycle, and the survival of a marked individual, thus complementing the treatment ofX in [22].
The use of X(K) instead of the original process X allows us to reduce the problem to the solution of finite systems of
linear equations. To be concrete, instead of the theoretical solution in (8) for the joint transform G(s;M,N) of the extinction
time and the numbers of births and deaths, we suggest in Section 3 to solve (9). Our solution in Algorithm 1 solves (9) by
Gaussian elimination, and it computes the restricted transform GK (s;M,N) with a predetermined accuracy ε > 0 in an
efficient manner.
In Section 4, we specify the way individuals of a particular species are selected to die. We focus on three killing
strategies that yield the r-killing, o-killing and y-killing models. Under these strategies, the survival probabilities
pr(M,N), po(M,N, A) and py(M,N, A) are evaluated from finite systems of linear equations for the respective joint
transforms Hr(θ;M,N),Ho(θ;M,N, A) and Hy(θ;M,N, A) at point θ = 0. It is worth noting that, in the r-killing model,
the vector hr(θ) consisting of the transforms Hr(θ;m, n)with initial states (m, n) ∈ C satisfyingm+ n ≤ K is numerically
computed in Section 4.1 in a similar manner to the solution of (9) in Section 3. As a result, the algorithmic complexity
in Algorithm 2 and the memory requirements are identical to those in Algorithm 1. The augmented version of X till
absorption allows us to record the age of themarked individual in the age-dependentmodels, but it impliesmore demanding
memory requirements when equations (i)′–(vii)′ and (i)′′–(vii)′′ are numerically solved by general-purpose algorithms. For
instance, our numerical work indicates that LU-decomposition techniques applied to the inverse (IJ ′(K)−Co(θ))−1 fail to give
satisfactory results as K increases. It is advisable then to write a driver routine by implementing the recursive procedures
derived in (15) and (16) for the o-killing and y-killing models, respectively.
The selection of K is the key of our solution. The selection criterion is based on Algorithm 1, where the value of K is
derived, in an accurate and efficient manner, by using the restricted distribution of the extinction time T (M,N). Next, we test
in Section 5.1 the algorithmic solution by evaluating the level K in twelve scenarios, which are defined in terms of the birth
and death rates. To support the selection criterion, our results are illustrated with reference to simulated data. Then, we
show in Section 5.2 the effect of the choice of K with accuracy ε = 10−5 on the restricted distribution of T (M,N). Numerical
experiments in Section 5.2 allow us to illustrate how the birth and death rates influence on the dynamics of the numbers of
births and deaths during an extinction cycle, and the survival of a certain individual.
5.1. The accuracy of our solution
To begin with, we focus on the behavior of K as a function of the accuracy ε; see Algorithm 1. Let us consider the birth
rate α = 1.0 and the death rate γ ∈ {α2−1, α4−1} in species 1, and β ∈ {α2−1, α, 2α} and δ ∈ {β2−1, β4−1} in species 2.
In Tables 1 and 2, the values of K are listed for these scenarios and choices of ε ∈ {10−2, 10−3, 10−4, 10−5}. We select three
initial population sizes (M,N) that are equidistant on each level l(M + N)withM + N ∈ {24, 44, 104, 204}. Tables 1 and 2
show the nondecreasing behavior of K as a function of ε, though differences in magnitude are more apparent for initial sizes
in lower levels. This means that the birth rates α and β influence noticeably on the dynamics of the processX if the initial
population size (M,N) is assumed small or moderate. To carry out our numerical experiments, we will consider from now
on the levels K derived with accuracy ε = 10−5 in Tables 1 and 2.
In order to validate the applicability of our approach,we list in Table 3 the relative errors associatedwith the expectations
of T (M,N), B(M,N)1 ,D
(M,N)
1 , B
(M,N)
2 , andD
(M,N)
2 , for initial sizes (M,N) ∈ {(26, 78), (52, 52), (78, 26)}; specifically, for a random
variable Y (M,N), the relative error is defined as
relative error

Y (M,N)
 = 1− E[Y (M,N); X (M,N)max ≤ K ]E[Y (M,N)]
 ,
where E[Y (M,N)] denotes the true value of the expectation, and the restricted value E[Y (M,N); X (M,N)max ≤ K ] is obtained
from Algorithm 1 for the level K . Since the expectations of T (M,N), B(M,N)1 ,D
(M,N)
1 , B
(M,N)
2 , and D
(M,N)
2 are unknown, they are
estimated from 106 simulations of the processX starting at each initial population size (M,N). In Table 3, numbers in bold
indicate themaximum relative errors for each scenario and initial size. Our scenarios and numerical work not reported here
mostly lead to restricted expectations that fit the true values up to the second or third decimal digit. We may therefore
conclude that, in terms of relative errors, the accuracy ε = 10−5 in Algorithm 1 seems to provide a good criterion to
approximate the multidimensional transform G(s;M,N) by its restricted version GK (s;M,N).
5.2. The dynamics of the process
The recursive scheme in Algorithm 1 is the key for the numerical inversion of the multidimensional transform
GK (s;M,N), as well as of its related marginal transforms. We illustrate in Fig. 6 the graphs of the restricted distribution
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Table 1
Values of K versus X(0) and ε for 6 scenarios with α = 1.0 and γ = α2−1 .
X(0) ε (β, δ)
(0.5, 0.25) (0.5, 0.125) (1.0, 0.5) (1.0, 0.25) (2.0, 1.0) (2.0, 0.5)
(6, 18) 0.01 26 27 28 31 31 39
0.001 28 30 32 36 38 48
0.0001 31 33 36 41 45 56
0.00001 34 36 40 46 52 65
(12, 12) 0.01 26 26 26 27 26 30
0.001 28 28 27 30 28 39
0.0001 31 30 29 35 31 48
0.00001 38 41 33 40 38 57
(18, 6) 0.01 31 36 28 31 26 28
0.001 38 49 32 38 28 32
0.0001 45 61 36 45 31 37
0.00001 52 73 40 52 34 43
(11, 33) 0.01 46 46 46 46 46 52
0.001 47 47 47 50 48 61
0.0001 48 48 49 55 55 69
0.00001 49 51 53 60 62 78
(22, 22) 0.01 45 46 45 46 45 46
0.001 46 47 46 47 46 47
0.0001 47 48 47 48 47 52
0.00001 48 49 48 49 48 61
(33, 11) 0.01 46 46 46 46 46 46
0.001 48 53 47 48 47 47
0.0001 55 65 49 55 48 49
0.00001 62 77 53 62 49 53
(26, 78) 0.01 105 105 105 105 105 105
0.001 106 106 106 106 106 106
0.0001 106 107 107 107 107 108
0.00001 107 107 107 108 108 114
(52, 52) 0.01 105 105 105 105 105 105
0.001 106 106 106 106 106 106
0.0001 106 106 106 107 106 107
0.00001 107 107 107 107 107 108
(78, 26) 0.01 105 105 105 105 105 105
0.001 106 106 106 106 106 106
0.0001 107 107 107 107 106 107
0.00001 108 108 107 108 107 108
(51, 153) 0.01 205 205 205 205 205 205
0.001 205 205 205 206 205 206
0.0001 206 206 206 206 206 206
0.00001 207 207 207 207 207 207
(102, 102) 0.01 205 205 205 205 205 205
0.001 205 205 205 205 205 205
0.0001 206 206 206 206 206 206
0.00001 206 207 206 207 206 207
(153, 51) 0.01 205 205 205 205 205 205
0.001 205 206 205 206 205 206
0.0001 206 206 206 206 206 206
0.00001 207 207 207 207 207 207
function of the length T (M,N) of an extinction cycle, which is defined as
F(t;M,N) = P T (M,N) ≤ t, X (M,N)max ≤ K , t ≥ 0.
The choice of K with accuracy ε = 10−5 guarantees limit values F(∞;M,N) ∈ (0.99999, 1.0]. We display F(t;M,N) for
(from left to right) two scenarios specified by the choices β ∈ {α2−1, 2α} in the case α = 1.0, γ = α4−1 and δ = β4−1. In
each figure, three curves associated with the initial population sizes (M,N) ∈ {(11, 33), (22, 22), (33, 11)} are displayed.
In both scenarios, the random variables T (11,33) and T (33,11) are shown to be stochastically smaller than the extinction time
T (22,22). The stochastic monotonicity between T (11,33) and T (33,11) depends on the scenario under study. This behavior can be
explained, from Fig. 6 and Table 4, in terms of the death rate δ in species 2. To be concrete, we first notice that, with initial
sizesM = 11 andN = 33, increasing values of δ imply a slight decrease of the extinction probability of species 1 [22, Section
3.2], but at the same time they yield a noticeable increment in the mean length of the extinction cycle, as the reader may
graphically infer from Fig. 6 and the equality E[T (M,N); X (M,N)max ≤ K ] =
∞
0 (1− F(t;M,N))dt . A similar observation can be
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Table 2
Values of K versus X(0) and ε for 6 scenarios with α = 1.0 and γ = α4−1 .
X(0) ε (β, δ)
(0.5, 0.25) (0.5, 0.125) (1.0, 0.5) (1.0, 0.25) (2.0, 1.0) (2.0, 0.5)
(6, 18) 0.01 28 31 31 40 36 55
0.001 32 37 38 49 49 71
0.0001 37 42 45 57 61 87
0.00001 43 48 52 66 73 103
(12, 12) 0.01 30 38 27 33 26 38
0.001 39 54 30 42 28 54
0.0001 48 70 35 51 30 70
0.00001 57 86 40 60 41 86
(18, 6) 0.01 39 55 31 40 27 31
0.001 48 71 36 49 30 37
0.0001 56 87 41 57 33 42
0.00001 65 103 46 66 36 48
(11, 33) 0.01 46 47 46 52 46 65
0.001 47 51 48 61 53 81
0.0001 49 56 55 70 65 97
0.00001 53 61 62 79 77 113
(22, 22) 0.01 46 46 46 46 46 46
0.001 47 49 47 48 47 49
0.0001 52 64 48 54 48 64
0.00001 61 80 49 63 49 80
(33, 11) 0.01 52 65 46 52 46 47
0.001 61 81 50 61 47 51
0.0001 69 97 55 70 48 56
0.00001 78 113 60 79 51 61
(26, 78) 0.01 105 105 105 106 105 106
0.001 106 106 106 107 106 108
0.0001 107 107 107 108 107 122
0.00001 108 108 108 114 108 138
(52, 52) 0.01 105 105 105 105 105 105
0.001 106 106 106 106 106 106
0.0001 107 107 107 107 106 107
0.00001 108 108 107 108 107 108
(78, 26) 0.01 105 106 105 106 105 105
0.001 106 108 106 107 106 106
0.0001 108 122 107 108 107 107
0.00001 114 138 108 114 107 108
(51, 153) 0.01 205 205 205 205 205 205
0.001 206 206 206 206 206 206
0.0001 206 206 206 207 206 207
0.00001 207 207 207 207 207 208
(102, 102) 0.01 205 205 205 205 205 205
0.001 205 206 205 206 205 206
0.0001 206 206 206 206 206 206
0.00001 207 207 207 207 207 207
(153, 51) 0.01 205 205 205 205 205 205
0.001 206 206 206 206 205 206
0.0001 206 207 206 207 206 206
0.00001 207 208 207 207 207 207
made for the dual sizesM = 33 and N = 11 with the role of species 1 and the increasing behavior of E[T (M,N); X (M,N)max ≤ K ]
replaced by species 2 and a decreasing behavior. For both initial sizes (M,N) ∈ {(11, 33), (33, 11)}, the increment in δ is
not sufficient to modify the identity of the species becoming extinct, that is, species 1 if (M,N) = (11, 33), and species 2
if (M,N) = (33, 11). This identity is strongly supported by high extinction probabilities, and it corresponds to that species
with smaller size at time t = 0. On the contrary, as the initial sizesM and N are identical (in our examples,M = N = 22),
the choices β = α2−1 and β = 2α with δ = β4−1 result in opposite identities for the species becoming extinct. These
comments show the significance of the drift vector of the jump process, that is, −(γ + δ)−1(γ , δ), and they are closely
related to the Ridler-Rowe approach [23] for the size of the surviving species as the initial sizes M and N tend suitably to
infinity.
In Fig. 6, we carry out the numerical inversion of GK (s;M,N) at points s = (θ, 1, 1, 1, 1) with Re(θ) ≥ 0, using the
algorithms euler and post–widder described by Abate and Whitt [31]. Both methods are variants of the Fourier-series
method but, as it is reported in [31], they might provide very different approaches to the inversion problem so they can be
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Table 3
Relative errors for 12 scenarios with α = 1.0 and accuracy ε = 10−5 .
X(0) γ (β, δ) (0.5, 0.25) (0.5, 0.125) (1.0, 0.5) (1.0, 0.25) (2.0, 1.0) (2.0, 0.5)
(26, 78) 0.5 T (26,78) 0.00012 0.00020 0.00043 0.00014 0.00034 0.00019
B(26,78)1 0.00066 0.00070 0.00147 0.00146 0.00082 0.00135
D(26,78)1 0.00001 0.00002 0.00003 0.00004 <10
−5 0.00004
B(26,78)2 0.00070 0.00087 0.00017 0.00044 0.00020 0.00019
D(26,78)2 0.00018 0.00008 0.00018 0.00052 0.00045 0.00007
0.25 T (26,78) 0.00006 0.00006 0.00209 0.00019 0.00012 0.00108
B(26,78)1 0.00110 0.00090 0.00124 0.00139 0.00027 0.00179
D(26,78)1 0.00006 0.00004 0.00011 0.00007 <10
−5 0.00004
B(26,78)2 0.00026 0.00010 0.00123 0.00026 0.00012 0.00019
D(26,78)2 0.00020 <10
−5 0.00054 0.00044 <10−5 0.00063
(52, 52) 0.5 T (52,52) 0.00004 0.00035 0.00328 0.00036 0.00175 0.00179
B(52,52)1 0.00092 0.00037 0.00366 0.00013 0.00374 0.00260
D(52,52)1 0.00004 0.00002 0.00057 <10
−6 0.00066 0.00064
B(52,52)2 0.00012 0.00017 0.00124 0.00043 0.00031 0.00073
D(52,52)2 0.00005 0.00007 0.00036 0.00024 0.00002 0.00022
0.25 T (52,52) 0.00227 0.00205 0.00260 0.00373 0.00003 0.00247
B(52,52)1 0.00260 0.00440 0.00287 0.00194 0.00155 0.00236
D(52,52)1 0.00087 0.00032 0.00004 0.00093 0.00011 0.00036
B(52,52)2 0.00036 0.00027 0.00046 0.00069 0.00080 0.00011
D(52,52)2 0.00091 0.00069 0.00001 0.00074 0.00025 0.00003
(78, 26) 0.5 T (78,26) 0.00523 0.00233 0.00166 0.00575 0.00257 0.00094
B(78,26)1 0.00121 0.00045 0.00222 0.00128 0.00498 0.00222
D(78,26)1 0.00019 0.00068 0.00021 0.00033 0.00054 0.00040
B(78,26)2 0.00382 0.00259 0.00139 0.00423 0.00063 0.00134
D(78,26)2 0.00007 0.00001 0.00003 0.00013 0.00002 0.00008
0.25 T (78,26) 0.00428 0.00602 0.00078 0.00444 0.00517 0.00085
B(78,26)1 0.00207 0.00324 0.00431 0.00178 0.00088 0.00313
D(78,26)1 0.00073 0.00110 0.00042 0.00046 0.00227 0.00026
B(78,26)2 0.00016 0.00660 0.00110 0.00032 0.00294 0.00032
D(78,26)2 <10
−5 0.00032 0.00003 0.00001 0.00223 0.00001
Fig. 6. F(t;M,N) versus t for 2 scenarios defined by the choices β = α2−1 (left) and β = 2α (right), with (α, γ , δ) = (1.0, α4−1, β4−1). Initial sizes: (I)
(M,N) = (11, 33); (II) (M,N) = (22, 22); (III) (M,N) = (33, 11).
used in parallel to obtain the desired accuracy by checking on each other. For numerical inversion of multidimensional
transforms of probability distributions of continuous random variables (Laplace–Stieltjes transforms) and/or discrete
random variables (generating functions), see the paper by Choudhury et al. [32] and its references.
In Figs. 7–10, we investigate how the birth rate β influences the numbers of births and deaths in four cases, which are
defined by (γ = α2−1, δ = β2−1), (γ = α4−1, δ = β4−1), (γ = α4−1, δ = β2−1), and (γ = α2−1, δ = β4−1)
with α = 1.0 and initial population sizes (M,N) = (52, 52). The domain of β in these figures (i.e., β ∈ [α2−1, 2α])
is determined to deal with birth rates α and β comparable. Figs. 7 and 8 focus on the expected numbers of births and
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Table 4
Extinction probabilities of species 1 in scenarios with α = 1.0 and γ = α4−1 .
X(0) (β = α2−1, δ = β4−1) (β = 2α, δ = β4−1)
(11, 33) 0.99999 0.98272
(22, 22) 0.92887 0.07112
(33, 11) 0.01727 <10−6
Fig. 7. E[B(M,N)1 ; X (M,N)max ≤ K ] (left) and c.v.(B(M,N)1 ; X (M,N)max ≤ K) (right) versus β , for (M,N) = (52, 52) and α = 1.0. Cases: (I) (γ , δ) = (α2−1, β2−1); (II)
(γ , δ) = (α4−1, β4−1); (III) (γ , δ) = (α4−1, β2−1); (IV) (γ , δ) = (α2−1, β4−1).
Fig. 8. E[D(M,N)1 ; X (M,N)max ≤ K ] (left) and c.v.(D(M,N)1 ; X (M,N)max ≤ K) (right) versus β , for (M,N) = (52, 52) and α = 1.0. Cases: (I) (γ , δ) = (α2−1, β2−1); (II)
(γ , δ) = (α4−1, β4−1); (III) (γ , δ) = (α4−1, β2−1); (IV) (γ , δ) = (α2−1, β4−1).
Fig. 9. ρ(B(M,N)1 , B
(M,N)
2 ; X (M,N)max ≤ K) (left) and ρ(D(M,N)1 ,D(M,N)2 ; X (M,N)max ≤ K) (right) versus β , for (M,N) = (52, 52) and α = 1.0. Cases: (I)
(γ , δ) = (α2−1, β2−1); (II) (γ , δ) = (α4−1, β4−1); (III) (γ , δ) = (α4−1, β2−1); (IV) (γ , δ) = (α2−1, β4−1).
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Fig. 10. ρ(B(M,N)1 ,D
(M,N)
2 ; X (M,N)max ≤ K) (left) and ρ(D(M,N)1 , B(M,N)2 ; X (M,N)max ≤ K) (right) versus β , for (M,N) = (52, 52) and α = 1.0. Cases: (I)
(γ , δ) = (α2−1, β2−1); (II) (γ , δ) = (α4−1, β4−1); (III) (γ , δ) = (α4−1, β2−1); (IV) (γ , δ) = (α2−1, β4−1).
deaths within species 1, and their corresponding coefficients of variation defined by the coefficients of variation of the
random variables B(M,N)1 1{X (M,N)max ≤ K} and D(M,N)1 1{X (M,N)max ≤ K}. Our interest in Figs. 9 and 10 is in the correlation structure,
which is analyzed in terms of the correlation coefficient between random variables of the form Y (M,N)1{X (M,N)max ≤ K} and
Z (M,N)1{X (M,N)max ≤ K}, for various choices of Y (M,N) and Z (M,N). Coefficients of variation and of correlation are denoted by
c.v.(·) and ρ(·, ·), respectively.
An examination of Figs. 7–10 reveals the following observations:
(a) As we expand the domain of β in Figs. 7 and 8, we find that, irrespectively of the choice for the death rates γ and δ, the
mean numbers of births and deathswithin species 1 behave as non-monotone functions of the birth rate β . It is observed
that the expected values E[B(M,N)1 ; X (M,N)max ≤ K ] and E[D(M,N)1 ; X (M,N)max ≤ K ] yield graphs with similar shapes in the cases
(γ = α2−1, δ = β2−1) and (γ = α4−1, δ = β4−1), but the resultingmagnitudes are notably different. In contrast, both
shapes and magnitudes in the cases (γ = α4−1, δ = β2−1) and (γ = α2−1, δ = β4−1) are dramatically different.
(b) An interesting feature in Fig. 7 is that the values of E[B(M,N)1 ; X (M,N)max ≤ K ] in the cases (γ = α2−1, δ = β2−1) and
(γ = α4−1, δ = β2−1) tend to be graphically undistinguished as β increases. This reveals that, unlike the mean value
E[D(M,N)1 ; X (M,N)max ≤ K ], the incidence of the death rate γ on the number of births of species 1 is not relevant in these
cases, as the birth rate β (equivalently, the death rate δ) of species 2 becomes large.
(c) The distributions of B(M,N)1 and D
(M,N)
1 on the set {X (M,N)max ≤ K} can be considered low-variance by direct comparison with
an exponential distribution. The coefficient of variation is a dimensionless number, so when comparing between B(M,N)1
and D(M,N)1 , which have widely different expected values, it is observed that the restricted distribution of D
(M,N)
1 shows
slower-variance.
(d) Values of the correlation coefficient between the numbers B(M,N)1 and B
(M,N)
2 of births imply that, in the domain β ∈
[α2−1, 2α], the linear dependence1 between them is small or null. As a result, an increment in the number of births
in a certain species should not be linearly inferred from the variability in the number of births in the other species.
On the contrary, the linear dependence between the numbers D(M,N)1 and D
(M,N)
2 of deaths frequently becomes medium
and large; in such a case, the correlation is positive. This means that, based on Fig. 8, decreasing values of the number
D(M,N)1 of deaths in species 1 imply decreasing values of the number D
(M,N)
2 of deaths in species 2, in the cases of large
correlation.
(e) In a two-species competition interaction, the number of deaths in a certain species should increase as the number of
births in the other species increases. This first principle is corroborated in Fig. 10 in terms of the correlation coefficients
associated with the pairs (B(M,N)1 ,D
(M,N)
2 ) and (D
(M,N)
1 , B
(M,N)
2 ), even as the linear dependence is considered small or
null. We may however observe that the maximum linear dependence between B(M,N)1 and D
(M,N)
2 does not necessarily
correspond to the maximum value of E[B(M,N)1 ; X (M,N)max ≤ K ]. A similar remark may be made for the linear dependence
between D(M,N)1 and B
(M,N)
2 .
In Fig. 11, we plot the probability pr(M,N) that the marked individual survives to an extinction cycle, starting with
initial sizes (M,N) ∈ {(26, 78), (78, 26)}, as a function of the birth rate β in species 2. The graphs are reported for the
cases (γ = α2−1, δ = β2−1), (γ = α4−1, δ = β4−1), (γ = α4−1, δ = β2−1), and (γ = α2−1, δ = β4−1). It
should be noted that, with initial sizes M = 26 and N = 78, the surviving probability of species 1 is very small in the
1 The size of a correlation is here interpreted as null if |ρ| < 0.1, small if 0.1 ≤ |ρ| < 0.3,medium if 0.3 ≤ |ρ| < 0.5, and large if 0.5 ≤ |ρ|.
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Fig. 11. Values of pr (M,N) versus β for initial sizes M = 26 and N = 78 (left), and M = 78 and N = 26 (right), and α = 1.0. Cases: (I)
(γ , δ) = (α2−1, β2−1); (II) (γ , δ) = (α4−1, β4−1); (III) (γ , δ) = (α4−1, β2−1); (IV) (γ , δ) = (α2−1, β4−1).
Fig. 12. Fr (t;M,N) versus t for 2 scenarios defined by the choices β = α2−1 (left) and β = 2α (right), with (α, γ , δ) = (1.0, α4−1, β4−1). Initial sizes:
(I) (M,N) = (26, 78); (II) (M,N) = (52, 52); (III) (M,N) = (78, 26).
cases (γ = α2−1, δ = β2−1), (γ = α4−1, δ = β4−1), and (γ = α2−1, δ = β4−1), so that the marked individual
will rarely survive to the time of the first extinction, regardless of the choice of β in the domain [α2−1, 2α]. In the case
(γ = α4−1, δ = β2−1), the surviving probability of species 1 increases with increasing values of β (equivalently, of δ), thus
implying a perceptible increment in pr(26, 78). With initial sizesM = 78 and N = 26, the survival of species 1 is supported
by high probabilities in the four cases. Increasing values ofβ result in increasing values of the surviving probability of species
1. Hence, the probability pr(78, 26) behaves as an increasing function of β (equivalently, of δ). Smaller and higher values of
pr(M,N) are associated with the cases (γ = α2−1, δ = β4−1) and (γ = α4−1, δ = β2−1), respectively. For fixed values
of α, β and γ , the influence of the death rate δ in species 2 on the probability pr(78, 26) is relevant. Fig. 11 reveals that, in
contrast to the behavior of E[B(78,26)1 ; X (78,26)max ≤ K ] and E[D(78,26)1 ; X (78,26)max ≤ K ], the choices (γ = α2−1, δ = β2−1) and
(γ = α4−1, δ = β4−1) do not lead to significant changes in the probability pr(78, 26) that the marked individual survives
to the extinction cycle. We remark here that E[B(78,26)1 ; X (78,26)max ≤ K ] and E[D(78,26)1 ; X (78,26)max ≤ K ] behave similarly to the
corresponding expectations shown in Figs. 7 and 8 forM = N = 52.
Fig. 12 shows the effects of the initial sizes M and N , and the birth and death rates on the restricted distribution of
T (M,N)r when T
(M,N)
r ≤ T (M,N). We consider two scenarios defined by the choices β ∈ {α2−1, 2α} with α = 1.0, γ =
α4−1, δ = β4−1, and initial population sizes (M,N) ∈ {(26, 78), (52, 52), (78, 26)}. By applying the algorithms euler and
post–widder [31] to Algorithm 2, we derive the restricted distribution function Fr(t;M,N), which is defined as
Fr(t;M,N) = P(T (M,N)r ≤ t, X (M,N)max ≤ K , T (M,N)r ≤ T (M,N)), t ≥ 0.
Note that the limit value Fr(∞;M,N) corresponds to the value of the transform Hr(θ;M,N) at point θ = 0, that is, the
probability that the marked individual will not survive to the extinction cycle, starting with initial sizes M and N . In both
scenarios β ∈ {α2−1, 2α}, the function Fr(t; 26, 78) is shown graphically to be stochastically smaller than Fr(t; 52, 52), and
Fr(t; 52, 52) seems to be stochastically smaller than Fr(t; 78, 26).
The survival of the marked individual, as a function of β , is analyzed in Figs. 13 and 14 in terms of the probabilities
po(M,N, A) and py(M,N, A) for the choices (γ = α2−1, δ = β2−1) and (γ = α4−1, δ = β4−1), and initial sizes
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Fig. 13. po(M,N, A) versus β for the choices (γ = α2−1, δ = β2−1) (left) and (γ = α4−1, δ = β4−1) (right), with α = 1.0 and (M,N) = (52, 52). Initial
ages: (I) A = 13; (II) A = 26, (III) A = 39.
M = N = 52. In each figure, we display three graphs that correspond to the choices A ∈ {13, 26, 39} for the age of the
mark individual at time t = 0. Under both killing assumptions, the probabilities po(M,N, A) and py(M,N, A) increase with
increasing values of β , since increasing values of β imply increasing values of δ in such a way that the surviving probability
of species 1 increases; note that the surviving probabilities of each species do not depend on the killing strategy under
consideration. As intuition tells us, the survival of themarked individual in the o-killingmodelwill bemore likely for younger
individuals and, on the contrary, this will bemore likely for older individuals under the y-killing assumption. In other words,
po(M,N, A) behaves as a decreasing function of the age A of the marked individual, and py(M,N, A) increases as a function
of A. For each initial state (M,N, A) with M = N = 52, values of po(M,N, A) in the case (γ = α4−1, δ = β4−1) are
shown graphically to be slightly smaller than those in the case (γ = α2−1, δ = β2−1). In the y-killing model, the case
(γ = α2−1, δ = β2−1) yields smaller values of py(M,N, A) than the case (γ = α4−1, δ = β4−1).
Appendix
Glossary of notation
Matrices and vectors are written in boldface; matrices have uppercase Roman letters, and vectors lowercase Roman
letters. The transpose of A is denoted by AT . We denote by Ip and 0p×q the identity matrix of order p and the null matrix of
dimension p × q, respectively. For ease of notation, I and 0 are used if the number of rows and/or columns is infinite. The
column vectors of dimension pwith all entries equal to 1 and 0 are denoted by ep and 0p, respectively.
Expressions for the derivatives of Aj,j+1(s1),Aj,j−1(s2) and a(s2; j)
In Section 3, themoments of (T (m,n), B(m,n)1 ,D
(m,n)
1 , B
(m,n)
2 ,D
(m,n)
2 ) are evaluated in terms of derivatives of the sub-matrices
Aj,j+1(s1),Aj,j−1(s2) and a(s2; j). In particular, we find that
(a) The sub-matrices Ai,θj,j+1(y) and A
1,yi
j,j+1(y) have dimension ( j− 1)× j. Their (k, k′)th elements are given by

Ai,θj,j+1(y)

kk′
=

(−1)ii!α( j− k)
(α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k)i+1 , if k
′ = k,
(−1)ii!βk
(α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k)i+1 , if k
′ = k+ 1,
0, otherwise,
A1,y1j,j+1(y)

kk′
=

α( j− k)
α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k , if k
′ = k,
0, otherwise,
A1,y2j,j+1(y)

kk′
=

βk
α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k , if k
′ = k+ 1,
0, otherwise.
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Fig. 14. py(M,N, A) versus β for the choices (γ = α2−1, δ = β2−1) (left) and (γ = α4−1, δ = β4−1) (right), with α = 1.0 and (M,N) = (52, 52). Initial
ages: (I) A = 13; (II) A = 26, (III) A = 39.
(b) The sub-matrices Ai,θj,j−1(y) and A
1,yi
j,j−1(y) have dimension ( j− 1)× ( j− 2). Their (k, k′)th elements are given by

Ai,θj,j−1(y)

kk′
=

(−1)ii!δ( j− k)k
(α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k)i+1 , if k
′ = k− 1,
(−1)ii!γ ( j− k)k
(α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k)i+1 , if k
′ = k,
0, otherwise,

A1,z1j,j−1(y)

kk′
=

γ ( j− k)k
α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k , if k
′ = k,
0, otherwise,

A1,z2j,j−1(y)

kk′
=

δ( j− k)k
α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k , if k
′ = k− 1,
0, otherwise.
(c) In the case j = 2, we have
ai,θ (y; 2) = (−1)
ii!(γ + δ)
(α + β + γ + δ)i+1 ,
a1,z1(y; 2) = γ
α + β + γ + δ ,
a1,z2(y; 2) = δ
α + β + γ + δ .
If j ≥ 3, then ai,θ (y; j) and a1,zi(y; j) are column vectors of order j− 1 whose kth entries are given by

ai,θ (y; j)k =

δ( j− 1)
(α( j− 1)+ β + γ ( j− 1)+ δ( j− 1))i+1 , if k = 1,
γ ( j− 1)
(α + β( j− 1)+ γ ( j− 1)+ δ( j− 1))i+1 , if k = j− 1,
0, otherwise,

a1,z1(y; j)k =

γ ( j− 1)
α + β( j− 1)+ γ ( j− 1)+ δ( j− 1) , if k = j− 1,
0, otherwise,

a1,z2(y; j)k =

δ( j− 1)
α( j− 1)+ β + γ ( j− 1)+ δ( j− 1) , if k = 1,
0, otherwise.
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Expressions for Cj,j+1(θ), Cj,j−1(θ) and c(θ; j), and their derivatives
In Section 4.1, the vectors hr(θ) and tr(k) are evaluated from the sub-matrices Cj,j+1(θ) and Cj,j−1(θ), and the sub-vectors
c(θ; j), and their respective derivatives. These are specified as follows:
(a) For 2 ≤ j ≤ K − 1, we have Cj,j+1(θ) = Aj,j+1(θ, 1, 1) and, consequently, Ai,θj,j+1(y) corresponds to the ith derivative of
Cj,j+1(θ) at point θ = 0.
(b) For 3 ≤ j ≤ K , Cj,j−1(θ) is a sub-matrix of dimension ( j− 1)× ( j− 2), whose (k, k′)th entry is given by

Cj,j−1(θ)

kk′ =

δ( j− k)k
θ + α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k , if k
′ = k− 1,
γ ( j− k− 1)k
θ + α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k , if k
′ = k,
0, otherwise.
The ith derivative of Cj,j−1(θ) at point θ = 0 has elements

Cij,j−1(0)

kk′ =

(−1)ii!δ( j− k)k
(α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k)i+1 , if k
′ = k− 1,
(−1)ii!γ ( j− k− 1)k
(α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k)i+1 , if k
′ = k,
0, otherwise.
(c) In the case j = 2, we find that c(θ; 2) = γ (θ + α + β + γ + δ)−1. As a result, its ith derivative at point θ = 0 is given
by c i(0; 2) = (−1)ii!γ (α+ β + γ + δ)i+1. For 3 ≤ j ≤ K , the column vector c(θ; j) has j− 1 entries, which are given by
(c(θ; j))k =

γ kGK (x; j− k− 1, k)
θ + α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k , if 1 ≤ k ≤ j− 2,
γ ( j− 1)
θ + α + β( j− 1)+ γ ( j− 1)+ δ( j− 1) , if k = j− 1.
The entries of the sub-vector ci(0; j), defined as the ith derivative of c(θ; j) at point θ = 0, are given by

ci(0; j)k =

(−1)ii!γ kGK (x; j− k− 1, k)
(α( j− k)+ βk+ γ ( j− k)k+ δ( j− k)k)i+1 , if 1 ≤ k ≤ j− 2,
(−1)ii!γ ( j− 1)
(α + β( j− 1)+ γ ( j− 1)+ δ( j− 1))i+1 , if k = j− 1.
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