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Resumo 
Este trabalho aborda o problema de seqüenciamento de tarefas conhecido como Job 
Shop Scheduling Problem (JSP). O objetivo aqui é mostrar a adequação de uma técnica 
conhecida como Times Assíncronos (A-Teams), para resolver este problema de otimização 
combinatória, que é bastante freqüente em ambiew cs industriais. 
Esta abordagem tem sido aplicada com sucesso na resolução de outros problemas, como 
o Traveling Salesman Problem, o Flow-Shop Problem e até mesmo o próprio Job Shop 
Problem sob uma abordagem de heurísticas de construção. Esta técnica está baseada na 
cooperação de algoritmos heurísticos no sentido de obter soluções, possivelmente, melhores 
que aquelas obtidas quando os mesmos algoritmos são executados isoladamente. 
Neste trabalho, o enfoque é dado a heurísticas de melhoria. Outros tipos de algorit-
mos foram desenvolvidos para compor os A-Teams. Estes A-Teams desenvolvidos foram 
acoplados a um outro já existente, baseado em heurísticas de construção. 
Algumas instâncias de JSP foram testadas e os resultados obtidos atestam a adequação 




This work treats the sequencing of tasks problem known as Job Shop Scheduling 
Problem. 
The goal here is to show the adequability of a technique known as Assynchronous 
Teams (A-Teams) to solve this optimization problem wich is used in industrial environ-
ments. 
This approach has been applied successfully in the solving of other problems such as 
the Traveling Salesman Problem, Flow Shop Problem and the Job Shop Problem itself 
using construction heuristics algorithms. This technique is based on the cooperation of 
some heuristics algorithms in arder to obtain solutions, possibly better then ones obtained 
when same algorithms are working alone. 
In this work, the focus is on the development of improvement heuristics algorithms. 
Another type of algorithms were also developed to form the A-Teams. These A-Teams 
developed were joined to another one, based in construction heuristics. 
Some instances of the JSP were tested and the results obtained show the adequability 
of this technique to solve this problem. 
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A alta competitividade no setor industrial e econômico e a escassez de recursos geraram 
a necessidade de se obter melhores resultados com relação aos processos envolvidos neste 
setor, visando maior produtividade. A automação na indústria se tornou um objetivo 
a ser alcançado rapidamente. Os problemas envolvidos nesta área são de complexidade 
grande, sendo muitos deles formalmente classificados como intratáveis. 
Associado a isto, existe também o fato de que o poder computacional das máquinas 
vem crescendo continuamente, a um baixo custo, permitindo maior investimento em am-
bientes de fábricas, siderúrgicos e outros, para que estes se tornem tão automatizados 
quanto possível. 
Problemas relacionados a produção, gerenciamento de operações e uso eficiente de 
recursos são a fonte de estudos da otimização combinatória. Vários problemas, como 
seqüenciamento de máquinas, scheduling de produção, projetos de circuitos VLSI, posi-
cionamento de satélites, planejamento de transportes, entre outras tantas aplicações, são 
estudados pela otimização combinatória. A seguir, será definida esta área, bem como 
algumas formulações usadas na literatura para tratar tais problemas. 
1.1 Otimização Combinatória 
Otimizar significa encontrar o máximo ou mínimo de uma certa função, definida em 
algum domínio [MG93]. Mais precisamente, em otimização combinatória, este domínio 
é finito. Pode-se pensar então que é trivial tratar tais problemas, bastando enumerar as 
soluções possíveis e encontrar a melhor dentre elas. Mas é preciso ter em mente que para 
certos problemas, o número de soluções possíveis pode ser de uma ordem de grandeza 
considerável. 
Em geral, para problemas de otimização combinatória, provar a otimalidade de uma 
solução pode consumir uma quantidade de tempo razoavelmente grande. Com o intuito de 
obter, de forma rápida, soluções factíveis para o problema, normalmente usa-se heurísticas. 
1 
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Algumas técnicas fundamentais tratadas na literatura para a resolução de tais problemas 
de otimização combinatória são: 
• Algoritmos Gulosos são relacionados a heurísticas de construção 1 onde se procura 
construir uma :solução a partir de escolhas feitas localmente. Em [Cav95}, algumas 
heurísticas deste tipo para o JSP são descritas. Algumas heurísticas para o problema 
do Caixeiro Viajante (TSP) são deste tipo (por exemplo, Nearest Neighbor). Um 
exemplo desta abordagem é o algoritmo de Kruskal para cálculos de árvore espalhada 
mínima ([GH85]). 
• Melhoria Local é uma abordagem heurística, em que soluções são, possivelmente 
melhoradas aplicando-se certas operações sobre as mesmas. O presente trabalho 
se baseia neste tipo de heurísticas. Como exemplo, além dos que serão vistos no 
capítulo 3 desta dissertação, pode-se citar diversas heurísticas de troca para o TSP 
(por exemplo, o algoritmo r-OPT) [Joh90, Ben92], ou ainda [YI89] para o JSP. 
• Branch-and-bound (enumeração implícita) são esquemas enumerativos fundamen-
tados em duas operações básicas. A primeira é a decomposição do problema origi-
nal em subproblemas. A segunda operação envolve o cálculo de limites inferiores 
e superiores no valor da função objetivo. O propósito é acelerar o processo de 
descarte de subproblemas que não podem gerar soluções promissoras, diminuindo, 
conseqüentemente, a enumeração. 
• Programação Dinâmica resolve problemas dividindo-os em subproblemas e depois 
combinando as soluções destes subproblemas. Este método é aplicável quando os 
subproblemas são não independentes, isto é, quando os subproblemas compartilham 
problemas menores (sub-subproblemas). Um algoritmo de programação dinâmica 
resolve todos os problemas menores ( sub-subproblemas), somente uma vez e então 
guarda seu resultado em uma tabela, evitando o trabalho de recalcular o resultado 
toda vez que este problema menor for encontrado [CLR90]. 
• Programação Linear permite que problemas de otimização combinatória com função 
objetivo linear (por exemplo Caixeiro Viajante), em que se deseja obter urna solução 
possível de peso mínimo ou máximo, sejam modelados como um programa linear. 
Desta forma esta técnica pode ser usada para calcular limites inferiores (ou superi-
ores) no valor de uma solução ótima para tais problemas. 
Dentro da otimização combinatória, encontra-se problemas difíceis de serem resolvidos 
tais como os problemas de seqüenciamento, como o JSP. Na próxima seção será mostrado 
um pouco a respeito de tais problemas, bem como aplicações práticas dos mesmos. 
··~ 
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1.2 Problemas de Seqüenciamento 
Antes de falar de seqüenciamento, é necessário falar de um domínio maior, que é a ati-
vidade de scheduling. Scheduling significa garantir que cada entrada (material, máquina, 
trabalhador etc) esteja disponível ou sendo usada nos instantes corretos para que não 
haja desperdícios envolvendo o ambiente de produção. A tarefa de scheduling pode ser 
quebrada em muitas outras, sendo que talvez a mais importante seja a atividade de 
seqüenciamento [Mer87]. 
Problemas de seqüenciamento são bastante freqüentes em ambientes de fábrica, si-
derúrgicas, e até mesmo em ambientes que requeiram escalonar mão de obra para realizar 
diversas tarefas. Estes problemas, normalmente, envolvem tarefas que compõem um con-
junto maior, que deve ser completado cumprindo metas, e em determinados instantes de 
tempo. Seqüenciar significa ordenar jobs ou tarefas visando minimizar ou maximizar al-
guma função relacionada ao custo ou tempo de produção. Existem basicamente, quando 
se fala de ambientes de produção, dois tipos básicos de problemas: Flow-shop e Job-shop 
[MTM92]. 
No Flow-shop, máquinas e operadores manuseiam um fluxo de material ininterrupto e 
padrão. Os operadores (máquinas ou empregados) tendem a realizar as mesmas operações 
para cada ciclo de produção. É um ambiente de produção em massa. As indústrias 
químicas, de petróleo, tintas etc, se enquadram neste tipo de ambiente de produção, onde 
cada produto produzido segue um mesmo fluxo. 
No Job-shop, os recursos são considerados de acordo com sua função, como se estes 
ficassem dispostos fisicamente em departamentos diferentes de acordo com sua função, e 
este ambiente fosse apto a receber vários tipos de produtos (jobs para serem trabalhados). 
Cada um destes jobs pode ser particionado em tarefas que necessitam usar cada um dos 
recursos em uma ordem particular. Um exemplo deste tipo de ambiente de produção pode 
ser descrito como uma fábrica onde existem vários tipos de máquinas diferentes que são de 
propósito geral. Existem vários departamentos responsáveis por determinadas máquinas, 
como tornos, prensas etc. Produtos diferentes podem ser manufaturados neste ambiente 
de fábrica, requisitando as mais variadas máquinas em instantes diferentes. 
Mais aplicações e detalhes sobre estes dois ambientes se encontram em [FBH91]. Neste 
trabalho, aborda-se um problema de seqüenciamento conhecido como Job Shop Scheduling 
Problem, usando uma técnica que utiliza uma abordagem heurística, baseada em buscas 
locais. O problema é descrito em detalhes no capítulo 2 desta dissertação. 
1.3 Organização deste trabalho 
No capítulo 2, define-se o problema Job Shop Scheduling detalhadamente e apresenta-se 
uma modelagem do problema usando grafos. Algumas abordagens para resolvê-lo, usadas 
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na literatura, foram estudadas e são descritas em alto nível também neste capítulo. 
No capítulo 3, as heurísticas de busca local desenvolvidas durante o trabalho sao 
apresentadas, bem como resultados das mesmas aplicadas a instâncias conhecidas na 
literatura. 
No capítulo 4, a definição de A-Teams é dada, bem como são apresentadas as carac-
terísticas mais importantes envolvendo os mesmos. Os A-Teams desenvolvidos são mos-
trados, juntamente com resultados de execução sobre instâncias conhecidas. Também, os 
resultados da aplicação do A- Team desenvolvido aqui, baseado em heurísticas de melhoria, 
combinado com o A-Team de construção apresentado em [Cav95] são mostrados. 
No capítulo 5, são apresentadas algumas conclusões e possíveis trabalhos futuros. 
Capítulo 2 
O Job Shop Scheduling Problem 
2.1 Introdução 
Sistemas de manufatura industrial são exemplos palpáveis da aplicabilidade do Job Shop 
Scheduling (JSP). Em uma linha de montagem automática, uma seqüência de tarefas 
é realizada em determinadas máquinas. Em anos mais recentes, os chamados sistemas 
flexíveis de manufatura têm tornado problemas de escalonamento alvo de interesse tanto 
por parte de cientistas como por parte da comunidade industrial. 
Neste capítulo, é apresentada uma definição do JSP e algumas técnicas para obter 
soluções razoáveis existentes na literatura. O problema pode ser modelado usando a 
representação de grafos disjuntivos, que também é introduzida neste capítulo. Com esta 
representação, pode-se vislumbrar uma série de operações possíveis de serem realizadas 
em uma solução, para transformá-la em outra. Isto possibilita gerar heurísticas baseadas 
em busca local (vizinhanças de busca), que é um dos objetivos deste trabalho. 
2.2 Definição 
O Job Shop Scheduling Problem [Bak74, BESW93, ML93] consiste em encontrar uma 
seqüência ótima para processar n jobs em m máquinas, minimizando ou maximizando 
alguma função relativa ao custo, tais como makespan (tempo total decorrido), fiow time 
(tempo de espera e processamento) ou lateness (atraso máximo). 
Numa definição mais formal [BJ93], pode-se considerar n jobs (J1 , ..• , Jn) em máquinas, 
(M1 , ... , Mm)- Cada job J; contém ni tarefas (ou operações) Tli, T21, ... , Tni que devem ser 
processadas nesta ordem, ou seja, T,; deve ser processada antes de T(v+I)i para v = 
l, ... ,ni- 1. Associada com cada tarefa há uma máquina Mu
1
,n u = l, ... ,m, em que T1-i 
deve ser processada. Duas tarefas de um mesmo job não podem ser executadas em uma 
mesma máquina. O escalonamento deve ser realizado de tal forma que: 
5 
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• Não haja duas tarefas sendo processadas simultaneamente na mesma máquina em 
qualquer período de tempo. 
• O makespan Cma-c = max~1 C; seja minimizado, onde C; é o tempo de término da 
última tarefa do job Ji(i = l, ... ,n). Este critério foi escolhido como função objetivo, 
porque ele determina o tempo total para processar as tarefas e permite minimizar o 
tempo em que as máquinas ficam paradas a espera de alguma outra tarefa [Fre82]. 
Como este critério tem sido usado com frequência na literatura, ele torna-se o mais 
adequado para comparar a performance da técnica explorada neste trabalho com 
relação as já existentes. 
• Todas as tarefas são não-preemptivas, ou seja, nenhuma delas pode ser interrompida. 
• O ready-time de todas as tarefas é O, isto é, o instante após o qual a tarefa está 
disponível é igual a O. 
• Os processadores (máquinas) são ditos dedicados, ou seja, cada máquina é especia-
lizada na execução de determinadas tarefas. 
Na Figura 2.1 pode-se observar um diagrama que representa uma solução para uma 
instância do JSP com 3 jobs e 3 máquinas. Este diagrama, conhecido como Diagrama 
de Gantt ( Gantt's charts), representa uma solução (schedule), mostrando como as tare-
fas estão dispostas nas máquinas em cada instante de tempo. Os jobs têm a seguinte 
compos1çao: 
J1 - Tu T21 T:n 
J2 - T12 T22 T32 





Figura 2.1: Diagrama de Gantt para uma solução de uma instância com 3 jobs e 3 
máquinas. 
O JSP tem demonstrado estar entre os mais difíceis problemas combinatórios quanto 
a obtenção de soluções ótimas. Pode-se resolver de maneira exata problemas como o 
--•• 
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Caixeiro Viajante ( Traveling Salesman Problem) com 300 a 3000 cidades (sobre 100000 
variáveis), ou o Set Covering com milhares de variáveis. Há instâncias do JSP com 10 
máquinas e 10 jobs, consideradas pequenas, cujos valores ótimos não são ainda conhecidos, 
ou que são conhecidos a um custo muito alto. Até mesmo para instâncias com duas 
máquinas, o problema é NP-Difícil [BESW93]. 
Somente para três casos específicos, se comprovou que existem algoritmos polinomiais 
para resolver instâncias do JSP [BESW93]. São eles: 
• O caso onde existem dois jobs pode ser resolvido em tempo O(n 1n2logn1n2 ), onde 
n1 e n2 são os números de tarefas do job 1 e 2 respectivamente. 
• Duas máquinas com até duas tarefas pode ser resolvido em tempo O(nlogn), onde 
n é o número total de tarefa::;, resolvido pelo algoritmo de Jackson. 
• Duas máquinas com todas as tarefas tendo tempo de processamento unitário, que é 
resolvido em tempo linear no número de tarefas. 
As relações de precedência de jobs e tecnológicas em máquinas, dificultam a mani-
pulação de soluções do mesmo. As restrições de precedência dizem respeito a ordem em 
que as tarefas devem ser executadas dentro de um mesmo job, e as restrições tecnológicas 
são relativas a ordem em que as tarefas executam numa máquina, sendo que a máquina 
não pode executar mais que uma tarefa por vez. 
É preciso que haja uma representação adequada para o problema, que permita vi-
sualizar todas estas precedências. Tal representação é o grafo disjuntivo que possibilita 
representar todas as restrições do problema. A manipulação dos algoritmos, considerando 
tais restrições, fica mais simples. A definição de JSP como um grafo disjuntivo é vista na 
próxima seção. 
2.3 Representação do JSP com Grafos Disjuntivos 
O JSP pode ser modelado como um grafo disjuntivo G = (V,A,E) [Bal67, Bal69], onde: 
• V é o conjunto de nós formado por todas as tarefas consecutivas de cada job, bem 
como duas tarefas fictícias O e N + 1, onde N é o número total de tarefas. O peso 
de um arco que sai de um nó v representa o tempo de processamento (tv) da tarefa 
v, sendo que t0 = tN+l =O. 
• A é o conjunto dos arcos que conectam as tarefas consecutivas em cada fob, bem 
como os arcos do nó O para todas as tarefas iniciais de cada job e os arcos que 
conectam os nós finais dos jobs para o nó N + 1. 
--•• 
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• E é o conjunto dos arcos disjuntivos que conectam tarefas executadas numa mesma 
máquina. Esses arcos se apresentam aos pares na representação de uma instância, 
mostrando os dois sentidos possíveis de execução de tarefas. Dois arcos são ditos 
formarem um par disjuntivo se qualquer caminho no grafo passa por, no máximo, 
um deles. 
A Figura 2.2 representa um grafo disjuntivo G = (V, A, E) para uma instância de 5 
jobs e 4 máquinas. Na figura pode-se perceber que os pesos dos arcos que conectam os 
pares disjuntivos (linhas tracejadas) não são necessariamente iguais. Eles representam o 
tempo de processamento da tarefa da qual sai o arco. Todas as tarefas que devem ser 
executadas em uma mesma máquina são interconectadas duas a duas por pares disjuntivos, 
pois qualquer ordem de execução de tarefas associadas a uma mesma máquina, pode, a 
princípio, ser atribuída a esta máquina. 
Figura 2.2: Grafo disjuntivo para uma instância 5x4 com 13 tarefas. 
Quando uma ordem de execução de tarefas é atribuída a cada máquina, uma direção é 
estabelecida em cada arco disjuntivo, formando uma seleção. Uma seleção é um conjunto 
formado por escolher, no máximo, um arco de cada par disjuntivo no grafo G. Pode-
se fazer tais seleções para cada máquina, isto é, selecionar um único arco de cada par 
disjuntivo do grafo G para todas as máquinas, formando um outro grafo D. Este grafo 
-"' 
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formado não poderá conter ciclos, pois ciclos representam dependências cíclicas entre as 
tarefas. Dependência cíclica pode ser explicada com a seguinte situação; uma tarefa i 
espera que uma tarefa j seja executada; no entanto, j, direta ou indiretamente, espera 
que i seja executada. A não existência de ciclos neste grafo D garante que a seqüência 
obtida será válida [Bal67]. Uma demonstração disto se encontra em [Bal69]. Uma seleção 
sem ciclos em G representa uma solução viável para a instância representada por G. 
Um caminho crítico no grafo D (gerado de G a partir de uma seleção), é o maior 
caminho, considerando os pesos dos arcos, que conecta o nó O ao nó N + 1. O tamanho 
deste caminho dará o makespan procurado, pois este representa a seqüência mais longa de 
tarefas a ser realizada sem que nenhuma restrição seja violada. Ao percorrer este caminho 
crítico, as atribuições de tempos destas tarefas podem ser facilmente determinadas. O 
menor caminho crítico calculado do conjunto de todas as seleções possíveis no grafo G, 
representa uma solução ótima para a instância representada por G. 
Na Figura 2.3, as linhas tracejadas representam tarefas executadas na mesma máquina, 
as linhas grossas são arcos do caminho crítico, incluindo arcos disjuntivos selecionados 
(linhas tracejadas) e os arcos pertencentes a A (linhas contínuas). Os tempos iniciais 
(ti 's) das tarefas no caminho crítico (linhas grossas) sao: 
Tn :=O 
T22 := Tu + 3 = 3 
T32 := T22 +2 = 5 
T13 := T32 + 1 = 6 
T, := T13 + 3 = 9 
T21 := Tn+2 = 11 
T31 := T21 + 2 = 13 
O makespan, que é dado pela somatória dos pesos dos arcos do caminho crítico, é o 
tempo de início da última operação no caminho crítico mais o tempo para processá-la. 
Para a instância na Figura 2.3, o makespan é dado por T31 + 1 = 14. 
Para se compreender melhor o conceito de caminho crítico relacionado ao makespan, 
observe a Figura 2.4. As tarefas sombreadas representam os nós do grafo que pertencem 
ao caminho crítico. Pode-se notar que elas representam a maior seqüência de tarefas que 
executam respeitando as restrições do problema de acordo com a atribuição escolhida. 
Qualquer deslocamento de tarefas para a esquerda, buscando diminuir o makespan, acar-
reta em uma alteração na ordem proposta de tarefas nas máquinas, pois alguma tarefa 
terá que ser atrasada, para que se adiante outra. 
A partir do conceito de seleção pode-se pensar em uma heurística de melhoria para 
o JSP. Dada uma solução S (seleção válida) para uma instância I do JSP, pode-se gerar 
uma seleção S' para I, a partirdeS, invertendo o sentido de um arco (v, w) de S, para 
(w, v), e invertendo também os arcos (u, v) para (u, w) e (w, x) para (v, x ). Pode-se provar 
•• 
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que estas inversões geram somente soluções válidas para I [LAL92}. A Figura 2.5 ilustra 
um exemplo destas inversões. 
Figura 2.5: Inversões em arcos disjuntivos. 
Estas inversões, em termos de máquina, traduzem-se por alterar a ordem de execução 
das tarefas v e w, fazendo com que a ordem, que era u v w x, passe a ser u w v x, em 
uma determinada máquina mk. 
Pode-se pensar em uma vizinhança de busca para uma solução S, do conceito de 
inversões de arcos disjuntivos do grafo que representa S. Uma vizinhança de busca de S é 
o conjunto de soluções que podem ser geradas a partirdeS fazendo pequenas modificações 
em S. As inversões definidas acima são exemplos de pequenas modificações. 
Dependendo da instância tratada, a simples troca de todos os arcos do caminho crítico 
pode não ser viável, pois a vizinhança gerada pode ser extremamente grande, dependendo 
da instância tratada. Deve-se fazer uma seleção adequada de arcos para deixar a vizi-
nhança com um tamanho razoável. Em [MSSSS], é feita uma análise de quais arcos 
disjuntivos devem ser escolhidos, para se realizar trocas resultando em soluções melhores. 
Desta análise pode-se derivar duas vizinhanças de busca, que são descritas a seguir. 
2.3.1 Vizinhanças de Busca Usando Grafos Disjuntivos 
A primeira vizinhança (Nt) pode ser descrita da seguinte maneira: dada uma solução 
S caracterizada por um grafo disjuntivo Ds, uma solução S' vizinha de S pode ser obtida 
escolhendo duas tarefas v e w, que são consecutivas numa mesma máquina k e cujo arco 
(v,w) está no caminho mais longo em Ds (caminho crítico), e inverter (v,w) para (w,v) 
além de suas predecessoras e sucessoras. Como dito anteriormente, é garantido que não 
ocorrerá ciclos no grafo, sendo portanto, S' uma solução viável. 
Desta vizinhança pode-se derivar imediatamente a vizinhança N2 , com base nas in~ 
formações contidas em [ALU94}. Ao invés de se escolher um arco qualquer pertencente ao 
caminho crítico, restringe-se a escolha a um arco (v, w) do caminho crítico tal que, o arco 
que conectao predecessor de v a v (p(v ), v) na mesma máquina ou o arco que conecta w 
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com seu sucessor (w, s(w)) não pertençam ao caminho crítico, se eles existirem. Tais arcos 
também são trocados e com isso, trocas de arcos fora do caminho crítico serão envolvidas e 
não se pode garantir a viabilidade da solução gerada. A vantagem desta vizinhança sobre 
a primeira está no fato de ser mais restritiva, gerando menos trocas possíveis, resultando 
numa vizinhança de tamanho menor ou igual a vizinhança N1 • Se ambos os arcos (p( v), v) 
e (w,s(w)) estiverem no caminho crítico, então tal troca não causa melhoria [ALU94]. 
Voltando à Figura 2.3, pode-se notar que existe um arco que satisfaz a condição para 
escolha imposta na vizinhança descrita acima. As tarefas Tz 3 e T21 são conectadas por um 
arco que pertence ao caminho crítico do grafo disjuntivo, que representa uma solução com 
makespan 14. Este arco pode ser invertido, pois o arco que conecta T23 a sua predecessora 
na mesma máquina (T12 ) não está no caminho crítico. A Figura 2.6, mostra a solução 
obtida ao se fazer a inversão, somente do arco que conecta T23 e T21 • O caminho crítico 
está assinalado com linhas escuras. O valor do makespan obtido agora é 12. 
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Figura 2.6: Novo grafo obtido após inversão do arco que conecta T23 e T21 
Algumas heurísticas de melhoria apresentadas no capítulo 3 usam as vizinhanças des-
critas acima. 
2.4 Trabalhos Relacionados 
Nesta seção são apresentadas algumas abordagens mais representativas para a resolução 
do JSP. 
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2.4.1 Métodos Exatos 
Em [CP89], Carlier e Pinson propõem um algoritmo tipo Branch-and-Bound para o JSP. 
Este algoritmo é baseado na estrutura de grafos disjuntivos mostrada anteriormente. O 
algoritmo cria. uma árvore de enumeração, onde cada nó dessa árvore representa um arco 
disjuntivo selecionado. Uma disjunção (i,j) é escolhida e dois nós são introduzidos na 
árvore Sem cada iteração do algoritmo. 
Este algoritmo foi o primeiro a resolver de forma ótima uma instância com 10 jobs e 
10 máquinas proposta por Muth e Thompson em 1963 [FT63]. 
2.4.2 Heurísticas 
Geralmente, os métodos exatos, apesar de fornecerem soluções ótimas, são proibitivos com 
relação ao tempo de execução, pois, geralmente, quanto maior a instância a ser resolvida, 
maior é o tempo de processamento. Em contrapartida a estes métodos, existem os métodos 
que geram resultados aproximados (heurísticas), que produzem soluções próximas do valor 
ótimo, via de regra. A vantagem destes métodos é o tempo de processamento, pois em 
geral estes métodos são bastante rápidos. Pode-se dividir as heurísticas em duas classes: 
heurísticas de construção e heurísticas de melhoria. 
• Heurísticas de Construção 
São algoritmos que partem dos dados de definição do problema (instância) e ge-
ram uma solução. A maioria das heurísticas de construção para Job Shop Problem 
se baseia em regras de prioridade para selecionar as tarefas ou os jobs que serão 
escalonados primeiro. Algumas regras de prioridade são: 
SPT (Shortest Processing Time) em que se escalona primeiramente uma tarefa 
com menor tempo de processamento. 
FCFS (First Come First Served) atribui primeiramente a primeira tarefa livre 
considerando as restrições de precedência. 
MWKR (Most Working Remaining) escalona primeiramente a tarefa perten-
cente ao job com tempo de processamento mais longo. 
LWKR (Least Working Remaining) escalona primeiramente a tarefa perten-
cente ao job com tempo de processamento mais curto. 
MOPNR (Most Operation Number Remaining) escalona uma tarefa perten-
cente ao job com maior número de tarefas que ainda não foram processadas. 
Random atribui aleatoriamente as tarefas. 
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Uma heurística de construção para o JSP baseada em regras de prioridade, é pro-
posta por Giffier e Thompson [Fre82]. Esta heurística apresentou bons resultados, 
e, no geral, heurísticas que se baseiam em regras de prioridade apresentam resulta-
dos razoáveis. Algumas heurísticas de construção são ditas procedimentos do tipo 
guloso, pois constrõem uma solução através de uma seqüência de decisões baseada 
no que parece ser a melhor decisão no momento. A característica mais favorável de 
heurísticas de construção está no fato de que elas são rápidas. 
Outras heurísticas de construção para o JSP são encontradas em [Bak7 4, SWV92]. 
Como será visto no capítulo 4, um Time Assíncrono usando heurísticas de construção 
foi acoplado ao Time Assíncrono de melhoria, proposta neste trabalho. Este Time 
Assíncrono composto por heurísticas de construção inclui a heurística de Giffier e 
Thompson. Maiores detalhes deste trabalho podem ser vistos em [Cav95]. 
Uma outra heurística de construção que merece ser citada pelos bons resultados que 
obteve, é conhecida como Shifting Bottleneck, proposto por Adams, Balas e Zawack 
[ABZ88]. Esta heurística consiste em seqüenciar as máquinas uma a uma sucessi-
vamente, começando com a máquina considerada gargalo (responsável direta pelo 
makespan, entre as não seqüenciadas). Quando uma nova máquina é seqüênciada, 
há uma reotimização interna ao conjunto de máquinas seqüenciadas anteriormente. 
O algoritmo Shifting Bottleneck obtém soluções para uma máquina, reordena as 
máquinas pelo makespan e começa o ciclo de otimização para tentar melhorar a 
solução obtida. Este algoritmo fornece bons resultados, normalmente. Devido a 
isto tem sido considerado como uma boa referência de comparação para novas abor-
dagens. Ele foi comparado como Ateam de construção proposto em [Cav95], sendo 
que o A-Team obteve bons resultados em relação ao Shifting Bottleneck. 
• Heurísticas de Melhoria 
Recentemente tem havido bastante interesse em métodos baseados em técnicas de 
otimização de busca local, em que uma dada solução é iterativamente modificada. 
Partindo de uma solução S, modificações são feitas em S, gerando uma nova solução. 
As heurísticas de melhoria usadas neste trabalho são definidas como algoritmos de 
busca em vizinhança local. Entende-se por vizinhança todos os pontos (soluções) 
ao redor de uma determinada solução S, obtidos por se aplicar uma determinada 
regra em S. Mais precisamente, uma vizinhança Vm de uma solução S pode ser 
entendida como sendo o conjunto de soluções obtidas fazendo-se todas as possíveis 
modificações definidas por uma regra r em S. Heurísticas de melhoria para o JSP 
requerem operações refinadas devido a existência de restrições de precedência e 
tecnológicas do problema. Não basta realizar simples trocas entre tarefas, pois 
pode-se gerar soluções inválidas. 
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Em [YI89], Yang e Ignizio propõem uma heurística de melhoria baseada em trocas 
de tarefas. Esta heurística é parte integrante dos A-Teams propostos para o JSP 
contidos neste trabalho. 
O algoritmo de troca proposto em [YI89] se baseia em procurar "buracos" na solução 
para adiantar tarefas que poderiam ser escalonadas antes (chamadas tarefas não 
críticas). A partir de uma solução inicial, todas as tarefas não críticas são seleciona-
das (conjunto C) e para cada tarefa k E C, o algoritmo tenta inserir k ( target) em 
um espaço próximo a sua antecessora. Se tal espaço não existe, as tarefas que estão 
no intervalo entre a antecessora de k e o instante em que k termina são movidas 
para a direita do schedule (operação Backward Move Operation- BMO) respeitando 
as restrições do problema. Assim, um espaço é criado para que a tarefa k possa 
ser inserida. Após k ter sido inserida, as demais tarefas são adiantadas novamente 
(Forward Move Operation- FMO). Se uma melhoria ocorre, esta solução passa a ser 
a solução corrente e um novo conjunto C é selecionado. Caso não ocorra melhoras, 
uma nova tarefa de C é selecionada. A notação adotada e o algoritmo são explicados 
em maiores detalhes a seguir. 
Notação: 
Tarefas não críticas - as tarefas que podem ser executadas mais cedo, devido 
ao fato de não terem antecessoras, ou de iniciarem não imediatamente após 
suas predecessoras. 
t{ - tempo final da tarefa i. 
ti - tempo inicial da tarefa i. 
LHB é o limite marcado pelo término da antecessora da tarefa a ser adiantada. 
RHB é o limite marcado pelo início da tarefa que será adiantada. 
B é o conjunto de tarefas que iniciam entre LHB e RHB. 
D é o conjunto de tarefas que iniciam em RHB. 
E é o conjunto de tarefas que iniciam depois de RHB. 
BRHB é um limite usado em BMO que marca o início da sucessora da tarefa 
a ser deslocada para a direita. 
LRHB é um limite usado em FMO que marca o término da antecessora da 
tarefa que será deslocada para a esquerda. 
Pk é o conjunto dos predecessores da tarefa k. 
suck é o conjunto dos sucessores da tarefa k. 
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Algoritmo de Troca (HT) 
So ::::: Solução inicial; 
!TER'~ O; 
MK := max t{; 
Enquanto (ITER < MAX-ITER) faça 
S := So; 
C := tarefas não críticas de S; 
Enquanto (C -=f 0) faça 
selecione de C a target k tal que: 
tt ::::: maXjEC tj; 
/*determine os limites da região de busca tal que *I 
LHB := maxjEPk tJ; 
RHB := t{; 
*/remova a target do schedule *I 
tk = O; 
Colete tarefas para B e para D 
B :=e tal que LHE< t' < RHB· J' - ) - , 
D ·- t~ tal que e > RH B· .- 1, J , 
Se (B # 0) então 
realize BMO para tarefas em B; 
escalone target tão cedo quanto possível na região de busca; 
Se (ti, novo< tk antigo) então 
realize FMO para tarefas em B e D; 
Se (adiantou alguma tarefa em D) então 
realize REARRG para as tarefas em E; 
obtenha o novo MK; 
ITER++; 
Se (novo MK < MK) então 
MK := novo MK; 
So := S; 
16 
O procedimento deacrito abaixo, tem por finalidade mover para a esquerda, tanto 
quanto possível, a tarefa com maior tempo de término dentre as tarefas de B. 
BMO (Backward Move Operation) 
k := tarefa com maior tempo de término entre as tarefas em B; 
Se (existe k) então 
BRHB := mini eSUCk tj, tal que j E sucessores de k; 
Se (BRH B f. t{) então 
mova k para tão perto quanto possível de BRHB; 
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O procedimento abaixo realiza exatamente o contrário do BMO, tentando mover 
para a direita (abrindo os "buracos"), a tarefa com menor tempo inicial dentre as 
tarefas de B e D. 
FMO (Forward Move Operation) 
k :::::: tarefa com menor tempo de início das tarefas em B e em D; 
Se (existe k) então 
FLHB :::::: maxj EPk tf, tal que j E predecessoras de k; 
Se (F LH B i- tk) então 
mova k para tão perto de FLHB quanto possível; 
Este procedimento visa rearranjar as soluções além dos limites LHB e RHB. 
REARRG (Rearranging Operation) 
k ::::: tarefa com menor tempo inicial de E; 
Se (existe k) então 
RLHB ::::: maxjeP~ tf, tal que j E predecessoras de k; 
Se (RLH B f. tU então 
mova k para tão perto de RLHB quanto possível; 
A Tabela 2.1 mostra alguns resultados deste algoritmo sobre soluções geradas ale-
atoriamente de algumas instâncias conhecidas na literatura. A instância Abz5 é 
encontrada em [ABZ88], e as instâncias Lawi são encontradas em [Law84]. Na 
tabela, a primeira coluna representa a instância testada, a coluna "Iniciais", é sub-
dividida em 3 outras, que representam o makespan da solução inicial, sua distância 
percentual do valor ótimo e os valores de soluções ótimas ou melhores valores co-
nhecidos para as instâncias. A coluna intitulada de HT corresponde aos valores 
obtidos pela heurística HT. Tais valores são o makespan alcançado pela heurística 
partindo da solução inicial, o tempo de cpu em segundos gasto para o processa-
mento e a distância percentual que a solução encontrada por HT ficou do melhor 
valor conhecido. 
Note que os resultados do algoritmo não se mostraram muito eficazes. Isto se deve 
ao fato de que originalmente, HT foi feito para resolver o problema JSP onde existem 
várias máquinas disponíveis do mesmo tipo (máquinas paralelas) e as tarefas podem 
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Iniciais HT 
Instância makespan dist. melhor conhecido makespan resultante *l di,t.(%) 
Ab,5(10x10) 2265 83.6 1234 2104 0.8 71 
Law05(10x5) 1088 84 593 928 0.3 57 
Law10(15x5) 1394 45 958 1356 0.7 41 
Lawl5(20x5) 2115 75 1207 1858 1.7 54 
Law20(10xl0) 1750 94 902 1603 0.7 78 
Law25(15xl0) 2044 109 977 2004 1.3 105 
Law31(30x10) 3375 89 1784 3349 7.5 88 
Tabela 2.1: Tabela de resultados de HT partindo de soluções geradas aleatoriamente. 
requerer mais que um recurso, dependendo de sua natureza. No problema tratado 
aqui, só existe uma máquina de cada tipo para executar determinado conjunto de 
tarefas, e muitas vezes é impossível encontrar ou gerar buracos para inserir as tarefas. 
Este mesmo conjunto de soluções é usado no capítulo 3 para testes com as heurísticas 
desenvolvidas neste trabalho, podendo, desta forma, ser feita uma comparação entre 
os valores alcançados pelas mesmas. 
Considerando heurísticas de busca em vizinhança, podemos definir o seguinte algo-
ritmo genérico. 
Heurística de Busca Local 
1. Obtenha solução inicial (semente); 
2. Gere vizinhança V da semente através de uma regra r; 
3. Se alguma destas soluções geradas melhorou o critério então 
4. troque a semente por esta que melhorou; 
5. volte ao passo 2; 
6. senão pare. 
Algumas questões surgem com relação a este algoritmo genérico: 
Como escolher a solução inicial? 
Como gerar vizinhanças V? 
Estas questões são respondidas mais adiante e no capítulo 3 são propostas algumas 
heurísticas de busca em vizinhança. 
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2.4.3 Meta-Heurísticas 
Meta-heurísticas também são métodos aproximados. A diferença entre heurísticas e meta-
heurísticas é que as últimas são métodos mais gerais de resolver problemas. Dentro de 
uma meta-heurística podem ser usados procedimentos de busca local a cada iteração. 
Heurísticas são procedimentos específicos para solucionar o problema que se está tratando, 
e são baseadas em características específicas do problema para o qual estão sendo definidas. 
Meta-heurísticas possuem características gerais, que as tornam adequadas para are-
solução de várias classes de problemas. As mais conhecidas são: Simulated A nnealing 
[LAL92], Tabu Search [Glo90] e Genetic Algorithms [Aus90]. A seguir é dada uma ex-
plicação mais clara de cada um destes métodos, bem como sua aplicação ao Job Shop 
Scheduling Problem. 
• Simulated Annealing 
Simulated A nnealing tem sido amplamente utilizado para resolver problemas de oti-
mização combinatória em áreas como: projeto auxiliado por computador e processa-
mento de imagens. A base deste método é conhecida como algoritmo de Metrópolis 
[Lou95]. O método pode ser considerado como uma generalização da abordagem de 
melhoria iterativa e também pode ser feita uma analogia ao processo, em física, de 
se transformar um material no estado sólido em líquido, ao submeter tal material a 
altas temperaturas e então reduzir a temperatura lentamente para permitir que as 
partículas do material se rearranjem em um baixo estado de energia [Joh90, Sou93]. 
Vendo sob o ângulo de melhoria iterativa, os problemas de otimização combinatória 
podem ser vistos como tuplas (R, C), onde R é o conjunto de configurações das 
soluções do problema e C : R --1- IR é uma função custo [LAL92]. 
A aplicação de Simulated Annealing para o JSP, necessita da definição das confi-
gurações, de uma função custo associada ao problema e uma estrutura de vizinhança 
( N). As configurações são dadas por permutações na ordem de execução de tarefas 
nas máquinas. Usando a representação de grafos disjuntivos, pode-se determinar o 
caminho mais longo no grafo formado por alterar a ordem destas máquinas (nova 
seleção). O número de permutações possíveis em cada máquina é da ordem de mk!, 
sendo mk o número de tarefas na máquina k. A analogia ao método de Metrópolis 
é dada pelo fato de que uma solução pode ser vista como um sólido, a função as-
sociada ao custo corresponde a energia que se quer determinar, e um parâmetro de 
controle para aceitação pode ser visto como a temperatura. 
A melhoria i ter ativa expressa busca em vizinhanças de soluções. Certas tran-
formações sobre a solução inicial (representada em um grafo disjuntivo) são defi-
nidas para se gerar pontos em torno desta solução (vizinhança). As transições que 
poderiam gerar um grafo com ciclos podem ser excluídas do espaço de soluções. A 
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vizinhança é, portanto, dada pelo conjunto de grafos direcionados acíclicos, obtidos 
pela inversão de arcos disjuntivos que pertencem ao caminho crítico. 
A função custo C é dada pelo custo do caminho mais longo no grafo, determinando 
o makespan. 
Em linhas gerais, uma notação e o algoritmo são apresentados abaixo [Joh90]: 
Notação: 
- C(S)- função custo associada a solução S. 
- s;- é uma solução pertencente a uma vizinhança N(i). 
Simulated A nnealing 
1 - Obtenha S aleatoriamente; 
2 - Gere temperatura t; 
3 - Enquanto t > O faça 
4 - Enquanto o "equilíbrio" não é alcançado faça 
4.1 - Escolha um vizinho S; de S aleatoriamente; 
4.2- ó = C(S;)- C(S); 
4.3- Escolha r aleatoriamente numa distribuição uniforme entre [0,1]; 
4.4- Se r :S eb·;.t então 
S =Si; 
5 - Decremente t; 
O algoritmo converge para um mínimo local, pois sempre que uma solução com 
makespan menor é encontrada, ela é trocada. Mínimos globais podem ser atingidos 
por se aceitar soluções cujo makespan respeite uma certa probabilidade de aceitação, 
que é dada para se fugir de ótimos locais. 
• Algoritmos Genéticos 
Para se usar algoritmos genéticos é preciso codificar as soluções do problema em uma 
estrutura denominada cromossomo [Dav91]. Geralmente, um cromossomo é repre-
sentado binariamente para facilitar as operações básicas em algoritmos genéticos, 
como mutação, que permite manter a diversidade e recombinação ( crossover), que 
permite combinações entre partes de cromossomos (soluções). Um cromossomo que 
representa uma solução para uma instância do JSP pode ser representado por ma-
trizes binárias, onde se possa representar quais operações de cada job executam em 
determinadas máquinas e a ordem em que elas executam em tais máquinas. 
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Um algoritmo genético para o JSP é apresentado em [Dav91]. Em linhas gerais este 
algoritmo é dado por: 
Algoritmo Genético 
1- Inicie uma população de soluções (cromossomos) por um gerador aleatório; 
2- Avalie cada solução pelo makespan; 
3 - Selecione cromossomos e aplique operadores de recombinação e mutação 
gerando novos cromossomos; 
4 - selecione e remova cromossomos para obter espaço para novos cromossomos; 
5- Avalie os novos cromossomos e insira-os na população; 
6 - Se o critério de convergência é satisfeito então 
retorne o melhor cromossomo; 
senao 
volte ao passo 3. 
Para o JSP, os operadores de mutação e recombinação têm que analisar a solução, 
visando impedir que soluções inválidas sejam obtidas nestas operações. Isso torna 
mais complexo o uso de algoritmos genéticos, pois cada operador tem que observar 
restrições de precedência e tecnológicas para fazer alterações que, em outros proble-
mas seriam mais simples. Em [NY91] existe a descrição de operadores de mutação 
e recombinação que permitem obter soluções válidas para o JSP. 
• Busca Tabu 
Busca Tabu é um procedimento de busca aplicado a problemas de otimização combi-
natória que direciona uma heurística descendente para que esta continue a pesquisa 
de soluções vizinhas na ausência de movimento de menor custo, sem retroceder a 
ótimos locais já visitados. A Busca Tabu trabalha de maneira a permitir movimen-
tos para soluções, que nem sempre são melhores do que a semente e tenta impedir 
que determinados movimentos ou alterações se repitam por um certo número de 
iterações (movimentos tabu) [Glo90]. 
Abaixo é descrito um algoritmo de busca tabu simplificado. Muitas técnicas sao 
aplicadas para tornar esta classe de algoritmos bastante eficiente [Glo93]. 
2.5. Regras para Geração de Vizinhanças 
Busca Tabu 
1 - Escolha So em uma vizinhança; 
2- Sm ::::: So; 
3- T = 0; /*lista. Tabu*/ 
4- Para um número fixo de iterações faça 
4.1- Se a última melhoria ocorreu a {j iterações então 
pare 
senao 
gere vizinhança v~ dentre Sm - T; 
4.2 - Escolha a melhor S; de v~; 
4.3- Atualize T com S;; /*Insira na lista Tabu*/ 
4.4- Se C(S;) < C(Sm) =tão 
Sm::::: S;; 
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Usando estrutura de grafos disjuntivos para representar uma instância do JSP, pode-
se fazer um algoritmo de busca local que realize a cada iteração trocas em arcos dis-
juntivos de determinada máquina, obtendo nova solução. Cada alteração feita pode 
ser inserida numa lista de movimentos tabu. Quando uma melhoria é encontrada, 
este movimento pode sair da lista. 
Na próxima seção são descritas algumas regras para a geração de vizinhanças. 
2.5 Regras para Geração de Vizinhanças 
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Figura 2.7: Diagrama de Gantt para uma instância com 3 jobs e 3 máquinas. 
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Esta seqüência representa uma atribuição de tarefas nas máquinas, considerando os 
dados de definição do problema. Ela determina a ordem em que estas tarefas serão 
executadas. Se as tarefas Tn, T13 e T32 executam na máquina 1, as tarefas 1'2t, T23 e T22 
executam na máquina 2 e as demais na máquina 3, esta seqüência determinou uma ordem 
de execução de tarefas para as máquinas, ou seja, na máquina 1, a tarefa T11 executa 
antes que a tarefa T13 que, por sua vez, executa antes que a T32 . Nem todas as seqüências 
de atribuições permitem soluções válidas. Quando uma tarefa Tkj em uma máquina i é 
inserida antes da tarefa Tk-lj no schedule, gera uma seqüência inválida, pois não respeita 
as restrições de precedência do problema. 
No início do capítulo 3 é mostrado como estas seqüências serão usadas como estruturas 
para heurísticas de melhoria, sem que se precise lidar com soluções inválidas. 
Pode-se ver que o problema JSP pode ser dividido em dois sub-problemas: encontrar 
uma sequência de atribuição de tarefas, realizando operações de troca entre estas tarefas, 
e escalonar a sequência em relação ao tempo, ou seja atribuir tempos iniciais as tarefas. 
Algumas das heurísticas propostas neste trabalho geram vizinhanças de busca distintas 
fazendo trocas entre posições de tarefas em uma seqüência. Isto será explicado mais 
adiante. A atribuição de tempos iniciais após a obtenção da ordem adequada é vista a 
segUir. 
2.5.1 Atribuição de Tempos Iniciais 
Os tempos iniciais das tarefas pertencentes a uma seqüência podem ser atribuídos percor-
rendo a seqüência e atribuindo os tempos a cada tarefa observando-se onde termina a sua 
antecessora e se a máquina em que ela deve executar está livre em qualquer instante após 
o término da execução da sua antecessora. Se estiver, a tarefa pode ser inserida neste 
mesmo instante. Caso contrário, uma primeira abordagem, é escalonar a tarefa assim que 
a máquina estiver liberada. Esta é a abordagem mais simples, e pode ser realizada em 
tempo O(n), onde n é o número de tarefas a serem escalonadas. Este procedimento é 
denominado Dispatcher e o algoritmo é mostrado abaixo. 
Notação: 
- Os tempos acumulados em cada máquina são inseridos em uma estrutura denominada 
TempoM, possibilitando que o cálculo do tempo atual em que a máquina se encontra, seja 
feito sem a necessidade de saber qual é a última tarefa na mesma. 
- Cada tarefa contém em sua estrutura as informações relativas a tarefa em si, máquina 
em que executa, tempo de início e de processamento na máquina (Tij·tarefa, Tij·máquina, 
~j-ÍnÍcio e Tij·process). 
2.5. Regras para Geração de VizinhançaB 
Dispatcher 
Para toda máquina i faça 
TempoM[i] ::::: O; 
Para cada tarefa T;j da seqüência faça 
Se (T;j .tarefa:::: 1) então 
T;j .início:= TempoM[T,;j.máquina]; 
TempoM[T;j .máquina] := TempoM[T;j .máquina] + T;j .proces; 
Senão 
Se ((T;-lj .início+ T;-lj .proces) < TempoM[T;j .máquina]) então 
T;j.início := TempoM[T;j]; 
TempoM[T;j .máquina] := TempoM[T;j .máquina] + T;j .pToces; 
Senão 
Tjj.início := 1i-1j.inicio + Ti-lj·Proces; 
TempoM[T;j.máquina] := T;j .inicio+ T;j .proces; 
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Este algoritmo pode fornecer um schedule com makespan alto, pois pode gerar espaços 
de tempo em que as máquinas ficam ociosas. Haverá um desperdício de recurso, sendo que 
a máquina poderia estar executando alguma outra tarefa, que não a tarefa cuja anteces-
sora ainda não tenha terminado, ou não tenha sido escalonada. Este algoritmo Dispatcher 
é totalmente fiel à seqüência obtida na fase anterior. As tarefaB permanecem na mesma or-
dem em que foram seqüenciadas, quando os tempos iniciais são atribuídos. Estas soluções 
podem ser classificadas dentro do conjunto de schedules semi-ativos, que se caracterizam 
por garantir que cada tarefa é iniciada tão logo ela possa, obedecendo às restrições tec-
nológicas e a seqüência de escalonamento. As soluções ótimas ou próximas de um valor 
ótimo, no entanto, são classificadas como estando entre os schedules ativos, os quais são 
caracterizados por apresentarem uma seqüência de processamento em que nenhuma tarefa 
pode iniciar mais cedo sem que atrase outra, ou viole restrições de precedência e schedules 
sem atraso, onde nenhuma máquina é mantida ociosa, se pode começar alguma operação 
[BESW93]. 
A partir do conceito de schedule ativo criou-se um outro procedimento para atribuir 
tempos iniciais para as tarefas. Neste novo procedimento, é mantida uma estrutura que 
possibilita saber os tempos em que todas as máquinas estão ocupadas ou não. Isto pos-
sibilita escalonar a tarefa aproveitando "buracos" existentes em máquinas numa espécie 
de reotimização da solução obtida. O algoritmo pode prejudicar parcialmente a ordem 
obtida na fase anterior, mas garante que schedules ativos sejam obtidos. Este procedi-
mento também pode ser implementado em tempo O(n), usando estruturas adequadas, 
por exemplo, uma matriz onde as linhas representam máquinas e as colunas, instantes de 
tempo, sendo que o número de colunas pode ser limitado por um valor de makespan alto. 
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Cada elemento da matriz terá valor O ou 1 conforme a máquina esteja livre ou ocupada 
naquele instante. 
Notação: 
- A lista L usada na descrição, representa uma estrutura contendo os instantes em que 
cada máquina se encontra disponível. 
Dispatcher Modificado 
Dada uma lista L com disponibilidade de máquinas; 
Para cada tarefa ~j da seqüência faça 
Se (T;j.tarefa::::: 1) então 
T;i .início :::::: primeiro instante em que T;i .máquina 
é livre e couber T;j; 
Senão 
T;i .inicio :::::: primeiro instante em que T;i .máquina 
estiver livre e couber logo após sua antecessora; 
atualiza L; 
Para a seqüência dada no início da seção, as duas soluções geradas pelos dois procedi-
mentos descritos acima são mostradas na Figura 2.8. 
No próximo capítulo, algumas heurísticas para o JSP serão apresentadas. Estas 
heurísticas fazem uso do conceito de grafo disjuntivo e das técnicas de inserções de tare-
fas, que permitem trocas sucessiVas para manipular seqüências de tarefas. Tais seqüências 
serão aplicadas ao algoritmo de Dispatcher, para atribuir seus tempos iniciais. 
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Figura 2.8: (a) e (b) Soluções obtidas pelo Dispatcher e Dispatcher Modificado, respecti-
vamente. A segunda. solução é melhor em termos de makespan, devido a um processo de 
reotimização embutido dentro do segundo procedimento de Dispatcher. 
Capítulo 3 
Heurísticas de Melhoria Baseadas 
em Busca Local para o J ob Shop 
Scheduling Problem 
3.1 Introdução 
Neste capítulo, são apresentados cinco algoritmos heurísticos baseados em vizinhanças 
de busca para o JSP. Todos eles tentam melhorar a solução inicial, percorrendo uma 
vizinhança de busca. Três destas heurísticas trabalham visando trocas entre tarefas, 
sem observar se estão no caminho crítico de um grafo disjuntivo, pois elas simplesmente 
não trabalham sobre tal estrutura. Como foi visto anteriormente, esta é uma forma de 
verificar a factibilidade de uma solução. Quando não se trabalha sobre a estrutura de 
grafos disjuntivos, soluções inválidas podem ser obtidas. No entanto, estas inviabilidades 
podem ser evitadas com um recurso que é apresentado na próxima seção. 
Uma outra heurística parte de uma solução inicial e troca as posições entre um job 
selecionado aleatoriamente e os demais. A última das heurísticas é baseada em uma 
representação de uma solução S através de grafos disjuntivos. Estas heurísticas não 
apresentam resultados eficazes quando executadas isoladamente, apesar de melhorarem 
bastante soluções geradas aleatoriamente. Tabelas são mostradas com os resultados de 
cada heurística executada sobre soluções geradas por um algoritmo construtor, que está. 
inserido no A- Team de construção acoplado a este trabalho. Instâncias usadas nos testes 
com estas heurísticas e também com os A-Teams se encontram em [ABZSS, Law84]. Antes 
de apresentar as heurísticas, são definidas determinadas operações, que são usadas para 
manipular tarefas das soluções, sem que se gere soluções inválidas. 
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3.1.1 Inserção de Tarefas 
A primeira fase para se obter uma solução para qualquer instância proposta é obter 
uma seqüência válida, que possa ser escalonada posteriormente. Tratando a solução no 
grafo como uma seqüência inicial (tirada de uma solução inicial), pode-se manipular esta 
seqüência por meio de determinadas tarefas que resultem em outra solução válida. Para 
se trocar duas tarefas i e j quaisquer, que executam na mesma máquina, não basta trocar 
suas posições na seqüênóa inicial. Isto não garante que a solução gerada seja válida, pois 
nesta operação, as tarefas podem ter sido movidas para alguma posição anterior às suas 
antecessoras gerando, desta forma, uma solução inválida. 
Considere a instância dada a seguir, que obedece à seguinte sintaxe: 
(tarefa, tempo de processamento, máquina). 
((Tn,3,1), (T,I,5,3), (T,I,3,2), (T,I,4,4)) 
((Tl2,10,3), (T,,6,1), (T32,10,2), (T42,2,4)) 
((T13 ,9,4), (T23 ,7,2), (T33,9,1), (T43 ,8,3)) 
((T14,8,2), (T24 ,2,3), (T34,4,4), (T44 ,3,1)) 
e a seqüência obtida de uma solução 
Considerando que as tarefas T11 , T22 , T33 e T44 executam na máquina 1 nesta ordem, 
pode-se realizar trocas entre as posições destas tarefas, obtendo novas seqüências, que 
possibilitem gerar um makespan menor. Estas trocas têm que ser feitas respeitando-se 
às restrições de precedências impostas pelo problema, ou seja, para se aproximar T 33 de 
sua antecessora T23, pode-se trocar Ta3 com T22, mas não com Tu, sob pena de se gerar 
seqüências que possibilitem escalonamentos inválidos, visto que T33 seria escalonada pelo 
Dispatcher antes da tarefa T23 • Mas este não é o único fator que pode gerar soluções 
inválidas ao realizar trocas entre tarefas. 
Outro fator é que, ao se mover as tarefas, pode ser que uma tarefa que começava 
anteriormente, por ser escalonada primeiro em uma máquina, tenha ficado em uma posição 
na seqüência que possibHite que sua sucessora seja escalonada antes dela. É o caso de se 
fazer a troca entre T22 e T33 . Se a troca fosse feita, a tarefa T32 seria escalonada antes 
que sua antecessora T22 • Para evitar este problema, usa-se deslocamentos de tarefas ou 
simplesmente inserção de tarefas. 
Um deslocamento ou inserção é feito ao se trocar as tarefas i e j que estão na mesma 
máquina k, fazendo com que j ocupe a posição que, antes, era ocupada por i na seqüência, 
e deslocando i e as demais tarefas entre i e j, uma posição para a direita na seqüência. Isto 
garante que a solução gerada continuará válida, pois as tarefas realmente trocadas são de 
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mesma máquina e podem ser trocadas, desde que não fiquem antes de suas antecessoras, 
e a ordem relativa das outras tarefas se mantenha. 
Isto pode ser representado genericamente da seguinte maneira: 
{\ 
Tlj"'' Tu ... T21"' T2j'" Tmj ... Tml . ~ 
Deseja-se aproximar T2j de T1j, sendo que as tarefas assinaladas pertencem a uma 
mesma máquina. T2j será inserida na posição onde está T11 e esta e as demais tarefas 
entre ela e T2j serão deslocadas uma posição à direita na seqüência, fazendo com que T2j 
seja escalonada antes que T11 na máquina k. A seqüência resultante é dada por: 
Tlj ... T2.i Tn ... T21 ... Tmj ... Tml 
Após esta breve explicação de como resolver o problema de validade da solução para trocas 
envolvendo tarefas, pode-se introduzir as heurísticas, que são vistas a partir de agora. Os 
resultados computacionais para estas heurísticas encontram-se nas tabelas mostradas no 
final do capítulo. 
3.2 Heurística de Adiantamento de Tarefas Iniciais 
de Jobs 
A idéia desta heurística é permitir que todos os jobs iniciem o mais cedo quanto possível, 
trazendo todas as primeiras tarefas de cada um deles para o início do escalonamento. 
Dada uma solução inicial, determina-se um conjunto C de tarefas iniciais de cada job, que 
poderiam iniciar mais cedo do que estão sendo iniciadas. 
A vizinhança de busca é definida como sendo trocas de tarefas T1j em uma solução 
S0 , onde j representa qualquer job na instância, com tarefas que se encontrem antes dela 
no schedule, com o objetivo de aproximar Tu o máximo possível do tempo O. 
Para todas estas tarefas, são feitas trocas de posições na seqüência que representa uma 
atribuição válida para as máquinas, usando os deslocamentos definidos anteriormente. 
Cada uma destas tarefas é trocada com as tarefas que se encontram na mesma máquina 
que ela, de forma a tentar aproximá-la da posição onde seria atribuído tempo inicial igual 
a O ou o menor possível para a mesma. Ou seja, todas as tarefas de mesma máquina a 
partir da posição O (exceção feita às tarefas T1j (j = l, ... ,n) que iniciam no instante O) até 
a posição t em que a tarefa que se quer mover está, são trocadas de posição com Tli e um 
novo makespan é calculado a partir desta nova ordem (solução S1 ). Se tiver ocorrido uma 
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melhoria (F(S1) < F(So)), esta tarefa é marcada e um novo conjunto C é calculado da 
nova solução obtida (S1 ), de forma que o algoritmo recomeça com esta nova solução. Note 
que o conjunto C agora terá menos elementos. Se a melhoria não tiver ocorrido, a solução 
S0 é mantida até que C seja vazio. O algoritmo trabalha de maneira determinística de tal 
forma que, no final, todos os jobs iniciam o mais cedo possível, compondo uma solução 
única. 
Algoritmo de Adiantamento de Jobs Atrasados (JA) 
1. Seja S0 uma solução inicial; 
2. Calcule C de S0 ; 
3. Enquanto (C f. 0) faça 
4. Selecione Trj de C; 
5. Para as tarefas i na máquina Mr,; entre T1j e a menor posição para onde se pode mover T11 
faça 
6. troque T11 e i promovendo deslocamentos, gerando S1; 
7. Se F(SJ) < F(So) então 
8. S0 =S1; 
9. Recalcule C; 
O algoritmo JA produz soluções em que as tarefas iniciais de cada job tendem a ficar 
no início do schedule. A cada iteração em que ocorre uma melhoria, o novo conjunto C 
gerado contém uma tarefa a menos, de forma que ao final, ele se encontrará vazio. 
Dada uma solução inicial, o algoritmo faz todas as alterações que cobrem o conjunto 
de soluções da vizinhança de busca e o valor encontrado é o melhor que ele poderia obter. 
Supondo o pior caso, pode-se calcular o custo de uma única iteração do algoritmo, 
imaginando a seguinte situação: uma determinada tarefa T1j se encontra na última posição 
em uma máquina, sendo que nesta máquina estão escalonadas n tarefas. Esta tarefa 
precisa ser movida para o mais próximo possível do instante O, no diagrama de Gantt. 
Pelo algoritmo, ela não será trocada com a tarefa inicial de qualquer job na instância. 
Supondo ainda que na máquina não existam outras tarefas nestas condições, pode-se 
verificar que T1j será trocada com no máximo n- 1 tarefas, onde n é o número de tarefas 
em uma máquina. Dado que a cada troca o Dispatcher deve ser executado para que se 
calcule o makespan, o que é feito em tempo O(n), então o custo para urna máquina é 
dado por n * (n- 1), ou seja, O(n 2 ). Como isto será executado para m máquinas, a 
complexidade de tempo total para esta heurí:stica torna-se O(m * n 2). Note que este pior 
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caso não poderia ocorrer para muitas tarefas, pois não é possível que todas estejam no 
final em cada máquina. 
Dada uma solução inicial qualquer gerada da instância definida abaixo (tarefa, tempo 
de processamento, máquina), pode-se verificar o funcionamento do algoritmo a partir 
desta solução. 
Instância: 
Job 1 - (T11 ,3,1),(T21 ,5,2),(T31 ,10,3),(T41 ,1,4) 
Job 2- (T12 ,9,3),(T22 ,10,2),(T32 ,2,1),(T42 ,3,4) 
Job 3- (T13 ,10,1),(T23 ,3,4),(T33,4,2),(T43 ,5,3) 







3 8 11 13 15 18 23 25 28 tempo 
Figura 3.1: Solução inicial para uma instância com 3 jobs e 4 máquinas. 
Esta solução é representada pela seguinte seqüência: 
noindente as tarefas assinaladas executam na mesma máquina nesta ordem determi-
nada. 
A única tarefa que pode ser inserida no conjunto C é a T12 • Ela pode ser inserida no 
lugar da tarefa T31 e as tarefas entre T31 e T12 serão deslocadas uma posição à direita. 
Esta operação gerará uma nova seqüência definida da seguinte maneira: 
Tu Tu T13@@T23 T33 T41 ® Tzz T32 T42 
Esta nova seqüência quando processada pelo Dispatcher produz o schedule da Figura 
3.2, com uma melhoria significativa no makespan da solução. 
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máquinas 
3 5 8 11 1315 20 22 tempo 
Figura 3.2: Solução final após execução de J A. 
3.3 Heurística de Trocas em Máquinas Aleatórias 
Existem algumas tarefas que não começam imediatamente após suas antecessoras nos 
jobs. Tais tarefas podem ser adiantadas em relação às tarefas que compartilham com 
ela a mesma máquina. Se uma determinada máquina puder ter suas tarefas rearranjadas 
de forma a tentar aproximar tarefas, que estão distantes de suas antecessoras para mais 
perto delas pode-se, eventualmente, diminuir o makespan. 
Pensando desta forma, pode-se definir uma vizinhança de busca onde seleciona-se uma 
máquina aleatoriamente, e efetua-se trocas entre as tarefas desta máquina, respeitando-se 
a posição das antecessoras de cada tarefa, para evitar seqüências inválidas. 
A heurística funciona da seguinte maneira: enquanto ocorrerem melhorias, seleciona-
se uma máquina m aleatoriamente, e para cada tarefa T desta máquina, são realizadas 
trocas com as demais que estão antes de T. Caso alguma melhoria ocorra, a solução 
será acumulada em uma solução Sa, para que todas as tentativas de trocas possam ser 
realizadas. Somente após todas as possibilidades de trocas na máquina m serem realizadas, 
a solução S recebe Sd, e o algoritmo continua, selecionando-se, aleatoriamente, outra 
máquina, diferente de m, e repetindo o processo. Como o número de melhorias é finito, 
garante-se que a heurística termina. 
Algoritmo de Trocas em Máquinas Aleatórias (MA) 
1. Sa := Sm := solução inicial; 
2. Enquanto melhora faça 
3. Seleciona máquina m aleatoriamente; 
4. Paxa todas as tarefas na máquina m (conjunto C) faça 
5. Selecione uma tarefa T do conjunto de tarefas na máquina m; 
6. Para todas as demais tarefas T 1 em C faça 
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7. realize as trocas com deslocamentos entre T' e T, quando possível, 
gerando Sd; 
8. Se melhora então 
10. So := Sm; 
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Para uma iteração, o número de trocas possíveis é da ordem de n * n, onde n é o 
número de tarefas em cada máquina. 
Dada a solução final na Figura 3.2, pode-se usá-la como solução inicial para exempli-
ficar o funcionamento da heurística MA. As tarefas com maior tempo de término são T42 
na máquina 4, T32 na máquina 1, Tzz na máquina 2 e T43 na máquina 3. As tarefas T42 e 
T32 não podem ser adiantadas, pois já estão o mais próximo possível de suas antecessoras. 
A tarefa T22 pode ser trocada com a T33 e com a T21 para que fique mais próxima de sua 
antecessora T12 • 
Após realizar a troca entre T22 e T21 a nova seqüência obtida passa a ser: 
Tn T12®®T13 T23T31 @ T41 T43 T32 T42 
L antecessora de T 22 






3 5 8 10 12 15 19 20 
Figura 3.3: Solução após uma iteração de MA. 
25 tempo 
Pode-se ob~ervar que tal alteração não promoveu nenhuma melhoria, então a solução 
inicial permanece a mesma e a tarefa T22 é agora trocada com a T 33 , resultando na 
seqüência: 
que após ser processada pelo Dispatcher, gera o schedule da Figura 3.4. 
As máquinas são desmarcadas se a operação gerar uma nova solução com makespan 
menor, ou se um total de k iterações ocorrerem ( k foi definido empiricamente como sendo 







Tu T12 TnT13 T23 T3t T22 T33 T41 T43 T32 T42 
t t 
8 13 15 18 
Figura 3.4: SoluÇão após outra iteração de MA. 
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23 tempo 
igual ao número de máquinas na instância). Novas tarefas com maior tempo de término 
são selecionadas, mas como nenhuma delas consegue ser movida, o algoritmo pára. 
Uma variação simples deste algoritmo é feita escolhendo k máquinas com maior tempo 
de processamento total (máquinas gargalo) ao invés de escolher aleatoriamente, o que 
gerará uma versão determinística do algoritmo. Esta heurística também foi testada e seus 
resultados estão relacionados na tabela do fim deste capítulo sob a denominação de MG. 
3.4 Heurística de Troca Aleatória de Jobs 
Existem jobs em uma solução, cujas tarefas poderiam ser melhor posicionadas em relação 
a outras tarefas de outros jobs, em uma solução. Saber ao certo qual seria esta posição 
não é fácil, então, uma opção razoável é experimentar trocar jobs de lugar uns com os 
outros, tentando encontrar uma melhor posição para as tarefas. Assim, pode-se definir 
uma vizinhança de busca escolhendo um job aleatoriamente, que será trocado com uma 
certa porcentagem dos demais, tentando posicionar melhor suas tarefas na seqüência. A 
heurística consiste em simplesmente trocar as posições de tarefas de um job i na seqüência, 
pelas posições relativas às tarefas de um job j. Primeiramente se escolhe um job i, alea-
toriamente, e troca-se este job com os demais. Se alguma destas trocas resultar em uma 
solução com makespan menor, ela passa a ser a solução inicial e o algoritmo continua 
selecionando outro job aleatoriamente diferente dos já selecionados. O algoritmo termina 
quando k jobs tiverem sido trocados, onde k é um parâmetro escolhido empiricamente. 
Testes foram feitos para valores de k iguais a 50% e 100% do número de jobs da instância. 
A Tabela 3.1 mostra os resultados destes testes sobre as instâncias Law05, LawlO e Law15, 
encontradas em [Law84]. A primeira coluna desta tabela representa a instância testada. 
A segunda coluna se subdivide em outras duas onde estão descritas a média de makespans 
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de algumas execuções do algoritmo sobre uma solução de cada instância e o tempo de 
processamento para k = 100%. A outra coluna contém os mesmos tipos de subcolunas 
para k:::: 50%. A última coluna mostra os valores de makespan das soluções iniciais. 
Algoritmo de Troca de Jobs (TJ) 
1. So := solução inicial; 
2. Enquanto (k >O e existe job j disponível) faça 
3. selecione um job j que ainda não tenha sido escolhido; 
4. torne j não disponível; 
5. troque j com k% dos demais jobs; 
6. Se alguma destas trocas resultar em uma solução St com menor makespan então 
7. So := St; 
8. atualize k; 
100% 50% 
Instância média tempo(s) média tempo(s) inicial 
Law05(10x5) 597 1.3 597 0.8 690 
Law10(15x5) 1038 4.0 1038 3.5 1163 
Law15(20x5) 1303 13.2 1304 8.3 1337 
Tabela 3.1: Verificação de melhor valor de k para TJ. 
A partir da Tabela 3.1, pode-se intuir que k =50% dos jobs, aparentemente é melhor 
do que k = 100%. 
No exemplo descrito abaixo pode-se verificar como o algoritmo trabalha. A heurística 
T J consegue fazer trocas em várias máquinas ao mesmo tempo, sem que se tenha escolhido 
um critério específico para tal troca, devido ao fato de que as trocas são feitas em jobs. 
A solução na Figura 3.5 é uma solução para a instância definida abaixo. 
Job 1- (T11 ,10,2),(T21 ,15,1),(T31 ,15,3) 
Job 2- (T12,10,2),(Tn,10,3),(T,2,10,1) 
Job 3- (T13 ,10,1),(T23,10,2),(T33 ,5,3) 
que é representada na seguinte seqüência: 





10 20 35 45 50 50 60 tempo 
Figura 3.5: Solução inicial para uma instância 3x3. 
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Escolhendo-se o job 3 para ser trocado com o job 1, obtêm-se a seguinte seqüência, 
que resulta na solução melhorada no diagrama de Gantt na Figura 3.6. 
10 20 25 30 40 45 50 tempo 
Figura 3.6: Solução melhorada após trocar o job 3 com o job 1. 
Seguindo o algoritmo, não mais se escolhe o job 3 para ser trocado com outro job. 
Desta nova solução seleciona-se um job que ainda não tenha sido escolhido. Escolhendo-
se o job 2, este pode ser trocado com os jobs 1 e 3. Se a troca for feita entre qualquer 
uma destas duas possibilidades nenhuma melhoria ocorre. 
O custo de uma iteração do algoritmo é dado por k * k * n, onde k representa um 
percentual do número total de jobs na instância e n é o número de tarefas (custo do 
Dispatcher). O algoritmo pára se nenhuma melhoria é obtida, ou até que k% dos jobs 
tenham sido escolhidos. Este algoritmo obteve resultados razoáveis e sua característica 
mais favorável, é que ele gera uma vizinhança bem distinta dos outros algoritmos apre-
sentados até agora. Esta heurística teve resultados mais expressivos em comparação com 
as demais heurísticas citadas anteriormente. 
Também para esta heurística é possível criar uma outra versão (determinística) em que 
se escolhe k jobs com maior tempo de processamento total, isto é, jobs em que a somatória 
dos tempos de processamento de suas tarefas componentes sejam maiores. Esta heurística 
é denominada TJMTP (Troca de Jobs com Maior Tempo de Processamento), e tem seus 
resultados representados nas Tabelas 3.3 e 3.6 para soluções geradas aleatoriamente e 
também sobre soluções obtidas por um algoritmo de construção que gera schedules ativos. 
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3.5 Heurística de Troca de Arcos Disjuntivos 
Esta heurística foi desenvolvida partindo da definição do JSP usando grafos disjuntivos 
e tomando como base algumas vizinhanças usadas na literatura por outros métodos tais 
como Simulated Anneaiing [LAL92]. A vizinhança é definida por se trocar quaisquer 
arcos disjuntivos pertencentes ao caminho crítico, pois tal troca garante a factibilidade 
da solução [Bal69]. Nesta heurística, todas as soluções são representadas por seleções 
em um grafo disjuntivo. Dada uma seleção inicial, uma vizinhança é gerada realizando 
trocas entre tarefas que executam na mesma máquina, tal que os nós representados por 
estas tarefas pertençam ao caminho crítico, gerando outra seleção. O caminho crítico 
é calculado toda vez que uma seleção é gerada (novo grafo). Se o makespan (tamanho 
do caminho crítico) desta nova seleção for menor do que o da solução inicial, então ela 
passa a ser a solução inicial e o algoritmo recomeça. Estas trocas são feitas para k% dos 
arcos disjuntivos pertencentes ao caminho crítico. Se não houver melhorias, o algoritmo 
termina. Os valores empiricamentetestados para k foram 20%, 30%, 50% e 100% dos arcos 
do caminho crítico. Na Tabela 3.2 estão descritos os resultados obtidos com estes testes, 
para as mesmas soluções iniciais usadas para determinar o parâmetro k do algoritmo T J 
(Tabela 3.1). Desta tabela pode-se concluir que se forem feitas trocas em 50% dos arcos 
no caminho crítico, obtêm-se a mesma eficiência que se forem usados 100%, mas com 
menor tempo de processamento. As colunas denominadas média representam a média 
dos valores de makespans obtidos de um determinado número de execuções e os tempos 
relacionam-se também a valores médios. 
20% 30% 50% 100% 
Instância média tempo(s) média tempo(s) média tempo(s) média tempo(s) 
Law05(10x5) 676 0.2 676 0.2 628 0.5 628 0.7 
Law10(15x5) 1073 0.3 1072 0.3 1059 0.8 1058 1.2 
Law15(20x5) 1325 0.3 1318 0.4 1315 0.9 1315 1.4 
Tabela 3.2: Verificação de melhor valor de k para AD. 
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Algoritmo de Troca de Arcos Disjuntivos (AD) 
1. 5 0 ·.::::::seleção illicial; 
2. Calcule o caminho crítico de So (Cs0 ); 
3. Inicie k; 
4. Enquanto k > O faça 
5. selecione, aleatoriamente, um nó x pertencente ao caminho crítico ; 
6. troque a direção entre x e y tal que y também pertença ao caminho crítico e seja adjacente a x, 
desde que o arco conectando x e y seja disjuntivo; 
7. recalcule o caminho crítico desta nova seleção S;; 
8. Se o valor do caminho crítico for menor do que Cs0 então 
9. So ::::::: 5;; 
10. Atualize k; 
A cada iteração do algoritmo, é necessário que se calcule o caminho crítico de uma 
solução. Isto pode ser feito na ordem do número de tarefas da solução (CLR90]. 
Este algoritmo é baseado na vizinhança N1 descrita no capítulo 2. Uma alteração 
nesta heurística, baseada na vizinhança N2, poderia gerar menos trocas possíveis ( vizi-
nhança mais restrita), mas o custo para se manter soluções inválidas que são geradas 
nesta vizinhança, por se fazer trocas em arcos não pertencentes ao caminho crítico, fez 
com que esta vizinhaça não fosse usada aqui. 
3.6 Resultados Computacionais 
Foram feitos testes com as heurísticas, aplicadas sobre algumas instâncias de tamanhos 
variados. Tais instâncias são Abz5 encontrada em [ABZ88], Law05, LawlO, Law15, Law20, 
Law25 e Law31, encontradas em [Law84]. Como aqui são tratadas heurísticas de melhoria, 
que partem de soluções iniciais, então foram feitos testes usando: 
• soluções iniciais geradas aleatoriamente, através de um algoritmo em que cada tarefa. 
é aleatoriamente selecionada dentre as disponíveis (escalonáveis) neste instante da 
execuçao. 
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• soluções iniciais gerad·as por um algoritmo de construção, sendo usado o algoritmo 
GTWH usado em [Cav95]. Esta heurística gera escalonamentos ativos, e a idéia 
básica foi desenvolvida por Giffier e Thompson. Usou-se um mecanismo adicional 
de definição do espaço de busca, chamado de janelas de prioridade proposto em 
[SWV92]. 
A Tabela 3.3 mostra os resultados de cada heurística, em termos do makespan obtido 
partindo de soluções aleatórias. Os resultados são relativos a média de cinco execuções 
sobre cinco soluções diferentes, ou seja, os algoritmos aleatórios foram executados 5 vezes 
sobre cada uma das 5 soluções de cada instância testada. Este mesmo procedimento de 
teste foi usado usando soluções ativas. 
As heurísticas T J, AD e T JMTP obtiveram os melhores resultados partindo de soluções 
aleatórias. A Tabela 3.4 mostra os resultados para soluções geradas por GTWH. Usando 
estas soluções iniciais obtém-se melhor performance por parte do algoritmo AD. O símbolo 
* representa valores ótimos para cada. instância. 
Instância Makespan Inicial Melhor Conhecido JA MG MA AD TJ TJMTP 
Ab,5(10x10) 2265 1234* 1690 2216 1782 1493 1446 1500 
Law05(10x5) 1088 593* 787 753 720 653 597 631 
Law10(15x5) 1394 958" 1135 1140 1085 962 984 1013 
Law15(20x5) 2115 1207" 1520 1504 1465 1329 1336 1406 
Law20(10x10) 1750 902* 1240 1413 1239 1191 1071 1124 
Law25(15x!O) 2044 977. 1441 1508 1380 1316 1215 1291 
Law31(30x10) 3375 1784 .. 2290 2305 2257 2113 2057 2130 
Tabela 3.3: Tabela de resultados de makespans obtidos pelas heurísticas executando sobre 
soluções aleatórias. Para tais soluções, os melhores valores foram alcançados por T J. 
Instância Makespan Inicial Melhor Conhecido JA MG MA AD T.J TJMTP 
Ab,5(10x10) 1801 1234" 1801 1750 1752 1584 1499 1502 
Law05(10x5) 734 593* 697 699 688 634 619 619 
Law10(15x5) 1275 958* 1241 1262 1192 1005 1058 1110 
Law15(20x5) 1577 1207* 1538 1511 1525 1344 1383 1415 
Law20(10x10) 1308 902' 1279 1257 1236 1175 10!)6 lll7 
Law25(15x10) 1465 977" 1464 1465 1450 1234 1254 1366 
Law31(30x10) 2449 1784" 2449 2444 2425 2135 2180 2191 
Tabela 3.4: Tabela de resultados de makespans obtidos pelas heurísticas executando sobre 
soluções ativas. Para tais soluções, os melhores valores foram obtidos por AD. 
A Tabela 3.5 mostra a distância percentual da solução inicial e da solução obtida por 
cada heurística após a execução sobre soluções geradas aleatoriamente. A Tabela 3.6 
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mostra os resultados para as soluções geradas por GTWH. 
Com base nestas tabelas, pode-se perceber qual tipo de solução é mais adequada para 
ser aplicada aos A-Teams. 
Pode-se notar que os melhores resultados são obtidos das soluções geradas aleatoria-
mente, pois -possibilitam maior atuação por parte das heurísticas. Isto justifica o uso de 
soluções aleatórias para os testes realizados com os A-Teams. Uma outra conclusão que se 
pode tirar a respeito dos resultados mostrados nas tabelas é sobre a performance de cada 
algoritmo. Pode-se perceber que existe uma ordem crescente de algoritmos em relação 
aos resultados alcançados por eles. 
Instância Mkp. Inic.(%) JA(%) MG(%) MA(%) AD(%) TJ(%) TJMTP(%) 
Ab,5(10x10) 83.6 37.0 71.6 44.4 21.0 17.2 21.6 
Law05(10x5) 83.5 32.7 27.0 21.4 10.1 0.7 6.4 
Law10(15x5) 45.5 18.5 19.0 13.3 0.4 2.7 5.7 
Law15(20x5) 75.2 25.9 24.6 21.4 10.1 10.7 16.5 
Law20(10x10) 94.0 37.5 56.7 37.4 32.0 18.7 24.6 
Law25(15x10) 109.2 47.5 54.4 41.3 34.7 24.4 32.1 
Law31(30x10) 89.2 28.4 29.2 26.5 18.4 15.3 19.4 
Tabela 3.5: Tabela de distâncias dos valores obtidos pelas heurísticas em relação ao melhor 
conhecido executando sobre soluções aleatórias. 
As heurísticas MA e T JMTP podem apresentar resultados isolados bons, mas na média 
são apenas melhores que JA e MG. Os melhores resultados ficam por conta de AD e TJ, 
pois estas, em várias execuções conseguem chegar ao valor ótimo de algumas instâncias 
pequenas. 
Pode-se obter resultados muito bons para uma ou outra instância com as heurísticas, 
mas na média a classificação de melhores resultados é: TJ, AD, TJMTP, MA, JA e MG. 
Instância Makespan Inicial JA MG MA AD TJ TJMTP 
Ab,5(10x10) 45.9 45.9 41.8 41.8 28.4 21.5 21.7 
Law05{10x5) 23.8 17.5 17.9 16.0 6.9 4.4 4.4 
Law10(15x5) 33.0 29.5 31.7 24.4 4.9 10.4 15.9 
Law15(20x5) 30.7 27.4 25.2 26.4 11.3 14.6 17.2 
Law20(10x10) 45.0 41.8 39.4 37.0 30.2 21.5 23.8 
Law25(15xl0) 49.9 49.9 49.9 48.4 1 26.3 28.4 39.8 
Law31(30x10) 37.3 37.3 37.0 35.9 19.7 22.2 22.8 
Tabela 3.6: Tabela de distâncias dos valores obtidos pelas heurísticas em relação ao melhor 
conhecido executando sobre soluções ativas. 
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As Tabelas 3. 7 e 3.8 mostram o tempo de execução (em segundos) de cada heurística, 
executando sobre ambos os tipos de soluções (aleatória e ativa). Note que não existe 
dependência entre o tempo de execução e o tipo de solução inicial. 
Instância JA MG MA AD TJ TJMTP 
Aba5(10x10) 0.3 0.3 0.3 1.2 1.3 0.7 
Law05(10x5) 0.2 0.2 0.2 1.5 0.6 0.3 
Lawl0(15x5) 0.3 0.3 0.3 4 2.7 0.9 
Law15(20x5) 1.6 0.4 0.5 15 7 2.1 
Law20(10x10) 0.3 0.3 0.3 1 1.3 0.5 
Law25(15xl0) 0.6 0.5 0.7 5 2 1.7 
Law31(30x10) 4 1.8 3.7 10 25 23 
Tabela 3.7: Tabela de tempo de cpu (em segundos) pára a execução das heurísticas sobre 
soluções aleatórias. 
Instância JA MG MA AD TJ TJMTP 
Aba5(10x10) 0.3 0.2 0.3 0.7 1.8 0.8 
Law05(10x5) 0.2 0.2 0.2 0.2 0.6 0.3 
Law10(15x5) 0.6 0.3 0.3 2 3 1 
Law15(20x5) 2 0.3 0.4 8 5 2 
Law20(10xl0) 0.3 0.2 0.5 0.5 1.3 0.5 
Law25(15x10) 1.3 0.2 0.5 2.3 2 1.8 
Law31(30x10) 6.5 4 2.0 10 25 24 
Tabela 3.8: Tabela de tempo de cpu (em segundos) para a execução das heurísticas sobre 
soluções ativas. 
Em relação ao tempo, as heurísticas mais caras são TJ e AD. Para TJ, quanto maior 
o número de jobs na instância, maior o tempo de execução. AD depende diretamente do 
número de arcos disjuntivos que podem existir na solução, ou seja, depende do número 
de máquinas e da quantidade de tarefas em cada máquina. Os tempos de execução das 
instâncias maiores refletem o custo de tal heurística com maior clareza. 
Capítulo 4 
Times Assíncronos para o J ob Shop 
Scheduling Problem 
4.1 Introdução 
A técnica conhecida como Times Assíncronos ou A-Teams tem sido usada com rela-
tivo sucesso na resolução de alguns problemas de otimização combinatória, tais como 
o problema do Caixeiro Viajante (TSP) resolvido por [Sou93], ou mesmo problemas de 
seqüenciamento tais como o Flow Shop Problem resolvido em [Pei95] e até mesmo o 
próprio JSP resolvido em [Cav95] usando basicamente heurísticas de construção. O pre-
sente trabalho tem por objetivo verificar a eficácia de Times Assíncronos para resolver o 
JSP usando basicamente heurísticas de melhoria. 
Neste capítulo é dada a definição e as características de Times Assíncronos. São apre-
sentados os A-Teams propostos para resolver o JSP, juntamente com os resultados com-
putacionais. Para finalizar, o Time Assíncrono de melhoria foi acoplado ao de construção 
proposto em [Cav95], e os resultados também estão descritos neste capítulo. 
4.2 Definição e Características 
Um A-Team é uma técnica que se utiliza de alguns algoritmos que interagem entre si 
através de memórias compartilhadas, objetivando encontrar soluções melhores do que po-
deriam ser obtidas pelos algoritmos executando isoladamente. Não existe um núcleo cen-
tral para controlar este conjunto de algoritmos. Estes algoritmos, comumente chamados 
de agentes, ínteragem de forma independente dentro de uma organização, comunicando-se 
somente através de memórias compartilhadas. 
Graficamente, um A-Team genérico é representado na Figura 4.1. Os retângulos re-
presentam memórias, e as setas representam os algoritmos (agentes) que executam sobre 
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as memórias. Tais agentes lêem dados das memórias, processam tais dados e alimentam 
as memórias com estes dados processados, seguindo critérios particulares de escolha da 
solução, e inserção da solução nas memórias. 
Na Figura 4.1, o agente a retira dados da memória A, processa-os, e insere estes dados 
modificados na memória B. O agente b retira dados de A e B, processa-os, e insere-os 
em C, O agente c retira dados de C, e, após processar, insere em A. Além disso, A é a 
memória com os dados iniciais e é inicializada por um agente de inserção I. Os dados são 




b a c 
B 
Figura 4.1: Representação gráfica de um A- Team. 
As principais propriedades que caracterizam A-Teams são: 
• fluxo de dados cíclico: agentes recuperam, modificam e armazenam informações con-
tinuamente nas memórias compartilhadas. Isto possibilita realimentação e interação 
contínua entre eles. 
• comunicação assíncrona: agentes podem ler e escrever informações nas memórias 
compartilhadas sem que haja qualquer sincronização entre eles. 
• autonomia: cada agente é independente; alterações em um agente nao afetam o 
comportamento de nenhum outro agente do time. 
Alguns fatores possibilitam alto grau de paralelismo em A-Teams. Tais fatores são: 
• Autonomia: os agentes são independentes uns dos outros. Cada agente decide sobre 
qual solução pegar da memória, sobre como irá atuar sobre tal solução e o momento 
em que irá inserir novamente na memória. 
• Comunicação assíncrona: devido à autonomia dos agentes, a independência entre 
eles e a existência de memórias compartilhadas, a comunicação entre os agentes 
pode ocorrer de forma assíncrona. 
• Granularidade grossa dos algoritmos: o tempo de comunicação de um algoritmo 
é inferior ao seu tempo de processamento, devido ao porte dos problemas sendo 
resolvidos. 
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Além destes fatores, sua hierarquia totalmente descentralizada possibilita seu uso em 
ambientes de rede, podendo ser colocado um agente em cada nó da rede. Devido a inde-
pendência existente entre estes agentes, uma falha não se propaga por toda a organização, 
proporcionando maior robustez. Não há necessidade de processos gerenciando o fluxo e a 
cooperação entre os agentes. A inserção ou retirada de agentes pode afetar a performance 
em termos de resultados, mas não em termos de funcionalidade, não causando danos à 
estrutura. 
Aspectos importantes que caracterizam a dinâmica da orgamzaçao sao a smerg1a e 
a eficiência em escala. Há sinergia entre os agentes se é observado que, quando traba-
lhando juntos, os agentes produzem melhores resultados do que se estiverem separados. 
Já a eficiência em escala pode ser observada em uma organização segundo Talukdar e 
Souza [Tal93, ST93], se tal organização permitir que novos agentes sejam introduzidos 
facilmente, cooperando efetivamente com os demais. Eficiência em escala têm sido obser-
vada empiricamente, para determinadas ordens de inserção de agentes, nas quais pode-se 
observar melhoria gradativa da função objetivo. 
4.3 Times Assíncronos para o JSP 
A motivação para a aplicação de Times Assíncronos para a resolução do JSP se deve 
ao fato de ser uma técnica adequada para a resolução de problemas em que existem 
vários algoritmos para resolvê-los, mas nenhum deles suficientemente eficiente. JSP se 
enquadra nesta classe de problemas. Uma outra razão é a existência de um trabalho que 
obteve sucesso na tarefa de resolver o JSP usando heurísticas de construção [Cav95]. A 
inserção de heurísticas de melhoria tende a melhorar ainda mais a performance, chegando 
a melhores resultados. 
A aplicação de A-Teams requer que se faça uma análise de alguns parâmetros impor-
tantes tais como o fluxo de dados que se vai usar, o tamanho das memórias usadas, as 
políticas de destruição aplicadas, entre outros. O tamanho da memória influencia direta-
mente sobre o tempo de execução. Quanto maior a memória, maior o tempo de execução. 
Se esta for muito pequena, pode ser que não se obtenha a diversidade necessária. 
As políticas de destruição permitem manter a diversidade na memória. Neste trabalho 
são analisados dois tipos básicos: a que obteve melhores resultados em [Cav95], que é ba-
seada em escolher com probabilidade linear que permite manter diversidade na memória, 
e a outra política experimentada se baseia na eliminação da pior solução na memória. 
Algumas variações foram aplicadas nestas duas políticas e serão apresentadas na seçao 
4.4. 
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4.3.1 Fluxo de Dados 
O primeiro passo na elaboração de A- Teams é a definição do fluxo de dados, que definirá 
como cada agente atuará sobre as memórias, fazendo leituras, inserções e remoções de 
dados. Definirá também a interação dos membros para promover um ciclo de execução 
dos mesmos. 
Um ciclo simples é mostrado na Figura 4.2, onde somente um agente de melhoria AD 
lê uma solução da memória, processa a solução produzindo outra, com melhor makespan 
e insere esta solução na memória de maneira ordenada, o que facilita o acesso aos dados. 
A função dos agentes destrutores (D) é eliminar uma solução da memória de soluções 
completas, permitindo abrir um espaço para que a nova solução seja inserida. Isto é 
necessário, pois os tamanhos das memórias são estáticos e pré-determinados. 
AD 
I Completas D 
Figura 4.2: Ciclo de um A-Team com um único agente de melhoria. 
Na Figura 4.2, foi mostrado um agente pertencente a uma classe composta pelos algo-
ritmos de melhoria que foram apresentados no capítulo 3. Uma outra classe de algoritmos 
que atua sobre estas memórias é mostrada a seguir. 
4.3.2 Algoritmos Diversificadores 
Quando se usa heurísticas baseadas em busca local, como o próprio nome sugere, pode-se 
alcançar ótimos locais, sem que se consiga fugir de tais valores somente usando as mesmas 
heurísticas. Com base nesta suposição, sugere-se o uso de uma classe de heurísticas que 
possibilitará manter a memória de soluções completas diversificada. A idéia básica por 
trás de tal heurística é fazer com que as máquinas nas soluções tenham algum tempo 
ocioso, quando todas as tarefas tenderem a ficar juntas numa solução melhorada. Isto 
possibilitará maior atuação por parte das heurísticas de melhoria. Uma heurística de tal 
tipo, usada em uma configuração do A-Team usado para resolver o JSP é descrita abaixo. 
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Algoritmo Diversificador - DV 
1. Escolha um job aleatoriamente; 
2. Atrase todas as tarefas deste job em relação a sua predecessora na máquina, usando inserções para 
evitar soluções inválidas; 
3. Execute o Dispatcher sobre a nova seqüência compondo a nova solução; 
A idéia do algoritmo é bastante simples, mas ele possibilita abrir "buracos'' numa 
solução onde as tarefas estão bem "juntas". Um exemplo do funcionamento de tal 
heurística é mostrado a seguir. Na Figura 4.3, uma solução inicial está sendo repre-
sentada. Note que esta solução apresenta poucos espaços vazios. 
10 20 25 30 35 40 45 tempo 
Figura 4.3: Solução inicial para uma instância de 3 jobs e 3 máquinas. 
Se escolher um job qualquer, por exemplo, o job 1 para ser "atrasado", obtêm-se a 
seguinte solução, mostrada na Figura 4.4. 
máquinas 
10 15 2025 30 40 45 55 tempo 
Figura 4.4: Solução final após o término da execução da heurística diversificadora. 
Uma outra idéia bastante simples também consiste em escolher um job aleatoriamente, 
retirá-lo da solução, inserí-lo no final da mesma e calcular o Dispatcher sobre esta nova 
seqüência. Este algoritmo não se mostrou eficiente, devido à existência do algoritmo de 
melhoria JA que, quando executado sobre a solução gerada por este diversificador, causa 
o retrocesso da operação realizada. Contudo, sobre outras heurísticas, seu uso é favorável. 
A Figura 4.5 mostra como este agente diversificador é usado nos A-Teams propostos 
neste trabalho. O agente AD seleciona aleatoriamente uma solução da memória, e gera 
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uma solução S. Usando a política D uma outra solução Sd é eliminada para que se insira 
a nova solução S na memória. O agente diversificador DV escolhe também aleatoriamente 
uma solução Si, gerando a. partir dela uma outra solução 5,11,, que será armazenada na 
memória de soluções não refinadas. Um outro agente de melhoria (HT) pega então esta 
solução, gerando outra a partir dela e inserindo segundo os mesmos critérios usados pelo 
agente AD, na memória de soluções completas. 
I Completas D 
DV 
Não Refinadas 
Figura 4.5: A-Team com ciclo diversificador. 
4.3.3 Memórias 
Conforme proposto em [Pei95], as memortas podem vanar de acordo com os tipos de 
agentes que estão atuando sobre elas. Basicamente existem dois tipos de memórias: buffers 
que somente servem como depósitos intermediários de dados entre dois agentes, e as 
memórias propriamente ditas, que devem possuir agentes destrutores para que não ocorra 
overfiow. A determinação de como devem ser as memórias usadas na estrutura dos A-
Teams, deve se basear no funcionamento do mesmo e também no número de agentes que 
acessam tais memórias. Ao se projetar um A-Team, tanto os fluxos de dados, como as 
memórias devem ser bem definidas. As memórias, em geral, não devem conter dados que 
precisem ser pré-processados pelos agentes, para que não haja desperdício de tempo na 
execução dos mesmos . 
.'Jo caso das configurações usadas aqui, tem-se os dois tipos de memórias. A memória 
de soluções completas tem um tamanho que deve variar de acordo com a instância sendo 
testada. Existem agentes destrutores atuando sobre a memória para controlar a quan-
tidade de dados dentro dela. A memória de soluções não refinadas nada mais é do que 
um buffer, que serve para fornecer a um agente, uma solução gerada por um outro. Isto 
é uma questão de implementação·e se deve porque os agentes envolvidos em tal fluxo, 
atuam sobre soluções na memória de maneira a formarem um fluxo contínuo entre si. Na 
Figura 4.5, o agente DV lê uma solução da memória, processa e a solução gerada por ele 
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é imediatamente lida pelo agente HT. Esta memória poderia conter várias soluções e ter 
um agente destrutor associado a ela, mas devido a não complexidade dos agentes envol-
vidos, optou-se por torná-la mais simples, para evitar operações de inserção e remoção 
desnecessárias aumentando o tempo de processamento. 
O tamanho da memória de soluções completas foi testado de acordo com o tamanho 
das instâncias usadas. Para instâncias com um número pequeno de tarefas (até 100 
tarefas), usou-se memórias de tamanho variando de 50 a 100 soluções, valores que também 
foram testados em [Cav95]. Instâncias de tamanhos intermediários ou grandes (de 200 
a 2000 tarefas), tamanhos adequados de memória, testados empiricamente, variam de 
100 a 200 soluções na memória. Neste trabalho foram feitos testes usando os resultados 
apresentados no trabalho citado acima. Os tamanhos de memórias que apresentaram 
melhores resultados foram os apresentados na Tabela 4.1. 
Instância Tam. Mem Makespan Tam. Mem Makespan 
Ab,5(10x10) 100 1242 60 1248 
Law05(10x5) 100 593 60 593 
Law10(15x5) 100 958 60 958 
Lawl5(20x5) 100 1207 60 1207 
Law20(10x10) 100 911 60 912 
Law25(15x10) 100 998 60 1009 
Law30(20x10) !50 1382 100 1392 
Law31(30x10) !50 1784 100 1784 
Law36(15x15) !50 1364 100 1343 
Tabela 4.1: Teste para verificação de tamanhos de memórias adequados para algumas 
instâncias. 
Vale ressaltar que nem sempre o tempo de processamento foi menor para memórias 
de tamanho menor. Isto se deve ao fato de que a performance, neste caso, depende do 
estado das soluções na memória. A variação de- tempo para instâncias pequenas não é 
significativa. 
Outra observação importante se refere ao número de iterações. Foram usados os 
mesmos números de iterações para a execução sobre memórias de tamanhos diferentes. 
Isto justifica o resultado relativo à instância Law36, pois pode-se presumir que as iterações 
não foram suficientes para permitir que os agentes pudessem agir completamente sobre 
tais soluções. 
Da tabela foram derivados alguns valores de tamanhos de memórias que se tornaram 
padrão na execução dos A-Teams neste trabalho. Para as instâncias com até 75 tarefas, 
foram usadas memórias com 60 soluções. Para instâncias com até 150 tarefas, foram 
usadas memórias com 100 soluções. Para as demais instâncias foram usadas memórias 
com 150 soluções. 
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4.3.4 Iniciação das Memórias 
Para que os agentes de melhoria no A- Team comecem a atuar, é preciso que a memória 
esteja parcialmente ou totalmente preenchida com soluções. Quando se usa heurísticas 
de construção, pode-se optar por iniciar a memória parcialmente. Neste trabalho, po-
deria ser usado o mesmo recurso, mas como diversidade é fundamental para que as 
heurísticas trabalhem com eficácia, optou-se por preencher a memória totalmente com 
soluções aleatórias. 
Como visto no capítulo 3, as heurísticas de melhoria trabalham melhor sobre soluções 
geradas aleatoriamente, do que sobre soluções obtidas por um algoritmo conhecido na 
literatura (GTWH). Isto justifica a estratégia usada para preencher a memória de soluções 
completas dentro do A- Team. Outra justificativa é o emprego desta técnica em outros 
trabalhos tais como em [Cav95, Pei95J. Tal memória foi preenchida por um algoritmo 
gerador de soluções aleatórias. 
Este algoritmo trabalha escolhendo aleatoriamente entre tarefas escalonáveis uma que 
será inserida no schedule. Tarefas escalonáveis são as que obedecem às restrições do pro-
blema, ou seja, ou elas não possuem antecessoras, e neste caso podem ser imediatamente 
escalonadas, ou então, suas antecessoras já foram escalonadas. Tal estratégia possibilita 
gerar uma maior diversidade na memória e verificar a convergência dos agentes em relação 
às soluções na memória. 
4.4 Políticas de Destruição 
As políticas de destruição são métodos usados pelos chamados algoritmos de destruição 
para selecionar soluções na memória que serão eliminadas, de forma a reciclá-la. 
A importância das políticas de destruição para A-Teams se deve a alguns fatores, 
tais como, necessidade de diversidade na memória, manutenção da qualidade e espaço 
limitado, entre outros. Conforme a política de destruição usada, os valores das soluções 
na memória convergem mais rapidamente ou não, possibilitando ou não maior atuação 
dos agentes sobre as soluções nas memórias. 
Basicamente, foram usadas para testes quatro políticas de destruição: 
• Destruição da pior solução na memória (DI), adicionada ao critério de aceitação de 
soluções desde que sejam melhores do que a solução inicial (semente). As heurísticas 
de melhoria trabalham internamente utilizando tal critério, ou seja, elas tentam 
produzir sempre uma solução melhor do que a inicial recebida por elas. Tal política 
causa uma rápida convergência de valores na memória, sendo que para instâncias 
consideradas mais difíceis, fica inviável o uso da política D1 , pois a diversidade 
necessária para que os agentes trabalhem bem é perdida rapidamente. 
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• Destruição de soluções com probabilidade linear, usando também o critério citado 
anteriormente para aceitar soluções na memória (D 2). Esta política segue uma 
função de probabilidade linear crescente para eliminar soluções da memória. Tal 
política permite uma convergência mais lenta dos valores na memória, fazendo com 
que haja um maior campo de soluções para as heurísticas trabalharem. A probabi-
lidade de destruir a melhor solução na memória é nula. A função pode ser vista na 





melhor makespan pior makespan 
Figura 4.6: Eliminação de soluções na memória seguindo uma distribuição linear. 
• Destruição de soluções com probabilidade linear, combinado a um critério de aceitação 
que permite inserir soluções na memória desde que sejam melhores do que a pior 
(D3 ). Esta política foi aplicada especificamemente para alguns agentes do A- Team. 
• Destruição de soluções com probabilidade linear, semelhante à política D 2 , mas com 
um fator de tolerância para aceitar soluções geradas por heurísticas, que executam 
sobre soluções da memória de soluções não refinadas (D4 ). Tal fator de tolerância 
é da ordem de 10% sobre o makespan da semente. Tal valor foi baseado em testes 
feitos em [Cav95J. No fluxo formado por um algoritmo diversificador seguido de 
um algoritmo de melhoria, deseja-se obter diversidade. A condição para que estes 
algoritmos de melhoria, que lêem da memória de soluções não refinadas, insiram 
uma solução na memória é relaxada, ou seja, eles não precisam gerar uma solução 
melhor do que a que receberam, havendo este fator de tolerância de 10%. Isto foi 
feito para que não se perdesse a possível diversidade gerada pelos dois algoritmos 
(diversificador e melhoria). Note que, por esta razão, a curva de piores valores pode 
ocilar entre valores maiores e menores. 
Quando se usa heurísticas de melhoria, fica implícito que a aceitação de soluções na 
memória é vinculada ao critério interno das heurísticas, ou seja, aceitar soluções desde 
que sejam melhores do que a semente que a gerou. Mas isto causa uma convergência 
razoavelmente rápida dos valores das soluções na memória. 
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As políticas D3 e D4 não são usadas exclusivamente nos A-Teams de melhoria. Elas 
são combinadas a melhor política entre D1 e D 2 , para inserção de soluções geradas pelos 
agentes que lêem soluções da memória diversificada. Isto permite que os agentes realmente 
forneçam soluções mais variadas à memória de soluções válidas (completas). Assim, uma 
solução gerada por eles não precisa ser melhor do que a semente. Os demais agentes 
que trabalham unicamente sobre a memória de soluções completas usam a política D2 , 
considerada melhor quando comparada a D 1 • 
A Tabela 4.2 mostra resultados (valores médios de makespans) de testes usando estas 
políticas de destruição para cinco instâncias específicas: Abz5, Abz7, Law20, Law25 e 
Law30, encontradas em [ABZ88, Law84]. 
Instância D, D, D2+D3 D2+D4 
Abz5 lOxlO 1249 1242 1258 1252 
Ab,7(20x15) 707 714 717 714 
Law20(10x10) 912 910 909 907 
Law25(15xl0) 1022 1006 1025 1014 
Law30(20x10) 1375 1355" 1380 1381 
Tabela 4.2: Tabela de resultados de verificação de políticas de destruição. 
Os Gráficos 4.7, 4.8, 4.9 e 4.10 mostram como se comportam as curvas de convergência 
dos melhores e piores valores de soluções na memória usando as quatro políticas de des-
truição mostradas. 
Observando as curvas de melhor valor de makespan na memória, o menor valor al-
cançado foi obtido usando a política D2. Em termos de valores médios, também comprova-
se que esta política se adequa mais ao A-Team proposto. 
4.5 Eficiência em Escala 
A eficiência em escala mostra que a inserção de agentes causa melhorias nos resultados. Foi 
preciso determinar uma ordem de inserção de agentes para a determinação da eficiência 
em escala. Para determinar tal ordem, baseou-se nos resultados isolados das heurísticas 
apresentadas nos capítulos 2 e 3. Um critério usado para selecionar heurísticas para inserir 
no A-Team foi a média de resultados obtidos por elas e também a verificação do quanto 
elas diferem entre si. Em princípio, não foram inseridos algoritmos como MG e TJMTP, 
pois são semelhantes às suas versões aleatórias MA e T J que foram selecionadas. 
Para verificar eficiên-cia em escala foram usadas algumas configurações mostradas na 
Figura 4.11. A configuração (a) é a mais simples, tendo somente um agente de melhoria 
lendo dados da memória de Soluções Válidas. Nas figuras seguintes, agentes são inseri-
dos de acordo com os resultados obtidos por cada um deles isoladamente, numa ordem 
•• 













o 2000 4000 6000 8000 10000 12000 14000 1(1000 18000 20000 .. ~
52 
Figura 4. 7: Gráfico de convergência usando política D1 para a instância Law25. Note que 
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Figura 4.8: Gráfico de convergência usando política D2 para a instância Law25. A curva 
de piores valores converge mais lentamente. 
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Figura 4.9: Gráfico de convergência usando política D2 + D3 para a instância Law25. A 
curva de pior valor na memória converge mais lentamente, mas a curva de melhor valor 
não alcança o mesmo resultado que no gráfico anterior. 
crescente. A última configuração (Figura 4.10.e) representa a inserção simultânea de três 
novos agentes (DV, AD e HT), considerados um único para fim de simplicar os testes. 
A inserção de AD novamente, se justifica pelo fato de que sua performance é compro-
vadamente boa, e o tempo de execução não é tão alto. HT se mostrou eficaz no início, 
quando se tem várias soluções ruins na memória, mas a medida que as soluções vão me-
lhorando, sua importância diminui, sendo necessário que haja um agente mais robusto 
para aproveitar as alterações feitas pelo diversificador. 
Os Gráficos 4.12, 4.13, 4.14 e 4.15 mostram os resultados dos testes feitos para verificar 
eficiência em escala. As instâncias usadas foram Abz5, Law20, Law25 e Law31. Para todas 
estas instâncias, a seqüência de inserção de agentes resultou em eficiência em escala. 
Como se pode notar, a última configuração na Figura 4.11 gera os melhores resultados 
para as instâncias testadas, sendo portanto, a configuração escolhida para executar os 
testes restantes e também para acoplar com o A-Team de construção proposto em [Cav95]. 
4.6 Resultados Obtidos com o A-Team de melhoria 
O A-Team completo (configuração e na Figura 4.11) foi executado sobre várias ou-
tras instâncias conhecidas na literatura, sendo encontradas em [FT63, Law84, ABZ88] 
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Figura 4.10: Gráfico de convergência usando política D2 + D4 sobre a instância 
Law25.Neste caso, não houve ocorrência de aumento de valores na memória devido ao 
fato de que o diversificador não produziu valores maiores do que o pior da memória. 
e [Ta.i93]. Para todos os testes considerados aqui, fez-se uso de uma Sun Sparc-1000. 
Os melhores valores conhecidos descritos na quinta coluna da Tabela 4.3 foram obtidos 
de diversas fontes diferentes, descritas abaixo. Para algumas instâncias, são descritos os 
tempos de execução e a máquina onde foram executadas. 
• instâncias de Lawson: LawOl, Law02, Law05-Law15, Law23, Law26-Law28, Law30-
Law35 foram primeiramente resolvidas em (ABZSSJ, sendo todas testadas num com-
putador VAX780/11. Para se chegar ao valor ótimo da instância Law30 foram ne-
cessários 551 segundos de tempo de cpu. Já as instâncias Law03, Law04, Law18, 
Law 19, Law22, Law24, Law25, Law39 e Law40 foram resolvidas por um método 
aproximado chamado Shuffie descrito em [AC91]. Este método consiste de uma 
heurística de enumeração parcial baseada no Branch and Bound de Carlier e Pin-
son [CP89], onde uma ou mais mliquina.s são fixadas em uma ordem e as restantes 
são resolvidas otimamente, usando um método de branch and bound. As instâncias 
Lawl6, Law17, La.w21, Law36, Law37 foram resolvidas primeiramente em [CP90]. 
Finalmente, as instâncias La29 e La38 foram resolvidas por métodos de busca local 
desenvolvidos em [VAL95]. 
• instâncias de Adams, Balas e Zawack: Abz5 foi resolvida pelo algoritmo Shuffle 
[Lou95] em 113.7 segundos de cpu em uma máquina Sparc Station 1, e o melhor 
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Figura 4.11: a) configuração inicial; b) configuração com dois agentes de melhoria; c) con-
figuração com três agentes de melhoria; d) configuração com quatro agentes de melhoria; 
e) configuração completa com seis agentes agentes de melhoria e 1 agente diversificador. 
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Figura 4.12: Gráfico de eficiência em escala para Abz5. 
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Figura 4.13: Gráfico de eficiência em escala para Law20. 
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Figura 4.14: Gráfico de eficiência em escala para Law25. 
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Figura 4.15: Gráfico de eficiência em escala para Law31. 
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valor de uma solução para Abz7 foi obtido por um algoritmo de Busca Tabu [Tai94]. 
• instâncias de Taillard: Tai20 se encontra ainda em aberto, tendo o melhor valor 
conhecido sido obtido por um algoritmo de Busca Tabu. 
• instância de Muth e Thompson: FtlO foi primeiramente resolvida em [CP89J, como 
citado no capítulo 2 desta dissertação, com tempo de cpu equivalente a 3305 segun-
dos em um mini-computador PRIME 2655. 
• instâncias de Vaccari: Swvül ainda se encontra em aberto, sendo o melhor valor 
conhecido obtido em 1995 usando o algoritmo de Cook e Applegate [AC91J. 
O A-Team executa por um número de iterações determinado empiricamente. Foram 
feitos testes de convergência de melhores e piores valores na memória, e a partir destes tes-
tes, foram determinados os números de iterações para instâncias de tamanhos diferentes. 
Inicialmente, o A-Team foi executado por um número grande de iterações. Observando 
o gráfico de curva de convergência dos valores na memória, determinou-se o número de 
iterações. Por exemplo, se para uma determinada instância, os valores da memória con-
vergem em 10000 iterações na média de excuções, os testes serão realizados sobre este 
número de iterações. 
A Tabela 4.3, mostra os resultados computacionais do A- Team de melhoria. A primeira 
coluna mostra as instâncias e seus respectivos tamanhos, a segunda coluna mostra o 
melhor valor obtido da execução do A- Team, a terceira mostra o valor médio obtido em 
cinco execuções. A quarta coluna reflete o tempo médio de cpu em segundos, a quinta 
mostra o melhor valor conhecido para a instância testada e a sexta coluna mostra a 
distância percentual entre os valores obtidos pelo A-Team e o melhor conhecido. Algumas 
instâncias encontram-se em aberto na literatura, aparecendo então dois valores que são o 
lower~bound e o upper-bound de cada instância. 
O critério para a escolha destas instâncias baseou-se em três fatos: 
• Estas instâncias têm sido usadas em diversos trabalhos. 
• Algumas instâncias encontradas em [ABZ88] e [Law84] foram usadas para testar o 
A-Team de construção que também é objeto de experimentos neste trabalho. 
• Os últimos resultados obtidos destas instâncias são relativos a outubro de 1995, 
sendo os mais atuais encontrados. 
Para a maioria das instâncias testadas obteve~se resultados satisfatórios, sendo que 
quando não se alcançou o valor ótimo, o resultado obtido ficou bastante próximo deste. 
Verifica-se que os resultados do A-Team dependem diretamente da performance das 
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Instância Melhor Mkp Mkp (média) tempo médio(s) Mkp. Conh. distância(%) 
Ab,5(10x10) 1238 1242 5767 1234 0.3 
Abú(20x15) 707 710 60971 655-665 6 3 
Law01(10x5) 666 666 64 666 0.0 
Law02(10x5) 655 655 333 655 0.0 
Law03(10x5) 597 604 400 597 0.0 
Law04(10x5) 590 590 345 590 0.0 
Law05(10x5) 593 593 3 593 0.0 
Law06(15x5) 926 926 33 926 0.0 
Law07(15x5) 890 890 445 890 0.0 
Law08(15x5) 863 863 114 863 0.0 
Law09(15x5) 951 951 141 951 0.0 
Lawl0(15x5) 958 958 12 958 0.0 
Law11(20x5) 1222 1222 1224 1222 0.0 
Law12(20x5) 1039 1039 128 1039 0.0 
Law13(20x5) 1150 1150 467 1150 0.0 
Lawl4(20x5) 1292 1292 4 1292 0.0 
Lawl5(20x5) 1207 1207 4577 1207 0.0 
Law16(10x10 946 946 3228 945 0.1 
Law17(1010) 784 784 1530 784 0.0 
Law18(1010) 848 848 2347 848 0.0 
Law19(10x10) 848 848 3074 842 0.7 
Law20(10x10) 907 910 5514 902 0.6 
Law21(15x10) 1090 1110 1115 1046 4.2 
Law22(15x10 967 969 9665 927 4.3 
Law23(15x10) 1032 1032 2276 1032 0.0 
Law24(15x10) 952 968 9045 935 1.8 
Law25(15x10) 997 1002 7728 977 2.0 
Law26(20x10) 1220 1228 40518 1218 0.2 
Law27(20x10) 1269 1284 33134 1235 2.8 
Law28(20x10) 1260 1261 34771 1216 3.6 
Law29(20x10) 1228 1235 35292 1130-1153 6.5 
Law30(20x10) 1355 1360 37001 1355 0.0 
Law31(30x10) 1784 1784 42878 1784 0.0 
Law32(30x10) 1850 1850 31297 1850 0.0 
Law33(30x10) 1719 1719 47481 1719 0.0 
Law34(30x10) 1721 1721 9444 1721 0.0 
Law35(30x10) 1888 1888 29153 1888 0.0 
Law36(15x15) 1315 1315 6537 1268 3.7 
Law37(15x15) 1466 1466 28519 1397 4.9 
Law38(15x15) 1269 1277 33422 1196 6.1 
Law39(15xl5) 1271 1275 29706 1233 3.1 
Law40(15x15) 1254 1258 40092 1222 2.6 
Tai20(20x15) 1483 1492 37032 1316-1353 9.6 
Ft10(10x10) 939 958 4510 930 LO 
Swv01(20x10) 1560 1566 58434 1392-1418 10.0 
Tabela 4.3: Resultados obtidos pelo A-Team de melhoria. 
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heurísticas que o compõem. Como foi verificado no capítulo 3, as heurísticas criadas 
nan 
são eficazes para todas as instâncias. Quando combinadas em um A-Team, a performance 
melhora consideravelmente, chegando próximo ou exatamente ao melhor valor conhecido. 
Ainda assim, para aquelas instâncias em que as heurísticas têm um desempenho muito 
ruim, o A-Team consegue resultados bons, mas não consegue chegar ao valor ótimo. 
Parece intuitivo que, quando combinando heurísticas em um A-Team, o tempo para 
a execução cresça consideravelmente, pois as heurísticas executarão mais vezes. A Ta-
bela 4.4 permite verificar isto, fazendo uma comparação do A-Team composto com uma 
heurística de melhoria local (LI) proposta em [Lou95J. Esta heurística não foi inserida 
no A-Team. O tempo é bem maior, mas os resultados que se consegue são melhores. O 
A-Team proposto também é comparado na mesma tabela com um algoritmo Simulated 
Annealing (SA), que também está descrito em [Lou95]. 
Ambos os métodos (Li e SA) não foram implementados neste trabalho. Os resul-
tados foram obtidos da referência citada, e foram obtidos executando os métodos em 
uma SparcStation 1. Os resultados do A-Team são também relativos a execução sobre 
este mesmo tipo de máquina. Pode-se comparar os resultados obtidos pelo algoritmo SA 
com os resultados obtidos pelo A-Team, sendo que para duas das instâncias propostas o 
A-Team obteve resultados melhores contra os outros dois obtidos pelo algoritmo Simu-
lated Annealing, sendo que este último método oferece certa dificuldade em se ajustar 
parâmetros para se obter bons resultados. Esta tabela não corresponde a resultados da 
média de execuções, mas sim, do melhor resultado obtido. 
Instância A-Team tempo(s) LI tempo(s) SA tempo(s) 
Ft10 945 19812 952 2.76 949 10800 
Abz5 1238 24740 1270 2.4 1246 10900 
Law19 848 13494 863 2.98 843 10800 
Law20 907 3622 918 3.03 902 978 
Tabela 4.4: Tabela de resultados comparativos do A-Team com LI (Local Improvement) 
e Simulated Annealíng. 
4. 7 Acoplando ao A- Team de Construção 
Um dos objetivos deste trabalho é verificar também a performance de heurísticas de 
melhoria, trabalhando junto com heurísticas de construção, compondo um único A-Team. 
O A-Team apresentado neste capítulo foi acoplado ao A-Team de construção proposto 
por Cavalcante em [Cav95]. É necessário descrever o A-Team de construção para que se 
entenda como ele trabalha. 
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4. 7.1 A-Team de Construção 
A Figura 4.16 mostra a estrutura do A~Team de construção utilizado. Como citado em 
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Figura 4.16: A-Team de Construção. 
• Algoritmos baseados em consenso: usam duas ou mais soluções para gerar uma 
outra, dispondo, para tal, de informações das soluções de entrada [Sou93J. Neste 
trabalho, foram usadas algumas subclasses deste tipo de algoritmos. 
Consenso baseado em intersecção extraem partes comuns de soluções, com-
pondo uma solução parcial destas. Dentro desta subclasse se enquadram o 
!TE e IMG. 
Consenso baseado em união constrói uma nova solução unindo partes de duas 
soluções originais. Tais algoritmos aceitam sugestões de várias soluções na 
composição de uma nova (parcial ou completa). Algoritmos como SI e SMG 
são exemplos deste tipo de algoritmo. 
Consenso baseado em diferenças (DTE) baseia-se nas diferenças entre soluções 
e não em consenso entre as mesmas. Como definido em [Cav95], dadas duas 
soluções A e B, distintas, se A é de alguma forma melhor que B, então existe 
algo de bom em A que não existe em B. A idéia é formar uma solução par-
cial usando basicamente as tarefas que estejam fora da intersecção entr~ duas 
soluções, conservando a ordem em que elas aparecem na melhor das duas. 
• Algoritmos de construção partem dos dados de definição do problema e constrõern 
uma solução. Nas heurísticas GTWA, GTWSA, GTWH, PRT e MTPR apresen-
•• 
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tadas em [Cav95] faz-se uso de técnicas de perturbações, de regras de prioridade e 
classes de schedules. 
4.7.2 Memórias 
As memórias envolvidas neste A-Team são semelhantes às usadas no A-Team de melhoria. 
A memória de soluções válidas é exatamente a mesma usada no A- Team de melhoria, e é 
por meio desta que os dois A-Teams se comunicam. Os agentes de construção escrevem 
soluções nesta memória, os agentes de consenso lêem soluções, os de melhoria e os diver-
sificadores realizam ambas as operações sobre esta memória. Já a memória de soluções 
parciais funciona, basicamente, como um buffer onde uma solução é inserida até que seja 
processada por um agente de construção. 
A estratégia de inicialização usada variou· conforme a instância testada. Para as 
instâncias propostas em [Tai93], que são as mais difíceis e consomem mais tempo, foi 
usada a heurística GTWH, pois desta forma se possibilita diversidade na mem9ria e se 
permite, ainda, diminuir o tempo de processamento para cada instância, visto que já se 
parte de soluções razoá.veis. Já para as demais instâncias, esta característica não causa 
benefícios, sendo necessária a inicialização das memórias com soluções aleatórias. 
A política de destruição usada, permite destruir as soluções com probabilidade linear, 
ou seja, a mesma usada no A-Team de melhoria, dado que se comprovou ser a mais 
adequada em ambos os trabalhos. 
4.7.3 Composição 
A união dos dois A-Teams, resultou na configuração mostrada na Figura 4.17. Note que 
o elo de comunicação entre todos os agentes é a memória de soluções válidas. 
Inicialmente, as memórias são preenchidas com soluções geradas aleatoriamente (para 
a maior parte das instâncias), e então os agentes são escolhidos aleatoriamente para execu-
tar. Tais agentes podem ser quaisquer dentre os de consenso, construção, diversificadores 
e de melhoria. Eles executam simulando concorrência, ou seja, os agentes não estão 
distribuídos em vários processadores, mas sim, compartilhando um único. 
4.8 Resultados Computacionais 
4.8.1 Eficiência em Escala 
O A-Team de construção pode ser visto como um novo agente sendo inserido na estrutura 
apresentada na seção 3.5. Isto significa que para se comprovar eficiência em escala para 
esta nova estrutura, deve-se verificar se os resultados obtidos com a inserção deste "novo 
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Figura 4.17: A-Team final após a união (configuração f). 
agente" causa melhoria nos makespans obtidos. Os gráficos 4.18 e 4.19 mostram que a 
eficiência em escala pode ser comprovada para algumas instâncias. 
O tempo de execução aumenta consideravelmente, em virtude de se ter mais agentes 
trabalhando, e também de se conseguir muita diversidade na memória, com a inserção de 
algoritmos de consenso. Também é preciso salientar que deve-se executar por um número 
maior de iterações quando se insere o A- Team de construção, devido a sua execução mais 
rápida e sua convergência mais lenta. 
4.8.2 Sinergia 
A sinergia é observada de duas formas distintas. Primeiro, observando as Tabelas 3.3 
e 3.4 do capítulo 3, pode-se ver que os resultados obtidos pela execução das heurísticas 
sobre soluções aleatórias ou ativas, não se aproximam dos valores obtidos pela execução 
das heurísticas dentro do A-Team. Da mesma forma, em [Cav95], a mesma comparação 
foi feita em relação as heurísticas de construção, e verificou-se também que a performance 
melhora dentro do A-Team. 
4.8.3 Resultados Gerais 
A Tabela 4.5 permite verificar a performance da técnica usada aqui, e também verificar 
comparativamente, para algumas instâncias, os resultados obtidos pelo A-Team de cons-
trução, o de melhoria e o combinado. Os -resultados mostrados referem-se à média de cinco 
execuções feitas e não aos melhores valores encontrados para as instâncias relacionadas. 
Comparando a performance do A- Team de melhoria com o de construção verifica-se 
que o primeiro obtém melhores resultados. 








1 2 3 4 5 6 
numero de agentes 












"' 1 2 3 4 
numero de agentes 
5 6 
Figura 4.19: Curva de eficiência em escala para a instância Law22. 
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Instância Construção melhoria combinado Conhecido 
Abz5 1267 1238 1238 1234 
Abz7 718 707 706 655-665 
Lawl6 979 946 959 945 
Law17 792 784. 792 784 
Law18 848. 848. 848 .. 848 
Lawl9 866 848 850 842 
Law20 907 907 907 902 
Law21 1106 1090 1092 1046 
Law22 967 967 962 927 
FtlO 969 939 952 930 
Tabela 4.5: Resultados comparativos de valores de makespan e tempo de execução em 
segundos obtidos pelos A-Teams de construção, Melhoria e a combinação de ambos. 
Já a comparação do A-Team combinado com o de melhoria mostra, no geral, a melhor 
atuação do segundo. De fato, há indícios de que as soluções geradas pelas heurísticas 
de construção não possibilitam que os agentes de melhoria atuem com total eficácia. 
Isto pode ser verificado por alguns testes no capítulo 3, onde as heurísticas de melhoria 
foram submetidas a soluções geradas pela heurística de construção GTWH [Cav95]. Para 
algumas instâncias, contudo, o A-Team combinado obteve melhores resultados, como para 
Abz7 e Law22. Acredita-se que o A-Team combinado não consegue suplantar o A-Team 
de melhoria, devido a configuração usada. Neste trabalho, o A-Team de construção foi 
inserido como um único agente, com a mesma configuração obtida em [Cav95]. Esta 
configuração pode não ser a mais adequada para se juntar às heurísticas de melhoria, pois 
ela causa uma convergência dos valores em mínimos locais. 
A Tabela 4.6 mostra os resultados gerais obtidos da execução da configuração com-
binada, aplicada a algumas instâncias que se encontram em aberto ou não na literatura. 
Nesta tabela constam valores relacionados ao tempo de cpu gasto pelo A-Team combinado. 
Todos os valores médios foram obtidos de cinco execuções do A- Team. 
Comparando esta tabela com a Tabela 4.3, nota-se que o A- Team combinado obteve 
melhores resultados do que o A-Team de melhoria para as instâncias Abz7, Law40 e 
SwvO!. 
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Média de tempo Mk. 
Abzó "3" 1240 4053 1234 
Abz7 706 706 140142 665 
Law25 lO lU 1014 33770 07C 
Law26 1233 1233 75853 1218 
Law' 1313 1315 48561 1235 
Law"8 1264 1265 70663 1216 
Law20 1258 1260 33280 13U-ll53 
Law37 1466 1466 65002 1397 
Law" lJUó lJUó 143bU =i Law39 1310 1315 ~ Law4U 1252 mo 
Swv01 1490 1497 96975 1418 
Tabela 4.6: Resultados finais obtidos pelo A- Team combinado. 
Capítulo 5 
Conclusões 
Esta dissertação tem o objetivo de verificar a adequação de Times Assíncronos na re-
solução do Job Shop Scheduling Problem. O trabalho se baseou em heurísticas de melho-
na. 
Algoritmos de melhoria foram desenvolvidos usando técnicas de vizinhança de busca. 
Outros algoritmos necessários para a elaboração do fluxo de dados dentro do A-Team 
também foram criados. Para algumas instâncias, as heurísticas TJ e AD (de melhoria) 
chegaram ao valor ótimo. 
Algumas instâncias de tamanhos variados e com características distintas foram aplica-
das ao A-Team elaborado, permitindo a verificação da atuação do A-Team ao problema. 
Eficiência em escala e cooperação sinérgica foram verificadas estarem presentes nos 
A-Teams. Os resultados obtidos comprovaram a adequabilidade desta técnica para pro-
blemas como o JSP, usando somente heurísticas de melhoria. 
O A-Team desenvolvido neste trabalho foi acoplado ao desenvolvido em [Cav95], objeti-
vando comprovar-se a eficiência em escala, quando do acréscimo de um leque de heurísticas 
de construção junto às heurísticas de melhoria. Os resultados obtidos não suplantaram 
a performance do A-Team de melhoria, talvez, pelo fato de que a configuração usada 
pelo A-Team de construção não seja a mais adequada para se combinar com heurísticas 
de melhoria. Foi verificado no capítulo 3, que as heurísticas de melhoria propostas aqui 
atuam com mais eficácia sobre soluções aleatórias, e não sobre soluções ativas, que são 
trabalhadas pelo A- Team de construção. 
Os resultados foram confrontados, e o A-Team de melhoria conseguiu obter valores 
razoáveis em relação ao de construção, sendo que este último foi comparado com uma 
heurística eficiente da literatura, conhecida como Shifting Bottleneck em [Cav95]. Como 
os resultados são ainda melhore~ do que os obtidos somente pelo A-Team de construção, 
fica comprovada a melhor performance dos A-Teams apresentados neste trabalho. 
Comprovou-se também que existe uma dependência entre os resultados das heurísticas 
e os resultados do A.-Team. Para as instâncias em que as heurísticas ficam muito distantes 
67 
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do valor ótimo ou melhor conhecido, os A- Teams superam em muito sua performance, 
chegando em valores muito próximos, mas ainda assim, não iguais ao ótimo, devido à 
falta de uma heurística um pouco mais eficaz. 
Os resultados isolados do A-Team de melhoria ultrapassaram os obtidos pelo de cons-
trução, nas instâncias onde este último foi testado. Para outras instâncias cujo melhor 
valor não foi alcançado, a combinação dos dois A-Teamsfoi usada, e os resultados obtidos 
ficaram mais próximos do melhor valor conhecido para a instância Abz5, SwvOl e Law40. 
A dificuldade de se implementar A-Teams é diretamente proporcional à dificuldade de 
se implementar os algoritmos que o compõem. Como as heurísticas propostas são razoavel-
mente simples, a codificação não ofereceu dificuldade. A simplicidade de implementação 
torna o A-Team mais atraente quando comparado a implementação, por exemplo, do 
Shzjting Bottleneck que exige grande esforço de programação. 
5.1 Contribuições 
• Concepção e implementação de seis heurísticas de melhoria baseadas em técnicas de 
busca em vizinhança para o JSP. 
• Comprovação da adequabilidade de A-Teams, usando heurísticas de melhoria, ao 
domínio de problemas de escalonamento de tarefas e, mais especificamente, para o 
JSP. 
• Comprovação de que, para o JSP, as heurísticas simples de melhoria propostas, 
executadas em conjunto realizam um trabalho mais eficiente do que separadas. 
• Implementação de um algoritmo de melhoria da literatura, adaptado ao universo do 
problema descrito aqui, onde só existe uma máquina de cada tipo. 
• Incorporação de agentes diversificadores ao domínio de A-Teams. 
• Comprovação de que eficiência em escala pode ser obtida usando heurísticas de 
melhoria, ou combinando construção e melhoria. 
5.2 Extensões e Trabalhos Futuros 
• Elaboração de heurísticas de melhoria mais eficazes, usando a outra vizinhança ( N2) 
descrita no capítulo 2, ou ainda outras vizinhanças a serem pesquisadas. 
• Versão paralela do A-Team combinado, para verificar a performance em relação ao 
tempo de processamento. 
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• Novos fluxos de dados usando abordagens com outras representações do problema, 
usando o algoritmo de Dispatcher como um agente. 
• Testes com A-Team de construção inserido parcialmente no A-Team de melhoria. 
• Verificação da diversidade decorrente de se combinar os dois A-Teams, e deter-
minação da diversidade esperada (estudo da diversidade). 
lll _IU!IL 
Bibliografia 
[ABZ88] J. Adarns, E. Balas e D. Zawa.ck," The Shifting Bottleneck Procedure for Job 
Shop Scheduling", Management Scíence, Vol34, 391-401, march, 1986. 
[AC91] D. Applegate e W. Cook," A Computational Study of lhe Job Shop Scheduling 
Problem", ORSA Journal on Computing, Vol 3, 1991. 
[ALU94J E. H. L. AArts, J.K. Lenstra e N.J. Ulder," A Computational Study of Local 
Search Algorithms for Job Shop Scheduling", ORSA Journal on Computing, Vol 
6, 1994. 
[Aus90] S. Austin," An Introduction to Genetic Algorithms", AI Expert, March, 1990. 
[Bak74] K. R. Baker," Introduction to Sequencing and Scheduling", New York, John 
Wiley, !97 4. 
[Bal67] E. Balas," Discrete Programming by the Filter Method", Operations Research, 
No. 15, 915-957, 1967. 
[Bal69] E. Balas," Machine Sequencing Disjunctive Graphs: an Implicit Enumeration 
Algorith", Operations Research, Vol 17, 914-957, 1969. 
[Ben90] J. L. Bentley," Experimenta on Traveling Sa.lesman Heuristic", Proccedíngs o f 1st. 
Annals of ACM-SIAM Symposium on Discrete Algorihms, SIAM, Philadelphia, 
PA, 1990. 
[Ben92J J. L. Bentley," Fast algorithms for geometric Traveling Salesman Problems", 
ORSA Journal on Computing, 4, 387-411, 1992. 
[BESW93] J. Blazewicz, K. Ecker, G. Schimidt e J. Werlags," Scheduling in Computer 
and Ma.nufaturing Systems", Spring-Verlag, Berlim, 1993. 
[BJ93J P. Brucker e B. Jurisch," A New Lower Bound for the Job Shop Scheduling 
Problem", European Journal of Operational Research, Vol64, 156-167, 1993. 
70 
.. - .11-'.aL 
BIBLIOGRAFIA 71 
(Cav95] V. F. Cavalcante1" A-Tcams para o Job Shop Scheduling: Heurísticas de Cons-
truçãd1 1 Dissertação de Mestrado, Departamento de Ciência da Computação1 
Unicamp, 1995. 
[CLR90J Thomas H. Carmen, Charles E. Leiserson and Ronald L. Rivest," lntroduction 
to Algorithms", MIT Press, 1990. 
[CP89] J. Carlier e E. Pinson," An Algorithm for Solving the Job Shop Problem", Ma~ 
nagement Science, Vol 351 1989. 
[CP90] J. Carlier e E. Pinson1 " A practical use of Jackson's preemptive schedule for 
solving the job-shop problem11 1 Annals of Operational Research, Vol 26, 269-287. 
[Dav91] L. Da vis, "Handbook of Genetic Algoritms", Van Nostrand Reinhold1 New York, 
1991. 
[FT63] J. F. Muth, G. L. Thompson, " Industrial Scheduling", Prentice Hall, Englewood 
Cliffs, New Jersey, 1963. 
[FBH91] D. Fogarty1 J. Blackstone and T. Hoffmann, "Production and Inventory Mana-
gernent ", South-Western Publishing Co., 1991. 
[Fre82] S. French," Sequencing and Scheduling: An Introducton to the Mathematics of 
the Job-Shop", John Willey, New York, 1982. 
(Gei93] A. Geist et Ali, "PVM: Parallel Virtual Machine - A users Guide and Tutorial 
for Network Parallel Computing", The MIT Press, Cambridge, Massachussetts, 
London, England. 
[Gei94J A. Geist et Al, "PVM 3 Users Guide and Reference Manual", May1 1994. 
[GH85] R. L. Graharn and P. Hell, " On the history of the minimum spanning tree 
problem ", Annals of History of Computing, 7, 43-57. 
[GJ78] M. R. Garey e D. S. Johnson," Computers and Intractability: a Guide to the 
Theory of NP-Completeness" 1 Freeman1 San Francisco, 1978. 
[Glo90] F. Glover,"Tabu Search", ORSA Journal on Computing, 2,1990, 04-32. 
[Glo93] F. Glover, "A Users Guide to Tabu Search", Annals of Operations Research, Vol 
41, 1991, 03-28. 
[Joh90] D. S. Johnson, " Local optimization and the Travelling Salesman Problem "1 




[LAL92] P. Laarhoven, E. Aarts, J. Lenstra," Job Shop Scheduling by Simulated Annea~ 
ling", Operations Research, Vol 40, jan-feb, 1992. 
[Law84] S. Lawrence, "Resource constrained project scheduling: an experimental inves-
tigation of heuristic scheduling techniques (Supplement)", Graduate School of 
Industrial Administration, Carnegie-Mellon University, Pittsburgh, Pennsylva-
ma. 
[LK73] S. Lin e B. W. Kernighan," An Effective Heuristic Algorithm for the Traveling 
Salesman Problem\ Operations Research, Vol 21, 1973, 498-516. 
[Lou95] H. R. Lourenço, "Job-shop scheduling: Computational study of local search and 
large-step optimization methods", European Journal o f Operalional Research, Vol 
83, 347-364, 1995. 
[Mer87] J. Meredith, "The Management o f Operations", John Wiley & Sons, 1987. 
[MG93] M. Grõtschel, "Combinatoria1 Optimization: A Survey", to be published in Hand-
book of Combinatorics by North-Holland. 
[ML93] B. L. Maccarthy e J. Liu," Addressing the Gap in Scheduling Research: a Review 
of Optimization and Heuristc Methods in Production Scheduling", lnternational 
Jounal o f Production Research, Vol 31, jan, 1993. 
[MSS88] H. Matsuo, C. J. Suh e R. S. Sullivan, 1988, "A controlled Search Simulated An-
nealing Method for the General Jop Shop Scheduling Problem'', Working Paper 
03-04-88, Graduate School of Business, The University of Texas at Austin, TX. 
(MTM92] J. Mcclain, J. Mazzola, L. Thomas," Operations Management - Production of 
Goods and Services", Prentice-Hall, 1992. 
[NY91] R. Nakano and T. Yamada, "Conventional Genetic Algorithm for Job Shop Pro-
blems", Proccedingt> of the Fourth International Conference on Genetic Algo-
rithms,R.K. Blew, L.B. Booker, San Diego, CA, 1991. 
[Pei95) H. P. Peixoto, "Metodologia de Especificação de Times Assíncronos para Proble-
mas de Otimização Combinatória", Dissertação de Mestrado, Departamento de 
Ciência da Computação, Unicamp, 1995. 
(SK79] A. S. Spachis e J. R. King," Job Shop Scheduling Heurístics with Local Neigh-
bourhood Search", International Journal of Operah'onal Research, Vol 17, 1979. 
(Sou93] P. S. de Souza," Asynchronous Organization for Multi-Algorithm Problems" ,Ph. 
D. Dissertation, Electrical and Computer Engineering Department, Carnegie Mel-
lon University, Pittsburgh, PA, 1993. 
•• 
BIBLIOGRAFIA 73 
[Tal93] S. Talukdar," Asynchronous Teams" ,Fourth Symposium on Expert System Applí-
cation to Power Systems, Melbourne, Austrália, jan, 1993. 
[ST93] P. S. de Souza e S. N. Talukdar, ~~ Asynchronous Organizations for Multi-
Algorithm Problems", ACM Symposium on Applied Computing, Indianapolis, 
IN, feb, 1993. 
[SWV92] R. Storer, S. Wu e R. Vaccari," New Search Space for Sequencing Problems 
with Aplication to Job Shop Scheduling", Management Science, Vol 38, 1992. 
[Tai93] E. Taillard, "Benchmarks for basic scheduling problems", European ]ournal o f 
Operational Research, 64, 278-285. 
[Tai94] E. Taillard, "Parallel Taboo Search technique for the jobshop scheduling pro-
blem", ORSA Journal on Computing, Vol6, 108-117. 
[TS92] S. N. Talukdar e P. S. de Souza," Scale Efficient Organizations", Proccedíngs of 
the 1992 IEEE International Conference on Systems,Man and Cybertics, Chicago, 
Oct, 1992. 
[VAL95] R. J. M. Va.essens, E. H. L. Aa.rts, J. K. Lenstra, "Job Shop Scheduling by local 
search11 , Memorandum COSO R 94-05 (second revision version), Department of 
Mathematics and Computing Science, Eindhoven, The Netherlands, 1995. 
[YI89] Taeyong Yang e J. P. Ignizio," An Heuristic Algorithm for Project Scheduling 
with Limited Resources11 1 Engeeniring Optt.mization, Vol 14, 1989. 
