In this work, we develop a space-time block code for noncoherent communication using techniques from the field of quantum error correction. We decompose the multiple-input multiple-output (MIMO) channel into operators from quantum mechanics, and design a non-coherent space time code using the quantum stabilizer formalism. We derive an optimal decoder, and analyze the former through a quantum mechanical lens. We compare our approach to a comparable coherent approach and a noncoherent differential approach, achieving comparable or better performance.
I. INTRODUCTION
Noncoherent communication is characterized by a lack of channel knowledge at both transmitter and receiver. This scenario is assumed when the propagation channel changes rapidly, or with frequency hopping waveforms, where the training required for coherent communication takes too much overhead. In this paper, we develop a code for noncoherent communication based on quantum stabilizer codes [1] . We begin with a decomposition of the channel into elements of the Pauli group, a well-known matrix basis from quantum mechanics. We view our transmitted information as a quantum state and construct a code designed to mitigate the effects of the channel at infinite SNR. We then derive an optimal decoding rule for the noisy case and conclude with numerical simulations that benchmark our code against coherent and differential schemes of comparable rates.
The theory of quantum error correction (QEC) defines conditions allowing for the correction of a broad class of channel errors [2] [3] . Many families of QEC codes were developed by directly extending classical error correcting codes. For example, Calderbank-Shor-Steane (CSS) codes generalize self-dual classical codes to the quantum setting [4] . A CSS construction based on LDPC codes was developed for protecting large blocks of qubits against noise [5] . Our work looks in the other direction, in line with [6] , using quantum mechanical concepts to inspire algorithms for classical communication in the noncoherent setting.
Estimation of the capacity of the noncoherent channel was derived for particular cases in [7] and extended in [8] . The capacity achieving code construction performs sphere packing on the Grassmann manifold, leading to codes using Grassmannian packings [9] [10] . Like these codes, other space-time codes based on frame theory have been considered [11] . A differential encoding based on matrix groups was proposed in [12] . The approach implicitly performs channel estimation, although the estimate is updated using only data from two coherence intervals [12] . Differential coding was extended to matrix families that are not groups in [13] and [14] .
The approaches in [15] appear to be the most relevant to this work. A subspace code, namely a Grassmannian packing for noncoherent communication, was derived using formalism from the Pauli group and quantum stabilizer codes. While we use both techniques related to quantum stabilizer coding and Grassmannian packings, our approach to the coding problem is novel. We view the noncoherent channel for a specific MIMO architecture through the lens of quantum errors. We consider the transmitted symbol as a quantum state and design a code to reconstruct that state at the receiver. Our use of Grassmannian frames occurs in a completely different dimension than in [15] and [8] and is derived from the problem of finding quantum states that are maximally separated with respect the fidelity metric.
The organization of the paper is as follows. In Section II we introduce the necessary background in quantum mechanics and review stabilizer codes. In Section III we outline the system model. In Section IV we decompose the wireless channel into quantum operators, and continue by introducing a noncoherent space-time code based on the stabilizer family of codes. We derive the optimal decoder, and analyze the former in both the classical and quantum mechanical lights. Section V characterizes the performance of the code in a Rayleighfading environment and demonstrates competitive performance against other approaches.
Notation: We use bold lower case letters a to denote column vectors, and bold upper case letters A to denote matrices. We use non-bold letters to denote scalars. We denote the element in the i th row and k th column of a matrix A by [A] i,k . In general we denote the k × k identity matrix by I k . The 2 × 2 identity matrix is used so often that we drop the subscript, i.e. I 2 = I. We use tr(A) to denote the trace, det(A) the determinant, A T the transpose, and A * the conjugate transpose. For positive semi-definite matrices, A 1 2 denotes the matrix square root. We use |a| to denote the absolute value of a scalar. We use E(·) to denote expectation. We use ⊗ to denote the tensor product when acting on vector spaces (i.e. C 2 ⊗ C 2 ) and to denote the Kronecker product when acting on vectors or matrices. We use N C (µ, Σ) to denote a complex circularly symmetric normal distribution with mean µ and covariance Σ. If A = cB where c > 0, we write A ∝ B.
II. JUST ENOUGH QUANTUM MECHANICS
In this section we review some material from quantum information processing. We begin by introducing general systems of qubits, or quantum bits, that are the natural generalization of a bit in quantum computing. We continue with a definition of an important measure of distance between quantum states. Finally, we describe stabilizer codes, a powerful class of quantum error correcting codes.
A. Quantum states, measurements, and fidelity
A qubit represents the state of a two-level system, such as the polarization of a photon, and is the most elementary example of quantum state. A qubit is represented as a state vector q = [α, β] T ∈ C 2 with q * q = |α| 2 + |β| 2 = 1 by convention. Equipping C 2 with the standard inner product q, p = q * p leads us to define a qubit state as an element of a two-dimensional complex Hilbert space. In discrete time, the evolution of a closed quantum system is unitary. That is to say, q n+1 = Uq n , where U ∈ C 2×2 with U * U = I. The concept of applying unitary operators (which is possible to good approximation) comes up often in quantum computing and will be used in this paper [16] .
In general, the act of measuring, or observing, a quantum state causes the system to change. An important class of quantum measurements are projective measurements. Projective measurements are defined in terms of an observable, a Hermitian operator M on the state space of the system of interest [16] . Let m denote an eigenvalue of M and let P m be the projector onto the m eigenspace. The observable M can thus be orthogonally diagonalized as
where P n P m = 0 when n = m. The outcome of "measuring the observable M" is an eigenvalue m. If ψ is a quantum state, then the probability of measuring m is given by p(m) = ψ * P m ψ [16] . Given that the outcome m occurs, the system after measurement collapses to the state P m ψ/ p(m) [16] . It turns out that projective measurements, coupled with unitary evolution, fully describe general quantum measurements [16] . A notable feature of quantum measurement is that the global phase of a state is not observable. If x = [α, β] T and y = e jθ [α, β] T , then, for a measurement in all possible bases, the distributions of outcomes for x and y are the same. For this reason, one often works with density matrices. A state q can be represented by its density matrix Q =* . All of our previous formalism can be represented analogously. A state Q that evolves by the unitary U becomes the state UQU * . The Born rule for projective measurements says that a state Q evolves to P m QP m /p(m) with probability p(m) = Tr(P m QP m ). Density matrices additionally provide a convenient way to describe quantum systems that have classical uncertainty. If a system is prepared in the state ψ i with probability p i , then the system is represented by the density matrix [16] 
This example can be extended to the case in which the prepared state has a continuous distribution and ensures that measurement probabilities are properly modeled. A state with with a rank-one density matrix is known as a pure state and corresponds to the case of no classical uncertainty about the prepared state. A state with a higher-rank density matrix is known as a mixed state [16] . Systems of many qubits can be represented as extensions of a single qubit system with the tensor and Kronecker products. The state space of an n-qubit system is the tensor product of the n component single qubit systems, i.e. C 2 n = C 2 ⊗C 2 · · ·⊗ C 2 . Any normalized vector in C 2 n is a valid state vector. For example, if q 1 and q 2 are single qubit systems, the two qubit composite system is given by q 1 ⊗ q 2 . Analogously, if Q 1 and Q 2 are density matrix representations of two systems, the composite system has a density matrix of Q 1 ⊗ Q 2 . Any positive semidefinite operator with a trace equal to unity is a valid density operator. In multi-qubit systems, observables and measurements are simply defined in the relevant higher dimensional space.
The fidelity provides a notion of distance between quantum states [16] . The fidelity function F (Q 1 , Q 2 ) ∈ [0, 1] is a symmetric function of its density matrix arguments. It is defined, for general mixed states as F (Q 1 , Q 2 ) = tr((Q 1 2
. A low fidelity implies that states are "far apart," and the fidelity is equal to unity if its arguments are the same. The fidelity between two pure states is F (q 1 , q 2 ) = |q * 1 q 2 |. The fidelity between a pure state q and a mixed state Q is F (q, Q) = √ q * Qq. The fidelity can be used to induce a metric on states,
B. Stabilizer codes
Stabilizer codes are a class of quantum error correcting codes designed to protect against a wide range of quantum errors [1] . We briefly summarize their construction.
The n-qubit Pauli group, P n , is the set of operators in C 2 n ×2 n that can be written as a tensor product of n of the 2 × 2 Pauli matrices I, X, Y, Z, up to a scalar multiple of α ∈ {±1, ±j}, where
The group multiplication operation is defined as standard matrix multiplication. Elements of P n are unitary and are either Hermitian or skew-Hermitian. Thus, they are orthogonally diagonalizable, with eigenvalues ±1 or ±j. Any two Pauli operators either commute or anti-commute. A stabilizer, S, is a commutative (Abelian) subgroup of P n that does not contain the negative of the identity element, −I 2 n . The additional requirement of closure under the group multiplication operation implies that elements of S must have α = 1. Thus, elements of S are Hermitian operators with eigenvalues equal to ±1.
A stabilizer code C(S) is defined as the subspace of C 2 n formed by the intersection of +1 eigenspaces of the operators in S. An efficient description of the group S is its generators. A set G S of generators of S is a set of elements of P n such that every element of S is a product of elements in G S . A generator set G S is called independent if the set obtained by removing an element from G S fails to generate all elements of S. If S is a stabilizer with an independent generator containing n − k elements, it can be shown that C(S) is a 2 k dimensional vector space [16] . Furthermore, we also have that a state ψ ∈ C(S) if and only if S n ψ = ψ for all S n ∈ G S . Letting s i denote complex constants and v i an orthonormal basis for C(S), a general codeword for C(S) can be written as
A codeword is thus an arbitrary unit vector in C(S).
There are several criteria that can be used to determine which quantum errors a stabilizer code can correct. A simple approach, which we adopt, is as follows. Consider a set of error operators E ⊂ P n . Each error E ∈ E either commutes or anticommutes with each generator of the stabilizer group. A sufficient condition for the stabilizer code to correct the errors in E is for each E ∈ E to possess a unique commutation relationship with respect to the elements of G S . Thus the stabilizer construction guarantees that each error E k ∈ E maps the code space C(G) bijectively to a 2 k dimensional subspace of C 2 n . Furthermore, the uniqueness of the commutation relationships guarantees that different errors map C(G) to different error subspaces ε k . Formally, ε k is the image of E k restricted to C(G) (i.e. ε k = {y ∈ C 2 n | ∃ x ∈ C(G) with y = E k x}) and a unique commutation relationship guarantees that ε k ∩ε j = ∅ when i = j.
It should be stated that this criterion is sufficient but not necessary; the stabilizer formalism naturally lends itself to degenerate quantum codes, where multiple errors yield the same syndrome and are correctable by the same operation. Consider a correctable error E and V ∈ S. Both EV and E will have the same commutation relations with respect to the stabilizer generators, and thus both EV and E map an encoded state to the same subspace. Indeed, for x ∈ C(G) we have EVx = Ex; namely, the effect of the errors on the codeword is exactly the same.
In the quantum setting, the stabilizer decoding process consists of performing projective measurements on the received state. The measurement observables are the stabilizer generators. This process projects the state into an intersection of the +1 or −1 eigenspaces of each S ∈ G(S). Thus, after the measurements the state collapses into one of the error subspaces ε k . The measurement outcomes form a syndrome (analogous to the classical syndrome) and identify into which subspace the state collapsed. The error correction conditions guarantee that the application of a correction (e.g., the error operator itself) for any correctable error yielding the measured syndrome recovers the encoded state [1] [16] . This process demonstrates that a stabilizer code that can correct errors in a set E can correct an arbitrary linear combination of correctable errors [1] .
The projective measurements annihilate error operators that are not consistent with the measured commutation relationship. For example, consider the state y = (c j E j + c k E k )t with t ∈ C(S). If G ∈ G S anti-commutes with an error E j but commutes with E k and a measurement of G returns a 1 (corresponding to a commutation), the state after measurement isŷ = (I + G)y = E k t
III. SYSTEM MODEL
We consider a specific canonical received signal model for noncoherent wireless communication [7] [8]. The system has N TX = N RX = 2 antennas at both the transmitter and receiver. We assume a narrowband model with a single-tap MIMO channel H ∈ C 2×2 . We assume a channel coherence time of T = 4 channel uses. The transmitted, received, and additive noise signals are denoted by the complex 2 × 4 matrices T, Y, and N, respectively, where the columns correspond to the time instants in the the coherence interval. We take N to be a complex Gaussian random matrix with independent, identically distributed entries such that [N] i,j ∼ N C (0, σ 2 n ). We further assume a Rayleigh fading model where the entries of H are independent and identically distributed with [H] i,j ∼ N C (0, 1). Finally, we assume that H is constant over the coherence interval but that the channel realizations at different coherence intervals are independent. This model would be most appropriate for a frequency hopping system in an environment with rich scattering. The received signal over the coherence interval is now given by
Using the standard vectorization identity, letting y = vec(Y), t = vec(T), n = vec(N), and H = I ⊗ I ⊗ H we can write (5) as
This particular form of the channel model is amenable to the design of a stabilizer code.
IV. CONSTRUCTING A NONCOHERENT SPACE-TIME CODE VIA THE STABILIZER FORMALISM
In this section, we motivate the the application of quantum error correcting codes in a classical setting by observing that the communication channel at infinite SNR can be decomposed into a linear combination of Pauli group elements.
The vectorized channel matrix H highlights the coherence of the channel coefficients over time and admits a basis decomposition in the Pauli basis P 3 of the form
where
The error set for the channel is thus E = {E 0 , E 1 , E 2 , E 3 }. This process is analogous to the quantum concept of channel discretization, in which a channel with a continuous set of possible realizations is equivalent to one that randomly applies a discrete set of error operators.
We now form a stabilizer group for this error set. The operators S 0 = X ⊗ Z ⊗ X and S 1 = X ⊗ X ⊗ Z satisfy the necessary commutation relations to form a set of stabilizer generators, as summarized in Table 1 . Because they commute, the stabilizer operators admit a partially intersecting +1 eigenspace, which has a two-dimensional basis spanned by the vectors v 0 = 1 0 0 −1 0 1 1 0
We use these vectors to form a mapping that encodes two arbitrary complex numbers into a space-time code word. Given a complex vector s = [s 1 , s 2 ] T from a general codebook, we produce the vectorized space-time codeword by applying an
We assume that the symbol energy is normalized, i.e. s * s = 1.
This assumption coupled with the definition of C guarantees that t * t = 4 which gives an average power of unity over the coherence interval. The corresponding 2 × 4 code matrix for a codeword can be represented with the inverse vectorization operator vec −1 :
This code is a generalized complex orthogonal design and provides full diversity despite the noncoherent setting [17] . The symbol vector s is viewed as an information carrying qubit state, which we wish to preserve via the stabilizer encoding. Using the interpretation of a qubit as a 1-dimensional subspace of C 2 , we assume that symbol vectors s are drawn uniformly from a constellation C. We choose our constellations as Grassmannian line packings in C 2 [18] . This choice is motivated in the following subsections.
A. Decoding
In this setting of quantum-inspired classical coding, we can dispense with the ideas of quantum measurement and syndrome decoding in favor of the more familiar method of maximum likelihood (ML) inference. While our decoding process is based on computing the ML rule, it does lend itself to a quantum mechanical interpretation.
If we assume the encoded symbol s is drawn uniformly from some constellation C, the maximum a posteriori rule reduces to the canonical ML problem of findingŝ such that s = arg max s∈C f s|y (s|y) = arg max s∈C f y|s (y|s) .
We begin by defining the following projection operators:
Note that P 0 is the projector onto the code space and P 0 + P 1 + P 2 + P 3 = I is the identity. The receiver computes the four corresponding projections of the received vector y onto the code space and the three error subspaces to obtain
where the c 0 , c 1 , c 2 , and c 3 are as defined in (8) and we have used the fact that P k E k = E k P 0 . Since the projectors in (13) sum to identity, the vectors in (14) are sufficient statistics for y. Recall that c = [c 0 , c 1 , c 2 , c 3 ] T ∼ N C (0, I/2) and is independent of the noise.
The receiver now carriers out error correction on the projected vectors. The receiver applies a unitary correction operator E k to each projection P k y and obtains
Since the P k are orthogonal projection operators, the projected and corrected noise vectors, E k P k n, are mutually independent. Following from this, the commutation relationships and unitarity of the correction operators imply that the resulting noise vectors are identically distributed with E k P k n ∼ N C (0, σ 2 n P 0 ) for all k. Since t = Cs, projections of the z k onto the column space of C are sufficient to estimate s. Letting n k = C * E k P k n/(2 √ 2), and lettingĉ k = √ 2c k the receiver computes
The n k are independent and identically distributed with n k ∼ N C (0, σ 2 n I/2). The scaled-identity covariance follows from the fact that P 0 C = C, since the columns of C are by definition in the code, and that C * C ∝ I.
We now concatenate the q k into the vector q = [q T 0 , q T 1 , q T 2 , q T 3 ] T and reformulate our maximum likelihood problem asŝ = arg max s f q|s (q|s).
Given the transmit symbol s, q is a Gaussian random vector.
Defining the matrix M ∈ C 8×12 via
we have
Thus, q ∼ N C (0, Q), where Q = MΣM * . It can be shown that
It turns out that the second definition of Q is useful in simplifying the likelihood function.
Assuming that Q is invertible, the likelihood function can be written as
Using the property of determinants of Kronecker products yields det(Q) = det(ss * + 
which allows us to (finally) write down an explicit decision rule. Substituting (22) into (17) and using the simplifications in (23) and the preceding paragraph motivate the decision rulê
We simplify further by noting that, since s is normalized,
Thus, using (25), (24) can be written
This form of the decoding rule lends itself to a quantum mechanical interpretation. We interpretq kq * k = q k q * k /tr(q k q * k ) as normalized density operators. We consider the mixed state, Ψ formed from drawing the statesq kq * k with respective probabilities
This yields the density matrix
which is the same matrix that appears on the right hand side of (26) up to a positive scale factor. Thus, using the definition of fidelity (cf. II-A) it can be seen that the ML detection rule consists of finding the input state that maximizes the fidelity with respect to Ψ, or, more explicitly,
We used the fact that maximizing the fidelity is the same as maximizing its square. We discuss our choice of constellation set C in the following section.
B. Qubit symbol constellation
The detection rule in (26) motivates our choice of the Grassmannian frame for our qubit constellation. Consider the expectation
and consider the function R s (ŝ) = sBs * −ŝBŝ * , where s =ŝ. This is the expected value of the difference between computing the statistic in (26) on the transmitted symbol as opposed to another, not transmitted symbol. We expect that the dominant error will occur when R s (ŝ) is minimized over all s andŝ. We therefore seek a constellation set with the maximal minimum R s (ŝ). Since the transmit symbols are normalized, the definition of R s (ŝ) indicates that for a Npoint constellation encoding log 2 (N ) bits we should select the set given bŷ
C = min
C={s∈C 2 |s * s=1},|C|=N max |ŝ * s| 2 (31)
This indicates that we should choose our constellation as a Grassmanian frame [18] [19] . Furthermore, in the quantum picture, this is akin to choosing input states that are maximally far apart with respect to a metric induced by fidelity.
V. SIMULATION RESULTS AND CONCLUSIONS
In this section, we present simulation results to demonstrate the performance of the noncoherent space-time code presented in Section IV. We have considered Grassmannian packings of size N = 4 and N = 8 in C 2 with a Rayleigh fading environment. Specifically, we used the Grassmanian packings listed on [20] .
We compared the stabilizer-based, non-coherent construction with a coherent scheme based on the Alamouti code (for 2×2 systems) at spectral efficiency rates of r = 1/2 and r = 1 bits/channel use [21] . Channel estimation is first performed by transmitting the symbols [1, 1] T / √ 2 and [1, −1] T / √ 2 and solving for an estimate of H at the receiver. We then use the Alamouti scheme to transmit one space time symbol s ∈ C 2 over the remaining two channel uses in the coherence interval. We encode in s two binary phase-shift keying (BPSK) symbols for the rate r = 1/2 approach and two quadrature phase-shift keying (QPSK) symbols for the rate r = 1 approach.
Similarly, we compare to an approach using differential unitary group codes, as outlined in [12] . At both r = 1/2 and r = 1, the first two channel uses are used for the 2×2 reference matrix, and no information is transmitted. With the next two channel uses we transmit a single differentially encoded 2 × 2 matrix drawn from an appropriately sized constellation. For r = 1/2, this constellation is a group code over the QPSK constellation; specifically, we encode over the 2×2 Pauli group elements. For r = 1, this constellation is a dicylic group code generated over 16-PSK. The transmit symbols in both sets of comparisons are appropriately normalized so that the transmit power is constant over the four transmissions.
