A T-matrix based method of solution of the multiple scattering problem presented in Gumerov and Duraiswami (J. Acoust Soc. Am., 112, 2002Am., 112, , 2688Am., 112, -2701 can in practice be applied to computation of relatively small problems (up to hundreds of scatterers), since the number of operations it requires grows with the the number of scatterers N as O(N 3 ), and with the sixth power of the wavenumber. In this study we present a method, which combines iterative techniques with the multilevel fast multipole method that employs fast translation algorithms. We show that in this case the number of operations for a matrix-vector multiplication grows with N as O(N log N ) and with the third power of the wavenumber. We present details of the method. We also discuss convergence of the iterative techniques, selection of the truncation number, errors in the solution, and other issues related to the use of the method in practice. Results of the solution of test problems obtained with the method for N can be substantially large (N ∼ 10 2
I. INTRODUCTION
Problems of acoustic and electromagnetic wave propagation through a medium consisting of the carrier fluid or solid and inclusions in form of solid particles, droplets, bubbles are of great practical and theoretical and practical interest and there are several approaches for modeling of this phenomenon. One of the approaches is based on continuum theories which treat a large system as one complex medium with special properties and is based on spatial or other types of averaging (e.g. see Nigmatulin, 1990; Caflisch et al., 1985) .
This approach was validated against experiments and has many strengths, such as relative simplicity of description, clear relation to the physics, and operation with the quantities that can be measured. However, as any theory the continuum theories have some limits and restrictions that follow from basic assumptions. For example, the models normally are based on assumptions that the medium is acoustically homogeneous (Gumerov et al., 1988; Duraiswami and Prosperetti, 1995) . This means that the wavelengths should be much larger than the characteristic size a and distance d between the particles (ka ¿ 1, kd ¿ 1, where k is the wavenumber). While some assumptions can be relaxed, an accurate averaging procedure should take into account many real effects, and unavoidably introduces assumptions which permit one to link the description of the processes at the "microlevel" with the behaviour of quantities at the "macrolevel". Some theories of multiphase flows also introduce intermediate scales.
Another approach is based on the direct computation of the acoustic field in the system at the level of particle sizes, based on fundamental governing equations applicable at the "microlevel". While valid and free of many limitations of the continuum theory, this approach is computationally challenging. Indeed, if there are, say 10 10 particles in the system, first, the problem appears to be not computable, and second, even if we assume the opposite, the problem is how to operate with the large amount of data in the simulation to obtain quantities measurable in experiments. Another issue is related to performing simulations in enough statistical realizations. A large system has enormous amount of degrees of freedom, and either we should limit ourselves to some very particular cases, such as all the particles are of the same size and their centers are organized periodically or in some regular grid, or we should use some technique, which allows us to organize and postprocess the results of large scale computations to extract the macroscopic information needed. There are also theories of wave propagation in stochastic medium, which can employed to study the problem.
It is more or less obvious that there should be substantial efforts towards some theories which combine direct computations, stochastic and continuum medium approach to extend their limits, and, in fact, this is not a purpose of this paper. Here we are interested with solution of some "intermediate" class of problems, when, on the one hand, the number of particles is large enough to make conclusions of a statistical nature, and, on the other hand, may be small compared to real systems. The problems, which are out of range of continuum theories are related to the acoustic wavelengths, which are comparable with the size of the particles. This may include both ultrasound propagation in dispersed systems, or lower frequency sound propagation in some environment with larger objects (e.g. fish).
In this case the number of scatterers in the system can be, say several thousands. Since in the present paper we are solving the problem for the 3D Helmholtz equation, which also appears in electromagnetics, the method may also be applicable to solution of problems in diffraction optics, X-ray scattering, and so on.
There exist several approaches to solution of the multiple scattering problems, and the T-matrix method and its modifications are among these approaches (Waterman and Truell, 1961 ; Peterson and Strom, 1974; Varadan and Varadan, 1980 ; Mischenko et al., 1996; Koc and Chew, 1998) and recently in our paper (Gumerov and Duraiswami (2002) , which in the sequel we will refer to as [GD02] ). Solution of the problem for spherical scatterers based on multipole reexpansion technique was presented in [GD02] . This solution is based on representation of the scattered field for each sphere by a series of multipoles, which coefficients can be determined based on the impedance boundary conditions for each sphere. This was achieved using reexpansion matrices, which enable one to find the expansion coefficients in a basis conveniently located at the center of an arbitrary scatterer. Since the series are infinite, we used truncation to keep only p 2 terms in the series, where p is a quantity termed the truncation number. In [GD02] the computational complexity for solution of this problem for N scatterers is O(p 6 N 3 ). While we found that this method is reliable and fast for relatively small N and p, solution of problems for larger number of scatterers (N & 10 3 ) or higher frequencies (for convergence p > ka) with this method computationally intractable.
In this paper we present a method which has a much lower asymptotic complexity and scales approximately as O(p 3 N log N). The exponent of p here depends on the translation method used and potentially can be reduced to O(Np 2 log p), though it appears that the faster method is competitive only at large p and for problems with moderate p (or ka) the method presented here is reliable and fast. We achieved a drastic reduction in complexity, which enables computations of multiple scattering problems with N ∼ 10 2 ...10 4 on desktop workstations by using iterative methods, such as the preconditioned flexible generalized minimum residual method (GMRES) combined with the multilevel fast multipole method (FMM) and fast translation methods based on the rotation-coaxial translation decomposition with recursive computation of the translation and rotation coefficients .
The fast multipole method (FMM) was introduced by Rokhlin and Greengard (Greengard and Rokhlin, 1987) for solution of the Laplace equation in 2 and 3 dimensions. Later this method was intensively studied and extended to solution of many other problems.
Particularly, it was modified and applied for solution of the Helmholtz and Maxwell equations and some history of the method and its development can be found in (Chew et al., 2001) . A paper by Sangani and Mo (1996) treats Laplace and Stokes interactions of multiple particles via the FMM. The FMM was first used for the multiple acoustic scattering problem is by Koc & Chew (1998) , though our method and the way of computation differ significantly.
The present method exploits multipole solution for the boundary value problem for spheres presented in [GD02].
II. STATEMENT OF THE PROBLEM
The problem considered is that in [GD02], and is repeated here to establish notation.
Consider sound scattering by N spheres with radii a 1 , ..., a N situated in 
with the following general impedance boundary conditions on the surface S q of the qth sphere:
where k is the wavenumber and σ q are complex admittances, and i = √ −1. In the particular case of sound-hard surfaces (σ q = 0) we have the Neumann boundary conditions,
and in the case of sound soft surfaces (σ q = ∞) we have the Dirichlet boundary conditions,
Usually the potential is represented in the form:
where ψ scat (r) is the potential of the scattered field. Far from the region occupied by spheres the scattered field should satisfy the Sommerfeld radiation condition:
We must determine ψ (r) or ψ scat (r) at any r on the surface of the spheres or outside them.
III. SOLUTION USING THE MULTIPOLE REEXPANSION METHOD
A. T-matrix for a single scatterer
We first solve the scattering problem (1)-(6) for a single scatterer (N = 1) in an arbitrary incident field. We assume that the incident field has no singularities in the domain inside the scatterer or on its boundary, and since it satisfies the Helmholtz equation it can be expanded near the center of this scatterer, r 0 q (q = 1) in the form:
Here E connected with the center of the sphere:
where j n (kr) are the spherical Bessel functions of the first kind and Y m n (θ, ϕ) are the orthonormal spherical harmonics:
where P m n (µ) are the associated Legendre functions as defined in Abramowitz & Stegun (1964) . Further, for compactness of notation, we use the following abbreviation to denote the sum represented by the scalar product of two vectors A = {A m n } and B = {B m n }:
This is key to the latter equality in Eq. (7).
The scattered field ψ (q) (r) = ψ scat (r) can be represented in the form
Here A 
where h n (kr) are the spherical Hankel functions of the first kind.
By "T-matrix for scatterer q" we mean the matrix T (q) with elements T (q)mm 0 nn 0 that relates the expansion coefficients of the incident and scattered fields:
In general the T-matrix can be determined for a scatterer of an arbitrary shape by solution of the corresponding boundary value problem (1)- (6) . For the case of spheres this solution can be obtained analytically as shown in [GD02] . Based on this solution, the T-matrix for a spherical scatterer of radius a q and complex admittance σ q is a diagonal matrix with elements
where n, n 0 = 0, 1, ...;, m = −n, ..., n and m 0 = −n 0 , ..., n 0 .
B. Decomposition of the scattered field
Due to the linearity of the problem the scattered field can be represented in the form
where ψ (q) (r) can loosely be thought of as the part of the scattered field introduced by the qth sphere, though of course it contains the influence of all the spheres. Each potential ψ q (r) is regular outside the qth sphere and satisfies the Sommerfeld radiation condition, so that it can be represented as prescribed by Eq. (11) . In the vicinity of the qth scatterer we can write Eq. (15) as
The latter sum represents the function φ (q) (r) which is regular in the part of the domain occupied by the qth scatterer and so can be represented as
where
o is a vector of expansion coefficients over the basis of regular spherical functions (8) . These coefficients can be expressed via the coefficients A (q 0 ) , q 0 = 1, ..., N, q 0 6 = q for all the scatterers except of the qth scatterer as
where ( 
Now, using Eqs. (5), (7), (16), (11) , and (17), we can represent the total field near the qth scatterer in the form
where we introduced notation E (q) ef f for the expansion coefficients of the "effective" incident field near the qth scatterer. Indeed, the first equation (20) shows that the multiple scattering problem is equivalent to a single scattering problem for the qth scatterer placed in the field, which is a superposition of the actual incident field and the fields scattered by the other scatterers. In this case solution of the boundary value problem (1)- (6) for the qth scatterer is given by the T-matrix, which relates the expansion coefficients A (q) and E (q) ef f as prescribed by Eq. (13). So we have
Now we can see that the system of equations (18) and (21) 
This system also can be represented as a single equation
where the vectors and matrices are stacked as
...
This system can be solved by appropriately truncating the infinite vectors to p 2 coefficients Convergence of these methods can be improved by using well designed preconditioners, blockdecompositions, etc. The description and analysis of the entire area of iterative techniques is beyond the scope of this paper, and we refer the interested reader to the textbooks (Kelly, 1995; Saad, 2003) . The use of a preconditioning matrix plays an important role, and the most efficient iterative schemes we used were based on the Flexible GMRES (FGMRES), which uses as the right preconditioner an approximate (GMRES) inverse of a matrix that approximates the system matrix L (24). We describe details of this iterative technique in the next section since it is related closely to the FMM based matrix-vector product.
Any iteration method builds a sequence of approximations to the solution
0 is some initial guess, e.g.
and stops when the convergence criterion is achieved. The convergence condition can be e.g.
where kk is some norm to measure the distance between two vectors (e.g. kAk = max n,m |A m n |). Also for each iteration it involves computation of matrix vector product LA j for a given input vector A j . Thus the speed of an iterative method can be improved by reducing the number of iterations and speeding up the embedded matrix vector products.
If we turn to the equation to be solved (23) we can see from Eq. (24) that the matrix L can be decomposed as
where T −1 is a diagonal matrix for spherical scatterers and block-diagonal otherwise, and can be computed rapidly, we use the FMM to accelerate computation of B = (S|R)A, or
V. FAST MULTIPOLE METHOD
The second substantial speed up of the solution can be obtained by accelerating the matrix-vector product (23) in the iterative methods via the multilevel Fast Multipole Method (FMM). We refer the reader to details of the method to (Greengard, 1988) and for particulars of the method we used to . Below we describe the method used for the multiple scattering problems. In the multiple scattering problem we say that scatterer a q belongs to box (n, l) if the center r 0 q of the smallest sphere enclosing the scatterer is located inside that box (for spherical scatters this sphere is simply its surface). Any box may intersect a scatterer, which does not belong to it (see Fig. 1 ). However, we require that the size of the smallest box (at the maximum level of space partitioning) is determined as below to ensure both the correctness of the FMM procedure and ensure the validity of the multipole reexpansions on the surfaces of neighboring scatterers. If the scatterers q and q 0 belong to two different boxes at the finest level with indices (n q , l max ) and (n q 0 , l max ), which are not neighbors, then the the field scattered by q 0 can be described by the local expansion of type (17) centered at the center of box (n q , l max ) in the domain occupied by the sphere surrounding the scatterer q. The maximum distance from the center of box (n q 0 , l max ) to a point on the surface of
where a max is the maximum possible size of the scatterer, a max = max(a 1 , ..., a N ). The minimum possible distance from the center of box (n q 0 , l max ) to a point on the surface of the qth scatterer is then 3D lmax /2 − a max . The requirement on the validity of expansions will be satisfied if 3D l max /2 − a max > D l max √ 3/2 + a max , which yields the following condition
Note that this condition also ensures that the far field reexpansion about the center of box (n q , l max ) of the field scattered by scatterer q is valid at any point on the surface of the scatterer q 0 .
A stronger limitation on l max follows from formal requirements of the translation theory.
Again we can consider two closest boxes (n q 0 , l max ) and (n q , l max ), which are not neighbors, and try to evaluate the effect of scatterer q 0 on q. The multipole series representing the potential of the scatterer q 0 , whose center in the worst case is located at distance
from the center of box (n q 0 , l max ) should be translated first to the center of this box, then to the center of box (n q , l max ) and finally to the center of scatterer q with a guarantee that the final local expansion is valid within the sphere of radius a max . This can be provided if
and D l max √ 3/2 + a max circumscribing the boxes (n q 0 , l max ) and (n q , l max ), respectively, do not intersect (2D l max is the distance between the box centers). This condition can also be rewritten as
A further limitation on l max should be imposed, since we use truncated expansions. The truncation error is a function of the truncation number, which in turn depends on the distance between the center of the domain of local expansion and the closest point on the sphere surrounding the box containing the multipole,
then plays an important role for selection of the truncation number (see the section below)
. If this parameter is specified then we have the following modification for condition (31):
It can be seen that in any case δ min < 4/ √ 3 − 1 ≈ 1.31. Note that in some test cases we found numerically that the algorithm may continue perform satisfactory when l max exceeds the value prescribed by conditions (30)-(33).
B. Field decomposition
The field φ (q) (r) (see Eq. (17)) due to the potentials centered at spheres other than the qth sphere can be decomposed into two parts:
near (r) is the field potential centered at the spheres which belong to the neighborhood Ω (q) of the box containing the qth sphere at level l max , φ far are the respective expansion coefficients in the basis R (r q ). According to Eq. (18) these coefficients can be written in the form
In the iterative algorithm the coefficients A (q) are known from the previous iteration step and the purpose is to determine B (q) for the next iteration step (see Eq. (29)). As there are not many scatterers in the neighborhood of the qth sphere, the coefficients B 
To get B (q) far , which are the coefficients for expansion about the center of the qth sphere we need to translate this expansion to the proper center. This can be done by using the localto-local translation operator, or by applying the (R|R) reexpansion matrix to coefficients
Here the (R|R) reexpansion matrix has entries (R|R) mm 0 nn 0 that are the expansion coefficients of the regular basis function over the same type of basis, which center is shifted:
C. Details of the Fast Multipole Method
In the FMM we introduce the following hierarchical domains, associated with each level of space subdivision: E 1 (n, l), the set of points located inside box (n, l); E 2 (n, l), the set of points located inside the neighborhood of box (n, l); E 3 (n, l), the set of points located in the computational domain, which are outside the neighborhood of box (n, l) (this domain is complimentary to E 2 (n, l)), and E 4 (n, l), the set of points located in domain E 2 (P arent(n), l−1), but outside domain E 2 (n, l). For boxes, which parents are not adjacent to the boundaries of the computational domain, E 4 (n, l) consists of 189 boxes of level l. These domains are shown in Fig. 2 . We associate fields ψ (n,l) j (r) with every domain E j (n, l), j = 1, ..., 4. These are fields scattered by all the spheres, which belong to the respective domains. We also associate truncation numbers p 2 , ..., p l max with each level of subdivision l = 2, ..., l max . The selection of these truncation numbers is based on the error analysis and is discussed later.
The algorithm consists of two major parts. In the first part we set up the hierarchical data structure, based on the location and sizes of the scatterers. This step need be performed only once for a given scatterer configuration, and is not repeated during the iterative process.
The second part consists of the upward pass and the downward pass, followed by the final summation step, which is described by Eqs. (35) and (37) leads to determination of the expansion coefficients B (q) , q = 1, ..., N.
Upward pass
The purpose of the upward pass is to determine coefficients C (n,l) of expansion for all functions ψ (n,l) 1 (r) over the bases of the S functions centered at the box centers r
Here the length of the truncated coefficient vectors C (n,l) and, respectively, the basis functions S ³ r − r (n,l) * ´d epends on the level l and is of length p 2 l . To build the coefficients we apply the multipole-to-multipole, or the (S|S) translation operator, which can be thought as a rectangularly truncated matrix with entries (S|S) mm 0 nn 0 defined as reexpansion coefficients for the S functions:
where t is the translation vector determined by the location of the expansion centers. Note that for the Helmholtz equation we have (S|S)(t) = (R|R)(t).
• Step 1. For each scatterer determine the coefficients of the S expansion centered at the center of the box r
at the finest level, (n, l max ), to which this scatterer belongs using the multipole-to-multipole S|S translation of the coefficients A (q) to the center of this box:
This step of the algorithm provides representation of the scattered field for the qth scatterer (11) about the center of the box to which it belongs:
Note that the length of truncated vectors A (q) is p 2 , while the length of the truncated
lmax . These lengths can be the same or different. We discuss this issue later.
• Step 2. Consolidate all the expansions at the finest level, to obtain the expansion
(r) over the S basis:
• Step 3. For l = l max − 1, ...., 2 recursively obtain expansion coefficients C (n,l) for all other functions ψ (n,l) 1 (r) over the S basis using the multipole-to-multipole translation operators from the centers of children boxes containing the scatterers, r (n 0 ,l+1) * , to the center of their parent box, r (n,l) * , and consolidation of the coefficients:
Here Children(n, l) denotes the set of children boxes for box (n, l). These boxes are of smaller size than (n, l) and located at the level l + 1.
Downward pass
The purpose of the downward pass is to determine coefficients D (n,l) of expansion for all functions ψ (n,l) 3
(r) over the bases of the R functions centered at r
Here the length of truncated coefficient vectors D (n,l) and, respectively, the basis R ³ r − r (n,l) * ´d epends on the level l and is p 2 l . To build them we apply the multipoleto-local and local-to-local, or the (S|R) and (R|R) translation operators, which can be thought as square and rectangularly truncated matrices, respectively, since the (S|R) translation is applied for boxes at the same level, while the (R|R) translation is used to translate coefficients from a lower level to a higher level. In the process we also determine coefficients e D (n,l) of expansion for potential ψ (n,l) 4
(r) over the local bases:
We need to do this in terms of organization of the hierarchical procedure, which is based on the following property of the domains E 3 (n, l) and E 4 (n, l) (see Fig. 2 ):
This results in
and enables recursion with respect to the levels of the octree.
• Step 1. (This step and step 2 of the downward pass are performed recursively for l = 2, ...., l max ). Obtain coefficients e D (n,l) for all boxes containing the scatterers We obtain these coefficients by the multipole-to-local translations of respective coefficients C (n 0 ,l) , followed by the consolidation of the expansions:
• Step 2. At level l = 2 we have E 3 (n, 2) = E 4 (n, 2) which results in D (n,2) = e D (n,2) . For levels l = 3, ...., l max we have from Eq. (48):
n 0 = P arent(n), l = 2, ..., l max , ∀n, r 0 q ∈ E 1 (n, l), q = 1, ..., N.
Final summation
The final summation step results in determination of the scattered field at the current iteration, since the domains E 3 (n, l) and E 2 (n, l) are complementary. This step of the usual FMM procedure is skipped here, since all we need are the expansion coefficients at the finest
D. Truncation numbers
To apply the algorithm we need to specify the truncation numbers p for the coefficients © A (q) ª and truncation numbers p 2 , ..., p l max . Their selection depends on the acceptable error of computations, which is determined by the rate of convergence of the series being truncated.
Consider first the selection of p.
The series under consideration converge absolutely and uniformly only for p > ka. For relatively low ka (ka . 10) one can select p as ª are found, we can compute the normal derivative on the surface for any scatterer using the differentiation theorem for the spherical basis functions in an arbitrary direction specified by the unit vector n = (n x , n y , n z ) :
where the coefficients a n and b n are specified by Eqs (61) and (62). Therefore, as the truncated solution is computed the left hand side of Eq. (2) can be determined, and there are no additional errors for derivative computation or approximation. If we sample the surface with M points we can compute then the following errors in boundary conditions: & 10 −4 we have p 0 ∼ p 00 (², δ) + log(ka), which in the semilogarithmic coordinates is a linear dependence. For higher frequencies, ka À 1 we have p 0 ∼ (ka) ν , where theoretically ν = 1/3 and, which is pretty close to our computations.
The dependence on δ in this range is rather weak (when δ is not very close to unity), while for lower frequencies the truncation number substantially depends on this parameter. 
In this equation the truncation number does not depend on δ, while such a dependence can be introduced. Eq. (54) is qualitatively consistent with the behavior of the error observed in computations where δ is not very close to 1. To relate it to the actual error observed for solution of two sphere scattering problem one should relate ² to ² (bc) , and we found that for the range plotted in Fig. 3 one can set ² ∼ 10 −2 ² (bc) to fit results for ka > 1.
Similar formulae can be applied for computation of the truncation numbers used in the FMM, in which case we need to specify what we mean by a and δ here. The parameter a can be selected as the radius of the smallest sphere that encloses the box of level l plus a max and δ formally is limited by the value δ < 1.31 (see discussion on l max above, while more accurate analysis is required here, since the "worst case" analysis usually substantially overestimates actual errors). Since the size of this box is
In computations we used this formula for automatically setting the level dependent truncation numbers with function P (ka, ²) specified by Eq. (54), where ² was some prescribed error. In computations we also performed an a posteriori actual error check using Eq. (53), which is valid for an arbitrary number of spheres.
We note also that for the present problem, when the number of scatterers can be large, and so for fixed ka and the volume fraction of scatterers we have D 0 ∼ N 1/3 a, truncation numbers p l used in the FMM can be substantially larger than p. In other words, if the wavelength is comparable with the size of the scatterer, then the size of the computational domain is much larger than the wavelength for large N.
We can note that in the case when the spheres are close or may touch each other p can be larger than p l to provide the required accuracy. To avoid unnecessary computations in this case translations for the far field expansions at the finest level can be made to obtain only p 2 l max terms, since terms of degree n corresponding to p l max 6 n < p are due to influence of close neighbors. Moreover, in computations of the near field we can subdivide the set of neighbor spheres into two sets: those that are closer than some prescribed b * (or δ * ), for which the interaction should be computed using all p terms, and the other neighbors, whose interactions with the given sphere can be efficiently computed using only p lmax terms. We found numerically that these tricks may bring substantial savings in computational time, while almost not affecting the accuracy of the procedure.
E. Complexity estimates
The complexity of the FMM is usually estimated as O(p 2ν N ), where ν > 1 is the parameter related to the number of operations required to perform a single translation of cost O(p 2ν ). We call this parameter the "translation exponent". However, this estimate is valid if p is the same for all levels, and it is not obvious what is the complexity of the algorithm when the truncation number varies from level to level. To obtain the complexity estimate for the present problem, we assume that the scatterers are distributed more or less evenly in space, and so the number of scatterers in the box of level l is N l ∼ 8 −l N. The most costly step in the FMM is step 1 of the downward pass, which requires 189 translations per box, located far from the boundaries of the domain and performed between the boxes of the same level. Now if we assume that the complexity of single translation for level l is O(p 2ν l ) and we have 8 l boxes at this level, the total number of operations can be evaluated as
where we used p l ∼ 2 −l kD 0 according to Eq. (55).
Three qualitatively different cases can be identified now. The first case, ν < 1. The second case, ν = 1.5, corresponds to the "critically fast translations", and this value of ν can be called as "critical translation exponent". We have then using the same assumptions as for the first case
we have the case of "slow translations", ν > 1. Note that the theoretically minimum translation exponent is ν = 1 (one operation per one expansion coefficient). This value is also "critical" for two dimensional problems, and for three dimensional problems, where the scatterers are distributed over some surface.
The latter case also applies to the boundary element methods. For these cases to have O(N log N)-complexity FMM algorithm with variable truncation number, one should employ translation methods with ν = 1. The translation method based on direct computation of the reexpansion matrices (E|F)(t), where (E|F) can be any combination of letters S and R, followed by their multiplication by the vectors of expansion coefficients has complexity O(p 4 ). This is the lowest complexity which one can expect even using recursive procedures for computation of matrix elements, since the matrix is dense. To achieve O(p 3 ) complexity, we used a translation method based on the rotation-coaxial translation decomposition of an arbitrary translation operators:
where Rot (t/t) is the rotation transform matrix, which enables one to obtain the expansion coefficients in the reference frame rotated by such way that the z-axis of the new reference frame is directed as the unit vector t/t, (E|F)(t) denotes the coaxial translation matrix which performs translation along the z-axis for distance t and Rot −1 (t/t) is the backward rotation which brings the reference frame to its initial orientation. Each of these operations can be performed with complexity O(p 3 ) using recursive computation of the matrix elements . So, e.g. for the (S|R) translation of some vector C, we first produce e C = Rot (t/t) C, then C 0 = (S|R)(t) e C, and finally b
operations if we use straightforward multiplication b C = (S|R) (t) C.
Rotation transform
In general, an arbitrary rotation transform can be specified by three angles of rotation, e.g. the Euler angles, α E , β E , γ E , or angles α, β, γ related to the Euler angles as α = π − α E , β = β E , and γ = γ E , which are more convenient, since are related to the spherical angles (θ t , ϕ t ) of the unit vector t/t = (sin θ t cos ϕ t , sin θ t sin ϕ t , cos θ t ) as β = θ t and α = ϕ t (see Fig. 5 ). The rotation transform of the expansion coefficients is a function of the rotation matrix Q (α, β, γ). The inverse rotation transform is the same function from the 
Here H m 0 m n (β) are the entries of a real dense matrix that can be computed recursively : 
The amount of the recursive computations can be reduced using the symmetry relations: 
This takes O(p 2 ) operations.
We note that the decomposition can be simplified by setting γ = 0, since the rotations with angles α and β align the new z-axis with direction t/t, while the latter rotation does not change this direction (see Fig. 5 ). So the forward transform can be performed with the rotation matrix Q (ϕ t , θ t , 0) (α = ϕ t , β = θ t , γ = 0) and the inverse with Q (0, θ t , ϕ t ).
Coaxial translation
Coaxial translations, or translations along the z-axis can also be performed with lower complexity than the general translation since each subspace of order m is invariant with respect to this type of translation. So if b C = (E|F)(t)C we have
Here (E|F ) m n 0 n are the entries of matrix (E|F)(t), which is truncated rectangularly, since it applies to vector C of total length p 2 and produces a vector b C of total length (p 0 ) 2 . This is due to the algorithm, where the truncation number must change from level to level. Since the 
with the b's given by Eq. (62). The recursive procedure starts with the initial values
For the Helmholtz equation we have (S|S) m n 0 n (t) = (R|R) m n 0 n (t), and so only the latter coefficients need be computed. We also note that computational savings can be achieved using the following symmetries of the coaxial translation coefficients: 
which is formally equivalent to the original problem (23) for arbitrary invertible matrix M.
If solution of the system MA = F for an arbitrary input F can be obtained faster than solution of the original system LA = F, and M is a good approximation of L (M ≈ L) then one can expect substantial reduction in the number of iterations.
The FMM provides a good tool for building a preconditioner (for discussion of preconditioning see Kelly, 1995; Saad, 2003) . The preconditioners that can be constructed are based on decompositions of the dense (S|R) matrix in Eq. (28):
where (S|R) near is a sparse matrix, which includes only interactions between the scatterers located in the same neighborhood (say at the maximum level of space subdivision), and max > l max , where l max is limited by condition (31)(we checked this numerically for some spatially uniform random distributions of the scatterers), and so the use of M dense is preferable.
Finally we note that we computed the matrix-vector product A = M −1 F by solving MA = F using the unpreconditioned GMRES, which introduced an internal iteration loop.
As a convergence criterion for this internal process we imposed the error of iteration much larger than the error for external loop (this is possible, since the preconditioner can be computed roughly). This type of iterative scheme produces poor results if a regular GMRES is used, due to non-linear dependence of A on F in this process. It is also well known that this drawback can be fixed by the use of flexible GMRES which we do. For details refer to (Saad, 1993) .
VI. NUMERICAL RESULTS AND DISCUSSION

A. Test problems computed
The multiple scattering problem even with spherical scatterers is a multiparametric problem with many degrees of freedom. In the tests we selected a few typical types of spatial distributions: uniformly random, periodic (spheres in a grid), randomly-periodic, where some random pattern is repeated several times in a cubic mesh, and uniformly random with some limitations on the interparticle distances (e.g. that the ratio of the minimum distance between the sphere centers to the sphere radius, d min /a, is some prescribed number).
The latter type of distribution enables computations with high accuracy (which depends on d min /a as discussed above). We also performed computations for monodisperse (all spheres of the same size) and polydisperse systems (see Fig. 6 ). In the latter case the radii of the spheres were distributed between some a min and a max (we used uniformly random distributions, while other situations are possible, depending on particular physical problem). The number of spheres was varied in range N = [10, 10000] . This also depends on ka, which was varied in range 0.1 < ka < 5, and the volume fraction of the spheres in the computational domain, α:
For larger ka and smaller α we used smaller number N to stay within the range kD 0 < 100, according to equation
Potentially larger kD 0 are possible, however some loss of precision was observed at larger kD 0 , which may be related to the number of bits representing float numbers and the growth of the cut-off errors.
We also varied the boundary admittances σ q of the scatterers. Despite the fact that the procedure allows computations with different σ q for each scatterer, we did not conduct systematic tests of this case and in all computations we assumed that all admittances are the same σ q = σ, q = 1, ..., N.
B. Field visualization
Once computations of the expansion coefficients © A 
∂ψ ∂n¯S
An example of surface potential visualization for the case of 100 spheres is shown in Fig. 7 . 
Here the first term in the right hand side is the known potential of the incident field at the receiver locations, the second term is the potential of the field scattered by the scatterers The relative error ² (bc) defined by Eq. (53), that also can be assigned as the relative error in the "infinity" norm L ∞ is much larger (about 1 order of magnitude) than the average, or
2 , defined as
with ² (bc) m specified in Eq. (53). It is seen that even for the case when the spheres may touch (d min /a = 2) computations can be performed with relatively small truncation numbers if an accuracy ² (bc) of order of a few percent is acceptable (that might be sufficient for comparisons with experiments, field imaging, etc.). For computations with high precision the truncation numbers should be increased, which may substantially slow down the computation process.
One of the methods to treat this drawback is to introduce truncation numbers p q for each scatterer, q = 1, ..., N, which should depend on the distance from the qth sphere to its closest neighbor sphere. In the present study, however, we did not perform modifications, since our goal was to develop and test the base algorithm.
D. Convergence
Several factors may affect the rate of convergence of the iterative method and more or less complete study involves investigation of the multiparametric space. In the present tests we usually fixed all parameters for the case and varied one or two parameters to see their effect on the convergence rate and accuracy of computations. Fig. 11 shows the effect of the frequency on the convergence of unpreconditioned GMRES. For the case illustrated, 200
equal size sound-hard spheres with random distribution of their centers were generated as described above (d min /a = 2.3). The truncation numbers were selected according Eq. (51) with a constant p 0 = 10 for all cases, while the FMM truncation numbers were determined according to Eq. (54) with ² = 10 −4 . It is seen that in this case the number of iterations to achieve specified accuracy increases with ka. An a posteriori error check for the boundary conditions at 6400 points shows that for this case the error ² is shown in Fig. 6 ). Since the volume fraction and the wavenumber in the tests were fixed (α = 0.2, ka = 0.5) the increase in the number of spheres means also the increase of the size of the computational domain (see Eq. (72)).
We found that to reduce the CPU time for the present case one should select the computational domain size larger than the size of the box, which encloses all the spheres. The size of the computational domain can be determined based on l max according Eq. (33) as
Setting here l max = 2, 3, .. we can determine a discrete set of D 0 . For computations we selected the minimum of D 0 from this set, which encloses all the spheres. Although δ min here should be larger than 1, we found with the a posteriori error check that δ min = 1 provides stable and accurate results in this case. Note that for performance tests we accepted relative errors ² (bc) of about 2% (the errors ² ). This shows that some average number of internal-external iterations, N iter , is proportional in the present case to N 0.25 or so. As it was discussed above an optimum can be sought by varying ² pre , and possibly, ² to perform better, while we kept these parameters for the illustration case fixed. Note that for large N and unpreconditioned GMRES we found that the number of iterations N iter grows proportionally to N for N & 2000, which substantially reduces the efficiency of the algorithm.
It is also noteworthy that even for N = 80 the size of the complex system matrix L is Np 2 × Np 2 = 18000 × 18000 which would require several hours to solve the problem directly, while the present method requires only 10 s for this operation. We also found that solution of this problem using GMRES without preconditioners and the FMM for matrix-vector multiplication takes about 75 s of CPU time for the same machine. Cases with larger N were not even computable due to memory limitations.
VII. CONCLUSIONS
We have developed and tested a procedure for solution of the acoustic scattering problems for the case of clusters consisting of a relatively large number of spherical scatterers of various radii and impedances arbitrarily located in three dimensional space. This procedure uses a multipole reexpansion technique, the fast multipole method, and iteration algorithms, such as GMRES with possible preconditioners and is accelerated utilizing the FMM. We developed and tested a technique for a posteriori error control, investigated convergence and performance of the method in a certain range of parameters and found that this technique can be an efficient, accurate, and powerful tool for solution of such multiple scattering problems.
While the method is developed and tested for spherical scatterers it can be naturally extended for computation of scattering from objects of an arbitrary shape, as soon as the Tmatrices for the single scatterers are known analytically or precomputed numerically. Several research issues for further improvement of the method remain open, e.g. the problem of computations for very high frequencies or large domain sizes, kD 0 & 100.
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