Abstract-Most research in evolutionary computation focuses on optimization of static, non-changing problems. Many real-world optimization problems, however, are dynamic, and optimization methods are needed that are capable of continuously adapting the solution to a changing environment. In this paper we describe a novel algorithm, which we have called Cellular-DPSABC, and show that it can be applied to dynamic optimization problems. The core of this algorithm is using PSO to optimize the fitness value of population in ABC.
I. INTRODUCTION
In the last two decades, the computational researchers have been increasingly interested to the natural sciences, and especially biology, as source of modelling paradigms. Many research areas are massively influenced by the behaviour of various biological entities and phenomena. It gave birth to most of population-based Met heuristics such as Evolutionary Algorithms (EAs), Particle Swarm Optimization (PSO), Artificial Bee Colony (ABC) etc. Honey bees are one of the most well studied social insects. Both of the algorithms are co-operative, population-based global search swarm intelligence met heuristics. The paper is organized as follows: Sections 2 and 3 give a brief description about basic Artificial Bee Colony and Particle Swarm Optimization. Section 4 describes the proposed Algorithm. Section 5 gives out the experimental results of the proposed model along with its comparison to best results gained in previous works. Finally in section 6 we conclude our paper. 
II. ABC ALGORITHM
The Artificial Bee Colony algorithm has been proposed by Karaboga [1] . It is a population based algorithm [2] . The colony consists of three groups of bees: employed bees, onlookers and scouts. A possible solution to the optimization problem is represented as the position of a food source and the nectar amount of a food source corresponds to the quality (fitness) of the associated solution. The number of the employed bees is equal to the number of solutions in the population. At the first step, a randomly distributed initial population (food source positions) is generated. An employed bee produces a modification on the source position in its memory and evaluates the fitness at that position (calculates the nectar amount). If the fitness (nectar amount) of the new position is higher than that of the previous position, the bee memorizes the new source position and forgets the old one; otherwise it keeps the position of the old one in memory. After all the employed bees have evaluated the new positions, the onlookers go to these positions with more onlookers going towards better positions and less onlookers going towards less fit positions. The onlookers also produce a modification on that position and evaluate the fitness at that position. The scouts randomly select positions to evaluate. This cycle continues until the termination criteria is meet. Also if the fitness of certain employed bee does not improve for some time then that employed bee is converted to a scout bee [3] .
III. PARTICLE SWARM OPTIMIZATION
Particle swarm optimization (PSO) is a population based computational technique inspired from the simulation of social behaviour of flock of birds. PSO was originally designed and developed by Eberhart and Kennedy [2] . In PSO a swarm of particle is used to represent the population of candidate solutions. Each particle is a point in the N-dimensional search space. A particle is represented by its current position, and its current velocity. PSO tries to find the optimal solution to the problem by moving the particles and evaluating the fitness of the new position [3] .
IV. CELLULAR AUTOMATA Cellular automata are mathematical models for systems consisting of large number of simple identical components with local interactions in which space and time are discrete. It is called cellular because it is made up of cells like points in a lattice or like squares of checker boards, and it is called automata because it follows a simple rule [4] . Informally, a d-dimensional CA consists of a d-dimensional lattice of identical cells. The simple components act together to produce complicated patterns of behavior. Each cell can assume a state from a finite set of states. The cells update their states synchronously on discrete steps according to a local rule. The new state of each cell depends on the previous states of a set of cells, including the cell itself, and constitutes its neighborhood. The state of all cells in the lattice is described by a configuration. The rule and the initial configuration of the CA specify the evolution of CA that tells how each configuration is changed in one step. Cellular automata perform complex computations with a high degree of efficiency and robustness [4] , [5] . 
V. PROPOSED MODEL
This section discusses the infrastructure of the hybrid algorithm. In Initialization, constant and variable are determined. The colony size, the number of bees, the learning constant, including c1, c2 and x in PSO, should be assigned in advanced. In Cellular-PSABC, ABC and PSO both work with same population
In this algorithm the population is randomly generated at first. These may be regarded as bee colony in term of ABC, or as particles in terms of PSO. Then, in each cycle, after the fitness of all bees in same population is calculated, the employed bees are mark and we enhance them by PSO. The global best particle of the population is determined according to the sorted fitness values.
By performing PSO solution on the employed bee, we increase the search ability. Then each colony is assigned to one cell of cellular automata with Moore neighbourhood model. This model utilized local interactions in cellular automata and split the colonies into different groups across cells of cellular automata. Each group tries to find an optimum locally which results in finding the global optima.
VI. EXPERIMENTAL RESULT

A. Dynamic Test Function
We used moving peaks benchmark (MPB) problem introduced by Branke [4] to evaluate performance of our proposed model. In this problem, there are some peaks in a multi-dimensional space, where the height, width and position of each peak alter when the environment change. B (x) varies with time and is the basis of prospects and p is a function that determines the peak. Each m peak has parameters changing with time including height h, width w and location p ; after Δe assessment, height, width and location of each peak according to (4) will be changed by adding variable Gvsyn random and location of each peak by fixed-length s vector v will be moved and s will permit change intensity of control. If the V vector is generated dependant on the previous change, change of the peak position will be in line with the previous changes and if it is generated randomly, it will be changed randomly. For evaluating the performance of algorithm we have used an error output line 10criterion [6] , which is the average deviation from optimal in all repetitions and according to (5) which defines the fk is the best solution for algorithm, just before the k th environment change, hk is the best value of k th environment state and k is the total number of environments. 
The default parameter setting of MPB used in the experiments is presented in Table 1 . In MPB, shift length s is the radius of peak movement after an environment change. M is the number of peaks. f is the frequency of environment change as number of fitness evaluations. H and W denote range of height and width of peaks which will change after a change in environment by height severity and width severity respectively. I is the initial heights for all peaks. Parameter A denotes minimum and maximum value on all dimensions [7] . 
A. Experimental Setting and Results
Here we present comparison results of our proposed with best reported models. In order to evaluate the efficiency of the algorithms, we have used offline error measure, the average deviation of the currently best individual from the optimum in all iterations. Table II 
VII. CONCLUSION
In this paper, a hybrid algorithm of ABC, PSO and cellular automata was proposed. In this algorithm the hive consists of a number of cells and the bees randomly put in the cells of cellular automata, in a way that for each cell of cellular automata is allotted a bee. The Bees which are distributed among the cells, try to improve their position by local interaction with the neighboring cells. One factor to prevent the algorithm's trapping in the local optimal is fine parameter in which the bee that is chosen to seek and can't improve its position will be fined and at the end of each generation the bees which are fined up to fine threshold, greedily are replaced with their best neighbors. The algorithm tested by the series of typical problem instances. Because the cellular automata model is inherently parallel, this parallelism potentially is inherited to the bee colony, so the proposed algorithm is capable of finding the answer in the same time as standard algorithm. The simulation results shows that the proposed algorithm has higher converging velocity for functions in all dimensions.
