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Abstract
A ﬁnite volume method with grid adaption is applied to two hyperbolic problems: the ultra-relativistic Euler equations, and a
scalar conservation law. Both problems are considered in two space dimensions and share the common feature of moving shock
waves. In contrast to the classical Euler equations, the derivation of appropriate initial conditions for the ultra-relativistic Euler
equations is a non-trivial problem that is solved using one-dimensional shock conditions and the Lorentz invariance of the system.
The discretization of both problems is based on a ﬁnite volume method of second order in both space and time on a triangular grid.
We introduce a variant of the min-mod limiter that avoids unphysical states for the Euler system. The grid is adapted during the
integration process. The frequency of grid adaption is controlled automatically in order to guarantee a ﬁne resolution of the moving
shock fronts. We introduce the concept of “width reﬁnement” which enlarges the width of strongly reﬁned regions around the shock
fronts; the optimal width is found by a numerical study. As a result we are able to improve efﬁciency by decreasing the number of
adaption steps. The performance of the ﬁnite volume scheme is compared with several lower order methods.
© 2007 Elsevier B.V. All rights reserved.
MSC: 35-04; 35L60; 35L65; 35L67; 35Q05; 35Q75
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1. Introduction
The Euler equations describe a perfect gas in local equilibrium in terms of the conservation laws for mass, momentum
and energy. In this case perfect isotropy is maintained at any point movingwith the gas.We still obtain perfect isotropy if
we consider the Euler equations in the frame of special relativity. Herewewill study themost simplemodel of relativistic
hydrodynamics, the so-called ultra-relativistic Euler equations. They result from more complicate thermodynamical
models in the limit of very high temperature or low particle masses. The spatially three-dimensional ultra-relativistic
∗ Corresponding author.
E-mail address: heineken@mpi-magdeburg.mpg.de (W. Heineken).
0377-0427/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2007.03.008
510 W. Heineken, M. Kunik / Journal of Computational and Applied Mathematics 214 (2008) 509–532
Euler equations for the particle density n, for the pressure p, and the spatial part u = (u1, u2, u3) of the velocity
four-vector read in differential form:

t
(
n
√
1 + |u|2
)
+ ∇ · (nu) = 0, (1)

t
(
4pui
√
1 + |u|2
)
+
3∑
k=1

xk
(pik + 4puiuk) = 0, i = 1, 2, 3, (2)

t
(3p + 4p|u|2) +
3∑
k=1

xk
(
4puk
√
1 + |u|2
)
= 0. (3)
The four equations for the conservation of momentum and energy (2), (3) form a closed subsystem for p and u,
the (p,u)-subsystem, while the relativistic continuity equation (1) for n decouples from this subsystem. In the
sequel we will only study this subsystem in two space dimensions. We study this simple model mainly due to
its interesting mathematical structure, though we are aware of the fact that it must be modiﬁed for real physi-
cal applications. The equations of state for a relativistic gas in equilibrium are due to Jüttner, who derived them
from the underlying relativistic kinetic phase densities for a Boltzmann, Fermi and Bose gas in [7,8]. For more
details we refer to the habilitation thesis of Kunik [10], the thesis of Qamar [17] as well as to the articles of
Kunik, Qamar and Warnecke [11–15], which deal with an interesting kinetic approach to the relativistic Euler
equations.
Despite the similarities between the classical and relativistic Euler equations there are also important differences
which justify a detailed study of the Euler equations in the frame of special relativity. One difference is that, in contrast
to the classical case, in the relativistic theory every signal speed is globally bounded by the velocity of light, independent
on the speciﬁc initial data.Another difference is that the conservation laws for energy and momentum form a genuinely
nonlinear hyperbolic subsystem of the ultra-relativistic Euler equations. This has several advantages for the analysis
and numerics of the relativistic hydrodynamical model.
Though the relativistic Euler equations considered here seem to look complicated they actually show a simpler
mathematical behaviour than the corresponding classical ones. For example, even the solution of the standard shock
tube or Riemann problem for the classical Euler equations of gas dynamics may lead to a vacuum region within the
shock tube that severely complicates a rigorous mathematical analysis for the general initial value problem. For more
details see the solution of the Riemann problem for the classical Euler equations in the textbook of Smoller [19].
However, at least for the ultra-relativistic Euler equations this behaviour will not occur. Here we will study a special
solution of the two-dimensional Riemann problem, the so-called four-shock problem, from the analytical as well as
the numerical point of view. In the case of the classical Euler equations this four-shock problem serves as an important
test case for numerical methods. The four-shock problem was studied by Schulz-Rinne et al. in [18]. In this paper we
will successfully adapt the four-shock problem to the ultra-relativistic case, which is by no ways an obvious task. The
reason for this difﬁculty lies in the Lorentz invariance of the relativistic Euler equations in contrast to the more simple
Gallilei invariance in the non-relativistic theory. We use the Lorentz invariance of the relativistic Euler equations in
order to determine an analytical solution for the four-shock problem.An alternative approach to the analytical solution
could be based on the ultra-relativistic limit of the relativistic Riemann solution for ﬂows with tangential speeds, which
was given by Pons et al. [16].
Furthermore, we provide another hyperbolic problem with moving shock fronts. This is a scalar conservation law
whose exact solution can be given explicitly. Both problems serve as test cases for an advanced numerical method
based on a second order ﬁnite volume scheme on an adapted grid.
For the numerical computation of shocks a ﬁne spatial resolution is essential. Therefore the spatial grid has to be
adapted during the integration process. We use a grid generator from the software package UG [2] which is based
on reﬁnement and coarsening strategies of Bank et al. [1]. Since grid adaption is rather costly it turns out to be more
efﬁcient to reﬁne a wider strip around the shock. Then the shock stays for a longer time inside the reﬁned region so
that the grid must only be updated after a certain number of time steps. To determine the strips that have to be reﬁned
a new algorithm was developed and implemented for the two test problems. However, our grid adaption algorithm
is formulated in such a way that it can also be applied to any other problem where steep gradients or discontinu-
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ities are involved. This algorithm automatically determines the most efﬁcient sequence of update times for the grid
adaption.
To solve the ultra-relativistic Euler equations we use a second order ﬁnite volume scheme with Lax–Friedrichs or
Engquist–Osher ﬂux discretization, see e.g., Kröner [9]. It is a well-known fact that a stable second order method
requires the use of limiters. However, the standard min-mode limiter turned out to lead to unphysical states and a
breakdown of the algorithm. Thus it was necessary to develop a speciﬁc limiter which always leads to physically
admissible solutions and a stable computation. Especially, the pressure (and therefore also the energy density) turned
out to be positive throughout the entire numerical computation.
The paper is organized as follows. In Section 2 we introduce the ultra-relativistic Euler equations in two space
dimensions and formulate the isotropy of this system. Shock conditions for the one-dimensional Riemann problem are
given in Section 3. These conditions will be used in Sections 4 and 5 for the construction of the initial data for the
four-shock problem. This construction essentially uses the isotropy and more generally the Lorentz invariance of the
relativistic Euler equations discussed in Section 4. We describe the second order ﬁnite volume discretization with our
new limiter in Section 6. Section 7 is devoted to our proposed grid adaption algorithm. In Section 8 we present the
numerical solution of the four-shock problem of the ultra-relativistic Euler equations. In addition, we compare accuracy
and computational cost of methods of ﬁrst and second order with respect to both space and time. The numerical solution
of the scalar conservation law is given in Section 9.
2. The ultra-relativistic Euler equations
We consider the ultra-relativistic Euler equations in two space dimensions. They are given as the conservation laws
w
t
+ f(w)
x1
+ g(w)
x2
= 0, t ∈ [0, tend], (x1, x2) ∈ R2, (4)
where x1 and x2 are the two spatial variables and t is the time variable. The conservative energy–momentum vector
w ∈ R3 and the ﬂux functions f and g are related to the pressure p and the dimensionless velocity four-vector
u˜ = (u0, u1, u2, 0) by the equations
w = (p, u1, u2) =
(3p + 4p(u21 + u22)
4pu0u1
4pu0u2
)
, f(w) =
( 4pu0u1
p + 4pu21
4pu1u2
)
, g(w) =
( 4pu0u2
4pu1u2
p + 4pu22
)
, (5)
where the zero-component of the velocity four-vector u˜ satisﬁes the condition
u0 =
√
1 + u21 + u22. (6)
Note that Eqs. (4)–(6) correspond to the spatially three-dimensional equations (2) and (3) if u3 = 0, and if p, u1 and
u2 are independent on x3. As a consequence of (5) and (6) the pressure and the spatial velocity components can be
expressed in terms of the vector w = (w0, w1, w2):
p = 1
3
(√
4w20 − 3(w21 + w22) − w0
)
, u1 = w12√p(p + w0) , u2 =
w2
2
√
p(p + w0) . (7)
In Section 3 we will essentially use the spatial isotropy of the ultra-relativistic Euler equations in order to determine
the initial data for a Riemann problem in two space dimensions. The isotropy is a special case of the Lorentz invariance
that will be described in Section 4. Here and in the following we denote by In ∈ Rn×n the n×n identity matrix, n ∈ N.
Theorem 2.1. Let A ∈ R2×2 be an orthogonal matrix, i.e., ATA = I2 holds, and let b ∈ R2 be a vector. We deﬁne the
linear mappings  and  according to(
(x1, x2)
(x1, x2)
)
= A
(
x1
x2
)
+ b.
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The ultra-relativistic Euler equations are isotropic, i.e., if
p(t, x1, x2),
(
u1(t, x1, x2)
u2(t, x1, x2)
)
is a solution of (4)–(6), then
p(t, (x1, x2), (x1, x2)), AT
(
u1(t, (x1, x2), (x1, x2))
u2(t, (x1, x2), (x1, x2))
)
is also a solution of (4)–(6).
Proof. See Weinberg [20], or Kunik [10]. 
3. The Riemann problem in one space dimension
In this section, we consider the ultra-relativistic Euler equations (4)–(6), with piecewise constant initial data of the
form:
p(0, x1, x2) :=
{
p−, x1 < 0,
p+, x10,
u1(0, x1, x2) :=
{
u−, x1 < 0,
u+, x10,
u2(0, x1, x2):≡ 0. (8)
In this case the solution will remain to be independent on the x2-coordinate. It is equivalent to the solution of a spatially
one-dimensional Riemann problem. We set
pmax := max(p−, p+), pmin := min(p−, p+)
and
up,max :=
{
u−, pmax = p−,
u+, pmax = p+,
up,min :=
{
u−, pmin = p−,
u+, pmin = p+.
The following theorem was derived in Kunik [10].
Theorem 3.1. Let the condition
4up,min
√
pminpmax = up,max
√
pmin + 3pmax
√
pmax + 3pmin ±
√
3(pmin − pmax)
√
1 + u2p,max (9)
be satisﬁed. Then the solution of the Riemann problem (4)–(6), (8) is a shock wave. The solution is:
• a 3-shock if the ± sign in (9) is a plus;
• a 1-shock if the ± sign in (9) is a minus.
The shock speed vshock is given by
ushock =
√
3up,max
√
pmin + 3pmax ± √pmax + 3pmin
√
1 + u2p,max√
8pmax
, vshock = ushock√
1 + u2shock
, (10)
where again the ± is a plus in the case of a 3-shock and a minus in the case of a 1-shock. The exact solution of the
Riemann problem (4)–(6), (8) can be given as
p(t, x1, x2) :=
{
p−, x1 < tvshock,
p+, x1 tvshock,
u1(t, x1, x2) :=
{
u−, x1 < tvshock,
u+, x1 tvshock,
u2(t, x1, x2):≡ 0. (11)
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Due to the isotropy of the ultra-relativistic Euler equations, Theorem 2.1, the result of Theorem 3.1 can easily be
extended to the initial condition
p(0, x1, x2) :=
{
p−, ax1 + bx2 + c < 0,
p+, ax1 + bx2 + c0,
u1(0, x1, x2) :=
{
au−, ax1 + bx2 + c < 0,
au+, ax1 + bx2 + c0,
u2(0, x1, x2) :=
{
bu−, ax1 + bx2 + c < 0,
bu+, ax1 + bx2 + c0
(12)
with arbitrary a, b, c ∈ R that fulﬁl a2 + b2 = 1. In this case both shock condition and shock speed are the same as
given in (9), (10), and the exact solution is given by
p(t, x1, x2) :=
{
p−, ax1 + bx2 + c < tvshock,
p+, ax1 + bx2 + c tvshock,
u1(t, x1, x2) :=
{
au−, ax1 + bx2 + c < tvshock,
au+, ax1 + bx2 + c tvshock,
u2(t, x1, x2) :=
{
bu−, ax1 + bx2 + c < tvshock,
bu+, ax1 + bx2 + c tvshock.
(13)
4. The Lorentz transformation
In order to obtain an appropriate initial condition for the four-shock problem considered in Section 5 we exploit
the important property of the ultra-relativistic Euler equations to be invariant under a Lorentz transformation. For this
purpose we introduce the concept of Lorentz transformations in this section.
Deﬁnition 4.1. Let G := diag(1,−1,−1,−1) ∈ R4×4 be the Minkowskian matrix. The elements of G are denoted
by g, , = 0, 1, 2, 3. A matrix  ∈ R4×4 that satisﬁes the relation
G = GT (14)
is called a Lorentz matrix. The set of all Lorentz matrices is denoted by L.
The condition (14) is equivalent to each of the following conditions:
•  is regular and −1 = GTG;
• G = TG, i.e., the Lorentz transformation leaves the Einstein–Minkowski metric invariant;
•  leaves the d’Alembertian wave operator =∑3,=0g(2/xx) constant.
If = ( ),=0,1,2,3 is a Lorentz matrix then det = ±1 and |00|1 holds. The Lorentz matrices  with det = 1
and 001 form a group which is called the proper homogeneous Lorentz group L+hom. A proof of these results can be
found in [10].
Deﬁnition 4.2. Let a˜ ∈ R4 be a four-vector and  be a Lorentz matrix. The linear mapping 	:R4 → R4 given by
	(x˜) := x˜ + a˜ (15)
is referred to as a Lorentz transformation. If a˜ = 0, the map 	 is called a homogeneous Lorentz transformation.
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Theorem 4.3. For every uˆ =
(
uˆ1
uˆ2
uˆ3
)
∈ R3 the matrix
(16)
is in L+hom. Here uˆuˆT ∈ R3×3 denotes the dyadic product. The matrix B(uˆ) is called a Lorentz boost. Every Lorentz
matrix  ∈ L+hom can be decomposed according to = B(uˆ)R where B(uˆ) is a Lorentz boost and R ∈ L+hom is
a rotation, i.e., TRR = I4.
Proof. See Kunik [10]. 
The ultra-relativistic Euler equations are valid in every Lorentz frame. Therefore a new solution of these equations
can be constructed by applying a Lorentz transformation to a known solution. The following algorithm describes this
construction in detail.
Let = ( ),=0,1,2,3 be a Lorentz matrix with 30 = 31 = 32 = 0. We consider the shock solution
p(t, x1, x2) :=
{
p−, ax1 + bx2 + c < tvshock,
p+, ax1 + bx2 + c tvshock,
u(t, x1, x2) :=
{
u− ∈ R2, ax1 + bx2 + c < tvshock,
u+ ∈ R2, ax1 + bx2 + c tvshock,
a2 + b2 = 1 (17)
of the Riemann problem (4)–(6). At time t = 0 the shock is situated at the line
S = {(x1, x2) ∈ R2: ax1 + bx2 + c = 0}.
The shock velocity is
vshock = vshock
(
a
b
)
.
We construct two distinct points x, y ∈ S by setting
x :=
(−ac − b
−bc + a
)
, y :=
(−ac + b
−bc − a
)
.
The corresponding four-vectors contain the time–space coordinates in R × R3; they are
x˜ :=
(0
x
0
)
, y˜ :=
(0
y
0
)
.
The shock velocity vector vshock is transformed into a four-vector by setting
ushock := vshock√
1 − v2shock
, u˜shock :=
(√1 + |ushock|2
ushock
0
)
.
We now apply the Lorentz transformation to the four-vectors:
x˜′ :=
(
tx′
x′
0
)
:= x˜, y˜′ :=
(
ty′
y′
0
)
:= y˜, u˜′shock :=
⎛
⎝
√
1 + |u′shock|2
u′shock
0
⎞
⎠ := u˜shock.
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The transformed shock velocity can be derived from u′shock via
v′shock :=
u′shock√
1 + |u′shock|2
.
Since the transformed four-vectors x˜′ and y˜′ are time–space vectors, the ﬁrst component is the time. Note that not only
the space variables but also the time is changed by the Lorentz transformation. Since we are interested in the position
of the transformed shock at time t = 0, we have to perform a retardation
x′0 := x′ − tx′v′shock, y′0 := y′ − ty′v′shock.
The position of the transformed shock at time t = 0 is determined by the line S′ through the two points x′0 and y′0.
However, the velocity v′shock of the transformed shock is not necessarily perpendicular to S′. Therefore it needs to be
orthogonalized:
s′ := x
′
0 − y′0
|x′0 − y′0|
, v⊥′shock := v′shock − (v′shock · s′)s′.
Here and in the sequel, a · denotes the scalar product of two vectors. The speed of the transformed shock is v′shock :=
|v⊥′shock|.
Knowing position and velocity of the transformed shock,we can now state theLorentz transformedRiemann problem.
Setting
(
a′
b′
)
:= v
⊥′
shock
v′shock
, c′ :=
(
a′
b′
)
· x′0, u˜− :=
(√1 + |u−|2
u−
0
)
, u˜+ :=
(√1 + |u+|2
u+
0
)
,
u˜′− :=
⎛
⎝
√
1 + |u′−|2
u′−
0
⎞
⎠ := u˜−, u˜′+ :=
⎛
⎝
√
1 + |u′+|2
u′+
0
⎞
⎠ := u˜+,
the transformed Riemann problem reads
p(t, x1, x2) :=
{
p−, a′x1 + b′x2 + c′ < tv′shock,
p+, a′x1 + b′x2 + c′ tv′shock,
u(t, x1, x2) :=
{
u′− ∈ R2, a′x1 + b′x2 + c′ < tv′shock,
u′+ ∈ R2, a′x1 + b′x2 + c′ tv′shock.
(18)
Theorem 4.4. If (17) is a shock solution of the ultra-relativistic Euler equations (4)–(6) then (18) is also a shock
solution of (4)–(6). The type of the shock is the same as in (17).
Proof. The theorem follows directly from the Lorentz invariance of the ultra-relativistic Euler equations which is
proved in Weinberg [20] or Kunik [10]. 
5. The four-shock problem
In this section, we will explain how to construct an initial condition for the ultra-relativistic Euler equation that leads
to four moving shock waves. With a, b > 0 we deﬁne the following domains and lines in R2, see Fig. 1:
D1 := {(x1, x2) ∈ R2: ax1 > |x2|}, D2 := {(x1, x2) ∈ R2: x2 >max(ax1,−bx1)},
D3 := {(x1, x2) ∈ R2: bx1 < − |x2|}, D4 := {(x1, x2) ∈ R2: x2 <min(−ax1, bx1)},
R12 := {(x1, x2) ∈ R2: x2 = ax1, x1 > 0}, R23 := {(x1, x2) ∈ R2: x2 = −bx1, x1 < 0},
R34 := {(x1, x2) ∈ R2: x2 = bx1, x1 < 0}, R41 := {(x1, x2) ∈ R2: x2 = −ax1, x1 > 0}.
516 W. Heineken, M. Kunik / Journal of Computational and Applied Mathematics 214 (2008) 509–532
x1
x2
D1
D2
D3
D4
R12
R23
R34
R41
Fig. 1. The lines Rij and the domains Di , lying between the lines.
We consider the ultra-relativistic Euler equations (4)–(6) with the initial condition
p(0, x1, x2) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
p1, (x1, x2) ∈ D1,
p2, (x1, x2) ∈ D2,
p3, (x1, x2) ∈ D3,
p2, (x1, x2) ∈ D4,
u(0, x1, x2) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u1 := 0, (x1, x2) ∈ D1,
u2 := (
a,−
)T, (x1, x2) ∈ D2,
u3 := (, 0)T, (x1, x2) ∈ D3,
u4 := (
a, 
)T, (x1, x2) ∈ D4,
where the parameters a, b, p1, p2, p3 ∈ R+, 
,  ∈ R are chosen in such a way that at time t = 0 there is:
• a 1-shock at R12 and R41;
• a 3-shock at R23 and R34.
The 1-shocks are called S12 and S41, the 3-shocks S23 and S34, respectively.
Remark 5.1. Since an initial condition of this type is symmetric with respect to the x1-axis, the solution will keep this
symmetry for all t > 0.
Below we will present an algorithm how to derive an appropriate choice for the parameters a, b, p1, p2, p3, 
, and
. The idea of this algorithm is the following:
The exact solution of the ultra-relativistic Euler equations is known in the case that the velocity u on both sides of
the shock is perpendicular to the shock, see (13). If we assume u1 = 0 then we can construct a problem with u2 ⊥ S12.
But in this case the desired relation u2 ⊥ S23 ⊥ u3 is not possible. Therefore we use the Lorentz invariance of the ultra-
relativistic Euler equations, Theorem 4.4, in order to construct a Lorentz transformed problem with u′2 ⊥ S′23 ⊥ u′3.
Then we get the original shock problem by applying the inverse Lorentz transformation. It turns out that the algorithm
becomes easier if we start with u3, p3, p2 and a Lorentz matrix . From this given parameters we subsequently derive
u2, S23, u1, S12 and p1. Let e1 = (1, 0)T and e2 = (0, 1)T be the unit basis vectors of R2. Fig. 2 illustrates the situation
described in the following algorithm.
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S23
s
023
s12
S12
u3
v
⊥
shock,23
vshock,23 v
⊥
shock,12
ushock,12
ushock,23
u1 = 0
x1
x2
u’2
u2
u’3
s’23
u’shock,23
x2
x1
Fig. 2. Left: original vectors; right: Lorentz transformed vectors.
Algorithm 5.2. Four-Shock Problem. Choose p2, p3, , and two parameters uˆ1, uˆ2 ∈ R.
Step 1: Construct a Lorentz transformed 1D-problem at shock S23.
u˜3 :=
(√
1 + 2, , 0, 0
)T
(velocity four-vector),
uˆ := (uˆ1, uˆ2, 0)T, B(uˆ) according to (16) (Lorentz matrix),
u˜′3 :=
(√
1 + |u′3|2, (u′3)T, 0
)T
:= B(uˆ)u˜3 (Lorentz transformation of u˜3),
s′23 :=
(
0
1
−1
0
)
u′3 (s′23 is a point on the shock S′23 ⊥ u′3),
u1D3 := |u′3|,
u1D2 :=
(
u1D3
√
p2 + 3p3√p3 + 3p2 +
√
3(p2 − p3)
√
1 + (u1D3 )2
)
/
(
4√p2p3
)
(condition for a 3-shock of a 1D-problem, see (9)),
u1Dshock,23 :=
(
u1D3
√
3p2 + 9p3 + √p3 + 3p2
√
1 + (u1D3 )2
)
/
(√
8p3
) (shock velocity of the 1D-problem, see(10)),
u′2 := u1D2 u′3/|u′3|,
u′shock,23 := u1Dshock,23u′3/|u′3| (2D shock velocity).
Step 2: Reverse Lorentz transformation of the problem at shock S23.
u˜′2 :=
(√
1 + |u′2|2, (u′2)T, 0
)T
(velocity four-vector),
s˜′23 := (0, (s′23)T, 0)T (time–space vector, time is 0),
u˜′shock,23 :=
(√
1 + |u′shock,23|2, (u′shock,23)T, 0
)T
(shock velocity four-vector),
u˜2 :=
(√
1 + |u2|2, (u2)T, 0
)T := B(uˆ)−1u˜′2 (reverse Lorentz transformation),
if not (u2 · e1 > 0 and u2 · e2 < 0): initial parameters not suitable, break the algorithm! (u2 must point into the 4th
quadrant),
s˜23 := (tshock,23, (s23)T, 0)T := B(uˆ)−1s˜′23 (reverse Lorentz transformation),
u˜shock,23 :=
(√
1 + |ushock,23|2, (ushock,23)T, 0
)T := B(uˆ)−1u˜′shock,23 (reverse Lorentz transformation).

 := |u2 · e2|
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Step 3: Retardation. The vector s˜23 is a time–space vector with the time component tshock,23 which in general is not
zero! We have to compute the position of shock S23 at the time t = 0 using the velocity of the shock.
vshock,23 := ushock,23/
√
1 + |ushock,23|2 (physical shock velocity),
s023 := s23 − tshock,23vshock,23 (s023 marks the position of shock S23 at time t = 0),
if not (s023 · e1 < 0 and s023 · e2 > 0): initial parameters not suitable, break the algorithm! (s023 must point into the
2nd quadrant),
b := −(s023 · e2)/(s023 · e1) (slope of the shock S23).
Step 4: Orthogonalization of the shock velocity. The shock velocity vshock,23 is in general not perpendicular to the
shock!
v⊥shock,23 := vshock,23 − (vshock,23 · s023)s023/|s023|2 (v⊥shock,23 is the component of the shock velocity vshock,23 that
is normal to the shock).
Step 5: Construct a 1D-problem at shock S12:
s12 :=
(
0
1
−1
0
)
u2 (the shock S12 must be perpendicular to u2),
a := (s12 · e2)/(s12 · e1) (shock slope),
u1D2 := |u2|,
p1 := p2
(
2√
3
u1D2 +
√
1 + 43 (u1D2 )2
)2
(condition for a 1-shock of a 1D-problem, see (9)),
u1Dshock,12 := −
√
p1 + 3p2/√8p1 (shock velocity of the 1D-problem, see (10)),
ushock,12 := u1Dshock,12u2/|u2| (2D shock velocity),
v⊥shock,12 := ushock,12/
√
1 + |ushock,12|2 (the physical shock velocity v⊥shock,12is already perpendicular to the
shock S12).
Using this algorithm we construct an example for a four-shock problem.
Example 1. We set p3 = 1, = 1, and uˆ2 = −1. For p2 ∈ [0, 0.5] and uˆ1 ∈ [0, 2] we compute the shock slopes a and
b with the above algorithm. Fig. 3 shows for which values of p2 and uˆ1 we obtain the shock slopes a = 1 and b = −1
that result in perpendicular shocks S12 and S23. By numerical computation we derive that uˆ1 = 0.895563392200 and
0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0.5
u^
1
p
2
a = 1 
b = −1 
b = −1 
Fig. 3. Shock slopes a = 1 and b = −1 depending on uˆ1 and p2.
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p2 = 0.152328811474 gives the desired shock slopes. With these values we obtain
u2 = 0.870945492760
(
1
−1
)
, p1 = 1.521927587854,
v⊥shock,12 = 0.264395302172
(−1
1
)
, v⊥shock,23 = 0.503401901999
(
1
1
)
.
Example 2. Since the ultra-relativistic Euler equations are isotropic, see Theorem 2.1, we can rotate the derived
problem in order to align the shock positions with the coordinate axes. A counter-clockwise rotation of 45◦ results in
the following initial conditions:
p(0, x1, x2) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1.521927587854, x1 > 0, x2 > 0,
0.152328811474, x1 < 0, x2 > 0,
1, x1 < 0, x2 < 0,
0.152328811474, x1 > 0, x2 < 0,
u(0, x1, x2) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(0, 0)T, x1 > 0, x2 > 0,
(1.231702927948, 0)T, x1 < 0, x2 > 0,
(1/
√
2, 1/
√
2)T, x1 < 0, x2 < 0,
(0, 1.231702927948)T, x1 > 0, x2 < 0.
The shock velocities of this problem are then given as
v⊥shock,12 =
(−0.373911422159
0
)
, v⊥shock,23 =
(
0
0.711917797132
)
,
v⊥shock,34 =
(
0.711917797132
0
)
, v⊥shock,41 =
(
0
−0.373911422159
)
,
where v⊥shock,ij denotes the velocity of the shock being initially located between the quadrants i and j.
6. Discretization
In this section, we describe the discretization of a system of conservation laws by a ﬁnite volume method of second
order in both space and time, see e.g., Kröner [9]. For the sake of simplicity we ﬁrst consider a scalar conservation law
w
t
+ f (w)
x1
+ g(w)
x2
= 0, (x1, x2) ∈  ⊂ R2, t ∈ [0, tend], (19)
where  is a domain. For the solution of a system of conservation laws one has to apply the ﬁnite volume method to
every component of the system. The time interval [0, tend] will be divided into constant time steps of length  := tend/m
and we call the discrete time levels tn := n for n = 0, . . . , m. We assume that for any time level tn there exists a
conformal triangulationTn of the domain  consisting of the triangles T1, . . . , TN . We denote:
• the centre of mass of the triangle Ti ∈Tn with xi ;
• the edge between the triangles Ti and Tj with Eij ;
• the midpoint of the edge Eij with zij ;
• the unit normal vector on Eij , pointing from Ti towards Tj , with nij = (nij1, nij2)T.
We assume that at time tn there exists a piecewise, i.e., on every triangle, constant approximate solution wh(tn, ·) to
Eq. (19). We deﬁne the solution value on the triangle Ti according to wni := wh(tn, xi ).
For the construction of a ﬁnite volume method of second order in time one needs a linear reconstruction of the
piecewise constant function wh(tn, ·). We now describe a linear reconstruction with a modiﬁed min-mod limiter.
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Deﬁnition 6.1. Let U = {u1, . . . , un} be a set of linear functions ui :D → R deﬁned on the domain D ⊂ R2. Then
we deﬁne the “min-mod set”
M(U) := {ui ∈ U : |∇ui | |∇uj |, j = 1, . . . , n}
and the “min-mod function”
mm(U) :=
{
ui, ui ≡ uj∀uj ∈M(U),
not deﬁned, ∃ ui, uj ∈M(U): ui /≡ uj .
Let Ti be an inner triangle of the triangulation Tn with the three neighbouring triangles Tj , Tk and Tl . We set
i := ⋃=i,j,k,lT and deﬁne the three linear functions w˜j,i,k, w˜k,i,l , w˜l,i,j :i → R by the assumption
w˜,i,(x) := wn, w˜,i,(xi ) := wni , w˜,i,(x) := wn , ,  ∈ {j, k, l}.
The function w˜,i, is said to be overshooting if for any 	 = j, k, l the value w˜,i,(zi,	) lies not between wni and wn	 .
We set Wi := {w˜j,i,k, w˜k,i,l , w˜l,i,j } and deﬁne the following two linear reconstructions.
Deﬁnition 6.2. The linear reconstruction w¯ni :i → R is given by
w¯ni :=
{
mm(Wi) if mm(Wi) is deﬁned,
wni otherwise.
Deﬁnition 6.3. The linear reconstruction ¯¯wni :i → R is given by
¯¯wni :=
{
mm(Wi) if mm(Wi) is deﬁned and not overshooting,
wni otherwise.
Remark 6.4. The “min-mod limiter” of Durlofsky et al. [4] is based on the linear reconstruction w¯. The linear recon-
struction ¯¯w is a modiﬁcation of w¯ where the no overshot condition is added. This condition turns out to be essential
for the solution of the ultra-relativistic Euler equations, see Remark 6.8. Therefore we will use:
• the linear reconstruction w¯ in the scalar example presented in Section 9, and
• the linear reconstruction ¯¯w for the calculation of the ultra-relativistic Euler equations presented in Section 8.
Equipped with the tool of linear reconstruction we are now able to formulate the following scheme: for any inner
triangle Ti with neighbouring triangles Tj , Tk , Tl we set
w
n+1/2
i = wni −

|Ti |
∑
=j,k,l
Fi,(wˆ
n
i (zi,), wˆ
n
 (zi,)),
wn+1i =
1
2
⎛
⎝wni + wn+1/2i − |Ti |
∑
=j,k,l
Fi,(wˆ
n+1/2
i (zi,), wˆ
n+1/2
 (zi,))
⎞
⎠
. (20)
Here wˆ stands for the linear reconstruction, so we set wˆ := w¯ or wˆ := ¯¯w, according to Remark 6.4. In Eq. (20), wˆn+1/2i
is the linear reconstruction based on the intermediate values wn+1/2i . The function F is a numerical ﬂux function. In
our calculations we use:
• the Lax–Friedrichs ﬂux function F LF in the case of the ultra-relativistic Euler equations, and
• the Engquist–Osher ﬂux function F EO in the scalar example given in Section 9.
The ﬂux functions are deﬁned as follows.
W. Heineken, M. Kunik / Journal of Computational and Applied Mathematics 214 (2008) 509–532 521
Deﬁnition 6.5. The Lax–Friedrichs ﬂux function F LF is given by
F LFij (u, v) =
|Eij |
2
(nij1(f (u) + f (v)) + nij2(g(u) + g(v))) + |Eij |2	 (u − v),
where the parameter 	 should be chosen rather large but satisfying the condition
0< 	 1
maxi,j sup{nij1f ′(w(zij )) + nij2g′(w(zij )):w is solution of (19)}
for stability reasons.
Deﬁnition 6.6. The Engquist–Osher ﬂux function F EO was derived in [5] and is given by
F EOij (u, v) = |Eij |(c+ij (u) + c−ij (v))
with
cij (u) = nij1f (u) + nij2g(u),
c+ij (u) = cij (0) +
∫ u
0
max(c′ij (s), 0) ds,
c−ij (u) =
∫ u
0
min(c′ij (s), 0) ds.
Remark 6.7. Eq. (20) describes a second order explicit Runge–Kutta method in time, applied to a second order ﬁnite
volume discretization in space. Lower order variants used in Section 8.3 for comparison are:
• the explicit Euler scheme of ﬁrst order in time, obtained by setting wn+1i := wn+1/2i in (20);• a ﬁnite volume scheme of ﬁrst order in space, obtained by replacing wˆ by w in (20);
• a combination of both methods above.
If the grid remains unchanged, i.e., if Tn =Tn+1, then the piecewise linear approximate solution is deﬁned by
wh(tn+1, Ti) := wn+1i . If the grid is changed, the new solutionwh(tn+1, Ti) has to be constructed from the valueswn+1i
by linear interpolation.
Remark 6.8. In the ultra-relativistic Euler equations the ﬂux functions f and g are deﬁned in (5) in terms of the
physical variables p, u1 and u2. However, the ﬁnite volume method has to be applied to the conservative variables
w0, w1 and w2. Therefore, in every time step the conservative variables need to be converted to the physical ones.
This conversion might be problematic if the square roots in (7) are not deﬁned. It may also lead to an unphysical
negative pressure p. We have observed these problems when the original min-mod limiter was applied that allows
overshooting linear reconstructions. Therefore we have modiﬁed the limiter according to Deﬁnition 6.3 in order to
avoid overshots. With our limiter we have not suffered from those difﬁculties in the numerical simulation shown in
Section 8.
7. Grid adaption
The numerical computation of a problem with discontinuities like shocks needs a ﬁne spatial resolution in order to
obtain reasonably accurate results. On the other hand, in regions away from discontinuities or steep solution gradients
less grid reﬁnement is necessary. To work with a uniform strongly reﬁned grid would require very large amounts of
memory and the solution process would be inefﬁcient due to the extremely large dimension of the semi-discrete system
in this case. Therefore, a time changing grid has to be used which only fully resolves regions showing a high gradient
of the numerical solution.
Let us consider problems (4)–(6) with the discretization explained in Section 6. In order to describe our proposed
procedure of grid adaption we ﬁrst need to give some introductory information. We use a hierarchical grid generator
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implemented in the software package UG [2] to create and adapt conformal triangular grids. We start with an approxi-
mately uniform triangulation of the domain , meaning that the triangles are close to equilateral ones with side length
h0. This starting gridT0 is said to be of level 0 and we deﬁne lev(T ) = 0 for all triangles T ∈ T0. The process of
changing the grid by reﬁnement and coarsening of the triangles is called “adaption”. Regular reﬁnement replaces one
“father” triangle of level n by four “son” triangles of level n+ 1. Regular coarsening will replace four son triangles by
their father triangle. Some irregular adaption has to be carried out in order to keep the triangulation conformal, i.e., to
avoid hanging nodes. Regularly reﬁned triangles of level n will again be close to equilateral and have side lengths of
approximately 2−nh0. We choose levmax to be the highest reﬁnement level to be used, corresponding to a side length
hmin := 2−levmaxh0. A triangle of level 0 cannot be coarsened as well as a triangle of level levmax is not allowed to be
further reﬁned.
Grid adaption is carried out at the discrete time points 0 = tad,0 < tad,1 < · · ·< tad,N = tend. We deﬁne ad,n :=
tad,n+1 − tad,n. The following Algorithm 7.1 describes a ﬁrst strategy which triangles of a current grid are marked for
reﬁnement and for coarsening.
Algorithm 7.1. Mark for adaption, ﬁrst strategy.
1. Given: current triangulation Tn, piecewise constant numerical solution wh = (wh,1, wh,2, wh,3), a sequence of
parameters 0 = −10 · · · levmax−1 < levmax = ∞.
2. Compute continuous and piecewise linear approximation wh,i,cont to w

h,i for i = 1, 2, 3.
3. Deﬁne the gradient indicator:
(wh,i)(T ) :=
|∇wh,i,cont(x)|
maxy∈wh,i(y) − miny∈wh,i(y)
, x ∈ T ∈Tn, i = 1, 2, 3.
4. Set (wh)(T ) := max
i=1,2,3 (w

h,i)(T ), T ∈Tn.
5. Mark triangle T for:
• reﬁnement if for any i = 0, . . . , levmax there holds (wh)(T ) ∈ [i−1, i ) and lev(T )< i;• coarsening if for any i = 0, . . . , levmax there holds (wh)(T ) ∈ [i−1, i ) and lev(T )> i.
In this algorithm i is the maximum allowed value for the gradient indicator at a triangle of level i. By choosing the
i one can inﬂuence the structure of the grid. For example, for the choice 0 = · · · = levmax−1 = 0 one will obtain
a uniform grid of level levmax. A similar algorithm to steer the structure of the grid was proposed in [6], the only
difference being that there a scaled Z2 indicator was used instead of the gradient indicator proposed here.
The adaption time steps ad,n will be set as follows:
• The ﬁrst step is an initial guess. We choose ad,0 := 5 for our problem.
• The step ad,n is calculated at time t = tad,n, n = 1, 2, . . . according to
ad,n :=
{
max(ad,n−1/1.1, ) if ∃T ∈Tn: (wh)(T )> 2levmax−1
and lev(T )< levmax,
1.1ad,n−1 otherwise.
(21)
Roughly speaking this means that in the unwanted case that a triangle with high solution gradient is not on the top grid
level, the adaption time step will be decreased.
Algorithm 7.1 will perform quite well if discontinuities move very slowly or if the solution is continuous with only
moderate gradients. However, in our problem shocks move with considerable speed. As only a narrow neighbour-
hood of a shock is fully resolved, the moving shock will soon run out of this region, calling for a new grid adaption.
Since grid adaption is a rather costly process it would be inefﬁcient to carry it out too often. Therefore we want a
somewhat wider strip around the shock front to be reﬁned to top level, a strategy which we call “width reﬁnement”.
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This can be achieved by a change of the  parameters in Algorithm 7.1, Step 5. We propose the following second
strategy:
Algorithm 7.2. Mark for adaption, second strategy “width reﬁnement”.
1. Given in addition to Algorithm 7.1, 1.: a parameter 
1.
2. Set ˜levmax−1 := 
levmax−1 and ˜i := min(i , ˜levmax−1), i = 0, . . . , levmax − 2.
3. Perform Algorithm 7.1, Steps 2 till 4.
4. Perform Algorithm 7.1, Step 5 with  replaced by ˜.
However, the adaption time steps will still be derived by (21) with the original  parameters.
In Section 8.4, we will show a numerical result indicating that an optimal choice of 
 can save a considerable amount
of computing time compared with the case 
= 1 which is equivalent to the ﬁrst strategy.
8. Numerical results for the ultra-relativistic Euler equations
In this section, we present numerical computations of the ultra-relativistic Euler equations (4)–(6) with the initial
conditions given in Example 2 and Dirichlet boundary conditions.
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Pressure p
Fig. 4. Pressure p at time t = 1.
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Fig. 5. Velocity u1 at time t = 1.
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Fig. 6. Grid and velocity u2 at time t = 1.
8.1. Solution
The solution of the problem at time tend = 1 is shown in Figs. 4–6. For the simulation the following methods and
parameters were used:
• the ﬁnite volume method of second order in space and time with Lax–Friedrichs ﬂux function, see Section 6;
• a grid adaption following Algorithm 7.2;
• the initial grid size h0 = 0.2;
• the constant time step = 0.0004;
• the following grid parameters inAlgorithm 7.2: levmax = 6, 0 =1 =2 = 0.1, 3 = 0.2, 4 = 4, 5 = 8, 
= 0.2.
Note that the symmetry relation u1(t, x1, x2) = u2(t, x2, x1) holds. Therefore only a contour plot of u2 is given in
Fig. 6.
Result. The numerical shock speeds are in good agreement with the analytical solution given in Example 2. This is
apparent at the boundaries: The exact boundary conditions do not lead to a visible shock deformation.Around the origin
x1 = x2 = 0 two curved discontinuities develop. The velocity plots also show the development of a wave connecting
the two points of intersecting shocks. The discontinuities are slightly smeared out. For each of the velocities u1 and u2
there is one shock lying between equal velocity values. At this shock small numerical errors are visible. The symmetry
relations p(t, x1, x2) = p(t, x2, x1) and u1(t, x1, x2) = u2(t, x2, x1) are approximately fulﬁlled. Since the grid is not
symmetric we do not obtain exact symmetry in the numerical solution. The grid resolves all discontinuities to the ﬁnest
level.
Remark 8.1. The grid is not symmetric in this case since we have chosen a non-symmetric initial gridT0 in order to
study to what extent an irregular grid might disturb the symmetry of the problem. Of course, one could use a symmetric
grid which would result in perfect symmetry in the numerical solution.
8.2. Deﬁnition of errors
As we can see in Figs. 4–6, the solution develops a new structure near the origin x1 = x2 = 0, while in a certain
distance from the origin we still have plane shock waves moving with constant speed. While the exact solution around
the origin is not known, it can be given explicitly in the outer regions where only plane shocks occur, see (22)
below. Therefore we estimate the error only in a secure distance from the origin. We will measure two kinds of
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errors, namely:
• pos, the error in the position of the shock waves due to an inaccurate shock speed and
• , the width of a numerically obtained shock front due to smearing of the shocks as a result of numerical diffusion.
In this section we will deﬁne the two errors pos and .
Throughout this section we will use variables with subscript and superscript indices. Superscript indices are always
related to a quadrant or a semiaxis in the (x1, x2)-plane.
For the sake of an easy presentation, we rename the shock speeds given in Example 2 according to v1 := |v⊥shock,41|
and vj := |v⊥shock,j−1,j | for j = 2, 3, 4. With the initial conditions given in Example 2 we deﬁne
p
j
plane := p(0, x1, x2), ujplane := (ujplane,1, ujplane,2)T := u(0, x1, x2)
if (x1, x2) lies in the jth quadrant of the (x1, x2)-coordinate system. The evaluation of the error will be based on the
w-coordinates of the numerical solution.We therefore set wjplane := (pjplane, ujplane,1, ujplane,2)with the transformation
 given in (5), (6).
The error will be measured at any time tn, n=1, . . . , mwhen a new solution wh(tn, ·) is calculated. The triangulation
Tn is deﬁned as in Section 6, and again xi = (xi,1, xi,2)T shall be the midpoint of a triangle Ti ∈Tn. Given a number
xin ∈ (0, 1) we deﬁne:
• the inner domain in := (−xin, xin)2;
• the outer domain out := \in;
• the four time-dependent subdomains:
1out(tn) := ((v2tn, 1) × (v1tn, 1))\in,
2out(tn) := ((−1, v2tn) × (v3tn, 1))\in,
3out(tn) := ((−1, v4tn) × (−1, v3tn))\in,
4out(tn) := ((v4tn, 1) × (−1, v1tn))\in,
• and the four domains 1shock := (xin, 1) × (−xin, xin), 2shock := (−xin, xin) × (xin, 1), 3shock := (−1,−xin) ×
(−xin, xin), 4shock := (−xin, xin) × (−1,−xin).
Inside out the shocks are situated at the lines S1(tn) = (xin, 1) × {v1tn}, S2(tn) = {v2tn} × (xin, 1), S3(tn) =
(−1,−xin) × {v3tn} and S4(tn) = {v4tn} × (−1,−xin). The exact solution in out is given by
w(tn, x) = wjplane if x ∈ jout(tn), j = 1, 2, 3, 4. (22)
Setting w0plane := w4plane we deﬁne the mean values wjmean,i = (wj−1plane,i + wjplane,i )/2 for i = 1, 2, 3 and j = 1, 2, 3, 4,
where wjplane,i denotes the ith component of vector w
j
plane. The following set S
j
num,i (tn) indicates the numerical shock
position obtained from the solution component wh,i :
S
j
num,i (tn) := {x ∈ jshock(tn): ∃a ∈ (0, 1): x = (1 − a)xk + axl ,
w
j
mean,i = (1 − a)wh,i(tn, xk) + awh,i(tn, xl ),
Tk and Tl are neighbouring triangles}.
For an illustration of the above deﬁnitions see Fig. 7.
Deﬁnition 8.2. The average relative error of shock position is deﬁned as
pos := mean
n=1,...,m meani=1,2,3 meanj=1,2,3,4 meanx∈Sjnum,i (tn)
dist(x, Sj (tn))
vj tn
,
where “mean” denotes the arithmetic mean of a set of real numbers and “dist” stands for the Euclidean distance.
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Fig. 7. Left: deﬁnition of in (white area) and iout(tn) (dotted areas); right: 1shock (dotted area), S1(tn) (thick line) and S1num(tn) (bold dots).
The width of the shock fronts will be measured at the lines L1 := {x = (x1, x2): x1 = (xin + 1)/2}, L2 := {x =
(x1, x2): x2 = (xin + 1)/2}, L3 := {x = (x1, x2): x1 = −(xin + 1)/2} and L4 := {x = (x1, x2): x2 = −(xin + 1)/2}. We
deﬁne the numbers
w
j
low,i := 0.1wjmean,i + 0.9 min(wj−1plane,i , wjplane,i )
and
w
j
high,i := 0.1wjmean,i + 0.9 max(wj−1plane,i , wjplane,i ) for i = 1, 2, 3, j = 1, 2, 3, 4
indicating the range of solution values belonging to what we consider as the “smeared shock”. The set
S
j
i (tn) := {Tk ∈Tn: Tk ∩ Lj = ∅, wjlow,i <wh,i(tn, xi ) <wjhigh,i}
collects all the triangles that lie on the smeared shock and on the line Lj .
Deﬁnition 8.3. We deﬁne a particular shock width by
ji (tn) :=
⎧⎨
⎩
max
Tk∈Sji (tn)
xk,2 − min
Tk∈Sji (tn)
xk,2, j = 1, 3,
max
Tk∈Sji (tn)
xk,1 − min
Tk∈Sji (tn)
xk,1, j = 2, 4
and maximize/average to get
 := mean
n=1,...,m maxi=1,2,3 maxj=1,2,3,4 
j
i (tn).
8.3. First and second order comparison
In this section, we compare the performance of the method being second order accurate in space and time with the
three lower order variants described in Remark 6.7. We use the same parameters as for the simulation in Section 8.1.
The number xin deﬁned in Section 8.2 is set to 0.5.
Result. The Fig. 8 shows that the error can be decreased by using a spatially second order scheme. Surprisingly, the
error obtained with the temporally second order methods is not smaller than with the corresponding temporally ﬁrst
order schemes. This indicates that the overall error is dominated by the error of the spatial discretization. As expected,
themethods of second order in time aremore expensive than the corresponding ﬁrst order ones. Comparedwith spatially
second order methods, the schemes of ﬁrst order in space need a grid with more triangles due to the larger regions
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Fig. 8. Inﬂuence of the order on grid, error and computing time.
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Fig. 9. Cross-section through the solution, dashed line: spatially ﬁrst order, solid line: spatially second order. The graphs for order one and two in
time are not distinguishable in the plot since the temporal order has hardly any inﬂuence on accuracy in our example.
of smeared shocks. Therefore, the spatially second order methods are even cheaper than the corresponding ﬁrst order
ones. Fig. 9 illustrates that shock fronts of the spatially second order schemes are less diffusive. Note that the middle
plateau in the velocity plot of Fig. 9 is not supposed to be constant, so the velocity changes in this plateau are not an
indication of numerical error.
As a conclusion, the most efﬁcient performance was shown by the method of ﬁrst order in time and second order in
space.
8.4. Optimal width reﬁnement
In this section, we investigate the inﬂuence of the parameter 
 introduced in Algorithm 7.2 on the efﬁciency of
the computation. To evaluate the efﬁciency we measure the computing time and estimate the numerical error. In the
simulation we use the parameters tend = 0.5, i = 2i−2 for i = 0, . . . , 5, and xin = 0.5. All other parameters are the
same as in Section 8.1 (Figs. 10 and 11).
Result. In our example the width reﬁnement strategy proposed in Algorithm 7.2 leads to considerable savings of
computing time and additionally decreases the numerical error. The value 
=0.2 seems to be optimal for our problem.
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Compared to the strategy without width reﬁnement, i.e., 
= 1, a solution with 
= 0.2 needs only half the computing
time and reduces the shock width to 55%.
9. A nonlinear scalar conservation law with shock fronts
For the second test problem we consider a Riemann problem for a scalar hyperbolic conservation law of the form:
w
t
+ f1(w)
x1
+ f2(w)
x2
= 0 (23)
with given nonlinear ﬂuxes f1, f2: [
, ] → R, where 
< , and an unknown scalar ﬁeld w:H → [
, ] in the half
space
H := {(t, x1, x2): t0, x1, x2 ∈ R}.
For (23) we prescribe piecewise constant Riemannian initial data w0:R2 → [
, ], w0(x1, x2) = w(0, x1, x2). We
assume that w0 has a ﬁnite number of discrete states and satisﬁes for all 	> 0 and x1, x2 ∈ R the condition
w0(x1, x2) = w0(	x1, 	x2). (24)
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In [3], Dafermos has introduced a method to construct the solution of the one-dimensional problem
w
t
+ f (w)
x
= 0
with a piecewise linear, continuous ﬂux function f and an initial function w(0, x) that is piecewise constant and has
a ﬁnite number of discrete states. It is shown that for all time t > 0, the solution w(t, .) is piecewise constant and the
constant states are separated by a ﬁnite number of shocks.
If we assume in the two-dimensional case that the ﬂuxes f1, f2 are given continuous and piecewise linear functions
describing polygons, then we expect analogously that the Riemann solution w for piecewise constant Riemannian
initial data is also a piecewise constant function at each time t > 0, where the constant states are separated by a ﬁnite
number of straight line shock segments. In particular, this expectation proves to be satisﬁed for our second test problem
described below by (28), (29), as we will show by an explicit construction of its entropy solution.
The Riemann solution of (23), (24) is uniquely deﬁned and self-similar, i.e.,
w(t, x1, x2) = w(	t, 	x1, 	x2) ∀	> 0 ∀(t, x1, x2) ∈ H . (25)
Thus it is sufﬁcient to study the solution w at time t = 1.
Assume that a single straight line shock separating the two states w− <w+ passes through the origin x1 = x2 = 0 at
initial time t = 0. Then each spatial point (x1, x2) of the shock front at time t = 1 satisﬁes the
Rankine–Hugoniot condition:
n1
(
x1 − f1(w+) − f1(w−)
w+ − w−
)
+ n2
(
x2 − f2(w+) − f2(w−)
w+ − w−
)
= 0, (26)
where n = (n1, n2) is the unit normal vector of the shock pointing from the w− region to the w+ region. We conclude
that at t = 1 the shock passes the Rankine–Hugoniot point
S :=
(
f1(w+) − f1(w−)
w+ − w− ,
f2(w+) − f2(w−)
w+ − w−
)
. (27)
In addition, we have to require that it satisﬁes for all w ∈ (w−, w+) the
Oleinik entropy condition:
n1
(
x1 − f1(w+) − f1(w)
w+ − w
)
+ n2
(
x2 − f2(w+) − f2(w)
w+ − w
)
0
n1
(
x1 − f1(w) − f1(w−)
w − w−
)
+ n2
(
x2 − f2(w) − f2(w−)
w − w−
)
.
Now we are able to formulate and solve the second test case, where we put for the ﬂuxes
f1(w) = |w|, f2(w) =
∣∣∣∣w − 12
∣∣∣∣ ,
i.e., we consider the scalar conservation law
w
t
+ |w|
x1
+ |w −
1
2 |
x2
= 0 (28)
for (x1, x2) ∈ R2, t0. We prescribe the Riemannian initial condition
w(0, x1, x2) =
{0, x2 >max(x1/2, 0),
1, x1 < 0, x2 < 0,
−1, x1 > 0, x2 <x1/2.
(29)
For the exact Riemann solution at time t = 1 we deﬁne straight lines by the linear functions
a(x1) = x1 − 12 , b(x1) =
(
3 − 3
2
√
2
)
x1 − 12
√
2, c(x1) =
(
1 + 1
2
√
2
)
x1 − 12
√
2.
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Fig. 12. Solution of the scalar conservation law (22): left: initial condition at t = 0; right: solution at t = 1.
Then the conservation law (28) has the piecewise constant similarity solution
w(1, x1, x2) =
⎧⎪⎨
⎪⎩
−1, x1 > 0, x2 <min(a(x1), b(x1)),
1/2, b(x1)< x2 < − |c(x1)|,
1, (x1 < 0, x2 < 0) or (c(x1)< x2 < 0),
0 otherwise,
(30)
w(t, x1, x2) = w(1, x1/t, x2/t). (31)
The initial condition as well as the exact solution for t = 1 are illustrated in Fig. 12.
It can easily be checked that the piecewise constant function (30), (31) is consistent with the initial condition and
satisﬁes both the Rankine–Hugoniot and the Oleinik condition. Therefore, (30), (31) is the unique weak solution of
(28), (29), and its discontinuities are entropy shocks. The six points A, . . . , F in Fig. 12 are the Rankine–Hugoniot
points for the six shocks of the solution. In contrast, the three points P, Q and R are the three shock interaction points
forming a new triangle which is not present in the initial data. Here the new constant state w = 12 is created. For the
shock interaction points we have calculated the positions
P =
(
0,− 1√
2
)
, Q = (√2 − 1, 0), R =
(
1 + 2√2
7
,
−3 + √2
7
)
.
For the numerical solutionwe consider the problem on the ﬁnite domain [−0.1, 0.6]×[−0.8, 0.1], and impose Dirichlet
boundary conditions. The following methods and parameters are used:
• the ﬁnite volume method of second order in space and time with Engquist–Osher ﬂux function, see Section 6;
• a grid adaption following Algorithm 7.2;
• the initial grid size h0 = 0.1;
• the constant time step = 0.0002;
• the following grid parameters inAlgorithm 7.2: levmax =6, 0 =1 =2 =0.1, 3 =0.2, 4 =4, 5 =8, 
=0.05.
A contour plot of the numerical solution and the grid are shown in Fig. 13.
Result. The shocks are well resolved and in good agreement with the exact solution.
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Fig. 13. Scalar conservation law (28): left: contour plot of the numerical solution at time t = 1. The exact solution consists of straight shock waves
connecting the crosses in the plot; right: grid at t = 1.
10. Summary and conclusion
The four-shock problem of the ultra-relativistic Euler equations and the scalar conservation law considered in Section
9 serve as challenging test cases for the numerical computation of hyperbolic conservation laws. Appropriate initial
conditions for the ultra-relativistic Euler equations were derived using shock conditions of Kunik [10], the isotropy
and the Lorentz invariance of the equations. The numerical discretization of the ultra-relativistic Euler equations was
carried out with a variety of ﬁnite volume methods being of ﬁrst and second order in both space and time. The min-mod
limiter of Durlofsky et al. [4] was changed in order to avoid unphysical states in the solution. The discretization was
performed on a triangular grid that is adaptively changed in time. We have introduced a reﬁnement indicator based
on the solution gradient. Our concept of “width reﬁnement” was shown to reduce computing time and to increase the
accuracy of the numerical solution. A parameter controlling the width reﬁnement had to be adjusted in a numerical
study. In order to evaluate the numerical error we have measured the position and width of the smeared shocks in the
numerical solution of the Euler equations. The frequency of grid adaption is controlled automatically such that a ﬁne
resolution of the moving fronts is always guaranteed.A comparison between methods of ﬁrst and second order showed
that for the problem investigated the most efﬁcient scheme is of second order in space and ﬁrst order in time. The
method of temporal second order could not compete since the overall numerical error was in this case dominated by
the spatial discretization error.
A look at the numerical solution of the Euler problem reveals that at the interaction point of the four shocks two curved
discontinuities develop. The numerical solution is in good agreement with the analytically derived shock speeds. It
nicely reﬂects the symmetry of the problem, only slightly disturbed by the non-symmetric grid. The numerical solution
of the scalar conservation law is shown to be close to the known exact solution, and we obtain well-resolved shocks
also in this example.
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