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Resumen. 
Este artículo revisa las aplicaciones actuales y del futuro cercano de la Inteligencia Artificial (IA) en 
Medicina y Salud y presenta una clasificación de acuerdo con sus aspectos éticos y sociales. Aborda 
los potenciales beneficios y riesgos, centrándose en los problemas controvertidos que aún no han 
sido discutidos en la literatura.  
Este trabajo está basado en un análisis del estado del arte de la investigación y la tecnología, 
incluyendo programas informáticos (software), dispositivos de monitorización personal, pruebas y 
herramientas de edición genética, modelos digitales personalizados, plataformas en línea [online] 
dispositivos de realidad aumentada y robots quirúrgicos y de acompañamiento. 
Basado en nuestra revisión, se presenta y describe el concepto de “medicina personalizada 
extendida”, para a continuación analizar las aplicaciones existentes de IA en Medicina y Salud y 
explorar la percepción pública de los sistemas médicos de IA y cómo muestran, simultáneamente, 
extraordinarias oportunidades e inconvenientes que incluso cuestionan conceptos médicos 
fundamentales. Muchos de estos temas coinciden con las prioridades urgentes recientemente 
definidas por la Organización Mundial de la Salud (OMS) para la próxima década. Asimismo, 
estudiamos la transformación de los roles de médicos y pacientes en una época de información 
ubicua, e identificamos el riesgo de una división de la Medicina en “basada en falsificaciones”, 
“generada por el paciente” y “adaptada científicamente”. Asimismo, realizamos una llamada de 
atención para un análisis exhaustivo y un debate público. 
 
Introducción. 
La Inteligencia Artificial (IA) es un nuevo campo de la ciencia y la tecnología. En la actualidad ya 
afecta a muchas de las actividades humanas en todos los niveles sociales, desde individuos a grupos, 
cualquier tipo de corporaciones y estados. La IA se está expandiendo rápidamente, por todo el 
mundo en casi todos los sectores industriales, económicos y sociales, desde las tecnologías de la 
información al comercio, la fabricación, el espacio, la teledetección, la seguridad y la defensa, el 
transporte y los vehículos y, desde comienzos del siglo XXI, está incorporándose de forma efectiva 
a la Medicina y la Salud1,2. 
La rápida y poderosa evolución de la IA está impulsada por muchos factores. Entre ellos, 
 la amplísima disponibilidad de herramientas informáticas (de procesado) potentes y 
rentables, hardware (p. ej. unidades de procesamiento de gráficos), software y aplicaciones 
–incluso en ordenadores personales y dispositivos móviles– y de enormes bancos de 
información (big data), con muchos tipos y formatos distintos de datos, tanto en plataformas 
online y “en la nube” como generadas en tiempo real por wearables de los usuarios y por el 
“internet de las cosas” (internet-of-things, IoT), 
 la expansión de recursos de código abierto y de comunidades online de usuarios y 
desarrolladores compartiendo recursos, conocimientos y experiencia,  
 la combinación del procesado por ordenador con otras tecnologías como la fotónica (unión 
de la óptica aplicada y la electrónica) y las interfaces ser humano-máquina. 
Los recientes avances en sistemas de Inteligencia Artificial en Medicina y Salud presentan 
oportunidades extraordinarias –particularmente en áreas de tan profundo interés social como la 
oncología3–, junto con interrogantes4 e inconvenientes5–7 relevantes, que llaman a una 
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consideración cuidadosa de su implementación8 y de cómo afectan –e incluso pueden cambiar– 
definiciones básicas en este contexto9–11.  
Este estudio trata de una revisión de las aplicaciones de IA existentes y del futuro cercano en este 
sector en particular, desde el punto de vista de sus potenciales beneficios e inconvenientes y de su 
impacto ético y social. También identificamos un conjunto de cuestiones que no han sido 
profundamente tratadas en la literatura y deberían investigarse a fondo. 
Significativamente, muchos de los temas presentados en este trabajo coinciden con seis de las trece 
prioridades urgentes definidas por la OMS para la próxima década12. Estas prioridades incluyen 
explícitamente: “Aprovechar las nuevas tecnologías”, “Ganar confianza pública”, “Proteger a las 
personas de los productos peligrosos”, “Hacer que la atención médica sea más justa”, “Ampliar el 
acceso a los medicamentos” y “Prepararse para las epidemias”. Dentro de la prioridad específica de 
“Aprovechar las nuevas tecnologías”, la OMS define el reto de la siguiente manera: “Las nuevas 
tecnologías están revolucionando nuestra capacidad para prevenir, diagnosticar y tratar muchas 
enfermedades. La edición genética, la biología sintética y las tecnologías de salud digital como la 
inteligencia artificial pueden resolver muchos problemas, pero también plantean nuevas preguntas 
y retos sobre monitorización y regulación. Sin una comprensión más profunda de sus implicaciones 
éticas y sociales, estas nuevas tecnologías, que incluyen la capacidad de crear nuevos organismos, 
podrían dañar a las personas a las que pretenden ayudar”. 
Este trabajo se basa en una revisión exhaustiva13 de las referencias existentes en publicaciones 
científicas y técnicas, incluyendo paquetes de software, dispositivos de monitorización personal, 
herramientas y pruebas de edición genética, modelos digitales personalizados, plataformas en línea, 
dispositivos de realidad aumentada y robots quirúrgicos y de acompañamiento. Esta revisión 
comprende 588 referencias, la mayoría de ellas desde 2016 a 2019 –aunque está diseñada para ser 
actualizada dinámicamente– incluyendo plataformas científicas y académicas estándar como 
MEDLINE, Current Contents y PubMed, además de descripciones de productos y artículos de prensa 
e internet de fuentes reconocidas y relevantes para la temática. De esta revisión, resumimos aquí 
los que consideramos nuestros principales hallazgos, puntos de discusión y conclusiones, apoyadas 
en 107 referencias representativas. 
 
‘Deseosos de tecnología’: Desde los pioneros en imagen y cirugía a la robótica y las plataformas 
online.          
En Medicina y Salud, la IA ha evolucionado desde los programas de ordenador para el análisis de 
imágenes médicas hasta su integración en prácticamente todas las áreas clínicas14 y 
administrativas15. La radiología16 estuvo al frente de esta transformación, junto con diferentes 
ramas de la cirugía que usaban dispositivos de realidad aumentada17 y robots quirúrgicos18. 
Rápidamente fueron seguidas por otras especialidades basadas en la imagen (p. ej. anatomía 
patológica19, dermatología20, oftalmología21) y, más recientemente, por la práctica totalidad de 
áreas de la Medicina y la Salud, desde médicos de cabecera22 a servicios de emergencia23, 
epidemiología24 y gestión de enfermedades25. Los sistemas de “diagnóstico asistido por ordenador” 
se han expandido para incluir asistentes en línea (apps, chatbots), tanto para áreas médicas muy 
específicas (ej. oncología26, predicción de respuesta a tratamientos27) como para el público 
general28 y los “robots clínicos” incluyen ahora “compañeros sociales” para personas hospitalizadas, 
particularmente para niños29 y ancianos30. Asimismo, los dispositivos que las personas pueden llevar 
consigo (wearables) y los del internet de las cosas (IoT) permiten la monitorización en tiempo real 
de información fisiológica, incluso en casa31, la cual, integrada con datos médicos y de las redes 
sociales, puede desencadenar automáticamente intervenciones con repercusión clínica: desde 
llamadas a la policía32 para prevención de suicidios hasta la dispensación de medicamentos33. 
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Los ciudadanos preocupados –incluso sanos– pueden realizarse pruebas genéticas directas para el 
consumidor que se cuentan por miles en el mercado34. Las nuevas herramientas para modelado, 
análisis y visualización del big data también se están expandiendo, proporcionando mejoras 
sustanciales y transformadoras en los procesos clínicos35, desde la generación de “gemelos 
digitales”36 de pacientes individuales a la auto-gestión de tratamientos37. Existen incluso 
plataformas online compartidas para aplicaciones de tan alto nivel como la radioterapia38. Muchos 
aspectos de gestión relacionados con la economía (p. ej. aumento de la eficiencia, control de 
calidad, reducción del fraude) y la política de la salud39 también se benefician de las nuevas 
herramientas mediadas por la IA. Éstas incluso ofrecen nuevas esperanzas de mejora en salud para 
los entornos de recursos reducidos40 y las regiones en desarrollo41. 
Sin embargo, persisten retos técnicos42–44 y preocupaciones éticas45–47 y surgen preguntas 
importantes.  
 
Clasificación de las aplicaciones de Inteligencia Artificial en Medicina y Salud. 
En la Figura 1 proponemos una clasificación graduada de la IA y las aplicaciones en las que interviene 
en Medicina y Salud, de acuerdo con su carácter beneficioso o perjudicial según se recoge de la 
bibliografía consultada. Para cada una de estas aplicaciones, indicamos tanto la tecnología como sus 
implementaciones específicas y el nivel de disponibilidad de las mismas de acuerdo con las 
referencias. A un lado del espectro del impacto social consideramos aplicaciones que se han 
mostrado beneficiosas para el apoyo en la toma de decisiones clínicas, mientras que al otro lado 
situamos las aplicaciones que para mayoría serían consideradas peligrosas o dañinas. 
En la Figura 1 también proponemos una (nueva) escala denominada “Nivel de Disponibilidad de la 
Tecnología” (NDT, Technology Availability Level) que proporciona una descripción cualitativa del 
grado de disponibilidad de una tecnología, en una escala numérica de 0 (desconocido, considerada 
no factible) a 9 (disponible para el público general). La escala NDT es similar en formato (y está 
relacionada) con el estándar “Nivel de Madurez de la Tecnología” (“Technology Readiness Level”, 
TRL) pero, como se indica, se basa en referencias publicadas (en bibliografía científica y académica, 
informes industriales y corporativos y en medios de comunicación generales citando fuentes 
consideradas fiables de acuerdo con los estándares). Es importante considerar que, para las 
tecnologías, la “disponibilidad” no es necesariamente equivalente a la “madurez” debido a factores 
como las estrategias industriales, propietarias y/o gubernamentales de divulgación y a que la escala 
NDT no evalúa los procesos de certificación o regulatorios. Los valores definidos para la escala NDT 
son los siguientes: 
 NDT 0. Estado desconocido. No se considera factible de acuerdo con las referencias. 
NDT 1. Estado desconocido. Se considera factible de acuerdo con referencias relacionadas o 
indirectas. 
 NDT 2. Idea general o básica propuesta públicamente. 
NDT 3. Convocatorias abiertas para financiación pública de investigación, desarrollo e 
innovación (I+D+i). 
 NDT 4. Resultados de proyectos parciales o académicos divulgados. 
 NDT 5. Primeros diseños del producto divulgados. 
 NDT 6. Prototipo operacional o ‘primer caso’ divulgado. 
 NDT 7. Producto divulgado, pero no disponible. 
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 NDT 8. Disponible para ciertos usuarios (p.ej., profesionales). 
 NDT 9. Disponible para el público. 
 
En la Figura 2 complementamos la clasificación de la Figura 1 con un análisis de los principales 
aspectos (éticos y sociales) relacionados con las tecnologías de IA en tres conjuntos parcialmente 
superpuestos: 
 En el primer grupo (G1) incluimos aquellas características comúnmente analizadas en otras 
aplicaciones de la IA (p. ej. redes sociales, comercio electrónico, automatización en fábricas, 
vehículos autónomos), como las referidas al uso e intercambio de información48,49 y su 
privacidad50, seguridad y anonimización51. 
 En el segundo grupo (G2), consideramos temas –algunos de los cuales también se analizan 
en otras áreas– de especial relevancia en nuestro contexto de Medicina y Salud. Entre ellos, 
el adecuado entrenamiento de los sistemas de IA para prevenir el sesgo52 [parcialidad] y 
asegurar la justicia y la igualdad53, las dificultades para explicar el “proceso de 
razonamiento” de sistemas complejos54, la falta de protocolos de evaluación 
actualizados55,56 y de estándares de regulación57,58, los aspectos legales de responsabilidades 
y mal funcionamiento59 y la vulnerabilidad de la información médica bajo ataques60. Y, por 
supuesto, la pregunta de si mantener (o no) los sistemas de IA bajo un control humano61. 
 Finalmente, en el tercer grupo (G3) presentamos otras problemáticas apenas incluidas (o 
incluso no consideradas) en los análisis de las aplicaciones de la IA en Medicina y Salud. Se 
derivan, principalmente, del potencial doble uso de ciertas tecnologías, desde la 
investigación que desafía límites sobre el control de las personas, los “robots biológicos”, los 
híbridos humano-animal y el biohacking, al desarrollo de armas y el bioterrorismo. Éstas se 
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Figura 1. Propuesta de clasificación de las aplicaciones de la inteligencia artificial (IA) y mediadas 
por la IA en Medicina y Salud de acuerdo con su impacto social (IS). SW = software, RA = realidad 
aumentada, RV = realidad virtual, IoT = internet de las cosas [internet of things]. NDT = nivel de 
disponibilidad de la tecnología (detalles en el texto). 
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Figura 2. Aspectos éticos y sociales de la inteligencia artificial (IA) y las tecnologías mediadas por la 
IA en Medicina y Salud ordenados en tres grupos (G1, G2 y G3). Se resaltan algunas cuestiones clave 
relevantes y conflictivas y controversias para cada aspecto. 
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Es importante notar que muchos sistemas de IA y aplicaciones mediadas por la IA muestran una 
“mezcla” intrínseca de aspectos positivos, negativos y controvertidos dependiendo de sus 
implementaciones específicas y que, de acuerdo con la información publicada, sus niveles de 
madurez varían desde disponibles comercialmente a diseños conceptuales muy iniciales. 
De acuerdo con nuestro conocimiento, proponemos la primera clasificación de los sistemas y 
aplicaciones de la IA en Medicina y Salud teniendo en cuenta sus potenciales beneficios e 
inconvenientes. Sin embargo, esta clasificación no está planteada para definir una escala “absoluta” 
de “bondad” o “maldad” puesto que muchas tecnologías (p. ej. la edición genética, las 
neuroprótesis) no son necesariamente “positivas” o “negativas” y otras aplicaciones pueden ser 
ciertamente difíciles de categorizar. 
Incluso los criterios científicos y éticos para este análisis necesitan una revisión y surgen nuevas 
preguntas. Los métodos utilizados para evaluar el rendimiento de los productos y tratamientos 
médicos se basan en promedios sobre grupos de población, mientras que ahora consideramos 
enfoques extremadamente personalizados, de acuerdo con la estructura genética de cada 
individuo. ¿Cómo pueden esos tratamientos ser rigurosamente probados? ¿Cuáles son el tiempo y 
el coste necesarios para encontrar "suficientes casos" para "generar evidencia científica"? Además, 
¿cómo deben compararse los sistemas de IA? ¿Deberían compararse con un médico humano 
(posiblemente propenso a errores) o "contra" otra "máquina"? Las pautas éticas comunes para la 
evaluación de tecnologías datan principalmente de la era pre-digital. ¿Cuáles deberían ser los 
parámetros [figures of merit] a considerar? ¿Cuáles son los roles del público y los responsables 
políticos? 
Usamos la clasificación propuesta en estas figuras para llamar la atención sobre la necesidad de un 
análisis cuidadoso y exhaustivo como base para nuestra discusión a continuación, con un enfoque 
en aquellos temas que apenas se abordan en la literatura. Como se ha mencionado, es 
particularmente importante que muchos de estos temas han sido explícitamente definidos como 
“prioridades urgentes para la próxima década” por la OMS12 a principios del 2020. 
 
“Medicina Personalizada Extendida”. 
El objetivo original de la Medicina Personalizada es explotar características biológicas (genéticas) 
muy específicas de las personas para un diagnóstico y tratamiento a medida62. La decodificación del 
genoma de cada paciente representa un cambio muy significativo desde el modelo existente de 
análisis promedio de poblaciones a un enfoque extremadamente individualizado63, en un nuevo 
paradigma definido como “medicina de precisión” 64, pero también para promover el bienestar65 y 
estilos de vida saludables y personalizados. 
Sin embargo, aunque no se formula explícitamente en la literatura, consideramos que el principio 
subyacente de la Medicina Personalizada puede ser expandido más allá. Puede incluir otras 
propiedades cuyos valores o estructuras particulares –incluso su distribución espacial y evolución 
temporal en el cuerpo humano– pueden ser notablemente diferentes para cada individuo, en 
diferentes situaciones clínicas, en cada momento de la vida y, posiblemente, con una fuerte 
interrelación. Estas características adicionales para el nuevo concepto de “Medicina Personalizada 
Extendida” pueden provenir de: 
 “Fuentes conocidas” de las “ciencias básicas” de la física (ej. campos bioelectromagnéticos 
y señales, magnitudes y propiedades biomecánicas, parámetros hidrodinámicos de la 
circulación de cualquier fluido en el cuerpo), química (concentraciones de iones o moléculas) 
y biológicas (metabolitos). 
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 Orígenes “aún no conocidos”. Este concepto se refiere a la potencial caracterización de 
esquemas de procesamiento cerebral, conexiones y funciones cuyos detalles aún 
permanecen velados para la ciencia. 
 Datos demográficos, extraídos de bases de datos convencionales. 
 Datos sobre el estado psicológico y emocional, extraídos indirectamente de la actividad 
individual en redes sociales. 
 Datos sociales, incluyendo aquellos sobre estructuras sociales (familia, grupos de apoyo 
psicológico y emocional) y de culturas y creencias religiosas que pueden influir en cuestiones 
relacionadas con la salud, como restricciones de ciertos tipos de comida o actividad sexual, 
proporcionados por el usuario o extraídos [mediante minería de datos] de las redes sociales. 
 “Parámetros de estilo de vida” (horas de sueño, estrés, actividad física, ingesta de alimentos) 
fácilmente accesibles a través de apps, wearables e IoT. 
 Valores de las condiciones ambientales y de geografía física (tiempo, contaminación) 
transmitidos por múltiples plataformas. 
 Sensores que evalúan el estado de ánimo a través del reconocimiento de rostros y gestos, 
cambios en el ritmo cardiaco y patrones de respiración cuando se reciben ciertos estímulos 
visuales o auditivos. Pueden ser lectores biométricos en teléfonos móviles, entornos 
domóticos y wearables. 
 
Muchas de las fuentes de las que provienen tales datos ya se encuentran disponibles en la 
actualidad. Incluyen evaluaciones y resultados médicos de “pruebas estándar” (escáneres de 
imagen, analíticas), resultados de pruebas genéticas y “ómicas” (genómicas, metabolómicas, 
proteómicas) y conocimiento médico en publicaciones y referencias, así como información 
procedente de las redes sociales66 y de sensores personales, de la casa67 y de las cosas (IoT). Junto 
con potenciales beneficios68, como la predicción individualizada de la respuesta a tratamientos69, 
esta “acumulación” de información personal e íntima también presenta riesgos muy elevados 
acerca de su propiedad, seguridad y privacidad. 
Desde un punto de vista técnico, la combinación de fuentes variadas y heterogéneas requiere el uso 
de herramientas avanzadas en las que interviene la IA, tanto para unir como para procesar y analizar 
múltiples capas de información –extrayendo información útil– y operar los dispositivos de realidad 
aumentada y virtual para la (muy necesaria) navegación y visualización interactiva. 
 
Sustitución o mejora: ¿Necesitamos un médico? 
Los sistemas de inteligencia artificial generan importantes retos para los médicos. El más relevante 
es el debate entre médicos sustituidos por la IA o médicos mejorados por la IA70,71.  
Como en cualquier otro sector, la aparición de sistemas autónomos (total o parcialmente) produce 
transformaciones sociales profundas ya que algunos trabajos se perderán para dar paso a otros 
nuevos. Los sistemas actualmente disponibles para aplicaciones médicas pueden ser mayormente 
considerados como IA “débil”, esto es, son capaces de realizar con éxito tareas “muy específicas” o 
“estrechas” [narrow tasks] y pueden ser útiles ayudando a los médicos humanos en las actividades 
tediosas y repetitivas (p. ej. encontrar elementos o segmentar órganos o estructuras en imágenes). 
Como ya se ha mencionado, las especialidades médicas que tratan con el análisis visual de imágenes 
han empezado a experimentar cambios sustanciales bajo el uso de tales “ayudas”. La realidad de 
fondo es que los sistemas computerizados pueden procesar muchas más imágenes de las que puede 
un operador humano, sin cansarse y sin restricciones horarias Y si se entrenan adecuadamente, 
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incluso con mejores resultados. Los sistemas de IA también muestran un rendimiento muy bueno 
en el reconocimiento del lenguaje natural y de textos escritos, lo que abre, a su vez, la posibilidad 
de extraer información –de la que los sistemas pueden aprender– de muchas fuentes disponibles 
(ej. archivos médicos), que habitualmente se presentan en formatos poco útiles y desestructurados. 
Pero, en general, los sistemas médicos de IA carecen de la habilidad de “interpretar” el contexto y 
“generar” las cualidades humanas más distintivas (creatividad, emociones) y no pueden ser (aún) 
considerados como IA “fuerte” o “general”72. Aunque aún quedan muchas preguntas73, los sistemas 
de IA pueden mejorar muchos aspectos de las tareas de los médicos y aquellos profesionales que 
elijan no usarlas quedarán desfasados. 
La disponibilidad de cantidades masivas de datos con tipos de información diferentes de cada 
paciente individual también requiere nuevos perfiles profesionales, no necesariamente médicos, 
para explorar y extraer los elementos más útiles para el diagnóstico y tratamiento. Los consejeros 
genéticos ya se están uniendo a los equipos clínicos para ayudar (tanto a los pacientes como a los 
profesionales) a entender la compleja información relacionada con los genes74. La adición de nuevas 
fuentes de datos, en el previsible paradigma de la “medicina personalizada expandida”, 
probablemente requerirá otros perfiles de “científicos de datos médicos” para dar consejo 
especializado a médicos y pacientes. 
 
Cualidades clave intangibles. 
El cuidado de la salud no es sólo una interacción intelectual, sino altamente social, de particular 
relevancia en situaciones de importancia vital (p.ej. decisiones con efectos sobre la calidad de vida, 
cuidados paliativos o eutanasia). Hay muchos puntos de vista diferentes sobre la confianza, la 
empatía y la humanización de la atención sanitaria y sobre cómo pueden verse afectados por la 
nueva realidad de los sistemas automatizados, desde la reducción de los errores médicos a la 
posibilidad de que los sistemas de IA ayuden a los humanos a tomar decisiones difíciles y al diseño 
de mejores estrategias de interacción médico-IA y paciente-IA75,76. Los que apoyan la idea de  
médicos humanos mejorados por la IA ven la integración de las nuevas herramientas como una 
potente vía para recuperar aspectos humanos de la relación médico-paciente77, pero los resultados 
reales son aún desconocidos78. 
Un problema clave de la mayor importancia en todas las áreas relacionadas con la IA es el aumento 
de la autonomía de los sistemas79. En los campos médicos y quirúrgicos sus capacidades podrían 
incluir decisiones sobre vidas humanas y, si tales sistemas alguna vez llegan a estar disponibles, 
¿cuáles serían sus directrices éticas? Para muchas personas, este escenario puede parecer irreal, 
pero existe actualmente un debate sobre un tema que comparte algunos de los argumentos y 
posiciones y es aquel acerca de los sistemas de armas autónomas letales. Estos dispositivos ya han 
llegado al público general –hasta el punto de ser discutidos en las Naciones Unidas80– puesto que 
este tipo de investigación ha sido, al menos parcialmente, revelada y comienzan a mostrarse los 
primeros prototipos. Sus objetivos son claramente los opuestos a los de los dispositivos médicos –y 
el nombre popular de “robots asesinos” evita que sean incluidos en la literatura médica– pero la 
idea fundamental en la discusión es la misma: ¿Puede “una máquina” tomar la decisión final de 
mantener o terminar una vida humana? 
 
Una nueva situación: los pacientes toman el mando. 
La evolución del comportamiento individual relacionado con la Medicina y la Salud presenta un 
nuevo conjunto de muchas ventajas, inconvenientes y preocupaciones no consideradas. El acceso 
general a amplios tipos de información ya ha tenido un efecto importante en la relación entre el 
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paciente y el médico, esto es, la reducción de la “asimetría en la información” entre ellos y la 
evolución hacia un modelo “centrado en el paciente”81. Esta nueva situación comenzó con la 
disponibilidad generalizada de información en plataformas en línea. De repente, los pacientes 
podían preguntar “al Doctor Internet” sobre cualquier cosa82, desde síntomas y efectos secundarios 
de tratamientos a consejos para un estilo de vida saludable y, después, visitar la oficina del médico 
real con una lista de preguntas “informadas”, peticiones e incluso quejas. En los años siguientes se 
ha hecho evidente que no hay a priori una garantía de calidad –ni siquiera de certeza– de la 
información encontrada en las búsquedas por internet. Recursos muy valiosos pueden estar 
mezclados con materiales completamente erróneos –e incluso maliciosamente desorientadores– 
por lo que se requiere un cierto nivel de conocimiento para encontrar y entender la información de 
interés real para cualquier caso. Para evaluar la situación clínica de un paciente y sus potenciales 
opciones de tratamiento hay una clara necesidad del “análisis integrado”, de la “visión global”, que 
proporciona un médico real entrenado y cualificado. 
La evolución de la tecnología está expandiendo los sistemas de IA, empezando por los “básicos” –
pero muy efectivos– “analizadores de síntomas” hasta los “médicos digitales” cada vez más 
autónomos. Las decisiones respaldadas por IA –incluso las decisiones compartidas con sistemas no 
humanos– y la participación del paciente dan forma a cambios sustanciales. Sin embargo, puede 
producirse una división muy peligrosa de la "Medicina" en tres subtipos: 
i) Medicina “basada en falsificaciones”. Apoyada en rumores (infundados, no confirmados) y 
noticias falsas, este tipo de "pseudo-medicina" puede presentar un "conocimiento antiguo y 
natural" en oposición a la medicina basada en evidencia científica, considerada bajo el control 
malicioso de corporaciones, academias, instituciones y gobiernos. Incluso rechazando la tecnología, 
puede beneficiarse fácilmente de la capacidad de expansión y el poder multiplicador de las 
plataformas en línea y las herramientas en las que interviene la AI (incluyendo chatbots, aplicaciones 
interactivas y comunidades de seguidores) para la difusión de información errónea. Este tipo de 
desinformación, como es el caso de los grupos "anti-vacunas", está aumentando y se utiliza para 
desacreditar los enfoques terapéuticos "convencionales" y promover que los pacientes abandonen 
los tratamientos y el seguimiento por parte de los médicos83, con consecuencias potencialmente 
muy graves –incluso con riesgo de muerte– tanto para las personas afectadas como para sus 
entornos. Además, nuevos "estafadores de salud digital" pueden aprovecharse de herramientas de 
IA personalizadas basadas en datos disponibles para ofrecer consejos clínicos y opciones de 
tratamiento a la población vulnerable sin ninguna garantía ni fiabilidad. 
ii) Medicina "generada por el paciente". Se deriva de la creciente disponibilidad en línea de muchas 
fuentes de información médica (tanto correctas como no supervisadas o poco fiables), incluso de 
plataformas y aplicaciones que supuestamente evalúan e interpretan los resultados de (casi 
cualquier) tipo de análisis, incluyendo escáneres de imágenes y pruebas genéticas. 
Aunque un "paciente mejor informado" es una consecuencia positiva de la disponibilidad de 
información, el análisis y el diagnóstico realizados por un individuo particular no formado carece de 
la "visión global" (fundamental) que el médico puede ofrecer al paciente, así como de la fiabilidad 
proporcionada por las habilidades adquiridas (cruciales) necesarias para una adecuada comprensión 
de los resultados de cualquier prueba y la posterior decisión de los pasos a seguir. Cualquier 
persona, incluso médicamente analfabeta, es decir, sin ninguna formación o capacitación médica, 
puede tener –a través de herramientas en las que interviene la IA– acceso inmediato e ilimitado a 
una gran cantidad de información que puede considerar como correcta y relacionada con su 
enfermedad o problema de salud. Cualquier decisión resultante puede –muy probablemente– traer 
consecuencias inadecuadas, incluso perjudiciales, sin la ayuda o el apoyo potencial de alguna 
institución médica establecida. 
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iii) Medicina "adaptada científicamente". Este tipo de ciencia médica es la que evoluciona desde la 
investigación actual a la medicina personalizada extendida. Para los pacientes, la decisión crítica 
probablemente sea la selección del profesional humano –tal vez el sistema de IA– que dirija el 
equipo de perfiles profesionales “convencionales” (clínicos) y “nuevos” (p. ej. asesores genéticos, 
científicos de datos médicos) necesarios para integrar correctamente las múltiples y extensas 
fuentes de información disponibles para establecer el diagnóstico y definir las estrategias de 
tratamiento y monitorización correspondientes. 
 
Asequibilidad y desigualdad. 
Las cifras globales y el mercado de la IA en Medicina y Salud pronostican un impacto positivo y muy 
relevante en los próximos años. Sin embargo, el análisis económico debe incluir los aspectos éticos 
y sociales relacionados con los sistemas de salud, las industrias y los pacientes84. Es importante tener 
en cuenta que el coste de decodificar un genoma humano es sustancialmente bajo –actualmente 
del orden de unos pocos cientos de euros– pero los precios de algunos de los tratamientos en los 
que interviene la IA, como ciertos medicamentos personalizados, pueden alcanzar cifras 
'imposibles', incluso del orden de millones de euros por caso. Este paso abrupto se debe a las 
dificultades de adaptar individualmente moléculas de fármacos al genoma específico de un 
individuo. Es posible que se necesiten nuevos modelos85 de cobertura sanitaria, seguros y 
asequibilidad, ya que tales tecnologías, clínicamente excelentes, plantean un claro riesgo de 
convertirse en un factor de desigualdad creciente y significativo para la mayoría de las personas. 
 
Apenas mencionado, pero ya no es ciencia ficción: el uso dual de la tecnología. 
Abordamos ahora algunos aspectos y aplicaciones de tecnologías en las que interviene la IA que 
pueden ser muy controvertidas y que, aunque la sociedad no las está teniendo en cuenta 
actualmente, avanzan a un ritmo rápido, sin supervisión ni control. La mayoría de los desarrollos 
presentan simultáneamente el potencial de mejoras muy positivas y disruptivas y de resultados 
profundamente perturbadores y éticamente cuestionables, incluso muy negativos. 
i) Decodificación e interacción con las señales cerebrales: de la esperanza a las limitaciones del libre 
albedrío. 
La neurociencia es uno de los ámbitos científicos en los que la llegada de los avances tecnológicos 
de otras disciplinas independientes está fomentando un desarrollo extraordinario. Las principales 
contribuciones provienen de la unión de la IA, la fotónica y la ingeniería. La neurociencia también 
incluye la neurocirugía y la neurología junto con otras áreas clínicas (farmacología, psicología) y 
ciencias relacionadas (biología, genética y bioquímica). Con importantes desafíos éticos86, los 
avances apuntan hacia la lectura y decodificación progresiva, no invasiva y a distancia, de las 
complejas señales del cerebro y el desarrollo de interfaces avanzadas ser humano-máquina87, 
simultáneamente en aplicaciones relacionadas con la salud88 y militares89. 
Con un enfoque extraordinariamente beneficioso, este conocimiento abre un camino al sistema 
nervioso humano, que ya está comenzando a permitir el control interactivo de prótesis innovadoras, 
activas, ofreciendo una gran esperanza para muchas personas con patologías severamente 
incapacitantes y muchas aplicaciones industriales potenciales. Hay proyectos fuertemente 
financiados, p. ej. el Proyecto Europeo del Cerebro Humano [EU Human Brain Project]90 y la 
Iniciativa del Cerebro [Brain Initiative]91 de los Estados Unidos, orientados a “los aspectos positivos” 
de la neurociencia. Sin embargo, este conocimiento también se relaciona con caminos muy 
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controvertidos, como la capacidad potencial de "leer la mente" y su eventual combinación con 
diferentes tipos de estimulación neural e interacción con las señales cerebrales, lo que, a su vez, 
podría conducir a formas no deseadas de manipulación (falta de libre albedrío) y control humano. 
ii) Edición genética: desde tratamientos a medida hasta efectos inesperados, autoexperimentación, 
embriones humano-animales, biohacking y bioterrorismo. 
Un claro ejemplo de un área controvertida en la que interviene la IA es la edición de genes humanos. 
La posibilidad de alterar y sustituir fragmentos determinados de la cadena genética de las células 
humanas (ácido desoxirribonucleico, ADN) es una tarea desafiante, que requiere herramientas de 
IA para alcanzar la precisión requerida, con muchas aplicaciones potenciales. 
Los organismos genéticamente modificados se están volviendo comunes en la agricultura y la 
ganadería para aumentar la productividad y reducir el impacto de plagas y enfermedades y es tema 
de debates sociales relativamente activos en algunos países. En 2018, la edición de genes humanos 
–y las dudas éticas– llegaron a los titulares cuando las dos primeras "gemelas de ingeniería" 
[engineered twins] nacieron en China92. Desde un "enfoque positivo", la "corrección" de genes 
mutados "incorrectos" para evitar enfermedades graves, surgen inmediatamente preguntas 
importantes: ¿Realmente funciona? En términos de impacto en la herencia genética humana, ¿a 
qué coste? Ya se ha publicado que estos dos bebés presentan defectos desconocidos y un desarrollo 
futuro impredecible. Entonces, ¿es ético diseñar "seres humanos experimentales"? ¿Qué pasará si 
esas personas llegan a ser adultas y procrean? ¿Habrá algún límite en los genes a modificar? Es decir, 
si el procedimiento es técnicamente factible, ¿diseñará alguien algún tipo de "superhumano"? 
¿Debería haber algún tipo de supervisión de esta investigación? La mayoría de estas preguntas son 
comunes a otras áreas controvertidas de las aplicaciones de IA, apenas se han cuestionado y aún no 
tienen una respuesta clara. 
Otra aplicación problemática de la tecnología de edición de genes es la generación de embriones 
humano-animales. Supuestamente se crean con el objetivo de resolver la escasez crítica de órganos 
para trasplantes y bajo los límites autoimpuestos de sus creadores de desarrollar sólo los órganos 
necesarios en embriones genéticamente modificados, no viables, o de no permitir que los nuevos 
seres crezcan más allá de ciertos umbrales. Quizás este tipo de investigación podría incluso conducir 
a "órganos de reemplazo" que crezcan sin la necesidad de un "embrión de acogida". Pero si algunos 
de ellos eventualmente tienen el potencial de convertirse en "seres adultos", ¿deberían permitirse? 
¿Serían considerados humanos "total o parcialmente" sujetos a derechos? En la mitología antigua, 
este tipo de criaturas se llamaban "quimeras" y su existencia se limitaba a los cielos divinos y al 
inframundo del infierno. Pero en 2017, se anunciaron los primeros experimentos de crecimiento 
celular entre especies (cerdo-humano) en los EEUU, en 2018 se dieron a conocer los primeros pasos 
en un embrión humano-ovino y en 2019 Japón autorizó formalmente este tipo de investigación bajo 
ciertas restricciones93. Un paso adelante en este campo se basa en el desarrollo recientemente 
revelado de un prototipo de “máquina viva” –también considerada como “robot biológico” 
(“biobot”)– basado en células animales94 y en la búsqueda de formas de vida artificiales para 
aplicaciones militares95. 
Con un laboratorio relativamente pequeño y los conocimientos y herramientas adecuados, se puede 
lograr la edición genética. Hay algunos informes de personas sometidas a autoexperimentación, que 
modifican su ADN y lo reintroducen en sus cuerpos, en un nuevo tipo de “aproximación de ciencia 
ciudadana” llamada biohacking96. Su propósito declarado es, en general, obtener "capacidades 
mejoradas", aunque este tipo de investigación también presenta un potencial interés para el 
mercado de la salud97. Sin embargo, la disponibilidad de ciertas herramientas en las que interviene 
la IA (hardware, software y los correspondientes conjuntos de datos) también puede abrir el camino 
a nuevas formas maliciosas de biohacking: La edición genética combinada con tales usos de las 
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tecnologías de IA presenta un límite muy fino y preocupante con el desarrollo de armamento y el 
bioterrorismo98. Los organismos genéticamente modificados pueden ser muy difíciles de detectar y 
rastrear. Incluso podrían almacenarse y transportarse como células alteradas en una persona 
portadora y ser dirigidas contra individuos o poblaciones específicas. 
 
Debate público informado sobre establecer (o no) límites a la investigación y el desarrollo. 
La IA en Medicina y en la Salud no es una disciplina aislada, sino que se encuentra en la intersección 
de la medicina, las ciencias y la ingeniería y también con las disciplinas sociales (ética, filosofía). Ya 
tiene profundas influencias en muchos aspectos relacionados con la salud y el bienestar humanos a 
escalas muy diferentes y las consecuencias del rango de desarrollos en curso pueden afectar 
conceptos básicos cubiertos por regulaciones internacionales, desde el Juramento Hipocrático en 
Medicina hasta los fundamentos del libre albedrío recogido en el Carta de Derechos Humanos. 
Además, la IA en Medicina y la Salud es un área muy dinámica, inevitablemente enlazada con la 
(muy rápida) evolución de la tecnología, especialmente aquella relacionada con los ordenadores, la 
fotónica y las diferentes ramas de la ingeniería. Tiene muchas perspectivas positivas junto con 
aspectos controvertidos y claramente negativos. En algunas aplicaciones, la IA y las herramientas 
en las que interviene la IA, incluso evolucionan hacia cuestionar la definición y los límites de la vida. 
¿Pero cuál es la visión pública sobre este tipo de investigaciones99,100? La mayoría de las iniciativas 
de investigación reciben fondos públicos de los contribuyentes y la sociedad necesita decisiones 
informadas e información rigurosa para audiencias generales y profesionales, como en otras áreas 
de la IA101–103. Comienzan a aparecer algunas pautas específicas para big data y salud digital104,105, 
e incluso recientemente se ha formulado106 una aproximación de “no dañar”, pero la mayoría de las 
aplicaciones de la IA en Medicina y Salud mostradas en la Figura 1 –justamente aquellas que 
presentan los aspectos más conflictivos– ni siquiera se mencionan o analizan. Como se ha 
mencionado, algunos de estos temas han sido recientemente definidos como prioridades urgentes 
para la próxima década por la OMS12.  
El estudio requerido no es fácil. La categorización de las tecnologías como "buenas" o "malas" 
depende en gran medida de muchos factores, en los cuales los valores subjetivos, personales y 
sociales juegan un papel esencial. Si bien parece evidente que los criterios objetivos y profesionales 
deben definirse para un juicio adecuado, el impacto extraordinario de la Medicina y la Salud en los 
seres humanos y la sociedad trasciende una "evaluación técnica" y requiere tener en cuenta 
también los criterios culturales, éticos y sociales. Para aumentar la complejidad del análisis, la 
aceptación y la expansión potencial de las aplicaciones de IA se relacionan con equilibrios 
multifacéticos de efectos de bienestar y aspectos económicos, geográficos, incluso políticos, aunque 
están esencialmente vinculados con las cualidades personales, intangibles –basadas en la 
confianza– que configuran la relación (actual) de médico y paciente. 
A "escala de las personas", objetivos importantes de las instituciones públicas reguladoras deberían 
ser tanto permitir el acceso generalizado (muy demandante) de la población a los resultados 
beneficiosos de la medicina "científicamente adaptada" como proteger a los ciudadanos de caer en 
el riesgo de la "pseudo-medicina" ("basada en falsificaciones" y "generada por el paciente") y 
convertirse en víctimas de "estafadores digitales de la salud". Para lograr tales objetivos, la 
disponibilidad de información fiable y contrastada, de acceso abierto para el público general, es 
esencial. 
Asimismo, a "escala institucional", proponemos seguir el ejemplo de otra área de investigación 
"controvertida”, la de la tecnología nuclear, que fomenta aplicaciones beneficiosas –como la 
radioterapia contra el cáncer– al tiempo que restringe los desarrollos negativos –como las armas de 
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destrucción masiva–. Podrían identificarse los aspectos clave de la IA y las tecnologías en las que 
interviene la IA relacionadas con los temas más controvertidos y restringirse su acceso y 
disponibilidad sólo a usuarios cualificados, siguiendo protocolos y procedimientos similares a los 
utilizados para controlar fuentes nucleares y radiactivas y sus dispositivos y especificaciones de 




El rango de aplicaciones de la IA y de tecnologías mediadas por IA en Medicina y Salud es enorme y 
de rápido crecimiento, con muchos resultados potenciales muy poderosos (positivos y negativos), 
que pueden afectar al ser humano y a la sociedad a todas las escalas. La mayor parte de las 
cuestiones recopiladas en esta revisión permanecen como retos ya que sus respuestas aún no están 
claras, pero nuestro objetivo es abrir un camino para una discusión pública multidisciplinar de los 
aspectos mencionadas y definir los principios y las directrices éticas y sociales –y las potenciales 
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