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Abstract
The Dynamic Chain Event Graph (DCEG) is able to depict many classes of
discrete random processes exhibiting asymmetries in their developments and
context-specific conditional probabilities structures. However, paradoxically,
this very generality has so far frustrated its wide application. So in this
paper we develop an object-oriented method to fully analyse a particularly
useful and feasibly implementable new subclass of these graphical models
called the N Time-Slice DCEG (NT-DCEG). After demonstrating a close
relationship between an NT-DCEG and a specific class of Markov processes,
we discuss how graphical modellers can exploit this connection to gain a deep
understanding of their processes. We also show how to read from the topol-
ogy of this graph context-specific independence statements that can then be
checked by domain experts. Our methods are illustrated throughout using
examples of dynamic multivariate processes describing inmate radicalisation
in a prison.
Keywords: chain event graph, event tree, dynamic Bayesian network,
Markov process, dynamic model, multivariate time series, graphical model,
conditional independence
1. Introduction
Discrete multivariate dynamic models have been studied widely. A new
model class for discrete longitudinal data, called Dynamic Chain Event Graph
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(DCEG) [1], has now been added to these modelling tools. A DCEG is a nat-
ural counterpart of a Chain Event Graph (CEG) [2, 3], which has proved to
be useful for modelling discrete processes on populations exhibiting context-
specific conditional independences. In this paper, we further advance the
foundation of the DCEG model class in discrete time. We focus on the
following objectives:
1. We revisit the definition of DCEG models to circumvent the topological
ambiguities when using the definition given by [1].
2. We introduce a new model class of practical DCEGs called N Time-
Slice Dynamic Chain Event Graph (NT-DCEG).
3. We develop an effective methodology to guide the construction and
use of NT-DCEGs based on objects that are components networked
together through an infinite tree.
In [1] we defined a very general dynamic class of DCEG models that di-
rectly extends the CEG finite tree-based semantics to infinite trees without
formally defining the probabilistic infinite tree-based model. This definition
was originally designed around a graphical representation for models cor-
responding to simple semi-Markov processes. We subsequently found that
many dynamic frameworks found in practice – like the ones we use in the
illustrations – are most compellingly described in terms of properties of a
Markov and not a semi-Markov process. Then the graphical model we origi-
nally built was not adequate to fully and unambiguously represent and inter-
rogate the sorts of hypotheses we might have about such dynamic processes.
As showed in [4, 5], these inadequacies are often associated with some topo-
logical ambiguities that prevent us from developing a rigorous framework for
modelling the target process.
Here we therefore reset the DCEG framework and then define a new
class of graphical model – the NT-DCEG – specifically for modelling time-
homogeneous Markov processes. An NT-DCEG enables us to construct a
large-scale model for the whole infinite process based on a finite set of objects
representing finite sub-processes. It directly supports learning and reasoning,
and can be interpreted causally [4, 6].
In addition, it is shown in [4, 6] that the class of Dynamic Bayesian
Networks (DBNs) [7–9], a provenly useful class of dynamic models [10–16],
is a simple special case of this new DCEG subclass. Recall that a DBN
corresponds to an extension of a BN for modelling and reasoning within
dynamic systems whose progress is recorded over a sequence of discrete time
steps. One consequence of this property is that a DBN can be refined using
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this subclass of DCEGs containing better fitting but still interpretable models
to explain a given data set. For an example of an analogous link between
Bayesian Networks (BNs) and CEGs in a non-dynamic setting, see [17].
Despite its flexibility, because it is based on a Directed Acyclic Graph a
DBN and a BN share some well-known limitations [18]. For example, pro-
cesses are always defined using a preassigned collection of random vectors.
So in any context where it is artificial to define a process directly through a
set of conditional probabilities between the given components of a multivari-
ate time series then its representation using a DBN can be restrictive and is
often not appropriate. This is especially true when a process is characterised
by context-specific conditional independences and highly asymmetric devel-
opments described in terms of observed events rather than random variables.
Even if we attempt to embellish the BN/DBN models with context-specific
information [18–20] or objects [21, 22] these embellishments will remain hid-
den in the conditional probability tables and not expressed graphically.
One alternative class of graphs to the BN/DBN which is able to at least
depict structural asymmetries directly is an event tree [23]. Building on it a
CEG/DCEG model is obtained in the following three major steps: the repre-
sentation of the qualitative structure of the process using an event tree T , a
finite one for a CEG and an infinite one for a DCEG; the embellishment of T
with a probability measure P through colours to obtain the staged tree ST ;
and eventually the transformation of ST into the CEG/DCEG graph accord-
ing to some simple graphical rules that collapse every repetitive structure of
the staged tree into a single vertex or edge.
A CEG/DCEG model provides a more compact representation of the pro-
cess than its corresponding staged tree although both graphs encapsulate the
same information represented by a pair (T ,P). The elimination of redundant
structure is particularly important in the dynamic setting where the process
is supported by an infinite event tree but its DCEG model may nevertheless
be a finite direct cyclic graph under some usual assumptions that will be in-
troduced here. This graphical synthesis contrasts to other tree-based models
such as a classification tree [24] and a decision tree [25–27].
We have noted that decision trees [26] were used to explore context-
specific local structures in BNs. A decision tree is constructed for each vari-
able with which there are context-specific conditional independences associ-
ated in a BN. Thus, if a BN has context-specific independences corresponding
to two or more variables, then it will be necessary to draw multiple decision
trees to depict them. In contrast to a CEG/DCEG depicts all context-specific
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conditional independences using a single tree-based graph that represents the
whole process. By not demanding to define a process using a pre-defined set
of random variables, a CEG/DCEG captures broader local structures and
provides us with a more flexible frame to concatenate the context-specific
statements. It also provides graphical support for embodying logical con-
straints and managing sparse conditional probability tables without requir-
ing additional dummy or degenerate variables. Example 1 illustrates the
advantages of this three-step framework using a CEG to model a very simple
non-dynamic process of radicalisation of inmates.
Example 1. The process by which a male prisoner might be radicalised is
often explained through his social networks and how the population develops
in time [28–30]. Although this example could be elaborated into a much larger
and more realistic class, for the purpose of illustrating some methodological
concepts in this paper we consider a simplification of this highly challenging
process. We start constructing a vanilla CEG model for a non-dynamic set-
ting that enables us to incorporate some dynamic structures in the subsequent
sections.
The physical movements and social interactions of prisoners are con-
stantly being monitored and recorded in prisons. This helps experts to mea-
sure the frequency that a “standard” prisoner is able to socially interact with
other prisoners who are identified as potential recruiters to radicalisation.
Here this measure can take one of the following three levels: s- sporadic, f -
frequent, i- intense. Experts also need to classify a prisoner into one of the
following three categories with respect to his degree of radicalisation: resilient
to (r), vulnerable to (v) or adopting (a) radicalisation. In each cycle of
observations experts usually perform this classification based on two social-
psychological drivers named social alienation and motivation to violence.
In a non-dynamic model, it is also important to understand how social
interactions and the degree of radicalisation impact the probability of an in-
mate to remain in the prison (event n) or to be transferred to another prison
(event t). Our focus will not be on developing methods for tracking a given
prisoner or examining policy impacts across many prisons. Instead our sin-
gle objective will be to help explain and predict how the population of a given
prison might become radicalised.
To represent this process using a CEG we first need to construct its
corresponding event tree (Figure 1) that provides a snapshot of the multiple
ways that the different events may unfold. The tree supports a modelling
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Figure 1: Event Tree T
representation that allows domain experts to describe the qualitative aspects
of the process using the observed events rather than random variables.
Experts can now use the event tree to elicit the conditional independence
structures that may be embedded into the process. For instance, assume that
a prison manager tells us that it is only practical to routinely transfer a very
small number of inmates at any given time since he has to follow a rigorous
and time-consuming bureaucratic procedure. He explains that in this context
his focus tends to be on inmates who are suspect to be recently radicalised.
For this reason, he believes that the probability to transfer an inmate given his
degree of radicalisation does not depend upon his level of socialisation with
well-known recruiters. Moreover, he also thinks that all those prisoners who
have not adopted radicalisation are equally likely to be transferred. Figure 2a
depicts the corresponding staged tree of this process after embellishing the
event tree with a probability measure depicted by colours. To obtain the related
CEG (Figure 2b), a modeller only needs to merge all vertices coloured the
same into a single vertex and gathering all vertex li, i = 1, . . . , 18, into a
single vertex w∞.
Even without a deep mathematical understanding of the semantics of a
staged tree or a CEG, we can intuitively read from these graphs that the con-
ditional probability of transfer is identical given that an inmate is resilient
or vulnerable. Observe that a CEG wraps all similar information in a com-
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(a) Staged Tree T
(b) CEG C
Figure 2: Staged Tree and CEG associated with Example 1. The conditional probability
of an event given that an inmate is in a position corresponding to a particular vertex in
the CEG is shown in parentheses.
mon graphical structure, providing domain experts with a dense instructive
summary of the whole process. Despite not being the case in this example, if
an event has probability zero, then this can be expressed graphically by simply
omitting its corresponding edge in the CEG. Such structural features play an
important role in common dynamic processes whose probability conditional
tables tend to contain many structural zeros.
Finally, a CEG model requires domain experts to elicit the conditional
probabilities of an event that may immediately happen to an unit given his
actual position in the process. In the CEG depicted in Figure 2b, domain
experts need to quantify six conditional probabilities, one for each vertex wi,
i = 0, . . . , 5. For example, they may define the conditional probability of an
inmate been transferred given that he is in the position w5 as 0.1. Note that
the vertex w5 represents inmates who are adopting radicalisation regardless
of their levels of social interaction with recruiters.
This CEG model translates into a BN model. We first have to identify a
set of suitable random variables, which is not necessarily unique. From the
CEG (Figure 2b) we can discern three categorical variables: variable Net-
work (N) describing the categories s, f and i; variable Radicalisation (R)
signalising the levels r, v and a; and variable Transfer (T ) distinguishing
between the classes n and t. A method to construct random variables from
the CEG topology is formally presented in [2] and [3]. The CEG model then
enables us to read two conditional independence statements: T is indepen-
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Figure 3: The BN associated with Example 1
dent of N given R; and T is independent of N given that R does not assume
value a. Figure 3 depicts a possible BN to represent this process. Note that
without introducing new random variables this BN cannot represent graphi-
cally the context-specific hypothesis above associated with the variable T given
(R 6= a). This kind of asymmetric conditional independences can only be ex-
pressed inside its conditional probability tables or through some supplemen-
tary semantics with further context-specific information, such one provided
by context-specific BNs.
There has been previous interest in developing dynamic classes of CEGs.
In [31] the authors proposed a CEG multi-process model where different
cohorts of units entering the system at different discrete time points are
observed during only one time interval. Although trees are identical across
all the cohorts the transition probabilities are allowed to shift dynamically.
In contrast, a DCEG is designed for a different purpose. It describe how a
single cohort of units who arrive in the system simultaneously might evolve
over successive time points.
To pursue our objectives, in Section 2 we develop a new object approach
to elicit a process using an infinite tree. An object compactly depicts an
event tree that is defined according to the temporal structure and domain
information associated with the corresponding process. This approach en-
ables us to incorporate time-invariant information in a DCEG model and to
split the modelling task between different domain expert teams [6]. By doing
this we ensure the consistency of the composite model. The importance of
this last issue is discussed, for example, in [32, 33]. Here we will also intro-
duce a formal framework to embed a probabilistic map on an infinite tree
and the tree-based objects. This development draws on earlier converted
technical advances concerning rather different structures called probabilistic
automata [34, 35].
After discussing some topological concepts on trees, we proceed to give a
general representation of a finite DCEG in terms of a particular graphical pe-
riodicity and time-homogeneity in Section 3. This characterisation coupled
with tree-based objects stimulates us to introduce the N Time-Slice Dy-
namic Chain Event Graph (NT-DCEG). We then formalise a link between
a Markov state-transition diagram and an NT-DCEG. In Section 4 we ex-
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plain how a particular set of CEGs can be associated with a DCEG model.
This connection enables us to propose an algorithm to construct NT-DCEG
models using the tree-based objects. In Section 5 we show how the implicit
conditional independence relationships encoded in an NT-DCEG can be read
from its representation. We conclude the paper with a short discussion.
2. Describing a process using a Tree
In this section, we present the topological concepts associated with the
first two of those steps taken to obtain a DCEG: the elicitation of an event
tree and its subsequent embellishment into a staged tree. This motivates us
to propose a new way to construct an event tree and a staged tree based on
objects. We also explore periodicity in event trees and time-homogeneity in
staged trees. These concepts are very important because they play a key role
in the construction of a finite DCEG graph as we will discuss in Section 3.
We are then able to formally articulate the objects with these two ideas and
time-invariant information.
2.1. An Event Tree
Recall that in a direct graphG = (VG, EG) a walk of length L is a sequence
of vertices (vi0, . . . , viL) such that every edge (vik , vik+1), k = 0, . . . , L−1, per-
tains to EG. A walk (vi0 , . . . , viL) that all vertices vij in {vik , k = 0, . . . , L} are
distinct is called a path[36, 37]. Let the parent set pa(v)={v′∈VG; (v
′, v)∈EG}
be the set of vertices from which a vertex v unfolds. Also let the child
set ch(v) = {v′ ∈ VG; (v, v
′) ∈ EG} be the set of vertices that unfold from v.
An event tree [23] is formally defined below.
Definition 1. An event tree T = (V,E) is a rooted directed tree where all
edges are labelled and where the directionality of the tree guarantees that all
non-root vertices has only one parent and descend from the root vertex. If
V is a finite set the event tree is said to be finite, otherwise it is said to be
infinite. In this paper, every vertex in V has a finite set of children.
By focusing on the qualitative description of a process, an event tree is
an important tool because it provides a framework around which a technical
expert can explain the process that needs to be statistically modelled. For
example, each path in the tree describes the various possible sequences of
events a particular unit can experience along the process under analysis.
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There may be two types of vertices in an event tree T = (V,E), a situation
and a leaf. A situation si is associated with a vertex vi in V that has at least
one child and a leaf lj corresponds to a vertex vj with no child. The labelled
edges in E that emanate from a vertex vi in V characterise events that
can happen to a unit in a particular situation si along the process. So, a
situation si represents a transitional state. In contrast, a leaf lj corresponds
to a possible terminating state of the process. However, a situation si and a
leaf lj are both characterised as the result of a sequence of events depicted
on the labelled edges of the path from the root vertex to its corresponding
vertex vi and vj, respectively.
A floret F l(si) = (V (si), E(si)) is a directed subgraph of T , which is
rooted at the situation si and whose other vertices are the children of si in T .
Formally, V (si) = {si} ∪ ch(si) and E(si) = {e ∈ E; e = (si, v), v ∈ ch(si)}.
This summarises the possible events that can unfold immediately from si.
It therefore depicts the states that a unit can reach in one step once it has
arrived at si. These concepts are illustrated in the example below.
Example 1 (continued). In Figure 1 if a prisoner is at situation s7, the tree
represents the hypothesis that he is unlikely to be radicalised despite holding
frequent social interactions with recruiters. The floret F l(s7) associated with
situation s7 is depicted in bold and describes graphically how this process may
unfold from s7: here that the individual may be transferred or not.
Unfortunately, an event tree may quickly become large, both in width and
depth. In practice to keep it tractable and useful, it is therefore important to
develop a systematic framework enabling us to represent it more compactly.
This is particularly important when we need to handle processes supported
by infinite trees as it is the focus of this paper. To obtain some insights about
how to do it, consider first the example below.
Example 1 (continued). Recall the radicalisation process described in Fig-
ure 1. Note that the multiple states of this process can be graphically hidden
using the big rectangle δ(T ) in Figure 1 that contains all situations between
the root vertex and the set of leaf vertices. In doing this we are able to rep-
resent an event tree as a special tree object ∆(T ). This emphasises only
the starting situation of the process (situation s0) and its possible outcomes
(leaves li, i = 1, . . . , 18). To illustrate this convention the event tree of Fig-
ure 1 is schematically depicted by the event tree object ∆(T ) in Figure 4.
In this case the rectangular vertex δ(T ) summarily represents a forest graph
whose components are the florets associated with positions s1, s2 and s3.
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Figure 4: The event tree
object ∆(T ) that symbol-
ises the Event Tree associ-
ated with Example 1.
Figure 5: The Event Tree T1 associated with
Example 2 that is depicted using event tree
objects, each of which is depicted by a colour-
ful rectangle.
Let l(T ) be the set of leaf nodes of an event tree T and V (∆) be the
interface set constituted by the root and leaf nodes of T . Drawing some
analogies with Object-Oriented BNs [21, 22] in terms of encapsulating in-
formation using objects that can be connected among themselves only via
interface nodes we now define a finite event tree object as in Definition 2.
Definition 2. A finite event tree object ∆(T ) is composed by a single
input state s0, s0 ∈ T , and a set of output states l(T ). It compactly depicts
a finite event tree T by a rectangular vertex δ(T ), the point vertex set V (∆)
and a set of direct edges E(∆) = {(s0, δ)} ∪ {(δ, s); s ∈ l(T )}, such that:
1. the initial node s0, s0 ∈ T , is upstream of the rectangle δ(T );
2. all leaf nodes in l(T ) are downstream of the rectangle δ(T ); and
3. the rectangular vertex δ(T ) represents a forest graph [37] whose compo-
nents are the event subtrees of T (si) that unfold from each situation si,
si ∈ ch(s0), until reaching a subset of situations in
{sj; sj ∈ pa(li) for some li ∈ l(T )}.
If T is a tree whose vertex set is composed only by a root vertex and the leaf
vertices, then the rectangular vertex δ(T ) represents an empty graph.
An event tree object is a process-driven object. Analogous to a compact
graphical representation of a BN object [22], it hides the unfolding of the
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process and keeps visible only the interface set V (∆) which represents the
initial state and the possible final states of the process. The interface set
enables us to combine together sub-processes that are components of an
ongoing process.
By doing this it is possible to unfold the same event tree object ∆(T )
from different leaf vertices l′i of a given event tree T
′. When we do this, the
node s0 in ∆(T ) plays the role of an input vertex that assumes the value
corresponding to the state of a particular unit at a leaf l′i ∈ l(T
′). The leaf
nodes li in ∆(T ) are the set of output states that a unit at l
′
i can arrive at
after developing according to the local process depicted by ∆(T ), i.e. the
logical concatenation of event propositions representing by the states l′i and li.
In this sense, the rectangular vertex δ(T ) can be interpreted as a symbolic
transformation of states associated with a particular local process.
To model a longitudinal process, a useful strategy is to just explore partic-
ular types of domain information over time. It is straightforward to capture
this structure by constructing an event tree using process-driven objects de-
fined according to the time-slices and the unfolding paths of the event tree.
Our idea is to construct subtrees corresponding to a subprocess at time-slice t
given a particular path in the event subtree that describes the development
up to the current time point. Using such a representation, parallel panels of
experts can take part in the construction of the whole event tree [6]. This
composite then integrate the domain beliefs coherently and will be compactly
presented in terms of objects. For technical consistency, henceforth we as-
sume that only a finite number of events may happen over each time-slice
associated with the development of a process.
So, take a situation si at any time-slice before the beginning of inter-
val t+ 1. Let Tt(si) denote the finite tree that unfolds from si and stops
at the end of interval t. Now write Tt ≡ Tt(s0) and let T (si) be the whole
event tree that unfolds from si. When T (si) is an infinite tree, we sometimes
write T∞(si) to highlight this fact. The unfolding process in time-slice t is
then represented by a collection of event subtrees Fot = {Tt(si); si ∈ l(Tt−1)}.
This collection then constitutes a forest graph whose components are given
by Tt(si). Here we use the convention that in an event tree a terminating
event is indicated by a diamond shape vertex. This framework is illustrated
in the example below.
Example 2. Radicalisation has a psychosocial dynamic, which is naturally
modelled as a process developing over time [28–30, 38–41]. In this setting,
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a dynamic model enables modellers and domain experts to construct a more
accurate and well-defined representation of the process. Here suppose that
the prison manager tells us that the counts of social interactions, degrees
of radicalisation and prison transfers described in Example 1 are recorded
weekly. Being an isolated environment, he thinks that a change in the under-
lying mechanisms of this process only happens rarely in the short to medium
term: the very recent events are the main psychosocial drivers of the prison
population. In this scenario, it is plausible that the time-homogeneous and
1-Markov conditions might hold. Hence, as we will formally show in Sec-
tion 4, it is not necessary to elicit the infinite event tree but only the event
tree associated with the first two time-slices of this dynamic.
In Figure 5 the event tree T1 depicts the whole set of events that can unfold
from the initial situation s0 to the end of time-slice 1. Note that the process
terminates at leaves li, i = 1, . . . , 90, because a prisoner is transferred. Also
observe that in this particular example, although this is not a necessary feature
in general, every process-driven object happens to be topologically identical to
the one depicted by the finite tree T in Figure 1.
The finite tree T1(s13) summarises what can happen at time-slice 1 to
a prisoner who keeps sporadic social contacts with identified extremist re-
cruiters, is resilient to the radicalisation process and has been not transferred
at the initial interval. In contrast, the infinite event tree T∞(s13) rooted at
situation s13 describes all possible events that can happen to this type of pris-
oners. The forest
Fo1 = {T1(si); i = 13, . . . , 21} ∪ ∅
then depicts how radicalisation, transfer and network events associated with
a prisoner can unfold at time-slice 1. Observe that the empty set is included
in Fo1 to stress that the process terminates at leaves li, i = 1, . . . , 9.
Definition 3 introduces a formal object that can provide a compact and
formal depiction of the type of infinite event tree we need. This is particularly
useful when analysts and experts adopt a top-down approach to model a
dynamic process with time-invariant aspects using an event tree. In this case,
an infinite event tree object stimulates them to explore alternative ways of
encapsulating information and working in parallel with different collaborative
groups.
Definition 3. An infinite event tree object ∆(T∞) represents an infinite
tree. An infinite tree object differentiates graphically from that defined for a
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finite tree in two aspects. First, the leaf vertices of a finite tree are replaced
by a single vertex labelled by a symbol∞. Second, this vertex∞ is connected
to the rectangular vertex δ(T∞(si)) by a dashed line.
In fact, as when building objects elicited during the construction of an
object-oriented BNs [22, 42], tree objects can also be defined using different
domain aspects other than the overarching time-slice division. This property
can be especially useful for incorporating time-invariant aspects of units ob-
served in a system into our models. Henceforward, let T−1 be a finite event
tree that represents this time-invariant information, where each root-to-leaf
path in T−1 characterises a particular type of units. To model a process that
needs to distinguish between different types of units, we first need to elicit an
object ∆(T−1) that encapsulates this aspect. Only afterwards do we plug-in
the event tree objects corresponding to processes that unfold from each leaf
of T−1 as presented above. This framework is illustrated in the example 3.
Example 3 (Extended Dynamic Radicalisation Process). Suppose that Exam-
ple 2 refers to a British prison. Assume that all previous conditions continue
to hold. We would like now to control the process in this prison for pris-
oners’ previous conviction (Yes or No) and nationality (British or Foreign).
To represent this dynamic using an event tree is straightforward as showed
in Figure 6.
Note that the leaves of T−1 characterise four type of inmates: s1 – British
non-convicted inmates; s2 – Foreigner non-convicted inmates; s3 – British con-
victed inmates; and s4 – Foreigner convicted inmate. The objects ∆(T∞(si)),
i = 3, 4, 5, 6, represent infinite event trees. It is assumed here that these in-
finite trees are identical although this assumption could be relaxed.
In more complex real-world scenarios, this framework also enables us to
conduct a distributed model construction that composes coherently the domain
information [6]. For instance, we could organise distinct teams that would be
in charge of modelling the corresponding processes associated with prisoners
who has previous criminal charges or not. Subsequently the results could be
unified using these objects that could be further split to allow the identification
of finer commonalities between the processes (T∞(s1) and T∞(s2)) in these
two prison sub-populations.
Although some care is needed it is nevertheless important to formalise
mathematically the object-recursive approach developed above. So, take a
finite event tree T and encapsulate it into an event tree object ∆(T ). De-
note by Γ = {∆(Ti)} a set of input event tree objects that unfold from T in
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Figure 6: The infinite Event Tree associated with the dynamic radicalisation process
controlled by two time-invariant variables: Previous Convection and Nationality. The
situation s0 corresponds to the variable Previous Conviction and the situations s1 and s2
are associated with the variable Nationality. The objects ∆(T∞(si)), i = 3, . . . , 6, represent
identical infinite event trees. A dotted rectangle establishes the limit of a particular graph.
a observed process. To connect these event tree objects using their interface
sets of nodes, we have to partition the leaf nodes of ∆(T ) according to the
output states provided by its corresponding subprocess. For this purpose,
let Υ(T ) = {Υk; k = 1, . . . , n}, where Υk = {lki ; i = 1, . . . , nk} is a partition
of the leaf vertex set of T . Note that each set Υk needs to have a differ-
ent meaning in terms of the subsequent unfolding process dynamic that is
identical between the output states clustered in Υk.
For example, using the event tree object in Figure 4 we can choose
Υ(T )={Υ1={l1, l2, . . . , l6},Υ2={l7, l9, . . . , l17},Υ3={l8, l10, . . . , l18}}.
Note that each partition identifies prisoners according to the particular set
of unfolding events. Remember that δ(T ) in ∆(T ) is depicted in Figure 1.
So, Υ1 characterizes prisoners who have few social contacts with extremist
recruiters, whilst Υ3 and Υ2 are defined by prisoners with frequent or intense
social contact with extremist ideologists and, respectively, were transferred
or not. Prison managers would validate this partition if and only if they iden-
tified different subprocesses unfolding from states clustered by each set Υk,
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k = 1, 2, 3. Proceed to define the merging operation ∆(T ) ⊎h Γ between a
finite event tree object ∆(T ) and a set of event tree objects Γ according to
a map h : Υ(T )→ Γ.
Definition 4. The merging operation ∆(T ) ⊎h Γ gives as its output an
event tree object ∆(T+). This unfolds the event tree object h(Υk) from each
leaf node li ∈ ∆(T ) such that li ∈ Υk. If T = ∅, then ∆(T ) = ∅ and Γ must
be singleton. In this case, ∆(T ) ⊎h Γ = ∆(T∗), where h : ∅ → Γ = {∆(T∗)}.
Now for every time-slice t take a partition Υ(Tt) associated with the
finite event tree object ∆(Tt) together with a set of finite event tree objects
Γt = {∆(Tti); i = 1, . . . , nt}. Next define any map ht : Υ(Tt) → Γt. Note
that it is possible that Tti = ∅. Then, for every time-slice t = 0, 1, . . ., we
have that
∆(Tt+1) = ∆(Tt) ⊎ht Γt, (1)
where ∆(T−1) = ∅ and h−1 : ∅ → Γ0 = {∆(T0)} whenever there is no time-
invariant information. Observe that this merging operation corresponds to
adding the process-driven objects ∆(T1(si)), i = 13, 14, . . . , 21, to the leaf
vertices of ∆(T0) in the way depicted in Figure 5.
More formally we define an infinite event tree object ∆(T∞) as the direct
limit [43]
∆(T∞) = lim−→
∆(Tt) (2)
of the system {Γ, f(i, j); i, j=−1, 0, 1, . . .}, where Γ={∆(Tt); t=−1, 0, 1, . . .}
and the morphism f : ∆(Ti)→ ∆(Tj), j ≥ i, is such that
f(∆(Tj)) = ∆(Ti) ⊎hi Γi . . . ⊎hj−1 Γj−1. (3)
An important type of infinite event trees called the Periodic Event Tree is
defined below. This family of event trees support processes commonly found
in real-world applications and enable us to embed various time-homogeneity
assumptions. An infinite event tree object whose underlying event tree is
periodic is defined below. Its construction requires us to define only two
finite event tree objects. In Section 3.1 this infinite tree object family is
used to define a new class of DCEGs. For a more extensive discussion of
periodicity in probabilistic trees, see [44].
Let Λ(T )={λ ⊂ T ;λ is a root-to-leaf or an infinite path} denote the set
of paths of a tree T . Next let s(t) denote a situation that happens in time-
slice t. Finally, let τ (λ) = (τi(λ))i denote the ordered sequence of time-slices,
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such that τi(λ) is the time-slice associated with the ith event that happens
along the path λ. For instance, define λ as the s0-to-s130 path in Figure 5.
It then follows that τ (λ) = (0, 0, 0, 1, 1, 1) since the first three events happen
in time-slice 0 and the subsequent three events happen in time-slice 1.
Definition 5. An infinite event tree is a Periodic Event Tree after
time T (PET-T ), T = 0, 1, . . ., if and only if for every situation sa(ta),
ta = T + 1, T + 2, . . ., there is a situation sb(tb), tb = 0, 1, . . . , T , such that
there exists a bijection
φ(sa, sb) : Λ(T∞(sa))→ Λ(T∞(sb)), (4)
satisfying the following three conditions:
1. Global condition - the ordered sequence of events in a path λ ∈ Λ(T (sa))
equals the ordered sequence of events in the path λ′ = φ(sa, sb)(λ),
λ′ ∈ Λ(T (sb)).
2. Local condition - for every path λ ∈ Λ(T (sa)) we have that
τi(λ) = τi(λ
′) + (ta − tb), i ∈ I(λ),
where λ′ = φ(sa, sb)(λ), λ
′ ∈ Λ(T (sb)).
3. Time-invariant condition - if T−1 6= ∅, then sa and sb must unfold from
the same leaf node of T−1.
Definition 6. An infinite event tree object ∆(T∞) is said to be a Tree
Object Generated by finite event trees T
−1 and T (TOG(T−1, T )) if
and only if we can construct it using equation 2 given that Υ(T−1) = {Υ−1,1},
Γ−1 = {∆(T )} and ht : Υ(T−1)→ Γ−1, h−1(Υ−1,1) = ∆(T ), for any T−1, and
one of the following types of periodic time-slice structure:
1. Type A - for all t = 0, 1, . . ., we have that Υ(Tt) = {Υt,1}, Γt = {∆(T )}
and ht : Υ(Tt)→ Γt, ht(Υt,1) = ∆(T ); or
2. Type B - for all t = 0, 1, . . ., we have that Υ(Tt) = {Υt,1 6= ∅,Υt,2 6= ∅},
Γt = {∆(T ), ∅} and ht : Υ(Tt)→ Γt, ht(Υt,1) = ∆(T ) and ht(Υt,2) = ∅.
In this case, Υt,1 is the set of leaf nodes of ∆(Tt) whose associated
sequence of events at time t corresponds to some leaf node of ∆(T0) in
Υ0,1, and Υt,2 = l(∆(Tt))−Υt,1.
If we stop the construction of a TOG(T−1, T ) at time-slice t we obtain a
finite event tree object ∆(Tt) that is said to be a Tree Object Generated
by finite event trees T
−1 and T until time-slice t (TOG(T−1, T , t)).
In a TOG(T−1, T ) type A there is not a leaf node. Conversely, a process
represented by a TOG(T−1, T ) type B has some of its branches missing at
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any time-slice and so a unit at the beginning of any time-slice can take a path
that leads it to a leaf node. Note that every TOG(T−1, T ) is supported by a
PET-0. For example, looking at T1 showed in Figure 5, it is straightforward
to see that the event tree T∞ corresponding to Example 2 is a PET-0 and can
be expressed as a TOG(T−1, T ) classe B, where T−1 = ∅ and T is depicted
in Figure 1.
2.2. A Probability Space and a Staged Tree
A staged tree is obtained when analysts associate a given event tree with
a probability space. To do this, take a sample space defined as the set of
paths Λ(T∞). As for a finite tree [23], a situation si in an infinite tree can
be associated with a random variable X(si) that describes the possible next
developments of a process once a unit has arrived at si. The state space
X(si) of X(si) corresponds to the set of labels associated with the emanating
edges of si. Let γij be the label corresponding to the edge (si, vj), vj ∈ ch(si).
Now, for each situation si ∈ T∞, define the primitive probabilities
pi(vj |si) = P (X(si) = γij|si), vj ∈ ch(si). (5)
Let the path-cylinder Λ(vi) be the set of all paths in Λ(T∞) that pass
through a situation vi or terminate at a leaf vi. Also let Ψ(vi) be the
time-ordered concatenation of situations along the root-to-pa(vi) path. Let
ψ(s, vi), s ∈ Ψ(vi), denote the child vertex of s along the root-to-vi path.
From the usual rules of conditioning, we then have that
P (Λ(vi)) =
∏
s∈Ψ(vi)
pi(ψ(s, vi)|s). (6)
Using the Extension Theorem ([45], p. 119), we are then able to uniquely ex-
tend the probability measure defined in Equation 6 to the smallest σ-algebra
of {Λ(vi); vi ∈ T∞}, the so called path-cylinder σ-algebra; see also [34, 35].
So our probabilistic model is well specified by a pair (T∞,Π), where
Π = {pi(v|si); v ∈ ch(si), si ∈ T∞)} (7)
is the set of all primitive probabilities defined over an infinite event tree T∞.
It is possible to define a stage partition slightly differently from the way
it is defined in [1] and [2]. A stage continues being a partition set of sit-
uations that collects together in a single cluster all those situations whose
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1-step unfoldings are exchangeable conditional on the event that a unit is at
a situation contained in this stage. However, here there is a further exter-
nal condition that the bijection defined in equation 8 has to be meaningful
in terms of real-world applications. This does not only enable analysts to
embellish their models with important domain knowledge but also helpfully
restricts the set of valid bijections. Of course, this condition can be ignored
if there is not background information that needs to be enforced.
Definition 7. Two situations sa and sb are said to be in the same stage u if
and only if the random variables X(sa) and X(sb) have the same probability
distribution under a bijection
φu(sa, sb) : X(sa)→ X(sb), (8)
where the labels γai and γbj, such that γbj = φu(sa, sb)(γai), can be assigned
the same context sense in natural language. Every stage has a unique colour
that differentiates it from others. An infinite staged tree ST ∞ is then
obtained when its corresponding event tree T∞ is embellished with those
colours such that there are infinite many situations that are visited with non-
zero probabilities. The partition yielded by stages over the set of situations
in an staged tree ST ∞ is called stage structure.
Definition 8 extends straightforwardly the concept of event tree objects
to staged trees. Remember that a stage structure represents a collection of
context-specific conditional independence statements that restrict the space
of valid probability measures without selecting one. It follows that it is not
necessary to have a probability measure in order to construct a staged tree
object. This enables modellers and decision makers to focus on the main
structural characteristics that drive the process at hand before populating
numerically the model with probability distributions. This is somewhat anal-
ogous to construct a BN graph without having to elicit its corresponding
probability distributions.
Definition 8. A staged tree object is obtained when an event tree object
is associated with a valid stage structure. If an event tree object is associated
with a valid probabilistic measure, we then obtained a probabilistic tree
object.
Example 2 (continued). Return to the radicalisation process described in
Example 2 and depicted for the first two time-slices in Figure 5. Now we can
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show this event tree to the prison manager and use it to elicit the conditional
probability statements. Suppose that he then tells us that the hypotheses in
Example 1 are still valid for each time-slice if a prisoner remains in prison.
Next he reports that the level of socialisation of an inmate with a potential
recruiter at time t+1 depends only on its previous value observed at time t
given that an inmate remains in prison. He also believes that if we know
the level of socialisation of an inmate at time t+1 and his the degree of
radicalisation at time t, then other past events do not bring any relevant
information to infer his degree of radicalisation at time t+1. Furthermore,
he explains that the probability of transferring a prisoner at time t+1 is
independent of all set of past events given that the prisoner remains in prison
and his degree of radicalisation is known at time t+1.
Finally, assume that the prison manager confirms two generally accepted
views on the radicalisation dynamic observed in prisons. One is that a pris-
oner with an extreme political or religious ideology typically constructs social
networks that are unlikely to moderate him and might well reinforce his cur-
rent beliefs. According to this description, the prisoner’s extremist values
and judgements implicitly guides his social contacts. This translates into the
statement that the degree of an inmate’s radicalisation at time t+1 is inde-
pendent of his social networks at time t+1 given that he adopted radicalisation
and remains in prison at previous time t. On the other hand, the conversion
of a non-radical prisoner to an extremist ideology could well be driven by his
social contacts within the prison regardless of whether he is resilient or vul-
nerable. Under this reasoning the social network might act on the prisoner’s
belief system but not the other way around. This supports the hypothesis that
the degree of a prisoner’s radicalisation at time t+1 is independent of its pre-
vious value at time t given that he did not adopt radicalisation and was not
transferred at time t, and his level of socialisation with potential recruiters is
known at time t+1.
Figures 7a and 7b display the staged subtrees for time-slice 1 with respect
to vulnerable non-transferred prisoners who keep, respectively, sporadic (situ-
ation s14) and frequent (situation s17) social contact with extremist recruiters
during the initial time-slice. Based on expert’s judgement, assume that the
primitive probabilities of a prisoner at situations s14 and s17 are given by:
P (X(s14) = s|s14) = 0.7, P (X(s14) = f |s14) = 0.2, P (X(s14) = i|s14) = 0.1,
P (X(s17) = s|s17) = 0.2, P (X(s17) = f |s17) = 0.7, P (X(s17) = i|s17) = 0.1.
Here, for example, since the probability of transfer is conditionally inde-
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(a) Staged Subtree ST 1(s14) (b) Staged Subtree ST 1(s17)
Figure 7: Two Staged Subtrees of time-slice 1 corresponding to the dynamic radicalisa-
tion process described in Example 2 and partially depicted in Figure 5. The primitive
probabilities associated with situations s14 and s17 are shown in parentheses.
pendent of social interactions and does only change for prisoners currently
adopting radicalisation, the situations associated with transfer can be coloured
using only two colours, grey and pink. It then follows that this model has
only two different stages associated with the set of situations corresponding
to transfer events. Observe that it is straightforward to construct a bijection
that implies the same probability distribution for X(s14) and X(s17). How-
ever these situations are at different stages since they have different colours.
In this case, there is an implicit external condition that a valid bijection can-
not be obtained by the permutation of labels the stage would require. This is
a domain specific information that is embedded in this model. Of course, if a
plausible sense could be discovered which would justify this association, then
the external condition could be reframed.
We are able now to represent directly in the staged tree the context-
specific statement corresponding to the transfer dynamic. Observe that by
retaining the colour consistency between the process-driven objects we are able
to analyse different branches of the process and compare them without having
to draw the whole Staged Tree ST ∞. Also note that from these coloured
trees we can see that the only difference between the two processes in time-
slice 1 with respect to prisoners at situations s14 and s17 is in terms of the
membership of their networks. This is because their corresponding situations
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are the only ones that have different colours (blue and brown).
A staged tree can easily handle time-homogeneity condition enforced over
the primitive probabilities in a sense formally defined below. For this pur-
pose, let ξ(s, k) be the time-ordered concatenation of events that precedes
a situation s in the time-invariant tree T−1 and in the last k time-slices.
So, for example, in Figure 7a (see also Figure 5) since there is no time-
invariant event tree we have that ξ(s59, 0) = (Sporadic, V ulnerable) and
ξ(s59, 1) = (Sporadic, V ulnerable, No, Sporadic, V ulnerable).
Definition 9. An N Time-Homogeneous Staged Tree after time T
(NTHST-T ), N ∈ {0, . . . , T}, is a ST ∞ whose corresponding event tree is pe-
riodic after time T and for every situations sa and sb, such that sa and sb are,
respectively, situations in time-slice ta = T, T + 1, . . . and tb = T, T + 1, . . .,
we have that
ξ(sa, N) = ξ(sb, N)⇒ pi(s|sa) = pi(s|sb). (9)
If T is equal to N , then the staged tree is simply called an N Time-Homoge-
neous Staged Tree (NTHST). A Time-Homogeneous Staged Tree after time T
(THST-T ) is an NTHST-T for some N,N ∈ {0, . . . , T}.
A THST-T based on a TOG(T−1, T ) is an important type of staged tree
because it can be implicitly constructed using a finite number of finite staged
tree objects. Time-homogeneity and periodicity yielded by T imply that
at the end of every time-slice t, t = T, T + 1, . . ., there is only one finite
set of staged tree objects Γˆt that can unfold in the next time-slice t + 1.
The map ht : Υ(ST t)→ Γˆt that specifies which finite staged subtree unfolds
from each leaf node of ∆(ST t) has also a repeating structure determined by
those two conditions. Formally, for all t, t = T, T + 1, . . ., there is a bijection
φt : Υ(ST t)→ Υ(ST T ) such as ht = hT ◦ φt.
This implies that the number of stages is finite and so the number of colours
that is required to identify them in the THST-T based on a TOG(T−1, T ).
Of course, if an event tree has many different stages, modellers can then
combine colours with different shape forms of vertices to depict the stages.
Highly complex models may even require to replace colours by numbers for
this purpose. However, because of its complexity a large event tree is often
not a transparent means of communication and explanation. In these cases,
modellers and experts tend to focus on smaller subtrees using a hierarchical
approach supported by event tree objects. We have therefore found that the
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coarse classification of parts of the tree using a limited number of colours to
denote classes helps faithful communication with the expert.
Finally, we introduce a new concept that identifies situations whose un-
folding processes in an infinite staged tree are probabilistically identical. This
will enable us to embed the infinite staged tree into a more compact and easy-
to-handle graphical model called Dynamic CEG using some simple graphical
transformation rules.
Definition 10. Two situations sa and sb are said to be in the same posi-
tion w in an infinite staged tree if and only if besides the global and local
conditions described in Definition 5, the bijection
φw(sa, sb) : Λ(ST (sa))→ Λ(ST (sb))
satisfies the probabilistic condition that the ordered sequence of colours in
a path λ ∈ Λ(ST (sa)) equals the ordered sequence of colours in the path
λ′ = φ(sa, sb)(λ) ∈ Λ(ST (sb)). The partition yielded by positions over the
set of situations in an staged tree ST ∞ is called position structure.
Note that two processes developing from situations in the same position
must be equivalent for the whole set of subsequent unfoldings along the staged
tree. However processes evolving from situations in the same stage only have
to be identified across the next step in their evolutions. Therefore, the set of
positions constitutes a finer partition of the staged structure since situations
in the same position are also in the same stage but the converse does not
necessarily hold.
3. A Dynamic Chain Event Graph
A DCEG (Definition 11) is a labelled directed multi-graph [37] obtained
by a graphical transformation of a staged tree. Every staged tree then spans a
unique DCEG by vertex contraction operations over the set of situations. The
main objective of this transformation is to encapsulate an infinite staged tree
in a very compact graphical representation that facilitates the interpretation
and reasoning of the corresponding model.
Definition 11. A Dynamic Chain Event Graph (DCEG) is a directed
graph obtained from a staged tree by merging all situations in the same
position into a single vertex and then gathering, if they exist, all leaf vertices
into a single position w∞. A DCEG model associated with a DCEG C
22
is a graphical model whose sample space is represented by the supporting
event tree of C and whose probability measure respects the set of conditional
independence statements depicted by C.
Observe that in a DCEG each vertex corresponds to a position and so
retains the colour associated with its corresponding stage in the staged tree.
In many instances, for the sake of economy of colours and clarity of the
DCEG graph, it may be agreed that stages with a single position are all
showed without colour; otherwise, it keeps the colour of its stage in the
staged tree. For an example of this colour simplification in CEGs, see [46].
As observed in [1] a DCEG may have directed loops that allow it to have
a finite number of vertices. According to Theorem 1, an event tree needs to
be periodic in order to support a finite DCEG. Of course, this condition is
not sufficient. Otherwise, the mapping of an infinite staged tree into a finite
DCEG would be independent of the probability measure corresponding to the
model. Theorem 2 below tells us that a necessary and sufficient condition is
that there exists a time-slice T such that every situation whose parent is at
time-slice T−1 is in the same position as a situation that happened in any
previous time-slice t, t = 0, . . . , T−1. This can be a quite difficult condition
to verify in practice given a staged tree. However, Theorem 3 asserts that
time-homogeneity suffices to satisfy this condition.
Theorem 1. If a DCEG is finite, then its supporting event tree is periodic
after some time T.
Proof. See Appendix A.
Theorem 2. A DCEG supported by a staged tree ST∞ is finite if and only
if, for some time-slice tb, every situation sb in l(ST tb) is in the same position
as a situation sa in ST ta, ta = 0, . . . , tb.
Proof. See Appendix B.
Theorem 3. Every time-homogeneous staged tree after time T has an asso-
ciated DCEG with a finite graph.
Proof. See Appendix C.
As pointed out in Section 1, the definition of a DCEG in [1] may lead us
to some topological inconsistencies when transferred to a Markov setting like
the one we describe here. This type of problems arises because the direct
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extension of the concept of position from a CEG to a DCEG does not enforce
a bijective map between the infinite staged tree and its corresponding DCEG
graph. Therefore, the definition of position in [1] does not always preserve
the time-slice structure that is essential to the type of processes we analyse
in this work. This is important because to obtain a finite DCEG graph it
is necessary to propose a graphical semantic that enforces a loop over time-
slices and not within a time-slice. As we are working with an infinite tree if
we do not add some further structure to the idea of position we can end with
a loop within a time-slice. In this case, the readers of a DCEG model cannot
determine when a unit will get out of a loop. This additional structure is
represented here by the local condition of the bijection in Equation 4 which
enforces a correspondence of ordered sequences of events and colours locally
(within each time-slice) and not only globally (in the whole path) as in [1].
For further discussion through an example, see [4, 5].
3.1. An N Time-Slice Dynamic Chain Event Graph
Definition 12 below introduces the concept of a T -position. This demands
a further constraint on the definition of a regular position. So situations in
the same T -position are always in the same position but the converse is not
necessarily valid.
Definition 12. Two situations sa(ta) and sb(tb) are in the same T -position
if and only if they are in the same position, and one of the following conditions
hold: ta, tb ∈ {T, T + 1, . . .} or ta = tb = t, t ∈ {−1, 0, . . . , T − 1}. They
are said to be in the same ∞-position if and only if they are in the same
position and happens at the same time-slice (ta = tb).
A T-position avoids cycles before a time-slice T whilst preserving all other
characteristics of a standard DCEG. Using this construction we can demand
that a finite DCEG has all its loops rooted at situations that happen at the
same time-slice if its staged tree is time-homogeneous after some time T .
Based on T -positions, we can now define a useful DCEG class, called the
N Time-Slice Dynamic Chain Event Graph (NT-DCEG).
Definition 13. Take a time-homogeneous staged tree after time N−1 whose
supporting event tree can be elicited as a TOG(T−1, T ). An N Time-Slice
Dynamic Chain Event Graph (NT-DCEG), N = 2, 3, . . ., is a directed
coloured graph obtained from this type of event tree by:
1. merging all situations in the same (N−1)-position into a single vertex;
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2. diverting all leaf vertices at time-slice t, t = −1, 0, . . . , N − 2, if they
exist, to a single sink vertex wt∞; and
3. gathering all leaf vertices from time-slice N−1 on, if they exist, into a
single sink vertex w∞.
An NT-DCEG model corresponding to an NT-DCEG C is a graphi-
cal model whose sample space is represented by the supporting event tree
of C and whose probability measure respects the set of conditional inde-
pendence statements depicted by C. Henceforth we will denote the set of
all sink vertices in an NT-DCEG graph as W∞. We will also define W
T
∞,
T = −1, 0, . . . , N−2, as the set of all sink vertices associated with time-
slices t, t ∈ {−1, 0, . . . , T}.
An NT-DCEG has a unique periodic graphical structure over all time-
slices and its primitive probabilities are all time-homogeneous for time-slices t,
t = N−1, N, . . .. Theorem 3 guarantees that an NT-DCEG is also a finite
graph. Note that in many real-world applications a time-slice T might ex-
ist with the property that it is possible to obtain the same graphical model
regardless of whether the nodes of the graph represented a position or a
T -position. In Example 2 this is actually the case if we adopt T =0 or T =1.
The standard DCEG and a 2T-DCEG (Figure 8) that each represent the rad-
icalisation process will then be identical. Note that to draw an uncluttered
graph without any loss some of its edges are dashed and grey.
Recall that an event tree T−1 is associated with time-invariant informa-
tion and a finite event tree T fully characterises every time-slice of a model
obtained from a TOG(T−1, T ) (see Section 2.1). Therefore, an NT-DCEG
requires us to elicit only two finite process-driven objects: T−1 and T . To
obtain a staged tree, because of the time-homogeneity condition it is nec-
essary to define explicitly only those primitive probabilities associated with
the first N time-slices.
From a graphical point of view the use of an N −1-position structure
enables us to enforce loops only from time-slice N−1 on. This is important
when we need to merge DCEGs that are spanned by different branches of the
same event tree. For example, based on an event-tree that splits the process
according to some time-invariant attributes a distributed model construction
can compose the domain information coherently. In this case, every subpro-
cess i has its own particular NiT-DCEG model. To merge these NiT-DCEGs
and so to stress common periodic characteristics that may be shared between
them, it is helpful to demand that all loops must be rooted at situations that
25
Figure 8: The 2T-DCEG associated with Example 2. The stage structure is given by the
following partition: u0 = {w0}, u1 = {w1}, u2 = {w2}, u3 = {w3}, u4 = {w4, w5, w6},
u5={w7, w8, w9}, u6={w10, w13}, u7={w11, w14}, u8={w12, w15}, u9={w16}, u10={w17},
u11 = {w18}, u12 = {w19, w20, w21}, u13 = {w22, w23, w24}, u14 = {w25, w26, w27}. The
conditional probability of an event associated with a particular stage is shown in paren-
theses.
happen at the same time-slice N , where N = maxiNi. Since this condition
does not constrain the model space, it is not strictly necessary. However,
restricting the graphical depiction of the statistical model does facilitate the
readability of the final NT-DCEG and the design of efficient algorithmic
structures. For further discussion using an example, see [4, 6].
It is useful at this stage to introduce the definition of temporal edge in
an NT-DCEG C. Note that a temporal edge associated with time N−1
will also be a temporal edge associated with every time t, t = N,N+1, . . ..
This happens because of the time-homogeneity condition required from every
NT-DCEG. These temporal edges − called cyclical temporal edges below −
enable us to represent a time-homogeneous map that connects positions in
two consecutive time-slices.
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Definition 14. Take an NT-DCEG C obtained from an infinite tree T∞.
A directed edge (wa, wb) in C is a temporal edge associated with time-
slice t if and only if there exist two situations sa ∈ wa and sb ∈ wb such that
sb ∈ ch(sa), ch(sb) 6= ∅ and sb ∈ l(Tt), where Tt ⊂ T∞. We call a temporal
edge associated with time-slices t, t = N−1, N, . . ., of C a cyclical temporal
edge. Henceforth we will denote the set of cyclical temporal edges by E † .
We will also define WHead and WTail as the sets of positions of C that are,
respectively, the heads and tails of cyclical temporal edges.
These concepts enable us to demonstrate a close connection between
NT-DCEG models and Markov Chains. For this purpose, take the state
space X = WHead, if W∞ = ∅, or X = WHead ∪ {w∞}, otherwise. Let
µ = (µ1,. . ., µ|X |) be an initial distribution, where µi, i = 1, . . . , |X |, is the
probability of a position wki in WHead to be reached at the end of N−1
time-slices. In other words, each µi, such that ki 6= ∞, is equal to the sum
of the occurrence probabilities associated with each w0-to-wki path in an
NT-DCEG. This can then be translated into the sum of occurrence proba-
bilities associated with each root-to-sj(N−1), sj(N − 1) ∈ wki, path in the
event tree. We therefore have that
µi =
∑
sa(N−1)∈wki
P (λ(s0, sa)) =
∑
sa(N−1)∈wki
∏
s∈Ψ(sa)
pi(ψ(s, sa)|s), (10)
where λ(sa, sb) denotes the sa-to-sb path in the event tree.
By convention µ1 is always associated with the position w∞, if w∞ ∈ X .
In this case and if WN−2∞ = ∅, then set µ1 = 0 since no unit reaches a sink
position during the first N−1 time-slices. Otherwise, u1 is the probability of
a unit arriving at a sink position wt∞ in W
N−2
∞ . This is then given by
µ1 =
∑
la∈wt∞
wt
∞
∈W∞
P (λ(s0, la)) =
∑
la∈wt∞
wt
∞
∈W∞
∏
s∈Ψ(la)
pi(ψ(s, la)|s). (11)
Now define M = [mij ] as a transition matrix, where mij represents the
transition probability from a state wki, wki ∈ X , to a state wkj , wkj ∈ X .
Each mij corresponds to the sum of the probabilities associated with each
walk that goes from a position wki, ki 6= ∞, to a position wkj in only one
time-slice. If wkj cannot be reached from wki in one time-slice, then mij = 0.
Also fix m11 = 1, if k1 = ∞. Again, every non-null mij , such that ki 6= ∞,
can be expressed as the following function of primitive probabilities:
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mij =
∑
sa(N−1)∈wki
∑
vb(N)∈wkj
P (λ(sa, vb)) =
∑
sa(N−1)∈wki
∑
vb(N)∈wkj
∏
s∈Ψ(sa,vb)
pi(ψ(s, vb)|s).
(12)
Theorem 4 below tells us that every NT-DCEG can be interpreted as a
Markov Chain with a finite state transition diagram defined by a state space
X , an initial distribution µ and a transition matrix M .
Theorem 4. There is a map from every NT-DCEG into a finite state-
transition diagram.
Proof. Construct a Markov Chain whose state space is given by X as defined
above. Take the initial distribution as given by Equations 10 and 11 and the
transition matrix as given by Equation 12, respectively. The state-transition
diagram of this Markov Chain is then finite. So the result follows.
This is an important link enabling the corresponding NT-DCEG to be
represented in a very compact way. In many real-world problems, it may be
challenging to directly identify the states of a Markov Chain and to elicit the
whole process when domain experts only observe sequence of events. Based
on an NT-DCEG model we can now construct and learn a Markov Chain
that may be synergistically used to gain a deep understand of a dynamic
process.
Focusing only on the transitions between time-slices, the Markov Chain
projection provides a framework for domain experts to analyse how the sys-
tem may develop over time. For example, domain experts can explore the
equilibrium state of the Markov Chain and can also obtain the respective rate
of convergence to it given the actual state of the process. These analytical
results may suggest the necessity of some systemic intervention. In order to
perform such an exploration it can be helpful to return to the NT-DCEG
model and zoom in again over the conditional independences depicted into
its corresponding NT-DCEG graph.
Corollary 1 guarantees that a Markov Chain spanned by an 2T-DCEG
based on a TOG(∅, T ) Type A all of whose primitive probabilities are strictly
positive has a unique stationary distribution. In contrast, an 2T-DCEG
yielded by TOG(T−1, T ) Type B always has at least one absorbing state
because w∞ ∈ X .
Corollary 1. Every 2T-DCEG C obtained from a TOG(T−1, T ) Type A
whose probability associated with each edge is non-null and T−1 = ∅ has a
corresponding Markov process that is ergodic and irreducible.
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Proof. The periodicity yielded by T and the time-homogeneity condition
guarantee that there is a path in the underlyning staged tree of C that leads
from every position wi ∈ WHead to any position in WHead in only one time-
slice. Since the primitive probabilities are all positive, every unit in a position
wi ∈ WHead has a non-zero probability of returning to the same position wi or
to reach a positionWHead\{wi} in the end of a time-slice. From the definition
of the Markov Chain described in the proof of Theorem 4, it can then be seen
that the corresponding Markov Chain is ergodic and irreducible.
The association between NT-DCEG models and Markov Chains is further
discussed in the example below.
Example 2 (continued). Figure 9 depicts the state-transition diagram of the
Markov Chain corresponding to the NT-DCEG showed in Figure 8. Using
Equations 10 and 11, we can calculate the initial distribution
µ = [0.012, 0.784, 0.141, 0.042, 0.007, 0.007, 0.007].
The transition matrix is obtained from Equation 12 and is given by
M =


w∞ w10 w11 w12 w13 w14 w15
w∞ 1.000 0.000 0.000 0.000 0.000 0.000 0.000
w10 0.057 0.657 0.181 0.067 0.006 0.008 0.024
w11 0.063 0.283 0.451 0.133 0.002 0.020 0.048
w12 0.068 0.187 0.451 0.002 0.002 0.020 0.072
w13 0.154 0.200 0.057 0.029 0.392 0.112 0.056
w14 0.154 0.086 0.143 0.057 0.168 0.280 0.112
w15 0.154 0.057 0.143 0.086 0.112 0.280 0.168


(13)
The Markov Chain enables us to present the radicalisation process com-
pactly using just a few positions of the elicited NT-DCEG. Being based on a
tree, an NT-DCEG provides domain experts with an intuitive framework not
only to represent and estimate a process but also to interpret it using a single
random variable whose states over time are given by a finite set of positions.
Here the radicalisation process can be explained using a random vari-
able that has seven states represented by the positions w10, . . . , w15 and w∞.
Note that the state-transition diagram tells us that the categories Resilient
and Vulnerable can be merged without losing any useful information for the
macro-level interpretation of the chosen NT-DCEG. It also follows directly
that all states connected with prison transfers can be represented by only one
absorbing state w∞. In this way, the state-transition diagram provides us
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Figure 9: The state-transition diagram associated with the 2T-DCEG depicted in Figure 8
with an evocative picture of the overall dynamic development over time. Fur-
thermore, its transition matrix can be obtained by learning the NT-DCEG,
for example, through conjugate Bayes learning [1].
4. The Relationship between an NT-DCEG and a CEG
Take a DCEG C based on a staged tree ST ∞. For every time-slice t,
t = 0, 1, . . ., construct a CEG Ct spanned by the staged tree ST t, ST t ⊂ ST ∞,
using the concept of ∞-position. Then for every t, t = 0, 1, . . ., the set of
primitive probabilities
Πt = {pi(v|si); v ∈ ch(si), si ∈ Tt ⊂ T∞}
defines a consistent probability measure over the path σ-algebra ofCt (see [2]),
where Πt is a subset of Π and Π is the set of primitive probabilities of C. The
path σ-algebras Ft = σ{Λ(vi); vi ∈ Tt} associated with each CEG Ct consti-
tute a natural filtration of the path-cylinder σ-algebra F = σ{Λ(vi); vi ∈ T∞}
corresponding to C. The DCEG probability space can then be equipped with
a useful set of CEGs F(C) = {Ct; t = 0, 1, . . .}.
Having the same stage structure, both a DCEG C and a CEG CT depict
equivalent conditional independences if the interest lies in the 1-step un-
folding of events that may happen from a specific situation at time-slice t,
t = 0, . . . , T . However, this fact does not hold for analyses that involve a
development over two or more steps. This is because positions in a CEG
are defined using finite subtrees expressing only the early unfoldings of the
process whilst positions in a DCEG are based on infinite subtrees. Therefore
all situations at time t, t = 0, . . . , T , merged into a single position in CT will
not necessarily be collected by a unique equivalent position in C.
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Figure 10: The process of obtaining a CEG Ct, t = 2N−2, 2N−1, . . ., from a DCEG C
supported by a TOG(∅, T ) type A. Schematic representation of Theorem 5.
Fortunately there is a stronger link between an NT-DCEG C = (V,E)
and a CEG Ct in F(C). It allows us to express every Ct, t=N−1, N, . . ., using
subgraphs of C. This result expressed in Theorem 5 is very important because
it enables us to present a methodology at the end of this section to construct
an NT-DCEG using the tree objects. It also supports the development of
methods to read conditional independences in the next section.
To obtain Theorem 5 we first need to identify these subgraphs and to
explain how they can be extracted from C. Before rigorously introducing
this construction, Figure 10 depicts schematically how we do this. Observe
that every NT-DCEG C has two important subgraphs, DI and DH . The
subgraph DI initialises the modelled process over the first N−1 time-slices.
The cyclic subgraph DH represents the time-homogeneous developments of
the process and then contains the cyclical temporal edges from time-slice t
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to t + 1, t = N−1, N, . . .. These two subgraphs are connected by a bipartite
graph G0 whose temporal edges we will call transition edges. Intuitively,
Theorem 5 enables us to unfold the infinite time-homogeneous time-slices
summarised in DH into a finite CEG Ct using the graphs DR and G2.
To formally introduce these subgraphs, letW tI andW
t
J , t = 0, . . . , N−2,
be the sets of all positions that are, respectively, the tails and heads of tem-
poral edges associated with time-slice t. Note that WN−2J =WHead. Also let
W tI(∞) =W
t
I ∪W
t
∞, WI(∞) = WTail ∪ W∞\W
N−2
∞ and E
− = E\E † . Take
any directed graph G = (VG, EG) and denote by a(Va), Va ⊆ VG, the set of
all vertices in G that are antecedents of at least one vertex in Va. Finally,
for every subset of positions W of V define the bijective label transforma-
tions ft :W →W
t, t = 0, 1, . . ., such that: f0(wi) = wi; ft(wi) = w
t
i, for
all position wi ∈ W\W∞ and t = 1, 2, . . .; ft(w
T
∞) = w
T
∞, if w
T
∞ ∈ W; and
ft(w∞) = w∞, if w∞ ∈ W. We begin defining the graph DI and two associ-
ated families of graphs, which are used to construct CEGs based on the first
N−1 time-slices at most.
Definition 15. The initial graph DI = (VI , EI) corresponds to the set ΛI
of w0-to-W
N−2
I(∞) paths in C, such that VI = {w ∈ C;w ∈ a(W
N−2
I(∞)) ∪W
N−2
I(∞)}
and EI = {e(wi, wj) ∈ E
−;wi, wj ∈ VI}.
Definition 16. The t-initial graph DtI(∗) = (V
t
I(∗), E
t
I(∗)), t = 0, . . . , N−2,
is defined by the vertex set V tI(∗) = {w ∈ C;w ∈ a(W
t
I(∞)) ∪W
t
I(∞) ∪W
t
J}
and the edge set EtI(∗)={e(wi, wj)∈E
−;wi∈a(W
t
I(∞)) ∪W
t
I , wj∈V
t
I(∗)}.
Definition 17. The transformed t-initial graph DtI(∞) = (V
t
I(∞), E
t
I(∞)),
t = 0, . . . , N−2, is obtained from DtI(∗) by merging its vertices without children
into a single node w∞, such that V
t
I(∞)={w ∈ C;w∈a(W
t
I(∞)) ∪W
t
I} ∪ {w∞},
EtI(∞)=E
t(a)
I(∞) ∪ E
t(b)
I(∞), E
t(a)
I(∞) = {e(wi, wj) ∈ E
−;wi, wj ∈ V
t
I(∞) \ {w∞}} and
E
t(b)
I(∞)={e(wi, w∞); e(wi, wj)∈E
−, wi ∈ V
t
I(∞)\{w∞}, wj ∈ W
t
∞ ∪W
t
J}.
The isomorphic graphs Gr, r = 0, 1, provide the link between the time-
slices N−2 and N−1. They then connect the initial graph DI and the cyclic
graph DH .
Definition 18. The initial r-link graph Gr = (Vr, Er), r = 0, 1, corre-
sponds to the vertex set Vr = W
N−2
I ∪ f(N−1)∗r(WHead) and the edge set
Er = {e(wi, f(N−1)∗r(wj)); e(wi, wj) ∈ E
−, wi ∈ W
N−2
I , wj ∈ WHead}.
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We now formally present the cyclic graph DH and some families of derived
graphs. This enables us to add the time-homogeneous structure to CEGs
extending over N − 1 time-slices.
Definition 19. The time-homogeneous DH = (VH , EH) is a cyclic sub-
graph of C, such that VH = V \VI and EH={e(wi, wj) ∈ E\(EI ∪ E0)}.
Definition 20. The repeating graph DR = (VR, ER), where Vr = VH and
Er = EH\E † , is an acyclic subgraph of DH that is made up of the set ΛR of
paths that unfold from a position inWHead and arrive at a position atWI(∞).
Definition 21. The t-repeating graph DR(t)=(VR(t), ER(t)), t=N−1, N, . . .,
is obtained from DR when its vertices are relabelled by the transformation ft
as follows: VR(t)={ft(w);w∈VR} and ER(t)={e(ft(wa), ft(wb)); e(wa, wb)∈ER}.
Let ΛR(t) be the set of ft(WHead)-to-ft(WI(∞)) paths in DR(t).
The graph DR(t) is isomorphic to DR and represents DR at time t. To con-
struct the graph Dta,tbR associated with the time-homegenous process between
time-slices ta and tb, tb > ta ≥ N−1, it is necessary to connect together the
graphs DR(t), t = ta, ta+1, . . . , tb. For this propose, we define the graphs G2(t)
and a particular union operation between two graphs below. The graphs G2(t)
are isomorphic to the graph G2 constituted by the temporal edges of C. Since
the edge set E2(t) is spanned by the set of cyclical temporal edges of C, the
graph G2(t) then represents the dependence structure between time-slices t
and t + 1, t=N−1, N, . . ..
Definition 22. The time-homogeneous link graph G2 = (V2, E2) is a
subgraph of C such that V2 =WTail ∪WHead and E2 = E † .
Definition 23. The time-homogeneous t-link graphG2(t) = (V2(t), E2(t)),
t=N−1, N, . . ., is defined by the vertex set V2(t) = ft(WTail) ∪ ft+1(WHead)
and the edge set E2(t) = {e(w
t
i, w
t+1
j ); e(wi, wj) ∈ E † }.
Definition 24. Take two graphs Ga = (Va, Ea) and Gb = (Vb, Eb), where a
vertex v with label lv and an edge e(v1, v2) with label le are, respectively, de-
fined by a pair (v, lv) and a triple (v1, v2, le). A union graph ofGa = (Va, Ea)
and Gb = (Vb, Eb) is given by G = (V,E) = Ga ⊕Gb, where V = Va ∪ Vb and
Ea ∪ Eb.
Definition 25. The connected repeating graph Dta,tbR , ta, tb=N−1, N, . . .
and ta < tb, is obtained from the equation
33
D
ta,tb
R = DR(ta)⊕G2(ta)⊕DR(ta+1)⊕G2(ta+1)⊕ . . .⊕DR(tb−1)⊕G2(tb−1)⊕DR(tb).
Henceforth fix DN−1,tR = ∅, t = 0, . . . , N−2, and let D
N−1,N−1
R = DR(N−1).
Every time-slice t, t=N−1, N, . . ., of a CEG Ct in F(C), t=N−1, N, . . .,
has a similar stage structure to the one depicted in DR because of the time-
homogeneity of C. However the number of positions associated with the
last κ time-slices can be smaller than the number of positions in DR, where:
κ = min(t−N+η+1, N−η), t=N−1, N, . . .; and η(C), or simply η, is equal
to 1, if T−1 = ∅, and 0, otherwise. This happens because the probabilistic and
graphical map identifying two situations by the same vertex in Ct only holds
over a finite tree. To represent these last κ time-slices, we next introduce two
families of closure graphs and a vertex contraction operator Φ for a coloured
graph. This operator Φ enables us to introduce the topological simplifications
in the set of vertices associated with the last κ time-slices of a CEG Ct in
F(C) that inherits the coloured graphical structure of subgraphs obtained
from a DCEG C. By doing this, it obtains the position structure associated
with the finite staged tree of Ct. Let Λu(v) be the set of direct paths that
unfolds from a vertex v in a directed acyclic graph.
Definition 26. Take the following sets of graphs based on an NT-DCEG C:
1. Dtl(a) = D
N−1,t
R ⊕G2(t), t = N−1, . . . , 2N−η−2; and
2. Dtl(b) = D
t−N+1+η,t
R ⊕G2(t), t = 2N −η−1, 2N−η, . . ..
For each Dtl(i) = (V
t
l(i), E
t
l(i)), i = a, b, the t-closure graph D
t
L(i) is then con-
structed by merging the set of vertices W tl(i) = {w ∈ V
t
l(i);w ∈ ft+1(WHead)}
into a single a node and relabelling it as w∞. If a terminating vertex w∞
already exists in V tl(i), it is necessary only to merge the set W
t
l(i) into w∞.
Definition 27. Take a coloured directed acyclic graph G = (V,E), where
each vertex has a numbered label and is associated with a time-slice t,
t = −1, 0, 1, . . .. The vertex contraction operator Φ merges every two
vertices va and vb in V into a single vertex vc, c = min{a, b}, if and only if
they are coloured the same, they are associated with the same time-slice and
there exists a bijection
φv(va, vb) : Λu(va)→ Λu(vb), (14)
such that the ordered sequence of edge labels and edge colours in a path
λ ∈ Λu(va) equals the ordered sequence of edge labels and edge colours in
the path λ′ = φv(va, vb)(λ), λ
′ ∈ Λu(vb).
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It is straightforward to see that C = DI ⊕G0⊕DH = DI ⊕G0⊕DR⊕G2.
Theorem 5 now asserts that every Ct in F(C), t = 2N−2, 2N−1, . . ., can
be decomposed in four graphs DI , G1, D
N−1,t−N+η
R and D
t
L; see also Fig-
ure 10. The graphs DI and G1 correspond to the initialisation of our model.
The graphs DN−1,t−N+ηR and D
t
L are associated with the N-Markov time-
homogeneity condition. These later graphs derived from DH = DR ⊕ G2.
In Figure 10, ΛtL denotes the set of ft−N+1(WTail)-to-w∞ paths in D
t
L.
Theorem 5. Take an NT-DCEG C, N = 2, 3, . . .. Then every CEG Ct
in F(C) can be written as
Ct =


Φ(DtI(∞)), if t = 0, . . . , N − 2,
Φ(DI ⊕G1 ⊕ D
t
L(a)) if t = N − 1, . . . , 2N −η−2,
DI ⊕G1 ⊕ D
N−1,t−N+η
R ⊕ D
t
L if t = 2N −η−1, 2N−η, . . ..
(15)
where DtL=Φ(G2(t−N+η) ⊕ D
t
L(b)).
Proof. See Appendix D.
In contrast to a CEG, an NT-DCEG provides us with a very expressive
and summary framework for representing conditional statements in a dy-
namic environment. This is because all the subgraphs DN−1,t−N+ηR and D
t
L are
summarised in the single subgraph DH . Being based on an infinite tree, an
NT-DCEG C also avoids introducing unnecessary refinements of the position
structure that its CEGs in F(C) might be forced to express. This happens
because in a CEG Ct, Ct ∈ F(C), a position corresponds to a set of situations
which always share a finite coloured subtree rather than an infinite one. The
example below illustrates the concepts discussed in this section.
Example 2 (continued). Recall the 2T-DCEG C depicted in Figure 8. Fig-
ure 11 below shows how to construct the CEG C2 using the different subgraphs
derived from C. As might be expected for a 2T-DCEG with no time-invariant
information (T−1 = ∅), the graph DI ⊕G1 ⊕ DR(1) is similar to C (Figure 8)
except for the absence of cyclical temporal edges and the addition of super-
scripts 1 to the vertices of DR(1). The graphs DI and DR(1) are based, re-
spectively, on the event tree T0 and the forest Fo1 = {T1(s13+i); i = 0, . . . , 8}
(Figure 5).
The graph DR is topologically identical to the graph DR(1) but with the
vertex superscript removed. The connective subgraph G1 is defined by the
set of positions V1={w4, . . . , w9, w
1
10, . . . , w
1
15} and the set of transition edges
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Figure 11: The CEG C2 associated with the 2T-DCEG depicted in Figure 8
E1={(w4, w
1
10), . . . , (w9, w
1
15)}. The subgraph D
1,1
R is made up of only one
repetition, DR(1), of the subgraph DR. So no bipartite graph G2(t) needs to
be depicted in Figure 11. The subgraph D2L can be directly obtained from DR
by relabelling its vertices and by merging the set of positions {w19, w20, w21},
{w22, w23, w24} and {w25, w26, w27} of DR into, respectively, the positions w
2
19,
w222 and w
2
25 of D
2
L. These positions are gathered into D
2
L because they have
isomorphic unfolding developments over a single transition of a time-slice.
Theorem 5 tell us that in order to build an NT-DCEG C = (V,E) sup-
ported by an infinite staged tree ST∞ it is necessary only to construct its
corresponding finite staged tree ST2N−η−1. This happens because the sub-
graph DI ⊕G1 ⊕ D
N−1,N−1
R of C2N−η−1 supported by ST2N−η−1 is isomorphic
to the subgraph DI⊕G0⊕DR of C. Remember that C = DI ⊕G0 ⊕ DR ⊕G2.
The subgraph DI⊕G0⊕DR completely defines the vertex set V and the edge
set E− of C. The graph G2 just adds the set E † of cyclical temporal edges
to C.
This result enables us to propose a method to build an NT-DCEG model.
Algorithm 1 describes how to implement it computationally. Initially, do-
main experts need to provide the event tree T−1 corresponding to the time-
invariant information and the event tree T associated with each time-slice
of the observed process. From this elicitation it is possible to construct a
TOG(T−1, T , N−1). Domain experts can then describe the stage structure
of the first N−1 time-slices using this as a framework to obtain ∆(STN−1).
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Algorithm 1: NT-DCEG Algorithm
Input: Finite Event Trees T−1 and T
Output: NT-DCEG model
1 ∆(TN−1)← TOG(T−1, TN−1, N−1).
2 Colour ∆(TN−1) to obtain ∆(STN−1).
3 Construct the tree object ∆(ST2N−η−1) from ∆(STN−1) using
recursively equation 1 based on Γt = Γ∗, Υ(ST t) and ht,
t = N−1, . . . , 2N− η−2, defined below.
4 Identify the position structure W corresponding to ∆(STN−1).
5 Obtain the graph C∗ (Definition 28).
6 Obtain the NT-DCEG C by merging the nodes of C∗ according to W .
7 Elicit the conditional probabilities P (C) of C.
8 return C and P (C)
Let Γ∗ be the set of objects ∆(STN−1(si)), where si is a situation corre-
sponding to a leaf lk of STN−2. Note that the time-homogeneity after timeN−1
and the periodicity spanned by a TOG(T−1, T ) makes one of this object un-
fold from each leaf node of ∆(ST t), t = N−1, . . . , 2N−η−2, to obtain recur-
sively ∆(STt+1). It then follows that the object ∆(STN−1) provides us with
all elements to construct ∆(ST2N−η−1) using equation 1. For this purpose,
for all t, t = N−1, . . . , 2N−η−2, take Υ(ST t) = {Υk}, where Υk is the set of
leaves lj of ∆(ST t) such that the concatenation of events ξ(lj, N−1) is equal
to ξ(si, N − 1) and si corresponds to the leaf node lk of STN−2. Also define
ht : Υ(ST t) → Γ∗, where ht(Υk) = ∆(STN−1(si)) such that si corresponds
to the leaf node lk of STN−2. We can then use the staged tree ST2N−η−1 to
obtain the position structure W associated with the first N−1 time-slices.
Now return to the staged tree depicted by ∆(STN−1) and obtain the
graph C∗ (Definition 28). This graphical transformation implicitly defines
the cyclic temporal edges of the NT-DCEG C. In fact, it is straightforward
to verify that the situations sa and sb of ST∞ corresponding, respectively,
to si and lj of STN−1 in Definition 28 are in the same position. This is
because the periodicity and time-homogeneity is assumed.
Definition 28. A graph C∗ is obtained from a staged tree STN−1 when each
of its leaf lj is merged to the situation si such that
ξ(lj, N−1) = ξ(si, N−1),
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where si corresponds to a leaf lk of STN−2.
To obtain the NT-DCEG C it is then necessary only to combine together
the vertices of C∗ according to the position structure W . Finally, domain
experts needs to elicit the conditional probability distributions based on C.
Note that as many context-specific conditional independence are depicted
by C less effort will be required from domain experts in comparison to this
quantitative elicitation using a DBN or the staged tree itself. This justifies to
construct first the stage structure not only in terms of time but also in terms
of reliability since domain knowledge is more robust as regard the qualitative
structure than its quantification.
5. Reading Conditional Independence in an NT-DCEG
Domain experts often describe a process based on sequences of events
that characterise situations where a unit can be at a particular time. As
illustrated in Examples 1 and 2, in these cases they do not immediately
reason using random variables. Therefore, it is important to develop a sound
methodology of reading conditional independences from the topology of an
NT-DCEG graph using a set of random variables identified only after the
model elicitation has taken place. In the future, this will be even more
important when automatic model selection algorithms based on data become
available and provide analysts with an NT-DCEG model for exploration and
interpretation. In [4, 6] we develop some techniques to formally construct
random variables based on the topology of an NT-DCEG graph. Here our
focus is on reading the existing conditional independences at time t given
that some past events are known.
It is obvious that the conditional independences embedded into C at
time-slices t, t = 0, . . . , N−1, can be directly read from its subgraph DI .
Reading the conditional independence at the subsequent time-slices requires
us to develop a specific tool. For this purpose, we will first obtain a re-
sult associated with the family of CEGs F(C) connecting a time-slice t,
t = N,N+1, . . ., with time-slice N−1. We will subsequently translate this
result to the NT-DCEG topology.
Let wi(t) be the set of situations that happen at time t and are in the
position wi of a DCEG/CEG . Also let Ξc(w(t), N) = {ξ(s,N); s ∈ w(t)}
denote a set of all sequences of events ξ(s,N), s ∈ w(t), that happen along
each walk from the root position w0 to w(t) whose events from time 0 to
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t − N are excluded. Theorem 6 guarantees that for every time-slice t, t =
N,N+1, . . ., there exists a sufficient large time-slice T such that in CT every
position w∗a at time-slice t that has a parent at previous time-slice t− 1
corresponds to a position w∗b at time-slice N−1. Moreover, the set of sequences
of events that happened in the last N−1 time-slices preceding w∗a and w
∗
b are
the same.
Theorem 6. Take an NT-DCEG C = (V,E) and define the set of positions
WHead according to Definition 14. In a CEG CT = (VT , ET ), CT ∈ F(C)
and T = 2N−η, 2N−η+1, . . ., for every position w∗a(t) in the set ft(WHead),
ft(WHead) ⊆ VT and t = N, . . . , T−N+η, we have that
Ξc(w
∗
a(t), N − 1) = Ξc(w
∗
b(N − 1), N − 1), (16)
where w∗b (N−1) = fN−1(f
−1
t (w
∗
a(t))) ∈ VT .
Proof. See Appendix E.
It then follows that we can directly interpret the conditional indepen-
dences at time t, t = N,N+1, . . ., using C as we do at time-slice N−1. This
is possible for three reasons. First, since every process represented by an
NT-DCEG is N -Markov, we only need information over the last N −1 time-
slices. Second, Theorem 5 assures us that the conditional independences at a
time t, t = N−1, N, . . ., are depicted by a subgraph DR(t) that is isomorphic
to a subgraph DR. Third, Theorem 6 asserts that every position at the begin-
ning of time-slices N−1 and t, t = N,N+1, . . ., have the same information
about the past events in the last N−1 time-slices. Note that this information
is completely represented in DI . The example below illustrates how to use
this methodology for reading conditional independence statements from the
topology of an NT-DCEG.
Example 2 (continued). Return to Example 2. As for CEG graph in Exam-
ple 1, the construction of the NT-DCEG graph (Figure 8) now helps us to
identify the variables N(t), R(t) and T (t) that takes values over each time t,
t = 0, 1, . . .. Using the subgraph DI associated with the initial time-slice of
the NT-DCEG graph (Figure 8) as a legend to analyse the subsequent time-
slices and exploring the fact that the positions w19, w20 and w21 are coloured
the same, the following context-specific conditional independence stands out:
variable R(t+1) is conditionally independent of variable N(t+1), t = 0, 1, . . .,
given that the variables R(t) and T (t) assume, respectively, values equal to a
and n. So to summarise,
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R(t+1) ⊥ N(t+1)|(R(t) = a, T (t) = n), for t = 0, 1, . . . .
Analogous reasoning leads us to read the following conditional independences:
• T (0) ⊥ N(0)|R(0) and T (0) ⊥ (N(0), R(0))|R(0) 6= a.
• N(t+1) ⊥ R(t)|(N(t), T (t) = n), for t = 0, 1, . . ..
• R(t+1) ⊥ N(t)|(R(t), T (t) = n,N(t+1)), for t = 0, 1, . . ..
• R(t+1) ⊥ N(t)|(R(t) = a, T (t) = n), for t = 0, 1, . . ..
• R(t+1)⊥ (N(t), R(t))|(R(t) 6=a, T (t)=n,N(t+1)), for t = 0, 1, . . ..
• T (t+1)⊥ (N(t), R(t), N(t+1))|(T (t)=n,R(t+1)), for t = 0, 1, . . ..
• T (t+1) ⊥ (N(t), R(t), N(t+1), R(t+1)|(R(t + 1) 6= a, T (t) = n),
for t = 0, 1, . . ..
Based on the discussion presented in the example of Section 3.1, we can
also construct a different set of variables N , R∗ and T , where R∗ is a categor-
ical variable indicating if an inmates is adopting radicalisation. Replacing R
by R∗, we can obtain the same conditional statements outlined above.
The analysis of how a process can unfold s time steps ahead from time t
given a particular set of past events E needs a little more care because of
the cyclical temporal edges. Observe that the set E corresponds to a set
of positions WE at the beginning of time t, i.e. every position in WE has
at least one parent in time t − 1, t = 0, 1, . . ., or WE = {w0}. If inter-
est lies in a time-slice t+s that happens within the first N−1 time-slices
(t+s= {−1, 0, . . . ,N−1}), the analysis using an NT-DCEG is simplified by
discarding the walks that do not unfold from WE . The same procedure also
applies if the focus is on the present time t, t = N−1, N, . . .. In this case,
we have that s = 0 and WE⊆WHead.
When s and t + s are, respectively, greater than 0 and N , to explore
how a process might unfold over s time steps after the actual time t given a
particular set of past events E needs more attention. However the task can
be easily simplified if the transition matrix M associated with the Markov
Chain projection of the elicited NT-DCEG (Section 3.1) is used.
This assumes that t is greater than N − 2. We are then able to identify
from E the set WE(s) of positions w, w ∈ WHead, a unit may be in at the
beginning of time t+s. Letw(t) and p(w(t)) be, respectively, a binary vector
that represents this location information and its corresponding probability
vector at the beginning of time t. Then
p(w(t+ s)) = p(w(t))×M s. (17)
Now based on the vector p(w(t+ s)) we can define WE(s), WE(s)⊆WHead,
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and then use the same framework described for s = 0 to analyse what might
happen at time-slice t + s. Note that when t ∈ {−1, 0, . . . , N − 2} and
t + s ∈ {N,N+1, . . .}, before applying Equation 17 we first need to project
our current information at time t into the future time-slice N−1. We therefore
need to use the transitions depicted in the initial subgraph DI in order to
find the set of positions that a unit can be at time-slice N−1 based on its
possible positions at time t. In this case, it follows that
p(w(t+ s)) = p(w(t))×M t ×M
t+s−N+1, (18)
where M t, t = −1, 0, . . . , N−2, is a transition matrix associated with the
positions in DI from the beginning of time-slice t to the beginning of time-
slice N−1.
Example 2 (continued). Assume that in his most recent period t in prison
an inmate adopting radicalisation kept intense social contacts with extremist
recruiters. We are concerned about what might happen to him at the next
time step were he to stay in the same prison. In this case, we have that
the set of past events E corresponds to the set of events E(t) = {i, a, n} at
time-slice t, and our focus is on the developments that might happen at time-
slice t + 1. Using the 2T-DCEG elicited in Figure 8 as representative of
this process, the possible future developments associated with the event set E ,
where WE = {w15}, is highlighted in Figure 12 below. Two points stand
out. First, our model implies that observing the social contacts of the target
inmate at time t+1 will not provide any additional information about his
degree of radicalisation or his probability to remain in prison within this time
interval.
Second, assuming the transition matrixM given in equation 13, we then
have p(w(t+2)) = p(w(t+1))×M = (0.15, 0.06, 0.14, 0.09, 0.11, 0.28, 0.17),
where p(w(t+1)) = (0, 0, 0, 0, 0, 0, 1). Therefore, at the end of the time-slice
t+1 the prisoner adopting radicalisation could arrive in any possible position
in the set WE(1) = {w∞, wi; i=10, . . . , 15}.
This indicates that the prison managers might lose track of him. For ex-
ample, this prisoner could intentionally reshape his social networks at time-
slice t + 1 to disguise his extremist ideology. The consequence would be that
at the beginning of time-slice t + 2 he could be in position w10 or w13 with
probability 6% and 11%, respectively. In this case, he could also be in posi-
tion w11 or w14 with even higher probabilities (14% and 28%, respectively).
Note that inmates at positions w10 and w13 have the same social pattern as
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Figure 12: The 2T-DCEG associated with Example 2 when a radical prisoner maintains
intense social contacts with other radical inmates and is not transferred.
well as at positions w11 and w14. On the other hand the inmate only has a
17% chance of being identified in the same position w15 at the begining of
time t+2. Moreover, classifying an inmate as adopting radicalisation is a
challenging task and error prone. At time t+2 these facts might misguidedly
prompt prison managers to downgrade the inmate’s classification as adopting
radicalisation given at time t and so reduce the monitoring mechanisms over
him. So the reasoning the 2T-DCEG provokes is useful: it might stimulate
some pro-active response immediately to deradicalise the inmate at time t+1
or at least to monitor him closely for a long time.
6. Conclusions
An NT-DCEG is able to encode many asymmetric and context-specific
independence structures. We have shown that these can be read directly
using the algorithmic tools we developed in Section 5. In analogy with the
interrogation methods used for a BN, the deductions from a DCEG model
can be fed back to domain experts for verification or criticism. This process
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will continue until the hypothesised model is requisite [47–49]; i.e until no
obvious inadequacies in the implications of the model could be found. In this
way the plausibility of the qualitative implications of a hypothesised model
can be examined before any costly quantitative population of the graphical
probability model takes place.
We have shown that this new dynamic class of models is compact. It
is therefore sufficient to provide us with a framework for fast propagation
of evidence and for model selection. Adopting a Bayesian approach [1], for
example, we can directly extend the propagation algorithm [50] and model
selection methods [17, 51, 52] that exists for CEGs. In particular a heuristic
strategy for model search using non-local priors looks promising for model
spaces based on event trees [46]. Such algorithms will be reported in a
forthcoming work.
In the future we plan to extend our object-recursive approach and the
tree objects developed in Section 2.1 to define a continuous time DCEG
(CT-DCEG). This new family of DCEGs will enable us to systematically con-
struct models primarily designed to describe how and when events might hap-
pen during irregular time-step transitions. Such CT-DCEG models should
then extend the continuous time BN [53, 54] and further explore the link
between a general DCEG with holding times and semi-Markov processes [1].
Finally, we will demonstrate in a later paper that the process-driven ob-
jects defined here can also be used to define an Object-Oriented CEG/DCEG
and so provide a generalisation of Object-Oriented BNs [21, 22]. We believe
that this development will facilitate the knowledge engineering process using
event trees and the reusability of computational codes, particularly in large
and complex real-world applications.
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Appendix A. Proof of Theorem 1
If a DCEG is finite, then its supporting event tree is periodic after some
time T.
Assume that a finite DCEG is supported by an event tree that it is non-
periodic for every t, t = 0, 1, . . .. By Lemma 1 below, it will then follow
that for an infinite subsequence of time-slices Ti, i = 1, 2, . . ., there must be
at least one situation sai(Ti), such that no situation sb(t), t = 0, . . . , Ti−1,
satisfies simultaneously the local and global conditions required by the bijec-
tion φ(sa, sb) in Equation 4.
So, by definition 10, every situation sai(Ti), i = 1, . . ., must be in a dif-
ferent position wci. Therefore the number of positions in any staged tree
supported by this event tree is infinite. This contradicts the hypothesis. It
follows that the supporting event tree of a finite DCEG must therefore be
PET-T for some T .
Lemma 1. Take an infinite event tree T∞. If the global and local conditions
required by the bijection φ(sa, sb) in Definition 5 is satisfied for some time T
′,
then there must exist a time T , T ∈{T ′, T ′+1, . . .}, such that T∞ is PET-T .
Proof. If T−1 = ∅, then T∞ is PET-T
′. Otherwise, hypothesise that T∞ is not
a PET-T for any T , T ∈ {T ′, T ′+1, . . .}. Recall that each situation sli(−1)
corresponding to a leaf of T−1 defines a type of units observed in the pro-
cess. Hence, for some situation sli, there must exit an infinite sequence of
situations saj (Tj), j = 1, 2, . . ., such that: the sequence of Tj , j = 1, 2, . . .,
is monotonic increasing; saj ∈ T∞(sli), j = 1, 2, . . .; and every saj does
not satisfy the time-invariant condition required by the bijection in Equa-
tion 4. By assumption, for every saj (Tj) there must be a situation sbj(t),
t = 0, . . . , T ′−1, such that the bijection φ(saj , sbj ) in Definition 5 satisfies
the local and global conditions and sbj ∈ TT ′−1(slm), m 6= i. By our hy-
pothesise, there must exist an infinite subsequence (sck)k of (saj )j such that
sbk ∈ VT ′−1(slm)\VT ′−1(sli) ∪ {sbK ;K = 1, . . . , k−1}, where: m 6= i; VT ′−1(slm)
is the vertex set of TT ′−1(slm); and (sbk)k is an infinite subsequence of (sbj )j .
If this was not true, then the set of situations sbj would be fix after some
time T , T ∈ {T ′, T ′+1, . . .}. Hence T∞ would be PET-T . However, since
VT ′−1(slm) is finite there is not such subsequence (sck)k. The result then
follows by contraction.
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Appendix B. Proof of Theorem 2
A DCEG supported by a staged tree ST∞ is finite if and only if, for some
time-slice tb, every situation sb in l(ST tb) is in the same position as a situa-
tion sa in ST ta , ta = 0, . . . , tb.
Assume that a finite DCEG is supported by a staged tree ST∞ such that
no time-slice tb satisfies the condition described in Theorem 2. It will then
follow that for every time-slice tb, tb = 0, 1, . . ., there must be at least one
situation sb(tb+1) in l(ST tb) that is in position wtb , such that wtb does not
merge any situation sa(ta), ta = 0, . . . , tb. Therefore the number of positions
in this staged tree is infinite. This contradicts the hypothesis. It follows
that the supporting staged tree of a finite DCEG must satisfy the condition
described in Theorem 2.
Conversely, assume that for some time-slice tb, every situation sb in l(ST tb)
is in the same position as a situation sa in ST ta , ta = 0, . . . , tb. Now suppose
by absurd that the corresponding DCEG supported by ST∞ is infinite; i.e.,
ST∞ has an infinite number of positions. Let tc, be the first time-slice af-
ter tb such that a situation sc(tc) is in a position w that does not merge any
situation in the previous time-slices. Since we hypothesised that ST∞ has an
infinite number of positions, there must exist such position w. Also let a(si, t)
be the antecedent situation of a situation si such that a(si, t) in l(ST t).
Now take ST∞(a(sc, tb)). It then follows from the assumed condition that
ST∞(a(sc, tb)) is graphically isomorphic with ST∞(sa), for some situation sa
in ST ta . So, there is a situation sd(td), such that td ∈ {0, . . . , tc−1}, and sc
and sd are in the same position w. But this is a contraction since sc is the
early situation in position w. Therefore the DCEG must be finite.
Appendix C. Proof of Theorem 3
Every time-homogeneous staged tree after time T has an associated DCEG
with a finite graph.
In any event tree, let ξ(sa, sb) be the sequence of events that happen
along the finite path between the situations sa and sb, where sb descends
from sa. Also let a(si, t) be the antecedent situation of a situation si such
that a(si, t) ∈ l(Tt). By assumption, the event tree is a PET-T . So, for ev-
ery situation si, si ∈ l(T2T+1), there is a situation s(t), t = 0, 1, . . . , T , such
that there exists a bijection between the infinite event trees T∞(a(si, T ))
and T∞(s(t)) satisfying the conditions given in Definition 5. It then follows
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that there is a situation s∗(t
∗), t∗ = t + T + 1, such that: s∗(t
∗) ∈ T∞(s(t));
s∗(t
∗) ∈ l(Tt∗−1); ξ(s(t), s∗(t
∗))=ξ(a(si, T ), si); the infinite event trees T∞(si)
and T∞(s∗(t
∗)) are graphical isomorphic in the sense of Equation 4. Time-
homogeneity after time T then tell us that there is also a probabilistic iso-
morphism between the primitive probabilities associated with T∞(si) and
T∞(s∗(t
∗)). So, si and s∗(t
∗), t∗ ∈ {1, . . . , 2T + 1}, are in the same position.
DCEG must therefore be finite by Theorem 2.
Appendix D. Proof of Theorem 5
Take an NT-DCEG C, N = 2, 3, . . .. Then every CEG Ct in F(C) can be
written as
Ct =


Φ(DtI(∞)), if t = 0, . . . , N − 2,
Φ(DI ⊕G1 ⊕ D
t
L(a)) if t = N − 1, . . . , 2N−η−2,
DI ⊕G1 ⊕ D
N−1,t−N+η
R ⊕ D
t
L if t = 2N−η−1, 2N−η, . . ..
where DtL=Φ(G2(t−N+η) ⊕ D
t
L(b)).
Denote by Ut the stage structure of each time-slice t of an NT-DCEG C.
By definition, a CEG CT in F(C) has the same stage structure Ut for ev-
ery time-slice t, t = −1, 0, . . . , T . Let WCt , and W
CT
t , t = −1, 0, . . . , T , be,
respectively, the position structure of C and CT associate with time-slice t.
We therefore need to prove thatWCTt = W
C
t , when t ∈ {−1, 0, . . . , T−N+η}
and T ∈ {2N−η−1, 2N−η, . . .}. If this is true, the result then follows by
the definition of the subgraphs introduced in Section 4.
To do this, take two situations sa and sb at time-slice t, t=−1, . . . , T−N+η,
such that sa and sb are, respectively, in two different positions wa and wb
in WCt but at the same stage uj ∈ Ut. Note that we only need to consider
situation at the same time-slice because F(C) is a family of CEGs that are
constructed using the concept of∞-position. Hypothesise that sa and sb are
in the same position wc in W
CT
t . It then follows that the staged subtrees
ST (sa) and ST (sb) of ST∞ must extend until the end of time-slice T . By
the definition of a TOG, this actually implies that ST (sa) and ST (sb) must
be infinite.
Let lt(λ) be the first situation that happens at time-slice t in a path λ. Be-
cause of time-homogeneity and graphical periodicity conjugate with Lemma 2
if sa and sb descend, respectively, from distinct leaf nodes la and lb of a non-
empty T−1, there is a probabilistic and graphical isomorphism between the
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infinite staged trees ST∞(lν(λa)) and ST∞(lν(λb)). Thus the situations sa
and sb must be in a same position in the NT-DCEG C which contradicts our
initial hypothesis. So, if two situations at time t, t = 0, . . . , T−N+1, are in
different positions in C then they must be in different positions in CT .
Observe now that if two situations at time t, t=−1, . . . , T−N+1, are in
a same position in C then they must also be in a same position CT . This
happens because if the colourful trees unfolding from these two situations
are isomorphic then their corresponding finite colourful subtrees associated
with CT are also isomorphic. This completes the proof.
Lemma 2. Take an NT-DCEG supported by a TOG(T−1, T ), such that
T−1 6= ∅, and a CEG CT , T ∈ {2N−1, 2N, . . .}, in F(C). Consider two
situations sa(t) and sb(t), t ∈ {−1, 0, . . . , T−N}, that descend, respectively,
from distinct leaf nodes la and lb of T−1. If these two situations are in the
same position in CT , units unfolding from la and lb in C follow identical
time-homogeneous processes at every time-slice t, t = N−1, N, . . ..
Proof. Being in the same position wc guarantees that there is a graph and
probabilistic isomorphism between the staged subtrees STν(sa) and STν(sb),
where ν = max(N, t+N). So, we can then map every sa-to-li path λa,
li ∈ l(STν(sa)), to a sb-to-lj path λb, lj ∈ l(STν(sb)). Let lt(λ) be the first
situation that happens at time-slice t in a path λ.
Time-homogeneity after time N−1 and the graphical periodicity enforced
by the TOG(T−1, T ) then guarantees that the finite staged trees STν(lν−1(λa))
and STν(lν−1(λb)) are probabilistically and graphically isomorphic. Note that
ν is greater or equal to N . Therefore, if sa and sb descend, respectively, from
different leaf nodes la and lb of T−1, the time-homogeneous processes corre-
sponding to units that unfold from la and lb are identical for every time-slice t,
t = N−1, N, . . ..
Appendix E. Proof of Theorem 6
Take an NT-DCEG C = (V,E) and define the set of positions WHead in V ,
according to Definition 14. In a CEG CT =(VT ,ET ), T =2N−η, 2N− η+1, . . .
and CT ∈F(C), for every position w
∗
a(t) in the set ft(WHead), ft(WHead) ⊆ VT
and t = N, . . . , T−N+η, we have that
Ξc(w
∗
a(t), N−1) = Ξc(w
∗
b (N−1), N−1),
where w∗b (N−1) = fN−1(f
−1
t (w
∗
a(t))) ∈ VT .
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Suppose that this result does not hold. Then, according to Theorem 5 a
CEG CT contains at least one position w
∗
a(t) in ft(WHead), t = N, . . . , T−N+η,
such that Ξc(w
∗
a(t),N−1)− Ξc(w
∗
b (N−1),N−1) = Ξδ = {ξi(w
∗
a(t),N−1)} 6=∅
and w∗b (N−1) = fN−1(f
−1
t (w
∗
a(t))). Note that in the NT-DCEG C the po-
sitions wa = f
−1
t (w
∗
a(t)) and wb = f
−1
N−1(w
∗
b(N−1)) are the same: wa ≡ wb.
For every sequence of events ξi in Ξδ there is therefore a position w
∗
c (N−1)
in VT , such that ξi ∈ Ξc(w
∗
c (N−1), N−1). So, in the infinite event tree asso-
ciated with C there are at least two situations sa and sc, such that sa ∈ wa,
sc∈wc = f
−1
N−1(w
∗
c(N−1)), and both situations descend from the same leaf
node of T−1 if T−1 6= ∅. Note that wc ∈ V . Because of the periodicity and
time-homogeneity after time N−1, it follows that there is an isomorphism
between the staged subtrees that unfold from situations sa and sc. Therefore,
both situations are in the same position. Thus we have that wa ≡ wc in C.
This implies that wb ≡ wc and so w
∗
b (N−1) ≡ w
∗
c (N−1). This means that
{ξi(w(t), N−1)} is empty. The result then follows by contradiction.
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