This paper investigates the comparative classification performance of the conventional Fisher linear classification analysis, the robust Fisher linear classification analysis based on the minimum covariance determinant and the M linear classification
Introduction
The Fisher linear classification analysis (FLCA) [1] was proposed for the purpose of discrimination and classification. In this paper, we focused on the classification aspect. This procedure was advanced with the assumptions that the data set come from a multivariate normal distribution and the variance covariance matrices are homoscedastic [2] . It has been suggested that when the data set are not normally distributed the mean vectors and covariance matrices are influenced by outliers, hence various propositions have been proposed to robustfiy these parameters. The maximum likelihood estimator (M estimator) [3] , generalized maximum likelihood estimator (GM estimators) [4] , Smooth estimator (S estimator) [5] , minimum volume ellipsoid (MVE) [6] and the minimum covariance determinant estimator (MCD) [7] were proposed to robustify the mean vectors and covariance matrices. The robustified mean vectors and covariance matrices are plug-in into the conventional multivariate procedures to obtain robust multivariate techniques including the FLCA technique. The MCD procedure has been applied to robustify the linear discriminant analysis and the quadratic discriminant analysis [8] . The MCD procedure strictly depends on information glean from the half set. The half set does not utilize the entire data set. This procedure is a data cleaning technique that is used as a preprocessing step before implementing the technique of interest. Detail of this robust high breakdown method and its application to classification is contain in [9] .
As discussed above, robustification of the conventional procedures was the major consideration in recent time while little attention is paid to the heteroscedastic variance covariance matrices with respect to linear classification techniques. Although, most authors suggested that when the variance covariance matrices are not equal that the quadratic discriminant analysis be applied [2] . Hubert and Van Driessen [8] robustified the mean vectors and covariance matrices when the variance covariance matrices are heteroscedastic and applied these parameters to the quadratic discriminant analysis. They compared both the conventional and robust quadratic discrimination procedures. Lachenbruch [10] also applied the quadratic discriminant function when the variance covariance matrices are heteroscedastic. Gilbert [11] study the unequal variance covariance matrices for the quadratic discriminant function when the sample means and covariance matrices are known and concluded that this technique is optimal but on the other hand, if the variance covariance matrices are not too different, the Fisher's procedure perform almost the same as the quadratic discriminant function. Marks and Dunn [12] also investigated the unequal variance covariance matrices when the separation parameters are estimated from initial samples. Misra [13] also studied the effect of unequal covariance matrices on the linear discriminant function by citing the case of natural hybridation between organisms. Kumar and Andreou [14] developed heteroscedastic discriminant analysis as a theoretical framework for the generalization of the linear discriminant analysis using the maximum likelihood to handle the unequal variance covariance matrices. They observed that the Fisher's technique is not a technique of choice when the variance covariance matrices are unequal. Kumar and Andreou [15, 16] proposed the heteroscedastic procedure by dropping the homogeneity assumption of the covariance matrix.
Having considered the various propositions and justification of using the quadratic discriminant analysis instead of the conventional Fisher procedure when the variance covariance matrices are heterogeneous, a comparable and robust M linear classification rule is proposed. This technique use the within group median to compute its separation parameters and hence develop the classification rule. This approach and the known methods are investigated using the mean of the optimal probability as the performance benchmark. This paper considers the classification procedures based on the Fisher's procedure, its robust version based on the minimum covariance determinant and M linear classification rule. The classification performance of these techniques is investigated when the assumptions are violated. The reminder of this paper is organized as follows. The linear classification techniques, the Monte Carlo simulations and conclusion are presented sequentially.
Conventional Fisher Linear Classification Analysis(FLCA)
Conventionally, the Fisher linear classification analysis (FLCA) is fundamentally dimension reduction technique that encompasses separation. The FLCA procedure is a linear combination of measured variables that best describe the allocation of individual or observation to known groups. The coefficient of this procedure is obtain by post-multiplying the inverse of the pooled covariance matrix by the within group mean vectors difference. In mathematical form, denote w to be the classification score, u is the coefficient vector and is non-zero ( 0) u ≠ d dimensional vector, u′ denote the transpose of the coefficient vector, x be vector of observations, i n is the sample size with respect to the groups and w denote the midpoint, a scalar. The Fisher linear classification rule assigns an observation 1
x to group one 1 x to group one if the classification score is greater than or equal to the midpoint, that is, , w w ≥ otherwise the observation is assign to group two if the classification score is less than the midpoint, say . w w <
Fisher Linear Classification Analysis Based on Minimum Covariance Determinant (FMCD)
The minimum covariance determinant procedure search for the subset i h (out of i n ) of the data set whose covariance matrix has the minimum determinant [8] . The sample observations based on the half set are chosen from the multivariate data set to obtain the MCD estimates of mean vectors and covariance matrices. These robust estimates are computed based on the clean data set selected by the half set. The MCD estimates are plug-in into the Fisher's equations, say Eq.1 and Eq. 2 to obtain the robust Fisher linear classification rule [8] . This procedure can be express mathematically as follows, 
,
The symbol Ω is the correction factor required to obtain unbiased and consistent estimates if the data set come from a multivariate normal distribution [17] [18] [19] [20] [21] [22] [23] . Where , mcdi x and mcdi S are the MCD estimates and Λ is the squared Mahalanobis distance. The correction factor is used for the FAST-MCD algorithm to compute the MCD estimates. Detail description and theorem to compute the concentration steps based on the half set of the MCD technique is contain [20, 22] , respectively.
The robust Fisher linear classification score is denoted as , v mcd u is the robust linear classification coefficient and v is the robust midpoint. The classification procedure is describe as follows; an observation 1 x in group one 1 Π is classify to group one if the following condition is satisfy, 0, v v − ≥ otherwise the observation 1 x is assign to group two 2 Π if the following condition hold, 0. v v − <
M Linear Classification Rule (MLCR)
It has been observe that unstable linear classification coefficient allows for high misclassification rate. The objective is to develop a linear classification procedure with stable coefficient. To achieve the above objective, we modify the conventional linear classification coefficient. In this regard, the proposed robust procedure uses the inverse of the square root of the generalized variance to obtain the coefficient. In this section, we consider robust measure to substitute the mean vector say within group median. As noted in [24] the median has bounded influence function. Stromberge [25] observed that the probability of the median taking the influential observation as it center is equal to the probability of taking the regular observation as it center. The propose technique is describe as follows, From the above equation, the unbiased sample covariance matrices are computed based on the within group median ˆi x of the sample observations. The comparative cutoff point z is defined as
The classification rule is obtain by comparing the classification score with the comparative cutoff point, say,
Eq. 7 implies that an observation in group one 1 Π is correctly assign to group one otherwise the observation is assign to group two 2 Π if the following equation is satisfied,
Simulation
The Monte Carlo simulation is designed to investigate the comparative classification performance of the above techniques for heteroscedastic variance covariance matrices based on symmetric, asymmetric and combined contamination models. The contamination model 2 (1 ) (0,1) ( , )
require that majority of the data set come from the uncontaminated data set while the rest come from the contaminated data set. The robustness of these procedures is investigated by varying the proportion of contamination via different sample sizes and corresponding dimensions. The data set is divided into training set (60%) and validation set (40%). In each case, the data set are randomly reshuffled.
To determine the performance of each procedure, the mean of the optimal probability (OPT) is used as the performance benchmark. The comparative analyses are based on the comparison of the mean of the optimal probability and the mean probabilities of correct classification obtain from each technique. In the following tables, the best procedure appears in bold; the second best in bold italics and the misclassification rate for each method is underline. In Table 1 below, the simulation revealed that the MLCR technique is robust for all values of .
ε For 10% and 20% contamination, the FLCA outperformed its robust version. The FMCD outperformed the FLCA for 30%, respectively. In Table 2 below, the FLCA outperformed the other procedure for 10. ε = The MLCR performed better than the other techniques for 20,30.
ε =
The second best for this table can easily be view by inspection. In Table 3 , for all values of , ε the MLCR method is robust over the other classification techniques. The second best is the FMCD technique. In Table 4, In Table 5 below, the FLCA method is the overall best followed by the MLCR technique. In The comparative analyses revealed that the MLCR technique performed better for all contamination models for small sample size, the second best in this category is the FLCA procedure. For large sample size, the FLCA performed better for asymmetric contamination model. In general, for increasing ε the MLCR is more robust and stable than the other procedures compared.
Conclusion
The comparative analyses based on the mean of the optimal probability revealed that the conventional FLCA technique can be applied to perform classification for the unequal variance covariance matrices provided the performance benchmark is well defined. The Monte Carlo simulation revealed that though it shortcoming is based on small sample size, increasing proportion of contamination. However, its performance improved for large sample size, this is due to the central limit theorem. The analyses indicate that the robust Fisher's procedure based on the minimum covariance determinant does not perform well for heteroscedastic variance covariance matrices. In general, the FMCD procedure has increase misclassification rate compared to its conventional procedure. Thus, the MLCR was able to bridge the gap between the FLCA and the FMCD, respectively. In all, the MLCR was able to address and show robust performance over the known methods with regard to heteroscedastic variance covariance matrices and increasing contamination proportion. It can easily be observed that as the contamination level increases, the misclassification rate reduced for the MLCR technique compared to the other techniques. In general, we have device a linear classification procedure that can handle homoscedastic and heteroscedastic variance covariance matrices with respect to two groups linear classification. The comparison between the mean of the optimal probability and the mean probability of correct classification for each method reveals that the FLCA can be applied to perform classification under this condition and the overall breakthrough from the conventional quadratic discriminant procedure is the capability of the MLCR to perform very well for these conditions.
