Context. An increasing number of high-resolution stellar spectra is available today thanks to many past and ongoing extensive spectroscopic surveys. Consequently, the scientific community needs automatic procedures to derive atmospheric parameters and individual element abundances. Aims. Based on the widely known SPECTRUM code by R. O. Gray, we developed an integrated spectroscopic software framework suitable for the determination of atmospheric parameters (i.e., effective temperature, surface gravity, metallicity) and individual chemical abundances. The code, named iSpec and freely distributed, is written mainly in Python and can be used on different platforms. Methods. iSpec can derive atmospheric parameters by using the synthetic spectral fitting technique and the equivalent width method. We validated the performance of both approaches by developing two different pipelines and analyzing the Gaia FGK benchmark stars spectral library. The analysis was complemented with several tests designed to assess other aspects, such as the interpolation of model atmospheres and the performance with lower quality spectra. Results. We provide a code ready to perform automatic stellar spectral analysis. We successfully assessed the results obtained for FGK stars with high-resolution and high signal-to-noise spectra.
Introduction
Ongoing high-resolution spectroscopic surveys such as the Gaia ESO survey (GES, Gilmore et al. 2012; Randich et al. 2013) and the future HERMES/GALAH (Freeman 2010) provide an enormous amount of high-quality spectra, increasing the data already available in observatory's archives (Moultaka et al. 2004; Delmotte et al. 2006; Petit et al. 2014 ). This represents a unique opportunity to unravel the history of our Galaxy by studying the chemical signatures of large star samples.
This huge amount of spectroscopic data challenges us to develop automatic processes to perform the required analysis. Numerous automatic methods have been developed over the past years (e.g., Valenti & Piskunov 1996; Katz et al. 1998; RecioBlanco et al. 2006; Koleva et al. 2009; Jofré et al. 2010; Mucciarelli et al. 2013; Magrini et al. 2013 , to name a few) to treat the spectra and derive atmospheric parameters from large datasets.
The two most common approaches are the direct comparison of observed and synthetic spectra, and the use of equivalent width technique based on excitation equilibrium and ionization balance. Nevertheless, typically the implementations of those methods use different ingredients (e.g., atomic data, model atmospheres) and continuum normalization strategies, which hinders direct comparisons.
We developed a software framework, named iSpec, to easily treat spectral observations and derive atmospheric parameters Send offprint requests to: S. Blanco-Cuaresma, e-mail: blanco@obs.u-bordeaux1.fr
The code is available via http://www.blancocuaresma.com/s/ by applying the two most popular strategies: the synthetic spectral fitting technique and the equivalent width method. The code provides a wide variety of options, which facilitates executing homogeneous analysis using the same continuum normalization strategy, model atmospheres, atomic information, and radiative transfer code (SPECTRUM from Gray & Corbally 1994) . For the synthetic spectral fitting technique, iSpec compares an observed spectrum with synthetic ones generated on-the-fly, in a similar way as the tool Spectroscopy Made Easy (SME) does (Valenti & Piskunov 1996) . A least-squares algorithm minimizes the difference between the synthetic and observed spectra. In each iteration, the algorithm varies one free parameter at a time and prognosticates in which direction it should move. Specific regions of the spectrum can be selected to minimize the computation time, focusing on the most relevant regions to better identify stars (i.e., wings of H-α/MgI triplet, Fe I/II lines).
Regarding the equivalent widths method, iSpec fits Gaussian models to a given list of Fe I/II lines, and from their integrated area derives their respective equivalent width and thus their abundances. The algorithm for determining the atmospheric parameters is based on the same least-squares technique mentioned above, but the minimization criterion is linked to the assumption of excitation equilibrium and ionization balance, similar to GALA (Mucciarelli et al. 2013 ) and FAMA (Magrini et al. 2013) .
iSpec was previously used to create a high-resolution spectral library of the Gaia FGK benchmark stars (Blanco-Cuaresma et al. 2014) , which are a common set of calibration stars in different regions of the HR diagram and span a wide range in metal-licity. The defining property of these stars is that we know their radius and bolometric flux, which allows us to obtain their effective temperature and surface gravity fundamentally, namely, independently of the spectra.
For 34 FGK stars and M giants, angular diameters θ LD , bolometric fluxes F bol and parallaxes π were extracted from the literature. Stellar masses were determined from the comparison of effective temperature and luminosity to the output of stellar evolution models. We used two sets of models for most stars, provided by the Padova (Bertelli et al. 2008 (Bertelli et al. , 2009 ) and Yonsei-Yale (Yi et al. 2003; Demarque et al. 2004 ) groups, which cover a wide range of masses and metallicities. With these input data, T eff and log g were derived from fundamental relations, independently of spectroscopy 1 . The reference iron abundances were also derived by Jofré et al. (2014) . A brief description of the Gaia FGK benchmark stars and their reference parameters is given in Jofré et al. (2013) . A detailed discussion of their fundamental T eff and log g values and comparison to T eff and log g values derived from high-resolution spectroscopy will be given in Heiter et al. (in prep.) .
In this paper, we show how the library of the Gaia FGK benchmark stars can be used to assess and improve spectroscopic pipelines (in our case, based on iSpec) by comparing the derived atmospheric parameters and chemical abundances with the reference values.
The framework was designed to be flexible enough to be adapted to the needs of individual studies or extensive stellar surveys. iSpec can be used in automatic massive analysis through Python scripts, but it also includes a user-friendly visual interface that can easily interoperate with other astronomical applications such as TOPCAT 2 , VOSpec 3 and splat 4 , facilitating a indirect way to access the Virtual Observatory 5 We describe the iSpec software framework in Sect. 2. The particularities of the pipelines developed for the current work, together with the tests and validations using the Gaia FGK benchmark star library are presented in Sect. 3. Additional general validations are reported in Sect. 4 and, finally, the conclusions can be found in Sect. 5.
Spectroscopic software framework

Data treatment
The main functionalities for spectra treatment integrated into iSpec cover the following fundamental aspects:
1. Continuum normalization: the continuum points of a spectrum are found by applying a median and maximum filter with different window sizes. The former smoothes out noisy and the later ignores deeper fluxes that belong to absorption lines (the continuum will be placed in slightly upper or lower locations depending on the values of those parameters). Afterwards, a polynomial or group of splines (to be chosen by the user) can be used to model the continuum, and finally the spectrum is normalized by dividing all the fluxes by the model. sphere contaminate ground-observed spectra, and this can affect the parameter determination. Their position in the spectra can be determined by cross-correlating with a telluric mask built from a synthetic spectrum (from the TAPAS database, Bertaux et al. 2014 ). 5. Re-sampling: spectra can be re-sampled by using linear (two points) or Bessel (four points) interpolation (Katz et al. 1998 ). 6. Equivalent width (EW) measurement: EWs are determined by fitting a Gaussian profile (a Voigt profile can also be chosen) in each absorption line and integrating its area.
To analyze observed stellar spectra, it is commonly necessary to apply some of these operations to the reduced spectra. Nevertheless, it is possible to use third-party software (e.g., ARES from Sousa et al. 2007 , DAOSPEC from Stetson & Pancino 2008 , or DOOp from Cantat-Gaudin et al. 2014 ) for these steps in combination with iSpec for the subsequent analysis.
The Gaia FGK benchmark stars library was created integrally with iSpec and is a good example of the data treatment capabilities of the framework. An extensive description and exhaustive validation of these operations can be found in BlancoCuaresma et al. (2014) .
Line selection
To determinate atmospheric parameters and individual abundances, it is necessary to chose which absorption lines are going to be used. This selection will definitively affect the results, thus it is important to consider the level of reliability of the atomic data (i.e., oscillator strengths). iSpec provides the user with all the functionalities needed to perform a custom selection (e.g., line synthesis, theoretical equivalent width calculation, user interface for easy visual comparison). For instance, an effective approach to identify the lines with the best atomic data is described in Sousa et al. (2014) .
In a second stage, iSpec also facilitates the quality assessment of the spectral regions that are going to be used in the analyses (see Sect. 3.1.2). For instance, spectra might be affected by different levels of noise, cosmic rays, and telluric lines.
Spectral synthesis and abundances from equivalent widths
iSpec uses SPECTRUM to generate synthetic spectra and determinate abundances from equivalent widths. The framework includes all the basic ingredients needed for these purposes.
Atomic line-lists
Several atomic line-lists are included in iSpec. They were previously transformed to the format that SPECTRUM requires:
1. Central wavelength (Å) of the absorption line. 2. Species description formed by a combination of the atomic number and the ionization state (e.g., "26.0" and "26.1" refers to a neutral and ionized iron line, respectively).
3. Lower and upper excitation energies (cm −1 ). 4. Logarithm of the product of the statistical weight of the lower level and the oscillator strength for the transition (i.e., log(gf)). 5. Fudge factor (parameter to adjust the line broadening due to poorly understood physical factors). 6. Transition type indicating whether the σ and α parameters used in the Anstee and O'Mara broadening theory are provided (coded as AO type) or the van der Waals broadening should be used (GA type). The individual broadening halfwidths for Natural broadening and Stark broadening may also be specified.
Some original line-lists provide the lower excitation energies in electron volts (eV), thus they were transformed to cm −1 by multiplying by a conversion factor (1 eV = 8065.544 cm −1 ). When the upper excitation state was not provided, it was obtained by applying the following relation:
where the upper and lower excitation energies are in cm −1 , h is the Planck constant (h = 6.62606957 × 10 −34 m 2 kg s −1 ), c the speed of light in vacuum (c = 299792458.0 m s −1 ), λ is the line wavelength position in meters and the final change in energy is converted to eV with a conversion factor (1J = 6.24150974×10 18 eV). Physical constants and conversion factors were taken from Mohr et al. (2012) . The fudge factor was disabled for all the lines (i.e., set to 1).
iSpec provides several ready-to-use atomic line-lists with wide wavelength coverage (from 300 to 1100 nm), such as the original SPECTRUM line-list, which contains atomic and molecular lines obtained mainly from the NIST Atomic Spectra Database (Ralchenko 2005 ) and Kurucz line-lists (Kurucz & Bell 1995) , and the default line-list extracted from the VALD database (Kupka et al. 2011) in February 2012.
Abundances
iSpec provides a collection of ready-to-use solar abundances from Anders & Grevesse (1989) , Grevesse & Sauval (1998) , Asplund et al. (2005) , Grevesse et al. (2007) , and Asplund et al. (2009) . SPECTRUM requires these abundances for the process of spectral synthesis, where the values will be scaled based on the target metallicity ([M/H]). Nevertheless, individual abundances can be fixed to a given unscaled value if required. iSpec's synthetic spectral fitting technique takes advantage of this functionality to derive individual chemical abundances from a given list of absorption lines. The related accuracy can be considerably improved when using a line-by-line differential approach (Ramírez et al. 2009 ) because part of the biases in data treatment and errors in the atomic information will cancel out (specially if all the stars are of the same type).
Pre-computed model atmospheres grid
iSpec incorporates different ATLAS 6 (Kurucz 2005 ) and MARCS 7 (Gustafsson et al. 2008 ) model atmospheres properly transformed to the format that SPECTRUM requires:
1. ρ dx: mass depth (g cm −2 ) The original MARCS models do not provide the electron densities, thus they were derived with the following relation:
where P e is the electron pressure (dyn cm −2 ) present in the MARCS model atmospheres, and k is the Boltzmann constant (1.3806488 × 10 −16 erg K −1 ). It is worth noting that the MARCS grid is formed by a combination of plane-parallel and spherical models (ATLAS is planeparallel only). The first is adequate for modeling the atmosphere of dwarf stars, while the second is more appropriate for giant stars. However, SPECTRUM will interpret the spherical models as plane-parallel. The differences that may be introduced are not important for the F, G, and K giants, as shown by Heiter & Eriksson (2006) . The included MARCS model atmospheres cover the 2500 to 8000 K range in effective temperature, 0.00 to 5.00 dex in surface gravity, and −5.00 to 1.00 dex in metallicity with standard abundance composition (Table 1 ). The original ATLAS by Kurucz (2005) and subsequent versions computed by Kirby (2011) and Mészáros et al. (2012) for APOGEE (Allende Prieto et al. 2008) , cover the 4500 to 8750 K range in effective temperature, 0.00 to 5.00 dex in surface gravity and −5.00 to 1.00 dex in metallicity.
Interpolation of model atmospheres
The pre-computed model atmosphere grids presented in Sect. 2.3.3 offer a reasonable coverage for the synthesis of typical FGK stars, but they do not provide a model for every single combination of effective temperature, surface gravity, and metallicity (e.g., white gaps in the upper plot from Fig. 1 represent missing model atmospheres). On the other hand, the steps on effective temperature (typically ∼250 K), surface gravity (∼ 0.5 dex) and metallicity (∼ 0.50 dex) are not fine enough to optimally explore the parameter space.
We completed the model atmospheres grid as shown in the middle plot in Fig. 1 by using interpolation and extrapolation. For the temperature-gravity combinations for which there is no pre-computed atmosphere, the procedure is as follows:
1. First stage: linearly interpolate each value of each model atmosphere's layer from the existing pre-computed ones. In the best cases, two interpolated atmospheres are obtained and averaged: (a) fixed gravity, and temperatures above and below the target parameters, (b) fixed temperature, and gravities above and below the target parameters. 2. Second stage: linearly extrapolate. Again, in the best cases, two extrapolated atmospheres are obtained and combined with a weighted average that depends on their distance to the target atmosphere: (a) fixed gravity, and two atmospheres with the closest temperature, (b) fixed temperature, and two atmospheres with the closest gravity. Extrapolated values were limited by the highest and lowest values found in all the real atmospheres to try to avoid unphysical results.
All the quantities in the atmosphere (e.g., temperature, gas pressure, electron density) are re-sampled on a common optical depth scale as described in Mészáros & Allende Prieto (2013) . After the complete grid without gaps is constructed, it is easy to linearly interpolate any atmosphere that lies between any of the parameter combinations (i.e., effective temperature, surface gravity, and metallicity), as shown by the finer grid presented in the lower plot in Fig. 1 . iSpec includes the complete interpolated version of the model atmosphere grids, only the in-between interpolation is made on-the-fly when requested by the user.
Atmospheric parameter determination
iSpec is capable of determining atmospheric parameters and individual chemical abundances by using the synthetic spectral fitting technique and the equivalent width method.
In both cases, a χ 2 minimization is performed by executing a nonlinear least-squares (Levenberg-Marquardt) fitting algorithm (Markwardt 2009 ). The code starts from a given point in the parameter space and performs several iterations until convergence (i.e., the current/predicted χ 2 is lower than a given threshold or the maximum number of iterations has been reached). In each iteration, the Jacobian is calculated via finite differences, linearizing the problem around the trial parameter set and changing each of the free parameters by a pre-established amount:
where p i is a given free parameter, p 0 i the current value, and ∆p i the evaluation step.
Initial parameters
It is always recommended to provide initial parameters as close as possible to the expected final result, thus the computation time can be significantly reduced. Prior information such as photometry could be used for this purpose, but other approaches can be applied. For instance, iSpec provides the functionalities needed for computing a grid of synthetic spectra that can be used for deriving initial guesses via fast comparisons.
By default, iSpec does not include any pre-computed synthetic spectral grid since it strongly depends on the user requirements (i.e., wavelength ranges, atomic line-lists, model atmospheres). Therefore the user can employ the framework to build any custom grid and perform the initial parameter estimation.
Synthetic spectral fitting
The synthetic spectral fitting technique tries to minimize the difference between the observed and synthetic spectrum by directly comparing the whole observation or some delimited regions.
While exploring the parameter space, iSpec computes (via SPECTRUM) the synthetic spectra on-the-fly, which can be quite time-consuming depending on the extension of the chosen regions to be calculated and compared. Some codes prefer to approach this problem by executing the more time-consuming processes (i.e., pre-computing a huge grid of synthetic spectra) before starting the analysis, thus afterward the comparison time per star can be significantly faster. On the other hand, the onthe-fly approach is more flexible (e.g., it is very easy to adapt the analysis to different spectral resolutions).
The parameters that can be determined by using this method are the effective temperature, surface gravity, metallicity, microturbulence, macroturbulence, rotation, limb-darkening coefficient, and resolution. An efficient strategy is to let the first five parameters free and fix the rotation to 2 km s −1 (since it degenerates with macroturbulence), limb-darkening coefficient to 0.6 and resolution to the one corresponding to the observation. After the atmospheric parameters are determined, individual chemical abundances can also be derived by the same method.
After several tests, we determined that the optimal step size for fastest convergence with the least-squares algorithm (Eq. 3) is 100 K for the effective temperature, 0.10 dex for surface gravity, 0.05 dex for metallicity, 0.50 km s −1 for microturbulence, 2.0 km s −1 for macroturbulence, 2.0 km s −1 for rotation, 0.2 for the limb darkening coefficient, and 100 for the resolution.
Equivalent width method
The equivalent width method does not use all the information contained in the shape of the absorption-line profiles, but only their area. Therefore, broadening parameters such as rotation or macroturbulence are not considered.
iSpec derives (via SPECTRUM) individual abundances from the atomic data, the measured equivalent width, and a given effective temperature, surface gravity and microturbulence. The last three parameters are unknown and an initial guess is needed. iSpec gradually adjusts the atmospheric parameters by using neutral and ionized iron lines to enforce excitation equilibrium and ionization balance, which means that:
1. Abundances as a function of the excitation potential should have no trends. If the trend is positive, the effective temperature is underestimated. 2. Abundances as a function of the reduced equivalent width (EWR = log 10 EW λ ) should have no trends. If the trend is negative, the microturbulence is overestimated. 3. The abundances of neutral iron (Fe 1) should be equal to the abundance of ionized iron (Fe 2). If the difference (Fe 1 -Fe 2) is positive, the surface gravity is underestimated.
At the first iteration, iSpec identifies abundance outliers (see Fig. 2 ) by robustly fitting a linear model using an M-estimator 8 . If r i is the residual between the i th observation and its fitted value, a standard least-squares method would minimize i r 2 i , which is strongly affected by outliers present in the data and distorts the estimation. The M-estimators try to reduce the effect of outliers by solving the following iterated re-weighted least-squares problem:
where k indicates the iteration number, and the weights w r k−1 i are recomputed after each iteration. After several tests, we determined that it is safe to discard abundances with assinged weights smaller than 0.90 (the weight scale ranges from zero to one). Robust regression estimators are shown to be more reliable than sigma clipping (Hekimoglu et al. 2009 ).
After the initial abundance outliers are discarded, the leastsquares algorithm minimizes three values: the two slopes of the linear models fitted as a function of the excitation potential and the reduced equivalent width and the difference in abundances from neutral and ionized iron lines.
The step size for the least square algorithm (Eq. 3) differs from the ones used in the synthetic spectral fitting technique. Based on different tests, we found that the optimal steps for fastest convergence are 500 K for the effective temperature, 0.50 dex for surface gravity, 0.05 dex for metallicity, and 0.50 km s −1 for microturbulence.
Error estimation
The atmospheric parameter errors are calculated from the covariance matrix constructed by the nonlinear least-squares fitting algorithm. Nevertheless, they highly depend on the good estimation of the spectral flux errors. If they are underestimated, consequently, the atmospheric parameters errors will present unrealistically low values. The minimization process can be executed ignoring flux errors, but then the errors of the atmospheric parameters will be generally overestimated.
For the chemical abundance errors estimation, when possible (i.e., there is enough lines to measure), it is preferred to derive abundances for each line individually and consider the standard deviation as the internal error. 
Pipeline description and validation
We developed two different pipelines based on the synthetic spectral fitting technique and the equivalent width method. In this section we describe some of their particularities and present results for different configurations (e.g., different model atmospheres).
Line selection
Atomic data verification
For the current work, in addition to the atomic line lists included in iSpec by default, we also used the atomic data (without hyperfine structures and molecules) kindly provided by the GES line-list subworking group prior to publication (Heiter et al., in prep.) . The line-list covers the optical range (i.e., 475 -685 nm) and provides a selection of medium and high-quality lines (based on the reliability of the oscillator strength and the blend level) for iron and other elements (e.g., Na, Mg, Al, Si, Ca, Sc, Ti, V, Cr, Mn, Co, Ni, Cu, Zn, Sr, Y, Zr, Ba, Nd, and Sm).
Observation verification
The line selection is not only based on the quality of the atomic data, but also on the observed spectra to be analyzed. Using the iSpec framework, we fitted Gaussian profiles for all the selected absorption lines in each spectra. We automatically discarded lines that fall into one of these cases:
1. Fitted Gaussian peak is too far away from the expected position (more than 0.0005 nm). Convection could produce shifts, but it is also possible that a strong close-by absorption line dominates the region and considerably blends the original targeted line. The analysis would require manual inspection, thus we reject those lines. 2. Poor fits with extremely big root mean square difference (e.g., due to a cosmic ray) 3. Potentially affected by telluric lines. 4. Invalid fluxes (i.e., negative or nonexistent because of gaps in the observation).
Additionally, only for the pipeline based on the equivalent width method and inspired by the GALA code, we filtered weak Table 2 . Synthetic spectral grid for determining the initial parameters. The rotation (v sin(i)) was fixed to 2 km s −1 and the micro/macroturbulence was calculated by using the same empirical relation as in Blanco-Cuaresma et al. (2014) .
Class
T eff log(g) [M/H] Giant 3500 1.00, 1.50 −2.00, −1.00, 0.00 Giant/Dwarf 4500 1.50, 4.50 −2.00, −1.00, 0.00 Dwarf 5500 4.50 −2.00, −1.00, 0.00 Dwarf 6500 4.50 −2.00, −1.00, 0.00
Notes. The micro/macroturbulence relation is based on GES UVES data release 1, the benchmark stars , and globular cluster data from external literature sources.
and strong lines based on their reduced equivalent widths. Weak lines are more sensitive to noise and errors in the continuum placement, while strong lines are usually significantly blended and may be severely affected by incorrect broadening parameters. This verification process allowed us to adapt the analysis to the peculiarities of each observation, ensuring that only the bestquality regions were used for the final parameter determination.
Atmospheric parameters determination
The Gaia FGK benchmark stars library is a powerful tool for assessing the derived atmospheric parameters from different spectroscopic methods. We used the library to fine-tune our pipelines. The goal is to have results as similar as possible to the Gaia FGK benchmark stars reference values (accuracy) and with the lowest possible dispersion (precision).
Initial parameters
To determinate the initial parameters (effective temperature, surface gravity, metallicity, micro/macroturbulence), we built a basic grid of synthetic spectra with iSpec for a selection of key parameters that allows us to easily separate giants from dwarfs and metal-rich from metal-poor stars (Table 2) .
We compared the observed spectrum with all the spectra contained in the grid considering a selection of lines (see Sect. 3.1) and the wings of H-α, H-β, and the magnesium triplet (around 515-520 nm). Finally, we adopted the parameters of the synthetic spectrum with the lowest χ 2 .
Synthetic spectral fitting method
In Table 3 , we present the results for different configurations.
In the interpretation, we consider a result as good when its differences are close to zero and its dispersion is low, but we prioritized lower dispersion over well centered values since it is easier to correct for a systematic shift than for a high dispersion.
Among the different parameters, we also prioritized the surface gravity (even if that represents a slightly poorer result for the others) because it is the most difficult to derive when using only spectra.
1. Line selection: the best results are obtained when combining lines from several elements (see Sect. 3.1) with the wings of the H-α, H-β, and the magnesium triplet. 2. Reduced equivalent width (EWR) filter: we evaluated the results obtained without a filter (unlimited) and two levels of restriction. The strong filter discards lines with an EWR lower than −5.8 and higher than −4.65, which means that lines with an equivalent width lower than 8 mÅ and higher than 111 mÅat 500 nm were discarded. The relaxed filter discards lines with EWR lower than −6.0 and higher than −4.3. At 500 nm, this equals discarding all the lines with an equivalent width lower than 5 mÅ and higher than 250 mÅ. The results clearly do not show a better strategy, thus we chose the relaxed filter to match the same configuration as for the equivalent width pipeline (see Sect. 3.2.3). 3. Atomic line list: the Gaia ESO Survey line-list (without hyper-fine structure and molecules) was compared with a line list extracted from VALD with the default options (2012) and with the SPECTRUM line-list, which includes molecules (see Sect. 2.3.1). For the SPECTRUM line-list, we obtained poorer surface gravity and metallicities precisions. On the other hand, the GES and VALD line-lists are similar. Again, we chose the GES line-list to match the equivalent width pipeline configuration (see Sect. 3.2.3). 4. Model atmospheres and solar abundances: ATLAS models, independent of the chosen solar abundance, are not as precise in all three atmospheric parameters, although they show a lower dispersion for stars with multiple spectra. We obtained better precisions with MARCS models when we combined them with the solar abundances from Grevesse et al. (2007), thus we opted for these models. 5. Initial atmospheric parameters: we performed one analysis starting systematically from the same point in the parameter space for all the stars (effective temperature of 5000 K, 2.5 dex in surface gravity, and solar metallicity) and one starting from an initial guess per spectrum (see Sect. 3.2.1). The results are very similar, showing that the minimization process works well with independence of the starting point. On the other hand, it is preferred to always perform the initial guess because the computation time is considerably reduced (from an average of 50 minutes to 36 minutes per spectrum, see Sect. 4.2.1). 6. Resolution: we downgraded the resolution of the library to match the resolving power of Giraffe ESO/VLT (HR21 setup used in GES), which corresponds to 16200, and re-adjusted the continuum by renormalizing with a linear model. The results show that the pipeline could be used effectively for high and medium-resolution spectra.
The results per star with the best configuration can be found in the Table 4 and Figs. 3 and 4. The average error (estimated by the least-square algorithm) is 19 K for effective temperature, 0.05 dex for surface gravity, and 0.02 dex for metallicity. These estimations have the same order of magnitude as the average dispersion obtained for the stars with several observed spectra: 15 K in effective temperature, 0.06 dex in surface gravity, and 0.01 dex in metallicity.
Equivalent width method
In the Table 5 , we present the results for different configurations (the criteria for the interpretation are the same as in section 3.2.2):
1. Iron line selection: a medium and high-quality selection of lines (495/286 neutral and 42/25 ionized iron lines) were tested, where the later is a subgroup of the former (see Sect. 3.1.1). The results show that the medium-quality group is preferred; a larger line sample seems to provide a higher statistical advantage for the equivalent width method. Fig. 3 . Differences in effective temperature between the reference (the Gaia FGK benchmark stars) and the derived value by iSpec (synthetic spectral fitting method). Stars are sorted by temperature; the color represents the metallicity, and larger symbols represent lower surface gravity.
2. Reduced equivalent width filter: a filter based on different levels of the reduced equivalent width (as described in Sect. 3.2.2) was applied. The highest effective temperature and surface gravity precision is achieved when using a relaxed limit, while strong limits show a better metallicity precision. We chose the former because we prefered to prioritize the surface gravity precision. Fig. 4 . Differences in surface gravity between the reference (the Gaia FGK benchmark stars) and the derived value by iSpec (synthetic spectral fitting method). Stars are sorted by surface gravity; the color represents the metallicity, and larger symbols represent lower surface gravity.
4. Atomic line list: the results are better centered with the SPECTRUM line-list, but a lower dispersion is generally found for the GES line-list. Since we prioritize a low dispersion, we chose the GES line-list.
5. Model atmospheres: the precision is very similar independently of the model atmosphere used, but MARCS produces slightly more accurate results.
6. Initial atmospheric parameters: as described in Sect. 3.2.2, we executed the analysis starting from a single point in the parameter space and compared this with starting from an initial guess (see Sect. 3.2.1). The equivalent width method seems to be much more sensitive to the starting point, and Table 4 . Difference between the parameters derived from the two methods and the reference values (neutral iron abundance is used as a proxy for metallicity). For stars with several observed spectra, the difference corresponds to the average, and the standard deviation is also reported.
Reference
Synthetic spectral fitting Equivalent width it is highly recommended to start the analysis from a good initial guess.
7. Resolution: absorption lines are more blended for lower spectral resolution. Consequently, the equivalent width method has more difficulties with low-resolution spectra, for which it over-estimates abundances and provides poorer results.
8. Line profile: using Gaussian profiles to fit lines and derive equivalent widths seems to provide slightly better results than Voigt profiles.
The results per star with the best configuration can be found in the Table 4 . The average error (estimated by the least-squares algorithm) is 67 K for effective temperature, 0.13 dex for surface gravity, and 0.09 dex for metallicity. These estimates have the same order of magnitude as the average dispersion obtained for the stars with several observed spectra: 38 K in effective temperature, 0.12 dex in surface gravity, and 0.03 dex in metallicity.
Method comparison
To our knowledge, this is the first time that these two methods were compared by covering such a wide range of parameters and using exactly the same normalization process, atomic data, model atmospheres, and radiative transfer code (i.e., SPEC-TRUM). The tests show that our pipeline based on the synthetic spectral fitting technique provides more accurate and precise atmospheric parameters (Table 6 ), thus it is our preferred strategy when using iSpec.
On the other hand, it is worth noting that one of the advantages of other implementations of the equivalent width method (i.e., those based on the MOOG code Sneden et al. 2012 , such as GALA and FAMA) is their execution speed. SPECTRUM derives abundances from equivalent widths by completely synthesizing the lines, which makes the execution significantly slower (see Sect. 4.2.1). Table 5 . Average difference and standard deviation (left) between the equivalent width method and the reference values. Average dispersion (right) for stars with multiple observed spectra.
Differences
Dispersion Table 6 . Average difference and standard deviation (left) between the derived parameters and the reference values. Average dispersion (right) for stars with multiple observed spectra. Notes. SSF stands for synthetic spectral fitting technique and EW for equivalent width method.
Chemical abundances
It is important to clarify that the metallicity parameter derived by iSpec is a global scale factor that is applied to all the elements (taking the solar abundance as the reference point) and it is not a direct measurement of the iron abundance (although it is a close approximation). Nevertheless, when the atmospheric parameters are known, iSpec can also determine individual chemical abundances for any element. We limited our analysis to the determination of neutral and ionized iron since, up to now, it is the only element for which a reference value exists.
Our pipeline implements a line-by-line differential analysis (see 2.3.2) that follows these steps:
1. Derive the solar absolute abundances for each of the selected lines (see Sect. 3.1) using the reference atmospheric parameters. Seven out of the eight solar spectra included in the Gaia FGK benchmark stars library were used; we discarded one with a very low signal-to-noise ratio. 2. Discard lines with a high dispersion among the seven solar spectra (interquartile range higher than 0.025).
3. Derive the absolute abundances for each of the selected lines using the spectrum to be analyzed. 4. Calculate the relative abundances by subtracting the solar absolute abundances to the absolute abundances of the spectrum being analyzed. 5. Derive the final abundance for the spectrum by calculating the median value and consider the dispersion as the internal error.
The results are presented in Table 7 , where the derived iron abundances from both methods are compared with the LTE and NLTE reference values. Thanks to the differential approach, part of the NLTE effects seems to cancel out (specially for solar-type stars), and the derived results agree better with these reference values. A trend depending on the reference iron abundances is observed in the top plots from Fig. 5 . Both methods overestimate iron abundances for metal-poor stars.
Since errors in the atmospheric parameters propagate into the abundance determination, we repeated the analysis by fixing the effective temperature, surface gravity, and metallicity to the reference values (bottom plots in Fig. 5 ). The trend is still present although it is less steep. The remaining effect could still be caused by NTLE effects, which become more important at low [Fe/H] , and the normalization process where the continuum placement is strongly influenced by the stellar type and metallicity (e.g., the most discrepant stars are those with the coolest and lowest surface gravity ones). For instance, if we re-normalize the spectra by forcing the continuum to be placed 1% lower, the overall metallicity decreases by ∼0.07 dex when analyzed with the synthetic spectral fitting pipeline.
Additional validations
Model atmosphere interpolation
The model atmosphere interpolation processes were tested by removing a list of existing pre-computed models from the origArticle number, page 9 of 14 Fig. 5 . Differences in neutral iron abundances between the reference (the Gaia FGK benchmark stars) and the derived value by iSpec, synthetic spectral fitting method (left) and equivalent width method (right) when using the atmospheric parameters found (top) and the reference values (bottom). Stars are sorted by metallicity; the color represents the temperature, and the size is linked to the surface gravity. inal MARCS grid and forcing their interpolation. This way, we compared the interpolated version calculated by iSpec with the original pre-computed models. The models represent different stellar types (i.e., giants and dwarfs; metal-rich and poor) and they were selected not to be actually surrounded by any gap (i.e., missing model), as shown in Fig. 1 . The test was performed for 42 model atmospheres that were the results from different combinations of the following parameters:
1. Effective temperature: 4750 and 3400 K 2. Surface gravity: 1.00, 2.00, 2.50, 3.00, 4.00 and 4.50 3. Metallicity: 1.00, 0.00, −1.00, −2.00, −3.00 and −4.00.
The results show that the interpolated model atmosphere reproduces the overall shape of the pre-computed model (Fig. 6 ) with a small shift.
To understand the impact of these shifts, we generated pairs of synthetic spectra (with the interpolated and the pre-computed model) and compared their fluxes (ignoring regions near to the continuum). We found that the average flux difference is −0.22%±2.12%. The spectra only differ in the central depth of the absorption lines (see Fig. 7 ). Additionally, we measured the equivalent width of a group of absorption lines and determined that the average difference is 0.10%±6.32%. As a reference, Blanco-Cuaresma et al. (2014) estimated that the abundance analysis based on equivalent width methods shows a very small variation on the order of ±0.007 dex in metallicity when equivalent widths are changed by 1% (based on the analysis of a solar spectrum). 
Minimization process
Iterations
The minimization process consists of several iterations where the free parameters are modified by a single amount to predict the next jump in the parameter space (see Sect. 2.4). In Table  8 , we show the evolution of the differences compared with the reference values at each iteration and the cumulative number of spectra that have already converged toward a solution for the best configurations identified in Sections 3.2.2 and 3.2.3.
The synthetic spectral fitting technique seems to present good average results around the fifth to sixth iteration. Remarkably, the dispersion in effective temperature and surface gravity deteriorates from iteration six to ten in favor of a small improvement in the metallicity dispersion. The equivalent width method presents a more gradual evolution and the results do not stabilize until the nineth or tenth iteration.
When the number of iteration is limited to a maximum of 10, the average computation time for the synthetic spectral fitting technique is 36 minutes per spectrum, while for the equivalent width method it is about 19 minutes per spectrum 9 (see also Sect. 3.2.4). 9 Time estimated by using a computer with an Intel Xeon CPU at 3.07GHz (model X5675). Table 9 . Linear model parameters (y = mx + c) fitted using the differences on the effective temperatures/metallicity and free or fixed surface gravity shown in Fig. 8 Previous studies (e.g., Torres et al. 2012) found strong correlations between effective temperature, metallicity, and surface gravities when simultaneously solving for all three quantities with synthetic spectral fitting techniques, while the equivalent width methods did not show such a strong correlation.
We repeated the same analysis with our Gaia FGK benchmark stars. We rederived the effective temperatures and metallicities with surface gravities fixed to the reference value and compared them with the unconstrained results (Fig. 8) .
The parameters are obviously correlated (see Pearson correlation coefficients in Table 9 ), but we see no strong differences that would depend on the method used for the analysis. However, the correlation is tighter for the spectral fitting technique. A change in surface gravity of 0.50 dex implies a difference in effective temperature of 129 and 157 K for the synthetic spectral fitting technique and the equivalent width method, respectively. For the metallicity, the impact is 0.10 dex for both methods.
It is worth noting that our analysis covers a broader parameter range: the Gaia FGK benchmark stars cover from 6600 to 3500 K in effective temperature, from 4.6 to 0.6 dex in surface gravity, and from 0.3 to −2.7 dex in metallicity, while Torres et al. (2012) analyzed stars between 6750 and 4800 K in effective temperature, 4.80 and 3.60 dex in surface gravity, and 0.5 and −0.4 dex in metallicity.
Signal-to-noise ratios and spectral resolutions
The Gaia FGK benchmark stars library consists of highresolution and high signal-to-noise ratio spectra, but we also tested the limits of iSpec by analyzing spectra of lower quality. To do this, we generated and analyzed 34 synthetic spectra using the reference parameters of the Gaia FGK benchmark stars with different resolutions, and we added several levels of Poisson noise.
Our implementation of the synthetic spectral fitting technique seems to be more robust to noise than the equivalent width method (Table 10 ). The former derives atmospheric parameters very similar to the reference values with a signal-to-noise ratio of 25, while the latter constantly deviated, even with the highest signal levels. One possible reason is that the equivalent width method simplifies the problem by considering only the area of the absorption lines and not the whole profile. Measuring that area is quite sensitive to noise and errors in continuum placement. Then, the least-squares algorithm does not minimize the difference of N fluxes (as does the synthetic spectral fitting technique), but only three values: the two slopes to validate the ionization and excitation equilibrium, and the difference between neutral and ionized iron abundance. This information loss may increase degeneracies between atmospheric parame- Fig. 8 . Impact on the effective temperatures and metallicity derived from synthetic spectral fitting (left) and equivalent width method (right) when fixing the surface gravity to the reference value. A linear model was fitted (red line) and the differences correspond to the constrained minus unconstrained values. Table 10 . Difference between the parameters derived from the two methods (using degraded synthetic spectra instead of observations) and the reference values for different levels of signal-to-noise ratio (S/N). The synthetic spectra had a resolution of 70,000. A&A proofs: manuscript no. iSpec Table 11 . Difference between the parameters derived from the two methods (using synthetic spectra) and the reference values for different resolution levels. The synthetic spectra had a signal-to-noise ratio of 100. From lower to higher resolution, they approximately correspond to the surveys SDSS DR7 (R=1800-2200), Rave, Gaia RVS, GES Giraffe HR21, APOGEE, HERMES/GALAH, GES UVES and the standard resolution of the Gaia FGK benchmark stars library. 
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