The aim of this work is to use the pseudo gradient search to solve classification problems. In most classifiers, the goal is to reduce the misclassified rate that is discrete. Since pseudo gradient search is a local search, to use it for classification problem, objective function has to be real valued. A penalty technique is used for this purpose.
Introduction
Classification is an optimization problem with an objective of minimizing misclassified data. Given a set of training data with a size l and n predictive attributes, each new record needs to be classified. Various classification methods have been proposed and good results have been achieved using nonlinear integrals, such as Choquet integral, as aggregation tool [8] . The use of weighted Choquet integrals with respect to fuzzy measures in classification was first proposed by Xu et al. [8] . The Choquet integral was used to project the data onto an optimal line to make classification one-dimensional. Since the projection is generally nonlinear, the classification is also nonlinear.
Yan et al. proposed nonlinear classification methods using linear programming and signed fuzzy measures [10] to account for linearly inseparable data.
Other classification methods that use statistics and machine learning approaches have been proposed such as decision tree [2] , [3] and support vector machine [9] algorithms.
Classification plays an important part in some fields, such as medicine and manufacturing. For example, disease must be correctly diagnosed before proper treatment can be given. In addition to making classifying data faster and cheaper, automatization of classification jobs can help eliminate human errors.
Gradient search algorithm can be used to solve nonlinear optimization problems, such as classification. It uses partial derivatives of the function to pick the best direction for the search. When the objective function is not differentiable, pseudo gradient search can be applied, where differences are used instead to obtain the best direction.
The paper is organized as follows. In Section 2, background information on classification problem is given. In Section 3, pseudo gradient search and penalty technique are discussed. In Section 4, pseudo gradient search algorithm for classification problem is presented. Section 5 describes some testing examples.
Classification
The goal of classification is to build a model of the classifying attribute based on the predictive attributes. Then we can use this model to determine what class an observation belongs to. This paper uses an idea of the classification method based on nonlinear integrals discussed in [8] . The idea is to project the points in the feature space onto a real axis through nonlinear integral and then to optimally classify these points according to certain criterion. Each point in the feature space becomes a value of the virtual variable,ŷ i , i = 1, ..., n. This way, each classification boundary is just a point on the real axis.
Next, a few mathematical concepts will be discussed. Let x 1 , x 2 , ..., x n be predictive attributes and P(X) be the power set of X, then X = {x 1 , x 2 , ..., x n } is a feature space. Let (X, P(X)) be a measurable space and µ : P(X) −→ [0, ∞) be a fuzzy measure satisfying the following conditions: 1) µ(∅) = 0 (vanishing at the empty set) 2) µ(A) ≤ µ(B) if A ⊆ B, ∀A, B ∈ P(X) (monotonicity) µ is nonadditive in general and it is regular if µ(X) = 1. Its nonadditivity represents the interaction among predictive attributes towards a certain objective attribute.
An observation of predictive attributes can be defined as a function
The Choquet integral of a nonnegative function f is defined as:
To calculate Choquet integral the following procedure will be used:
is the fractional part of j 2 i and with a convention that the maximum on the empty set is zero. If we express j in binary form j n j n−1 ...j 1 , then
Pseudo Gradient Search and Penalty Technique
One way of solving classification problem is to use gradient search. We can start at a point and then move in the direction that gives the largest increase in the values of the objective function f, where, directional derivative has the largest value. The gradient of the objective function is the vector of first derivatives. It's norm is the magnitude of the gradient vector.
When the objective function is not differentiable, the traditional gradient search fails. In such case, we can replace gradient with pseudo gradient to determine the best search direction. Advantages of pseudo gradient search are its fast convergence and the fact that objective function doesn't have to be differentiable. Disadvantage is getting trapped in some local minimum or maximum and not being able to find global minimum or maximum, like in any other local search. The goal of the pseudo gradient search in this paper is to reduce the number of misclassified observations, or ideally, to obtain no misclassified observations.
Objective function in classification problems is usually the misclassification rate, which is discrete. However, to use pseudo gradient search, objective function has to be real valued. A penalty technique can be applied to classification problem to make objective function real valued. Penalty techniques are generally used to make the constrained problem into unconstrained problem by penalizing infeasible solutions. There is no general guideline on how to design penalty functions. It is usually problem-dependant. For the classification problem, it is convenient to express penalty function in terms of the sum of the distances of each misclassified point from the boundary.
Pseudo gradient search works as follows: We take a small step in the positive direction and we take a step of the same length in the negative direction from the initial value and we calculate the value of the penalized objective function associated with the step. The step that had smaller value of the penalized objective function determines the direction where we want to go. When the best search direction is determined, the length of the step is iteratively doubled in that direction. When the value of the penalized objective function between steps starts increasing, direction is reversed and the length of the step is iteratively shortened in half until the value of the penalized objective function between iterations increases again. 1. Input: number of attributes, n; number of observations, l; and the data.
Pseudo Gradient Search
2. Initialize vector q, where q j = y j , j = 1, .., l and y j is the value of the objective attribute, and initialize vectors a and b by picking 2n standard uniform random numbers. The first n numbers are for vector a and the second n numbers are for vector b. These numbers represent vector g.
3.
Calculate a i and b i as follows: 
where j = 1, ..., l and k = 0, ..., 2 n − 1.
5. Apply the QR decomposition theorem to find the matrix least squares solution of the system of linear equations Zv=q, where unknown variables c, µ 1 , µ 2 , ..., µ 2 n −1 are the elements of v.
Calculateŷ j = c + (c) (a + bf
., l whereŷ j the current estimate of the virtual variable of the objective attribute for the j th observation.
Find the best boundary, b *
. Once the estimated y values have been computed, we need to classify them. This is done by searching for the boundary that minimizes the number of misclassified points. We simplify this case by allowing only two values for the classifying attribute. For local search algorithms, it is important to pick a good starting point. Therefore, here the initial boundary is obtained from the ratio of the observations in class 1 and class 2. Then, for each candidate boundary, we classify the computedŷ j . Out of all candidate boundaries we pick the one that minimizes the number of misclassified points. c. Take a step in the negative direction by subtracting 2δ from a i .
d. Repeat steps 3 -7.
e. Compare the penalties obtained by stepping into positive direction, p δ + , and into negative direction, p δ − to the initial penalty. If they are greater or equal to p 0 , then no step should be taken. If
where a i monitors changes in each dimension of vector a. d. Let p l be the latest penalty, calculate p l as in step 8
e. Repeat this step until p l > p 0 .
13. Reverse the directions of the vectors (doubling went too far) by making them negative.
14. Start Halving: a. 19. If p l > p 0 , go on to the next step, otherwise skip the next step.
20. The change from a to a and b to b has to be iteratively reduced until the penalty is smaller than the initial penalty. 
Simulation Results
The algorithm has been coded in Java and it has been run on a Pentium M 1.73 GHz computer. We ran the algorithm on the whole data for each database (reclassification). Data sets used for our simulations can be seen in Table 1 Classification results are summed up in Table 2 . Best results are recorded based on 10 runs on each data set, unless perfect classification was obtain before that. Data from [8] : First, artificial data presented in Tables IV and V in [8] was used for comparison purposes. We obtain nearly perfect classification.
Leptograpsus crabs data: This is the data on morphology of rock crabs of genus Leptograpsus [6] , [12] . There are 100 specimens both male and female (evenly distributed) of two color forms (two classes) -blue form or orange form.
After 5 runs, we are able to obtain perfect classification.
Synthetic data: Synthetic data is the data from Ripley [6] and it is available on [12] . It has two real-valued attributes -x and y coordinates and a class, 0 or 1. We can plot a graph of this data set in 2-Dimensional space, with attribute 1 and attribute 2 representing corresponding axis. Among 1250 data points, 650 points are in class 1 and 650 points are in class 2 (evenly split). Red points (crosses) represent class 1 and blue points (circles) represent class 2. 
Conclusion
Our algorithm provides a fast way to classify data using local, pseudo gradient search by converting objective function into real valued function with the help of the penalty. We notice that we have premature convergence at some runs, that is the algorithm is converging before misclassification rate is minimized. Overall, algorithm produces good results, the misclassification rate is low and the convergence rate is fast.
