In this paper, we propose the technique of lazy checkpoint Coordination which preserves process autonomy while employing commwication-induced checkpoint coordination for b o d i n g rollback propagation. The notion of laziness is introduced to contnol the coordination frequency and allow a flexible trade-of between the cost of checkpoint coordination and the awrage rollback distance. Worst-case ovenhertsd analysis pmvides a mans for estimating the extra checkpoint overhead. Communication truce-driven simulation for several parallel programs is used to evaluate the benejts of the proposed scheme.
Introduction
Uncoordinated checkpointing [ 1-31 for parallel and distributed systems allows maximum process autonomy and independent design of recovery capability for each process. However, in a general nondeterministic execution, cascading rollback prapagation may rmult in the domino e g k t [4] which can pewlent progression of the recovery line. It has been shown that message reordering [5] and message logging [3] can effectively Educe rollback propagation. In order to entirely eliminate the possibility of domino effects, extra chwkpoints need to be taken based on the communication history. Kim et al. [6] and Venkatesh er al. [7] employ transitivedependency tracking and insert a checkpoint before procles$ling any message that introduces a new dependency. Russel [8] proves that, by inserting a checkpoint between every pair of consecutive send and receive events (in that order), domino-free recovery is ensured. Thelog-based approach [9-173 assumes the piece shown that logging a nondeterministic event equivalently places a lo3kal checkpoint 1181 at the end of the ensuing state interval, and tbese extra logical checkpoints serve to eliminate the domino effect.
Coordinated checkpointing achieves domino-freerecovery by sacrificing a certain degree of process autonomy and incurring run-time and extra message ovahead. Usually, whenever a checkpoint is initiated by one procem, all the other processes are informed and required to take appropriate checkpoints in order to guarantee the resulting set of checkpoints is consistent [19] [20] [21] [22] [23] [24] .
We will use the term eager checkpoint caordination for the coordination action performed when checkpoints are initiated, as described above. In contrast, processes in a system with Zazy checkpoint coordination only coordinate their corrmponding checkpoints when messhge communication indicates a violation of checkpoint consistency. Briatico er al. [25] force the receiver of a message m to take a checkpoint before processing m if the sender's checkpoint interval number tagged on m is greater than that of the receiver. Checkpoints with the same ordinal numbers are therefore always guaranteed to be consistent. However, the run-time ovahead may be high due to the possibly excessivenumber of extra induced checkpoints. In thitipapa, we generalize the concept of communication-induced checkpoint coordination by introducing the notion of' laziness 2 as a measure af the frequency for performing coordination. Only corrmponding checkpoints with ordinal numbers nZ, where n is an integer, arerequired to beconsistent with each other for bounding rollback propagation. Overhead analysis shows that our generalization can significantly reduce the number of extra checkpoints compared to the previous work [25] which corresponds to the case of 2 = A garbage collection procedure can be periodically invoked by any process p , . First, pt collects the direct dependency information from all the other processes to construct the checkpoint gruph [l] as shown in Fig. l(b) .
Then the roZEbackgropagationalgorithm (Fig. 2) is applied to the checkpoint graph to determine the global recovery line' (black vertices), before which all the checkpoints are obsolete and can be discarded. Alternatively, an optimaE garbage coZZectian algorithm [29] can be used to minimize the space overhead by discarding all the garbage checkpoints marked "X' in Fig. 1 (b) .
When any process initiates a rollback, it starts a similar procedure for recovery. The current volatile states of the surviving processes are treated as additional virrual checkpoints [2] for constructing an extended checkpoint graph of which the recovery line is called the local recovery line (shaded vertices) and indicate6 the consistent rollback state.
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Motivation
We will refer to the checkpoints initiated independently by each process as busic checkpoints and those triggered by 2The global recovery line is to be used when the entire system fails, while a local recovery line is computed when only a subset of processes hecomes faulty. The large overhead of eager checkpoint coordination results from its pessimistic nature. More specifically, when pl in Fig. 3(b) initiates its first basic checkpoint 61,1, it "pessimistically" assumes that messages like ml will exist in the future and cause 61,l to be inconsistent with its corresponding checkpoint bo,] on PO. In order to guarantee 61,l belongs to ausefbl recovery line, p l "eager1y"rquests PO'S cooperation at the time 61,1 is initiated. In contrast, lazy checkpoint coordination adopts an optimistic approach by assuming that bo,^ will be consistent with 61,l. If the assumption turns out to be true, no explicit coordination is necessary. An extra checkpoint will be induced on PO only when message ml indicates that the assumption has failed (Fig. 3(c) ). From another point of view, such a scheme "lazily" delays the broadcast of the coordination messages and implicitly piggybacks them on future normal messages [211. Both checkpoint and message overhead can therefore be reduced.
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However, given a basic checkpoint pattern, the number of induced checkpoints in the above scheme is determined by the communication pattern and is nut otherwise controllable. In the worst case, the induction. ratio R can still be N -1 as illustrated in Fig. 3(c) . In order to further reduce the overhead, we can perform even "lazier" coordination by only enforcing the consistency between checkpoints C O , , ,~ and cl,,,^ where Z is again the lminess and n is an integer. Fig. 3(d) shows the case of Z = 2. No checkpoint is induced until the message mz indicates the inconsistency between 6 1 ,~ and b0,2. The number of induced checkpoints is then reduced from 8 to 2 at the cost of potentially larger rollback distance. 
The Protocol
Our approach is to incorporate lazy checkpoint coordination into the uncoordinated checkpointing scheme as a mechanism for bounding rollback propagation. Therefore, the checkpointing and tecovery protocol can be built on top of the one described in Section 2. The laziness 2 is a predetermined system paramet@ known to all processes. During normal execution, each process p , maintains a variable V which is initialized to be 2 and incremented by 2 each In addition to the centralized garbage collection procedure as described in Section 2, a simple distributed algorithm can also be used for low-cost garbage collection. Although { C '~, , , Z : 0 5 i 5 N -1) always forms a consistent set of checkpoints, the two-phase recovery procedure described in Section 2 should still be used to search for the local recovery line in order to minimize the number of rolled-back processes and the rollback distances. One possible optimization is that the dependency inlormation associated with the gafbage checkpoints determined locally based on CPgrogress[N] needs not be collected, thus reducing the size of the checkpoint graph.
Overhead Analysis
Since the checkpoint overhead of the lazy checkpoint coordination scheme depends on the run-time dynamic communication pattern, it is important to analyze and estimate the potential extra overhead resulting from the induced checkpoints. We will first show that, without any constraints on the relative checkpointing progress of each process, the worst-case induction ratio is ( N -l)/Z. While under certain conditions which are typically met by real applications, the upper bound on the induction ratio can be shown to be independent of N .
Worst-Case Analysis
Our approach to worst-case analysis consists of two steps. First, given any basic checkpoint pattern, we construct the worst-case communication pattern. Secondly, given any system with N processes and laziness 2, we derive the worst-case induction ratio as a function of N and 2 by considering these worst-case communication patterns.
For the purposeof presentation, we assume every check- It is also the worst-case induction ratio achievable by some
Po for which an example with 2 = 2 and N = 3 is shown in Fig. 4(b) . ( 
The Upper Bound under Constraints
The upper bound in Eq.
(1) was derived under no constraints on the checkpoint and communication pattern. Since it is of order O ( N ) , the induction ratio may beunacceptably high for systems with a large number ofprocesses. However, a closer look at the two patterns in Fig. 4 reveals that the situation in (b) which results in the worst-case induction ratio is less likely to happen for applications where the basic Checkpoint intervals typically do not vary too 82 much. For example in (b), it is very like1 forpo to take We will show that under the following constraints which are satisfied in m y applications, the uppa bound on the induction ratio is independent of N for 2 2 2. (For the case of 2 = 1, Fig. 3(c) dmonstratea that the worst-case induction ratio of ( N -1)/Z = N -1 is always achievable and cannot be reduced.)
at least one basic checkpoint between t (~, ,~)
x and i ( c $ ) .
Constraint-1: k t Q denote the maximum ratio of any two basic checkpoint intervals. Although earth process is allowed to take its basic checkpoints at its own pace, Q is typically bounded by a small constant 6. (For example, 0 is 2 or 3 for our experiments &scribed in the next section.)
Constraint-2:
Let L be the number of complete induction sessions in PO. The applications employing checkpointing and rollback recovery a r~ usually longfunning programs, which implies Z . L is quite lwge.
In particular, we assume
From Property 1, each induction session must contain Z consecutive basic checkpoints and hence art least Z -1 basic checkpoint intervals. Let S denote the fooUowing set of integers Since 2 > 1 and 2 1 by definition, we have
as required. 
where [N 2 M ] = 1 if N 2 114 is true and 0 otherwise.
Experimental Results
Four parallel programs written in the Chure Kernel language 1311 are used for the communication trace-driven simulation. The Chare Kernel has been developed as a machine-independent messuge-driven parallel language. Program traces used in this paper are collected from an Encore Multimax 5 10.
The four programs include two computer-aided circuit design applications, Test Generation and Logic Synthesis, and two search applications, Knight Tour and N-Queen. The execution times are between 25 and 45 minutes (see Table 1 ). The predetermined minimum basic checkpoint interval is chosen to be 2 minutes. A variable Next-CP-Time is initialized to 2 minutes. Each process checks its local clock after processing every 100 messages. If the clock timc exceeds Ne-rt-CP-Time, a basic checkpoint is inserted and Next-CP-nme is incremented by 2 minutes. The resulting average basic checkpoint interval (CPI) for each program is listed in Table 1 . Before processing a new message, each process also checks if it needs to take an induced checkpoint, as described in Section 3. All reported numbers are averaged over five runs.
We expect the variation of the basic checkpoint interval to be small because of the way it is maintained. In particular, we choose Q = 2 to estimate the induction ratio. The exact value of Q for each program is listed in Table 1 . Although Q is slightly greater than 2 for the first two programs, the numbers listed in the row of "Under-2
percentage" show that a very high percentage of the basic checkpoint intervals are covered by Q = 2 which thus serves as a good approximation. 
Summary
We have proposed the technique of lazy checkpoint coordination and incorporated it into an uncoordinated checkpointing protocol as a mechanism for bounding rollback propagation. Recovery line progression is guaranteed by performing communication-induced checkpoint coordination only when the predetermined consistency criterion is about to be violated. The notion of laziness has been introduced to provide a trade-off between extra checkpoints during normal execution versus the average rollback distance for recovery. Overhead analysis shows that theupper bound on the induction ratio, i.e., the number of induced checkpoints divided by the number of basic Checkpoints, is related to the maximum ratio between the basic checkpoint intervals. Communication trace-driven simulation results for four parallel programs showed that our analysis can provide a good estimate of the induction ratio, and that lazy checkpoint coordination can significantly reduce the number of induced checkpoints. 
