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Abstract
In this paper, we focus on the mathematical program with second-order cone
(SOC) complementarity constraints, which contains the well-known mathematical
program with nonnegative complementarity constraints as a subclass. For solving
such a problem, we propose a smoothing-based sequential quadratic programming
( $SQP$ ) method. We first replace the SOC complementarity constraints with equal-
ity constraints using the smoothing natural residual function, and apply the $SQP$
method to the smoothed problem with decreasing the smoothing parameter. We
show that the proposed algorithm possesses the global convergence property under




$Minimizew\in \mathbb{R}^{n+2m} f(x, y)$
subject to $Ax\leq b$ (1.1)
$z=Nx+My+q$
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$w;=(x, y, z)\in \mathbb{R}^{n}\cross \mathbb{R}^{m}\cross \mathbb{R}^{m},$ $f:\mathbb{R}^{n+m}arrow \mathbb{R}$
$A\in \mathbb{R}^{p\cross n},$ $b\in \mathbb{R}^{p},$ $N\in \mathbb{R}^{m\cross n},$ $M\in \mathbb{R}^{m\cross m},$ $q\in \mathbb{R}^{m}$
$\perp$ $\mathcal{K}$ 2 (SOC) Cartesian
$\mathcal{K}:=\mathcal{K}^{m_{1}}\cross \mathcal{K}^{m2}\cross\cdots\cross \mathcal{K}^{m_{\ell}}\subseteq \mathbb{R}^{m1}\cross \mathbb{R}^{m2}\cross\cdots\cross \mathbb{R}^{m_{\ell}}=\mathbb{R}^{m}$
$\mathcal{K}^{m_{i}}$
$m_{i}$ 2 $m_{i}=1$ $\mathcal{K}^{m_{i}}:=\mathbb{R}_{+};=\{u\in \mathbb{R}|u\geq 0\},$



















$\mathcal{K}\ni y\perp z\in \mathcal{K}$ 3




2 $\mathcal{K}\ni y\perp z\in \mathcal{K}$
2 $\mathcal{K}$ $\Phi$ : $\mathbb{R}^{m}\cross \mathbb{R}^{m}arrow \mathbb{R}^{m}$
Definition 2.1. $P_{\mathcal{K}^{m}}:\mathbb{R}^{m}arrow \mathcal{K}^{m}$ $y\in \mathbb{R}^{m}$ $m$ 2 $\mathcal{K}^{m}$
$P_{\mathcal{K}^{m}}(y)$ $:= \arg\min_{z\in \mathcal{K}^{m}}\Vert y-z\Vert$
2 $\mathcal{K}=\mathcal{K}^{m_{1}}\cross \mathcal{K}^{m_{2}}\cross\cdots\cross \mathcal{K}^{mp}$ $\Phi$ : $\mathbb{R}^{m}\cross \mathbb{R}^{m}arrow \mathbb{R}^{m}$
2
$\Phi(y, z):=(\begin{array}{lll}y^{1} -P_{\mathcal{K}^{m}1}(y^{1} -z^{1})y^{2} -P_{\mathcal{K}^{m}2}(y^{2} -z^{2}) | y^{\ell}-P_{\mathcal{K}^{m_{\ell}}}(y^{\ell}-z^{\ell}) \end{array})$
$y:=(y^{1}, y^{2}, \ldots, y^{\ell})\in \mathbb{R}^{m1}\cross \mathbb{R}^{m2}\cross\cdots\cross \mathbb{R}^{m_{\ell}},$ $z:=(z^{1}, z^{2}, \ldots, z^{\ell})\in$
$\mathbb{R}^{m_{1}}\cross \mathbb{R}^{m_{2}}\cross\cdots\cross \mathbb{R}^{m_{l}}$
[4].





Definition 2.2. $\Psi$ : $\mathbb{R}^{m}arrow \mathbb{R}^{m}$
$\mu>0$ $\Psi_{\mu}$ : $\mathbb{R}^{m}arrow \mathbb{R}^{m}$ $\Psi$
. $\mu>0$ $\Psi_{\mu}$ ;
$\bullet$ $\lim_{\muarrow 0+}\Psi_{\mu}(z)=\Psi(z)$ $z\in \mathbb{R}^{m}$
2 $\mathcal{K}^{m}$ Chen-Mangasarian ( $CM$ ) $\hat{g}$ :
$\mathbb{R}arrow \mathbb{R}_{+}[4]$
Definition 2.3. $z:=(z_{1}, z_{2})\in \mathbb{R}\cross \mathbb{R}^{m-1}$
$z=\lambda_{1}c^{1}+\lambda_{2}c^{2}$
2 $\mathcal{K}^{m}$ ’ $\in \mathbb{R}^{m},$ $\lambda_{j}\in \mathbb{R}(j=1,2)$
$c^{i}:=\{\begin{array}{ll}\frac{1}{2}(1, (-1)^{j}\frac{z_{2}}{\Vert z_{2}\Vert}) (z_{2}\neq 0)\frac{1}{2}(1, (-1)^{j}v) (z_{2}=0) ,\end{array}$
$\lambda_{j}:=z_{1}+(-1)^{j}\Vert z_{2}\Vert$
$v\in \mathbb{R}^{m-1}$ $\Vert v\Vert=1$
$\lambda_{j},$ $c^{j}(j=1,2)$ $z$





$y,$ $z\in \mathbb{R}^{m}$ $y:=(y^{1}, y^{2}, \cdots, y^{\ell})\in \mathbb{R}^{m_{1}}\cross \mathbb{R}^{m2}\cross\cdots\cross \mathbb{R}^{m_{\ell}}=$
$\mathbb{R}^{m},$ $z:=(z^{1}, z^{2}, \cdots, z^{\ell})\in \mathbb{R}^{m_{1}}\cross \mathbb{R}^{m_{2}}\cross\cdots\cross \mathbb{R}^{m_{\ell}}=\mathbb{R}^{m}$ $CM$
$\hat{g}$ : $\mathbb{R}arrow \mathbb{R}$ $g$ : $\mathbb{R}^{m}arrow \mathbb{R}^{m}$
$g(z) ;= (\begin{array}{l}g^{1}(z^{1})|g^{\ell}(z^{p})\end{array}),$
$g^{i}(z^{i}) ;= \hat{g}(\lambda_{i1})c^{i1}+\hat{g}(\lambda_{i2})c^{i2}$
$\lambda_{ij}\in \mathbb{R},$ $c^{ij}\in \mathbb{R}^{m_{i}}((i, j)\in\{1,2, \cdots, \ell\}\cross\{1,2\})$ $z^{i}$ 2
$\mathcal{K}^{m_{i}}$
$\Phi_{\mu}$ : $\mathbb{R}^{m}\cross \mathbb{R}^{m}arrow \mathbb{R}^{m}$






MPSOCC (1.1) MPSOCC (1.1)
2
2 $\mathcal{K}\ni y\perp z\in \mathcal{K}$
[7],
$\Phi$ MPSOCC(1.1)
2 $\mathcal{K}\ni y\perp z\in \mathcal{K}$ $\Phi(y, z)=0$
:
Minimize $f(x, y)$




MPSOCC (1.1) MPSOCC(3.1) $SQP$




$\Phi_{\mu}$ $\Phi(y, z)=0$ $\Phi_{\mu}(y, z)=0$
4
:Minimize $f(x, y)$
subject to $Ax\leq b$
(32)$z=Nx+My+q$
$\Phi_{\mu}(y, z)=0$
$w^{k}:=(x^{k}, y^{k}, z^{k})$ $Ax^{k}\leq$ $z^{k}=Nx^{k}+My^{k}+q$
$d_{w}:=(d_{x}, d_{y}, d_{z})\in \mathbb{R}^{n}\cross \mathbb{R}^{m}\cross \mathbb{R}^{m}$
(3.2) 2 1
$QP$ :
$Minimized_{w}\in \mathbb{R}^{n+2m} \nabla f(x^{k}, y^{k})^{T}(\begin{array}{l}d_{x}d_{y}\end{array})+\frac{1}{2}d_{w}^{T}B_{k}d_{w}$
subject to $Ad_{x}\leq b-Ax^{k}$ (3.3)
$D_{k}d_{w}=-(\begin{array}{ll}0 \Phi_{\mu_{k}}(y^{k} z^{k})\end{array})$
$B_{k}\in \mathbb{R}^{(n+2m)\cross(n+2m)}$ $D_{k}\in \mathbb{R}^{2m\cross(n+2m)}$
$D_{k};=(\begin{array}{lllll}N M -I_{m} 0 \nabla_{y}\Phi_{\mu_{k}}(y^{k} z^{k})^{T} \nabla_{z}\Phi_{\mu_{k}}(y^{k} z^{k})^{T}\end{array})$
$QP$ (3.3) KKT









$\theta_{\mu,\alpha}’(w;dw)$ $\theta_{\mu,\alpha}$ $()$ $w$
$d_{w}$
Algorithm 1.
Step $0$ : $\alpha_{-1}\in(0, \infty),$ $\beta\in(0,1),$ $\delta\in(0, \infty),$ $\mu 0\in(0, \infty),$ $\rho\in(0,1)$ ,
$\sigma\in(0,1)$ $B_{0}\in \mathbb{R}^{(n+2m)\cross(n+2m)}$ $w^{0}:=$
$(x^{0}, y^{0}, z^{0})\in \mathbb{R}^{n}\cross \mathbb{R}^{m}\cross \mathbb{R}^{m}$ $Nx^{0}+My^{0}+q=z^{0},$ $Ax^{0}\leq b$
$k:=0$
Step 1: $QP(3.3)$ $d_{w}^{k}:=(d_{x}^{k}, d_{y}^{k}, d_{z}^{k})$ $(\eta^{k}, u^{k}, v^{k})$
5
Step 2: $dw^{k}=0$ $w^{k+1}:=w^{k},$ $\alpha_{k}:=\alpha_{k-1}$
$\alpha_{k}$
$\alpha_{k-1}\geq\Vert v^{k}\Vert_{\infty}+\delta$
$\alpha_{k}$ $:=\alpha_{k-1}$ , $\alpha_{k}:=\max\{\Vert v^{k}\Vert_{\infty}+\delta, \alpha_{k-1}+2\delta\}$










$M\in \mathbb{R}^{m\cross m}$ Cartesian $P0$
[9] $QP$ (3.3) Cartesian
$P_{0}(P)$ $P_{0}(P)$ [2] 2 $\mathcal{K}$ Cartesian
$\mathcal{K}=\mathbb{R}_{+}^{m}$ Cartesian $P_{0}(P)$ $(P)$ ( )
Cartesian $P(P_{0})$
Proposition 4.1. [11, Proposition 5.1] $M\in \mathbb{R}^{m\cross m}$ Cartesian
$QP(3.3)$
$QP$ (3.3) $d_{w}$ $\theta_{\mu_{k},\alpha_{k}}$ $()$




Algorithm 1 MPSOCC (1.1)
Assumption 1. $M\in \mathbb{R}^{m\cross m}$ Cartesian $P0$ Algorithm 1
$\{w^{k}\}$ $\{B_{k}\}$ (1) $-(3)$
(1) $\{w^{k}\}$
(2) $\gamma_{1},$ $\gamma_{2}>0$ $\gamma_{1}\Vert d\Vert^{2}\leq d^{T}B_{k}d\leq\gamma_{2}\Vert d\Vert^{2}$ $d\in$
$\mathbb{R}^{n+2m}$ $k$
6
(3) $c>0$ $\Vert E_{k}^{-1}\Vert\leq c$ $k$ 1
$E_{k}\in \mathbb{R}^{2m\cross 2m}$
$E_{k}:=(\begin{array}{llll}M -I_{m} \nabla_{y}\Phi_{\mu_{k}}(y^{k} z^{k})^{T} \nabla_{z}\Phi_{\mu_{k}}(y^{k} z^{k})^{T}\end{array})$
Assumption 1 (3) $M$ Cartesian $P$
Assumption 1
Theorem 4.1. [11, Theorem 6.1] $\{w^{k}\}$ Algorithm 1
Assumption 1 $\overline{w}:=(\overline{x},\overline{y},\overline{z})$ $\{w^{k}\}$




Minimize $\Vert x\Vert^{2}+\Vert y\Vert^{2}$
subject to $Ax\leq b$
(5.1)
$z=Nx+My+q$
$\mathcal{K}\ni y\perp z\in \mathcal{K}$
$(x, y, z)\in \mathbb{R}^{10}\cross \mathbb{R}^{m}\cross \mathbb{R}^{m},$ $A\in \mathbb{R}^{10\cross 10},$ $N\in \mathbb{R}^{m\cross 10}$ $M\in \mathbb{R}^{m}$
2 Cartesian $\mathcal{K}$ $\mathcal{K}=\mathcal{K}^{100},$ $(\mathcal{K}^{50})^{2},$ $\mathcal{K}^{50}\cross \mathcal{K}^{20}\cross$
$\mathcal{K}^{30},$ $(\mathcal{K}^{2})^{50},$ $(\mathcal{K}^{1})^{100}$ $\mathcal{K}$ 50
Algorithm 1 Algorithm 1
$B_{k}$ [11] Step4
$\Vert\Phi(y^{k}, z^{k})\Vert_{\infty}+\Vert dw^{k}\Vert_{\infty}\leq 10^{-7}$ $w^{k}$
(5.1) # KKT
#ite cpu(s)
( ), non $($% $)$ $w=(x, y, z)$ $y-z\not\in$ bd $(\mathcal{K}\cup-\mathcal{K})$
$1M$ Cartesian $P0$ $E_{k}$ $k$ [11, Proposition 5.1]
2 $C\subseteq \mathbb{R}^{m}$ $C$ bd $C$ , int $\mathcal{K}$ $\mathcal{K}\ni y\perp z\in \mathcal{K}$
$y,$ $z$ $y-z\not\in$ bd $(\mathcal{K}U-\mathcal{K})\Leftrightarrow y+z\in$ int $\mathcal{K}$





2 $y-z\not\in$ bd $(\mathcal{K}\cup-\mathcal{K})$
$y-z\not\in$ bd $(\mathcal{K}\cup-\mathcal{K})$ (5.1)
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