The causal impulse response of the velocity potential for the Stokes wave equation is derived for calculations of transient velocity potential fields generated by circular pistons in viscous media. The causal Green's function is numerically verified using the material impulse response function approach. The causal, lossy impulse response for a baffled circular piston is then calculated within the near field and the far field regions using expressions previously derived for the fast near field method. Transient velocity potential fields in viscous media are computed with the causal, lossy impulse response and compared to results obtained with the lossless impulse response. The numerical error in the computed velocity potential field is quantitatively analyzed for a range of viscous relaxation times and piston radii. Results show that the largest errors are generated in locations near the piston face and for large relaxation times, and errors are relatively small otherwise. Unlike previous frequency-domain methods that require numerical inverse Fourier transforms for the evaluation of the lossy impulse response, the present approach calculates the lossy impulse response directly in the time domain. The results indicate that this causal impulse response is ideal for time-domain calculations that simultaneously account for diffraction and quadratic frequency-dependent attenuation in viscous media.
I. INTRODUCTION
Several applications, including medical ultrasound, SO-NAR, and seismology, utilize broadband, three-dimensional ͑3D͒ sound beams in dissipative media, where attenuation is often modeled via a power-law relation. [1] [2] [3] Since no closedform Green's functions for arbitrary power-law media have been reported in the literature, loss is often approximated via viscous relaxation. As discussed elsewhere, 4 ,5 the transient solutions in a viscous medium in 1D may be approximated in terms of Gaussian functions, thus avoiding the mathematical complexity encountered in the general power-law case. Since viscous media is a special case of power-law media, insight into general dissipative media is gained by studying the approximations available in viscous media.
The underlying physics of viscous diffusion are well documented, 6 yet time-domain studies of wave propagation in viscous and other lossy media have been primarily limited to one-dimensional ͑1D͒ plane wave propagation. For example, the classic study by Blackstock 4 approximated the viscous term in the Stokes wave equation by a third derivative, leading to a non-causal solution. The Stokes equation has also been approximated by the telegrapher's equation, 7 leading to causal solutions with sharp wavefronts similar to electromagnetic propagation in conductive media. Recent studies derived causal Green's function solutions in the form of contour integrals, 8 infinite series, 9 and closed-form approximations. 5 Although the combined effects of diffraction and loss have been thoroughly studied in the frequency domain both analytically 10 and numerically, 11 most timedomain studies have been analytical. For example, the combined effects of diffraction, dissipation, and nonlinearity were studied numerically in Ref. 12 under the parabolic approximation. In Ref. 13 , a general approach combining linear with frequency loss 14 and time-domain diffraction was proposed. A general 3D numerical model incorporating powerlaw loss and finite apertures was developed in Ref. 15 . In order to understand the interplay between diffraction and frequency-dependent attenuation, time-domain impulse response expressions for simple piston geometries are needed. Although impulse response expressions exist for lossless, homogeneous media for circular 16, 17 and rectangular 18 apertures, no analytical expressions for the transient field radiated by finite planar apertures in a viscous medium have been published. An analytical expression for the on-axis velocity potential produced by a focused spherical shell was recently derived in Ref. 19 , although field points off axis were not considered. In particular, the effect of viscous loss on the impulse response of a baffled circular piston has not been addressed. The goal of this work is to derive the causal impulse response of the velocity potential for circular sources in viscous media satisfying the Stokes wave equation. In Sec. II, a method for computing solutions to the Stokes wave equation is developed. By decomposing a causal, approximate Green's function into diffraction and loss components, an analytical relationship between the lossless and lossy impulse response is determined. In Sec. III, this method is applied to the transient fast near field method 20 to compute the lossy impulse responses for the uniform circular piston. In Secs. IV and V, the lossy impulse responses are numerically evaluated and physically interpreted.
II. THEORY
In this section, an approximate causal Green's function solution to the Stokes wave equation is analyzed. The lossy impulse response in a viscous medium is then related to the corresponding impulse response in a lossless medium. The medium is assumed to be linear, isotropic, and homogeneous and bounded by an infinite, rigid baffle in the z = 0 plane. Moreover, the transient Green's function g͑R , t͒ is assumed to satisfy the viscous wave equation, or Stokes equation:
where c 0 is the thermodynamic speed of sound and ␥ is the relaxation time of the medium. The relaxation time, which is proportional to the coefficient of shear viscosity , measures the time necessary to restore equilibrium to the translational degrees of freedom in the fluid following a small thermodynamic disturbance. If ␥ = 0, equilibrium is restored immediately and Eq. ͑1͒ reduces to the lossless wave equation. The viscous term in Eq. ͑1͒ is a singular perturbation which transforms the lossless, second-order hyperbolic wave equation into a third-order parabolic equation. The dispersion relation between wavenumber k and angular frequency are computed via a space-time Fourier transform applied to Eq. ͑1͒, which are summarized by Eqs. ͑58͒ and ͑59͒ in Ref. 9 :
yielding an attenuation coefficient that is approximately proportional to 2 for ␥ Ӷ 1.
A. Green's function decomposition
Unfortunately, no closed-form analytical Green's function is known to exist for the Stokes waves equation. However, an asymptotic causal Green's function for the 3D problem has been found. 21 Alternatively, the 3D Green's function is derived in Appendix A with the methodology developed in Ref. 21 , yielding g͑R,t͒ Ϸ u͑t͒
where R = ͉r − rЈ͉ is the distance between observer r and source rЈ and u͑t͒ is the Heaviside unit step function. Equation ͑3͒, which is valid for small viscosity ͑␥ → 0͒ and large times ͑t → ϱ͒, supports infinite propagation speed, yet is strictly causal due to the Heaviside function u͑t͒. As shown in Sec. IV, Eq. ͑3͒ is an excellent, causal approximation except in the extreme near field or highly viscous media. Equation ͑3͒ is recognized as the composition of ͑a͒ the Green's function for the 3D wave equation and ͑b͒ the Green's function for the ͑1D͒ diffusion equation. This observation motivates decomposing Eq. ͑3͒ into individual diffraction and loss factors via
where the sifting property of the Dirac delta function applied to Eq. ͑4͒ yields Eq. ͑3͒. Identifying the first bracketed expression as a diffraction component and the second bracketed expression as a loss component via
allows Eq. ͑4͒ to be expressed as
where the convolution denoted by is performed with respect to the tЈ variable. In Eq. ͑6͒, the subscript "D" refers to diffraction, whereas the subscript "L" refers to loss. Equation ͑5a͒ is responsible for diffraction and the directivity of the radiating aperture. Equation ͑5b͒ is a Gaussian function centered at tЈ = 0 having width, or standard deviation, ͱ t␥. The tЈ variable is interpreted as "propagation time" ͑fast͒, whereas t is interpreted as the "diffusion time" ͑slow͒. In fact, Eq. ͑5b͒ is the causal Green's function for the 1D diffusion equation
where c 0 tЈ plays the role of the spatial variable. Thus, Eq. ͑6͒ is interpreted as the non-stationary convolution of the 1D Green's function for the diffusion equation with the Green's function with the 3D wave equation. As shown below, the decomposition embodied in Eq. ͑6͒ facilitates the generalization of the impulse response for circular apertures to viscous media.
B. Lossy impulse response function
The impulse response function h L ͑r , t͒ in the half space is obtained by integrating Eq. ͑3͒ over the surface of the radiating aperture and multiplying by two to account for the infinite, planar baffle in the z = 0 plane. Analytically, Eq. ͑6͒ allows the lossy impulse response to be evaluated for a circular piston. Integrating the decomposed Green's function over the aperture S and multiplying by two yields
The second factor in Eq. ͑8͒ is identical to the standard impulse response for a uniform aperture, which has been calculated previously for a circular source. Therefore, the lossy impulse response function is expressed as a non-stationary convolution of the standard impulse response with a loss function, where the convolution is taken over tЈ:
Equation ͑9͒ maps solutions of the hyperbolic wave equation to solutions of the parabolic Stokes equation, similar to the Q transform. 23 Since the loss function g L ͑t , tЈ͒ is independent of R, the integration in Eq. ͑9͒ is independent of the geometry associated with the aperture S, allowing the lossy impulse response to be calculated from a known lossless impulse response. Figure 1 displays the geometry and coordinate systems used in the following derivations. The lossy impulse response is determined for a uniform piston at all observation points in both the near and far fields. Equation ͑9͒ is evaluated analytically, yielding either closed-form or singleintegral expressions which are then evaluated numerically. The transient velocity potential is then recovered via fast Fourier transform ͑FFT͒-based convolutions.
III. CIRCULAR PISTON

A. Near field
Lossless impulse response
The near field solution to the transient, lossless, baffled circular piston problem may be expressed piecewise in terms of the rect function and the inverse cosine function. 16, 18 The non-stationary convolution is difficult to compute with these piecewise expressions; therefore, a single-integral expression that is valid for all observation points is instead utilized. In Ref. 20 , a single integral expression for the pulsed pressure was derived. Assuming a Dirac delta excitation v͑t͒ = ␦͑t͒ in Eq. 12 in Ref. 20 and utilizing the expression h͑x , z , t͒ = ͐ −ϱ t p͑x , z , tЈ͒dtЈ / 0 yields the time-domain impulse response
where the delays i are specified by 1 = ͱ x 2 + z 2 + a 2 − 2ax cos /c 0 and ͑11a͒
In Eqs. ͑10͒ and ͑11͒, x is the radial coordinate and z is the axial coordinate. The integration over can be evaluated in closed form, yielding the piecewise-defined lossless impulse response given in Ref. 18 . However, the integral representation given by Eq. ͑10͒ leads directly to the lossy impulse response that follows.
Lossy impulse response
The lossless near field solution given by Eq. ͑10͒ solves the transient wave equation assuming a uniform piston in an infinite rigid baffle. The lossy impulse response is computed by inserting Eq. ͑10͒ into Eq. ͑9͒ and evaluating the unit step functions in Eq. ͑10͒. The integration over tЈ is evaluated in terms of the error function 24 erf͑z͒, yielding
with 1 and 2 defined in Eq. ͑11͒. On axis ͑x =0͒, the lossy impulse response reduces to
ͪͬ .
͑13͒
As in the lossless case, the first and second delays in Eq. ͑13͒ correspond to the closest point and the furthest point on the radiating piston, respectively. In Eqs. ͑12͒ and ͑13͒, The "slow" time scale is embodied in the denominator of the erf functions ͱ 2t␥, whereas the "fast" time scale is embodied in the numerator. The lossy impulse response described by Eqs. ͑12͒ and ͑13͒ possesses an infinitely long tail that decays like a Gaussian.
B. Far field
Lossless impulse response
Although Eq. ͑12͒ is valid for all field points, a simpler expression exists in the far field, where the effects of attenuation are more pronounced. Here, the definition of the far field is the same as that utilized by Morse and Ingard, 25 where the observation distance is much larger than the radius of the aperture ͑r ӷ a͒. This definition of the far field is distinguished from the traditional far field distance r Ͼ a 2 / , which is only valid over a finite frequency band. As shown in Appendix B, the lossless impulse response in the far field is represented by the single-integral expression The radial and axial observation coordinates are denoted by x and z, respectively. The distance between origin and observer is given by r and the angle between the radial and axial coordinates is .
+ a sin / c 0 ͔, which follows from the fact that ͐ 0 cos d = 0. On axis ͑ =0͒, the impulse response reduces to
which is the limiting case of Eq. ͑10͒ as z → ϱ.
Lossy impulse response
The far field viscous lossy impulse response is now computed from Eqs. ͑14͒ and ͑15͒. For the off-axis case, Eq. ͑14͒ is substituted into Eq. ͑9͒. Interchanging the order of integration and evaluating the unit-step function in the integrand yields
where
The integration over tЈ is evaluated using 2 / ͱ ͐ −ϱ x e −z 2 dz =1+erf͑x͒. Due to the cos term in Eq. ͑16͒, the constant term vanishes, yielding a single integral expression
The on-axis case is computed by inserting Eq. ͑15͒ into Eq. ͑9͒ and utilizing the sifting property of the Dirac delta function, yielding
which can also be derived by letting z → ϱ in Eq. ͑13͒. Unlike the lossless case, the lossy impulse response does not have compact support in time. Since both the Gaussian and error functions have infinite support, the lossy impulse responses defined by Eqs. ͑18͒ and ͑19͒ are also non-zero for all positive time values. In physical terms, this semi-infinite region of support implies wave components traveling with phase speeds varying from zero to infinity, but the infinite phase speeds are infinitely attenuated, 5 so the result is causal.
IV. NUMERICAL RESULTS
A. Green's function evaluation
A reference solution to the Stokes wave equation is evaluated using the material impulse response function ͑MIRF͒ approach outlined in Ref. 3 , and the result is compared to Eq. ͑3͒. The wavenumber k͑͒ is calculated via the reference dispersion relation given by Eq. ͑2͒, allowing the material transfer function to be calculated in the frequency domain. As specified by Eq. ͑10͒ in Ref. 3 
Since g͑R , t͒ is necessarily real, conjugate symmetry of the MTF is enforced in the frequency domain. The relative L 2 error, defined via
is calculated with the MIRF approach used as the reference. Figure 2 summarizes the results of this comparison for various combinations of observation distance R and viscous relaxation time ␥. Panel ͑a͒, which shows the numerical reference and approximate Green's functions using R =1 mm and ␥ = 0.01 s, displays a significant disparity between the reference and asymptotic Green's functions when ␥ is relatively large and R is relatively small. Panel ͑b͒, which is evaluated with R = 1 mm and ␥ = 0.01 s, shows a much smaller variation between the asymptotic and reference Green's functions. Panels ͑c͒ and ͑d͒ show the Green's functions for R = 1 mm and ␥ = 0.01 s and ␥ = 0.001 s, respectively; these panels show very close agreement between the reference and asymptotic Green's functions. The asymptotic and reference Green's functions are virtually identical in panel ͑d͒ of Fig. 2 , implying that Eq. ͑3͒ is an excellent approximation for R Ͼ 1 mm and ␥ Ͻ 0.001 s.
The root mean square ͑RMS͒ error is a function of the dimensionless parameter R / ͑␥c 0 ͒. A quantitative error analysis comparing the asymptotic Green's function to the MIRF result is displayed in Fig. 3 in terms of R / ͑␥c 0 ͒ on a log-log plot. From the slope of the curve in Fig. 3 , the RMS error is approximately proportional to ͱ ␥c 0 / R. As expected, the error increases as R increases and decreases as R increases. For a 1% error threshold, R / ͑␥c 0 ͒ ജ 3.3ϫ 10 3 , yielding the relation ␥ ഛ 3 ϫ 10 −4 R / c 0 . By fixing ␥ and letting R vary, the minimum acceptable distance is determined by R ജ 5 ϫ 10 3 c 0 ␥.
B. Circular piston evaluation
Since the lossy impulse response solutions utilize an approximate transient Green's function to the Stokes wave equation, a numerical comparison is made to a reference frequency-domain solution. The numerical reference is computed by computing the Fourier transform of the velocity potential ⌽ ͑r , ͒ = v ͑͒ĥ ͑r , k͑͒͒ using the dispersion relations k͑͒ given by Eq. ͑2͒. This product is computed over the effective bandwidth of v ͑͒ and then numerically inverse Fourier transformed using an inverse FFT. For a uniform circular piston of radius a, the on-axis ͑r =0͒ transfer function ĥ ͑0,z ; ͒ exists in closed form, thereby obviating the need for numerical integration. The error is computed between the lossy impulse response and the MIRF method using Eq. ͑21͒, using the MIRF field as reference. The resulting errors for the four cases are ͑a͒ 26.7%, ͑b͒ 3.26%, ͑c͒ 6.89%, and ͑d͒ 2.71%, respectively. Thus, larger errors are observed for points closer to the piston and large relaxation times due to the approximation in the Green's function given by Eq. ͑3͒. For z Ͼ 10 mm and ␥ ഛ 0.001 s, the relative L 2 error is less than or equal to 1%. Since the effects of viscous dissipation are negligible in the extreme near field, the lossy impulse response yields an accurate solution that captures the combined effects of diffraction and viscous dissipation. Finally, Eq. ͑9͒ accounts for the small differences in the arrival time of each attenuated spherical wave emitted by the radiating aperture via the non-stationary convolution. Hence, no additional error is introduced in the calculation of the lossy impulse response. Figure 5 plots the RMS error versus axial distance in terms of the normalized distance z / a for the on-axis lossy impulse response relative to the reference MIRF result. Error is shown for four representative viscous relaxation times ␥. For ␥ = 0.0001 s, 0.0003 s, and 0.001 s, the RMS error decreases as a function of normalized distance. For ␥ = 0.003 s, the minimum RMS error occurs at z / a Ϸ 2, however. Unlike the Green's function error shown in Fig. 2 , the error here is not controlled by a single parameter. Rather, error decreases slowly as a function of z / a, eventually reaching an error floor that depends on the viscous relaxation time.
C. Evaluation of the lossy impulse response
In this section, the lossy impulse response expressions derived in Secs. II and III are numerically evaluated. The velocity potential ⌿͑r , t͒ resulting from the temporal convolution of a transient excitation with the lossy impulse response is also computed and discussed. All single-integral expressions are numerically integrated using GaussLegendre quadrature. 26 In the following velocity potential computations, the Hanning-weighted toneburst given by Eq. ͑22͒ is utilized.
Figures 6 and 7 display the near field impulse response for a circular piston with radius a = 10 mm for lossless media and viscous media, respectively. Figure 6 shows two snapshots of the lossless impulse response ͑␥ =0͒ on a twodimensional computational grid extending from x = −40 mm to x = 40 mm in the lateral direction and z =20 to z = 60 mm in the axial direction. Snapshots of the impulse response are shown at two instances in time: t =22 s and t =34 s. As shown in Fig. 6 , the field within the paraxial region ͉͑x͉ ഛ 10 mm͒ in the lossless case is unattenu- 6 . Snapshots of the lossless impulse response generated by a circular piston with radius a =10 mm at t =22 s and t =34 s are displayed in panels ͑a͒ and ͑b͒. The constant amplitude component within the paraxial region ͉x͉ Ͻ a represents the direct wave. The remaining component represents the edge wave generated by the discontinuity in particle velocity at x = a. ated, while the corresponding region in Fig. 7 experiences attenuation and stretching due to viscous diffusion. For increasing relaxation times, the field becomes progressively closer to that generated by an omni-directional source as the directivity of the aperture is weakened far from the source.
The near field velocity potential field generated by a piston with radius a = 10 mm within a viscous medium with relaxation time ␥ = 0.001 s is displayed in Fig. 8 at two successive snapshots in time. At t =22 s, distinct direct and edge waves are evident, with little apparent viscous spreading. As time increases, the edge and direct waves becomes less distinct, while spreading and attenuation due to viscous loss become more pronounced. Unlike the lossless case, the direct wave in Fig. 8 experiences a significant decrease in amplitude. Figure 9 displays both the near field and far field lossy impulse responses for a circular piston ͑a =5 mm͒. Panel ͑a͒ evaluates the lossy impulse response at r = 50 mm both on axis ͑ =0͒ and off axis ͑ = / 12 and =0͒. In this region, the far field approximation differs significantly from the near field solution. Panel ͑b͒ evaluates the impulse response at r = 200 mm both on axis ͑ =0͒ and off axis ͑ = / 12 and =0͒. In this region, the far field approximation agrees with the near field solution, indicating that the simplified far field expressions accurately represent the lossy impulse response at distances far from the source. 7 . Snapshots of the lossy impulse response generated by a circular piston with radius a = 10 mm with ␥ = 0.01 s for t =22 s and t =34 s are displayed in panels ͑a͒ and ͑b͒. Unlike the lossless impulse response depicted in Fig. 6 , the direct wave is attenuated due to viscous diffusion. The edge wave also experiences additional attenuation relative to Fig. 6 . V. DISCUSSION
A. Physical interpretation
The physical interpretation of the uniformly excited circular piston discussed in Ref. 27 is also applicable to transient propagation in viscous media. Physically, the first term in Eq. ͑12͒ corresponds to the edge wave generated by the discontinuity at the edge of the piston, whereas the second term corresponds to the direct wave due to the bulk motion of the piston. In the lossless case given by Eq. ͑10͒, the direct wave contribution localized within the paraxial region of the radiator maintains a constant amplitude; however, for the lossy wave, the direct wave decays as z increases. As Fig. 6 shows, the direct and edge waves are clearly discernible in the lossless case, while Fig. 7 shows the smooth transition between edge and direct waves in the presence of loss.
Numerical evaluations of the lossy impulse response show distinct behavior within the near field, the transition region, and the far field. For the values of ␥ evaluated in Fig.  9 , the diffraction component dominates in the near field, with only a small amount of smoothing in the vicinity of the head and tail of the response. For observation points in the transition region between the near and far fields, the effects of diffraction and loss are both apparent. In this transition region, the impulse response is both smooth and asymmetric. Finally, in the far field, the effects of viscous loss predominate, yielding increasingly symmetric and broad responses with a reduced directivity.
Large values of ␥ were chosen to determine the range of values for which the approximation holds. The viscous relaxation time is related to the attenuation coefficient ␣ at a fixed frequency f via the relation 28 
For instance, soft tissue at f = 3 MHz with an attenuation coefficient of ␣ = 0.345 cm −1 and sound speed c 0 = 1.5 mm/ s corresponds to ␥ =3ϫ 10 −4 s. Applying the error analysis developed in the Results section, R must be chosen larger than 1.5 mm to maintain less than 1% error for these parameters.
B. Implementation issues
Unlike the MIRF method and other schemes that synthesize fields in the frequency domain, the lossy impulse response solution presented here is computed directly in the time domain without inverse FFTs. Numerical inverse FFTs pose several difficulties, including ͑1͒ additional computational burden and ͑2͒ incursion of numerical error due to undersampling in the frequency domain. Since the bandwidth of the MIRF is a function of distance from the source, the Nyquist sampling frequency is a function of distance. Therefore, an efficient MIRF implementation requires multirate sampling. The lossy impulse response method eliminates these problems by replacing numerical inverse Fourier transforms that utilize a compact time-domain expression with a constant sampling rate for all observation points. In addition, computing snapshots of the impulse response at one particular point in time is particularly straightforward with the lossy impulse response method presented in Eq. ͑12͒.
C. Numerical evaluation and aliasing
As discussed in Ref. 29 , evaluation of the lossless impulse response requires artificially high sampling rates in order to accommodate the discontinuities in the derivative of the impulse response, which result in large bandwidths. These discontinuities are magnified on axis and in the far field, where the lossless impulse response is represented by a short-duration rect function in the near field and a scaled delta function in the far field. However, these numerical difficulties are caused, in part, by an inaccurate physical model which assumes zero loss and viscous spreading. In reality, some loss is always present, effectively acting as a low-pass filter and removing the high-frequency components of the impulse response. This filtering effect is reflected in the lossy impulse response expressions, which are infinitely smooth, implying a Fourier transform that decays faster than 1 / f n for any n Ͼ 1 where f represents the frequency. 30 In contrast, the Fourier transform of the lossless impulse response, due to discontinuities on axis, decays as 1 / f. Due to this rapid decay in the frequency domain, the lossy impulse response is bandlimited, whereas the lossless response is band unlimited. The numerical difficulties arising from the band unlimited lossless impulse response are thus eliminated by the inclusion of a loss mechanism, which effectively band limits the impulse response. Since both the the diffraction and loss components are evaluated simultaneously in the present formulation ͓cf. Eq. ͑6͔͒, sampling errors are reduced with the lossless impulse response.
D. Other dispersive media
Since the Stokes wave equation serves as a first approximation for loss in biological tissue, more accurate models, such as power-law media, 2,15,31,32 also demand consideration. In power-law media, phase velocity is an increasing function of frequency, resulting in an asymmetric loss function function g L . In a future effort, loss functions for power-law media will be derived, allowing the lossy impulse responses generated by various piston sources to be computed in tissue-like media. The general power-law case will utilize the same machinery as the viscous case with an altered loss function. Therefore, the main benefits of the lossy impulse response approach ͑no inverse FFTs, lack of aliasing, etc.͒ should apply in the more general power-law setting. Since all calculations are directly in the time domain, the lossy impulse response approach should provide a more intuitive solution to transient, dispersive problems. Unlike the frequency-squared case, the general loss function for power-law media cannot be approximated via a simple expression such as a Gaussian. Thus, the derivation of the impulse response for finite aperture radiators in power-law media becomes more complicated, necessitating more advanced mathematics. Nevertheless, these analytical models will facilitate validation of numerical scattering studies in linear dissipative media.
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VI. CONCLUSION
The lossy impulse response for a circular piston is derived by decomposing an asymptotic Green's function into diffraction and loss operators. This decomposed Green's ͪsi n͑c 0 pt͒dp.
͑A8͒
By exploiting the cosine addition formula, the following identity is obtained: ͪͬ.
͑A10͒
Physically, the first term in Eq. ͑A10͒ represents an outgoing wave, while the second term represents an incoming wave. For large times ␥t ӷ 1, the incoming wave is negligible, yielding Eq. ͑3͒.
APPENDIX B: DERIVATION OF LOSSLESS FAR FIELD EXPRESSION
The single-integral representation of the far field lossless impulse response function utilized in Sec. III is derived from their well-known frequency-domain counterparts. In the far field region, the impulse response is expressed via an inverse 
͑B1͒
where D͑ ; ͒ is the far-field pattern and k = / c 0 is the ͑lossless͒ wavenumber. Equation ͑14͒ is computed via inverse Fourier transforming the classical frequency-domain result. The far field pattern is given by
