The comparison of two common types of equivalence groups of differential equations is discussed, and it is shown that one type can be identified with a subgroup of the other type, and a case where the two groups are isomorphic is exhibited. A result on the determination of the finite transformations of the infinitesimal generator of the larger group, which is useful for the determination of the invariant functions of the differential equation, is also given. In addition, the Levidecomposition of the Lie algebra associated with the larger group is found; the Levi factor of which is shown to be equal, up to a constant factor, to the Lie algebra associated with the smaller group.
Introduction
An invertible point transformation that maps every element in a family F of differential equations of a specified form into the same family is commonly referred to as an equivalence transformation of the equation 1-3 . Elements of the family F are generally labeled by a set of arbitrary functions, and the set of all equivalence transformations forms, in general, an infinite dimensional Lie group called the equivalence group of F. One type of equivalence transformations usually considered 1, 4, 5 is that in which the arbitrary functions are also transformed. More specifically, if we denote by A A 1 , . . . , A m the arbitrary functions specifying the family element in F, then for given independent variables x x 1 , . . . , x
If we let G denote the resulting equivalence group, then it follows from a result of Lie 9 that G induces another group of transformations G c acting on the arbitrary functions of the equation. The invariants of the group G c are what are referred to as the invariants of the family F of differential equations, and they play a crucial role in the classification and integrability of differential equations 1, 6, 10-14 .
In the recent scientific literature, there has been a great deal of interest for finding infinitesimal methods for the determination of invariant functions of differential equations 2, 7, 15-17 . Some of these methods consist in finding the infinitesimal generic generator X of G S , and then using it in one way or another 7, 18 to obtain the infinitesimal generator X 0 of G c , which gives the determining equations for the invariant functions. Most of these methods remain computationally demanding and in some cases quite inefficient, perhaps just because the connection between the three groups G, G c , and G S does not seem to have been fully investigated.
We therefore present in this paper a comparison of the groups G and G S and show in particular that G can be identified with a subgroup of G S , and we exhibit a case where the two groups are isomorphic. We also show that the generator X of G S admits a simple linear decomposition of the form X X 1 X 2 , where X 1 is an operator uniquely associated with G, and we also give a very simple and systematic method for extracting X 1 from X. This decomposition also turns out to be intimately associated with the Lie algebraic structure of the equation, as we show that X 1 and X 2 each generate a Lie algebra, the two of which are closely related to the components of the Levi decomposition of the Lie algebra of G S .
The Relationship between G and G S
We will call type I the equivalence transformations of the form 1.2a and 1.2b and type II those of the form 1.1a , 1.1b , and 1.1c , whose equivalence groups we have denoted by G and G S , respectively. When the coordinates system in which a vector field is expressed is clearly understood, it will be represented only by its components, so that a vector field ω ξ∂ x On the basis of Theorem 2.1, it is clear that one can obtain the generator V 0 {ξ 0 , η 0 } of G by imposing on the projection V {ξ, η} of X the set of minimum conditions Ω that reduces it to the infinitesimal generator of the equivalence group G of F, so that V 0 V | Ω . It was also observed see 7 that in case A is the function of x alone, if we let φ 0 denote the resulting value of φ when these minimum conditions are also imposed on X {ξ, η, φ}, then the generator X 0 of G c can be obtained by setting X 0 {ξ 0 , φ 0 }. However, the problem that arises is that of finding the simplest and most systematic way of extracting
To begin with, we note that the coefficient φ 0 is an m-component vector that depends in general on p 1 m variables, and finding its corresponding finite transformations by integrating the vector field {ξ 0 , η 0 , φ 0 } can be a very complicated task. Fortunately, once the finite transformations of the generator V 0 of G which are easier to find are known, we can easily obtain those associated with φ 0 using the following result. 
Lemma 2.2. The finite transformations associated with the component
where γ is the same function appearing in 2.7 , and this readily proves the lemma.
Case of the General Third Order Linear ODE
We will look more closely at the connection between the two operators X and X 1 by considering the case of the family of third-order linear ordinary differential equations ODEs of the form
which is said to be in its normal reduced form. Here, the arbitrary functions A i of the previous section are simply the coefficients a j of the equation. This form of the equation is in no way restricted, for any general linear third order ODE can be transformed into 3.1 by a simple change of the dependent variable 8, 16 . If we consider the arbitrary functions a j as additional dependent variables, then by applying known procedures for finding Lie point symmetries 19-21 , the infinitesimal generator X of the symmetry group G S in the coordinates system x, y, a 1 , a 0 is found to be of the form
where
and where f and g are arbitrary functions of x. The projection of X in the x, y -space is therefore
and a simple observation of this expression shows that due to the homogeneity of 3. and we thus recover the well-known equivalence transformation 6, 8, 14 of 3.1 . Therefore, the condition g 0 is the necessary and sufficient condition for the vector V in 3.3 to represent the infinitesimal generator of G. In other words, the set Ω of necessary and sufficient conditions to be imposed on X to obtain X 1 is reduced in this case to setting g 0. More explicitly, we have
where X 1 X | g 0 . We would now like to derive some results on the algebraic structure of L S , the Lie algebra of the group G S related to 3.1 , and its connection with that for the corresponding group G. Thus, for any generator X of G S , set X 2 X − X 1 , where X 1 X | g 0 is given by 3.9c , while X 2 takes the form
3.10
Since X 1 depends on f and k 1 while X 2 depends on g, we set
for any arbitrary functions f and g and arbitrary constant k 1 
and L 2 is a solvable ideal while L 0 is semisimple.
Proof. A computation of the commutation relations of the vector fields shows that
where the f j and g j are arbitrary functions, while the k j are arbitrary constants. Consequently, it readily follows from 3.14a and 3.14b that L 1 and L 2 are Lie subalgebras of L S , while setting k 1 k 2 0 in 3.14a shows that L 0 is also a Lie subalgebra, and this proves the first part of the theorem. Moreover, it follows from the commutation relations 3.14a , 3.14b , and Note that part b of Theorem 3.1 can also be interpreted as stating that up to a constant factor, X 1 and X 2 generate the components of the Levi decomposition of L S . The theorem therefore shows that the decomposition X X 1 X 2 is not fortuitous, as it is intimately associated with the the Levi decomposition of L S , and this decomposition is unique up to isomorphism for any given Lie algebra.
Although we have stated the results of this theorem only for the general linear third order equation 3.1 in its normal reduced form, these results can certainly be extended to the general linear ODE for some arbitrary functions h and g. Now, let again X 1 {ξ 0 , η 0 , φ 0 } and X 2 be given by
and set X 0 {ξ 0 , φ 0 }. We have shown in another recent paper 16 that X 0 thus obtained using g 0 as the minimum set of conditions is the infinitesimal generator of the group G c for n 3, 4, 5. This should certainly also hold for the linear equation 3.16 of a general order, and we thus propose the following. As already noted, it has been proved 7 that for any family F of linear or nonlinear differential equations of any order in which the arbitrary functions depend on the independent variables alone, if
0 , φ 0 } is the generator of G c . However, the difficulty lies in finding the set Ω of minimum conditions, and we have proved that for 3.1 , Ω is given by {g 0} and extended this as a conjecture for a general linear homogeneous ODE.
Moreover, calculations done for equations of low order up to five suggest that all subalgebras appearing in Theorem 3.1 can also be defined in a similar way for the general linear equation 3.16 and that all the results of the theorem also hold for this general equation.
We now wish to pay some attention to the converse of part a of Theorem 2.1 which states that for any given family F of differential equations, the group G can be identified with a subgroup of G S . From the proof of that theorem, it appears that the symmetry group G S is much larger in general, because there are symmetry transformations that do not arise from type I equivalence transformations. A simple example of such a symmetry is given by the term X 2 appearing in 3.10 of the symmetry generator of 3.1 . Indeed, by construction, its projection X where the B j , for j −1, . . . , 2 are functions of z and
The required vanishing of B 2 shows that the necessary and sufficient condition for 3.21 to represent an equivalence transformation of 3.20 is to have h λf for some arbitrary constant λ. The equivalence transformations of 3.20 are therefore given by x f z , y λf z w g z .
3.24
On the other hand, the generator X of the symmetry group G S of the nonhomogeneous equation 3.20 in the coordinates system x, y, a 1 , a 0 , r is found to be of the form
and where J and P are arbitrary functions of x and k 1 is an arbitrary constant, while φ 4 is an arbitrary function of x, y, a 1 , a 0 , and r. Thus, X has projection V {J, k 1 J y P } on x, y -space and this is exactly the infinitesimal transformation of 3.24 . Consequently, the minimum set Ω of conditions to be imposed on V to reduce it into the infinitesimal generator V 0 {ξ 0 , η 0 } of G is void in this case, and hence
It thus follows from Lemma 2.2 that the finite transformations associated with X are given precisely by 3.24 , together with the corresponding induced transformations of the arbitrary functions a 1 , a 0 , and r. Consequently, to each symmetry transformation X in G S , there corresponds a unique equivalence transformation in G and vice versa. We have thus proved the following results. 
Concluding Remarks
Because type I equivalence group G can be identified with a subgroup of type II equivalence group G S , every function invariant under G S must be invariant under G, and hence G has much more invariant functions than G S , and functions invariant under G are naturally much easier to find than those invariant under G S . If we consider for instance the third order linear equation 3.1 , it is well known 6 that its first nontrivial invariant function is given by the third order differential invariant 
4.2
It can be verified on the other hand that G S has no nontrivial differential invariants up to the order four.
