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ELLIPTIC BOUNDARY VALUE PROBLEMS FOR THE
STATIONARY VACUUM SPACETIMES
ZHONGSHAN AN
Abstract. We develop a general method of proving the ellipticity of boundary
value problems for the stationary vacuum space time, by showing that the
stationary vacuum field equations are elliptic subjected to a geometrically
natural collection of boundary conditions in the projection formalism. Using
this we prove that the moduli space of stationary vacuum spacetimes admits
Banach manifold structure.
1. Introduction
A stationary spacetime (V (4), g(4)) is a 4-manifold V (4) equipped with a smooth
Lorentzian metric g(4) of signature (−,+,+,+), which in addition admits a time-
like Killing vector field. A trivial example is the Minkowski space (R4, gMin), where
gMin = −dt
2 + dx21 + dx
2
2 + dx
2
3.
Stationary vacuum spacetimes are stationary spacetimes (V (4), g(4)) that solve
the vacuum Einstein equation
(1.1) Ricg(4) = 0,
where Ricg(4) is the Ricci tensor of the metric g
(4). Stationary vacuum spacetimes
are important and much studied in general relativity. Two famous nontrivial ex-
amples (cf.[W]) are the Schwarzschild metric,
ds2 = −(1−
2M
r
)dt2 + (1−
2M
r
)−1dr2 + r2(dθ2 + sin2θdφ2);
and the Kerr metric,
ds2 =− (1−
2Mr
Σ
)dt2 −
4Marsin2θ
Σ
dtdφ+
Σ
∆
dr2 +Σdθ2
+ (r2 + a2 +
2Ma2rsin2θ
Σ
)sin2θdφ2.
Throughout this paper, we assume that the spacetime (V (4), g(4)) is globally
hyperbolic, i.e. it admits a Cauchy surface Σ. The topology of a globally hyperbolic
spacetime V (4) is necessarily Σ×R. In this case, we can define a global time function
t on V (4) so that every surface of constant t is a Cauchy surface. When the spacetime
(V (4), g(4)) is stationary in addition, we choose local coordinates {t, xi} (i = 1, 2, 3)
so that ∂t is the time-like Killing field. Since ∂t generates a R− action of isometries
on the spacetime, g(4) is determined by its value on the initial time slice, which will
be denoted as M = {t = 0} in the following.
We recall two well-known formulations of the stationary vacuum field equations
— the hypersurface formalism and the projection formalism.
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In the hypersurface formalism, the stationary spacetime metric g(4) can be writ-
ten globally in the form
(1.2) g(4) = −N2dt2 + (gM )ij(dx
i + Y idt)(dxj + Y jdt),
Since ∂t is a Killing vector field, in the expression above the tensor fields (gM , N, Y )
are all independent of t. So they can be regarded as tensor fields on M . The scalar
field N is called the lapse function and the vector field Y = Y i∂xi is the shift vector.
The symmetric tensor gM = (gM )ijdx
idxj is exactly the induced Riemannian metric
of M ⊂ (V (4), g(4)).
The stationary spacetime (V (4), g(4)) is vacuum if and only if the following sta-
tionary vacuum field equations hold for (N, Y, gM ) on M , cf.[M],
(1.3)


2NK − LY g = 0,
RicgM + (trK)K − 2K
2 − 1ND
2N + 1NLYK = 0,
sgM + (trK)
2 − |K|2 = 0,
δK + d(trK) = 0.
In the system above, D2N denotes the Hessian of function N with respect to the
metric gM ; sgM denotes the scalar curvature of the metric gM on M ; and K is the
second fundamental form of the hypersurface M ⊂ (V (4), g(4)).
It is known and easy to see that when the hypersurfaceM is a closed 3−manifold,
there are no non-flat stationary vacuum solutions to the field equations (1.3). Lich-
nerowicz (cf.[L]) proved that a geodesically complete stationary vacuum spacetime
is necessarily Minkowski spacetime (R4, gMin) when the 3−manifold M is complete
and asymptotically flat, cf. also [A2] for a generalization with no asymptotic con-
dition.
Thus nontrivial solutions of (1.3) only exist on 3-manifolds with nonempty
boundary. The standard case is when M is diffeomorphic to B3 (the interior case)
or R3 \ B3 (the exterior case), where B3 is the unit 3−ball. This paper concerns
the exterior case with asymptotical flatness conditions, cf.§ 2.1.
Since the boundary ∂M is nonempty, the issue of boundary conditions arises.
In [B1], through a Hamiltonian analysis of the vacuum Einstein equation, Bartnik
proposed a collection of boundary data given by
(gTM , HgM ,K(n)
T , trTK),
which consists of the induced metric gTM on the boundary ∂M ⊂ (M, gM ), the mean
curvature HgM of ∂M ⊂ (M, gM ), the mixed (perpendicular and tangential) part
K(n)T of K on ∂M , and the tangential trace trTK of the second fundamental form
K along ∂M .
In [B1], Bartnik conjectured that among all the admissible asymptotically flat
extensions of such boundary data to R3 \ B3, the infimum of the ADM mass is
realized by one arising from a stationary vacuum spacetime – that is a set of data
(gM , N, Y ) on M satisfying the stationary vacuum Einstein field equations (1.3).
A natural question raised in [B1] is whether the Bartnik boundary conditions are
elliptic for the stationary vacuum Einstein field equations. This is one of the main
motivations for the present paper.
To check the ellipticity of boundary problems for the stationary vacuum equa-
tions, it is essential to find the right gauge terms and compute the principal symbols.
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However, it is very complicated to carry out this work with the system (1.3) in the
hypersurface formalism. So alternatively, we will use the projection formalism.
In the projection formalism, we use S to denote the collection of all trajectories
of the Killing field ∂t in (V
(4), g(4)), i.e. S is the orbit space of the action of 1-
parameter group R generated by ∂t. Since the spacetime is globally hyperbolic, the
qoutient space S is a smooth 3-manifold and the metric g(4) restricted to the hori-
zontal distribution — the orthogonal complement of span{∂t} in TV
(4) — induces
a well-defined Riemannian metric gS on S. Let π : V
(4) → S denote the projection
map, then metric g(4) is globally of the form
g(4) = −e2u(dt+ π∗θ)2 + π∗gS.
Here θ is a 1-form on S. It is shown in [G] that the pull back map π∗ gives a
one-to-one correspondence between tensor fields T
′b...d
a...c on S and tensor fields T
b...d
a...c
on V (4) which satisfy
(∂t)
aT b...da...c = 0, ..., (∂t)dT
b...d
a...c = 0 and L∂tT
b...d
a...c = 0.
In the following we will omit the notation π∗ and identify tensor fields being on
S as tensor fields in V (4) satisfying the conditions above. So the spacetime metric
can be written in a simpler form
(1.4) g(4) = −e2u(dt+ θ)2 + gS .
The dual of the Killing vector field ∂t with respect to g
(4) is given by ξ = −e2u(dt+
θ). The twist tensor ω is defined as
(1.5) ω =
1
2
⋆g(4) (ξ ∧ dξ),
where ⋆g(4) denotes the hodge star operator of the metric g
(4). The twist tensor
provides a measurement of the integrability of the horizontal distribution TS in
V (4). It is actually a 1−form on S in the way discussed above, because equation
(1.5) is equivalent to
ω = −
1
2
e3u ⋆gS dθ.
If we perform a reparametrization of the time t′ = t + f, where f is a function
on S, the formula (1.4) becomes
g(4) = −e2u(dt′ + θ′) + gS ,
with θ′ = θ − df . It is easy to see the twist tensor ω remains invariant under this
gauge transformation. Therefore, a stationary spacetime (V (4), g(4)) corresponds
uniquely to a collection of data (gS , u, dθ) or (gS , u, ω) on the quotient manifold S.
We refer to [K] and [CH] for more details of the projection formalism.
Notice that the restriction (π|M :M → S) of the projection π, gives a diffeomor-
phism between the hypersurface M and the quotient manifold S. Thus boundary
value problems in the setting {M, (gM , N, Y )} can be transferred to equivalent
boundary value problems of {S, (gS, u, ω)} via this diffeomorphism and vice versa.
In certain respects, the projection formalism is more canonical, since there are many
distinct hypersurfaces giving rise to the same stationary solution on the 4−manifold,
but the projection data is unique.
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The stationary vacuum field equations in the projection formalism, which are
equivalent to (1.3) in the hypersurface formalism, are given by, cf.[H1],[H2],

RicgS −D
2u− (du)2 − 2e−4u(ω ⊗ ω − |ω|2gS) = 0,
∆gSu− |du|
2 − 2e−4u|ω|2 = 0,
δω + 3〈du, ω〉 = 0,
dω = 0.
Here ∆gS denotes the geometric Laplace operator of the metric gS, i.e. ∆gSu =
−trgSD
2u. The last equation indicates that ω is exact. In the case S ∼= R3 \ B3,
we can assume ω = dφ for some function φ on S. Thus the system above can be
expressed equivalently as,
(1.6)


RicgS −D
2u− (du)2 − 2e−4u(dφ ⊗ dφ− |dφ|2gS) = 0,
∆gSu− |du|
2 − 2e−4u|dφ|2 = 0,
∆gSφ+ 3〈du, dφ〉 = 0.
With the system above, the work of choosing proper gauge terms and dealing with
the principal symbols turns out to be much easier, compared with the system (1.3).
Thus it is of interest to study the ellipticity of the system (1.6) with geometrically
natural prescribed boundary conditions on the quotient manifold S.
Rather than transforming the Bartnik boundary conditions from the slice M to
S, here we analyze some simpler boundary conditions arising naturally from the
projection formalism. In view of the Bartnik conditions, we first choose to prescribe
(gTS , HgS ) — the induced metric g
T
S on the boundary ∂S ⊂ (S, gS) and the mean
curvature HgS of ∂S ⊂ (S, gS). In addition, we pose a restriction on the twist
tensor ω, by prescribing ngS (φ) on ∂S, where ngS is the unit normal vector of the
boundary pointing outwards. Actually the collection of boundary data,
(1.7) {gTS , HgS ,ngS (φ)},
also arises naturally from the boundary terms in the variation of a functional on
S, which comes from the reduction of the Einstein Hilbert action from V (4) to S,
c.f.§3.
The first main theorem we will prove is the ellipticity of the boundary data (1.7).
Theorem 1.1. The stationary vacuum field equations (1.6) and boundary condi-
tions (1.7) form an elliptic boundary value problem, modulo gauge transformations.
To prove this theorem, we first present in §2 the conformal transformation of the
vacuum field equations, which gives a differential operator with simpler symbols.
For the purpose of ellipticity, we modify the equations using certain gauge terms.
After that, in §3 ellipticity of the boundary conditions (1.7) is proved with respect
to different choices of gauge terms.
Remark. The method we use to prove ellipticity in this paper can be applied to
more general boundary value problems for the stationary vacuum field equations.
In §4 we prove a manifold structure theorem for the moduli space EC = E
m,α
C
of stationary vacuum spacetimes. The space EC is basically the space of all C
m,α
asymptotically flat stationary vacuum solutions to the system (1.6) on S modulo
the action of the group Dm+1,α0 (S) of diffeomorphisms on S that are equal to the
identity map when restricted on ∂S. In addition, based on the boundary conditions
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(1.7), we have a natural map Π, from the moduli space EC to the space of boundary
data defined as follows,
Π :EC →Met
m,α(∂S)× Cm−1,α(∂S)× Cm−1,α(∂S),
Π[(gS , u, φ)] = (g
T
S , HgS ,ngS (φ)).
(1.8)
Here Metm,α(∂S) is the space of Cm,α metrics on ∂S; Cm−1,α(∂S) is the space
of Cm−1,α functions on ∂S. By applying the ellipticity result, we will prove the
following theorem.
Theorem 1.2. The moduli space EC is an infinite dimensional C
∞ Banach man-
ifold, and the map Π is C∞ smooth and Fredholm, of Fredholm index 0.
The theorems we prove in this paper are generalizations of the results proved
in [AK], where spacetimes are static. Related work can be found in [J],[M1-3],[R]
and elsewhere. In a sequel to this work, we plan to discuss ellipticity of the more
complicated Bartnik boundary conditions.
Acknowledgements: I would like to express great thanks to my advisorMichael
Anderson for suggesting this problem and for valuable discussions and comments.
2. Background Discussion
2.1. Asymptotic flatness.
Throughout this paper, the 3-manifold S is assumed to be diffeomorphic to
R
3 \B3, with B3 the unit 3−ball. When it goes to the infinite end of S, we assume
that the data (gS , u, φ) is asymptotically flat, in the sense that
g − gF → 0, u→ 0, φ→ 0, as r →∞
where gF is the flat metric on R
3 \ B3 and r is the radius function on S obtained
by pulling back the radius function on R3 \ B3 under a fixed diffeomorphism. To
describe rigorously the decay behavior above, we use the weighted Ho¨lder spaces
defined as follows, cf. [B2], [LP].
Definition 2.1. On the manifold S ∼= R3 \ B3 which is equipped with local coor-
dinates {xi} (i = 1, 2, 3) and a radius function r, we define several Banach spaces
for m ∈ N, and α, δ ∈ R:
Cmδ (S) = {functions v on S : ||v||Cmδ = Σ
m
k=0sup r
k+δ |∇kv| <∞},
Cm,αδ (S) = {functions v on S :
||v||Cmδ + supx,y[min(r(x), r(y))
m+α+δ∇
mv(x) −∇mv(y)
|x− y|α
] <∞},
Metm,αδ (S) = {metrics g on S : (gij − δij) ∈ C
m,α
δ (S)},
Tm,αδ (S) = {vector fields X on S : X
i ∈ Cm,αδ (S)},
(Tp)
m,α
δ (S) = {p− tensors τ on S : τi1i2..ip ∈ C
m,α
δ (S)},
(∧p)
m,α
δ (S) = {p− forms σ on S : σi1i2..ip ∈ C
m,α
δ (S)},
(S2)
m,α
δ (S) = {symmetric 2− forms h on S : hij ∈ C
m,α
δ (S)}.
Definition 2.2. The data (gS , u, φ) is called asymptotically flat of order δ if
(2.1) (gS , u, φ) ∈ [Met
m,α
δ × C
m,α
δ × C
m,α
δ ](S),
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for some m, α and δ.
Throughout the following, the orders m,α and the decay rate δ are fixed, and
chosen to satisfy,
m ≥ 2, 0 < α < 1,
1
2
< δ < 1.
Remark. In the previous section, we introduced the diffeomorphism π|M :M →
S between the hypersurface M and the quotient space S. In fact, under this dif-
feomorphism, the asymptotic flatness condition (2.1) of (gS , u, φ) in S is equivalent
to the asymptotic condition in M :
(gM , N, Y ) ∈ [Met
m,α
δ × C
m,α
δ × (∧1)
m,α
δ ](M),
which, furthermore, is equivalent to the decay behavior as in Bartnik’s work.
2.2. Conformal transformation.
To simplify the symbols of the stationary field equations (1.6), we first apply a
conformal transformation
(2.2) g = e2ugS .
Under such a transformation, the data (gS , u, φ) is in 1-1 correspondence to the
triple (g, u, φ); and if (gS , u, φ) is asymptocially flat as defined in (2.1), then so is
the data (g, u, φ), i.e.
(g, u, φ) ∈ [Metm,αδ × C
m,α
δ × C
m,α
δ ](S).
Furthermore, the stationary vacuum field equations (1.6), which are expressed
in terms of (gS , u, φ), can be simplified equivalently to the following system with
unknowns (g, u, φ), cf. [K],
(I)


Ricg − 2du⊗ du− 2e
−4udφ⊗ dφ = 0,
∆gu− 2e
−4u|dφ|2 = 0,
∆gφ+ 4〈du, dφ〉 = 0.
Here the norm |dφ| and the inner product 〈du, dφ〉 are all with respect to the metric
g. We point it out that the field equations above can be expressed in another
equivalent way, where the Ricci tensor in Ricg is replaced by the Einstein tensor
Eing = Ricg −
1
2sgg. In fact, the trace of the first equation in (I) is given by
sg − 2|du|
2 − 2e−4u|dφ|2.
Let Tg be as,
Tg =
1
2
(sg − 2|du|
2 − 2e−4u|dφ|2)g.
Then it is easy to see that, system (I) is equivalent to the following system (II) by
inserting Tg into the first equation,
(II)


Ricg − 2du⊗ du− 2e
−4udφ⊗ dφ− Tg = 0,
∆gu− 2e
−4u|dφ|2 = 0,
∆gφ+ 4〈du, dφ〉 = 0.
Rearranging the order of terms, we can rewrite the first equation in (II) as
(2.3) (Ricg −
1
2
sgg)− 2du⊗ du− 2e
−4udφ⊗ dφ+ (|du|2 + e−4u|dφ|2)g = 0,
Elliptic boundary value problems for the stationary vacuum spacetimes 7
where the leading term— the term with highest order of derivative of g— is exactly
the Einstein tensor (Ricg −
1
2sgg).
Observe that the system (I) (or (II)) is not elliptic, because the full system is
invariant under diffeomorphisms, i.e. if (g, u, ω) solves the vacuum Einstein field
equations, then the pull back data (Ψ∗g,Ψ∗u,Ψ∗ω) under some diffeomorphism Ψ
on S, is also a solution. So to ensure ellipticity, as is usual we modify the system
using gauge terms, and obtain
(III)


Ricg − 2du⊗ du− 2e
−4udφ⊗ dφ+ T + δ∗G = 0,
∆gu− 2e
−4u|dφ|2 = 0,
∆gφ+ 4〈du, dφ〉 = 0.
We can set the pair (T,G) to be{
T1 = 0,
G1 = βg˜(g),
where g˜ is a reference metric near g in Metm,αδ (S), and β is the Bianchi operator
defined as, βg˜g = δg˜g+
1
2dtrg˜g, with δ = −tr∇ being the divergence operator. This
choice is to insert G1 = βg˜(g) (the Bianchi gauge) into the system (II).
An alternative way is to set (T,G) as follows,{
T2 = −Tg,
G2 = δg˜(g).
This corresponds to inserting G2 = δg˜(g) (the divergence gauge) into (II).
We will be concerned with both the distinct choices of gauge terms here. In the
case (T,G) = (T1, G1), the principal symbols of the system (III) are simple and
ellipticity can be proved by straightforward computation. However, such a system
is not self-adjoint, which makes it not suitable for the proof of the manifold theorem
in §4. On the other hand, the system (III) with (T,G) = (T2, G2) is formally self-
adjoint, whereas its principal symbols are much more complicated. We will use the
ellipticity result of the case (T,G) = (T1, G1) to prove the ellipticity for the gauge
choice (T2, G2). We refer to §3 for more details.
Since the boundary ∂S is not empty, it is necessary to include a boundary con-
dition for the gauge term G. A convinient choice is
(2.4) G = 0 on ∂S.
In the following we will prove that, equipped with this boundary restriction, solu-
tions to the gauged system (III) with (T,G) = (T2, G2), correspond to solutions to
the stationary vacuum system (II) modulo diffeomorphisms.
2.3. Moduli space of stationary vacuum spacetimes.
We begin by defining the following spaces of stationary vacuum spacetimes.
Definition 2.3.
EC = {(g, u, φ) ∈ [Met
m,α
δ × C
m,α
δ × C
m,α
δ ](S) : (g, u, φ) solves (II)},
ZC = {(g, u, φ) ∈ [Met
m,α
δ × C
m,α
δ × C
m,α
δ ](S) :
(g, u, φ) solves (III) where (T,G) = (T2, G2) and G2 = 0 on the boundary ∂S}.
The following lemma shows that ZC ⊂ EC
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Lemma 2.4. Elements in ZC are elements in EC which satisfy the divergence
gauge condition δg˜g = 0 in S.
Proof. It suffices to prove the gauge term G2 = 0 globally for (g, u, φ) ∈ ZC . From
the equation (2.3) we know that, if (T,G) = (T2, G2) then leading term of the first
equation in (III) is the Einstein tensor Eing, where we have the Bianchi identity,
δgEing = 0. Thus, taking the divergence (with respect to g) on it, we obtain
δg{Eing − 2du⊗ du− 2e
−4udφ⊗ dφ+ (|du|2 + e−4u|dφ|2)g + δ∗G2} = 0,
which gives,
δg{−2du⊗ du− 2e
−4udφ ⊗ dφ+ (|du|2 + e−4u|dφ|2)g}+ δδ∗G2 = 0.
Basic computation gives
δ{−2du⊗ du− 2e−4udφ⊗ dφ+ (|du|2 + e−4u|dφ|2)g}
= −2(∆gu)du− 8e
−4u〈du, dφ〉dφ − 2e−4u(∆gφ)dφ + 4e
−4udu|dφ|2.
Combining with the second and third equations in system (III), it is easy to derive
that the expression above is equal to zero, and consequently
δδ∗G2 = 0.
Thus we obtain the following system for G2,{
δδ∗G2 = 0 on S,
G2 = 0 on ∂S.
Integration by parts gives:
0 =
∫
S
〈δδ∗G2, G2〉 =
∫
S
|δ∗G2|
2 −
∫
∂S
δ∗G2(n, G2)−
∫
∂S∞
δ∗G2(n, G2).
Here the boundary integral on ∂S must vanish because G2 = 0 on the boundary.
The boundary term at infinity
∫
∞
= limr→∞
∫
Sr
, with Sr denoting the sphere of
radius r on S. It is also zero because the term δ∗G2(n, G2) decays at the rate
r−2δ−2 < r−3. Then it follows from the equation above that δ∗G2 = 0 in S, i.e. G2
is a Killing vector field. In addition, G2 is vanishing on ∂S. Thus, we have G2 = 0.
This completes the proof. 
Remark. The lemma above shows that adding the divergence gauge to the system
(II) preserves the stationary vacuum property of the solutions. In contrast, it is
unknown in general whether adding the Bianchi gauge to system (I) will work
in the same way. In fact, when (T,G) = (T1, G1), the leading term in the first
equation of (III) is the Ricci tensor Ricg. Thus instead of taking divergence as in
the proof above, one needs to apply the Bianchi operator to that equation, which
yields βδ∗G1 = 0. The operator βδ
∗ is not positive in general, so the argument
above does not apply to the Bianchi gauge.
Next, we will show EC ⊂ ZC in the sense of moduli space.
First define a Banach space Xm,αδ (S) of asymptotically flat vector fields vanishing
on ∂S:
Xm,αδ (S) = {X ∈ T
m,α
δ (S) : X = 0 on ∂S}.
Then the following lemma holds for the space Xm,αδ (S).
Lemma 2.5. The map δδ∗ : Xm,αδ (S)→ T
m−2,α
δ+2 (S) is an isomorphism.
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Proof. From the proof of the previous lemma, one sees that kernel of δδ∗ : Xm,αδ (S)→
Tm−2,αδ+2 (S) is zero. On the other hand, δδ
∗ is an elliptic operator with Fredholm
index 0, thus it is an isomorphism. 
Next, let Dm+1,α0 (S) be the group of C
m+1,α
δ diffeomorphisms of S which equal
to the identity map on ∂S. These are diffeomorphisms decaying asymptotically to
the identity at the rate r−δ. The group Dm+1,α0 (S) acts freely and continuously on
Metm,αδ (S) by pull back and one has the following local result.
Theorem 2.6. Given any g ∈Metm,αδ (S) near g˜, there is a unique diffeomorphism
Ψ ∈ Dm+1,α0 (S) near the identity map IdS on S such that the pull back metric Ψ
∗g
satisfies the divergence gauge condition δg˜(Ψ
∗g) = 0.
Proof. : Define a map F as follows,
F : [Dm+1,α0 ×Met
m,α
δ ](S)→ (Λ1)
m−1,α
δ+1 (S),
F(Ψ, g) = δg˜(Ψ
∗(g)).
Linearization of F at (IdS , g˜) with respect to a deformation (X,h) ∈ T [D
m+1,α
0 ×
Metm,αδ ](S) is given by
D0F(X,h) = δδ
∗X + δ(h).
Here X ∈ Xm+1,αδ (S), and hence the first part δδ
∗ in the linearization above is an
isomorphism by the previous lemma. According to the inverse function theorem,
for any g in a neigbourhood of g˜, there exists a unique Ψ near IdS such that
F (Ψ, g) = 0, which proves the theorem. 
Now define the moduli space EC = E
m,α
C to be the quotient of the space EC by
the diffeomorphism group:
EC = EC/D
m+1,α
0 (S).
By Lemma 2.4, any element of ZC belongs to one of the equivalence classes in
EC . Conversely, given any stationary vacuum data (g, u, φ) near g˜, according to the
theorem above, one can choose a unique diffeomorphism Ψ ∈ Dm+1,α0 (S) near IdS so
that δg˜(Ψ
∗g) = 0, i.e. the pull back data (Ψ∗g,Ψ∗u,Ψ∗φ) belongs to ZC . Therefore,
locally elements in the set ZC near g˜ are in 1-1 correspondence to equivalence
classes in the moduli space EC near [g˜]. In other words, ZC can be taken as a local
coordinate chart for EC .
2.4. Boundary conditions.
As in the introduction, we pose a geometrically natural collection of boundary
conditions on ∂S:
(2.5)


gTS = γ,
HgS = λ,
ngS (φ) = f,
where γ ∈Metm,α(∂S) is a fixed metric of the surface ∂S; and λ, f ∈ Cm−1,α(∂S)
are prescribed functions on ∂S. Under the conformal transformation (2.2), these
tensor fields become
gTS = e
−2ugT , HgS = e
u(Hg − 2ng(u)), ngS = e
ung.
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Thus one can translate the boundary conditions (2.5) to the following boundary
conditions for the data (g, u, φ),

e−2ugT = γ
Hg − 2ng(u) = e
−uλ
ng(φ) = e
−uf
on ∂S.(2.6)
Pairing these boundary conditions with the gauged field equations (III), we obtain
a boundary value problem,

Ricg − 2du⊗ du− 2e
−4udφ⊗ dφ+ T + δ∗G = 0
∆gu− 2e
−4u|dφ|2 = 0
∆gφ+ 4 < du, dφ >= 0
on S,


G = 0
e−2ugT = γ
H − 2n(u) = e−uλ
n(φ) = e−uf
on ∂S.
(2.7)
From now on, we will omit the subscript g of Hg,ng when there is no room for
confusion. The main step to prove Theorem 1.1 is verifying that the boundary value
problem above is elliptic. To do this, we define a differential operator P = (L,B)
based on it, where L denotes the interior operator and B the boundary operator.
The interior operator L, mapping the data (g, u, φ) to the interior equations of
(2.7), is defined as follows,
L : [Metm,αδ ×C
m,α
δ × C
m,α
δ ](S)→ [(S2)
m−2,α
δ+2 × C
m−2,α
δ+2 × C
m−2,α
δ+2 ](S),
L(g, u, φ) = { 2(Ricg − 2du⊗ du− 2e
−4udφ⊗ dφ+ δ∗G+ T ),
8(∆gu− 2e
−4u|dφ|2),
8e−4u(∆gφ+ 4〈du, dφ〉) }.
We refer to Definition 2.1 for the notations of different spaces of tensor fields in-
volved above. Notice that we add extra scalar factors 2, 8 and the function 8e−4u
in the front of the equations. They do not affect ellipticity of the boundary value
problem but they are necessary in proving self-adjointness in the following sections.
The boundary operator B, mapping the data (g, u, φ) to the boundary equations
in (2.7), is given by,
B : [Metm,αδ × C
m,α
δ ×C
m,α
δ ](S)→ B
m,α(S)
B(g, u, φ) = { G,
e−2ugT − γ,
H − 2n(u)− e−uλ,
n(φ)− e−uf },
where we will use Bm,α(S) to denote the target space of B. Examining the
boundary terms, one can see that Bm,α(S) = [(Tm−1,α1 × C
m−1,α) × Sm,α2 ×
Cm−1,α × Cm−1,α](∂S). Here the gauge G is understood to be in the space
[Tm−1,α1 × C
m−1,α](∂S), because it is a 1-form on S which, on the boundary ∂S,
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consists of a 1-form GT tangential to ∂S and a normal component G(n) · n that
yields a Cm−1,α scalar fields G(n) on S.
Throughout this paper, P will be written as P1 = (L1,B1) if the gauge terms in
L,B correspond to the Bianchi gauge, and P2 = (L2,B2) if the divergence gauge is
applied.
Let (g, u, φ) be a fixed element in the zero set P−1(0), and choose the reference
metric g˜ = g in the gauge term G. The linearization of P at (g, u, φ) is given by
DP(h, v, σ) = (DL(h, v, σ), DB(h, v, σ)),
where (h, v, σ) is an infinitesimal deformation of the data (g, u, φ). The operators
DL, DB are the linearizations of L and B, given by,
DL : [(S2)
m,α
δ × C
m,α
δ × C
m,α
δ ](S)→ [(S2)
m−2,α
δ+2 × C
m−2,α
δ+2 × C
m−2,α
δ+2 ](S),
DL(h, v, σ) = { D∗Dh− Z(h) +O1,
8∆gv +O1,
8e−4u(∆gσ + 4〈du, dσ〉) +O0 },
and
DB : [(S2)
m,α
δ × C
m,α
δ ×C
m,α
δ ](S)→ B
m,α(S),
DB(h, v, σ) = { G′h,
e−2u(−2vg + h)|∂S ,
H ′h − 2n(v) +O0,
n(σ) +O0 }.
In the expression above, D∗D is the Laplace operator defined as D∗Dh = −∇i∇ih.
The terms Z and G′h depend on the choice of gauge terms. When the Bianchi gauge
is choosen, they are of the form
(2.8)
{
Z1(h) = 0,
(G1)
′
h = βgh.
If the divergence gauge is used,
(2.9)
{
Z2(h) = D
2(trh) + ∆g(trh)g + (δδh)g,
(G2)
′
h = δgh.
The expressions O1 and O0 stand for lower order terms which involve the deriva-
tive of (h, v, σ) with order not higher than 1 and 0. In the linearizationDB, the term
H ′h denotes the variation of the mean curvature with respect to the deformation h.
We refer to the appendix §5 for the detailed calculation.
Since ellipticity only depends on the principal part of the operator, we can re-
move the lower order terms O1 and O0 in DP and study the simplified operator
P (h, v, σ) = (L(h, v, σ), B(h, v, σ)), where L and B are as follows:
L : [(S2)
m,α
δ × C
m,α
δ × C
m,α
δ ](S)→[(S2)
m−2,α
δ+2 × C
m−2,α
δ+2 × C
m−2,α
δ+2 ](S),
L(h, v, σ) = { D∗Dh− Z(h),
8∆gv,
8e−4u(∆gσ + 4〈du, dσ〉) },
(2.10)
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and
B : [(S2)
m,α
δ × C
m,α
δ ×C
m,α
δ ](S)→ B
m,α(S),
B(h, v, σ) = { G′h,
e−2u(−2vg + h)|∂S ,
H ′h − 2n(v),
n(σ) }.
(2.11)
In the last component of L, we keep the lower order term 4〈du, dσ〉 for the pur-
pose of self-adjointness which will be discussed later; again this does not affect the
ellipticity.
In the following section, if the pair (Z,G′h) takes the values in (2.8), the operator
P will be denoted by P1 = (L1, B1); and if equipped with the divergence gauge (2.9),
P will be written as P2 = (L2, B2). We will prove the ellipticity of both operators
P1 and P2. As a consequence, the boundary value problem (2.7) is elliptic with
respect to both choices of gauges.
3. ellipticity
In this section, we will prove the ellipticity for the operators P1, P2 defined at
the end of last section, implementing the criterion developed by Agmon-Douglis-
Nirenberg (cf.[ADN]). We use the following standard notation. Let ξ denote a
1−form on S; η denote a nonzero 1−form tangential to the boundary ∂S, i.e.
η(n) = 0; and µ a unit 1−form normal to the boundary ∂S, i.e. µT = 0. The index
0 denotes the normal direction to ∂S, and index 1, 2 denote the tangential direction
on ∂S.
Let P = (L,B) be a differential operator consisting of an interior operator L
and a boundary operator B. Denote the matrix of principal symbols of the interior
operator at ξ as L(ξ) and the matrix of principal symbols of the boundary operator
as B(ξ). By [ADN], the operator P forms an elliptic boundary value problem if
and only if the following two conditions hold.
(A) (properly elliptic condition): determinant l(ξ) of L(ξ) has no nontrivial real
root;
(B) (complementing boundary condition): Take the adjoint matrix L∗(ξ) of L(ξ).
Let ξ = (η + zµ). The rows of B(η + zµ) · L∗(η + zµ) are linearly independent
modulo l+(z), where l+(z) =
∏
(z − zk) and {zk} are the roots of l(η + zµ) = 0
having positive imaginary parts.
3.1. Ellipticity with the Bianchi gauge.
Theorem 3.1. P1 is an elliptic operator.
Proof. Since the operator L1 is essentially the Laplace operator, it is easy to see
that the matrix of principal symbols for L1 at ξ is given by
L1(ξ) =

|ξ|2I6×6 0 00 8|ξ|2 0
0 0 8e−4u|ξ|2

 .
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Then the adjoint matrix of L(ξ) is
L∗1(ξ) = |ξ|
14

64e−4uI6×6 0 00 8e−4u 0
0 0 8

 .
The determinant of L1(ξ) is l(ξ) = 64e
−4u|ξ|16. So it is obvious that the interior
operator is properly elliptic.
The root of l(η + zµ) with positive imaginary part is z = i|η|, and this implies
l+(z) = (z− i|η|)8 in the criterion (B) above. Let C be a general vector in C8. The
complementing boundary condition holds if the equation below has no nontrivial
solution in C8:
(3.1) C · B1(η + zµ) · L
∗
1(η + zµ) = 0 (mod l
+(z)).
Since L∗1(η+ zµ) = (z+ |µ|
2)7

64e−4uI6×6 0 00 8e−4u 0
0 0 8

, one sees easily that equa-
tion (3.1) is equivalent to the following,
C · B1(η + zµ) ·

64e−4uI6×6 0 00 8e−4u 0
0 0 8

 = 0 (mod(z − i|η|)).
And furthermore, this holds if and only if the following is true,
C ·B1(η + i|η|µ) ·

64e−4uI6×6 0 00 8e−4u 0
0 0 8

 = 0.
So the equation (3.1) will have no non-zero solution, if the matrix of principal
symbol B1(η + i|η|µ) is non-degenerate. Write the nonzero tangential 1-form
η = (η1, η2). Basic computation (cf.§5.2) shows that the principal symbols of the
boundary operator B1 at (η + i|η|µ) are given by,
|η|h00 − iη1h10 − iη2h20 −
1
2
|η|(h00 + h11 + h22) = 0(3.2)
|η|h01 − iη1h11 − iη2h21 +
1
2
iη1(h00 + h11 + h22) = 0(3.3)
|η|h02 − iη1h12 − iη2h22 +
1
2
iη2(h00 + h11 + h22) = 0(3.4)
−2v + h11 = 0(3.5)
h12 = 0(3.6)
−2v + h22 = 0(3.7)
−
1
2
|η|(h11 + h22)− iη1h10 − iη2h20 + 2|η|v = 0(3.8)
−|η|σ = 0(3.9)
To prove B1 is non-degenerate, we show that the solution (hαβ , v, σ) to the system
above must be zero. According to equations (3.5),(3.6) and (3.7), we can replace
h11 and h22 by 2v and h21 by 0. Then equation (3.8) gives
2|η|v − (iη1h10 + iη2h20)− 2|η|v = 0,
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i.e.
(iη1h10 + iη2h20) = 0.
Equation (3.2) gives:
1
2
|η|h00 − (iη1h10 + iη2h20)− 2|η|v = 0.
It follows that
h00 = 4v.
Multiplying (3.3) by (iη1) and (3.4) by (iη2), and then summing them, we obtain,
2|η|2v + 4|η|2v = 0.
Thus v = 0 and consequently hij = 0 for all 0 ≤ i, j ≤ 2.
Finally, it’s obvious from equation (3.9) that σ = 0. This completes the proof.

Remark.One can see from the proof above that principal symbols of the operator
P1 are simple so that ellipticity follows from a direct verification of the conditions
(A) and (B). However, in the divergence-gauge case, principal symbols of the
operator P2 are too complicated for us to carry out the same computation as above.
In the following, we will use an intermediate operator which has Bianchi gauge term
G1 in the interior operator and divergence gauge G2 in the boundary operator, to
approach the ellipticity of the operator P2.
3.2. Ellipticity with divergence gauge.
Define a new operator Pˆ = (L1, B2), i.e. Pˆ consists of the interior operator L as
in (2.10) with Z(h) = 0 and the boundary operator B as in (2.11) with G′h = δgh.
Then we have the following lemma.
Lemma 3.2. The differential operator Pˆ is elliptic.
Proof. This can be proved by a slight modification of the previous proof. Notice
Pˆ has the same interior operator as P1, and its boundary operator differs from
that of P1 only by the gauge term. So changing βgh to δgh (they only differ by a
trace term) in the boundary operator, the new principal symbols of the boundary
operator at ξ = (i|η|, η1, η2) become
|η|h00 − iη1h10 − iη2h20 = 0(3.10)
|η|h01 − iη1h11 − iη2h21 = 0(3.11)
|η|h02 − iη1h12 − iη2h22 = 0(3.12)
−2v + h11 = 0(3.13)
h12 = 0(3.14)
−2v + h22 = 0(3.15)
−
1
2
|η|(h11 + h22)− iη1h10 − iη2h20 + 2|η|v = 0(3.16)
−|η|σ = 0(3.17)
By equations (3.13),(3.14) and (3.15), we can replace h11 and h22 by 2v and h21 by
0. Then (3.16) gives
2|η|v − (iη1h10 + iη2h20)− 2|η|v = 0,
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i.e.
(iη1h10 + iη2h20) = 0.
Consequently, equation (3.10) yields h00 = 0.
Multiplying (3.11) by (iη1) and (3.12) by (iη2), and then summing, we obtain
2|η|2v = 0.
Thus v = 0 and consequently hij = 0 for all 0 ≤ i, j ≤ 2.

Next, we use the method exploit in [AK] to prove ellipticity for the operator P2.
Theorem 3.3. The operator P2 is elliptic.
Proof. The ellipticity of a general operator P = (L,B) is equivalent to the existence
of a uniform estimate:
(3.18)
||(h, v, σ)||Cm,α ≤ C(||L(h, v, σ)||Cm−k,α + ||B(h, v, σ)||Cm−j,α + ||(h, v, σ)||C0),
together with such an estimate for the adjoint operator. In the expression above, k
and j denote the order of derivative in the principal parts of the operators L and
B.
The operator P2 is then elliptic as a consequence of the following two facts, which
are proved in Lemma 3.4 and Proposition 3.5 below.
(1) The inequality (3.18) holds for P2;
(2) The operator P2 is formally self-adjoint.

Lemma 3.4. Inequality (3.18) holds for P2, i.e.
(3.19)
||(h, v, σ)||Cm,α ≤ C(||L2(h, v, σ)||Cm−2,α + ||B2(h, v, σ)||Cm−j,α + ||(h, v, σ)||C0).
Proof. By Lemma 3.2, the inequality (3.19) must hold if L2 is replaced by L1, i.e.
||(h, v, σ)||Cm,α ≤ C(||L1(h, v, σ)||Cm−2,α + ||B2(h, v, σ)||Cm−j,α + ||(h, v, σ)||C0).
Observe that L1(h, v, σ) = L2(h, v, σ) +
(
D2(trh) + ∆g(trh)g + (δδh)g, 0, 0
)
. Thus
the inequality (3.19) will be true if one can control the terms δδh and D2(trh). So
it suffices to prove
(3.20) ||δh||Cm−1,α ≤ C(||L2(h, v, σ)||Cm−2,α+ ||B2(h, v, σ)||Cm−j,α+ ||(h, v, σ)||C0 ,
and
(3.21)
||D2trh||Cm−2,α ≤ C(||L2(h, v, σ)||Cm−2,α + ||B2(h, v, σ)||Cm−j,α + ||(h, v, σ)||C0 ).
First notice that, L2(h) is the 2
ndorder part of the linearization of the map:
Φ(g) = Ricg + δ
∗G2 + T2 − 2du⊗ du− 2e
−4udφ⊗ dφ.
From the proof of Lemma 2.4, one sees that
δΦ(g) + 2(∆gu− 2e
−4u|dφ|2)du + 2e−4u(∆gφ+ 4〈du, dφ〉)dφ = δδ
∗δg˜g.
Assume g is a zero of Φ. Linearizing the above equation at g˜ = g with respect to h
gives
δDΦ(h) +O0 = δδ
∗(δh),
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where O0 denotes terms of 0-derivative order with respect to h. In the equation
above, it is of derivative order 3 on the right hand side, so the left hand side must
be also of order 3, hence we obtain,
δδ∗(δh) = δL2(h).
The operator δδ∗ is elliptic with respect to Dirichlet boundary conditions, and δh
is included in the boundary operator B2. Thus inequality (3.20) holds.
To prove inequality (3.21), we use the Gauss equation at ∂S :
|Ag|
2 −Hg + sgT = sg − 2Ricg(n,n),
where Ag is the second fundamental form of ∂S ⊂ (S, g) and sgT is the scalar
curvature of the metric gT on ∂S. The right side of the equation above can be
converted as
sg − 2Ricg(n,n) = −2[Ricg(n,n)−
1
2
sg · g(n,n)]
= −2[Ricg −
1
2
sg · g + δ
∗δg˜g](n,n) + 2δ
∗δg˜g(n,n).
Notice that linearization of the term 2[Ricg −
1
2sg · g + δ
∗δg˜g] is L2. So we take
linearization of the Gauss equation and obtain,
(|Ag|
2 −Hg + sgT )
′
h = −L2(n,n) + 2δ
∗δh(n,n) +O1,
where O1 denotes terms of derivative order no higher than 1 with respect to h.
Observe that the right side of the equation above is well controlled because of (3.20).
On the left side, s′gT = ∆gT (trh
T )+δδ(hT )+O1 and the terms A
′
h, H
′
h only involve
first order derivatives in h so they can be ignored according to the interpolation
inequality, ||h||Cm−1,α ≤ ǫ||h||Cm,α + ǫ
−1||h||C0 . Thus we get control of the term
(∆gT (trh
T ) + δδ(hT )). Writing hT = B2,0 + 2vg
T , where B2,0 = h
T − 2vgT is one
of the boundary conditions in B2, it follows that
s′gT = ∆gT (trh
T − 2v) + δδ(B2,0) +O1
Therefore, by the ellipticity of the Laplace operator on ∂S, we obtain the estimate
for (trhT − 2v) along ∂S:
(3.22)
||(trhT − 2v)|∂S ||Cm,α ≤ C(||L2(h, v, σ)||Cm−2,α + ||B2(h, v, σ)||Cm−j,α + ||h||C0).
Since the term (hT−2vgT ) is included in the boundary operator, tr(hT−2vgT ) =
(trhT − 4v)|∂S is also controlled. Comparing with (3.22), we obtain the control for
v on ∂S,
||v|∂S ||Cm,α ≤ C(||L2(h, v, σ)||Cm−2,α + ||B2(h, v, σ)||Cm−j,α + ||h||C0).
In addition, ∆gv is one of the components of the interior operator L2, so from the
ellipticity of Laplace operator with Dirichlet boundary condition, we obtain the
uniform estimate for v over S,
||v||Cm,α ≤ C(||L2(h, v, σ)||Cm−2,α + ||B2(h, v, σ)||Cm−j,α + ||(h, v, σ)||C0).
Furthermore, observe that ∆gσ is the last component of the interior operator
L2 and n(σ) is one of the boundary terms in B2. Thus, based on the ellipticity
of Laplace operator with Neumann boundary condition, we also have the uniform
estimate for σ over S:
||σ||Cm,α ≤ C(||L2(h, v, σ)||Cm−2,α + ||B2(h, v, σ)||Cm−j,α + ||(h, v, σ)||C0).
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Now with v, σ being well controlled, inequality (3.21) is equivalent to the follow-
ing one,
||D2trh||Cm−2,α ≤ C(||L2(h)||Cm−2,α + ||δ(h)|∂S ||Cm−1,α + ||h
T |∂S ||Cm,α
+ ||H ′h|∂S ||Cm−1,α + ||h||C0).
This estimate is proved in Lemma 3.2 of [AK]. So we complete the proof of the
uniform estimate.

Proposition 3.5. Let M2 be the space of data (h, v, σ) which is in the kernel of
the boundary operator B2, i.e.
M2 = { (h, v, σ) ∈[(S2)
m,α
δ × C
m,α
δ × C
m,α
δ ](S) :

δg(h) = 0,
hT − 2vgT = 0,
H ′h − 2n(v) = 0,
n(σ) = 0,
on ∂S }.
(3.23)
Then the operator L2 :M2 → (S2)
m−2,α
δ × C
m−2,α
δ × C
m−2,α
δ ](S), given by
L2(h, v, w) = { D
∗Dh− Z2(h), 8∆gv, 8e
−4u[∆gσ + 4〈du, dσ〉] }
= { D∗Dh−D2(trh) −∆g(trh)g − (δδh)g, 8∆gv, 8e
−4u[∆gσ + 4〈du, dσ〉] },
is formally self-adjoint.
Proof. We will prove this proposition by showing that L2 arises as the 2
nd variation
of a natural variational problem on the data (g, u, φ).
To begin, the Einstein equation Eing(4) = 0 is the functional derivative of the
Einstein-Hilbert action
IEH =
∫
V (4)
Rg(4)dvolg(4) .
Reducing this action from 4-dimensional spacetime V (4) to the 3-dimensional quo-
tient space S, one obtains the following functional on the data (g, u, φ), of which
the Euler-Lagrange equations are exactly the field equations (II) in §2,
Ieff =
∫
S
s− 2|du|2 − 2e−4u|dφ|2dvolg.
We refer to [H1][H2] for further discussion of the action Ieff.
Since the boundary ∂S is nonempty, as is well known it is necessary to add
boundary terms to the action such as Gibbons-Hawking boundary terms, cf.[GH].
The right action with boundary terms in our case is given by
I =
∫
S
s− 2|du|2 − 2e−4u|dφ|2dvolg + 2
∫
∂S
HgdvolgT + 16πmADM(g).
Here the last term mADM(g) is the ADM mass of the asymptotically flat manifold
(S, g).
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Next, let (E,F,H) be the equations in the system (II), i.e.
E[(g, u, φ)] =
1
2
(s− 2|du|2 − 2e−4u|dφ|2)g −Ricg + 2(du)
2 + 2e−4u(dφ)2,
F[(g, u, φ)] = −4∆gu+ 8e
−4u|dφ|2,
H[(g, u, φ)] = −4e−4u(∆gφ+ 4〈du, dφ〉).
(3.24)
Then the variation of I at g with respect to the infinitesimal deformation h is
I ′g(h) =
∫
S
〈E, h〉dvolg +
∫
∂S
−〈A, h〉+HtrhTdvolgT
−
∫
∂S∞
n(trh) + δh(n)dvol∂S∞ + 16π(mADM (g))
′
h.
(3.25)
We refer to §5.3 for the details of the computation. To abbreviate notation, we
shall omit the volume form in the following.
Notice that the terms in the second line of the equation (3.25) can be removed,
because we have ∫
∂S∞
n(trh) + δh(n) = 16π(mADM (g))
′
h,
based on the definition of ADM mass and its variation, cf.[RT],[B1].
Basic computation shows the variations of I with respect to deformations v, σ
of u and φ are given by,
(3.26) I ′u(v) =
∫
S
〈F, v〉+
∫
∂S
−4n(u)v +
∫
∂S∞
−4n(u)v,
and
(3.27) I ′φ(σ) =
∫
S
〈H, σ〉+
∫
∂S
−4e−4un(φ)σ +
∫
∂S∞
−4e−4un(φ)σ.
By simply checking the decay rate, one sees easily that the boundary terms at
infinity in the expressions above are both zero.
Now let (g, u, φ) be a triple such that (E,F,H)[(g, u, φ)] = 0, and take a 2-
parameter varation of data (gst, ust, φst) = (g, u, φ) + s(h, v, σ) + t(k, w, ζ), with
infinitesimal deformations (h, v, σ), (k, w, ζ) ∈ M2.
Based on the boundary conditions in the expression (3.23), we have hT = 2vgT .
The equation (3.25) then becomes:
(3.28) I ′g(h) =
∫
S
〈E, h〉+
∫
∂S
2vH.
Take one more variation of the equation (3.28) with respect to k, and we obtain
I ′′g (h, k) =
∫
S
〈E′k, h〉+
∫
∂S
2vH ′k + 4vwH.(3.29)
Similar operation of the equations (3.26) and (3.27) yields,
(3.30) I ′′u (v, w) =
∫
S
〈F′w, v〉+
∫
∂S
−4n(w)v,
and
(3.31) I ′′φ (σ, ζ) =
∫
S
〈H′ζ , σ〉+
∫
∂S
−4e−4un(ζ)σ.
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From the symmetry of second variation, we know that I ′′(h, k) = I ′′(k, h),
I ′′(w, v) = I ′′(v, w) and I ′′(σ, ζ) = I ′′(ζ, σ). The equations (3.29− 31) then imply
that:∫
S
[〈E′k, h〉+ 〈F
′
w, v〉+ 〈H
′
ζ , σ〉] +
∫
∂S
[2vH ′k + 4vwH − 4n(w)v − 4e
−4un(ζ)σ]
=
∫
S
[〈E′h, k〉+ 〈F
′
v, w〉 + 〈H
′
σ, ζ〉] +
∫
∂S
[2wH ′h + 4vwH − 4n(v)w − 4e
−4un(σ)ζ].
By the boundary condition in (3.23), H ′h − 2n(v) = 0 n(σ) = 0 on ∂S, and the
same for (k, w, ζ). Thus we can remove the boundary terms above and obtain∫
S
[〈E′k, h〉+ 〈F
′
w, v〉+ 〈H
′
ζ , σ〉] =
∫
S
[〈E′h, k〉+ 〈F
′
v, w〉+ 〈H
′
σ, ζ〉].(3.32)
On the other hand, from the boundary condition δh = δk = 0 on ∂S, it follows
that,
(3.33)
∫
S
〈δ∗δk, h〉 =
∫
S
〈δk, δh〉 =
∫
S
〈δ∗δh, k〉.
Combining equations (3.32) and (3.33), we obtain,
(3.34)
∫
S
〈(E′k − δ
∗δk,F′w,H
′
ζ), (h, v, σ)〉 =
∫
S
〈(E′h − δ
∗δh,F′v,H
′
σ), (k, w, ζ)〉.
Notice that the terms of second order and first order derivative in (E′h−δ
∗δh,F′v,H
′
α)
are the same as in the operator − 12L2; and the zero order terms in the equation
(3.34) can be removed because of symmetry. Therefore it follows that∫
S
〈L2(k, w, ζ), (h, v, σ)〉 =
∫
S
〈L2(h, v, σ), (k, w, ζ)〉,
which proves the formal self-adjointness of the operator P2.

Ellipticity of the operator P2 implies that the boundary value problem (2.7) with
the divergence gauge is elliptic. Together with the local equivalence between the
sets ZC and EC in §2.3, we conclude that the collection of boundary conditions (2.6)
is elliptic for the stationary vacuum field equations (II) modulo diffeomorphisms in
Dm+1,α0 (S).
3.3. Back to gS. It is now basically trivial to prove the ellipticity of the system
(1.6) equipped with boundary conditions (1.7), using the result we have obtained.
First observe that, by combining the first and second equations in (1.6), the
system is equivalent to the following one,
(3.35)


RicgS −D
2u− (du)2 − 2e−4u(dφ ⊗ dφ− |dφ|2gS)
+(∆gSu− |du|
2 − 2e−4u|dφ|2)gS = 0,
∆gSu− |du|
2 − 2e−4u|dφ|2 = 0,
∆gSφ+ 3〈du, dφ〉 = 0.
The trace of the first equation above is given by
sgS + 4∆gSu− 4|du|
2 − 2e−4u|dφ|2.
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Let TS be as, TS = −
1
2 (sgS + 4∆gSu− 4|du|
2 − 2e−4u|dφ|2)gS . Let GS be the pull
back by conformal transformation of the divergence gauge term δg˜g, i.e. GS =
δe2u g˜S (e
2ugS), where g˜S is a reference metric near gS .
Inserting (TS + δ
∗
e2ugS
GS) to the first equation in system (3.35), we obtain
(3.36)


RicgS −D
2u− (du)2 − 2e−4u(dφ⊗ dφ− |dφ|2gS)
+(∆gSu− |du|
2 − 2e−4u|dφ|2)gS + TS + δ
∗
e2ugS
GS = 0,
∆gSu− |du|
2 − 2e−4u|dφ|2 = 0,
∆gSφ+ 3〈du, dφ〉 = 0.
According to the system above, we define a differential operator PS = (LS ,BS),
which consists of the interior operator LS , mapping the data (gS , u, φ) to the interior
expressions in (3.36), given by
LS : [Met
m,α
δ × C
m,α
δ ×C
m,α
δ ](S)→ [(S2)
m−2,α
δ+2 × C
m−2,α
δ+2 × C
m−2,α
δ+2 ](S)
LS(gS , u, φ) = { 2[RicgS −D
2u− (du)2 − 2e−4u(dφ ⊗ dφ− |dφ|2gS)
+ (∆gSu− |du|
2 − 2e−4u|dφ|2)gS + TS + δ
∗
e2ugS
GS ],
8e−2u(∆gSu− |du|
2 − 2e−4u|dφ|2),
8e−6u(∆gSφ+ 3〈du, dφ〉) };
and the boundary operator BS, mapping the data (gS , u, φ) to boundary data in-
cluding the gauge term GS and the terms in (1.7), given by
BS : [Met
m,α
δ × C
m,α
δ × C
m,α
δ ](S)→ B
m,α(S),
B(g, u, ω) = { GS , g
T
S |∂S − γ, HgS − λ, ngS (φ) − f }.
In addition, define an operator Q as the conformal transformation in (2.2),
Q : [Metm,αδ × C
m,α
δ ×C
m,α
δ ](S)→ [Met
m,α
δ × C
m,α
δ × C
m,α
δ ](S)
Q(gS , u, φ) = (e
2ugS , u, φ),
It is easy to see, by elementary computation, that the operator PS is exactly the
composition of Q and P2 defined in §2, i.e.
PS = P2 ◦ Q.
The operator P2 has already been proved to be elliptic and Q is obviously an
isomorphism. As a consequence, the operator PS is also elliptic. This gives the
proof of Theorem 1.1.

In the following section, we will apply the ellipticity of P2 to prove the manifold
theorem for the moduli space EC of stationary vacuum spacetimes.
4. Manifold Theorem
Fix a triple (g˜, u˜, φ˜) which solves (II) on S and satisfies the following conditions
on the boundary ∂S 

e−2ugT |∂S = γ
H − 2n(u) = e−uλ
n(φ) = e2uf.
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Here γ, λ and f are prescribed fields on ∂S. Given these information, we define the
following Banach spaces.
Definition 4.1.
MS = { (g, u, φ) ∈ [Met
m,α
δ × C
m,α
δ × C
m,α
δ ](S) :


δg˜g = 0,
e−2ugT |∂S = γ
H − 2n(u) = e−uλ
n(φ) = e2uf
on ∂S};
MC = { (g, u, φ) ∈ [Met
m,α
δ × C
m,α
δ × C
m,α
δ ](S) : δg˜g = 0 on ∂S }
In the definition ofMS , we replace the previous boundary condition n(φ) = e
−uf
in (2.6) by n(φ) = e2uf , to ensure that the operator DΦˆ below is formally self-
adjoint on the tangent space TMS. This does not affect the elliptic property of
the operator.
Define a map:
Φ : MC → [(S2)
m−2,α
δ+2 × C
m−2,α
δ+2 × C
m−2,α
δ+2 ](S)
Φ(g, u, φ) = ( E− δ∗δg˜g, F, H )
where the terms E,F,H are defined as in (3.24). Thus, the zero set Φ−1(0) consists
of stationary vacuum data (g, u, φ) satisfying δg˜g = 0 on S, i.e. Φ
−1(0) = ZC , where
ZC is as in Definition 2.3. Obviously, (g˜, u˜, φ˜) ∈ ZC . Based on the analysis in §2.3,
to prove the moduli space EC admits Banach manifold structure, it suffices to prove
the zero set Φ−1(0) is a smooth Banach manifold near (g˜, u˜, φ˜). The main step of
this is the following theorem.
Theorem 4.2. At the point (g˜, u˜, φ˜) ∈ Φ−1(0), the linearization DΦ is surjective
and its kernel splits in TMC.
4.1. Proof of Theorem 4.2.
Surjectivity can be proved in a similar way as in [A1] and [AK]. Let DΦˆ be the
restriction of DΦ to the subspace TMS ⊂ TMC , i.e.
DΦˆ = DΦ|TMS .
Then the operator DΦˆ is Fredholm by Theorem 3.3 and of index 0 because it
is formally self-adjoint (cf.§5.4). So Im(DΦˆ) is closed in [(S2)
m−2,α
δ+2 × C
m−2,α
δ+2 ×
Cm−2,αδ+2 ](S) and its cokernel is of the same dimension as the kernel K = KerDΦˆ.
If K is trivial, then DΦˆ is surjective, and hence so is DΦ.
SupposeK is nontrivial. From the self-adjointness, it follows that for any element
(k, w, ζ) ∈ K and (h, u, σ) ∈ TMS,∫
S
〈DΦˆ(h, v, σ), (k, w, ζ)〉 =
∫
S
〈(h, v, σ), DΦˆ(k, w, ζ)〉 = 0.
Thus Im(DΦˆ) = K⊥ with respect to the L2 inner product. To prove surjectivity
of DΦ, it suffices to prove that for any triple (k, w, ζ) ∈ K, there exists an element
(h, v, σ) ∈ TMC , such that
∫
S〈DΦ(h, v, σ), (k, w, ζ)〉 6= 0.
Assume this is not true, i.e. there exists a nonzero element (k, w, ζ) ∈ K such
that,
(4.1)
∫
S
〈DΦ(h, v, σ), (k, w, ζ)〉 = 0, ∀(h, v, σ) ∈ TMC.
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We claim that the triple (k, w, ζ) must satisfy the following system,{
DΦ(k, w, ζ) = 0,
δk = 0,
on S


kT = 0,
(A′k)
T = 0,
w = ζ = 0,
n(w) + n′k(u˜) = 0,
n(ζ) + n′k(φ˜) = 0.
on ∂S.
(4.2)
Proof of the claim: First choose (h, v, σ) = (δ∗X,LXu, LXφ) in (4.1), for some
vector field X which vanishes on ∂S. Such a deformation corresponds to varying
the data (g˜, u˜, φ˜) in the tangential direction of the action of Dm+1,α0 (S). In this
case, since the stationary vacuum field equations (II) are invariant under diffeomor-
phisms, it follows that
DΦ(δ∗X,LXu, LXφ) = (δ
∗Y, 0, 0) at (g˜, u˜, φ˜),
where Y = δδ∗X . Note that Lemma 2.5 shows the operator δδ∗ is surjective, so
Y ∈ Tm−2,αδ+2 (S) can be arbitrarily prescribed. Moreover, the fact (h, v, σ) ∈ TMC
implies that δh = 0 on ∂S, so that Y = 0 on ∂S. It follows from the equation (4.1)
that,
0 =
∫
S
〈δ∗Y, k〉 =
∫
S
〈Y, δk〉+ (
∫
∂S
+
∫
∂S∞
)k(Y,n) =
∫
S
〈Y, δk〉.
Here the boundary integral over ∂S vanish because Y = 0 on ∂S and the boundary
integral at infinity ∂S∞ also vanish because of the decay behavior of k and Y . On
the right side of the equation above, Y can be arbitrarily prescribed in the bulk, so
we must have δk = 0 on S, which yields the second equation in (4.2).
Next applying integration by parts to (4.1), we obtain
(4.3)
∫
S
〈DΦ(k, w, ζ), (h, v, σ)〉 +
∫
∂S
B˜[(h, v, σ), (k, w, ζ)] = 0.
Since this holds for any (h, v, σ) ∈ TMC, it implies that
DΦ(k, w, ζ) = 0 on S,
and
(4.4)
∫
∂S
B˜[(h, v, σ), (k, w, ζ)] = 0, ∀(h, v, σ) ∈ TMC .
Here B˜ is an anti-symmetric bilinear form given by
B˜[(h, v, σ), (k, w, ζ)] = B[(h, v, σ), (k, w, ζ)] −B[(k, w, ζ), (h, v, σ)],
with
B[(h, v, σ), (k, w, ζ)] = −k(δh,n) +
1
2
{−〈∇nh, k〉 − k(n, dtrh) + trk[n(trh) + δh(n)]}
+ [4n(w) − 4k(n, du˜) + 2trkn(u˜)]v
+ 4e−4u˜σ[n(ζ) − k(n, dφ˜) +
1
2
trkn(φ˜)− 4wn(φ˜)].
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Again, in equation (4.3) the boundary integral at infinity
∫
S∞
, that obtained from
the integration by parts, is zero because of the decay behavior of the boundary
term B˜.
On the other hand, since (k, w, ζ) is in the kernel of DΦˆ, it must satisfy the
following boundary conditions (obtained by linearizing the boundary conditions in
MS),
(4.5)


δk = 0
kT − 2wg˜T = 0
H ′k − 2n(w)− 2n
′
k(u˜) + w(H − 2n(u˜)) = 0
n(ζ) + n′k(φ˜)− 2wn(φ˜) = 0
on ∂S.
Since h ∈ TMC , we have δh = 0 on ∂S. The same holds for k. So we can simplify
the bilinear form B by removing the divergence terms and obtain,
B[(h, v, σ), (k, w, ζ)] =
1
2
{−〈∇nh, k〉 − k(n, dtrh) + trkn(trh)}
+ [4n(w)− 4k(n, du˜) + 2trkn(u˜)]v
+ 4e−4u˜σ[n(ζ) − k(n, dφ˜) +
1
2
trkn(φ˜)− 4wn(φ˜)].
(4.6)
Take a triple (h, v, σ) such that h = 0, ∇nh = 0 and σ = v = 0 on ∂S. Inserting it
into equation (4.4) yields ∫
∂S
4n(v)w + 4e−4uζn(σ) = 0.
The scalar fields n(v) and n(σ) can be arbitrary on ∂S. So this implies that
w = ζ = 0 on ∂S, which is the third boundary equation in (4.2).
Consequently, based on the second equation in (4.5), we also obtain the first
boundary equation in (4.2), since kT = wgT = 0 on ∂S. Moreover, according to
the last equation in (4.5),
n(ζ) + n′k(φ˜) = 4wn(φ˜) = 0 on ∂S.
This is the last equation in (4.2).
Since kT = 0 on ∂S, the trace of k on the boundary is trk = k(n,n). Thus
in the last line of equation (4.6), the term [n(ζ) − k(n, dφ˜) + 12 trkn(φ˜) − 4wn(φ˜)]
vanishes on ∂S because of the following computation,
n(ζ)− k(n, dφ˜) +
1
2
trkn(φ˜)− 4wn(φ˜)
= n(ζ)− k(n, dφ˜) +
1
2
k(n,n)n(φ˜)− 4wn(φ˜)
= n(ζ) + n′k(φ˜)− 4wn(φ˜)
= 0.
Here the second equality is based on the variation formula of the unit normal
vector n, cf.§5: n′k = −k(n) +
1
2k(n,n)n. In addition, we already prove ζ = 0 on
the boundary. Therefore, the form B can be simplified further by removing the last
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line in (4.6) and becomes,
B[(h, v, σ), (k, w, ζ)] =
1
2
{−〈∇nh, k〉 − k(n, dtrh) + trkn(trh)}
+ [4n(w) − 4k(n, du˜) + 2trkn(u˜)]v
(4.7)
Choose a triple (h, v, σ) so that h = 0 and ∇nh = 0 on ∂S and plug it into
equation (4.4). It follows that,∫
∂S
[4n(w)− 4k(n, du˜) + 2trkn(u˜)]v = 0,
Since the term v can be arbitrarily prescribed on ∂S, one obtains
(4.8) 4n(w)− 4k(n, du˜) + 2trkn(u˜) = 0 on ∂S.
Since −4k(n, du˜) + 2trkn(u˜) = 4〈−k(n) + 12k(n,n)n, du˜〉 = 4n
′
k(u˜), the equation
above yields n(w) + n′k(u˜) = 0 on ∂S, which is fourth boundary equation in (4.2).
Combining this with the third equation in (4.5), one obtains
(4.9) H ′k = 0 on ∂S.
Based on equation (4.8), we can simplify the form B further into the following
expression,
B[(h, v, σ), (k, w, ζ)] =
1
2
{−〈∇nh, k〉 − k(n, dtrh) + trkn(trh)}(4.10)
Consequently (4.4) implies that the following equation holds for any h ∈ TMC ,∫
∂S
{−〈∇nh, k〉 − k(n, dtrh) + trkn(trh)}
− {−〈∇nk, h〉 − h(n, dtrk) + trhn(trk)} = 0.
(4.11)
Equation (4.11) together with the boundary condition (4.9) and kT = 0 on ∂S
implies that, c.f.[AK], (A′k)
T = 0 on S. This completes the proof of our claim.

The first equation in (4.2) implies that the variation of (E − δ∗δg˜g,F,H) with
respect to the deformation (k, w, ζ) vanishes, i.e.
D(E− δ∗δg˜g,F,H)(g˜,u˜,φ˜)(k, w, ζ) = 0,
Together with the second equation in (4.2), we observe that (k, w, ζ) is in fact a
vacuum deformation, i.e. it makes the linearization of (E,F,H) at (g˜, u˜, φ˜) vanish:
(4.12) D(E,F,H)(g˜,u˜,φ˜)(k, w, ζ) = 0.
Translate to the normal geodesic gauge
k → k˜ = k + δ∗V,
where V is a vector field which vanishes on the boundary and makes k˜0i = 0
on ∂S. Then the boundary conditions in (4.2) imply that the Cauchy data for
(k, w, ζ) vanishes on ∂S. Implementing this idea, we can obtain the following
unique continuation result.
Proposition 4.3. The trivial data (k, w, ζ) = 0 is the only solution to system (4.2).
We refer to §4.2 for the proof. This is a contradiction with our assumption that
(k, w, ζ) is nonzero. As a consequence, DΦ must be surjective. Then it is a standard
fact that the kernel of DΦ splits, cf.[A1]. This completes the proof of Theorem 4.2.
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4.2. Proof of Proposition 4.3.
The proof below is a generalization of the unique continuation result of [AH]
from Riemannian Einstein metrics to sationary Lorentzian Einstein metrics. We
first recall some basic facts about H-harmonic coordinates. We refer to [AM],[AH]
for more details.
Let C = I ×B2, where I = [0, 1] and B2 is the unit disk in R2. Given a general
metric g on C, one can always choose the H-harmonic coordinates {τ, xi}(τ ≥ 0, i =
1, 2) for (C, g) such that level set {τ = 0} coincides with the horizontal boundary
∂0C = {0} ×B
2. Using such coordinates, we can write the metric as,
g = zdτ2 + γij(ψ
idτ + dxi)(ψjdτ + dxj).
Here γ is the induced metric on the level sets of τ function, z is called the lapse
function and ψ is the shift vector. In addition, by expressing the Ricci tensor Ricg
in these coordinates, one can obtain the following equations on every surface of
Bτ0 = {τ = constant τ0} :
(∂2τ + z
2∆− 2ψk∂k∂τ + ψ
kψl∂2kl)γij = −2z
2(Ricg)ij +Qij(γ, ∂γ),(4.13)
∆z + |Aγ |
2z + zRicg(N,N)− ψ(Hγ) = 0,(4.14)
∆ψi + 2z〈D2xi, Aγ〉+ z∂iHγ + 2[(Aγ)
i
j∇
jz −
1
2
H∇iz] + 2zRicg(N)
i = 0.(4.15)
Here the Laplacian operator ∆ and covariant derivative ∇ are with respect to the
induced metric γ on the level surface. In equation (4.13), Qij(γ, ∂γ) is a term which
involves at most first order derivatives of (γ, z, ψ) in all directions and the 2nd order
derivatives of z and ψ along the directions tangent to the level surfaces. In equations
(4.14) and (4.15), N denotes the normal vector of the surface {τ = constant} ⊂ C,
which is equal to
(4.16) N =
1
z
(∂τ − ψ).
The second fundamental form Aγ is given by
(4.17) Aγ =
1
2
LNγ.
In addition, on the vertical boundary ∂C = I×S1, we have the following conditions,
(4.18) z|∂C ≡ 1, ψ|∂C ≡ 0.
Now on the manifold (S, g˜), take an embedded cylinder C ∼= I × B2 in such
a manner that the horizontal boundary ∂0C is embedded in ∂S, and the vertical
boundary ∂C is located in the interior of S. Equip C with the induced metric,
still denoted as g˜. Without loss of generality, we can assume the cylinder C is
sufficiently small so that g˜ is Cm,α close to the standard flat metric on the cylinder.
Then we have the following local result.
Proposition 4.4. Let data (g˜, u˜, φ˜) be a stationary vacuum solution, i.e. Φ(g˜, u˜, φ˜) =
0 in C. If (k, w, ζ) is an infinitesimal deformation of (g˜, u˜, φ˜) such that it solves
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the boundary value problem (4.2) on C in the sense that,
{
DΦ(k, w, ζ) = 0
δk = 0
on C,


kT = 0
(A′k)
T = 0
w = ζ = 0
n(w) + n′k(u˜) = 0
n(ζ) + n′k(φ˜) = 0
on ∂0C,(4.19)
then there exists a vector field X with X = 0 on ∂0C, such that
k = δ∗X, w = LX u˜, and ζ = LX φ˜.
Proof. Define a Banach space M∗ as follows,
(4.20)
M∗ = {(g, u, φ) ∈ [Metm,αδ × C
m,α
δ × C
m,α
δ ](C) : δg˜g = 0 on ∂C,(
gT , Ag, u, φ,ng(u),ng(φ)
)
=
(
g˜T , Ag˜, u˜, φ˜,ng˜(u˜),ng˜(φ˜)
)
on ∂0C}.
Obviously, (g˜, u˜, φ˜) ∈ M∗. By the hypothesis, the deformation (k, w, ζ) is tangent
to the space M∗, i.e. (k, w, ζ) ∈ TM∗. Thus we can assume (k, w, ζ) is the
infinitesimal deformation of a smooth curve (gt, ut, φt) at t = 0, where (gt, ut, φt) ∈
M∗ for t ∈ (−ǫ, ǫ), with some ǫ > 0, and (g0, u0, φ0) = (g˜, u˜, φ˜).
According to [AH], there exists a smooth curve of Cm+1,α diffeomorphisms Ψt of
C, which equal to Id∂0C on ∂0C for all t ∈ (−ǫ, ǫ) and Ψ0 = Id in C, so that Ψ
∗
t (gt)
share the same H-harmonic coordinates. We denote the infinitesimal variation of
the new curve (Ψ∗t (gt),Ψ
∗
t (ut),Ψ
∗
t (φt)) at t = 0 as (g
′, u′, φ′). It is given by
(g′, u′, φ′) = (k + δ∗g˜X,w + LX u˜, ζ + LX φ˜),
for some vector field X , with X = 0 on ∂0C. Therefore, to prove the proposition,
it suffices to prove that g′ = u′ = φ′ = 0.
Notice that since the diffeomorphism Ψ∗t is equal to Id∂0C , it preserve the bound-
ary conditions in (4.20). Thus the new curve (Ψ∗t (gt),Ψ
∗
t (ut),Ψ
∗
t (φt)) still belongs
to the space M∗ and consequently, the infinitesimal deformation (g′, u′, φ′) still
satisfies the boundary conditions listed in (4.19).
For simplicity of notation, the normalized curve (Ψ∗t (gt),Ψ
∗
t (ut),Ψ
∗
t (φt)) will
still be denoted as (gt, ut, φt) in the following argument. Since the infinitesimal
deformation (g′, u′, φ′) is the sum of a vacuum deformation (k, w, ζ), cf.(4.12), and a
diffeomorphism deformation ddtΨ
∗
t , it must preserve the stationary vacuum property,
i.e.
d
dt
|t=0(E,F,H)[(gt, ut, φt)] = 0 in C.
This furthermore implies that,
s′gt = (2|dut|
2 + 2e−4ut |dφt|
2)′,(4.21)
Ric′gt = (2dut ⊗ dut + 2e
−4utdφt ⊗ dφt)
′,(4.22)
(∆ut − 2e
−4ut |dφt|)
′ = 0,(4.23)
(∆φt + 4〈dut, dφt〉)
′ = 0,(4.24)
where the prime superscript ′ means ddt |t=0.
Let {τ, xi}(i = 1, 2) denote the common H-harmonic coordinates for gt, with the
lapse function denoted as zt and the shift vector ψt. Thus the metric gt is in the
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form,
gt = ztdτ
2 + γt(ψ
i
tdτ + dx
i)(ψjt dτ + dx
j).
Write (γ′, z′, ψ′, u′, φ′) as the infinitesimal variation of the curve (γt, zt, ψt, ut, φt)
at t = 0, then by the boundary conditions in (4.19), we obtain
(4.25)


γ′ = 0
(A′g′ )
T = 0
u′ = 0
φ′ = 0
n(u′) + n′(u0) = 0
n(φ′) + n′(φ0) = 0,
on ∂0C.
In the above we use (A′g′ ) to denote the variation of the second fundamental form
A at g0 with respect to the infinitesimal deformation g
′.
Moreover, equations (4.13-15) hold for all (γt, zt, ψt, ut, φt), t ∈ (−ǫ, ǫ). Lin-
earization of the equation (4.14) at t = 0 gives
∆γ0z
′ + |Aγ0 |
2z′ + z′Ricg0(N0,N0)− ψ
′(Hγ0)
=−∆′γtz0 − (|At|
2)′z0 − z0[Ricgt(Nt,Nt)]
′ + ψ0(H
′
t).
(4.26)
Linearization of equation (4.15) at t = 0 gives,
(4.27)
∆γ0(ψ
′)i + 2z′〈D2γ0x
i, Aγ0〉+ z
′∂iHγ0 + 2(Aγ0)
i
j∇
j
γ0z
′ −Hγ0∇
i
γ0z
′ + 2z′Ricg0(N0)
i
=− (∆γt)
′ψi0 − 2z0〈D
2
γtx
i, Aγt〉
′ − z0∂iH
′
γt −
(
2(Aγt)
i
j∇
j
γt
)′
z0 +
(
Hγt∇
i
γt
)′
z0 − 2z0(Ricgt(Nt)
i)′.
The system (4.26)-(4.27) is a coupled elliptic system in the pair (z′, ψ′) on every
surface Bτ of constant τ . Moreover, since (4.18) holds for all (zt, ψt), we have the
following boundary conditions
(4.28) z′|∂Bτ = 0, ψ
′|∂Bτ = 0.
Now since g0 is assumed to be C
m,α close to the flat cylinder metric, there is
a unique solution to the elliptic boundary value problem (4.26-28). Notice that
based on equation (4.22), the linearized Ricci tensor (Ricgt)
′ that appears in (4.26)
and (4.27) can be converted as,
[Ricgt(Nt,Nt)]
′ = Ric′gt(N0,N0) + 2Ricg0(N
′
t,N0)
= (2dut ⊗ dut + 2e
−4utdφt ⊗ dφt)
′(N0,N0)
+ 2(2du0 ⊗ du0 + 2e
−4udφ0 ⊗ dφ0)(N
′
t,N0)
= [2
(
Nt(ut)
)2
+ 2e−4ut
(
Nt(φt)
)2
]′.
(4.29)
Combining the facts above, we conclude that the solution (z′, ψ′) to (4.26-28) is
uniquely determined by (γ′, u′, φ′) onBτ and their time derivatives (∂τγ
′, ∂τu
′, ∂τφ
′).
Similar argument as in [AH] (Lemma 3.6) shows this also holds for the time deriva-
tives (∂τz
′, ∂τψ
′).
In particular, on the boundary surface B0 = ∂0C, the terms ∆
′, (|At|
2)′, and
H ′t in the second line of (4.26) all vanish because they only involve the tangential
variation of γ and A which are zero on ∂0C according to (4.25). Moreover we
have Nt = −ngt on the horizontal boundary ∂0C. So in the last line of (4.29),
[Nt(ut)]
′ = −n(u′) − n′(u0) on ∂0C and it is zero by (4.25). The same holds for
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[Nt(φt)]
′. Thus [Ricgt(Nt,Nt)]
′ = 0 on ∂0C, and we can reduce equation (4.26) to
the following one on the horizontal boundary ∂0C:
(4.30) ∆γ0z
′ + |Aγ0 |
2z′ + z′Ricg0(n,n)− ψ
′(Hγ0) = 0.
For the same reason, on ∂0C equation (4.27) can be simplified as,
(4.31)
∆γ0(ψ
′)i+2z′〈D2γ0x
i, Aγ0〉+z
′∂iHγ0+2[(Aγ0)
i
j∇
jz′−
1
2
Hγ0∇
iz′]−2z′Ricg0(n)
i = 0.
On the boundary of the surface ∂0C, it follows from (4.28) that
(4.32) z′|∂(∂0C) = 0, ψ
′|∂(∂0C) = 0.
As mentioned above, since g0 is assumed to be C
m,α close to the flat metric, the
boundary value problem (4.30-32) on ∂0C has a unique solution. One easily observe
that it must be the trivial solution,
(4.33) (z′, ψ′) = 0 on ∂0C.
Based on (4.16) and (4.17), we have
A′γ =
d
dt
|t=0[
1
2
L 1
zt
(∂τ−ψt)γt]
=
1
2
L 1
z0
(∂τ−ψ0)γ
′ +
1
2
L 1
zt
(−ψ′)γ0 +
1
2
L− 1
z2
0
z′(∂τ−ψ0)γt.
From (4.25), we have γ′ = 0 and (A′γ)
T = 0 on ∂0C. From (4.33), z
′ = 0, ψ′ = 0
on ∂0C. Plugging these into the equation above, we can obtain,
(4.34) ∂τγ
′
ij = 0 on ∂0C.
Since the unit normal vector Nt of ∂0C as the slice {τ = 0} and the geometric
(outward) normal vector ngt of ∂0C ⊂ (C, gt) are related by Nt = −ngt on ∂0C, it
follows that
n′(u0) = −[
1
zt
(∂τ − ψt)]
′(u0) = −[−
1
z20
z′(∂τ − ψ0) +
1
z0
(−ψ′)](u0) = 0 on ∂0C.
Insert this to the fifth equation in (4.25), we obtain n(u′) = 0 which further implies,
(4.35) ∂τu
′ = 0 on ∂0C.
Similarly, one can derive that,
(4.36) ∂τφ
′ = 0 on ∂0C.
By the conditions in (4.25) and (4.34− 36), the triple (γ′, u′, φ′) has trivial Cauchy
data on the boundary ∂0C. In the interior of C, linearization of the equation (4.13)
shows
(4.37) (∂2τ + z
2
0γ
kl
0 ∂
2
kl − 2ψ
k
0∂k∂τ + ψ
k
0ψ
l
0∂
2
kl)γ
′
ij = O(γ
′, z′, ψ′, u′, φ′),
where O(γ′, w′, σ′, u′, φ′) only depends on the tangential derivatives (at most 2nd
order ) of z′, ψ′, time derivative (at most 1st order) of z′, ψ′ and derivatives (at
most 1st order) of γ′, u′, φ′. In addition, the analysis about the boundary value
problem (4.26-28) shows that (z′, ψ′) is uniquely determined (up to 2nd order tan-
gential derivative and 1st order time derivative) by derivatives (at most 1st order)
of (γ′, u′, φ′). Thus equation (4.37) can be rewritten as,
(4.38) (∂2τ + z
2
0γ
kl
0 ∂
2
kl − 2ψ
k
0∂k∂τ + ψ
k
0ψ
l
0∂
2
kl)γ
′
ij = O(γ
′, u′, φ′),
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Similarly, equations (4.23) and (4.24) gives:
gαβ∂2αβu
′ = O(γ′, u′, φ′),(4.39)
gαβ∂2αβφ
′ = O(γ′, u′, φ′).(4.40)
which are equivalent to the following equations,
[∂2τ − 2ψ
i
0∂i∂τ + (z
2
0γ
ij
0 + ψ
i
0ψ
j
0)∂
2
ij ]u
′ = O(γ′, u′, φ′),(4.41)
[∂2τ − 2ψ
i
0∂i∂τ + (z
2
0γ
ij
0 + ψ
i
0ψ
j
0)∂
2
ij ]φ
′ = O(γ′, u′, φ′),(4.42)
since g00 = z−20 , g
0i = −z−20 ψ
i
0, and g
ij = γij0 + z
−2
0 ψ
i
0ψ
j
0, where i, j = 1, 2 denote
directions tangent to level surfaces Bτ , and the superscript index 0 denotes the ∂τ
direction.
Observe that equations (4.38) and (4.41− 42) have the same principal operator.
We denote it as P ,
P = [∂2τ − 2ψ
i
0∂
2
0i + (w
2γij + ψi0ψ
j
0)∂
2
ij ].
This is the same as the operator discussed in [AH]. It is shown (cf.[AH] proof of
Theorem 3.1 and 1.1) equations (4.38)-(4.41-41) together with vanishing Cauchy
boundary conditions (4.25)-(4.34-36) have only the zero solution (γ′, u′, φ′) = 0.
This further implies that (z′, ψ′) = 0 on C and thus (g′, u′, φ′) = 0. This completes
the proof.

Proposition 4.4 implies that there exists a vector field Z, which is zero on ∂S,
such that k = δ∗g˜Z,w = LZ u˜, ζ = LZ φ˜ in a neighborhood U of ∂S. Since in our
case S ∼= R3−B, Z can be uniquely extended to a vector field on S so that k = δ∗Z
holds globally (cf. [A1]).
Next we show that Z must be zero. From the second equation in (4.2), it follows
that,
δδ∗Z = δk = 0.
For a fixed R > 1, let BR ⊂ S denote the closed ball of radius R and Aǫ denote
the annulus between BR−ǫ and BR. Take a cutoff function f ∈ C
m+1,α(S) such
that f |BR−ǫ ≡ 1 and f |S\BR ≡ 0. Let W be the compactly supported vector field
W = fZ. Since Z is bounded in BR, we can take ǫ small enough such that,
(4.43)
∫
S
〈W,Z〉 =
∫
BR−ǫ
|Z,Z|2 +
∫
Aǫ
〈fZ, Z〉 ≥
1
2
∫
BR/2
|Z|2
According to Lemma2.5, the map δδ∗ is surjective, therefore there exist a vector
field Y ∈ Tm,αδ+4 that vanishes on ∂S and makes
δδ∗Y =W on S.
Notice that δ∗Z has the decay rate as k (∼ r−δ). From this one can derive that
Z can blow up no faster than r2−δ (cf. §5.5). Therefore, applying integration by
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parts to the left side of equation (4.43), one can obtain∫
S
〈W,Z〉 =
∫
S
〈δδ∗Y, Z〉
=
∫
S
〈Y, δδ∗Z〉+
( ∫
∂S
+
∫
∂S∞
)
[δ∗Z(n, Y )− δ∗Y (n, Z)]
=0.
(4.44)
In the second line above, the boundary integral over ∂S is zero because Y = Z = 0
on ∂S and the asymptotical behavior of Y and Z makes the boundary integral at
infinity vanish. Combining equations (4.43) and (4.44), it is easy to derive that
Z = 0 in BR/2, thus k, w, and ζ vanish in BR/2 , which further implies that they
are vanishing globally because of ellipticity of the system (4.2). This finishes the
proof of Proposition 4.3.

In conclusion, we obtain the following result:
Theorem 4.5. The moduli space EC is an infinite dimensional C
∞ Banach man-
ifold, with tangent space
T[(g˜,u˜,φ˜)]EC
∼= Ker(DΦ(g˜,u˜,φ˜)).
Proof. This is an immediate consequence of Theorem 4.2, the fact from §2.3 that
Φ−1(0) = EC (locally), and the implicit function theorem in Banach spaces.

Moreover, from the ellipticity results in §3, it follows that,
Theorem 4.6. The boundary map,
Π : EC → [S
m,α
2 × C
m−1,α × Cm−1,α](∂S)
Π[(g, u, φ)] = (e−2ugT , eu(Hg − 2ng(u)), e
ung(φ))
is a C∞ Fredholm map, of Fredholm index 0.
Proof. The fact from §3.2 that the operator P2 is elliptic implies that the boundary
map Π˜
Π˜ : ZC → [S
m,α
2 × C
m−1,α × Cm−1,α](∂S),
Π˜(g, u, φ) = (e−2ugT , eu(Hg − 2ng(u)), e
ung(φ))
is smooth and Fredholm. It is of Fredholm index 0 because P2 is formally self-
adjoint. Moreover, since we show in §2.3 that locally EC = ZC , it follows that Π is
also a smooth Fredholm map and of index 0.

Now translating the results above from conformal data (g, u, φ) back to (gS , u, φ)
via the isomorphism Q as in §3.3, gives Theorem 1.2.
Remark. All the methods and results in this paper can be applied equally well
to the interior problem where S ∼= B3.
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5. Appendix
In this section, we provide the detailed computation of the linearization of oper-
ator P , the linearization of reduced Hilbert-Einstein functional I, and some other
basic results used in this paper. We refer to [Be] for elementary formulas of the
differentials of various geometric tensors.
5.1. Linearization of the interior operator L.
Let h be the infinitesimal deformation of the metric g on S. Then the resulting
variation of Ricci tensor is given by,
(5.1) 2Ric′h = D
∗Dh− 2δ∗δh−D2(trh) +O0.
The variation of scalar curvature is given by,
(5.2) s′h = ∆g(trh) + δδh+O0.
Linearization of the gauge term δ∗G in operator L are as follows.
For the Bianchi gauge, we have,
2[δ∗G1]
′
h = 2[δ
∗βg˜(g)]
′
h
= Lβg˜gh+ 2δ
∗βg˜h
= Lβg˜gh+ 2δ
∗δg˜h+D
2(trh).
(5.3)
For the divergence gauge, we have,
2[δ∗G2]
′
h = 2[δ
∗δg˜g]
′
h = Lδg˜gh+ 2δ
∗δg˜h.(5.4)
Combining equations (5.1) and (5.3), one can derive the linearization for L, with
the Binachi gauge, at g˜ = g:
L1(h) = D
∗Dh+O0.
Combining equations (5.1− 2) and (5.4), one can derive the linearization for L,
with the divergence gauge, at g˜ = g:
L2(h) = D
∗Dh−D2(trh)− (∆g(trh) + δδh)g +O0.
5.2. Linearization of the boundary operator B.
We know that the normal vector n of ∂S satisfies the following equations,{
g(n,n) = 1,
g(n, T ) = 0,
where T is a tangential vector. Let n′h denote the variation of n with respect to
deformation h. Then linearization of the above equations gives,{
2g(n,n′h) + h(n,n) = 0,
g(n′h, T ) + h(n, T ) = 0,
from which, one can solve for the term n′h as,
(5.5) n′h = −
1
2
h(n,n)n− h(n)T = −h(n) +
1
2
h(n,n)n.
The variation H ′h of mean curvature Hg is given by
(5.6) 2H ′h = 2(trA)
′
h = 2trA
′
h − 2〈Ag, h〉,
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where Ag is the second fundamental form of ∂S ⊂ (S, g), defined by Ag =
1
2Lng.
Linearization of A is as follows,
2A′h = (Lnh+ Ln′hg) = ∇nh+ 2h ◦ ∇n+ Ln′hg.
Taking the trace of the equation above, we obtain,
2trA′h = ∇ntrh+ 2〈h,A〉 − 2δ(n
′
h).
Pluging the expression (5.5) for n′h into the equation above, we obtain,
2trA′h = ∇ntrh+ 2〈h,A〉+ 2δ
T (h(n)T )− n(h(n,n)) +O0
= ∇ntr
Th+ 2〈h,A〉+ 2δT (h(n)T ) +O0.
(5.7)
Combining equations (5.6) and (5.7) gives,
H ′h =
1
2
∇0(h11 + h22)− Σ
2
k=1∇
k(h0k) +O0,
which is the same as used in the symbol computation in §3.1.
5.3. Variation of the functional I.
First, we define a functional I˜ as,
I˜ =
∫
S
sg − 2|du|
2 − 2e−4u|dφ|2dvolg.
Since the variation of scalar curvature sg is given by,
s′h = ∆g(trh) + δδh− 〈Ricg, h〉,
linearization of I with respect to the metric is as follows,
I˜ ′g(h) =
∫
S
[∆g(trh) + δδh− 〈Ricg, h〉+ 2h(du, du) + 2e
−4uh(dφ, dφ)
+
1
2
trh(sg − 2|du|
2 − 2e−4u|dφ|2)]
=
∫
S
[∆g(trh) + δδh
+ 〈−Ricg + 2du⊗ du+ 2e
−4udφ⊗ dφ +
1
2
(sg − 2|du|
2 − 2e−4u|dφ|2)g, h〉]
=
∫
S
[∆g(trh) + δδh+ 〈E, h〉].
The term
∫
S [∆g(trh)+δδh] in the expression above can be converted to a boundary
term as, ∫
S
[∆g(trh) + δδh]
= −
∫
∂S
[n(trh) + δh(n)]−
∫
∂S∞
[n(trh) + δh(n)]
= −
∫
∂S
[n(trh)− n(h00) + 〈h,A〉]−
∫
∂S∞
[n(trh) + δh(n)].
(5.8)
To balance the finite boundary term, we add an extra term IB =
∫
∂S 2Hg to the
functional I. Notice that the first variation of IB with respect to the metric is given
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by,
I ′B(h) =
∫
∂S
[2H ′h + tr
ThHg]
=
∫
∂S
[n(trh) − 2δ(n′h) + tr
ThHg].
For a generic vector field V on ∂S, we have δV = δTV T − n(V0). Thus, we can
simplify the term δ(n′h) in the boundary term above and obtain,
I ′B(h) =
∫
∂S
[n(trh)− n(h00) + tr
ThHg].(5.9)
Combining equations (5.8) and (5.9) we can obtain the formulae of variation for
the functional I˜ + IB:
(I˜ + IB)
′(h) =
∫
S
〈E, h〉+
∫
∂S
[−〈A, h〉+ trThHg]−
∫
∂S∞
[n(trh) + δh(n)].
To remove the boundary term at infinity, we use the mass mADM(g), as shown in
equation (3.25).
5.4. Formal self-adjointness of DΦˆ.
To prove the self-adjointness for DΦˆ, we will use the functional I, as defined in
§3,
I =
∫
S
sg − 2|du|
2 − 2e−4u|dφ|2dvolg + 2
∫
∂S
HdvolgT + 16πmADM (g).
Recall from §3, the first variation of I is given by,
I ′
(g˜,u˜,φ˜)
(h, v, σ) =
∫
S
〈(E,F,H), (h, v, σ)〉
+
∫
∂S
[−〈Ag˜, h〉+Hg˜trh
T − 4n(u)v − 4e−4uσn(φ)].
(5.10)
Let (h, v, σ) be in the tangent space TMS, which is defined by
TMS = { (h, v, σ) ∈ [(S2)
m,α
δ × C
m,α
δ × C
m,α
δ ](S) :

δg˜h = 0,
hT − 2vg˜T = 0,
[eu(Hg˜ − 2n(u))]
′
(h,v) = 0,
[e−2un(φ)]′(h,v,σ) = 0,
on ∂S }.
(5.11)
Applying the boundary conditions in (5.11) to the equation (5.10), we obtain,
I ′
(g˜,u˜,φ˜)
(h, v, σ)
=
∫
S
〈(E,F,H), (h, v, σ)〉+
∫
∂S
[−〈Ag˜, 2vg˜〉+ 2vHg˜trg˜
T − 4n(u)v − 4e−4uσn(φ)]
=
∫
S
〈(E,F,H), (h, v, σ)〉+
∫
∂S
[2v(Hg˜ − 2n(u))− 4e
−4uσn(φ)].
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Taking the variation of I ′ with respect a deformation (k, w, ζ) ∈ TMS, we obtain
I ′′
(g˜,u˜,φ˜)
[(h, v, σ), (k, w, ζ)] =
∫
S
〈D(E,F,H)(k, w, ζ), (h, v, σ)〉
+
∫
∂S
{2v[Hg˜ − 2n(u)]
′
(k,w) − σ[4e
−4un(φ)]′(k,w,ζ)}
+
∫
∂S
{
1
2
trkT [2v(Hg˜ − 2n(u))− 4e
−4uσn(φ)]}.
According to (5.11), we have kT = 2wg˜T and 2v[Hg˜ − 2n(u)]
′
(k,w) = −2vw(Hg˜ −
2n(u)). Thus the boundary terms in the expression above can be simplifies as
I ′′
(g˜,u˜,φ˜)
[(h, v, σ), (k, w, ζ)]
=
∫
S
〈D(E,F,H)(k, w, ζ), (h, v, σ)〉 +
∫
∂S
2wv[Hg˜ − 2n(u)]
′
(k,w)
+
∫
∂S
{−σ[4e−4un(φ)]′(k,w,ζ) − 8we
−4uσn(φ)}
=
∫
S
〈D(E,F,H)(k, w, ζ), (h, v, σ)〉 +
∫
∂S
2wv[Hg˜ − 2n(u)]
′
(k,w)
+
∫
∂S
4e−4uσ[2wn(φ) − (n(φ))′(k,ζ)].
Here the last boundary term vanishes, because
4e−4uσ[2wn(φ) − (n(φ))′(k,ζ)] = −4e
−2u[e−2un(φ)]′(k,w,ζ) = 0,
based on the conditions in (5.11). Therefore, from the symmetry of the 2nd order
variation of the functional I, it follows that,∫
S
〈D(E,F,H)(k, w, ζ), (h, v, σ)〉 =
∫
S
〈D(E,F,H)(h, v, σ), (k, w, ζ)〉.(5.12)
In addition, it is easy to derive that∫
S
〈δ∗δk, h〉 =
∫
S
〈δ∗δh, k〉 for k, h ∈ TMS.(5.13)
Combining equations (5.12) and (5.13), we obtain the formal self-adjointness for
DΦˆ, i.e.∫
S
〈DΦˆ[(k, w, ζ)], (h, v, σ)〉 =
∫
S
〈DΦˆ[(h, v, σ)], (k, w, ζ)〉, ∀(k, w, ζ), (h, v, σ) ∈ TMS.
Remark The calculation here is basically the same as in the proof of Proposition
3.5. But there is still difference between them. In Proposition 3.5, we only consider
the linearization of E with respect to the metric deformation h (or k), and same
for F and H. This the reason that in (3.32), the linearizations are written as
(E′h,F
′
v,H
′
σ). However, here we consider the variation of E in all directions of
deformation (h, v, σ) and also for F,H. So we are writting D(E,F,H)(k, w, ζ) in
(5.12).
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5.5. The blow-up rate of Z. Given that δ∗Z has the decay rate δ (denoted as
δ∗Z ∼ r−δ), we will find an upper bound for the blow-up rate of Z in the following.
For a radius r large enough, let Sr ⊂ S be the sphere of radius r. Let Nr denote
the unit normal vector of the sphere pointing outwards, then we have
δ∗Z(Nr, Nr) = Nr[g˜(Z,Nr)] + g˜(Z,∇NrNr).
One can extend Nr in a way such that ∇NrNr = 0, and thus
Nr[g˜(Z,Nr)] ∼ r
−δ.
Therefore, g(Z,Nr) blows up no faster than r
1−δ.
Let ZT denote the tangential component of Z along Sr, i.e. Z
T = Z− g(Z,Nr)Nr.
Basic calculation shows
2δ∗Z(Nr, Z
T ) = g˜(∇NrZ,Z
T ) + g˜(∇ZTZ,Nr)
= g˜(∇Nr (Z
T + g(Z,Nr)Nr), Z
T ) + ZT [g˜(Z,Nr)]− g˜(Z,∇ZTNr)
= g˜(∇NrZ
T , ZT ) + ZT [g˜(Z,Nr)]−A(Z
T , ZT )
= |ZT |Nr(|Z
T |) + ZT [g˜(Z,Nr)]−A(Z
T , ZT ),
where A denotes the second fundamental form of the hypersurface Sr ⊂ (S, g˜).
Thus we obtain,
Nr(|Z
T |)− |ZT |A(
ZT
|ZT |
,
ZT
|ZT |
) = 2δ∗Z(Nr,
ZT
|ZT |
)−
ZT
|ZT |
[g˜(Z,Nr)].
It is obvious that the right side of the equation above blows up no faster than r1−δ.
The left side is essentially equal to
(
∂r(|Z
T |)− 1r |Z
T |
)
since Nr is asymptotically ∂r
and the second fundamental form A is asymptotically equal to 1r g. Thus
(
∂r(|Z
T |)−
1
r |Z
T |
)
blows up no faster than r1−δ, which implies that the increasing rate of |ZT |
is at most r2−δ.
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