Abstract. Certain branch-and-bound algorithms for determining the chromatic number of a graph are proved usually to take a number of steps which grows faster than exponentially with the number of vertices in the graph. A similar result holds for the number of steps in certain proofs of lower bounds for chromatic numbers.
In the next section we give some preliminary definitions, including those of Zykov trees and Zykov algorithms. In 3 we investigate the size of (unpruned) Zykov tree. (The standard algorithm for determining the chromatic polynomial of a graph involves the exploration of a Zykov tree--see for example [2, chap. 15] .) Then in 4 we investigate the size of pruned Zykov trees and deduce that Zykov algorithms are slow. Finally in 5 we give an interpretation of our earlier results in terms of the lengths of certain proofs concerning chromatic numbers. The results in this section are similar in spirit to some recent results of V. Chvfital [4] , and indeed the research reported here was initially inspired by discussions with Chvfital concerning his results. He was interested in certain "recursive" proofs for establishing upper bounds for stability numbers of graphs, and showed that for almost all graphs with a (sufficiently large) linear number of edges, the number of steps in any such proof grows at least exponentially with the size of the graph. This result implies that for a certain (wide) class of algorithms which determine the stability number of a graph each member algorithm is "slow".
Further related results are given in the forthcoming paper [12] . Both this paper and the paper [ 12] are based on the technical report [ 11] . 2 . Preliminaries. We consider only graphs without loops or multiple edges. A (proper) coloring of a graph G is a coloring of the vertices of G so that no two adjacent vertices receive the same color; and the chromatic number x(G) is the least number of colors in a proper coloring of G. A graph is complete if every two vertices are adjacent; and the clique number to(G) is the greatest number of vertices in a complete subgraph of G. A set of vertices is stable if no two are adjacent; and the stability number a(G) is the greatest number of vertices in a stable set. A proper partition of G is a partition of the vertex set into stable sets. Thus proper partitions and proper colorings are closely related.
Let n be a positive integer. We denote by J,, the set of all graphs with vertex set {1, 2,-, n), and by * the set of all graphs with vertex set the sets of a partition of {1, 2,.-., n}. We may fail to distinguish between an integer k and the singleton set {k} containing it, and for example consider that ,_ J*. The use of sets to label vertices is simply a notational convenience.
We adopt in this paper a very simple probability model. (A more general model is considered in [ 12] .) Throughout the paper p will be a real number with 0 < p < 1 and q will be 1-p: usually p and q will be constants. We induce a probability distribution on [15] ) that (2.1)
x(H) min {x(H'), x(H")}. We have now described the "branching" process to be used in our branch-andbound algorithms. The "bounding" process depends on the obvious result that for any graph G (2.2)
A Zykov algorithm is a branch-and-bound algorithm for determining the chromatic number of a graph, using branch and bound processes as described above. [5] and [12] .
It is easy to see that after a finite number of steps a Zykov algorithm returns the correct value for the chromatic number and stops. Further The first result in this section shows in particular that every Zykov tree for a given graph has the same size, that is the same number of nodes. Given a graph G let us denote by C(G) the number of proper partitions of G (that is, the number of colorings with "color indifference"). We are interested in the size of Zykov trees for a graph G,, on n vertices. By the above proposition we may state results in terms of the number C(G,) of proper partitions of G,, and we choose to do so. The following proposition requires no proof. (b) Let th, and K, denote respectively the null (edge-less) and complete graphs on n vertices. Then C(K,) 1, and C(qb,) is simply the number of partitions of a set of size n, so that (see for example [ 16] ) log C(th.) n(log n-log log n-1 + o(1)).
The "extreme" properties of C(G,) are thus easily handled. We may also determine quite closely the "usual" properties. log E(C,) n(log n-(2 log(l/q) log n)'/2--1/2 log log n + O(1)).
(b) With probability 1 o(e-) n(log n-3( log (l/q)log 2 n)l/3)=<log C(G,)<=n(log n-(2 log (l/q)log n)1/2). Proof. 
and the probability that a partition in .i s proper equals
Hence the logarithm of the expected number of proper partitions in .i s at least Let O be a partition of {1, , n} into k sets, of sizes S1, S/. Then as in [8] we see that the probability that O is proper equals
Also the number of partitions of {1,..., n} into k nonempty sets is at most Hence and so
This completes the proof of part (a) of the theorem.
Proof of (b). The right hand inequality here follows from (a) and the standard result that for any nonnegative random variable X and any real number x, E(X) >= x Prob {X -> x}.
The left hand inequality follows from Lemma 3.4 below and the discussion preceding it.
Suppose that we have functions l(n) and r(n) with nonnegative integer values.
For each positive integer n we let Tn(l, r) be the set of graphs G, in , such that in some Zykov tree for G, we may reach a leaf by starting at the root G,, and descending through the tree making at most l(n) left turns and r(n) right turns. If a graph Gn in , is not in T,(l, r)then certainly every Zykov tree for G, has at least-(l+ r) nodes. We / wish to find functions l(n) and r(n)so that Prob Tn(l, r)O as n-c and (l+ r) is as / large as possible. 4. Pruned Zykov trees. In this section we investigate the size of pruned Zykov trees. We do not manage to find out as much about the pruned trees as we found out about the unpruned trees in the last section, but we are able to prove a greater than exponential lower bound on their size. This result shows that Zykov algorithms for determining the chromatic number of a graph usually require more than exponential time.
We have seen that every Zykov tree for a given graph G, has the same size (which is less than n"). Thus certainly if we have to construct a Zykov tree there is no point in spending time choosing a "best" way of branching. The situation is quite different when we look at pruned Zykov trees. By branching within the H component of G* we see that the size of a smallest pruned Zykov tree for G* is 3. By branching first amongst the isolated vertices of G* we see there is a pruned Zykov tree T,, for G* "containing" as a subtree those nodes K of a Zykov tree for bn_ (the null graph on n-k vertices) with o(K)< x(G*)= k-2. Hence the number T. of nodes in Tn is at least the number of partitions of a set of size (n-k) into at most (k-3) sets. Let
Then, much as in the proof of Theorem 3.3(a)
We have now seen that the sizes of pruned Zykov trees for a given graph G may vary wildly. For lower bounds on running times of Zykov algorithms we are of course interested in the minimum size, say Z*(G), of a pruned Zykov tree for G. We investigate below both the "extremal" and the "usual" properties of Z*(Gn).
Consider 
Let T be any Zykov tree for H,, and let K be any node in T which we may reach from the root by descending through the tree making at most l(k) left turns and r(k) right We now move on towards our main result, which concerns the "usual" behavior of the minimum size Z*(Gn) of a pruned Zykov tree for graphs Gn. We need a number of lemmas. The first concerns the chromatic number of a random graph, and is taken essentially from [8] . We now look at the number of edges in a "contraction" of a random graph. Let Let m and n be positive integers, and let q be a real number with 0 < q < 1. Let be a binomial random variable with parameters (7) and l-q, and for each B(q) partition Q of {1,..., n} let the random variable N(Q)=N(Q, n, l-q) be the number of edges in the contracted graph Go, for graphs G in (g, with edge-probability 1-q. Proof. We may of course assume that m _-> 2. We prove first that We need one more lemma in order to prove the main result. Suppose that we have a positive constant and functions l(n) and r(n) with nonnegative integer values.
For each positive integer n let T',, (/, r) be the set of graphs Gn in n such that in some Zykov tree for G, we may reach a leaf or node H with o(H)_-> tx(G,) by starting at the root and descending through the tree making at most l(n) left turns and r(n) right turns. (Compare with the definition of T,(I, r) preceding Lemma 3.4 in the last section.) If a graph Gn in cgn is not in Tt (/, r) then certainly every Zykov tree for G, at least(l+-r-nodes H with w(H)< tx(G,). r(n)= [tn(log (1/q)/(12 log n))'/zJ.
Lemma 4.7 above of course is similar to Lemma 3.4 in the last section, and we noted there that that lemma is in a sense best possible. Lemma 4.7 is also in a sense best possible [12] .
Proof. Let Prob C, (l, r) n" exp (-(1/2)E(N)).
Let r(n) [un(log (1/q)/log n)l/ZJ for some constant u to be chosen with 0 < u < 1/2t. Then x(n)= (1 + o(1))(2u/t)((log n)/log (l/q)) 1/2 and so E(N)= q =exp (2 log n-(4uZ/t2) log n +o(log n))
But 4u2/t 2 < 1 and so (4.5) holds by (4.9). \ r / un(log (1/q)/log n)l/(1 --4u2/t 2 + a(1)) log n (u --4u3/t 2 + a(1))(log (I/q) log n)/2n. The maximum value of u-4u3/t for u>0 is attained at u 12(-1/2)t<-t. Thus we give u this value, and find that log-(1+ r) is as in the statement of the lemma. The \ r ] functions l(n) and r(n) are now also as in the lemma. This completes the proof.
Suppose that for each positive integer n we have a subset An of (n, the set of all graphs on {1,-., n}. We shall make statements like "the event An occurs for almost all G,," if the sum of the probabilities that each An fails to occur is convergent. (This definition corresponds to embedding all our probability spaces c in a single space and using a Borel-Cantelli lemmaNcompare with [8] .) Thus for example by Lemma 4.4,  for almost all graphs On we have x(Gn) >-n log (1/q)/(2 log n). In the case p q --1/2 Corollary 4.9 yields COROLLARY 4.11. The proportion of graphs Gn on n vertices such that Z*(Gn) _>-exp (. 157n log 1/2 n) tends to 1 as n o.
Corollary 4.10 above shows that the time taken by Zykov algorithms for determining chromatic numbers grows faster than exponentially with the number of vertices; and thus that these algorithms are slower asymptotically than the algorithm considered by E. L. Lawler 10] .
M. R. Garey and D. S. Johnston [7] have shown that the problem of determining the chromatic number of a graph to within a factor less than 2 is NP-hard. By analogy one might possibly have expected some effect in Theorem 4.8 at any t 1/2, but none is apparent (see also Corollary 5.1 below).
5. Lengths of proofs. The above results may be phrased in terms of the lengths of certain kinds of proof which determine chromatic numbers or which, establish lower bounds for chromatic numbers. We then obtain results concerning chromatic numbers which are similar in spirit to recent results of V Chvfital [4] concerning stability numbers. Indeed this paper was initially motivated by discussions with Chvfital concerning his results.
If k is an integer at least as great as x(G) then there is a short proof that x(G)-< k--namely we may exhibit a proper coloring of G using at most k colors. In general such a proof is hard to find but it must of course exist. However, if k is at most x(G) then it is not clear if there is necessarily a short proof of this fact.
Consider the following proof system for establishing lower bounds for chromatic numbers. A statement is simply a pair (G, b) where G is a graph and b is a nonnegative integer. (Such a statement is to be interpreted as the inequality x(G) _-> b, which may of course be false.) A recursive proof of (G, b) is a sequence of statements (Gk, (k 1,. , m) such that (G,,, b,,) (G, b) and for each 1 _-< k -< m either w(Gk) >-or there are integers 1 _-< i, j < k such that Gi and Gj are a pair of reduced graphs for Gk and bk _--<min (bi, bj). We call the integer m the length of the proof. If there is a recursive proof of (G, b) then by (2.1) and (2.2) we have x(G) >-b; and conversely if x(G) -> b then we can construct a recursive proof of (G, b) from any Zykov tree for G pruned at b. In fact if x(G) ->_ b there is close correspondence between recursive proofs of (G, b) and Zykov trees for G pruned at b. In particular the minimum length of a recursive proof of (G, b) equals the minimum size of a Zykov tree for G pruned at b.
From Theorem 4.8 we obtain COROLLARY 5.1. Let 0 < <--1. Then for almost all graphs Gn on n vertices, every recursive proof of (G,, tx(G,)) has length at least c "lgm'/, where c is a constant > 1.
From Corollary 4.11 we obtain COROLLARY 5.2. Consider the property for graphs G, on n vertices that every recursive proof of (G,,, x(G,)) has length at least exp (. 157n log /2 n).
The proportion of graphs on n vertices with this property tends to 1 as n c.
The reader is reminded that further related results are given in [12] .
