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Abstract
Given N relativistic scalar free particles described by N mass-shell first
class constraints in their 8N-dimensional phase space, their N-time descrip-
tion is obtained by means of a series of canonical transformations to a quasi-
Shanmugadhasan basis adapted to the constraints. Then the same system is
reformulated on spacelike hypersurfaces: the restriction to the family of hy-
perplanes orthogonal to the total timelike momentum gives rise to a covariant
intrinsic 1-time formulation called the “rest-frame instant form” of dynamics.
The relation between the N- and 1-time descriptions, the mass spectrum of the
system and the way how to introduce mutual interactions among the particles
are studied. Then the 1-time description of the isolated system of N charged
scalar particles plus the electromagnetic field is obtained. The use of Grass-
mann variables to describe the charges together with the determination of
the field and particle Dirac observables leads to a formulation without infinite
self-energies and with mutual Coulomb interactions extracted from classical
electromagnetic field theory. A comparison with the Feshbach-Villars Hamil-
tonian formulation of the Klein-Gordon equation is made. Finally a 1-time
1
covariant formulation of relativistic statistical mechanics is found.
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I. INTRODUCTION
Relevant physical models are described by singular Lagrangians, so that their Hamilto-
nian formulation is based on the Dirac theory of constraints [1]. The qualitative aspects of
this theory are now understood [2], in particular the role of the Shanmugadhasan canonical
transformation [3] in the determination of a canonical basis of Dirac’s observables allowing
the elimination of gauge degrees of freedom from the classical description of physical systems
[4]. This programme was initiated by Dirac [5] for the electromagnetic field with charged
fermions. More recently, Dirac’s observables for Yang-Mills theory with fermions (whose
typical application is QCD) have been found [6] in suitable function spaces in which the
Gribov ambiguity is absent. Also the ones for the Abelian Higgs model are known [7] and
those for the SU(2)×U(1) electroweak theory with fermions can be found [8] with the same
method that works for the Abelian case. The main task along these lines will now be the
search of Dirac’s observables for tetrad gravity in the case of asymptotically flat 3-manifolds.
The price for having only physical degrees of freedom is the nonlocal (and in general
nonpolynomial) nature of the physical Hamiltonians and Lagrangians, as already known
from Dirac’s work on the electromagnetic field [5], for which the origin of the difficulties is
the Coulomb self-interaction of the fermion fields. Two obstacles appear immediately: 1) the
lack of manifest Lorentz covariance of the Hamiltonian formalism, which requires the choice
of a 3+1 splitting of Minkowski spacetime; 2) the inapplicability of the standard methods
of regularization and renormalization due to the nonlocality (and nonpolynomiality) of the
interactions and the failure of the power counting rule.
In Ref. [9], I reviewed these problems and I pointed out that the Lorentz covariance
problem can be solved by reformulating the theory on spacelike hypersurfaces [1] (see also
Ref. [6]) and then reducing it to the hyperplanes orthogonal to the total momentum pµ (for
the configurations in which it is timelike, p2 > 0; see Ref. [10] for a general study of the
embeddings of spacelike hypersurfaces in a given Riemannian spacetime). In this way, the
breaking of Lorentz covariance is reduced to a minimum: only the three degrees of freedom
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that describe the canonical centre of mass 3-position of the overall isolated system are not
covariant. In Ref. [9], it is also stressed that only one tool has until now emerged for attacking
the difficult task of quantizing a nonlocal (and generically nonpolynomial) theory. Namely,
the problem of the center-of-mass extended relativistic systems in irreducible representations
of the Poincare´ group with P 2 > 0,W 2 = −P 2~¯S2 6= 0 (they are dense in the set of all allowed
field configurations) identifies a finite worldtube of noncovariance of the canonical center of
mass, whose radius ρ =
√−W 2/P 2 = | ~¯S | /√P 2 represents a classical intrinsic unit of
length that can be used as a ultraviolet cutoff at the quantum level in the spirit of Dirac and
Yukawa. As noted in Ref.[6], the distances corresponding to the interior of the worldtube are
connected with problems coming from both quantum theory and general relativity: 1) pair
production occurs if an attempt is made to localize particles at these distances; 2) relativistic
extended bodies with a material radius less than ρ cannot have the classical energy density
positive definite everywhere in every reference frame, and the peripheral rotation velocity
may be higher than the velocity of light. Therefore, the worldtube is the flat remnant of the
energy conditions of general relativity; in this theory, the radius ρ is defined in terms of the
asymptotic Poincare´ group that exists in the case of asymptotically flat 3-manifolds.
In this way, one has perceives the possibility of formulating a “rest-frame field theory”
on these special hyperplanes [9], in which the ultraviolet cutoff just identified could be used
in a constructive way. The asymptotic states of this theory should be connected with the
description of free particles on these hyperplanes. But this implies that the phase space
description of the particles involves only 6 degrees of freedom per particle, that there is an
1-time description (“rest-frame instant form” of the dynamics in the language of Ref. [11],
the time parameter being the rest frame time, which describes the foliation of Minkowski
spacetime with these hyperplanes), and that there is no room left for relative times and
energies, which are precisely the variables connected with the spurious solutions of the
Bethe-Salpeter equation [12] for relativistic bound states in ordinary quantum field theory.
Actually, the standard Fock space describes asymptotic states defined as tensor products
of free one-particle states without any restriction on their mutual temporal ordering (an
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in-particle may be in the absolute future of another in-particle): the classical background is
an N-time description of N free particles, each one of which has 8 degrees of freedom and
an associated mass-shell first class constraint (connected with the inverse of the standard
propagators).
Therefore, in Ref. [9] there was a review of the problems of relativistic particle mechanics,
especially the two main ones: i) the No-Interaction Theorem [13,14] (see Ref. [15] for a
review), which turns out to be also present in Galilean mechanics [16] and to be connected
with the use of an N-time description; ii) the many definitions of relativistic center-of-mass
position (see Ref. [17] for a review), since the Lorentz signature of Minkowski spacetime
precludes the existence of an object with all the properties of the nonrelativistic center-of-
mass.
Behind all these descriptions there is the theory of the irreducible representations of the
canonical realizations of the Poincare´ group [18] in given phase spaces.
In this paper, I will consider N free relativistic scalar particles, and I will study their
description both in the N-time approach (following jointly Ref. [19] and the complete analysis
of the N=2 case in Ref. [20]) and in the 1-time approach, which was developed in Ref. [21]
for completely different reasons. While the N-time theory identifies a set of variables that
makes it possible to disentangle the relative times and energies from the relevant variables,
the 1-time theory allows the identification of the branches of the mass spectrum of the N-
body isolated system. Then the two descriptions are compared, and it is found that the final
physically relevant variables are the same in the two approaches and that they also seem to
be the best relativistic kinematical variables (carrying the knowledge of the geometry of the
timelike Poincare´ orbits) for the study of interactions.
In Section II, there is a study of the canonical transformations needed to find a quasi-
Shanmugadhasan canonical basis adapted to the N-1 combinations of the original first class
constraints that define the vanishing of the relevant N-1 relative energies. Due to the nonlin-
earity of the final canonical transformation, it is not known how to find the mass spectrum
and the inverse of the transformation.
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In Section III, the system is reformulated on spacelike hypersurfaces, on which each
particle is now identified only by three coordinates. After the identification of the first class
constraints, the reduction to the special intrinsic family of spacelike hyperplanes orthogonal
to the total four-momentum, when it is timelike, is studied. The 1-time covariant rest-frame
instant form of dynamics is identified.
In Section IV, the N- and 1- time descriptions are compared, and the mass spectrum is
found.
In Section V, there is a study of the mass spectrum in the N-time theory. Then action-
at-a-distance interactions are introduced among the particles in the 1-time theory with a
comment on their separability.
In Section VI, the isolated system of N charged scalar particles plus the electromagnetic
field is formulated on spacelike hypersurfaces and then reduced to the hyperplanes orthog-
onal to the total timelike four-momentum. The charges of the particles are described in a
pseudoclassical way by means of Grassmann variables. The Dirac observables of the parti-
cles and of the electromagnetic field with respect to electromagnetic gauge transformations
are found. The final resulting four first class constraints contain the interparticle Coulomb
potential (extracted covariantly from the classical electromagnetic field theory) but not the
classical electromagnetic self-energy due to the vanishing of the square of the Grassmann
charges: the underlying hypothesis of charge quantization generates a regularization of the
pseudoclassical description.
In Section VII, the 1-time theory of one charged scalar particle plus the electromagnetic
field is compared with the Feshbach-Villars Hamiltonian formulation of the Klein-Gordon
equation in an external electromagnetic field.
InSection VIII, after a review of the main problems of covariant relativistic statistical
mechanics, its reformulation in the 1-time theory is given.
The Conclusions IX contain some final remarks and the outline of future research.
In Appendix A, there is a review of the properties of the standard Wigner boost for
timelike Poincare´ orbits. In Appendix B, the formulas for the case N=2 are reviewed. In
6
Appendix C, some notation in the description with spacelike hypersurfaces is given.
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II. THE N-TIME THEORY
A system of N free scalar relativistic particles is usually described in phase space by 8N
variables xµi , p
µ
i , i=1,..,N, {xµi , pνj} = −δijηµν [ηµν = (1,−1,−1,−1)] restricted by N first
class constraints [to start with, we assume arbitrary masses mi for the particles]
φi = p
2
i −m2i ≈ 0, {φi, φj} = 0. (1)
The evolution in a scalar parameter τ is described by the Dirac Hamiltonian
HD =
N∑
i=1
λi(τ)φi, (2)
where λi(τ) are Dirac’s multipliers. This description is obtained by starting from the La-
grangian
L = −
N∑
i=1
mi
√
x˙2i (τ), (3)
whose associated canonical momenta are
pµi = −
∂L
∂x˙iµ
= mi
x˙µi√
x˙2i
. (4)
Therefore, the configuration position variables, describing the worldlines of the particles,
are qµi (τ) = x
µ
i (τ). An alternative N-time Hamiltonian description is the multi-time one [4],
in which the N scalar time parameters τi are defined by dτi = λi(τ)dτ . In this description one
has qµi (τi) = x
µ
i (τi), {xµi (τi), pνj (τj)} = −δijηµν , and the first class constraints φi ≈ 0 are the
Hamiltonians for the evolution in the τi’s [
∂A(xk,pk)
∂τi
◦
={A, φi} are the many-time Hamilton
equations and {φi, φj} = 0 are their integrability conditions; ◦= means evaluated on the
solutions of the equations of motion]. The Lagrangian description derives from the action
S =
∑N
i=1
∫
dτiLi with Li = −mi
√
x˙2i (τi).
Let us remark that in presence of interactions, the No-Interaction-Theorem [13,14] im-
plies qµi (τi) 6= xµi (τ1, .., τN). As shown in Ref. [16] (see also Ref. [9]), this result is also
present at the nonrelativistic level: it is not connected with the Lorentz signature but with
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the many-time description. If the particles are charged, the minimal coupling to an external
electromagnetic field requires the canonical covariant coordinates xµi ’s and not the configu-
ration qµi ’s, which describe the particle worldlines: therefore the electric charges cannot be
localized on the worldlines in the interacting case.
In Ref. [19], a study of the kinematics of N relativistic free scalar particles was started
with a double aim. Firstly, the spurious solutions of the Bethe-Salpeter equation [12] stim-
ulated a search for nonlinear canonical transformation replacing N-1 linear combinations
of the first class constraints φi ≈ 0 with suitable“relative energy variables”. Secondly, it
was investigated how to introduce action-at-a-distance interactions while preserving the first
class nature of the constraints (only nonseparable interactions were found).
Subsequently, for the case N=2 with p2 > 0 [pµ =
∑N
i=1 p
µ
i is the total momentum]
suitable canonical variables adapted to the timelike orbits of the Poincare´ group were found.
Then, in Ref. [22], a study of the N=3 case was initiated, with the aim of understanding
how to describe separable action-at-a-distance interactions.
Collecting all these results and simplifying the notation, we start with the canonical
tranformation from the basis xµi , p
µ
i , i=1,..,N, to a first set of linear center-of-mass and
relative variables [a=1,..,N-1]
xµi
pµi
−→
xµ pµ
Rµa Q
µ
a
(5)
defined by
xµ = 1√
N
∑N
i=1 γˆix
µ
i , {xµ, pν} = −ηµν
pµ =
∑N
i=1 p
µ
i ,
Rµa =
√
N
∑N
i=1 γˆaix
µ
i , {Rµa , Qνb} = −δabηµν
Qµa =
1√
N
∑N
i=1 γˆaip
µ
i , , (6)
where ~ˆγ, ~ˆγa is a basis of orthogonal unit vectors satisfying
N∑
i=1
γˆi =
√
N,
N∑
i=1
γˆai = 0,
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N∑
i=1
γˆiγˆai = 0,
N∑
i=1
γˆaiγˆbi = δab,
γˆiγˆj +
N−1∑
a=1
γˆaiγˆaj = δij . (7)
From now on, we shall choose γˆi = 1/
√
N , i=1,..,N, so that we have
xµ =
1
N
N∑
i=1
xµi ,
N−1∑
a=1
γˆaiγˆaj = δij − 1
N
. (8)
Here xµ is a canonical covariant center-of-mass coordinate, which however does not have
free motion, since x˙µ = {xµ, HD} = − 2N
∑N
i=1 λi(τ)p
µ
i /
√
p2i 6= λ(τ)pµ/η
√
p2 = λ(τ)uµ(p)
[λ(τ) =
√
x˙2; η = sign po]; it moves with a “classical zitterbewegung” that depends on the
choice of the arbitrary Dirac multipliers λi(τ) (it is a gauge effect).
The inverse canonical transformation is
xµi = x
µ +
1√
N
N−1∑
a=1
γˆaiR
µ
a
pµi =
1
N
pµ +
√
N
N−1∑
a=1
γˆaiQ
µ
a . (9)
The conserved Poincare´ generators are
pµ =
N∑
i=1
pµi
Jµν =
N∑
i=1
(xµi p
ν
i − xνi pµi ) = Lµν + Sµν
Lµν = xµpν − xνpµ
Sµν =
N−1∑
a=1
(RµaQ
ν
a − RνaQµa). (10)
The isolated system of N particles is assumed to belong to an irreducible timelike repre-
sentation of the Poincare´ group with Casimirs p2 > 0 and W 2 = −p2~¯S2 [W µ = 1
2
ǫµναβpνSαβ
is the Pauli-Lubanski fourvector (ǫ0123 = 1, ǫ
ijk = ǫijk);
~¯S is the rest-frame Thomas spin
(see later on)].
Note that Lµν and Sµν are not separately constants of the motion due to the “classical
zitterbewegung of xµ” (which is an analogue of the zitterbewegung associated with the Dirac
position operator for the electron).
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Extending the results of Ref. [20] for N=2 to arbitrary N (see Appendix A for the
notation), one defines the following further canonical transformation
xµ pµ
Rµa Q
µ
a
−→
x˜µ pµ
TRa
~ρa ~πa
ǫRa
(11)
{x˜µ, pν} = −ηµν , {TRa, ǫRb} = −δab, {ρia, πjb} = δabδij , (12)
with (one has pµx˜
µ = pµx
µ)
x˜µ = xµ +
1
2
ǫAν (u(p))ηAB
∂ǫBρ (u(p))
∂pµ
Sνρ =
= xµ − 1
η
√
p2(po + η
√
p2)
[pνS
νµ + η
√
p2(Soµ − Soν pνp
µ
p2
)]
pµ = pµ
TRa = ǫ
o
µ(u(p))R
µ
a =
p · Ra
η
√
p2
ǫRa = ǫ
o
µ(u(p))Q
µ
a =
p ·Qa
η
√
p2
ρra = ǫ
r
µ(u(p))R
µ
a = R
r
a −
pr
η
√
p2
(Roa −
~p · ~Ra
po + η
√
p2
)
πra = ǫ
r
µ(u(p))Q
µ
a = Q
r
a −
pr
η
√
p2
(Qoa −
~p · ~Qa
po + η
√
p2
), (13)
where Eqs.(A10) and (A11) have been used to evaluate x˜µ.
As shown in Ref. [20] and in Appendix A, the canonical transformation of Eqs.(13)
is defined by boosting at rest the relative variables Rµa , Q
µ
a with the standard Wigner
boost LAµ(
◦
p, p) = ǫAµ (u(p)) of Eqs.(A2), (A3) for timelike orbits p
2 > 0. In Eq.(11),
TRa = ǫ
o¯
µ(u(p))R
µ
a and ǫRa = ǫ
o¯
µ(u(p))Q
µ
a are Poincare´-scalar relative times and energies, re-
spectively; ρra = ǫ
r
µ(u(p))R
µ
a and π
r
a = ǫ
r
µ(u(p))Q
µ
a are, respectively, relative three-coordinates
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and three-momenta, which transform as Wigner spin-1 3-vectors. It turns out that the new
canonical center-of-mass coordinate x˜µ is not a fourvector under Lorentz boosts (it has only
Euclidean covariance), so that it cannot define a geometrical center-of-mass worldline, but
only a frame-dependent line (pseudo-worldline).
The Lorentz generators become
Jµν = L˜µν + S˜µν
L˜µν = x˜µpν − x˜νpµ
S˜µν = Sµν − 1
2
ǫAρ (u(p))ηAB(
∂ǫBσ (u(p))
∂pµ
pν − ∂ǫ
B
σ (u(p))
∂pν
pµ)Sρσ =
= Sµν +
1
η
√
p2(po + η
√
p2)
[pβ(S
βµpν − Sβνpµ) + η
√
p2(Soµpν − Soνpµ)]
S˜oi = − 1
η
√
p2
[(po − η
√
p2)Soi +
pk(Skopi − Skipo)
po + η
√
p2
]
S˜ij = Sij +
1
η
√
p2
(Soipj − Sojpi)− p
k(Skipj − Skjpi)
η
√
p2(po + η
√
p2)
. (14)
If we introduce the rest-frame spin tensor (the last line gives the Thomas spin)
S¯AB = ǫAµ (u(p))ǫ
B
ν (u(p))S
µν
S¯ o¯r =
N−1∑
a=1
(TRaπ
r
a − ρraǫRa)
S¯rs =
N−1∑
a=1
(ρraπ
s
a − ρsaπra)
S¯r =
1
2
ǫrstS¯st =
N−1∑
a=1
S¯ra,
~¯Sa = ~ρa × ~πa (15)
we find the following form of the Poincare´ generators
J ij = x˜ipj − x˜jpi + δirδjsS¯rs
Joi = x˜opi − x˜ipo − δ
irS¯rsps
po + η
√
p2
. (16)
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and the following form of x˜µ
x˜µ = xµ − 1
η
√
p2
[ηµA(S¯
o¯A − S¯
Arpr
po + η
√
p2
) +
pµ + 2η
√
p2ηµo
η
√
p2(po + η
√
p2)
S¯ o¯rpr]
x˜o = xo − 1
p2
N−1∑
a=1
(TRa~p · ~πa − ǫRa~p · ~ρa)
x˜i = xi − 1
η
√
p2
N−1∑
a=1
[TRaπ
i
a − ǫRaρia −
− ρ
i
a~p · ~πa − πia~p · ~ρa
po + η
√
p2
+
pi(TRa~p · ~πa − ǫRa~p · ~ρa)
η
√
p2(po + η
√
p2)
]. (17)
Therefore, we have
S˜ij = δirδjsS¯rs
S˜oi = − δ
irS¯rsps
po + η
√
p2
˜¯S
AB
= ǫAµ (u(p))ǫ
B
ν (u(p))S˜
µν =
= S¯AB − 1
2
η
√
p2(ǫAµ (u(p))η
B
o − ǫBµ (u(p))ηAo )
∂ǫEσ (u(p))
∂pµ
ǫσD(u(p))ηECS¯
CD =
= S¯AB. (18)
The inverse canonical transformation is
xo = x˜o +
1
p2
N−1∑
a=1
(TRa~p · ~πa − ǫRa~p · ~ρa)
~x = ~˜x+
1
η
√
p2
N−1∑
a=1
(TRa~πa − ǫRa~ρa) +
+
1
η
√
p2(po + η
√
p2)
N−1∑
a=1
[~p · ~ρa~πa − ~p · ~πa~ρa + ~p
η
√
p2
(TRa~p · ~πa − ǫRa~p · ~ρa)]
Roa =
1
η
√
p2
(TRap
o + ~p · ~ρa)
~Ra = ~ρa +
~p
η
√
p2
(TRa +
~p · ~ρa
po + η
√
p2
)
Qoa =
1
η
√
p2
(ǫRap
o + ~p · ~πa)
~Qa = ~πa +
~p
η
√
p2
(ǫRa +
~p · ~πa
po + η
√
p2
) (19)
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and the original variables xµi , p
µ
i have the following form in this new canonical basis:
xoi = x˜
o +
1
η
√
p2
N−1∑
a=1
[
1√
N
γˆai(TRap
o + ~p · ~ρa) + 1
η
√
p2
(TRa~p · ~πa − ǫRa~p · ~ρa)]
~xi = ~˜x+
1
η
√
p2
N−1∑
a=1
[TRa~πa − ǫRa~ρa) + ~p · ~ρa~πa − ~p · ~πa~ρa
po + η
√
p2
+
+
~p
η
√
p2
TRa~p · ~πa − ǫRa~p · ~ρa
po + η
√
p2
] +
1√
N
N−1∑
a=1
γˆai[~ρa +
~p
η
√
p2
(TRa +
~p · ~ρa
po + η
√
p2
)]
poi =
po
N
+
√
N
η
√
p2
N−1∑
a=1
γˆai(p
oǫRa + ~p · ~πa)
~pi =
~p
N
+
√
N
N−1∑
a=1
γˆai[~πa +
~p
η
√
p2
(ǫRa +
~p · ~πa
po + η
√
p2
)]. (20)
As shown in Ref. [20], it is then convenient to perform the following canonical transfor-
mation
x˜µ pµ
TRa
~ρa ~πa
ǫRa
−→
T
~z ~k
ǫ
TRa
~ρa ~πa
ǫRa
(21)
defined by
ǫ = η
√
p2
T =
p · x˜
η
√
p2
=
p · x
η
√
p2
= u(p) · x
~k = ~u(p) =
~p
η
√
p2
, ko = uo(p) =
√
1 + ~k2
~z = η
√
p2(~˜x− ~p
po
x˜o)
{zi, kj} = δij, {T, ǫ} = −1. (22)
Its inverse is
14
x˜o =
√
1 + ~k2(T +
~k · ~z
ǫ
)
~˜x =
~z
ǫ
+ (T +
~k · ~z
ǫ
)~k
po = ǫ
√
1 + ~k2
~p = ǫ~k, (23)
and the form of the Poincare´ generators is now
pµ = ǫkµ
J ij = zikj − zjki + δirδjsS¯rs
Joi = −ziko + δ
irS¯rsps
ǫ(1 +
√
1 + ~k2)
, J io = −Joi. (24)
Here T is the Lorentz-scalar rest-frame time and ǫ is the invariant mass of the isolated
system of N particles. Actually, Eqs.(21) define as many canonical transformations as there
are disjoint branches of the mass spectrum (half with η = sign p0 > 0 and half with η < 0).
All the noncovariance of x˜µ has been shifted to the 3-vector ~z [it has the Euclidean covariance
(see Appendix A) of the kinematical stability subgroup of the Poincare´ group of timelike
orbits]. The noncovariance of x˜µ and ~z is a consequence of, also in the free case, the Lorentz
signature of Minkowski spacetime and of the geometry of timelike Poincare´ orbits, when
one uses the associated instant form of dynamics according to Dirac [11]. In contrast to
what is often said, it is not due to the relativistic version of the No-Interaction-Theorem:
until it was recognized that this theorem is independent of the Lorentz signature [16], it
was difficult to separate this phenomenon from the complications of relativistic kinematics.
In the canonical subspace ~z,~k (treated independently from the canonical pair T, ǫ, whose
presence is due to the covariant description with first class constraints) one has ~z = η
√
p2~κ,
where the canonical noncovariant three-coordinate ~κ = − ~K/po+ ~¯S× ~p/po(po+ η√p2) [from
Eq.(24) with Ki = Joi] can be shown to depend only on the Poincare´ generators (see
the theory of the canonical realizations of the Poincare´ group [18] as a special case of the
canonical realizations of Lie groups [23]), to be the classical basis of the Newton-Wigner
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three-position operator [24], and to have free motion without classical zitterbewegung [25]
(the problem of classical zitterbewegung will be clarified in Ref. [26]). While these results
were obtained in the standard instant form of dynamics xo = const., now they are recovered
(in terms of ~z) in a covariant version of the instant form, the “rest-frame instant form
T = const.”. The vector ~z describes the Jacobi data for the center-of-mass three-variable
in this rest-frame instant form and Jµν in Eqs.(24) is split in two terms that are separately
constants of the motion; in this respect, x˜µ has all the properties, except covariance, of the
Foldy-Wouthuysen mean position for the electron [27] (see also Ref. [25], where a covariant
canonical zitterbewegung-free xˇµ is shown to exist for certain pole-dipole systems, though
no statement is made about extended systems). As shown in Ref. [25,6,9], there are other
two notions of center of mass that can be build solely in terms of the Poincare´ generators,
coincide with ~κ in the rest frame and have the same three-velocity of ~κ. In the instant form
xo = const., they are the Fokker center of inertia [28] ~Y and the Moeller center of energy [29]
~R; in the rest-frame instant form T = const. they become η
√
p2~Y and η
√
p2 ~R, respectively.
The vector ~Y is covariant but not canonical ({Y i, Y j} 6= 0), while ~R is neither covariant nor
canonical. Since in the rest frame ~κ = ~Y = ~R, in every frame the Fokker center of inertia
describes by construction the worldline obtained by applying to the rest-frame ~κ the Lorentz
transformation appropriate for going from the rest frame to the given frame. In contrast,
~R is defined by replacing the masses mi in the Newtonian center of mass by the energies
poi . Both ~κ and
~R define in every frame a pseudo-worldline; if we draw all these pseudo-
worldlines in a given reference frame, we get [25,29] a worldtube around the worldline of the
Fokker center of inertia, whose scalar intrinsic radius ρ [29] is determined by the Poincare´
Casimirs for timelike orbits with spin
ρ =
√−W 2
p2
=
| ~¯S |√
p2
. (25)
See Refs. [6,9] for the remarkable properties of the worldtube and for the proposal to use ρ
as a ultraviolet cutoff.
It should be remarked that the definitions of ~κ, ~Y , ~R are naturally given in phase space.
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Even in the free case (qµi = x
µ
i ), their definitions in configuration space in terms of the q
µ
i ’s
are very involved, being velocity-dependent. This is the reason why the Newtonian definition
~x =
∑N
i=1mi~qi/
∑N
i=1mi in configuration space does not extend trivially to the relativistic
case.
However the canonical variables of Eqs.(21), (22) are not the final ones adapted to the
first class constraints of Eq.(1). This can be seen by replacing those constraints with the
following linear combinations
χ = N
N∑
i=1
φi = p
2 −N
N∑
i=1
[m2i −N
N−1∑
b,c=1
γˆbiγˆciQc ·Qc] =
= p2 −N(
N∑
i=1
m2i −N
N−1∑
b=1
Q2b) = ǫ
2 −N [
N∑
i=1
m2i −N
N−1∑
b=1
(ǫ2Rb − ~π2b )] ≈ 0
χa =
√
N
2
N∑
i=1
γˆaiφi = p ·Qa −
√
N
2
N∑
i=1
γˆai[m
2
i −N
N−1∑
b,c=1
γˆbiγˆciQc ·Qc] =
= pµ[Q
µ
a −
√
N
2
pµ
p2
N∑
i=1
γˆai(m
2
i −N
N−1∑
b,c=1
γˆbiγˆciQc ·Qc)] =
= ǫǫRa −
√
N
2
N∑
i=1
γˆai[m
2
i −N
N−1∑
b,c=1
γˆbiγˆci(ǫRbǫRc − ~πb · ~πc)] = ǫǫˆRa ≈ 0
φi =
1
N2
χ+
2√
N
N−1∑
a=1
γˆaiχa =
1
N2
χ+
2ǫ√
N
N−1∑
a=1
γˆaiǫˆRa ≈ 0, (26)
where ǫˆRa will be explicitly defined in Eqs. (31) later on.
We see that the N-1 constraints χa ≈ 0 do not determine the ǫRa directly, but they form
a system of N-1 quadratic algebraic equations for them. With the constraint χ ≈ 0 we
obtain a system of N equations for ǫ and the ǫRa’s. By substitution we could arrive at a
single (ǫ-dependent) equation for each ǫRa of order 2
N−1; therefore, in general there will be
2N−1 sets of different solutions for the ǫRa’s, a=1,..,N-1. Each one of these sets of solutions,
substituted into χ ≈ 0, should give the equation for the spectrum of the invariant mass ǫ
of the isolated system of N particles in terms of m2i and ~πb · ~πc. Since each free particle has
two disjoint branches of its mass spectrum (ηi
√
p2i ≈ ±mi), the whole system will have 2N
disjoint branches for ǫ (2N−1 for p2 = ǫ2); 2N is a topological number, namely, the dimension
of the zeroth homoty group of the mass-spectrum hypersurface in phase space. Even in the
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free case, these branches are not known because of the difficulty of solving the nonlinear
equations for the ǫRa’s.
By defining HD = λ(τ)χ+
∑N−1
a=1 λa(τ)χa, one sees that the splittings J
µν = Lµν +Sµν =
L˜µν + S˜µν do not define separate constants of the motion Lµν , Sµν or L˜µν , S˜µν ; only Eqs.(24)
split Jµν into a pair of constants of the motion.
In any case, Eqs.(26) suggest the following nonlinear (point in the momenta) canonical
transformation [19] of the canonical variables of Eqs.(5)
xµ pµ
Rµa Q
µ
a
−→ xˆ
µ pµ
Rˆµa Qˆ
µ
a
(27)
xˆµ = xµ +
N
2p2
(ηµν − 2p
µpν
p2
)
N∑
i=1
(m2i −N
N−1∑
u,v=1
γˆuiγˆviQu ·Qv)×
× [ 1√
N
N−1∑
a=1
γˆaiRaν −
−
N−1∑
b,c=1
p ·RbQcν
N∑
j=1
(Nδij − 1)γˆcj
p2 +N
√
N
∑N−1
d=1 γˆdjp ·Qd
×
× (γˆbj +
∑N
k=1
γˆbk
∑N−1
u=1
γˆukp·Qu
p2+N
√
N
∑N−1
v=1
γˆvkp·Qv∑N
h=1
∑N−1
u=1
γˆuhp·Qu
p2+N
√
N
∑N−1
v=1
γˆvhp·Qv
)] =
= xµ +
N
2ǫ2
N∑
i=1
[m2i −N
N−1∑
u,v=1
γˆuiγˆvi(ǫRuǫRv − ~πu · ~πv)]×
× [ 1√
N
N−1∑
a=1
γˆai(ǫ
µ
r (u(p))ρ
r
a − uµ(p)TRa)−
−
N−1∑
b,c=1
TRb(ǫ
µ
r (u(p))π
r
a − uµ(p)ǫRa)
N∑
j=1
(Nδij − 1)γˆcj
ǫ+N
√
N
∑N−1
d=1 γˆdjǫRd
×
× (γˆbj +
∑N
k=1
γˆbk
∑N−1
u=1
γˆukǫRu
ǫ+N
√
N
∑N−1
v=1
γˆvkǫRv∑N
h=1
∑N−1
u=1
γˆuhǫRu
ǫ+N
√
N
∑N−1
v=1
γˆvhǫRv
)]
pµ = pµ
Rˆµa = R
µ
a − n
√
N
N−1∑
b,c=1
p · RbQµc
N∑
i=1
γˆaiγˆci
p2 +N
√
N
∑N−1
d=1 γˆdip ·Qd
×
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× (γˆbi +
∑N
k=1
γˆbk
∑N−1
u=1
γˆukp·Qu
p2+N
√
N
∑N−1
v=1
γˆvkp·Qv∑N
h=1
∑N−1
u=1
γˆuhp·Qu
p2+N
√
N
∑N−1
v=1
γˆvhp·Qv
)] =
= Rµa − n
√
N
N−1∑
b,c=1
TRbQ
µ
c
N∑
i=1
γˆaiγˆci
ǫ+N
√
N
∑N−1
d=1 γˆdiǫRd
×
× (γˆbi +
∑N
k=1
γˆbk
∑N−1
u=1
γˆukǫRu
ǫ+N
√
N
∑N−1
v=1
γˆvkǫRv∑N
h=1
∑N−1
u=1
γˆuhǫRu
ǫ+N
√
N
∑N−1
v=1
γˆvhǫRv
)]
Qˆµa = Q
µ
a −
√
N
2
pµ
p2
N∑
i=1
γˆai(m
2
i −N
N−1∑
b,c=1
γˆbiγˆciQb ·Qc) =
= Qµa −
√
N
2
pµ
p2
N∑
i=1
γˆai[m
2
i −N
N−1∑
b,c=1
γˆbiγˆci(ǫRbǫRc − ~πb · ~πc)]. (28)
We now have [it can be checked that eqs.(10) are reproduced by inserting xˆµ, Rˆµa , Qˆ
µ
a
from Eqs.(28)]
Jµν = Lˆµν + Sˆµν
Lˆµν = xˆµpν − xˆνpµ
Sˆµν =
N−1∑
a=1
(RˆµaQˆ
ν
a − RˆνaQˆµa). (29)
The subsequent canonical transformation
xˆµ pµ
Rˆµa Qˆ
µ
a
−→
ˆ˜x
µ
pµ
TˆRa
~ˆρa ~ˆπa
ǫˆRa
(30)
defines the following analogues of the variables of Eqs.(13)
ˆ˜x
µ
= xˆµ +
1
2
ǫAν (u(p))ηAB
∂ǫBρ (u(p))
∂pµ
Sˆνρ =
= xˆµ − 1
η
√
p2(po + η
√
p2)
[pνSˆ
νµ + η
√
p2(Sˆoµ − Sˆoν pνp
µ
p2
)]
pµ = pµ
TˆRa =
p · Rˆa
η
√
p2
= TRa −N
√
Nǫ
N−1∑
b,c=1
TRbǫRc ×
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×
N∑
i=1
γˆaiγˆci
ǫ+N
√
N
∑N−1
d=1 γˆdiǫRd
(γˆbi +
∑N
k=1
γˆbk
∑N−1
u=1
γˆukǫRu
ǫ+N
√
N
∑N−1
v=1
γˆvkǫRv∑N
h=1
∑N−1
u=1
γˆuhǫRu
ǫ+N
√
N
∑N−1
v=1
γˆvhǫRv
)]
ǫˆRa =
p · Qˆa
η
√
p2
=
1
ǫ
χa =
=
1
ǫ
[ǫǫRa −
√
N
2
N∑
i=1
γˆai(m
2
i −N
N−1∑
b,c=1
γˆbiγˆci[ǫRbǫRc − ~πb · ~πc])] ≈ 0
~ˆρa = ~ρa −N
√
N
N−1∑
b,c=1
TRb~πc ×
×
N∑
i=1
γˆaiγˆci
ǫ+N
√
N
∑N−1
d=1 γˆdiǫRd
(γˆbi +
∑N
k=1
γˆbk
∑N−1
u=1
γˆukǫRu
ǫ+N
√
N
∑N−1
v=1
γˆvkǫRv∑N
h=1
∑N−1
u=1
γˆuhǫRu
ǫ+N
√
N
∑N−1
v=1
γˆvhǫRv
)]
~ˆπa = ~πa. (31)
We now have
Jµν = ˆ˜L
µν
+ ˆ˜S
µν
ˆ˜L
µν
= ˆ˜x
µ
pν − ˆ˜xνpµ
ˆ˜S
µν
= Sˆµν − 1
2
ǫAρ (u(p))ηAB(
∂ǫBσ (u(p))
∂pµ
pν − ∂ǫ
B
σ (u(p))
∂pν
pµ)Sˆρσ =
= Sˆµν +
1
η
√
p2(po + η
√
p2)
[pβ(Sˆ
βµpν − Sˆβνpµ) + η
√
p2(Sˆoµpν − Sˆoνpµ)]
ˆ˜S
oi
= − 1
η
√
p2
[(po − η
√
p2)Sˆoi +
pk(Sˆkopi − Sˆkipo)
po + η
√
p2
]
ˆ˜S
ij
= Sˆij +
1
η
√
p2
(Sˆoipj − Sˆojpi)− p
k(Sˆkipj − Sˆkjpi)
η
√
p2(po + η
√
p2)
ˆ¯S
AB
= ǫAµ (u(p))ǫ
B
ν (u(p))Sˆ
µν
ˆ¯S
o¯r
=
N−1∑
a=1
(TˆRaπ
r
a − ρˆraǫˆRa)
ˆ¯S
rs
=
N−1∑
a=1
(ρˆraπ
s
a − ρˆsaπra)
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ˆ¯S
r
=
1
2
ǫrst ˆ¯S
st
=
N−1∑
a=1
ˆ¯S
r
a,
~ˆ¯Sa = ~ˆρa × ~πa
ˆ˜x
µ
= xˆµ − 1
η
√
p2
[ηµA(
ˆ¯S
o¯A −
ˆ¯S
Ar
pr
po + η
√
p2
) +
pµ + 2η
√
p2ηµo
η
√
p2(po + η
√
p2)
ˆ¯S
o¯r
pr]. (32)
Note that if we put TRa = 0, a=1,..,N-1, then we get
TˆRa = 0,
~ˆρa = ~ρa,
ˆ¯S
i
= S¯i,
ˆ¯S
o¯r
= −
N−1∑
a=1
ρraǫˆRa ≈ 0,
ˆ˜x
µ ≈ xˆµ + η
µ
s
ˆ¯S
sr
pr
η
√
p2(po + η
√
p2)
,
p · ˆ˜x = p · xˆ = p · x. (33)
The final canonical transformation, the analogue of Eq.(21), is
ˆ˜x
µ
pµ
TˆRa
~ˆρa ~πa
ǫˆRa
−→
Tˆ
~ˆz ~k
ǫ
TˆRa
~ˆρa ~πa
ǫˆRa
(34)
with
Tˆ =
p · ˆ˜x
η
√
p2
=
p · xˆ
η
√
p2
ǫ = η
√
p2
~ˆz = η
√
p2(~ˆ˜x− ~p
po
ˆ˜x
o
)
~k =
~p
η
√
p2
. (35)
The canonical basis of Eqs.(34) is a quasi-Shanmugadhasan basis because the N-1 relative
energy variables vanish if the constraints χa ≈ 0 are used; therefore, it seems suitable for
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the description of interactions, which yield relativistic bound states without relative energy
excitations at the quantum level. Only the mass-spectrum constraint is not contained in the
basis, because it describes 2N disjoint branches
ǫ− λA(mi, ~πa · ~πb) ≈ 0, A = 1, .., 2N . (36)
Therefore, in the free case one could define 2N Shanmugadhasan canonical transforma-
tions containing also the variables ǫ − λA; this is also possible for all Liouville integrable
interactions. Moreover, Eqs.(34) are adapted to the Poincare´ Casimir p2 = ǫ2, single out a
rest-frame time Tˆ as the natural time parameter, and show that the relative times TˆRa are
gauge variables: namely, it is a freedom of the observer whether to describe the N particles
with a 1-time theory (for instance by adding the gauge-fixings TˆRa = 0) or with an N-time
theory [or even with an F-time one with 1 < F < N ].
The only problem with the canonical transformation (31) is that to get its explicit in-
version one has to solve the system of equations
N
√
N
2
N−1∑
b,c=1
(
N∑
i=1
γˆaiγˆbiγˆci ) ǫRbǫRc + ǫǫRa − ǫǫˆRa −
−
√
N
2
N∑
i=1
γˆai[m
2
i +N
N−1∑
b,c=1
γˆbiγˆci~πb · ~πc] = 0, (37)
in order to obtain the old variables ǫRa in terms of the new ǫˆRa and the kinetic terms ~πb ·~πc.
For ǫˆRa, this is the same set of equations discussed previously, whose solution is needed also
to determine the branches of the mass spectrum. So far, the inversion is known only for
N=2 [20,19], as can be checked in Appendix B. Actually, it turns out that one should solve
Eqs.(37) together with the first of Eqs.(26),
χ = ǫ2 −N [∑Ni=1 m2i −N ∑N−1b=1 (ǫ2Rb − ~π2b )] ≈ 0,
which determines the mass specturm, as a system of N equations in the N variables ǫ, ǫRa,
a=1,..,N.
Equations (37) are still untractable even if we restrict ourselves to a rest-frame 1-time
theory by adding the gauge-fixings TRa ≈ 0, which imply TˆRa ≈ 0 and all the results of
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Eqs.(33), so that one can eliminate the N-1 pairs of second class constraints TˆRa ≈ 0,
ǫˆRa ≈ 0 by going to Dirac brackets.
We shall see in the next Section that there is an approach to the 1-time theory that
allows us to find the 2N branches of the mass spectrum and the 2N−1 solutions of Eqs.(37).
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III. THE 1-TIME THEORY
Since in the case of a charged scalar particle interacting with the electromagnetic field it
is not clear how, in the absence of a covariant notion of equal times, to evaluate the Poisson
bracket of the particle mass-spectrum constraint (p(τ)− eA(x(τ)))2 − m2 ≈ 0 and of the
field primary constraint πo(~z, zo) ≈ 0, this system was reformulated in Ref. [21] on spacelike
hypersurfaces following Dirac’s approach to parametrized field theory [1]. To describe the
intersection of a particle worldline with Σ(τ), only three coordinates ~σ = ~η(τ) are needed
and not four, since the time variable is the parameter τ labelling the hypersurfaces of the
family. But this implies a covariant solution of the constraint p2 −m2 ≈ 0 and a choice of
the sign η = sign po. For N free particles, one obtains a 1-time description for every choice of
ηi = sign p
o
i with particle coordinates ~ηi(τ) and with x
µ
i (τ) = z
µ(τ, ~ηi(τ)) describing the i-th
particle worldline [so that x˙µi (τ) = z
µ
τ (τ, ~ηi(τ))+z
µ
rˇ (τ, ~ηi(τ))η˙
rˇ
i (τ)]; moreover, sign x˙
o
i (τ) = ηi.
See Appendix C for the notations.
As shown in Ref. [21], the system is described by the action
S =
∫
dτd3σL(τ, ~σ) =
∫
dτL(τ)
L(τ, ~σ) = −
N∑
i=1
δ3(~σ − ~ηi(τ))ηimi
√
gττ (τ, ~σ) + 2gτ rˇ(τ, ~σ)η˙rˇi (τ) + grˇsˇ(τ, ~σ)η˙
rˇ
i (τ)η˙
sˇ
i (τ)
L(τ) = −
N∑
i=1
ηimi
√
gττ(τ, ~ηi(τ)) + 2gτ rˇ(τ, ~ηi(τ))η˙
rˇ
i (τ) + grˇsˇ(τ, ~ηi(τ))η˙
rˇ
i (τ)η˙
sˇ
i (τ), (38)
where the configuration variables are zµ(τ, ~σ) and ~ηi(τ), i=1,..,N. The action is invariant
under separate τ - and ~σ-reparametrizations.
The canonical momenta are
ρµ(τ, ~σ) = − ∂L(τ, ~σ)
∂zµτ (τ, ~σ)
=
N∑
i=1
δ3(~σ − ~ηi(τ))ηimi
zτµ(τ, ~σ) + zrˇµ(τ, ~σ)η˙
rˇ
i (τ)√
gττ (τ, ~σ) + 2gτ rˇ(τ, ~σ)η˙rˇi (τ) + grˇsˇ(τ, ~σ)η˙
rˇ
i (τ)η˙
sˇ
i (τ)
=
= [(ρνl
ν)lµ + (ρνz
ν
rˇ )γ
rˇsˇzsˇµ](τ, ~σ)
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κirˇ(τ) = − ∂L(τ)
∂η˙rˇi (τ)
=
= ηimi
gτ rˇ(τ, ~ηi(τ)) + grˇsˇ(τ, ~ηi(τ))η˙
sˇ
i (τ)√
gττ (τ, ~ηi(τ)) + 2gτ rˇ(τ, ~ηi(τ))η˙rˇi (τ) + grˇsˇ(τ, ~ηi(τ))η˙
rˇ
i (τ)η˙
sˇ
i (τ)
, (39)
and the following Poisson brackets are assumed
{zµ(τ, ~σ), ρν(τ, ~σ′} = −ηµν δ3(~σ − ~σ
′
)
{ηrˇi (τ), κsˇj(τ)} = δijδrˇsˇ. (40)
From Eqs.(39) one obtains the following four primary constraints by using Eqs.(C4),
(C5)
Hµ(τ, ~σ) = ρµ(τ, ~σ)− lµ(τ, ~σ)
N∑
i=1
δ3(~σ − ~ηi(τ))ηi
√
m2i − γ rˇsˇ(τ, ~σ)κirˇ(τ)κisˇ(τ)−
− zrˇµ(τ, ~σ)γ rˇsˇ(τ, ~σ)
N∑
i=1
δ3(~σ − ~ηi(τ))κisˇ ≈ 0, (41)
which satisfy
{Hµ(τ, ~σ),Hν(τ, ~σ′)} = 0. (42)
Since the canonical Hamiltonian vanishes, one has the Dirac Hamiltonian [λµ(τ, ~σ) are
Dirac’s multipliers]
HD =
∫
d3σλµ(τ, ~σ)Hµ(τ, ~σ), (43)
and one finds that {Hµ(τ, ~σ), HD} = 0. Therefore, there are only the four first class con-
straints of Eq.(41). The constraints Hµ(τ, ~σ) ≈ 0 describe the arbitrariness of the foliation:
physical results do not depend on its choice.
The conserved Poincare´ generators are (the suffix “s” denotes the hypersurface Σ(τ))
pµs =
∫
d3σρµ(τ, ~σ)
Jµνs =
∫
d3σ[zµ(τ, ~σ)ρν(τ, ~σ)− zν(τ, ~σ)ρµ(τ, ~σ)], (44)
and one has
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{zµ(τ, ~σ), pνs} = −ηµν (45)
∫
d3σHµ(τ, ~σ) = pµs −
N∑
i=1
lµ(τ, ~ηi(τ))ηi
√
m2i − γ rˇsˇ(τ, ~ηi(τ))κirˇ(τ)κisˇ(τ)−
−
N∑
i=1
zµrˇ (τ, ~ηi(τ))γ
rˇsˇ(τ, ~ηi(τ))κisˇ(τ) ≈ 0. (46)
Let us now restrict ourselves to spacelike hyperplanes ΣH(τ) by imposing the gauge-
fixings
ζµ(τ, ~σ) = zµ(τ, ~σ)− xµs (τ)− bµrˇ (τ)σrˇ ≈ 0
{ζµ(τ, ~σ),Hν(τ, ~σ′)} = −ηµν δ3(~σ − ~σ
′
), (47)
where bµrˇ (τ), rˇ = 1, 2, 3, are three orthonormal vectors such that the constant (future point-
ing) normal to the hyperplane is
lµ(τ, ~σ) ≈ lµ = bµτ = ǫµαβγbα1ˇ (τ)bβ2ˇ (τ)bγ3ˇ(τ). (48)
Therefore, we get
zµrˇ (τ, ~σ) ≈ bµrˇ (τ)
zµτ (τ, ~σ) ≈ x˙µs (τ) + b˙µrˇ (τ)σrˇ
grˇsˇ(τ, ~σ) ≈ −δrˇsˇ, γ rˇsˇ(τ, ~σ) ≈ −δrˇsˇ, γ(τ, ~σ) ≈ 1. (49)
By introducing the Dirac brackets for the resulting second class constraints
{A,B}∗ = {A,B} −
∫
d3σ[{A, ζµ(τ, ~σ)}{Hµ(τ, ~σ), B} − {A,Hµ(τ, ~σ)}{ζµ(τ, ~σ), B}], (50)
one finds by using Eq.(45)
{xµs (τ), pνs (τ)}∗ = −ηµν . (51)
The ten degrees of freedom describing the hyperplane are xµs (τ) with conjugate momen-
tum pµs and six variables φλ(τ), λ = 1, .., 6, which parametrize the orthonormal tetrad b
µ
Aˇ
(τ),
with their conjugate momenta Tλ(τ).
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The preservation in time of the gauge-fixings ζµ(τ, ~σ) ≈ 0 implies
d
dτ
ζµ(τ, ~σ) = {ζµ(τ, ~σ), HD} = −λµ(τ, ~σ)− x˙µs (τ)− b˙µrˇ (τ)σrˇ ≈ 0, (52)
so that one has [by using b˙µτ = 0 and b˙
µ
rˇ (τ)b
ν
rˇ (τ) = −bµrˇ (τ)b˙νrˇ (τ)]
λµ(τ, ~σ) ≈ λ˜µ(τ) + λ˜µν(τ)bνrˇ (τ)σrˇ
λ˜µ(τ) = −x˙µs (τ)
λ˜µν(τ) = −λ˜νµ(τ) = 1
2
[b˙µrˇ (τ)b
ν
rˇ (τ)− bµrˇ (τ)b˙νrˇ (τ)]. (53)
Therefore the Dirac Hamiltonian becomes
HD = λ˜
µ(τ)H˜µ(τ)− 1
2
λ˜µν(τ)H˜µν(τ), (54)
and only the following ten first class constraints are left
H˜µ(τ) =
∫
d3σHµ(τ, ~σ) = pµs − lµ
N∑
i=1
ηi
√
m2i + ~κ
2
i (τ) + b
µ
rˇ (τ)
N∑
i=1
κirˇ(τ) ≈ 0,
H˜µν(τ) = bµrˇ (τ)
∫
d3σσrˇHν(τ, ~σ)− bνrˇ (τ)
∫
d3σσrˇHµ(τ, ~σ) =
= Sµνs (τ)− [bµrˇ (τ)bντ − bνrˇ (τ)bµτ ]
N∑
i=1
ηrˇi (τ)ηi
√
m2i + ~κ
2
i (τ)−
− [bµrˇ (τ)bνsˇ (τ)− bνrˇ(τ)bµsˇ (τ)]
N∑
i=1
ηrˇi (τ)κ
sˇ
i (τ) ≈ 0. (55)
Here Sµνs is the spin part of the Lorentz generators
Jµνs = x
µ
sp
ν
s − xνspµs + Sµνs
Sµνs = b
µ
rˇ (τ)
∫
d3σσrˇρν(τ, ~σ)− bνrˇ(τ)
∫
d3σσrˇρµ(τ, ~σ). (56)
As shown in Ref. [30] (see also the Appendix of Ref. [31]), instead of finding φλ(τ), Tλ(τ),
one can use the redundant variables bµ
Aˇ
(τ), Sµνs (τ), with the following Dirac brackets assuring
the validity of the orthonormality condition ηµν−bµ
Aˇ
ηAˇbˇbν
Bˇ
= 0 [Cµναβγδ = η
ν
γη
α
δ η
µβ+ηµγ η
β
δ η
να−
ηνγη
β
δ η
µα − ηµγηαδ ηνβ are the structure constants of the Lorentz group]
{Sµνs , bρAˇ}∗ = ηρνbµAˇ − ηρµbνAˇ
{Sµνs , Sαβs }∗ = Cµναβγδ Sγδs , (57)
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so that while H˜µ(τ) ≈ 0 has zero Dirac bracket with itself and with H˜µν(τ) ≈ 0 these last
six constraints have the Dirac brackets
{H˜µν(τ), H˜αβ(τ)}∗ = Cµναβγδ H˜γδ(τ) ≈ 0. (58)
Let us now restrict ourselves to configurations with p2s > 0 and let us boost at rest with
the Wigner boost Lµν(
◦
ps, ps) the variables b
µ
Aˇ
, Sµνs of the non-Darboux basis
xµs , p
µ
s , b
µ
Aˇ
, Sµνs , η
rˇ
i , κ
rˇ
i
of the Dirac brackets {., .}∗ [in Refs. [6] this step is missing; the final results in those papers
are not changed, but the reduction associated with the following Eqs.(62) is not sufficient
to get them as erroneously stated in Refs. [6]]. The following new non-Darboux basis is
obtained (x˜µs is no more a fourvector)
x˜µs = x
µ
s +
1
2
ǫAν (u(ps))ηAB
∂ǫBρ (u(ps))
∂psµ
Sνρs =
= xµs −
1
η
√
p2s(p
o
s + η
√
p2s)
[psνS
νµ
s + η
√
p2s(S
oµ
s − Soνs
psνp
µ
s
p2s
)] =
= xµs −
1
ηs
√
p2s
[ηµA(S¯
o¯A
s −
S¯Ars p
r
s
pos + ηs
√
p2s
) +
pµs + 2ηs
√
p2sη
µo
ηs
√
p2s(p
o
s + ηs
√
p2s)
S¯ o¯rs p
r
s]
pµs = p
µ
s
ηrˇi = η
rˇ
i
κrˇi = κ
rˇ
i
bArˇ = ǫ
A
µ (u(ps))b
µ
rˇ
S˜µνs = S
µν
s −
1
2
ǫAρ (u(ps))ηAB(
∂ǫBσ (u(ps))
∂psµ
pνs −
∂ǫBσ (u(ps))
∂psν
pµs )S
ρσ
s =
= Sµνs +
1
η
√
p2s(p
o
s + η
√
p2s)
[psβ(S
βµ
s p
ν
s − Sβνs pµs ) + η
√
p2s(S
oµ
s p
ν
s − Soνs pµs )]
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Jµνs = x˜
µ
s p
ν
s − x˜νspµs + S˜µνs , (59)
We have [cf. Eq.(A7)]
{x˜µs , pνs}∗ = 0
{S˜ois , brAˇ}∗ =
δis(prsb
s
Aˇ
− pssbrAˇ)
pos + ηs
√
p2s
{S˜ijs , brAˇ}∗ = (δirδjs − δisδjr)bsAˇ
{S˜µνs , S˜αβs }∗ = Cµναβγδ S˜γδs , (60)
and we can define
S¯ABs = ǫ
A
µ (u(ps))ǫ
B
ν (u(ps))S
µν
s ≈ [bArˇ (τ)bBτ − bBrˇ (τ)bAτ ]
N∑
i=1
ηrˇi (τ)ηi
√
m2i + ~κ
2
i (τ) +
+ [bArˇ (τ)b
B
sˇ (τ)− bBrˇ (τ)bAsˇ (τ)]
N∑
i=1
ηrˇi (τ)κ
sˇ
i (τ). (61)
Let us now add six more gauge-fixings by selecting the special family of spacelike hy-
perplanes orthogonal to pµs (this is possible for p
2
s > 0), which can be called the ‘Wigner
foliation’ of Minkowski spacetime. This can be done by requiring (only six conditions are
independent)
T µ
Aˇ
(τ) = bµ
Aˇ
(τ)− ǫµ
A=Aˇ
(u(ps)) ≈ 0
⇒ bA
Aˇ
(τ) = ǫAµ (u(ps))b
µ
Aˇ
(τ) ≈ ηA
Aˇ
. (62)
Now the tetrad bµ
Aˇ
has become ǫµA(u(ps)) and the indices ‘rˇ’ are forced to coincide with
the Wigner spin-1 indices ‘r’, while o¯ = τ is a Lorentz-scalar index. One has
S¯ABs ≈ (ηArˇ ηBτ − ηBrˇ ηAτ )
N∑
i=1
ηrˇi (τ)ηi
√
m2i + ~κ
2
i (τ) +
+ (ηArˇ η
B
sˇ − ηBrˇ ηAsˇ )
N∑
i=1
ηrˇi (τ)κ
sˇ
i (τ)
S¯rss ≈
N∑
i=1
(ηri κ
s
i − ηsi κri )
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S¯ o¯rs ≈ −S¯ro¯s = −
N∑
i=1
ηri ηi
√
m2i + ~κ
2
i
J ijs ≈ x˜ispjs − x˜jspis + δirδjsS¯rss
Jois ≈ x˜opis − x˜ispos −
δirS¯rss p
s
s
pos + ηs
√
p2s
. (63)
The time constancy of T µ
Aˇ
≈ 0 with respect to the Dirac Hamiltonian of Eq.(54) gives
d
dτ
[bµrˇ (τ)− ǫµr (u(ps))] = {bµrˇ (τ)− ǫµr (u(ps)), HD}∗ =
=
1
2
λ˜αβ(τ){bµrˇ (τ), Ssαβ(τ)}∗ = λ˜µα(τ)brˇα(τ) ≈ 0
⇒ λ˜µν(τ) ≈ 0, (64)
so that the independent gauge-fixings contained in Eqs.(62) and the constraints H˜µν(τ) ≈ 0
form six pairs of second class constraints.
Besides Eqs.(49), now we have [remember that x˙µs (τ) = −λ˜µ(τ)]
lµ = bµτ = u
µ(ps)
zµτ (τ) = x˙
µ
s (τ) =
√
g(τ)uµ(ps)− x˙sν(τ)ǫµr (u(ps))ǫνr(u(ps))
g(τ) = [x˙sµ(τ)u
µ(ps))]
2
gττ = x˙
2
s, g
ττ =
1
g
, gτ rˇ =
1
g
x˙sµδ
rˇsǫµs (u(ps))
gτ rˇ = x˙sµδrˇsǫ
µ
s (u(ps)), g
rˇsˇ = −δrˇsˇ + δ
rˇuδsˇv
g(τ)
x˙sµǫ
µ
u(u(ps))x˙sνǫ
ν
v(u(ps)). (65)
On the hyperplane ΣW (τ) all the degrees of freedom z
µ(τ, ~σ) are reduced to the four
degrees of freedom x˜µs (τ), which replace x
µ
s . The Dirac Hamiltonian is nowHD = λ˜
µ(τ)H˜µ(τ)
with
H˜µ(τ) = pµs − uµ(ps)
N∑
i=1
ηi
√
m2i + ~κ
2
i (τ)− ǫµr (u(ps))
N∑
i=1
κri (τ) ≈ 0. (66)
To find the new Dirac brackets, one needs to evaluate the matrix of the old Dirac brackets
of the second class constraints (without extracting the independent ones)
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C =


{H˜αβ, H˜γδ}∗ ≈ 0 {H˜αβ, T σ
Bˇ
}∗ =
= δBˇB[η
σβǫαB(u(ps))− ησαǫβB(u(ps))]
{T ρ
Aˇ
, H˜γδ}∗ = {T ρ
Aˇ
, T σ
Bˇ
}∗ = 0
= δAˇA[η
ργǫδA(u(ps))− ηρδǫγA(u(ps))] .


(67)
Since the constraints are redundant, this matrix has the following left and right null
eigenvectors:

 aαβ = aβα
0

 [aαβ arbitrary],

 0
ǫBσ (u(ps))

. Therefore, according to Ref.
[33], one has to find a left and right quasi-inverse C¯, C¯C = CC¯ = D, such that C¯ and D
have the same left and right null eigenvectors. One finds
C¯ =

 0γδµν
1
4
[ηγτ ǫ
D
δ (u(ps))− ηδτ ǫDγ (u(ps))]
1
4
[ησνǫ
B
µ (u(ps))− ησµǫBν (u(ps))] 0BDστ


C¯C = CC¯ = D =


1
2
(ηαµη
β
ν − ηαν ηβµ) 0αβDτ
0ρAµν
1
2
(ηρτη
D
A − ǫDρ(u(ps))ǫAτ (u(ps))

 (68)
and the new Dirac brackets are
{A,B}∗∗ = {A,B}∗ − 1
4
[{A, H˜γδ}∗[ηγτ ǫDδ (u(ps))− ηδτ ǫDγ (u(ps))]{T τD, B}∗ +
+ {A, T σB}∗[ησνǫBµ (u(ps))− ησµǫBν (u(ps))]{H˜µν , B}∗]. (69)
While the check of {H˜αβ, B}∗∗ = 0 is immediate, we must use the relation bAˇµT µDǫDρ = −T ρAˇ
[at this level we have T µ
Aˇ
= T µA] to check {T ρA, B}∗∗ = 0.
Then, we find the following brackets for the remaining variables x˜µs , p
µ
s , η
r
i , κ
r
i
{x˜µs , pνs}∗∗ = −ηµν
{ηri , κsj}∗∗ = δijδrs, (70)
and the following form of the Poincare´ generators
pµs
Jµνs = x˜
µ
sp
ν
s − x˜νspµs + S˜µνs
S˜ois = −
δirS¯rss p
s
s
pos + ηs
√
p2s
S˜ijs = δ
irδjsS¯rss . (71)
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Therefore, x˜µs is not a fourvector and ~ηi, ~κi transform as Wigner spin-1 3-vectors.
Let us come back to the four first class constraints H˜µ(τ) ≈ 0, {H˜µ, H˜ν}∗∗ = 0, of
Eq.(66). They can be rewritten in the following form
H(τ) = uµ(ps)H˜µ(τ) = ηs
√
p2s −
N∑
i=1
ηi
√
m2i + ~κ
2
i (τ) = ǫs −
N∑
i=1
ηi
√
m2i + ~κ
2
i (τ) ≈ 0
~Hp(τ) = ~κ+ =
N∑
i=1
~κi(τ) ≈ 0. (72)
The first one gives the mass spectrum of the isolated system, while the other three say
that the total 3-momentum of the N particles on the hyperplane ΣW (τ) vanishes. The
Dirac Hamiltonian is now HD = λ(τ)H(τ) − ~λ(τ) · ~Hp(τ) and we have ˙˜xµs = {x˜µs , HD}∗∗ =
−λ(τ)uµ(ps). Therefore, while the old xµs had a velocity x˙µs not parallel to the normal
lµ = uµ(ps) to the hyperplane as shown by Eqs.(65), the new x˜
µ
s has ˙˜x
µ
s‖lµ and no classical
zitterbewegung. Moreover, we have that Ts = l · x˜s = l · xs is the Lorentz-invariant rest
frame time.
Let us do the following canonical transformation [with the γˆai of Eqs.(6), (7)]
x˜µs p
µ
s
~ηi ~κi
−→
Ts
~zs ~ks
ǫs
~ρ
′
a ~π
′
a
~η+ ~κ+
(73)
Ts =
ps · x˜s
ηs
√
p2s
=
ps · xs
ηs
√
p2s
ǫs = ηs
√
p2s
~zs = ηs
√
p2s(~˜xs −
~ps
pos
x˜os)
~ks =
~ps
ηs
√
p2s
~η+ =
1
N
N∑
i=1
~ηi
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~κ+ =
N∑
i=1
~κi
~ρ
′
a =
√
N
N∑
i=1
γˆai~ηi
~π
′
a =
1√
N
N∑
i=1
γˆai~κi, (74)
whose inverse is
x˜os =
√
1 + ~k2s(Ts +
~ks · ~zs
ǫs
)
~˜xs =
~zs
ǫs
+ (Ts +
~ks · ~zs
ǫs
)~ks
pos = ǫs
√
1 + ~k2s
~ps = ǫs~ks
~ηi = ~η+ +
1√
N
N−1∑
a=1
γˆai~ρ
′
a
~κi =
1
N
~κ+ +
√
N
N−1∑
a=1
γˆai~π
′
a. (75)
By using the constraints ~κ+ ≈ 0, we get
~κ2i ≈ N(
N−1∑
a=1
γˆai~π
′
a)
2
S¯rss ≈
N−1∑
a=1
(ρ
′r
a π
′s
a − ρ
′s
a π
′r
a )
S¯ o¯rs ≈ −ηr+
N∑
i=1
ηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a)
2
− 1√
N
N−1∑
a=1
ρ
′r
a
N∑
i=1
γˆaiηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a)
2
. (76)
Note that we have N+1 3-vectors ~zs, ~η+, ~ρ
′
a for the N particles, but that the constraints
~κ+ ≈ 0 imply that the ~η+’s are gauge variables. We can decouple these 3 canonical pairs
from the others: the simplest way is to add the gauge-fixings ~η+ ≈ 0 [let us remark that
zµ(τ,~0) = xµs (τ), i.e. this is the origin of the coordinate system on the hyperplane from
the point of view of Minkowski spacetime]; so we remain with the correct number of N-1
relative variables ~ρ
′
a, ~π
′
a plus the center-of-mass ones x˜
µ
s , p
µ
s and with [compare with S¯
o¯r =
−∑N−1a=1 ρraǫRa at TRa = 0, eq.(15)]
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S¯ o¯rs = −
1√
N
N−1∑
a=1
ρ
′r
a
N∑
i=1
γˆaiηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a)
2
= −
N−1∑
a=1
ρ
′r
a ǫRa, (77)
where we anticipated a result of next Section.
In this way we obtain the rest-frame instant form Ts = const. of the reduced problem
for the N-body system with the center-of-mass motion separated out. This constant motion
is taken into account by the observer which looks at the hyperplane ΣW (τ). The evolution
in Ts of the reduced system is governed by the remaining constraint
Hˆ(τ) = ǫs −
N∑
i=1
ηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a)
2
= ǫs −H(Ts)R ≈ 0. (78)
If we would add the gauge-fixing Ts − τ ≈ 0 and would go to Dirac brackets, we would
obtain a Hamilton-Jacobi description in terms of Jacobi data. If we want to reintroduce
an evolution for the relative variables, the natural time parameter is Ts and the associated
Hamiltonian is ǫs ≡ H(Ts)R ; the Jacobi data would then become the Cauchy data for this evo-
lution. In the nonrelativistic limit H
(Ts)
R would go (modulo mic
2 terms) in the Hamiltonian
HR of the reduced [N-1 relative variables] problem: H =
~p2
2
∑N
i=1
mi
+HR would be the total
Newtonian Hamiltonian.
The vectors ~zs, ~ks describe the frame-dependent position of the canonical center of mass;
in the rest frame,
◦
p µ
s = ǫs(1;~0),
◦
~zs defines a point in the hyperplane ΣW (τ) orthogonal
to
◦
p µ
s , which can be used to build the covariant noncanonical Fokker center of inertia.
Therefore, the worldtube defined by the frame-dependent canonical center-of-mass positions
~ζs = ~zs/ηs
√
p2s arises naturally also in this 1-time descritpion (the rest-frame instant form
Ts = const.). Let us note that, while ǫs = ηs
√
p2s is determined by the invariant mass of
the physical system on the hypersurface [see Eq.(78)], ~ks describes the orientation of the
hyperplane with normal lµ = uµ(ps) embedded in Minkowski spacetime with respect to an
arbitrary observer: ~ks is the collective velocity of the physical system as seen from outside
the hyperplane and not the three-momentum, determined by the energy-momentum tensor,
on the hypersurface, which is the vanishing ~κ+ = 0, since the hyperplane corresponds to the
rest frame.
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For generic masses mi, Eq.(78) describes all the 2
N branches of the mass spectrum by
considering all the possible combinations of ηi = sign p
o
i = ±, i.e. the solutions in ǫ of χ ≈ 0
of Eq.(26) when ǫˆRa ≈ 0. In the 1-time theory there is a different action (38) associated
with each branch of the mass spectrum of the N-time theory.
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IV. THE CONNECTION BETWEEN THE 1- AND N-TIME DESCRIPTIONS
We have arrived at two descriptions of N scalar free particles: i) the 1-time theory
with variables x˜µs , p
µ
s , ~ρ
′
a, ~π
′
a, ~η+, ~κ+ and with the first class constraints (72), i.e. ~κ+ ≈ 0
and Hˆ = ǫs − ∑Ni=1 ηi
√
m2i +N(
∑N−1
a=1 γˆai~π
′
a)
2 ≈ 0; ii) the N-time theory with variables
ˆ˜x
µ
, pµ, ~ˆρa, ~πa, TˆRa and with the first class constraints ǫˆRa ≈ 0 plus a mass-spectrum constraint
χ ≈ 0, Eq.(26). The last line of Eqs.(21), giving the original constraints φi ≈ 0, shows that
it is the mass-spectrum constraint χ ≈ 0 that governs the dynamics in both descriptions,
since Hˆ ≈ 0 identifies one of the 2N branches of χ ≈ 0.
To compare the two descriptions, we have to identify two isomorphic phase spaces: i) in
the 1-time theory, we add the gauge-fixings ~η+ ≈ 0 [natural from the comparison of Eqs.(15)
and (77)], so that the first phase space is spanned by x˜µs , p
µ
s , ~ρ
′
a, ~π
′
a, with the constraint Hˆ ≈ 0;
ii) in the N-time theory we add the gauge-fixings TRa ≈ 0 implying Eqs.(33) [so that the
final variables of the second phase space are ˆ˜x
µ
, pµ, ~ˆρa, ~πa], and we choose among the 2
N
branches of the mass spectrum the one corresponding to the given choice of the signs ηi of
the 1-time theory.
Since we do not know the expression of the original variables xµi , p
µ
i in terms of the
variables of Eqs.(31), to find the relation among the variables of the two phase spaces we
have initially to go back to Eqs.(9)
xµi = x
µ +
1√
N
N−1∑
a=1
γˆaiR
µ
a = x
µ +
1√
N
N−1∑
a=1
γˆaiǫ
µ
A(u(p))ǫ
A
ν (u(p))R
ν
a =
= xµ +
1√
N
N−1∑
a=1
γˆai(
pµ
ǫ
TRa + ǫ
µ
r (u(p))ρ
r
a)→
→TRa=ǫˆRa=0xµ|TRa=ǫˆRa=0 +
1√
N
ǫµr (u(p))
N−1∑
a=1
γˆaiρ
r
a
pµi =
1
N
pµ +
√
N
N−1∑
a=1
γˆaiQ
µ
a =
= (
ǫ
N
+
√
N
N−1∑
a=1
γˆaiǫRa)u
µ(p) +
√
Nǫµr (u(p))
N−1∑
a=1
γˆaiπ
r
a →
→TRa=ǫˆRa=0? (79)
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On the other hand, Eqs.(39), (62) and (66) imply the following identification with the
variables on the hyperplane orthogonal to pµs
xµi |TRa=ǫˆRa=0 = zµ(τ, ~ηi(τ)) ≈ xµs + ǫµrˇ (u(ps))ηrˇi (τ) ≈ |~η+=0
≈ x˜µs −
1
2
ǫAν (u(ps))ηAB
∂ǫBρ (u(ps))
∂psµ
Sνρs +
1√
N
ǫµr (u(ps))
N−1∑
a=1
γˆaiρ
′r
a =
= x˜µs +
1
η
√
p2s(p
o
s + η
√
p2s)
[psνS
νµ
s + η
√
p2s(S
oµ
s − Soνs
psνp
sµ
p2s
)] +
+
1√
N
ǫµr (u(ps))
N−1∑
a=1
γˆaiρ
′r
a =
= x˜µs +
1
ηs
√
p2s
[ηµA(S¯
o¯A
s −
S¯Ars p
r
s
pos + ηs
√
p2s
) +
pµs + 2ηs
√
p2sη
µo
ηs
√
p2s(p
o
s + ηs
√
p2s)
S¯ o¯rs p
r
s] +
+
1√
N
ǫµr (u(ps))
N−1∑
a=1
γˆaiρ
′r
a
pµi |TRa=ǫˆRa=0 = ηi
√
m2i + ~κ
2
i (τ)u
µ(ps) + ǫ
µ
rˇ (u(ps))κ
rˇ
i (τ) =
= ηi
√
m2i + ~κ
2
i (τ)u
µ(ps) + ǫ
µ
rˇ (u(ps))[
1
N
κrˇ+ +
√
N
N−1∑
a=1
γˆaiπ
′rˇ
a ] ≈ |~κ+=0
≈ ηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a(τ))
2
uµ(ps) +
√
Nǫµr (u(ps))
N−1∑
a=1
γˆaiπ
′r
a . (80)
We see that pµi |TRa=ǫˆRa=0 satisfies automatically p2i = m2i and that
pµ =
N∑
i=1
pµi ≈ |TRa=ǫˆRa=0
N∑
i=1
ηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a(τ))
2
pµs
ǫs
+ ǫµr (u(ps))κ
r
+ ≈ pµs (81)
if we have
ǫ ≈ ǫs ≈
N∑
i=1
ηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a(τ))
2
, (82)
by using Eqs.(59). Moreover, we have
Qµa |TRa=ǫˆRa=0 =
1√
N
N∑
i=1
γˆaip
µ
i |TRa=ǫˆRa=0 =
=
1√
N
N∑
i=1
γˆaiηi
√
m2i + ~κ
2
iu
µ(ps) + ǫ
µ
r (u(ps))κ
r
+ ≈
≈ 1√
N
N∑
i=1
γˆaiηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a(τ))
2
uµ(p), (83)
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so that for TˆRa = ǫˆRa = ~κ+ = 0 we find
ǫRa|TRa=ǫˆRa=0 ≈
1√
N
N∑
i=1
γˆaiηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a(τ))
2
. (84)
Equation (84), with Eq.(8), implies that the second one of Eqs. (79) becomes the second
one of Eq.(80) with ~π
′
a = ~πa. Equation (84) gives all the looked for solutions of Eq.(26)
[or of Eqs.(37)] for TˆRa = ǫˆRa = 0 according to which branch of ǫ ≈ ǫs has been chosen in
Eq.(82), as can be explicitly checked.
Moreover, for each branch the mass spectrum, given by Eq.(82) for a given choice of the
signs ηi, we have the following solution of Eqs.(37) without the restriction TˆRa = ǫˆRa = 0
[remember that ~πa = ~ˆπa = ~π
′
a]
ǫRa =
1√
N
N∑
i=1
γˆaiηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a(τ))
2
+
2ǫ√
N
N−1∑
b=1
γˆbiǫˆRb (85)
if Eq.(82) is rewritten in the weakly equivalent form
ǫ ≈ ǫs ≈
N∑
i=1
ηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a(τ))
2
+
2ǫ√
N
N−1∑
b=1
γˆbiǫˆRb. (86)
On the branch defined by Eq.(86), Eqs.(85) imply the following form for pµi of Eqs.(20)
poi ≈
1
ǫ
[poηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a(τ))
2
+
2ǫ√
N
N−1∑
b=1
γˆbiǫˆRb +
√
N
N−1∑
a=1
γˆai~p · ~πa]
~pi ≈
√
N [
N−1∑
a=1
γˆai~πa +
~p
ǫ
(
∑N−1
a=1 γˆai~p · ~πa
po + ǫ
+
+
1√
N
ηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a(τ))
2
+
2ǫ√
N
N−1∑
b=1
γˆbiǫˆRb], (87)
and Eqs.(26) give
φi ≈ 2ǫ√
N
N−1∑
a=1
γˆaiǫˆRa ≈ 0, (88)
consistently with χ ≈ 0 due to Eq.(86). Therefore, one has [∏ηi means a product over all
the 2N choices of the signs ηi]
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χ = ǫ2 −N [
N∑
i=1
m2i −N
N−1∑
a=1
(ǫ2Ra − ~π2a)] =
= [ǫ]−2
N−1 ∏
ηi
[ǫ−
N∑
i=1
ηi
√√√√√m2i +N(
N−1∑
a=1
γˆai~π
′
a(τ))
2
+
2ǫ√
N
N−1∑
b=1
γˆbiǫˆRb] ≈ 0. (89)
Even with Equations (85), (86), we cannot get the explicit inverse canonical transfor-
mation giving xµi , p
µ
i of Eqs.(20) in terms of ˆ˜x
µ
, pµ, TˆRa, ǫˆRa, ~ˆρa, ~ˆπa = ~πa of Eqs.(31) inde-
pendently from the choice of the branch of the mass spectrum, since Eqs.(85) are a branch-
dependent solution of Eqs.(37).
While Equations (87) give the answer for the second half of Eqs.(79), the discussion of
the first half is more involved.
By using Eqs.(31), (33), (28), (15) evaluated at TˆRa = ǫˆRa = 0, we get
ˆ˜x
µ ≈ xˆµ + η
µ
s
ˆ¯S
sr
pr
ǫ(po + ǫ)
≈ xˆµ + η
µ
s S¯
srpr
ǫ(po + ǫ)
xˆµ ≈ xµ + 1
ǫ
ǫµr (u(p))
N−1∑
a=1
ρraǫRa = x
µ − 1
ǫ
ǫµr (u(p))S¯
o¯r
⇒ ˆ˜xµ ≈ xµ − 1
ǫ
ǫµr (u(p))S¯
o¯r +
ηµs S¯
srpr
ǫ(po + ǫ)
, (90)
so that Eqs.(79) and (80) imply at TˆRa = ǫˆRa = 0
xµi ≈ xµ +
1√
N
ǫµr (u(p))
N−1∑
a=1
γˆaiρ
r
a ≈
≈ ˆ˜xµ + 1
ǫ
ǫµr (u(p))S¯
o¯r − η
µ
s S¯
srpr
ǫ(po + ǫ)
+
1√
N
ǫµr (u(p))
N−1∑
a=1
γˆaiρ
r
a ≈
≈ x˜s + 1
ǫ
[ηµA(S¯
o¯A
s −
S¯Ars p
r
s
pos + ǫ
) +
pµs + 2ǫη
µo
ǫ(pos + ǫ)
S¯ o¯rs p
r
s] +
1√
N
ǫµr (u(p))
N−1∑
a=1
γˆaiρ
′r
a .
(91)
By comparing the two expressions for µ = 0 and for µ = k, we find
x˜µs ≈ ˆ˜x
µ
~ρ
′
a = ~ρa (92)
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due to Eqs.(76) and (77) [for ~ρ
′
a = ~ρa we have S¯
o¯r
s = S¯
o¯r and S¯rss = S¯
rs], consistently with
the identification of the two reduced phase spaces, whose final variables can be chosen as
x˜µs , p
µ, ~ρa, ~πa.
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V. THE MASS SPECTRUM AND THE INTRODUCTION OF INTERACTIONS
In the 1-time theory, by varying ηi = sign p
o
i in Eq.(78) we obtain the 2
N branches of the
mass spectrum of N free scalar particles in the rest-frame instant form, when p2 > 0 and the
masses mi’s are generic, so that degeneracies are avoided. For each of these branches there
is a well defined Lagrangian, which gives rise to the constraints of Eqs.(55) on arbitrary
spacelike hyperplanes: only the configurations with p2 > 0 can be reduced to the rest-
frame instant form. Being in classical relativistic mechanics, we must take into account also
negative masses and energies.
To see which other configurations may be allowed, we have to revert to a study of the
N-time theory with its first class constraints φi = p
2
i −m2i ≈ 0.
Let us consider in detail the case N=2; when p2 > 0 and ηi = +, i=1,2, we are considering,
in absence of interactions, the special configuration of the kinematics of forward s-channel
eleastic scattering, in which we have s = (p1 + p2)
2 = p2 = ǫ2, t=0, u = (p1 − p2)2 = 4Q2 as
special values of the Mandelstam variables [see Ref. [32]], so that, given the following two
combinations of the φi’s [see Appendix B]
χ+ = 2(φ1 + φ2) = p
2 + 4Q2 − 2(m21 +m22) ≈ 0
χ− =
1
2
(φ1 − φ2) = p ·Q− 1
2
(m21 −m22) ≈ 0, (93)
we find that χ+ ≈ 0 is equivalent to the fundamental relation s+ t+ u = 2(m21 +m22).
Let us discuss the various possibilities of choice of the value of the masses.
1) m1 6= m2 (m1 > m2 ≥ 0). In this case, the first class constraints (93) define a
constraint submanifold γ¯ (coisotropically embedded in phase space [4]), which is the disjoint
union of three strata with p2 > 0 (the main stratum dense in γ¯), p2 = 0 and p2 < 0
respectively [the stratum with pµ = 0 is excluded by χ− ≈ 0].
1a) Stratum with p2 > 0. According to Appendix B, one has [Qˆ2 ≈ Q2⊥ = −~π2 < 0;
Q2 ≈ Qˆ2 + m21−m22
4p2
]
χ− = p · Qˆ ≈ 0
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χ+ = p
2 + 4Q2⊥ + 4
(p ·Q)2
p2
− 2(m21 +m22) ≈ p2 + 4Qˆ2 +
m21 −m22
p2
− 2(m21 +m22) =
=
1
p2
(p2 −M2+)(p2 −M2−) ≈ 0. (94)
with M± given in Eqs.(B4).
There are four branches for ǫ = η
√
p2 in terms of ~π2 = −Q2⊥ ≈ −Qˆ2
ǫ ≈ ±(
√
m21 + ~π
2 +
√
m22 + ~π
2), η1 = η2
ǫ ≈ ±| (
√
m21 + ~π
2 −
√
m22 + ~π
2, | η1 = −η2 (95)
For ~π2 → 0 [corresponding to Qˆµ = 0 (pµ1 // pµ2); Qˆ2 = 0 is excluded by χ− ≈ 0] we have the
(s-channel) thresholds ǫ ≈ ±(m1+m2) and (u-channel) pseudo-thresholds ǫ ≈ ±|m1−m2 |.
1b) Stratum with p2 = 0. It exists for η1 = −η2: for pµi timelike, i=1,2, we have
0 = (p1+p2)
2 = (η1| po1|+η2| po2|)2−(~p1 + ~p2)2 ≈ (η1
√
m21 + ~p
2
1 + η2
√
m22 + ~p
2
2)
2−(~p1 + ~p2)2 =
m21 +m
2
2 + 2η1η2
√
m21 + ~p
2
1
√
m22 + ~p
2
2 − 2~p1 · ~p2 ⇒ ~p2=0 − 2η1η2m2
√
m21 + ~p
2
1 = m
2
1 +m
2
2 ⇒
η1η2 = −.
Now the constraint χ+ ≈ 0 implies Q2 ≈ 12(m21 +m22) > 0 and two branches
Qo ≈ ±
√
1
2
(m21 +m
2
2) + ~Q
2 (96)
of excitations of relative energy with total energy given by
po ≈ 1
Qo
[
1
2
(m21 −m22) + ~p · ~Q]. (97)
1c) Stratum with p2 < 0. It exists for η1 = −η2; the constraint χ+ ≈ 0 implies Q2 ≈
1
4
[2(m21+m
2
2)−p2] > 0. In terms of Q2⊥ = Q2− (p·Q)
2
p2
≈ Q2− (m21−m22)2
4p2
, we have two tachionic
branches
p2 ≈ −(
√
Q2⊥ −m21 ±
√
Q2⊥ −m22)
2
(98)
2) m1 = m2 = m > 0. We have
χ+ = p
2 + 4Q2 − 4m2 ≈ 0
χ− = p ·Q ≈ 0, (99)
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and there are three strata with p2 > 0, pµ = 0, p2 < 0 respectively [p2 = 0 is excluded by
Q2 ≈ m2 > 0 and p ·Q ≈ 0].
2a) Stratum with p2 > 0. We have Q2 ≈ Q2⊥ = −~π2 < 0 and there are two branches
ǫ ≈ ±2√m2 + ~π2, [ǫ ≈ ±2mfor pµ1 = pµ2 , i.e. Qµ = 0], (100)
which are the limit for m1−m2 → 0 of the two branches with η1 = η2 of the p2 > 0 stratum
with m1 6= m2.
2b) Stratum with pµ = 0 [pµ1 = −pµ2 ⇒ η1 = −η2]. Since we have the constraint
χ+ = 4(Q
2 −m2) ≈ 0, there are two branches
Qo ≈ ±
√
m2 + ~Q2 (101)
of excitations of relative energy: they correspond to two degenerate ǫ = 0 levels obtained
from the limit m1 −m2 → 0 with η1 = −η2 of the p2 > 0 stratum with m1 6= m2 [see Ref.
[34] for the spin 1/2 case].
2c) Stratum with p2 < 0. It exists for η1 = −η2 [p2 < 0 is equivalent for ~p2 = 0 to
2m(m+ η1η2
√
m2 + ~p21) < 0], and we have Q
2 − 1
4
p2 > 0, so that there is a tachionic branch
p2 ≈ −4(Q2 −m2) ≈ −4(Q2⊥ −m2). (102)
3) m1 = m2 = 0. The constraints p
2
1 ≈ 0, p22 ≈ 0 give
χ+ = p
2 + 4Q2 ≈ 0
χ− = p ·Q ≈ 0, (103)
so that there are three strata with p2 > 0, p2 = 0, pµ = 0, respectively [p2 < 0 is excluded,
because it would imply p2 = (η1| ~p1|+ η2| ~p2|)2 − (~p1 + ~p2)2 = 2| ~p1|| ~p2|(η1η2 − cos θ12) < 0].
3a) Stratum with p2 > 0. It has Q2 ≈ Q2⊥ = −~π2 < 0 and there are two branches (with
η1 = η2)
ǫ ≈ ±2
√
~π2 (104)
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tangent at ~π2 = 0 (Qµ = 0).
3b) Stratum with p2 = 0. It implies 2| ~p1|| ~p2|(η1η2−cos θ12) = 0, i.e. ~p1//~p2 with η1 = η2
for θ12 = 0 and with η1 = −η2 for θ12 = π. We have Q2 ≈ 0, namely two branches
Qo ≈ ±
√
~Q2 (105)
of excitations of relative energy with total energy
po ≈ ~p ·
~Q
Qo
≈ ±~p ·
~Q√
~Q2
. (106)
3c) Stratum with pµ = 0 [pµ1 = −pµ2 , η1 = −η2]. It has Q2 ≈ 0: there are two branches
of excitations of relative energy
Qo ≈ ±
√
~Q2. (107)
For N > 2 the discussion is more involved, since there are many degenerate cases with
complicated discussions of the allowed Poincare´ orbits.
For N=3, p2 > 0 and m1, m2, m3 generic, there are 8 branches
ǫ ≈ ±[+
√
m21 + 3(γˆ11~π1 + γˆ21~π2)
2 +
√
m22 + 3(γˆ12~π1 + γˆ22~π2)
2 +
+
√
m23 + 3(γˆ13~π1 + γˆ23~π2)
2]
ǫ ≈ ±| +
√
m21 + 3(γˆ11~π1 + γˆ21~π2)
2 +
√
m22 + 3(γˆ12~π1 + γˆ22~π2)
2 −
−
√
m23 + 3(γˆ13~π1 + γˆ23~π2)
2 |
ǫ ≈ ±| −
√
m21 + 3(γˆ11~π1 + γˆ21~π2)
2 +
√
m22 + 3(γˆ12~π1 + γˆ22~π2)
2 +
+
√
m23 + 3(γˆ13~π1 + γˆ23~π2)
2 |
ǫ ≈ ±| +
√
m21 + 3(γˆ11~π1 + γˆ21~π2)
2 −
√
m22 + 3(γˆ12~π1 + γˆ22~π2)
2 +
+
√
m23 + 3(γˆ13~π1 + γˆ23~π2)
2 |. (108)
In the limit m1 = m2 = m3 = m, the first two branches start from ǫ ≈ ±3m, while the other
three positive (negative) branches are tangent at ǫ ≈ m (ǫ ≈ −m).
This pattern is valid for all N=2k+1.
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For N=4, p2 > 0 and m1, m2, m3, m4 generic, there are 16 branches
ǫ ≈ ±[+
√
m21 + 4(γˆ11~π1 + γˆ21~π2 + γˆ31~π3)
2 +
√
m22 + 4(γˆ12~π1 + γˆ22~π2 + γˆ32~π3)
2 +
+
√
m23 + 4(γˆ13~π1 + γˆ23~π2 + γˆ33~π3)
2 +
√
m24 + 4(γˆ14~π1 + γˆ24~π2 + γˆ34~π3)
2]
ǫ ≈ ±| +
√
m21 + 4(γˆ11~π1 + γˆ21~π2 + γˆ31~π3)
2 +
√
m22 + 4(γˆ12~π1 + γˆ22~π2 + γˆ32~π3)
2 +
+
√
m23 + 4(γˆ13~π1 + γˆ23~π2 + γˆ33~π3)
2 −
√
m24 + 4(γˆ14~π1 + γˆ24~π2 + γˆ34~π3)
2 |
ǫ ≈ ±| −
√
m21 + 4(γˆ11~π1 + γˆ21~π2 + γˆ31~π3)
2 +
√
m22 + 4(γˆ12~π1 + γˆ22~π2 + γˆ32~π3)
2 +
+
√
m23 + 4(γˆ13~π1 + γˆ23~π2 + γˆ33~π3)
2 +
√
m24 + 4(γˆ14~π1 + γˆ24~π2 + γˆ34~π3)
2 |
ǫ ≈ ±| +
√
m21 + 4(γˆ11~π1 + γˆ21~π2 + γˆ31~π3)
2 −
√
m22 + 4(γˆ12~π1 + γˆ22~π2 + γˆ32~π3)
2 +
+
√
m23 + 4(γˆ13~π1 + γˆ23~π2 + γˆ33~π3)
2 +
√
m24 + 4(γˆ14~π1 + γˆ24~π2 + γˆ34~π3)
2 |
ǫ ≈ ±| +
√
m21 + 4(γˆ11~π1 + γˆ21~π2 + γˆ31~π3)
2 +
√
m22 + 4(γˆ12~π1 + γˆ22~π2 + γˆ32~π3)
2 −
−
√
m23 + 4(γˆ13~π1 + γˆ23~π2 + γˆ33~π3)
2 +
√
m24 + 4(γˆ14~π1 + γˆ24~π2 + γˆ34~π3)
2 |
ǫ ≈ ±| +
√
m21 + 4(γˆ11~π1 + γˆ21~π2 + γˆ31~π3)
2 +
√
m22 + 4(γˆ12~π1 + γˆ22~π2 + γˆ32~π3)
2 −
−
√
m23 + 4(γˆ13~π1 + γˆ23~π2 + γˆ33~π3)
2 −
√
m24 + 4(γˆ14~π1 + γˆ24~π2 + γˆ34~π3)
2 |
ǫ ≈ ±| −
√
m21 + 4(γˆ11~π1 + γˆ21~π2 + γˆ31~π3)
2 +
√
m22 + 4(γˆ12~π1 + γˆ22~π2 + γˆ32~π3)
2 +
+
√
m23 + 4(γˆ13~π1 + γˆ23~π2 + γˆ33~π3)
2 −
√
m24 + 4(γˆ14~π1 + γˆ24~π2 + γˆ34~π3)
2 |
ǫ ≈ ±| +
√
m21 + 4(γˆ11~π1 + γˆ21~π2 + γˆ31~π3)
2 −
√
m22 + 4(γˆ12~π1 + γˆ22~π2 + γˆ32~π3)
2 +
+
√
m23 + 4(γˆ13~π1 + γˆ23~π2 + γˆ33~π3)
2 −
√
m24 + 4(γˆ14~π1 + γˆ24~π2 + γˆ34~π3)
2 |. (109)
In the equal mass limit, there are two branches starting at ǫ ≈ ±4m, four positive (negative)
branches starting at ǫ ≈ 2m (ǫ ≈ −2m) and six (three positive and three negative) branches
starting from ǫ ≈ 0.
This is the pattern for N=2k.
As we have seen, already in the free case there are generically tachionic strata corre-
sponding to spacelike Poincare´ orbits. At least at the classical level, these strata have to be
excluded to avoid problems with Einstein causality. Instead, the rest-frame 1-time instant
form is, by construction, free of these tachionic strata.
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For N=2, strata with p2 < 0 appear always when η1 = −η2; this fact will extend to
N > 2. Now there is the problem of the interpretation of particles of negative mass and
energy (ηi = −); they are present in classical relativistic mechanics due to the two branches
of timelike Poincare´ orbits and have a well defined nonrelativistic limit, connected with the
negative mass representations of the extended Galileo group [35].
If we make the first quantization of a scalar particle, the first class constraint p2−m2 ≈ 0
goes into the one-particle Klein-Gordon equation (2 + m2)φ(x) = 0 with φ(x) a complex
wave function. It is known [36] (see also Ref. [20]) that this equation admits two kinds of
scalar products: i) the standard nondefinite positive one (φA, φB)1 =
∫
d3σµ φ
∗
A(x)
i
2
∂
↔
µφB(x)
[∂
↔
µ =
→
∂ µ− ←∂ µ] associated with the conserved current jµ1 (x) = i2φ∗(x)∂
↔
µφ(x), which is inter-
preted as a charge (electric charge, strangeness,..) current with the sign of the charge corre-
sponding to positive- and negative- norm (i.e. energy) states; ii) a positive definite nonlocal
one (φA, φB)2 =
∫
d3σµ
i
4
φ∗A(x)(ηˆ − ηˆ†)∂
↔
µφB(x) [ηˆ = i∂
o/
√
m2 − ~∂2 is the nonlocal Lorentz-
scalar (under proper Lorentz transformations) “sign of the energy” operator satisfying
[ηˆ, xµ] = [ηˆ, i∂µ] = 0], associated with the conserved current jµ2 (x) =
i
4
φ∗(x)(ηˆ − ηˆ†)∂↔µφ(x).
The negative mass (and energy) states are interpreted as describing antiparticles: for charged
scalar particles (π+π−, K+K−, KoK¯o) positive- (negative-) energy states describe particles
with charge +Q (antiparticles with charge −Q), which can be connected by a “charge con-
jugation” operation φ(x) 7→ ηcφ∗(x), |ηc| = 1, under which the action is invariant [for the
electromagnetic potential one has Aµ(x) 7→ −Aµ(x)]; for neutral particles like πo, coinciding
with the antiparticle, see Ref. [37].
In Ref. [38], it was shown at the classical level that, since the proper time of a particle
is defined by ds = ±
√
dxµηµνdxν if dx
o
>
< 0, we have ds = ±mdτ
√
x˙µηµν x˙ν , so that dτ > 0
corresponds to dxo
>
< 0 if x˙o = dx
o
dτ
>
< 0; therefore, an evolution towards the future in dτ for
a particle with negative mass -m corresponds to an evolution towards the past in dxo and
this is in accord with the use of the complex Stueckelberg- Feynman Green function GF (x)
[see for instance Ref. [39]], which propagates the positive- (negative-) frequencies forward
(backward) in xo, in association with the first-quantized Klein-Gordon equation. Finally, the
46
equations of motion of a particle of mass m and electric charge e in presence of gravitational
and electromagnetic fields depend only on the ratio e/m, so that an antiparticle of mass -m
(propagating forward in τ but backwards in xo) and charge -e satisfies the same equations
as the particle (m,e) if parametrized in τ , in accord with the charge conjugation invariance.
This is what happens with the parametrization in τ of the 1-time theory. Let us remark
that in the rest-frame instant form one has {ǫ = η√p2, T = p·x
η
√
p2
} = 1, so that ηm is
associated with η| T |.
In contrast, in the Klein-Gordon quantum field theory, a hermitean quantum field φˆ(x)
[quantization of a classical real Klein-Gordon field φ(x) = φ∗(x) for which the complex
Green function GF (x) cannot be used, but only the real retarded and advanced ones] has the
positive- (negative-) frequency part associated with the creation (annihilation) operators of
a scalar particle with positive energy. For a complex quantum field φˆ(x), φˆ†(x) [quantization
of two real Klein-Gordon fields, φ(x) = 1√
2
(φ1(x) + iφ2(x))] the two kinds of creation and
annihilation operators are associated with a particle of mass m and charge +1 and with an
antiparticle of mass m and charge -1 respectively.
The conclusion of this discussion is that, in the classical background of relativistic particle
physics, we have to consider only the branch of the mass spectrum of N scalar particles
with all the masses positive and with particle and antiparticle distinguished by opposite
charges [only neutral scalar particles cannot be described in this way, but they (by the
way also the charged scalar ones) are supposed to be bound states of spin 1/2 quarks]; the
pseudothresholds of the lower positive branches are connected to the thresholds of the other
existing kinematical invariants (relevant for scattering theory due to the crossing property).
Let us now consider the introduction of action-at-a-distance interactions. This problem
has been studied in the N-time theory (see the bibliography of Refs. [40–42]). In the frame-
work of models with N first class constraints, a closed form of the constraints is known for
N=2: this is the DrozVincent-Todorov-Komar model [43–45], on which Ref. [20] is based.
The constraints take the general form (only the case V (R2⊥) has been studied in detail; see
Refs. [20,16] for the nonrelativistic limit)
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φi = p
2
i −m2i + V (R2⊥, p2, Q2, Q · R⊥) ≈ 0, i = 1, 2, Rµ⊥ = (ηµν −
pµpν
p2
)Rν
{φ1, φ2} = 0. (110)
By construction we have p2 > 0. The potential V may be either confining or separable
(see Ref. [46] for a finite-range potential, in which the particles see each other only if their
Cauchy data are restricted to be compatible with the first class constraints in the interacting
region).
For N > 2 there are models with a closed form of the constraints φi ≈ 0, {φi, φj} = 0,
only for confining potentials (see for instance Ref. [19]). To find separable potentials such
that {φi, φj} = 0 requires the solution of complicated nonlinear partial differential equations
connected with the necessity of introducing 3-, 4-,.. N-body forces [47], and no one succeeded
in solving them; it was only shown that solutions exist, in which the first class constraints
are expressed as series in the coupling constants [48] and that the solution is unique [49].
See also Refs. [22,16].
In contrast, in the 1-time theory (the rest-frame instant form for p2 > 0), we can intro-
duce the interactions like in Newtonian mechanics and use the nonrelativistic definition of
separability of the interactions. It is the transition from the 1-time to the N-time theory
that contains all the previous difficulties.
The most general form of the final constraint (78) of the 1-time theory is
Hˆ = ǫs −
N∑
i=1
ηi
√√√√√m2i + Vi +N(
N−1∑
a=1
γˆai~πa)
2
−
1..N∑
i6=j
Uij = ǫs −H(Ts)R ≈ 0
Vi = Vi[
N−1∑
a=1
(γˆah − γˆak)~ρa]
Uij = Uij [
N−1∑
a=1
(γˆai − γˆaj)~ρa]. (111)
With Vi = 0 and N=2, it is the form prescribed in Ref. [50] [see also the bibliography of
Ref. [51], but, as we shall see in the next Section, the 2-body Coulomb potential coming from
the longitudinal modes of the electromagnetic field is of the type Uij ; therefore the models
with U-type potentials can be thought as deriving from couplings to gauge field theories.
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The action-at-a-distance interactions (instantaneous in the rest frame) of models like the
one of Refs. [43–45] (for instance the relativistic harmonic oscillator) are of the type Vi (addi-
tive to m2i ). If Vi =
∑1..N
k 6=i Vik[
∑N−1
a=1 (γˆai− γˆak)~ρa]+
∑1..N
k,h 6=i Vikh[
∑N−1
a=1 (γˆai− γˆak)~ρa,
∑N−1
a=1 (γˆai−
γˆah)~ρa]+ ..., we have 2-body potentials Vik, 3-body potentials Vikh and so on. The potentials
are separable if, whenever particle i decouples from the other N-1 (the same must hold true
for clusters of particles), we have Vi → 0 and Uij → 0, so that no one of the surviving
potentials depend on the index “i”.
Let us remark that we can have two different 1-time theories with the same non-
relativistic limit HR: i) H
(Ts)
R =
∑N
i=1 ηi
√
m2i + Vi +N(
∑N−1
a=1 γˆai~πa)
2
; ii) H
(Ts)
R =∑N
i=1 ηi
√
m2i +N(
∑N−1
a=1 γˆai~πa)
2
+ U if U =
∑N
i=1
Vi
2mi
; instead, the N-time theory with a
unique potential [19] [p2i −m2i + 1N2 V˜ ≈ 0] would give N nonrelativistic constraints [see Ref.
[16] for the case N=2] ψi = Ei− ~p
2
i
2mi
− V˜
2miN
≈ 0 with∑Ni=1 ψi = E−H = E− ~p22∑N
i=1
mi
+HR ≈
0 with the same HR of the 1-time theories if U = V˜ .
Therefore, there are two 1-time models for the relativistic harmonic oscillator
when N=2: i) the 1-time version of the DrozVincent-Todorov-Komar model H
(Ts)
R =
η1
√
m21 + V (~ρ
2) + 2~π2 + η2
√
m22 + V (~ρ
2) + 2~π2; ii) a model with H
(Ts)
R = η1
√
m21 + 2~π
2 +
η2
√
m22 + 2~π
2 + U(~ρ2) with U = 1
µ
V [µ = m1m2
m1+m2
is the reduced mass]. The second model
should be interpreted as coming from a gauge field theory producing action-at-a-distance
interparticle harmonic forces.
Let us also note that the number of branches of the mass spectrum in the free case is
a topological number: it is the dimension of the zeroth homotopy group of the constraint
hypersurface, counting how many disjoint components are in it. While certain interactions
preserve this number, generic interactions will change it; therefore, the interactions should
be classified according to the (lacking) theory of intersections of noncompact hypersurfaces
in phase space (when certain mass gaps disappear).
In the approach of this paper, based on the theory of canonical realizations of the Poincare´
group in phase space, we cannot introduce external interactions, without destroying the
technology we are using, which presupposes the existence of ten finite conserved Poincare´
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generators for every system under study. External interactions should be thought as limits
from our isolated systems, when some its subsystem has the invariant mass tending to infin-
ity; alternatively one can try to introduce them in the final reduced form of the constraints,
like those in Eqs.(111).
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VI. THE ELECTROMAGNETIC INTERACTION
In Ref. [21], the case of a charged scalar particle interacting with the electromagnetic
field was considered. The 1-time theory was used because it is not known to us how to
develop a covariant N-time description, in which the Poisson brackets of particle and field
constraints can be evaluated in a covariant way. Here, the case of N charged scalar particles
will be considered, with the electric charge of each particle described in a pseudoclassical way
[52] by means of a pair of complex conjugate Grassmann variables [53] θi(τ), θ
∗
i (τ) satisfying
[Ii = I
∗
i = θ
∗
i θi is the generator of the Uem(1) group of particle i]
θ2i = θ
∗2
i = 0, θiθ
∗
i + θ
∗
i θi = 0,
θiθj = θjθi, θiθ
∗
j = θ
∗
j θi, θ
∗
i θ
∗
j = θ
∗
jθ
∗
i , i 6= j. (112)
This amounts to assume that the electric charges Qi = eiθ
∗
i θi are quatized with levels 0 and
ei [53].
On the hypersurface Σ(τ), we describe the electromagnetic potential and field strength
with Lorentz-scalar variables AAˇ(τ, ~σ) and FAˇBˇ(τ, ~σ) respectively, defined by
AAˇ(τ, ~σ) = z
µ
Aˇ
(τ, ~σ)Aµ(z(τ, ~σ))
FAˇBˇ(τ, ~σ) = ∂AˇABˇ(τ, ~σ)− ∂BˇAAˇ(τ, ~σ) = zµAˇ(τ, ~σ)zνBˇ(τ, ~σ)Fµν(z(τ, ~σ)). (113)
The system is described by the action
S =
∫
dτd3σL(τ, ~σ) =
∫
dτL(τ)
L(τ) =
∫
d3σL(τ, ~σ)
L(τ, ~σ) = i
2
N∑
i=1
δ3(~σ − ~ηi(τ))[θ∗i (τ)θ˙i(τ)− θ˙∗i (τ)θi(τ)]−
−
N∑
i=1
δ3(~σ − ~ηi(τ))[ηimi
√
gττ (τ, ~σ) + 2gτ rˇ(τ, ~σ)η˙
rˇ
i (τ) + grˇsˇ(τ, ~σ)η˙
rˇ
i (τ)η˙
sˇ
i (τ) +
+eiθ
∗
i (τ)θi(τ)(Aτ (τ, ~σ) + Arˇ(τ, ~σ)η˙
rˇ
i (τ))]−
−1
4
√
g(τ, ~σ)gAˇCˇ(τ, ~σ)gBˇDˇ(τ, ~σ)FAˇBˇ(τ, ~σ)FCˇDˇ(τ, ~σ), (114)
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where the configuration variables are zµ(τ, ~σ) AAˇ(τ, ~σ), ~ηi(τ), θi(τ) and θ
∗
i (τ), i=1,..,N. We
have
−1
4
√
ggAˇCˇgBˇDˇFAˇBˇFCˇDˇ = −√γ[12
√
γ
g
Fτ rˇγ
rˇsˇFτ sˇ− γg gτ vˇγ vˇrˇFrˇsˇγ sˇuˇFτuˇ+ 14
√
g
γ
γ rˇsˇFrˇuˇFsˇvˇ(γ
uˇvˇ+
2γ
g
gτmˇγ
mˇuˇgτnˇγ
nˇvˇ)].
The action is invariant under separate τ - and ~σ-reparametrizations, since Aτ (τ, ~σ) trans-
forms as a τ -derivative; moreover, it is invariant under the odd phase transformations
δθi 7→ iαθi, generated by the Ii’s.
The canonical momenta are [Erˇ = Frˇτ and Brˇ = ǫrˇsˇtˇFsˇtˇ are the electric and magnetic
fields respectively]
ρµ(τ, ~σ) = − ∂L(τ, ~σ)
∂zµτ (τ, ~σ)
=
N∑
i=1
δ3(~σ − ~ηi(τ))ηimi
zτµ(τ, ~σ) + zrˇµ(τ, ~σ)η˙
rˇ
i (τ)√
gττ(τ, ~σ) + 2gτ rˇ(τ, ~σ)η˙
rˇ
i (τ) + grˇsˇ(τ, ~σ)η˙
rˇ
i (τ)η˙
sˇ
i (τ)
+
+
√
g(τ, ~σ)
4
[(gττzτµ + g
τ rˇzrˇµ)(τ, ~σ)g
AˇCˇ(τ, ~σ)gBˇDˇ(τ, ~σ)FAˇBˇ(τ, ~σ)FCˇDˇ(τ, ~σ)−
− 2[zτµ(τ, ~σ)(gAˇτgτCˇgBˇDˇ + gAˇCˇgBˇτgτDˇ)(τ, ~σ) +
+ zrˇµ(τ, ~σ)(g
AˇrˇgτCˇ + gAˇτgrˇCˇ)(τ, ~σ)gBˇDˇ(τ, ~σ)]FAˇBˇ(τ, ~σ)FCˇDˇ(τ, ~σ)] =
= [(ρν l
ν)lµ + (ρνz
ν
rˇ )γ
rˇsˇzsˇµ](τ, ~σ)
πτ (τ, ~σ) =
∂L
∂∂τAτ (τ, ~σ)
= 0,
πrˇ(τ, ~σ) =
∂L
∂∂τArˇ(τ, ~σ)
= − γ(τ, ~σ)√
g(τ, ~σ)
γ rˇsˇ(τ, ~σ)(Fτ sˇ − gτ vˇγ vˇuˇFuˇsˇ)(τ, ~σ) =
=
γ(τ, ~σ)√
g(τ, ~σ)
γ rˇsˇ(τ, ~σ)(Esˇ(τ, ~σ)− gτ vˇ(τ, ~σ)γ vˇuˇ(τ, ~σ)ǫuˇsˇtˇBtˇ(τ, ~σ)),
κirˇ(τ) = − ∂L(τ)
∂η˙rˇi (τ)
=
= ηimi
gτ rˇ(τ, ~ηi(τ)) + grˇsˇ(τ, ~ηi(τ))η˙
sˇ
i (τ)√
gττ (τ, ~ηi(τ)) + 2gτ rˇ(τ, ~ηi(τ))η˙
rˇ
i (τ) + grˇsˇ(τ, ~ηi(τ))η˙
rˇ
i (τ)η˙
sˇ
i (τ)
+
+ eiθ
∗
i (τ)θi(τ)Arˇ(τ, ~ηi(τ),
52
πθ i(τ) =
∂L(τ)
∂θ˙i(τ)
= − i
2
θ∗i (τ)
πθ∗ i(τ) =
∂L(τ)
∂θ˙∗i (τ)
= − i
2
θi(τ), (115)
and the following Poisson brackets are assumed
{zµ(τ, ~σ), ρν(τ, ~σ′} = −ηµν δ3(~σ − ~σ
′
)
{AAˇ(τ, ~σ), πBˇ(τ, ~σ
′
)} = ηBˇAˇδ3(~σ − ~σ
′
)
{ηrˇi (τ), κsˇj(τ)} = δijδrˇsˇ
{θi(τ), πθ j(τ)} = −δij
{θ∗i (τ), πθ∗ j(τ)} = −δij . (116)
The Grassmann momenta give origin to the second class constraints πθ i +
i
2
θ∗i ≈ 0,
πθ∗ i +
i
2
θi ≈ 0 [{πθ i + i2θ∗i , πθ∗ j + i2θj} = −iδij ]; πθ i and πθ∗ i are then eliminated with the
Dirac brackets
{A,B}∗ = {A,B} − i[{A, πθ i + i
2
θ∗i }{πθ∗ i +
i
2
θi, B}+ {A, πθ∗ i + i
2
θi}{πθ i + i
2
θ∗i , B}]
(117)
so that the remaining Grassmann variables have the fundamental Dirac brackets [which we
will still denote {., .} for the sake of simplicity]
{θi(τ), θj(τ)} = {θ∗i (τ), θ∗j (τ)} = 0
{θi(τ), θ∗j (τ)} = −iδij . (118)
Again, we obtain four primary constraints
Hµ(τ, ~σ) = ρµ(τ, ~σ)− lµ(τ, ~σ)[Tττ (τ, ~σ) +
+
N∑
i=1
δ3(~σ − ~ηi(τ))×
ηi
√
m2i − γ rˇsˇ(τ, ~σ)[κirˇ(τ)− eiθ∗i (τ)θi(τ)Arˇ(τ, ~σ)][κisˇ(τ)− eiθ∗i (τ)θi(τ)Asˇ(τ, ~σ)]]−
− zrˇµ(τ, ~σ)γ rˇsˇ(τ, ~σ){Tτ sˇ(τ, ~σ) +
N∑
i=1
δ3(~σ − ~ηi(τ))[κisˇ − eiθ∗i (τ)θi(τ)Asˇ(τ, ~σ)]} ≈ 0, (119)
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where
Tττ (τ, ~σ) = −1
2
(
1√
γ
πrˇgrˇsˇπ
sˇ −
√
γ
2
γ rˇsˇγuˇvˇFrˇuˇFsˇvˇ)(τ, ~σ),
Tτ sˇ(τ, ~σ) = Fsˇtˇ(τ, ~σ)π
tˇ(τ, ~σ) = [ ~B(τ, ~σ)× ~π(τ, ~σ)]sˇ, (120)
are the energy density and the Poynting vector respectively.
Since the canonical Hamiltonian is (we assume boundary conditions for the electromag-
netic potential such that all the surface terms can be neglected; see Ref. [6])
Hc = −
N∑
i=1
κirˇ(τ)η˙
rˇ
i (τ) +
∫
d3σ[πAˇ(τ, ~σ)∂τAAˇ(τ, ~σ)− ρµ(τ, ~σ)zµτ (τ, ~σ)− L(τ, ~σ)] =
=
∫
d3σ[∂rˇ(π
rˇ(τ, ~σ)Aτ (τ, ~σ)− Aτ (τ, ~σ)Γ(τ, ~σ)] = −
∫
d3σAτ (τ, ~σ)Γ(τ, ~σ), (121)
with
Γ(τ, ~σ) = −∂rπr(τ, ~σ) +
N∑
i=1
eiθ
∗
i (τ)θi(τ)δ
3(~σ − ~ηi(τ)), (122)
we have the Dirac Hamiltonian (λµ(τ, ~σ) and λτ (τ, ~σ) are Dirac’s multipliers)
HD =
∫
d3σλµ(τ, ~σ)Hµ(τ, ~σ) + λτ (τ, ~σ)πτ (τ, ~σ)− Aτ (τ, ~σ)Γ(τ, ~σ)]. (123)
The Lorentz scalar constraint πτ (τ, ~σ) ≈ 0 is generated by the gauge invariance of S; its
time constancy will produce the only secondary constraint (Gauss law)
Γ(τ, ~σ) ≈ 0. (124)
The six constraints Hµ(τ, ~σ) ≈ 0, πτ (τ, ~σ) ≈ 0, Γ(τ, ~σ) ≈ 0 are first class with the only
non vanishing Poisson brackets
{Hµ(τ, ~σ) , Hν(τ, ~σ′)} =
= {[lµ(τ, ~σ)zrˇν(τ, ~σ)− lν(τ, ~σ)zrˇµ(τ, ~σ)]grˇsˇ(τ, ~σ)π
sˇ(τ, ~σ)√
γ(τ, ~σ)
+
+ zrˇµ(τ, ~σ)Frˇsˇ(τ, ~σ)z
sˇ
ν(τ, ~σ)}Γ(τ, ~σ)δ3(~σ − ~σ
′
) ≈ 0. (125)
Let us remark that the simplicity of Eqs.(125) is due to the use of Cartesian coordinates:
if we had used the constraints Hl(τ, ~σ) = lµ(τ, ~σ)Hµ(τ, ~σ), Hrˇ(τ, ~σ) = zµrˇ (τ, ~σ)Hµ(τ, ~σ) (i.e.
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nonholonomic coordinates), so that their associated Dirac multipliers λl(τ, ~σ), λrˇ(τ, ~σ) would
have been the lapse and shift functions of general relativity, one would have obtained the
universal algebra of Ref. [1].
The ten conserved Poincare´ generators are
P µs =
∫
d3σ ρµ(τ, ~σ),
Jµνs =
∫
d3σ (zµ(τ, ~σ)ρν(τ, ~σ)− zν(τ, ~σ)ρµ(τ, ~σ)), (126)
so that the total momentum is built starting from the existing energy momentum densities
on the hypersurface
∫
d3σHµ(τ, ~σ) = pµs −
∫
d3σlµ(τ, ~σ)[Tττ (τ, ~σ) +
+
N∑
i=1
δ3(~σ − ~ηi(τ))×
ηi
√
m2i − γ rˇsˇ(τ, ~σ)[κirˇ(τ)− eiθ∗i (τ)θi(τ)Arˇ(τ, ~σ)][κisˇ(τ)− eiθ∗i (τ)θi(τ)Asˇ(τ, ~σ)]]−
−
∫
d3σzrˇµ(τ, ~σ)γ
rˇsˇ(τ, ~σ){Tτ sˇ(τ, ~σ) +
+
N∑
i=1
δ3(~σ − ~ηi(τ))[κisˇ(τ)− eiθ∗i (τ)θi(τ)Asˇ(τ, ~σ)]} ≈ 0. (127)
If we add the gauge-fixings (47) and the Dirac brackets (51), (57), we remain with the
variables xµs , p
µ
s , b
µ
Aˇ
, Sµνs , AAˇ, π
Aˇ, ~ηi, ~κi, θi, θ
∗
i and the twelve constraints
H˜µ(τ) =
∫
d3σHµ(τ, ~σ) = pµs − lµ{
1
2
∫
d3σ[~π2(τ, ~σ) + ~B2(τ, ~σ)] +
+
N∑
i=1
ηi
√
m2i + [~κ
2
i (τ)− eiθ∗i (τ)θi(τ) ~A(τ, ~ηi(τ))]
2} −
− brˇµ(τ){
∫
d3σ[ ~B(τ, ~σ)× ~π(τ, ~σ)]rˇ +
N∑
i=1
[κirˇ(τ)− eiθ∗i (τ)θi(τ)Arˇ(τ, ~ηi(τ))]} ≈ 0
H˜µν(τ) = bµrˇ (τ)
∫
d3σσrˇHν(τ, ~σ)− bνrˇ(τ)
∫
d3σσrˇHµ(τ, ~σ) =
= Sµνs (τ)− [bµrˇ (τ)bντ − bνrˇ (τ)bµτ ] [
1
2
∫
d3σσrˇ [~π2(τ, ~σ) + ~B2(τ, ~σ)] +
+
N∑
i=1
ηrˇi (τ)ηi
√
m2i + [~κi(τ)− eiθ∗i (τ)θi(τ) ~A(τ, ~ηi(τ))]2]−
− [bµrˇ (τ)bνsˇ (τ)− bνrˇ (τ)bµsˇ (τ)] [
∫
d3σσrˇ [ ~B(τ, ~σ)× ~π(τ, ~σ)]sˇ +
55
+
N∑
i=1
ηrˇi (τ)[κ
sˇ
i (τ)− eiθ∗i (τ)θi(τ)Asˇ(τ, ~ηi(τ))] ] ≈ 0
πτ (τ, ~σ) ≈ 0
Γ(τ, ~σ) ≈ 0, (128)
with Poisson algebra
{H˜µ(τ), H˜ν(τ)}∗ =
∫
d3σ{[bµτ bνrˇ (τ)− bντ bµrˇ (τ)]πrˇ(τ, ~σ) +
+bµrˇ (τ)Frˇsˇ(τ, ~σ)b
ν
sˇ(τ)}Γ(τ, ~σ)
{H˜µ(τ), H˜αβ(τ)}∗ =
∫
d3σ σtˇ {[bατ bβtˇ (τ)− bβτ bαtˇ (τ)]bµrˇ (τ)πrˇ(τ, ~σ) +
+bµrˇ (τ)Frˇsˇ(τ, ~σ)[b
α
tˇ (τ)b
β
sˇ (τ)− bβtˇ (τ)bαsˇ (τ)]}Γ(τ, ~σ)
{H˜µν(τ), H˜αβ(τ)}∗ = Cµναβγδ H˜γδ(τ) +
∫
d3σ σuˇ σvˇ
{bµuˇ(τ)bαvˇ (τ)([bντ bβrˇ (τ)− bβτ bνrˇ(τ)]πrˇ(τ, ~σ) + bνrˇ(τ)Frˇsˇ(τ, ~σ)bβsˇ (τ))−
−bµuˇ(τ)bβvˇ (τ)([bντ bαrˇ (τ)− bατ bνrˇ (τ)]πrˇ(τ, ~σ) + bνrˇ(τ)Frˇsˇ(τ, ~σ)bαsˇ (τ))−
−bνuˇ(τ)bαvˇ (τ)([bµτ bβrˇ (τ)− bβτ bµrˇ (τ)]πrˇ(τ, ~σ) + bµrˇ (τ)Frˇsˇ(τ, ~σ)bβsˇ (τ)) +
+bνuˇ(τ)b
β
vˇ (τ)([b
µ
τ b
α
rˇ (τ)− bατ bµrˇ (τ)]πrˇ(τ, ~σ) + bµrˇ (τ)Frˇsˇ(τ, ~σ)bαsˇ (τ))}Γ(τ, ~σ), (129)
and the form of Eq.(56) for the Poincare´ generators.
Then we make the canonical transformation of Eqs.(59), so that the new variables are
x˜µs , p
µ
s , b
A
Aˇ
, S˜µνs , AAˇ, π
Aˇ, ~ηi, ~κi, θi, θ
∗
i and one has
S¯ABs = ǫ
A
µ (u(ps))ǫ
B
ν (u(ps))S
µν
s ≈ [bArˇ (τ)bBτ − bBrˇ (τ)bAτ ] [
1
2
∫
d3σσrˇ [~π2(τ, ~σ) + ~B2(τ, ~σ)] +
+
N∑
i=1
ηrˇi (τ)ηi
√
m2i + [~κi(τ)− eiθ∗i (τ)θi(τ) ~A(τ, ~ηi(τ))]2] +
+ [bArˇ (τ)b
B
sˇ (τ)− bBrˇ (τ)bAsˇ (τ)] [
∫
d3σσrˇ [ ~B(τ, ~σ)× ~π(τ, ~σ)]sˇ +
+
N∑
i=1
ηrˇi (τ)[κ
sˇ
i (τ)− eiθ∗i (τ)θi(τ)Asˇ(τ, ~ηi(τ))] ]. (130)
The final gauge-fixings (62) reduce the variables to x˜µs , p
µ
s , Aτ , π
τ , Ar, π
r, ηri , κir, θi, θ
∗
i ,
with “r” being a Wigner spin-1 index and o¯ = τ a Lorentz-scalar one.
We have
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S¯ABs ≈ (ηArˇ ηBτ − ηBrˇ ηAτ ) [
1
2
∫
d3σσrˇ [~π2(τ, ~σ) + ~B2(τ, ~σ)] +
+
N∑
i=1
ηrˇi (τ)ηi
√
m2i + [~κi(τ)− eiθ∗i (τ)θi(τ) ~A(τ, ~ηi(τ))]2] +
+ (ηArˇ η
B
sˇ − ηBrˇ ηAsˇ ) [
∫
d3σσrˇ [ ~B(τ, ~σ)× ~π(τ, ~σ)]sˇ +
+
N∑
i=1
ηrˇi (τ)[κ
sˇ
i (τ)− eiθ∗i (τ)θi(τ)Asˇ(τ, ~ηi(τ))] ]
S¯rss ≈
N∑
i=1
(ηrˇi (τ)[κ
sˇ
i (τ)− eiθ∗i (τ)θi(τ)Asˇ(τ, ~ηi(τ))]−
−
N∑
i=1
ηsˇi (τ)[κ
rˇ
i (τ)− eiθ∗i (τ)θi(τ)Arˇ(τ, ~ηi(τ))] )−
−
∫
d3σ (σr [ ~B(τ, ~σ)× ~π(τ, ~σ)]s − σs [ ~B(τ, ~σ)× ~π(τ, ~σ)]r)
S¯ o¯rs ≈ −S¯ro¯s = −
N∑
i=1
ηri (τ)ηi
√
m2i + [~κi(τ)− eiθ∗i (τ)θi(τ) ~A(τ, ~ηi(τ))]2 −
− 1
2
∫
d3σσr [~π2(τ, ~σ) + ~B2(τ, ~σ)]
J ijs ≈ x˜ispjs − x˜jspis + δirδjsS¯rss
Jois ≈ x˜ospis − x˜ispos −
δirS¯rss p
s
s
pos + ηs
√
p2s
. (131)
The Poincare´ generators now have the form of Eqs.(71) and only six first class constraints
are left
H˜µ(τ) = pµs − uµ(u(ps)) [
1
2
∫
d3σ[~π2(τ, ~σ) + ~B2(τ, ~σ)] +
+
N∑
i=1
ηi
√
m2i + [~κi(τ)− eiθ∗i (τ)θi(τ) ~A(τ, ~ηi(τ))]2]−
− ǫµr (u(ps)) [−
∫
d3σ[ ~B(τ, ~σ)× ~π(τ, ~σ)]r +
+
N∑
i=1
[κri (τ)− eiθ∗i (τ)θi(τ)Ar(τ, ~ηi(τ))] ] ≈ 0
πτ (τ, ~σ) ≈ 0
Γ(τ, ~σ) ≈ 0,
{H˜µ, H˜ν}∗∗ =
∫
d3σ{[ǫµτ (u(ps))ǫνr(u(ps))− ǫντ (u(ps))ǫµr (u(ps))]πr(τ, ~σ) +
57
+ǫµr (u(ps))Frs(τ, ~σ)ǫ
ν
s (u(ps))}Γ(τ, ~σ) (132)
or
H(τ) = ηs
√
p2s − [
N∑
i=1
ηi
√
m2i + [~κi(τ)− eiθ∗i (τ)θi(τ) ~A(τ, ~ηi(τ))]2 +
+
1
2
∫
d3σ[~π2(τ, ~σ) + ~B2(τ, ~σ)] ≈ 0
~Hp(τ) =
N∑
i=1
[~κi(τ)− eiθ∗i (τ)θi(τ) ~A(τ, ~ηi(τ))]−
−
∫
d3σ ~B(τ, ~σ)× ~π(τ, ~σ) ≈ 0
πτ (τ, ~σ) ≈ 0
Γ(τ, ~σ) ≈ 0, (133)
Then, for N ≥ 2, we do the canonical transformation (73), (74): the new form of the
constraints is
H(τ) = ǫs − {
N∑
i=1
ηi ×
√√√√m2i + [ 1N~κ+(τ) +
√
N
N−1∑
a=1
γˆai~πa(τ)− eiθ∗i (τ)θi(τ) ~A(τ, ~η+(τ) +
1√
N
N−1∑
a=1
γˆai~ρa(τ))]2 +
+
1
2
∫
d3σ[~π2(τ, ~σ) + ~B2(τ, ~σ)]} = ǫs −E(P+I)s − E(F )s ≈ 0
~Hp(τ) = ~κ+(τ)−
N∑
i=1
eiθ
∗
i (τ)θi(τ)
~A(τ, ~η+(τ) +
1√
N
N−1∑
a=1
γˆai~ρa(τ))−
−
∫
d3σ ~B(τ, ~σ)× ~π(τ, ~σ) = ~P(P+I)s + ~P(F )s ≈ 0
πτ (τ, ~σ) ≈ 0
Γ(τ, ~σ) ≈ 0, (134)
where E(F )s =
1
2
∫
d3σ[~π2(τ, ~σ) + ~B2(τ, ~σ)] and ~P(F )s = −
∫
d3σ~π(τ, ~σ) × ~B(τ, ~σ) are the
rest-frame field energy and three-momentum respectively [now we have ~π(τ, ~σ) = ~E(τ, ~σ)],
while E(P+I)s and ~P(P+I)s denote the particle+interaction total rest-frame energy and three-
momentum, before the decoupling from the electromagnetic gauge degrees of freedom.
The final form of the rest-frame spin tensor is
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S¯rss = −
N∑
i=1
eiθ
∗
i (τ)θi(τ)[η
r
+(τ)A
s(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))−
− ηs+(τ)Ar(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))] +
+
N−1∑
a=1
[ρra(τ)(π
s
a(τ)−
1√
N
N∑
i=1
γˆaieiθ
∗
i (τ)θi(τ)A
s(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))−
− ρsa(τ)(πra(τ)−
1√
N
N∑
i=1
γˆaieiθ
∗
i (τ)θi(τ)A
r(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))]−
−
∫
d3σ (σr [ ~B(τ, ~σ)× ~π(τ, ~σ)]s − σs [ ~B(τ, ~σ)× ~π(τ, ~σ)]r) = S¯rs(P+I)s + S¯rs(F )s
S¯ o¯rs = −S¯ro¯s = −
N∑
i=1
(ηr+(τ) +
1√
N
N−1∑
a=1
γˆaiρ
r
a(τ))ηi ×√√√√m2i + [ 1N~κ+(τ) +
√
N
N−1∑
a=1
γˆai~πa(τ)− eiθ∗i (τ)θi(τ) ~A(τ, ~η+(τ) +
1√
N
N−1∑
a=1
γˆai~ρa(τ))]2
− 1
2
∫
d3σσr [~π2(τ, ~σ) + ~B2(τ, ~σ)], (135)
while the Dirac Hamiltonian is
HD = λ(τ)H− ~λ(τ) ~Hp +
∫
d3σ[λτ (τ, ~σ)π
τ (τ, ~σ)−Aτ (τ, ~σ)Γ(τ, ~σ)]. (136)
We can check that θ∗i (τ)θi(τ) is a constant of motion for each i=1,..,N, so that we will write
it as θ∗i θi.
Let us now look at the electromagnetic Dirac observables, namely at the functions on
phase space invariant under electromagnetic gauge transformations. Referring to Ref. [6] for
the detailed calculations, for the electromagnetic field we have the following decompositions
Ar(τ, ~σ) =
∂
∂σr
ηem(τ, ~σ) + A
r
⊥(τ, ~σ)
πr(τ, ~σ) = πr⊥(τ, ~σ) +
1
△σ
∂
∂σr
[Γ(τ, ~σ)−
N∑
i=1
eiθ
∗
i θiδ
3(~σ − ~ηi(τ))]
ηem(τ, ~σ) = − 1△σ
∂
∂~σ
· ~A(τ, ~σ)
{ηem(τ, ~σ),Γ(τ, ~σ′)}∗∗ = −δ3(~σ − ~σ′)
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{Ar⊥(τ, ~σ), πs⊥(τ, ~σ
′
)}∗∗ = −(δrs + ∂
r
σ∂
s
σ
△σ )δ
3(~σ − ~σ′), (137)
with the pairs of conjugate variables Aτ (τ, ~σ), π
τ (τ, ~σ) ≈ 0, ηem(τ, ~σ),Γ(τ, ~σ) ≈ 0 spanning
the Lorentz-scalar gauge subspace of phase space, and with ~A⊥(τ, ~σ), ~π⊥(τ, ~σ) [~∂σ · ~A⊥(τ, ~σ) =
~∂σ ·~π⊥(τ, ~σ) = 0] being a canonical basis of electromagnetic Dirac observables, transforming
as Wigner spin-1 3-vectors.
Since we have
{ηri (τ),Γ(τ, ~σ)}∗∗ = 0
{κri (τ),Γ(τ, ~σ)}∗∗ = −eiθ∗i θi
∂
∂ηri
δ3(~σ − ~ηi(τ)), (138)
the particle momenta ~κi(τ) are not gauge invariant. Also the Grassmann variables
θi(τ), θ
∗
i (τ) are not gauge invariant
{θi(τ),Γ(τ, ~σ)}∗∗ = −ieiθi(τ)δ3(~σ − ~ηi(τ))
{θ∗i (τ),Γ(τ, ~σ)}∗∗ = ieiθ∗i (τ)δ3(~σ − ~ηi(τ)). (139)
The Grassmann Dirac observables are
θˆi(τ) = e
−iηem(τ,~ηi(τ))θi(τ), {θˆi(τ),Γ(τ, ~σ)}∗∗ = 0,
θˆ∗i (τ) = e
iηem(τ,~ηi(τ))θ∗i (τ), {θˆ∗i (τ),Γ(τ, ~σ)}∗∗ = 0,
⇒ θˆ∗i θˆi = θ∗i θi, {θ∗i θi,Γ(τ, ~σ)}∗∗ = 0. (140)
Since we have
~κi(τ)− eiθ∗i θi ~A(τ, ~ηi(τ)) = ~ˆκi(τ)− eiθˆ∗i θˆi ~A⊥(τ, ~ηi(τ)), (141)
with
~ˆκi(τ) = ~κi(τ)− eiθ∗i θi~∂ηem(τ, ~ηi(τ)),
{κˆri (τ),Γ(τ, ~σ)}∗∗ = 0
{ηri (τ), κˆsj(τ)}∗∗ = δijδrs,
{κˆri (τ), θˆj(τ)}∗∗ = 0, {κˆri (τ), θˆ∗j (τ)}∗∗ = 0, (142)
60
the particle Dirac observables are ~ηi(τ), ~ˆκi(τ): the scalar particles have been dressed with
the Coulomb cloud (like the fermion fields in Ref. [6]).
From Equations (137), we have
~π2(τ, ~σ) = {~π⊥(τ, ~σ) + 1△σ
∂
∂~σ
[Γ(τ, ~σ)−
N∑
i=1
eiθˆ
∗
i θˆiδ
3(~σ − ~ηi(τ))]}2 ≈
≈ ~π2⊥(τ, ~σ)− 2~π⊥(τ, ~σ) ·
1
△σ
∂
∂~σ
N∑
i=1
eiθˆ
∗
i θˆiδ
3(~σ − ~ηi(τ)) +
+
N∑
i,j=1
[eiθˆ
∗
i θˆi][ej θˆ
∗
j θˆj ]
1
△σ
∂
∂~σ
δ3(~σ − ~ηi(τ)) · 1△σ
∂
∂~σ
δ3(~σ − ~ηj(τ)), (143)
so that by integrating by parts and using the property Q2i = 0, Qi = eiθˆ
∗
i θˆi, of Grassmann
variables, we obtain
∫
d3σ~π2(τ, ~σ) =
=
∫
d3σ{~π2⊥(τ, ~σ)−
1..N∑
i6=j
QiQjδ
3(~σ − ~ηi(τ)) 1△σ δ
3(~σ − ~ηj(τ))} =
=
∫
d3σ~π2⊥(τ, ~σ)−
1..N∑
i6=j
QiQj c(~ηi(τ)− ~ηj(τ)), (144)
where we have introduced the Green function c(~x) defined by
c(~x− ~y) = −1
4π| ~x− ~y | =
1
△x δ
3(~x− ~y). (145)
Having decoupled the electromagnetic gauge variables, the canonical basis of Dirac ob-
servables x˜µs (τ), p
µ
s ,
~A⊥(τ, ~σ), ~π⊥(τ, ~σ), ~ηi(τ), ~ˆκi(τ), θˆi(τ), θˆ∗i (τ) spans the phase space, where
the remaining gauge invariant four first class constraints in Eqs.(134) have the form
Hˆ(τ) = ǫs − {
N∑
i=1
ηi
√√√√m2i + [ 1N ~ˆκ+(τ) +
√
N
N−1∑
a=1
γˆai~ˆπa(τ)− eiθˆ∗i θˆi ~A⊥(τ, ~η+(τ) +
1√
N
N−1∑
a=1
γˆai~ρa(τ))]2 −
− 1
2
1..N∑
i6=j
[eiθˆ
∗
i θˆi][ej θˆ
∗
j θˆj ] c[
1√
N
N−1∑
a=1
(γˆai − γˆaj)~ρa(τ)] +
+
1
2
∫
d3σ[~π2⊥(τ, ~σ) + ~B
2[ ~A⊥(τ, ~σ)] ]} ≈ 0
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~ˆHp(τ) = ~ˆκ+(τ)−
N∑
i=1
eiθˆ
∗
i θˆi
~A⊥(τ, ~η+(τ) +
1√
N
N−1∑
a=1
γˆai~ρa(τ))−
−
∫
d3σ ~B[ ~A⊥(τ, ~σ)]× ~π⊥(τ, ~σ) ≈ 0
{Hˆ, Hˆrp}∗∗ = {Hˆrp, Hˆsp}∗∗ = 0; (146)
the Bianchi identity ~∂ · ~B(τ, ~σ) = 0 has been used to obtain Hˆrp. The variables ~ˆκ+, ~ˆπa are
the Dirac observables induced by ~ˆκi. Now the Dirac Hamiltonian is HD = λ(τ)Hˆ(τ)−~λ(τ) ·
~ˆHp(τ).
The rest-frame spin tensor becomes
S¯rss = −
N∑
i=1
eiθˆ
∗
i θˆi[η
r
+(τ)A
s
⊥(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))−
− ηs+(τ)Ar⊥(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))] +
+
N−1∑
a=1
[ρra(τ)(πˆ
s
a(τ)−
1√
N
N∑
i=1
γˆaieiθˆ
∗
i θˆiA
s
⊥(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))−
− ρsa(τ)(πˆra(τ)−
1√
N
N∑
i=1
γˆaieiθˆ
∗
i θˆiA
r
⊥(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))]−
−
N∑
i=1
eiθˆ
∗
i θˆi
∫
d3σ(σrǫsuv − σsǫruv)[ 1△σ
∂
∂σu
δ3(~σ − ~ηi(τ))]Bv[ ~A⊥(τ, ~σ)]−
−
∫
d3σ (σr [ ~B[ ~A⊥(τ, ~σ)]× ~π⊥(τ, ~σ) ]s − σs [ ~B[ ~A⊥(τ, ~σ)]× ~π⊥(τ, ~σ) ]r) =
=
N−1∑
a=1
[ρra(τ)πˆ
s
a(τ)− ρsa(τ)πˆra(τ)]−
−
∫
d3σ (σr [ ~B[ ~A⊥(τ, ~σ)]× ~π⊥(τ, ~σ) ]s − σs [ ~B[ ~A⊥(τ, ~σ)]× ~π⊥(τ, ~σ) ]r)−
−
N∑
i=1
eiθˆ
∗
i θˆi[η
r
+(τ)A
s
⊥(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))−
− ηs+(τ)Ar⊥(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))] +
− 1√
N
N−1∑
a=1
[ρra(τ)
N∑
i=1
γˆaieiθˆ
∗
i θˆiA
s
⊥(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))−
− ρsa(τ)
N∑
i=1
γˆaieiθˆ
∗
i θˆiA
r
⊥(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))]−
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− ǫrsk
N∑
i=1
eiθˆ
∗
i θˆi
∫
d3σc(~σ − ~ηi(τ)){2Bk[ ~A⊥(τ, ~σ)]−
− ~σ · ∂
∂~σ
Bk[ ~A⊥(τ, ~σ)] + ~σ · ∂
∂σk
~B[ ~A⊥(τ, ~σ)]} =
= S¯rss,FREE + S¯
rs
s,INT
S¯ o¯rs = −S¯ro¯s = −
N∑
i=1
(ηr+(τ) +
1√
N
N−1∑
a=1
γˆaiρ
r
a(τ))ηi ×√√√√m2i + [ 1N ~ˆκ+(τ) +
√
N
N−1∑
a=1
γˆai~ˆπa(τ)− eiθˆ∗i θˆi ~A⊥(τ, ~η+(τ) +
1√
N
N−1∑
a=1
γˆai~ρa(τ))]2 −
− 1
2
∫
d3σσr [−2~π⊥(τ, ~σ) · 1△σ
∂
∂~σ
N∑
i=1
eiθˆ
∗
i θˆiδ
3(~σ − ~ηi(τ)) +
+
N∑
i,j=1
[eiθˆ
∗
i θˆi][ej θˆ
∗
j θˆj ]
1
△σ
∂
∂~σ
δ3(~σ − ~ηi(τ)) · 1△σ
∂
∂~σ
δ3(~σ − ~ηj(τ))]−
− 1
2
∫
d3σσr [~π2⊥(τ, ~σ) + ~B
2[ ~A⊥(τ, ~σ)] =
= −
N∑
i=1
(ηr+(τ) +
1√
N
N−1∑
a=1
γˆaiρ
r
a(τ))ηi ×√√√√m2i + [ 1N ~ˆκ+(τ) +
√
N
N−1∑
a=1
γˆai~ˆπa(τ)− eiθˆ∗i θˆi ~A⊥(τ, ~η+(τ) +
1√
N
N−1∑
a=1
γˆai~ρa(τ))]2 +
+
N∑
i=1
eiθˆ
∗
i θˆi{
1..N∑
j 6=i
ej θˆ
∗
j θˆj [
1
△~ηj
∂
∂ηrj
c(~ηi(τ)− ~ηj(τ))− ηrj (τ)c(~ηi(τ)− ~ηj(τ))] +
+
∫
d3σπr⊥(τ, ~σ)c(~σ − ~ηi(τ))} −
1
2
∫
d3σσr (~π2⊥(τ, ~σ) + ~B
2[ ~A⊥(τ, ~σ)]). (147)
Therefore the final result is the extraction of the static action-at-a-distance Coulomb
potential from the electromagnetic field theory, which is reduced to the transverse radiation
field.This is obtained at the pseudoclassical level, where the hypothesis of charge quanti-
zation is reflected in the property Q2i = 0, which regularizes the classical electromagnetic
self-energy and produces the rule
∑
i6=j without the need to introduce Feuynman-Wheeler
[54] theory of the absorbers. Clearly all the effects of order e2i (like those producing the run-
away solutions in the Abraham-Lorentz-Dirac equation; see Refs. [55,56]) are killed: only
the interference effects of order eiej , i 6= j are preserved. These problems will be investi-
gated in more detail elsewhere. In any case, it is clear that in this formulation the initial
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data problem consists in specifying Cauchy data for the radiation field and Newton-like
action-at-a-distance initial data for the charged particles with mutual Coulomb interaction.
In particular, if we put equal to zero the radiation field, ~A⊥(τ, ~σ) = ~π⊥(τ, ~σ) = 0, we
obtain a well defined relativistic 1-time reduced N-body problem with the Coulomb potential
extracted from field theory and with a decoupling of the motion of the center of mass, whose
constraints are
Hˆ(τ) = ǫs − {
N∑
i=1
ηi
√√√√m2i + [ 1N ~ˆκ+(τ) +
√
N
N−1∑
a=1
γˆai~ˆπa(τ)]2 −
− 1
2
1..N∑
i6=j
[eiθˆ
∗
i θˆi][ej θˆ
∗
j θˆj ] c[
1√
N
N−1∑
a=1
(γˆai − γˆaj)~ρa(τ)]} ≈
≈ ǫs − {
N∑
i=1
ηi
√√√√m2i +N [
N−1∑
a=1
γˆai~ˆπa(τ)]2 −
− 1
2
1..N∑
i6=j
[eiθˆ
∗
i θˆi][ej θˆ
∗
j θˆj ] c[
1√
N
N−1∑
a=1
(γˆai − γˆaj)~ρa(τ)]} ≈ 0
~ˆHp(τ) = ~ˆκ+(τ) ≈ 0
{Hˆ, Hˆrp}∗∗ = {Hˆrp, Hˆsp}∗∗ = 0; (148)
whose natural gauge-fixing for decoupling the last three constraints is ~η+(τ) ≈ 0 as in the
free case [the nonrelativistic limit, using the methods of Refs. [16], would give the first class
constraint Hˆ = ER − HR ≈ 0 (where ER and HR are the reduced energy and Hamiltonian
respectively) for the parametrized Newtonian N-body problem with Coulomb interaction].
See also Ref. [51] and its bibliography for models with additive potentials like the Coulomb
one in Eq.(148). For the N=2 case, Eqs.(148) were already found in Refs. [57], where there
is a study of the classical equations of motion and their explicit solution in the equal mass
case.
It is difficult to find the gauge-fixings replacing ~η+ ≈ 0, i.e. which is the point of the
system to be identified with x˜µs , for the full theory, and then the final form of the rest-frame
spin tensor (147). Given these gauge-fixings, we have to find a canonical basis of Dirac’s
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observables with vanishing Poisson brackets with the constraints ~ˆHp ≈ 0 of Eqs.(146) and
with the gauge-fixings, and to reexpress Hˆ ≈ 0 of Eqs.(146) in terms of them: this will
give the final 1-time reduced Hamiltonian for N charged scalar particles interacting through
the Coulomb potential and coupled to the radiation field. However, an implicit form of the
three gauge-fixings may be found by remembering that in any instant form of the dynamics
there are only four generators of the Poincare´ group which depend on the interaction. In
the rest-frame instant form they are ǫs = ηs
√
p2s, given by the first of Eqs.( 146), and the
three boosts Jois , given in the last of Eqs.(131) [they depend on the interaction through the
term ηs
√
p2s]. The other six, i.e. ~ps and J
ij
s [namely S¯
rs
s ], must be identical to the analogous
generators in absence of interactions, namely to the ganerators for N neutral scalar particles
plus the electromagnetic field. Therefore, from Eqs.(147) we must require the vanishing of
the interacting part S¯rss,INT of the rest-frame three-spin
χk(τ) =
1
2
ǫkrsS¯rss,INT = −ǫkrsηr+(τ)
N∑
i=1
eiθˆ
∗
i θˆiA
s
⊥(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))−
− ǫ
krs
√
N
N−1∑
a=1
ρra(τ)
N∑
i=1
γˆaieiθˆ
∗
i θˆiA
s
⊥(τ, ~η+(τ) +
1√
N
N−1∑
b=1
γˆbi~ρb(τ))−
−
N∑
i=1
eiθˆ
∗
i θˆi
∫
d3σc(~σ − ~ηi(τ)){2Bk[ ~A⊥(τ, ~σ)]−
− ~σ · ∂
∂~σ
Bk[ ~A⊥(τ, ~σ)] + ~σ · ∂
∂σk
~B[ ~A⊥(τ, ~σ)]} ≈ 0. (149)
The time constancy of these constrains determines the Dirac multipliers ~λ(τ), so that
the final Dirac Hamiltonian becomes HD = λ(τ)Hˆ(τ). The problem of evaluating the Dirac
brackets of the three pairs of second class constraints ~ˆHp ≈ 0 and χr ≈ 0 as well as the
attempt of diagonalizing these brackets will be studied elsewhere.
Let us remark that, if in Eqs.(146) we disregard the constraints ~ˆHp ≈ 0 and eliminate
the field energy term in Hˆ ≈ 0, we get a constraint Hˆ′ ≈ 0 in which ~A⊥ is an external
radiation field coupled to the system.
If we eliminate the particles and we remain with only the field, the four constraints are
Hˆ(τ) = ǫs − 1
2
∫
d3σ[~π2⊥(τ, ~σ) + ~B
2[ ~A⊥(τ, ~σ)] ]} ≈ 0
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~ˆHp(τ) =
∫
d3σ ~B[ ~A⊥(τ, ~σ)]× ~π⊥(τ, ~σ) = ~P(F )s ≈ 0
{Hˆ, Hˆrp}∗∗ = {Hˆrp, Hˆsp}∗∗ = 0. (150)
Now the gauge-fixing should be the vanishing of a center-of-mass field three-coordinate
conjugate to the total three-momentum ~P(F )s = Hˆp ≈ 0. Therefore, we have indirectly
shown that there must exist a center-of-mass decomposition also for classical gauge field
theory and that this is the lacking ingredient to get a reformulation of classical field theory
as a “1-time rest-frame field theory” with Wigner covariance of the variables relative to the
center of mass when restricted to configurations belonging to timelike representations of the
Poincare´ group. Again, only three center-of-mass coordinates would not be covariant.
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VII. THE 1-TIME THEORY VERSUS THE FESHBACH-VILLARS
HAMILTONIAN THEORY
In Ref. [37] (see also Ref. [58]), the first quantized one-particle second order Klein-Gordon
equation coupled to an external electromagnetic field, (D2 + m2)φ(x) = 0, Dµ = ∂µ −
ieAµ(x), was put in Hamiltonian form after having rewritten it in the first order formalism:
φo(x)− imDoφ(x) = 0, ( ~D2 −m2)φ(x) + imDoφo(x) = 0. If we put φ(x) = 1√2 [ϕ(x) + χ(x)],
φo(x) =
1√
2
[ϕ(x)− χ(x)], we obtain
i∂oϕ(x) =
1
2m
(−i~∂ − e ~A(x))2(ϕ(x) + χ(x)) + (eAo(x) +m)ϕ(x)
i∂oχ(x) = − 1
2m
(−i~∂ − e ~A(x))2(ϕ(x) + χ(x)) + (eAo(x)−m)χ(x). (151)
In a 2× 2 matrix formalism we have (τi are the Pauli matrices)
i∂oΨ(x) = H Ψ(x)
Ψ(x) =

 ϕ(x)
χ(x)


H =
1
2m
(−i~∂ − e ~A(x))2 (τ3 + iτ2) +mτ3 + eAo(x)1
→Aµ→0 Ho =
(−i~∂)2
2m
(τ3 + iτ2) +mτ3. (152)
In the momentum representation we have Ho =
~p2
2m
(τ3+ iτ2)+mτ3 and this Hamiltonian
can be diagonalized (po = +
√
m2 + ~p2)
Ho,U = U
−1(~p)HoU(~p) = p
oτ3 =


√
m2 + ~p2 0
0 −√m2 + ~p2


ΨU(p) = U
−1(~p)Ψ(p)
i∂oΨU = Ho,UΨu
U(~p) =
1
2
√
mpo
[(m+ po)1− (m− po)τ1]
U−1(~p) =
1
2
√
mpo
[(m+ po)1 + (m− po)τ1]. (153)
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Like in the case of the Foldy-Wouthuysen transformation for particles of spin 1/2, also in
the spin 0 case the exact diagonalization of the Hamiltonian cannot be achieved in presence
of an arbitrary external electromagnetic field [37].
At the classical level, the first class constraint (p− eA(x))2 −m2 ≈ 0 may be resolved
as (po − eAo(x)−
√
m2 + (~p− e ~A(x))2)(po − eAo(x) +
√
m2 + (~p− e ~A(x))2) ≈ 0, which can
be replaced by the 2× 2 matrix
 (p
o − eAo(x)−
√
m2 + (~p− e ~A(x))2) 0
0 (po − eAo(x) +
√
m2 + (~p− e ~A(x))2)

 = (po −
eAo(x))1 +
√
m2 + (~p− e ~A(x))2τ3 ≈ 0.
This shows that the 2 × 2 matrix formalism has a topological origin in the two disjoint
branches of the timelike orbits. However, in presence of the external electromagnetic field
pµ is no more a constant of the motion and it is not clear how to apply the theory of the
canonical realizations of the Poincare´ group.
In contrast, in the 1-time theory for N=1 in presence of a dynamical (not external)
electromagnetic field, from Eqs.(133), (134) [in the canonical transformation (73), (74), ~η(τ)
and ~κ(τ) remain fixed], we have the following rest-frame first class constraints
H(τ) = ǫs − η
√
m2 + [~κ(τ)− eθ∗θ ~A(τ, ~η(τ))]2 − 1
2
∫
d3σ[~π2(τ, ~σ) + ~B2(τ, ~σ)] ≈ 0
~Hp(τ) = ~κ(τ)− eθ∗θ ~A(τ, ~η(τ)) +
∫
d3σ~π(τ, ~σ)× ~B(τ, ~σ) ≈ 0
πτ (τ, ~σ) ≈ 0
Γ(τ, ~σ) = −~∂ · ~π(τ, ~σ) + eθ∗θδ3(~σ − ~η(τ)) ≈ 0, (154)
or in terms of Dirac observables [see Eq.(146); again we have (eθ∗θ)2 = 0]
Hˆ(τ) = ǫs − η
√
m2 + [~ˆκ(τ)− eθˆ∗θˆ ~A⊥(τ, ~η(τ))]2 − 1
2
∫
d3σ (~π2⊥(τ, ~σ) + ~B
2[ ~A⊥(τ, ~σ)]) ≈ 0
~ˆHp(τ) = ~ˆκ(τ)− eθˆ∗θˆ ~A⊥(τ, ~η(τ)) +
∫
d3σ~π⊥(τ, ~σ)× ~B[ ~A⊥(τ, ~σ)] ≈ 0. (155)
Even if it is not yet clear which are the natural gauge-fixings to decouple the constraints
~ˆHp ≈ 0 [i.e. which is the point of the plane to be identified with x˜µs ; in absence of the field,
the gauge-fixing is ~η(τ) ≈ 0, namely the particle position is described by x˜µs ] so to remain
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only with one final first class constraint Hˇ ≈ 0 for the final Dirac observables, some remarks
may be done.
There is a well defined coupling of the electromagnetic field to each branch η = ± of
the particle mass spectrum, independently from the other: in a sense for p2s > 0 we have
obtained a diagonalization of the overall particle +field mass spectrum. However this has
been achieved by treating the electromagnetic field as a dynamical field and not as an
external one. Moreover, we have used a definition of rest frame based on the conserved
Poincare´ generator pµs , which is associated with the isolated system particle+field and which
does not exist when the field is external. Finally, even if we can form a 2 × 2 matrix
constraint

 Hˆ|η=+ 0
0 Hˆ|η=−

 ≈ 0, both Hˆ|η contain the term in the field energy: only after
having found the rest-frame field theory based on a decomposition of the fields in center-of-
mass and relative variables we will have the tools to try to understand better this matrix
formulation and its connection with the Klein-Gordon equation (the coupling of the 1-time
theory could be a nonminimal nonlocal coupling of the original Klein-Gordon equation to
the electromagnetic field).
In Ref. [37], there is also a discussion of the first-quantized effect of zitterbewegung of
the canonical noncovariant Newton-Wigner 3-position operator ~xop for a scalar particle and
of its nonlocalizability. Since the positive energy states (with the standard scalar product)
do not satisfy a completeness relation, the narrowest wave packet containing only positive
frequencies has a width of the order of the Compton wavelength 1/m. Equivalently, the
eigenstates of ~xop = i~∂/∂~p contain both positive and negative energies: in the diagonal 2×2
representation we define a “mean position operator” [which has δ3(~x−~x′) as eigenfunctions]
as ~xU,op = U
−1(~p)i
~∂
∂~p
U(~p) = i
~∂
∂~p
1 − i~p
2(m2+~p2)
τ1 = ~x
(+)
U,op + ~x
(−)
U,op, where the odd matrix τ1
couples positive and negative energies. The operator ~x
(+)
U,op, with velocity ∂o~x
(+)
U,op =
~p√
m2+~p2
τ3,
describes the steady motion of the particle, is the Newton-Wigner position operator in this
representation but has eigenfunctions delocalized over a region of radius of the order 1/m
(they have the previous velocity as group velocity); instead a wavepacket with a localization
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more accurate than 1/m (built with eigenfunctions of ~xU,op) will contain both kinds of
energies and will have a trembling motion (zitterbewegung) superimposed to the steady
motion in a region of the order 1/m.
In Klein-Gordon quantum field theory [59], the byproducts of these effects are
the nonexistence of perfectly localized states (eigenstates of a local occupation num-
ber operator NV,op(x
o) =
∫
V d
3xNop(~x, x
o) for an infinitesimally small volume V;
[NV,op(~x, x
o), NV,op(~x
′
, xo)] is different from zero for distances | ~x−~x′ | of the order 1/m [60]):
we cannot fix the particle number in a volume smaller than 1/m and the number of particles
in two volumes V and V
′
cannot be measured simultaneously unless V and V
′
are separated
by distances greater than 1/m. In contrast, we can define a local charge operator QˆV and
build states with perfect localization of charge in infinitesimally small volumes; however
[QˆV , Nop] 6= 0, i.e. the eigenstates of QˆV do not have a sharp particle number.
In contrast, in the classical rest-frame 1-time theory of a scalar particle, positive and neg-
ative energy states are completely decoupled (the upper and lower branches), and, instead of
the zitterbewegung effect, we have the impossibility to localize the center-of-mass canonical
3-position ~˜xs [to which collapses the particle position after the gauge-fixings ~η(τ) ≈ 0; the
first class constraint becomes H = ǫs − ηm ≈ 0 and we have a Hamilton-Jacobi description
of the free particle, with ~zs/ηm as Jacobi data] inside the noncovariance worldtube of radius
| ~¯S| /m in a frame independent way.
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VIII. 1-TIME RELATIVISTIC STATISTICAL MECHANICS
In Ref. [61], there is a a review with rich bibliography till 1966 of the two types of
approaches to classical relativistic statistical mechanics: i) the nonmanifestly covariant and
ii) the covariant ones. While the former approaches started in 1911 with Refs. [62], where
the equilibrium of a relativistic (classical Boltzmann and also quantum either Bose or Fermi)
gas was studied, only in 1940 in Ref. [63] a first relativistic Boltzmann equation was given
in the framework of relativistic kinetic theory; then the studies in plasma physics focused
on equal-time Hamiltonians
H =
N∑
i=1
{
√
m2i + (~pi − ei ~A(~xi, xo))
2
+ V (~xi, x
o)}+ 1
4
∫
d3z[~π2(~z, xo) + ~B2(~z, xo)], (156)
derived a relativistic Liouville equation for a density involving both particles and fields and
were extensively studied in the sixties [see the bibliography of Ref. [61]].
In contrast, the covariant approach started with Ref. [64], where, taking into account
constraints, there are the first steps in defining covariant relativistic kinetic theory, relativis-
tic statistical mechanics (canonical ensembles) and relativistic thermodynamics following
the first developments of relativistic hydrodynamics [see the bibliography of Ref. [61]]; the
Vlasov-, Boltzmann-, Landau-, Fokker-Planck- relativistic kinetic equations came out as ad
hoc semiphenomenological equations [again see the bibliography of Ref. [61]].
In Ref. [61], there is a critical analysis of the problems in the foundations of relativistic
kinetic theory and relativistic statistical mechanics stemming from the covariant relativistic
description of particles with either action-at-a-distance or field-mediated interactions. Due
to the absence of an absolute time, relativistic kinetic theory (µ-space) is a statistical theory
of curves (worldlines) and not of points (Cauchy data) as at the nonrelativistic level. Anal-
ogously, due to the presence of N times in the description of N particle systems, relativistic
statistical mechanics (Γ-space, Gibbs ensembles) was a statistical theory of N-dimensional
manifolds (the gauge orbits spanned by the N times in the 7N constraint manifold defined
in the 8N-dimensional phase space by the N mass-shell first class constraints p2i −m2 ≈ 0)
71
instead of 1-dimensional manifolds as in the nonrelativistic case (so that one has N and
not 1 relativistic Liouville equations in Γ-space and associated problems with the defini-
tion of measures). These problems were already posed in Ref. [64]. However, there was a
not clear understanding that the transition from the configuration space [worldlines with
coordinates qµi (τ) or ~qi(q
o
i ); see predictive mechanics [65] and the predictive conditions on
the relativistic forces for the implementation of a realization of the Poincare´ group [66]] to
phase space [with coordinates xµi (τ), p
µ
i (τ)] had to face the No-Interaction-Theorem [13,14],
so that qµi (τ) = x
µ
i (τ) is allowed only in the free case. Moreover, in Ref. [61] there is the
recognition that to build relativistic kinetic theory and statistical mechanics the initial data
must be chosen as the mathematical Cauchy data on a spacelike hypersurface [it is not clear
whether they can be measured] and not for instance as data on the backward light-cone of an
observer [in the case of the electromagnetic field, the light cone is a characteristic surface of
Maxwell equations and does not define a well posed Cauchy problem: the future field is not
completely and uniquely determined]: in this case, in µ-space, starting from the predictive
equations of motion in the first-order formalism [q˙µ(τ) = uµ(τ), mu˙µ(τ) = F µ], from the
density R(qµ, uµ, qµo , u
µ
o , τ) = δ
4[qµ−qµ(τ, qo, uo)]×δ4[uµ−uµ(τ, qo, uo)] and from an ensemble
of such systems with a random distribution Do(qo, uo) of Cauchy data, it is possible to de-
fine the density in µ-space D(qµ, uµ, τ) =
∫
µR(q
µ, uµ, qµo , u
µ
o , τ)Do(qo, uo)d
4qod
4uo, to find the
one-particle relativistic equation for D [and then, by adding ad hoc collision terms, various
kinetic equations], to show that N (qµ, uµ) = ∫ +∞−∞ dτD(qµ, uµ, τ) is a distribution function
such that jµ(q) =
∫
d4pN (qµ, pµ = muµ) uµ2mθ(po)δ4(p2−m2) [if one chooses u2 = 1] is the
particle four-current, that N (qµ, uµ) satisfies the one-particle Liouville equation, which in
turn, by adding ad hoc collision terms C(N ), becomes a kinetic transport equation. When
the external force F µ vanishes, the equation C(N ) = 0 is satisfied by the relativistic version
of the Maxwell-Boltzmann distribution function, i.e. the classical Ju¨ttner [62] -Synge [67]
distribution [K2(x) is the modified Bessel function of order two]
N (qµ, pµ) = Nρ(q)
4πm2K2(mβ)
e−β
µpµ. (157)
72
In this equation βµ is the reciprocal temperature timelike fourvector [67] [β =
√
β2 = 1/kT
with k being the Boltzmann constant].
In Refs. [68], there was a further development of relativistic kinetic theory and a dis-
cussion of how to formulate covariant relativistic thermodynamics [see Ref. [69] for the
bibliography on the subject and for a review of the associated problems], whose final for-
mulation [containing the solution of the problem of having causal propagation of heat flow
(parabolic transport equations replaced by hyperbolic ones) with some molecular speed less
than the velocity of light] was given in Refs. [70] for fluids both in equilibrium and out of it.
The conclusion was that at equilibrium all relevant fourvectors [the reciprocal temperature
βµ, the entropy four-current sµ, the volume fourvector V µ, the number density of particles
nµ, the four-momentum pµ] should be all proportional, through their rest-frame values, to
the hydrodynamical four-velocity uµ [u2 = 1]: βµ = βuµ = uµ/kT , V µ = V uµ, sµ = suµ,
nµ = nuµ, pµ = puµ; uµ is a timelike eigenvector of the energy-momentum tensor T µν if it
satisfies certain positivity conditions [67].
At equilibrium, starting from the Ju¨ttner-Synge distribution, we can derive the co-
variant canonical partition function QN (V
µ, βµ) for an ideal classical relativistic Boltz-
mann gas of N scalar particles of mass m (and going to the quantum level of Bose and
Fermi ideal quantum gases) and then the covariant grand-canonical partition function
Ξ(V µ, βµ, iµ) =
∑
N e
iµn
µ
QN(V
µ, βµ) [iµ = µβµ with µ the relativistic chemical potential,
related to the nonrelativistic one by µ = µNR+m] and the covariant thermodynamical poten-
tial Ω(V µ, βµ, iµ) = −kT lnΞ(V µ, βµ, iµ). This has been done in Ref. [71] following previous
results in Refs. [72,73], after the identification of the invariant microcanonical density of
states
σN(p
2, V 2, pµV
µ) =
∫
δ4(p−
N∑
i=1
pi)
N∏
i=1
dσi(pi, m), (158)
based on the invariant momentum space measure [74,75]
dσ(p,m) = 2Vµp
µθ(po)δ(p2 −m2)d4p. (159)
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Then the canonical partition function for the ideal Boltzmann gas of N free scalar par-
ticles is [1/N ! is the Boltzmann counting factor for identical particles]
QN(V
µ, βµ) =
1
N !
∫
d4pe−β
µpµσN (p
2, V 2, pµV
µ) =
=
1
N !
[
2
(2π)3
∫
d4pθ(po)δ(p2 −m2)pµV µe−βµpµ]N =
=
1
N !
N∏
i=1
[
2V
(2π)3
∫
d3pie
−β
√
m2+~p2
i ]N
=
1
N !
[
V m2
2π2β
K2(mβ)]
N , β = 1/kT, (160)
where the last evaluation has been made in the rest frame of the volume V.
This same result may be obtained [76] from the phase space description of N scalar
particles with N first class constraints, by using a Faddeev-Popov measure in which N gauge-
fixings [of the kind pi · xi/
√
p2i − τi ≈ 0] have been added to the N first class constraints
φi ≈ 0 to eliminate particles’ times and energies (the many-time problem). The resulting
form of QN for a system of N interacting particles is [p
µ =
∑N
i=1 p
µ
i ]
QN(V
µ, βµ) =
1
N !
∫
V µ
e−β
µpµ
N∏
i=1
θ(poi )δ(φi)δ(χi)det | {φi, χj}|
d4xid
4pi
(2π)3
, (161)
where φi = p
2
i −m2i − ... ≈ 0 [the dots are for the (generically unknown) interaction terms in
the N-time theory] are the original first class constraints and χi ≈ 0 are the N gauge-fixings.
In Ref. [76], there is also a study of a gas of N 2-body bound states based on the model of
Refs. [44,45].
Moreover, Feynman nonrelativistic result [77] that the partition function of quantum
statistical mechanics can be obtained by evaluating the density matrix for an N particle
system from the continuation to imaginary times (xo → −ih¯/kT ) of the path integral used
for the evaluation of the kernel of the evolution operator, may be extended to free relativistic
scalar particles (p2 −m2 ≈ 0) in the proper time gauge and the result is again QN [78].
See for instance Refs. [79] for applications of relativistic statistical mechanics to rela-
tivistic plasmas.
Coming back, after this sketchy review, to the 1-time description of N relativistic scalar
particles, we see that now we have a natural kinematical framework (when the system is
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isolated and the total momentum is timelike) for developing an 1-time covariant formulation
of relativistic statistical mechanics of systems of interacting scalar particles along the lines
of the nonrelativistic one; it could be termed “rest-frame instant form relativistic statistical
mechanics”.
To arrive at this formulation, let us start from the ideal gas in the formulation of Eq.(161)
and let us try to reproduce the canonical partition function of Eq.(160) with the new formu-
lation. Let us make the canonical transformation from the basis xµi , p
µ
i of the N-time theory
to the basis ˆ˜x
µ
, pµ, TˆRa, ǫˆRa, ~ˆρa, ~πa of Eqs.(31) and then to the basis Tˆ , ǫ, ~ˆz,
~k, TˆRa, ǫˆRa, ~ˆρa, ~πa
of Eqs.(35). We have
N∏
i=1
d4xid
4pi = d
4ˆ˜xd4p
N−1∏
a=1
dTˆRadǫˆRa, d
3ρˆad
3πa =
= dǫd3kdTˆ d3zˆ
N−1∏
a=1
dTˆRadǫˆRad
3ρˆad
3πa, (162)
since d4ˆ˜x =
√
1 + ~k2dTˆ d3zˆ/| ǫ|3 and d4p = | ǫ|3dǫd3k/
√
1 + ~k2 [20].
The gauge-fixings needed to go to the rest-frame instant form are Tˆ −τ ≈ 0 and TˆRa ≈ 0.
Since we do not know explicitely the inverse canonical transformations, we could expect
to have a Jacobian coming out in the following transformation [to avoid the problem of
degenaracies we start by making calculations with different masses mi]
N∏
i=1
θ(poi )δ(p
2
i −m2i )δ(Tˆ (x, p)− τ)
N−1∏
a=1
δ[TˆRa(x, p)] =
= J
N∏
i=1
θ(ηi)δ(p
2 − ...)δ(Tˆ − τ)
N−1∏
a=1
δ(ǫˆRa)δ(TˆRa) =
= J
N∏
i=1
θ(ηi)δ(ǫ
2 − ...)δ(Tˆ − τ)
N−1∏
a=1
δ(ǫˆRa)δ(TˆRa). (163)
We have written p2−... = ǫ2−.. ≈ 0 for the (explicitely unknown) mass spectrum constraint;
but with the help of Eq.(82) and due to the θ(ηi), Eq.(163) may be rewritten as
J˜ δ(ǫ−
N∑
i=1
√√√√√m2 +N(N−1∑
a=1
γˆai~πa)
2
δ(Tˆ − τ)
N−1∏
a=1
δ(TˆRa)δ(ǫˆRa), (164)
where we have put mi = m, because now there is no ambiguity with the uppest positive
branch of the mass spectrum.
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By using Equations (162), (164), and our gauge-fixings, the analogue of Eq.(161) is [the
Jacobian J˜ is to be fixed by comparison with Eq,(160)]
QN (V
µ, βµ) =
1
N !
∫
V µ
N∏
i=1
e−βµp
µ
i θ(poi )δ(p
2
i −m2)δ(Tˆ (xk, pk)− τ)
N−1∏
a=1
δ(TˆRa(xk, pk))
N∏
i=1
d4xid
4pi
(2π)3
=
=
1
N !
J˜
(2π)3N
∫
V µ
δ(ǫ−
N∑
i=1
√√√√√m2 +N(N−1∑
a=1
γˆai~πa)
2
)δ(Tˆ − τ)
N−1∏
a=1
δ(TˆRa)δ(ǫˆRa)
N∏
i=1
e−βµp
µ
i
dǫd3kdTˆd3zˆ
N−1∏
a=1
dTˆRadǫˆRad
3ρad
3πa =
=
1
N !
J˜
(2π)3N
∫
V µ
d3zˆd3k
N−1∏
a=1
d3ρad
3πa
N∏
i=1
e−βµp
µ
i . (165)
What is lacking in the N-time theory is the evaluation of βµp
µ
i , because we do not know
explicitely the inverse canonical transformation.
Let us shift to the 1-time description on the rest-frame hyperplane: in the rest
frame one had the constraints ~κ+ ≈ 0 and the gauge-fixings ~η+ ≈ 0 [identifying the
rest frame center of mass with x˜µs ], so that
√
m2 + ~κ2i ≈
√
m2 +N(
∑N−1
a=1 γˆai~πa)
2
and
βµp
µ
i ≈ β
√
m2 +N(
∑N−1
a=1 γˆai~πa)
2
due to Eq.(80). But if we look at the rest-frame hyper-
plane from an arbitrary frame in Minkowski spacetime, the Minkowski canonical 3-position
and 3-momentum of the center of mass are ~zs/ǫs and ǫs~ks respectively with d
3zsd
3ks =
(d3zs/| ǫs|3)(| ǫs|3d3ks) [it is a Lorentz scalar [20]: d3zsd3ks = (
√
1 + ~k2sd
3zs)(d
3ks/
√
1 + ~k2s)]
and we would like to identify d3zˆd3k = d3zsd
3ks with the Lorentz scalar one d
3η+d
3κ+. In
this way ~η+ and ~κ+ would be Wigner spin-1 quantities simulating on the rest-frame hyper-
plane [relaxing the constraints ~κ+ ≈ 0] the motion of the three-dimensional center of mass
in an arbitrary Minkowski frame: the 3-coordinates and the 3-momenta of the particles in
this descritpion would be the Wigner spin-1 3-vectors ~ηi and ~κi in Eq.(74).
This suggests the replacement of the unknown βµp
µ
i with β
√
m2 + ~κ2i , which is a Lorentz
scalar [β is the rest-frame reciprocal temperature]. With this prescription, by using
d3η+d
3κ+
∏N−1
a=1 d
3ρad
3πa =
∏N
i=1 d
3ηid
3κi and by replacing V
µ with its rest-frame value
V =
∫
V d
3ηi, Eq.(165) becomes
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QN(V, β) =
1
N !
J˜
(2π)3N
N∏
i=1
∫
V
d3ηid
3κie
−β
√
m2+~κ2
i =
=
J˜
N !
N∏
i=1
[
V
(2π)3
∫
d3κie
−β
√
m2+~κ2
i ] =
=
1
N !
J˜
2N
[
2V
(2π)3
∫
d3κe−β
√
m2+~κ2
i ]N =
=
1
N !
J˜
2N
[
V m2
2π2β
K2(mβ)]
N . (166)
Therefore, if we choose J˜ = 2N , we get the following definition of the Lorentz scalar
canonical partition function of an ideal Boltzmann gas in the rest-frame instant form
QN (V, β) =
1
N !
(
2
(2π)3
)N
∫
V
N∏
i=1
d3ηid
3κie
−β
√
m2+~κ2
i . (167)
If, following Ref. [76], we consider a relativistic gas formed by N 2-body bound states
defined by the following 2-body reduced Hamiltonian [obtained from Eq.(111) with the
previous prescriptions and where ~R12 = ~η1 − ~η2]
HR =
√
m21 + V1(~R
2
12) + ~κ
2
1 +
√
m22 + V2(~R
2
12) + ~κ
2
2 + U(~R
2
12)
′ (168)
then the definition of the Lorentz-scalar canonical partition function is [~η12 =
1
2
(~η1 + ~η2)]
QN (V, β) =
1
(2π)6NN !
[
∫
V
e−βHRd3η1d3η2d3κ1d3κ2]N =
=
1
(2π)6NN !
[
∫
V
e−βHRd3η12d
3R12d
3κ1d
3κ2]
N =
=
V N
(2π)6NN !
[
∫
V
e−βHRd3R12d3κ1d3κ2]N . (169)
Clearly this can be extended to more complicated situations. When a better understand-
ing of the gauge-fixings for the case of charged particles interacting with the electromagnetic
field will be obtained, Eqs.(146) will serve to define the covariant analogue of the canonical
partition function associated with the noncovariant Hamiltonian of Eq.(156). Finally, Feyn-
man path integral approach should now be based on the continuation of the scalar rest-frame
time Ts to imaginary values −ih¯/kT .
77
IX. CONCLUSIONS
In this paper a covariant 1-time formulation, the rest-frame instant form, of classical rel-
ativistic dynamics has been developed for those isolated systems of both N scalar particles
with action-at-a-distance interactions and of charged scalar particles plus the electromag-
netic field, which belong to timelike irreducible Poincare´ representations. While with only
particles the kinematics is completely understood, in the case of particles plus fields more
work will be needed to identify which point of the system has to be identified with the
canonical 3-position of the center of mass on the spacelike hyperplane orthogonal to the
total momentum, due to the presence of the interaction term in the constraints ~ˆHp ≈ 0 of
Eqs.(146). This problem is non trivial and is connected with the action-reaction problem
and with the classical basis of the electromagnetic interaction vertex of a scalar particle. In
turn this point is associated with the pseudoclassical regularization of the classical electro-
magnetic self-energies of charged particles. Again more work is needed to clarify the meaning
of the pseudoclassical theory with Dirac observables where the effects of order e2i are absent
and only the eiej, i 6= j, effects are present: one has to compare the theory with Dirac
observables to the standard methods of separation of the Coulomb and radiation effects in
the Lienard-Wiechert potentials [55,56], to revisit the Abraham-Lorentz-Dirac equation and
the problem of classical bound states (Eqs.(148) define a regularized bound system with
Coulomb interactions without emission of radiation and without fall on the centre).
For free particles a quasi-Shanmugadhasan canonical basis has been found, which is
suited to the description of the relativistic Cauchy problem for bound states, because the
relative energies and times can be explicitely eliminated in a covariant way. It is under
investigation [26] how to introduce the second Poincare´ Casimir W 2 = −p2~¯S2 of timelike
Poincare´ representations in the basis and how to present in a clear form the gauge character
of the classical zitterbewegung. The next step will be the introduction of the spin 1/2 degrees
of freedom by means of Grassmann variables [52,80] both in the N- and 1-time theories and
the comparison with the results coming from the Dirac equation. A further development will
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be to replace the electromagnetic field with a non-Abelian Yang-Mills one and the search of
the associated interparticle potential.
When the electromagnetic field is considered, the 1-time theory shows clearly the exis-
tence of a new formulation of the classical theory of free linear fields, i.e. the rest-frame field
theory based on a center-of-mass and relative variables decomposition of field configurations.
The formulation of rest-frame field theory, which is under active investigation, will be the
necessary tool for attempting a quantization of the nonlocal field theories with Dirac’s ob-
servables, for utilizing the ultraviolet cutoff induced by the noncovariance of the canonical
center-of-mass 3-position and for a fresh start to the problem of putting relativistic bound
states among its Tomonaga-Schwinger-like asymptotic states.
Furthermore, we have to understand the quantization of the 1-time covariant relativis-
tic mechanics in the rest-frame instant form and to compare it with relativistic quantum
mechanics [see the rich bibliography Refs. [81,82] for the status of this theory,which also
originated from Ref. [11]], which is used in low energy (below the pion mass threshold)
nuclear physics, where at the order 1/c2 one can define a theory with a fixed number of
nucleons.
On the other hand, 1-time covariant relativistic statistical mechanics should be developed
to a stage to be compared with the existing applications of relativistic statistical mechanics
to relativistic (either astrophysical or nuclear) plasmas [79].
In particular one should revisit the case of charged particles plus the electromagnetic field
in the pseudoclassical approach with Grassmann charges. One should obtain simplifications
of the transport equations evaluated by taking into account the Abraham-Lorentz-Dirac
equation with its dependence on higher accelerations [61]. More in general, it is still com-
pletely open the problem of how to get a Hamiltonian formulation of the integro-differential
equations of motion coming from the Tetrode-Fokker-Feynman-Wheeler actions, in which
the radiation electromagnetic degrees of freedom have been eliminated: these actions admit
reparametrization invariance of each particle worldline notwithstanding the interaction, are
supposed to replace the nonexisting (due to the No-Interaction-Theorem) Lagrangians for
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predictive mechanics [16] and are formally equivalent to an infinite system of differential
eqations for accelerations of every order, whose study with constraint theory is just at the
beginning [83].
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APPENDIX A:
The rest frame form of the timelike fourvector pµ is
◦
p µ = η
√
p2(1;~0) = ηµoη
√
p2,
◦
p 2 = p2,
where η = sign po.
The standard Wigner boost transforming
◦
p µ into pµ is
Lµν(p,
◦
p) = ǫµν (u(p)) =
= ηµν + 2
pµ
◦
pν
p2
− (p
µ +
circ
p
µ
)(pν +
◦
pν)
p· ◦p +p2
=
= ηµν + 2u
µ(p)uν(
◦
p)− (u
µ(p) + uµ(
◦
p))(uν(p) + uν(
◦
p))
1 + uo(p)
ν = 0 ǫµo (u(p)) = u
µ(p) = pµ/η
√
p2
ν = r ǫµr (u(p)) = (−ur(p); δir −
ui(p)ur(p)
1 + uo(p)
). (A1)
The inverse of Lµν(p,
◦
p) is Lµν(
◦
p, p), the standard boost to the rest frame, defined by
Lµν(
◦
p, p) = Lν
µ(p,
◦
p) = Lµν(p,
◦
p)|~p→−~p. (A2)
Therefore, we can define the following vierbeins [the ǫµr (u(p))’s are also called polarization
vectors; the indices r, s will be used for A=1,2,3 and o¯ for A=0]
ǫµA(u(p)) = L
µ
A(p,
◦
p)
ǫAµ (u(p)) = L
A
µ(
◦
p, p) = ηABηµνǫ
ν
B(u(p))
ǫo¯µ(u(p)) = ηµνǫ
ν
o(u(p)) = uµ(p)
ǫrµ(u(p)) = −δrsηµνǫνr (u(p)) = (δrsus(p); δrj − δrsδjh
uh(p)us(p)
1 + uo(p)
)
ǫAo (u(p)) = uA(p), (A3)
which satisfy
ǫAµ (u(p))ǫ
ν
A(u(p)) = η
µ
ν
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ǫAµ (u(p))ǫ
µ
B(u(p)) = η
A
B
ηµν = ǫµA(u(p))η
ABǫνB(u(p)) = u
µ(p)uν(p)−
3∑
r=1
ǫµr (u(p))ǫ
ν
r(u(p))
ηAB = ǫ
µ
A(u(p))ηµνǫ
ν
B(u(p))
pα
∂
∂pα
ǫµA(u(p)) = pα
∂
∂pα
ǫAµ (u(p)) = 0. (A4)
The Wigner rotation corresponding to the Lorentz transformation Λ is
Rµν(Λ, p) = [L(
◦
p, p)Λ−1L(Λp,
◦
p)]
µ
ν =

 1 0
0 Rij(Λ, p)


Rij(Λ, p) = (Λ
−1)
i
j − (Λ
−1)iopβ(Λ−1)βj
pρ(Λ−1)ρo + η
√
p2
−
− p
i
po + η
√
p2
[(Λ−1)oj − ((Λ
−1)oo − 1)pβ(Λ−1)βj
pρ(Λ−1)ρo + η
√
p2
]. (A5)
The polarization vectors and the variables of Eq.(13) transform under the Poincare´ trans-
formations (a,Λ) in the following way
ǫµr (u(Λp)) = (R
−1)rs Λµν ǫνs (u(p))
p
′µ = Λµνp
ν
x˜
′µ = Λµν [x˜
ν +
1
2
S¯rsR
r
k(Λ, p)
∂
∂pν
Rsk(Λ, p)] + a
µ =
= Λµν{x˜ν + S¯rs
Λoαpα + η
√
p2
[ηνr (Λ
o
s − (Λ
o
o − 1)ps
po + η
√
p2
)−
− (p
ν + ηνoη
√
p2)prΛ
o
s
η
√
p2(po + η
√
p2)
]}+ aµ
T
′
Ra = TRa
ǫ
′
Ra = ǫRa
ρ
′
ar = ρasR
s
r(Λ, p)
π
′
ar = πasR
s
r(Λ, p). (A6)
Therefore, x˜µ is not a fourvector and ~ρa, ~πa are Wigner spin-1 3-vectors; their infinitesimal
transformation properties under Lorentz transformations generated by Jµν = L˜µν + S˜µν of
Eq.(14), are
82
{x˜µ, Jαβ} = ηµαx˜β − ηµβ x˜α + {x˜µ, S˜αβ}
{x˜µ, S˜oi} = − 1
po + η
√
p2
[ηµjS˜ji +
(pµ + ηµoη
√
p2)S˜ikpk
η
√
p2(po + η
√
p2)
]
{x˜µ, S˜ij} = 0
{ρra, Joi} = −
δis(prρsa − psρra)
po + η
√
p2
{ρra, J ij} = δisδjt{ρra, S¯st} = (δisδjr − δirδjs)ρsa
{πra, Joi} = −
δis(prπsa − psπra)
po + η
√
p2
{πra, J ij} = (δisδjr − δirδjs)πsa. (A7)
In contrast, the variables of Eqs.(22) transform under the Poincare´ transformations (a,Λ)
in the following way
T
′
= T + kµ(Λ
−1a)
µ
ǫ
′
= ǫ
z
′i = (Λij − Λ
i
µk
µ
Λoνkν
Λoj) + ǫ(Λ
i
µ − Λ
i
νk
ν
Λoρkρ
Λoµ)(Λ
−1a)
µ
k
′µ = uµ(p
′
) = Λµνk
ν
{T, po} = −
√
1 + ~k2, {T, pi} = −ki
{kh, Joi} = −δhi
√
1 + ~k2, {kh, J ij} = δhjki − δhikj
{zh, po} = ǫk
h√
1 + ~k2
, {zh, pi} = δhiǫ
{zh, Joi} = z
ikh√
1 + ~k2
, {zh, J ij} = δhjzi − δhizj . (A8)
Some further useful formulas are (ǫ = η
√
p2)
∂
∂pµ
ǫBρ (u(p)) =
∂
∂pµ
LBρ(
◦
p, p) =
=
2
ǫ
ηBo (η
µ
ρ −
pµpρ
ǫ2
)− 1
ǫ2(po + ǫ)
[(pB + ǫηBo )(p
µηoρ + ǫη
µ
ρ ) + (p
µηBo + ǫη
µB)(pρ + ǫη
o
ρ)] +
+
(pB + ǫηBo )(pρ + ǫη
o
ρ)[(p
o + 2ǫ)pµ + ǫ2ηµo ]
ǫ3(po + ǫ)2
, (A9)
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12
ǫνA(u(p))η
AB ∂ǫ
ρ
B(u(p))
∂pµ
Sρν = −1
2
ηAC
∂ǫCρ (u(p))
∂pµ
ǫρB(u(p))S¯
AB =
= −1
ǫ
[ηµA(S¯
o¯A − S¯
Arpr
po + ǫ
) + S¯ o¯rpr
pµ + 2ǫηµo
ǫ(po + ǫ)
] =
= − 1
ǫ(po + ǫ)
[pρS
ρµ + ǫ(Soµ − Soρ pρp
µ
ǫ2
)], (A10)
∂
∂pν
Rik(Λ, p) =
(Λ−1)io
(pρ(Λ−1)ρo + ǫ)2
×
×[1
ǫ
(pν + ǫ(Λ−1)νo)pβ(Λ−1)βk − (pρ(Λ−1)ρo + ǫ)(Λ−1)νk]−
− η
iν
po + ǫ
[(Λ−1)ok − ((Λ
−1)oo − 1)pβ(Λ−1)βk
pρ(Λ−1)ρo + ǫ
] +
pi
(po + ǫ)2
{1
ǫ
(pν + ǫηνo)(Λ−1)ok +
+
po + ǫ
pρ(Λ−1)ρo + ǫ
((Λ−1)oo − 1)×
×[(Λ−1)νk − 1
ǫ
(
pν + ǫηνo
po + ǫ
+
pν + ǫ(Λ−1)νo
pρ(Λ−1)ρo + ǫ
)pβ(Λ
−1)βk]}. (A11)
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APPENDIX B:
In the N=2 case [20] Eqs.(6), (9), (13), (26), (28), (31) become respectively
xµ =
1
2
(xµ1 + x
µ
2 )
pµ = pµ1 + p
µ
2
Rµ = xµ1 − xµ2
Qµ =
1
2
(pµ1 − pµ2); (B1)
xµ1 = x
µ +
1
2
Rµ
xµ2 = x
µ − 1
2
Rµ
pµ1 =
1
2
pµ +Qµ
pµ2 =
1
2
pµ −Qµ; (B2)
x˜µ = xµ +
1
2
ǫAν (u(p))ηAB
∂ǫBρ (u(p))
∂pµ
Sνρ =
= xµ − 1
η
√
p2(po + η
√
p2)
[pνS
νµ + η
√
p2(Soµ − Soν pνp
µ
p2
)]
pµ
TR =
p · R
η
√
p2
ǫR =
p ·Q
η
√
p2
ρr = Rr − p
r
η
√
p2
(Ro − ~p ·
~R
po + η
√
p2
)
πr = Qr − p
r
η
√
p2
(Qo − ~p ·
~Q
po + η
√
p2
), (B3)
χ− =
1
2
(φ1 − φ2) = p ·Q− 1
2
(m21 −m22) = ǫǫR −
1
2
(m21 −m22) ≈ 0
χ+ = 2(φ1 + φ2) =
1
p2
(p2 −M2+)(p2 −M2−) + 4χ−(χ− +m21 −m22) =
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=
1
ǫ2
(ǫ2 −M2+)(ǫ2 −M2−) + 4χ−(χ− +m21 −m22) ≈ 0
M± =
√
m21 −Q2⊥ ±
√
m22 −Q2⊥ =
√
m21 + ~π
2 ±
√
m22 + ~π
2,
Qµ⊥ = (η
µν − p
µpν
p2
)Qν ; (B4)
xˆµ = xµ +
m21 −m22
2p2
(ηµν − 2p
µpν
p2
)Rν
pµ
Rˆµ = Rµ
Qˆµ = Qµ − m
2
1 −m22
2p2
pµ, Qˆµ⊥ = Q
µ
⊥; (B5)
ˆ˜x = xˆµ +
1
2
ǫAν (u(p))ηAB
∂ǫBρ (u(p))
∂pµ
Sˆνρ =
= xˆµ − 1
η
√
p2(po + η
√
p2)
[pν Sˆ
νµ + η
√
p2(Sˆoµ − Sˆoν pνp
µ
p2
)]
pµ
TˆR = TR
ǫˆR = ǫR − m
2
1 −m22
2ǫ
⇒ χ− = ǫǫˆR ≈ 0
~ˆρ = ~ρ
~ˆπ = ~π. (B6)
Let us remark that Todorov’s quasipotential-like Hamiltonian [44,41] corresponds to the
following rewriting of the constraint χ+ (modulo χ− ≈ 0):
χ+ ≈ 4[(Qˆµ⊥ + ǫp
pµ
ǫ
)
2
−m2p] = −4[~π2 − b2(ǫ2)] ≈ 0
mp =
m1m2
ǫ
, ǫp =
ǫ2 −m21 −m22
2ǫ
b2(ǫ2) =
ǫ4 +m41 +m
4
2 − 2(m21 +m22)ǫ2 − 2m21m22
4ǫ2
= ǫ2p −m2p; (B7)
mp and ǫp are interpreted as the relativistic reduced mass and energy of a fictitious particle
of relative motion.
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APPENDIX C:
Let {Σ(τ)} be a one-parameter family of spacelike hypersurfaces foliating Minkowski
spacetime M4. At fixed τ , let zµ(τ, ~σ) be the coordinates of the points on Σ(τ) in M4, {~σ}
a system of coordinates on Σ(τ). If σAˇ = (στ = τ ;~σ = {σrˇ}) [the notation Aˇ = (τ, rˇ) with
rˇ = 1, 2, 3 will be used; note that Aˇ = τ and Aˇ = rˇ = 1, 2, 3 are Lorentz-scalar indices] and
∂Aˇ = ∂/∂σ
Aˇ, one can define the vierbeins
zµ
Aˇ
(τ, ~σ) = ∂Aˇz
µ(τ, ~σ), ∂Bˇz
µ
Aˇ
− ∂AˇzµBˇ = 0, (C1)
so that the metric on Σ(τ) is
gAˇBˇ(τ, ~σ) = z
µ
Aˇ
(τ, ~σ)ηµνz
ν
Bˇ
(τ, ~σ), gττ (τ, ~σ) > 0
g(τ, ~σ) = −det || gAˇBˇ(τ, ~σ) || = (det || zµAˇ(τ, ~σ) ||)
2
γ(τ, ~σ) = −det || grˇsˇ(τ, ~σ) ||. (C2)
If γ rˇsˇ(τ, ~σ) is the inverse of the 3-metric grˇsˇ(τ, ~σ) [γ
rˇuˇ(τ, ~σ)guˇsˇ(τ, ~σ) = δ
rˇ
sˇ ], the inverse
gAˇBˇ(τ, ~σ) of gAˇBˇ(τ, ~σ) [g
AˇCˇ(τ, ~σ)gcˇbˇ(τ, ~σ) = δ
Aˇ
Bˇ
] is given by
gττ(τ, ~σ) =
γ(τ, ~σ)
g(τ, ~σ)
gτ rˇ(τ, ~σ) = −[γ
g
gτuˇγ
uˇrˇ](τ, ~σ)
grˇsˇ(τ, ~σ) = γ rˇsˇ(τ, ~σ) + [
γ
g
gτuˇgτ vˇγ
uˇrˇγ vˇsˇ](τ, ~σ), (C3)
so that 1 = gτCˇ(τ, ~σ)gCˇτ (τ, ~σ) is equivalent to
g(τ, ~σ)
γ(τ, ~σ)
= gττ(τ, ~σ)− γ rˇsˇ(τ, ~σ)gτ rˇ(τ, ~σ)gτ sˇ(τ, ~σ). (C4)
We have
zµτ (τ, ~σ) = (
√
g
γ
lµ + gτ rˇγ
rˇsˇzµsˇ )(τ, ~σ), (C5)
and
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ηµν = zµ
Aˇ
(τ, ~σ)gAˇBˇ(τ, ~σ)zνBˇ(τ, ~σ) =
= (lµlν + zµrˇ γ
rˇsˇzνsˇ )(τ, ~σ), (C6)
where
lµ(τ, ~σ) = (
1√
γ
ǫµαβγz
α
1ˇ z
β
2ˇ
zγ
3ˇ
)(τ, ~σ)
l2(τ, ~σ) = 1, lµ(τ, ~σ)z
µ
rˇ (τ, ~σ) = 0, (C7)
is the unit (future pointing) normal to Σ(τ) at zµ(τ, ~σ).
For the volume element in Minkowski spacetime we have
d4z = zµτ (τ, ~σ)dτd
3Σµ = dτ(z
µ
τ (τ, ~σ)lµ(τ, ~σ))
√
γ(τ, ~σ)d3σ =
=
√
g(τ, ~σ)dτd3σ. (C8)
Let us remark that according to the geometrical approach of Ref. [10], by using Eq.(C5)
in the form zµτ (τ, ~σ) = N(τ, ~σ)l
µ(τ, ~σ) + N rˇ(τ, ~σ)zµrˇ (τ, ~σ) [with N =
√
g/γ and N rˇ = gτ sˇγ
sˇrˇ
being the standard lapse and shift functions, so that gττ = N
2+grˇsˇN
rˇN sˇ, gτ rˇ = grˇsˇN
sˇ, gττ =
N−2, gτ rˇ = −nrˇ/N2, grˇsˇ = γ rˇsˇ + N rˇN sˇ
N2
], we should write
Aτ (τ, ~σ) = N(τ, ~σ)Al(τ, ~σ) +N
rˇ(τ, ~σ)Arˇ(τ, ~σ) (C9)
and use Al(τ, ~σ) as the genuine field configuration variable independent from the motion of
the embedded hypersurface.
Then, by denoting Krˇsˇ = Ksˇrˇ = lµ∂rˇ∂sˇz
µ and Γuˇrˇsˇ = z
uˇ
µ∂rˇ∂sˇz
µ = 1
2
γuˇnˇ(∂rˇgsˇnˇ + ∂sˇgrˇnˇ −
∂nˇgrˇsˇ) the extrinsic curvature and the Christoffel symbols respectively of the spacelike hy-
persurface (with metric grˇsˇ) embedded in the flat Minkowski spacetime, we get for the field
strengths [“;” and “|” are the total and ordinary covariant derivatives]
Frˇsˇ = Asˇ;rˇ − Arˇ;sˇ = Asˇ | rˇ −KsˇrˇAl − (Arˇ | sˇ −KrˇsˇAl) =
= Asˇ | rˇ − Arˇ | sˇ = ∂rˇAsˇ − ΓnˇrˇsˇAnˇ − (∂sˇArˇ − ΓnˇsˇrˇAnˇ) = ∂rˇAsˇ − ∂sˇArˇ,
Fτ rˇ = ∂τArˇ − ∂rˇ(NAl +N uˇAuˇ) = NFlrˇ +N sˇFsˇrˇ,
Flrˇ = Al;rˇ − Arˇ;l = ∂rˇAl +KrˇuˇγuˇsˇAsˇ − 1
N
(∂τ −L ~NArˇ +NKrˇuˇγuˇsˇAsˇ − Al∂rˇN) =
= − 1
N
[∂τArˇ − L ~NArˇ − ∂rˇ(NAl)], (C10)
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where L ~NArˇ = N sˇArˇ | sˇ + AsˇN sˇ| rˇ = N sˇ∂sˇArˇ + Asˇ∂rˇN sˇ is the Lie derivative along ~N .
By using the second line of Eq.(C6) to evaluate −1
4
√
gηµνηρσFµρFνσ =
−1
4
N
√
γ(2γ rˇsˇFlrˇFlsˇ + γ
rˇsˇγuˇvˇFrˇuˇFsˇvˇ), the Lagrangian (114) becomes
L ( τ, ~σ) = i
2
N∑
i=1
δ3(~σ − ~ηi(τ))[θ∗i (τ)θ˙i(τ)− θ˙∗i (τ)θi(τ)]−
−
N∑
i=1
δ3(~σ − ~ηi(τ))[ηimi
√
N2(τ, ~σ) + grˇsˇ(τ, ~σ)(N rˇ(τ, ~σ) + η˙rˇi (τ))(N
sˇ(τ, ~σ) + η˙sˇi (τ)) +
+ eiθ
∗
i (τ)θi(τ)(N(τ, ~σ)Al(τ, ~σ) + Arˇ(τ, ~σ)(N
rˇ(τ, ~σ) + η˙rˇi (τ))]−
−
√
γ(τ, ~σ)[
1
2N
γ rˇsˇ(∂τArˇ − L ~NArˇ − ∂rˇ(NAl))(∂τAsˇ − L ~NAsˇ − ∂sˇ(NAl)) +
+
N
4
γ rˇsˇγuˇvˇFrˇuˇFsˇvˇ](τ, ~σ), (C11)
which is independent from both the extrinsic curvature and the Christoffel symbols [this is
true only in the case of the spin 1 vector field but not for general tensors fields]. Now the
configuration variables are zµ(τ, ~σ), Al(τ, ~σ), Arˇ(τ, ~σ), and we perform the constraint analysis
with the new associated momenta. However, since we have πl(τ, ~σ) = N(τ, ~σ)πτ (τ, ~σ) = 0
and the other electromagnetic momenta still given by Eqs.(115), in the case of (spin 1)
vector fields both the formulation with Al(τ, ~σ) and that with Aτ (τ, ~σ) give the same results
as in Section VI, since both Aτ (τ, ~σ) and Al(τ, ~σ) are gauge variables.
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