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A characterization of Filippov vector fields∗
Tomoharu Suda†
Abstract. Filippov’s method is widely used in the literature to define vector fields on a discontinuity set of
piecewise-continuous vector fields. However, it is not the only definition that has been proposed,
and its theoretical assumptions are not well understood. The aim of this paper is to characterize
Filippov’s method such that its appropriateness can be examined. First, we provide a general for-
mulation of sliding vector fields, and then characterize the Filippov vector field in terms of geometric
and dynamical conditions via elementary methods. Our results show that the Filippov vector field
follows from reasonable requirements as a generalization of continuous vector fields.
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1. Introduction. Piecewise-continuous vector fields arise in many applications and have
attracted significant attention for several decades. Nontrivial phenomena such as slip-stick
motion occur on a discontinuity set, and we are interested in studying the behavior of a
system in a neighborhood of such points [8]. Vector fields are, of course, not defined on the
discontinuity set and we must choose how to assign vector fields or, more generally, solutions
for such points. The choice of the definition for the vector field is usually based on its
usefulness.
One convention widely used in the literature is Filippov’s method based on convex combi-
nations [4, 1]. Although it was first formulated as a method to interpret piecewise-continuous
vector fields as differential inclusions, it is now mainly used as a means of assigning a vector
field to a discontinuity set; thus, the constructed vector field is referred to as the Filippov
vector field, and given by the formula (5.1). It is relatively simple to define, and the existence
of solutions can be verified.
However, this is not the only definition ever devised, and various non-Filippov methods
have been proposed. Even in Filippov’s book, three different definitions are given [4]. Utkin’s
equivalent control method is a classic example [11]. Additionally, Jeffrey’s hidden dynamics
are a recent attempt in this direction [5, 6].
Therefore, we may ask whether there is any reason to adopt Filippov’s method aside from
its being widely used. There are reasons to suspect that it is more reasonable than others. It
can be derived from Euler’s method, although the discussion is qualitative and certainly does
not exclude the possibility of other definitions [10]. Moreover, as pointed out by Utkin, other
definitions can be “derived” from Filippov’s method in some cases [12]. Furthermore, it can
be obtained from smooth vector fields via an operation called “pinching,” which may be seen
as an idealization of a physical situation in which discontinuous behavior is observed [2].
So, how natural is the definition of Filippov vector fields? Of course, a clarification of
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the meaning of the word “natural” is needed here to avoid confusion and an atmosphere of
subjectiveness. The problem of introducing vector fields on a discontinuity surface is a problem
of extrapolating the original vector fields. Such a procedure depends on the assumptions
on the constructed vector fields, unless they are randomly chosen or all the details of the
original systems are known. We may say a procedure or the resulting vector field is natural
if its assumptions are natural in light of the intended applications. However, this is a realm
involving personal opinion, and it will be prudent to leave the user to judge it. Thus, a more
appropriate wording of the preceding problem would be: what are the assumptions behind
Filippov’s method, and where do they originate from?
To answer these questions, we need a characterization of the method. Although many
studies have verified the definition through smoothing procedures, only a few attempts have
been made to characterize it. From the viewpoint of seeing piecewise-continuous vector fields
as differential inclusions, Kurzweil pointed out its minimality property in his textbook1 and
Vrkocˇ extended the result [13, 14]. However, these examples are analytic in nature, and
the significance of the definition in the context of geometry and dynamics is obscure. One
exception is Filippov’s original work, wherein another equivalent definition of the solution is
given [3]. In this formulation, the derivative of the solution curves must not be too “small” or
“large” compared to the vectors of the original system, and this condition must be conserved
under any orthogonal transformation of coordinates. In a sense, this definition is geometric
and appears more natural than the usual one based on convex combinations, although the
legitimacy of this condition is still arguable.
The aim of this paper is to characterize Filippov’s method in elementary terms, such that
its appropriateness can be discussed easily. First, we formulate a definition of sliding vector
fields more generally than that formulated in [5]. Afterward, we characterize the Filippov
vector field in terms of geometric and dynamical requirements and attempt to understand its
origins.
This paper is organized as follows. In Section 2, we define notions concerning piecewise-
continuous vector fields. The main results of our analysis are stated in Section 3. In Section
4, we provide a general definition of sliding vector fields and formulate individual choices for
assigning a vector field as a map. We then study the possible choices for sliding vector fields
in cases in which reasonable requirements are imposed. In Section 5, we prove the theorem
that characterizes the Filippov vector field, using the results described in the previous section.
Section 6 contains our concluding remarks.
2. Preliminaries. We denote a point x ∈ Rn by (x1, x2, · · · , xn). In what follows, we
assume n ≥ 1 and R0 will be understood as {0}. Each function u : R0 → R is trivially C1. In
this paper, we only consider the simple case of systems with two domains of continuity.
Definition 2.1 (Piecewise-continuous vector fields). Let u : Rn−1 → R be a C1-function. A
piecewise-continuous vector field on Rn with the discontinuity surface
Σ = {(x˜, xn) ∈ R
n | xn = u(x˜)}
1The statement is essentially as follows. If a set-valued map coincides with the original vector fields almost
everywhere and it is upper semi-continuous, it contains a map defined by Filippov’s method [7]. This is another
piece of evidence suggesting that the Filippov vector field is natural.
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is a pair of vector fields (X1,X2) with the requirement that X1 and X2 are continuous on the
closure of G1 := {x | u(x˜) > xn} and G2 := {x | u(x˜) < xn}, respectively. We denote a
piecewise-continuous vector field by (X1,X2,Σ).
We define the unit normal vector of Σ at x by
n(x) :=
−1√
1 + |∇u(x)|2
(
∂u
∂x1
(x), · · · ,
∂u
∂xn−1
(x),−1)T .
We also define X1N (x) := X1(x) · n(x) and X2N (x) := X2(x) · n(x). The set of all piecewise-
continuous vector fields on Rn with the discontinuity surface Σ is denoted by C∗(R
n,Σ).
The next notion is used in the definition of sliding vector fields.
Definition 2.2 (Partially defined vector fields). Let Σ be a discontinuity surface. A vector
field X is partially defined on Σ if it is defined on a subset of Σ and tangent to Σ. The set
of all partially defined vector fields on Σ is denoted by Ξ(Σ).
Then, sliding vector fields are partially defined vector fields with the following requirements.
Definition 2.3 (Sliding vector fields). A vector field X0 ∈ Ξ(Σ) is sliding on Σ with
respect to a piecewise-continuous vector field (X1,X2,Σ) if X0 is defined on the sliding
region
Rs(X1,X2,Σ) := {x ∈ Σ | X1N (x)X2N (x) ≤ 0 and X1N (x) 6= X2N (x)}.
Remark 2.4. The definition of sliding vector fields given above is dependent on the choice
of parametrization. This point is important in discussing the appropriateness of the Filippov
vector field.
Remark 2.5. In the definition of sliding vector fields, we do not consider the singular case
X1N (x) = X2N (x). However, some of the results given in this paper are valid even if one
defines the sliding region by taking the closure of Rs given above. Such situations will be
mentioned in Remarks.
As we see later, if a piecewise-continuous vector field is given, we may formulate an individual
choice for a rule specifying how to introduce a sliding vector field on the discontinuity surface
as a map SΣ : C∗(R
n,Σ) → Ξ(Σ). We refer to this map as the generating map of a sliding
vector field.
The set {xn = 0} is denoted by P. In what follows, diffeomorphisms are assumed to be
C1. The next lemma is easy and used repeatedly in the following discussion.
Lemma 2.6. Let Φ : Rn → Rn be a diffeomorphism. If Φ(P ) ⊂ P, then DΦxTxP ⊂ TΦ(x)P
for x ∈ P.
Proof. Let Φ′ := Φ|P . Because Φ(P ) ⊂ P, Φ
′ is a smooth map from P to itself. Therefore,
DΦ′
x
TxP ⊂ TΦ′(x)P. Because DΦx has the form
(
DΦ′
x
∗
)
,
the claim follows.
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In general, diffeomorphisms need not be compatible with the definition of piecewise-continuous
vector fields given above. Let Σ = {(x˜, xn) ∈ R
n | xn = u(x˜)} for some C
1-function u :
R
n−1 → R. We define G(Rn,Σ) to be the set of all diffeomorphisms from Rn to itself with
the following condition: for each Φ ∈ G(Rn,Σ), there exists a C1-function v : Rn−1 → R
satisfying Φ(Σ) = {(x˜, xn) ∈ R
n | xn = v(x˜)}.
In what follows, we will often consider changes in the parametrization of Σ. If we let
G(Σ) := {Φ ∈ G(Rn,Σ) | Φ(Σ) = Σ},
such transformations can be described in terms of the diffeomorphisms in G(Σ). This claim is
justified by the following observation. If φ : Σ→ Σ is a diffeomorphism, there exists Φ ∈ G(Σ)
satisfying φ(x) = Φ(x) for x ∈ Σ.
Definition 2.7. For each discontinuity surface Σ = {x ∈ Rn | x = (x˜, u(x˜))}, there
exists a diffeomorphism ΨΣ that maps P to Σ, defined by ΨΣ(x) = (x1, · · · , xn−1, xn +
u(x1, · · · , xn−1)). This ΨΣ is universal in the following sense. If Φ ∈ G(R
n, P ) maps P
to Σ, then there exists a unique diffeomorphism Φ¯ with Φ¯(P ) ⊂ (P ) and Φ = ΨΣ ◦ Φ¯.
A diffeomorphism Φ ∈ G(Rn,Σ) induces a map DΦ from C∗(R
n,Σ) to C∗(R
n,Φ(Σ)) via
DΦ(X1,X2,Σ) := (DΦ(X1),DΦ(X2),Φ(Σ)) ,
where DΦ(Xi)(y) := (DΦ)Φ−1(y)Xi(Φ
−1(y)) for i = 1, 2.2 Φ also induces a map DΦ from
Ξ(Σ) to Ξ(Φ(Σ)).
The condition X1NX2N ≤ 0 is preserved under the map DΦ, as the next lemma shows.
Consequently, the sliding region is preserved under the change of coordinates. This result is
often used implicitly in the following discussion.
Lemma 2.8. Let Φ ∈ G(Rn,Σ) and (X1,X2,Σ) ∈ C∗(R
n,Σ). Then
X1N (x)X2N (x) ≤ 0
holds at x ∈ Σ if and only if
X ′1N (Φ(x))X
′
2N (Φ(x)) ≤ 0
holds for (X ′1,X
′
2,Φ(Σ)) = DΦ(X1,X2,Σ).
Consequently, if Φ ∈ G(Rn,Σ) is a diffeomorphism and (X1,X2,Σ) ∈ C∗(R
n,Σ), we have
Φ(Rs(X1,X2,Σ)) = Rs((DΦ)X1, (DΦ)X2,Φ(Σ)).
Proof. First we show the claim for the diffeomorphism ΨΣ introduced in Definition 2.7.
Let (X1,X2, P ) be a piecewise-continuous vector field.
For y = ΨΣ(x) ∈ Σ, let (p, q) = X1(x), (r, s) = X2(x), Y1 = (DΨΣ)X1 and Y2 =
(DΨΣ)X2. Because (DΨΣ)xTxP ⊂ TyΣ, we have
Y1N (y) = n(y) · (DΨΣ)x(0, q)
T ,
Y2N (y) = n(y) · (DΨΣ)x(0, s)
T .
2The map DΦ is usually referred to as a pushforward in the context of differential geometry.
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By the linearity of (DΨΣ)x, we conclude that
Y1N (y)Y2N (y) = qs|n(y) · (DΨΣ)xen|
2,
where en is the n-th basis vector of R
n. Because ΨΣ is a diffeomorphism, n(y) ·(DΨΣ)xen 6= 0.
Therefore, the inequality holds.
For general Φ ∈ G(Rn,Σ), we use the universality of ΨΣ. Because Φ◦ΨΣ maps P to Φ(Σ),
there exists a diffeomorphism Φ¯ satisfying
Φ ◦ΨΣ = ΨΦ(Σ) ◦ Φ¯,
and Φ¯(P ) ⊂ P. By commutativity, it suffices to show that Φ¯ preserves the sign of the product
of normal components. For z = Φ¯(x) ∈ P , let (p, q) = X1(x), (r, s) = X2(x), Z1 = (DΦ¯)X1,
and Z2 = (DΦ¯)X2. By Lemma 2.6, we have
Z1N (z) = n(z) · (DΦ¯)x(0, q)
T ,
Z2N (z) = n(z) · (DΦ¯)x(0, s)
T ,
as in the case of ΨΣ.
Using the results obtained above, it is straightforward to check that the conditionX1N (x) 6=
X2N (x) is also preserved. Therefore, the claim follows.
Remark 2.9. The result of the preceding lemma is also valid for the case includingX1N (x) =
X2N (x). Thus, the closures of the sliding regions are preserved under diffeomorphisms.
3. Main Results. Now we state the main results of our analysis. Theorem A asserts
that the possible choices for the definition of sliding vector fields are very limited if some
requirements are imposed to qualify as a generalization of continuous vector fields. It also
provides a representation formula for sliding vector fields in general.
Although we give the precise definition in Section 4, it will clarify the significance of the
theorem if we explain the meaning of the conditions. The generating map of a sliding vector
field is pointwise if it depends only on the value of vector fields at each point. Additionally, the
generating map of a sliding vector field is consistent with respect to parametrization changes if
it is transformed consistently when we change the parametrization of the discontinuity surface.
Theorem A. If the generating map SΣ of a sliding vector field is pointwise and consistent
with respect to the changes in parametrization, there exists a map
αΣ : D = {(u1,u2) ∈ R
n × Rn | u1nu2n ≤ 0 and u1n 6= u2n} → R
n−1,
satisfying the following conditions:
(i) If A is a regular matrix and FA(P ) ⊂ P, then
A(αΣ(u1,u2), 0)
T = (αΣ(Au1, Au2), 0)
T ,
where FA(x) := Ax.
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(ii) For each x ∈ Rs(X1,X2,Σ),
SΣ(X1,X2,Σ)(x)
= ((ΨΣ)∗ ◦ αΣ)(X1,X2)(x)
= (DΨΣ)Ψ−1
Σ
(x)
(
αΣ((DΨ
−1
Σ )xX1(x), (DΨ
−1
Σ )xX2(x))
0
)
,
(3.1)
where ΨΣ is the diffeomorphism defined in Definition 2.7, and (ΨΣ)∗ is its pushforward.
Conversely, if a map αΣ : D → R
n−1 satisfies the first condition given above, then the
map SΣ : C∗(R
n,Σ) → Ξ(Σ) defined by the formula (3.1) is the generating map of a sliding
vector field, pointwise, and consistent with respect to the changes in parametrization.
Theorem B is a characterization of the Filippov vector field. It asserts that the Filippov
vector field is virtually the only possible choice for the sliding vector field if it must behave
reasonably well and be defined simply.
In the continuous case, the vector fields of the upper and lower domain assume the same
value at the discontinuity set. It will be reasonable to require that our definition of sliding
vector fields should yield the same result as a limit value if a sequence of piecewise-continuous
vector fields approaches the continuous case. Therefore, the generating map of a sliding vector
field is considered to be consistent with the continuous case if this requirement is fulfilled. The
precise definition for this term is given in Section 4.
Theorem B. If the generating map of a sliding vector field is pointwise, consistent with
respect to the changes in parametrization, consistent with the continuous case, and its char-
acteristic map αΣ(p, q, r, s) is C
1 on D, then it is the generating map of a Filippov vector
field.
4. Definition of Sliding Vector Fields. In this section, we consider possible choices for
the definition of sliding vector fields. Here, we formulate a choice as a map. We then consider
requirements for the definition and study their consequences.
The definition for sliding vector fields can be formulated as a map from the space of
piecewise-continuous vector fields to the partially defined vector fields on the discontinuity
surface.
Definition 4.1. A map SΣ : C∗(R
n,Σ)→ Ξ(Σ) is called a generating map of the sliding
vector field on Σ if SΣ(X1,X2,Σ) is a sliding vector field for each (X1,X2,Σ) ∈ C∗(R
n,Σ).
Let Φ ∈ G(Σ). Because DΦ(X1,X2,Σ) is another piecewise-continuous vector field on R
n,
we may consider its image by using the generating map of a sliding vector field. Thus, there are
two formulas for obtaining a sliding vector field: SΣ (DΦ(X1,X2,Σ)) andDΦ (SΣ(X1,X2,Σ)) .
In general, these two constructions do not yield the same result. However, such situations are
problematic when we consider changes in the parametrization of Σ, because they will result in
such a transformation. In analogy with the continuous vector fields, it is reasonable to require
the following condition so that the change in parametrization is always possible.
Definition 4.2. The generating map SΣ of a sliding vector field is consistent with respect
to the changes in parametrization if DΦ ◦ SΣ = SΣ ◦DΦ for any Φ ∈ G(Σ).
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As mentioned in the Introduction, to choose sliding vector fields is to extrapolate the
known vector fields X1 and X2. The simplest method is to select a vector based on the value
of vectors in the surrounding domains.
Definition 4.3. The generating map SΣ of a sliding vector field on Σ is pointwise at x ∈ Σ
if X1(x) = X
′
1(x) and X2(x) = X
′
2(x) imply
SΣ(X1,X2,Σ)(x) = SΣ(X
′
1,X
′
2,Σ)(x),
where x ∈ Rs(X1,X2,Σ) ∩Rs(X
′
1,X
′
2,Σ).
If the generating map SΣ of a sliding vector field on Σ is pointwise at each x ∈ Σ, then it
is pointwise.
The requirement of being pointwise follows from the analogy with the continuous vector
fields. Let X be a continuous vector field on Rn. If we take an open neighborhood U of
x0 ∈ Σ, we may obtain a restriction X|U of X to U . Clearly, X|U (x) = X(x) for all x ∈ U.
Thus, the restriction is determined completely once we know all the values that X assumes
in U .
On the other hand, the restriction of SΣ(X1,X2,Σ) in general cannot be determined unless
we know all the values that X1 and X2 assume in R
n. If the generating map SΣ of a sliding
vector field on Σ is pointwise, then it is locally defined; that is, the restriction of the sliding
vector field is determined completely once we know all the values that X1 and X2 assume in
U .
If we require a generating map to be pointwise and consistent with respect to the changes
in parametrization, it is represented by a formula and there is relatively little freedom of
choice.
Theorem 4.4 (Theorem A). If the generating map SΣ of a sliding vector field is pointwise
and consistent with respect to the changes in parametrization, there exists a map
αΣ : D = {(u1,u2) ∈ R
n ×Rn | u1nu2n ≤ 0 and u1n 6= u2n} → R
n−1
satisfying the following conditions:
(i) If A is a regular matrix and FA(P ) ⊂ P, then
A(αΣ(u1,u2), 0)
T = (αΣ(Au1, Au2), 0)
T ,
where FA(x) := Ax.
(ii) For each x ∈ Rs(X1,X2,Σ),
SΣ(X1,X2,Σ)(x)(4.1)
= (DΨΣ)Ψ−1
Σ
(x)
(
αΣ((DΨ
−1
Σ )xX1(x), (DΨ
−1
Σ )xX2(x))
0
)
,
where {ΨΣ} is the family of diffeomorphisms defined in Definition 2.7.
Conversely, if a map αΣ : D → R
n−1 satisfies the first condition given above, then the
map SΣ : C∗(R
n,Σ) → Ξ(Σ) defined by the formula (4.1) is the generating map of a sliding
vector field, pointwise, and consistent with respect to the changes in parametrization.
The map αΣ is called the characteristic map of SΣ.
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Proof. We prove the first part of the theorem. Let SΣ be a generating map that is pointwise
and consistent with the changes in parametrization. Let us define a map αΣ : D×P → R
n−1
by
(αΣ(u1,u2,x), 0)
T := (DΨΣ)
−1
x
SΣ(X1,X2,Σ)(y),
where y = ΨΣ(x) ∈ Σ and Xi(y) = (DΨΣ)xui for i = 1, 2. This αΣ is well-defined because SΣ
is pointwise and (DΨΣ)
−1
x
= (DΨ−1Σ )y maps a vector tangent to Σ at y to a vector tangent
to P at x.
We show that αΣ does not depend on the positional argument x. For each δ ∈ P , we
define a map Φ¯δ(x) = x + δ. Then, Φ¯δ ∈ G(P ). Let us fix y = ΨΣ(x) and y
′ = ΨΣ(x
′). We
can then find a vector δ with x′ = Φ¯δ(x). Because Φδ := ΨΣ ◦ Φ¯δ ◦ (ΨΣ)
−1 ∈ G(Σ), by the
consistency with the changes in parametrization, we have
(DΨΣ)x′(DΦ¯δ)x(αΣ(u1,u2,x), 0)
T = (DΦδ)ySΣ(X1,X2,Σ)(y)
= SΣ((DΦδ)X1, (DΦδ)X2,Σ)(y
′)
= (DΨΣ)x′(αΣ(u
′
1,u
′
2,x
′), 0)T ,
where u′i = (DΨΣ)
−1
x′
(DΦδ)yXi(y) for i = 1, 2. Because (DΦ¯δ)x = I, we obtain u
′
i = ui and
(αΣ(u1,u2,x), 0) = (αΣ(u
′
1,u
′
2,x
′), 0). Therefore, αΣ(u1,u2,x) = αΣ(u1,u2,x
′). Thus, we
may assume αΣ : D → R
n−1.
Let A be a regular matrix with FA(P ) ⊂ P. Then, the map FA is contained in G(P ). Let
us define a map ΦA := ΨΣ ◦ FA ◦ (ΨΣ)
−1 ∈ G(Σ). We then have
(DΨΣ)Ax(FA)x(αΣ(u1,u2), 0)
T = (DΦA)ySΣ(X1,X2,Σ)(y)
= SΣ((DΦA)X1, (DΦA)X2,Σ)(y
′)
= (DΨΣ)Ax(αΣ(u
′
1,u
′
2), 0)
T ,
where u′i = (DΨΣ)
−1
Ax(DΦA)yXi(y) for i = 1, 2. Because (FA)x = A, we obtain u
′
i = Aui, and
therefore A(αΣ(u1,u2), 0) = (αΣ(Au1, Au2), 0).
Now we show the second part of the theorem. Let αΣ : D → R
n−1 be a map with the
property (1). Let us define SΣ : C∗(R
n,Σ)→ Ξ(Σ) by
SΣ(X1,X2,Σ)(y) := (DΨΣ)x(αΣ(u1,u2), 0)
T ,
where y = ΨΣ(x) ∈ Σ and ui := (DΨΣ)
−1
x
Xi(y) for i = 1, 2. SΣ is pointwise by definition.
Therefore, it suffices to prove that it is consistent with the changes in parametrization.
Let Φ ∈ G(Σ). Because Φ¯ := Ψ−1Σ ◦ Φ ◦ΨΣ ∈ G(P ), we have DΦ¯xP ⊂ P. Then
(DΦ)ySΣ(X1,X2,Σ)(y) = (DΦ)y(DΨΣ)x(αΣ(u1,u2), 0)
T
= (DΨΣ)x′DΦ¯x(αΣ(u1,u2), 0)
T
= (DΨΣ)x′(αΣ(DΦ¯xu1,DΦ¯xu2), 0)
T
= (DΨΣ)x′(αΣ((DΨ
−1
Σ )y′DΦyX1(y),
(DΨ−1Σ )y′DΦyX2(y), 0)
T
= SΣ((DΦ)X1, (DΦ)X2,Σ)(y
′),
where y′ = Φ(y) and x′ = Ψ−1Σ (y
′). Therefore, SΣ is consistent with the changes in parame-
trization.
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Remark 4.5. The result of Theorem A is valid even if one defines the sliding region by
taking the closure of Rs.
Because the n-th component of the two variables u1 and u2 of a characteristic map αΣ
plays a distinguished role in the following discussion, it is convenient to write it in the forms
u1 = (p, q) and u2 = (r, s). In this notation, the domain of the definition for αΣ is D =
{(p, q, r, s) ∈ R2n | qs ≤ 0 and q 6= s}.
By assuming smoothness, we may explicitly find the form of a characteristic map.
Lemma 4.6. If SΣ is pointwise, consistent with respect to the changes in parametrization,
and its characteristic map αΣ(p, q, r, s) is C
1 on D := {(p, q, r, s) ∈ R2n | qs ≤ 0 and q 6= s},
then the following hold for its characteristic map αΣ.
1. αΣ(p, q, r, s) = A(q, s)p + B(q, s)r, where A and B are matrix-valued functions that
are 0-homogeneous with respect to q and s.
2. For linearly dependent vectors (p, q) and (r, s), αΣ(p, q, r, s) = 0.
Proof. Let k > 0 be arbitrary and A = diag(k, k, · · · , k, 1). Then A is regular and FA(P ) ⊂
P. From Theorem 4.4, we have kαΣ(p, q, r, s) = αΣ(kp, q, kr, s).
Therefore, by Euler’s homogeneous function theorem, we have
αΣ(p, q, r, s) = A(p, q, r, s)p +B(p, q, r, s)r,
where A and B are matrix-valued functions that are 0-homogeneous with respect to p, r. Com-
bined with the continuity of A and B, we have A(p, q, r, s) = A(0, q, 0, s) and B(p, q, r, s) =
B(0, q, 0, s). Therefore, A and B are functions of q and s only.
Let k > 0 be arbitrary and A = diag(1, 1, · · · , 1, k). Then A is regular and FA(P ) ⊂ P.
From Theorem 4.4, we have αΣ(p, q, r, s) = αΣ(p, kq, r, ks). Therefore, A(q, s) = A(kq, ks)
and B(q, s) = B(kq, ks) for any k > 0. Thus, A and B are 0-homogeneous with respect to q
and s.
Let (p, q)T and (r, s)T be linearly dependent. Because qs ≤ 0 and q 6= s, (p, q)T = c1(k, l)
T
and (r, s)T = c2(k, l)
T for some k, l > 0, c1 and c2
3. Let M be a regular matrix defined by
M =
(
In−1 k
0 l
)
.
Then, (p, q)T =M(0, c1)
T and (r, s)T =M(0, c2)
T . Because FM (P ) ⊂ P, we have
M(αΣ(0, c1,0, c2), 0)
T = (αΣ(M(0, c1)
T ,M(0, c2)
T ), 0)T
= (αΣ(p, q, r, s), 0)
T .
Therefore, we conclude that
αΣ(p, q, r, s) = αΣ(0, c1,0, c2)
= A(c1, c2)0+B(c1, c2)0 = 0.
3To show this claim, we use the property that q = 0 implies s 6= 0, or vice versa.
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If X1(x) = X2(x) = u ∈ TxΣ holds at x ∈ Σ, this is a continuous case and we may
naturally define the vector at x to be u. Although this situation is out of consideration for our
definition of sliding vector fields, the case in which X1(x) = X2(x) ∈ TxΣ is a limit point of
the domain of definition for vectors sliding on Σ. Therefore, it appears reasonable to require
the next condition.
Definition 4.7. The generating map SΣ of a sliding vector field is consistent with the
continuous case if the following condition holds: For each family of piecewise-continuous
vector fields {(Xm1 ,X
m
2 ,Σ)}m∈N, if
x ∈ ∩mRs(X
m
1 ,X
m
2 ,Σ)
and
lim
m→∞
Xmi (x) = u ∈ TxΣ
for i = 1, 2, we then have
lim
m→∞
SΣ(X
m
1 ,X
m
2 ,Σ)(x) = u.
5. A Characterization of the Filippov Vector Field. In this section, we prove Theorem
B and thereby give a characterization of the Filippov vector field in terms of geometric and
dynamical conditions.
The generating map of the Filippov vector field is given as follows.
Definition 5.1. The generating map of the Filippov vector field FΣ is given by
(5.1) FΣ(X1,X2,Σ)(x) =
X2N (x)
X2N (x) −X1N (x)
X1(x) +
X1N (x)
X1N (x)−X2N (x)
X2(x).
The next lemma is the cornerstone of our current discussion. Essentially, it gives a characteri-
zation of the Filippov vector field in cases in which the discontinuity surface is the hyperplane
P .
Lemma 5.2. Let αΣ(p, q, r, s) be a vector-valued function from D := {(p, q, r, s) ∈ R
2n |
qs ≤ 0 and q 6= s} to Rn−1 satisfying the following conditions:
1. αΣ(p, q, r, s) = A(q, s)p + B(q, s)r, where A and B are matrix-valued functions that
are 0-homogeneous with respect to q and s.
2. For linearly dependent vectors (p, q) and (r, s), αΣ(p, q, r, s) = 0.
3. For any p and sequences {qm}, {sm} with qm → 0, sm → 0 as m → ∞, qmsm ≤ 0,
and qm 6= sm, we have limm→∞ αΣ(p, qm,p, sm) = p.
Then it is given by
αΣ(p, q, r, s) =
s
s− q
p+
q
q − s
r
Proof. Fix p ∈ Rn. By the homogeneity, we have
αΣ(p, q, r, s) = αΣ(p,
q
m
, r,
s
m
)
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for any positive m ∈ N. Therefore, we have
(A(q, s) +B(q, s))p = αΣ(p, q,p, s)
= lim
m→∞
αΣ(p,
q
m
, r,
s
m
)
= p,
for any q and s with qs ≤ 0 and q 6= s. Because p is arbitrary, A(q, s) +B(q, s) = I.
Let us take p = qei and r = sei, where ei is the i-th basis vector of R
n−1. Then (p, q)
and (r, s) are linearly dependent and we have
0 = αΣ(p, q,p, s) = qA(q, s)ei + sB(q, s)ei.
Because i is arbitrary, we conclude that qA(q, s) + sB(q, s) is identically O. Therefore,
A(q, s) = s
s−q
I and B(q, s) = q
q−s
I.
If a generating map has a characteristic map in the form of a Filippov vector field, we can
conclude that it is actually the generating map of the Filippov vector field.
Lemma 5.3. If the generating map SΣ of a sliding vector field has a characteristic map of
the form αΣ(p, q, r, s) =
s
s−q
p + q
q−s
r, then SΣ is the generating map of the Filippov vector
field.
Proof. Let (X1,X2,Σ) be a piecewise-continuous vector field, andX1(x) = (DΨΣ)ΨΣ−1(x)(p, q)
T
and X2(x) = (DΨΣ)ΨΣ−1(x)(r, s)
T for a point x ∈ Σ. Then,
s
s− q
X1(x) +
q
q − s
X2(x)
= (DΨΣ)ΨΣ−1(x)(αΣ(p, q, r, s), 0)
T
= SΣ(X1,X2,Σ)(x).
By taking the inner product with n(x), we conclude that s
s−q
= X2N
X2N−X1N
.
Finally, we provide a characterization of the Filippov vector field using the results obtained
above.
Theorem 5.4 (Theorem B). If the generating map of a sliding vector field is pointwise,
consistent with respect to the changes in parametrization, consistent with the continuous case,
and its characteristic map αΣ(p, q, r, s) is C
1 on D, then it is the generating map of a Filippov
vector field.
Proof. Let SΣ be the generating map of a sliding vector field satisfying the conditions
stated above. Let αΣ be the characteristic map of SΣ. Then, the first and second conditions
in Lemma 5.2 are satisfied by Lemma 4.6.
Fix a vector p and sequences {qm}, {sm} with qm → 0 and sm → 0 as m → ∞. Let
y ∈ Σ and {(Xm1 ,X
m
2 ,Σ)}m∈N be a family of piecewise-continuous vector fields with X
m
1 (y) =
(DΨΣ)x(p, qm)
T and Xm2 (y) = (DΨΣ)x(p, sm)
T . As m → ∞, we have αΣ(p, qm,p, sm) → p
because S is consistent with the continuous case.
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Thus, the three conditions in Lemma 5.2 are satisfied for αΣ. Therefore,
αΣ(p, q, r, s) =
s
s− q
p+
q
q − s
r.
From Lemma 5.3, we conclude that SΣ is the generating map of the Filippov vector field.
Finally, let us comment on the validity of Filippov’s method. Because Filippov’s method is
pointwise, it does not utilize additional information that may be available in physical systems;
such information could theoretically be used for improving the model. This point is illustrated
in the following Example.
Example 5.5. Let us consider a model involving dry friction [9]. The Coulomb friction
model is given by the following formula:
FC(v) := −f sgn(v),
where f is a positive constant and sgn(v) is the sign of v. In reality, static friction is usually
greater than kinetic friction. Thus, a more realistic model is given by
F (v) :=


−f (v > 0)
f0 (v = 0)
f (v < 0)
where f0 is a constant with f0 > f.
If we consider an equation of motion involving FC(v), we obtain a piecewise-continuous
vector field with the discontinuity surface Σ = {v = 0}. Reflecting the indeterminacy of
sgn(v) at v = 0, vector fields on Σ should be extrapolated from the values of the vector fields
around Σ. Further, even if we use F (v) instead, the same result should follow, because such an
extrapolation ignores the predefined values on the discontinuity surface. Thus, the resulting
dynamics need not be consistent with the physical reality.
At this point, we may improve the model by introducing a nonlinear term to simulate
the effect of static friction, as described in [5]. However, it cannot be inferred from the
piecewise-continuous vector field alone.
Incorporating additional information requires the use of a tailor-made method to define a
sliding vector field, which is not always feasible. Independence from the details of phenomena
is both the strong and weak point of Filippov’s method.
6. Concluding Remarks. Our results may provide a reason to adopt Filippov’s definition,
aside from its being widely used. The Filippov vector field is a consequence of reasonable
requirements as a generalization of continuous vector fields, despite its artificial appearance.
It is applicable to the analysis of a system even if the details of the behavior on the discontinuity
surface are unknown, because such details are ignored. Therefore, it would be a reasonable
starting point for an analysis. That said, other methods may yield a clearer picture if sufficient
details are known.
The results obtained here also highlight the difficulty in devising a generally applicable
non-Filippov definition for a sliding vector field. If we wish to construct a definition that
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is based on the vectors at each point, and not dependent on the choice of parametrization
for the discontinuity surface, the Filippov vector field is virtually the only choice. However,
this conclusion is not surprising. We can infer from it that nonlinear corrections to Filippov’s
method should depend on more detailed information about the model, which is a quite natural
claim. Thus, it will be interesting to study how to define non-pointwise definitions for sliding
vector fields. One potential method uses definitions obtained via the variational method,
which is non-local in nature and to which Theorem A is not applicable.
Finally, some limitations of the study should be noted. The setting used in our analysis
was quite simple, and the results obtained here are not in their full generality, although it
appears that they could be extended to a more general case. Further, relationships with
regularization processes and singular perturbations are not mentioned. These considerations
are clearly necessary when studying the relative strength of Filippov’s method in full depth,
and should be addressed in further studies.
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