This paper examines the volatility of the daily returns of Nigerian insurance stocks. Using empirical analysis, the study shows that the Exponential Generalized Autoregressive Conditional Heteroskedastic (EGARCH) model is more suitable in modelling stock price returns as it outperforms the other models in model-estimation evaluation and out-of-sample volatility forecasting. Given the cardinal role of insurance in Nigeria's risk management system the present findings can be useful in understanding insurance industry's stock risk. The policy implications are also considered.
past, much modelling attention had been focused on the predictable component of the stock return series. Later attention shifted to the error term whereby it is assumed that the latter is normally distributed. Schwart (1989) found that the amplitude of the fluctuations in aggregate stock volatility is difficult to explain using simple models of stock valuation and that there is a strong residual autocorrelation using least squares hence he applied ARMA (1, 3) model for the errors. Eraker (2004) developed an approach based on Markov Chain Monte Carlo (MCMC) simulation, which allows the investigation to estimate the posterior distributions of the parameters as well as the unobserved volatility and jump processes. Rydberg (2000) reviewed some models that have been used to describe the most important or stylized features of financial data. These include fact tools, asymmetry-symmetry, volatility clustering, aggregation Gaussianicity, quasi-long-range dependence and seasonality. Rydberg (2000) classified the models into two broad categories: mathematical finance models and econometric models. Since the goal of the latter is usually forecasting it requires less rigorous probability theory than the previous and tends to focus more on the correlation structure of the data.
Models that assume normally distributed log returns like the Black & Scholes model had been extensively used in the mathematical finance literature but this assumption has been disputed (Rydberg, 2000) . More recently, attention has shifted towards modelling financial-market asset returns by processes other than normal error distribution. It has been established that the variances of the error terms in ordinary least square (OLS) estimates are not equal, and are indeed larger for some points or ranges of data than for others (Engle, 2001) . This incidence of heteroskedasticity in which the usual procedures for estimating standard errors and confidence intervals fall short are best addressed by ARCH/GARCH models (Engle, 2001) . The ground breaking work of Engle (1982) introduced a means of capturing the property of time-varying volatility. Further research, however, has shown that in practical applications of the ARCH (q) model, large q's are usually required thereby necessitating the need for many parameters (Rydberg, 2000) . To overcome this difficulty, Bollerslev (1986) and Taylor (1986) modified the basic ARCH model as Generalized Autoregressive Conditional Heteroskedasticity (GARCH) model. GARCH has since gained widespread acceptance in the literature and is often used for modelling stochastic risk volatility in financial time series. Floros (2007) used various GARCH models with bootstrapped out-of-sample period data to evaluate the performance of minimum capital risk requirement (MCRR) estimates. The models show that higher capital requirements are necessary for a short position, since a loss is then more likely. David (1997) classified the models for describing the properties of stock market returns into two -the fast learning model and the slow learning model. Exploring the properties of exponential GARCH model for measuring the asymmetry between returns and volatility, David (1997) found that the fast learning model generates a negative relationship while the slow model generate returns that exhibit greater excess kurtosis. Other ARCH/GARCH based studies include Amin and Ng (1997) ; Baillie and DeGennaro (1990); Chahal and Wang (1998) and Chan et al (1991) . Amin and Ng (1997) argue that implied volatility dominates the GARCH terms and therefore include an entire lag structure through GARCH persistence terms in their study.
However, as Rydberg (2000) had observed, neither the ARCH nor the GARCH models consider both asymmetry and leverage (the fact that volatility negatively correlated with changes in stock returns). Although GARCH (p, q) models give adequate fits for most equity-return dynamics, these models often fail to perform well in modelling the volatility of stock returns because GARCH models assume that there is a symmetric response between volatility and returns. GARCH models are thus unable to capture the "leverage effect" of stock returns. For equities, it is often observed that downward movements in the market are followed by higher volatilities than upward movements of the same magnitude. To account for this, Zakoian (1990) and Glostan, Jagannathan, and Runkle (1993) introduced the threshold GARCH (TGARCH) to take care of existing leverage effect. During the same period Nelson (1991) proposed the Exponential GARCH (EGARCH) models in order to model asymmetric variance effects.
Material and Methods

Data for the Study
The data for this study are from daily closing prices of insurance companies stocks traded on the floor of the Nigerian Stock Exchange (NSE). The time series data cover almost eight years starting from 15 th of December 2000 to 9 th of September 2008 and coincidently the period corresponds to Nigeria's recent stable market economy and civil democratic governance. Although about twenty-six insurance companies are listed on the floor of NSE, some of them did not survive the consolidation exercise. We are considering only the data of nine major insurance companies which daily listed stock prices are available for the period considered in the study. (1) where ( )
is the conditional mean of return at time t depending upon the information available at time t-1 and t ε is the prediction error term. Unfortunately, the conditional mean does have the ability to give useful predictions, hence, the recourse to methods (addressing the volatility of the error tern) such as ARCH and stochastic volatility models in modern applied statistics and mathematical finance. Assuming the unpredictable component in (1) is an ARCH process, it be written as ...
Where,
and t φ is the information set of all information up to time t. It is important to note that for ARCH models the unconditional distribution of t ε is always leptokurtic. In applications of the ARCH (p) model, it often turned out that the required lag p was rather large. In order to achieve a more parsimonious parameterization, then, Bollerslev (1986) introduced the generalized ARCH (p, q) model (GARCH (p,q)).
GARCH (p, q)
thus, the volatility model is now written as In general, the value of p in (4) will be much smaller than the value of p in equation (3). Important limitations of ARCH and GARCH models are the non-negativity constraints of the' i α 's and j β 's which ensure positive conditional variances. Moreover, GARCH models assume that the impact of news on the conditional volatility depends only on the magnitude, but not on the sign, of the innovation. As mentioned above, empirical studies have shown that changes in stock prices are negatively correlated with changes in volatility. To overcome this TARCH (p, q) Model The threshold GARCH, or TARCH (p, q), (Glosten et al. 1993 
EGARCH (p, q) Model
Similarly, to o overcome the drawbacks, Nelson (1991) introduced the exponential GARCH. As:
The EGARCH (1, 1) used in the present study is the EViews specification given by:
The fact that the EGARCH process is specified in terms of log of the conditional variance implies that 2 t σ is always positive and, consequently, there are no restrictions on the sign of the model parameters. In fact, the leverage effect is exponential, rather than quadratic, and that the forecasts can be tested by the hypothesis 0 < γ .
Model Selection Criteria
In a holistic, model comparison approach the underlying goal is to select the "best approximating model" from among competing models under consideration. Several model selection criteria have been proposed based on different considerations. The most prominently used method is the Akaike Information Criterion (AIC) (Akaike, 1978) . The procedure selects the best model with the lowest AIC. Fundamentally, AIC involves the notion of cross-validation, but only on theoretical sense. Given AIC values of two or more models, the model satisfying minimum AIC is most representatives of the true model and, on this account, may be interpreted as the best approximating model among those being considered (Dayton, 2003) .
Let y, k, n and LL be response variable, the number parameters, the number of observations and the maximised likelihood function respectively. The Bayesian Information Criterion is
where,
is the residual sum of squares.
The main reason for preferring the use of a model selection procedure such as AIC in comparison to traditional significance tests is the fact that, a single holistic decision can be made concerning the model that is best supported by the data in contrast to what is usually a series of possibly conflicting significance test. Moreover, models can be ranked from best to worst supported by the data at hand, thus, enlarging the possibilities of interpretation (for more insights see Dayton, 2003) .
Since, AIC serves only the purpose of model comparison; we consider three diagnostic check methods based on Ljung-Box Q statistics for post-estimation evaluation analysis of the fitted models. There are the standardised residuals and squared residuals of the Autocorrelation (AC) and partial autocorrelation (PAC) functions, and the autoregressive conditional heteroscedastic ARCH-LM test
In addition, we employ two popular out-of sample model selection criteria to evaluate the predictive performance of the five competing models considered in the investigation. The criteria are namely the Root Mean Square Error (RMSE) and the Mean Absolute Error (MAE). Thus, we have The RMSE and the MAE can be jointly considered to diagnose the errors variation in a set of forecasts. The RMSE will always be larger or equal to the MAE; the greater difference between them, the greater the variance in the individual errors in the sample. Table 4 .1 shows the preliminary analysis statistics of various insurance stocks returns. The mean return and standard deviation are reported, as well as the highest and lowest returns observe for each stock. The standard deviation of stock returns is the measure of dispersion of returns around the average return over the period of study. This is not always the best indicator of risk variability. Clearly, the return series displayed in Figure 4 .1 has too many extremes values to be generated by a normal curve. Sample departures from the normal distribution are summarized by the coefficients of skewness and Kurtosis. The excess kurtosis coefficients are very large and statistically significant for all the stocks. All the stocks are negatively skewed. GARCH models allow the volatility, or conditional heteroskedascity, to vary over time; therefore it can easily take care of the fourth moment or kurtosis to the data. Nerveless, clustering conditional volatility has a limited effect on the very high skewness.
Analysis of Results
Preliminary Results
Analysis of Main Results
The main empirical results are summarized in the following Tables 4.2, 4.3, and 4.4 respectively. Table 4 .2 gives the statistics of model variance parameters estimates and Aikake performance evaluation criterion under various fitting techniques. The results indicate with a good level of confidence the suitability of various fitting methods. In fact, the ARCH coefficient(s) of the estimated models are significant except in the cases of the second order of ARCH (2) results of UNIC and WAPIC insurance stocks price returns. Similarly, the beta coefficients of all the stocks are also significant at 99% confidence level, which indeed shows the presence of time-clustering volatility of insurance stocks in Nigerian market. On the other hand, the asymmetry gamma coefficients of the EGARCH are significant in for all the nine companies whereas the TGARCH are significant in six out of the nine stocks. But even in the case of the latter three companies, the non linear asymmetric TGARCH model is very competitive as expected based on the kurtosis and skewness coefficients results given in Table 4 .1. Moreover, the EGARCH (1, 1) is in general the preferred model for these stocks using the AIC model selection criterion results as shown in Table  4 .2.
The post-estimation evaluation using the Lung-Jung and Box-Pierce statistics are quite informative in assessing the diagnostic checks of various simulated models. Table 4 .3 results show that, the Autocorrelation (AC) and Partial Autocorrelation (PAC) Q(16) statistics are significant for all the fitted models in case Crusader, Guinea and UNIC insurance stocks whereas only ARCH(1) is significant for Cornerstone and Prestige Insurance companies stocks. Similarly, in the case of Niger Insurance only ARCH (1) and EGARCH (1, 1) are not significant. On the other hand, the Q(16) statistics for the standardized squared residuals are significant for all the simulated models only in the case of UNIC Insurance. In fact, the situation remains persistent even when we tried higher level Lags. This can be seen also easily from the ARCH-LM test Q statistics results. In fact, the ARCH test is only significant in the case of UNIC with even higher order ARCH, GARCH, TGARCH and EGARCH. This corroborates Chahal and Wang (1998) findings that time-varying conditional volatility has a limited effect on the third moments or skewness. Table 4 .4 results show the RMSE and MAE out-of sample forecasts comparison. The results suggest that, the non-linear methods perform better than other competing methods. In fact, the Exponential GARCH (1, 1) model proves to be very competitive as it performs better than other competing methods using the RMSE and MAE model forecast evaluation criteria. This is closely follows by the TGARCH (1, 1) and as distant third the GARCH (1, 1) model. However, it is important to note the closeness amongst the magnitudes of all the methods in both (RMSE and MAE) model performance statistics measures, which on a nutshell confirmed the adequacy of these conditional volatility models in modelling Nigerian insurance stock prices returns.
Conclusion
We have examined the volatility behaviour of the Nigerian insurance stocks price. Several variants of heteroskedastic conditional volatility models were evaluated using model evaluation performance metrics. The post estimation evaluation revealed that most of the models studied were competitive. However, the results show that the EGARCH is a more preferred modelling framework for evaluating risk volatility of Nigerian insurance stocks. These findings are substantiated by using AIC, RMSE, and MAE evaluation information measures. The present findings are relevant to the investing community as a whole who invest their hard-earned money on corporate insurance business expecting reasonable returns. Keeping in mind that insurance stock returns are exponentially volatile, and particularly because the Nigerian financial system is currently undergoing reforms, investors are better informed on insurance stocks in their portfolio profile. -3.5070 -3.6823 -3.6390 -3.6802 -3.7451 -3.6151 -3.7813 -3.9609 -3.9601 -4.0170 -4.3249 -4.4873 -4.7079 -4.7208 -4.7511 -5.6918 -5.7227 -6.1059 -6.1109 -6.1121 -4.4568 -4.4813 -4.6944 -4.6626 -4.6504 -3.8990 -3.9928 -4.1665 -4.1655 -4.1747 -4.2656 -4.2999 -4.3854 -4.3852 -4.3849 -3.7806 -3.7795 -3.7793 -3.7789 -3.8360 -3.9061 -3.9052 -3.9052 -3.9052 -3.9075 * Significant at 1%; ** is significance at 5%; AIC is the Aikake Information Criterion 
