Abstract-The theoretical basis is explored for inferring the microphysical properties of ice clouds from high spectral resolution infrared (IR) observations. Extensive radiative transfer simulations are carried out to address relevant issues. The singlescattering properties of individual ice crystals are computed from state-of-the-art light scattering computational methods and are subsequently averaged for 30 in situ particle size distributions and for four additional analytical Gamma size distributions. The nonsphericity of ice crystals is shown to have a significant impact on the radiative signatures in the IR spectrum. Furthermore, the errors associated with the use of the Henyey-Greenstein phase function can be larger than 1 K in terms of brightness temperature for large particle effective sizes ( 80 m) at wavenumbers where the scattering of the IR radiation by ice crystals is not negligible. The simulations undertaken in this paper show that the slope of the IR brightness temperature spectrum between 790-960 cm 1 is sensitive to the effective particle size. Furthermore, a strong sensitivity of the IR brightness temperature to cloud optical thickness is noted within the 1050-1250-cm 1 region. Based on these spectral features, a technique is presented for the simultaneous retrieval of the visible optical thickness and effective particle size from high spectral resolution IR data for ice clouds. An error analysis shows that the uncertainties of the retrieved optical thickness and effective particle size have a small range of variation. The error for retrieving particle size in conjunction with an uncertainty of 5 K in cloud temperature, or a surface temperature uncertainty of 2.5 K, is less than 15%. The corresponding errors in the uncertainty of optical thickness are within 5% to 20%, depending on the value of cloud optical thickness. The applicability of the present retrieval technique is demonstrated using airborne high-resolution IR measurements obtained during two field campaigns.
the remote sensing of ice clouds. Radiances observed by satellite-borne sensors at visible (Vis), near-infrared (NIR), and mid-infrared wavelengths are widely used to retrieve cloud properties [5] [6] [7] [8] [9] . Emitted infrared (IR) radiation, particularly in the atmospheric window region (i.e., 8-12 m), contains a wealth of information on the properties of ice clouds. In the near future, our ability to observe these clouds will be substantially enhanced with the launch of new satellite instruments featured with high-spectral-resolution capability, such as the Geosynchronous Imaging Fourier Transform Spectrometer (GIFTS) [10] , [11] and Cross-Track Infrared Sounder (CrIS) [12] .
High-resolution spectral signatures in the atmospheric window region have been used previously to study cloud and aerosol properties. Ou et al. [13] presented an algorithm to infer ice cloud properties from Airborne Remote Earth Sensing system (ARES) data within two mid-IR atmospheric window (5.1-5.3-and 3.7-m) bands. Various IR algorithms to infer ice cloud properties based on radiances within the 8-12 m atmospheric window have been suggested (see [14] [15] [16] ). A number of these studies, such as Chung et al. [14] and DeSlover et al. [17] , approximated ice particles as spheres for the determination of scattering properties. However, Kahn et al. [18] found that radiative transfer simulations performed with nonspherical ice particle scattering models fit observed transmission spectra more accurately than the simulations based on the spherical approximation employed in light scattering computations. A similar conclusion was reached by Eldering et al. [19] who used high-resolution spectra of nongas-absorption transmission from Atmospheric Trace Molecule Spectroscopy Experiment (ATMOS) sun occultation data for ice cloud identification. Rathke and Fischer [20] presented an algorithm for inferring water cloud microphysical properties from high-resolution IR spectra, and investigated the sensitivity of the retrievals for clouds of moderate optical thickness.
The intent of the present study is to suggest an approach for simultaneously retrieving ice cloud microphysical properties from aircraft-based interferometer measurements in the 750-1250-cm (i.e., [8] [9] [10] [11] [12] [13] .3 m) spectral region. Our approach is complementary to those based on the Vis and NIR spectral signatures reported by Nakajima and King [5] , King et al. [6] and Platnick et al. [7] . This paper proceeds as follows. Section II presents the methodology for deriving the single-scattering properties of ice crystals and the numerical model for IR radiative transfer. This section also discusses the effect of ice crystal nonsphericity and the Henyey-Greenstein (H-G) phase function representation of the phase function in the IR atmospheric window region.
0196-2892/04$20.00 © 2004 IEEE Section III presents the theoretical basis for inferring the microphysical and optical properties of ice clouds. Simulations are performed to understand the sensitivity of brightness temperatures to the optical thickness and particle effective size of ice clouds. An error analysis for our algorithm is presented in Section III where various factors that affect the retrieval accuracy are discussed. Shown in Section IV are two example cases for the simultaneous retrieval of the ice cloud effective particle size and optical thickness that were observed during the SUbsonic aircraft: Contrail and Cloud Effects Special Study (SUCCESS) in 1996 and the First International Satellite Cloud Climatology Project (ISCCP) Regional Experiment-Arctic Clouds Experiment (FIRE-ACE) in 1998. Finally, this study is summarized in Section V.
II. SINGLE-SCATTERING PROPERTIES OF ICE CLOUDS AND RADIATIVE TRANSFER SIMULATIONS
To infer cloud properties from satellite-or aircraft-borne IR interferometer observations, the radiance measurements are compared to theoretical simulations using a radiative transfer model (including a single-scattering module) that we describe in this section.
A. Single-Scattering Properties of Ice Clouds
Scattering by ice crystals in the IR spectral region is nonnegligible [21] . The single-scattering properties of ice crystals are essential to the simulation of the upwelling IR radiances. Although various in situ observations have demonstrated that ice clouds are almost exclusively composed of nonspherical ice crystals (e.g., [22] and [23] ), studies involving IR radiance measurements often assume ice particles to be spherical. Simulation studies by Chung et al. [14] found that the assumption of a spherical geometry for ice crystals may be adequate for very small ice crystals at the IR wavelengths.
Heymsfield and Iaquinta [23] showed that in the upper portions of cirrus clouds, where the temperatures tend to be extremely cold and updraft velocities tend to be low, the ice particles are small. Although these small particles are nonspherical, they tend to have aspect ratios (i.e., the ratio of particle length to its width) close to unity. Yang et al. [24] suggested the shape of small ice crystals may be represented by the droxtal geometry. In situ measurements from the FIRE-II held in Coffeyville, KS in 1991, have shown that the middle to upper regions of midlatitude cirrus clouds are often composed of droxtals and pristine hexagonal crystals (see [23, Fig. 15] ). This is an important observation since the upwelling radiance in the IR spectral region tends to be dominated by absorption and scattering from the middle to upper regions of the cloud.
In this paper, we use droxtals to represent small particles with sizes up to 32 m in terms of the particle maximum dimension, and hexagonal columns to represent larger particles. A number of investigators assumed that ice crystals are hexagonal as a traditional way of defining nonspherical ice particle geometry. Yang et al. [25] reported the single-scattering properties of hexagonal ice crystals in the IR window region.
Scattering and absorption properties of droxtals and small hexagonal ice crystals are calculated using the finite-difference time-domain (FDTD) method [26] . Fig. 1 shows a comparison of the scattering phase functions at a wavenumber of 1250 cm for spherical, droxtal, and hexagonal (with an aspect ratio of 1) ice crystal particles with the same maximum dimension of 10 m. The phase function of the spherical particle was calculated from the Lorenz-Mie scattering computational code developed by Wiscombe [27] . As shown in Fig. 1 , the scattering phase function is different for the three particle geometries in the forward and backward directions. The forward scattering by droxtals is smaller than that by either hexagonal or spherical crystals because the volume of the droxtal is the smallest for the same maximum dimension. The positions of scattering sub-maxima are different for the three types of crystals.
The extinction and absorption efficiencies for crystals ranging from 35-10 000 m in size are derived on the basis of the composite approach originally developed by Fu et al. [28] . For small particles, the FDTD method is used to calculate the single-scattering properties. For larger particles, the weighted summation of approximate solutions may be used, such as those from the geometric optics method (GOM) or the equivalent-sphere approximation based on the Lorentz-Mie theory. The corresponding phase functions for larger particle sizes are derived from an improved geometric optics (IGOM) [29] . We notice that the difference between the phase function computed from IGOM and that from an asymptotic solution [30] are quite similar for the spectral region involved in this paper, if the size of the crystals is larger than approximately 40 m. A recent study by Lee et al. [31] has confirmed the applicability of the IGOM for IR phase function computations in the case of circular cylinders, as validated by the T-matrix method [32] .
The bulk ice cloud single-scattering properties are obtained by integrating the individual crystal scattering properties over 30 particle size distributions obtained during various campaigns for ice clouds from Fu [33] and Mitchell et al. [34] . Because no in situ measurements are available for clouds at extremely low temperatures (expected to contain primarily small ice particles), we assume very cold clouds composed of small particles to follow Gamma analytical distributions with effective sizes of 6, 8, 10, and 12 m. Fu and Sun [35] found that the retrieval of effective size (D ) is also sensitive to the ice particle size dis- tribution assumed for ice crystals. The ice clouds at different geographic regions may have different size distributions due to differences in the thermodynamic and dynamic environments in which they form. Thus, a broad set of ice cloud particle size distributions are needed for the radiative transfer simulations involved in the retrieval process. The impact of the particle size distribution on the retrieval result deserves further study.
The ice cloud bulk single-scattering properties are parameterized in terms of the effective particle size of the aforementioned 34 size distributions. The effective size is defined as the 1.5 times of the ratio of average volume of ice crystal particles to their average projected area. Fig. 2 shows the mean single-scattering properties (extinction efficiency, absorption efficiency, and asymmetry factor) for four effective sizes of ice clouds ( and m) within the spectral range 750-1250 cm . The calculations shown in Fig. 2 were performed using the parameterization scheme developed by Yang et al. [25] for the optical properties of ice crystals. The mean extinction efficiency of ice crystals depends strongly on wavenumber, particularly, for small particle sizes. The extinction minimum at 950 cm becomes more pronounced with decreasing particle size, and corresponds to the Christiansen band of ice [36] , [37] . For large particle sizes ( and m), the spectral variation of the extinction efficiency is relatively smooth. The total extinction efficiencies of ice crystals (i.e., the sum of scattering and absorption effects) in the 1000-1250-cm spectral region are nearly independent of effective particle size when the sizes are large, a characteristic that is useful for the retrieval of ice cloud optical thickness.
The bulk absorption efficiency is related to the imaginary part of the complex refractive index of ice. In addition, the absorption of ice crystals depends on wavenumber and the effective particle size. The absorption efficiency varies with wavenumber in the 750-1000-cm spectral region, particularly for small effective particle sizes. This feature is useful for determining the effective size of ice crystals from high-resolution IR atmospheric spectral measurements. The asymmetry factor increases with effective particle size in the IR spectral region, implying that the scattering of the incident radiation by ice crystals is typically in the forward direction.
For water clouds, the bulk single scattering properties were calculated using the Lorenz-Mie theory [26] , and assuming Gamma particle size distributions. The scattering properties of spherical particles have been extensively discussed by Hansen and Travis [38] .
B. Numerical Simulation of Upwelling Infrared Radiances at Aircraft Level
Clear-sky (noncloudy) monochromatic atmospheric molecular absorption optical thicknesses are computed from a line-by-line (LBL) radiative transfer model originally developed by Chou and Kouvaris [39] . For the present application, the atmosphere is divided into one hundred layers between the surface and an altitude of 20 km. Rawinsonde profiles provide atmospheric temperature, pressure, density and water vapor; the spectral line parameters of atmospheric gases are from HITRAN 2000 [40] (note that the term "HITRAN" is an acronym for high-resolution transmission molecular absorption database); and the Voigt line shape [41] that accounts for both pressure and temperature broadening effects is used for computing the line absorption of atmospheric gas molecules. The continuum absorption of water vapor and other gases within 750-1250 cm are calculated using the CKD-2.4 model [42] . To facilitate the comparison of the model simulation with the high-resolution interferometer sounder (HIS) measurement, as needed in the implementation of the retrieval technique, the monochromatic total optical thicknesses of atmospheric gases at every level are convolved with the instrumental response function.
The upwelling atmospheric radiative spectrum under cloudy conditions at the aircraft altitude (20 km) is then computed in terms of brightness temperature by combining the clear-sky optical thickness from the LBL code and the discrete ordinates method radiative transfer (DISORT) [43] . Clouds are simulated by adding an optical thickness, single-scattering albedo, and scattering phase function for a model atmospheric layer. The DISORT method is implemented with 16 streams used in the calculations. The spectral interval is 0.2 cm . The Legendre coefficients of the phase functions are derived from Hu's algorithm [44] that properly accounts for the truncation of the strong forward peak. Fig. 3 . Shown are the differences in simulated upwelling brightness temperatures calculated for hexagonal ice crystals and spherical particles as a function of wavenumber for four effective sizes of ice clouds, but for a fixed cloud optical thickness of 1. Two sets of spectral brightness temperatures are calculated as a function of wavenumber based on the single-scattering properties for four particle size distributions of both ice spheres and the hexagonal ice crystals. The two sets of resulting brightness temperature spectra for each size distribution are then differenced. The atmospheric profiles are provided from a nearby rawinsonde. The surface skin temperature is 267.6 K and the cloud altitude is 7 km.
C. Effect of Ice Crystal Nonsphericity
The significance of ice crystal nonsphericity in the retrieval of cloud optical thickness at Vis and NIR wavelengths has been discussed by Mishchenko et al. [45] , [46] , Takano et al. [47] and references cited therein. Here, we investigate the effect of ice crystal nonsphericity on high-resolution IR spectral radiance simulations. Based on the single-scattering properties for the same size distributions of both hexagonal ice crystals and the corresponding equivalent ice spheres, two sets of spectral-dependent brightness temperatures are calculated as functions of wavenumber. The visible optical thickness is fixed at 1 for these simulations. The two sets of resulting brightness temperatures for each size distribution are then differenced, with the results shown in Fig. 3 for the 800-1000-cm spectral region. The brightness temperatures for spherical ice particles are 0.5-2.6 K lower than that for nonspherical particles. This is caused by the overestimation of the absorption and extinction efficiencies that occurs with the use of the spherical approximation [37] .
The previous results were obtained for a fixed optical thickness. Similar calculations can be made in which the particle size is fixed but the optical thickness varies. The results in Fig. 4 show the difference in spectral brightness temperatures calculated for three values of optical thickness within the 1100-1250-cm spectral region, but for these simulations the effective particle size is fixed at 14 m. The brightness temperatures for spherical ice particles are 1-2 K lower than that for nonspherical particles, depending on the optical thickness of the cloud.
Figs. 3 and 4 demonstrate that the nonsphericity of ice crystals can have a significant effect on the optical properties inferred from IR measurements and that the spherical particle approximation for inferring ice cloud properties may result in an overestimatation of the optical thickness and an inaccurate retrieval of effective particle size. Fig. 4 . Shown are the differences in simulated upwelling brightness temperature spectra computed for hexagonal ice crystals and spherical particles. The brightness temperature differences are presented as a function of wavenumber for three cloud optical thicknesses. The effective particle size is fixed at 14 m. 
D. Errors Associated With the Use of Henyey-Greenstein Phase Function
The impact of the nonspherical ice particles on optical properties raises the question of using a simplified form of the phase function in the radiative transfer simulations. Due to its simplicity and efficiency, the H-G phase function is widely used in the IR radiative transfer calculations as an approximation for describing the phase function of cloud particles. In this section we compare the H-G phase function with the more complex phase function calculated for the more realistic ice crystals from the FDTD and an improved geometric optics methods. The phase functions for individual crystals are averaged over the 34 ice cloud size distributions as discussed previously. For two different size distributions, Fig. 5 shows a comparison between the actual phase functions derived for hexagonal ice crystals and the H-G phase functions derived using the asymmetry factor obtained for each distribution. Compared with the nonspherical ice crystal phase functions, the H-G phase function is smoother and smaller in magnitude in both the forward-and back-scattering directions. 6 shows the differences in the simulated spectral brightness temperatures (converted from the upward spectral flux) at the aircraft level (20 km) between the results derived using the actual phase function derived for nonspherical crystals and the H-G phase function. The brightness temperature using the derived phase function is a little greater than that of the H-G phase function in most cases. The forward scattering of the nonspherical particle phase functions is usually larger than that of the H-G phase function. The largest differences occur at wavenumbers where strong scattering occurs (1000-1300 cm ) for large particle effective sizes. For small particle sizes, the difference between the two phase functions is much less, with brightness temperatures generally differing by less than 0.4 K. This may be due to the offset of the different phase functions within 0 to 90 . For clouds containing larger ice crystals with a large value of the asymmetry factor, the brightness temperature difference can be more than 1 K. The modified H-G phase function, such as the double H-G phase function, may offer a better result.
III. SENSITIVITY STUDY AND ERROR ANALYSIS
In this section, we present the physical basis of the retrieval technique by investigating the sensitivity of high spectral resolution IR brightness temperatures to the effective particle size and optical thickness. As this knowledge will later be used to derive the cloud properties from HIS radiances, we have used an observer altitude of 20 km, the cruising altitude of the ER-2 aircraft, in the upwelling radiance calculations. We also investigate the influence of the atmospheric profiles and the inaccuracies in the cloud temperature and surface skin temperature on the retrieval results. Fig. 7 illustrates the sensitivity of the upwelling brightness temperature spectrum to the ice cloud effective particle size. The spectral brightness temperatures between atmospheric molecular absorption lines (i.e., the atmospheric windows) increase are removed and the resulting window brightness temperatures are interpolated across the gaps. This process more clearly shows how the slope of the observed spectral brightness temperature, with respect to wavenumber, depends upon the effective particle size.
A. Sensitivity of IR Radiance to Effective Particle Size
with wavenumber within the 760-1000-cm region because ice crystal absorption decreases with wavenumber. However, the absorption is also size-dependent. The ice clouds with smaller effective sizes absorb more radiance from below the cloud at smaller wavenumbers, leading to a steeper slope in brightness temperature for clouds composed of small particles than for large particles.
From the brightness temperature at atmospheric window wavenumbers, ignoring the strong absorption wavenumbers to remove the absorption lines within 790-960 cm and interpolating the brightness temperatures across the gaps, we notice that there is a considerable sensitivity in the slope of the observed brightness temperature to the effective particle size (see Fig. 8 ). This sensitivity, in which the slope in brightness temperature increases with decreasing particle size, forms the basis for the inference of effective particle size. We calculate the brightness temperature at the atmospheric windows in the 790-960-cm region, and obtain the slope for a range of different effective particle sizes and values of optical thickness. Fig. 8 , but extended to include both the effect of optical thickness and particle size on the slope of the spectral brightness temperatures and wavenumber between 790-960 cm . Fig. 7 , but for the sensitivity of spectral brightness temperature to the cloud optical thickness. The assumed effective particle size is fixed at 30 m.
As shown in Fig. 9 , the variation of the slope is most sensitive to clouds having lower values of effective particle size and optical thicknesses between 0.4 and 4. For example, for a cloud having an optical thickness of 1, the slope decreases from 9-2 K m as the effective particle size increases from 10-80 m. Fig. 10 shows simulated upwelling brightness temperature at a 20-km altitude for four values of optical thickness and a fixed effective particle size of 30 m. The brightness temperature varies with wavenumber between 750-1000 cm for small to moderate optical thicknesses. As shown in Fig. 10 , the brightness temperature decreases more than 40 K as the optical thickness increases from 0.5-5. For optically thick ice clouds (optical thickness larger than 5), the brightness temperature has less dependence on wavenumber.
B. Sensitivity of IR Radiance to Optical Thickness of Clouds

C. Error Analysis
The brightness temperature discretization in Fig. 9 is 0.5 K m. If we assume that the minimum measurable temperature difference is 1 K, the effective particle size cannot be accurately retrieved in the case when if the variation of brightness temperature difference between 950 and 790 cm is less than 1 K due to the variation of the effective particle size. Further theoretical error analyses suggests that, for a threshold of 0.5 K m, the maximum retrievable effective size can be no larger than 80 m with an uncertainty of 10 m. The uncertainty decreases to about 2 m when the effective size is 10 m. Similarly, the maximum retrievable optical thickness is approximately 8 with an uncertainty of 1. For the case of a visible optical thickness of 1, the uncertainty decreases to less than 0.1.
In the IR spectrum, the surface skin temperature, cloud temperature and atmospheric profile contributed significantly to the top of atmosphere radiance. Hence, in the remainder of the section, we study the effects of uncertainties in surface and cloud temperature to retrieval results. We also investigate the sensitivity for different atmospheric profiles.
D. Effects of Surface and Cloud Temperature on Retrieval Accuracy
In this section, we analyze the effects of inaccurate specification of surface and cloud temperature on the accuracy of the inferred microphysical and optical properties. Cloud-top pressure or temperature may be inferred by methods such as the CO slicing method [48] or by the minimum local emissivity variance (MLEV) method [49] . The MLEV algorithm uses a physical approach in which the local spectral variances of cloud emissivity are calculated for a number of assumed cloud pressures. The optimal cloud emissivity spectrum is that which has the minimum local emissivity variance among the retrieved emissivity spectra associated with different assumed cloud pressures. This technique is based on the observation that the absorption, reflection, and scattering processes of clouds exhibit relatively limited localized spectral emissivity structure in the 750-1250-cm spectral region. Any retrieved cloud emissivity that exhibits spectral variation similar to that of carbon dioxide and water vapor absorption is indicative of an incorrect specification of cloud pressure level and its associated spectral emissivity. MLEV analysis shows that cloud pressure root mean square errors for a single layer cloud with an effective cloud emissivity greater than 0.1 are , , and hPa, for high, middle, and low clouds, respectively. Errors in the assigned cloud pressure and its corresponding temperature will affect the retrieval of optical thickness. Fig. 11 shows the predicted error in the retrieved optical thickness as a function of cloud temperature error. The error of cloud temperature is assumed to be within K, corresponding to the variation of temperature at a cloud altitude of km. A lower-than-actual cloud temperature will result in an overestimate of the optical thickness, while a higher-than-actual cloud temperature will lead to an underestimate of optical thickness. The impact of the cloud temperature error is more pronounced for optically thick ice clouds than for optically thin ice clouds. Generally speaking, the error in the retrieved optical thickness is less than 10% if the cloud temperature is within K of the true temperature and the cloud optical thickness is less than 2. Fig. 12 shows the relationship between the retrieved effective particle size and the cloud temperature error. Different cloud temperatures result in different brightness temperature slopes, and thus lead to effective particle size retrieval errors. The error is within if the cloud temperature error is within K. Fig. 13 shows the error in the retrieved optical thickness as a function of surface skin temperature error. An error in the surface skin temperature has a pronounced influence on the retrieval of optical thickness if the cloud is optically thin, because the upwelling radiation is primarily from the surface, with some modest attenuation by the atmosphere and clouds. For very thick clouds, an error in the surface skin temperature has little influence on the retrieved optical thickness. For the retrieval accuracy of optical thickness (Fig. 13) to be better than 10%, the surface skin temperature error should be less than 2.5 K. Fig. 14 shows the dependence of the retrieved error in effective particle size on the error in surface skin temperature. Compared to the results in Fig. 13 , an error in surface skin temperature (Fig. 14) has less influence on the effective particle size than on the optical thickness, because the variation of the surface skin temperature does not change as much with the slope of brightness temperature between 790-960 cm . If the error of surface skin temperature is Fig. 13 . Errors in retrieved optical thickness resulting from an error in surface skin temperature for four cloud optical thicknesses. The ice cloud has an effective particle size of 25 m and is located at an altitude of 10 km.
Fig. 14. Errors in retrieved effective size caused by an error in surface skin temperature for three effective particle sizes. The cloud optical thickness is constant at 1, and the cloud altitude is 10 km. within 2.5 K, the error of retrieved effective particle size will be within .
E. Effect of the Atmospheric Profiles
We now investigate the sensitivity of the brightness temperature to different regional average atmospheric profiles by calculating the brightness temperature difference between clear-sky and cloudy radiance, defined as the cloud forcing. Fig. 15 shows the cloud forcing for both a climatological tropical (TRO) and subarctic winter (AW) atmosphere for two assumed values of cloud optical thickness. We assume that the surface skin temperature is the same as the atmospheric temperature of the lowest layer, i.e., 300 K (tropical) and 257.1 K (subarctic winter). Because the upwelling radiances (and hence brightness temperatures) for the subarctic winter atmosphere are much lower than that of the tropical atmosphere, the sensitivity decreases for the subarctic winter atmosphere relative to a warmer tropical atmosphere. Even for the subarctic winter atmopsheric model, however, the variation of cloud forcing can still be more than 20 K when the optical thickness increases from 0.5-2. Thus, the IR spectra still contains sufficient information in these conditions from which the properties of ice clouds can be inferred using the simultaneous retrieval technique. 
IV. INFERENCE OF ICE CLOUD MICROPHYSICAL AND OPTICAL PROPERTIES
A. Simultaneous Retrieval Algorithm
An understanding of the above dependence of the upwelling radiance to cloud properties leads us to the following methodology for simultaneous retrieval of effective particle size and optical thickness.
First, the clear-sky atmospheric optical thickness profile is calculated with the LBL radiative transfer code. Given the height and temperature of an ice cloud, a series of spectral radiances are simulated using DISORT for a range of cloud effective particle sizes and optical thicknesses, and the precalculated cloud optical properties discussed in Section II-A. By matching the slope of the simulated brightness temperature in the 790-960-cm band to the observed spectrum, the effective particle size of the ice cloud can be estimated (note that, at this initial stage, a first-guess optical thickness is used). Then, the optical thickness is derived by comparing the observed spectrum to the simulations in 1100-1250-cm band with the values of determined in the previous step. The final particle size and optical thickness are obtained by iteration until the differences are minimized between the observed and simulated IR spectrum. The best fit retrieval is reached when the differences (variances) between the model simulation and measurement within the two bands are minimal.
In the following section, we apply the simultaneous retrieval algorithm outlined above to HIS data collected from two field experiments.
B. Case Study 1: Fire-ACE Experiment
During FIRE-ACE [50] , upwelling spectral radiances were observed by the HIS instrument onboard the ER-2 aircraft from an altitude of 20 km. HIS data from band 1 (750-1080 cm ) and band 2 (1100-1250 cm ) were selected for analysis between 2345 UT and 0020 UT on May 22-23, 1998 . This period provides example observations for water clouds (before 0007 UT), clear sky (0007-0010 UT), and high ice clouds (after 0010 UT). The data were recorded over an area in Alaska near 67.52 N, 150.60 W. Fig. 16 shows the Cloud Lidar System (CLS) imagery for this period, which provides information on the cloud-top altitude [51] and was used together with a MODIS Airborne Simulator (MAS) image (not shown here) to discriminate between clear-sky, water cloud, and ice cloud conditions.
The HIS brightness temperature spectrum for clear sky (0009 UT) is shown in Fig. 17 , while those for water clouds (0005 UT) and high ice clouds (0017 UT) are shown in Fig. 18 . Also plotted on these two figures are the best fit simulated radiances that were generated from temperature, pressure and relative humidity data from a nearby rawinsonde at 2324 UT on May 22, 1998 , together with cloud properties determined using our retrieval technique. Fig. 18 demonstrates that the observed spectral signature of the ice cloud is quite different from that of the water cloud. The brightness temperature of the ice cloud increases with wavenumber over the 750-1000-cm region. This expected result, as previously mentioned, is due to the spectral variation of the absorption of ice crystals. Fig. 19 illustrates the process of matching the simulated and observed brightness temperatures by varying (and thus, when the brightness temperatures match, retrieving) the cloud properties in the simulations. The left panel of Fig. 19 shows comparisons of the observed HIS spectrum (solid black curve) with simulated brightness temperatures for a number of trial effective particle sizes and m and a first-guess optical thickness , within the 760-1000-cm band. The right panel of Fig. 19 shows brightness temperatures for the best matched effective particle size m (as determined from the previous step as illustrated in left panel of Fig. 19 ) with trial optical thickness values , 1.43, and 1.6 within the 1100-1250-cm band). The effective particle size is inferred by fitting a line between 790-960 cm . The resultant values of the effective particle size and optical thickness in this case are 45 m and 1.43, respectively.
C. Case Study 2: SUCCESS Experiment (Small-Particle Case)
Smith et al. [2] reported a strong absorption signature of very small ice cloud particles during SUCCESS in 1996. Fig. 20 shows the HIS spectrum collected from the ER-2 during an overflight of a jet aircraft contrail, which generally consists of very small particles. The best fit simulated spectral brightness tem- peratures shown are simulations for an ice cloud model based solely on droxtals with an effective particle size of 12.5 m (or an effective radius of 6.25 m), and an optical thickness of 1.60. The simulation generally agrees well with the observed spectrum (except at 990 cm , probably due to the residual effect of an imperfect ozone concentration profile) and indicates that the droxtal crystal habit seems to be a realistic approximation for small ice particles. Chung et al. [14] calculated the spectrum for this case by assuming that ice clouds are composed of spherical ice particles with an assumed Gamma size distribution. The retrieved effective radius (7.35 m) and IWP (6.85 g m ) corresponds to an optical thickness of 1.5 in that study. The present optical thickness is close to Chung's result, but the effective particle size inferred in this paper is a little smaller. The differences are due to the more complex ice habit (droxtal) used in the present retrieval. A droxtal with the same maximum dimension will have smaller effective size than the ice sphere. Thus, the retrieved effective size is slightly lower by assuming the droxtal instead of sphere.
V. SUMMARY
Within the 750-1000-cm spectral region, the slope of brightness temperature is sensitive to ice crystal effective particle size, particularly for small particle sizes. At wavenumbers between 1100 and 1250 cm , the spectrum is more sensitive to the optical thickness than to particle size. Thus, using the terrestrial window information within the 750-1250-cm spectral band, we can infer the optical thickness and effective particle size for ice clouds simultaneously.
An error analysis is performed to investigate the uncertainty of the retrieved optical thickness and effective particle size. The error for retrieving particle size in conjunction with an uncertainty of 5 K in cloud temperature, or a surface temperature uncertainty of 2.5 K, is less than 15%. The corresponding error in the uncertainty of optical thickness is within 5% to 20%, depending on the value of cloud optical thickness.
The maximum effective particle size that may be retrieved with the present approach (i.e., an upper limit) is 80 m with an uncertainty of approximately 10 m at m, and about 2-m uncertainty at m. The maximum retrievable optical thickness is approximately 8 with an uncertainty of 1. For the case of optical thickness 1, the uncertainty decreases to less than 0.1.
The applicability of the technique is demonstrated using the aircraft-based HIS data from the SUCCESS experiment in 1996 and FIRE-ACE in 1998. The IR brightness temperature simulations corresponding to the simultaneous retrieval of cloud optical thickness and particle effective size for two cases with particle sizes of 45 and 12.5 m yield a reasonable fit to the observed spectra. Spectral temperature differences of K and K (derived from the slope of the spectral brightness temperatures at wavenumbers between 790-960 cm ) further demonstrate that the forward modeling of cloudy measurements and retrieval algorithm are capable of obtaining reliable cloud properties. A further cloud modeling study and retrieval validation using spaceborne and active cloud measurements, and in situ measurements may enhance our ability to refine this technique. 
