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ABSTRACT
This dissertation report covers Yan Ma’s Ph.D. research with applicational studies of machine
learning in manufacturing and biological systems. The research work mainly focuses on reaction
modeling, optimization, and control using a deep learning-based approaches, and the work mainly
concentrates on deep reinforcement learning (DRL).
Yan Ma’s research also involves with data mining with bioinformatics. Large-scale data ob-
tained in RNA-seq is analyzed using non-linear dimensionality reduction with Principal Compo-
nent Analysis (PCA), t-Distributed Stochastic Neighbor Embedding (t-SNE), and Uniform Mani-
fold Approximation and Projection (UMAP), followed by clustering analysis using k-Means and
Hierarchical Density-Based Spatial Clustering with Noise (HDBSCAN).
This report focuses on 3 case studies with DRL optimization control including a polymeriza-
tion reaction control with deep reinforcement learning, a bioreactor optimization, and a fed-batch
reaction optimization from a reactor at Dow Inc.. In the first study, a data-driven controller based
on DRL is developed for a fed-batch polymerization reaction with multiple continuous manipula-
tive variables with continuous control. The second case study is the modeling and optimization of a
bioreactor. In this study, a data-driven reaction model is developed using Artificial Neural Network
(ANN) to simulate the growth curve and bio-product accumulation of cyanobacteria Plectonema.
Then a DRL control agent that optimizes the daily nutrient input is applied to maximize the yield
of valuable bio-product C-phycocyanin. C-phycocyanin yield is increased by 52.1% compared to
a control group with the same total nutrient content in experimental validation. The third case
study is employing the data-driven control scheme for optimization of a reactor from Dow Inc,
where a DRL-based optimization framework is established for the optimization of the Multi-Input,
Multi-Output (MIMO) reaction system with reaction surrogate modeling.
Yan Ma’s research overall shows promising directions for employing the emerging technolo-
gies of data-driven methods and deep learning in the field of manufacturing and biological systems.
It is demonstrated that DRL is an efficient algorithm in the study of three different reaction systems
with both stochastic and deterministic policies. Also, the use of data-driven models in reaction sim-
xii
ulation also shows promising results with the non-linear nature and fast computational speed of the
neural network models.
xiii
1 INTRODUCTION
1.1 Smart Manufacturing
The chemical engineering industry is a major component of modern society, where it uses
principles from physics, chemistry, maths, biology to effectively design operations and reactions to
transform energy and material. Currently, chemical engineering contributes to approximately $5.7
trillion worth of Gross Domestic Product (GDP) and supports 120 million jobs globally. Chemical
engineering involves aspects including plant design, safety and hazard assessment, process design,
modeling, and optimization. Hence, the chemical engineering industry has long been absorbing
cutting-edge technology and knowledge base across disciplines especially from chemistry, physics,
math, and computer science.
Since the industrial revolution began in the middle of the 18th century, the manufacturing in-
dustry has significantly changed people’s way of life (Kang et al., 2016). The mass production with
assembly lines and electricity allows the manufacturing of a vast variety of complicated consumer
products possible. The chemical industry has long been the beneficiary of the great industrial
revolutions. From the very fundamental steam power to programmed automation, the industrial
revolutions enabled significant improvements in productivity in the chemical industry (see Fig.
1.1). With the development of Information of Communication Technology (ICT), the automation
has brought numerous advances with highly delicate assembly lines with robotics (Kang et al.,
2016). However, as the chemical process operations become more and more complicated, there
are increasing demands for designing more advanced sensors, anomaly detection platforms, and
control systems to further improve the process safety assessment as well as the economic gain.
Now, with the advancements of cutting-edge ICT technologies, countries with advanced manufac-
turing industries start to recognize the potential of smart manufacturing and highlight several major
technologies that play important roles in the novel revolution. Those major technologies include
IoT (Internet of Things), COS (Cyber-Physical System), as well as Cloud computing with the aid
of Artificial Intelligence (AI). (Kang et al., 2016) (see Fig. 1.1).
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Figure 1.1. Industrial revolution from the mechanization of to mass production, automation, and
Cyber-Physical System
1.1.1 Governmental Initiatives
The White House published a strategic report for American leadership in advanced manufac-
turing (House, 2018), which identifies 3 goals of innovations for advanced manufacturing. The
strategies include developing and transitioning to new manufacturing technologies, educating the
manufacturing workforce, and expanding the domestic manufacturing supply chain (House, 2018).
This report also highlights that the combination of cloud computing, data analytics, modeling, and
Artificial Intelligence (AI) are essential for facilitating the digitization of manufacturing processes
and IoT implementations (House, 2018). Besides the US, other countries including Germany,
Japan, and China are also seeking innovative solutions with digitization and AI applications. The
German government has been pushing forward a strategic initiative for digital transformation. Such
an idea is initiated by the Ministry of Education and Research (BMBF) and the Ministry of Eco-
nomic Affairs and Energy (EMWI), which aims to drive digital manufacturing forward with digiti-
zation and interconnections between products, supply chains, and business models (Rojko, 2017).
A report by China’s Academy of Sciences identified 8 key technologies with potentially innova-
tive applications, including Computer Vision, Natural Language Processing (NLP), cross-media
analysis, intelligent adaptive learning, collective intelligence, auto-piloting systems, deep learning
microchips, and Brain-Computer Interface (BCI) (of Big Data Mining and Management, 2018).
Hence, the development of smart manufacturing has become an international race of countries
competing for leadership for the next great advancement of the industrial revolution.
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1.2 Machine Learning
Ever since the computer was invented, there have been countless attempts to make comput-
ers think and learn as humans do. Since then, many algorithms have been invented that showed
effectiveness in many different tasks with significant commercial applications (Mitchell, 1997).
Machine learning is a study of algorithms and statistical models that utilize computer systems
to perform specific tasks(Kotsiantis et al., 2007). The fundamental question to address in ma-
chine learning is to enable computers to automatically improve through experience with the cross-
disciplinary knowledge base from computer science and statistics (Jordan and Mitchell, 2015).
Currently, machine learning is one of the most rapid-growing fields with the development of new
learning algorithms and more and more accessible online data and computation power (Jordan and
Mitchell, 2015).
One of the most important tasks for machine learning is data mining, which is to uncover in-
formative patterns and identify contributing factors from massive datasets. The massive quantity
of data is collected daily thanks to the wide deployment of sensors and cameras. While people are
prone to make mistakes over trying to analyze features within large data sets, it becomes increas-
ingly significant for computer intelligence to learn correlations, features, and perform classifica-
tions over data sets(Kotsiantis et al., 2007). However, conventional machine-learning techniques
lack the ability to process data in their complex raw form. To process raw data, it usually requires
careful pre-processing and engineering to design a feature extractor for specific tasks(LeCun et al.,
2015). Deep learning utilizes multiple layers of representation with multiple non-linear modules,
thus is able to learn very complex functions and representations(LeCun et al., 2015). Machine
learning is gaining huge popularity recently in combination with deep learning, which allows com-
puter intelligence to extract useful information from highly convoluted datasets and non-linear be-
haviors. Machine learning and deep learning influence modern society in various domains, ranging
from web search filters to face detection and traffic monitoring systems(LeCun et al., 2015). Re-
cently, deep learning began to make use of image data sources for industrial applications. The
deep convolutional neural networks (ConvNets) have been applied for crack detection in nu power
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plants from cameras(Schmugge et al., 2017), whereas Zhu et al.(Zhu et al., 2019) employ deep
learning tools to analyze industrial pyrolysis reactor images to monitor the reaction process.
The overall hierarchical structure of machine learning is illustrated in Fig. 1.2, which shows the
three major branches of machine learning algorithms: supervised learning, unsupervised learning,
and reinforcement learning.
Figure 1.2. Machine learning hierarchy with supervised, unsupervised, and reinforcement learning
1.2.1 Principles of Machine Learning and Artificial Intelligence
Nowadays, data generated from machines and devices from cloud solutions to business man-
agements has accumulated to in the scale of Exabytes annually and is still expected to keep in-
creasing dramatically in the next decade (Yin and Kaynak, 2015; Ning and You, 2019). Big data
is considered a pivotal role in the fourth industrial revolution (Yin and Kaynak, 2015). In re-
cent years, the chemical industry is rapidly progressing towards advanced control, automation, and
smart manufacturing utilizing data-driven methods, which is considered to be a new paradigm shift
in manufacturing industries (Lasi et al., 2014). This significant shift that combines digitization of
factories, Internet technologies, and data-driven processes, called “Industry 4.0” 1.1 is believed to
be the next Industrial Revolution (Lasi et al., 2014), which has huge potential in improving the
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manufacturing efficiency and quality. The goal is to establish a scheme of smart factories, which
can tailor-made specific products with respect to customer requests, and collect and transmit data
in real-time (Yin and Kaynak, 2015).
Deep learning is currently one of the most rapidly growing field, there numerous deep learn-
ing tools can be leveraged to facilitate knowledge discovery and smart decision-making (LeCun
et al., 2015). With the current advancement in machine learning and deep learning, it has sparked
great interest in data-driven optimization Process engineers has been facilitating the use of ad-
vanced techniques with mathematical programming and machine learning to optimize a reaction
in a model-free approach(Yin and Kaynak, 2015; Ning and You, 2017; Bertsimas et al., 2018). A
schematic diagram with an industrial application with data collection and machine learning models
are illustrated in Fig. 1.3. The data collected from the plant is communicated through Cloud, and
the data is fed to AI models for smart decision-making which guides the automated operation. This
diagram shows an iterative process where the data generated in real-time can be used for updating
the AI model in a timely manner to account for disturbances and process drifting.
With the revolutionary advancement of low-cost computational power, especially with the rel-
atively cheap availability of parallel computing units, Graphics Processing Units (GPU) which
were designed for video gaming, machine learning has progressed drastically in the past decade.
Machine learning was invented to tackle the fundamental question: How can computers learn
and understand through experiences like humans? Since then, algorithms have been invented and
have demonstrated huge potential in certain types of learning tasks (Mitchell, 1997). In the past
years, machine learning achieved state-of-the-art performance in many practical tasks including
image recognition, speech recognition, robotics control, and recommendation systems (Jordan and
Mitchell, 2015). However, most of these advancements come from the computer science and sta-
tistical departments, while the expertise of practical machine learning model applications in the
manufacturing industry is lacking. Therefore, it is critical that fundamental research with big data
solutions and model-free optimization is necessary for future industrial applications (Yin and Kay-
nak, 2015).
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Figure 1.3. Schematic diagram of industrial application with data collection, data processing, and
smart decision-making with AI models.
In March 2016, a computer program called AlphaGo defeated the best human players in the
chess game Go, which is knowingly a game with significantly higher complexity of combinatorial
possibilities (Shin et al., 2019). Since then, reinforcement learning (RL), which is one of the major
branches of machine learning, became famous for its superior decision-making ability. RL is not
only known for its high performance with chess games, where the rules of the game are relatively
simple, but RL has also demonstrated great potential in highly complicated environments including
video games, robotics and self-driving cars in a self-learning manner (Shin et al., 2019; Mnih et al.,
2015).
1.3 Motivation
From a chemical engineering perspective, a variety of decision-making and real-time optimiza-
tion problems that arise in process control can potentially be solved using this new approach (Zhou
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et al., 2017). At all levels of plant-wide operations, tasks involving in decision-making require
an optimized solution to timely allocate capital, energy, material in a safe and sustainable manner
(Shin et al., 2019). Although many traditional optimization application with mathematical pro-
gramming is sufficed for industrial control that adapts to process changes, they are not capable
of solving complex problems involving large heterogeneous datasets or multi-variable nonlinear
systems. In real practices, many traditional model-based methods face problems subject to process
uncertainty, parameter estimation error, and unexpected disturbances (Sahinidis, 2004; Ning and
You, 2019). In addition, the current prevailing Model Predictive Control (MPC) relies heavily on
the combination of first principle models and carefully chosen process identification on the real
system, while the application in real-time can be troublesome due to the computational cost of
optimization, as well as prediction error (Ning and You, 2019; Shin et al., 2019). Whereas in RL,
the advantage is that it can execute more rapidly in real-time because it only requires a forward
run of the trained network. However, for most RL applications (Ma et al., 2019; Badgwell et al.,
2018; Spielberg et al., 2017; Li, 2018), the algorithm requires a well-defined environment for RL
policy seeking iterations. Hence, fast and accurate process simulation is a critical aspect of RL
implementation.
For the application of DRL into chemical manufacturing environments, due to the intrinsic dif-
ference between a computer-simulated game environment and a chemical reaction system，there
are some focal points and solutions that are discussed and investigated in this thesis.
• The nature of time delay of the control actions onto the reaction system may pose a sig-
nificant challenge to the application due to the RL’s assumption based on Markov Decision
Process (MDP). In this dissertation, the problem is encountered in the case study with the
polymerization reaction system, where the significant time delay of the variables makes the
training convergence difficult with the current state variables. To solve this problem, we treat
the time delay problem by incorporating historical measurements as the state inputs in the
RL training.
• The experimental noise from the measurements may sometimes lead to difficulties during the
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RL’s exploration within the system, which could ultimately affect the training convergence.
To examine this effect, we manually introduce random noise that mimics the data collected
from the real experimental measurements in the case study of the polymerization system. We
compare the results of the artificially introduced noise with the training results without noise,
and it is found that although the convergence is slightly slower, the DRL results achieve
similar performance with and without noise.
• The application of DRL onto the chemical reaction system relies heavily on an accurate and
fast-responding reaction simulation environment. Although in most other studies (Li, 2018;
Badgwell et al., 2018), the implementation is based on the reaction mechanistic model, we
are interested to investigate the combination of supervised learning and RL to develop a
data-driven scheme to optimize the chemical reaction without a well-established reaction
fundamental model. We investigate this approach in the second case study, which is a fed-
batch bioreactor that produces valuable bioproduct C-phycocyanin.
• Obtaining explorations data points for training a reliable data-driven reaction simulation
model can be difficult for some industrial applications. The fundamental model may some-
times show offsets to real plant data due to disturbances and process drifting, whereas the
plant historical data itself lacks variability for training a reliable data-driven model. Hence,
we investigate the combination of simulation data and real historical data collected from an
industrialized reactor from Dow Inc., and perform RL-based optimization to maximize the
gain margin of the fed-batch reaction system.
In this dissertation, we aim to identify and solve the problems with multiple case studies with
several different applicational scenarios including bioinformatics and various reaction systems and
summarize insights about the potential future opportunities of deep-learning-based approaches in
data processing, and chemical reaction control and optimization. Our research work encompasses
work from unsupervised learning, supervised learning, and reinforcement learning, with a focus
on deep reinforcement learning on chemical reaction control and optimization. It is shown through
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the case studies that the RL approach demonstrates robust performance with both discrete and
continuous action spaces with significant time delays, which we use integrated state inputs to
account for the time delay effect. The DRL also shows good noise tolerating ability where we
introduce artificial noise of 10 % to the training and validation data profiles. Additionally, through
the case study with the fed-batch bioreactor, we establish a data-driven optimization scheme of the
system without mechanistic knowledge of the reaction.
1.4 Dissertation Organization
This dissertation has 7 chapters that address multiple case studies of data mining in bioin-
formatics, and optimization and control problems for chemical and biological reaction processes
using RL. In the DRL case studies, the polymerization process is a multi-variable continuous
control problem, and a first principle reaction model is available. The bioreactor process is a
single-variable discrete optimization problem, but the reaction mechanism is unknown, which is
simulated in a data-driven approach. The third case study is a multi-variable discrete optimization
problem based on a reaction system from Dow Inc., where the fundamental model is combined
with real historical data to establish a faster and more accurate reaction surrogate model for RL
policy optimization. In this dissertation, we investigate several different DRL algorithms including
Deep Deterministic Policy Gradient (DDPG), Asynchronous Advantage Actor-Critic (A3C), and
Proximal Policy Optimization (PPO) in different case studies, yet DDPG focuses on performing
continuous control with actor-critic algorithm; A3C utilizes parallel architecture for improving
training efficiency, and PPO uses cropped surrogate objective and policy gradient to achieve more
stable training. This dissertation also addresses an unsupervised pipeline for scRNA-seq data pro-
cessing with dimensionality reduction and clustering analysis.
• The first chapter is the Introduction and motivation, and the background of chemical engi-
neering and the need for a cross-disciplinary knowledge base with machine learning.
• Chapter 2 discusses the unsupervised learning applications in bioinformatics. The combi-
nation of linear and nonlinear dimensionality reduction with Principal Component Analysis
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(PCA) and Uniform Manifold Approximation Projection (UMAP) and clustering analysis
shows improved clustering performance compared to traditional methods.
• Chapter 3 discusses supervised learning. The architecture of Artificial Neural Network
(ANN), Recurrent Neural Network (RNN), Long-Short-Term-Memory (LSTM) Network is
explained in detail in this chapter.
• Chapter 4 discusses about DRL algorithms. The different algorithms that we investigated in
the thesis are discussed in this chapter, with Deep Deterministic Policy Gradient (DDPG),
Asynchronous Advantage Actor-Critic (A3C), and Proximal Policy Gradient (PPO) are ex-
plained in detail.
• Chapter 5 discusses the first case study using the DRL algorithm, where the system of interest
is a poly-acrylamide polymerization reaction system. In this case study, the manipulated
variables are both continuous actions, and the goal is to achieve the target real-time molar
weight for a desired molar mass distribution (MMD).
• Chapter 6 discusses the second case study with the DRL algorithm. In this case study, a
bioreactor with an unknown mechanism is studied. The reaction is first simulated using a
data-driven approach, and the control policy is optimized using DRL.
• Chapter 7 discusses the third case study with the DRL algorithm, where the reaction system
is provided by Dow Inc., which is a commercialized reactor at the plant. The case study
starts with developing a reaction surrogate model, and the control policy is then optimized
using DRL.
• Chapter 8 is the conclusion and future perspectives recommended for further investigation.
1.5 Dissertation Contribution
In this dissertation report, the contributions are as followed.
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• Large-scale data obtained in RNA-seq is analyzed using non-linear dimensionality reduction
with Principal Component Analysis (PCA), t-Distributed Stochastic Neighbor Embedding
(t-SNE), and Uniform Manifold Approximation and Projection (UMAP), followed by clus-
tering analysis using k-Means and Hierarchical Density-Based Spatial Clustering with Noise
(HDBSCAN). In the analysis, we propose the use of pre-embedding of PCA with 50 prin-
cipal components (PCs) in the embedding, and k-NN assisted HDBSCAN for clustering
analysis, which achieves a higher clustering score compared to the original approach.
• A data-driven controller based on DRL is developed for a fed-batch polymerization reaction
with multiple continuous manipulative variables, where the DRL agent self-learns the control
actions from iterative interaction with the simulated environment. In this study, we prove that
DRL’s performance with multivariate continuous control achieves comparable results to the
traditional method with open-loop optimization.
• We employ the combination of ANN and DRL for a reaction system where no previous
mechanistic knowledge was available. The optimized results with the data-driven optimiza-
tion approach achieve a significant improvement of the yield of the desired product with the
same amount of nutrient input. In this study, we prove that DRL can be applied to a reaction
system without the aid of a fundamental model.
• We employ the time-series prediction algorithm LSTM to establish a reaction surrogate
model with the original first principle model and real data collected from the plant. The
surrogate model reduces the complexity of the original model while achieving a high predic-
tion accuracy. The optimized result is obtained with DRL by interacting with the surrogate
model. In this study, we prove that the LSTM-based surrogate model is more accurate and
computationally efficient for the application of DRL optimization. The resulting profile
achieves a 6.4% higher gain margin from the reaction simulation analysis.
• These machine learning applications have demonstrated great versatility and potential in
multiple case studies of process control and optimization. The case studies cover a spectrum
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of both discrete and continuous control actions, as well as a data-driven and fundamental-
model-based environment. In addition to DRL-based control and optimization, an unsu-
pervised pipeline of feature filtering, dimensionality reduction, and clustering algorithm is
proposed.
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2 UNSUPERVISED LEARNING WITH scRNA-Seq DATA
2.1 Introduction
Advances in microfluidics and RNA isolation and amplification techniques, RNA-seq allows
screening single cell transcriptome on a large scale. As the first single-cell RNA sequencing
(scRNA-seq) experiment was published in 2009, the 10X Genomics has released more than 1.3
million cells 7 years later (Kiselev et al., 2019). Thanks to the availability of the rich datasets, ef-
ficient computational method to visualize and interpret data is a significant task for computational
biologists. Such methods include quality control, quantification, dimensionality reduction, cluster-
ing, and identifying contributing genes. Although there is not yet a consensus of the best practice
in processing scRNA-seq data, many efforts have underway to investigate numerous state-of-the-
art machine learning techniques, to visualize and cluster the data. To analyze the high-dimensional
single-cell data, dimensionality reduction techniques have been one of the crucial steps to preserve
important features while reducing the dimensionality of the original data.
Given the embeddings with dimensionality reduction, unsupervised clustering has provided
scRNA-seq huge potential to discover transcriptome similarities among various cell types, which
inspired the creation of multiple cell atlas projects.
In this case study, we are interested in studying the use of UMAP and a density-based hierarchi-
cal clustering algorithm HDBSCAN assisted with k-NN algorithm , combined with investigation of
high-performance preprocessing pipeline with PCA embedding to visualize and cluster scRNA-seq
data. We also examined the ability to project new-coming data points to the existing visualization
and predict cluster labels to the new data with the proposed approach.
2.2 Unsupervised Learning
Unsupervised learning is a subcategory of machine learning that identify patterns within dataset
with no pre-existing labels. Different from supervised learning models that tackle the mapping
from the input-output pairs, unsupervised learning algorithms generally seek the correlation and
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patterns among the unlabeled dataset with minimum of human supervision (Hinton et al., 1999).
The two major methods used in unsupervised learning include dimensionality reduction, which
seeks to reduce the dimension of the high-dimensional dataset for data visualization, and cluster
analysis, which groups data points that share similar attributes. Unsupervised learning is especially
for anomaly detection for plant monitoring and disease diagnosis with bioinformatics (Alashwal
et al., 2019).
2.2.1 Dimensionality Reduction
Principal Component Analysis (PCA) has historically been the most commonly used dimen-
sionality reduction method, but its linear nature makes it less competitive compared to the more
recent non-linear approaches including t-distributed stochastic neighborhood embedding (t-SNE)
(Maaten and Hinton, 2008) and uniform manifold approximation and projection (UMAP) (Becht
et al., 2019). t-SNE is currently the most popular approach in scRNA-seq data analysis(Kobak and
Berens, 2019), but recently, UMAP is gaining considerable amount of attention.
UMAP is largely based on manifold theory and local fuzzy logic to construct a better topo-
logical representation of the original high-dimensional dataset. A growing usage of UMAP in
bioinformatics is observed because of its faster computational speed, better reproducibility and
consistency, and its ability to preserve more global topology of the original data compared to t-
SNE and dimensionality-reduction tools (McInnes et al., 2018; Becht et al., 2019).
When t-SNE was introduced in 2008 (Maaten and Hinton, 2008), it demonstrated groundbreak-
ing performance in visualization of high-dimensional data to a 2D space while captures features
with non-linearity. t-SNE converts high-dimensional data to pair-wise similarities, where it opti-
mizes to reduce the Kullback-Leibler divergence between two probability distributions by gradient
descent algorithm (McInnes et al., 2018).
Ct−SNE =
∑
i 6=j
pijlogpij − pijlogqij (2.1)
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where p and q are pair-wise similarities in the input space and output space respectively. How-
ever, calculating pair-wise similarities between all data pairs twice can affect computational effi-
ciency for large data sets, making the original t-SNE less advantageous for sc-RNA seq analytics
(McInnes et al., 2018). UMAP inherits the idea of optimizing the probability distribution in both
higher and lower dimensions from t-SNE, but it combines it with another dimensionality reduction
tool LargeVis, where it optimizes a likelyhood function instead of Kullback-Leibler divergence be-
tween the input and output space. Additionally, UMAP only considers the n approximate nearest
neighbors and rounds the distance measure to 0 for other points by applying fuzzy logic approx-
imation (McInnes et al., 2018). The cost function shown in 2.2 is optimized by gradient descent
algorithm similar to t-SNE.
CUMAP =
∑
i 6=j
vijlog(
vij
wij
)− (1− vij)log(
1− vij
1− wij
) (2.2)
where v and w are fuzzy simplicial similarities in the input space and output space based on the
smooth nearest neighbors distance.
2.2.2 Clustering Algorithms
Although multiple clustering methods are available, k-means clustering is currently the most
popular clustering algorithm. In k-means algorithm, it is able find the centroids of the clusters
through iterations to minimize the Euclidean distance between data points and their closest cen-
troids in a greedy manner(Petegrosso et al., 2019). However, k-means clustering is biased towards
identifying clusters of equal sizes; therefore, detecting rare cell types for unequal cell counts poses
huge challenge for k-means clustering(Kiselev et al., 2019). As scRNA-seq data usually exhibits
hierarchical structures, hierarchical clustering is another popular algorithm for clustering scRNA-
seq data(Kiselev et al., 2019).
Hierarchical clustering makes no assumptions on the cluster shape or overall distribution, thus
is friendly to data clusters with different shapes and sizes. The short-coming for this method is
that the computational power and memory requirement makes it difficult to apply hierarchical
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clustering to large data sets (Petegrosso et al., 2019). Recently, there has been a growth of using
community-detection and density-based algorithms, where groups are defined by finding data that
are densely connected on a graphical basis (Kiselev et al., 2019) which is used in scanpy (Wolf
et al., 2018) and Seurat(Satija et al., 2015). Density-Based Soatial Clustering of Applications
with Noise (DBSCAN) is another popular density-based clustering algorithm that is commonly
used in scRNA-seq data clustering (Petegrosso et al., 2019). In DBSCAN, the clusters are formed
by detecting neighborhood data points within radius ε (Petegrosso et al., 2019). However, most
popular density-based algorithms only generate a non-hierarchical structure of data object labeling
(Campello et al., 2013); thus, they do not represent the hierarchical structure of the data which can
be biologically meaningful.
Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN), de-
veloped by Campello et. al (Campello et al., 2013), is a density-based clustering algorithm that
provides a clustering hierarchy in addition to the original DBSCAN. HDBSCAN has shown robust
performance in its stability and accuracy of the clustering results while generating a Minimum
Spanning Tree (MST) that represent the hierarchical structure of the data (Campello et al., 2013).
The inherent ability to generate the hierarchical structure and MST of the cells naturally deals with
the challenges of inferring the integration of multiple cell type detection and cell developmental
trajectory (Petegrosso et al., 2019). Compared to DBSCAN, HDBSCAN is also powerful in detect-
ing clusters with different densities, as it optimizes with varying ε values to find global optimum
result (McInnes et al., 2017), which can be especially useful for rare cell type detection. Since
HDBSCAN algorithm is a graph-based hierarchical clustering algorithm, its usage was limited
by the fact that the previously dominating visualization algorithm t-SNE’s inability in preserving
global topology of the original high-dimensional data. Therefore, calculating cluster hierarchy was
challenging with t-SNE embedding. With the emerging popularity of UMAP in visualizing single-
cell data, there is a growing opportunity for applying graph-based hierarchical clustering algorithm
to interpret the hierarchical relationship between clusters.
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2.3 UMAP
In order to investigate the preservation of global geometry of UMAP dimensionality reduction,
we applied UMAP alongside with t-SNE with documented data from human brain atlas project in
Figure 2.1, which consists of 15928 single nuclei collected from 6 cortical layers of human middle
gyrus cortical area (MTG) separated by introns and exons of the genes(Hawrylycz et al., 2012).
UMAP demonstrates superior performance in the global data structure with a clear separation
between the intron group and exon group compared to t-SNE. Additionally, t-SNE tends to form
more clusters with similar shapes and sizes, whereas UMAP shows fewer number of clusters with
varying densities and sizes.
(a) (b)
Figure 2.1. Visualization of human brain atlas data (a) UMAP (b) t-SNE. UMAP shows improve-
ment of global structure over t-SNE of the embedded data with 2 classes (purple: exons, green:
introns).
UMAP demonstrates significant faster computation speed compared to t-SNE especially with
larger number of data points 2.2. Kobak et al. (Kobak and Berens, 2019) suggested the use of
PCA initialization prior to t-SNE visualization can significantly improve the computational time.
We compared the run time with increasing data sizes using data from Tabula Muris (Schaum et al.,
2018) with t-SNE, UMAP, and PCA initialization, and we found that the computational time has
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Figure 2.2. Run time comparison of UMAP and t-SNE visualization with PCA embedding prepro-
cessing
improved up to 1420% for t-SNE and 149% for UMAP for visualization of 16,128 cells. However,
even with the PCA initialization, UMAP is 17.1% faster than t-SNE for the visualization of 16,128
cells.
2.4 HDBSCAN
HDBSCAN originates from the concept of DBSCAN, where it forms density-based clusters
according to core objects. In DBSCAN, a core object is defined by having at leastmpts neighboring
points within radius ε. Points that do not meet the criteria is defined as a noise. In HDBSCAN, it
only requires a singular input of mpts, and generates a mutual reachability graph, Gmpts based on
mpts, then the radius value ε is produced in a nested way based on the cluster hierarchy (Campello
et al., 2013).
Data used to present the analysis result is Tabula Muris, a single cell transcriptome com-
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pendium from 20 mouse organs consisting of more than 100,000 cells (Schaum et al., 2018). The
calculation was performed with an Intel Core i7-3770K CPU with Python environment 3.6. The
computational packages of visualization and clustering are accessible through scikit-learn toolkit
(Pedregosa et al., 2011).
(a) (b)
Figure 2.3. Visualization of Tabula Muris data (n=16128) with HDBSCAN clustering and mini-
mum spanning tree (MST) with (a) UMAP and (b) t-SNE
Compared to t-SNE visualization, UMAP visualization forms more dense clusters, providing
an advantage for density-based clustering techniques. Through trial-and-error, a good starting point
of minimum neighbors for running HDBSCAN with UMAP embedding is 0.01 ·n. For n = 16128
illustrated in Figure 2.7, minimum neighbors for running HDBSCAN is 161.
2.5 Data Preprocessing Protocol
2.5.1 Feature selection and PCA initialization
Since scRNA-seq data commonly exhibit a high level of zero values and noise, feature se-
lection, which is to exclude non-essential genes that exhibits minimal biological variations, is a
crucial step for single-cell data analysis (Townes et al., 2019). In the feature selection step, usually
gene counts with highest variance are considered highly variable genes that will be selected for
future processing in order to avoid the curse of dimensionality and to reduce computational efforts
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(Kobak and Berens, 2019). In our method, we employ an approach inspired by Seurat(Satija et al.,
2015), where the gene count is normalized by variance divided by the average counts of the gene
(VDM). The number of variable genes are filtered with a designated threshold from 0% (no gene is
selected) to 100% (no gene is filtered). The visualization performance was evaluated with varying
threshold of feature selection by adjusted mutual information score (AMI), which evaluates the
mutual information score between the clusters formed and the original data labels (Romano et al.,
2014). AMI ranges from 0 to 1, where 0 denotes that partitions are random and 1 denotes that two
partitions are identical (Romano et al., 2014). AMI is used in the cluster performance because it is
better suited for evaluating unequal sized clusters.
Figure 2.4. Comparison of AMI score by adjusting the VDM filter threshold (standard deviation
shown in error bars). It is found that 20% VDM yielded highest average AMI score and lowest
standard deviation. Data used for analysis is Tabula Muris data, n = 16128
It was found that filtering the gene count with the top 20% highest VDM granted the best
clustering performance, while the filtering ratio plays minor role in the computational time as
shown in Figure 2.4. With the top 20% feature selection, n = 4700 genes with highest VDM are
selected for future processing.
We also investigated alternative feature selection method, where the highly variable genes are
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Figure 2.5. Comparison of VDM feature selection to top variance feature selection (standard devi-
ation shown in error bars). Both feature selection approach shows improvement on the AMI score
compared to no feature selection. VDM feature selection yielded highest AMI score.
selected based on top 20% variance from 10 equally sized bins with different average gene ex-
pression levels. The selection from 10 bins with different average expression levels serves as a
normalization effect, where the variance is compared to genes with similar expression levels. Such
approach aims to reduce the effect of the correlation between variance and mean values of the
gene expression. In this setup, the genes are selected based on comparison with other genes with
similar expression levels. The result shows that the VDM feature selection method is superior to
the feature selection with normalized variance levels.
In addition to feature selection, PCA initialization is recommended in the preprocessing pipeline.
Although solely using PCA dimensionality reduction for scRNA-seq data analysis has been criti-
cised for the difficulty in preserving data structure with the first two or three PCs, using PCA with
higher number of PCs has been employed as a preprocessing step to preserve global geometry
and speed up computation before application of further data processing. Kobak et al. (Kobak and
Berens, 2019) suggests that using PCA with a fixed number of 50 principal components (PCs)
before visualization significantly enhances the computation speed and global geometry in t-SNE
visualization.
We compared the processing time regarding to incorporating variable selection (ratio = 20%)
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and PCA initialization (PCs = 50) steps with varying number of cells, and the result suggested
that both the run time and clustering MI score was improved with both variable selection and PCA
initialization.
(a) (b)
Figure 2.6. (a) AMI score with VDM feature selection and PCA preprocessing (no pp: without
VDM and PCA; pca: with only PCA preprocessing; vdm: with only VDM feature selection;
pca+vdm: with both VDM feature selection and PCA preprocessing). The combination of both
methods grants best performance especially with increasing number of cells (n > 10000) (b) Run
time analysis of VDM and PCA preprocessing. The results show that the combination of PCA and
VDM yielded shortest computational time.
2.5.2 Summary of preprocessing steps
The preprocessing protocol is evaluated by comparing the resulting adjusted mutual informa-
tion (AMI) score. The resulting preprocessing protocol follows feature selection, library-size nor-
malization, log transformation, scaling, and PCA embedding.
The performance of the proposed pipeline achieves similar results to the popular SCANPY
preprocessing steps by Wolf et al.(Wolf et al., 2018). Compared to SCANPY, the main difference
in the proposed preprocessing pipeline is that it does not perform the cell filtering step. In SCANPY
filtering step, 52.25% cells are removed before visualization and clustering. While filtering step
reduces processing time for large datasets, it risks removing rare cell groups and marker genes,
and it also poses challenges for projecting new data point to the existing map. Although SCANPY
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Figure 2.7. AMI score of HDBSCAN clustering result of altering preprocessing steps ranked by
average MI score. PCA embedding and log transformation are the most crucial steps for data
preprocessing. The results are compared to the current state-of-the-art SCANPY preprocessing
protocol.
shows stable and robust results with strong noise reductin technique, it is not friendly to smaller
datasets and rare cell group detection(Kiselev et al., 2019).
2.6 k-NN-assisted HDBSCAN
In most density algorithms including OPTICS, DBSCAN and HDBSCAN, some sparsely
distributed data which do not meet the minimum density for clustering are identified as noise
(Campello et al., 2013). Though HDBSCAN uses a varying density threshold to detect clusters, it
still faces the challenge of detecting the labels for the some data with sparsity.
Since the unlabeled data points are likely to belong to the same class as their nearest data
point, we employ k-nearest neighbors (k-NN) algorithm, which is a robust instance-based learning
technique to predict the label of an instance based on the partitions of its k closest neighbors.
Therefore, it is proposed to use k-NN to label the “noise” data based on their the neighboring
data points in addition to the original HDBSCAN clustering. In k-NN-assisted HDBSCAN, the
noise data are labeled using a k-NN classifier, where it makes predictions according to its nearest
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non-noise neighbor based on Euclidean distance of the reduced dimension expressed by:
d(p,q) =
√√√√ m∑
i=1
(qi − pi)2 (2.3)
where p is the noise data point, q is a non-noise data point, m denotes the dimension, which is 2
given the UMAP embedding.
It is noticed that the number of partition does not affect the classification through investigation.
Therefore, the partition is set to 1 for simplicity, which means the classification is performed based
on the label of the first closest neighbor. The clustering results of implementing the k-NN classifier
with HDBSCAN is illustrated in Figure 2.8.
(a) (b)
Figure 2.8. Comparison of naive HDBSCAN and k-NN-assisted HDBSCAN with Tabula Muris
data (n = 16128). Noise is shown in black dots. (a) HDBSCAN clustering based on UMAP
projection (b) k-NN-assisted HDBSCAN clustering.
The MI score of k-NN-assisted HDBSCAN is then comared to the naive HDBSCAN. It is
observed that by k-NN classifier improved the clustering performance consistently with varying
number of cells shown in Figure 2.9.
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Figure 2.9. Adjusted MI score of HDBSCAN, k-NN-assisted HDBSCAN and k-Means clustering
with standard deviation marked by error bars. k-NN-assisted HDBSCAN significantly improves
the clustering performance. Although the AMI score of naive HDBSCAN is comparable to k-
Means clustering, k-NN-assisted HDBSCAN demonstrates considerably higher AMI score.
2.7 Projecting New Data Points to Existing Map
Since t-SNE used to be the most dominant visualization tool for scRNA-seq data analytics,
comparing new-coming RNA-seq data to existing data collection has been a challenging domain.
t-SNE is a non-parametric approach, and to plot the incoming new data, the embedding has to be
re-computed because t-SNE uses non-parametric approach, which does not leverage features for
mapping new data. Although some attempts have been made to map data to existing t-SNE plot
using parametric approach (Zhu et al., 2018), but resulting visualization is poorer compared to
the original t-SNE embedding. UMAP, on the contrary, preserves a feature map that can project
new data to the existing embedding conveniently. Such advantage grants UMAP unprecedented
potential for disease diagnosis scenarios, since the patient’s gene expression can be readily mapped
to the the existing UMAP presentation of the database from gene libraries.
The ability to project new data points to existing map is illustrated using Tabula Muris data.
Data randomly selected from 30 cells were separated from the data set and was normalized fol-
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lowing the same preprocessing procedure. Both of UMAP and HDBSCAN allows projecting and
labeling the new-coming data points illustrated in Figure 2.10. Though few data points that are dis-
tant from the dense clusters are unclustered by the density-based HDBSCAN clustering algorithm,
we employ k-NN classifier to assist HDBSCAN to label all incoming data points. The implemen-
tation of the k-NN classifier further enhances the clustering performance and projection capability
of HDBSCAN algorithm.
(a) (b)
Figure 2.10. (a) UMAP visualization of Tabula Muris data set with k-NN-assisted-HDBSCAN
clustering. (b) New data points projection on the existing UMAP shown in dots colored by the
labels predicted by k-NN assisted HDBSCAN.
2.8 Conclusion
In this study, we recommend the use of UMAP in combination of k-NN-assisted HDBSCAN in
the clustering analysis of single-cell data. Although HDBSCAN has not been widely applied in the
single-cell analytics, the increasing prevalence of UMAP provides HDBSCAN unprecedented po-
tential in the area of scRNA-seq data analysis given the preserved global geometry of the original
data by UMAP embedding. HDBSCAN allows visualization with interpretative cell hierarchical
structure in a density-based approach but also allows detecting clusters with varying densities. We
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illustrates that HDBSCAN’s great applicability in scRNA-seq data processing including building
a cell hierarchy and spanning tree structure within the UMAP embedding. The MST feature in
HDBSCAN can be especially useful for scenarios that requires tracking of cell developmental
trajectories. The feature of detecting clusters with various densities and unequal cluster sizes is
also a significant advantage of HDBSCAN for detecting rare cell types and subgroups (McInnes
et al., 2017). Additionally, HDBSCAN only requires the input of one variable, the minimum data
points mpts, to perform the clustering analysis, which provides it an advantage over other density-
based clustering algorithms that would also require defining the radius ε for detecting neighboring
data points (McInnes et al., 2017). The performance of embedding and clustering performance
is boosted with preprocessing procedures including a raw PCA dimensionality reduction with 50
PCs, and a feature selection with VDM threshold of 20%. The combination of PCA embedding
and VDM feature selection also shows considerable improvement of clustering performance and
computation efficiency with varying number of cells to be analyzed. Based on the UMAP em-
bedding, the performance of HDBSCAN clustering can be further improved with the additional
feature of k-NN classification to assign labels to the noise data with smaller densities. We also
demonstrated the applicability of projecting new data points to the existing gene atlas project in
the UMAP embedding, where the classes are predicted using built-in function of HDBSCAN.
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3 SUPERVISED LEARNING
Supervised learning methods is currently the most widely used machine learning algorithm
(Jordan and Mitchell, 2015). The applications range from face recognition, speech recognition,
medical diagnosis system, and stock market prediction models (Mitchell, 1997). In supervised
learning, the computer algorithm learns the mapping of input pairs of (x, y), and the goal is to
reproduce a predicted value y∗ from the query x (Jordan and Mitchell, 2015). The supervised
learning models generally employ optimization algorithm to minimize the difference between the
true value y and the predicted value y∗. The obtained model is a learned mapping f(x), where
it can be used for prediction with new coming data x. Supervised learning systems can be used
for both real-valued components or discrete components (Jordan and Mitchell, 2015). Therefore,
supervised learning can adapt to both regression and classification tasks.
3.1 Artificial Neural Network
Artificial neural networks (ANNs) are known as a general and practical learning algorithm
for both regression and classification tasks. Especially for certain problems including interpreting
real-world sensor data, ANN is one of the most effective methods known (Mitchell, 1997). ANN
is the foundation and building block of many current state-of-the-art deep learning algorithms in
image interpretation, speech recognition and learning control strategies (Mitchell, 1997). ANN
employs interconnected nodes which loosely resembles biological neuron connections, which are
tuned using back propagation to best fit a training set of input-output pairs (Mitchell, 1997). A
schematic diagram of ANN is shown in Fig 3.1. The input layer composes of a series of x values,
which is fed into a hidden layer with weights of [w1, w2, ..., wn], and a bias term b. The results are
summed and fed to an activation function. For the illustration, it is a binary prediction model with
a sigmoid function as activation function, which constraints the output in the range of [0, 1]. The
sigmoid function is shown as below.
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σ(x) =
1
1 + e−x
(3.1)
Figure 3.1. Schematic diagram of a typical ANN structure with input layer, hidden layer and
activation function for binary prediction y∗.
ANN uses backpropagation to update the weights w by minimizing the difference between the
output y∗ and the target value y. Mean Squared Error (MSE) is a common error function used for
ANN training.
E =
1
2
∑
(y − y∗)2 (3.2)
The corresponding weights w is then updated by adding the descending the gradient of the
error, where η is the learning rate, usually a very small number.
∆w = η
∂E
∂w
(3.3)
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3.2 Recurrent Neural Network and Long-Short-Term-Memory Network
Recurrent neural networks (RNNs) are artificial neural networks with a recurrent structure
applied for time series or sequential data. In RNN, it uses outputs of network units from the
previous time point t as input to the next unit at time point t + 1 (Mitchell, 1997). An illustration
of the recurrent network and the unfolded structure is shown in Fig. 3.2
Figure 3.2. Schematic diagram of an RNN structure with time series input.
Long-Short-Term-Memory Network is a memory-based network within the recurrent network
family (Hochreiter and Schmidhuber, 1997), which achieved great success in a variety of machine
learning problems in recent years. LSTM became the state-of-the-art model for tasks including
speech recognition, language translation, and music modeling (Wang et al., 2016), whereas LSTM
also shows promising result in time series regression and surrogate modeling (Tang et al., 2020).
The addition of memory feature on the original RNN structure allows the model to predict
output based on long distance features (Huang et al., 2015). Different from the traditional RNN,
LSTM introduces three gates including input gate, forget gate and output gate and a cell mem-
ory state (Wang et al., 2016), which enable the network to “memorize” important information on
long distance features, and “forget” information that are less important. These additional features
grant LSTM unprecedented success which achieved state-of-the-art performance in many sequence
analysis tasks especially in time series prediction, and Natural Language Processing (NLP) tasks
30
(LeCun et al., 2015).
3.3 Reaction Simulation and Surrogate Modeling with Supervised Learning
In the scope of regression and prediction, artificial neural networks (ANNs) have been widely
adapted across numerous disciplines ranging from computing, engineering, medicine, climate, to
business (Abiodun et al., 2018; Yu et al., 2005; Hemmateenejad et al., 2005). ANN does not require
a priori knowledge or assumptions of the system; nevertheless, given sample vectors of the inputs
and outputs, ANN is trained to map the complex relationship between them by the gradient de-
scent algorithm (Tetko et al., 1995; Hippert et al., 2001). When it comes to surrogate modeling for
chemical reactions, ANNs have been successfully adapted for multiple applications thanks to their
excellence in approximating non-linear dynamics without the requirement of detailed mechanic
knowledge about the system (Basheer and Hajmeer, 2000). In the field of cyanobacteria growth
modeling, del Rio-Chanona et al. (del Rio-Chanona et al., 2016) employed an ANN model, where
the ANN was trained using data generated from an established mechanistic model. Although
some ANNs are trained using generated data from existing mechanistic models (del Rio-Chanona
et al., 2016), many adaptations of ANNs with small experimental datasets have demonstrated ro-
bust prediction and regression ability (Pasini, 2015). Bas et al.(Baş et al., 2007) employed ANN
in modeling a complex enzymatic reaction without a kinetic model using eight sets of experimen-
tal data. Bararpour et al. (Bararpour et al., 2018) developed an ANN model to predict reactant
concentrations in the solar degradation of 2-nitrophenol (2-NF) with 17 experimental data points.
Although provided with limited training data, a robust ANN model can be obtained if validation
data error is supervised closely to track overfitting (Pasini, 2015; Bararpour et al., 2018).
However, the problem with data-driven methods is that the lack of theoretical background may
sometimes lead to underfitting and overfitting, which will affect the model’s predictability of the
complex reaction dynamics. In addition, the data collection can also be challenging due to the
data variability required for training a data-driven model. Training the data-driven model may
also require a large number of training data, which is a challenge for systems with expensive
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data collection and plant historical data that lacks variability. Hence, both fundamental modeling
approaches and data-driven methods have limitations. First principle models sometimes show
mismatches to real data due to unmeasured disturbances. However, a data-driven model that is
built without the basis of fundamental theories of the system lacks reliability in extrapolations
with complex reaction dynamics.
3.4 Bioreactor Simulation with ANN
The reaction system is culture of cyanobacteria to maximize the yield of valuable bio-products.
Cyanobacteria, also known as blue-green algae, have been cultivated worldwide as a dietary sup-
plement thanks to their high nutritional value and antioxidant properties (del Rio-Chanona et al.,
2015). C-PC, a blue phycobiliprotein of the light-harvesting complexes of cyanobacteria, is an
active ingredient with anti-inflammatory, neuroprotective and antioxidant properties (Romay et al.,
2003). The blue color of C-PC also makes it an ideal candidate to replace synthetic pigments com-
monly used in the food and cosmetics industries (del Rio-Chanona et al., 2015). Therefore, C-PC
is considered a high-value bio-product. Since C-PC is extracted and purified from cyanobacterial
cultures, increasing its content per gram of biomass (i.e., yield) has become an essential task to
facilitate its industrialization with high efficiency and productivity (Eriksen, 2008).
Previously, most research focused on Arthrospira platensis, also known as Spirulina platen-
sis, analyzing C-PC accumulation with respect to nitrate nutrient addition in a fed-batch reactor
(del Rio-Chanona et al., 2016). del Rio-Chanona et al. (del Rio-Chanona et al., 2016) found that
several step-inputs of nitrate into the cell culture to replenish the nitrate content in the cell culture
during the the growth significantly improves the production of C-PC in Arthrospira. However, the
optimization of the fed-batch strategy requires a reaction model, which could render the method
inapplicable for cell species with complicated or unknown kinetics. Here, we utilized the filamen-
tous cyanobacterium Plectonema sp. UTEX 1541 (a.k.a., Leptolyngbya sp. PCC 6402 (Rippka
et al., 1979), and from now on Plectonema), which also produces high yields of C-PC, but for
which thorough kinetic studies similar to those of well-known Spirulina are not available. With-
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out a growth model, it is considered an impossible task to optimize the maximization of product
yield using traditional optimization approaches. Due to such difficulties, the optimization of C-PC
production in Plectonema has been poorly studied.
Here we overcame the lack of growth model by using ANN to simulate the growth rate and
C-PC accumulation in Plectonema with a data-driven approach, which was independent of mech-
anistic models and assumptions. The reaction strategy was then selected using DRL. The pro-
posed controller bypassed the laborious process of determination of the reaction mechanism, first-
principles model optimization or a direct-search through all possible control profiles.
3.4.1 Experimental Setup
The cyanobacterium Plectonema sp. UTEX 1541 was sourced from the culture collection of the
University of Texas at Austin. Plectonema was routinely grown photoautotrophically in modified
BG11 medium with different concentrations (300mg/L, 600mg/L, 900mg/L, and 1200mg/L) of
the key nutrient sodium nitrate (NaNO3) in sterile 250mL Erlenmeyer flasks covered with foam
plugs. Flasks with cyanobacterial cultures were kept inside an illuminated New Brunswick scien-
tific Innova 4340 incubator shaker at 28C with 130 RPM agitation. Four 20W white fluorescent
lamps were used to maintain a constant illumination of 100µmol/m−2s−1. The effective culture
volume was 110mL; leaving a 56% v/v of empty space to facilitate uptake of atmospheric carbon
dioxide, which was the sole carbon source for the C-PC synthesis.
The growth of Plectonema was followed over a minimum period of 17 days and one extended
experiment of 55 days. The initial optical density (absorbance at 730nm) of all cyanobacterial
cultures was adjusted to 0.1, and biomass density, C-PC concentration, and nitrate ion levels were
routinely measured. The biomass generation in Plectonema cultures was estimated at different
points of the growth period by measuring the liquid culture absorbance at 730nm in a Beckman
Coulter DU730 Life science UV-visible spectrophotometer. The empirical relationship between
dry Plectonema biomass and absorbance of the liquid culture at 730nm was constructed using
54 data pairs (available in Supplementary Materials). The concentration of C-PC was determined
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through digestion of cyanobacterial cultures with lysozyme in TE buffer (2.7mg mL−1) follow-
ing a modified protocol based on standard methods (Boussiba and Richmond, 1980). Nitrate ion
concentration was determined by a modified nitrate reduction test adapted from Nitrate Tests from
Millipore Sigma and Dalynn Biologicals.
3.4.2 Raw Data Pretreatment with Polynomial Imputation and Smoothing
Missing data is a common complication for running experiments in naturalistic settings (Jo
et al., 2010), which is caused by an operator being unable to collect the data on specific days, or
sensor failures that occur in industrial settings. A common way to deal with missing data points is
regression-based imputation (REGEM) and nearest neighbor (NN) interpolation (Junninen et al.,
2004). In our application, we employed REGEM with a third-order polynomial fitting to the
original experimental data with missing data points. While the REGEM approach with third-order
polynomial fitting is able to solve the missing data complication, the polynomial regression also
serves as a data smoothing pretreatment to reduce the experimental fluctuations. Note that each
polynomial function only performs as an approximation to each variable trajectory at a specific
experimental condition. The polynomial function is not a dynamic model of the reaction, nor a
representation of the physical mechanism of the system. Hence, the polynomial function cannot
serve as a dynamic interactive environment for the controller development.
For training the ANN, data pretreated with polynomial imputation and smoothing were used;
the total number of data pairs for training was 86 (16 + 16 + 54 pairs of data), and the total number
of data pairs for validation was 16, where each data pair consisted of 4 data points with the current
time, biomass concentration, nitrate concentration and C-PC concentration, and the output are the
gradients predicted for the next day, as shown in Figure 3.3. (original data and the data pretreated
with polynomial fitting are available in supplementary materials).
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3.4.3 Artificial Neural Network Implementation
The ANN was constructed with tensorflow (Abadi et al., 2015) in Python 3.6. The network was
constructed with a feedforward neural network with 64 neurons in hidden layer 1, 64 neurons in
hidden layer 2, and 4 neurons in the output layer. The input to the neural network was the current
time, t, current biomass concentration [x], current nitrate concentration [N], and C-PC concentra-
tion [C-PC]. The neural network output was the gradient of time ∆t, biomass concentration ∆[x],
nitrate concentration ∆[N] and C-PC concentration ∆[C-PC] at the next time step. The output was
recorded and can be used as the input of the next time step to feed back to the neural network to
generate the entire profile of Plectonema growth, nitrate consumption, and C-PC production.
The training loss was computed with Mean Square Error (MSE), and the weight of the neural
network was optimized by Adam Optimizer (Kingma and Ba, 2014).
Figure 3.3. Diagram of the feedforward neural network. The input is the measurements of cur-
rent time, biomass concentration, nitrate concentration, and C-PC concentration; the output is the
gradients of the measurements
The training and testing data are illustrated in Figure 3.4, where experiments (a)-(c) were used
as training data, while (d) was used for validation/testing.
The experimental data at four different conditions were collected, where three sets (300mg/L,
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(a) (b)
(c) (d)
Figure 3.4. Experimental results obtained at different initial nitrate concentration in the culture
(blue: biomass, red: nitrate, green: C-PC; each dot represents an experimental data, and polyno-
mial fits are plotted by solid lines) (a) Initial nitrate concentration of 300mg/L (b) Initial nitrate
concentration of 900mg/L (c) Initial nitrate concentration of 1200mg/L (d) Initial nitrate con-
centration of 600mg/L. (a)-(c) were used for training the network, and (d) was used for valida-
tion/testing.
900mg/L, 1200mg/L) were used for training the network, and the last set (600mg/L) was used
for validation.
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3.4.4 Minimizing Overfitting Effect
Due to the scarcity and expensiveness to collect real experimental data using solely experimen-
tal data to train an ANN, it can sometimes lead to overfitting, where the learned network is too
closely fit to the limited training data points (Zur et al., 2009). In the effort to reduce this effect,
several approaches to reduce overfitting were studied. The first approach to reduce overfitting was
to perform data augmentation with noise injection (Zur et al., 2009). Noise injection was also
used in del Rio-Chanona’s work to train an ANN with data generated from the growth mechanistic
model (del Rio-Chanona et al., 2016). With this approach, we duplicated the original training data
with with ±5% random noise injection, and expanded the training data size to ntrain = 172.
The second approach investigated was dropout algorithm (Srivastava et al., 2014). In dropout
algorithm, a number of the hidden units are randomly deleted with a probability 1 − p within
each training iteration, and the remaining units are trained with back propagation as normal (Baldi
and Sadowski, 2013). By dropping nodes in a probabilistic approach, dropout algorithm makes
the training process noisy, forcing the network to develop higher generalization ability (Srivastava
et al., 2014). In the ANN growth model, we implemented a dropout layer with p = 0.85 in the
second hidden layer.
We also investigated the combination of the two approaches, where the training data was aug-
mented with induced noise and the neural network was trained with a dropout layer. The validation
result was used to evaluate the performance of the neural network with unseen conditions. A low
training error and a high validation error would indicate that the ANN is overfit. Therefore, total
MSE loss of the validation data set were compared with the implementation of noise injection and
dropout algorithm in Figure 7.5.
The results from Figure 7.5 illustrate that using dropout algorithm alone outperformed other
candidates, while noise injection with augmented data would harm the stability of training. Al-
though both noise injection and dropout algorithm aim to reduce overfitting by introducing noise
in the training process, the dropout algorithm shows better generalization ability by neglecting
nodes in a probabilistic approach during training, while noise injection harms the accuracy of the
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Figure 3.5. MSE of the validation set showing overfitting reduction with noise injection and
dropout algorithm. Standard deviation is shown in error bars. The dropout algorithm shows the
best performance with lowest MSE, while noise injection method increases the instability of con-
vergence.
training data, which leads to a higher error in the validation set. Therefore, dropout algorithm was
implemented for training the ANN.
The training curves after implementing ANN with dropout algorithm are illustrated in Figure
3.6 (a), where both the training cost and the validation cost converge after approximately 10000
iterations. The validation result predicted the growth profile with 600mg/L nitrate concentration
with the ANN simulation in Figure 3.6 (b). It can be observed that the ANN simulation generated
accurate predictions when compared to the experimental data shown in the validation result. The
successful predicting ability in the validation in Figure 3.6 (b) indicates the ANN’s capability to
predict growth rate with previously unseen conditions. The obtained ANN was saved and was used
as the training environment for the DRL algorithm.
The trained model is later employed as an interactive environment for the the DRL-based opti-
mization for the daily dosages of nitrate nutrient in DRL case study II in Chapter 6.
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(a) (b)
Figure 3.6. (a) Training curves of fitting growth curves using ANN (b) Validation result from
the ANN growth model. The experimental condition for validation is different from the training
data. The output of the ANN makes accurate prediction to an unseen experimental condition from
training data.
3.5 Reaction Surrogate Modeling with LSTM
3.5.1 Reaction System
The reaction of interest is catalyzed and completed in a semi-batch operating mode. The con-
version and selectivity of the major product is directly associated with the product values, while
the reaction also produces 3 minor products with considerable product values. The temperature
and reactant feed flow rate are the key manipulated variables in plant operation and are currently
controlled by experienced operators at the plant level. The reaction conditions including total
feed length and reactant impurities also contribute to the product quality. During the semi-batch
reaction, impurity accumulation leads to a decrease of product conversion and selectivity. There-
fore, the batch operation usually has a fixed length of reactant feed phase, then the reactor will be
cleaned and restarted for a fresh batch.
For this study, we are interested to investigate a modeling and optimization framework with
a machine-learning-based model of the fed-batch process, which can potentially bring significant
improvement of gain margin globally. Due to the confidentiality of the reaction system from the
Dow Inc., all chemical names and variables are masked for this case study.
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3.5.2 Reaction Surrogate Modeling with Long-Short-Term-Memory Network
Long-Short-Term-Memory (LSTM) Network is a deep neural network structure which has
shown great regression and classification performance, thanks to its recurrent structure which takes
the outputs from previous time steps as inputs in the model training (Hochreiter and Schmidhuber,
1997). With the memory-based recurrent nature, LSTM especially is advantageous with time series
and sequence data. To simulate the reaction dynamics, we employ an LSTM-based regression
model, which is trained using data collected from the plant operation and fundamental model.
The inputs of the LSTM surrogate model include time (t), temperature (T ), feed rate (F ), and the
outputs are the conversion of the reactant, and the selectivity of the major product. The input and
output are both normalized in a range of (0,1) with min-max normalization for training.
x̂ =
x− xmin
xmax − xmin
(3.4)
The LSTM model is constructed with Tensorflow (Abadi et al., 2016), the hidden layer size is
selected based on Fig. 3.7, which suggests using 20 hidden nodes for the LSTM model. The LSTM
network is trained to minimize the Mean Squared Error (MSE) with stochastic gradient descent
algorithm between the predicted conversion and selectivity and the true values. The LSTM model
is trained with a 3-day moving window for recurrent look-back.
Simulated data from 9 batches were collected from the fundamental model with the control
profiles and setpoints randomized within the operating range to introduce variability, where each
batch run consists of of 40 data points. Then, we collect 4 batches of real data from the historical
control profiles and measurements to train the LSTM surrogate model together with the 9 batches
of simulated data. To test the model performance, the trained model is evaluated using 2 batches
of of real plant data that were not used in developing the model (see Fig. 3.8).
It can be observed from the validation results in Fig. 3.8, that both fundamental model and
LSTM regression shows good prediction results of the major product conversion and selectivity in
both validation batches. Some mismatches are observed in the model predictions of the conversion
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Figure 3.7. LSTM performance for different sizes of the hidden layer.
in the validation batch 2 results in Fig. 3.8 (c), where both fundamental model and LSTM model
shows positive offset compared to real data. This suggests that there still exists deviations of the
predicted results from the real measurements, which might be resulting from reactant quality and
other uncertainties in plant operations.
To compare the performance of the LSTM model and the fundamental model, the total MSE
is calculated based on the 2 validation batches shown in Table 3.1. The total MSE result suggests
that the LSTM predictability outperforms the fundamental model with 25.76% smaller MSE with
the validation batches. The training data from the fundamental model (with randomized profiles)
introduces variability, which helps the LSTM network to learn the dynamic responses to different
control profiles and operating conditions, while the model is also trained with real data collected
from the plant operation, which results in more accurate prediction ability than the fundamental
model.
The surrogate model is significantly more computationally efficient than the fundamental model,
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(a) (b)
(c) (d)
Figure 3.8. Validation with plant data; axis is normalized by min-max normalization for proprietary
reasons. (a) Model predictions of conversion for validation batch 1. (b) Model predictions of
selectivity for validation batch 1. (c) Model predictions of conversion for validation batch 2. (d)
Model predictions of selectivity for validation batch 2.
Table 3.1. MSE of fundamental and LSTM model compared to real data
Validation batch 1 Validation batch 2
fundamental model 0.010792 0.01417
LSTM model 0.007804 0.01088
as it simplifies the input-output pairs to calculate only the key variables instead of a series of dif-
ferent reactions. With respect to computational speed, the LSTM model is 97.28% faster than the
fundamental model, as the computational time for the fundamental model to generate one entire
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Table 3.2. Computational time of fundamental model and LSTM model
fundamental model LSTM model
Computational time
for 1 batch simulation 35s 0.95s
(40 time steps)
batch takes 35s, while the LSTM model takes 0.95s for each batch simulation for 40 time steps (see
in Table 3.2). The trained model is used as the interactive environment for the policy optimization
with DRL case study III in Chapter 7.
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4 DEEP REINFORCEMENT LEARNING
Besides the wide application of supervised machine learning and unsupervised machine learn-
ing, there is one domain of machine learning called reinforcement learning. Reinforcement learn-
ing employs an agent to freely explore in an environment in order to find the best possible behavior
to achieve a specific task in a computer simulated environment. With the recent success of deep
neural networks such as convolutional neural networks (ConvNets) and recurrent neural networks
(RNNs)(LeCun et al., 2015), the combination of reinforcement learning and deep learning al-
lows computer intelligence to learn optimal behavior in very complicated tasks such as mastering
video games and chesses(Mnih et al., 2015). After AlphaGo defeated human champions in Go
chess(Silver et al., 2017), deep reinforcement learning (DRL) became well-known for its superhu-
man proficiency in control tasks. Many efforts are underway to apply deep learning tools for indus-
trial purposes towards smart manufacturing, where it is necessary to employ advanced computer
intelligence that learns from data and makes intelligent decisions aimed at increasing profitability
and sustainability(Wang et al., 2018). DRL is a strong candidate for developing next-generation
controllers for manufacturing industries(Lewis and Vrabie, 2009).
Reinforcement learning employs an actor that iteratively interacts with the environment and
modifies its control actions to maximize rewards received from the environment(Lewis and Vra-
bie, 2009). The main advantage of the reinforcement learning algorithm is that it learns to optimize
control policies by exploration of the environment independent of the linearity or multi-variability
of the system(Lewis and Vrabie, 2009). The learned policy is obtained from numeric data of the
reaction system, and it does not require parameter-tuning or real-time optimization, which allows
reinforcement learning easily adaptable to different control tasks once the framework is estab-
lished. For instance, the reinforcement learning controller can be easily generalized from single
input, single output (SISO) systems to multiple inputs, multiple outputs (MIMO) systems, which
was examined by Spielberg et al. (Spielberg et al., 2017) in simple linear systems of chemical
processes in both SISO and MIMO cases. In this work, we aim to extend the application of DRL
based control into a multiple-input non-linear semi-batch system with large time-delay, in which
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applying traditional controllers becomes difficult.
In a standard reinforcement learning setup, an agent interacts with the environment, E, and
receives current state st and immediate reward rt. Then the future discounted reward is calculated
by
Rt =
∑
∞
k=0γ
krt+k (4.1)
with discount factor 0 < γ ≤ 1(Mnih et al., 2016).
The equation Q(s, a) = E[Rt|st = s, at = a] is the expected return after performing action a
in state s. Q∗(s, a) is the optimal action-value function defined as the maximum expected return
after performing action a at current state s.
Q∗(s, a) = maxE [Rt|st = s, at = a] (4.2)
The Q-function obeys the Bellman equation(Mnih et al., 2013); therefore, the optimal strategy can
be calculated by maximizing the expected value of r+ γQ∗(s′, a′), where s′ and a′ are subsequent
state and action at next time step:
Q∗(s, a) = maxE[r + γ maxQ∗(s′, a′)|s, a] (4.3)
Usually, the Q-function is represented with a non-linear function approximator, like a neural
network in practice, because without any generalization, the architecture of Q-function would be
impractical due to its size issues(Mnih et al., 2013). Let θ be the weights of the neural network
to represent the Q-function: Q(s, a; θ) ≈ Q∗(s, a). The weights of the Q-network are updated
iteratively by minimizing the loss function:
Li(θi) = E[
(
r + γmaxQ(s′, a′, θi−1)−Q(s, a, θi)
)2
] (4.4)
Overall, reinforcement learning is a model-free algorithm. It learns policy through samples
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from the environment. It is also off-policy, that it learns in a greedy strategy, while it allows explo-
ration of state space at the same time(Mnih et al., 2013). The output from the network is a prob-
ability distribution of the action variables, and action is selected based on greedy strategy(Mnih
et al., 2013).
4.1 Actor-critic algorithms and DDPG
Reinforcement learning was initially studied only with discrete action-space, but practical prob-
lems sometimes require control actions in a continuous action space(Lillicrap et al., 2015). Actor-
critic algorithm is a widely-known architecture based on policy gradient theorem which allows
applications in continuous space(Sutton et al., 2000). The actor-critic network has two compo-
nents: an actor network that is updated by the policy gradient theorem, and a critic network that
estimates the action-value function Q(s, a) (Figure 4.1).
Figure 4.1. Schematic diagram of the actor-critic algorithm: actor network performs an action, and
is updated by critic network.
In order to improve the trainability of the existing policy gradient method(Silver et al., 2014),
46
Lilllicrap et al.(Lillicrap et al., 2015) developed Deep Deterministic Policy Gradient method (DDPG)
borrowing an essential concept from Deep Q-Network (DQN)(Mnih et al., 2015): learning in mini-
batches rather than learning online. DQN uses a replay buffer to store tuples of historical samples
in the form of [st, at, rt, st+1], which stabilizes training and makes efficient use of the hardware op-
timization(Mnih et al., 2015). During training, mini-batches are randomly drawn from the replay
buffer to update the weights of the networks(Lillicrap et al., 2015). Additionally, separate target
networks are created as copies of the original actor network and critic network(Lillicrap et al.,
2015). The weights of the target networks are constrained to change slowly, which significantly
enhances stability of the network(Lillicrap et al., 2015). The pseudocode for the DDPG algorithm
is included in Appendix B.
Moreover, for deep neural networks, the distribution of every layer’s input changes with train-
ing(Ioffe and Szegedy, 2015). This phenomenon, defined as internal covariate shift, leads to
extreme difficulty in training models with large nonlinearities(Ioffe and Szegedy, 2015). Net-
works with batch normalization have shown extraordinary performance in speeding up training
and improving the performance of the original setup by reducing internal covariate shift(Ioffe and
Szegedy, 2015). DDPG networks are usually extremely difficult to train due to the high degree of
freedom from exploration. Therefore, for training a DDPG network, batch normalization layers
are placed before the activation function at each layer of the neural network to enhance training
efficiency(Lillicrap et al., 2015) .
With the combination of actor-critic algorithm, replay buffer, target networks and batch normal-
ization, DDPG is able to perform continuous control, while the training efficiency and stability are
improved from original actor-critic network(Lillicrap et al., 2015). These features makes DDPG an
ideal candidate for application in industrial settings, where the control actions are often continuous.
4.2 A3C
The algorithm implemented for this application was Asynchronous Advantage Actor-Critic
(A3C) algorithm in DRL (Mnih et al., 2016). A3C is a variant of the standard reinforcement
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learning, where it takes advantage of actor-critic algorithm and asynchronous learning by paral-
lel learning agents(Mnih et al., 2016). Actor-critic algorithm utilizes separated policy and value
function approximated by neural networks with weights θp and θv respectively, where the policy
network πθp(st) generates a probability distribution of favorable actions given current state st, and
the value network Vθv(st) evaluates the expected return from state st following Bellman equa-
tion(Mnih et al., 2016) similar to the Q-function in standard reinforcement learning setup. During
training, both policy and value network are updated continuously, where the weight of the value
network θv is updated with loss function to minimize the difference between the value function
and the observed reward(Li, 2018):
Lv(θv) = E(Rt − Vθv(st))2 (4.5)
and the weight of the policy network θp is updated based on policy gradient theorem (Mnih et al.,
2016) in the direction of ∇θp log πθp(at | st) aiming to favor actions that maximize expected re-
ward (Li, 2018). The Asynchronous aspect of A3C corresponds to the use of CPU multi-threading,
allowing parallel learners to explore policies simultaneously, which significantly enhances the effi-
ciency and stability of training. Notably, the parallel learners in A3C communicate through a global
network, where A3C uses the experience of state transitions [st, at, rt, st+1, at+1, rt+1, . . . , st+n, at+n, rt+n]
gathered by all the parallel learners to update the global θp and θv every n time steps. When the
global network is updated, the weights of the parallel learners are also synchronized with the global
θp and θv, which allows each parallel learner to incorporate experience generated by all learners.
In the case study of fed-batch control, the A3C algorithm was constructed with four parallel
learners where each learner interacted with a separate environment simultaneously. At each time
step, a policy network generated a probability distribution of control actions of nitrate nutrient
additions during interaction with the simulated reaction system, where each policy network con-
sisted of a neural network with one hidden layer with 200 neurons. The control action with highest
probability was selected to feedback to the reaction system, where the value network estimated the
expected reward based on the response of the reaction system. The value network was composed of
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a neural network with one hidden layer of 100 hidden neurons that calculated the expected reward
calculated according to the yield of the desired bio-product.
4.3 PPO
Proximal Policy Optimization (PPO) (Schulman et al., 2017) is a robust RL algorithm with
policy gradient family, that has shown good generalization ability and data efficiency. In policy
gradient methods, the gradient of policy is computed with an estimator with stochastic gradient
ascent algorithm. The loss function of policy gradient algorithm is shown below,
LPG = Êt[logπθ(at|st)Ât] (4.6)
where πθ is a stochastic policy, and Ât is the estimator of the advantage function at time t, which
is the difference between the value function V (s) = Eπ[Rt|st = s] and Q function.
PPO (Schulman et al., 2017) is an improved algorithm over the Trust Region Policy Opti-
mization (TRPO) (Schulman et al., 2015) under the policy gradient family, which inherits benefits
including good data efficiency and reliable performance from TRPO, but shows simpler imple-
mentation and sample complexity . In trust region methods, it maximizes the objective function
with penalty coefficient β and the Kullback-Leibler (KL) divergence of the new policy update.
maximize
θ
Êt
[ πθ(at|st)
πθold(at|st)
Ât − βKL[πθold(·|st), πθ(·|st)]
]
(4.7)
Therefore, the TRPO maximizes the “surrogate objective”. Let yt(θ) be the probability ratio be-
tween the policy πθ, and the old policy πθold
yt(θ) =
πθ(at|st)
πθold(at|st)
(4.8)
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The TRPO objective function refers to conservative policy iteration (CPI), and can be written as
LCPI(θ) = Êt
[ πθ(at|st)
πθold(at|st)
Ât
]
= Êt
[
yt(θ)Ât
]
(4.9)
The key difference between PPO to TRPO is that PPO uses a clipped surrogate objective (CLIP)
to avoid huge policy update without a constraint. The PPO proposes a clipped objective to avoid
excessive changes that moves yt(θ) away from 1 (Schulman et al., 2017).
LCLIP (θ) = Êt
[
min(rt(θ)Ât, clip(yt(θ), (1− ε, 1 + ε)Ât
]
(4.10)
In the clipped surrogate objective, the clip(yt(θ), (1− ε, 1 + ε)Ât) term constrains the ratio yt from
moving outside the boundary [1 − ε, 1 + ε], where the default clipping ratio is ε = 0.2. With
the clipped surrogate objective, PPO shows improved computational efficiency and better sample
complexity, thus demonstrates better generalized ability and simpler for implementaion than many
other RL algorithms (Schulman et al., 2017).
4.4 DRL for Chemical Process Control and Optimization
Despite the huge success of DRL algorithms in chess and video games, whether DRL can
achieve intelligent control behaviors similar to the game simulation remains a question. There
exist many intrinsic differences between game environments and chemical reactions that make
naive application of DRL for chemical reaction control troublesome.
The first challenge is that the real-time exploration of DRL within the reaction system is not
achievable due to the cost of time, material, and safety issues with the vast exploration with the real
reaction system. For the game environments, the observation and reward are always clearly given
by the game simulator, while the rules of the game are usually relatively straight-forward, where the
game either provides a final score or a win/lose situation (Badgwell et al., 2018). Such traits make
game environments ideal for DRL exploration and control optimization. However, the chemical
reaction does not have a clear definition of the control objective, while the design of the objective
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function can be directly related to the controller performance. Additionally, since the optimization
can only be performed via simulation, an accurate and fast-responding reaction model is critical
for the development of the controller. Another problem with chemical reaction optimization is the
time delay problem. In most game environments, once the control action is performed, the effect
onto the environment is immediate. Huge time delay in many chemical reactions makes training of
the controller more difficult than video game environments. For chemical reaction systems, when
an action is performed, the time delay may lead to little to no observable immediate effect within
the environment, which causes significant difficulty for the DRL policy optimization. There are
many more challenges for chemical reaction control; for example, the computational efficiency of
the reaction fundamental model is directly associated with the training time. For reaction systems
with numerous measured variables and complex reaction dynamics, the simulation time can be
too slow to be employed as an interactive environment for DRL optimization. Besides, the large
number of measured and unmeasured variables, the simulation inaccuracies, and the accuracy
of the reaction simulation may all contribute to the challenges of employing DRL for chemical
reaction control.
In the following chapters, we mainly focus on 3 case studies of reaction control and optimiza-
tion with DRL using the aforementioned algorithms, DDPG, A3C, and PPO. The focus of DDPG
is continuous actions, thus we employ DDPG for the continuous control of a polymerization sys-
tem in the first case study in Chapter 5. In this case study, we resolve major challenges of DRL
applications in chemical process control, including the reward function definition, control action
saturation on boundaries, and we examine the stability of the training as well as the noise tolerat-
ing ability of the DDPG algorithm. A3C and PPO are more recent DRL algorithms that came out
recently; both A3C and PPO have shown incredible stability and efficiency in training (Mnih et al.,
2016; Schulman et al., 2017). Instead of using a replay buffer to store previous interactions for
training the policy network, the A3C employs a parallel architecture that updates a global network
with the multi-thread interactions collected from several local policy networks. In the second case
study, the main challenge is the lack of the fundamental model for the reaction system. Hence,
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we combine A3C with a reaction simulation environment with supervised machine learning. The
resulting optimization profile is experimentally validated in case study II.
The PPO algorithm uses a cropped surrogate objective function to stabilize the parameter up-
dating process, which significantly improves the performance compared to the original Policy Gra-
dient algorithm (Schulman et al., 2017). In the third case study, the optimization results are based
on the combination of the fundamental model and historical data to improve the computational
efficiency and accuracy of the reaction simulation environment.
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5 DRL CASE STUDY I: CONTINUOUS CONTROL FOR FED-BATCH POLY-
MERIZATION REACTION
5.1 Introduction
Polymerization reactions are notoriously difficult to control because the product quality and
various polymeric architectures are dictated by molecular mass distribution (MMD), and can only
be determined at the end of the semi-batch process(Ghadipasha et al., 2017). Control strategies
for polymerization processes typically utilize online monitoring techniques with soft sensors in-
cluding optical spectroscopy, UV/Vis spectroscopy and Raman spectroscopy(Frauendorfer et al.,
2010). Ghadipasha et al.(Ghadipasha et al., 2017) used soft sensors that provide measurements of
current weight-average molecular weight (Mw), and the target MMD could be achieved by follow-
ing the target MW trajectory in real-time and adjusting manipulative variables such as feed flow
rates. They constructed a polymerization system controller, consisting of a proportional-integral
(PI) controller to control the monomer flow rate in real-time and an optimized recipe for controlling
the initiator flow rate. The setup of this integrated controller is complicated by the fact that PI con-
trollers are only capable of handling single variable problems, while the model-based open-loop
experiments always present offsets between simulations and experimental results due to model
inaccuracies and experimental disturbances(Ghadipasha et al., 2017). Such tailor-made control
modules combining open-loop optimization and real-time feedback control, resulted in huge com-
putational effort for optimization and parameter fine-tuning. Although Model Predictive Control
(MPC) is also a powerful control regime for MIMO systems that has been employed for con-
trolling polymerization reaction system, the large non-linearity and time-delay of the this system
make the optimization in real-time very complicated(Ogunnaike and Ray, 1994)(Flores-Cerrillo
and MacGregor, 2005).
Although DRL control has achieved huge success in control tasks in computer games and chess,
the algorithm is not tailor-made for control tasks in chemical reaction systems. In this section, we
present major adaptations to construct a DRL network for the polymerization reaction system.
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Figure 5.1. Deep reinforcement learning control for polymerization reaction system
Significantly, we find that the semi-batch experiment cannot be treated as MDP, where the current
observation from the reactor is not adequate for predicting the future outcome, so we incorporate
historical measurements in the state input for training the controller. We also reformulate the
reward function with time effect and squared difference penalty; then we examine the inverting
gradient method and noise tolerance of the DRL controller. With those adaptations addressed,
the DRL controller shows robust performance in a continuous action space with multiple action
inputs in the polymerization reaction system. The proposed DRL controller demonstrates great
improvements over traditional controls, that it surpasses the limitations of PID that is used for
singular control variable only, and model-based open-loop control, which often leads to offset due
to model inaccuracies.
54
5.2 Reaction System
The first half studied in this work is the free-radical polymerization of acrylamide-water-
potassium persulfate (KPS) system. A detailed mechanistic model for batch and semi-batch opera-
tions was developed and tested experimentally by Ghadipasha et al.(Ghadipasha et al., 2017). The
model has the capability of describing the experimental system on a range of different conditions
and has adaptability to various applications, e.g., nonlinear state estimation and feedback control.
The system equation can be written as:
∂Nm
∂t
= −(kp + kfm)P0Nm + FmCmf − Fout ∗ Cm (5.1)
∂Ni
∂t
= −kdNi + FiCif − Fout ∗ Ci (5.2)
∂Ns
∂t
= −kfsNsP0 + FiCsif + FmCsmf − Fout ∗ Cs (5.3)
∂(λ0V )
∂t
= (KfmNm +KtdP0V + kfsNs)αP0 +
1
2
ktcP
2
0 V (5.4)
∂(λ1V )
∂t
= [(KfmNm +KtdP0V + kfsNs)(2α− α2) + ktcP0V ] (5.5)
∂(λ2V )
∂t
=
[
(KfmNm +KtdP0V + kfsNs)(α
3 − 3α2 + 4α)
+ktcP0V (α + 2)
P0
(1− α)
] P0
(1− α)2
(5.6)
where Nm = CmV,Ni = CiV,Ns = CsV , and
α =
kpCm
kpCm + kfmCm +KfsCs + ktcP0 + ktdP0
(5.7)
P0 =
√
2fCikd
kt
(5.8)
V =
[
1− λ1wm
ρp
]−1[
Nmwm
ρm
+
Nsws
ρs
Niwi
ρi
]
(5.9)
ρs = −0031(T 2)− 0.1437T + 1003 (5.10)
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Monomer conversion:
X =
Nm0 +
∫ t
0
FmCmfdt− CmV −
∫ t
0
FoutCmdt
Nm0 +
∫ t
0
FmCmfdt
(5.11)
Number-average and weight-average molar mass:
Mn = wm
λ1
λ0
,Mw = wm
λ2
λ1
(5.12)
Chain length distribution:
df(m,n)
dt
=
1
λ1
kpCm
([
m(1− α) + α
α
]
αm−1
−
[
(n− 1)(1− α) + α
α
]
αn
)
P − 1
λ1V
f(m,n)
d(λ1V )
dt
(5.13)
where Nm, Ni, Ns are the total moles of monomer, initiator, and solvent in the reactor of volume
V . The corresponding moments of dead polymers are λ1, λ2, and λ3 .The kinetic rate constants are
assumed to obey Arrhenius equation:
k = Ae
−Ea
RT (5.14)
Constants for the acrylamide polymerization system are summarized in Table 1.
Table 5.1. Kinetic and thermodynamic Parameters of the Dynamic Model
parameter explanation value unit
Ad pre-exponential factor for decomposition rate constant 7.15× 1012 [1/min]
Ed activation energy for decomposition rate constant −101123.182 [J/mol]
Ap pre-exponential factor for propagation rate constant 4.08× 105 [m3/mol ·min]
Ep activation energy for propagation rate constant −11700 [J/mol]
At pre-exponential factor for termination rate constant 4.08× 109 [m3/mol ·min]
Et actication energy for termination rate constant −11700 [J/mol]
ρm monomer density 1130 [kg/m3]
ρp polymer density 1302 [kg/m3]
ρs solvent density eq 14 [kg/m3]
ρi initiator density 2480 [kg/m3]
f initiator efficiency factor 0.196 [ ]
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The trajectory-based control scheme is a commonly used methodology in polymerization reac-
tor control. Automatic Continuous Online Monitoring of Polymerization processes (ACOMP) is
a powerful platform for monitoring polymerization reaction(Giz et al., 2001). By continuous ex-
traction and dilution of sample streams from the reactor, polymer characteristics can be measured
using a combination of different detectors including light scattering, viscometry and refractiv-
ity(Ghadipasha et al., 2017). ACOMP allows real-time measurements of important characteris-
tics of polymerization process, especially weight-average molar mass (Mw). Therefore, follow-
ing an optimal trajectory of Mw in real-time, the target MMD can be achieved. Ghadipasha et
al.(Ghadipasha et al., 2017) utilized a reaction model within a dynamic optimization to provide
optimal set point profiles (trajectory) for the controller by manipulating monomer and initiator
flow rates during the semi-batch process to achieve a desired polymer MMD. In our application,
the same reactor system is used as the environment of the DRL agent. The DRL controller is de-
veloped to control the monomer and initiator flow rates by tracking the optimal trajectory of the
target Mw.
5.3 Methodology
5.3.1 State
Current reinforcement learning algorithms rely heavily on the Markov Decision Process (MDP)
assumption(Jaakkola et al., 1995), that at time t, the policy maker acts at based on the currently
observed state st. The state st is time-independent and should contain adequate information to de-
scribe the current stage of the system to make the optimal policy no matter of the history(Puterman,
2014). However, many practical problems cannot be treated as MDP(Jaakkola et al., 1995), be-
cause current observations do not contain adequate information for optimal decision-making. Par-
ticularly for polymerization reactions, we notice that the current Mw is not a good representation
of the current state of the environment due to the huge time delay of the reaction. In practice,
training the network using current Mw measurement results in poor performance of the controller.
Therefore, we expand the content in st to include historical Mw measurements, by which better
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controllability is achieved. As a result, the best-performing controller is obtained when st carries
historical measurements and target values from the beginning to the end of the experiment, result-
ing in a [n, 2] tuple for st, where n represents the total time steps. Future measurements that are not
available at current time step are designated with−1 to keep the input dimension constant. Though
using the strategy of moving window seems to be an effective way to reduce the input noise from
−1 padding, we find that a long window size is required for a reliable control performance.
5.3.2 Action
Action at is simply the combination of the control variables Fi and Fm, which are the initiator
and monomer flow rates respectively. Their value ranges are set from 0 to 5 mL/min. The
time interval of each control action is 2.5 minutes considering the measurement time of Mw in a
real experiment. The action, at, is predicted through the actor network with random noises for
exploration(Lillicrap et al., 2015). As the network evolves, the random exploration is decayed.
5.3.3 Reward function
At each time step, the agent receives a reward rt from the environment E. Instead of using
a reward that contains only the difference between the setpoint and measurement, a time term is
introduced into the reward function to adjust to the importance of reaching the setpoint at the end
of the batch experiment. The reward function is defined as:
rt =

αt+ c, if |Mw(t,measure) −Mw(t,sp)| ≤ 0.05Mw(t,sp)
−β|Mw(t,measure) −Mw(t,sp)|2 − αt, otherwise
(5.15)
where c, α, β are constants. Note that in both cases (the output has reached/not reached the
set range), there is an αt term that accounts for time effect. It provides extra reward for reaching
the set range when the reaction approaches the end of the reaction, and it increases penalty if the
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output is still out of the set range towards the termination. Also, if the output has not fallen into the
set range, the penalty is the squared difference between the output and setpoint. The square term
in the penalty equation aims to provide extra sensitivity to offset and outliers. After each epoch,
the total reward is the sum of rewards of the entire run.
5.3.4 Inverting gradients
For continuous actions with boundaries, policy gradient often results in exceeding the action
boundaries after a few hundred iterations(Hausknecht and Stone, 2015). With inverting gradient
method, gradients are down-scaled when the parameter approximates the boundaries and inverted
if the parameter exceeds the range(Hausknecht and Stone, 2015). A mathematical expression of
inverting gradients is written as:
∇p = ∇p

(pmax − p)/(pmax − pmin), if ∇p suggests increasing p
(p− pmin)/(pmax − pmin), otherwise
(5.16)
where p denotes the parameters been adjusted, and pmax and pmin are the upper and lower bound-
aries of the parameters.
As shown in Figure 5.2, the control actions are saturated at the boundaries without using the
inverting gradient method; whereas when the inverting gradient method is used, the actions are
adjusted within the action boundaries respectively.
5.3.5 Noise tolerance
We compare the results of training the network with and without noise. 10% of random noise
is used as an approximated amount to simulate the data obtained from experiments in (Ghadipasha
et al., 2017). Although the convergence is slightly faster without induced noise, the average reward
at convergence is not affected. The training results show the DRL controller is able to learn control
policy even if the environment has some amount of noise.
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(a)
(b)
Figure 5.2. (a) Control actions are saturated on boundaries when training without inverting gradi-
ents method. (b) Actions are controlled within the boundaries with inverting gradients method.
5.4 Training the network
A feedforward neural network with three fully connected layers (two hidden layers and one
output layer) is used in both actor network and critic networks, which have 400 and 300 hidden
neurons in each hidden layer, and 2 neurons in the output layer, respectively. The state st is flat-
tened to 142×1 before feeding into the network. Setpoints (SP ) of the increasing and decreasing
scenarios in the training stage are simulated by log and exponential functions in the desired range
of Mw, in order to approximate the trajectories for achieving target MMD:
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Figure 5.3. Averaged training curves (average reward of every 50 epochs) of training the DRL
controller with and without 10% noise in the training data.
Increasing : SP = a1 × log(τ1t) + b1 (5.17)
Decreasing : SP = a2 × exp(−t/τ2) + b2 (5.18)
where a1, b1, τ1, a2, b2 and τ2 are all randomly generated constants of a constrained range in
each epoch for adjusting training trajectories. To simulate the real experiments, 10% of noise is
introduced into the Mw measurements in the training stage. The training stops after the average
reward of the last 50 epochs reaches the desired threshold to prevent over-fitting.
5.5 Results
5.5.1 Training results
The framework of the controller is constructed in Python 3.5 using the neural network con-
struction package Tensorflow (Abadi et al., 2016). For 1200-1400 iterations of training, it takes
approximately 2 hours to complete in Intel Core i7-3770K CPU. Due to the differences in con-
figuration for the increasing and decreasing scenario, the system is trained separately for each
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(a)
(b)
Figure 5.4. Training results from five different runs; average reward of five runs shown in red (a)
Training curve for increasing Mw scenario (b) Training curve for decreasing Mw scenario.
system. The update is frozen when the cumulative reward from the last 50 episodes reaches -50
for both increasing and decreasing MW cases. The reward vs. training epochs are shown in Fig-
ure 5.4. DDPG algorithm genuinely has a high variance due to the high degree of freedom from
exploration, but most runs show a steady increase in total reward as training proceeds.
Once converged, the network is frozen to prevent over-fitting, and the actor network is saved
separately as the control agent. A sample trajectory is provided in both increasing and decreasing
scenario in Figure 5.5. The resulting DRL trajectories closely follow the target trajectories in both
cases.
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(a) (b)
(c) (d)
Figure 5.5. Training results after convergence; target trajectory are the “dummy trajectories” simu-
lated by the log and exponential functions. (a) Mw trajectory in an increasing scenario (b) Control
actions performed by the DRL controller in the increasing scenario (c) Mw trajectory in a decreas-
ing scenario (d) Control actions performed by the DRL controller in the decreasing scenario
5.5.2 Testing results
The proposed controller is then tested by comparing with the performance to that of the original
controller in (Ghadipasha et al., 2017), which is composed of PI feedback control of monomer flow
and open-loop recipe of initiator flow by optimization (Figure 5.6 and 5.7). The results show that
although the control actions are quite different from the original controller, the resulting trajectories
follow closely to the target. The resulting MMDs by both controllers are virtually identical to
the target distribution. The proposed controller shows the capability to learn from the system
and find the solution to control the overall reaction, which achieves comparable performance to
the original elaborated controller. The proposed controller is more generic and versatile than the
traditional controller, as both of the manipulated variables can be adjusted through feedback of the
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(a) (b)
(c) (d)
Figure 5.6. Testing results of increasing Mw scenario comparing control performance of the DRL
controller and the traditional controller (a) Mw simulation trajectories (b) resulting MMD follow-
ing the Mw trajectories (c) control actions performed by the DRL controller (d) control actions
performed by the traditional controller. Note that in (d), only Fm is controlled in real-time, while
Fi follows the open-loop recipe.
measurements in real time.
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(a) (b)
(c) (d)
Figure 5.7. Testing results of decreasing Mw scenario comparing control performance of the DRL
controller and the traditional controller (a) Mw simulation trajectories (b) resulting MMD follow-
ing the Mw trajectories (c) control actions performed by the DRL controller (d) control actions
performed by the traditional controller. Note that in (d), only Fm is controlled in real-time, while
Fi follows the open-loop recipe.
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6 DRL CASE STUDY II: DATA DRIVEN OPTIMIZATION WITH ANN RE-
ACTION SIMULATION AND A3C OPTIMIZATION
6.1 Introduction
The optimization of bio-reactors often involves a cascade of steps, including obtaining a suit-
able reaction kinetic model, tuning model parameters, and deriving a control strategy to determine
the optimum reaction condition (Xiong and Zhang, 2004). However, there are many constraints
and difficulties in such approaches in addition to the design process itself being laborious. First
of all, finding a suitable model which defines the experimental data can be difficult, especially for
reactions with unknown mechanism, or when the limiting reactant is unknown or cannot be mea-
sured (Baş et al., 2007). Due to the complex metabolic mechanisms in microorganisms, developing
a dynamic model based on metabolic kinetics can be very challenging. The comparatively lengthy
culture time also contributes to the difficulty of model development for microorganism growth
simulation (del Rio-Chanona et al., 2015). Nevertheless, even with a good reaction model, con-
troller derivation can be challenging, especially for nonlinear processes. Many studies on fed-batch
optimization rely on first principles models, which are computationally difficult due to non-linear
dynamics (Xiong and Zhang, 2004). Other studies perform a direct search for the optimal fed-batch
profile (del Rio-Chanona et al., 2016), but the search space grows exponentially when the dimen-
sion of control action space increases, and such direct search approaches are also computationally
inefficient to cover the entire solution space.
Recently, deep reinforcement learning (DRL) has become a popular subdivision in the ma-
chine learning community for its high proficiency in control tasks. DRL is inspired by the learning
process of living organisms, where the actions are improved through interactions with the envi-
ronment, and the action policy is incentivized based on the reward obtained from the interactions
(Mnih et al., 2015). DRL has achieved success in complicated control tasks in gaming, robotics
(Mnih et al., 2016), and it is now extending to chemical reaction control tasks (Li, 2018; Ma et al.,
2019; Spielberg et al., 2019). The recent applications of DRL in engineering tasks include molec-
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ular design (Neil et al., 2018), chemical synthesis pathway optimization (Neil et al., 2018; Zhou
et al., 2017), and polymerization reaction control (Li, 2018; Ma et al., 2019). Although DRL is a
powerful tool for completing the aforementioned chemical engineering tasks, one major drawback
is the numerous iterations required for convergence. This means that DRL can only be applied
to simulated environments for chemical reactions (Spielberg et al., 2019; Badgwell et al., 2018).
Therefore, a fast-responding and accurate reaction model is essential for deriving a DRL controller.
Previously, model-free DRL based controllers have been trained in simulated chemical reac-
tion environments with well-established reaction mechanisms, usually composed by a series of
differential equations to describe the system dynamics where mechanistic models are not available
(Li, 2018; Ma et al., 2019; Spielberg et al., 2019). We are interested in applying an DRL-based
controller for systems with unknown reaction dynamics, which can be achieved by the combina-
tion of DRL and dynamic modeling ability of ANNs. In this work, a strategy for the modeling
and control of a semi-batch bio-reactor with unknown reaction mechanism using machine learn-
ing algorithms is presented. The proposed strategy combines an ANN-simulated reaction system
with a model-free DRL control algorithm. The simulation environment and control are entirely
built upon experimental data, while the Asynchronous Advantage Actor-Critic (A3C) algorithm is
utilized for developing the control strategy. A3C is a robust member of the the DRL family, that
takes advantage of actor-critic algorithm and asynchronous learning by parallel learning agents to
achieve a stable and efficient learning process (Mnih et al., 2016). The resulting controller demon-
strates robust performance in the fed-batch bio-reactor since it can be adjusted to meet varying
constraining factors including nutrient limitations and culture lengths. Results are presented for a
bioreactor that produces cyanobacterial-phycocyanin (C-PC) in Plectonema sp. UTEX 1541. Ex-
perimental validations finds a 52.1% increase in the product yield, and a 20.1% increase in C-PC
concentration than a non-optimized control group with the same total nutrient input.
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6.1.1 A3C Optimization of Fed-Batch Growth Reaction
In the case study of fed-batch control, the A3C algorithm is constructed with four parallel
learners where each learner interacts with a separate environment simultaneously. At each time
step, a policy network generates a probability distribution of control actions of nitrate nutrient ad-
ditions during interaction with the simulated reaction system, where each policy network consists
of a neural network with one hidden layer with 200 neurons and a softmax activation function in
the output layer. The control action with highest probability is selected to feedback to the reaction
system, where the value network estimates the expected reward based on the C-PC yield obtained
at the end of the fed-batch reaction in the simulation. The value network is composed of a neural
network with one hidden layer of 200 hidden neurons and a linear output layer. To prevent over-
fitting, a dropout layer with p = 0.85 is implemented in both policy network and value network
before the output layer. The schematic diagram of the A3C reinforcement learning algorithm is
illustrated in Figure 6.1.
Figure 6.1. Flow chart showing the A3C reinforcement learning algorithm: 4 parallel learners that
explore policies within the environment simultaneously. The parallel learners are synchronized
periodically with the global network updated every n training iterations (n = 2).
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Table 6.1. Action outputs from the actor network
action network output 0 1 2 3 4 5
nitrate addition (mg/L) 0 50 100 150 200 250
For training the controller, the state input for the network was a tuple including time t, biomass
[x], nitrate concentration [N], C-PC concentration [C-PC], and total nitrate allowed [Ntot] at each
time step. The output from the policy network was the nutrient to be added to the reactor. In
training the networks, the allowed nitrate nutrient Ntot was set to a fixed number according to
the operator’s demand. To test the validity of the controller, we used 1000mg/L, 1500mg/L,
2000mg/L, and 2500mg/L as the total nitrate amount to be added to the reactor. The action
output at each time step was chosen from 6 different nutrient dosages from 0mg/L to 250mg/L
to the reactor each day. After nitrate amount met the constraint level, further nutrient addition was
prohibited until the end of each run and would be reset to the initial value for the next run. To train
the controller, the control agent was rewarded by a reward function, which was directly associated
with the yield of C-PC production at the end of the simulation shown in Eq. 6.1 below:
rt =

c · YC-PC , if t = tmax
−0.1, otherwise
(6.1)
where c is a constant, and YC-PC is the yield of C-PC, YC-PC =
[C-PC]
[Biomass]
. The positive reward
was provided at the terminal state, t = tmax of the experiment, as an incentive to maximize the
yield of C-PC production at the end of the experiment, whereas a small negative reward was given
at every time step before the reaction reached terminal state. The discount factor to calculate cumu-
lative reward is γ = 0.99. In order to improve exploration of the policy network by discouraging
premature convergence to suboptimal policy, the β, which controls the entropy regularization term,
is set to be 0.005. The global network is updated every n training iterations, n = 2.
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6.2 Results
6.2.1 Training of A3C Controller
Training of the DRL controller was completed in an Intel Core i7-3770K CPU, with 30,000
iterations. Training took approximately 300s to complete. The fast training speed can be cred-
ited to the parallel computation with the asynchronous aspect in the A3C algorithm, where it
employs multiple parallel actor networks which learns to maximize cumulative rewards simulta-
neously (Mnih et al., 2016). The reward converged as shown in Figure 6.2.
Figure 6.2. Reward curve of training the A3C controller. The reward converged after approxi-
mately 10000 iterations
6.2.2 Control Profiles with Different Constraints
Thanks to the data-driven nature and high computational speed of the ANN and A3C algorithm,
deriving a fed-batch control strategy is achieved without understanding of reaction mechanism of
the microorganism metabolism. It is suggested by the controller that without economic analysis
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or feasibility constraints, a maximized level of nitrate concentration in the reactor should be main-
tained to obtain the highest level of C-PC production. However, economic profitability comes with
maximizing the yield of the desirable product while minimizing the operational cost of the reac-
tants. Maintaining maximal level of nutrient concentration is not a feasible solution to facilitate
the industrialization of the production process due to the cost of nitrate.
For the industrialization of C-PC production, the key factor to be considered is the amount of
nitrate nutrient that comes per unit cost of nitrate. DRL has a high degree of flexibility; therefore,
it can be adjusted to meet the operational constraints and varying control objectives conveniently.
Additionally, training the A3C controller is computationally efficient, allowing the control strategy
to be optimized with varying market requirement on a routine basis in real operation. With the
ANN simulation based on the laboratory scale fed-batch growth reactor, we operated the controller
based on the economic constraints including growth time-span and nutrient limit in to validate
A3C’s ability in simulation. For real-world applications, the constraints can be tuned to meet more
specific economic considerations, such as the market price of the nitrate and the desired product,
but for the laboratory-scale reactor, we only considered total nitrate limit and growth time-span for
simplicity. With the aforementioned constraints, the control profiles were obtained from the A3C
control agent under nitrate limit from 1000mg/L to 2500mg/L and growth period of 20 days and
30 days. The control profiles suggested by the A3C controller are shown in Figure 6.3.
From the control profiles for varying conditions, the A3C controller generally suggests to add
nitrate nutrient during the early phase of the cyanobacterial growth. The controller output indicates
that maintaining a high nitrate concentration during the early phase of algae growth is essential for
C-PC production. Also, with longer growth period and higher total nitrate amount, the nitrate
concentration peak is delayed which is observed from the control profile of 2500mg/L nitrate
limit. This observation was also suggested in the optimization of C-PC in Spirulina sp. by del
Rio-Chanona et al.(del Rio-Chanona et al., 2016), that C-PC was mainly accumulated during early
phase of cell growth. They suggested that the light attenuation effect by the increasing biomass can
affect the C-PC accumulation in later phase of the growth period (del Rio-Chanona et al., 2016).
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(a) (b)
(c) (d)
(e)
Figure 6.3. Control profiles generated by the A3C controller for the 30-day fed-batch process with
different total nitrate amount (a) 1000 mg/L (b) 1500 mg/L (c) 2000 mg/L (d) 2500 mg/L, and
different growth period (e) 20 days with 2000 mg/L total nitrate amount
Therefore, high C-PC content can be achieved by maintaining a high nitrate concentration in the
earlier phase of cyanobacterial growth.
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(a) (b)
(c)
Figure 6.4. ANN simulation results of growth profiles following the control profiles with different
constraints: (a) biomass concentration, (b) nitrate concentration, (c) C-PC concentration. The
biomass concentration are not considerably affected by the varying amount of nitrate, where the
C-PC production significantly enhanced with increased amount of nitrate addition.
The response by following the control strategies suggested by the A3C controller is illustrated
in Figure 6.4. The ANN simulation suggests C-PC level can be increased with the increasing
amount of nitrate addition and the culture time. The simulation shows that the 30-day growth
with 2500mg/L nitrate addition resulted in the highest C-PC accumulation. Also, from the ANN
simulation, C-PC accumulation discontinues as nitrate depletes in the reactor shown in the growth
profile of the 30-day growth with 1000mg/L nitrate addition. It can be concluded that since nitro-
gen depletion halts the accumulation of C-PC, full consumption of nitrate in the growth medium
should be avoided.
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6.2.3 Experimental Validation
In order to validate the performance of the reaction simulation and A3C controller, triplicates
of parallel experiments were performed following an action profile generated from the controller
for the 30-day growth with 2000mg/L nitrate limit. The results from the A3C control profile were
compared to another experimental group, where the nitrate was replenished to the cell culture on
day 7 and day 14 of the cell growth, and each addition replenished the nitrate concentration by
1000mg/L. Nitrate additions to the cell culture are shown in Figure 6.5, the total nitrate amount
for the validation experiment is 2000mg/L and the C-PC is harvested after 30 days of culture.
(a) (b)
Figure 6.5. Control profiles for the validation experiment. Total amount of nitrate addition is
limited to 2000 mg/L; the initial concentration of nitrate in the culture is 300 mg/L (a) 2-step
replenishment (b) control profile generated by the A3C agent.
The experimental results by following the two different nitrate input profiles for the 30-day fed-
batch growth are illustrated in Figure 6.6 with standard deviation shown with error bars. From the
experimental results, the concentration of C-PC in the A3C controller experiments (116.0mg/L)
was 20.1% higher than the control group (96.6mg/L) at the end of the 30-day fed-batch exper-
iment. The results demonstrate that the C-PC production can be significantly boosted with an
improved control profile with same total nitrate input.
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(a) (b)
Figure 6.6. Experimental results obtained in the two conditions plotted over time, with standard
deviation shown with error bars calculated from the triplicates of experimental data. (red: A3C
controller, green: two-step addition of nitrate nutrient) (a) Biomass accumulation (b) C-PC con-
centration.
The C-PC yield was compared at day12, day 20 and day 30 of the fed-batch experiments in
Figure 6.7. The C-PC yield of the 2-step nitrate additions remained constant from day 12 to day 30
around 4% to 5%, where the C-PC yield from the A3C controller increased steadily from 5.26%
to 6.94% from day 12 to day 30. With the 30-day fed-batch growth, The C-PC yielded with 2-step
nitrate additions was 4.74%, and the result from A3C controller was 7.21%, indicating that the
A3C controller group obtained 52.1% higher C-PC yield compared to the control group with the
same total amount of nitrate addition.
The results show that C-PC concentration and yield increased significantly by following the
control profile suggested by the A3C controller for the 30-day fed-batch reaction with 2000 mg/L
total nitrate addition. It can be observed that the A3C controller group had higher nitrate utiliza-
tion to produce the desired product. In the A3C controlled experiment, the added nitrate nutrient
was used to produce more C-PC; in contrast, in the 2-step addition experiment, the cyanobacteria
accumulated higher biomass level and lower amount of C-PC with same amount of nitrate nutrient.
The results suggested that the C-PC production could be enhanced by altering the feed rate of the
nutrient into the culture, even the total amount of nutrient was constrained to be equal. Although
the current reactor was built based on a laboratory scale, the results demonstrate great economic
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(a) (b)
(c)
Figure 6.7. C-PC yield with different control strategies recorded on (a) day 12, (b) day 20, (c) day
30 of the fed-batch experiment.
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potential. Following the control profile suggested by the A3C controller significantly improves
the yield of the desired product compared to a non-optimized control group with same amount of
nitrate.
The experimental results showcase the potential of applying machine learning algorithms in
both simulation and control of a fed-batch reaction system, which combines ANN reaction simula-
tion and A3C control strategies that improved the C-PC production in Plectonema. The A3C con-
troller also demonstrates robust performance in proposing control strategies given various exper-
imental constraints, including total nutrient amount and culture duration. The proposed approach
shows great potential as a solution to improve the productivity and profitability given economic
constraints with a reaction system with unknown mechanism. Therefore, this approach can be fur-
ther employed for a wide range of applications for process control with reaction systems without
a priori knowledge about the reaction kinetics.
6.3 Conclusion and Discussion
In this case study, we proposed and validated the use of machine learning to control a non-
linear fed-batch reaction system without knowledge of the reaction mechanism. Although DRL
application in chemical reaction control has been criticized for its strict requirement of an accurate
reaction mechanistic model (Badgwell et al., 2018), our work illustrates a fundamental attempt that
employed machine learning algorithms for both simulation and control of a fed-batch microorgan-
ism bioreactor without mechanistic knowledge of the reaction system.
The machine-learning-based control scheme was verified in a fed-batch reaction system that
produces a valuable chemical C-PC in Plectonema. The controller was developed based on A3C
algorithm in DRL, where an ANN reaction simulation served as a interactive environment for
training the controller which manipulated the key nutrient input on daily basis to maximize the
yield of C-PC production in a fed-batch manner. In the control simulation, we compared the
control profiles under varying assumptions of economic constraints including batch growth period
and nutrient limitation. Then, the reliability of the results was validated in an actual experiment.
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In this case study, we overcame the challenges posed by the noise and missing data points of the
experimental data using polynomial-regression-based data imputation and smoothing. We also
employed dropout algorithm to reduce the effect of overfitting due to the small amount of training
data, while it was shown that noise injection was not effective in our case study.
From the ANN simulation and the DRL controller result, it can be inferred that providing rel-
atively high nitrate nutrient in the earlier period of the cell growth is crucial for maximizing C-PC
accumulation, and maintaining nitrate concentration at a high level guarantees a higher C-PC accu-
mulation in the lab-scale fed-batch bioreactor. In the experimental validation, a 30-day fed-batch
growth experiment with 2000mg/L total nitrate amount, the proposed controller demonstrated
robust performance in the fed-batch reaction. By following the A3C control profile, the cyanobac-
teria resulted in 20.1% higher C-PC content and 52.1% higher C-PC yield compared to a control
group with the same total nitrate with a non-optimized addition strategy. The experimental re-
sults validate that the C-PC yield can be significantly enhanced with the same amount of nitrate
additions following control strategy derived from the A3C controller.
Since the reaction was a single-input system, the amount of experimental data was adequate
for our case study, illustrated by the convergence of the validation data set, which was an unseen
experimental condition from the training data set. However, it is expected that for a more complex
reaction system, a deeper and more complex neural network should be employed to capture the
reaction dynamics with increasing complexity. Therefore, for systems with higher complexity, a
larger amount of training data will be required to train a deep neural network with more advanced
architecture such as Convolutional Neural Network (ConvNets) and Recurrent Neural Network
(RNN).
It is acknowledged that the current adaptation of ANN and DRL in our work is a system with
single manipulated variable. Also, provided with limited amount of experimental data, there ex-
ists a probability of the control strategy converging to a local optimum. Tuning the ANN model
when more experimental data becomes available is expected to further improve the performance
of the growth profile simulation. With the consideration of varying light intensity, stirring veloc-
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ity, and CO2 pumping during the fed-batch growth period, it is expected that the yield of C-PC
can be further improved. Thus, in the future work, we look forward to incorporating deep neural
networks and extending to multi-input-multi-output (MIMO) control systems. More importantly,
the highlight of this approach is that it can also be readily applied to various reaction systems
besides cyanobacterial growth optimization. The use of machine-learning-based simulation and
control can be valuable for systems without domain-specific knowledge of reaction mechanism,
and control profiles that require real-time non-linear optimization.
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7 DRL CASE STUDY III: SURROGATE MODELING AND OPTIMIZA-
TION OF FED-BATCH REACTOR
7.1 Introduction
Optimization is one of the essential activities of science and engineering, where most problems
can be tackled by the formulation of maximizing or minimizing an objective function (Lam and
Li, 2012). Optimization of chemical reactions aims to find engineering solutions through series of
chemical reactions to find optimized reaction conditions and control profiles in both discrete and
continuous spaces (Lam and Li, 2012). Many efforts have been underway to solve chemical reac-
tion optimization problems (Lam and Li, 2012). However, real-time optimization with non-linear
dynamics have been troublesome due to high computational cost, and the computational delay may
lead to loss of validity (Ma et al., 2019). Recently, deep Reinforcement Learning (RL) is known
as a deep-learning-based optimization algorithm, which is a self-learning algorithm that learns
optimized policy from thousands of iterations with the environment to maximize the cumulative
reward function. RL is gaining popularity for its superior decision-making ability that bested pro-
fessional human players in chess and video games where the trained models were used to interact
with human in real-time competitions (Mnih et al., 2015).
Inspired by RL’s superior performance in simulated environments, there have been increasing
attempts to employ RL-based control and optimization algorithms in chemical processes (Ma et al.,
2019; Li, 2018; Zhou et al., 2017). In the area of fed-batch reaction optimization and control, Li
et al. (Li, 2018) used RL in a free-radical polymerization process to achieve target molar mass
distribution, and Petsagkourakis et al. (Petsagkourakis et al., 2020) used RL for optimization
and control of a fed-batch process of a bioreactor. However, the RL-based applications for real
processes suffer from many limitations due to the intrinsic difference between the rules of a game
and the real world engineering problems. Different from game environments, the interactions with
the real reaction system is more costly and cannot be implemented due to the fact that interactions
are more costly and the learning cannot be conducted in real-time. Therefore, most RL-based
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optimization and control is developed based on first principle models that simulate the response
to the control actions (Ma et al., 2019; Li, 2018; Zhou et al., 2017), while some studies employed
data-driven models to replace the interaction with the environment for model-based RL algorithms
(Langlois et al., 2019; Ma et al., 2020).
Surrogate modeling mimics the dynamics of the actual fundamental model and improves pre-
dictions by combining plant historical data information. In the case study, the surrogate model is
more computationally efficient due to the high complexity of the fundamental model. For chem-
ical reaction optimization, performing optimization with surrogate models has achieved fruitful
success across domains of discrete and continuous action spaces (Wang et al., 2016; Chugh et al.,
2017). Machine-learning-based regression modeling has been widely adapted for data-driven sur-
rogate modeling. For example, Artificial Neural Networks (ANN) have been successfully applied
for numerous applications across disciplines thanks to their ability to approximate non-linear dy-
namics (Basheer and Hajmeer, 2000). In the field of bioreactor simulation, del Rio-Chanona et al.
(del Rio-Chanona et al., 2016) developed an ANN model using data generated from an established
mechanistic model. With absence of fundamental model, other applications of machine-learning-
based regression models also show success with small experimental datasets with high prediction
and regression ability without the requirement of available mechanistic knowledge of the reaction
system (Pasini, 2015) (Ma et al., 2020).
However, both fundamental modeling approaches and data-driven methods have limitations.
First principle models sometimes show mismatches to real data due to unmeasured disturbances.
On the contrary, a data-driven model that is built without the basis of fundamental theories of the
system lacks reliability in extrapolations with complex reaction dynamics. Additionally, training
the data-driven model may require a large number of training data, which is a challenge for systems
with expensive data collection and plant historical data that lacks variability.
In this study, we overcame the challenge of model mismatches of using solely the fundamental
model, and the lack of data variations of using the historical data alone for deriving the data-driven
surrogate model. Simplified models that capture the nonlinear dynamics of plant behavior, in ad-
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dition to reducing computational cost, are also helpful for model sustainability and robustness.
When the fundamental model is not accurate enough, surrogate models can capture the best of the
fundamental model and plant historical data, ultimately improving accuracy. Here, we combine
the strength of both fundamental model and real data to obtain a fast and accurate reaction model
to serve as the environment for RL interaction. With this proposed approach, an RL-based opti-
mization recipe is developed to maximize the total product profits by optimizing the profiles of two
manipulated variables of temperature and feed profiles with the schematic diagram shown in Fig.
7.1. The surrogate model with data-driven regression is 25.76% more accurate and 97.28% faster
than the fundamental model in predicting the conversion and selectivity of the major product of the
reaction system. The resulting surrogate model is employed as an interactive environment for the
RL policy exploration. With the RL policy optimization, the resulting profile shows an estimated
6.4% improvement compared to the current operation profile at the plant. Although the current
framework still face challenges including operational disturbance and uncertainties, the proposed
framework suggests a fast and accurate modeling and optimization opportunity for chemical engi-
neering applications.
7.2 Policy Optimization with RL
7.2.1 Constructing PPO Framework for Reaction Optimization
The PPO-based RL agent is constructed with Stable Baselines3 (SB3) (Raffin et al., 2019),
which is an implementation platform for numerous RL algorithms based on PyTorch (Paszke et al.,
2017). To train the PPO agent, the LSTM surrogate model is employed as the interactive environ-
ment for policy exploration, where the PPO agent receives a tuple of 3 values with current time
(t), temperature (T ), reactant flow rate (F ), and the reward is computed based on the surrogate
model outputs. The manipulated variables are temperature increments/decrements (∆T ) and feed
flow rate increments/decrements (∆F ), where the each manipulated variable is adjusted in a range
of [-7.5%, 15%] with the discrete action output from the PPO network, shown in Table 7.1, and
the total length of the fed-batch reaction, tend, is determined by the total amount of reactant con-
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Figure 7.1. Schematic diagram of the proposed modeling and optimization framework.
sumed, Ftot, until the total feed reaches the maximum value Fmax. It is also important to note that
the manipulated variables are constrained to be within physical limits of the process. Once these
limits are attained, actions that would lead to exceeding the limits are disabled.
Table 7.1. Control actions from the network output
Network Output 0 1 2 3
Control Actions -7.5% 0% 7.5% 15%
The reward function is formulated to maximize the total product profits accounting for both
major (Margin1) and 3 minor products (Margin2, Margin3, and Margin4). At t = tend,
rt =
tend∑
t=1
Margin1,t +Margin2,t +Marin3,t +Margin4,t (7.1)
Else,
r = 0 (7.2)
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Figure 7.2. Training curve of PPO algorithm: the reward converges after 1400 iterations.
where
tend = t(Ftot ≥ Fmax) (7.3)
We also implement constraints to limit the predicted values within the result range according to the
product quality. If the model predicts values that falls out of the accepted product quality range,
the simulation will be terminated with a negative reward and the simulation initialized to t = 0.
7.3 Results and Discussion
The PPO is trained with the reaction surrogate model as the environment, where the tempera-
ture (T ) and reactant feed rate (F ) profiles are optimized by the PPO algorithm to maximize the
total product profits as reward function. The training is completed in an Intel i7-8665U CPU.
The training takes 2185s to complete, with total number of simulations of 96000 time steps with
2190 batch simulations, shown in Fig. 7.2. Then the trained model is used to generate the con-
trol profiles, while the major product conversion and selectivity is computed with the fundamental
model.
We also evaluate the training performance with other popular RL algorithms including Soft-
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Figure 7.3. Training curves of popular RL algorithms: PPO shows the most stable learning curve
compared to SAC and A2C.
Actor-Critic (SAC) (Haarnoja et al., 2018) and Advantage Actor-Critic (A2C) (Su et al., 2017)
algorithm for optimization on the same reaction system. The training curves shown in Fig. 7.3.
The comparison result suggests that PPO algorithm outperforms the other two RL algorithms with
our case study with better stability and higher reward at convergence.
It can be observed from the PPO-based RL results from Fig. 7.4, that the agent suggests
simultaneously increasing both feed and temperature, until both profiles reach to a maximal level,
then both manipulated variables are maintained constant for the rest of the batch. The total length
of the batch from the simulation suggests a total feed length of 1.05 until the total amount of feed
reactant reaches Fmax.
The optimized profile from the PPO model is then compared to a batch profile from the plant
operation in Fig. 7.5. The RL profile suggests maintaining at a higher temperature setpoint than
the plant operation to achieve a higher product selectivity. On the other hand, the RL profile also
suggest ramping up to a maximum throughput of the reactant feed rate in order to achieve high
production rate.
The cumulative major product with time is illustrated in Fig. 7.6. It shows that the simulation
85
(a) (b)
(c) (d)
Figure 7.4. Optimized feed profile and simulation results of conversion and selectivity; data is
normalized with min-max normalization. (a) Temperature profile, (b) Reactant feed profile, (c)
Reactant conversion, (d) Major product selectivity.
results with RL profile achieve higher amount of cumulative product with 14.29% shorter batch
time compared to the batch from the plant data. By comparing the simulation response and the
plant data, with the same amount of raw material input, the simulation results following the RL
profile shows 11.4% increase in total product profits. Due to the possibility of model mismatch
of up to 10%, an estimate of the potential improvement should be in the range of 1.4% to 11.4%,
which suggests a median gain of 6.4%.
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(a)
(b)
Figure 7.5. Comparison of the temperature and feed profiles of the plant data and the RL profile
(a) temperature (b) feed
7.4 Conclusion
In this case study, we establish RL-based optimization framework, which is composed of a
reaction surrogate model with LSTM network, and PPO-based RL optimization. This frame-
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Figure 7.6. Cumulative major product profits from the plant data vs. simulation results following
the DRL profile
work combines generated data from a fundamental model and real data collected from histori-
cal batch operations, which achieve improved accuracy and computational speed. The surrogate
model achieves 25.76% lower MSE and 97.28% shorter computational time than the fundamental
model. With the obtained surrogate model, we implement a PPO-based RL algorithm for pol-
icy optimization to maximize the total product profits by manipulating the temperature and feed
profiles. Compared to SAC and A2C, PPO algorithm demonstrates good stability and high reward
shown in the learning curves for our case study. The resulting profile suggests increasing both tem-
perature and feed flow rate in the early phase of the reaction, and maintaining at constant values
for the rest of the batch run until full consumption of the reactant. With the RL profile, the esti-
mated gain of simulation response shows an estimate of 6.4% increase of the total product profits.
The proposed framework suggests a feasible and computationally efficient approach for reaction
optimization with LSTM surrogate modeling and RL optimization that combines the first principle
model and historical data. For future studies, with the fast computational speed of the RL-based
policy network, the trained RL model can be implemented as an online controller for real-time
control applications.
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8 CONCLUSIONS AND PERSPECTIVES
8.1 Summary of Results
This dissertation report covers Yan Ma’s Ph.D. research with the study of machine learning-
based applications for manufacturing and biological systems. Yan Ma’s research explores machine
learning applications with biological and chemical processes, which covers a case study using
data mining with scRNA-seq data. Large-scale data obtained in RNA-seq is analyzed using non-
linear dimensionality reduction with Principal Component Analysis (PCA), t-Distributed Stochas-
tic Neighbor Embedding (t-SNE), and Uniform Manifold Approximation Projection (UMAP), fol-
lowed by clustering analysis using k-Means and Hierarchical Density-Based Spacial Clustering of
Application with Noise (HDBSCAN), where the noise resulting from HDBSCAN can be labeled
via the addition of k-NN classifier to assist noise reduction. The resulting pipeline combines linear
and non-linear dimensionality reduction achieves improved computational speed and clustering
performance compared to the original approach with UMAP only.
The rest of the research work mainly focuses on reaction modeling with supervised machine
learning and optimization and control using Deep Reinforcement Learning (DRL). This report
covers 3 case studies with DRL optimization control. The first case study is a polymerization re-
action control with deep reinforcement learning. In this study, a data-driven controller based on
DRL is developed for a fed-batch polymerization reaction with multiple continuous manipulative
variables, where the DRL agent self-learns the control actions from iterative interaction with the
simulated environment. The second case study is the modeling and optimization of a bioreactor.
A model-free reaction model is developed using Artificial Neural Network to simulate the growth
curve of cyanobacteria Plectonema, and a DRL control agent that optimizes the daily nutrient
input is applied to maximize the yield of valuable bio-product C-phycocyanin. C-phycocyanin
yield is increased by 52.1% compared to a control group with the same total nutrient content in
experimental validation. The third case study is employing the data-driven control scheme for
an optimization of a reactor from Dow Inc, where a Deep Reinforcement Learning-based opti-
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mization framework is established for the optimization of the Multi-Input, Multi-Output (MIMO)
reaction system with reaction surrogate modeling. From the 3 DRL case studies, we identify and
resolve multiple challenges of migrating DRL algorithms from game simulations to chemical re-
action control and optimization. In these case studies, we solve the problem of huge time delay
using integrated state input for training the Deep Deterministic Policy Gradient (DDPG) algorithm,
while we solve the instability of DDPG using gradient inversion. In the second case study, we em-
ploy Asynchronous Advantage Actor-Critic (A3C), which has demonstrated improved stability
over DDPG as a more advanced DRL algorithm for the fed-batch optimization of a bioreactor. In
this case study, we combine supervised learning and DRL to establish a data-driven scheme for
optimizing the reaction without a fundamental model. In the third case study, we combine the
fundamental model and the plant historical data to build a reaction surrogate model which shows
improved accuracy and computational efficiency than the original model. The model is used for
fed-batch optimization with DRL. In the third case study, we investigate another DRL algorithm,
Proximal Policy Optimization, and the result is compared with Soft Actor-Critic (SAC) and Ad-
vantage Actor-Critic (A2C) algorithm. It is found that the PPO algorithm shows the overall most
stable performance compared to other candidates.
Yan Ma’s research overall shows promising results of employing the emerging technologies of
data-driven methods and deep learning in the field of manufacturing and biological systems. For
the bioinformatics project, the used method with non-linear dimensionality reduction and unsu-
pervised clustering analysis with UMAP and k-NN-assisted-HDBSCAN shows promising results
with considerable improvement over the original HDBSCAN and k-means clustering algorithm.
From the applicational study of DRL in chemical reaction control and optimization, it is
demonstrated that DRL can be utilized as an efficient algorithm based on the results from the
case studies of three different reaction systems with both stochastic and deterministic policy. It is
shown through the case studies, that DRL is a promising approach to solve real-time control with
non-linear dynamics. Although a DRL controller is trained from the interaction with the reaction
simulation, the data-driven models in reaction simulation show promising results with the non-
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linear prediction models and fast computational speed with the trained policy network. Despite
current DRL application in chemical reaction control and optimization suffers from the limita-
tion of the reaction simulation model, with the assistance of data-driven neural network models, a
DRL optimization module can be established for systems with poor mechanistic understandings.
In the case studies with the fed-batch optimization, we employ data-driven models to simulate
the reaction dynamics for performing the optimization with DRL. Besides, even if a fundamental
model is available, the use of data-driven models trained using both simulated data and real data
significantly improves the model efficiency and accuracy.
8.2 Future Research Recommendations
With the emerging technologies in deep learning community, there are increasing opportunities
for chemical engineers to explore and adapt the tool kits for real-life case studies. The following
recommendations listed are considered worthwhile for further investigation and research.
• Use Computer Vision and Natural Language Processing models can be a promising applica-
tion for manufacturing plant monitoring. Besides process variable data, the operation dash-
board and images from surveillance cameras contain significant information. Investigation
on the efficacy of IoT devices to process image/language data in real-time can be very useful
for plant monitoring, anomaly detection, and knowledge discovery.
• Current method uses historical data only. Due to the possibility of process drifting and
unknown disturbances, the model mismatch causes may affect the accuracy of the trained
model. For future applications, there will be huge potential if the data collected in real-time
can be incorporated into the trained model to improve accuracy and account for the model
mismatch.
• Currently, the models investigated all rely on the local work station. For future studies, it
will be useful to employ more rigorous computational instances. The use of cloud comput-
ing techniques can enable the training and deployment of machine learning models more
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effectively.
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merization system with deep reinforcement learning. Journal of Process Control, 75:40–47,
2019.
2. Wenbo Zhu, Yan Ma, MG Benton, JA Romagnoli, and Y Zhan. Deep learning for pyrolysis
reactor monitoring: From thermal imaging toward smart monitoring system. AIChE Journal,
65(2):582–591, 2019.
3. Wenbo Zhu, Yan Ma, Yizhong Zhou, Michael Benton, and Jose Romagnoli. Deep learning
based soft sensor and its application on a pyrolysis reactor for compositions predictions
of gas phase components. In Computer Aided Chemical Engineering, volume 44, pages
2245–2250. Elsevier, 2018.
4. Yan Ma, et al. ”Machine-Learning-Based Simulation and Fed-batch Control of Cyanobacterial-
Phycocyanin Production in Plectonema by Artificial Neural Network and Deep Reinforce-
ment Learning.” Computers Chemical Engineering (2020): 107016.
5. Yan Ma, et al. ”Reinforcement Learning Based Fed-Batch Optimization with Reaction Sur-
rogate Model” American Control Conference, 2021 [Submitted]
Conference Proceedings
1. Wenbo Zhu, Yan Ma, Yizhong Zhou, Michael Benton, and Jose Romagnoli, Deep Learning
Based Soft Sensor and Its Application on a Pyrolysis Reactor for Compositions Predictions
of Gas Phase Components, 13th International Symposium on Process Systems Engineering
2. Yan Ma, Wenbo Zhu, Michael Benton, Jose Romagnoli, Continuous control of a polymer-
ization system with deep reinforcement learning, AIChE 2018 Annual Meeting
101
3. Yan Ma, Jose Romagnoli, Michael Benton, Model-Free Simulation and Fed-Batch Control
of Cyanobacterial Phycocyanin Production By Artificial Neural Network and Deep Rein-
forcement Learning , AIChE 2019 Annual Meeting
4. Yan Ma, et al. ”Reinforcement Learning Based Fed-Batch Optimization with Reaction Sur-
rogate Model” American Control Conference, 2021 [Submitted]
102
