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確率的逐次割当問題 (Sequential Stochastic Assignment Problem) は、Derman,






decision‐maker は n人の人間を雇っており、それぞれの能力をpi, p_{2}\cdots,p_{n} とす
る。また、順序は一般性を失うことなく並べかえができ、 1\geq p_{1}\geq p_{2}\geq\cdots\geq p_{n}\geq 0
とする。ここで、大きさ x の仕事に完全な (perfect) 人間が当たれば、そのときの
利得は x とし、能力が p の人間が当たれば x そのものを得ることはできず、そのと










Littlewood and Polya [10])
補題1 (Hardy の補題)
ai \geq a_{2}\geq\cdots\geq a_{n}\geq 0 およびbi \geq b_{2}\geq. . . \geq b_{n}\geq 0 とする。このとき
\displaystyle \max_{ $\sigma$\in S_{n}}\sum_{i=1}^{n}a_{i}b_{ $\sigma$(i)}=\sum_{\dot{l}=1}^{N}a_{i}b_{i}









Derman, Lieberman and Ross [8] に始まる確率的逐次割当問題に関しては、Al‐























で、近い問題である coupon collecting problem に関していくつかの論文がある。
[5, 6, 25, 27] この問題は、 n個の箱すべてにクーポンを少なくとも1枚入れること





Derman, Lieberman and Ross [8] で考えられた確率的逐次割当問題はつぎのよう
なモデルである。逐次に観測できる n個の仕事の大きさは、確率変数列 \{X_{i}\}_{i=1,2,\cdots,n}
で表され、独立でかつ同一の分布関数に従い、その確率分布関数は既知とする。
方、 n人の人間の能力は p_{1},p_{2}\cdots,p_{n} とし、一般性を失うことなく 1 \geq p_{1} \geq p_{2} \geq




残りの計画期間が n とし、この期間内に n 個の \{p_{1}, p冠を割り当てると
き、 (p_{1}, \cdots,p_{n}) をこの問題の状態と呼び、この状態での確率的逐次割当問題を
P(p_{1_{\rangle}}\cdots,p_{n}) と表す。また状態が (p_{1}, \cdots ,p_{n}) の確率的逐次割当問題で、確率変
数Xの観測値が x のとき、この条件付きの部分問題を P(p_{1}, \cdots,p_{n}|x) と表す。
このとき、これらの確率的逐次割当問題 P(p_{1}, \cdots,p_{n}) と P(p_{1}, \cdots ,p_{n}|x) で最適
に振る舞って得られる総期待利得をそれぞれ v(p_{1}, \cdots,p_{n}) と v(p_{1}, \cdots,p_{n}|x) とす
ると、次の最適方程式を満足する。
v(p_{1}, \cdots,p_{n}) = E[v(p_{1}, \cdots,p_{n}|X)] (1)
v(p_{1}, \cdots,p_{n}|x) = 1^{\max_{\leq j\leq n}\{p_{j}x+v(p_{1},\cdots,p_{i-1},p_{1+1},\cdots,p_{n-1})\}} (2)
ただし、 \{p_{1}^{*}, p_{n-1}^{*}\} は、 n個の \{p_{1}, p_{n}\} の中から、割り当てられた窃を
除いた残りの n-1 個とする。 (p_{1_{\rangle}}\cdots,p_{i-1},p_{1+1}, \cdots,p_{n-1})
つぎに数列 \{a_{n}^{l}\}_{i=0,\cdots n} を次のように帰納的に定義する。
a_{n}^{i} = \displaystyle \int_{a_{n-1}^{\mathrm{z}-1}}^{\infty}a_{n-1}^{i-1}ar (x)+\displaystyle \int_{a_{n-1}^{l}}^{a_{n-1}^{ $\iota$-1}}xdF(x)+\int_{0}^{a_{n-1}^{l}}a_{n-1}^{i}dF(x)
= S_{F}(a_{n-1}^{\dot{l}})-T_{F}(a_{n-1}^{\dot{x}-1}) (3)
ただし、  a_{n}^{0}=\infty とする。ここで、
 T_{F}(z)=\displaystyle \int_{z}^{\infty}(x-z)d\mathrm{F}(x) と S_{F}(z)=z+T_{F}(z) (4)
とする。これらの関数は、DeGroot [7] などで定義されているよく知られた関数で
ある。
定理1 問題の状態が (p_{1}, \cdots,p_{n}) の確率的逐次割当問題 P(p_{1}, \cdots,p_{n}) の最適政策
はとき、次のようなる。  $\iota$直  x を観測したとき、嫉 <x\leq a_{n}^{j-1} ならば、この x を j
番目の窃に割り当てることが最適である。
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定理2問題 P(p_{1}, \cdots,p_{n}) で最適に振る舞ったときの総期待利得 v(p_{1}, \cdots ,p_{n}) は、




補題2任意の n (\geq 1) と i(1\leq i\leq n) に対して、
a_{n}^{i-1}\geq a_{n-1}^{i-1} \geq a_{n}^{\dot{l}}
となる。
注1定理1と2から判るように最適政策とその政策にしたがったときに得られる
総期待利得は \{a_{n}^{\dot{l}}\}_{i=1,2,\cdots,n} によって求められるが、これらの値は確率変数 Xの分
布関数 F(x) によってのみ決まる値で、 \{p_{1}, \cdots ,p_{n}\} とはまったく無関係な値とな





つぎの性質が Albright and Derman[1] から得られる。
定理3 F(x) を連続な分布関数とし、 0< $\pi$< 1 とする。このとき
\displaystyle \lim_{n\rightarrow\infty}\frac{1}{n}\sum_{i=[n $\pi$]+1}^{n}a_{n}^{\dot{l}}=\int_{F^{-1}( $\pi$)}^{\infty}xdF(x)
かつ
\displaystyle \lim_{n\rightarrow\infty}\frac{1}{n}\sum_{\dot{ $\iota$}=1}^{[n $\pi$]}a_{n}^{i}=\int_{-\infty}^{F^{-1}( $\pi$)}xdF(x)
であり、 \displaystyle \lim_{n\rightarrow\infty}a_{n}^{[n $\pi$]}=F^{-1}( $\pi$) となる。ただし、 F^{-1} は分布関数 F(x) のorder  $\pi$ の
quantile 点とする。
4 連続時間の確率的逐次割り当て問題




式化することは可能である。したがって、仕事が一定のrate  $\lambda$ のボアソン過程にし
たがって出現し、仕事が現れるときに決定を取る問題として定式化できる。
 v_{n} (p_{1}, \cdots ,p_{n};T, t) を最後の決定を行ったときの残存時間が T のとき、 t 時間経
過後に決定機会が現れたときに最適に振る舞って得られる総期待利得とする。この
とき、最適性の原理よりつぎの再帰方程式が得られる。
v_{n}(p_{1}, \cdots,p_{n};T, t) (6)
=  $\lambda \Delta$ t\displaystyle \int_{01}^{\infty}\max_{\leq i\leq n}\{p_{\mathrm{i}^{X}}
+v_{n-1}(p_{1}, \cdots,p_{i-1},p_{1+1}, \cdots,p_{n-1};T-t- $\Delta$ t, 0))]\}dF(x)
+(1- $\lambda \Delta$ t)v_{n}(p_{1}, \cdots,p_{n};T, t+ $\Delta$ t)+o( $\Delta$ t) (7)
このことから、つぎの関係式が成り立つ。
\displaystyle \frac{\partial}{\partial t}v_{n}^{k}(p_{1}, \cdots,p_{n\mathrm{i}}T, t)
= - $\lambda$\displaystyle \int_{01^{\max_{\leq i\leq N}\{p_{\mathrm{i}^{X}}+v_{n-1}(p_{1},\cdots,p_{i-1},p_{1+1},\cdots,p_{n-11}}}^{\infty}T-t, 0)\}dF(x)
+ $\lambda$ v_{n}^{k}(p_{1}, \cdots,p_{n};T, t) (8)
ただし、 v_{n}(p_{1}, \cdots,p_{n};T, T)=0 である。
確率的逐次割り当て問題 v_{n}(p_{1}, \cdots,p_{n};T, t) の最適政策と最適解は、Hardyの補
題を使えばつぎのようになる。
定理4 f_{1}^{n}(T, t) \geq f_{2}^{n}(T, t) \geq. . . \geq f_{n}^{n}(T, t)\geq 0 となる関数列 \{f_{\dot{l}}^{n}(T, t)\} が存在し
(1\leq i\leq n)、つぎの性質が成り立つ。
(1) f_{\dot{l}-1}^{n-1}(T, t) \geq  x \geq  f_{\dot{l}}^{n-1}(T, t) ならば、 i 番目の勉を割り当てることが最適で
ある。
(2) f_{\dot{l}}^{n}(T, t) はつぎの関係を満たす。
f_{\dot{l}}^{n}(T, t) =  $\lambda$ e^{ $\lambda$ t}
オ
$\tau$_{h_{\dot{l}}^{n}(T,t)e^{- $\lambda$ t}dt}
h_{\dot{l}}^{n}(T, t) = \displaystyle \int_{f_{l}^{n-1}(T-t,0)}^{f_{ $\iota$-1}^{n-1}(T-t,0)}xdF(x)+f_{i-1}^{n-1}(T-t, 0)(1-F(f_{i-1}^{n-1}(T-t, 0
+f_{\dot{l}}^{n-1}(T-t, 0)F(f_{i}^{n-1}(T-t, 0))
(3) 最適政策にしたがったときの総期待利得は、つぎのようになる。
v_{n}(p_{1}, \displaystyle \cdots,p_{n};T, t)=\sum_{i=1}^{n}p_{\dot{l}}f_{\dot{l}}^{n}(T, t)
4.1 割引率がある場合
前節では、計画期間を有限で T としたが、計画期間を無限期間とし、割引率  $\alpha$





\displaystyle \frac{\partial}{\partial t}v_{n}^{k}(p_{1}, \cdots,p_{n};t)
=-( $\lambda$+ $\alpha$)\displaystyle \int_{01}^{\infty}\max_{\leq i\leq N}\{p_{i}x+v_{n-1}(p_{1}, \cdots,p_{i-1},p_{1+1}, \cdots,p_{n-1};0)\}dF(x)
+ $\lambda$ v_{n}^{k}(p_{1}, \cdots,p_{n};t) (9)
ただし、 v_{n}(p_{1}, \cdots,p_{n};\infty)=0 である。
この場合も同じように最適政策と最適解を求めることが出来る。また、以下のモ




決定回数 (現れる仕事の数) が未知の確率的逐次割当問題を、Nakai[19] にしたがっ
て考える。  q= (q_{0}, q_{1}, q_{2}, \cdots ) を残りの決定回数N に関する事前情報とし、それぞ
れの決定機会が現れるまでの経過時間を表す確率変数 Z は互いに独立で、指数分
布にしたがうものとする。るを j 番目の仕事が現れるまでの時間とすれば、
P(ろ \leq t)=1-e - $\lambda$ t
となる。このとき、確率変数 Y を残りの仕事 N個のうち最初の仕事があらわれる
までの時間とすれば、
P(Y\leq t|N=k)=1-(e^{- $\lambda$ t})^{k}=1-e^{-k $\lambda$ t}
となる。
つぎに、 \overline{q}= (\overline{q}_{0}, \overline{q}_{1}, \overline{q}_{2}, \cdots) を最後に決定を行ってから t 時間後に仕事が現れた
とき、残りの仕事の数に関する事後情報とすれば、
-k $\lambda$ t\overline{q}_{k}=cq_{k+1}e
となる。ただし、 \displaystyle \sum_{k=0}^{n-1}\overline{q}_{k}=1 である。また、 q^{*} = (q_{0}^{*}, q_{1}^{*}, q_{2}^{*}, \cdots ) を最後に決定をし
てから t 時間のあいだに新たな仕事が現れないとき、残りの仕事の数に関する事後
情報は、
q_{k}^{*}=dq_{k}e -k $\lambda$ t
となる。ただし、 \displaystyle \sum_{k=0}^{n}q_{k}^{*}=1 である。
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5.2 決定回数が未知の確率的逐次割当問題
決定回数が未知の確率的逐次割当問題において、 q=(q_{0}, q_{1}, q_{2}, \cdots) を残りの仕
事の数に関する事前情報とし、 n を残り仕事数の最大値とする。新たな仕事が現れ
たときに仕事の x に対して、 p_{1}, p_{n} のどの p を割り当てるかを考える。このと
き、割り当てる p の数は残り仕事数の最大値と等しいと考えて一般性は失わない。
また、ここでは有限期間問題とし、割引率は考えない。
v_{n}(p_{1}, \cdots,p_{n};T, t, q) を最後の決定を行ったときの残存時間が Tのとき、残りの
仕事の数に関する情報が q で、残り仕事数の最大値を n とする。 t 時間経過後に
決定機会が現れたときに最適に振る舞って得られる総期待利得とする。さらに、
v_{n}^{k}(p_{1}, \cdots,p_{n};T, t, q) を最後の決定を行ったときの残存時間が T の時点で、残りの
仕事数に関する情報が q で、 p_{1}, p_{n} を割り当てるとき、 t 時間経過後に新たな
仕事が現れ、最適に振る舞って得られる総期待利得とする。
このとき、最適性の原理よりつぎの最適方程式が得られる。
v_{n}(p_{1}, \cdots,p_{n};T, t, q)=E_{N}[v_{n}^{N}(p_{1}, \cdots,p_{n};T, t, q)]
v_{n}^{k}(p_{1}, \displaystyle \cdots,p_{n};T, t, q)=k $\lambda \Delta$ t\int_{01}^{\infty}\max_{\leq i\leq N}\{p_{i}x
+E[v_{n-1}^{N-1}(p_{1}, \cdots,p_{i-1},p_{1+1}, \cdots,p_{n-1};T-t- $\Delta$ t, 0, \overline{q}))]\}dF(x)
+(1-k $\lambda \Delta$ t)v_{n}^{k}(p_{1}, \cdots,p_{n};T, t+ $\Delta$ t, q)+o( $\Delta$ t) (10)
ただし、 E は N に関する期待値であり、
E[v_{n-1}^{N-1}(p_{1}, \cdots,p_{i-1},p_{1+1}, \cdots,p_{n-1};T-t, 0, \overline{q}))]
=v_{n-1}(p\mathrm{i}, \cdots,Pi-1,p\mathrm{i}+1, \cdots,Pn-1;T-t, 0, \overline{q})
である。このことから、つぎの関係式が成り立つ。
\displaystyle \frac{\partial}{\partial t}v_{n}^{k}(p_{1}, \cdots,p_{n};T, t, q)
= k $\lambda$\displaystyle \int_{01\leq\dot{l}}^{\infty}\max_{\leq N}\{p_{i}x+v_{n-1}(p_{1}, \cdots,p_{i-1},p_{1+1}, \cdots,p_{n-1};T-t, 0,\overline{q})\}dF(x)
-k $\lambda$ v_{n}^{k}(p_{1}, \cdots,p_{n};T, t, q) (11)
ただし、 v_{n}^{k}(p\mathrm{i}, \cdots,p_{n};T, T, q)=0 である。
このとき、つぎの性質が成り立つ。
定理5 h_{1}^{n}(T, t, q) \geq h_{2}^{n}(T, t, q) \geq. . . \geq h_{n}^{n}(T, t, q) \geq 0 となる関数列 \{h_{i}^{n}(T, t, \mathrm{q})\}
が存在し (1 \leq i\leq n)、つぎの性質が成り立つ。
(1) h_{i-1}^{n-1}(T, t, q)\geq x\geq h_{i}^{n-1}(T, t, q) ならば、 i 番目の p_{i} を割り当てることが最適
である。
(2) h_{\dot{l}}^{n}(T, t, q) はつぎの関係を満たす。
h_{\dot{l}}^{n}(T, t, q)=\displaystyle \sum_{k=1}^{n}q_{k9_{\dot{l}}^{n,k}}^{*}(T, t, q)
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ただし、
g_{i}^{n.k}(T, t, q) = k $\lambda$ e^{k $\lambda$ t} オア f_{i}^{n}(T, t, q)e^{-k $\lambda$ t}dt
f_{\dot{l}}^{n}(T, t, q) = \displaystyle \int_{h_{l}^{n-1}(T-t,0,q)}^{h_{ $\iota$-1}^{n-1}(T-t,0,q)}xdF(x)
+h_{i-1}^{n-1}(T-t, 0, q)(1-F(h_{\dot{ $\iota$}-1}^{n-1}(T-t, 0, q
+h_{i}^{n-1}(T-t, 0, q)F(h_{i}^{n-1}(T-t, 0, q))
(3) 最適政策にしたがったときの総期待利得は、つぎのようになる。




仕事は一定の割合  $\lambda$ にしたがうボアソン過程にしたがって出現する。
 v_{n}(p_{1}, \cdots,p_{n};T, t) を最後の決定を行ったときの残存時間が T のとき、 t 時間経
過後に新たな仕事が現れ、最適に振る舞って得られる総期待利得とする。
このとき、最適性の原理よりつぎの再帰方程式が得られる。
v_{n}(p_{1}, \cdots,p_{n};T, t) (12)
= $\lambda \Delta$ t\displaystyle \int_{0^{\max\{_{1}\max_{\leq\dot{ $\iota$}\leq n}\{p_{\dot{l}}x+v_{n-1}(p_{1}}}^{\infty}, \cdots,p_{i-1},p_{1+1}, \cdots,p_{n-1};T-t- $\Delta$ t, 0
v_{n}(p_{1}, \cdots,p_{n};T-t- $\Delta$ t, 0)\}dF(x)
+(1- $\lambda \Delta$ t)v_{n}(p_{1}, \cdots,p_{n};T, t+ $\Delta$ t)+o( $\Delta$ t) (13)
このことから、つぎの関係式が成り立つ。
\displaystyle \frac{\partial}{\partial t}v_{n} (p_{1,}p_{n};T, t) (14)
=  $\lambda$\displaystyle \int_{0^{\max\{_{1}\max_{\leq\dot{ $\iota$}\leq n}\{p_{i}x+v_{n-1}(p_{1},\cdots,p_{i-1},p_{1+1}}}^{\infty}, \cdots,p_{n-1};T-t, 0
v_{n}(p_{1}, \cdots,p_{n};T-t, 0)\}dF(x)
- $\lambda$ v_{n}(p_{1}, \cdots,p_{n};T, t) (15)
ただし、 v_{n}(p_{1}, \cdots,p_{n\rangle}\cdot T, T)=0 である。
このとき、これまでと同様にしてつぎの性質が成り立つことが判る。
定理6 h_{1}(T, t) \geq h_{2}(T, t)\geq. . . \geq h_{n}(T, t)\geq. . . \geq 0 となる関数列 \{h_{i}(T, t)\} が存
在し (i=1,2,3, \cdots )、つぎの性質が成り立つ。
(1) h_{i-1}(T, t) \geq x\geq h_{i}(T, t) ならば、i‐th action pi を割り当てる。
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(2) h_{i}(T, t) はつぎの関係を満たす。
h_{i}(T, t) =  $\lambda$ e^{ $\lambda$ t}
オ
 $\tau$ f_{i}(T, t)e^{- $\lambda$}オdt




v_{n}(p_{1}, \displaystyle \cdots,p_{n};T, t)=\sum_{i=1}^{n}p_{i}h_{i}(T, t)
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