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Introduction
The Reformulation-Linearization Technique (RLT) developed by Sherali and Adams [10, 11] for 0-1 mixed-integer linear programming problems, and extended by Sherali and Adams [12] and Adams and Sherali [1] for general discrete linear optimization problems, constructs a hierarchy of polyhedral relaxations that spans the spectrum from the ordinary linear or continuous relaxation to the convex hull representation. Balas et al. [5] have utilized a specialized RLT process that invokes binary restrictions on a single variable at a time in the so-called lift-and-project technique based on disjunctive programming ideas (see [3, 4, 15, 16] ), and Lovasz and Schrijver [9] have developed enhanced relaxations through the inclusion of additional semi-definite restrictions in a similar approach. Extensions of RLT to continuous nonconvex programs with accompanying branch-and-cut solution algorithms have also been proposed by Sherali and Tuncbilek [18] , Audet et al. [2] , Sherali and Wang [19] .
In this paper, we show that the RLT theory developed for such problems applies identically to the semi-infinite case where the defining structural linear constraints are infinite in number. As a consequence, this permits us to extend RLT to 0-1 mixed-integer and general discrete bounded convex programs by initially writing such problems in an equivalent semi-infinite form, then applying the RLT process, and subsequently translating the resulting representation back to the original functional form (with finite constraints). This analysis recovers and extends the convex hull representations derived by Stubbs and Mehrotra [20] for 0-1 mixed-integer convex programming problems, and lends itself to a wider range of applications arising in robotics, optimal control, finance, and various chemical process and engineering design contexts (see [6, 20] ). This paper is organized as follows. We begin in Section 2 by discussing RLT relaxations leading to the convex hull representation for linear 0-1 mixed-integer semi-infinite programs, and then extend this to the case of 0-1 mixed-integer convex programs in Section 3. Thereafter, Section 4 addresses the situation where, in lieu of binary variables, we have general integer or discrete variables. In the foregoing discussion, we also derive explicit formulations of the first-level RLT relaxations for convex programs, which are of particular practical significance. Finally, Section 5 provides two illustrative examples, and Section 6 closes the paper with a summary and recommendations for further research.
Semi-infinite 0-1 linear mixed-integer programs
Consider the following constraint set of a linear semi-infinite mixed-integer program:
Here, x ∈ R n is partitioned into a vector of binary variables x C comprising x j for j ∈ C ⊆ {1, . . . , n}, and a vector of continuous variables x R comprising x j for j ∈ R ≡ {1, . . . , n} − C , where the latter are assumed to be bounded and scaled for convenience on the interval [0, 1] , with e being a vector of |R|-ones. Furthermore, the first set of structural constraints are infinite in number and are parameterized by a variable α ranging over a set Y ⊆ R, whereã j : Y → R,Ã R : Y → R |R| , and b : Y → R, and where the superscript T denotes the transpose operation. For the sake of clarity and simplicity in notation, we shall suppress the parameter α ∈ Y and the functional forms ofã j (α),Ã R (α), andb(α) by rewriting S in a more compact form as follows:
where a j and b represent infinite (column) vectors having respective componentsã j (α) andb(α) for α ∈ Y , and where A R represents a semi-infinite matrix having rows corresponding toÃ
We shall adopt such a compact notation with a similar understanding for all semi-infinite constraint sets throughout this paper.
We begin our discussion by describing an RLT process for constructing the convex hull of S, denoted by conv(S). Following [10, 11] , we define the polynomial factors
for all J ⊆ C , whereJ ≡ C −J, and apply the reformulation phase of RLT to (1) by multiplying each of the defining inequalities in (1) by each F (J), for J ⊆ C , replacing x 2 j by x j (i.e., setting x j (1 − x j ) = 0) for each j ∈ C in this multiplication process, and including the nonnegativity restrictions F (J) ≥ 0 for all J ⊆ C . This yields the following representation (where the binary restrictions on x j for j ∈ C are now relaxed):
Next, we linearize system (3) by substituting
for all J ⊆ C , where we also define
Denoting by f (J) and f R (J) the linearized versions of F (J) and x R F (J), respectively, under the substitutions (4) for each J ⊆ C , system (3) transforms to the following linear semi-infinite constraint set by virtue of this RLT process:
Denoting S RLT = {x | (5a)-(5c)} , the main result of this section given below establishes that, similarly to the finitelyconstrained case, S RLT produces the convex hull representation of S.
Proof. Consider the transformation
As proven in [11] , each of (6a) and (6b) defines a nonsingular affine transformation with inverse
In addition to applying the transformation (6) to (5), we also include the definitional identities delineated in (4b), which translate via (7) to the following:
Hence, under the transformation (6), and using (8), the set S RLT given by (5) can be equivalently rewritten as S RLT = {x | (9a)-(9d)}, where
Now, observe from (1) that
Hence, associating a convex combination weight λ J with each set in the union above and creating a copy, x J , of the variable x for each such set, where
we have by the definition of convex hull (see [6] ) that conv(S) = {x | (10a)-(10d)}, where
we can equivalently multiply the constraints (10c) and (10d) through by their respective λ J -variables to get
Now, observe that x J R always appears in a product form x J R λ J within (11) for each J ⊆ C . Hence, we can equivalently write a variable y RJ in place of x J R λ J for each J ⊆ C in the representation (11) to get
which is precisely S RLT as defined by (9) .
Remark 1.
Note that in the foregoing discussion, we can construct a partial convex hull representation with respect to enforcing binary restrictions on the variables in any subset of C in a likewise fashion by simply treating the remaining variables as continuous. Hence, the above convex hull representation can be constructed by sequentially convexifying S with respect to one variable x j , j ∈ C , at a time as done by Balas et al. [5] for the finitely-constrained case, but without the necessity of interposing a projection operation that is described in the above-mentioned paper between each such convexification step.
Remark 2. Likewise, we can construct a hierarchy of relaxations as in [10, 11] spanning the levels d = 0, 1, . . . , |C|, where d = 0 corresponds to the ordinary linear programming relaxation, d = |C| corresponds to S RLT given by (5) , and for any other d ∈ {1, . . . , |C| − 1}, the corresponding relaxation at level d is constructed as follows. In essence, we first convexify S with respect to each subset of d binary variables selected from {x j for j ∈ C } by using the corresponding representation of type (5) that is derived from (1), with ''C '' representing the d selected binary variables and ''R'' denoting the remaining n − d variables, and then we concatenate these representations together while equating (or using a common set of) the higher dimensional RLT variables defined by (4) that represent the same nonlinear product term. We illustrate this approach by deriving certain first-level RLT relaxations, in particular, in Sections 3.1 and 4.3.
Remark 3.
Other simplifications and generalizations of the RLT process applied to S can also be derived, depending on the problem structure [17] . If the defining inequalities of (1) imply ∀j ∈ C (0 ≤ x j ≤ 1), then the inequalities (3c) are implied by (3a), and consequently the inequalities (5c) are implied by (5a), as shown in [10, 11] for the finitely-constrained case. Also, observe that, since the set S RLT of (5) defines the convex hull of S in (1), a linear function in x can be optimized over S by solving a semi-infinite linear program over (5) . Polynomial functions that are linear in x R when x C is fixed can likewise be optimized as semi-infinite linear programs over (5) by substituting (4a) to linearize the objective function. Observe also that such problems can be transformed to semi-infinite linear programs over the set (9) by adopting the nonsingular affine transformation embodied by (6) and (7).
Convex mixed-integer 0-1 programs
In this section, we consider a mixed-integer 0-1 set S g defined in terms of bounded-valued, convex functions
where each set G i ≡ {x : g i (x) ≤ 0} is nonempty and compact for i ∈ M, and where the remaining notation in (12) is similar to that defined for (1) . For simplicity in discussion, we assume that g i for i ∈ M are also differentiable (else, we can equivalently use subdifferentials below). Furthermore, let ∂G i denote the boundary of G i as given by ∂G i ≡ {x | g i (x) = 0} for each i ∈ M. Then, by the first-order characterization of convexity (see [6] ), we can represent each set G i as
for i ∈ M. This can be written more conveniently as the semi-infinite constraint set
for each i ∈ M, where denoting the components of ∇g i (x) as ∇g ij (x) corresponding to partials of g i with respect to x j for j ∈ C , and ∇g iR (x) for partials of g i with respect to x R , we have that a
. Accordingly, the set S g defined in (12) can be rewritten as follows:
Noting the corresponding form of the set S defined in (1) and applying RLT to S g given by (14) , we get as in the proof of Theorem 1 that the set S gRLT , which corresponds to S RLT of Eq. (5), produces conv(S g ), where similarly to (9), we have,
For convenience in representation, define the vector
for each J ⊆ C , where ∀J ⊆ C and ∀j ∈ C , we have
Using (16), we can rewrite (15) more compactly as follows: conv(S g ) ≡ {x | (17a)-(17e)}, where
Now, for each i ∈ M and any J ⊆ C , consider (17a). Using (13a) and (13b), this is of the form
Note that when λ J = 0, we have from (17b) and (17d) that y J = 0, whence (18) is null (of the type 0 ≤ 0). Hence, (18) is relevant only when λ J > 0, and in this case, it is of the form
Hence, we can write (17a) as
Accordingly, following [20] , define the function
Note that by scaling (19) by multiplying it by λ J > 0 in the first case in (20), we ensure that h i is continuous since then, by the boundedness of g i , we have that λ J g i (y J /λ J ) → 0 as λ J → 0 + . However, h i is not differentiable at the origin, although as proven in [20] , it does retain the convexity property. Performing this scaling operation and using (19) and (20), we can therefore rewrite (17) as follows:
Remark 4. The key step to applying the RLT and obtaining the convex hull of (12) was to express each convex region g i (x) ≤ 0 in terms of (an infinite number of) linear functions of x as in (13a), so that the multiplication of the factors F (J)
of (2) for J ⊆ C with these functions yields special polynomials of the form F (J) and x j F (J) for j ∈ R. Provided that these same types of polynomial forms result, it is not necessary that the approximations be linear as in (13a), nor is it necessary that the functions g i (x) be convex. In the convex case, it may be more economical to express a region g i (x) ≤ 0 using polynomials of the form F (J) for J ⊆ C , than using linear functions. In addition, polynomial functions can be used to model certain nonconvex regions. The simplest such cases occur when the functions g i (x) are linear combinations of the functions F (J) and x j F (J) for j ∈ R, so that the standard RLT for mixed 0-1 polynomial programs can be employed. Of course, as in Remark 3, additional identities of (7) not found in (17e) must be included within (21) to recover polynomial terms.
First-level RLT representation
As propounded in Remark 2, it is of particular practical interest to examine the first-level RLT representation for S g since the size and structure of this enhanced reformulation are well-suited for use in specific applications (see [12] ). We therefore present here an explicit formulation of this first-level representation, denoted by S gRLT −1 . Following the schema outlined in Remark 2, let us first apply (21) to convexify S g with respect to a single variable x j for any j ∈ C . This yields the following convex hull representation, noting that we now need to consider J ∈ {∅, {j}}, yielding respective λ J denoted below by λ ∅ and λ j , and corresponding vectors y J denoted as y ∅ and y j , say.
To rewrite (22) in a more traditional RLT form, note from (22d) and (22e) that y j j = λ j = x j , and so from (22c) that
Accordingly, (22) reduces to the following representation.
Now, as described in Remark 2, concatenating (23) for all j ∈ C , and recognizing from (23b) that w jk represents the product term x j x k , we obtain the following first-level RLT representation S gRLT −1 , where for notational convenience, we denote
so that the product term x j x k is represented by a single variable w (jk) .
Remark 5. Note that in the nonlinear expressions in (25a) and (25b) that stem from the functional form of h i for i ∈ M, whenever possible, we can further tighten the representation by using the fact that x q j = x j for each j ∈ C , q > 0, and that w jk represents the product term x j x k for each j ∈ C , k > j. We illustrate this feature later in Section 5.
Extensions to general discrete sets
In this section, in lieu of the binary restrictions on the variables x j , j ∈ C , we consider more general discrete restrictions of the type
for each j ∈ C ⊆ {1, . . . , n}, where K j ≥ 2 is an integer and θ jk ∈ R for all j, k. We assume without loss of generality, for each j ∈ C , that θ jk = θ j for any k and with k = . We refer to problems that contain such general discrete variables in addition to continuous variables such as mixed-discrete programs.
We begin in Section 4.1 by considering a semi-infinite linear constraint set that accommodates (26), and then extend this to the case of convex constraints in Section 4.2, similarly to the respective cases analyzed in Sections 2 and 3. Finally, as motivated in Section 3.1, for practical applications of this theory, we present in Section 4.3 an explicit representation of the first-level RLT relaxation for the convex-constrained mixed-discrete set.
Semi-infinite linear mixed-discrete sets
Analogous to (1) , and using the same notation therein under the more general restrictions (26), consider the following mixed-discrete set:
Note that we can use binary variables γ jk defined as γ jk = 1 if x j = θ jk , and 0 otherwise, for each k = 1, . . . , K j and j ∈ C , in order to rewrite S D as follows by representing each x j as the binary-weighted sum K j k=1 θ jk γ jk , where the corresponding binary variables γ jk for k = 1, . . . , K j sum to one:
Observe that (28) is a linear mixed-integer 0-1 constraint set for which Theorem 1 applies. Consequently, following [12, (Chapter 4)], and applying the special-structured RLT process described in [13] in order to exploit the generalized upper bounding (GUB) constraints present in (28d), we can construct conv(S D ). Similarly to (9), the resulting convex hull representation can essentially be written as follows.
Denote by Z the Cartesian product {1, . . . , K 1 }×{1, . . . , K 2 }×· · ·×{1, . . . , K |C| } so that |Z| = |C| j=1 K j , and let each J ∈ Z be denoted by {k 1J , k 2J , . . . , k |C|J }. Then, similarly to (9), we can derive the |C|th-level RLT representation to yield conv(S D ), which can be stated in the following form. Here, however, for each J ∈ Z , the variables λ J and y RJ denote the linearized forms of the products |C| j=1 γ jk jJ and x R |C| j=1 γ jk jJ , respectively, as opposed to f (J) and f R (J) as in (6) , and the variables y j,J are defined as in (29c) for all j ∈ C , J ∈ Z , as opposed to (16) .
Convex mixed-discrete sets
We now provide an extension of the foregoing convex hull construction for the set given below in terms of the convex functions g i for i ∈ M:
where the assumptions enunciated on g i for i ∈ M in Section 3 continue to hold here as well. Writing each set G i ≡ {x | g i (x) ≤ 0} for i ∈ M as in (13a) and (13b), accommodating this into (30) similarly to Eq. (14) , and then applying (29), yield the following representation, analogous to (21):
where h i (y J , λ J ) is defined by (20) for each i ∈ M.
First-level RLT representation for the convex-constrained case
We now consider S Dg as given by (30) and use the approach described in Remark 2 to construct the first-level RLT representation. To begin with, as in (28), let us rewrite S Dg as follows: represents γ k for all λ ∈ C , λ = j, k = 1, . . . , K . With this construct, the representation (31) yields the following set of constraints for describing the partial convex hull of (32) with respect to the variables γ jk for k = 1, . . . , K j , where (34a) corresponds to the first set of constraints in (31) (or to (29a)), (34.1b)-(34.4b) correspond to (29b) written for the respective constraints (32b)-(32e), (34c) corresponds to (29c), (34.1d)-(34.4d) correspond to (29d) where the original variables are recovered via their associated higher-order RLT variables defined in (33), and (34e) corresponds to (29e).
(34e)
Remark 6. It is instructive to see how (34) is produced by the special-structured RLT (SSRLT) process described in [13] (see also [12] , Chapter 4) for this process), except for (34a), which is derived by the discussion in the present paper. Below, we identify the RLT multiplication process (denoted by '' * '' against the corresponding equation below) that yields each constraint in (34) upon using the identities
and substituting (33) to linearize the resulting nonlinear terms.
Remark 7.
Observe that when constructing the convex hull representation with respect to a single variable x j , in lieu of using the expanded representation (32), we could instead have used the following representation, which recognizes that for each ∈ C , = j, when γ k for k = 1, . . . , K are declared to be continuous, we essentially restrict
We could have then applied (31) to S j Dg in order to construct conv(S j Dg ) in a manner similar to that described above to obtain a somewhat simpler representation of this convex hull than that given by (34). However, when constructing the first-level RLT representation as discussed in Remark 2 by concatenating the partial convex hull representations with respect to each x j for j ∈ C , it is more appropriate to use a common formulation S Dg for constructing each such partial convex hull representation, which would then facilitate the additional tightening by equating the common φ-variables of type (33) 
Also, for notational convenience, similarly to (24), let us denote
for each j ∈ C , and ∈ C with j = , and for all k = 1, . . . , K j , k = 1, . . . , K . Then, by directly applying (34) for each j ∈ C and using (36), we get the following first-level RLT representation, noting also in this context that (34.3b) and (34.4d) now merge into (37d).
Remark 8. For finitely-constrained linear mixed-discrete sets, Sherali and Adams [12, (Chapter 4)], and Adams and Sherali [1] describe an equivalent RLT process that operates directly in the x-variable space, as opposed to constructing a binary representation as in (32) and then operating in the (x, γ )-space. This is done through the use of Lagrange interpolating polynomials (LIPs) defined as
for each j ∈ C , k = 1, . . . , K j . Here, we use the concise notation L jk to represent the polynomial function L jk (x j ) of degree K j − 1 in the variable x j . Note that L jk = 1 whenever x j = θ jk , and L jk = 0 whenever x j = θ jp for any p ∈ {1, . . . , K j }, p = k. As such, then, L jk precisely plays the same role as does γ jk in the above analysis, except that it automatically enforces the foregoing 0-1 identities by virtue of the algebraic expressions in (38). However, these algebraic expressions create nonlinear products among the x-variables, which would need to be linearized in the ensuing first-level RLT representation given in the following by substituting a new variable for each nonlinear term specified below:
for each j ∈ C , ∈ C , j < , where x
T for each j ∈ C , and where ⊗ denotes the Kronecker product (see [7] -here, for two vectors v On the other hand, the algebraic nature of the LIPs directly implies the following identities (see [7] , for example):
The LIP-based representation of the first-level RLT representation would then be precisely given by (37), but under the identities
along with simplifications due to (40). This yields the following first-level RLT representation S DgRLT -1 as an alternative to (37):
Note that we have retained γ jk for all j, k, in lieu of substituting this out using (42f) for the sake of retaining simplicity in the form of (42a), as well as for convenience in (42h). (This latter restriction would be dropped in the first-level relaxation, but is necessary for maintaining an equivalence of the first-level representation to the original constraint set.) Likewise, for clarity, we have retained (37b) and (37f) as (42b) and (42c), respectively. Moreover, Eqs. (37c) and (37e) simplify to (42d) and (42e), respectively, noting (33) and (41) (and applying (40)). The constraints (37d) and (37g)-(37i) are all implied by (42c)-(42f), noting (40) and the form of the φ-variables in (41), where the nonnegativity on the latter variables is explicitly included as the structural constraints (42g). We illustrate the application of both (37) and (42) in the following section.
Illustrative examples
In this section, we illustrate the application of the first-level representations (25) and {(37) or (42)} developed respectively in Sections 3 and 4 for convex-constrained 0-1 mixed-integer and general mixed-discrete sets.
Illustration for a 0-1 mixed-integer set
Consider the following set S g of type (12):
Since we have only one binary variable, the first-level RLT representation S gRLT −1 should produce conv(S g ). Hence, relaxing (25d), this representation is given by (25) as follows:
where h is defined by (20) . Note from (20) that
Hence, we can rewrite (44a) equivalently as follows:
which automatically yields zero on the left-hand side when x 1 = 1 by (44c), whence w 1k = x k for k = 2, 3. Similarly, (44b)
can be equivalently rewritten as
Substituting (45a) and (45b) to (44), we get that conv(S g ) is given as follows:
Using Remark 3, we can further simplify (46a) and (46b) by noting the valid identities:
The representation (46) therefore simplifies to the following under (47):
It is interesting to see the form of (48a) and (48b) under the identity w 1k = x 1 x k , for k = 2, 3, which must hold at any extreme point in this convex hull representation. Noting in this case that
, and likewise, w 1k = x k x 1 and w 2 1k = x 2 k x 1 in (48b), the constraints (48a) and (48b) respectively simplify to ≤ 0 must hold true as x 1 varies in [0, 1] . Noting that this inequality implies that 0 ≤ x k ≤ 1 for k = 2, 3, the convex hull representation is essentially given by
which is depicted in Fig. 1 . 
Illustration for a mixed-discrete set
Consider the following set S Dg of type (30): (52d)
where we have relaxed the γ -variables to be continuous since we expect to obtain the convex hull representation at levelone for this single discrete variable case, and where, by (20) , we get for each k = 1, 2, 3,
Noting from (52b) and (52c) that y (54) Now, let us simplify this representation by combining (54) with (52b) and (52c). Noting (52c), we get that (54) 
It is readily verified that this defines the convex hull representation depicted in Fig. 2 . Finally, let us illustrate the LIP-based representation (42). Note that from (38), in this case, the LIPs are given as follows:
(57b) 
Comparing the forms of (37) and (42), we get that the latter representation is given by (56) with the additional identities (58), which in turn then imply (56c) and (56d). Therefore, S DgRLT -1 in the form (42) would be given as follows: 0 ≤ y 
This is equivalent to (56), and therefore also produces the convex hull representation, and can be further simplified if necessary by eliminating the γ 1k -variables by using the identities (59c).
Summary and further research
In this paper, we have shown that the RLT methodology proposed by Sherali and Adams [10] [11] [12] (see also [1] ) for constructing a hierarchy of relaxations leading from the continuous relaxation to the convex hull representation as applied to both finite linear 0-1 mixed-integer and general mixed-discrete programs extends to semi-infinite models as well. A direct use of this construct is that we can represent bounded 0-1 mixed-integer and mixed-discrete convex programs as such semiinfinite programs by using suitable supporting functionals, to which the RLT methodology can then be applied. We showed that such an application produces a structure that can be translated back to a finitely-constrained representation in terms of the original convex functions. At the highest-level of the RLT hierarchy for both 0-1 and general mixed-discrete convex programs, this produces the convex hull representation, recovering the formulation presented by Stubbs and Mehrotra [20] for the special case of 0-1 mixed-integer programs. For particular use in practice, we presented specialized forms of the first-level RLT representations for convex-constrained 0-1 mixed-integer and general mixed-discrete sets, and illustrated these via two examples.
For future research, we propose a further enhancement of the proposed reformulations using semi-definite constructs (see [9] for modeling semi-definite relaxations, and [14] for related classes of semi-definite cuts). We also recommend the investigation of model reformulations using the foregoing RLT concepts for specially structured discrete convex programs that arise in different specific applications, as well as a computational study to explore the efficacy of implementing such automatic reformulation techniques. In this connection, we note that Stubbs and Mehrotra [20] have presented some encouraging preliminary computational results using the partial first-level RLT relaxation constructed for the most fractional variable in the node-zero continuous relaxation in order to iteratively generate rounds of cuts for tightening the representation of certain mixed-integer 0-1 convex programs. Of the four problems tested, three instances were solved at node-zero itself while the fourth closed the initial gap between the optimal value and the node-zero relaxation value by 99.5%. Furthermore, the ideas developed in [13, 8, 17] for generating effective reduced-size RLT relaxations might also be particularly useful in designing suitable implementation strategies.
