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Abstract. The automatic generation of medleys, i.e., musical pieces
formed by different songs concatenated via smooth transitions, is not
well studied in the current literature. To facilitate research on this topic,
we make available a dataset called Medley2K that consists of 2, 000 med-
leys and 7, 712 labeled transitions. Our dataset features a rich variety of
song transitions across different music genres. We provide a detailed de-
scription of this dataset and validate it by training a state-of-the-art
generative model in the task of generating transitions between songs.
1 Introduction
Automatic music generation has undergone major development in the last few
years, thanks to the progress of deep learning. Indeed, previous studies have
demonstrated the ability of deep learning models to generate pleasant music in
many different applications Yang et al. (2017); Dong and Yang (2018); van den
Oord et al. (2016); Waite et al. (2016); Pati et al. (2019); Boulanger-Lewandowski
et al. (2012); Briot et al. (2019); Brunner et al. (2018); Huang et al. (2019); Mo-
gren (2016). To perform well, these models need large amounts of training data
and, depending on the application, collecting such data may not be a trivial task.
In this work, we contribute to the growing field of automatic music generation
by presenting Medley2K, a new dataset for MIDI medley composition.
A medley is a special type of music piece that is formed by connecting dif-
ferent songs through specifically crafted musical transitions. Despite the pop-
ularity of medleys, existing literature has not addressed transition generation,
yet. One reason for this is the lack of medley-specific datasets, which hampers
progress in this field. Collecting such a dataset is challenging since it requires
precise annotations of the transitions between individual songs. Our dataset con-
tains machine-readable labeled transitions extracted from 2000 human-curated
medleys. In this work, we give a complete description of Medley2K, and we em-
pirically show that it can be used to train deep generative models for medley
transition generation.
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2 Related Work
Although a considerably large number of datasets for music modeling are publicly
available (a sample collection can be found here1), none of those datasets is tai-
lored to medley composition. In particular, the name-related MedleyDB dataset
(Bittner et al., 2014, 2016) contains polytrack music of single songs rather than
medleys. Conversely, our dataset consists of medley pieces with detailed labels
on the transition points in order to foster further work on automatic medley
composition.
3 Dataset: Medley2K
Medley2K is a new dataset that consists of 2000 human-created medleys crawled
from the website musescore.com with a total of 10, 269 transitions. All medleys
are licensed as shareable, while only a subset is available for commercial use. The
dataset contains a rich variety of medleys spanning across several paces, musical
scales, and genres. The medleys are on average 6 minutes long with 17.47 key
changes and 9.99 tempo changes. Furthermore, the medleys in the dataset have
rich instrumentation, featuring an average of 7.65 different instruments. Addi-
tionally, as seen in Figure 2a, all instruments except for the “Acoustic Grand
Piano” occur in less than 10% of medleys, which means that the instrumenta-
tion varies largely across samples. The medleys from musecore come as MIDI
files, together with PDF scoresheets and a machine-readable MXL file. Typically,
composers annotate the point in time where one song in the medley transitions
into the next in the scoresheet. These transitions usually start at the beginning
of a new bar. We parse the MXL file for annotation indicating such transitions
points. To ensure data quality, we filter annotations that do not indicate a tran-
sition; in particular, we ignore annotations of numbers, musical symbols (such
as ♩), or a manually defined blacklist of musical expressions (such as “vivante”).
We evaluate the quality of this extraction method on 30 medleys manually
labeled, with a total of 205 actual transitions. Table 1 shows the confusion ma-
trix between the actual transition points and the labels given by our extraction
method. Overall, the automated extraction achieves a precision of 90.70% and
a recall of 57.07%. Note that the high precision value indicates that what we
identify as a transition (and will potentially feed into a machine learning model)
is very likely a genuine transition. The recall means that we can still extract
more transition points, i.e., assuming the method has a similar recall over the
whole dataset we could find around 18, 000 transitions. Thus, the labeling —
while not complete — is of high quality.
1 https://ismir.net/resources/datasets
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True Positive True Negative
Predicted Positive 117 12
Predicted Negative 88 4370
Table 1. Validation of Labeling Process
Next, we examine the notes around the transition point. We observe that
for a large fraction of transitions (around 30%) the music around the transition
point contains only silence or a single long-held note. These samples cannot be
used to learn transitions that consist of more than one note. Since we want to
focus on musically pleasant transitions with different notes, we filter the data
by looking at the two half bars preceding and the two half bars following the
transition point. If a new note starts in either of those four half bars, we keep
the transition, otherwise we discard it. This way, each transition consists of at
least four played notes. In Figure 2b we show in more detail the number of notes
played. The filtered transitions have a high variety of notes ranging from four
to more than 60 notes. After this postprocessing, we compose the final dataset
with a total of 7, 712 labeled transitions.
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(a) Instrumentation distribution. Every
bar corresponds to one instrument; the
first bar is “Acoustic Grand Piano”.
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(b) Frequencies of notes played after
postprocessing. Every bar corresponds
to one number.
4 Experimental Evaluation
In this section, we conduct an experimental study on the validity of the Med-
ley2K dataset for automatic medley composition. To this end, we use a deep
neural model that learns to generate Medley transitions as a specialization of
the task of filling gaps in music — also called music inpainting. We build on
the InpaintNet architecture by Pati et al. (2019) and extend it to support poly-
phonic music while keeping the same hyperparameters. Given that some internal
components of the InpaintNet architecture are tailored to 4/4 beats, we omit in
this experiment all transitions with a different beat, resulting in 4, 662 transition
points. For each transition, we generate a sample by taking the four bars around
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the label plus the four bars preceding (past context) and following (future con-
text) the transition point, i.e., 12 bars in total. We encode the data from our
Medley2K dataset with a scheme similar to Hadjeres et al. (2017), except that in-
stead of using one symbol for holding the previous note, we use one extra symbol
per note to denote “Hold”. Although it doubles the number of classes, we found
that this encoding reduces class imbalance and improves model performance.
To validate our dataset, we compare two models, one trained with transition
data and one trained with arbitrary portions of music from the dataset. We
split the transition data into 80/10/10 for training, validation, and test, where
the test data is used to evaluate both models. Furthermore, for each model, we
consider two training sets, one consisting of 100% of the training transitions (or
the equivalent number of samples of arbitrary music), and one with 50% of the
samples. The results of these experiments are shown in Figure 2, which shows
that given the same amount of data, training on transition data yields better
performance on the test set than arbitrary music. In fact, even using only 50% of
the transition training is better than using twice as much data of arbitrary music,
which demonstrates that training on transitions largely benefits the automatic
composition of medleys. This validates our Medley2K dataset as a valuable tool
for further work in automatic medley generation.
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Fig. 2. Performance (NLL loss) of the generative model. Solid lines denote full training
sets, dotted lines half training sets. Training on transitions only (bottom lines) achieves
better results than training on general music (top lines).
5 Conclusion
We make available2 the first dataset for medley composition of MIDI music.
The dataset has a rich variety of music pieces, instrumentation, key changes,
and tempos. We provide machine-readable labels for 7, 712 transition points and
validate the dataset by demonstrating its ability to train a state-of-the-art model
for music generation. We expect that this dataset will encourage further research
in the field of medley generation and automatic medley detection.
2 https://polybox.ethz.ch/index.php/s/STSczoZ2e0IcoVf
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