



















































































servidores  de  diferentes  características  que  soportan  sitios  Web  del  ámbito  académico, 



































ficheros,  la  distribución  del  tamaño  de  los  ficheros,  el  comportamiento  de  los  ficheros 
referenciados, y la distribución de las peticiones al servidor. A través de su estudio, se hace 
















algunos  de  ellos  han  intentado  establecer  unos  parámetros  de  referencia  comunes 
(invariantes) que se cumplan para servidores Web de diferentes ámbitos y de esta manera 
puedan servir para caracterizarlos [1][19]. En base a estos estudios, se han hecho revisiones 










sitios  Web  diferentes  que  hoy  en  día  siguen  en  funcionamiento,  uno  perteneciente  a  la 
Universidad Católica de Valencia (http://www.ucv.es) y el otro a la Escuela de Informática 














web  de  ámbito  académico,  pero  relacionados  con  éste  surgen  otros  objetivos  a  su  vez 
necesarios para alcanzar el objetivo principal:  






El  documento  se  estructura  de  la  siguiente  manera:  En  primer  lugar,  se  hace  una 















de  trabajo  estaba  compuesta  básicamente  de  trabajos  por  lotes  y  transacciones  hasta  los 
sistemas actuales donde las redes de computadores y los sistemas compartidos han cambiado 
la visión de los usuarios hacia estos sistemas.  
Los  nuevos  servicios  proporcionados  en  Internet,  como  el  World  Wide  Web,  han 




















junto  a  Fan  Zhang  y  Perwez  Shahabuddin,  de  la  Universidad  de  Columbia,  describen  un 
enfoque  estadístico  para  caracterizar  el  funcionamiento  normal  de  un  sistema  durante  un 
período de tiempo variando las cargas de trabajo en un servidor Web. Para ello, se consideran 







Como  estudio  de  referencia  en  la  caracterización  de  la  actividad  soportada  por 
servidores web puede considerarse el publicado por Arlitt y Williamson en 1996 [1]. A partir de 
la idea de obtener información a partir de los accesos realizados a un sitio Web alojado en un 





de  aciertos,  tipos  de  fichero,  tamaño  de  transferencia  medio,  disparidad  de  peticiones, 
referencias únicas, distribución de objetos por tamaño, concentración de referencias, tiempo 
entre referencias, localidad y distribución geográfica de las peticiones. En el estudio [1] estos 
invariantes  se  consideran  importantes  ya  que  pueden  presentarse  como  potencialmente 
ciertos para todos los servidores Web de Internet.  
Además, se expone que las características de la carga de trabajo (invariantes) pueden 
utilizarse  para  identificar,  a  partir  de  los  resultados  obtenidos  del  número  de  ficheros 
referenciados  una  sola  vez  y  de  que  no  todos  los  conjuntos  de  datos  presentan  localidad 

































había  aumentado  más  de  30  veces  entre  los  años  1994  y  2004,  no  existían  cambios 
sustanciales en las características de la carga de trabajo soportada por los servidores Web en 
los últimos 10 años. La mejora de los mecanismos de caching Web y otras tecnologías nuevas 






















propuestos  por  Arlitt  y  Williamson  más  de  una  década  antes,  aplicando  el  análisis  en  el 























del  sitio  se  incrementó  significativamente  en  términos  de  peticiones  recibidas  y  de  bytes 
servidos. En el estudio se procedió al análisis de los tipos de peticiones y respuestas, y se 
caracterizó  la  distribución  del  tráfico  en  base  a  la  medida  de  las  peticiones,  el  tiempo  de 
































los  usuarios  en  la  transferencia  de  ficheros,  el  efecto  de  usuario  thinking  time,  y  la 
superimposición de muchas de esas transferencias en una red de área local. 






sesión  Web  particular  son  heavy‐tailed,  lo  cual  es  una  característica  esencial  de  los 
mecanismos  propuestos  para  la  autosimilitud  de  tráfico.  En  particular,  se  argumenta  que 
muchas características del uso de la Web pueden ser modeladas usando distribuciones heavy‐
tailed,  incluyendo  la  distribución  de  los  períodos  de  transferencia,  la  distribución  de  las 









con  respecto  a  un  servidor  Web,  tomando  como  base  la  información  que  puede  ser 
determinada  por  el  servidor.  Los  usuarios  con  conectividad  “pobre”  pueden  elegir  no 
permanecer en un sitio Web si se tarda mucho tiempo en recibir una página, incluso aunque el 
cuello  de  botella  no  esté  provocado  por  el  servidor  Web  del  sitio.  Se  exploran  varias 
consideraciones que podrían ser utilizadas por un servidor Web para caracterizar a un cliente: 


















para  realzar  las  capacidades  analíticas  de  las  herramientas  estadísticas  conocidas.  En  el 




navegación,  lo  que  supone  el  descubrimiento  automático  de  patrones  de  acceso  de  los 
usuarios a partir de uno o más servidores Web. Los objetivos del Web usage mining pueden 






gestión  de  seguridad.  La  reconstrucción  de  los  patrones  de  navegación  de  los  usuarios  es 
relevante tanto para personalizar el contenido presentado al usuario como para mejorar la 
estructura del sitio Web. 





























los  accesos  del  sitio  Web,  y  cuyo  comportamiento  proporciona  elementos  para  medir  la 
evolución del sitio Web. A partir de ello, por un lado se establece una localidad de conjunto de 
trabajo,  definido  como  el  porcentaje  del  conjunto  de  trabajo  que  los  ficheros  más 
frecuentemente accedidos ocupan, obteniendo un porcentaje específico del número total de 











más  importantes  es  la  progresiva  introducción  de  contenido  dinámico,  así  como  la 










proporcionar  pruebas  para  saber  si  se  necesitan  técnicas  de  composición  de  objetos,  y  si 
pueden resultar beneficiosas (dar el cliente específico y las características de contenido); y 
segundo,  que  esa  caracterización  puede  dar  nuevas  ideas  en  la  mejora  del  servicio  de 
contenido  dinámico  y  personalizado.  En  el  estudio  se  verifica  tanto  la  necesidad  como  el 




















contenidos  dinámicos  de  las  Webs  tanto  en  términos  de  parámetros  independientes  tales 
como la distribución de los tamaños de los objetos y sus tiempos de “frescura”, como también 



































trabajo  sintéticas,  obteniendo  una  nueva  percepción  dentro  del  diseño  de  las  redes  de 
distribución de contenidos de streaming y cuantificando qué cantidad de ancho de banda de 
servidor  puede  ser  reservada  en  entornos  educativos  interactivos  usando  métodos  de 
streaming multicast desarrollados para el contenido almacenado. 
En  los  servidores  analizados  en  [20],  los  tiempos  entre  peticiones  recibidas 
representan  una  distribución  heavy‐tailed  como  Pareto
5,  de  la  misma  manera  que  en 















una  sobrecarga  de  escritura  en  disco.  Tras  el  análisis  realizado  se  obtuvo  que  en  muchas 
ocasiones un fichero multimedia no es solicitado hasta varias horas después de haberlo sido, 






















Papageorgiou  presentan  un  estudio  de  caracterización  de  motores  de  búsqueda  en  que 
analizan las peticiones de los crawler que deriva en la percepción de su comportamiento y 
estrategia.  Se  proponen  una  serie  de  métricas  sencillas  que  describen  características 










Para  caracterizar  el  comportamiento  de  los  crawlers  objeto  del  estudio  (Google, 
Altavista,  Inktomi,  FastSearch  y  CiteSeer)  se  examinaron  diversos  aspectos:  1)  las 
características  de  tráfico  http  inducidas  por  los  crawlers  (distribución  de  peticiones  http  y 
códigos  de  respuesta),  2)  aspectos  de  los  recursos  Web  descubiertos  (formato,  tamaño  y 















Los  estudios  de  caracterización  de  servidores  Web,  y  más  específicamente  los 
enfocados a obtener una caracterización de sus cargas de trabajo, se realizan a partir del 
análisis de la información relativa al tráfico que soportan, cuyos detalles quedan registrados en 














































Los  formatos  de  log  NCSA  están  basados  en  NCSA  httpd  y  están  ampliamente 




























200  540  324  157  HTTP/1.0  Mozilla/4.0+(compatible;+MSIE+4.01;+Windows+95) 































Actualmente  existen  gran  cantidad  de  herramientas  desarrolladas  para  realizar  el 
análisis de actividad de un sitio Web, pudiéndose diferenciar principalmente por el modo en el 
que realizan la obtención de la información. Por un lado están las aplicaciones que han de 
estar  implantadas  en  el  propio  servidor  Web  que  da  soporte  al  sitio  Web  para  obtener 
información  relativa  al  tráfico  que  se  produce  durante  la  actividad  del  sitio,  y  por  tanto 
obtienen  la  información  de  manera  instantánea.  Por  otro  lado  están  las  aplicaciones  que 
procesan  la  información  registrada  por  los  propios  servidores  en  los  ficheros  log 
correspondientes,  por  lo  que  dicho  procesamiento  se  realiza  posteriormente  a  haberse 











realizar  el  análisis  de  sitios  Web  y  pueden  ser  utilizadas  para  el  análisis  de  los  accesos  a 
servidores dedicados a proporcionar otros servicios: ftp, correo, etc., y están desarrolladas 
para poder ser utilizadas  para el análisis de actividad en sitios Web soportados tanto por 



































o  Motores  de  búsqueda,  palabras  y  frases  usadas  para  encontrar  el  sitio 



















































































seguridad  y  el  crecimiento  de  la  empresa.  Permite  su  uso  para  el  análisis  de 






























•  Descripción:  es  una  aplicación  comercial  que  funciona  bajo  Windows  que 
proporciona  información  acerca  del  tráfico  de  un  sitio  web.  Dispone  de  una 



















período  de  tiempo,  pasado  el  cual  ha  de  procederse  a  su  compra  para  poder  seguir 
utilizándose.  Están  enfocadas  a  proporcionar  información  estadística  de  utilidad 
principalmente  comercial,  que  pueda  servir  a  las  empresas  poseedoras  del  sitio  Web  el 
disponer de datos adicionales con los que planificar su actividad. 
































por  tanto  gratuitas.  Son  aplicaciones  que  proporcionan  información  estadística  general  y 
también información más detallada de diversos parámetros registrados en los ficheros log, sin 
























accesos,  recursos  accedidos,  errores,  aciertos,  sistemas  operativos,  navegadores,  rutas  de 
acceso, etc. El formato de estos informes suele ser poco atractivo y práctico, y en algunas 






datos  que  analizar  en  el  ámbito  científico,  pero  generan  una  considerable  cantidad  de 
información relativa a las peticiones, visitas, ancho de banda, ficheros, etc. muy útil a este fin.  
La  herramienta  comercial  es  más  sencilla  tanto  de  instalar,  como  de  configurar  y 
utilizar,  y  su  interfaz  facilita  el  manejo  de  la  aplicación,  al  contrario  que  las  herramientas 
gratuitas, donde ha de accederse a los ficheros de ayuda para comprender la mecánica de su 
funcionamiento. Además la aplicación de filtros es también más sencilla y completa en las 
primeras,  ya  que  en  las  gratuitas  ha  de  hacerse  mediante  la  modificación  de  ciertos 





















Los  logs  ofrecen  gran  cantidad  de  información  que  puede  interpretarse  desde 












propusieron  una  serie  de  invariantes  [1]  que  han  sido  los  más  ampliamente  aceptados  y 
utilizados por otros autores para llevar a cabo estudios relacionados con la materia. 
El estudio que se describe en el presente documento se ha basado principalmente en 
revisar  los  invariantes  establecidos  por  Arlitt  y  Williamson  [1],  comprobando  además  los 





Estos  autores  en  el  año  1996  realizaron  el  estudio  Web  Server  Workload 







los  accesos:  duración,  transferencia,  códigos  de  respuesta,  errores,  etc.  Se  basa  en  la 



























































































Trata  de  determinar  si  existen  diferencias  de  utilización  de  la  Web  dentro  de  una 
semana entre los días que van de lunes a viernes y los fines de semana. Se establece que las 


























En  el  año  2001,  Luzmila  Cherkasova  y  Magnus  Karlsson  revisaron  los  invariantes 
propuestos por Arlitt y Williamson en el documento Dynamics and Evolution of Web Sites: 
































incluso  más,  de  las  peticiones  que  se  reciben.  Partiendo  del  hecho  de  que  un  pequeño 
conjunto de ficheros (2‐4%) concentran la gran mayoría de las peticiones (90%), se expone que 















dos  servidores  Web  actualmente  en  uso  ubicados  en  centros  universitarios  diferentes  en 
Valencia. Uno de ellos pertenece a la Universidad Católica de Valencia San Vicente Mártir, y es 
el servidor que soporta todo el sitio Web (http://www.ucv.es) sobre un sistema operativo 
Windows  con  Internet  Information  Server  (IIS).  El  otro  conjunto  de  datos  pertenece  a  la 
Escuela  Técnica  Superior  de  Informática  Aplicada  de  la  UPV,  soportando  su  sitio  web 
(http://www.eui.upv.es) sobre un sistema operativo Linux con Apache Web Server. 





















presentan  diferente  formato  de  ficheros  log,  el  primero  de  ellos  es  de  formato  W3C  y  el 


































































































formato  Combinado  registra  más  información  en  relación  a  cada  evento  que  el  formato 
Común. 
El formato utilizado en los ficheros log de la EUI, es el formato Combined y además 











158.37.73.129 ‐  ‐  [05/Feb/2007:05:23:09  +0100]  15626  "GET 
/webei/imagenes/plantillas/logo_upv.jpg HTTP/1.1" 200 3265 "http://www.ei.upv.es/webei/" 






























































Format  y  Combined  Log  Format  Apache  (EUI).  En  segundo  lugar,  que  fueran  capaces  de 
procesar grandes cantidades de información, ya que el volumen de datos del que se disponía 
para realizar este estudio era considerable, en total ocupan en torno a los 7,5 Gb de disco 



















etc,  así  como  definición  del  tiempo  de  sesión.  Los  informes  que  genera  son  extensos  y 
detallados,  permitiendo  configurar  su  formato  (HTML  o  pdf),  idioma,  y  contenidos  de  los 
mismos a partir de los datos que se pueden obtener. 





























capaz  de  procesar  los  formatos  de  ficheros  disponibles  y  permite  un  alto  grado  de 

















La  aplicación  no  proporciona  tanta  flexibilidad  de  configuración  como  otras  de  las 









































San  Vicente  Mártir  y  el  de  la  Escuela  Técnica  de  Informática  Aplicada  de  la  Universidad 
Politécnica de Valencia. 
A  continuación  se  ha  estudiado  la  documentación  encontrada  relacionada  con  la 



























































preprocesado  respecto  a  los  datos  proporcionados  en  dichos  ficheros  para  filtrar  la 










En  primer  lugar  se  ha  realizado  un  filtrado  para  obtener  los  robots/arañas 












automatizada,  “atraviesa”  la  estructura  de  hipertexto  del  sitio  Web  recuperando  un 
documento  y  de  manera  recursiva  todos  los  documentos  referenciados  desde  dicho 
documento. Las arañas web son uno de los componentes fundamentales de los buscadores 
web. Más recientemente, los sistemas de arañas  se han utilizado también como herramientas 
para  el  rastreo  dirigido,  por  aplicaciones  shopbot
8,  y  como  apoyo  a  los  servicios  de  valor 
añadido en la web (portales, personalizada y los servicios móviles, etc.). 
Diferentes  estudios  han  sido  realizados  con  el  objetivo  de  caracterizar  el 
























El  análisis  del  comportamiento  de  las  arañas  y  su  caracterización  no  es  objeto  de 









diversas  fuentes  (http://www.robotstxt.org,  http://user‐agents.org/, 






























representan  entre  el  0.57%  y  el  1.77%  del  total  de  peticiones  a  los  sitios  web  objeto  de 
estudio. Son porcentajes muy bajos respecto del total, lo que indica que no influyen de manera 
significativa en la carga de trabajo que han de soportar los servidores Web al servir los objetos 


















































Figura 2. Arañas EUI 
 















cuando  haya  que  establecer  datos  comparativos  con  respecto  a  otras  métricas  como  las 
peticiones. 








































Mes  Peticiones  Páginas vistas Visitantes 
Febrero 2007  20.063.953 3.880.002 103.241 
Marzo 2007  13.595.212 2,315,954 85.921 




Mes  Peticiones Páginas vistas Visitantes 
Febrero 2007  1,685,373 761,771 43,174 
Marzo 2007  1,475,691 696,945 39,393 
Abril 2007  1,220,670 615,366 30,605 
Mayo 2007  1,518,237 723,469 40,803 
Junio 2007  1,732,729 877,775 43,005 















objeto  sin  ser  modificado  pero  no  se  sirve  en  ese  momento  existen  diferencias  entre  los 
servidores  analizados,  ya  que  en  el  caso  de  la  UCV  este  hecho  se  produce  en  un  50,75% 
mientras que en la EUI se da en un 38,35%. Por lo tanto, la diferencia que se aprecia es el 
modo  en  que  se  reparten  las  peticiones  cuyo  procesamiento  resultante  no  genera  una 









En  estudios  anteriores  la  tasa  correspondiente  a  los  códigos  de  éxito  (200)  es 
significativamente mayor, si bien esta diferencia es menor cuanto más reciente es el estudio, 
pasando de un 90% en 1996 por Arlitt y Williamson a aproximadamente un 69‐70% en 2004 ‐






































Tipo de fichero  Peticiones Incompletas Transferencia (KB)
DOCUMENTOS  0,92% 85,86% 40,90%
IMÁGENES  60,10% 1,87% 16,32%
HTML  5,12% 6,90% 0,86%
MULTIMEDIA  17,45% 5,12% 6,47%





Tipo de fichero  Peticiones Incompletas Transferencia (KB)
DOCUMENTOS  1,27% 97,83% 18,48%
IMÁGENES  49,94% 1,62% 10,25%
HTML  1,38% 0,06% 0,18%
MULTIMEDIA  0,01% 0,45% 17,46%























obtenidos,  se  confirma  la  tendencia  apreciada  en  estudios  anteriores  de  que  existe  un 












































Dado  el  total  de  bytes  transferidos  y  el  número  de  peticiones  realizadas  que  se 
















Tipo archivo  Peticiones  %  Ancho de banda (KB) % 
Jpg  3,729,930  31,73% 10,011,380 12,68% 
Gif  3,506,918  29,83% 2,846,668 3,60% 
Swf  2,235,383  19,01% 4,737,936 6,00% 
Asp  1,087,245  9,25% 20,314,813 25,74% 
Js  218,991  1,86% 819,637 1,03% 
Css  213,097  1,81% 177,614 0,22% 
Htm  202,491  1,72% 94,807 0,12% 
Axd  165,923  1,41% 972,282 1,23% 
Html  149,304  1,27% 302,406 0,38% 
Aspx  113,999  0,96% 3,678,493 4,66% 
Pdf  60,232  0,51% 18,793,575 23,81% 
Doc  38,847  0,33% 7,915,084 10,02% 
Ppt  17,304  0,14% 5,686,402 7,20% 
Ico  9,304  0,07% 6,760 0,00% 





Tipo  archivo  Peticiones  %  Ancho de banda (KB) % 
Php  4,198,758 46,48% 42,405,309 53,73% 
Gif  2,619,358 29% 6,075,967 7,69% 
Jpg  1,769,999 19,6% 1,995,605 2,52% 
Css  118,566 1,3% 131,787 0,16% 
Pdf  111,952 1,24% 14,606,311 18,50% 
Ico  93,164 1% 124,982 0,15% 
Js  14,035 0,15% 25,168 0,03% 
Htm  2,631 0,03% 9,021 0,01% 
Rtf  808 0,009% 15,973 0,02% 
                                                            
 






Wmz  501 0,005% 697 0,0009% 
Avi  408 0,0045% 13,348,689 16,91% 
Doc  360 0,0040% 23,306 0,029% 
Class  229 0,0025% 510 0,0006% 
Mpg  101 0,0011% 126,497 0,16% 





Tamaño objetos Peticiones (%) Transferencia (%bytes) Peticiones (%) Transferencia (%bytes) 
0 – 1B  0,42901%  Desconocido 45,57% Desconocido 
1B – 10B  0,00000%  0 0,0001% Desconocido 
11B – 100B  40,34029%  0,53 0,74% Desconocido 
101B – 1KB  20,44649%  1,15 1,95% 0,09% 
1KB – 10KB  31,01522%  15,79 21,79% 10,27% 
10KB – 100KB  6,48853%  24,76 29,37% 50,35% 
100KB – 1MB  1,20792%  29,87 0,5% 12,17% 
1MB – 10 MB  0,07152%  26,31 0,04% 5,80% 











uno  que  comprende  tamaños  entre  1  kb  y  100  kb  (51%)  y  el  otro  entre  0  bytes  y  1byte 






















































reciben  una  sola  petición,  también  ha  ido  aumentando  la  concentración  de  peticiones 























concentración  también  se  cumple,  y  se  obtiene  que  más  del  99,8%  del  ancho  de  banda 
consumido se concentra en un 10% de los ficheros solicitados. Fijándonos en valores más 
bajos, se obtiene que el 1% de los ficheros concentran entre el 89 y el 94%. En los estudios 



































































































Día  Peticiones  Porcentaje  Visitantes  Ancho de banda 
Lunes  7,792,075 17,10% 13,172,938 15,31%
Martes  8,446,121 18,54% 16,221,738 18,86%
Miércoles  7,887,330 17,31% 14,629,200 17,01%
Jueves  8,805,383 19,32% 15,107,548 17,56%
Viernes  5,687,248 12,48% 11,777,378 13,69%
Sábado  3,124,813 6,86% 6,740,341 7,84%




Día  Peticiones  Porcentaje  Visitantes  Ancho de banda 
Lunes  1,530,035 17,10% 12,376,911 15,68%
Martes  1,648,007 18,42% 14,207,653 17,99%
Miércoles  1,799,015 20,11% 15,129,943 19,16%
Jueves  1,781,746 19,91% 15,068,332 19,08%
Viernes  1,468,223 16,41% 11,988,671 15,18%
Sábado  491,410 5,49% 6,177,042 7,82%







Se  ha  optado  por  agrupar  las  horas  del  día  en  dos  franjas  horarias,  intentado 
diferenciar de manera aproximada las horas del día que se corresponden con las que se realiza 























































































mención  el  hecho  de  que  en  el  presente  estudio  la  actividad  muestra  una  tendencia 
descendente clara durante la franja horaria nocturna a partir de las 22:00, mientras que en [3] 









El  objetivo  fundamental  propuesto  a  la  hora  de  realizar  el  presente  estudio  era 
caracterizar  la  carga  de  trabajo  de  servidores  web  presentes  en  el  ámbito  académico, 
concretamente de dos universidades, que hoy en día siguen operando con normalidad. 
Para  alcanzar  dicho  objetivo  se  decidió  consultar  diversos  estudios  previamente 








comprobar  que  se  puede  realizar  un  análisis  de  estas  características  sin  hacer  uso  de 




















En  cuanto  a  los  invariantes  de  distribución  temporal  estudiados  (horaria  o  diaria), 










En  las  referencias  bibliográficas  se  pone  de  manifiesto  la  importancia  que  pueden 
tener las arañas en el tráfico web y por tanto en el rendimiento de los servidores que soportan 












detallado  de  la  actividad  del  servidor.  No  se  han  encontrado  aplicaciones  comerciales 



































Diversos  investigadores  observaron  años  atrás  en  sus  estudios  que  la  frecuencia 
relativa con la que las páginas Web eran solicitadas seguían la mencionada Ley de Zipf. La 






























tamaños  de  los  ficheros  accedidos  en  los  servidores  Web  presenta  un  buen  ajuste  con  la 
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