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Abstract
In this paper, we analyze the unique continuation problem for the linearized Benjamin-
Bona-Mahony equation with space-dependent potential in a bounded interval with
Dirichlet boundary conditions. We prove two unique continuation results by means of
spectral analysis and the (generalized) eigenvector expansion of the solution, instead
of the usual Holmgren-type method or Carleman-type estimates. It is found that the
unique continuation property depends very strongly on the nature of the potential
and, in particular, on its zero set, and not only on its boundedness or integrability
properties.
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1
1 Introduction and Main Results
Let us consider the following linearized Benjamin-Bona-Mahony equation⎧⎪⎪⎪⎨⎪⎪⎪⎩
ut − utxx = [α(x)u]x + β(x)u in (0, 1)× (0, T ),
u(0, t) = u(1, t) = 0 t ∈ (0, T ),
u(0) = u0 on (0, 1),
(1.1)
where T > 0 is a given time, α(·) ∈ L∞(0, 1) and β(·) ∈ L2(0, 1) are given potentials.
As we shall see below (see Lemma 2.1 in Section 2), system (1.1) is well posed in L2(0, 1)
and H10 (0, 1). In particular, for any u0 ∈ L2(0, 1), (1.1) admits a unique solution u ∈
C([0, T ];L2(0, 1)).
Let F ⊂ (0, 1) be an open, non-empty subset. We are interested in the property of unique
continuation for (1.1), that is, whether
u(x, t) = 0 in F × (0, T ) (1.2)
implies that u vanishes identically.
This problem is motivated by questions related to the controllability and the stabiliza-
tion of Benjamin-Bona-Mahony like equations (see Section 7). At this respect it is also
worth mentioning that if the unique continuation property above were known to hold also
for potentials depending both in space and time, one could deduce decay properties for the
solutions of the true nonlinear Benjamin-Bona-Mahony equation, with damping terms local-
ized in space in F (we refer to [15] for a similar analysis in the context of the KdV equation).
But this is an open problem that we do not address here and the methods developed in this
paper do not seem to suffice to handle it.
There is a very extensive literature on unique continuation problems. Moreover, the
equation under consideration is 1−D in space and therefore, one could expect the problem
above to feet in some of the existing results. But this does not seem to be the case. At this
respect, it is important to note that both x = Const. and t = Const. are characteristic lines
for the first equation in (1.1). Hence the main difficulty in our problem consists in the fact
that the Cauchy problem involved in the unique continuation one is characteristic. Therefore
we can not apply Holmgren uniqueness theorem even in the simplest case in which α(·) and
β(·) are analytic functions. Moreover, it is well-known that the solutions of characteristic
Cauchy problems may be non-unique (see for example [11]). Thus, one can not exclude a
priori the above uniqueness property to fail. On the other hand, when coefficients fail to be
analytic, the main tool to prove unique continuation properties is the so-called Carleman-type
estimates ([11], [12], [18], for instance). In Carleman-type estimates the lower order terms
(with bounded coefficients or even with unbounded coefficients under suitable integrability
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conditions) of the equation can be controlled in some weighted norms by the principal part
of the operator. However, as we shall see, for our problem, the unique continuation property
depends very strongly on the nature of the potentials α(·) and β(·) and, in particular, on its
zero set, and not only on its boundedness or integrability properties. Therefore, in the present
situation, one can not expect to apply Carleman-type estimates. Note also that most of the
literature on Carleman inequalities is related to non-characteristic Cauchy problems, which
is not the case here. There exist also a few works concerning the uniqueness of characteristic
Cauchy problems ([1] and the references therein). For instance, the main theorem (Theorem
2) in [1] is a uniqueness result for solutions of differential equations (with smooth coefficients)
satisfying certain decay conditions at infinity and it is based on Carleman-type estimates.
Therefore, as we remarked above, it seems that it can not be applied to our problem.
First of all, we give a simple negative result showing that the unique continuation property
necessarily depends on the zero sets of the potentials α(·) and β(·).
Example 1.1 Let α(·) = β(·) ≡ 0. Then any time-independent function u = u(x) ∈
C∞0 ((0, 1) \ F ) satisfies (1.1) and (1.2). Therefore, the unique continuation property does
not hold for this simple case unless (0, 1) \ F = ∅.
Remark 1.1 Example 1.1 shows that the unique continuation results on Benjamin-Bona-
Mahony equations in [5] (Theorems 3.1–3.4) are not correct without further assumptions.
More generally, we have the following necessary condition for unique continuation of
(1.1)–(1.2).
Theorem 1.1 Let F ⊂ (0, 1) be an open, non-empty subset, α(·) ∈ L∞(0, 1) and β(·) ∈
L2(0, 1). Suppose that the unique continuation property above holds. Then α(·) and β(·) can
not vanish simultaneously in any open, non-empty subset of (0, 1) \ F .
The proof is immediate: If α and β(·) vanish simultaneously in an open, non-empty
subset U of (0, 1) \ F , then any time-independent function u = u(x) ∈ C∞0 (U) solves (1.1)
and satisfies (1.2). Thus u is not necessarily identically equal to zero.
On the other hand, it was essentially proved (although not stated explicitly) in [14] for
the case α(x) ≡ −1 and β(x) ≡ 0 that the weak solution u ∈ C([0, T ];H10 (0, 1)) for (1.1)
vanishes identically if
ux(0, t) = 0, ∀ t ∈ (0, T ). (1.3)
Of course, this provides a positive answer to our problem in the particular case α(x) ≡ −1
and β(x) ≡ 0.
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The main idea of the proof in [14] was to use the explicit series expansion of the solu-
tion in terms of the eigenvectors of the generator of the underlying semigroup and its time
analyticity. In a first step, the analyticity in time allows to show that, when (1.3) holds,
then ux(0, t) vanishes for all time. The series development of the solution on the basis of the
eigenvectors of the generator of the underlying semigroup allows one to reduce the problem
to the unique continuation of the eigenvectors, which can be solved by ODE methods.
The approach in [14] does not apply directly in our case. Even though we assume that
the potential β(x) ≡ 0, the generator of the semigroup associated with (1.1) is not skew-
adjoint when α(x) is not constant. Thus we can not apply Fourier series method directly to
reduce the problem to the analysis of the eigenvectors and we shall require important further
developments in order to justify the use of eigenvector expansions for the solutions of (1.1).
In view of Theorem 1.1, we need to impose conditions on the potential α and more
precisely in its zero set in order for the unique continuation property to be true. And
therefore, it is natural to analyze under what conditions on α(·) the unique continuation for
(1.1) and (1.2) holds.
For this purpose, we need to introduce some notations. For any interval (c, d), we denote
by
W (c, d)
the set of all weight functions on (c, d), i.e. the set of all measurable, bounded functions which
are positive almost everywhere on (c, d). For any α(·) ∈ W (c, d), we denote by L2(c, d;α)
the Hilbert space of the completion of C∞0 (c, d) with respect to the norm
||f ||2,α =
∫ d
c
α(x)|f(x)|2dx, ∀ f ∈ C∞0 (c, d). (1.4)
It is easy to see that L2(c, d) ⊂ L2(c, d;α) topologically and algebraically.
We have the following unique continuation results.
Theorem 1.2 Let β(·) = 0 and either α(·) ∈ W (0, 1) or −α(·) ∈ W (0, 1). Let 0 < a < b <
1, T > 0 and u0 ∈ L2(0, 1). Suppose that the weak solution u ∈ C([0, T ];L2(0, 1)) of (1.1)
satisfies (1.2) with F = (0, a) ∪ (b, 1). Then
u ≡ 0 in (0, 1)× lR. (1.5)
Note that in Theorem 1.2 it is assumed that u vanishes on a neighborhood of both
extremes x = 0, 1 of the interval (0, 1) and that β(·) ≡ 0. If we impose more regularity
conditions on α, we have the following better result, which allows, in particular, a non-zero
potential β.
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Theorem 1.3 Let β(·) ∈ L∞(0, 1) and α(·) ∈ W 2,∞(0, 1) with minx∈[0,1] |α(x)| > 0. Let 0 ≤
a < b ≤ 1, T > 0 and u0 ∈ L2(0, 1). Suppose that the weak solution u ∈ C([0, T ];L2(0, 1))
of (1.1) satisfies (1.2) with F = (a, b). Then
u ≡ 0 in (0, 1)× lR. (1.6)
The proofs of Theorems 1.2 and 1.3 will be given in Sections 3 and 6 respectively.
Remark 1.2 Theorems 1.1–1.3 show that the unique continuation property for system (1.1)
under condition (1.2) depends very strongly in the nature of the coefficients α(·) and β(·) of
the lower order terms of the first equation in (1.1). As far as we know, such a phenomenon
was not observed and analyzed in the existing literature.
Remark 1.3 For the proof of Theorem 1.2, it would be useful to have an eigenvector expan-
sion of the solution to (1.1). However, due to the x−dependence of α(x), the eigenvectors
may not be computed explicitly. In fact, we do not know at present whether the eigenvectors
of the generator of the underlying semigroup form a Riesz basis of L2(0, 1) without further
regularity conditions on α(·). In order to overcome this difficulty, we need to introduce a
special Hilbert space H where the equation evolves by means of a semigroup generated by a
compact, skew-adjoint operator and therefore, where Fourier series may be used. We also
show that solutions of (1.1) satisfying (1.2) with F = (0, a) ∪ (b, 1) belong to this space H.
This allows us to use well known spectral theorems to obtain the eigenvector expansion of
solutions of (1.1) satisfying (1.2) and to reduce the problem to the unique continuation of the
eigenvectors which may be easily solved by ODE techniques. This is sufficient to complete
the proof of Theorem 1.2.
Remark 1.4 In order to prove Theorem 1.3, we will show that the generalized eigenvectors
of the generator of the underlying semigroup form a Riesz basis of H10 (0, 1). At first, by
means of a series of transformations, we can show that the “high frequency” eigenvectors
are quadratically close to a subsequence of some known Riesz basis in H10 (0, 1). In order to
conclude the proof of Theorem 1.3, the completeness of the generalized eigenvectors is also
required. But the existing results, for instance those in [7] (that have been successfully applied
in several other problems, see, for example, [3], [4], [6], [2], [16]), do not seem to apply in
our case. Section 5 is devoted to overcome this difficulty by means of a new abstract result
which is strongly inspired in the works by Guo ([8], [9]).
Remark 1.5 In Theorems 1.2 and 1.3 we impose some technical conditions on α(·), β(·)
and F , especially we require α(·) to be of constant sign. We remark that, in the proof of
Theorem 1.2, we use in an essential way the facts that u vanishes in a neighborhood of both
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extremes x = 0 and x = 1 (see Lemma 3.1) and β(·) = 0 (see Lemma 3.2), and we need
the constant sign condition on α(·) to check that || · ||2,α defined by (1.4) (or || · ||2,−α in
the case that α(·) is negative) is a norm in C∞0 (0, 1). On the other hand, in the proof of
Theorem 1.3, we need the constant sign condition on α(·), too (see Lemma 2.3), and we use
the fact that α(·) ∈ W 2,∞(0, 1) when we analyze the asymptotic behavior of the eigenvalues
and eigenvectors of the generator of the underlying semigroup (see (4.21)). It is reasonable
to expect the (necessary) conditions on α(·), β(·) and F in Theorem 1.1 to be also sufficient
for the unique continuation property to hold but this is by now an open problem.
2 Some Preliminaries
In order to prove Theorems 1.2–1.3, we need some preliminaries. First of all, we denote by
A the operator in L2(0, 1): ⎧⎨⎩ D(A)

= H10 (0, 1) ∩H2(0, 1),
Au = uxx, ∀ u ∈ D(A).
(2.1)
The well-posedness of system (1.1) is easy to get.
Lemma 2.1 Let α(·) ∈ L∞(0, 1) and β(·) ∈ L2(0, 1) (resp. α(·) ∈ L2(0, 1) and β(·) ∈
L1(0, 1)). For any u0 ∈ L2(0, 1) (resp. u0 ∈ H10 (0, 1)), there exists a unique solution of (1.1)
in the class u ∈ C([0, T ], L2(0, 1)) (resp. u ∈ C([0, T ], H10 (0, 1))).
Proof. We consider only the case u0 ∈ L2(0, 1) (the case u0 ∈ H10 (0, 1) can be treated
similarly). Existence and uniqueness may be proved easily by standard methods on the basis
of the following energy estimate. Denote by
E(t)

=
1
2
[|u|2L2(0,1) + |u|2H−1(0,1)] (2.2)
the energy of solutions of (1.1). It suffices to prove that for any given T > 0
E(t) ≤ CE(0), ∀ t ∈ [0, T ] (2.3)
for some constant C > 0.
For this purpose, we multiply both sides of the first equation in (1.1) by (−A)−1u and
integrate it on (0, 1). Using integration by parts and Sobelev embedding theorem, we get
easily
d
dt
E(t) =
∫ 1
0 [(αu)x + βu][(−A)−1u]dx =
∫ 1
0 {(−A)−1/2[(αu)x + βu]}[(−A)−1/2u]dx
≤ |(−A)−1/2[(αu)x + βu]|L2(0,1)|(−A)−1/2u|L2(0,1)
≤ C|u|L2(0,1)|(−A)−1/2u|L2(0,1) ≤ CE(t).
(2.4)
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Now, (2.3) follows from (2.4) and Gronwall’s inequality immediately.
In order to prove Theorem 1.2, let us re-write (1.1) equivalently as⎧⎨⎩ ut = Au, t > 0,u(0) = u0, (2.5)
whereA : L2(0, 1;α) → L2(0, 1;α) is a bounded linear operator given by (recall that β(·) = 0
and for simplicity we consider only α(·) ∈ W (0, 1))
Af = (I − A)−1∂x(αf), ∀ f ∈ L2(0, 1;α). (2.6)
We need the following explicit expression for A.
Lemma 2.2 Let α(·) ∈ W (0, 1). Then for any f ∈ L2(0, 1;α), it holds
Af(x) = ex−e−x
2(e−e−1)
∫ 1
0
(
e1−s + es−1
)
α(s)f(s)ds
−1
2
∫ x
0
(
ex−s + es−x
)
α(s)f(s)ds, ∀ x ∈ (0, 1). (2.7)
Proof. It is easy to check that for any f ∈ C∞0 (0, 1) it holds
(I − A)−1f(x) = ex−e−x
2(e−e−1)
∫ 1
0
(
e1−s − es−1
)
f(s)ds
−1
2
∫ x
0
(
ex−s − es−x
)
f(s)ds.
(2.8)
Therefore, for f ∈ C∞0 (0, 1), integrating by parts we have(
(I − A)−1∂xf
)
(x) = e
x−e−x
2(e−e−1)
∫ 1
0
(
e1−s + es−1
)
f(s)ds
−1
2
∫ x
0
(
ex−s + es−x
)
f(s)ds.
(2.9)
Hence by the density of C∞0 (0, 1) in L
2(0, 1;α), we get the desired result immediately.
As before, in order to prove Theorem 1.3, we re-write (1.1) equivalently as⎧⎨⎩ ut = A˜u, t > 0,u(0) = u0, (2.10)
where A˜ : H10 (0, 1) → H10 (0, 1) is a bounded linear operator given by
A˜v = (I − A)−1
(
∂x(αv) + βv
)
, ∀ v ∈ H10 (0, 1). (2.11)
Remark 2.1 Recall that we assume u0 ∈ L2(0, 1) in Theorem 1.3. However, from the proof
of Theorem 1.3 (see Section 6), one sees that it suffices to consider the case u0 ∈ H10 (0, 1).
Therefore, we will consider the operator A˜ in H10 (0, 1) in what follows.
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We need the following simple result.
Lemma 2.3 Let α(·) ∈ H1(0, 1) and β(·) ∈ L2(0, 1). Then the operator A˜ defined by (2.11)
is compact in H1(0, 1), its adjoint operator A˜∗ is given by
A˜∗w = (I − A)−1
[
− αwx + βw
]
, ∀ w ∈ H10 (0, 1). (2.12)
Furthermore, if minx∈[0,1] |α(x)| > 0, then 0 ∈ σp(A˜∗), the set of eigenvalues of A˜∗.
Proof. The compactness of A˜ is obvious. Let us derive (2.12). For any v, w ∈ H10 (0, 1),
we have
(A˜v, w)H10 (0,1) = (A˜v, w)L2(0,1) +
(
(A˜v)x, wx
)
L2(0,1)
= (A˜v, w)L2(0,1) −
(
(A˜v)xx, w
)
L2(0,1)
=
(
(αv)x + βv, w
)
L2(0,1)
= (v,−αwx + βw)L2(0,1)
=
(
v, (I − A)−1
[
− αwx + βw
])
H10 (0,1)
.
(2.13)
Thus, we get (2.12).
Now, let us show that 0 ∈ σp(A˜∗). If 0 ∈ σp(A˜∗), then we can find a η ∈ H10 (0, 1), η = 0,
such that A˜∗η = 0. Thus, by (2.12), we see that⎧⎨⎩ −αηx + βη = 0, 0 < x < 1,η(0) = η(1) = 0. (2.14)
By minx∈[0,1] |α(x)| > 0, from (2.14) we conclude that η = 0. Therefore we arrive at a
contradiction. This completes the proof of Lemma 2.3.
Also, we have the following result.
Lemma 2.4 Let α(·) ∈ L2(0, 1) and β(·) ∈ L1(0, 1). Assume that u0 ∈ H10 (0, 1). Then the
solution u of (2.10) (or equivalently (1.1)) has the regularity
u ∈ Cω(lR;H10 (0, 1)), (2.15)
where Cω(lR;H10 (0, 1)) stands for the class of analytic functions defined in lR with values in
H10 (0, 1).
Proof. It is easy to check that under the assumptions in Lemma 2.4, the operator A˜
defined by (2.11) is a bounded linear operator in H10 (0, 1). Thus, by means of the semigroup
theory (see for example [10]), one gets Lemma 2.4 immediately.
Note that our goal is to reduce the unique continuation of (1.1)–(1.2) in Theorems 1.2
and 1.3 to the same problem for the eigenvectors of A or A˜. Thus, we need the following
simple result.
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Lemma 2.5 Let ξ(·) ∈ L∞(0, 1) and η(·) ∈ L2(0, 1). Suppose u ∈ L2(0, 1) satisfies⎧⎨⎩ u− uxx = [ξ(x)u]x + η(x)u in (0, 1),u(0) = ux(0) = u(1) = 0. (2.16)
Then u ≡ 0 in (0, 1).
Proof: We set
v = v(x)

=
∫ x
0
u(s)ds. (2.17)
By (2.16), it is easy to see that v satisfies⎧⎨⎩ vxx = −ξ(x)vx +
∫ x
0 η(s)vx(s)ds + v in (0, 1),
v(0) = vx(0) = 0.
(2.18)
By the first equation in (2.18), it is easy to see that
d
dx
(v2x + v
2) = 2vx(vxx + v) = 2vx[ξ(x)vx +
∫ x
0 η(s)vx(s)ds + 2v]
≤ C
[
v2x + v
2 + |vx|
( ∫ x
0 η
2(s)ds
)1/2( ∫ x
0 v
2
x(s)ds
)1/2]
≤ C
(
v2x + v
2 +
∫ x
0 v
2
x(s)ds
)
.
(2.19)
Integrating (2.19) from 0 to x, and noting the second equation in (2.18), we get
v2x(x) + v
2(x) ≤ C
∫ x
0
[
v2x(t) + v
2(t) +
∫ t
0
v2x(s)ds
]
dt ≤ C
∫ x
0
[v2x(s) + v
2(s)]ds. (2.20)
Therefore by means of Gronwall’s inequality, we have v ≡ 0 in (0, 1), which implies the
desired result immediately.
3 Proof of Theorem 1.2
As we mentioned in Remark 1.3, in order to prove Theorem 1.2, we need to introduce a
special Hilbert space H where the equation evolves by means of a semigroup generated by a
compact, skew-adjoint operator. For this purpose, we need some properties of the solutions
of (1.1) and (1.2) with F = (0, a) ∪ (b, 1). Fix any α(·) ∈ W (0, 1), and set
β0(x) = e
1−x, γ0(x) = ex−1,
βn(x) =
∫ 1
x βn−1(s)(e
x−s + es−x)α(s)ds,
γn(x) =
∫ 1
x γn−1(s)(e
x−s + es−x)α(s)ds,
(3.1)
where n = 1, 2, · · ·. We have the following result.
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Lemma 3.1 Suppose that assumptions in Theorem 1.2 hold. Then∫ 1
0
βn(s)α(s)u(s, t)ds =
∫ 1
0
γn(s)α(s)u(s, t)ds = 0, ∀ t ∈ (0, T ), (3.2)
where n = 0, 1, 2, · · ·.
Proof. We divide the proof into two steps.
Step 1. First of all, let us prove that (3.2) holds for n = 0. Recalling that (1.1) is
equivalent to (2.5), by Lemma 2.2, we get
ut(x, t) =
ex−e−x
2(e−e−1)
∫ 1
0
(
e1−s + es−1
)
α(s)u(s, t)ds
−1
2
∫ x
0
(
ex−s + es−x
)
α(s)u(s, t)ds, ∀ (x, t) ∈ (0, 1)× (0, T ). (3.3)
By (3.3), it is easy to see that ut ∈ C([0, T ];H10 (0, 1)). However, by (1.2) (recall F =
(0, a) ∪ (b, 1)), we have
ut(x, t) = 0, (x, t) ∈ (0, a)× (0, T ) (3.4)
and ∫ x
0
(
ex−s + es−x
)
α(s)u(s, t)ds = 0, (x, t) ∈ (0, a)× (0, T ) (3.5)
Combining (3.3)–(3.5), it is easy to see that∫ 1
0
(
e1−s + es−1
)
α(s)u(s, t)ds = 0, ∀ t ∈ [0, T ]. (3.6)
Therefore, we arrive at
ut(x, t) = −1
2
∫ x
0
(
ex−s + es−x
)
α(s)u(s, t)ds, ∀ (x, t) ∈ (0, 1)× (0, T ). (3.7)
By (3.7), we get
utx(x, t) = −α(x)u(x, t)− 1
2
∫ x
0
(
ex−s − es−x
)
α(s)u(s, t)ds (3.8)
for (x, t) ∈ (0, 1)× (0, T ) almost everywhere. However, using (1.2) (recall F = (0, a)∪ (b, 1))
again, we see that
utx(x, t) = 0 ∀ (x, t) ∈ (b, 1)× (0, T ). (3.9)
Combining (3.8)–(3.9), we have∫ 1
0
(
e1−s − es−1
)
α(s)u(s, t)ds = 0, ∀ t ∈ [0, T ]. (3.10)
By (3.6) and (3.10), we see that∫ 1
0
e1−sα(s)u(s, t)ds =
∫ 1
0
es−1α(s)u(s, t)ds = 0, ∀ t ∈ [0, T ]. (3.11)
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Now, (3.2) for n = 0 follows from (3.11) and (3.1) immediately.
Step 2. Let us prove (3.2) in the general case. Note that, by Step 1, we have∫ 1
0
β0(s)α(s)u(s, t)ds = 0, ∀ t ∈ (0, T ). (3.12)
Differentiating (3.12) with respect to t and noting (3.7), we get∫ 1
0
β0(s)α(s)
(∫ s
0
(
ex−s + es−x
)
α(x)u(x, t)dx
)
ds = 0, ∀ t ∈ (0, T ). (3.13)
Exchanging the order of integration in (3.13), we arrive at∫ 1
0
(∫ 1
x
β0(s)
(
ex−s + es−x
)
α(s)ds
)
α(x)u(x, t)dx = 0, ∀ t ∈ (0, T ). (3.14)
Now, by (3.14) and (3.1), we get∫ 1
0
β1(x)α(x)u(x, t)dx = 0, ∀ t ∈ (0, T ). (3.15)
Similarly, one gets ∫ 1
0
γ1(x)α(x)u(x, t)dx = 0, ∀ t ∈ (0, T ). (3.16)
Therefore we have proved (3.2) for n = 1. Repeating the above procedure, one gets (3.2)
for n = 2, 3, · · ·.
The Hilbert space H we need is as follows
H = {f ∈ L2(0, 1;α); ∫ 10 βn(s)α(s)f(s)ds = ∫ 10 γn(s)α(s)f(s)ds = 0
for n = 0, 1, 2 · · ·}, (3.17)
where βn and γn are as in (3.1).
It is easy to see that H is a closed subspace in L2(0, 1;α). Therefore H is an Hilbert
space with the topology inherited from L2(0, 1;α), i.e. the norm in H is that in L2(0, 1;α).
Remark 3.1 Note that Lemma 3.1 reduces the unique continuation problem to the case
where the initial datum u0 belongs to H. Thus, if we were able to show that H = {0}, then
Theorem 1.2 would hold immediately.
When α(x) ≡ α0 = 0, where α0 is a constant, we can show directly that H = {0}. In
fact, for any f(·) ∈ H, taking n = 0 in (3.17) and noting (3.1), we get∫ 1
0
e1−sf(s)ds =
∫ 1
0
es−1f(s)ds = 0. (3.18)
On the other hand, by (3.1), it is easy to check that
β1(x) = −α0
(
xe1−x +
ex−1 − 3e1−x
2
)
. (3.19)
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Therefore, by taking n = 1 in (3.17) and noting (3.18)–(3.19), we get∫ 1
0
se1−sf(s)ds = 0. (3.20)
Similarly ∫ 1
0
ses−1f(s)ds = 0. (3.21)
Repeating this procedure, one gets∫ 1
0
sne1−sf(s)ds =
∫ 1
0
snes−1f(s)ds = 0, (3.22)
where n = 2, 3, · · ·. Now, by (3.18), (3.20)–(3.22), and noting that {1, s, s2, · · · , sn, · · ·} form
a basis of L2(0, 1), it is easy to conclude that f(·) ≡ 0.
In the general case, it is not clear whether H = {0} for any α(·) ∈ W (0, 1). The problem
may be reformulated as follows:
Problem (P): Does the set {β0(·), · · · , βn(·), · · · , γ0(·), · · · , γn(·), · · ·} form
a basis of L2[0, 1]?
Problem (P) is of independent interest.
In what follows we will avoid to prove H = {0} although we conjecture that this does
hold. Instead we assume that dimH > 0. Analyzing the structure of operator A (defined by
(2.6)) in H we shall see that if an element of H is such that (1.2) (with F = (0, a) ∪ (b, 1))
holds, necessarily it is identically zero and this is sufficient to prove Theorem 1.2.
The following lemma will play a fundamental role in the sequel.
Lemma 3.2 Let α(·) ∈ W (0, 1) and A and H be defined by (2.6) and (3.17) respectively.
Then A is a compact, skew-adjoint operator in H.
Proof. We divide the proof into three steps.
Step 1. Let us prove that
Af ∈ H, ∀ f ∈ H. (3.23)
By Lemma 2.2 when f ∈ H, we have
Af(x) = −1
2
∫ x
0
(
ex−s + es−x
)
α(s)f(s)ds, ∀ x ∈ (0, 1). (3.24)
Therefore, for any n = 0, 1, 2, · · ·, by (3.24), (3.1) and the definition of H, we get∫ 1
0 βn(s)α(s)Af(s)ds
= −1
2
∫ 1
0 βn(s)α(s)
(∫ s
0
(
ex−s + es−x
)
α(x)f(x)dx
)
ds
= −1
2
∫ 1
0
(∫ 1
x βn(s)
(
ex−s + es−x
)
α(s)ds
)
α(x)f(x)dx
= −1
2
∫ 1
0 βn+1(x)α(x)f(x)dx = 0.
(3.25)
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Similarly ∫ 1
0
γn(s)α(s)Af(s)ds = 0. (3.26)
Combining (3.25)–(3.26), we see that Af ∈ H.
Step 2. Let us show that A is a compact operator in H. For this purpose, assume G is
a bounded subset in H. By (3.24), it is easy to see that
AG = {Af ; f ∈ G} (3.27)
is a bounded subset in H10 (0, 1). From this and noting that L
2(0, 1) ⊂ L2(0, 1;α) topologi-
cally, one concludes that AG is a compact set in L2(0, 1;α), which gives the compactness of
A in H immediately.
Step 3. Let us show that A is a skew-adjoint operator in H. For this purpose, take any
two elements f, g ∈ H. By the definition of H, we have∫ 1
0
e−sα(s)g(s)ds =
∫ 1
0
esα(s)g(s)ds = 0, (3.28)
which implies ∫ x
0
e±s(s)α(s)g(s)ds = −
∫ 1
x
e±sα(s)g(s)ds, ∀ x ∈ (0, 1). (3.29)
Thus, by (3.24) and (3.29), we have
(Af, g)H = −12
∫ 1
0 α(x)
(∫ x
0
(
ex−s + es−x
)
α(s)f(s)ds
)
g(x)dx
= −1
2
[ ∫ 1
0 e
−sα(s)f(s)
( ∫ 1
s e
xα(x)g(x)dx
)
ds
+
∫ 1
0 e
sα(s)f(s)
( ∫ 1
s e
−xα(x)g(x)dx
)
ds
]
= 1
2
[ ∫ 1
0 e
−sα(s)f(s)
( ∫ s
0 e
xα(x)g(x)dx
)
ds
+
∫ 1
0 e
sα(s)f(s)
( ∫ s
0 e
−xα(x)g(x)dx
)
ds
]
= 1
2
∫ 1
0 α(x)f(x)
(∫ x
0
(
ex−s + es−x
)
α(s)g(s)ds
)
dx
= −(f,Ag)H, ∀ f, g ∈ H,
(3.30)
which gives the desired result immediately.
Now, similar to Lemma 2.4, one has the following result.
Lemma 3.3 Assume that u0 ∈ H. The solution u of (2.5) (or equivalently (1.1)) has the
regularity
u ∈ Cω(lR;H), (3.31)
where Cω(lR;H) stands for the class of analytic functions defined in lR with values in H.
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Now we can prove Theorem 1.2.
Proof of Theorem 1.2. Let u be a solution of (1.1) satisfying (1.2) with F = (0, a)∪ (b, 1).
By Lemma 3.1, we get∫ 1
0
βn(s)α(s)u(s, t)ds =
∫ 1
0
γn(s)α(s)u(s, t)ds = 0, ∀ t ∈ (0, T ), (3.32)
where n = 0, 1, 2, · · ·. On the other hand, by Lemma 2.1, the weak solution of (1.1) satisfies
u ∈ C([0, T ];L2(0, 1)). Taking t = 0 in (3.32), we see that∫ 1
0
βn(s)α(s)u0(s)ds =
∫ 1
0
γn(s)α(s)u0(s)ds = 0, ∀ t ∈ (0, T ), (3.33)
where n = 0, 1, 2, · · ·. Therefore, by the definition ofH (see (3.17)) and noting that L2(0, 1) ⊂
L2(0, 1;α), we conclude that
u0 ∈ H. (3.34)
Now, by Lemma 3.2, we know that A : H → H is a compact, skew-adjoint operator.
Therefore, iA : H → H is a compact, self-adjoint operator. Applying the classical theorem
on the spectral decomposition of compact self-adjoint operators (cf., for example, Theorem
4.2 of Chapter VI in [17]) to iA in H, one can find a sequence of eigenvalues {λn} of A,
λn ∈ ilR with λn tending to zero as n →∞. For each λn (n = 1, 2, · · ·), one can choose the
corresponding eigenvectors e1n, · · · , eμnn such that
e11, · · · , eμ11 , · · · , e1n, · · · , eμnn , · · · (3.35)
form an orthonormal basis of H. Recall α = α(·) ∈ W (0, 1). Therefore it is easy to see that
λn = 0, n = 1, 2, · · · . (3.36)
Indeed, if λ = 0 were an eigenvalue, there would exist e ∈ H10 (0, 1), e = 0, such that
(I − A)−1(αe)x ≡ 0. Thus (αe)x ≡ 0, which implies αe = Const. Since e ∈ H10 (0, 1) and
e = 0, this implies that either Const = 0 or α is unbounded. The second possibility has to
be excluded since α ∈ W (0, 1). Thus αe ≡ 0 in (0, 1). But then, since α ∈ W (0, 1), we have
e = 0 a.e. in (0, 1), which is in contradiction with the fact that e = 0.
By (3.34), we can assume that the initial datum u0 of (1.1) is decomposed as
u0 =
∞∑
n=1
μn∑
j=1
ajne
j
n in H, (3.37)
where ajn are constants. Then it follows that the corresponding solution u of (1.1) can be
expressed as
u(x, t) =
∞∑
n=1
( μn∑
j=1
ajne
j
n(x)
)
eλnt (x, t) ∈ (0, 1)× lR. (3.38)
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However, by Lemma 3.3, we see that u ∈ Cω(lR;H). Therefore, by (1.2) (recall F =
(0, a) ∪ (b, 1)), we obtain that
u(x, t) = 0 in (0, a)× lR, (3.39)
i.e. ∞∑
m=1
( μm∑
j=1
ajne
j
m(x)
)
eλmt = 0, (x, t) ∈ (0, a)× lR. (3.40)
Note that
lim
T→+∞
1
2T
∫ T
−T
eirte−istdt =
⎧⎨⎩ 1 if r = s0 if r = s , ∀ r, s ∈ lR. (3.41)
Hence, by (3.40)–(3.41), for each n ∈ lN, we have
μn∑
j=1
ajne
j
n(x) = lim
T→+∞
1
2T
∫ T
−T
e−λnt
∞∑
m=1
( μm∑
j=1
ajne
j
m(x)
)
eλmtdt = 0, ∀ x ∈ (0, a). (3.42)
Note that λn = 0. Taking into account that
e(x) =
μn∑
j=1
ajne
j
n(x)
satisfies (I − A)−1(αe)x = λne together with e(0) = e(1) = 0, by (3.42) and Lemma 2.5, we
conclude that
μn∑
j=1
ajne
j
n(x) = 0, ∀ x ∈ (0, 1). (3.43)
Therefore
ajn = 0, j = 1, · · · , μn, n = 1, 2, · · · . (3.44)
Combining (3.37) and (3.44), we see that u0 = 0. Consequently u ≡ 0. Thus the proof of
Theorem 1.2 is completed.
4 Asymptotic analysis of the eigenvalues and eigenvec-
tors of operator A˜
As we mentioned in the introduction, the method of proof of Theorem 1.2 we have developed
in the previous section does not apply when β(·) = 0 or F = (0, a)∪ (b, 1). In order to prove
Theorem 1.3 we need to justify developing the solutions u(·) of (1.1) in the series of the
generalized eigenvectors of the operator A˜ defined by (2.11). For this purpose, the first step
is to get a sharp asymptotic description of the “high frequency” eigenvalues and eigenvectors
of A˜. This is the object of this section.
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Without loss of generality, we suppose
min
x∈[0,1]
α(x) > 0. (4.1)
The case minx∈[0,1] ( − α(x)) > 0 can be considered similarly. Also, we recall that α(·) ∈
W 2,∞(0, 1) and β(·) ∈ L∞(0, 1).
Denote
a0

=
∫ 1
0
α(s)ds. (4.2)
We need the following variable transformation
x˜

=
1
a0
∫ x
0
α(s)ds, x ∈ [0, 1]. (4.3)
Then by (4.1), we see that x˜ ∈ [0, 1] and x˜ → x is a one-to-one and onto map. Denote⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
u˜(x˜, t) = u(x, t),
α˜(x˜) = α(x),
β˜(x˜) = β(x),
u˜(x˜, t) = u(x, t).
(4.4)
Then, by (1.1), we see that u˜ satisfies⎧⎪⎪⎪⎨⎪⎪⎪⎩
u˜t − α˜2a20 u˜tx˜x˜ −
α˜α˜x˜
a20
u˜tx˜ =
α˜2
a0
u˜x˜ +
(
α˜α˜x˜
a0
+ β˜
)
u˜ in (0, 1)× (0, T ),
u˜(0, t) = u˜(1, t) = 0 t ∈ (0, T ),
u˜(x˜, 0) = u˜0(x˜) in (0, 1).
(4.5)
In what follows, we denote x˜, u˜, α˜, β˜ and u˜0 simply by x, u, α, β and u0 respectively.
Thus, (4.5) reads⎧⎪⎪⎪⎨⎪⎪⎪⎩
a20
α2
ut − utxx − αxα utx = a0ux + a0αxα+a
2
0β
α2
u in (0, 1)× (0, T ),
u(0, t) = u(1, t) = 0 t ∈ (0, T ),
u(x, 0) = u0(x) in (0, 1).
(4.6)
By means of the above variable transformation, we can define a linear operator F :
H10 (0, 1) → H10 (0, 1) by
(Ff)(x) = f
(
1
a0
∫ x
0
α(s)ds
)
(= f(x˜(x))), ∀ f ∈ H10 (0, 1). (4.7)
Then F−1 : H10 (0, 1) → H10 (0, 1) is given by
(F−1f)(x) = f(x˜−1(x)), ∀ f ∈ H10 (0, 1). (4.8)
It is easy to check the following simple result, which will play an important role in the
sequel.
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Lemma 4.1 Let α(·) ∈ L∞(0, 1) with minx∈[0,1] |α(x)| > 0. Then both F and F−1 are
bounded linear operators from H10 (0, 1) to H
1
0 (0, 1). Furthermore, if α(·) ∈ W 1,∞(0, 1), then
both F and F−1 are bounded linear operators from H2(0, 1) to H2(0, 1).
We claim that for any φ ∈ L2(0, 1), the following equation⎧⎨⎩
a20
α2
ψ − ψxx − αxα ψx = φ in (0, 1),
ψ(0) = ψ(1) = 0
(4.9)
admits one and only one solution ψ ∈ H10 (0, 1) ∩ H2(0, 1), and that the mapping φ ∈
L2(0, 1) → ψ ∈ H10 (0, 1) ∩H2(0, 1) is continuous. To see this, we note that solving (4.9) is
equivalent to solving ⎧⎨⎩ F
−1ψ − (F−1ψ)xx = F−1(α2a20 φ) in (0, 1),
F−1ψ(0) = F−1ψ(1) = 0, (4.10)
which has, indeed, a unique solution F−1ψ ∈ H10 (0, 1) ∩ H2(0, 1). Therefore, the operator(
a20
α2
− ∂xx − αxα ∂x
)−1
is well-defined in L2(0, 1) and it has the continuity property claimed
above.
Now, we define an operator B : H10 (0, 1) → H10 (0, 1) by
Bf =
( a20
α2
− ∂xx − αx
α
∂x
)−1(
a0fx +
a0ααx + a
2
0β
α2
f
)
, ∀ f ∈ H10 (0, 1). (4.11)
Then (4.6) can be re-written equivalently as⎧⎨⎩ ut = Bu, t > 0,u(0) = u0. (4.12)
Let μ be an eigenvalue of B and y ∈ H10 (0, 1) be the corresponding eigenvector. It is easy
to show that
μ = 0. (4.13)
Put
λ =
1
μ
. (4.14)
Then, we see that λ and y satisfy⎧⎨⎩ y
′′ = −
(
α′
α
+ a0λ
)
y′ +
(
a20
α2
− a0αα′+a20β
α2
λ
)
y, 0 < x < 1,
y(0) = y(1) = 0,
(4.15)
where we denote ′ = ∂/∂x.
We need the following transformation:
y = eφz, (4.16)
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where φ = φ(x) will be given below. It is easy to check that z satisfies⎧⎨⎩ z
′′ = −
(
α′
α
+ a0λ + 2φ
′
)
z′ +
[
a20
α2
− a0αα′+a20β
α2
λ−
(
α′
α
+ a0λ
)
φ′ − φ′′ − (φ′)2
]
z, 0 < x < 1,
z(0) = z(1) = 0.
(4.17)
Let us take
φ = φ(x)

= −1
2
(lnα + a0λx). (4.18)
Then we get ⎧⎨⎩ z
′′ =
(
a20
4
λ2 − gλ + h
)
z, 0 < x < 1,
z(0) = z(1) = 0,
(4.19)
where
g

=
a0αα
′ + 2a20β
2α2
(4.20)
and
h

=
4a20 + 2αα
′′ − (α′)2
4α2
. (4.21)
It is obvious that z ∈ H10 (0, 1). Conversely, if λ ∈ lC, 0 = z ∈ H10 (0, 1) satisfies (4.19),
then it is easy to check that λ and y given by (4.16) satisfy (4.15).
We need the following rough estimate on the eigenvalues of (4.19).
Theorem 4.1 Let β(·) ∈ L∞(0, 1) and α(·) ∈ W 2,∞(0, 1) with minx∈[0,1] |α(x)| > 0. Then
the set of eigenvalues of (4.19) is symmetric about the real axis and is contained in the set
Λ1 ∪ Λ2, where
Λ1

= {λ ∈ lR; |λ| < δ1}, and
Λ2

= {λ ∈ lC; Imλ = 0, |Reλ| ≤ δ2}
(4.22)
with
δ1

=
2
(
|g|L∞(0,1) +
√
|g|2L∞(0,1) + a20|h|L∞(0,1)
)
a20
and δ2

=
2|g|L∞(0,1)
a20
. (4.23)
Proof. Multiplying both sides of the first equation in (4.19) by z¯, integrating it on (0, 1),
using integration by parts, we get
a20
4
∫ 1
0
|z|2dxλ2 −
∫ 1
0
g|z|2dxλ +
∫ 1
0
h|z|2dx +
∫ 1
0
|z′|2dx = 0. (4.24)
Case 1: Imλ = 0. In this case, we have
a20
4
∫ 1
0 |z|2dxλ2 −
∫ 1
0 g|z|2dxλ +
∫ 1
0 h|z|2dx
≥
(
a20
4
λ2 − |g|L∞(0,1)|λ| − |h|L∞(0,1)
) ∫ 1
0 |z|2dx.
(4.25)
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Note that if |λ| ≥ δ1, we have
a20
4
λ2 − |g|L∞(0,1)|λ| − |h|L∞(0,1) ≥ 0. (4.26)
Combining (4.24)–(4.26), we arrive at
z ≡ 0, (4.27)
which contradicts the fact that z is an eigenvector. Therefore, we conclude that |λ| < δ1.
Case 2: Imλ = 0. In this case, from (4.24), we see that
Reλ =
2
∫ 1
0 g|z|2dx
a20
∫ 1
0 |z|2dx
. (4.28)
Thus it is obvious that |Reλ| ≤ δ2.
Let us solve the (nonlinear) eigenvalue problem (4.19). For this purpose, we use the
so-called “shooting method”. Fix λ ∈ lC, we consider the following Cauchy problem:⎧⎨⎩ w
′′ =
(
a20
4
λ2 − gλ + h
)
w, x > 0,
w(0, λ) = 0, w′(0, λ) = 1.
(4.29)
Clearly the zeros of λ → w(1, λ) are the eigenvalues of problem (4.19). In addition, it can
be checked that the algebraic multiplicity of an eigenvalue is the order to which w(1, λ)
vanishes.
The “main part” of (4.29) (when λ is large) is the following equation:⎧⎨⎩ v′′ =
a20λ
2
4
v, x > 0,
v(0, λ) = 0, v′(0, λ) = 1.
(4.30)
It is easy to check that the unique solution of (4.30) reads
v(x, λ) =
2
a0λ
sinh
a0λx
2
. (4.31)
Therefore, using the variation of constants formula, similar to Theorem 3.1 in [2], we have
the following asymptotic estimates.
Theorem 4.2 Let β(·) ∈ L∞(0, 1) and α(·) ∈ W 2,∞(0, 1) with minx∈[0,1] |α(x)| > 0. Then
there is a constant C1 = C1(α, β) > 0 such that for the solution of (4.29), the following
estimates ∣∣∣∣∣w(x, λ)− 2a0λ sinh
(
a0λ
2
x− 1
a0
∫ x
0
gds
)∣∣∣∣∣ ≤ C1|λ|2 (4.32)
and ∣∣∣∣∣w′(x, λ)− cosh
(
a0λ
2
x− 1
a0
∫ x
0
gds
)∣∣∣∣∣ ≤ C1|λ| . (4.33)
hold uniformly for x ∈ [0, 1], |λ| ≥ 1 and |Reλ| < δ1, where δ1 is the constant in (4.23).
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Let us denote
b0

= − 1
a0
∫ 1
0
g(s)ds. (4.34)
We choose
N0

=
[a20C1
π
]
+ 1, (4.35)
where C1 is the constant in Theorem 4.2. Put
Γn

= {λ ∈ lC; |a0
2
λ + b0 ∓ inπ| = 2C1/(nπ)}, |n| > N0. (4.36)
We need the following estimate, which is a simple consequence of Lemma 5.2 in [3].
Lemma 4.2 For any λ ∈ Γn with |n| ≥ N0, it holds∣∣∣∣ 2a0 sinh(a02 λ + b0)
∣∣∣∣ > C1|λ| , (4.37)
where C1 is the constant in Theorem 4.2.
Now, we can estimate the location of the eigenvalues of (4.19).
Theorem 4.3 Let β(·) ∈ L∞(0, 1) and α(·) ∈ W 2,∞(0, 1) with minx∈[0,1] |α(x)| > 0. Then
there is an integer N1, depending only on α and β, such that (4.19) has one simple eigenvalue
in Γn for each |n| > N1.
Proof. By the definition of Γn in (4.36), it is easy to see that one can find N1 ≥ N0 such
that
Γn ⊂ {λ ∈ lC; |Reλ| < δ1, |λ| ≥ 1}, ∀ |n| > N1. (4.38)
Thus, by Theorem 4.2 and Lemma 4.2, we see that the following estimate∣∣∣∣w(1, λ)− 2a0λ sinh(a02 λ + b0)
∣∣∣∣ ≤ C1|λ|2 ≤
∣∣∣∣ 2a0λ sinh(a02 λ + b0)
∣∣∣∣ (4.39)
holds for any |n| > N1. Hence, by (4.39) and Rouche´s Theorem, we conclude that w(1, λ)
possesses the same number of zeros in Γn.
Let us return to the asymptotic estimate on the eigenvalues and the corresponding eigen-
vectors of B.
Theorem 4.4 Let β(·) ∈ L∞(0, 1) and α(·) ∈ W 2,∞(0, 1) with minx∈[0,1] |α(x)| > 0. Then
for any |n| > N1, where N1 is the integer given by Theorem 4.3, the eigenvalue μn of B is
algebraically simple and has the following asymptotic expansion:
μn =
a0
2(−b0 + inπ) + O(|n|
−3); (4.40)
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the corresponding eigenvector yn of B satisfies
yn(x) =
eb0x−inπx
inπ
√
α
sinh
(
inπx− b0x− 1
a0
∫ x
0
gds
)
+ O(n−2) (4.41)
and
y′n(x) =
e
2b0x+
1
a0
∫ x
0
gds
√
α
e−2inπx + O(|n|−1). (4.42)
Proof. By Theorem 4.3 and (4.36), we see that the eigenvalue of (4.19) has the following
asymptotic expansion:
λ±n =
2
a0
(−b0 ± inπ) + O(|n|−1). (4.43)
Thus, by Theorem 4.2, we conclude that the corresponding eigenvectors of (4.19) satisfy
z(x, λ±n) = 2a0λ±n sinh
(
a0λ±n
2
x− 1
a0
∫ x
0 gds
)
+ O(|λ±n|−2)
= 1−b0±inπ sinh
(
± inπx− b0x− 1a0
∫ x
0 gds
)
+ O(n−2)
= 1±inπ sinh
(
± inπx− b0x− 1a0
∫ x
0 gds
)
+ O(n−2)
(4.44)
and
z′(x, λ±n) = cosh
(
a0λ±n
2
x− 1
a0
∫ x
0 gds
)
+ O(|λ±n|−1)
= cosh
(
±inπx− b0x− 1a0
∫ x
0 gds
)
+ O(|n|−1). (4.45)
Denote
y±n(x) = eφ(x,λ±n)z(x, λ±n), (4.46)
where φ is the function given by (4.18). Then, it is easy to see that every λ−1±n is a eigenvalue
of B, and y±n(= 0) is a corresponding eigenvector. Also, by (4.43)–(4.46) and (4.18), we get
the asymptotic expansions (4.41)–(4.42) immediately.
Now, let us denote
Un(x) =
1√
1 + n2π2
e−isgn (n)
√
1+n2π2x sin(nπx), n = ±1, ±2, · · · . (4.47)
Then by Proposition 2.3 in [14], we know that the family {Un}∞|n|=1 forms an orthonormal
basis of H10 (0, 1). Thus {sgn (n)Un}∞|n|=1 forms an orthonormal basis of H10 (0, 1), too. Further,
we denote
un(x) =
e
2b0x+
1
a0
∫ x
0
gds
√
α
sgn (n)√
1 + n2π2
e−isgn (n)
√
1+n2π2x sin(nπx), n = ±1, ±2, · · · . (4.48)
We recall that a Riesz basis of a Hilbert space H is obtained from an orthonormal basis by
means of a bounded invertible operator transformation in H. Therefore, noting that un is
obtained from sgn (n)Un by simple multiplication by a C
1 function
e
2b0x+
1
a0
∫ x
0
gds
√
α
(> 0 for any x ∈ [0, 1])
which is independent of n, we see that
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Lemma 4.3 The family {un}∞|n|=1 forms a Riesz basis of H10 (0, 1).
We have the following crucial result.
Theorem 4.5 Let β(·) ∈ L∞(0, 1) and α(·) ∈ W 2,∞(0, 1) with minx∈[0,1] |α(x)| > 0. Then
the eigenvectors yn (|n| > N1) of B, where N1 is the integer given by Theorem 4.3, satisfy
∞∑
|n|=N1+1
|yn − un|2H10 (0,1) < ∞. (4.49)
Proof. By (4.41)–(4.42) and (4.48), we get
∞∑
|n|=N1+1
|yn − un|2H10 (0,1) =
∞∑
|n|=N1+1
(
|yn − un|2L2(0,1) + |y′n − u′n|2L2(0,1)
)
≤ C
( ∞∑
|n|=N1+1
1
n2
+
∞∑
|n|=N1+1
∫ 1
0
∣∣∣e−2inπx + ie−isgn (n)√1+n2π2x sin(nπx)
−sgn (n) nπ√
1 + n2π2
e−isgn (n)
√
1+n2π2x cos(nπx)
∣∣∣2dx).
(4.50)
However ∞∑
|n|=N1+1
∫ 1
0
∣∣∣e−isgn (n)√1+n2π2x − e−inπx∣∣∣2 dx < ∞ (4.51)
and
∞∑
|n|=N1+1
∣∣∣∣∣1− sgn (n) nπ√1 + n2π2
∣∣∣∣∣
2
< ∞. (4.52)
Thus, by
e−2inπx = −ie−inπx sin(nπx) + e−inπx cos(nπx),
and noting (4.51) and (4.52), we see that
∞∑
|n|=N1+1
∫ 1
0
∣∣∣e−2inπx + ie−isgn (n)√1+n2π2x sin(nπx)
−sgn (n) nπ√
1 + n2π2
e−isgn (n)
√
1+n2π2x cos(nπx)
∣∣∣2dx
=
∞∑
|n|=N1+1
∫ 1
0
∣∣∣i(e−isgn (n)√1+n2π2x − e−inπx) sin(nπx)
+e−inπx
(
1− sgn (n) nπ√
1 + n2π2
)
cos(nπx)
+sgn (n)
nπ√
1 + n2π2
(
e−inπx − e−isgn (n)
√
1+n2π2x
)
cos(nπx)
∣∣∣2dx
≤ C
∞∑
|n|=N1+1
[ ∫ 1
0
∣∣∣e−isgn (n)√1+n2π2x − e−inπx∣∣∣2dx + ∣∣∣1− sgn (n) nπ√
1 + n2π2
∣∣∣2]
< ∞.
(4.53)
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Thus, combining (4.50) and (4.53), we obtain (4.49).
Now, it is easy to deduce the following result, which is the main result of this section.
Theorem 4.6 Let β(·) ∈ L∞(0, 1) and α(·) ∈ W 2,∞(0, 1) with minx∈[0,1] |α(x)| > 0. Then
for any |n| > N1, where N1 is as in Theorem 4.3, μn is a simple eigenvalue of A˜ with
eigenvector F−1yn which satisfies
∞∑
|n|=N1+1
|F−1yn −F−1un|2H10 (0,1) < ∞. (4.54)
Note that, by Lemma 4.3, we see that {F−1un}∞|n|=1 forms a Riesz basis of H10 (0, 1), too.
Thus Theorem 4.6 tells us that the “high frequency” eigenvectors of A˜ are quadratically
close to a subsequence of the Riesz basis {F−1un}∞|n|=1 in H10 (0, 1). We will show in the next
section that we can choose a sequence of generalized eigenvectors of A˜ to form a Riesz basis
of H10 (0, 1).
5 Riesz basis property of the generalized eigenvectors
of compact operators
This section is devoted to derive a sufficient condition for checking the Riesz basis property
of the generalized eigenvectors of compact operators, which is of independent interest.
Throughout this section, H is a complex Hilbert space, G is a linear operator in H. We
denote by ρ(G), σ(G) and σp(G) the resolvent set of G, the spectrum of G and the point
spectrum of G (i.e. the set of eigenvalues of G) respectively.
First of all, let us recall that a non-zero vector η ∈ H is called a generalized eigenvector
of G, corresponding to some λ ∈ σp(G), if (λI −G)mη = 0 for some positive integer m.
Next, we recall that a sequence of vectors {hj}∞j=1 in H is said to be ω−linearly indepen-
dent if ∞∑
j=1
cjhj = 0, cj ∈ lC for j ∈ lN
is not possible for
0 <
∞∑
j=1
|cjhj|2 < ∞.
The problem of verifying whether a set of generalized eigenvectors of a linear operator
forms a Riesz basis is important both from a theoretical and a practical point of view. In
this direction, the main tool is the following Bari’s theorem (see for example [7]).
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Theorem 5.1 Any ω−linearly independent sequence {gn}∞n=1 of H which is quadratically
close to some Riesz basis {fn}∞n=1, i.e.
∞∑
n=1
|gn − fn|2 < ∞, (5.1)
is itself a Riesz basis.
In some applications (as in Section 4 above), by means of asymptotic analysis techniques, it
is relatively easy to find a sequence of generalized eigenvectors {gn}∞n=N+1 (N large enough)
of G, which is quadratically close to a subsequence of some known Riesz basis {fn}∞n=1, i.e.
∞∑
n=N+1
|gn − fn|2 < ∞. (5.2)
The most common approach to construct a Riesz basis of H via the generalized eigenvec-
tors of G is then to analyze carefully the number of the remaining independent generalized
eigenvectors and to show that sp(G), the root space of G, i.e. the closed subspace spanned
by the generalized eigenvectors of G, is complete in H.
Very recently, Guo ([8], [9]) proved an interesting result, which says that the last step
described above is in fact not necessary for many problems. Guo’s result reads as follows:
Theorem 5.2 Let G be a densely defined linear operator with compact resolvent in H. Let
{fn}∞n=1 be a Riesz basis of H. Suppose a sequence of generalized eigenvectors {gn}∞n=N+1
of G satisfies (5.2) for some N ∈ lN. Then one can find an integer M ≥ N and some
generalized eigenvectors {gn0}Mn=1 of G such that
{gn0}Mn=1 ∪ {gn}∞n=M+1 (5.3)
forms a Riesz basis of H.
Note, however, that one can not apply Theorem 5.2 to our problem. The reason is that
our operator A˜ (defined by (2.11)) is itself a compact operator (and therefore a bounded
operator). Therefore its resolvent can not be compact because the underlying Hilbert space
H10 (0, 1) is infinite-dimensional. One could also try to apply Theorem 5.2 to Â = (λ0−A˜)−1
for some λ0 ∈ ρ(A˜). But this is not possible since Â is always a bounded linear operator
and hence the resolvent of Â can not be compact for the same reason as above. Therefore,
we need to derive a new sufficient condition for the Riesz basis property of the generalized
eigenvectors of compact operators to hold. Our result is the following.
Theorem 5.3 Let dimH = ∞. Let G be a compact operator in H and 0 ∈ σp(G∗). Let
{fn}∞n=1 be a Riesz basis of H. Suppose a sequence of generalized eigenvectors {gn}∞n=N+1 of
G satisfies (5.2) for some N ∈ lN. Then there exist an integer M ≥ N and some generalized
eigenvectors {gn0}Mn=1 of G such that the sequence (5.3) forms a Riesz basis of H.
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Remark 5.1 It is easy to see that Theorem 5.2 is a consequence of Theorem 5.3. In fact,
if dimH < ∞, the result in Theorem 5.2 is (trivially) correct. If dimH = ∞ and G be
a densely defined linear operator with compact resolvent in H, then G˜ = (λ0I − G)−1 with
λ0 ∈ ρ(G) is compact and it is easy to check that 0 ∈ σp(G˜∗). Thus noting that G and G˜ have
the same generalized eigenvectors, our assertion follows immediately by applying Theorem
5.3 to G˜.
Remark 5.2 From the proof of Theorem 5.3, it is easy to see that we can choose M = N
in Theorem 5.3 provided that {gn}∞n=N+1 is ω−linearly independent in H.
Combining Theorem 5.3, Theorem 4.6 and Lemma 2.3, we obtain the following conclusion
immediately.
Theorem 5.4 Let β(·) ∈ L∞(0, 1) and α(·) ∈ W 2,∞(0, 1) with minx∈[0,1] |α(x)| > 0. Then
there exist finitely many generalized eigenvectors u1, u2, · · · , uM of A˜ corresponding respec-
tively to eigenvalues μ1, μ2, · · · , μM for some integer M ≥ N1, where N1 is as in Theorem
4.3, such that
{uk}Mk=1 ∪ {F−1yn}∞|n|=M+1 (5.4)
forms a Riesz basis of H10 (0, 1), where F−1yn is an eigenvector of A˜ corresponding to a simple
eigenvalue μn for each |n| > M .
In order to prove Theorem 5.3, we need the following three known lemmata.
Lemma 5.1 ([8]–[9]) Let {fn}∞n=1 be a Riesz basis of H. Suppose that for some N ∈ lN,
{gn}∞n=N+1 is a sequence in H satisfying (5.2). Then there is a M ≥ N such that
{fn}Mn=1 ∪ {gn}∞n=M+1 (5.5)
forms a Riesz basis of H.
Lemma 5.2 ([16]) Let {fn}∞n=1 be a Riesz basis in H. Let {gn}∞n=N+1 with some N ∈ lN
be a ω−linearly independent sequence in H satisfying (5.2). Then {gn}∞n=N+1 forms a Riesz
basis in the subspace spanned by itself in H.
Lemma 5.3 ([7], pp. 17) Let G be a compact operator in H for which sp(G) = H, and let
P be the orthogonal projector from H to sp(G)⊥. Then PGP is a Volterra operator in H,
i.e. a compact operator in H with no nonzero eigenvalues.
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Proof of Theorem 5.3. The proof is similar to [8]. However, for the sake of completeness
and also for the reader’s convenience, we give the details here. The proof is divided into
several steps.
Step 1. By Lemma 5.1, we can find a M ≥ N such that {fn}Mn=1 ∪ {gn}∞n=M+1 form a
Riesz basis of H. Thus {gn}∞n=M+1 is ω−linearly independent.
Let {gτ} be an arbitrary set such that
{gτ} ∪ {gn}∞n=M+1 (5.6)
is a “maximal” ω−linearly independent subset of generalized eigenvectors of G, i.e. {gτ} ∪
{gn}∞n=M+1 is a ω−linearly independent subset of generalized eigenvectors of G, and for any
other generalized eigenvector g of G, the set
{g} ∪ {gτ} ∪ {gn}∞n=M+1 (5.7)
is not ω−linearly independent anymore. In this way, we see that {gτ} ∪ {gn}∞n=M+1 spans
the root subspace sp(G) of G.
Step 2. We claim that the number of {gτ} is not greater than M . In fact, if we assume
that
{gτ} ⊃ {g1, g2, · · · , gM+1}, (5.8)
then noting that {fn}Mn=1 ∪ {gn}∞n=M+1 is a Riesz basis of H, we see that
gj =
M∑
n=1
ajnfn +
∞∑
n=M+1
ajngn (5.9)
for some sequence {ajn}∞n=1 in lC (j = 1, 2, · · · ,M + 1). Denote
γj = (a
j
1, a
j
2, · · · , ajM), j = 1, 2, · · · ,M + 1. (5.10)
Then γ1, γ2, · · · , γM+1 must be linearly dependent, i.e. there exist bj ∈ lC (j = 1, 2, · · · ,M+1),∑M+1
j=1 |bj| > 0, such that
M+1∑
j=1
bjγj = 0. (5.11)
Thus, by (5.9) and (5.11), we see that
M+1∑
j=1
bjgj =
∞∑
n=M+1
(M+1∑
j=1
bja
j
n
)
gn, (5.12)
which contradicts the ω−linearly independence of {gτ} ∪ {gn}∞n=M+1.
Step 3. Now, by Step 2, we denote {gτ} = {gn0}Ln=1 with L ≤ M . Then, by Lemma 5.2,
we conclude that {gn0}Ln=1 ∪ {gn}∞n=M+1 forms a Riesz basis of sp(G).
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We claim sp(G) = H. Otherwise we have the following orthogonal decomposition
H = H1
⊕
sp(G), (5.13)
where H1

= sp(G)
⊥ = {0}. Noting that
H1 ⊂
(
span {gM+1, gM+2, · · ·}
)⊥
(5.14)
and by the fact that {fn}Mn=1 ∪ {gn}∞n=M+1 forms a Riesz basis of H, it is easy to see that
dimH1 < ∞. (5.15)
We denote by P the orthogonal projector from H to H1. Then, by Lemma 5.3, we see
that PGP is a Volterra operator, and so is its adjoint operator PG∗P. Thus PG∗P is a
compact operator and has no nonzero eigenvalues.
On the other hand, since sp(G) is an invariant subspace of G, H1 is an invariant subspace
of G∗. Note that
PG∗PH1 = G∗H1. (5.16)
Thus G∗|H1 , the restriction of G∗ to H1, has no nonzero eigenvalues. Consequently, by (5.15),
we conclude that
0 ∈ σp(G∗|H1) ⊂ σp(G∗), (5.17)
which contradicts our assumption.
Step 4. We claim that L = M . In fact, if L < M , then noting that (by Step 3)
{gn0}Ln=1 ∪ {gn}∞n=M+1 form a Riesz basis of H, we see that
fj =
L∑
n=1
cjngn0 +
∞∑
n=M+1
cjngn (5.18)
for some sequence {cjn}Ln=1 ∪ {cjn}∞n=M+1 in lC (j = 1, 2, · · · ,M). Then arguing as in Step 2,
we conclude that
M∑
j=1
djfj =
∞∑
n=M+1
( M∑
j=1
djc
j
n
)
gn (5.19)
for some dj ∈ lC (j = 1, 2, · · · ,M) with ∑Mj=1 |dj| > 0. It is easy to see that (5.19) contradicts
the ω−linearly independence of {fn}Mn=1 ∪ {gn}∞n=M+1 (recall Lemma 5.1). This completes
the proof of Theorem 5.3.
6 Proof of Theorem 1.3
We divide the proof into several steps.
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Step 1. Recall equation (1.1) and that u0 ∈ L2(0, 1). We claim that without loss of
generality, we may assume that u0 ∈ H10 (0, 1). To see this, let us denote (recall (2.1) for A)
v

= ut, v0

= ut(0) = (I − A)−1
(
(αu0)x + βu0
)
, (6.1)
where u(·) is the solution of (1.1). Then v satisfies (recall (2.11) for A˜)⎧⎨⎩ vt = A˜v, t > 0,v(0) = v0 (6.2)
and
v0 ∈ H10 (0, 1). (6.3)
We note that it suffices to prove
v0 = 0. (6.4)
In fact, if (6.4) holds, then it follows from (6.1) and (1.1) that⎧⎨⎩ (αu0)x + βu0 = 0, x ∈ (0, 1),u0(0) = u0(1) = 0. (6.5)
Thus, by minx∈[0,1] |α(x)| > 0, from (6.5), we get u0 = 0. Therefore by the well-posedness of
(1.1), we see that u(t) ≡ 0.
In the sequel, we assume that u0 ∈ H10 (0, 1).
Step 2. By Theorem 5.4, we know that {un}Mn=1 ∪ {F−1yn}∞|n|=M+1 forms a Riesz basis
of H10 (0, 1). Recall that uj (j = 1, · · · ,M) are generalized eigenvectors of A˜, and F−1yn
(|n| ≥ M +1) are eigenvectors of A˜ with simple eigenvalues μn. We also claim that, without
loss of generality, we may assume that {un}Mn=1 can be re-arranged as follows
u1,0, · · · , u1,m1−1, · · · , un0,0, · · · , un0,mn0−1 (6.6)
for some positive integers n0 and mk (k = 1, · · · , n0), where {uk,j}mk−1j=0 is the associated
Jordan chain of the corresponding generalized eigenvectors of A˜ with respect to μk and uk,0,
i.e.
A˜uk,0 = μkuk,0,
A˜uk,j = μkuk,j + uk,j−1, j = 1, · · ·mk − 1.
(6.7)
In fact, if {un}Mn=1 is a proper subset of {u1,0, · · · , u1,m1−1, · · · , un0,0, · · · , un0,mn0−1}, say
uk0,j0 ∈ {un}Mn=1 for some k0 ∈ {1, · · · , n0} and j0 ∈ {0, · · · ,mk0 − 1}, then we simply take
ak0,j0 = 0 in (6.9) and the following proof works in the same way. Therefore, for simplicity,
we may assume that
{u1,0, · · · , u1,m1−1, · · · , un0,0, · · · , un0,mn0−1} ∪ {F−1yn}∞|n|=M+1 (6.8)
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forms a Riesz basis of H10 (0, 1).
Now, by u0 ∈ H10 (0, 1), we may suppose
u0 =
n0∑
k=1
mk−1∑
j=0
ak,juk,j +
∞∑
|n|=M+1
anF−1yn (6.9)
for some complex numbers ak,j and an. Therefore, the solution of (6.2) can be expressed as
follows
u(x, t) =
n0∑
k=1
eμkt
mk−1∑
j=0
ak,j
j∑
s=0
tj−s
(j − s)!uk,s(x) +
∞∑
|n|=M+1
eμntanF−1yn(x), (6.10)
where (x, t) ∈ (0, 1)× lR.
Step 3. We need to make some modification on (6.10). If μk = μ	 for some k =  with
k,  ∈ {1, · · · , n0}, then we rewrite the sum
eμkt
mk−1∑
j=0
ak,j
j∑
s=0
tj−s
(j − s)!uk,s + e
μt
m−1∑
j=0
a	,j
j∑
s=0
tj−s
(j − s)!u	,s
= eμkt
max(mk,m)−1∑
j=0
j∑
s=0
tj−s
(j − s)!(ak,juk,s + a	,ju	,s),
(6.11)
where we assume ak,j = 0 if j > mk (or a	,j = 0 if j > m	).
Note that μn is an simple eigenvalue of A˜ when |n| ≥ M + 1, thus it is easy to see that
μk = μ	 for any k =  with || ≥ M + 1. Thus, we may rewrite (6.10) as follows
u(x, t) =
k0∑
k=1
eμ˜kt
m˜k−1∑
j=0
j∑
s=0
tj−s
(j − s)!
mˆk∑
	=1
a˜	k,ju˜
	
k,s(x) +
∞∑
k=k0+1
eμ˜kt
mˆk∑
	=1
a˜	ku˜
	
k(x) (6.12)
for some integer k0 ≥ 0, where we have renumbered the eigenvalues {μn}n0n=1 ∪ {μn}∞|n|=M+1
of A˜ as {μ˜k}∞k=1 such that
μ˜k = μ˜	 for any k = ; (6.13)
also we have renumbered the corresponding eigenvectors and/or generalized eigenvectors
(6.8) of A˜ as
{u˜1k,0, · · · , u˜mˆkk,0 , · · · , u˜1k,m˜k−1, · · · , u˜mˆkk,m˜k−1}k0k=1 ∪ {u˜1k, · · · , u˜mˆkk }∞k=k0+1 (6.14)
with
m˜k ∈ [2,∞), k = 1, · · · , k0, (6.15)
mˆk ∈ [1,∞), k = 1, 2, · · · (6.16)
and
mˆk = 1 (at least) for k large enough. (6.17)
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On the other hand, by Lemma 2.4, we know that u ∈ Cω(lR;H10 (0, 1)). Therefore, by
(1.2) (recall F = (a, b)), we obtain that
u(x, t) = 0 in (a, b)× lR. (6.18)
Thus
k0∑
k=1
eμ˜kt
m˜k−1∑
j=0
j∑
s=0
tj−s
(j − s)!
mˆk∑
	=1
a˜	k,ju˜
	
k,s(x) +
∞∑
k=k0+1
eμ˜kt
mˆk∑
	=1
a˜	ku˜
	
k(x) = 0, (x, t) ∈ (a, b)× lR.
(6.19)
Step 4. Let us denote
μ˜k = ξk + iηk, ξk, ηk ∈ lR, (6.20)
where k = 1, 2, · · ·. Recall A˜ is a compact operator. Thus 0 is the only accumulation point
of {μ˜k}∞k=1. Note that {μ˜k}∞k=1 is bounded. Thus, if ξ	1 > 0 for some 1 ∈ lN, we can find a
˜1 ∈ lN such that
ξ	˜1 = sup{ξk; k ∈ lN} > 0.
To simplify the presentation we assume that ˜1 = 1. The proof works in the same way with
obvious changes in the notation when it is not that way.
We distinguish the following two cases.
Case 1. ξ1 > sup{ξ2, ξ3, · · ·}. In this case, multiplying both sides of (6.19) by
e−μ˜1tt1−m˜1 ,
we have
1
(m˜1 − 1)!
mˆk∑
	=1
a˜	1,m˜1−1u˜
	
1,0(x)
= −
m˜1−2∑
j=0
t1−m˜1
j∑
s=0
tj−s
(j − s)!
mˆ1∑
	=1
a˜	1,ju˜
	
1,s(x)
−
k0∑
k=2
e(μ˜k−μ˜1)tt1−m˜1
m˜k−1∑
j=0
j∑
s=0
tj−s
(j − s)!
mˆk∑
	=1
a˜	k,ju˜
	
k,s(x))
−
∞∑
k=k0+1
e(μ˜k−μ˜1)tt1−m˜1
mˆk∑
	=1
a˜	ku˜
	
k(x) = 0, (x, t) ∈ (a, b)× lR.
(6.21)
Thus, letting t → +∞ in (6.21), we get
mˆk∑
	=1
a˜	1,m˜1−1u˜
	
1,0(x) = 0, x ∈ (a, b). (6.22)
Repeating the above argument, we get
mˆk∑
	=1
a˜	1,m˜1−ju˜
	
1,0(x) = 0, x ∈ (a, b); j = 1, · · · , m˜1. (6.23)
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Note that
∑mˆk
	=1 a˜
	
1,ju˜
	
1,0 are eigenvectors of A˜ (j = 0, · · · , m˜1 − 1). Thus, by Lemma 2.5 and
(6.23), we get
mˆk∑
	=1
a˜	1,m˜1−ju˜
	
1,0(x) ≡ 0, x ∈ (0, 1); j = 1, · · · , m˜1. (6.24)
However, {u˜	1,0}mˆ1	=1 is a subset of a Riesz basis. Thus
u˜11,0, · · · , u˜mˆ11,0
are linearly independent, which implies
a˜	1,j = 0,  = 1, · · · , mˆ1; j = 0, · · · , m˜1 − 1. (6.25)
Case 2. ξ1 = sup{ξ2, ξ3, · · ·}. In this case, for simplicity, let us assume that
ξ1 = ξ2 > sup{ξ3, ξ4, · · ·}
(the other cases can be treated similarly). Also, without loss of generality, we assume that
m˜1 ≥ m˜2.
Multiplying both sides of (6.19) by
e−μ˜1tt1−m˜1 ,
as in (6.21), we see that for (x, t) ∈ (a, b)× lR it holds
1
(m˜1 − 1)!
mˆk∑
	=1
a˜	1,m˜1−1u˜
	
1,0(x) = −
ei(ζ2−ζ1)ttm˜2−m˜1
(m˜2 − 1)!
mˆ2∑
	=1
a˜	2,m˜2−1u˜
	
2,0(x) + o(1) as t → +∞.
(6.26)
Thus, if m˜1 > m˜2, taking t → +∞ in (6.26), we get
mˆk∑
	=1
a˜	1,m˜1−1u˜
	
1,0(x) = 0, x ∈ (a, b). (6.27)
If m˜1 = m˜2, noting that (6.13) gives
ζ2 = ζ1,
thus by (6.26), we get
mˆk∑
	=1
a˜	1,m˜1−1u˜
	
1,0(x) =
1
S
lim
S→+∞
∫ S
0
mˆk∑
	=1
a˜	1,m˜1−1u˜
	
1,0(x)dt
=
1
S
lim
S→+∞
∫ S
0
⎡⎣−ei(ζ2−ζ1)t mˆ2∑
	=1
a˜	2,m˜2−1u˜
	
2,0(x) + o(1)
⎤⎦ dt
= 0, x ∈ (a, b).
(6.28)
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Consequently, similar to case 1, we obtain the same conclusion as (6.25).
Now, repeating the above argument, we see that
a˜	k,j = 0,  = 1, · · · , mˆk; j = 0, · · · , m˜k − 1 (6.29)
whenever ξk > 0. The same argument but by letting t → −∞ allows to deduce (6.29)
whenever ξk < 0.
It remains to show that (6.29) holds for any k such that ξk = 0. For this purpose, we
note that by the above argument we may write
u(x, t) =
k′0∑
k=1
eiζ
′
kt
m˜′k−1∑
j=0
j∑
s=0
tj−s
(j − s)!
mˆ′k∑
	=1
a˜	k,ju˜
	
k,s(x) +
∞∑
k=k′0+1
eiζ
′
kt
mˆ′k∑
	=1
a˜	ku˜
	
k(x) (6.30)
for some integers k′0, m˜
′
k, mˆ
′
k and real number ζ
′
k, where (x, t) ∈ (0, 1)× lR. Furthermore, by
(6.13), we see that
ζ ′k = ζ ′	 whenever k = . (6.31)
By (6.31) and (1.2) (with F = (a, b)), similar to the above argument, it is easy to conclude
that
a˜	k,j = 0,  = 1, · · · , mˆ′k; j = 0, · · · , m˜′k − 1; k = 1, · · · , k′0
and
a˜	k = 0,  = 1, · · · , mˆ′k; k = k′0 + 1, k′0 + 2, · · · .
Thus, we arrive at
u(x, t) ≡ 0, (x, t) ∈ (0, 1)× lR.
This completes the proof of Theorem 1.3.
7 Application to approximate controllability and sta-
bilization of Benjamin-Bona-Mahony like equation
First of all, let us consider the following controlled Benjamin-Bona-Mahony like equation⎧⎪⎪⎪⎨⎪⎪⎪⎩
ut − utxx = [α(x)u]x + fχF in (0, 1)× (0, T ),
u(0, t) = u(1, t) = 0 t ∈ (0, T ),
u(0) = u0 on (0, 1),
(7.1)
where f ∈ L2(F × (0, T )) denotes the control and χF denotes the characteristic function of
the set F where the control is localized.
By means of Hahn-Banach theorem and using our unique continuation result in Theorem
1.3, we have the following controllability result (We refer to [13] for a good introduction to
this subject).
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Theorem 7.1 Let T > 0 be given. Let α(·) and F satisfy the assumptions in Theorem 1.3.
Then (7.1) is approximately controllable in L2(0, 1), i.e., for every pair of data u0, u1 in
L2(0, 1) and every ε > 0, there exists a control f ∈ L2(F × (0, T )) such that the solution of
(7.1) satisfies
|u(T )− u1|L2(0,1) ≤ ε.
Next, let us give an application of our unique continuation theorem to the stabilization
of the following Benjamin-Bona-Mahony like equation⎧⎪⎪⎪⎨⎪⎪⎪⎩
ut − utxx = [α(x)u]x − χF (x)u in (0, 1)× (0,∞),
u(0, t) = u(1, t) = 0 t ∈ (0,∞),
u(0) = u0 on (0, 1).
(7.2)
We denote the energy of solution of (7.2) by
E(u(t))

=
∫ 1
0
[u2(x, t) + u2x(x, t)]dx. (7.3)
We have the following results.
Theorem 7.2 Let α ∈ W (0, 1) ∩H1(0, 1), 1/α ∈ L1(0, 1) and
α′(x) ≤ 0 a.e. (0, 1). (7.4)
Let 0 < a < b < 1, and F = (0, a) ∪ (b, 1). Then for any u0 ∈ H10 (0, 1), u(t) tends to 0 in
H10 (0, 1) weakly as t →∞.
Furthermore, if u0 ∈ U2, where U2 is the subspace in H10 (0, 1) spanned by the following
space
V2

=
{
v0 ∈ H10 (0, 1) ∩H2(0, 1);
∫ 1
0
e−
∫ x
0
χF (s)
α(s)
ds[v0(x)− v0,xx(x)]dx = 0
}
, (7.5)
then E(u(t)) tends to 0 as t →∞.
If we impose more regularity conditions on α(·), we have the following better result.
Theorem 7.3 Let α(·) and F satisfy the assumptions in Theorem 1.3. Let (7.4) hold. Then
for any u0 ∈ H10 (0, 1), E(u(t)) tends to 0 as t →∞.
Remark 7.1 We note that the condition (7.4) is almost necessary for stabilization. In fact,
by (7.2), it is easy to check that
E(u(t)) = E(u0) +
∫ t
0
∫ 1
0
α′(x)u2(x, s)dxds− 2
∫ t
0
∫
F
u2(x, s)dxds. (7.6)
Thus if we take
α(x) = 2(1 + x) and F = (0, 1), (7.7)
we get E(u(t)) ≡ E(u(0)). Thus, the energy does not tend to zero.
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Remark 7.2 Whether the second assertion in Theorem 7.2 holds for any u0 ∈ H10 (0, 1) or
not is an open problem.
In order to prove Theorem 7.2, we will use LaSalle’s invariance principle. For this purpose,
we need the following lemma, which has its independent interest.
Lemma 7.1 Let Ω ⊂ lRn be a bounded domain with C1,1 boundary Γ. Then for any 0 =
γ(·) ∈ L2(Ω), there exist a 1− d subspace V1 and a subspace V2 in H10 (Ω)∩H2(Ω) such that
H10 (Ω) ∩H2(Ω) is the direct sum of V1 and V2, and for any u0 ∈ V2, it holds∫
Ω
γ(x)[u0(x)−Δu0(x)]dx = 0. (7.8)
Proof. We denote by L1 the 1 − d subspace spanned by γ(·) in L2(Ω), and by L2 its
orthogonal complement in L2(Ω). It is well-known that L2(Ω) is the direct sum of L1 and
L2. Now, for any u0 ∈ H10 (Ω) ∩H2(Ω), we denote
f

= u0 −Δu0(∈ L2(Ω)). (7.9)
Therefore, we can find fi ∈ Li (i = 1, 2) such that
f = f1 + f2. (7.10)
We solve the following elliptic equation of second order (i = 1, 2):⎧⎨⎩ ui −Δui = fi in Ω,ui = 0 on Γ. (7.11)
We then obtain a unique solution ui ∈ H10 (Ω) ∩H2(Ω). It is easy to see that
u0 = u1 + u2. (7.12)
Denote
Vi = {ui ∈ H10 (Ω) ∩H2(Ω); ∃fi ∈ Li such that (7.11) holds}. (7.13)
Then the solution of (7.11) satisfy ui ∈ Vi (i = 1, 2). It remains to check that the sum
H10 (Ω)∩H2(Ω) = V1 + V2 is direct. For this purpose, we suppose f ∈ V1 ∩ V2. Then, we get
f −Δf ∈ L1 ∩ L2. (7.14)
Thus ⎧⎨⎩ f −Δf = 0 in Ω,f = 0 on Γ, (7.15)
which gives f = 0.
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From now on, let us denote
γ = γ(x)

= e−
∫ x
0
χF (s)
α(s)
ds, (7.16)
where α and F are given in Theorem 7.2. Then, by Lemma 7.1, we decompose H10 (0, 1) ∩
H2(0, 1) as the direct sum of V1 and V2. It is easy to see that in this case V2 is exactly the
space given by (7.5). The following lemma is crucial in the proof of Theorem 7.2.
Lemma 7.2 Let the assumptions on α and F in Theorem 7.2 hold. Let V2 be given by (7.5).
Then for any u0 ∈ V2, it holds
sup
t∈[0,∞)
|u(t)|H10 (0,1)∩H2(0,1) < ∞, (7.17)
where u(·) is the solution of (7.2).
Proof. First of all, let us solve the following ODE⎧⎨⎩ (αφ)x − χFφ = u0 − u0,xx, 0 < x < 1,φ(0) = 0. (7.18)
We get
φ(x) =
1
α(x)
∫ x
0
γ(u0 − u0,xx)ds, (7.19)
where γ is given by (7.16). From the fact that u0 ∈ V2, we see that
φ(1) = 0. (7.20)
Next, we introduce the following key transform:
v = v(t, x)

=
∫ t
0
u(s, x)ds + φ(x). (7.21)
Then, by (7.2), (7.18) and (7.20), we see that v(·) solves⎧⎪⎪⎪⎨⎪⎪⎪⎩
vt − vtxx = [α(x)v]x − χF (x)v in (0, 1)× (0,∞),
v(0, t) = v(1, t) = 0 t ∈ (0,∞),
v(0) = φ on (0, 1).
(7.22)
Thus, we have
sup
t∈[0,∞)
|v(t)|H10 (0,1) < ∞. (7.23)
Consequently, by u = vt and (7.22)–(7.23), we get (recall (2.1) for A)
supt∈[0,∞) |u(t)|H10 (0,1)∩H2(0,1) = supt∈[0,∞) |vt(t)|H10 (0,1)∩H2(0,1)
= supt∈[0,∞) |(I − A)−1
(
(αv)x − χFv
)
|H10 (0,1)∩H2(0,1)
≤ C supt∈[0,∞) |v(t)|H10 (0,1) < ∞,
(7.24)
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which completes the proof of Lemma 7.2.
Proof of Theorem 7.2. We prove only the second assertion (The first assertion follows
almost immediately from the boundedness of trajectories and the unique continuation result
in Theorem 1.2). By (7.4) and (7.6), it is obvious that the corresponding C0−semigroup
S(t) (in H10 (0, 1)) of (7.2) is contractive. It suffices to consider u0 ∈ V2 and to prove that
the ω−limit set of u0 defined by
ω(u0)

= {v ∈ H10 (0, 1); limn→∞ |S(tn)u0 − v|H10 (0,1) = 0 for some tn →∞} (7.25)
is equal to {0}. First of all, by Lemma 7.2, it is easy to see that ∪t≥0S(t)u0 is precompact
set in H10 (0, 1). Hence ω(u0) = ∅. Next, let us choose v0 ∈ ω(u0). Then
|v0|H10 (0,1) = |S(t)u0|H10 (0,1) for all t ≥ 0. (7.26)
Thus, combining (7.6) and (7.26), and noting (7.4), we get
v(x, t) = 0 (x, t) ∈ F × (0,∞), (7.27)
where v is the solution of (7.2) with u0 replaced by v0. Therefore, by (7.27), we get v satisfies⎧⎪⎪⎪⎨⎪⎪⎪⎩
vt − vtxx = [α(x)v]x in (0, 1)× (0,∞),
v(0, t) = v(1, t) = 0 t ∈ (0,∞),
v(0) = v0 on (0, 1).
(7.28)
However, by (7.27)–(7.28) and Theorem 1.2, we get
v ≡ 0. (7.29)
Thus v0 = 0, which completes the proof of Theorem 7.2.
Proof of Theorem 7.3. We use Theorem 5.4 with β(x) = −χF (x). Recall the operator
A˜ defined by (2.11). By Theorem 5.4, we know that one can find a sequence of general-
ized eigenvectors {un,0, · · · , un,mn−1}∞n=1 of A˜ which forms a Riesz basis of H10 (0, 1), where
un,0, · · · , un,mn−1 is the associated Jordan chain of A˜ with respect to eigenvalue μn, mn is
its algebraic multiplicity which is uniformly bounded with respect to n ∈ lN. Thus, for any
u0 ∈ H10 (0, 1), we may decompose u0 as
u0 =
∞∑
n=1
mn−1∑
j=0
an,jun,j, an,j ∈ lC for j = 0, · · · ,mn − 1;n ∈ lN.
Therefore, the solution of (7.2) can be expressed as follows
u(t) =
∞∑
n=1
eμnt
mn−1∑
j=0
an,j
j∑
s=0
tj−s
(j − s)!un,s. (7.30)
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However, by (7.4) and (7.6), it is obvious that the energy E(u(t)) of (7.2) is decreasing.
Thus, by (7.30), we see that
Reμn < 0 for all n ∈ lN. (7.31)
Now, by (7.30)–(7.31), and noting again that {un,0, · · · , un,mn−1}∞n=1 is a Riesz basis of
H10 (0, 1), we obtain the desired result immediately.
Remark 7.3 (7.31) and the asymptotic formula (4.40) in Theorem 4.4 show that the energy
decay rate of system (7.2) is not uniform. But they allow to prove polynomial decay rates
for the energy E(u(t)) of smooth initial data. In order to get an uniform exponentially decay
rate for E(u(t)), one should choose another damping mechanism of the form(
χF (x)ux
)
x
rather that −χF (x)u in (7.2) in order to guarantee that the energy of the solution is dissipated
at a rate which is proportional to the H1 norm of the restriction of the solution to F . But
this is also an open problem except the trivial case F = (0, 1).
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