We present performance analysis for source localization when wideband aeroacoustic signals are measured at multiple distributed sensor arrays. The acoustic wavefronts are modeled with perfect spatial coherence over individual arrays and with frequency-selective coherence between distinct arrays, thus allowing for random fluctuations due to the propagation medium when the arrays are widely separated. The signals received by the sensors are modeled as wideband Gaussian random processes, and we study the Cramer-Rao bound (CRB) on source localization accuracy for varying levels of signal coherence between the arrays and for processing schemes with different levels of complexity.
INTRODUCTION
Battlefield acoustical surveillance schemes typically deploy multiple microphone arrays over a geographical area in order to measure the sound from a source as it moves through the region. Unless the arrays are spaced very far apart, several arrays will measure the source at any given time. Our objective in this paper is to study the performance of various methods for fusing the data from distributed arrays in order to estimate the source location. In particular, we study source localization performance as a function of the wavefront coherence observed at the distributed arrays, and also with respect to the communication bandwidth required to transmit data from individual arrays to a central fusion processor. Three methods are considered:
The paper is organized as follows. Section 2 describes our model for the wideband signals observed by the distributed sensor arrays. Section 3 presents the CRBs on source localization accuracy for processing methods with different communication bandwidth requirements between arrays and the central fusion center. Section 4 contains examples of source localization performance for specific scenarios. Also included in Section 4 are coherence estimates obtained from processing aeroacoustic data measured at distributed arrays. A glossary of mathematical symbols is included in the Appendix.
DATA MODEL
A model is formulated in this section for the discrete-time signals received by the sensors in distributed arrays.
Consider a single source that is located at coordinates (x3 , y) in the (x , y) plane. Then H arrays are distributed in the same plane, as illustrated in Figure 1 . Each array h {1, . . . , H} contains Nh sensors, and has a reference sensor located at coordinates (xh, yh). The location of sensor n {1, . . . , Nh) is at (xh + ZXhn, Yh + ZYhn), where (1)
We will assume that the wavefronts are well approximated by plane waves over the aperture of individual arrays. Then the propagation time from the source to sensor n on array h will be expressed by rh + Thn, where
*The parameterization of source location in terms of bearings and time delays is true as long as the array geometry and frequency band of the source satisfy certain uniqueness properties. where Thn 5 the propagation time from the reference sensor on array h to sensor n on array h, and is the bearing of the source with respect to array h. Note that while the far-field approximation (2) is reasonable over individual array apertures, the wavefront curvature that is inherent in (1) must be retained in order to accurately model the (possibly) wide separation between arrays.
The time signal received at sensor n on array h due to the source will be represented as sh (t -Th -Thn ) , where the vector of signals s(t) = [si(t), . . . , sH(t)]T received at the H arrays are modeled as real-valued, continuous-time, zero-mean, wide-sense stationary, Gaussian random processes with -oo < i < oc. These processes are fully specified by the H x H cross-correlation function matrix R(r) = E{s(i + r) s(t)T}, (3) where E denotes expectation, superscript T denotes transpose, and we will later use the notation superscript * and superscript H to denote complex conjugate and conjugate transpose, respectively. The (g, h) element in (3) is the cross-correlation function 7's,gh(T) = E{s9(t + r) Sh(t)} (4) between the signals received at arrays g and h. The correlation functions (3) and (4) are equivalently characterized by their Fourier transforms, which are the cross-spectral density function Gs,gh(w) = {r.,gh(T)} = t: rs,gh(r) exp(-jwr) dr (5) and the associated cross-spectral density matrix G(w) = .T{R3(r)}.
The diagonal elements G8,hh (w) of (6) are the power spectral density (PSD) functions of the signals sh (t) , and hence they describe the distribution of average signal power with frequency. The model allows the average signal power to vary from one array to another. Indeed, the PSD may even vary from one array to another to reflect propagation differences, source aspect angle differences, and other effects that lead to coherence degradation in the signals at distributed arrays. Let us elaborate the definition and the meaning of coherence between the signals Sg (t) and sh (t) received at distinct arrays g and h. In general, the cross-spectral density function (5) can be expressed in the form 1/2 G8 ,gh ((.4.) = Ys,gh (w) [G3 ,gg(w)Gs ,hh (w)J , (7) where 7s,gh(w) is the spectral coherence function, which has the property 0 < y.,(w)I 1. The coherence function Ys,gh (w) is generally complex-valued, but we will model it as real-valued. This is a reasonable assumption for acoustic 144 SOURCE (x_s, y_s) ARRAY 1 (x_1, y_l) propagation environments in which the loss of coherence is due to random changes in the apparent source location, as long as the change in apparent source location is the same at both arrays g and h. 10'13 Let us consider the cases of fully coherent signals where $y,g (w) = 1 at all frequencies, incoherent signals where 7s,gh (W) = 0 at all frequencies, and partial coherence where 0 < 7s,gh (w)1 < 1 at some frequencies. If the signals are fully coherent 7s,gh(w) 1, then the signals are identical up to a positive scale factor, i.e., sg(t) aghsh (t) with gh > 0. In this case, the coherent cross-spectral density and cross-correlation have the same form as the auto-spectral density and auto-correlation:
Gs,gh(w)0 = [Gs,gg(w)Gs,hh(w)I2 Gs,hh(W) (rs,gg(O) (8) r8,hh(O) ,
If the signals are incoherent with 7s,gh(w) 0, then the cross-correlation rs,gh(r) 0 and the Gaussian processes Sg () and Sh (t) are statistically independent. If the signals are partially coherent with 0 < 7s,gh (w)I < 1 and we define Ps,gh(T) T1{ys,gh(w)} as the inverse Fourier transform of the coherence function, then we can express the partially coherent cross-spectral density and cross-correlation functions in relation to the coherent counterparts (8) and (9) as
lJs,gh ') -7s,gh WJ G8 ,gh 10 rs,gh(r) = Ps,gh(r) * rs,gh(r)(COH) = i_:Ps,gh(T _ t)r$,gh()(COH) d, (11) where * in (11) denotes convolution. Physical models suggest that the spectral coherence ys,gh(w) 5 a low-pass function,13 so (11) shows that partial coherence produces a "smearing" of the cross-correlation function relative to the perfectly coherent case. This smearing reduces the resolution in estimating the relative time delay of the signals arriving at arrays g and h, which consequently reduces the accuracy of source localization.
Next we model the signal received at sensor n on array h as a sum of the delayed source signal and noise, Zh(t) = Sh(t -Th Thu) + Whrj(), (12) where the noise signals wh(i) are modeled as real-valued, continuous-time, zero-mean, wide-sense stationary, Gaussian random processes that are uncorrelated at distinct sensors. That is, the noise correlation properties are E{Wgrn(i + r)wh()} = r(T) 6gh6rnn, (13) where r (T) is the noise autocorrelation function, and the noise power spectral density is G(w) = F{r(r)}. We then collect the observations at each array h into Nh x 1 vectors Zh (t) = [zhl(t), . . . , Zh,Nh (j)JT for h = 1 , . . . , H, and we further collect the observations from the H arrays into a (N1 + . . . + NH) x 1 vector
The elements of Z() in (14) are zero-mean, wide-sense stationary, Gaussian random processes. We can express the cross-spectral density matrix of Z(t) in a convenient form with the following definitions. The array manifold for array h at frequency w is
using rhn from (2) and assuming that the sensors have omnidirectional response to sources in the plane of interest. Let us define the relative time delay of the signal at arrays g and h as
where Th S defined in (1). Then the cross-spectral density matrix of Z(t) in (14) has the form
. .
aH(w)aH(w)HGS,HH(w)
Recall that the source cross-spectral density functions Gsgh(W) fl (17) can be expressed in terms of the spectral coherence )/s,gh(W) using (7).
Note that (17) depends on the source location parameters (xe, Ys) through ah(w) and Dgh. However, (17) points out that the observations are also characterized by the bearings q , . . . , cH to the source from the individual arrays and the relative time delays Dgh between pairs of arrays.t Therefore, one way to estimate the source location (xe, Ys) is to first estimate the bearings ç , . . . , c'H and the pairwise time delays Dgh . A significant advantage of this approach is that it allows application of the vast amount of knowledge and techniques that are available for bearing estimation with single arrays, as well as time delay estimation with two sensors. Once the bearings ç ,. . . , q5 and the time delays Dgh are estimated, the source location (xe, ys) 5 estimated by "triangulating" with the equations cos(h) = xs Xh
Methods for efficiently solving (18) to (20) for (xe, Ys) need to be investigated. Standard solutions are available for triangulating the bearings alone with (18) and (19), but the nonlinear equations in (20) involving the time delays complicates the problem.
CRBS ON LOCALIZATION ACCURACY
The problem of interest is to estimate the source location parameter vector ® = [x5 , 5jT using T samples of the sensor signals Z(0), Z(T5), . . . , Z((T -1) . T5), where T5 is the sampling period. Let us denote the sampling rate by Is = 1/T5 and w5 = 2irf5 . We will assume that the continuous-time random processes Z(i) are band-limited, and that the sampling rate f is greater than twice the bandwidth of the processes. Then Friedlander15 has shown, using a theorem of Whittle,16 that the Fisher information matrix (FIM) J for the parameters 6 based on the samples
where "tr" denotes the trace of thematrix. The CRB matrix C = J1 then has the property that the covariance matrix of any unbiased estimator ® satisfies Cov(®) -C 0, where 0 means that Cov(®) -C is positive semidefinite.14 The CRB provides a lower bound on the performance of any unbiased estimator. Equation (21) provides a convenient way to compute the FIM for the distributed sensor array model. It provides a powerful tool for evaluating the impact that various parameters have on source localization accuracy. Parameters of interest include the spectral coherence between distributed arrays, the signal bandwidth and power spectrum, the array placement geometry, and the SNR. The FIM in (21) is not easily evaluated analytically, but it is readily evaluated numerically for cases of interest. Next we specialize the FIM expression (21) for two important cases.
ln order to recover the source location (x3, y) from the bearings ti,... ,qjq and the relative time delays Dgh, the array geometry must be such that the set of equations (18) The quantity T._ multiplying the FIM in (24) is the time-bandwidth product of the observations. In order for the narrowband approximation to be valid, the fractional bandwidth w/w must be small. If we consider a typical acoustic signal processing application in which the frequencies of interest wo are in the range from 2ir(50) to 2ir(250) rad/sec, then a reasonable value for w is 2ir, representing a 1-Hz bandwidth. We will use Lw = 2ir in the examples of narrowband processing presented in Section 4.
The narrowband FIM (24) extends in a simple way to the case of acoustic sources that contain multiple narrowband frequency components centered at w1 , . . . ,
Jij
Tw tr
*We shoald point out that the literature on time-delay estimation makes extensive use of the so-called "coherence function." However, the coherence function in the time delay literature is not y,12 (w), which characterizes the signal coherence. Instead, the coherence function in the time-delay literature is related to the noisy observations zii(t), z21(t) defined by (12) . Specifically, it is the normalized cross-spectral density of z1i (t) and z21 (t), i.e.:
Thus any loss in spectral coherence in Yz,12(W) is due to the additive noise PSD G(w), and not loss of signal coherence during propagation.
CRB for schemes with reduced communication bandwidth
The CRBs presented so far in this section provide a performance bound on source location estimation methods that jointly process all the data from all the sensors. Such processing provides the best attainable results, but it also requires significant communication bandwidth to transmit data from the individual arrays to the fusion center.
In this subsection, we develop approximate performance bounds on schemes that perform bearing estimation at the individual arrays in order to reduce the required communication bandwidth to the fusion center. These CRBs facilitate a study of the tradeoff between source location accuracy and communication bandwidth between the arrays and the fusion center.
First we consider the simplest scheme in which each array transmits only its bearing estimate to the fusion center. The fusion center then triangulates the bearings , . . . , cH to estimate the source location (x , y) using ( 18) and (19). This scheme independently processes the data from each array to estimate the bearings, so it does not exploit coherence of the signal at the arrays. Therefore the performance of this scheme must be no better than the performance of the optimum scheme with incoherent signals, i.e., with 7.c,gh(W) 0 for all g < h and all w. We use the CRB of the optimum scheme with incoherent signals at all arrays to bound the performance of triangulation with bearing estimates. Next we consider a scheme in which each array transmits its bearing estimate arid the T samples from one sensor to the fusion center. We assume that the sensor whose samples are transmitted is located at the reference location (Xh, Yh) for the array. In this case the fusion center is able to exploit signal coherence at distributed arrays by estimating the time delays Dgh . However, coherence is not exploited in the estimation of the bearings.
We approximate the performance bound for this scheme as follows. To simplify the modeling, we assume the existence ofan independent sensor at the reference location (xi,, yh) ofeach array. The samples from this independent sensor are transmitted to the fusion center, but they are not used for bearing estimation. Similar to (12) , the observations at these additional sensors are modeled as Zh(t)Sh(tTh)+Wh(t), h=1,...,H, (26) where the noise 1Jh (t) is independent from the noise at all other sensors and shares the common noise PSD G (w).
We define a vector (t) = [1(t), . . . , H(t)]T and a larger vector Z(t) = [Z(t)T, (t)
TJT that collects all of the sensor signals in this model. In order to reflect the fact that the signal coherence is not exploited in the bearing estimation using Z(t) while it is exploited in the estimation of the time delays Dgh using Zh (), the cross-spectral density matrix of Z(t) is modeled as
where G(w) is formed from (17) and GTlD)(w) includes the signal coherence to allow time-delay (TD) estimation G3,11(w) + G(w)
. . . e_iWD1H7$,1H(w) (G8,11(w)G8,HH(w))112
. (29) e+iWD1H7S1H(w) (G,11()G3,HH(w))112
. . .
GS,HH(W) + G(w)
We obtain the FIM for estimation of the source location parameters (x8 , y) using this scheme by inserting G(w)
in (27) into the general expression (21). The existence of H independent sensors for time-delay estimation is assumed so that (27) becomes block-diagonal to decouple the bearing and time-delay parameters. In practice, the use of the same sensor for bearing estimation and time-delay estimation will have little effect on the estimation performance.
Note that the model assumes that the fusion processor estimates the time-delays Dgh for h 2,. . ., H, g = 1, .. . , h jointly based on the time samples (1),.. . , (T). A practical time-delay estimation method is likely to estimate only the H -1 time delays D12, . . . , D1H through independent, pairwise processing ofthe sensor samples. Such a pairwise processing scheme cannot perform better than the CRB based on (27) . However, results of Weinstein12 regarding pairwise processing of sensor signals on a single array suggest that the performance degradation is negligible as long as the SNR is greater than 0 dB. It is possible to obtain an exact CRB for pairwise time delay estimation using our model by following Weinstein's approach.12 However, the exact CRB is considerably more complicated and is valuable only for low SNR scenarios.
EXAMPLES
We present an example that illustrates the improvement in source localization accuracy when coherence between the distributed arrays is exploited. Consider a scenario with H =3 arrays, where the individual arrays are identical and contain N1 = N2 = N3 = 7 sensors. Each array is circular and has 4-ft radius, with six sensors equally spaced around the perimeter and one sensor in the center. Narrowband processing in a 1-Hz band centered at 50 Hz is assumed, with an SNR of 10 dB at each sensor, i.e., G8,hh(w)/G(w) = 10 for h = 1, . . . , H and 2ir(49.5) < w < 2ir(50.5) rad/sec. Figure 2b plots the ellipse radius versus the signal coherence 78(w). Note that a significant improvement in localization accuracy is possible with the small value of coherence () = 0.1, and the accuracy improves as the coherence increases. Note also that the localization scheme of bearing estimation plus timedelay estimation with one sensor from each array performs almost as well as the optimum, joint processing scheme. Figure 2c shows a closer view of the error ellipses for the scheme of bearing estimation plus time-delay estimation with one sensor from each array. These ellipses are almost identical to those in Figure 2a for joint processing.
The results in Figure 2 indicate that even small amounts of signal coherence between widely distributed arrays provide the potential for significant improvement in source localization accuracy. We point out that the CRB results for time-delay estimation in this case are optimistic due to the narrowband model for the observations. With narrowband signals at 50 Hz, the time delays are resolvable only within the interval of one period of (50 Hz)1 =0.02 sec. The CRB assumes that the ambiguities on the order of 0.02 seconds are resolved by an unbiased estimator. This ambiguity in time-delay estimation can be reduced by exploiting the wideband nature of the signals.
Next we present results from measured aeroacoustic data to illustrate typical values of signal coherence at distributed arrays. The experimental setup is illustrated in Figure 3a , which shows the path of a moving ground vehicle and the locations of four microphone arrays (labeled 1, 3, 4, 5). Each array is circular with N = 7 sensors, 4-ft radius, and six sensors equally spaced around the perimeter with one sensor in the center. We focus on the 10 second segment indicated by the 0's in Figure 3a . During this time, the vehicle is 190 m from array 1, 365 m from array 3, and the distance between arrays 1 and 3 is 225 m. Figure 3b shows the power spectral density (PSD) of the data measured at arrays 1 and 3 during the 10 second segment. Note the dominant harmonic at 40 Hz. Figure 3c shows the estimated coherence between arrays 1 and 3 during the 10 second segment. The coherence is approximately 0.7 at 40 Hz, which demonstrates the presence of significant coherence at widely-separated microphones. Exploiting this coherence has the potential for improved source localization accuracy, as illustrated in the CRBs of Figure 2 . G(w) , GTI(w): Cross-spectral density matrices for independent bearing and time-delay estimation
