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Abstract  
           The morphological richness and the agglutinative nature of Malayalam make it necessary to retrieve the root word from 
its inflected form in most of the NLP tasks. This paper presents an approach to identify the suffixes of Malayalam words using 
MBLP approach. The idea here is to use Memory Based Language Processing (MBLP) algorithm for Malayalam suffix 
identification. MBLP is an approach to language processing based on exemplar storage during learning and analogical reasoning 
during processing. Sandhi splitting is essential for morphological analysis, document indexing and topic modeling. Suffix 
separation improves the quality of machine translated text. Training instances created from words are manually annotated for 
their segmentation and the system is trained using TiMBL (Tilberg Memory Based Learner). The paper presents memory-based 
model of Malayalam suffix identification and its generalization accuracy. 
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Introduction 
      Words are building blocks of every language. Sandhi is the process of joining two words or characters, where 
morphophonemic changes occur at the point of joining [1]. Full sentences can be created using Sandhi. For example 
അവനവിെ◌ടയാĻ is formed from words അവ , അവിെ◌ട, ആĻ. Suffix separation is the basic step 
for various Natural Language Processing tasks. It is essential for building computational grammars, indexing, 
machine translation, and morphological analysis and for spell checking. Suffix identifiers are used in search engines 
to retrieve the documents from the web using keywords [9]. Identification and analysis of morphemes give more 
insights into the word formation of a language. It is used to improve the recall of search engines.  
 
        It is also used in speech synthesizer, speech recognizer, and lemmatization and in noun decompounding. 
Sandhi splitting is crucial for text processing tasks such as POS tagging, topic modelling and document indexing 
translation, morphological analysis and for spell checking. Suffix identifiers are used in search engines to retrieve 
the documents from the web using keywords [9]. Identification and analysis of morphemes give more insights into 
the word formation of a language. It is used to improve the recall of search engines. It is also used in speech 
synthesizer, speech recognizer, and lemmatization and in noun Decompounding. Sandhi splitting is crucial for text 
processing tasks such as POS tagging, topic modelling and document indexing. 
 
       There are two types of Sandhis, Internal and External [1]. Internal Sandhi exists between a root or stem with 
a suffix or a morpheme. For example, 
നടĭ + ഉന = നടകന 
External Sandhi occurs in case of compound words. Compound words are composed of two or more words. For 
example, 
നടŀ + എങിലം = നെടനങിലം. 
 
        External sandhi splitting is essential for POS tagging, topic modelling and document indexing [1]. 
Identification of keywords will be difficult in case of agglutinative languages as Sandhi occurs between any two 
linguistic classes, like noun and verb, verb and connective etc. This leads to the incorrect identification of POS tags, 
and hence incorrect parsing of a sentence. Sandhi identification is a bottle-neck for all term distribution based 
approaches of NLP and IR task. Malayalam is one of the four major south Indian languages with a rich literary 
tradition. Morphological structure of Malayalam is quite complex and words inflect to person, gender, and number 
markings and also combine with auxiliaries that indicate aspect, mood, causation, attitude, etc., in verb [14]. 
 
       The clitics can appear at any node in the inflectional series. This nesting makes the language 
morphologically rich and thus the morphological analysis a difficult task. In Malayalam two words can be joined 
together to form a new word and is known as compound word. Sandhi rules forms a vital role in the formation of 
compound words. Availability of morphological paradigms and classification is another major issue. Malayalam is 
inflectionally rich and hence analysis of such languages requires the identification of root word and morphemes. 
Making it in a machine analyzable format is a complex task. There exists many variant spellings for the same word. 
Some spelling changes are due to dialectal variation and the others are due to the lack of standard conventions. The 
major issues in Malayalam morphological analysis are wide range of inflections, multiple suffixes and tendency of 
adjacent words to concatenate. On exploring the structure of words and by studying the sandhi rules in Malayalam, a 
number of rules to separate the suffixes from its root forms are developed. These rules can be used to identify the 
features which can be used for training the corpus. 
 
        Section II describes the related work that has undergone in natural language processing for Sandhi splitting. 
Next section gives a brief introduction to Memory Based Language Processing (MBLP) an approach to NLP based 
on a symbolic machine learning method called Memory-Based Learning (MBL). Memory-based learning assumes 
that in learning a cognitive task from experience people do not extract rules or other abstract representations from 
their experience, but reuse their memory of that experience directly [2]. Memory based learning and problem 
solving incorporates two principles: (1) learning is the simple storage of a representation of experiences in memory, 
and (2) solving a new problem is achieved by reusing solutions from similar previously solved problems [2]. This 
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simple idea has appeared in many variations related to artificial intelligence, psychology, statistical pattern 
recognition, and linguistics. Section III introduces the working process of MBLP. Section IV explains the system 
design of proposed Sandhi Splitter. Section V gives the experimental setup and results obtained for Malayalam 
language. 
2. Literature Review 
Sandhi splitting is the most important preprocessing technique adopted in many of the NLP projects in 
Malayalam. In paper [2], English word phonemization and Dutch morphological analysis are formulated as 
classification tasks. Word phonemization is formulated as a disambiguation task, in which one letter in context is to 
be mapped to its corresponding phonemic transliteration. Suffix identification is formulated as a complex 
segmentation task; at segmentation boundaries, the class label marking the segmentation also carries information 
about spelling changes and morpheme boundaries. Paper [3] explore the use of memory-based learning for 
morphological analysis and part-of-speech (POS) tagging of written Arabic. Memory-based morphological analysis 
of Arabic words is feasible, but its main limitation is its inability to recognize the stem of an unknown word, and 
consequently the appropriate vowel insertions. Also, its guess on the possible POS tags of an unknown word turned 
out to be less useful in tagging approach than using the raw prefix and suffix letters of the words themselves, as 
witnessed by the scores on unknown words of the POS sub tagger specialized in unknown words. 
 
Paper [4] deals with MBLP approach to tag Malayalam sentences. The proposed system is based on an empirical 
approach that models the human parts of speech (POS) tagging processing more realistically than the existing 
systems, without compromising the efficiency and accuracy. The idea here is to use Memory based Language 
processing (MBLP) algorithm. MBLP is based on the combination of two powerful techniques: the efficient storage 
of solved examples of the problem, and similarity based reasoning on the basis of these stored examples to solve 
new ones. This is implemented with the TiMBL (Tilberg Memory based Language) tagger tool and tested with 
existing SVM-tagger for Malayalam POS tagging. In paper [5], a corpus of Malayalam words is analyzed and the 
rules that govern suffixes are derived manually. Root words are identified by removing the suffixes as per the rules. 
In paper [1], a hybrid method which statistically identifies the split points and splits using predefined character level 
linguistic rules is used for Sandhi splitting. The system reports an accuracy of 91.1%. 
 
Memory-based learning, also known as instance-based, example-based, or lazy learning [2], based on the k-1 
nearest neighbor classifier [6], is a supervised inductive learning algorithm for learning classification tasks. 
Memory-based learning treats a set of labelled (pre-classified) training instances as points in a multi-dimensional 
feature space, and stores them as such in an instance base in memory. Thus, in contrast to most other machine 
learning algorithms, it performs no abstraction, which naturally allows it to deal with productive but low frequency 
exceptions. 
    
3. Memory Based Learning 
 
3.1Memory Based Language Algorithms 
Tilburg Memory-Based Learner (TiMBL) is free software published by the free software foundation; which 
implements several memory based learning algorithms. All implemented algorithms have in common that they store 
the representation of the training set explicitly in memory. During testing, new cases are classified by extrapolation 
from the most similar stored cases. Overlap and Levenshtein metrics algorithm is one memory based learning 
algorithm. The most basic metric that works for patterns with symbolic features is the Overlap metric; where (X, Y) 
is the distance between instances X and Y, represented by n features, and is the distance per feature. The distance 
between two patterns is simply the sum of the differences between the features. The k-NN algorithm with this metric 
is called IB1 [2]. The IB1 algorithm used in TiMBL differs from the original IB1 algorithm with the value of k 
referring in k-nearest distances as k-nearest examples with k=1. For instance, TiMBL nearest neighbor set can 
contain several instances that are equally distant to the test instance. So k-NN kernel could therefore be called k-
nearest distances classification. 
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4. Sandhi Splitter 
 
Sandhi splitting is the process of identification of parts of the words, or more technically, constituents of the 
words. It is the basic step for any NLP task [7]. Sandhi splitting is essential for Morphological Analysis. There are 
different methods for suffix separation. In root driven method, root/stem is identified at first and the affixes are 
passed. In the affix stripping method the process takes place in the reverse direction. In it the affixes are identified 
first and the remaining part is assumed as the stem or root. In suffix stripping method the searching process is 
relatively fast as the search is done on suffixes. A suffix identifier is to be designed to analyze the constituents of the 
words. It will help to segment the words into stems and inflectional markers. 
5. System Design and Implementation 
The proposed Sandhi splitter will identify all possible meaningful parts of a word that has not occurred before in 
the training corpus. For all occurrences of a word we want to generate the same analyses; hence, this is a task at the 
word type level. The output consists of a proper segmentation of clitics, stems and suffixes. In our proposed system 
we identify the constituents of words namely root/stem and suffixes. 
 
5.1 Design 
The key strength of the approach is to use representations of parts of words to perform memory-based reasoning. 
The memory-based processing system will not find a reliable match with an unseen word but it is quite likely to find 
good matches between the unseen words suffix part and suffix parts of known words. Lexical lookup comes for free 
with this approach; Fig 1 shows the architecture of our proposed system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 1: Architecture of proposed system 
6. Implementation 
6.1 Training  
Malayalam is a highly agglutinative language. Any number of affixes can be combined to form a new word. A 
paradigm defines all the words that a given stem forms and also provides a feature structure associated with the 
word. Words from different paradigms were analyzed for inflections. From each paradigm basic inflections were 
selected. Words in that paradigm with inflections in these generalized inflections are avoided. This helps to reduce 
the corpus size considerably. For instance, by training the word aanakalodoppam, the training of words aanakal, 
aanakalod can be eliminated. 
 
The input of each instance, consisting of a fixed number of features, is created by sliding a window over the input 
Paradigm type identification 
Malayalam word corpus creation 
Training using MBLP algorithm 
Sandhi Splitter Output Input word 
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word, resulting in one instance for each letter. Using a 1-1- 1-1-1-1-1 window yields 7 features, i.e. the input letter 
in focus, plus the preceding 3 letters and following 3 letter. The hyphen mark (-) is used as a filler symbol for 
positions beyond the beginning or end of the word. The window is created by finding the trigrams of letters of 
words. Each focus letter is mapped to the corresponding letter in the morphological analyzed output. A plus + sign is 
used to split the stem and the affix. Once the training corpus is developed the system is trained and tested using the 
tool TiMBL. TiMBL calculates entropy and gain for each attributes and assigns the class label. Figure 2 illustrates 
the training of the word aanakal. 
7. Experimental Results 
The experiment was performed on a Linux machine with the following specifications: Ubuntu Linux 13.04. 
Necessary software installed include TiMBL. TiMBL is the software that helps in implementing the MBL 
algorithm. Though this was well studied in Dutch language, in this experiment, it was extended to Malayalam 
language, and found to work well. 
 
There are four necessary files. (1) Input word, (2) A python program that converts the word into the form of 
instances in the training corpus and uses TiMBL, (3) a training file from which TiMBL learns using IB1 algorithm 
[11], similarity computed using both weighted overlap and Modified Value Difference Metric (MVDM), relevance 
weights computed with gain ratio, and number of most similar memory items on which the output class was based 
equal to 1. Algorithm implemented using weighted overlap similarity metric outperforms MVDM. 
 
7.1. Evaluation 
Sandhi splitters are mainly evaluated for their morpheme segmentation accuracy. The proposed Sandhi splitter is 
evaluated for the segmentation accuracy and generalization accuracy [2]. Segmentation accuracy can be evaluated 
using basic measures like precision, recall and F-score. TiMBL offers many evaluation metrics that have become 
common in information retrieval and machine learning. To evaluate the generalization accuracy an experimental 
methodology called leave-one-out can be used which uses all available data except one example as training material, 
trains a classifier, and tests the classifier on the one held-out example, repeating this for all examples. According to 
statistical theory, in the leave-one-out method almost all available training data will be used and will achieve the 
most reliable generalization accuracy predictions [2]. 
 
7.2. Results 
The system was tested with nouns and verbs in different paradigms. Total of 1, 17,538 words, including 34,670 
verbs, 82868 nouns were tested for their main segmentation In the case of nouns the segmentation accuracy of the 
system is found to be 94.4% and in case of verbs it is 89.4%. Leave one out method reports an accuracy of 90%. 
Root identification accuracy of the system is found to be 95.4%. Fig. 2 shows the results obtained using leave one 
out method. From the table shown in Fig. 3 it can be seen that suffix ֩׉֛ is identified with higher accuracy of 
98%, while the suffix ֫ס is predicted with the lowest F-score of 59.09%. A closer look at the row of suffix F reveals 
that its precision (85.0%) is higher than its recall (77%). This indicates that TiMBL has predicted the F suffix too 
conservatively; it was not predicted often enough at points where it should have been, but when it predicted it, it was 
fairly correct (85%). 
8. Comparison with Existing Approaches 
The system performs better when compared with paradigm based and suffix stripping approaches. The system use 
machine learning approach while the other two systems use rule based approach. As Malayalam is highly 
agglutinative, even two or more inflected forms of words get glued into one word and this makes the paradigm 
approach difficult to implement. Memory based morphological analyzer is found to work well in the above case. 
Paradigm based approach requires grammatical rules, root and affix dictionaries. The accuracy of hybrid approach 
depends on morphological dictionary and the suffix list used. Memory based approach does not use such dictionaries 
hence it requires less memory. Table I shows the comparison of different approaches. 
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The proposed Sandhi splitter identifies the morphemes of major word categories like nouns and verbs. The scope 
of this work is limited to inflectional and derivational morphology for nouns and verbs. If this could be extended to 
other word categories like adjectives, adverbs and compound words, a full-fledged Sandhi splitter can be developed. 
IB1 algorithm has been used in this work and it outperforms well for Malayalam language. There are still other 
methods like IGTree algorithm, and IB1 algorithm with variable k value (note: in IB1 we used k-NN with value of 
k=1) [2]. Performance could be measured for each values of k. 
More accuracy can be obtained by increasing the window size. Changes occurring at the morpheme boundaries 
when morphemes are glued together can be encoded in the class label for improving the accuracy of the system. 
Rules can be integrated with the system for a full-fledged morphological analyzer. FAMBL, FAMily- Based 
Learning, a variant of IB1 that constitutes an alternative approach to careful abstraction over examples can also be 
used. 
Table 1. Comparison with Hybrid and Memory Based Approach 
Method Root Identification 
Accuracy 
Suffix 
Segmentation 
Accuracy 
Hybrid( C-DAC ) 94% 72% 
Memory Based 95.4% 92% 
Hybrid ( IITH ) -% 91.1% 
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