It is well-known that the distribution over functions induced through a zero-mean iid prior distribution over the parameters of a multi-layer perceptron (MLP) converges to a Gaussian process (GP), under mild conditions. We extend this result firstly to independent priors with general zero or non-zero means, and secondly to a family of partially exchangeable priors which generalise iid priors. We discuss how the second prior arises naturally when considering an equivalence class of functions in an MLP and through training processes such as stochastic gradient descent.
1. Introduction
Notation
We begin by defining our main notation for the paper. Upper-case letters denote random variables. Random vectors and random matrices are boldface and boldface-with-overlines respectively. The first subscript extracts the row (element) of a matrix (vector). The second subscript extracts the column of a matrix. Parenthesised superscripts indicate the layer to which an object belongs. The number of neurons in layer l is denoted n (l) , with n (0) referring to the input dimensionality. The activation function is denoted ψ : R → R, with ψ : R d → R d representing ψ applied element-wise. Random activation signals in layer l for inputs x are denoted X (l) (x) . Where unambiguous, we use the shorthand X (l) and X (l) to denote X (l) (x) and X (l) (x ). Subscripts on expectations E Q indicate that the expectation is to be taken over the distribution of the random element Q. The absence of subscripts on expectations indicates that the expectation is over the joint distribution of all random variables.
We will use several special functions throughout. Θ : R → {0, 1/2, 1}, sgn : R → {−1, 1} and erf : R → [−1, 1] denote the Heaviside step, sign and error functions respectively. φ and Φ denote the PDFs and CDFs of the standard Gaussian random variable, and φ 2 and Φ 2 the bivariate counterparts.
Background

MLPs with iid weights as GP priors
A classical result connecting GPs with MLPs is given by Neal (1995) , which we briefly review here. Consider a 1-hidden layer MLP with one output 2 , random input-to-hidden weights 3 W
(1) containing iid entries, and random hidden-to-output weights W (2) with mean 0 and variance 1 n (1) . Furthermore, take W (1) to be independent of W (2) . The MLP defines the random function f (x) = W (2) · ψ(W (1) x). The distribution over the weights induces a distribution over functions f . The mean E f (x) is zero for all x, since elements of W (2) have zero mean and are independent of W (1) . The covariance function is given by
1 · x)ψ(W
1 · x ) .
2. This description may be extended to n (2) outputs, either by assuming independence between outputs, or through some more involved method (Rasmussen and Williams, 2006, p. 190) . 3. To simplify the exposition of existing work, we ignore biases. Biases are handled in §2.1. Table 1 : Some known single-layer kernels of networks with given weight distributions and activation functions. The derivations of some of these kernels have motivations unrelated to our current focus.
As the output is a sum of independent random variables, the joint distribution of f over any finite collection of {x i } N i=1 approaches a multivariate Gaussian as n (1) → ∞ due to the central limit theorem (CLT), assuming suitably well-behaved weight distributions and ψ. While the application of the CLT is not formally handled with respect to conditions on the weight distributions and activation functions in the original work (Neal, 1995) , it has been applied more rigourously in recent work (Matthews et al., 2018; Yang, 2019b,a) .
Following the usual presentation of GPs (Rasmussen and Williams, 2006) , for any finite collection of N points X (0) ∈ R N ×n (0) ,
,
where K X (0) , X (0) denotes the matrix obtained by applying k to every tuple in X (0) . We are often interested in making predictions over new data X * given observations of training targets modelled by y = lim n (1) →∞ f X (0) + Z, where Z is isotropic Gaussian noise 4 independent of f with variance s 2 ≥ 0. To do this, we use the posterior predictive distribution, obtained through conditioning. Letting f * = lim
The prior (2) and posterior predictive (3) are defined completely by the kernel (1), which in turn depends on the choice of activation function ψ and distribution over hidden weights. Closed form expressions for the kernel for some different choices of activation functions and weight distributions are known as described in Table 1 .
Figure 2: Theoretical and empirical normalised kernels of l layer MLPs with ReLU activations, 2 inputs, 3000 hidden units in each layer and independent Gaussian weights according to (9). Inputs are generated through mutual random rotations of (1, 0) and (cos θ (0) , sin θ (0) ) . Theoretical predictions are shown by the curve in (a), and × in (b), (c), (d) . Empirical samples are shown by •. Parameterisation according to (9): (a) (µ
. Note: In all but (a), the theoretical kernels are not functions of only θ (0) , but of x and x . Plotting samples in this manner merely provides a useful visualisation, and in particular shows good agreement between asymptotic theory (×) and finite width samples (•).
Recent extensions of the above discussion to deep models are discussed in concurrent work of Lee et al. (2018) and Matthews et al. (2018) . Roughly, when the priors are iid with zero mean, the model still converges to a GP with a kernel in the final layer that may be defined recursively as a function of the kernel in the previous layer. This kernel may be evaluated exactly or numerically for specific choices of the activation function. Other network architectures have also been previously studied, namely convolutional architectures (Garriga-Alonso et al., 2018; Novak et al., 2019) and general compositions of recurrent, graph convolution, pooling, skip connection, attention and normalisation layers (Yang, 2019a,b) .
The focus of our work is not to study the effect of the architecture on the kernel, but rather to study the effect of the parameter distributions on the kernel and more generally, the model.
A fixed point in deep models with 0-mean iid weight priors and LReLU activations
Taking an MLP with Leakly Rectified Linear Unit (LReLU) activations φ(z) = max(az, z), a ∈ (−1, 1) and an independent Gaussian prior having mean 0 and variance (σ (l) ) 2 /n (l−1) for each layer, the covariance in layer L can be found iteratively (Tsuchida et al., 2018) :
where
This kernel generalises the arc-cosine kernel of degree 1 (Cho and Saul, 2009 ) where a = 0. In both infinitely wide GPs (Daniely et al., 2016) , and finitely wide MLPs (He et al., 2015) , when a = 0 it is typical to set (σ (l) ) 2 = 2 to ensure that c 2 is constant in L. More generally when a = 0, setting (σ (l) ) 2 = 2/(1+a 2 ) keeps c 2 constant in L (Tsuchida et al., 2018) . Our analysis relates to the general LReLU a ∈ (−1, 1), but for simplicity we restrict our illustrations and experiments to a = 0 throughout this paper.
The normalised kernel resulting from (4), shown in Figure 2 (a) and depending only on θ (0) , reveals a potentially undesirable phenomenon arising from the use of 0-mean iid priors on the weights on an MLP. As the signal propagates through the layers, the covariance function approaches c 2 x x , gradually losing dependence on θ (0) . This means that function draws will look like constant multiples of x as L becomes large.
In Figure 3 (a), we show a sample function draw from the limiting GP of an MLP over a 2 dimensional input, which looks like a constant multiple of x . In Figure 3 (f), we show 5 sample function draws from the limiting GP of an MLP over a 10 dimensional input. Since the covariance function becomes degenerate (corresponding to a constant covariance matrix) as the depth becomes large, the function draws are almost constant on the unit circle.
Another way to understand this phenomenon is as follows. We may bound the probability that two points of a single sample of a GP prior differ by more than an amount relative to the scale of the problem given by the hyperparameter c in (4). When the inputs have unit norms, the variance of f (
for any real k > 0. As observed in Figure 2 (a), cos θ (L) approaches the fixed point of 1 as L increases. This has been proven by different authors in different contexts, notations and levels of generality (Poole et al., 2016; Tsuchida et al., 2018) . The observation that the covariance function associated with 0-mean iid weight priors exhibits this behaviour motivates research into an increased understanding of the effects of prior parameterisations on infinitely wide MLPs.
Convergence occurs under restrictive assumptions
The mathematical correspondance between MLPs and GPs may seem at odds with recently observed empirical performance. While GPs are mathematically elegant and principled, 
Figure 3: (a -e) 1 sample draw from the limiting GP of an MLP with random weights and 2 inputs, 64 hidden layers and one output. The subcaption shows the values of (µ
ij ) according to (9) . (f -j) 5 sample draws from the limiting GP of the same MLP but with 10 inputs. In order to visualise the function, we choose two random orthogonal directions e 1 and e 2 , and then traverse the unit hypersphere on the circle defined by these two directions. The directions are generated through a QR decomposition of a matrix with iid standard Gaussian elements.
MLPs outperform them on many tasks. Furthermore, depth is commonly touted theoretically (Poole et al., 2016; Mhaskar et al., 2017) and empirically (Krizhevsky et al., 2012; Simonyan and Zisserman, 2014; Szegedy et al., 2015; He et al., 2016) as a means of increasing the expressivity and performance of neural networks. If deep MLPs perform so well, why do deep infinitely wide MLPs suffer from increasingly "simple" kernels?
These observations can be explained through the hugely restrictive prior that is used to guarantee convergence. There are two very obvious mathematical conveniences used in this prior: the scaling of the weights and the iid assumption. Relaxing these conveniences, a more interesting question is perhaps "When do MLPs not converge to GPs, but still converge to something conceptually if not computationally tractable?"
Related questions have been posed by multiple authors (Neal, 1995; MacKay, 2003; Matthews et al., 2018; Chizat et al., 2019) . We make two theoretical contributions in this direction.
Contributions
Firstly, we show that networks with non-zero mean iid weights can also converge to GPs. We analytically derive the kernels of deep models with non-zero mean iid weights. Theoretical and empirical normalised kernels of these networks are shown in Figure 2 Figure 3 . This first contribution is a pre-requisite for our more general second contribution.
Secondly, we relax the iid prior to a partially exchangeable prior which allows for dependence inside layers but not between layers. In this case, the network converges to a GP with an additional layer of inference; instead of taking a single set of kernel hyperparameters, the limiting model requires integration over a hyper-prior.
We provide empirical verification of our theoretical results and apply our limiting models to some benchmark problems. We compare the performance of models with zero-mean parameter priors, non-zero mean parameter priors, and marginalised hyper-priors.
Non-zero mean priors
We firstly evaluate the kernel (1) of a one hidden layer network with independent Gaussian parameters. Then we show convergence of deep networks with independent parameters to a GP, with a kernel defined iteratively.
Single-layer kernels
Suppose each row of the random weight matrix has the same distribution (W
∀j 1 , j 2 ) and each bias has the same distribution. Without ambiguity, we temporarily supress the layer superscripts and node subscripts for readability (for example, W
(1) j is the same as W ).
Let
is a diagonal matrix with non-negative entries σ i . Let x 1 and x 2 be network inputs, and letx i = (x i , 1) . This augmentation is performed to handle biases. Let X = ψ(W ·x 1 ) and X = ψ(W ·x 2 ). Before tackling LReLU activations, we first evaluate the kernel for linear and absolute value activations.
Linear activations
be the angle betweenx 1 andx 2 in space stretched by Σ (1/2) . Taking ψ to be the identity, the kernel E XX is given by
In order to go from the first line to the second line, we use rotational-invariance of the standard Gaussian distribution. There exists an orthogonal matrix R such that Σ (1/2)x 1 = Σ (1/2)x 1 R(1, 0, ...0) and Σ (1/2)x 2 = Σ (1/2)x 1 R(cos θ, sin θ, 0, ...0) . After using this representation, we replace Z d = RZ inside the expectation. Finally, the dot product is invariant to rotations by R. We will use this "rotation trick" again in this section.
Absolute value activations
The joint distribution of (|W ·x 1 |, |W ·x 2 |) is described by a folded Gaussian distribution, for which much analysis exists (Kan and Robotti, 2017) . In particular, the cross-moments can be stated in terms of Gaussian PDFs, CDFs and the error function.
Let Φ(·) denote the CDF of a univariate Gaussian distribution having zero mean and unit variance. Let Φ 2 (·, ·; ρ) denote the CDF of a bivarate Gaussian distribution having zero mean components, unit variances, and covariances ρ. Let φ and φ 2 denote analogous PDFs. Then (Kan and Robotti, 2017 )
It is now also convenient to state that
which will be used in the evaluation of integrals to follow.
LReLU activations
Let ψ(z) = max(az, z) = 1 2 (1+a)z +(1−a)|z| . The LReLU activation enjoys the absolute homogeneity property, that for all s ∈ R,
which will be referred to throughout this paper. We would like to evaluate the kernel
The first and last terms are multiples of kernels (5) and (6) with linear and absolute value activations. The remaining terms are now considered. By symmetry, we need only evaluate one of them since the other just involves a permutation of the subscripts. Using the "rotation trick", E (W ·x 1 )|W ·x 2 | is
The second two terms are readily evaluated using the mean of the folded Gaussian distribution (7). For the first term, let sgn denote the function assigning −1 to negative values, 0 to 0, and 1 to positive values. Let Θ denote the Heaviside step function. Θ and sgn are related through sgn(z) = 2 Θ(z) − 0.5 . The expectation in the first term may be written as
The second term is simply 1 +μ 2 2 . Let Q = Z 1 +μ 2 . The expectation in the first term is given by
We may now assemble the expressions to arrive at the kernel for the LReLU activation. We do not assemble the kernel here (due to it not being very insightful), but do provide a software implementation 7 in the Python library GPy (2012). Evaluation of the kernel involves the bivariate Gaussian CDF, which is currently not efficiently vectorised in Python. Therefore, we use the FORTRAN routines of Genz (2004) packaged into a Python module using f2py (Peterson, 2009 ).
Deep networks converge to GPs
Analytical justification for convergence to a GP follows the same arguments as in the work of previous authors (Lee et al., 2018; Matthews et al., 2018) , with two small modifications. Firstly, in our setup each column of the weight matrix is allowed to have a different mean and the diagonal covariance matrix has distinct entries. Secondly, in addition to requiring the variance of the weights to scale like 1 n (l−1) , we also require the means of the weights to scale like
where each Z
ji is a standard Gaussian, independent from one another. In order to simplify notation and conceptualisation, we will ignore biases for the remainder of the paper (i.e. we set all biases to 0). In future work, biases may be handled in the same manner as in §2.1, by appropriately augmenting the weight and input vectors.
We take the width of each layer to infinity, starting with the first layer and then continuing in order with subsequent layers. Under this scheme, it is reasonable to expect that the 7. https://github.com/RussellTsuchida/RicherPriorsForMLPs.git contributions of the deterministic mean components in the pre-activations converge by a law of large numbers (LLN), and the random components converge by a central limit theorem (CLT). Mirroring Lee et al. (2018) , we make the following non-rigourous assumption.
Assumption 1 Throughout this paper, we assume sufficiently well-behaved inputs x and transformations such that a CLT and LLN applies to networks with independent (but not identically distributed) parameters. Specifically,
for every l, and the joint distribution of
converges to a multivariate Gaussian for every finite collection of k points (x 1 , ..., x k ) and layer 2 ≤ l ≤ L.
While we do not claim mathematical rigour in applying this assumption, we do believe this is a mild assumption since LLNs and CLTs apply to such scaled and centered independent (but not necessarily identically distributed) random variables whose moments are wellbehaved. The CLT assumption is handled rigourously by Matthews et al. (2018) in the case of independent and identically distributed parameters. We provide empirical results in agreement with this assumption in section § 5.2.
Joint distribution of X (l)
We now show by mathematical induction that the activation signals in the hidden layers are asymptotically jointly independent as the number of the neurons in the previous layer approaches infinity.
Inductive basis: It is clear that X (1) contains jointly independent elements, since the network input is deterministic and the first layer weights contain independent rows. Inductive Hypothesis: Suppose the activations X (l−1) in layer l − 1 are jointly independent. Inductive step: The asymptotic distribution of pre-activations
Gaussian by Assumption 1. Furthermore, each element is asymptotically uncorrelated, since
and therefore independent. Therefore, X (l) = ψ(W (l) X (l−1) ) contains asymptotically jointly independent elements.
Limiting conditional joint distribution of output
By Assumption 1, the conditional distribution of the output at any finite collection of inputs is Gaussian, and therefore the distribution of the functions at any finite number of points is governed by a GP.
Kernels of deep networks
The kernel in layer l is given by E lim
where µ
where (σ
This covariance is a multiple of the kernel in layer l − 1. The variance of V 1 is the same as the covariance except X is replaced with X . Similarly, the variance of V 2 is obtained by performing the reverse replacement. This completely characterises the distribution of V . Thus the kernel in layer l is an expectation involving a zero-mean bivariate Gaussian, with a covariance matrix described by the kernel in the previous layer.
Given µ av , one may obtain an iterative expression for the kernel in layer l (10), as in previous works. Unlike previous works, the iterative function depends not only on the kernel in layer l − 1, but also on the first order terms E X (l−1) 1 and E X (l−1) 1 . Slightly extending the notation of Lee et al. (2018) , there is a deterministic function F ψ depending on the non-linearity ψ and weight variances and means in layer l such that
where m
is the "mean" in layer l − 1.
ψ exactly in the case where ψ is the LReLU activation in § 2.1.
Exchangeable priors
In this section, we construct our generalised prior as a natural prior arising from the permutation symmetry in MLPs. Firstly, we review the notion of exchangeability.
Exchangeability
Recall that a sequence of random variables Q is exchangeable if
for all finite permutations π. That is, the joint distribution of Q is invariant to finitely many permutations in the indices. A generalisation of this definition to matrices Q called rowcolumn exchangeability (RCE) is that Q ji ji d = Q π 1 (j)π 2 (i) ji for all finite permutations π 1 and π 2 .
Exchangeability generalises independence of identically distributed random variables, and the connection of these two symmetries is most elegantly described by de Finetti's theorem. De Finetti's theorem characterises the joint distribution finite subsequences of infinite exchangeable sequences as conditionally iid. De Finetti's theorem may be stated in different forms, either representing the distribution or the random variable directly. We will make use of de Finetti's theorem for RCE matrices, which says that the matrix elements are conditionally independent (but not identically distributed). Further generalisations to n-dimensional arrays are also available (Kallenberg, 2006) . We may trivially write the theorem in terms of random variables that are mutually iid uniform on [− √ 3, √ 3] (having 0 mean and unit variance). For the remainder of the paper, we will assume that A, B, C, and D are mutually iid uniform on [− √ 3,
Motivating the prior
We replace the iid weight prior distribution with a partly factorised prior of the form
allowing dependence of weights within layers in layers 2 to L − 1. We use independent Gaussian priors N (0, Σ (1) /n (0) ) and N 0, Σ (L) /n (L−1) for layers 1 and L. For the marginals
we use appropriate centred and scaled RCE priors. The use of such a prior can be justified from two separate viewpoints.
1. The distribution over functions is invariant to permutations of the rows and columns of the weights of the MLP. Notationally, for all permutation matrices P (l)
We therefore constrain constant distributions inside weight equivalence classes without imposing any constraint on the function distribution:
Under the independence assumption (12), this implies that for 2 ≤ l ≤ L − 1 each
2. Recent work has shown that the hidden layer weight matrices of MLPs trained with a family of optimisers (including SGD and Adam) enjoy the RCE symmetry (Tsuchida et al., 2019) . Using this fact, Tsuchida et al. (2019) study (1) for trained networks, finding closed form expressions as the input dimensionality goes to infinity for specific cases. To sample from such a prior is to sample from the distribution of solutions found by an optimiser after random initialisation, which intuitively corresponds to an informative prior.
Centring and scaling
We consider an MLP with an infinite number of neurons in every hidden layer, n (0) inputs and 1 output. In the hidden layers, we set the weights that are not in the upper-left n (l) × n (l−1) submatrix to zero. We consider a conditional distribution of functions represented by the MLP in the ordered sequence of limits n (L−1) → ∞, ..., n (1) → ∞ (from right to left). The internal layers have activations ψ and the final layer has a linear activation. Motivated by Theorem 2, we employ the centred and scaled scheme
with the short-hand F
ji /n (l−1) , analogous to the iid case (9). The scaling allows for applications of the CLT, and the centring allows for applications of the LLN.
We will denote µ
j the vector whose ith entry is µ (l) ji , and the diagonal matrix Σ
ji ) 2 . We will also use the centred and scaled random variable Z
ji . This leads to the more compact representation
which is notationally similar to the iid prior (9). The representation (14) implies that all weights are conditionally independent (but not identically distributed) given the collection of abstract random elements
It is convenient to now also define
i.e. U c is the collection of random variables that are not part of U . After conditioning on U , the only difference between the present and the independent case (9) is that the means and variances vary not only in the columns i, but also in the rows j. This does not pose a problem in terms of showing convergence to a GP, but does make it difficult to evaluate the kernel of the network analytically. In order to handle this issue, we will later restrict our attention to a large subset of all possible F (l) 's.
Convergence of conditional distribution to a GP
We firstly consider the conditional distribution of functions given U in the infinite width limit.
Limiting conditional joint distribution of X (l)
Inductive basis: It is clear that X (1) are conditionally jointly independent given U (since in the first layer we retained an independent Gaussian prior). Inductive Hypothesis: Suppose the activations X (l−1) in layer l − 1 are conditionally jointly independent given U . Inductive step: The asymptotic conditional distribution of pre-activations
given U is jointly Gaussian by Assumption 1. Additionally, each element is conditionally asymptotically uncorrelated, since
and therefore independent. In order to go from the second to the third line, we used the fact that the integrands are conditionally deterministic given U , so the expectation factors. Therefore, X (l) = ψ(W (l) X (l−1) ) is conditionally jointly independent given U .
Limiting conditional joint distribution of output
By Assumption 1, the conditional distribution of the output at any finite collection of inputs is Gaussian, and therefore the distribution in function space is governed by a GP.
Kernels of deep networks
The kernel in layer l is given by lim
1 · X (l−1) due to the mean is almost surely lim
by Assumption 1. The random component V = (V 1 , V 2 ) is a 0-mean bivarate Gaussian. The conditional covariance between V 1 and V 2 is lim
which is the kernel in layer l − 1 with an additional factor. The variance of V 1 is the same as the covariance except X is replaced with X . Similarly, the variance of V 2 is obtained by performing the reverse replacement. This completely characterises the distribution of V . Unfortunately, evaluating the kernel in the same manner as § 2.1 is made difficult by the fact that we are now required to marginalise out B (l−1) 1 in the second and first order terms (15) and (16). We could approximate the integration using Monte Carlo methods, but for this present study we instead prefer to make a simplifying assumption. In order to make this integration tractable, we further restrict our attention to a subclass of F 's for which dependence on B may be factored out in the following sense.
Assumption 3 For all l, there exist some G (l) : R → R and H (l) : R 3 → R such that
By absolute homogeneity (8), this allows one to obtain an iterative expression for the kernel in layer l since the conditional covariance between V 1 and V 2 , (16) is
·,· /G (·) (B · ) are the weights with H taking the role of F . A similar calculation holds for the first order terms (15), resulting in a factor of E B (l−1) 1
As in the independent parameter case (11), in the notation of Lee et al. (2018) , there is a deterministic function F ψ depending on the non-linearity ψ such that
is the "mean" in layer l − 1. Furthermore, we have derived F ψ exactly in the case where ψ is the LReLU activation, as in § 2.1.
The limiting model
The only elements inside U that appear in the kernel in the last layer K , which may be interpreted as hyperparameters of the kernel. Conditional on U , the posterior predictive distribution is f * |U , X * , X, y ∼ N mean(X * ), cov(X * , X * ) , where
We can make predictions by sampling from or using the mean of
This corresponds to a "fully" Bayesian treatment of GPs, where we marginalise out the posterior distribution over hyperparameters. We ignore the third level of inference where one posits a prior over models, as unlike the hyperprior, this did not arise naturally in our construction. An interesting special case of (19) is when the dependence on all the A (l) is removed from the representation of Theorem 2 in (14). This corresponds to what is called a dissociated RCE (dRCE) array (Aldous, 1981) . To get a sense for what it means for an RCE array to be dRCE, it follows from the representation Theorem 2 that in an infinite dRCE array, any two groups of elements with disjoint row and column index sets are independent. When the weight matrices are dRCE, it is immediate that µ and σ are deterministic. Thus,
in (14) is dRCE for each l, the hyper-posterior reduces to a point mass and the limiting model corresponds to a GP with point hyperparameters.
Note that the dissociated property is a sufficient but not necessary condition for the limiting model to have point hyperparameters. For example, F 3 in Table 2 is not dRCE but does result in a limiting GP with a fixed hyperparameter.
Hyperparameter intuition
Reparameterisation
Using the absolute homogeneity (8) of the LReLU, a reparameterisation allows for more easily interpretable hyperparameters. We may factor out the standard deviations of the weights in each layer. Letting
where Z (l) has variance 1 and mean 0, the mapping performed by a single layer can be written as
We define the signal to noise ratio
Under the reparametersiation (20), it is clear that d (l) controls the shape of the sample functions in the GP, and σ (l) controls the scale.
Marginal likelihood surface in deep networks
In a deep network, if σ 2 is very different to 2/(1+a 2 ), the signal will either vanish or explode as it passes through the network, resulting in very small or large outputs. Therefore, a reasonable value of σ 2 along µ = 0 is 2 when the LReLU negative gradient parameter is a = 0 and 2/(1 + a 2 ) for general a, as in (4). As µ becomes more negative, the signal before the activation function is applied in intermediate layers is more negative, resulting in a post-activation signal with small magnitude. Therefore, we expect a more negative µ to be associated with a larger σ 2 to amplify the post-activation signal.
As a general rule of thumb for increasingly deep networks, we expect a maximum along µ = 0 at σ 2 ≈ 2, and a general trend of µ becoming more negative as σ 2 increases.
Experiments
We are interested in using our model as a conceptual tool to better understand inductive biases in MLPs rather than achieve state of the art performance in machine learning tasks. With this in mind, we conduct experiments with the aim of investigating three broad empirical questions:
1. Does the prior of finite width networks closely imitate the limiting GP model? 2. In the point hyperparameter case, do the additional hyperparameters of the kernel afforded by the use of weights with non-zero means give any benefit above zero means?
3. Does marginalisation of hyperparameters enjoy any advantages over using a point hyperparameter model?
For all experiments, we used the same µ (l) = µ and σ (l) = σ in each layer.
Datasets
The experimental results for Questions 2 and 3 concern three datasets.
1. Sine, a one dimensional regression problem y = sin(x) + , where ∼ N (0, 0.1). We take 10 training examples on a uniform grid over [− √ 3, √ 3] and 100 test examples sampled uniformly over the same interval.
2. Smooth XOR, a two dimensional regression problem y = −x 1 x 2 exp(2 − x 2 1 − x 2 2 ) + , where ∼ N (0, 0.1). We take every permutation of (±1, ±1) as the training set containing 4 examples, and 100 uniformly sampled points on [−2, 2] as the testing set. Table 2 : Description of different weight sampling schemes.
Figure 4: Unbiased estimate of the squared MMD between f M LP and f GP for different random weight schemes and network depths.
3. Snelson (Snelson and Ghahramani, 2006) , a one dimensional synthetic regression problem in which we take the original training set of 200 one dimensional regression pairs, and split the data into 10 equally spaced training pairs and use the remaining 190 points for testing.
For each dataset, we performed GP regression with a Gaussian likelihood with fixed noise variance 0.1.
Question 1
We define a random MLP f M LP : R 10 → R of finite hidden layer width and a potentially random (with random kernel hyperparameters) GP with samples f GP : R 10 → R. We measure the empirical Maximum Mean Discrepency (MMD) as a function of hidden layer width between f M LP and f GP over 4 randomly chosen points in input space S ∼ N (0, I 40 ). We sample the function values at these points 2000 times for calculation of an unbiased estimate of the MMD. We use the kernel κ ij = exp − f M LP (S i ) − f GP (S j ) 2 for the MMD, without regard for the most suitable choice of hyperparameters. For simplicity, we use the same F (l)
ji ≡ F in every layer. To better cover the space of hyperparameters, we try different values of L and four different forms F of differing levels of "complexity", as described in Table 2 . The plots are shown in Figure 4 . In each of the plots, the MMD decreases to 0 as the width increases. As in Matthews et al. (2018) , we observe that the deeper models converge more slowly.
In addition, the choice of F clearly changes the speed of convergence. F 1 and F 3 both result in "vanilla" GP's with previously derived kernels (Cho and Saul, 2009 ). The scaling is chosen such that the norm of the signal stays constant throughout the layers, as is approximately achieved using He initialisation in finitely wide neural networks (He et al., 2015) . It is worth remarking that F 3 has dependent parameters, even though it still results in the same limiting model.
The negative mean in F 2 would result in the norm of the signals decreasing if we were to use the same √ 2 scaling in D, since the signals inside the network are rectified. We therefore scale the variance up to avoid a vanishing signal in deeper layers. For variety, in F 4 we made the means and variances depend on A.
Question 2
To answer Question 2, we demonstrate firstly that the model evidence (marginal likelihood) obtains its maximum at a value µ = 0, and secondly that the test error obtained by the best model with µ = 0 can be lower than the test error obtained by the best model with µ = 0.
To this effect, in Figures 5 and 6 we plot the log marginal likelihood and marginal likelihood in the (µ, σ 2 ) plane (where µ (l) = µ, σ (l) = σ is the same in each layer) for networks of different depths. We also plot the test mean squared error (MSE) to the mean of the posterior predictive distribution as a function of depth for models with optimal hyperparameters with respect to the marginal likelihood (MLE) for models with µ = 0 and µ = 0 in Figure 9 .
The maximum likelihood occurs at µ = 0, for every depth and problem, and for some depths and problems, a lower test error is obtained by models with µ = 0.
Question 3
At the risk of overfitting and discarding uncertainties, the pragmatic Bayesian may be tempted to replace the marginalised model in (19) with the GP evaluated at the MLE or MAP. Such approaches are argued to be sensible approximations when the hyper-posterior is well-concentrated. Together with the likelihood, the hyper-posterior indeed becomes highly concentrated as the model depth increases, as shown in Figure 7 . It is therefore of interest to compare the performance of MLE, MAP and marginalised models. We use Metropolis-Hastings (MH) to approximately sample from the hyper-posterior, and for the MAP estimate we take the sample obtained through MH with the largest density under the hyper-posterior. To give a sense of the hyper-posterior, we also provide plots of the hyper-posterior and samples obtained with MH in Figures 7 and 8 . For the prior, we use a Gaussian distribution for µ and an inverse-gamma distribution for σ 2 with µ independent of σ 2 . Full details of the MH settings and prior parameters are given in Appendix A.
Qualitative observations
Kernel expressivity with respect to hyperparameters
It is interesting to note that the orange (MAP, µ = 0) and blue (MLE, µ = 0) curves in Figure 9 are very closely aligned. This is due to the simplicity of the way the single hyperaparameter σ 2 interacts with the kernel. As in (4), σ 2 only scales the kernel. In the case of noiseless GP regression (i.e. s = 0 in (3)) with µ = 0, the mean of the posterior predictive is not affected by σ 2 .
More generally when s is small, we do not expect the mean to change much with σ 2 by a simple perturbation analysis. Let c be as defined in (4), involving the products of the weight variances in each layer. Let f * ,c 1 and f * ,c 2 be the means of the posterior predictive distributions with c = c 1 and c = c 2 . Let K(X * , X (0) )/c 2 (neither of which depend on s, c or σ). Then for all vector and induced matrix p-norms · and p-condition numbers κ(·),
where λ is the smallest eigenvalue of K X,X , provided that
Even if s is not too small compared to c, for random X (0) , we expect λ to decrease in the number of rows by a non-rigourous application of results from random matrix theory. 
Textbook overfitting
A somewhat suprising observation is that the MSE curves in Figure 9 are consistent with overfitting. Using depth as a proxy for model complexity, models with µ = 0 achieve a lower test error up until a certain level depth, at which point they start to overfit to the training data. This is noteworthy because all of the MLE and MAP models are simply GPs with 2 hyperparameters. If we are to understand depth as a measure of complexity in this context, complexity only increases through the compositions of kernel functions. Furthermore, in Smooth XOR and Snelson, overfitting appears to be mitigated through the regularisation effect of constraining µ = 0. In Sine, which is a very simple regression problem and therefore amenable to severe regularisation, models with µ = 0 outperform or are competitive with models with µ = 0 for all depths.
Ill-conditioning
The marginal likelihoods in Figure 5 appear to become increasingly concentrated along a diagonal as L increases. This suggests that deeper models are more difficult to optimise than shallow models, a fact that is shared with finite-width models trained using gradient-based optimisers.
The ill-conditioning made it difficult for our simple MH sampler to propose sensible jumps in deep models. This likely contributed to the performance curve of the marginalised model in Figure 9 increasing with depth. Future work involving hyperparameter marginalisation should look into a more advanced integration method.
Conclusion
Summary of contributions
While it has long been known that random MLPs with iid parameters converge to GPs, it has previously been assumed that the means of the parameters are zero. By generalising the parameter prior to allow for non-zero means, we are able to add extra flexibility to the limiting model. We evaluated the limiting kernel of deep networks with such priors. We obtain a level II inference scheme by replacing the iid prior with a more general RCE prior. The RCE prior arises naturally due to the permutation symmetry in the MLP, and also has connections to networks trained using gradient-based optimisers.
When the means and variances are constrained to be equal in every layer, our results allow for the visualisation of the marginal likelihood and hyper-posterior in a 2D plane. In our experiments, the additional mean parameter allowed for a more expressive kernel, but was also susceptible to overfitting. We also observed that the marginal likelihood becomes more ill-conditioned as the depth of the network increases.
Discussion and future work
While zero-mean limiting kernels have a fixed point in depth after accounting for scaling, Figures 2(b, c) suggest that this fixed point may be avoided or non-trivial in models with non-zero means. We would like to explore this idea analytically in future.
It is easy to make models with unconstrained means overfit as shown in Figure 9 , regardless of whether they are obtained through maximum-likelihood or are Bayesian and contain a degree of regularisation. However, when the means are constrained to be zero, it appears more difficult to overfit. Perhaps this insight can be used to better understand the mysterious generalisation properties of finite width networks trained using gradient-based optimisers.
Our RCE prior allows for dependencies of parameters inside layers, but we still assumed independence between layers (12). It remains open as to how one might introduce dependencies between layers while maintaining a degree of analytical tractability. It may be useful to apply the notion of partial exchangeability to other layer types. For example, it would be natural to study convolutional networks with exchangeable filters in each layer.
We evaluated the kernel when µ = 0 and the activation functions are LReLU. Kernels for other activation functions such as the softplus (Nair and Hinton, 2010) , ELU (Clevert et al., 2016) or Swish (Ramachandran et al., 2017) may be evaluated in the future. A comparison of the resultant kernels may help in understanding the biases of finite-width networks.
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