Abstract: A MINLP framework is used to solve the simultaneous process design and control of a waste water treatment plant including the selection of the control structure. The novelties of the work are that MPC controllers with different interconnection structures are considered and that the resulting closed loop variability costs are calculated using analytical bounds derived from robust control tests. Both centralized and decentralized MPC controllers involving different combinations of manipulated and controlled variables are considered as candidates within the methodology. The proposed simultaneous design and control methodology was applied to a waste-water treatment industrial plant.
INTRODUCTION
Incorporating control decisions during the design phase of a process is recognized as essential for assembling a profitable operation. Control decisions include a number of aspects such as the selection of a control structure, the control algorithms and their corresponding tuning parameters. This paper presents an approach for integration of design and control that addresses these different aspects of the control decision problem. Previous approaches used for integrating design and control can be classified into two main groups that mostly differ in the way that the closed loop performance is estimated. The first group of studies involve formulations where the capital and operating costs are minimized in combination or subject to the value of a controllability index such as the RGA, Luyben and Floudas (19941, 2) , condition number Skogestad et al., (1997) , etc. In the second group of approaches the worst closed loop variability is evaluated by extensive numerical simulations of the nonlinear dynamic model of the process. While the use of controllability indexes is computationally attractive, it may be inaccurate since it relies on linear models of the process. On the other hand, the simulation based approach is more accurate but is computationally expensive. Other approach, N. Chawankul, et al. (2005) , considers an MPC strategy, to define a robust variability cost in the face of model uncertainty. In order to compute the closed loop variability while avoiding the numerical expense mentioned above in the simulation based methods, Ricardez-Sandoval et al. (2009) recently proposed a methodology that uses uncertain models identified from numerical simulations of the dynamic model of the process to compute variability bounds that were used together with capital and operating cost within an optimization problem to obtain an optimal process design. However in the previous study of Ricardez-Sandoval, only the optimization of controller tuning parameters was considered and the controllers were of PI type only. The current study expands upon that previous work by considering, in addition to the choice of controller parameters, the optimal controller structure selection and the use of model based controller such as MPC (Model Predictive Control), which are widely used in the process industry. It is important to recognize the challenges posed by considering these additional aspects of controller structure selection and the use of MPC. First, the choice of control structure is binary in nature forcing the use of a mixed integer problem which adds numerical difficulty to an already computationally expensive problem. Secondly, the use of MPC requires the formulation, within each iteration step of the optimization, of an internal model to be used for MPC. That internal model changes with the design variables when the problem under consideration is nonlinear which it is the case for the majority of chemical processes. This is considerably more challenging than the case where feedback controllers are used for which an explicit equation of the controller is available. Due to these additional numerical challenges, it is imperative to use methods that calculate the closed loop variability quickly. The use of analytical bounds computed from uncertain models previously proposed by Ricardez-Sandoval is a practical approach for dealing with the additional complexities of the integration problem considered here. This paper proposes a mixed integer optimization approach to the integration of control and design problems where the closed loop variability is evaluated by using a robust performance test that computes analytical bounds on the worst-case variability. The methodology is illustrated for a case study involving a wastewater treatment plant.
MATHEMATICAL DESCRIPCTION
This section describes the implementation of a model-based control structure selection within the simultaneous design and control methodology developed by Ricardez-Sandoval et al. (2009) . The mathematical formulation proposed in this work is given in (1), where CC(l,u,y) represents the Capital Cost depending on design parameters, l, manipulated and controlled variables, u and y respectively. OC describes the operating cost, while VC describes de variability cost. Both of them depend also on the manipulated and controlled variables plus their bounds on the worst-case process variability φ d as well as on the controller tuning parameters λ.
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Here, ij z is a binary optimization variable that represents the existence of pairing between the controlled variable i and the manipulated variable j and c ij is a cost assigned by the user to that pairing. The pairing costs, c ij , are associated with the difficulty to associate a control variable i with the manipulated variable j. For example, the c ij 's can be assigned based on the relative physical distance between the measurement instruments and final control elements or the potential difficulty in maintaining a particular control loop. Also, if all costs are selected equal, this may reflect the high cost of implementing and maintaining a multivariable strategy such as MPC as compared to decentralized controllers. The z ij are the elements of matrix Z that defines a control superstructure containing all the possible control configurations considered for the process. If the element z ij =1 then the pairing between input j and output i is active. The matrix Z must satisfy a set of logical control structure constraints, g(Z) and h(Z) in (1), that ensure that the control configuration selected for the process is feasible, e.g., one manipulated variable can only be paired to one controlled variable if a fully decentralized control structure is selected. Three possible control configurations can be obtained from the control superstructure: i) a decentralized (multi-loop) control structure, ii) a centralized (multivariable) control structure, or iii) a combination between the two of them. To our knowledge, this is the first study that addresses this kind of control decisions within the context of integration of design and control. To account for the combination between a multi-loop control and a multivariable control in the control structure, Model Predictive Controllers, MPC, were used as a MIMO (multivariable) controller or as a SISO (multi-loop) MPC controller. To implement an MPC algorithm, a model from the process is required. In the present work, a linear process model that describes the operation of the system around a nominal operating point is used as the internal MPC model. The MPC algorithm used in this work is as follows:
where x represents the state vector of the internal linear MPC model at time t+1. The matrices A, B and C are the state space matrices of the linear model that are functions of the continuous design variables (l) and the nominal values in the manipulated variables available for control (ū) and the output variables that can be used for control ( y ). The model output y p (t) represents the prediction in the output variable y at time t. The elements of matrices A, B and C may be estimated from the linearization of the nonlinear process model around a nominal operating condition defined by l, ū and y , respectively. Note that l, ū and y , are decision variables in (1); thus, the internal MPC models need to be estimated at each optimization step.
The MPC linear state-space model shown in (3) is used to predict the future behaviour of the process output y(t+j) as a function of the future control moves Δu(t+j), with t being the current sampling time. The MPC chooses the control moves that minimize the cost function (3), with constraints on the manipulated variables (Δu). Following (3), N y and N u are the prediction and control horizons whereas γ and θ are the MPC tuning parameters that represent the weights on the inputs and outputs variables and are considered elements in the optimization vector λ shown in (1).
The combination between the different binary variables z ij defines the control structure and the corresponding linear open-loop process models that need to be identified at each optimization step. The prediction and control horizon on each MPC selected by the control configuration are estimated from the process settling time. The set of MPC controllers combined with the mechanistic process model represents the closed-loop of the system. This closed-loop system is subject to external perturbations (υ) that may cause the process to deviate from their design and control goals. The disturbances are assumed to be time-varying perturbations which maximum rate of change is as follows:
where the term δυ q represents the maximal change in the qth disturbance and is defined in terms of the q's upper and lower bounds at any time interval n. The methodology proposed by Ricardez-Sandoval et al. (2009) requires the identification of an uncertain closed-loop process model. To obtain this model, the mechanistic closedloop process model, i.e. the nonlinear plant model under multivariable or multi-loop MPC control, is simulated using an excitation signal on the disturbance variables considered in the process. The input-output data obtained from the simulation is used to identify the model parameters of a linear finite impulse response model. The identification step may be performed using the least-squares criterion. The least-squares identification also returns a covariance matrix which diagonal elements represent the variances of particular parameters. These are used in the present work to describe the uncertainty of the closed-loop nonlinear process with respect to the nominal linear model. That is, each model parameter in the finite impulse response model is described as a nominal value supplemented with an uncertain term on this parameter resulting in a family of finite impulse response models given as follows: (5) is the set of disturbances υ affecting the process whereas the output y is a single process variable that is required to be within limits or used to measure the closed-loop performance of the system. Then, the uncertain process model parameters obtained from the identification of the closed-loop process model are used to compute an analytical bound on the largest deviation of the output variable using a robust analysis tool known as the Mixed-Structured Singular Value (Nagy and Braatz , 2003) . This test is mathematically described as follows:
where the parameter k represents a bound on the worst-case output variability problem. The matrices M and Δ represent the corresponding interconnection and perturbation matrices of the mixed μ analysis. The structures of them are defined in Ricardez-Sandoval et al. (2009) and are not shown here for brevity. This robust performance test is used by the present methodology to compute a bound on the worst-case process variability (φ d in 1) and to test the process feasibility constraints considered in the formulation (constraint on u in problem 1). The variability function φ d measures the dynamic performance of the system based on the design and control goals specified for this process. Thus, this function is problem specific. A cost is assigned toφ d to weight the dynamic performance of the system in economic terms and is represented as the variability cost (VC) in the cost function in problem 1. The capital cost (CC) describes the costs associated with the capacities of the process units whereas the operating costs (OP) describe the costs associated with the operation of the process.
The formulation shown in (1) corresponds to a mixed-integer nonlinear optimization (MINLP) problem. At each optimization step, uncertain models from the disturbance set to the process variables considered in the variability function φ and in the process feasibility constraints need to be estimated. It should be noticed that although the formulation in (1) does not explicitly use the mechanistic process model it implicitly considers it in the identification of the closed loop uncertain finite impulse response models. Following (1), ζ and ρ represent the input limits to the process feasibility constraints. The formulation presented in (1) represents the simultaneous design and control formulation used in the present analysis that considers control decisions in the analysis. The optimization variables considered in (1) are the continuous design variables (l), the nominal values in the manipulated and controlled variables available in the system, i.e., ū and y , the matrix Z that defines the binary optimization variables that determines the control structure for the process and the corresponding input and output weights on the MPC controller(s), i.e. λ. A schematic of the method is given in Fig. 1 and its implementation on an industrial process is presented next. An actual activated sludge wastewater treatment plant, located in Manresa, Spain, has been considered for the case study (Fig. 2) . It consists of six aeration tanks and two settlers. The main goal of the process is to transform the biodegradable effluent with substrate while maintaining a specific microbial population (biomass) inside each bioreactor. Dissolved oxygen is supplied to the reactor through aeration turbines. Water, coming out the reactor, flows to the corresponding settler, where the activated sludge is separated from the clean water and recycled back to the bioreactor. 
Mathematical model of the original plant
Only the activated sludge reactor and the clarification processes shown in Fig. 2 are modelled since they represent the most important units for this process. The model is based on mass balances of substrate and biomass.
Activated sludge reactor:
The rate of change of biomass and utilisation of organic substrate are as follows:
( ) Due to the occurrence of concentration gradients with respect to depth within this unit, the model describes the difference in settling rate between layers of different and increasing biomass concentration. Three layers were considered for the present analysis (Gutierrez, 2000): The control problem consists of maintaining the substrate and biomass concentrations in the bioreactor at prescribed values in the presence of disturbances acting on the processes such as changes in feed rates. Also, dissolved oxygen has to be maintained at a prespecified target. Since oxygen responds very fast to changes in turbines' speed, it can be effectively decoupled from the other variables for the purpose of control. The manipulated variables are the recycle and the purge flow rates.
Application of proposed simultaneous design and control methodology to the waste-water treatment plant
For the present case study, the capital cost of the plant is given by the size of the bioreactor and the cross sectional area of the decanter and is defined as follows:
The operating cost for this system is given by the electrical energy consumed by the aerators turbines, and by the pumps of purge, i.e., To assign an economic value to process dynamic performance, a process variability function d φ for both the biomass and the substrate concentration is estimated with respect to their target values. To compute the largest variability of x and s with respect to x and s , analytical bounds on the worst-case variability on these variables are calculated using the robust performance tool shown in (6). Accordingly, the variability cost function used to measure the closed-loop performance of the system under consideration is as follows: The communication cost is defined as a linear function that depends on binary decision variables z ij , which describe the pairing between the manipulated and controlled variables, multiplied by their corresponding pairing cost, c ij . As mentioned above, the combination of the binary variables determines the control structure. As a first approximation to the problem, the present work assigned the communication cost c ij by assuming that higher costs are generally associated with implementing a centralized MPC control versus the lower costs expected from decentralized control schemes. Accordingly, the communication costs were selected to favour a decentralized control scheme made of pairings for which, based on prior process knowledge, there is higher sensitivity between manipulated variables to controlled variables. Accordingly, the corresponding cost to biomass and purge flow pairing and to substrate and recycle flow pairing are: c 12 = c 21 = 0.1, respectively, whereas the remained costs are c 11 = c 22 = 20. Current work by the authors is being conducted to select the communication costs in a more systematic fashion. The pairing matrix Z is built such that the rows and the columns correspond to the controlled variables and the manipulated variables, respectively. To simplify the analysis, only the inlet flow rate is considered as disturbance. The plant may be controlled using centralized or a decentralized control strategy. More specifically, there are three possible control structures: i) a centralized control scheme, ii) decentralized control scheme #1 involving control of the substrate with the recycle flow and of the biomass with the purge flow, and iii) decentralized control scheme #2 involving control of the substrate with the purge flow rate and of the biomass with the recycle flow rate. To obtain a feasible control configuration, the logical constraints considered in (1) were redefined for this system as follows:
These constraints guarantee that at least one of the 3 control schemes mentioned above is selected and that the control scheme selected is feasible, e.g., in a decentralized strategy each manipulated variable can be paired with only one controlled variable.
The MPC algorithm was used as the controller for the present case study. If a decentralized control scheme results from the optimization, two single input single output MPC controllers are used, i.e., one for each pairing. The present study used linear models as the internal MPC models. The linear models were obtained from the numerical linearization of the mechanistic open-loop process model around a nominal operating condition defined by the optimization variables. This was found to be an important and computationally demanding test since the use of internal models other than the ones obtained from linearization around the operating point resulted often in instability. Since the MPC controllers work in deviation variables and since these were defined with respect to steady state values, it was necessary to include the steady state solutions of equations (7-16) as equality constraints within the simultaneous design and control formulation. To obtain the uncertain finite impulse response model shown in (5), the mechanistic process model and the control structures selected by the optimization algorithm is simulated in closed-loop by imposing a PRBNS signal on the inlet flow rate which is the disturbance considered in the present analysis. The input-output data generated from the dynamic simulation is used to identify the uncertain model. Analytical bounds on the worst-case variability on the variability function (19) and the process constraints are calculated using the robust control tool shown in (6).This procedure must be performed at each step in the optimization calculation. Following the above, the formulation proposed to simultaneously design and control the water treatment shown in Fig. 2 is as follows: where ρ x and ρ s are biomass and substrate worst-case variability respectively, Z contains the binary decision variables that determines the control structure and α is the decision vector that include:
a) The process units size: V (bioreactor volume), Ad (across section area of the decanter).
b) The nominal steady state operating point: biomass concentrations in the bioreactor and in the decanter, substrate concentration and flows rate.
c) The setpoints of the controlled variables and the controller tuning parameters.
Apart from the equality constraints used to satisfy the steady state equations in terms of the nominal values used for the calculation of the MPC internal model, two additional process constraints related with the limits in the relationship between recycled and purge flows rate and the limits in the purge age in the decanter are also included in the formulation. Note that these constraints must be satisfied during the continuous operation of the plant. Thus, bounds on these variables are also calculated to comply with this requirement.
The formulation shown in (23) was coded in MATLAB. The MPC algorithm built-in within the Model Predictive Control (MPC) toolbox was used in the present analysis. Also, the optimization solvers available in Tomlab were used to solve the MINLP formulation presented in (23). The Branch and Bound algorithm was used to solve the primal problem whereas the SNOPT algorithm was used to solve the NLP problem. Table 1 shows the most important design and control parameters obtained by the present analysis. As shown in the Table, a decentralized control structure was obtained for the system. The proposed control structure pairs the purge flowrate with the biomass concentration and the substrate with the recycle flowrate, respectively. To validate the results, the design and control parameters obtained by the present formulation were simulated using the mechanistic closed-loop process model and the worst-case realization in the inlet flowrate (disturbance). This critical profile in the disturbance was obtained from the robust variability test at the solution point. As shown in Fig. 3 , the MPC controller maintains the biomass concentration close to its set point value when the time-varying critical realizations in inlet flowrate affect the process. Similarly, Fig. 4 shows that the adjustments made by the MPC controller on the recycle flowrate keeps the substrate within the desired concentration limits. Therefore, the dimensions of the process units and the control configuration obtained by the present methodology remain feasible in the presence of critical realizations in the disturbance. The actual plant considers process units which design capacities are smaller than those obtained by the present analysis. Thus, the capital cost of the actual plant is lower than that obtained by the present analysis. However, it was found that the current design parameters and the current control configuration, decentralized feedback controllers, violate constraints when that design is simulated in closedloop with the critical time-varying realizations in the inlet flowrate. Therefore, the results obtained by the proposed methodology return a robust design at minimum cost that can accommodate worst-case variations in the disturbances that cannot be handled at present with the plant's actual design and control configuration.
CONCLUSIONS
This paper extended a previous design and control methodology to account for control decisions in the formulation. The novelty on the proposed approach is that an MPC-based control superstructure is included in the methodology to account for both centralized and decentralized control strategies when solving for the optimal design of a system. Analytical bounds computed from a robust variability test were used to evaluate the system's dynamic performance and the process constraints. The proposed approach was tested on a waste-water treatment plant. Although the proposed formulation returned a more conservative design than the actual plant's design, the design and control parameters obtained by the present method remain feasible in the presence of the worst-case variability in the disturbance. 
