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I. INTRODUCTION 
Let N(n,  k) be the length of the longest code of word length n and 
probability of error k. (For definitions and more details the reader is 
referred to Wolfowitz (1961).) Suppose 
lira 1_ log N(n, k) = C(k) (1.1) 
n~ n 
exists; let us then call C(k) "the k-capacity" of the channel. The defini- 
tion of the general discrete channel (Wolfowitz, 1961, Section 5.1) is 
such that C(k) need not exist. However, C(k) is likely to exist for all k 
for most "reasonable" channels; indeed, for the principal channels 
studied we actually have 
C(k) = C, a constant. (1.2) 
C is then called "the capacity" of the channel. It is obvious that C(k), 
if it exists for all k, is a monotonically nondecreasing function of k. 
Define 
lira C(k) = C(o+) ,  (1.3) 
~0 
which therefore always exists when C(k) exists. Many writers on in- 
formation theory call by implication C(0-k) the capacity of the channel. 
They do this by proving a coding theorem and a weak converse (Wolfo- 
witz, 1961, Section 7.6), and then calling the constant involved the 
capacity. In Wolfowitz (1961), where C is called the capacity, I pointed 
out that, to prove that C is the capacity, one has to prove a coding 
theorem and strong converse (Wolfowitz, 1961, Section 5.6, esp. p. 59). 
* This research was performed under contract with the Office of Naval Re- 
search. 
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Some writers on information theory do not even distinguish between 
C and C(O-~-) and, indeed, deny that there exist channels for which 
C(~) actually depends on k. The purpose of the present note is to clarify 
the issue. In Section I I  we give a particularly simple example, channel J,  
where C(k) actually depends on k; the pretty and ingenious idea on 
which this example is based is due to K. Jacobs (1962). In Section I I I  
we explain the essential situation which is present whenever a channel 
does not have a capacity. We then construct a channel without a ca- 
pacity according to the prescription furnished by this explanation. 
II. THE CHANNEL J 
For 0 < p < ½ let K(p) be the binary symmetric hannel (Wolfowitz, 
1961, Section 3.4) with p as parameter (probability of error for each 
letter). Let 
0 < pl < p2 < "-" (2.1) 
be an increasing sequence of numbers with the limit t < ½. Let D(n), 
n -- 1, 2, . . .  , be the compound channel (Wolfowitz, 1961, Section 4.1) 
which consists of the channels 
K(pl), . . . ,  K(p,~) (2.2) 
simultaneously. Let F(p) be the capacity of K(p), and let G(n) be 
the capacity of D(n). Then obviously 
F(p~) J. F(t) (2.3) 
G(n) J, G( ~ ), say (2.4) 
F(t) = 0 ¢=~ G(~)  = 0. (2.5) 
Consider the series 
1 
~=k 5 i - -  5 k-1 - -  ,~(k ) ,  say. (2.6) 
We note that s(1) = 1, and that, for all k, 
4 1 4 
s(k) = ~ -t- 5- z = 5- ~ -t- s(k -]- 1). (2.7) 
We now define the channel J as follows: At the beginning of trans- 
mission of each word of length n an independent random experiment is
performed, with probability 4/5 i that the outcome of the experiment will 
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be i, i = 1, 2 , - . . .  The outcome of the experiment is not known to 
either sender or receiver. If i is the outcome of the experiment the word 
(of length n) is transmitted according to K(pi). 
Let 
~0 = (al , . . -  , a~) 
and 
vo = (bl, "'" , b~) 
be any two sequences of O's and l's. Let V(Uo) be the chance received 
sequence when uo is transmitted over channel J .  Then 
P{v@to) = vo} = ~ 4 1~ (P i )[ai+b'](  1 - -  pi)l-[%+b~ 1, (2.S) 
where 
[a~ + be] = as + bj (mod. 2). 
A code (n, N, X) for channel J is a set 
{(ul, A1), . . .  , (UN, AN)} (2.9) 
where ul,  • • • , UN are sequences of length n in O's and l's, A~, • • • , AN 
are disjoint sets of such sequences, and 
P{v(u~) ~ A~} >= 1-  X i=  1 , . . . ,N .  (2.10) 
Thus n is the length of each word, N is the length of the code, and X 
is the (maximum) probability of error. 
For brevity in what follows we define 
P{v(uo) = vo]K(p~)} = I I  (P~)[ai+bJ](1 -- p~) 1-[ai+bil. (2.11) 
Suppose now that Xl = 5 -~, with k > 2, and that we have a code 
(n, N, Xl) for channel J. I t  follows from (2.6), (2.7), and (2.10) that 
then 
P{v(uj) C A~IK(p~)} ~ ½, j=  l , . . . ,N ; i=  l , . . . , k .  (2.12) 
Let N(n, h, J) be the length of the longest code of word length n and 
probability of error X for channel J .  From (2.12) and Wolfowitz (1961, 
Theorem 4.4.1) it follows that 
li---~ -1 log N(n, Xl, J )  =< G(k). (2.13) 
n-->~ n 
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We will now consider N(n, 25 ~1, J). The kth term of the series 
~-~1 4.5 -~ is 4~.  Let ~, 0 < ~ < 1, be such that 
(1  - -  ~) (1  - -  5X~) > (1 - -  20~) .  (2 .14)  
Consider a code with word length n and probability of error p for the 
compound channel D(k - 1). I t  follows from (2.14) that such a code is 
a code with probability of error less than 25 ~,~ for channel J.  Hence, 
by Wolfowitz (1961, Theorem 4.3.1), 
lim -1 log N(n, 25 ~,1, J )  > G(k -- 1). (2.15) 
~--~ n -~ 
By (2.4), G(k -- 1) > G(k). Hence we obtain from (2.13) and (2.15) 
that, even if the hi-capacity C(~1, J)  and the 25 ),~-capacity C(25 ~1, J) 
of channel J exist, they are not equal. Thus channel J does not have 
a capacity. 
III. THE "DETERIORATING" CHANNEL 
In this section we will explain the essential situation which exists 
whenever a channel does not have a capacity. (In particular, therefore, 
this situation obtains in the case of channel J.) This explanation will 
furnish us with a prescription for constructing channels without a ca- 
pacity. Following this prescription we will construct a channel to be 
called a "deteriorating" channel for a reason which will become vident 
in its construction. 
I t  will be illuminating to answer the question: Essentially what is it 
which causes the capacity to exist? For, as was pointed out in Wolfowitz 
(1961, Section 7.6), it is the existence of the capacity which is the re- 
markable fact first noted by Shannon. Let ~, and A1, • • • , A~ be as in 
(2.9) and (2.10). Obviously, the smaller ~ the more sequences (really 
the more probability) must there be in each A~, and the larger h the 
smaller may each A~ be. N(n, ~) is the maximum number of A~ which, 
for given n and h and subject o (2.10), can be packed into the space of 
all received n-sequences. Yet the existence of a capacity C implies that, 
whether ~ be large or small, N(n, ~) is essentially 2 ~c, independently of 
~!! (The precise statement has already been made in Section I.) 
What, therefore, is it which causes the capacity to exist? This is 
easiest o see in connection with a proof for perhaps the simplest of all 
channels, the discrete memoryless channel. Remarks 4 and 5 at the end 
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of Chapter 3 of Wolfowitz (1961) summarize a particularly simple such 
proof. From these and the lemmas of Wolfowitz (1961) cited there it 
becomes apparent that the term in n, in the exponent of the expression 
for the code length, does not depend on X because of inequalities like 
(2.1.16) and (2.1.24) of Wolfowitz (1961), i.e., because the relevant 
standard deviations are of order less than n. Only if these standard 
deviations were of order n could the left member of (1.1) depend upon X. 
We shall now construct he deteriorating channel S. In this channel 
it will be achieved in a particularly simple manner that the standard 
deviation (of the number of incorrectly transmitted letters) be of order 
n. Let a and f~ be positive numbers uch that ~ -t- B - c~¢~ =< ½. Let 
K(a)  and K(~) be as defined in Section I I ;  we will use them as auxiliary 
channels in the construction of S. Let u0 and v0 be as in Section II. We 
have there already defined the symbol 
r l v (uo)  = so i K(~)}, (3.1) 
for example. We will now define 
P{v(uo) = vo I S}, (3.2) 
the probability of receiving v0 when u0 is transmitted over channel S. 
The definition will be slightly informal (implicit) but none the less 
precise and actually more easily intelligible than a purely formal and 
explicit definition would be. 
The quantity 
M(uo, vo) = ~ [a~ + bj] (3.3) 
3=1 
is the number of errors made in transmission when u0 is sent and v0 is 
received. To avoid confusion over v(uo) we will denote the respective 
chance received sequences when u0 is sent over channels K(a) ,  K(~), 
and S, respectively, by V(Uo I K(a)), V(Uo l K(~) ), and v(uo t S). Let 
t be a number to be chosen later. To send u0 over S we first send it over 
K (a ) .  If 
M(uo, v(uo I K(o~))) <-_ om÷ t~/n, (3.4) 
then v(uol S) = v(u0 IK (a ) ) ,  i.e., the receiver of channel S receives 
v(uoIK(oO). If (3.4) is not fulfilled then let ~(uoIK(o~)) be the subse- 
quence of v(uoIK(e~)) which consists of those elements which have 
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been correctly transmitted. The sequence ~(uoIK(a)) is then sent over 
K(fl), and the sequence 
v(~(uo I K(a)) I K(fl)) 
is inserted into v(uolK(a)) in place of ~(uoIK(a)). The resulting se- 
quence is V(Uo I S). The above description implicitly but precisely defines 
(3.2) for every v0. 
Let e > 0 be arbitrary. From Chebyshev's inequality and the central 
limit theorem for independent, identically distributed Bernoulli chance 
variables we conclude that, when t' > 0 is sufficiently large, the follow- 
ing hold for any u0 : 
P{M(u0, V(Uo 1 S) ) < an + t%/n} --~ "y (3.5) 
as n --~ ~, where ~ = ~(t, a) is a function of t and a, which, for a fixed, 
increases monotonically from 0 to 1 as t increases from - ~ to + ~, and 
P{M(uo,v(uolS)) >n(a+~(1- -a ) )  - - t%/n} > 1 -~, - -  E (3.6) 
for all n sufficiently large. Moreover, it is obvious that the distribution 
of the chance variable M(u0, v(uoIS)) is independent of u0 and that 
its variance is greater than a positive constant multiple of n 2. 
Let C(~ I S) be the h-capacity of channel S. It is now easy to see from 
the proofs in Sections 3.2 and 3.3 of Wolfowitz (1961) that, when ~ is 
small, 
C(}, I S) = F (a  + ~(1 - a)), (3.7) 
and when h is close to 1, 
C(k I S) -- F(a)  (3.8) 
Of course, (3.7) and (3.8) together imply that the channel S does not 
have a capacity. 
By proper choice of t we can make C(. ) have a discontinuity at any 
desired point. By iterating the procedure we used to construct he 
channel S we can cause C(-)  to have a denumerable number of dis- 
continuities. 
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