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013.04.0Abstract Previous test sequencing algorithms only consider the execution cost of a test at the
application stage. Due to the fact that the placement cost of some tests at the design stage is con-
siderably high compared with the execution cost, the sequential diagnosis strategy obtained by pre-
vious methods is actually not optimal from the view of life cycle. In this paper, the test sequencing
problem based on life cycle cost is presented. It is formulated as an optimization problem, which is
non-deterministic polynomial-time hard (NP-hard). An algorithm and a strategy to improve its
computational efﬁciency are proposed. The formulation and algorithms are tested on various sim-
ulated systems and comparisons are made with the extant test sequencing methods. Application on
a pump rotational speed control (PRSC) system of a spacecraft is studied in detail. Both the sim-
ulation results and the real-world case application results suggest that the solution proposed in this
paper can signiﬁcantly reduce the life cycle cost of a sequential fault diagnosis strategy.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
The test sequencing problem, which is also known as the
sequential fault diagnosis problem, is to construct a test
sequence that achieves high fault isolation with low expected
test cost. This issue has been widely discussed in the literature.
One typical method was proposed by Pattipati and1 84573398.
il.com (S. Zhang), zhenghu@
orial Committee of CJA.
g by Elsevier
ing by Elsevier Ltd. on behalf of C
54Alexandridis,1 in which the test sequencing problem was for-
mulated as an AND/OR graph search problem, and an AO*
algorithm based on several heuristic evaluation functions
(HEFs) to generate optimal or near-optimal solutions was pro-
posed. Additional research by Refs. 2–4 was carried out to deal
with problems arising in real-word systems such as unreliable
tests and setup operations. In order to solve the sequential
fault diagnosis problem of large-scale systems, Tu and Patti-
pati proposed to use rollout strategy to overcome computa-
tional complexity.5 A good review was also presented in the
paper by Ref. 5.
Ruan et al. investigated the multimode test sequencing
problem,6 in which tests were distributed among multiple
modes and additional transition costs would be incurred if a
test sequence involved a mode change. Pietersma et al. pro-
posed the use of model-based diagnosis to test sequencing asSAA & BUAA. Open access under CC BY-NC-ND license.
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of several cases was reduced up to 59%.7
In contrast to previous approaches, Kundakcioglu and
Unluyurt presented a bottom-up algorithm to construct a bin-
ary decision tree.8 Computational results showed that the bot-
tom-up strategy was better than some other heuristic
algorithms.8
The test sequencing problem for multiple fault diagnosis9–
12and multi-value tests13–16was also studied extensively in the
literature. In addition to heuristic search algorithms, some arti-
ﬁcial algorithms were employed for this problem.17–19
Although the test sequencing problem has been widely
studied in the literature as discussed above, the test sequence
generated is not optimal from the view of life cycle cost. Spe-
ciﬁcally, the cost of a test considered in previous test sequenc-
ing algorithms is actually only execution cost, which means the
cost generated at the application stage (e.g., power and time
consumed to perform a test). Actually, in addition to the exe-
cution cost, the placement cost of a test at the design stage may
be pretty high. In some cases, the execution cost of a test can
almost be neglected compared with the placement cost. Conse-
quently, the optimization carried out merely based on the exe-
cution cost is not truly optimal.
This problem is particularly important for some equipment
with high reliability and high test placement cost. One example
is the space station. As it has a strict requirement for the
weight and volume of test equipment, the placement cost of
some tests is pretty high. At the same time, it is a high-reliabil-
ity system, and the diagnosis strategy will not be executed for
many times during the life cycle. As a result, the test placement
cost constitutes a large part of life cycle cost of the diagnosis
strategy. In other words, the sequential fault diagnosis gener-
ated based on the execution cost is actually not the best.
New algorithms need to be developed to reduce the cost.
In this paper, it is discussed ﬁrstly the test sequencing prob-
lem arising at the design stage for reducing life cycle cost,
which is formulated as an optimization problem. After that
algorithms based on AND/OR graph search are proposed to
solve this problem. Simulation experiment and a real-word
application case are studied to test our algorithms.
The structure of the paper is as follows. In Section 2, the
test sequencing problem based on life cycle cost is formulated
as an optimization problem. The complexity of the problem is
discussed. In Section 3, an algorithm (AOL) and its simpliﬁed
version (AOLe) are proposed to solve the problem addressed in
this paper. In Section 4, the new algorithms are tested on var-
ious simulated systems. Comparisons are made with previous
methods. In Section 5, a real-world case is studied in detail. Fi-
nally, the paper concludes with a summary in Section 6.
2. Problem formulation
It is assumed that the following information is available to for-
mulate the test sequencing problem:
(1) A system S consisting of m+ 1 system states,
S= {s0,s1, . . ., sm}, and their corresponding priori prob-
abilities, P= {p0, p1, . . .,pm}, where s0 denotes the fault-
free state, {s1, s2 . . ., sm} denote the fault states andPm
i¼0pi ¼ 1.
(2) A ﬁnite set of candidate tests T= {t1, t2, . . ., tn}.(3) Placement cost CP = {CP1, CP2, . . .,CPn} and execution
cost CE = {CE1, CE2, . . .,CEn} corresponding to each
test.
(4) A diagnostic dictionary matrix (D-matrix) D=
[dij](m+1)·n, where dij is 1 if test tj(j= 1, 2, . . .,n) can
detect fault si, and 0 otherwise. Here, the last row is used
to denote the fault-free state s0, and therefore
d(m+1)j = 0, j= 1, 2, . . .,n.
(5) Execution times N of the sequential fault diagnosis strat-
egy in the life cycle period, which can be either obtained
from historical data or calculated from reliability data.
For example, it can be calculated from the parameter
mean time between failure (MTBF):N ¼ Tm
MTBF
ð1Þ
where Tm is the service life of the equipment. MTBF can be ob-
tained by means of a life test or reliability modeling. Details
can be found in many books about reliability, such as the
one by Jiang et al.20
For a sequential fault diagnosis strategy, the expected test-
ing cost Je can be given by
5
Je ¼
Xm
i¼0
Xjqi j
j¼1
CEqi ½j
( )
pi ð2Þ
where qi denotes the sequence of tests applied to isolate the
fault state si, |qi| denotes the cardinality of the test sequence
qi, and the term CEqi ½j denotes the execution cost of the test
tqi ½j.
The test placement cost of the sequential fault diagnosis
strategy is
Jp ¼
X
x2[m
i¼0qi
CPx ð3Þ
Our problem is to ﬁnd a subset of tests with minimal life cy-
cle cost J subject to the fault detection and isolation con-
straints, where J consists of the test placement cost at the
design stage and the execution cost at the application stage.
Formally, it is formulated as
J ¼ NJe þ Jp ð4Þ
It is well known that the construction of the optimal test se-
quence is a NP-complete problem21–23, and the test selection
problem based on the placement cost is also NP-hard.24–26
As the above problem is more intractable, it cannot be solved
optimally within a polynomially bounded time. Consequently,
an algorithm based on the structure of AO* is proposed in the
next section, and a strategy to improve its computational efﬁ-
ciency is also discussed.3. Solution algorithms
3.1. Existing solutions to the test sequencing problem
The test sequencing problem is mainly formulated as an opti-
mal binary AND/OR decision tree construction problem in
existing research. Pattipati and Alexandridis have proposed
four HEFs to solve the AND/OR graph search problem.1 In
this paper, the best two HEFs proposed by Ref. 1 are used
to formulate the algorithm for the problem presented.
1002 S. Zhang et al.Without loss of generality, assume that the execution costs
of the tests are in ascending order, that is, 0 6 CE1 6 CE2
6 . . . 6 CEn. For any ambiguity group x, the ﬁrst HEF
proposed by Ref. 1 is
h1ðxÞ ¼
Xw0 ðxÞ
j¼1
CEj þ ðwðxÞ  w0ðxÞÞCEw0ðxÞþ1,HEF1 ð5Þ
where w*(x) is the expected conditional Huffman code word
length for the ambiguity set x, and w
0
(x) is the integer part
of w*(x).
Another HEF with good computational efﬁciency is1
h2ðxÞ ¼
Xw0 ðxÞ
j¼1
CEj þ ðwðxÞ  w0ðxÞÞCEw0ðxÞþ1,HEF2 ð6Þ
where
wðxÞ ¼ 1 ½ bPðxÞ1X
si2x
pilog2½pi= bPðxÞ ð7Þ
bPðxÞ ¼X
si2x
pi ð8Þ
and w0ðxÞ is the integer part of wðxÞ.
HEF1 shown in Eq. (5) is admissible, which means that the
optimal solution can be obtained. HEF2 shown in Eq. (6) is
not necessarily admissible, but it is easy to be computed.
HEF1 and HEF2 are recommended to be applied in systems
with different sizes.1
3.2. AOL algorithm
For an ambiguity set x, let xjp and xjf denote the reduced
ambiguity subsets corresponding to the pass and fail test result
of tj, respectively, i.e., xjp = {si|si e x, dij = 0} and xjf =
{si|si e x, dij = 1}. Let Tr(x) denote the optimal tests-to-go
from the ambiguity set x, which means the tests needed from
x to the leaf nodes.
According to Eq. (4), the next optimal test tj to be per-
formed should satisfy
j ¼ arg minjfN bPðxÞ½CEj þ PðxjpÞheðxjpÞ þ PðxjfÞheðxjfÞ
þ Jpðftjg [ TrðxjpÞ [ TrðxjfÞ [ ToðxÞ [ TuðxÞÞg ð9Þ
where he(xjp) and he(xjf) are the cost-to-go of the execution
costs from xjp and xjf, Tu(x) denotes the test set from the root
node to x and To(x) denotes all the tests used in other branches
(all the paths in the AND/OR graph except for those through
the node x). The function Jp(Æ) is the placement cost of the tests
in the bracket. bPðxÞ is deﬁned by Eq. (8), and
PðxjpÞ ¼
X
si2xjp
Pi
bPðxÞ ¼ bPðxjpÞbPðxÞ ð10Þ
PðxjfÞ ¼ 1 PðxjpÞ ð11Þ
As the placement cost is a global attribute of the sequential
fault diagnosis strategy, the formulation shown in Eq. (9) is
not a dynamic programming equation. The previous method
based on the AO* algorithm is also not effective in solving this
kind of problem. Consequently, we propose AOL algorithm to
solve the test sequencing problem considering life cycle costbased on the structure of the AO* algorithm, which can be
found in the book by Ref. 27.
Deﬁne:
heðx; jÞ ¼ CEj þ PðxjpÞheðxjpÞ þ PðxjfÞheðxjfÞ ð12Þ
where he(x) is the cost-to-go of the execution cost from the
node x. It can be estimated using the heuristic function dis-
cussed in Section 3.1. he(xjp) and he(xjf) have a similar meaning.
Without loss of generality, it is assumed that all the faults
can be detected and isolated in the system. Otherwise, the
faults that have the same test signature (the rows in the D-ma-
trix are identical) can be treated as one fault. Another function
to denote the expected placement cost is deﬁned as
hpðx; jÞ ¼ minY
Xn
m¼1
ymCPm
s:t: DYP ½1 . . . 10T;
DiYP ½11 . . . 1T;
Di ¼ ½dikm ¼ dim  dkm;
ym 2 f0; 1g;
8tm 2 TuðxÞ [ TrðxjpÞ [ TrðxjfÞ [ ftjg; ym ¼ 1;
i ¼ 1; 2; . . . ;m;
v ¼ 1; 2; . . . ; n;
k ¼ 1; 2; . . . ; i 1; iþ 1; . . . ;m:
ð13Þ
where D is the D-matrix deﬁned above, and Y= [y1y2  yn]T.
In Eq. (13), ¯ denotes exclusive OR (XOR) operation. The
ﬁrst two constraints denote the requirements for fault detec-
tion and isolation, respectively.
Based on Eqs. (12) and (13), the test selection strategy at an
ambiguity x is formulated as
j ¼ argminjfN bPðxÞheðx; jÞ þ hpðx; jÞg ð14Þ
If x is not a leaf node, the iteration equations are
heðxÞ ¼ heðx; jÞ ð15Þ
hpðxÞ ¼ hpðx; jÞ ð16Þ
TrðxÞ ¼ TrðxjpÞ [ TrðxjfÞ [ ftjg ð17Þ
Otherwise, if x is a leaf node, the execution cost is estimated
from the HEFs discussed in Section 3.1. Speciﬁcally,
heðxÞ 2 fh1ðxÞ; h2ðxÞg ð18Þ
The tests-to-go and the expected placement cost are
TrðxÞ ¼£ ð19Þ
hpðxÞ ¼ minY
Xn
m¼1
ymCPm
s:t: DYP ½1 . . . 10T;
DiYP ½11 . . . 1T;
Di ¼ ½dikm ¼ dim  dkm;
ym 2 f0; 1g;
8tm 2 TuðxÞ; ym ¼ 1;
i ¼ 1; 2; . . . ;m;
m ¼ 1; 2; . . . ; n;
k ¼ 1; 2; . . . ; i 1; iþ 1; . . . ;m:
ð20Þ
Test sequencing problem arising at the design stage for reducing life cycle cost 1003The problems shown in Eqs. (13) and (20) are set-covering
problems. A lot of algorithms have been proposed to solve this
problem.28–34 As the set-covering problem is a sub-problem of
our algorithm and it will be calculated for many times, the
greedy heuristic method is chosen to solve the problem. The
details may be found in the work by Ref. 29. Actually, many
other algorithms are the variations of the greedy method.32
A similar idea has been applied on the sensor locating
problem.35
Based on Eqs. (12)–(20), the procedure of the AOL algo-
rithm is shown as follows.
Step 1. Initialize a graph G consisting of the root node,
which is an ambiguity group of all the fault states S. Label
the root node as unsolved.
Step 2. Repeat the following steps until S is labeled solved.
Exit with J = Nhe(S) + hp(S) as the life cycle cost and the
marked tree as the sequential fault diagnosis strategy.
Step 2.1. Compute a partial graph G
0
by tracing down the
marked arcs from the root node. Select a leaf node x
0
in
G
0
that maximizes N bP ðxÞheðxÞ þ hpðxÞ as the node to be
expanded, where bP ðxÞ is deﬁned by Eq. (8).
Step 2.2. For all the tests tj R Tu(x
0
), generate the successive
nodes of x
0
, denoted by x0jp and x
0
jf. Calculate heðx0jpÞ and
heðx0jfÞ via Eq. (18). Set T uðx0jpÞ ¼ T uðx0jfÞ ¼ T uðx0Þ [ ftjg,
and T rðx0jpÞ ¼ T rðx0jfÞ ¼£. If either x0jp or x0jf is a terminal
leaf node (containing only one fault state), label it as solved.
Step 2.3. Deﬁne a set Z to denote the nodes in the graph G,
and initialize it as Z= {x
0
}.
Step 2.4. Repeat the following steps until Z=B.
Step 2.4.1. Remove from Z a node y such that no successor
of y in G occurs in Z. Let T 0rðyÞ ¼ T rðyÞ; h0eðyÞ ¼ heðyÞ;
h0pðyÞ ¼ hpðyÞ.
Step 2.4.2. For y, calculate j* via Eq. (14). Update he(y) and
hp(y) via Eqs. (15) and (16). Set T rðyÞ ¼ T rðyjpÞ [ T rðyjfÞ
[ftjg. If both yjp and yjf are labeled as solved, label y
as solved. Mark the arcs y ! tj ; tj ! yjp and tj ! yjf.
Step 2.4.3. If y is the root node, i.e., y= S, or h0eðyÞ ¼ heðyÞ
and T 0rðyÞ ¼ T rðyÞ are satisﬁed simultaneously, continue to
Step 2.4.1. Otherwise, add to Z all the ancestors of y along
the marked arcs.Table 1 Performance of different algorithms on simulated systems.
Scale & HEF N AO* Combinatorial optimiz
Time (s) Nodes Cost Time (s) Nodes
Scenario I
(m= 10, n= 15,
HEF= HEF1)
0.1 0.226 163.68 3.660 1.178 62.86
1 0.232 168.76 4.502 1.118 62.00
10 0.233 170.52 11.347 1.192 66.58
100 0.231 172.16 78.340 1.164 63.52
Scenario II
(m= 10, n= 15,
HEF= HEF2)
0.1 0.034 112.28 3.670 1.095 46.40
1 0.032 111.30 4.510 1.080 44.90
10 0.031 106.64 11.481 1.085 48.06
100 0.043 119.52 79.558 1.070 46.30
Scenario III
(m= 15, n= 20,
HEF= HEF2)
0.1 0.126 345.10 4.368 1.643 98.80
1 0.144 389.86 5.169 1.641 91.66
10 0.140 377.90 11.736 1.589 95.96
100 0.116 349.38 81.357 1.597 92.42Steps 2.1 and 2.2 are the expansion operations of the AND/
OR graph. Steps 2.3 and 2.4 belong to the cost-revising and
arc-marking stages. AOL is a near-optimal algorithm. This is
because the way to deal with the placement cost is actually a
greedy strategy. However, the result can be signiﬁcantly im-
proved by the backtracking process, which is a key advantage
of the algorithm.
In the AND/OR graph and the AOL algorithm discussed in
this paper, two nodes x and y are considered identical (re-
corded as one node) if and only if they contain the same fault
states and Tu(x) = Tu(y), which is different from the AO
*
algorithm proposed by Ref. 1.3.3. AOLe algorithm
In the AO* algorithm, there is a e-admissible variation to im-
prove the computational efﬁciency.1 A similar strategy is used
to generate the AOLe algorithm, which differs from AOL only
in the condition to change the marked path (Step 2.4.2). Spe-
ciﬁcally, Step 2.4.2 of AOLe is shown as follows.
For y, calculate j* via Eq. (14). If e½N bPðyÞheðy; jÞþ
hpðy; jÞP N bPðyÞh0eðyÞ þ h0pðyÞ;set j* to the test of the cur-
rently marked path. Update he(y) and hp(y) via Eqs. (15) and
(16). Set TrðyÞ ¼ TrðyjpÞ [ TrðyjfÞ [ ftj g. If both yjp and yjf
are labeled as solved, label y as solved. Keep or mark the path
y ! tj ; tj ! yjp and tj ! yjf.e is speciﬁed by the user, which
should satisfy e> 1.
4. Computational experiment
A number of simulated systems are generated to test our algo-
rithms. Comparisons are made with previous sequential fault
diagnosis strategy generation methods. The simulation results
are shown in Table 1. The notation is interpreted as follows: N
is the expected number of times the system would undergo
troubleshooting; AO* is the heuristic method proposed by
Ref. 1; Combinatorial optimization +AO* is ﬁrstly, select
the tests using the combinatorial optimization algorithm based
on the placement cost36, and then generate the sequential fault
diagnosis strategy using the AO* algorithm based on the exe-
cution cost; AOL is the algorithm proposed in Section 3.2;ation +AO* AOL AOLe
Cost Time (s) Nodes Cost Time (s) Nodes Cost
1.670 0.686 880.72 1.674 0.179 220.72 1.692
3.390 1.682 1977.34 3.263 0.985 1239.06 3.280
15.349 1.469 1712.56 11.013 1.239 1468.30 11.286
147.158 1.370 1491.76 77.314 1.183 1299.00 78.178
1.687 0.278 635.42 1.677 0.069 185.88 1.690
3.436 0.482 1058.02 3.274 0.254 611.44 3.293
16.157 0.270 603.42 11.203 0.228 506.54 11.484
149.660 0.284 603.86 79.799 0.246 535.86 81.255
1.921 1.182 2350.34 1.918 0.170 434.92 1.930
3.410 7.922 8244.36 3.193 3.258 4765.64 3.270
18.813 5.093 6220.34 11.535 3.942 5278.52 11.760
174.402 1.070 1938.10 81.585 0.930 1731.22 82.995
Fig. 1 Functional block diagram of a PRSC system.
1004 S. Zhang et al.AOLe is the algorithm proposed in Section 3.3; Time is the
computing time of an algorithm; Nodes is the total number
of nodes generated in the AND/OR graph searching process;
Cost is the life cycle cost of a sequential fault diagnosis
strategy.
Two types of models are employed to test our algorithms,
viz., {m= 10, n= 15} and {m= 15, n= 20}. HEF1 and
HEF2 are tested on these models. In all the cases, D-matrices
are generated randomly with an average density of 30% (per-Table 3 Costs of the tests.
Test name t1 t2 t3 t4 t5 t6
CP 0.2 1.0 0.1 0.1 0.1 0.1
CE 0.002 0.060 0.002 0.002 0.002 0.002
Test name t14 t15 t16 t17 t18 t19
CP 0.04 0.4 0.1 0.4 0.1 0.1
CE 0.006 0.004 0.002 0.010 0.004 0.002
Table 2 D-matrix of PRSC system.
State t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13
f1 0 0 1 0 0 0 0 1 0 1 1 1 0
f2 1 1 1 0 0 0 0 0 0 0 1 1 0
f3 0 0 1 0 0 0 0 0 0 1 0 1 0
f4 0 0 1 1 0 1 0 0 0 1 1 1 0
f5 0 0 1 0 1 0 1 1 0 1 1 1 0
f6 0 0 1 0 0 0 0 0 1 0 1 1 0
f7 0 0 1 0 0 0 0 0 1 0 1 1 0
f8 0 0 1 0 0 0 0 0 0 1 1 1 0
f9 0 0 1 0 0 0 0 0 0 0 0 1 0
f10 0 0 0 0 0 0 0 0 0 0 0 0 1
f11 0 0 1 0 0 0 0 0 0 0 0 0 0
f12 0 0 1 0 0 0 0 0 0 0 0 0 0
f13 0 0 1 0 0 1 0 0 0 1 1 1 0
f14 0 0 1 0 0 0 1 1 0 1 1 1 0
f15 1 1 0 0 0 0 0 0 0 0 0 0 0
f16 1 1 0 0 0 0 0 0 0 0 0 0 0centage of ones in a D-matrix). The placement and execution
costs of each test are generated randomly between 0 and 1.
The probability of the fault-free state is set to 0.01, and the
probabilities of the other fault states are generated randomly.
N varies from 0.1 to 100. Here, it should be noted that N
should satisfy NP 1 in the real world according to its mean-
ing. The reason that N can take a value less than 1
(N= 0.1) in the simulation is that N is set to test the inﬂuence
of the weight of the placement cost on the performance of dif-
ferent algorithms. As two kinds of costs are generated ran-
domly in the same range (0–1), N= 0.1 denotes that the
average ratio of execution cost to placement cost of the tests
is 0.1, which is possible in the real world. For AOLe, e= 1.1
in all the cases.
Simulations are carried out in MATLAB on a PC with a
2.53 GHz CPU, 2 GB RAM. Results shown in Table 1 are
averaged over 50 Monte Carlo runs.
Table 1 shows that when N is small (N= 0.1, for example),
the results of AOL and AOLe approximate to those obtained
by the combinatorial optimization + AO* and are much better
than the AO* algorithm. In contrast, when N is large
(N= 100, for example), the results of AOL and AOLe approx-
imate to those obtained by AO* and are much better than the
combinatorial optimization +AO*. This is because when N is
small, the life cycle cost is determined mainly by the placement
cost. The execution cost can almost be neglected. It is reason-
able that the algorithm (combinatorial optimization +AO*)
generates a good result, which mainly considers the placement
cost. Similarly, the placement cost can almost be neglectedt7 t8 t9 t10 t11 t12 t13
0.1 0.1 0.2 0.4 0.2 0.2 0.04
0.002 0.002 0.006 0.010 0.002 0.002 0.006
t20 t21 t22 t23 t24 t25
0.06 0.6 0.06 0.1 0.06 0.06
0.010 0.002 0.020 0.002 0.010 0.008
t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 t25
1 0 1 1 1 1 0 0 0 1 0 0
1 1 1 0 0 1 1 0 0 0 0 0
1 0 1 0 0 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0 0 1 0 0
1 0 1 1 1 1 0 0 0 1 0 0
0 1 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
1 0 1 0 1 1 0 0 0 1 0 0
1 0 1 0 1 1 0 0 0 0 0 0
0 0 1 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0
1 0 1 0 0 1 0 0 0 1 0 0
1 0 1 1 1 1 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 0 1
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Test sequencing problem arising at the design stage for reducing life cycle cost 1005when N is large; therefore, AO* will generate a good result,
which mainly considers the execution cost. The fact that the
algorithms proposed in this paper approximate to previous
methods, respectively, in the two extremes proves that they
are reasonable. Actually, the proportions of the placement
and execution costs of the tests are always different from each
other in a real-world system, which means that the system does
not belong to either of the two extremes. Consequently, the re-
sults obtained by our algorithms are always better than previ-
ous algorithms, which can be seen from the results when
N= 1.
Comparison results between Scenario I and Scenario II
show that the computational efﬁciency of our algorithms is im-
proved with no considerable impact on the optimality of the
solution when using HEF2, which can be concluded from the
differences in the computational time and the number of ex-
panded nodes.
For all the cases, AOLe has a higher computational efﬁ-
ciency than AOL. However, the results obtained from AOLe
are only slightly worse than those from AOL, which implicates
that AOLe is a more practical method, especially for large-scale
systems.
Both AOL and AOLe need more computational time than
previous methods in most cases. But given the fact that the test
sequencing problem is solved ofﬂine, the computational time
of our algorithms is acceptable even when the system becomes
larger.
There is one more point that needs clariﬁcation. The com-
binatorial optimization +AO* has the least number of ex-
panded nodes. This is because that the smallest amount of
tests to guarantee fault detection and isolation are selected be-
fore generating the sequential fault diagnosis strategy, which
means that the following AO* algorithm is actually solving a
sub-problem with a smaller scale.
As mentioned above, for AOL and AOLe, two nodes x and
y are considered identical (recorded as one node) if and only if
they contain the same fault states and Tu(x) = Tu(y), which re-
sults in more recorded nodes than previous methods, as shown
in Table 1.
5. Real-world case study
In this section, our algorithms are tested on a pump rotational
speed control (PRSC) system of a spacecraft. Its functional
block diagram is shown in Fig. 1, where F/V denotes a fre-
quency-to-voltage converter.
There are 16 failure states (f1–f16) and 25 candidate tests
(t1–t25) in the PRSC system. The D-matrix is shown in
Table 2. Normalized placement cost and execution cost of each
test are shown in Table 3, which are denoted by CP and CE.
All the failure states have equal failure probabilities. It is esti-
mated that N= 10 according to the reliability data and the life
of the spacecraft.
Results obtained by all the algorithms are shown in Table 4.
The notation is the same as that deﬁned in Section 4. For
AOLe, e= 1.1. The computation is carried out in MATLAB
on a PC with a 2.53 GHz CPU, 2 GB RAM.
In order to conﬁrm the results obtained in Table 4, the mul-
ti-signal model of the PRSC system is also constructed in test-
ability engineering and maintenance system (TEAMS) 37,
which generates the same results as those obtained by AO*
based on HEF1.
1006 S. Zhang et al.From the results shown in Table 4, it can be seen that both
AOL and AOLe generate better results than previous methods
with good computational efﬁciency. AOLe can signiﬁcantly
reduce the number of expanded nodes with computational
results as good as those from AOL.6. Conclusions
(1) The test sequencing problem arising at the design stage
for reducing life cycle cost is discussed in this paper. It
is formulated as an optimization problem.
(2) Two algorithms (AOL and AOLe) are proposed to solve
the problem presented in this paper.
(3) Simulations and comparisons are carried out on various
systems to test our algorithms, which show that the life
cycle cost can be signiﬁcantly reduced by using our
algorithms.
(4) A real-world case is studied in detail. The application
results prove that our algorithms can generate better
results than previous methods.Acknowledgement
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