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RÉSUMÉ 
Ce mémoire traite de modèles d'arborescences en régression logistique 4-nornialc 
pour rendre compte du cas où les résultats proviennent de séquences d'expérience multi­
nomiales consécutives ou parallèles. Dans le premier chapitre, nous rappelons le modèle 
général de régression logistique multinomiale et présentons une méthode d'estimation 
individuelle des paramètres. Le chapitre suivant rapporte les recherches de Rousseau et 
Sankoff sur les modèles d'arborescences en régression logistique et présente du même 
coup le cadre dans lequel la présente étude s'inscrit.. Le troisi<':mc chapitre porte sur 
différents résultats qui caractérisent les paramètres pour lesquels certaines structures 
d'arborescences sont équivalentes. Finalement, le dernier chapitre présente une ét.ude de 
simulations NIonte-Cario effectuée pour comprendre et mettre en évidence les facteurs 
influençant l'ordre (selon le maximum de vraisemblance) dans lequel les arborescences 
sont sélectionnées. Ces simulations ont permis d'identi[ler certains principes auxquels 
cet ordre obéit, selon la forme du vecteur des paramètres et la grandeur de ces dcmicrs. 
Mots-clés: régression logistique, arborescences, modèles réduits. 
INTRODUCTION
 
L'objet principal de ce mémoire est de poursuivre l'étude de la comparaison de l'esti­
mation des paramètres du modèle logistique d'une expérience multinol1liale (dit modèle 
standard) avec l'estimation individuelle des paramètres de ce même modèle. Cette com­
paraison avait été faite par Bull et Donner (1993) au moyen de l'étude de l'efficacité 
relative des estimateurs faite lorsque les paramètres prenaient leurs valeurs dans des 
régions spécifiques. Ces auteurs étaient arrivés à la conclusion qu'il n 'y avait pas de 
perte d'efficacité pour certaines valeurs de paramètres, donc qu'il n'y avait pas de perte 
d'information en utilisant l'estimation individuelle. Remarquons que la méthode de l'es­
timation individuelle telle que définie nous portait à croire que nous n'utilisions pas toute 
l'information contenue dans l'ensemble de données, ce qui aurai t dü entraîner une perte 
d'efficacité dans l'estimation. Bull et Donner avaient conclu qu'il est vraisemblable que 
l'estimation des paramètres reliés à certaines combinaisons de catégories puisse être aussi 
performante que l'estimation standard des paramètres lorsque les valeurs de ceux-ci sont 
dans certaines régions. 
Nous pouvons remarquer que les arborescences de modèles de régression logistique uti ­
lisent toutes les combinaisons possibles des catégories. Nous avons donc entrepris de 
poursuivre cette recherche avec les modèles d'arborescences de régression logistique. 
Ces modèles d'arborescences de régression logistique furent proposés par Rousseau et 
Sankoff (1989) dans le but premier d'analyser des données en linguistique. Ces modèles 
d'arborescences nOlis permettent de calculer les probabilités d'observer les ci'ltégories 
d'une multinomiale lorsque ces probabilités sont soumises à des contraintes données 
par des équations de régression logistique, celles-ci étant différentes de celles du modèle 
Ji l standard. Le cri tère de vraisemblance maximale associé à chaque arborescence esl 
utilisé pour estimer le modèle d'arborescence de régression logistique qui aurait généré 
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l'ensemble de données. 
Lors de simulations Monte-Carlo d'ensembles de données générées selon une loi multi ­
nomiale, nous avons remarqué que, pour certaines valeurs des paramètres, le critère de 
vraisemblance maximale ne pouvait discriminer entre certains modèles d'arborescences, 
c'est-à-dire que la vraisemblance était la même pour certaines arborescences et pour 
le modèle multinomial standard. Pour ces valeurs de paramètres, il n'y avait donc pas 
de perte d'information en utilisant ces modèles d'arborescences autres que modèle stan­
dard et ces modèles ont donc été considérés comme équivalents au modèle standard. Nous 
avons aussi trouvé théoriquement les régions des valeurs des paramètres pour lesquelles 
ces équivalences sont valides. 
Nous avons en effet remarqué que l'estimation individuelle est faite à partir d'une équa­
tion logistique qui fait partie des équations de régression logistique qui décrivent ces 
arborescences équivalentes au modèle standard. Nous avons prouvé que lorsque les pro­
babilités d'observer les catégories qui utilisent cette équation sont linéarisables alors ces 
modèles d'arborescences sont équivalents au modèle standard. 
Dans le premier chapi tre de ce mémoire, nous présentons donc le modèle de régression 
logistique multinomiale, ainsi que l'estimation individuelle. 
Le deuxième chapitre, en résumant les recherches déjà menées par Rousseau et SankofL 
décrit les caractéristiques générales des modèles d'arborescences en régression logistique 
lllultinomiale. li contient aussi des résultats théoriques sans lesquels l'étude entreprise 
serait vaine (notamment en ce qui concerne la différence asymptotique entre les vr8i­
semblances du vrai modèle et d'une autre arborescence) et les résultats d'études de 
simula tion menées par les chercheurs. 
Le troisième chapitre présente différents résultats qui clarifient pourquoi certaines arbo­
rescences sont équivalentes, selon la valeur des paramètres. Nous y énonçons cn premier 
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lieu un théorème qui décrit selon quelles conditions sur les paramètres l'expression 
est linéarisable. Nous avons utilisé ce résultat pour déterminer certaines valeurs des 
paramètres qui respectent ces conditions. Nous avons aussi établi le lien entre le fait que 
certaines probabilités sont linéarisables et l'équivalence de certaines arborescences. 
Le dernier chapitre donne les résultats d'une étude de simulations :tvlonte-Car1o menée 
par ma directrice de recherche, :tvlme Pascale Rousseau, et moi-même dans le cas 4­
nomial avec 4 variables explicatives binaires. Cette étude nous a permis de mettre en 
évidence certains principes gouvernant l'ordre dans lequel les arborescences sont classées 
selon leurs vraisemblances et d'identifier des sous-groupes d'arborescences dont les vrai­
semblances sont proches. Nous avons constaté que l'ordre dépend de la forme du vecteur 
des paramètres et de la grandeur de ces derniers. 
Nous aimerions poursuivre cette recherche en comparant les régions de~ valeurs des para­
mètres pour lesquelles les modèles d'arborescences sont équivalents au modèle standard 
avec les régions des valeurs des paramètres pour lesquelles il semble ne pas y avoir de 
perte d'informa tion en utilisant l'estimation individ ueUe. Nons cone! uons que nos re­
cherches ont amorcé l"étude d'un lien entre les modèles d'arborescences de régression 
logistique et l'étude de l'efficacité relative de l'estimation individuelle et de l'estimation 
standard des paramètres d'une loi Jl1ultinomiale. 
CHAPITRE l 
RAPPELS SUR LA RÉGRESSION LOGISTIQUE 
Dans ce chapitre, nous décrivons en premier lieu le modèle habituel de la régression lo­
gistique rnultinomiale, puis nous présentons Ulle autre approche selon laquelle les para­
mètres du modèle multinomial sont estimés deux à deux (avec la catégorie de référence). 
1.1 La régression logistique multinomiale 
La régression logistique lllultinomiale est une généralisation du modèle de régression 
multiple au cas où la variable réponse Y est multinollliale. La variable Y est donc un 
vecteur (YJ , ... ,Ym ) où Yi. dénote le nombre de résultats dans la catégorie t (1 ::; t. ::; m) 
et où 2:7: 1 Yi = T. On suppose que la probabilité Pt d'observer la catégorie t dépend d'un 
vecteur X' = (Xo:. .. , Xd) de variables explicatives discrètes ou continues conformément 
à l'équation suivante: 
( Pt)ln - = X 10:1, (1.1 )
Pm 
où m est la catégorie de référence choisie et où 0:[ (1 ::; t ::; m - 1) est un vecteur de 
paramètres de dimensions (d + 1) x 1. 
Puisque 2:~:] Pt = 1. et en utilisant l'équation (1.1) . on obtient 
m-l m-JL Pi = L PmeX'Oi 
i=1 i=l 
6 
m-1 
1 ­ P 
in 
= P ~ eX' Qi
mL' 
i=1 
d'où 
1 
Pm = -1-+-",-m---=-1-X-'Q­ (1.2) 
1..Ji=l e ' 
et 
(1.3) 
Pour estimer les paramètres (kt, on utilise la méthode du maximum de vraisemblance. 
Pour un échantillon aléatoire de taille n, on observe les n vecteurs 
et 
où 
m 
LYti = Ti i = l, ... ,n , 
t=1 
avec lesquels on procède à l'estimation des paramètres en utilisant l'équation 
(l:;i:;n), 
où Pti est la probabilité d'observer la catégorie t. pom la i-ème observation dépendant 
de Xi. 
On a la fonction de vraisemblance 
n 
L = Il 
i=1 
( Ti ) 
Yli··· Ymi 
pYli
l7. ... 
pYm;
ml 
" 
=Il 
i=1 
fi 
Il pYt; il 
t=l 
dont le logarithme est 
n(( T) m ) (1.4 )In(L) =8 ln YJi .. ~ Ymi + ~ Yli In(Pti ) 
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En reportant (1.3) et (1.2) dans (1.4) on obtient l'expression suivante pour le logarithme 
de la fonction de vraisemblance, où les paramètres à maximiser figurent explicitement: 
n [ ( Ti ) m-l ( ex;a() ( 1 )]In(L) = L ln . . + L Yti ln m-l x'a + Ymi ln m-l x'a 
. . YI t ... Ymt 1 + '\'. 1 e ' 1 + '\' l e J1=1 t=1 i...J]= J i...J]= 0' 
n [( ) m-l m (m-1 )]
= L ln . Ti + L Ytix~at - LYti ln 1 + L ex;a)0 
i=1 Yb Ymt t=l L=l j=l0 •• 
Soient a, le vecteur de dimensions ((m - l)(d + 1)) x 1 suivant: 
a = a 1,···, a=_11 (' ') 
et H, la matrice de dimensions (m - l)(d + 1) x (m - l)(d + 1) suivante: 
E;2ln(L) 02 In(L) 8 2 In(L) 
BO:l 100:10 00 mdOO JOoo:io 
02 In(L) o2In(L) 
80:1000:11 OCq 100: IlH= 
02Jn(L) aL In(L) 
BO:JOOO",d ~ 
'1Tld 
où (à ~~L)) est le vecteur de dimension (( m - 1) (d + 1)) x l suivDnt 
O,ln(L) ..... Oln(L))( 
0oa: JO' Oa:rnd 
Alors le maximum de la fonction de vraisemblance peut être trouvé en utilisant l'algo­
rithme de Newton-Raphson, en itérant la formule suivante: 
(8)_ (8-1) H-1(Oln(L))
a - a + oa 0 
À l'étape initiale, a(O) est le vecteur 0 et on arrête l'algoritllme à l'étape 'U si laCU+1) - a(u) 1< 
E. L'estimateur de vraisemblance maximale ci prend alors la valeur a(1I) 0 
Les premières dérivés partielles sont données par l'équation suivante: 
u n X·il.:e '::lI (L) n [ m ( xéal)]
a = L YtiXik - L Y8i Lm-I xia 
a:tk i=l s=! l + j=l e ' J 
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n 
= L Xik (Yii - PUTi) 
i=] 
Pour les dérivés secondes partielles, on a 
n 
= L -(XTkTi)(Pu - Pi~) 
i=l 
n 
= - LTi XTk Pti(l - Pti) , 
i=l 
n 
= L -(XikXiITi) (PLi - PL~) 
i=1 
n 
= - LTi Xi/;;.xil Pti(J - PLi) . 
i=l 
n 
= L1i X ;k Pti Psi : 
i=l 
n 
= L Ti .Tik xii Pti Psi . 
i=J 
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Puisque ô: est un estimateur de vraisemblance maximale, il est non-biaisé et sa matrice 
de variance-covariance est asymptotiquement (-E(H) rI. Asymptotiquement, O:t suit 
une loi normale de moyenne (QI,"" Qm-d et de variance (-E(H))-l. Notons que les 
dérivés secondes ne dépendent pas de Y et que la variable X n'est pas une variable 
aléatoire, la matrice H des dérivés secondes n'est donc pas stochastique et est égale à 
son espérance. 
1.2 L'estimation individuelle 
Une autre approche de ]'e::;timatioii de::; paramètres ùu modèle lllultinoll1ial de régression 
logistique a été proposée par Begg et Gray (1984). Au lieu d'estimer les m-1 vecteurs de 
paramètres Qt avec une seule fonction de vraisemblance, Begg et Gray ont utilisé m - 1 
modèles logistiques binomiaux pour estimer chacun des vecteurs Qt (1 ~ t ~ m - 1) 
avec la catégorie de référence. Pour ce faire, ils ont posé eL = P(Yt = l/x: Ym + YL = 1) et 
em = P(Ym = 11x, Ym+Yt = 1) pour (1 ~ t ~ m-1). Chaque paire (et, em ) de probabilité 
correspond à une expérience binomiale dans laquelle l'observôtion est dans la catégorie 
t avec une probabilité et et dans la catégorie m avec une probélbilité e (1 ~ t ~ m -1).m 
Le lien entre les probabilités em et et. des m - 1 modèles binomiaux et les probabilités 
PL du modèle de régression logistique multinomiale est défini par les formules 
e - PL t -
PL + Pm 
et 
- 1 - eL-­em - Pm 
PL + Pm 
ce qui entraîne: 
d'où 
( eL) (PL) 1ln e = ln Pm = X QL (1 ~ t ~ Tri - 1) 
m 
Les m - 1 modèles binomiaux utilisent donc les mêmes paramètres que le modèle ll1ul­
tinornial. 
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L'estimation des paramètres Qt (1 ::; t ::; m - 1) des m - 1 modèles de régression 
logistique binomiale se fait par la méthode du maximum de vraisemblance. Si on définit 
comme dans la section précédente 
eX;Qt 
eti = -----,- ­1 + eX;Qt 
avec (1 ::; t ::; m - 1) et (1 ::; i ::; n), où n est la taille de l'échantillon, les m - 1 fonctions 
de vraisemblance sont: 
L t = II eit(1- eti)Ym, où Ct = {i 1 Yti + Ymi = 1} 
Ct 
Pour chacune d'entre elles, on doit trouver la valeur de Qt qui maximise L t , ou, pour sim­
pli fier les calculs, qui maximise In(L t ). Comme précédemment, on utilise l'algorithme de 
Newton-Raphson, pour lequel il faut calculer les dérivés partielles premières et secondes. 
On trouve 
8ln(Lt) ~ L Yti ln ( eX;Q: ) + Ymi ln ( 1 , )XiQt XiQt8Cttk 8Ct tk Ct 1 + e 1 + e
'" ( Xik eX;QI ) ( X'ik eX;Qt )
LYti Xik - , + Ymi(-l) ,1 + eX,Q( 1 +eX,Qt 
CI 
L YUXik - YtiXikeu - YmiTiket'i 
CI 
LYti'Tik - (Yu + Ymi).LikeU 
CI 
L !JtiXik - ''X:ikeU puisque Yu + Ymi = 1 Vi E Ct 
c, 
L Xik(YU - eu) . 
Ct 
ainsi que 
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et 
o21n(Ld a~tl ~ X;k (y" - 1 :x::;", )OntkOnu 
Xï eX;Ot 1 Xï eX;Ot )
-Xii, t +exiOt(_l) t 11LCt (1 + eX;Ot (1 + eX;Ot)2 
-L Xik Xii (eti - ezi ) 
Ct 
-L Xik xil eu (1 - eu) . 
Ct 
Comme il s'agit d'est.imateurs du maximum de vraisemblance, on sait que les est.imat.eurs 
individuels suivent asymptotiquement une distribut.ion normale dont la moyenne est la 
vraie valeur des paramètres. Fredette (2001, p.12 à 22) rapporte différentes études visant 
à comparer l'efficacité relative (le rapport des variances) des estimateurs obtenus par la 
régression logistique multinomiale et les estimateurs provenant des modèles binomiaux 
(voir notamment Bull et Donner (1993) et Bull, Greenwood et Donner (1994)). Les 
résultats varient beaucoup selon la configuration des paramètres, il est donc difficile d'en 
faire un résumé généraL Dans la plupart des cas, comme on pourrait s'y attendre, les 
estimiltr.ms de 18 régression logistique IDult.inomiale sont plus efficaces, puisqu'ils utilisent 
toute l'information disponible. Cependant, pour certains sous-ensembles de paramètres, 
l'efficacité relative est la même pour les deux estima t.eurs. Il est également intéressant 
de noter que généraleIllenL l'efficacité relative augmente lorsque la catégorie de référence 
a une probabilité élevée. 
CHAPITRE II 
ARBORESCENCES DE RÉGRESSION LOGISTIQUE 
Le chapitre précédent rend compte du cas où les résultats observés proviennent pour 
chaque valeur de Xi d'une seule expérience multinorniale avec m catégories 
M(Ti;P1i , ... ,Pmi). Rousseau et Sanl<üff (1989) ont considéré le cas où les résultats 
observés proviennent d'une séquence de plus petites expériences successives et/ou paral­
lèles, que l'oll décrit alors au moyen d'arborescences. 
Afin de comprendre facilement les modèles cl"arborescences de régression logistique, nous 
allons d'abord décrire à l'aide d'un exemple un modèle d'arborescence de régressIOn 
logistique. 
Supposons qu'il y ait quatre catégories étiquetées n, t, l, m où n est la catégorie des 
individus qui appliquent une règle de grarnmaire A clans un contexte décrit par un vec­
teur X de variable explicatives, et t, 1. m sont trois façons de contourner la règle de 
grammaire. On suppose que dans Je contexte décrit par ce vecteur X. l'individu décide, 
dans un premier temps et avec probabilité p(n), s'il applique la règle de grammaire 
ou décide, avec probabilité Pv = l - p(n). de ne pas l'appliquer. Si l'individu décide 
d'appliquer la règle de grammaire alors l'expérience s'arrête; s'il décide de ne pas ap­
pliquer la règle de grammaire. alors dans une deuxième étape il décide avec probabilités 
Pt = p(tlv), Pl = p(llv), Pm = p(mlv) de choisir la variante t, 1 ou m respectivement, 
étant donné que l'on a observé la non-application de la règle de grammaire. Ce modèle 
de décision peut être représenté par l"arborescence suivante: 
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t m n 
où la probabilité p(t) d'observer la catégorie test p(t) = PvPt; de même pour les ca­
tégories l et m De plus: les probabilités p(n), Pv, Pt, Pl, Pm suivent les équations de 
régression logistique suivantes 
Il et évident que si le vecteur X est une constante alors ce modèle revient au modèle 
logistique standard. Nous prouverons que le vecteur X doit être composé d:au moins 
2 variables explicatives afin que ces modèles d'arborescences ne décrivent pas le même 
type d' expérience. 
Un autre modèle d:arborescence aurait pu être celui où' J'individu décide de choisir dans 
un premier temps l'ensemble des catégories n et t ou l'ensemble des catégories l ct m, 
L'arborescence qui décrit ce modèle est: 
/\

w={n:t} v={Lm} 
/\ /\

n 1 m 
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avec les équations 
ln (~:) = al'X , 
In(::)=a2'x, 
Nous pouvons prouver facilement qu'avec 4 catégories, il y a 26 modèles d'arborescences 
différents. 
Nous allons maintenant décrire d'une façon générale les modèles d'arborescences de 
régression logistique pour m catégories, avec m > 2. Pour permettre de présenter un 
résumé détaillé des résultats de Rousseau et Sankofi", commençons par introduire leur 
notation qui rendra plus précise la description des 1D0dèles et des processus d'inférence 
dans le cas général de m catégories. 
On a donc cOlllme dans le cas général pour chaque cellule (on entend par cellule une 
valeur du vecteur de variables indépendantes et le vecteur de variables dépendantes qui 
lui est associé) un vecteur X de variables explicatives et un vecteur (Y(l), ... , Y(m)) de 
résultats finaux avec L;:] Y(t) = T. Les séquences possibles de multinomiales succes­
sives ou parallèles (permettant de faire le choix d'une catégorie parmi les m catégories 
finales) sont représentées par une arborescence. Chaque a~'borescence a une racine Vû 
avec mû 2::' 2 branches incidentes auxquelles sont rattachés, pour chacune: un noeud 
V qui est soi t un noeud terminal (une feuille) ou un autre noeud non terminal avec 
mv 2:: 2 autres branches incidentes. Chaque noeud V correspond à un sous-ensemble 
Sv qui contient les catégories pouvant étre choisies si on se trouve au noeud V, et si le 
noeud Vk a pour ancétre le noeud Vi. alors SVk cSv,. On a aussi que pour deux noeuds 
quelconques Vk et Vi. on a 
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Dans le premier cas: Vk n'est ni descendant ni ancêtre de V[, dans le second, Vk est un 
descendant de V[ el dans le dernier: Vk est ancêtre ùe V[. On associe à chaque noeud non 
terminal V un ensemble de mv - 1 équations de la forme de l'équation (1.1) permet­
tant de calculer les probabilités mv-nomiales (pV (l), ... , pV (mv)) dépendant de X. 
Explicitement, on aurait donc pour le noeud V, en supposant que mv est la catégorie 
de référence, les équations suivantes: 
ln ( pV(j) ) = Xia) (1:S j:S mv - 1)
pV(rn.v) 
À la racine de l'arborescence, pour chaque X: une expérience multinomiale 
Mmo(T; p0(l): ... , pO(mo)) est menée: qui permet de choisir entre mo sous-ensembles de 
catégories finales. Ces sous-ensembles sont mutuellement exclusifs et leur union couvre 
toutes les catégories. Le nombre de fois que Sj. le ]-ème de ces sous-ensemble, est observé 
est noté Y°(j)(1 :S j :S ma). Si le sous-ensemble Sj contient une seule catégorie: disons 
la catégorie t, alors Y°(j) = Y(t), le nombre de fois que la catégorie t a été observée: et 
on associe Sj à une feuille de l'arborescence, notée t. Si Sj contient plus d'une catégorie, 
alors yO(j) = LiEsj Y(t.) et on lui associe un noeud non-terminal noté Vj. Une nouvelle 
expérience multinomiale M(Tv ;pli (1): .... pli (mv)) est alors menée en Vj . avec TV = 
yO(j) et où mv correspond au nombre de noeuds colinéaires à Vj , c'est-à-dire au nombre 
de sous-ensembles inclus dans Sj (mutuellement exclusifs et dont l'union couvre Sj) entre 
lesquels le choix s·effectue. 
On procède de cette façon pour tous les noeuds non terminaux de l'arborescence: c'est­
à-dire que pour tout noeud non terminal V (correspondant à un sous-ensemble Sv 
de catégories) . une expérience multillomiale A1mv (Tv; pt: .. ·: P~v) est menée: pour 
laquelle le nombre d'essais TV a été déterminée par les résultats d'une séquence dex­
périences préalables et dont les résultats (y ll (0): ... : yV (mv)) sont associés chacun à 
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une branche incidente. Ces résultats sont appelés résultats intermédiaires et sont notés 
y V (j)(1 :s: j :s: mv). Ils correspondent chacun à un sous-ensemble Sj de Sv (comme pré­
cédemment, les sous-ensembles Sj sont disjoints et leur union recouvre Sv). yV (j) est 
le nombre de fois que le sous-ensemble Sj est observé et yV (j) = LiES 
) 
Y(t), Y(t) (sans 
exposant) étant la notation pour indiquer le nombre de fois que la catégorie t (1 :s: t :s: m) 
a été observée. On note de même pV (j), pour la probabilité intermédiaire d'observer 
le sous-ensemble Sj, alors que P(t) est la probabilité finale d'observer la catégorie t, et 
TV = LtESv Y(t) pour le nombre d'essais au noeud V, alors que T est le nombre d'es­
sais global. Chaque expérience multinomiale à un noeud de l'arborescence correspond 
à un choix entre des sous-ensembles de catégories finales, et ces sous-ensembles sont de 
plus en plus petits comme on descend dans l'arborescence. À la fin, il ne reste qu'une 
catégorie, disons t, dans le sous-ensemble et ce dernier est associé à un noeud terminal. 
Notons que chaque résultat final provient, selon un chemin unique, de résultats in­
termédiaires et que la probabilité d'observer la catégorie t est, comme dans l'exemple 
précédent, le produit des probabilités d'observer les résultats intermédiaires. Une autre 
propriété des arborescences est que; pour m catégories, le nombre total de paramètres 
du modèle est le même pour chaque arborescence. En effet, on a : 
m = 1 + L (mv - 1) , 
noeud V 
et on sait que le nombre de paramètres de l'arborescence (de l'ensemble du modèle) est 
L (mv - 1)(d + 1) 
noeud V 
si X, le vecteur des varia bles indépendantes: est de dimension (d + 1) x 1. 
Les auteurs ont montré que les probabilités des résultats finaux de deux modèles (c'est­
à-dire de deux arborescences) différents ne peuvent pas être exactement les mêmes pour 
presque tout respace des paramètres, ce qui est prouvé plus loin dans le théorème (1) 
dont la preuve requiert le lemme suivant: 
Lemme 1 Soient S et T, deux arborescences identiques ayant la racine Va. Supposons 
que S est 7lne sou.s-arborescence de S'et T v.ne sous-arborescence de T' (S' et T' sont des 
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arborescences différentes) et que PVo et qvo sont respectivement les probabilités d'observer 
le résultat intermédiaire correspondant à Vo dans S' et T'. Soient Xl, ... , X n, les n 
vecteurs de variables indépendantes du plan d'expérience. Alors si PVo i= qvo pour au 
moins un X i et que la matrice (X 1 ... X n) est de rang d + 1, il existe 1.me catégorie t 
pour laquelle les probabilités p( t) et q( t) associées à la feuille t dans S' et T' ne peuvent 
être identiquement égales pour tous les Xi· 
Preuve: Soit Vo,VI,' .. , Vs, le chemin allant de Vo à la feuille Vs dans S et T, où Ils 
est associée au résultat s. Pour j = 1, ... , s, on dénote respectivement par Pj et % les 
probabilités d'obtenir, dans les arborescences S et 1". le résultat intermédiaire corres­
pondant à Vj, sachant qu'on a obtenu le résultat correspondant à Vj_I' Les probabilités 
d'observer la catégorie s dans les arborescences S' ct T' sont alors 
p(s) PVoPI ... Ps (2.1 ) 
q(s) (2.2) 
On va démontrer que Pj = qj j = 1, ... , s sous les conditions du lemme, et donc que 
qvo = PVo' ce qui contredit l'hypothèse. 
Soit s et t, deux catégories correspondant aux feuilles terminales Vs et V( ayant le même 
ancêtre commun immédiat lIs-1 (de telles feuilles existent nécessairement). Sans perte 
de généralité, on peut écrire les équations logistiques associés à Vs - 1 de la façon suivante, 
CIl utilisant (2.1) et (2.2) : 
1 ( p(t)) -1 (PI" .PS-IPI) -1 (PI) _ Xln - n - n -'/ 0:(
p(s) Pl ... Ps-IPs Ps 
et 
ln(q(t)) = ln(ql qs-Iqt) = In(qt) = X/fJ t . q(s) ql qs-I qs qs 
Si p(t) est identiquement égal à q(t) pour tout t et pour tout Xi, on a O:t = (3t. puisque 
la matrice (XI" .Xn ) est de rang d + 1. On peut montrer de même que pour toute 
autre catégorie 11 ayant pour ancêtre immédiat Vs- I · 0: 11 = fJu' Ou a donc que Ps = qs: 
que Pt = qt· et que, pour toute catégorie 1l ayant pour nncêtre immédiat VS-I. Pu = quo 
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L'argument peut être répété pour tous les ancêtres immédiats des noeuds terminaux 
(les avant-derniers noeuds), puis pour tous les noeuds intermédiaires en remontant dans 
l'arborescence. (Puisqu'en effet, si V est un noeud avant-dernier PV = LlESv p(t) = 
LlESv q(t) = qv.) On a alors que Pj = qj j = 1, ... , s, et donc que PVo doit être égal à 
qvo' ce qui contredit l'hypothèse. D 
Avec ce lemme, on peut maintenant présenter et démontrer Je premier résultat important 
trouvé par les auteurs, qui fait l'objet du théorème suivant: 
Théorème 1 Soient S et T, deu.x arborescences différentes, et soient p(t) et q( t) (1 ::; 
t ::; m)} les probabilités que le résultat t soit observé dans les arborescences S et T 
respectivement, lesquelles probabilités sont déterminées par les équations de la régression 
logistique (de la forme de l'équation (1.1)), avec respectivement les paramètres al et (3l' 
Alors si n, le nombre de cellules différentes Xl, ... , X n est plus grand que d + 1 et si le 
rang de la matrice (X 1 ... X n) est d + l, on a que pour au moins une cellule Xi et au 
moins une catégorie t, p( t) # q( t) pour presque toutes les valeurs que peuvent prendre 
al et(3l· 
Preuve: Supposons qu'il existe un noeud V dans l'arborescence S ayant uniquement des 
feuilles comme descendants. parmi lesquelles deux correspondent aux catégories s et t. 
Supposons égalernent que W, l'ancêtre commun des catégories s et t dans J'arborescence 
T n'est pas un ancêtre immédiat pour au moins une des feuilles associées à s et t, S'il 
n'existe pas de noeud V dans S et vV dans T satisfaisant ces conditions, on tronque l'ar­
borescence de tout noeud V n'ayant que des feuilles comme descendants en remplaçant 
ce noeud V et ses descendants par une nouvelle feuille s*. On obtient alors une nouvelle 
arborescence S*. On procède de la même façon dans T. En continuant ainsi, on devrait 
à la longue trouver un noeud V satisfaisant aux conditions, autrement S et T auraient 
la même structure. 
Supposons, sLIns perte de généralité, que les feuilles de V correspondent aux catégories 
1., .. , r, parmi lesquelles se trouvent s et t. On a les équations suivantes pour le noeud 
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Figure 2.1 Arborescence 5 
Figure 2.2 Arborescence T 
V: 
P(k))
ln ( p(T) = Xi 1 ak k=l, ... ,T-1 (2.3) 
Les chemins dans l'arborescence T (ou T*) mellant du noeud W aux feuilles s et t sont 
respectivement W, Vj , ... , Vs et W, W J , ••• , W t . La manière dont set t ont été choisis 
assure qu·un de ces chemins comporte au moins un noeud non terminal entre 111 et 
s ou entre W et t. Considérons le chemin allant de W à la feuiHe s. Notolls par ql, 
la probabilité d'observer Vj sachant qu'on a observé W, et par qj (2 :s; j :s; s). les 
probabilités d:observer Vj sachant que l'on a observé Vj _ j . Considérons le chemin allant 
de W à la feuille t. Notons par qj (1 :s; j :s; t): les probabilités d:observer Wj sachant que 
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l'on a observé Wj - I (en considérant W comme Wo). On a 
ln (q(S)) (2.4)q( t) 
(2.5) 
s t 
X~,6I + Lln(qj) - Lln(qj)'. (2.6) 
j=2 j=2 
L'équation(2.6) est obtenue à partir de l'équation (2.5) en utilisant l'égalité 
En effet, VI et W1 ont tous deux W comme ancêtre immédiat et on considère (sans perte 
de généralité) que WI est le noeud de référence pour les équations logistiques associées au 
noeud W. Remarquons aussi gu 'à cause de la façon dont s et t ont été choisis, au moins 
une des deux sommations de (2.6) est non vide et qu'il y a donc un terme non-linéaire. 
Supposons rnaintenant que p(t) = q(t) pour tout t (1 ::::: t ::::: m) et pour tout Xi. Sup­
posons aussi que la feuille t joue le rôle de la catégorie de référence pour les équations 
logistiques associées au noeud V (équations du type de ['équation(2.3)) dans l'arbores­
cence S (ou S*), s étant une des catégories k (k = L ... , T - 1). On aurait alors, en 
utilisant (2.6) et puisqu'on vient de supposer que 
In(P(s)) = ln(q(s)) . 
p(t) q(t)· 
que 
s 1 
X~O's = X~,61 + L ln(qj) - L ln(qj)' , 
j=l j=1 
d'où 
s t 
X~(O's - (31) = L ln(qj) - L ln(qj)' . (2.7) 
j=1 j=l 
Pour que l'égalité soit vraie pour t·out Xi i- 0, il faut que le membre de droite soit 
égal à 0, puisqu'il n'est pas linéaire et il faut aussi par conséquent que O's = ,61' Cette 
condition n'est pas satisfaite pour presque tout l'espace des paramètres, puisque qj et 
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qj dépendent de paramètres a différents. Donc il existe au moins une catégorie t et au 
moins un Xi pour lesquels p(t) i= q(t) pour les arborescences S et T (ou S* et T*). 
Finalement, si on a créé des arborescences S* et T* pour lesquelles le théorème est vrai, 
alors il existe une catégorie t (qui est une feuille de l'arborescence S* et de l'arborescence 
T*) pour laquelle p(t) i= q(t). Si cette catégorie de S* et T* est aussi une catégorie finale 
de S et T, on a le résultat souhaité; et si cette catégorie a été obtenue en remplaçant un 
noeud et ses descendants dans S et T, alors on se trouve dans les conditions du lemme 
(1) (avec ce noeud jouant le rôle de Va) et la véracité du théorème pour les arbres S* et 
T* assure sa véracité pour les arbres S et T. 0 
2.1 Estimation des paramètres 
Avant de présenter le deuxième résultat important de Rousseau et Sankoff, il nous faut 
considérer la manière dont l'estimation des paramètres est effectuée. À partir de l'infor­
mation disponible, c'est-à-dire à partir cles valeurs prises par les vecteurs Xi (1 :S i :S n) 
des variables indépendantes et les vecteurs Yi (1 :S i :S n) du nombre d'observations par 
catégorie pour chaque cellule. il faut estimer la structure de l'arborescence et la valeur 
des paramètres al· Supposons que le nombre d'observations par catégorie (YiI,.·.; Yim) 
(1 :S i :S n) de la variable Yi est le résultat d'une séquence de multinomiales parallèles 
et/ou successives déterminée par une même arborescence A connue et identique pour 
chaque i (1 :S i :S n). Nous allons définir une fonction f;\(Yi) qui a la même forme pour 
chaque i. Pour simplifier la notation. nous n'utiliserons pas l'indice i dans ce qui suit. 
Définissons donc, pour une arborescence A dont la structure est connue, la fonction 
fil (Y) = f(V)Il 
(Ii noeud non terminal de i\) 
où f(V) est la fonction cie ])lasse (multinomiale) au noeud V, soit 
. ( TV ) V }"\'(J) V YV(mv)
f(V) = YV(1) ... Y\i(mv) p (1) ... p (mv) 
\' 
On peut voir facilement que les termes (YV())T)/\/(mv)) dans fA(Y) vont se simplifier 
en un seul facteur (Y(ltY(t)). où T est Je nombre total d'essais et Y(t), (1 :S t :S rn), 
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le nombre d'observations pour la catégorie t. Ainsi, l'expression peut s'écrire de la façon 
suivante: 
T) rr v yV(l) V yV(mv) fA(Y) = (Y(l) ... Y(t) P (1) ... p (mv) 
(V noeud non terminal de A) 
Le lemme suivant devrait nous permettre de montrer que fA (Y) est la fonction de pro­
babilité d'une multinomiale où les paramètres sont les probabilités finales et les nombres 
finaux d'observations par catégorie. 
Lemme 2 Soit, dans l'arborescence A, pour' une feuille t quelconque (1 :S t :S m) le 
chemin Va ... Vu allant de la racine Va à la feuille l (i serait le noeud Vu+1). Si on 
définit la probabilité finale de la catégorie t de la façon suivante: 
où pVJ(t) (0 :S j < u) est la probabilité d'observer Vj+1 sachant qu'on a obseTvé Vj, 
alors: 
J'(A) = ( T ) rrm. (t)\,"(I)Y(l) ... Y(t) t=I P , 
c'est-à-dire que pour l'arborescence A 
m 
v(l)YV(J) . V( )yV(m v ) = rr (t)Y(l)rr p ... p rnv p 
(V noeud non terminal de T) t= 1 
Preuve: Nous allons démont.rer que 
In( rr pV(l)yv(l). V( . )yv(m\.))
.p m·11 
(V noeud non terminal de T) 
c'est-à-dire que 
mv m 
LLYV(j)ln (pV(j)) = LY(t)lnp(t.) , 
v j=) t=1 
Notons qv = TIj:"1 pV (j) yV (j) On a alors 
mV 
In(qv) = Lyv(j)ln (pv(j)) (2.8) 
j=1 
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Nous allons donc démontrer que: 
m 
L In(qv) = LY(t) ln p(t) . 
v t=1 
Soit Vk un noeud de l'arborescence A n'ayant que des feuilles comme descendant (un tel 
Vk existe toujours). Sans perte de généralité: supposons que ces feuilles correspondent 
aux r catégories 1, ... : r pour r "2 2. Alors 
r 
LY(t) In(p(t)) 
t=1 
T 
LY(t) ln (pVO(t) . .. pVk- 1 (t)) + In(qvk) 
t=l 
T 
ln (pVO(r) ... pVk-1(r)) LY(t) + In(qvk ) : 
t=1 
car pour tous les descendants de Vk, pVj (t) = pV] (s) pour (1 ::; s: t ::; r) et (0 ::; j ::; k-l): 
et clone ln (p Vo (t) ... P\ik - J (t.)) a la même valeur pour tout t (1 ::; t ::; r). On a ensuite: 
T 
LY(t) In(p(t)) = Y(\/k-l)(k) ln (pVO(r) ... p\ik- J (r)) + In(qvk ) 
t=l 
où y(Vk-])(k) est le nombre de résultats intermédiaires observés à la suite de l'expérience 
rnultinomiale menée au noeud Vk - 1 pour le sous-ensemble correspondant à Vk . 
On a donc 
m 
LY(t) ln(p(t)) = LY(t) In(p(t)) + Y(t*) In(p(t*)) + In(qvk ) 
t=1 t>T 
Où t* est la feuille de l'arborescence A * construite à partir de A en remplaçant VI; et 
ses r descendants par t *. Donc si le lemme est vrai pour ]' arborescence A *, il doit étre 
vrai pour A. On peut répéter le même argument pour A * (qui est une arborescence avec 
moins de feuilles): puis pour la nouvelle arborescence obtenue à partir de A * et ainsi 
de suite en obtenant des arborescences avec de moins en moins de feuilles à chaque rois, 
jusqu'à ce que toutes les branches aient Né enlevées de ]a somme et remplacées par des 
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ln(qv). On a donc que 
m 
LY(t) ln p(t) = L ln(qv) 
t=l V 
c'est-à-dire que 
fA(Y) = (Y(1) .~. Y(tJ D,P(t)y(t.) 
où p(t) = pVO(t) ... pvu(t) (1 :::; t:::; m) D 
La fonction f(A) est donc la fonction de masse d'une multinomiale et peut être utilisée 
pour estimer les paramètres par la méthode du maximum de vraisemblance. Ainsi, la 
fonction de vraisemblance de l'arborescence A est, en utilisant le lemme (2) 
n ( T ) mL A = ~ . t Yi(t) (2.9)() Dy (li) ... y (ti) Il Pl ( ) , 
c'est-à-dire que le logarithme de la fonction de masse de l'arborescence est: à une 
constante près, 
n m n n 
In(L(A)) = L LYi(t) ln Pi(t) = L L ln(qiv) = L L ln(qiv) 
i=l t=] i=l v v i=] 
où ln(qiv) est donné par l'équation (2.8). Les paramètres 0: sont estimés en maximi­
sant Li ln(qiv) pour chaque V, car les paramètres à un noeud VS sont différents des 
paramètres à un noeud vt pour s i' t. Les propriétés des estimateurs de vraisemblance 
maximale des a: notés â, sont telles que présentées dans la section sur la régresion 
logistique multinomiale. 
Si on ne connaît pas la structure de J'arborescence qui a généré les données: on calcule 
la vraisemblance maximale pour chaque arborescence possible. On choisit le modèle 
d'arborescence pour lequel la vraisemblance est maximale. 
Introduisons le corollaire suivant pour présenter le deuxième théorème important de 
Rousseau et Sankoff. 
Corollaire 1 Soit une arborescence A avec m feuilles; le chemin Va.·· Vu allant de la 
racine Va à la feuille i (t serait le noeud Vu +1) ei les probablliiés 
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d'obtenir la catégorie t tels que d~finis dans le lemme (2). Soient pl/j(t) (1 :S j :S u) et 
(1 :S t :S m), les estimateurs du maximum de vraisemblance de pvJ (t). Alors, en utilisant 
le lemme (2) et la d~finition de l'estimateur du maximum de vraisemblance, l'estimateur 
du maximum de vraisemblance de p(t) est: 
et 
n m.
 
max In(L(A)) = :L:L Yj(t) lni\(t) + C
 
i=l i=l 
où C est la constante obtenue à cause des termes combinatoires figurant dans l'équation 
(2.9). 
Ce qui amène le résultat suivant: 
Théorème 2 Soit une arborescence A qui détermine un ver:teur de résultats de dimen­
sion m. Pour la i-ème cellule du plan d'expérience, soit 'Vi > 0 (1 :S i :S n) tel que 
2:~ l 'Vi = 1. Si T = L~= 1 Ii est la taille totale de l;échantillon, et 7i est proportionnel 
à T, c'est-à-diTe Ti = viT (1 :S 'i :S n), alors pOUT loule uruoresu:ncl; B différenle de A 
et pour tout n suffisamment grand; limT--->oo T- 1 (max In(L(A)) - max In(L(B))) = C B 
pour une constante CB > 0 uvee probabilité 1. 
Preuve: Nous allons démontrer pour commencer que lorsque que T ---7 oc. les cstimatcurs 
définis comme dans le lemme(2) obtenus à partir de la vraie arborescence 
pour toute catégorie 1. (1 :S 1. :S m) et pour toute cellule i (1 :S i :S n) Pour prouver 
ceci; nous aurons besoin du fait que TV ---? 00 lorsque T ---? 00; pour pouvoir utiliser les 
propriétés de convergence asymptotique des estimateurs du maximum de vraisemblance 
pV (t). 
Soit j\/lmo(1i;P~/°(1),... ;p;O(mo)). l'expérience multinomiale associée avec la racillc de 
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l'arborescence pour la cellule i. Puisque Ti = viT, Ti ----t 00 si T ----t 00 et donc 
. ~v0(j) _ VO(')1lm --- -Pi J 
T---;CX) Ti 
avec probabilité 1 pour tout j (1 ::; j ::; mo) et pour tout i (1 ::; i ::; n). Si le j-ème noeud 
descendant directement de la racine est un noeud non terminal V, alors Tt = YV0(j) 
tend vers 00 puisqu'on a supposé PYoU) > 0 et Ti ----t 00. Donc, pour tout j (1 ::; j ::; mv) 
et pour tout i (1 ::; i ::; n), on a 
et ainsi de suite pour tout noeud non terminal de l'arborescence. 
Donc, pour toute cellule i (1 ::; i ::; n) et pour toute catégorie t (1 ::; t ::; m), 
Pi( t) . 
Considérons maintenant l'estimation effectuée avec les mêmes données, mais en utilisant 
une autre structure (incorrecte) d'arborescence B. Comme T ----t 00, les estimés de tous 
les paramètres vont converger même si les données ont été générées par l'arborescence 
B. Notons qi(t) et qi(t) les estimateurs et la limite de ces estimateurs lorsque T ----t 00 
pour les probabilités finales des catégories 1 à m pour la cellule i. Alors: 
Tl m 
lim T- l (max In(L(A)) ­
T---;CQ 
max In(L(B))) = lim ~ V1i, ~ }j(t)(ln(Pi(t)) - In(qi(t)))
T 00 0 V 0 
i=l l 1=] 
t Vi f lim }j(t) (In (~i(t))) 
. T--;co Ti qi(t)
1=] 1=] 
11. m ~ Vi t; Pi(t) ln (Pi(t ) qi(t) 
CE 
On a que Cf] > 0 puisqu'on saiL par le théorème (1), que les qi(t) ne sont pas identiques 
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aux Pi(t) pour tout i et pour tout t, et l'unique minimum de 
~ ~Pi(t)ln (Pi(t))qi(t) 
est zéro et est atteint quand qi(t) == Pi(t) (1 S; t S; m) et (1 S; i S; n). 0 
2.2 Études de simulation 
On sait par le théorème (2) que la vraisemblance de la vraie arborescence est asymptoti ­
quement plus grande que celle de n'importe quelle autre arborescence pour presque tout 
respace des paramètres. Pour un nombre d'essais T suffisamment grand, la probabilité 
P de choisir la vraie arborescence devrait donc être asymptotiquement proche de 1 pour 
presque tous les paramètres. Pour déterminer quelle doit être la grandeur de T pour que 
P soit suffisamment proche de 1 et comment P est affectée par les autres caractéristiques 
du plan d'expérience. les auteurs ont mené des études de simulation. 
Les caractéristiques étudiées étaient le nombre de variables explicatives. la dispersion 
des valeurs prises par les paramètres et la taille de l'échantillon. Chacune de ces carac­
téristiques a été étudiée séparément, afin de mieux mettre en évidence l'effet de chacune 
d'elle, les autres étant maintenues fixes. Les études ont porté sur le cas 4-nornial, qui a 
ravantage d'offrir suffiamment de variation dans la structure possible des arborescences 
sans être trop lourd quant aux calculs. Comme il a été mentionné précédemment, il y a 
26 arborescences différentes pour le cas 4-nomial, cependant ces arborescences n'ont en 
fait que les 5 structures possibles illustrées par les figures (2.3),(2.4),(2.5),(2.6) et (2.7); 
les 26 arborescences différentes étant obtenues par les différentes positions occupées dans 
l'arborescence par chacun des résultats A,B,C,D. (On considère que deux arborescences 
sont différentes si les différentes positions occupées par un résultat correspondent à une 
différence dans la séquence d'expériences qui permet d'arriver à ce résultat.) On peut 
donc effectuer les simulations uniquement pour les 5 structures différentes d'arbores­
cel1ces. 
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A B C D
 
Figure 2.3 Structure d'arborescence pour une expérience 4-nomiale
 
ABC D 
Figure 2.4 Structure d'arborescence pour une expérience binomiale suivie par une tri­
nomiale 
2.2.1 Effet du nombre de variables explicatives 
Cette section présente les résultats obtenus par les études de simulation de Rousseau et 
Sanl<off en faisant varier d. le nombre de variables explicatives. On sait que s'il n'y a pas 
de variables explicatives (d = 0) toutes les arborescences auront la même vraisemblance. 
Les auteurs ont voulu voir comment le nombre de variables influence la détermination 
de la structure de l'arborescence. (Nous reviendrons sur ces résultats au chapitre 3. avec 
des explications et des précisions sur l'effet de d = 0, 1, 2, 3 ou 4). Pour les simula tions. le 
modèle utilisé pour l'inférence avait le même nombre de variables explicatives que celui 
utilisé pour générer les données: la détermination du nombre de variables explicatives à 
partir des données n'étant pas étudiée Le plan d'expérience était un plan d'expérienœ 
factoriel 2d . Le nombre d'essais par cellule, Ti, a été fixé à 50 pour chaque cellule i, ce qui 
laisse une variabilité intéressante pour P. (Un li trop grand dissimulerait l'effet de d à 
cause des propriétés asymptotiques de la taille de l'échantillon, alors qu·ulI Ti trop petit 
pourrait faire confondre l"efI'et de d avec la variabilité de l"estimation de la structure 
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A B C D
 
Figure 2.5 Structure d'arborescence pour une tri-nomiale suivie d'une binomiale
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Figure 2.6 Structure d'arborescence pour trois binomiales consécutives
 
A B C D 
Figure 2.7 Structure d'arborescence pour une binomiale suivie de deux binomiales 
parallèles 
de l'arborescence). Les valeurs des paramètres 0: influençant beaucoup la précision de 
J'estimation de la vraisemblance (les simulations pour étudier cet effet sont présentées 
plus loin). les auteurs ont choisi. pour chaque arborescence. un ensemble de valeurs parmi 
celles qui permettaient le mieux d'identifier la structure de l'arborescence (en utilisant 
les résul tats des simula tions menées pour déterminer l'effet des paramètres). 
Pour une arborescence donnée, avec un ensemble approprié de valeurs des 0: fixé et T, fixé 
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à 50, 10 ensembles de données ont été générés pour chaque valeur de d (d = 2,3,4). Pour 
chaque arborescence, les auteurs ont établi le nombre de fois où la vraie arborescence a 
été choisie pour chaque nombre d de variables explicatives. Précisons que les variables 
explicatives étaient des variables binaires. Les auteurs ont constaté que pour chaque 
arborescence, il faut au moins 3 variables explicatives et souvent 4 pour que les résultats 
soient satisfaisants, et ce même si les valeurs des paramètres ont été choisies intuitivement 
pour que la bonne arborescence ait plus de chance d'être correctement déterminée. La 
figure (2.8) reproduit d'après l'article de Rousseau et Sankoff le graphique du nombre 
de fois où la structure d'arborescence est correctement déterminée selon le nombre de 
variables explicatives pour chaque type d'arborescence. À part cette évidence qu'il faille 
un nombre minimale de variables explicatives pour déterminer correctement la bonne 
structure d 'ar borescence, il est difficile de tirer des concl usions bien net tes des résulta ts 
obtenus par les auteurs quant à l'effet du nombre de variables explicatives et ses liens 
éventuels avec la structure de l'arborescence. 
2.2.2 Effet de la valeur des paramètres 
Si pour chaque cellule i (1 SiS n) les paramètres a valent tous o. alors on se trouve 
dans le cas où l'effet des variables explicatives est nul: les probabilités p(t) (1 S t S m) 
sont toutes égales et les arborescences ont toutes la même vraisemblance. Si, pour un 
sous-ensemble des a, les paramètres contenus dans ce sous-ensemble valent tous 0, nous 
verrons qu'il est possible que les probabilités finales de deux arborescences différentes 
S et T, disons respectivement p(t) et q(t), soient les mêmes et donc que leurs vraisem­
blances soiellt les mêmes (la caractérisa tion tI presque tout tI • dans les théorèmes présen tés 
plus haut rend compte de ce cas). Si. par ailleurs, les a sont proches de 0, l'ensemble 
des probabilités finales p(t) (1 S t S m) de l'arborescence S ne diffère qu'un peu de 
l'ensemble des probabilités finales q(t) (1 S t Sm) de l'arborescence T, et les vraisem­
blances de S et T auront presque la même valeur. La question qui se pose est donc quelle 
proportion des a doivent être différents de °et à quel point ils doivent l'étre pour que 
la probabilité de choisir la bonne arborescence soit satisfaisante. Nous présenterons des 
• • 
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Figure 2.8 Graphique du nombre de fois où le bon modèle d'arborescence est sélectionné 
en fonction du nombre de variables explicatives. pour chaque type d·arborescence (repris 
de ['article de Rousseau et Sankoff). 
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Level 
234 
Level 
123 4 
Level 
1 234 
outeome A 
B 
C 
D 
.1, .1, .1, .7 
.1, .1, .7, .1 
.1, .7, .1, .1 
.7, .1, .1, .1 
.1, .1, .1, .6 
.1, .1, .6, .1 
.2, .6, .1, .1 
.6, .2, .2, .2 
.1, .1, .1, .5 
.1, .1, .5, .1 
.2, .5, .2, .2 
.5, .2, .2, .2 
OUlcome A 
B 
C 
o 
.1, .l, .1, .4 
.2, .2, .4, .1 
.3, .4, .2, .2 
.4, .3, .3, .3 
.10, .10, .10, .39 
.25..25, .39,10 
.26, .39, .25, .25 
.39, .26, .26, .26 
.10, .10, .JO, .35 
.25, .25, .35, .10 
.30..35, .25, .25 
.35, .30, .30, .30 
(1) 
oUlcome A 
B 
C 
o 
.2, .2, .3, .3 
.2, .2, .3, .3 
.3, .3, .2, .2 
.3, .3, .2, .2 
ABC 0 
Table 2.	 Four-nornial mode!. SelS of (rransfonned) cœfficienlS for srudying the 
effects ofparameter spread. Ni = 50 and the untransformed coefficienl 
(XtO = 0 thoughout. 
Figure 2,9 Tableau des valeurs des paramètres pour une expérience 4-nomiale (repris 
de l'article de Rousseau et Sankoff). 
résul tats théoriques sur cette question au chapi tre 3, qui confirmeront ceux des études 
tle simulation effectuées par les auteurs. 
Les simulations ont donc été effectuées comme dans la sous-section précédente en uti ­
lisant un plan d'expérience factoriel de 24 pour maximiser une bonne détermination de 
la structure de l'arborescence, avec Ti, Je nombre d'essais par cellule, fixé comme précé­
demment à 50, pour assurer suffisamment de variabilité à P. Pour chaque arborescence. 
avec un plan d'expérience factoriel 24 et Ti = 50, 10 ensembles de données ont été gé­
nérés pour chaque différent ensemble de valeurs des paramètres. Les tableaux (2.9) et 
(2.10), reproduits, ainsi que les graphiques plus bas, à partir de l'article de Rousseau et 
Sankoff. donnent les valeurs des paramètres pour l'arborescence décrivant une expérience 
4-nomiale et l'arborescence associée à une expérience tri-nomiale suivie d'une binomiale 
respectivement, alors que les graphiques (2.1)) et (2.12) donnent les résultats pour ces 
mêmes arborescences (dans le même ordre). 
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Level Leve! 
2 3 4 2 3 4 
OUlcome	 A .1, .1, .8, .1 .J, .J, .7, .1 
B .1, .8, . J, .1 .2, .7, .J, .2 
2 .8, .l, .1, .8 .7 ..2, .2, .7 
C .1, .9, .5..5 .3..7, .5, .5
 
D .9, .1, .5, .5 .7, .3, .5 ..5
 
outcoroe	 A .2, .2..6, .2 .2..2, .5 ..2 
B .2, .6..2..2 .3, .5, .2, .3 
2 .6, .2, .2, .6 .5, .3..3..5 
C .4, .6, .5, .5 .4, .6, .5, .5
 
D .6, .4, .5, .5 .6 . .4 ..5, .5
 
outeome	 A .3, .3, .4, .3 (1)
 
B .3, .4, .3..3
 
2 .4, .3, .3, .4
 ~ C .4, .6..5, .5 
A B C 0D .6• .4, .5, .5 
Table 3.	 Tri-nomial followed by a binomial. Sets of (lransfonned) cœflïcients for 
studying the effecls of parameter spread. Ni = 50 and the unlJansfollJ)ed 
coefficient UtO = 0 throughloul. 
Figure	 2.10 Tableau des valeurs des paramètres pour une expérience tri-l1omiale suivie 
d'une binomiale (repris de l'article de Rousseau et SankoH). 
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Figure 5. Performance of method for simulalcd (loIJ. Tme [Tee eonsislS of one 4-nomial
cxperiment. See Table 2 for expcrimenlal design, N = 50, 
Figure 2.11 Graphique du nombre de fois où le bon modèle d'arborescence est sé­
lectionné en fonction du poids maximal du coefficient: quand la vraie arborescence est 
4-nomiale (repris de l'article de Rousseau et Sankoff). 
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F;~ure 6. Pe~fo~ance of melhod for simulntcd data. Tnle [TeC consiSIS of one 3-nomial fol­Io .ved by a bUlomlal expenrnent. Sec Table 3 for cxpcrimenlal design. N =sa. 
Figure 2.12 Graphique du nombre de fois où le bon modèle d'arborescence est sélec­
tionné en fonction du poids maximal du coefficient, quand la vraie arborescence est une 
tri-llo111iaJe suivie d'une binomiale (repris de l'article de Rousseau et Sallkoff). 
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Ces ensembles de valeur indiquent une dépendance pl us ou moins grande de P envers les 
variables explicatives (selon l'ordre de grandeur des paramètres), laquelle détermine les 
différences entre les probabilités p(t) (1 :S t :S m). On peut noter que dans les premiers 
en~eIllbles ùe données des deux tableaux (2.9) et (2.10), les valeurs des paramètres sont 
toutes nulles sauf pour un paramètre, qui est plus ou moins fortement pondérée. Pour 
une telle structure, les probabilités p(t) diffèrent de façon marquée pour chaque cellule. 
lntuitivement, c'est la situation opposée à des probabilités toutes égales, et on suppose 
donc que la probabilité de déterminer la vraie arborescence devrait être élevée pour ces 
ensembles de données. En parcourant les tableaux, on voit que les valeurs des paramètres 
sont de moins en moins djfférenciées et donc que les différences entre les probabilités p(t) 
tendent à être plus petites. On s'attend donc à ce que la probabilité P de déterminer 
la bonne arborescence diminue. Les graphiques (2.11) et (2.12) du nombre de fois où 
la bonne arborescence a été déterminée versus le poids de la valeur la plus fortement 
pondérée soutiennent cette idée. 
L'influence de la différence de grandeur entre les valeurs des paramètres semble donc 
importante, cependant, il faut noter que les auteurs expriment le souhait de caractériser 
davantage l'ensemble des valeurs des ex qui influencerait significativement la probabilité 
de choisir la bonne arborescence. C'est ce que nous ferons au chapitre 3. 
2.2.3 Effet de la taille de l'échantillon 
Les dernières simulations faites par Rousseau et Sankoff visaient à déterminer l'influence 
de la taille T de l'échantillon sur la probabilité P de déterminer la vraie structure de 
l'arborescence. Pour une arborescence comportant une seule expérience 4-nomiale, avec 
un plan d'expérience factoriel 24 et un ensemble fixé de valeurs des ex. 10 ensembles de 
données ont été générées pour Ti = 30.40.50.60.70,80,90,100. L'ensemble des valeurs 
des ex a été choisi en utilisant les résultats de la sous-section précédente pour permettre 
de bien déterminer la structure (la probabilité P était de 0,7 pour Ti = 50). Pour les 
autres ensembles de valeurs des paramètres. P était très proche de 1 ou près de 0, et il 
aurait alors fallu des valeurs de Ti très élevées pour améliorer P. Pour les valeurs des a 
• 
• • 
• • 
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Figure 2.13 Graphique du nombre de fois où le bon modèle d'arborescence est sélec­
tionné en fonction de T, quand la vraie arborescence est 4-nomiale (repris de l'article de 
Roussea u ct Sankoff). 
choisies, le nombre de fois sur 10 où la vraie arborescence est trouvée est stable autour 
de 7 pour 'li = 50, atteint 9 pour Ti = 70 et n'est jamais inférieure à 5 pour de petites 
valeurs de li. La figure (2.13), tirée de l'article de Rousseau et Sankoff, donne le nombre 
de fois sm 10 où la structure de l'arborescence a été correctement déterminée selon T 
pmu une arborescence 4-nomiale. 
Des simulations du même genre furent effectuées pour une arborescence dans laquelle 
une expérience trinomiale est suivie par une binomiale, avec un ensemble de valeurs pour 
les paramètres fixées cn utilisant les résultats de 18 sous-section précédente. Pour cette 
structure d·arborescence. la méthode donnE' de bons résultats pour Ti = 50, s'améliore 
rapidement pour Ti > 50 et devient rapidement moins efficace pour Ti < 50 (voir la 
figure (2.14). d'après l'article de Rousseau et Sankoff). 
Les résultats obtenus dans cette sous-sectioIl montrent donc, comme on pouvait s'y 
attendre, que ]8 taille de ièchantillon a un effet sur 18 détermination correcte de la 
• 
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Figure 2.14 Graphique du nombre de fois où le bon modèle d'arborescence est sélcc­
tionné en fonction de T, quand la vraie arborescence est une trinomiale suivie d'une 
binomiale (repris de l'article de Rousseau et Sankofr). 
structure de l'arborescence, et que l'efficacité de la méthode est proportionnelle à la 
taille de l'échantillon. 
CHAPITRE III 
ÉQUIVALENCE DE LA VRAISEMBLANCE DE CERTAINS 
TYPES D'ARBORESCENCES SELON LA FORME DES 
PARAMÈTRES 
Nous avons vu avec l'équation (2.7) qui figure dans la preuve du théorème (1) du chapitre 
2 que si ln (qj) est linéarisable, alors les probabilités p( t) et q( t), associées aux arbores­
cences S et T respectivement, peuvent être égales. Dans ce chapitre, nous présentons 
donc un théorème qui permet de déterminer les valeurs des paramètres pour lesquelles 
le logarithme de certaines probabilités est linéarisable. Nous donnons ensuite quelques 
exemples de ces valeurs et nous montrons les équivalences entre les arborescences qui 
surviennent lorsque certaines probabilités sont linéarisables. 
3.1 Théorème de Rosenberg 
Le théorème qui suit. dû au professeur Paul Rosenberg du Centre de recherches en 
mathématiques de l'Université de Montréal; montre sous quelles conditions l'expression 
m-] ) 
ln 1 + ~ eX'Oi 
( 
où X est le vecteur composé de d variables explicatives valant 0 ou 1 et où Qi (1 :s i :s 
m - 1) est le vecteur contenant les d paramètres, est linéarisable. lntroduisons d:abord 
la notation suivante: 
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Soit 
a(m-l)l a(m-I)2 ... a(m-l)d 
une matrice réelle (m - 1) x d. Soit une fonction f : {O, 1}d ---T IR dépendant de AD; et 
définie comme suit: 
fA. ~ ln (1+ ; eX'a,) . 
Si fA" est linéarisable alors il existe des '/'0, '/'1, ... ,l'd tels que 
d 
/A" (Xl, ... ,Xd) = '/'0 + L l'jXj VXj E {O, 1} (l ~ j ~ m - 1) . 
j=l 
Le théorème suivant donne les conditions pour lesquelles ces '/'0, '/'1, ... ,'/'d existent: 
Théorème 3 (Théorème de Rosenberg) Pour une matrice AD; donnée; il existe des 
l'D, '/'1, ... ,'/'d pour lesquels fA" est linéarisable si et seulement si pour chaque sous­
ensemble J de {L ... ,d} de cardinalité (1 < c :S d) on a 
(m)C-l (1 + ~ (II a ij )) = II (1 + aj) (3.1 ) 
1=1 JEJ JEJ 
où aij et aj sont #finis comme suit 
et 
m-l 
aj . - L aij 
;=1 
Preuve : On sait que chaque fonction f {O, 1}d ---T IR peut être représentée par un 
unique polynôme 
p(Xl, ... ,Xd)= L asIITi. (3.2) 
Sç{L .. d} iES 
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où les as sont des réels appropriés. Ceux-ci peuvent être trouvés en définissant premiè­
rement 
m-) ) 
a,p = f(O, ... ,O) = ln 1 + ~ eO/a, = In(1 +m-l) = In(m). 
( 
Ensuite, si k :::; d et as a été trouvé pour tout S ç {1, ... ,d} pour lequel ISI < k alors 
pour J = {j1,'" ,jd ç {1, ... ,d} (IJI = k) on <:1 
aJ = f(t), ... ,td) - I:as, 
so 
1 si i E J 
où ti = { ° sinon 
(En effet, en définissant les ti de cette façon, on fait disparaître les coefficients as pour 
tous les ensembles S avec S ç {1, ... ,d} sauf J et les ensembles inclus dans J Puisqu'on 
a 
f( t l, ... , td) 
I: as Il Xi, 
s<;;{ I.d} iES 
mais que les Xi associés à a.s prennent la valeur 1 pour l'ensemble J et les ensembles S 
tels que S c J et la valeur °pour les autres, on a donc 
f(t), ... ,fd) =	 I: as + a.J , 
Sc.} 
d'où r équa tion ci-dessus.) 
Supposons que fA 
a 
est linéarisable. alors le polynôme p a forme 
1"I1-J 
Î'O + I: Î'jTj , 
j=J 
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Alors ÎO = fA ex (0, ... ,0) = aet> = ln(m) et de même de (3.2) on a: 
Îj a{j) 
fA ex (0, ... ,0,1,0, ... ,0) - aet> (où 1 est à la j-ème position) 
m-l 
In(1 + L eOti ) -In(m) 
i=l 
(3.3) 
On a ensuite as = °pour tout 5 ç {1, ... ,d} pour lequel 151 > 1 (puisqu'on ne veut 
pas de termes mixtes ou de puissances supérieure ou égale à deux). Il faut que pour tout 
J ç {1, ... ,d} on ai t 
f(tl:···:id) =	 LaU) +af· (3.4) 
JEJ 
1 si i E J 
avec ii = ° { sillon 
Par la définition de f(t·]· .... id), le membre de gauche de (3.4) vaut 
ln (1 +S= né tii ) 
i= 1 JEJ 
m-] ) 
ln 1 + L naij . (3.5) 
( 
i=J JEJ 
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et par (3.3), le membre de droite de (3.4) est égal à 
( 
1 + a*)LIn ~ +In(m) = ( LIn (1 + aj) -In(m)) + In(m) 
JE} JE} 
Lin (1 + aj) - IJlln(m) + In(m) 
JE] 
ln (TI (1 + a;)) + ln(m)-(IJI-l) 
JEJ 
_ (ITjEJ (1 + a;)) (3.6)
- ln m(l.}I-J) 
Si on élève à la puissance e les deux côtés de (3.4): par (3.5) et (3.6) on obtient: 
1J1 1 m - 0(1 + I: II aij) = II (1 + a;) 
i=1 jE.1 JEJ 
3.2 Effet de la condition de Rosenberg sur les valeurs des paramètres 
Nous allons maintenant montrer comment les conditions du théorème (3) pour que 
X1Qln (1 + L~~l e ,) soit linéarisable se traduisent quant aux valeurs des paramètres 
dans le contexte de nos modèles d'arborescences. Nous allons énoncer ces conditions 
pour 2 :5. m :5. 4 et 1 :5. d :5. 4. Pour rendre plus claire la notation, réécrivons les 
conditions comme suit, dans une notation plus proche de celle de l'algèbre linéaire: Soit 
aJ2 al3 
( au a" )A= a2] an a23 a24 = (a 1 a2 a3 a4) . 
a3] a32 a33 a34 
Alors pour c=2 on peut réécrire ainsi l'équation (3.1) avec 1 :5. J, k :5. 4 : 
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où l' = (1, ... , 1), le vecteur 1 de dimension appropriée. 
De même, on peut écrire pour c=3, avec 1 ::; j, k,l ::; 4 
et pour c=4 
Présentons maintenant quelques résultats simples, mais fort utiles pour la suite: 
Lemme 3 Si tous les éléments de A ont la valeur l, c]est-à-dire si Crij = 0 pour 1 ::; 
i ::; m - 1 et 1 ::; j ::; d alors l'équation (3.1) est vérifiée. 
Preuve: En effet, on a alors pour le membre de gauche de J'équation 
m-l m-j	 m-l 
1 + L TI aij = 1 + L) x 1 x ... x 1, = 1 + L 1 = m , 
i=l JEJ i=1 IJlfo;s ;=1 
et on a pour le membre de droi te 
1 + l'ak = 1 + 1'1 = 1 + m - 1 = m . 
En remplaçant les expressions qui précèdent dans (3.1), on a effectivement: 
m c- 1 rn =	 rnm ... m 0 
'-v-J 
c fois 
Lemme 4 Si al est quelconque et si ak = 1 pour tovJ k 1:- 1 (1 ::; k ::; d) : alors l'équation 
(3.1) est vérifiée. 
Preuve: En effet dans ce cas le membre de gauche de (3.1) vaut 
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On vérifie l'égalité pour tout c et pour tous les sous-ensembles {k1 , ... , kc} de J, 1 < 
c ::; d. Alors, soit le sous-ensemble n'inclut pas i, auquel cas l'égalité est vérifiée paT le 
lemme (3), soit le sous-ensemble inclut i et alors le membre de gauche de la condition 
de Rosenberg s'écrit 
C
= m 
1 (1 + ~ 1.. .lail1 ... 1)-
2=1 
cm - 1 (1 + Tf ail) 
2=1 
cm - l (1 + l'al) . 
Le membre de droite devient 
(1 + al') II (1 + ak') (1 + l'a/) p +m - 1) ... (1 + m - 1), 
vki'j (c-I) fois 
ainsi la condition de l'équation (3.1) est vérifiée. 0 
Le théorème de Rosenberg s'applique pour d > 1. Le lemme suivant traite le cas d = 1. 
Lemme 5 Si d= 1, alors ln (1 + L;~~ 1 eDiT) est linéarisable. 
Preuve: Comme x vaut 0 ou 1, on a : 
oln (1 +~ e"") ~ (In (1+ ~ e;) ) x+ (In m)(1 - x) 
o(In (1+ ~ e ') - ln m) x + ln mD 
3.3 Cas particuliers 
Nous allons maintenant trouver les valeurs des paramètres lorsque la condition de linéa­
risation est satisfaite pour les cas m = 2,3,4 catégories et d = 2,3,4 variables. Nous 
examinerons particulièrement combien d'éléments des paramètres peuvent être diffé­
rents de 0 pour que l'expression qui nous intéresse soit linéarisable. et quelles conditions 
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doivent satisfaire les éléments différents de O. Notre attention se concentrera sur des 
exemples avec des paramètres O'.ij = 0, c'est-à-dire aij = l, puisque les simulations dont 
nous rendons compte dans le chapitre 4 portent sur des ensembles de données générés 
avec de tels paramètres. 
Cas m = 2, d = 2 
Étant donné qu'il n'y a qu'une équation de régression logistique avec d = 2 variables 
explicatives, la matrice A est un vecteur de dimensions 1 x 2. Posons 
A = (a b) . 
II n'y a qu'un cas à examiner pour la condition de Rosenberg, soit c = d = 2. On a donc 
22- 1 (1 + ab) = (1 + 0.)(1 + b) Ç::::::} 2 + 2ab = 1 + a + b + ab 
Ç::::::} 1 + ab = 0.+ b 
Ç::::::} ab - a = b - 1 
Ç::::::} a( b - 1) = (b - 1) 
Ç::::::} a ou b = 1 (3.7) 
Donc; pour que l'équation (3.1) soit vérifiée il faut avoir a = 1 ou b = L c'est-à-dire 
al = 0 ou 0'.2 = O. Il ne peut y avoir qu· une seule variable explicative dont reflet est non 
nul. 
Cas m = 2, d = 3 
Étant clonné quïl n·y a qu·une équation de régression logistique avec d = 3 variables 
explicatives, la matrice A est un vecteur de dimensions 1 x 3. Posons 
A=(abf). 
La condition de Rosenberg doit être vérifiée pour c ~ ri = 3. donc pour c = 2 et c = 3. 
Condition de Rosenberg pour c = 2 
En utilisant le résultat donné par l'équation (3.7), on trouve qu'un seul paramètre parmi 
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a, bet f doit être différent de 1, c'est-à-dire un seul û'i i- 0 et donc qu'une seule variable 
explicative a un effet non nul. 
Condition Je Rosenl>erg pour c = 3 
Si un seul parmi a, b et f i- l, alors l'équation (3.1 )est vérifiée par le lemme (4). 
Cas m = 2, d = 4 
Étant donné qu'il n'y a qu'une équation de régression logistique avec d = 4 variables 
explicatives, la matrice A est un vecteur de dimensions 1 x 4. Posons 
A=(abfg)· 
La condition de Rosenberg doit être vérifiée pour c = 2,3,4.
 
Condition de Rosenberg poure = 2
 
Par (3.7) il faut avoir un seul parmi a, b: f et 9 i- 1.
 
Condition de Rosenberg pour c = 3 et e = 4
 
Si un seul parmi a:b:f et 9 i-1, alors l'équation (3.1) est vérifiée par le lemme (4).
 
Examinons maintenant le cas avec m = 3 catégories et d = 2 variables explicatives.
 
Cas m = 3, d = 2
 
Il y a maintenant 2 équations de régression logistique avec avec 2 variables explicatives.
 
La matrice A est donc de dimensions 2 x 2. Posons
 
A= (:: ::) 
La condition de Rosenberg doit être vérifiée pour c = 2. 
Condition de Rosenberg pour c = 2 
50 
La condition de Rosenberg s'écrit alors 
(3.8) 
l'a - 2 - bl(2a) - 1 - 0.2) (3.9)
20.2 - 1 - a] 
Donc, si 
l'a - 2 - b1 (20.) - 1 - 0.2)b2 = ---------'---------'- ­
20.2 - 1 - al 
la condition de Rosenberg est vérifiée. Voyons quelques exemples du cas m = 3, d = 2 
selon les valeurs que peuvent prendre 0.],0.2, b]. Ces exemples traitent essentiellement du 
cas où certains Ctij = 0 (et donc les ai ou bi valent 1 et les variables explicatives ont un 
effet nul) et du cas où Ctij = Ctkj (même effet des variables explicatives). 
et on a donc ) 
a) = 0.2 = 1 Par le lemme (4). on a b quelconque et on a donc 
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al = 1, a2 quelconque 
a2 - 1 + b1(a2 - 1) 
2(a2 - 1) 
et on a donc 
A = ( 1 
l+b1 )a2 -2­
Par ce qui précède on a 
Étudions maintenant le cas où m = 3 catégories et d = 3 variables explicatives.
 
Cas m = 3. d = 3
 
II Y a maintenant 2 équations de régression logistique avec avec 3 variables explicatives.
 
La matrice A est donc de dimensions 2 x 3. Posons
 
fl ) 
12 
Compte tenu des simulations décrites dans le chapitre 4; nous avons concentré notre 
attention sur les cas où les Qij = 0, c'est-à-dire où aij, bij ou fij = 1. 
Considérons par exemple la matrice A suivante: 
fJ 
l'b-2- JI (2bl-1-b2) )
2b2-1-&1 
La condition de Rosenberg doit être vérifiée pour c = 2 et c = 3. En utilisant ce qUI 
précède, nous arrivons au résulat suivant: 
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Pour c = 2, l'équation (3.1) est vérifiée pour la colonne 1 avec les colonnes 2 et 3 par le 
lemme (4) et on sait par (3.9) qu'elle est aussi vérifiée pour les colonnes 2 et 3. 
Pour c = 3, il faut qu'avec 
l'équation suivante soit vérifiée: 
(3.10) 
ce qui est la même équation que (3.8) en remplaçant ai par bi et bi par fi i = 1,2: les 
conditions de Rosenberg sont donc respectées. 
Si on regarde les cas particuliers vus précédemment dans le contexte où d = 3, c'est-à­
dire les cas où certains aij, bij ou fij valent 1 et donc où les Qij correspondant valent 0, 
on trouve les matrices A suivantes pour lesquelles la condition de Rosenberg est vérifiée: 
A= 
bJ = b2 = 1 Par le lemme (4). on a f quelconque et on a donc 
b] = 1: b2 quelconque 
hA=( 1 H/l ) . 
53 
b1 = il = 1 ou b1 = 12 = 1 Par ce qui précède on a 
Cas m = 3, d = 4 
Le cas où il y a 2 équations de régresion logistique et 4 variables explicatives est examiné 
en considérant que certains aij = 0 et donc certains aij = 1. Posons 
Considérons la matrice A suivante 
1 YI 
1'[-2-91 (2/1-1-hl )1 212- 1-/1 
Pour c = 2 et c = 3, on voit facilement, par ce qui précède. que l'équation (3.1) est 
vérifiée, puisqu'on a la même matrice que dans le cas d = 3 à une colonne de 1 près, et 
on a vu par le lemme (4) que l'égalité est toujours vérifié lorsqu'une seule colonne est 
différente de 1. Pom r: = 4, il faut qll'avec 
1'[ - 2 - 91 (2/1 - 1 - 12)
92 = 212 - 1 - fJ 
l'équation suivante soit vérifiée: 
(3)(3)(1 + Ji + J~)(1 + 91 + 92) 
(1 + Il + 12)(1 + 9\ + 92) (3.] ]) 
ce qui est la même équation que (3.8) en remplaçant ai par li: et bi par 9i i = 1,2; les 
conditions de Rosenberg sont donc respectées. 
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Si on regarde maintenant rapidement d'autres cas particuliers vus précédemment (avec 
certains CXij = 0, c'est-à-dire avec certains aij = 1) dans le contexte où d = 4, on obtient 
les matrices suivantes qui respectent la condition de Rosenberg: 
h=h-l-1 
1 il 91 
A= (: )1 h 2-91 
fI = h = 1 Par le lemme (4), on a f quelconque et on a donc 
1 91)A= (: 
1 1 92 
il = 1, h quelconque 
gl 
1+091 )
-2­
fI = 91 = 1 ou h = 92 = 1 
Par ce qui précède on a 
1 
1 h :) 
On se rend compte que lorsque des CXij = °(aij = 1). certains ensembles de paramètres 
qui satisfont la condition de Rosenberg nous ramènent à des cas avec seulement 1 ou 2 
variables explicatives avec des effets non nuls. 
Considérons maintenant le cas où il y a m 4 catégories et d 2 variables expli­
catives. 
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Cas m = 4, d = 2 
Soit 
La condition de Rosenberg doit être vérifiée pour c = 2. 
Condition de Rosenberg pour c = 2 
(3.12) 
(313) 
Donc, si 
l'a-3-bj (30 1-02-03-1 )-b2( -0 1 +3a2 -03 - J)b3 = ------------- ­
-aj -02+303-J 
l"équation (3.1) est vérifiée. 
Examinons pour ce cas également quelques exemples quand aJ, a2, Œ3: bJ et b2 prennent 
des valeurs particulières (généralement 1. c'est-à-dire que les O:ij correspondant valent 0). 
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On a 
3al - 3 - bl (al-1)- b2(al-1 
al - 1 
-'---(a_l_-_1--,--)(-,---3_-_b_1_-_b_2 ) 
a] - 1 
3 - b1 - b2 , 
et donc 
al = a2 = a3 = 1 
Par le lemme (4), on a b quelconque et on a donc 
a3 - 1 - bJ (1 - a3) - b2(1 - a3 
3a3 - 3) 
(a:3 - l)(b] + b2 - 1) 
3(a3 - 1) 
h+b2+ 1 
3 
et on a donc 
al = a2 = b] = b2 = 1 ou 
al = a2 = bJ = b3 = 1 ou 
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Par ce qui précède on a 
al = 0,3 = 1, 0,2 quelconque 
0,2 - 1 - bl (1 - 0,2) - b2(3a2 - 3) 
1 - 0,2 
(-b 1 + 3b2 - 1)(1 - 0,2) 
1 - (0,2) 
-bl + 3b2 - 1 : 
et on a donc 
A= ) 
al = 0,3 = bl = b2 = 1 ou 
al = 0,3 = bl = b3 = 1 ou 
al = 0,3 = b2 = b3 = l 
Comme précédemment et en utilisant le résultat ci-hauL on trouve: 
0,2 = 0,3 = 1: al quelconque 
al - 1 - bl (30,1 - 3) - b2(1 - ad 
1 - al 
(1 - o,j)(3b l - b2 - 1) 
l - al 
3b l - b'2 - 1 : 
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et on a donc 
A= ) 
a2 = a3 = b1 = b2 = l ou 
a2 = a3 = b1 = b3 = 1 ou 
a2 = a3 = b2 = b3 = 1 
On obtient: 
Étudions maintenant le cas avec m = 4, d = 3. 
Cas m = 4, d = 3 
Il Y a 3 équations de régression logistique et 3 variables explicatives. la matrice A est 
donc de dimensions 3 x 3. Posons 
Comille précédemment, nous allons voir que la matrice 
A = [: :: ;: l 
1 b.3 h 
où 
satisfait l'équation (3.1). Nous avons vu plus haut que la condition est satisfaite pour 
c = 2 pour les 2e et 3e coloJlnes, et nous savons qu'elle l"est aussi pour les ) ère et 
2e colonnes et pour les 1ère et 3e colonnes puisque la première colonne est composée 
59 
uniquement de 1. Pour c = 3 nous avons que l'équation (3.1) est vérifiée si: 
(4)(1 + b] + b2 + b3)(1 + fI + 12 + h) 
ce qui est la même équation que (3.12) en remplaçant ai par bi et bi par fi pour i = 1,2,3; 
l'égalité est donc respectée si on a 13 de la forme spécifiée plus haut. 
En se rappelant les matrices les plus simples vues pour le cas d=2, on a en particulier 
les matrices suivantes qui satisfont la condition de Rosenberg: 
b1 = b2 = b.3 i" 1 
1 b] fj 
1 b] JA~( h 
1 b] 3- h-12 
et 
b1 = b2 = b3 = 1 
A=[~ ~ ~:~)
 
1 13 
3.4 Cas orthogonaux ou quasi-orthogonaux 
Les simulations dont nous parlerons plus en détails dans le prochain chapitre ont été 
faites en utilisant des matrices de parmnètres (pour d = 4) de la forme 
A = ~ ~j)(:: h 
al b.l 1 1 
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Il ~erait intéressant de savoir pour quels types de paramètres des matrices de la forme 
ou 
ou 
respectent les conditions de Rosenberg. Les équations étant les mêmes dans les 3 cas, à 
l'étiquette des paramètres près, nous ne traiterons que le cas 
Nous trouvons que la matrice A doit être de l'un des 3 types suivants pour que la 
condition de Rosenberg soit respectée: 
al 1 1 J 
A= al 1 1 
( 
al 1 
ou 
1 1 1)
A= [ ~ b2 1 
ail 
1A= 11 1.il J 
( 
1 1 
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En effet, avec c = 2 pour les 1ère et 2e colonnes, on a 
42- l (1 + al + al b2 + al) (1 + 3ad(3 + b2) (3.15 ) 
~ 
4(1 + 2al + a l b2) = 3 + b2 + gal + 3a l b2 
~ 
1 + al b2 b2 + al 
~ 
b2(1 - al) ) - al . 
Donc il faut que al = 1 ou b2 = 1. En vérifiant la condition de Rosenberg pour les 1ère 
et 3e colonnes. on trouve aussi que al = 1 ou fI = 1. Pour les colonnes 2 et 3 on a : 
42- 1(1+h+b2+ 1) (3 + b2)(3 + .fI) (3.16) 
~ 
8 + 4b2 + 4/1 9 + 3b2 + 3h + b2fJ 
~ 
1 +hh b2 +!J 
~ 
b2(1 - fI) 1-.h, (3.17) 
et dOllC b2 = 1 ou il = 1. En utilisant le lemme (4). on obtient donc le résultat ci-haut. 
Nous allons maintenant étudier le cas où il y a m = 4 catégories et d = 4 variables 
explica ti ves. 
Cas m = 4, d = 4 
Posons 
A= 
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Comme dans les autres cas et selon le même argument, on peut voir facilement que la 
matrice 
A = [~ ~ ;: :~ ) 
1 1 h .93 
où 
l'f-3-gd3fJ-12-h- 1)-g2( - fi +312- 13-1) 
.93 = 
-h-h+3h-l 
satisfait l'équation (3.1). Comme dans le cas d = 3, les matrices suivantes respectent les 
condit.ions rom que l'expression qui nous intéresse soit linéarisable: 
h=h=h#1 
1 il 
.9] )
1 il .92 
fI 3 - .9] -.92 
et 
fl = h = h = 1 
Inléret;t;o!lt;-nout; mainten3nL aux matrices de paramètres de nos simulations, qui ont la 
forme 
~ous voulons savoir pour quelles valeurs des paramètres de telles matrices respectent 
les conditions de Rosenberg. Pour c = 2. nous avons des équations de la forme (315) 
lorsquc nous regardant; les colonnes 1 et 2 ou 1 et 3 ou 1 et 4. Nous avons donc a] = 1 
al! b3 = 1. a] = 1 ou h = 1 et al = 1 ou 91 = 1. En regardant les colonnes 2 et 3. 2 et 4 
et :3 et 4. nous avons des équations de la forme (316) qui entraînent b3 = 1 ou h = L 
b3 = 1 ou 91 = 1 et h = 1 ou .91 = 1. Donc. pour que l'équation (3.1) soit vérifiée 
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pour une matrice de cette forme, il faut qu'un seul paramètre parmi al, b3, h et .QI soit 
différent de 1. Si tel est le cas, alors par le lemme (4) l'équation (3.1) est vérifiée pour 
c=3etc=4. 
3.5	 Équivalence des arborescences A et C et B et D sous certaines 
conditions 
Les études de simulation que l'on verra au chapitre 4 ont montré que pour plusieurs 
ensembles de paramètres, l'arborescence A (figure 3.1) et certaines arborescences C 
(figure 3.2) ont des vraisemblances quasi égales. 
A B c D 
Figure 3.1 Arborescence A 
A B C o 
Figure 3.2 Arborescence C 
Ceci tend à suggérer que: pour ces ensembles de paramètres. les deux types d:arbores­
cences modélisent des probabilités non identifiables. Le théorème qui suit fait le lien 
entre la possibilité de trouver des paramètres pour lesquels les probélbijités des deux 
arborescences sont les mêmes et le fait que le logarithme de la probabilité intermédiaire 
associée à la catégorie de référence est linéarisable. 
Théorème 4 Soit l'arborescence S suivante: 
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T s u 
ayant r comme catégorie de référence et avec les paramètres O:s, O:t et O:u associés res­
pectivement aux pTobabilités finales p( s): p(t) et p( lL).
 
Soit l'aTborescence T suivante:
 
w 
/ \ 
r s u 
pOUT laquelle r (et W) est la catégoTie de réféTence, avec les probabilités finales q(T), q(s), q(t), q(u)
 
et les probabilités inteTmédiaiTes qw: qr, qs· Alors, on peut trouver des paramètTes (3s' (3t et (3u
 
associés à l'arborescence Tpour lesquels p(i) = q(i) i = r:s:",u <=? In(qr) est linéa­

r·isable.
 
FTCUVC : 
=? Si on a des paramètres O:s, 0:/ et 0:1l associés à I"arborescence S et des paramètres 
(3s' (3t et (3u associés à l'arborescence T tels que p( i) = q( i) i = r, S: t, u alors on a 
o:;X = ln (;gD 
= ln (2N)q(r) 
j (q(t))
 
11 q\lo,lqr
 
ln (q(t)) - In(qr)
 
qw
 
(3;X - In(qr) (puisque West la catégorie de référence). 
D:où In(qr) = ((3; - o:~)x ct donc In(qr) est linéarisable. 
Ç= Supposons que ln(q,) est linéarisable. et dOllC que ln(qr) = c;X où c; est un vecteur 
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de constantes. Il faut maintenant montrer qu'on peut trouver des paramètres (3.s, (3t et (3u 
associés à J'arborescence T tels que p(i) = q(i) i = r, s, t, u. 
On peut poser d'abord (3.s = a.s pour les paramètres associés aux catégories S et r issues 
du noeud W. Ainsi on obtient 
1 p(S)) = lX = (31 X = 1 (q(s))n ( p(r) a.s .s n q(r) , 
et donc 
p(s) = q(s) (~~~D (3.18) 
Pour la catégorie t ayant la racine pour ancêtre immédiat, le paramètre (3t associé à 
l'arborescence T doit satisfaire: 
ln (q(t)) ln (!&l)q(r) qwqr
 
ln ( ~~) - ln (qr )
 
(3~X - <X (puisque In(qr) est linéarisable) 
En posant (3t = at + Cr; on obtient : 
ln (p(t)) = ln (2J!l)
p(r) q(r) 
et donc 
p(r) ) p(t) = q(t) ( q(r) . (319) 
De même. pour la catégorie u également issue directement de la racine si on prend 
(3u = au + Cr, on a : 
ln (q(U))
q(r) 
((3~1 - c".)X 
J - (P(u)) 
Il p(r) 
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et donc: 
p(u) = q(u) (~i~D (3.20) 
Par (3.18), (3.19) et (3.20), on a 
p(r) ) 
p(i) = q(i) q(r) pour i = 5, t, u .( 
Il suffit donc de démontrer que p(r) = q(r) et ainsi pei) = q(i) i = T, 5, t, u. 
Or 
q(T) qwqr 
C+ ef3~; + ef3~X ) 
1
 
1 + ef3~X + (ef3;X + ef3:,X) (1 + ef3~X)
 
1
 
1 + ea~X + (ef3~X + ef3~X) (1 + ef3~X) 
1 ---:-::-=------;--;--;-----,~-____:___,________;_::_::_:_____;_-__=_:_=:_ (car f3 i = 0< + c~ pour i = t, u)
1 + ea~X + (e(a;+c~)X + e(a~+c~)X) (1 + ef3~X)
 
1
 
1 + ea~X + (ea;X + ea;, X) eC;X (1 + ef3~<X) 
1 (car 1jqr = 1 + ef3~<X) 
1 + ea~X + (ea;X + ca;,X) qr (Jjqr) 
l 
p(r) 0 
De même, on a remarqué dans les études de simulations que l'arborescence B et cer­
taines arborescenceti D semblent équivalentes pour certaines valeurs des paramètres. 
Nous déduisons donc du théorème ci-haut Je corollaire suivant: 
Corollaire 2 Soit l'aborescence S suivante: 
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s r 11, 
pour laquelle r est la catégorie de référence et l'arborescence T suivante: 
r s 11, 
qui a aussi la catégorie r comme catégorie de r~férence. Alors les deux arborescences sont 
équivalentes {::::=> ln (qr) est linéarisable. 
Preuve On déduit aisément du théorème (4) que les sous-arborescences 
r S 
r s 
sont équivalentes, car seule la catégorie u, qui occupe la même position dans les deux ar­
borescences, napparaît pas. JI suffit donc d'appliquer le théorème (4) aux sous-arborescences 
formées des catégories r, s, t. 0 
CHAPITRE IV 
ÉTUDE DE SIMULATIONS MONTE-CARLO 
Pour mieux comprendre quels facteurs influençaient la détermination du type d'arbo­
rescence, une étude de simulation lVlonte-Carlo a été menée. Le plan d'expérience était 
défini par les éléments suivants: 
1.	 il Y avait 4 variables explicatives, selon un modèle réduit. 
2.	 les ensembles de données étaient générés suivant une loi multinomiale. 
3.	 les paramètres utilisés pour générer les ensembles de données pouvaient prendre 
les valeurs 0 ;0,5:1 :2 et 3. 
4.	 le nombre d'essais de la multinomiale était 10000 pour chaque cellule, une cellule 
étant définie par les valeurs 1 ou -1 que prennent les 4 variables explicatives binaires 
)(1, )(2,)(3 et )(4· 
5.	 pour chaque ensemble de paramètres. 50 jeux cie données ont été simulés. 
Les données étaient simulées à partir d'une expérience 4-nomiale (comme la figure (4.1) 
ci-dessous). On calculai t ensuite le maximum de vraisemblance pour chaque arborescence 
pour chaque jeu de données et la médiane du rang de chacune des arborescences sur les 
50 jeux de données. L'étude portait donc sur la capacité asymptotique de la vraisem­
blance à distinguer le vrai modèle d'arborescence (plutôt que sur la capacité d'estimer 
les paramètres). 
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4.1 Notation 
4.1.1 Structures des arborescences 
Les structures des arborescences étaient les suivantes: 
Figure 4.1 Structure d'arborescence A 
Figure 4.2 Structure d'arborescence B 
Figure 4.3 Structure d'arborescence C 
4.1.2 Quelques remarques sur les matrices des paramètres 
Les matrices de paramètres avaient la forme suivante: 
o 0 
o 023 
032 0 
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Figure 4.4 Structure d'arborescence D 
Figure 4.5 Structure d'arborescence E 
Dans le cas qui nous occupe, les éléments de la j-èrne colonne d'une telle matrice sont 
les effets de la j-èrne variable explicative et ]' élément (i, j) est r effet de la j-ème varia ble 
explicative sur la i-ème catégorie. 
Puisque les ail) i = 1,2,3 étaient toujours égaux dans nos simulations. cette matrice 
peut se réécrire de la façon suivante: 
i 0 0 z) 
t 0 Y 0 
( 
i .7 0 0 
Nous désignerons donc sans ambiguïté cette matrice par le vecteur (i, x, y, z). 
Les remarques suivantes aideront à comprendre les résultats des simulations ainsi que 
l'ordre des arborescences dans ces simulations. 
- Si i, x, y, z i- 0 alors toutes les catégories sont distinctes les unes des autres sur 2 
variables explicatives. 
- Si i = 0 et x, y, Z i- 0 alors les catégories 1,2 et 3 sont distinctes entre elles sur 
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2 variables explicatives et distinctes de la 4èllle catégorie sur seulement l variable 
explicative. On dira qu'il n'y a que 3 variables explicatives avec effets non nuls. 
- Si x = 0 et t, y, Z i- 0 alors la catégorie 3 est distincte de la catégorie 4 sur une seule 
variables explicative, tandis que les catégories 1,2,4 sont distinctes entre elles sur 2 
variables explicatives. On dira aussi qu'il n'y a que 3 variables explicatives avec des 
effets non nuls.(Il en est de même si y = 0 et t, x, Z i- 0 ou si z = 0 et t, x, Yi- 0) 
- Si t = x = 0 et y, z i- 0 , alors les catégories 3 et 4 ne sont pas distinctes l'une de 
l'autre, et elles sont distinctes des autres catégories sur une seule variables explicative. 
Il n'y a que 2 variables explicatives avec effets non nuls. (Le cas est le même pour les 
catégories t = Y = 0 et x,z i- 0 et pour t = z = 0 et x,y i- 0) 
4.1.3 Notation pour les différentes arborescences de même structure 
Dans les sections suivantes, nous utiliserons sans confusion possible, deux notations 
différentes pour désigner les différentes arborescences de même structure, afin de faciliter 
la lecture des résul ta ts. 
Par exemple, nous pourrons noter Dj, l'arborescence ayant la catégorie j issue directe­
ment de la racine; Cjk , l'arborescence ayant les catégories j et k issues directement de la 
racine; Djk , l'arborescence pour laquelle la catégorie k est issue directement de la racine 
et la ca tégorie j est issue du nœud intermédiaire directement issu de la racine; E jk . l'ar­
borescence avec les catégories j et k issues du même noeud intermédiaire. Remarquons 
que deux arborescences de même structure sont distinctes si le même chemin conduit à 
une catégorie différente. Ainsi, si on spécifie pour l'arborescence B quelle catégorie est 
issue directement de la racine. il n'est pas nécéssaire de préciser la configuration des 3 
autres catégories: la description ci-haut est donc suffisamment détaillée pour toutes les 
structures d'arborescences. 
Nous pourrons aussi désigner chaque catégorie à l'aide de 18 variable qui la distingue 
des autres catégories: la catégorie T sera par exemple celle que l'effet de x: distingue des 
autres. Ainsi. llOUS pourrons représenter par Bx l'arborescence B dont Ja catégorie Test 
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observée à la première expérience, c'est-à-dire l'arborescence pour laquelle la catégorie 
influencée par x a été observée à la première expérience. Nous parlerons, selon le même 
raisonnement, des arborescences Cxy , D xy ou Exy . 
Nous écrirons A = Cxy si ces deux arborescences sont équivalentes, CXY DJ;y si l'ordre rv 
de ces arborescences est semblable et Cxy 2: Dxy si l'ordre de ces arborescences (selon 
leur vraisemblance) est en général semblable mais Cxy est souvent (un peu) plus grand. 
Le tableau (4.1) donne la liste des arborescences équivalentes et celles qui sont quasi 
équivalentes, c'est-à-dire dont les rangs sont près l'un de l'autre pour certaines valeurs 
des paramètres. Dans ce tableau, x, y, z désignent la valeur du paramètre qui distingue la 
catégorie qui lui est associée. Rappelons que ce paramètre est aussi l'effet d'une variable 
explicative sur la catégorie, et cette variable est différente pour chaque catégorie, compte 
tenu la forme de notre matrice de paramètres. Si la variable explicative qui distingue la 
catégorie est nulle, la catégorie est notée par O. Si x est l'effet de la variable qui distingue 
une catégorie j des autres, alors au lieu de noter E j , nous noterons Ex. Si x est l'effet 
de la variable qui distingue une catégorie j des autres et si y est l'effet de la variable 
qui distingue une catégorie k des autres, alors au lieu de noter Cjk . nous noterons Cxy 
et ainsi de suite. Quand il est important de préciser les valeurs de tous les paramètres, 
nous noterons par exemple CJ;y(z, 0) pour l'arborescence C avec les catégories associées 
à x et y issues directement de la racine et pour laquelle z est quelconque et t vaut O. 
4.2	 Exemples de suites d'arborescences ordonnées selon la vraisem­
blance 
Dans cette section, nous allons illustrer à l'aide des simulations lVlonte-Carlo comment 
il est possible de distinguer clairement les différents modèles d'arborescences, et que 
ceci se réflète dans la différence entre les ordres de grandeur des vraisemblances des 
arborescences. Ainsi, le critère de vraisemblance de chaque arborescence est vraiment 
un critère qui permet de distinguer les arborescences les unes des autres et qui peut 
servir à estimer le modèle d'arborescence, Nous allons aussi illustrer le fait que certaines 
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Nombre de catégories Arborescences équivalentes Arborescences quasi équivalentes 
d variables (x ,y ,z quelconq ues) (x ,y ,z quelconques) 
explicatives i= 0 
d=3 A = Cxy(z, 0) si t ----> 0 alors Cxy(z, t) ----> A 
B l = Dxz(y, 0)	 si t ----> 0 alors Dxz(y, t) ----> Bz 
si t < 1 alors Cxy(z, t) Acv 
si t < 1 alors 
Doz(x, y) DLAO, x) Bzcv cv 
d=2 A = Cxy(O, 0) = Bz(x, 0,0) si t, x ----> 0 alors Bz(x, t, y) ----> A 
= Doz(O, y) = Ez,o(x, O) si t,x ----> 0 alors DLz(x,y) ----> A 
si t, x ----> 0 alors Etz(x, y) ----> A 
d = 1 Toutes les arborescences 
sont équivalentes 
d=O Toutes les arborescences 
sont équivalentes 
Tableau 4.1 Tableau résumé de l'équivalence des arborescences scIon le nombre de 
variables explicatives différentes de 0 
arborescences sont équivalentes lorsque certaines variables explicatives ont des effets­
nuls. 
Dans cette section, nous milisons la notation Bj pour indiquer que la catégorie .7 est 
reliée directement à la racine dans l'arborescence B. et ainsi de suite comme nous l'élVons 
vu précédemment. Si la valeur d'un paramètre est 0 alors on notera la catégorie corres­
pondante (celle pour laquelJe l'effet de la variable explicative qui la distingue des autres 
est nul) par la catégorie 0 • ainsi Cm;(rO) U, 'LI i= 0, désigne l'arborescence ayant la ca­
tégorie 0 issue du nœud intermédiaire. (Les autres structures sont décrites de manière 
similaire.) 
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4.2.1 Exemple 1 (t, x, y, z) t =1- z =1- x, y 
La figure (4.6) donne en abscisse le rang de la vraisemblance de chaque arborescence et 
en ordonnée la structure de chaque arborescence. Ainsi pour (t = l, x = y = 2, Z = 3), la 
vraisemblance de l'arborescence A était la plus grande parmi toutes les vraisemblances 
des 26 arborescences. Le rang de l'arborescence A est donc premier, 50 fois sur 50; 
celui de l'arborescence BI est deuxième, 50 fois sur 50, etc. On peut remarquer que les 
arborescences C13 et C12 se partagent le rang 3 et 4,50 fois sur 50. En effet, les catégories 
2 et 3 ayant la même valeur de paramètre (la valeur 2), les deux arborescences C12 et C13 
représentent des modèles symétriques. Leurs vraisemblances devraient théoriquement 
être égales et elles devraient se partager ainsi le rang 3 et 4 pour la moitié des 50 
simulations. On constate que numériquement, les vraisemblances diffèrent légèrement et 
que l'arborescence C12 arrive au 3e rang 33 fois et l'arborescence C13 arrive au 3e rang 
17 fois. 
Toutes les fois qu'il y a des blocs de rangs dans le tableau, c'est que les arborescences 
faisant partie de ce bloc de rangs sont symétriques et devraient théoriquement avoir des 
vraisemblances égales. 
4.2.2 Exemple 2 (t = 0, .X, Y, z) x =1- y =1- z 
Nous avons prouvé que si d = 3 (l'effet d'une variable explicative est nul), et si u, v f­
o alors les arborescences Cuv(r,O) sont équivalentes à l'arborescence A. Il Y a trois 
arborescences Cuv(r, 0). u, 'V f- O. il y a donc 4 arboretic8nces équivalenteti : A. C12, 
C13, C23. Nous voyons dans la figure (4.7) que les arborescences A et Cuv, U,'V f- 4 se 
partagent le premier rang pour le quart des 50 simulations. On peut juger sommairement 
que le rang de A est distribué uniformément entre le rang 1 et 4 (il en va de même pour 
chacune des arborescences C1LV). Nous observons donc un bloc en bas à gauche du 
tableau. 
Sous ces conditions, nous avons aussi prouvé que l'arborescence Ej est équivalente à 
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l'arborescence Duj, u,j 1- 4. Par exemple, les trois aroorescences BI, D21, D31 sont 
équivalentes entre elles: ces trois arborescences se partagent les rangs 5,6,7 d'une façon 
que l'on juge sommairement comme étant uniforme, c'est-à-dire que chacune constitue 
le tiers des 50 simulaitons. (De même, B2, B3, appartiennent à des blocs de fréquences 
à l'intérieur desquels les arborescences sont équivalentes.) 
4.2.3 Exemple 3 :(t = 0, X = 0, y, z) y :f z 
Nous avons prouvé que si d = 2 (les effets de deux variables explicatives sont nuls) 
alors les arborescences A, Cuv(OO), DOu(Ov) et EuO(vO) sont toutes équivalentes. Ces 
16 arborescences se partagent donc toutes également les rangs 1 à 16 On voit avec la 
figure (4.8) que la fréquence des rangs est assez bien distribuée uniformément entre les 
rangs 1 à 16. 
4.2.4 Exemple 4 :(t = 0, X = 0, y = 0, z:f 0) 
Nous avons prouvé que si d = 1 (les effets de trois variables explicatives sont nuls) alors 
toutes les arborescences sont équivalentes. La figure (4.9) illustre bien ce fait: les rangs 
sont distribués uniformément entre 1 et 26 pour ch<.lque arborescence. 
4.3 Etude des simulations pour le vecteur (t,x,y.z), avec x = y = z 
L'ordre des arborescences selon les vraisemblances pour les différentes valeurs du vecteur 
(t.. T, y, z) est assez régulier. Nous allons d'abord étudier le comportement de l'ordre des 
arborescences pour le vecteur (i, T, y, z) où x = y = z. Cette étude nous permettra 
de déduire un ordre que nous génér<.lliserons <.lUX autres suites d'arborescences pour 
diff'érentes valeurs de (i, x, y, z). 
L8 figure (4.10) montre les résultats de sortie du programme d'ordinateur. Chaque cel­
lule (t, x) du tableau donne la suite des arborescences qui ont été ordonnées selon la 
lllédi8ne du rang de leurs vraisembl<.lnces : J8 cellule (i, x) représent<.lllt le vecteur de 
p')[<.lmc'tres (t"x,x,x), x,i, = 0;0,5:1:2:3. Ce tableau nécessite des explications. car sa 
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lecture n'est pas aisée et ne fait pas ressortir d'une façon évidente des motifs réguliers 
dans la suite des arborescences. Nous avons néanmoins pu en extraire de l'information 
et en déduire que le comportement de la suite des arborescences est régulier. D'autres 
tableaux, pour différentes valeurs du vecteur (t: x, y, z), nous ont permis d'identifier avec 
certitude des sous-groupes ordonnés des arborescences. Nous allons maintenant présenter 
le cheminement qui nous a permis de le faire. 
4.3.1 Vecteurs de paramètres avec t = .T = Y = z 
Si le vecteur des paramètres est (x: x: x, x), :r; > 0 , alors l'ordre des arborescences 
est ABCDE Les figures (4.11), (4.12), (4.13) et (4.14) donnent la fréquence du rang 
des arborescences selon leur vraisemblance pour x = 3, x = 2, x = 1 et x = 0,5 
respectivement. La figure (4.11) illustre très clairement qu'il y a une nette distinction 
entre la vraisemblance des différentes structures d'arborescences lorsque t = x = y = 
z = 3. Cette nette distinction existe aussi pour les valeurs de t = x = y = z = 2, 1 (voir 
les figures (4.l2)et (4.13) respectivement): quant à t = x = y = z = 0,5 (figure (4.14)) la 
distinction entre les arborescences C et D est perdue: les médianes des vraisemblances 
des arborescences C et D ont des valeurs similaires. Ceci peut s'expliqner par le fait 
que si t = x = y = z = 0 (x = 0.5 est proche de 0). alors t.ous les arborescences sont 
équivalentes. 
4.3.2 Vecteurs de paramètres avec t = 0, .T = Y = z 
Si le vecteur des paramètres est. (0, x, x, x). avec x = 0.5: L 2 ou 3. nous avons prouvé que 
les arborescences Cxx et A ne sont pas identifiables entre elles et que les arborescences 
Bx et Dxx ne le sont pas non plus. Ainsi on écrira A = Cxx. Bx = DXT. (Le tableau 
(4.1) donne le résumé des équivalences entre les arborescences.) 
Les figures (4.15): (4.16): (4.17) ct (4.18) montrent la fréquence du rang des arborescences 
selon leur vraisemblance pour t = 0 et x = 3, x = 2, x = 1 et x = 0.5 respectivement. 
Ces figures illustrent bien qu'il n'y a plus de distinction entre les arborescences A et 
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Cxx(O, x) quelle que soit la valeur de x. Il n'y a pas non plus de différences entre les 
arborescences Ej et. Dij lorsque i et j correspondent aux catégories 1) 2 ou 3 et la 
distinction entre les autres arborescences est très nette pour les figures (4.15) et (4.16), 
soit quand les vecteurs de paramètres sont (0,3,3,3) et (0,2,2,2). Lorsque x = 1 ou 0.5 
(figures (4.17) et (4.18)) , on identifie encore les deux blocs de A et de Cxx et de Ej et 
de Dij pour i et j valant entre 1 et 3: mais la distinction entre les arborescences CxO 
et E a disparu pour :r = 1: et pour x = 0,5, ce sont les arborescences CxO, D:rO et 
E qu'il est impossible de distinguer, les médianes des vraisemblances de chacune de ces 
arborescences étant similaires. La seule explication que nous pouvons donner est que si 
la catégorie °est observée dès la première expérience, alors ces arborescences sont toutes 
équivalentes dans leur différence avec l'arborescence A. 
4.3.3 Vecteurs de paramètres avec t :::; x = y = z et t > x = y = z 
Les figures (4.19). (4.20). (4.21): (4.22) et (4.23) donnent la fréquence du rang des ar­
borescences selon leur vraisemblance pour t = 3, t = 2, t = l, t = 0,5 et t = ° 
respectivement lorsque x = y = z = 3. Les figures (4.24),(4.25) et (4.26) montrent la 
fréquence du rang des arborescences selon leur vraisemblance pour t = l, t = 0,5 et 
t = °respectivement lorsque .x = y = z = 2 et les figures (4.27) et (4.28) présentent 
la même chose pour t = 0: 5 et t = 0 lorsque :r = y = z = 1. On voit sur toutes une 
nette distinction ent.re les vraisemblances des arborescences: sauf pour certaines valeurs 
particulières. 
L'étude de la figure (4.10) et des figures (4.19) à (4.28) nous a permis de déduire une 
régularité dans le classement des arborescences et de répartir celles-ci en sous-groupes 
ordonnés: les rangs des arborescences d:un sous-groupe dit supérieur étant tous plus 
grands que les rangs des arborescences d'un sous-groupe dit inférieur. Les descript.ions 
des sous-groupes des arborescences pour les vecteurs (t , T, x: :r): pour t < Tet t > x sont 
données plus loin dans les tableaux (4.2) et (4.3) respectivement. Afin de confirmer cette 
subdivision du rang des arborescences. nous avons donné dans le tableau (4.4) la suite 
des arborescences pour chaque cellnle (1.. x): pour t < T et dans le tableau (4.5) cette 
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même suite pour chaque cellule (t, x) pour t > x. Les tableaux (4.4) et (4.5) ont eux 
aussi été déduits de la figure (4.10). Ils présentent la suite ordonnée des arborescences 
selon leurs vraisemblances en tenant compte des différents sous-groupes identifiables, 
quand il y a lieu de le faire. 
4.4 Étude des simulations pour le vecteur de paramètres (t = 0, x, V; z) 
La figure (4.29) contient les résultats de sortie d'un programme d'ordinateur pour le 
vecteur de paramètres (t = O,x = 1,u,v). Chaque cellule (u,v) du tableau de la figure 
(4.29) donne la suite des arborescences qui ont été ordonnées selon le rang médian 
de leurs vraisemblances. Les cell ules (u, v) montrent la sui te des arborescences pour le 
vecteur de paramètres (t = O,X = 1,u,v), avec u,v = 0;0,5; 1;2;3. Afin de faire ressortir 
plus facilement des motifs dans la suite des arborescences, nous avons utilisé la notation 
x = l,y = 2,z = 3. 
Les figures (4.30), (4.31) et (4.32) donnent la fréquence du rang des arborescences se­
lon leur vraisemblance pour différeJltes valeurs du vecteur (t = 0, x, y, z). Ces figures 
illustrent bien le fait qu'il .Y a une nette distinction entre la vraisemblance des différents 
arborescences non équivalentes lorsque t = O. La figure (4.32). avec x i- y i- z fait 
ressortir une démarcation particulièrement forte entre les différentes arborescences. On 
peut remarquer que J'arborescence avec la vraisemblance maximale est parfois A, parfois 
Cij, avec i,j = 1,2 ou 3: en effet, nous avons vu que ces arborescences sont équivalentes 
si t = O. 
Nous avons pu extraire de la figure (/1.29) des sous-groupes d'arborescences plus gé­
néraux que pour le vecteur de paramètres de forme (t, x, x, x). Les descriptions de ces 
sous-groupes d'arborescences pour le vecteur (t, x, y, z) = (0, L 3, 3), c'est-à-dire pour la 
cellule (3,3) et pour le vecteur (i, J:: y, z) = (0,1. 2, 3). c·est-à-dire pour la cellule (2,3) 
apparaissent respectivement dans les tableaux (4.6) et (4.7 et 4.8). 
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Sous- Description 
groupe générale des 
arborescences 
du sous-groupe 
1 x issue directement 
de la racine 
t aussi loin que 
possible de la racine 
2	 t issue directement 
de la racine pour B et C 
tissue du noeud 
intermédiaire lui-même 
issu directement 
rie lCl rar.ine pour D 
3	 Arborescences 
de structure E 
et D avec tissue 
directement de 
la racine 
Suite des 
arborescences 
-
A Cxx Bx Dxx 
(si t = 2 ou 3 et x = 3 alors 
l'ordre est ABCD) 
B t D tx Ctx 
(si x = 3 et t ::; 1 
ou si T = 2 et t = a 
alors l'ordre est DBC) 
E:rl Dxt 
Description détaillée
 
de la structure des
 
arborescences
 
Ordre:
 
l'ordre des arborescences
 
est ACBD pour 1 ::; 1
 
Première expérience:
 
Les catégories avec le plus grand
 
effet, soit x (x> t), sont observées.
 
Dernière expérience:
 
La catégorie avec le plus petit
 
effet, soit 1 (t < x), est observée.
 
Ordre:
 
BDC est généralement suivi, ou
 
sinon DBC pour x = 3 et t::; 1
 
ou x = 2 et t = a
 
Première expérience (2e pour D)
 
la catégorie avec le plus petit
 
effet, soit t, est observée.
 
Dernière expérience :
 
Les catégories avec le plus grand
 
effet (x) sont observées.
 
Première expérience:
 
La catégorie 1 est
 
observée pour D.
 
Dernière expérience:
 
les catégories avec les plus
 
grands effets (x) sont observées.
 
Tableau 4.2 Sous-groupes d'arborescences pour les vecteurs de paramètres de 18 forme 
(t,;r,;:z:,x) avec t < x 
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Sous- Description Suite des Description détaillée 
groupe générale des arborescences de la structure des 
arborescences arborescences 
du sous-groupe 
1 t issue directement A BtCx/Dxt Ordre: 
de la racine (si t = 3 et x = 2 alors l'ordre des ar borescences 
x aussi loin que l'ordre est est ABCD pour t :S 1 
possible de la racine ABtCxtBxDxt) Première expérience: 
La catégorie avec le plus grand 
effet, soit t (t > x), est observée. 
Dernière expérience: 
Les catégories avec les plus petits 
effets, soient x (x < t), sont observées. 
2 x issue directement B x Dtx Cxx Ordre: 
de la racine BDC est généralement suivi, sauf 
pour t = 3 et x = 2 et pour t < 1 
Première expérience: 
t issue du noeud la catégorie avec le plus petit 
intermédiaire lui-même effet: soit x. est observée. 
issu directement La catégorie t est aussi observée 
de la racine à la 1ère expérience pour C 
et à la 2e pour B et D. 
Dernière expérience: 
Les catégories avec le plus petit 
effet (x) sont observées. 
3 Arborescences DxxExx Première expérience: 
de structure E La catégorie x est observée pour D. 
i et D avec t aussi 
1 
Dernière expérience: 
loin que possible La catégorie avec le plus 
1 
de la racine petit effet (t) est observée. 
Tableau 4.3 Sous-groupes d'arborescences pour les vecteurs de paramètres de la [orme 
(t,x,x,x) avec t > x 
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t 
t 
= 3 
= 2 
.1: = 0 x = 0,5 x=l x=2 
-
ABCDE 
x=3 
ABCDE 
A Bx Cxx Dxx 
Bt Dtx Ctx 
t = 1 ABCDE A Cxx rv Bx Dxx 
Ext Dxt 
A Crx B x Dxx 
B t Dtx Ctx Dtx ~ B t Ctx 
t = 0,5 
1 
ABC rv DE A Cxx rv Bx Dxx 
Ext Dxt 
A Cxx Bx Dxx 
Ext rv Dxt 
A Cv: B x Dxx 
B t Dtx rv Ct]: B t Dtx Ctx Dtx rv Bt Ct]: 
, 
t=O A = Cx:rB:r = D:rx 
BtDtx 
Ctx rv Etx rv Dtx 
E xt rv Dxt 
A = Cx.TBx = Dxx 
BtDtx 
Ctx rv EtxDtx 
Ext Dxt 
A = C]:x:BT = Dxx 
Dtx rv BtClx 
E xt Dxt 
EXI D]:t 
A = CxxBx = Dxx 
DIx rv BtCtx 
Ext Dxt 
Tableau 4.4 Ordre des arborescences pour chacune des valeurs de (L x: x: T). pour t < T 
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x=O x = 0;5 x = 1 x=2 x=3
 
t = 3 ABtCxt Dxt ABtCxt Dxt ABtCxt Bx ABCDE
rv	 rv rv 
DxtDtx 
Bx rv Dtx BxDtx 
CxxDxxExx 
Cxx :s Dxx Exx Cxx DxxExxrv rv 
t = 2	 ABtCxt rv DTt ABtCxtDxt ABCDE 
Ex Dtx BxDtxrv 
rv rvCxx Dxx Exx C,x:rDxxExx 
t = 1	 AB/Cxt ABCJ)F)
 
Dxt BxDtx
rv 
C:I:X rv D,xxEx,y
 
t = 0; 5 ADC rv DE
 
t=O 
Tableau 4.5 Ordre des arborescences pour chacune des valeurs de (t; x, x; x); pour t > x 
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Sous- Description Suite des Description détaillée de la 
groupe générale des arborescences structure des arborescences 
arborescences 
1 Arborescences ACzzCzx Arborescence A et arborescences 
équivalentes à C avec les catégories xz ou zz 
l'arborescence A issues directement cie la racine 
2 Arborescences DzzBzDxz rv Doz Première expérience: 
équivalentes à la catégorie avec l'effet le 
(ou quasi-équivalentes) plus grand (z) est observée. 
l'arborescence Bz Dernière expérience: 
la catégorie 0 est observée. 
3 Arborescences Dzx Bx Première expérience: 
équivalentes à la catégorie avec le 2e effet le 
l'arborescence Bx plus grand (x) est observée. 
Dernière expérience: 
la catégorie 0 est observée. 
4 Arborescences Groupe 1 : Première expérience: 
caractérisées par CzoBoEzxDzo la catégorie t = 0 est observée. 
la dernière Dernière expérience, 
expérience et Groupe 2 : Groupe 1 : 
avec tissue DO,r Dx'o CxoExo les catégories avec les effets 
directement de :r: et z sont observées. 
la racine Groupe 2 : 
les catégories avec les effets 
z et z sont observées. 
Tableau 4.6 Description des sous-groupes d'arborescences pour un veel·eur de para­
Ini'tres (t = 0, x = 1. Y = 3; z = 3) 
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Sous- Description Suite des Description détaillée de la 
groupe générale des arborescences structure des arborescences 
arborescences 
1 Arborescences CzxCyxACzy Arborescence A et arborescences 
équivalentes à C avec les catégories zx, yx ou zy 
l'arborescence A issues directement de la ra.cine 
2	 Arborescences DxzBzDyz Première expérience: 
équivalentes à la catégorie avec l'eflet le plus 
l'arborescence Bz grand (z) est observée. 
Dernière expérience : 
la catégorie () est observée. 
3	 Arborescences DxyDzyBy Première expérience: 
équivalentes à la ca tégorie avec le 2e effet le 
l' arborescence Ey plus grand (y) est observée. 
Dernière expérience : 
la catégorie 0 est observée. 
4	 Arborescences Dyx Dz.7:Bx Première expérience: 
équivalentes à la catégorie avec le 3e effet 
l'arborescence Bx DozDoy le plus grand Cr) est ül.>s~rvée. 
et arborescences Dernière expérience: 
Doz et Doy la catégorie 0 est observée. 
Les arborescences Doz et Doy 
se rattachent au même sous-groupe. 
Tableau 4.7 Description des sous-groupes d'arborescences pour un vecteur de para­
mètres (t = D,x = l,y = 2,z = 3) 
--
86 
Sous- Description Suite des Description détaillée de la 
groupe générale des arborescences structure des arborescences 
arborescences 
5 Arborescences Groupe 1 : Première expérience 
caractérisées par CzoEyxBo la catégorie t = 0 est 
la dernière observée en premier 
expérience et Groupe 2 : Dernière expérience: 
avec tissue CyoEyoDzoDyo Groupe 1 : 
directement de les ca tégories avec les 2 effets les 
la racine Groupe 3 : plus petits (x et y) sont observées. 
(sauf pour E) DoxDxoCxoExo Groupe 2 : 
les ca tégories avec les effets x et 
z sont observées (avec une exception). 
Groupe 3 : 
les ca tégories avec les effets les 
plus grands (y et z) sont observées. 
Tableau 4.8 Description des sous-groupes d'arborescences pour un vecteur de para­
mètres (t = O. x = L Y = 2, Z = 3), suite. 
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4.5 Résumé global des résultats des simulations 
Si	 nous voulons maintenant résumer les résultats de nos simulations, les observations 
suivantes peuvent être faites: 
- Si les effets sont tous de même grandeur et différents de 0 (t = x = y = z i= 0), alors 
l'ordre des arborescences selon la vraisemblance est ABCDE; 
- Si les effets sont tous dp même grandpllr et valent tous 0 (t = x = y = z = 0), alors 
les arborescences sont toutes équivalentes; 
- Si les effets sont de grandeurs différentes avec un vectem de paramètres (t,::r,y,z) 
de la forme t = 0 < ::r < y < z, alors on peu t séparer les arborescences en sous­
groupes i = 1, ... ,5. Chaque sous-groupe i contient des arborescences pour lesquelles 
la vraisemblance est supérieure à celle des arborescences du sous-groupe i + 1. L'ordre 
des arborescences à l'intérieur de ces sous-groupes n'a pas encore été déterminé, mais 
il semble certain que cet ordre dépende de la valeur des paramètres. Les sous-groupes 
sont, dans le cas qui nous occupe: 
1.	 arborescences A = Cyz = C::rz = Cxy. 
2.	 arborescences de type Bz = Dyz = Dxz. 
3.	 arborescences de type By = Dzy = Dxy. 
4.	 arborescences de type B::r = Dy::r = Dz::r, ainsi que DOz et DOy. 
5.	 arborescences CiO, DiO où i = ::r, y, z: arborescellces BO, DO:]; et toutes les arbo­
rescences E. 
Si des éléments du vectem (t,::r; y; z) sont égaux, par exemple si :r = y. alors les sous­
groupes avec les arborescences Bx et By (3 et 4) contiennent les mêmes arborescences: 
il y a ainsi un sous-groupe de moins; 
-	 Si l'effet de la catégorie test 0 et les effets des autres catégories sont identiques (donc 
si on a un vecteur de paramètres de la forme (0, x, X, x)), les sous-groupes 2,3,4 définis 
plus haut (ceux contenant Bi et les arborescences équivalentes, avec i = T, Y: z) se 
mêlent et ne forme plus qu'un groupe indistinct. Si la vuleur de x est assez grande, le 
dernier groupe tend à se scinder en plusieurs sous-groupes constitués des arborescences 
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Cxo, DxO et E nettement séparées les unes des autres; 
- Si le vecteur des paramètres est de la forme (t, x, x, x), avec t -=1= 0, on observe les 
sous-groupes suivants pour les arborescences quand elles sont classées selon leurs vrai­
semblances : 
1.	 arborescence A 
2.	 arborescences Cxx 
3.	 arborescences Bx 
4.	 arborescences Dxx 
5.	 arborescences Bt et Dtx 
6.	 arborescences Cxt,E et Dxt généralement groupées par arborescences de même 
~tructure, rnai~ dont l'ordre varie. 
Remarquons que l'ordre des sous-groupes 2 et 3 peut être interverti, comme c'est le cas 
lorsque t = 2 et x = 3, et que certains groupes peuvent se mélanger, particulièrement 
quand valeurs de t et de x sont faibles. 
Nous avons donc pu mettre en évidence certains principes dans la façon dont les ar­
borescences se classent selon l'ordre de Jeurs vraisemblances. Si certaines équivalences 
devraient être les mêmes quelle que soit l'arborescence utilisée pour générer les don­
nées, comme J'équivalence entre les arborescences A et C et B et D appropriées en 
présence de modèles réduits, il pourrait être intéres~ant de mener d'autres études uvec 
une autre arborescence de départ, pour voir comment l"ordre est affecté (notamment 
en ce qui concerne les arborescences de structure E, qui semblent les plus éloignées cie 
l'arborescence A). 
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PARAMlITRH N'OMll:JtO 33 
1.0 -1.0 .0 .0 . a .a 3.0 -3.0 .0 
1.0 -La .0 . a 2.0 -2. a .a .0 . a 
1.0 -1.0 2.0 -2. a . a .0 .0 .0 . a 
NOMBRB 0 OCURB>lCBS PAR ENVIRONNB>ŒNT 10000 
RANG ET PRaO OS R.ANG DB CHAQUE ARBRB
 
RANG DES ARBRES
 
1 2 4 5 6 7 8 9 la 11 12 13 14 15 li 17 18 19 20 21 22 23 2t 25 26 MEl) SO 
STRUDTURD 
oH 23 27 nN -120279. 2H. 
OH 27 23 PIN -120238. 287. 
s34 25 2S PIN -119369. 283. 
B24 25 25 YIN -1)9367. 296. 
C34 25 25 FIN -1181t9. 279. 
C24 25 25 PIN -118739. 297. 
014 5 45 PIN -118223 _ 299. 
823 45 5 PIN -118176. 299. 
V43 19 31 l''IN -117606. 288. 
D42 31 19 PIN -117569. 301. 
B4 18 32 FIN -116529. 284. 
cl< 32 18 l'IN -116514 . 299. 
041 1< 7 29 PlU -115888. 3 05. 
032 - 19 20 11 PIN -115848. 301. 
023 17 23 la FIN -115846. 283. 
013 20 30 PIN -115231. 301. 
012 - 30 20 PIN -115221 303. 
D3 5 15 30 PIN -114724. 290. 
n2 7 25 18 PIN -114110. 297. 
C23 38 la 2 PlU -114628. 299. 
V21 28 22 - PIN -114347 . 312. 
031 n 28 PIN -114))1. 309. 
C13 )7 33 PIN -113815. 30L 
C12 33 17 PIN -113795. 304. 
Dl 50 PIN -113556. 315. 
A 50 PIN' -lH664. 301. 
NUMERO D3 PhRAHSTRBS NO H 
Figure 4.6 Ordre des arborescences pour le vecteur de paramètres (t; .T; y; z)=(l :2;2,3) 
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plI.RAMSTRB NUMERO 40 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
.0 
~. 0 
.0 
-2.0 
3.0 
_0 
-3.0 
.0 
.0 
.0 
.0 .0 1.0 -1.0 .0 .0 _0 .0 .0 
NOMBJt1; n ocmœNCEB PAR ENVIROllllDŒNT 10000 
RANG ET PREQ Dr= RANG DE CHAQUE ARBRE 
RANG IlRS ARBRES 
1 2 4 5 6 7 B • ID 11 12 13 14 15 16 17 18 1. 20 21 2~ 23 24 25 26 MBD SD 
STRUBTURD 
E34 1 49 PŒ -11'428. 366. 
CH 5 45 l'IN -1194 O~. 367. 
1134 45 4 1 l'IN -119337. 362. 
043 50 PIN -117803. 362. 
024 50 PIN ·117585. 347. 
n14 l i9 l'IN -116849. 344. 
824 49 1 PIN -116652. 3"'1, 
C24 1 49 PIN -116471. 347. 
B4 49 1 PIN -116302. 342. 
El) 50, PIN -11607l. 328. 
CH 4 46 pm -115806 _ 340. 
n42 46 4 PIN -115737. 349. 
nu 14 l 35 PIN -11551l. 344. 
B3 9 22 13 '6 PIN -115425. 349. 
D13 13 12 21 4 - PIN -115425. 349. 
D23 14 16 15 5 PIN -115424. 349. 
B2 11 24 15 PIN -114914- 344. 
D12 13 22 15 FIN -114914. 344. 
D32 26 4 20 FIN -114913. 343. 
D2l 15 16 19 PIN -114686. 337. 
BI 10 26 14 PIN -114686. 337. 
D31 25 8 17 FIN -114685. 337. 
c12 7 15 18 10 FIN -114 505. HO. 
A 7 17 17 9 PIN -114505. HO. 
c23 25 3 6 16 PIN -114504. HO. 
C13 11 15 9 15 PIN -11450<4. 340. 
NUMERO DE PARAMETRES NO 41 
Figure 4.7 Ordre des arborescences pour le vecteur de paramètres (t,.r,y,z)=(O,1.2,3) 
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PARAMKTRB NUMERO 50
 
.0 .0 .0 .0 .0 .0 3.0 -3.0 .0
 
.0 .0 .0 .0 2.0 - 2.0 .0 .0 .0
 
.0 .0 .0 .0 .0 .0 .0 .0 .0
 
NOKBRE: D OCURENCES PAR RNVIRONNElofENT 1.0000 
RANG ST FREQ DB RANG DB CUAQUB ARBRE 
RANG DES ARBRES 
1 2 4 5 6 7 8 9 10 U 12 II 14 15 16 D 18 19 20 21 22 23 24 25 26 MRD SO 
STRUBTURD 
B34 - 23 27 FIN -120669. 340. 
C34 27 23 FIN -120669. 340. 
034 2B 22 - FUI -U9433. 339. 
043 
-
22 28 FUI -119413. 343. 
013 9 11 11 5 5 9 - FIN -116988. 34L 
B3 8 13 9 6 11 3 - FUI -116988. 344 . 
023 H 7 10 9 3 7 FIN -116968. JlL 
014 5 4 10 6 5 20 FIN -116964. 340. 
B4 4 12 3 5 21 5 FUI -116984. 340. 
024 10 3 7 19 5 6 FIN -116984. 34.1. 
041 3 3 3 6 PIN -116265. 346. 
Cl4 2 1 1 . 7 PIN -116264. Jl6. 
Cll 3 6 6 3 PIN -116264. 346. 
B23 6 1 2 6 12 FIN -116264. 346. 
031 4 1 2 3 4 4 FIN -116264. _\46. 
B24 3 3 2 1 6 7 - FIN -116264. 346. 
C23 2 4 2 2 1 2 FIN -116264. 346. 
BI 3 3 5 4 1 FIN -116263. 346. 
021 3 8 3 3 1 FIN -116263. 346. 
032 5 3 5 3 1 FIN -116263. 346. 
A 5 5 5 4 1 
-
FIN -116263. 346.• 
C12 3 6 5 9 2 FIN -116263. 346. 
042 8 1 2 4 1 FIN -116263. 346. 
CH 7 1 1 2 5 FIN -116263. 346. 
B2 1 5 4 5 3 FIN -116262. 346. 
012 4 3 6 6 4 3 2 3 4 FIN -116262. 346. 
NUMERO PE l"ARA2IŒTRBS NO 51 
Figure 4.8 Ordre des arborescences pour le vecteur de paramètres (L x, y, z)-(O,O,2,3) 
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PARA.'IDTRD NUMDRO 125 
.0 .0 .0 .0 .0 .0 3.0 -3.0 .0 
.0 .0 .0 .0 .0 .0 .0 .0 .0 
.0 .0 .0 .0 .0 .0 .0 .0 .0 
NQMXRD C OBB'O'RDNBDS PAR DNVIRONNDMDN"l' 10000 
RANG DT PRDO CU RANG CD nHAOOD AR..8RD 
RANG CDS A:REllDS 
1 2 4 5 6 7 8 9 10 11 12 13 11 15 16 17 18 19 20 21 22 23 24 25 26 MDC SC 
STRUBTURD 
C23 
B23 
023 
1 
• 
1 
2 
3 
2 
2 
5 
2 
3 
4 
1 
3 
1 
1 1 
1 
2 
1 
1 
2 1 
2 
2 
7 
3 
4 
4 
FlN 
FIN 
PIN 
-135402. 
-135402. 
-135402. 
274 . 
274. 
274. 
012 1 l 2 2 3 l 3 3 3 1 1 PIN -135402. 274. 
82 6 1 2 1 2 2 3 3 1 PlN -135402. 274 . 
032 1 2 1 2 1 3 4 3 2 PIN -135402. 274. 
D42 1 2 2 2 3 2 5 3 FIN -135402. 274 . 
JI 3 2 3 3 1 7 2 2 2 flN -135102. 274. 
C13 4 1 4 3 6 3 3 3 PIN -135402. 274. 
C12 2 1 3 5 1 6 3 2 FIN -135402. 274. 
D31 2 1 6 2 5 2 1 3 flN -135402. 274 . 
D2l 4 3 5 5 1 2 1 FIN -135402. 274 . 
DH 
CH 
81 1 
1 
4 
2 
6 
1 
2 
5
• 
4 
5 
3 
2 
2 
2 
7 
3 
4 
3 
1 
6 
3 
3 
1 
FIN 
FlN 
PIN 
-135402. 
-135402. 
-135402. 
274. 
274. 
274. 
B21 4 1 1 5 1 2 2 FIN -135401. 274 . 
83 5 2 2 1 1 1 3 FIN -135401. 274. 
D13 l 3 1 l ) 2 1 PlN ·13540l. 274. 
CH 5 1 1 l 3 3 2 FIN ·135401. 274 . 
024 1 2 l 4 4 4 PIN -135401. 274 . 
B4 4 3 4 1 3 PIN -135401. 274. 
DH 1 3 2 5 3 1 l FIN -135401. 274. 
CH 
B3' 
043 
) 
3 
5 
) 
3 
4 
2 
1 
2 
1 
l 
2 
2 
2 2 
•4 
4 
2 
2 
flN 
FIN 
PIN 
-135401. 
-135401. 
-135401. 
274. 
27•. 
274, 
034 4 3 4 3 1 2 3 4 4 4 FlN -135401. 274. 
ONSDMELD CD pl\1tAMDTRDS NO 26 
Figure 4.9 Ordre des arborescences pour Je vecteur de paramètres (L x, y, z )=(0,0,0,3) 
93
 
EN OF..D01fNEl!:: VALEUR DU PARAMETRE POUR CATEGORIES 
J 
D •• E • • C • • D •. B .• ,B C • . D. AB .•. C•• n .. B ••. D .• D•• C •. F:: AB •• . C . . D.. B .•. 0 . • C . • D .. B AB •• . C • • D.• ,P ..D •• C •. D •. E AD •.• C •• D .. R ••.•••••.•••• 
00.00. OO.JO.O ... J 30.0J .J ... J5.5J.5 ... J5.S5.5S.S .J ... J1.13.1. .. Jl.l1.11.1 .J ... J2.2 ... 2J.32. 22. 22. 2 .J ... JJ .JJ.JJ .........•.. 
la. JO .10. 00. JOO .000.00. 00 .555. SS. 55 .355. 5s.3s.J5.J .111.11.11.311.11. JI. Jl.J .222.22. J22.22. 22. 32. J2.J .333.33.33.33 ......•..•.. 
•A ••••••••....•..•.•••••• 
5................. 1. 2 ..
 
5 1. 2......... .. .
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VALeUR DU PARAMBTRE DE LA CATBCORIB 
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VALBOk DU PARAMBTRB DB LA CATEGORJ!: 
Figure 4.10 Sortie d:ordirHlteur Ordre des arborescences pour un vecteur de para­
mètres de la forme (L x, x, x) 
94 
PARAMBTRB NmŒRO 1 
3.0 - 3.0 .0 .0 .0 .0 3.0 -3.0 .0 
3.0 ·3.0 .0 .0 3.0 -3.0 .0 .0 .0 
3.0 -3.0 3.0 -3.0 .0 .0 .0 .0 .0 
NOt-ŒRE D QC'tJ'UNC15S PM ENVIRONNEMENT 10000 
RANG "'T PREO DE RANC DE caAOO~ ARDRE 
RANG De S ARBRES 
1 2 
" 
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 H 25 26 IŒD 50 
5TRtmTURD 
E21 10 17 23 PIN -126949. 138. 
E23 15 18 17 PIN -126813 • 117. 
EH 25 15 10 PIN -126768. 144 . 
013 5 1 5 3 4 3 7 
" 
3 PIN -125381. 109. 
031 2 4 2 5 3 7 5 5 4 PIN -125369. 102. 
D41 3 7 3 3 3 2 2 4 9 l'IN -125368. 114­
014 6 2 1 5 5 4 5 9 2 l'IN -125366. 122. 
024 2 2 5 l 8 6 3 3 4 l'IN -125354­ 122. 
D23 3 7 6 2 4 8 6 1 3 l'IN -125H8. 119. 
D43 7 5 6 4 2 4 1 5 PIN -125342. 130. 
032 3 6 2 ~ 5 7 2 4 PIN -1::25342. 139. 
012 6 6 5 3 1 3 4 5 l'IN -125310. 136. 
042 
" 
5 3 7 7 2 8 5 PIN -125337. 149. 
021 5 3 4 5 3 3 
" " 
l'IN -125332. 133. 
0" 
" 
2 0 6 5 3 5 2 l'IN -125328. 125. 
C13 6 5 8 11 10 10 PIN -124032. 107. 
C2. 5 7 14 11 5 8 FIN -123995. 131. 
CH 6 12 5 5 11 11 "Il< -123994. 114. . 
C12 
-
11 5 10 11 5 8 PIN -123980. }36. 
c23 10 8 6 5 13 8 PIN -12396" . 125. 
c34 12 13 7 7 6 5 PIN -123953. 123. 
BI 11 H 13 12 PIN -121238. 115. 
B3 12 16 10 12 PIN -121220. 119. 
B2 18 12 5 15 PIN -121216. 140. 
Bi 9 8 22 11 PIN -121210. IH. 
A 50 PIN -116604. 124. 
N'OMBRO DB PARAMETJtBS NO 
Figure 4.11 Ordre des arborescences pour le vecteur de pilTilmètres (x, .7:, x: x)=(3,3,3:3) 
• • 
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PARAHDTR!> NT»<DRO 157 
2.0 '2.0 .0 .0 .0 .0 2.0 -2.0 .0 
2.0 '2.0 .0 .0 2.0 -2.0 .0 .0 .0 
2.0 - 2.0 2. 0 -2.0 .0 .0 .0 .0 .0 
NOM8RD C QBBURDNBDS PM DNVlRONNOMD}fT 10000 
RANG DT l''RDQ ÇQ RANG CD BIlAOUD J\ltllRD 
RANG CDS A.RBRDS 
1 2 5 6 7 8 9 10 11 12 13 14 15 li 17 16 19 20 21 22 23 24 25 26 MDC SC• 
STRUBTO'RD 
E2' - 12 16 20 PIN -13,(50. 196. 
E23 21 16 l3 PIN -137((5. 203. 
EH 17 16 )7 PIN -137437. 197 . 
034 3 1 8 3 6 3 3 6 7 PIN -135835. 207. 
043 4 3 7 2 6 3 7 PIN -135619. 204.• 5 •024 1 3 4 2 1 7 6 3 7 5 PIN -135617. 199. 
041 7 6 2 5 5 3 3 6 PIN -135602. 195. 
023 5 6 2 7 1 2 - PIN -135796. 200.• 5 • • • 013 5 2 1 6 3 2 5 7 5 1 6 PIN -135790. 207. 
032 7 5 5 2 3 5 4 5 3 PrH -135778. H9. 
031 4 7 4 3 8 3 3 4 2 PIN -135776. 198.•
3
• 6 
Dt> 5 3 5 7 2 7 3 PIN -135775 187.• 4 • • D12 5 6 • 10 2 4 3 2 l 5 PIN -135773. 176.• 
D14 l 5 5 S 3 4 6 3 5 PIN -13577l. 201.• 2 
D21 9 1 5 4 7 4 4 5 3 2 PIN -135765. 186.• 
C34 6 7 9 8 11 9 PIN -13(881. 209. 
C2. 6 9 8 7 10 10 PIN ·134811. 200. 
CH 9 10 5 8 9 9 PIN -134.830. 196. 
C23 12 7 10 8 7 6 FIN -134816. 202. 
c12 11 7 7 10 7 6 PIN -131813. 180. 
Cl3 6 10 11 9 6 8 PIN -134905. 201. 
83 Il 10 14 15 PIN -133223. 211. 
B4 7 15 14 14 PIN -133203. 208. 
B2 16 16 8 10 - FIN -133184. ) 89. 
BI 16 9 J4 11 l'lN -133163. 207. 
A 50 FlN -130421. 211. 
DNSDME'LJ:) CP PARJ\MDTRDS NO 58 
Figure 4.12 Ordre des arborescences pour le vecteur de paramètres (X, x, X. x)= (2,2,2,2) 
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PA.RAHDTRD NUMeRO 313 
1.0 -1.0 .0 .0 .0 .0 1.0 -1. 0 .0 
1.0 -1.0 .0 .0 1.0 -1.0 .0 .0 .0 
1.0 -1. 0 1.0 -1. 0 .0 .0 .0 .0 .0 
NQIŒlU> C OBBURDNBDS PAR DNVIRONNDMONT 10000 
RANG 01: PfWQ CO RANG CD DDAQUD A.RERD 
RANG CDS ARERDS 
1 2 4 5 6 7 8 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 MDC SC 
STRUBTURD 
BH 14 21 15 l'IN ·178574 . 225. 
B24 13 18 19 PIN -178532. 220. 
B23 23 11 16 PIN -118517. 232. 
041 5 3 6 4 7 3 2 3 PIN -178012. 227. 
OH 3 1 5 6 5 5 3 4 4 PIN -178005. 225. 
034 ~ 2 2 3 6 5 « 8 2 YIN -178005. 222. 
014 1 6 2 5 3 7 10 6 4 YIN -178003. 226. 
024 3 2 3 2 2 7 6 4 PIN -177998. 22l.• 
021 3 3 6 6 5 5 3 3 2 PIN -177993. 234. 
042 5 5 3 3 3 4 3 6 5 PIN -177992. 229. 
043 2 3 3 2 13 - PIN -177992. 224 . 
D13 7 2 3 4 3 3 6 4 PIN 177986. 226. 
• 6 • 4 
• 
a• 
D23 4 6 4 5 2 6 1 2 PIN -177981. 229. 
032 3 7 5 2 5 3 5 2 3 5 - PIN -177978. 236. 
D12 1 6 6 3 fi 6 3 3 2 PIN -177977. 229.• 5 
CH 8 9 7 11 7 1 1 l'lN -177063 . 227.• 
CH 6 6 4 7 14 12 PIN -)7786l. 227. 
C12 8 12 12 8 7 3 PIN -177852. 228. 
C13 8 10 10 7 3 11 PIN -177851. 226. 
C2' 7 6 8 9 12 7 PIN -177930. 214. 
c23 13 7 8 7 7 5 l'IN -177820. 236. 
Bl 11 16 12 11 PIN -177527. 234. 
B4 11 9 21 9 l'IN -177525. 225. 
B2 15 15 8 12 PIN -177520. 235. 
93 - 13 lO 9 18 FIN ·17751" . 225. 
A 50 l'IN -177089. 231. 
DN5DM1!:LD CD PARAMDTRDS NO 14 
Figure 4.13 Ordre des arborescences pour le vecteur de paramètres (x, x, X. x)=( 1,1.1,1) 
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PAR1IMDTRD NUMDRO 469
 
.5 -.5 .0 .0 .0 .0 .5 -.5 .0
 
.5 -.5 .0 .0 .5 -.5 .0 .0 .0
 
.5 -.5 .5 - .5 .0 .0 .0 .0 .0
 
NOMBRD C OBBURDNDDS PAF. DNVIRONNDMDN'T 10000 
RANG Dl' FRDQ CU RA]qG CD BHAOUD ARERD 
RANG CDS AltERDS 
1 2 4 5 6 7 8 9 10 11 12 13 14 15 16 17 lB 19 20 21 22 23 24 25 26 MllC SC 
STRUBTURD 
824 14 13 23 PIN -208044. 136. 
823 l lB 15 16 PIN -20B033. 139. 
E34 1 16 22 11 PIN -20B032. 140. 
012 1 3 1 6 1 6 2 PIN -2079B7. 14l. 
03l 4 5 2 1 3 3 5 PIN -2079B5. 13B. 
023 1 3 1 5 2 4 4 7 PIN - 2079B5. 140. 
032 l 2 2 3 4 6 3 B PIN -2079B4. 141. 
042 1 4 l 1 3 4 1 4 6 5 PIN -2079B2. 139. 
D21 3 3 3 4 4 2 2 4 3 5 PIN -207979. 140. 
013 1 1 3 1 2 2 6 10 6 6 FIN -207977. 13B. 
c13 2 3 1 3 3 2 3 2 1 PIN - 207974. 138. 
c12 5 3 3 4 1 2 1 1 PIN -207973. 14l. 
024 1 1 5 4 3 3 6 1 PIN -207973 . 14.0. 
C24 7 4 6 7 2 2 1 3 PIN -207972. 139. 
043 4 2 2 1 3 l 3 3 PIN -207970 _ Hl. 
041 2 4 4 2 2 2 4 1 PIN -207969. 139. 
C23 l 4 1 6 2 4 3 1 2 PIN -207968. 140. 
014 1 4 1 1 3 5 5 3 1 - PlN -207966. 140. 
034 1 2 3 1 2 1 2 3 1 PIN -207964. 140. 
cH 1 7 4 5 4 5 4 2 2 l PIN -207961. 141. 
CH 1 1 11 6 5 1 2 3 1 PIN -207957. 140. 
B2 9 ID 13 15 3 PIN ·207939. 141. 
BI H lB 5 12 1 PIN -207937. 140. 
B3 13 8 16 10 2 PIN -2079)4. Hl. 
B4 14 14 15 5 1 PIN -207923. Hl. 
A 50 PIN -207899. 141. 
DNSDMELD CD PARAMDTRDS NO 170 
Figure 4.14 Ordre des arborescences pour le vecteur de paramètres 
(x . .r. T, x)=-(.5,.5,.5 .. 5) 
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PAR1IMl!TRB NOMBRD 5 
.0 .0 .0 .0 .0 .0 3.0 -3. 0 .0 
.0 .0 .0 .0 3.0 - 3. 0 .0 .0 .0 
.0 .0 3.0 -).0 .0 .0 .0 .0 .0 
.NOMBRE D OC'0R.8NC~S PAR ENVIRONNEMlm'T 10000 
RAllG 8T PR2Q Dg RANG DR CRAQUE ARBRE 
RANGDRS ARBRES 
1 2 4 5 G 7 B 10 11 12 13 14 35 lG 37 lB 19 20 21 22 13 24 25 2G MlID so 
STRUBTURD 
824 16 16 18 PIN -105393. 267. 
834 lG 15 19 PIN -105355. 22B. 
823 19 19 13 FIN -105327. 239. 
024 12 15 23 - PIN -104042. 303. 
034 
-
19 16 16 - PIN -104014. 2BG. 
014 20 19 11 PIN -10399G. 295. 
C24 15 15 20 pm -10247G . 297. 
C34 15 16 19 FlN -102440. 269. 
CH 20 19 11 - FIN -102425. 270. 
n4 16 ]4 PIN -99696. 290. 
042 20 9 14 7 PIN -99563. 296. 
043 13 16 17 4 PIN -99552. 279. 
041 17 25 3 5 PIN -99493. 279. 
012 7 2 7 2 11 7 7 - PIN -97220. 258. 
B2 2 B 4 4 6 1] 6 PIN -97219. 258. 
032 4 3 1 G 9 5 12 PIN -97219. 251L 
B3 3 10 7 10 2 10 2 PIN -97162. 244. 
023 5 9 10 5 9 1 4 PIN -97]62. 2ii. 
013 5 3 5 6 9 ] 3 9 PIN -97lG2. 244. 
BI 4 14 6 1 7 2 4 5 - YIN -97151. 245. 
D3l 10 4 10 4 5 6 2 3 PIN -97151. 246. 
021 ID G 9 10 3 3 5 3 - PIN -97151. 245. 
CI2 22 11 7 10 PIN -H105. 25B, 
C13 10 10 14 16 - PIN -95105. 259. 
c23 9 16 12 13 PIN -95104. 258. 
" 
9 13 17 11 - PIN -95lo4. 258. 
NUMERO DE PARA.."1BTR.RS NO 
Figure 4.15 Ordre des arborescences pour le vecteur de paramètres (O. x. x, x)-(O,3,3,3) 
99 
PARAMDTRD NUMDRO 160 
.0 .0 .0 .0 .0 .0 2.0 -2.0 .0 
.0 .0 .0 .0 2.0 - 2.0 .0 .0 .0 
.0 .0 2.0 -2.0 .0 .0 .0 .0 .0 
NOMBRD C OBBURDNBDS PAR ONVIRONNDMDNT 10000 
RANC DT l'lUlQ CU RANG CD BHAOUO /\REIID 
1 2 
RANC; CDS 
• 5 6 
ARBIWS 
7 8 10 11 12 13 lt 15 16 17 18 19 20 21 22 23 24 25 26 MDC SC 
STROBTORD 
034 13 21 16 l'IN -135519. 256. 
014 18 11 19 l'lN -135483. H2. 
024 19 16 15 l'IN -135473. 236. 
EH 12 18 20 l'lN -134500. 264. 
E23 21 15 14 l'IN -134439 . 242. 
E24 1 16 17 16 l'IN -13"132. 222. 
C34 14 15 21 l'IN -llt096. 26B. 
CH 22 11 16 l l'IN -llt059. 247. 
C24 14 23 13 l'IN -134036. 230. 
lN 7 29 14 l'IN -132653. 242. 
043 Il 16 8 13 l'lN -132641. 272. 
OH 20 12 5 13 FIN -132617. 255. 
042 17 15 B 10 l'IN -132604. 2]]. 
013 2 3 1 l l'lN -130]9l. 256. 
023 5 2 9 1 5 PIN -130J91. 256. 
B3 3 5 6 9 5 l'IN -11019l. 256 _ 
012 
82 
032 
11 
4 
9 
3 
12 
9 
4 
6 
4 
5 4 
• 5 
2 4 
- PIN 
l'IN 
PIN 
-130181. 
-1101n. 
-1)0)81. 
217. 
211. 
247. 
021 5 2 4 5 8 - PU! -110180. 251­
BI 4 10 6 10 2 PIN -130180. 251­
031 7 4 4 5 10 PIN -130180. 25L 
A 6 24 16 4 FIN -12~HJB. 25t. 
C13 12 9 15 14 !"IN -129438. 254. 
C12 10 10 13 17 l'IN -129438. 254. 
C23 22 7 6 15 l'IN -129'38. ZS4, 
ONSDbŒLO CD PlUU\MDTRDS NO 61 
Figure 4.16 Ordre des arborescences pour le vecteur de paramètres (0, T, T, r)-(O,2,2,2) 
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PARAMOTRD NUMDRO 315
 
.0 .0 .0 .0 .0 .0 1.0 -1. 0 .0
 
.0 .0 .0 .0 1.0 -1. 0 .0 .0 .0
 
.0 .0 1.0 -1. 0 .0 .0 .0 .0 .0
 
HOMER!) C OBBURDNBD5 PAR DNVIRONNDMDN'T 10000 
RANG DT FlU>O CU RANG CD 8llAQUD ARERD 
RANG CDS ARERDS 
1 2 7 8 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 HOC SC• 5 • 
STROBTURD
 
034 15 14 21 PIN -186086. 250.
 
014 16 20 13 PIN -186083. 251.
 
024 18 16 16 PIN -186051. 263.
 
B24 1 15 5 12 • 11 l'Ill -185916. 263.
 
C2. - 15 1 14 6 9 PIN -185914. 263.
• 
H23 6 li 1 11 • 14 PIN -185908. 250. 
CH 14 7 13 2 12 2 PIN -185908. 251. 
1034 7 7 1 15 2 18 l'IN -185907. 249. 
<:34 1 7 • 1. 3 16 1 l'lN -185905. 249. 
042 15 23 11 1 PIN -185753. 264. 
041 21 11 18 l'lN -185738 . 254. 
043 14 16 20 FIN -185735. 252. 
84 50 PIN -185582. 260. 
012 5 6 6 5 1 6 5 PIN -18525& . 260. 
82 11 5 3 7 4 5 6 l'IN -185256. 260. 
032 3 8 6 2 7 6 5 PIN -185255. 260. 
BI 7 6 4 14 5 1 5 PIN -185248. 255. 
021 3 5 13 3 8 6 1 l'IN -185247. 255. 
OJl 6 5 7 7 10 3 4 FIN -195247. 255. 
013 3 6 5 2 5 8 6 PlU -185244 . 255. 
023 5 J 6 5 7 10 PIN -185243. 255. 
B3 7 6 10 2 8 8 FIN -185243. 255. 
c13 15 15 6 14 PIN -185120. 259. 
C12 17 17 5 11 PIN -185120. 259. 
c23 13 7 10 20 l'IN -185120. 259. 
A 5 11 29 5 PIN -185120. 259. 
DNSDta:LD CD PA.R.AMDTRDS NO 16 
Figure 4.17 Ordre des arborescences pour le vecteur de paramètres (0, x, x, X)=(O.l.l.l) 
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PARAMIlTRD NUMDRO 470
 
.0 .0 .0 .0 .0 .0 .5 -.5 .0
 
.0 .0 .0 .0 .5 - .5 .0 .0 .0
 
.0 .0 .5 -.5 .0 .0 .0 .0 .0
 
NOMERD C OBBURDNBD5 PAR DNVIRONNDMDNT 10000 
RANG DT P''RDQ CU RANG CD BHAQOD AXERD
 
RANC: CDS ARBRDS
 
1 2 4 5 6 7 9 10 11 12 13 14 15 16 17 19 19 20 21 22 23 24 25 26 MDC SC 
STRUBTU"RD 
D14 1 9 9 18 FIN -21H21. 163. 
E23 6 13 1 4 FIN -211217. 163. 
CH 6 5 12 FIN -211216. 163. 
D3i 1 5 5 14 FIN -211214. 164. 
D2i 1 1 11 11 FlN -211211- 160. 
CH 1 B 7 4 6 FlN - 211205. 167. 
EH 5 3 7 7 1 FlN - 211205. 167. 
Di1 11 7 9 1 PlN - 211202. 163. 
E24 3 10 B TIN -211199. 160. 
C2i B 5 B l lIN -211199. 160. 
D43 2 17 10 4 2 TIN -211192. 167. 
D42 1 19 13 3 2 FlN -211187. 160. 
M 46 3 PIN -211171- 164. 
D31 3 6 5 2 9 5 10 PIN -211146. 165. 
Dl 9 5 1 13 3 5 5 PIN -211146. 165 _ 
D21 -1 3 B 11 2 5 B 4 YIN -2111t6. 165. 
D23 7 2 12 4 4 7 6 5 PllI - 2111H. J65. 
D13 5 11 5 5 6 5 5 4 FIN -2J1144. 165. 
D3 B 8 4 7 6 -1 2 5 PIN - 211144. J65. 
D32 -1 6 3 5 5 5 9 6 FlN - 211142. 164. 
D2 3 6 6 5 7 -1 5 7 FlN -2J1142. J64. 
D12 1 7 2 5 6 5 a 5 4 FlN -211142. 164. 
C13 9 12 11 17 1 PIN -211133. 165 _ 
c23 17 3 17 12 FlN -211133. 165 _ 
A 5 23 16 5 fIN -211133. 165. 
C12 18 12 5 15 PIN -211133. 165 _ 
DNSDMELD CD PARAMD'TRDS NO 171 
Figure 4.18 Ordre des arborescellces pour le vecteur de paramètres 
(0, x, x, X)=(0;.5,.5;.5) 
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PARAMKTRE NUMERO 1 
3.0 -3.0 .0 .0 .0 .0 3.0 - 3.0 .0 
3.0 -3.0 .0 .0 3.0 -3.0 .0 .0 .0 
3.0 - 3.0 3.0 -3.0 .0 .0 .0 .0 .0 
NOMBRB D OetJRBNÇBS PAR 8lfV IRONlŒME!IT 10000 
RANC RT PRBO DB RANG OS CHAQUE ARBRK 
RANG DES ARBRBS 
1 2 4 5 6 7 9 10 11 12 13 14 15 16 17 16 19 20 21 22 23 24 25 26 Km SO 
STROBTURO 
R2t 10 17 23 FIN -126649. 139. 
R23 15 18 17 FIN -126813. H7. 
a34 25 15 10 ~IN -126769. 144. 
013 5 1 3 4 3 3 9 7 4 - YIN -125381­ 109. 
031 2 4 5 3 5 7 5 5 5 ~IN -125369. 102. 
041 3 7 3 3 5 2 3 2 4 l'IN -125369. Ht. 
014 6 2 5 5 4 4 3 5 9 l'IN -125366. 122 . 
D24 2 2 3 8 4 6 1 3 3 PIN -125354. 122. 
023 3 7 2 4 3 9 4 6 1 PIN -125349. 119. 
043 7 5 4 2 4 6 4 1 PIN -125342. llO. 
032 3 6 4 5 7 5 5 7 2 PIN -125342. 139. 
012 6 6 3 1 4 5 5 3 4 l'IN -125340. 136. 
042 4 5 7 7 2 2 1 2 6 FlN -125337. H6. 
D?l 5 3 5 3 5 4 5 3 4 PIN -125332. 133 . 
OH 4 2 6 5 4 4 3 3 5 PIN -125328. 125. 
Cll 6 5 9 11 10 10 ~Il'! -124032. 107. 
CH 5 7 14 II 5 8 - FIN -123995. 334 . 
C14 6 12 5 5 11 11 FIN -123994. 114. 
C12 11 5 10 Il 5 9 - P'lN -123980. 136. 
C23 10 9 6 5 13 B FlN -123964. 125. 
CH - 12 IJ 7 7 6 5 PIN -123953. 123. 
BI Il 14 13 12 PIN -121238. ll5. 
B3 12 16 10 12 FIN -121220. 119. 
B2 - 18 12 5 35 PIN -121216_ 140. 
B4 9 B 22 11 ~IN -121210. 124. 
" 
50 PIN -116604. 124. 
NUMBRO OK PAJUJomTlU!S NO 
Figure 4.19 Ordre des arborescences pour le vecteur de paramètres (t, x: x, x)-(3:3.3,3) 
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P AllAMB'TRX NUMERO 2 
2.0 -2.0 .0 .0 .0 .0 3.0 -3.0 .0 
2.0 -2.0 .0 .0 3.0 -3.0 0 .0 .0 
2.0 -2.0 3.0 -3.0 .0 .0 .0 .0 .0 
NOMBRE D OC'UllBNCES PAlI BNVIROlIN1<KIlNT 10000 
RANG BT l'REQ IlR RANC os ÇJlAQITB AR.BU 
RANG D8S AJlBRKS 
1 2 4 5 6 7 8 10 11 1. 13 14 15 16 17 18 19 20 21 22 23 24 25 26 MIlO SO 
STRUBTURD 
D3i 11 .3 16 PIN -121839. 177. 
014 
- 20 12 18 PIN -12183!. 106. 
Xl24 19 15 16 PIN -121793. 179. 
834 12 16 22 PIN -120885. 179. 
B23 17 19 14 PIN -120819. 166. 
B24 21 15 14 PIN -120785. 186. 
C34 12 19 19 PIN -119589. 173. 
C24 20 14 16 PIN -119557. 180. 
CH 18 17 15 PIN -11955L 180. 
043 12 25 13 YIN -118995. lBS. 
042 19 11 20 PIN -118973. 199. 
041 - 19 14 17 PIN -118941. 193. 
84 50 PIN -117389. 179. 
Xl23 9 5 8 11 5 12 pUI -116779. 196. 
032 11 7 i 11 8 9 PIN -116761. 372. 
012 7 7 10 6 11 9 PU! -116759. 186. 
021 6 6 11 6 12 9 
-
PIN -116735. 198. 
DU 8 11 11 8 7 5 - PIN -116733. 192. 
Il3l 9 14 6 8 7 6 FIN -116708. 212. 
C23 21 8 21 FIN -115234. 181. 
C12 9 25 16 PIN -115204. 194. 
Cl3 - 20 17 13 PIN -115190. 196. 
B2 17 12 21 PIN -1)4405. 171. 
B3 - 14 24 12 PIN -114402. 183. 
BI 19 14 17 PIN -114367. 196. 
Jo. 50 PIN -111064. 175. 
NIDŒRO DB PAAAME'TRES NO 
Figure 4.20 Ordre des arborescences pour le vecteur de paramètres (t, T.:r:: :r:)=(2.3.3.3) 
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P}\'RAMBTRB HmoœRO 3 
1.0 -1. 0 .0 .0 .0 .0 3.0 -3.0 .0 
1.0 -1.0 .0 .0 3.0 ·J.O .0 .0 .0 
1.0 ·1.0 3.0 -J .0 .0 .0 .0 .0 .0 
NOMBRB D OCURBNCBS PAR fS'NV l RONNEMENT 10000 
RANC BT "RRO DB RANG DE: CBAOUH ARBRB 
flANG DBS ARBRES 
1 2 5 6 7 8 10 11 12 1) 14 lS 16 17 18 19 20 21 22 23 24 25 26 MBD SD• 
STRUBTORD 
D34 3 7 9 Il 10 10 PIN -110279. 267. 
014 3 3 5 13 11 15 PlN -110270. 258. 
024 1 8 5 Il 11 12 l'IN -110222. 294. 
B23 14 12 8 5 6 5 PIN -110171. 235. 
834 - 16 12 9 1 7 5 PIN -110li9. 239. 
BH 13 8 li 7 5 3 PIN -110121. 242. 
CH 17 13 20 PIN -108259. 249. 
CH 18 20 12 PIN -108245. 254. 
CH lS 17 18 PIN -108193. 276 . 
B4 30 20 PIN -105950. 271. 
043 16 22 7 5 PIN -105776. 262. 
OH 12 18 8 12 PIN -105772. 268. 
042 22 10 5 13 PIN -105733. 275. 
021 8 7 5 8 Il 11 PIN -103297. 248. 
012 9 7 5 la 11 8 - PIN -103297. 263. 
032 5 11 9 6 10 9 PIN -103290. 25J. 
D31 6 10 8 8 8 10 PIN -103290. 236 . 
D1) II B 13 7 6 5 PIN -103251. 235. 
D23 II 7 10 11 4 7 PIN -103239. 246. 
al 12 18 20 PIN -102601. 245. 
n2 14 17 19 PIN -102585. 264 . 
B3 - 24 15 11 PIN -102580. 236. 
C12 15 16 17 PIN -101409. 259. 
Cl) 17 19 15 PIN -10H03. 240. 
C23 18 14 16 - Put -101374. 253. 
A 50 PlN -100179. 25-4. 
N'OMBRO DR PA.R.A.-..œTRBS NO 
Figure 4.21 Ordre des arborescences pour le vecteur de paramètres (t, x, x, x )=( 1,3.3,3) 
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PARAMETRE NUJ.œRO 4 
.5 - .5 .0 .0 .0 .0 3.0 -3.0 .0 
.5 -.5 .0 .0 3.0 -3.0 .0 .0 .0 
.5 
- .5 3.0 -3.0 .0 .0 .0 .0 .0 
NOMBRE D OCURENCES PAR ENV 1RONNEMKL'TI" 10000 
RAJ'lG ET l'l'EQ DE R1WG DE CHAQUE ARBRE 
RANG DES l..RBRES 
1 2 4 5 6 7 6 10 11 12 13 14 15 16 17 16 19 20 21 22 23 24 25 26 ME[) so 
STROBTURD 
1124 15 20 15 PIN -106670. 304. 
1134 11 19 20 PIN -106656. 268. 
1123 24 11 15 PIN -106592. 27l. 
024 16 13 19 PIN -105734. 337. 
034 9 22 19 - PIN -105729. 332. 
D14 23 15 12 PIN -105700. 320. 
C24 - 13 15 22 FIN -104074. 320. 
CH 11 24 15 PIN -104057. 319. 
CH 26 11 13 PIN -103997. 302. 
B4 1 6 43 PIN -101344. 335. 
042 10 20 19 1 PIN -101265. J25. 
D43 14 19 15 2 PIN -101222. ]]8. 
041 26 10 10 4 PIN -101173. 313 . 
032 7 6 10 6 9 9 l'lN -98848. 3l5. 
012 7 9 7 9 9 9 l'IN -96637. 313. 
D23 5 10 10 6 9 11 l'IN -98812. 303. 
D13 9 5 7 9 12 9 FIN -99602. 301. 
D3l 4 9 6 11 6 3 10 FIN -99796. 269. 
D21 1 10 10 5 12 9 3 l'IN -98787. 264. 
B2 16 15 16 3 1'IN -96654. 312. 
B3 15 17 16 FIN -96623. 30l. 
BI 19 16 12 PIN -99606. 297. 
C12 lB l3 19 FIN -96920. 309. 
C23 13 21 16 l'IN -96917. 314 . 
C13 19 16 15 PIN -96915. 312. 
A 50 PIN -96490. 310. 
NQMHR.O DE PA:R.AMRTR.ES NO 
Figure 4.22 Ordre des arborescences pour le vecteur de paramètres (t,.1:; .X; x)=(.5.3;3.3) 
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P AlW<IlTR:8 NUMBRO 5 
.0 .0 .0 .0 .0 .0 3.0 -3.0 .0 
.0 .0 .0 .0 3.0 -3.0 .0 .0 .0 
.0 .0 3.0 - 3.0 .0 .0 .0 .0 .0 
NOMBRE D OCURENCES PAR RNVIRONNDœNT 10000 
RANG ET P'REO DE RANG DB CRAQUE A:R.Bl\B 
RANG DES ARBRES 
1 2 t 5 6 1 8 9 10 11 12 13 14 15 16 17 18 H 20 21 22 23 ;24 25 26 MlW so 
STRUBTtJRD 
EH J6 16 18 PlN ·105393. 2&7. 
E34 16 15 19 PlN -105355. 229. 
E23 18 19 13 PIN -105327. 239. 
02t 12 15 23 PIN -104042. 303. 
oH 18 16 16 PlN -1040lt . 286. 
oH 20 19 11 PIN -103996. 285. 
C2. 15 15 20 PIN -102476. 287. 
CH 15 16 19 PIN ·1024"0. 268. 
Clt 20 19 Il PIN -102425. 270. 
B4 16 li PIN -99696. 290. 
Di2 20 9 14 7 PIN -99563. 286. 
Di3 13 16 17 4 PIN -99552. 279. 
DU 17 25 3 5 PIN -991193. 279. 
012 7 2 7 2 3 11 1 1 PlN -97220. 258. 
B2 
032 
Il3 
2 8
• J 3 10 
4 
1 
7 
4 
6 
10 
4 
5 
6 
6 
8 
2 
13 
5 
10 
6 
12 
2 
PIN 
PIN 
PIN 
-97219. 
-97219. 
-97162. 
258. 
258. 
244. 
023 5 8 10 5 8 9 1 4 PIN -97162. 244. 
013 
BI 
oH 
5 3
• lt 10 4 
5 
6 
10 
6 
1 
t 
8 
7 
5 
9 
7 
6 
3 
2 
6 
3 
4 
2 
8 
5 
3 
- FIN 
PIN 
PŒ 
-97162. 
-97151. 
~97151. 
244. 
2U . 
246. 
02l - 10 6 8 10 3 2 3 5 3 FrN -97151. 245. 
C12 22 11 7 10 PlU -95105. 259. 
cU 10 10 14 16 PIN -95105. 258. 
C23 9 16 12 13 PIl. -95104. . 258. 
A 9 13 17 Il PIN -95104. 258. 
NUMERO DE PA.RAMRTRES NO 
Figure 4.23 Ordre des arborescences pour le vecteur de paramètres (t., x, x, x}::=(O.3.3.3) 
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PARAMDTRD NUMDRO 158 
1.0 -1.0 .0 .0 .0 .0 2.0 -2.0 .0 
1.0 -1.0 .0 .0 2.0 -2.0 .0 .0 .0 
1.0 -1.0 2.0 -2.0 . a .0 .0 .0 . a 
NOMBRD c OBBURDlf8DS PAR DNVIRONlIDMDNT 10000 
RANG DT l'RDQ eu RANG CD BHAOOD ARBRD 
lUNG CDS AR8RDS 
1 2 4 5 6 7 8 la Il 12 1] 14 15 16 17 18 19 20 21 22 2] 24 25 26 MDC SC 
STRUB'rURD 
034 - 14 19 17 PIN -lJ1\46. 274. 
024 11 16 21 PIN -1]7\] 5. 270. 
014 25 15 la YIN -1]7\07. 24.1. 
BH 17 15 18 PIN -1]7059. 211. 
&24 la 15 24 PIN • 1]7025. 260 . 
B2] 2] 19 8 FIN -1]7004. 2]6. 
CH 17 21 12 FIN -1]61]7. 282. 
CH 24 16 la FIN -1]612l. 20. 
C24 9 13 28 PIN -136117. 276. 
DU 20 16 14 PIN -1]H29. 243. 
DO 20 17 13 PIN -135516 . 285. 
D42 la 17 2] PIN -135495. 282. 
B4 50 - PIN -134773 . 271. 
DU 9 8 12 8 6 7 - PIN -131782. 265. 
031 13 8 9 8 7 5 PIN -13l769. 252. 
Dl) 9 5 6 11 6 13 l'IN -131766. 270. 
D]] 7 8 10 8 9 8 PIN -133755. 264­
DI2 4 9 5 7 13 12 l'IN -133742 . 258. 
021 8 12 8 8 9 5 l'IN -133780. 256. 
B3 4 9 11 13 14 l'IN -132999. 275. 
BI 3 7 5 11 U 11 PIN -132874 . 260. 
B2 1 2 3 9 13 22 FIN ·U28S4. 271. 
cn 19 11 la 7 2 1 PIN -132817. 260. 
Cl3 Il 19 la 4 4 1 PIN -132816 . 266. 
C'l2 15 7 14 8 5 1 FIN -132813 . 262. 
A 50 PIN -l31331. 277. 
DNSDMBLD CD PARAMD'TRDS NO 59 
Figure 4.24 Ordre des arborescences pour le vecteur de paramètres (L.x,.x, x)=( 1,2,2,2) 
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PARAMDTRD KlJMDRO 159 
.5 -.5 .0 
.5 -.5 .0 
.5 -.5 2.0 
.0 .0 .0 
.0 2.0 -2.0 
-2.0 .0 .0 
2.0 
.0 
.0 
-2.0 
.0 
.0 
.0 
.0 
.0 
NOMRRD C OBBURDNBDS PAR DNV l RDNNDMDNT 10000 
RANG DT FRDQ CO RANC CD l'SAOUD ARElUl 
RAN(; CDS AlU!RDS 
1 2 4 5 6 7 8 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 MDC SC 
BTRUBTURD 
D24 12 15 23 PIN -136270. 275. 
D34 17 17 16 PIN -136265. 26l. 
014 
- 21 lB 11 FlN -136255. 279. 
E24 13 12 25 - PIN -135350. 289. 
EH 18 18 14 PIN -135334 . 265. 
E23 - 19 20 11 PIN -135310. 271. 
C34 18 1913 FIN -134814 . 262. 
cH 
- 14 12 24 PIN -134903. 283. 
CH 18 19 13 PIN -134785. 279. 
D43 15 16 16 PIN ·1')3612. 277 . 
D42 15 14 21 PIN -133578. 292. 
D41 1 16 20 13 PIN -133559. 291. 
B4 46 4 PIN -133454. 286. 
D23 9 9 8 8 8 FlN -1)1449_ 277. 
D32 9 7 8 8 11 YIN ·1]1444 276. 
Dl3 6 12 11 4 8 PIN -13H35. 276. 
D21 11 5 10 12 3 PIN -13H26. 289. 
D31 10 9 3 7 12 PIN -13H22. 292_ 
Dl2 5 8 10 11 8 FlN ·131422. 283. 
53 18 17 15 PIN -1)1188. 276. 
BI 19 16 15 PlN -131174. 289. 
l'2 13 17 20 - PIN ·LJI172. 277. 
C13 16 10 24 PIN -130487. 299. 
C12 16 22 12 PU< -130485. 290. 
CD 18 18 14 PIN -130494. 284. 
A ~O PD< -130056. 294. 
DlISDMEt.D CD PAR..AMDTRDS NO 60 
Figure 4.25 Ordre des arboresr.enres pour le vect<>lH de pararnpt.r<>s (f, .r., .r, T, )=( .,'),2,2,2) 
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PARAI<DTRD lIUl'DRO 160
 
.0 .0 .0 .0 .0 .0 2.0 -2.0 .0
 
.0 .0 .0 .0 2.0 -2.0 .0 .0 .0
 
.0 0 2.0 - 2.0 .0 .0 .0 .0 .0
 
NOMERD C OBBVRDN'BDS l'Al! DNVIRONNDMIlNT 10DOO 
RANG DT FRDQ CU RANG CD DRAOOD ARERD 
RANG COS ARERD5 
,1 2 4 5 7 6 10 11 12 13 14 15 16 17 16 19 20 21 22 23 H 25 26 MDC SC 
STJlUB"l"URD 
DH 13 21 16 PIN -135519. 256. 
DH 10 1) 19 FIN -13H63. 2 .. 2. 
D24 19 16 lS PIN -135<73. 236. 
RH 12 16 20 - PIN -lH500. 26<. 
R23 21 15 H - FIN -134439. 242. 
B24 l 16 17 16 - l'IN -134432. 222. 
C34 14 15 21 FIN -134096. 266. 
CH 22 11 16 PIN -134059. 217. 
c24 14 23 13 PIN -134036. 230. 
51 7 29 14 nN -132653. 242. 
Di3 13 16 8 13 - PIN -132641. 272. 
DU 20 12 5 13 - FIN -132617. 255. 
D42 17 15 S 10 - - FIN -132604. 233. 
Dl3 2 3 7 9 7 9 1 7 - PIK -130391. 256. 
D23 5 2 9 5 6 5 7 5 - FIN" -1)039l. 256. 
113 3 5 6 9 6 3 9 5 - YIN" -130391. 256. 
D12 11 3 4 4 6 4 5 4 1'1)( -13038l. 247. 
52 4 12 6 5 2 2 6 5 FIN -13038l. 247. 
D32 9 9 4 4 5 7 2 4 FIN ·13036l. 247. 
D21 5 2 5 5 7 5 6 FIN -130360. 25l.• 
111 • 10 6 6 2 6 10 2 - FIN -130360. 25l. 
D31 7 4 7 5 5 10 FIN -130360. 25l.• 3 
A 6 24 16 - FIN -129439. 25L• 
CU 12 • 15 14 FIN -129439. 254. 
C12 10 10 13 17 PIN -129439. 254­
C23 22 7 6 15 FIN -129439. 254­
DNSDMELD CD PA.RAMDTRDS NO 61 
Figure 4.26 Ordre des arborescences pour le vecteur de paramèt.res (t, .1:, X, x) (0,2,2,2) 
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PARAMOTRO N'OMDRO 314
 
.5 -.5 .0 .0 .0 .0 1.0 .1. 0 .0
 
.5 -.5 .0 .0 1.0 -1.0 .0 .0 .0
 
.5 -.5 1.0 -1. 0 .0 .0 .0 .0 .0
 
NOJoŒRD C OBBO'RDNBDS PU DNVIRONNDl'IDNT 10000 
RANG DT FRDQ CU RANG CD BIiAQUD AREJID
 
RANG CDS AREROS
 
1 2 i 5 6 7 8 10 u 12 13 14 15 16 17 18 19 20 21 22 23 2i 25 26 MDC: sc: 
STRUBTURD 
E34 5 • 4 • 13 15 PIN -181206. 191. 
1>23 2 10 i 10 7 17 PIN -184171. 208. 
O:H 16 10 7 7 9 1 FIN -184167. 200. 
EH 8 10 7 11 14 PIN -18H50. 209. 
014 15 8 11 8 6 2 PIN -184132. 216. 
024 12 10 14 9 -1 1 PIN -194131. 211. 
CH 6 13 12 18 ?IN -183Hl. 199. 
CH 1 13 20 16 PIN -183966. 212. 
e2i 8 12 14 16 l">N -183959. 212. 
DO 19 16 9 4 2 PIN -183910. 200. 
Dil 
- 13 11 10 4 2 PIN -183900. 208. 
Di2 J8 12 16 4 PIN -193896. 213. 
M 1 19 FIN -1836-18. 214. 
021 10 4 7 15 -1 10 PIN -183558. 208. 
023 • 12 8 5 7 9 FIN -183554. 201. 
013 8 8 8 9 11 6 FIN -183550. 200. 
012 8 6 10 10 9 7 PIN -183547. 20-\. 
D32 8 13 4 5 10 9 FIN -183547. 206. 
D31 7 7 13 6 9 8 PIN -183526. 207. 
e12 5 9 10 11 9 PIN -183425. 207. 
B2 13 11 6 10 5 - FIN -183414. 208. 
BI 9 9 7 9 6 10 - YIN -18H14 . 20e. 
e23 5 15 5 8 6 11 PIN -183413. 206. 
B3 10 11 10 7 8 -1 FIN -18H12. 203. 
e13 B i 8 10 9 11 PIN -183406. 206. 
JI 50 PIN -183202. 210. 
DNSCMlI:LD CD PARAbIDTRDS NO 15 
Figure 4.27 Ordre des arborescences pour Je vecteur de paramètres (t, x, x, x)-(.5,LLl) 
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P1\1lAMDTRD NUMORO 315 
.0 .0 .0 .0 .0 .0 1.0 -1. 0 .0 
.0 .0 .0 .0 1.0 -1.0 .0 .0 .0 
.0 .0 1.0 -1. 0 .0 .0 .0 .0 .0 
NOMERD C OBDURDNBDS P AJl DNV I.RONNDMDNT 10000 
RANC 01' FRDO CU RANG CD BRAO\lD "RERD 
RANC CDS ARERDS 
1 2 4 5 6 7 8 10 11 12 13 14 15 16 17 18 11 20 21 22 23 24 25 26 MDC SC 
STRUBTORD 
034 15 14 21 PIN -186086. 250. 
014 16 20 13 YlN -186083. 251. 
024 18 16 16 PIN -186051. 263. 
1':24 1 1, 5 12 6 11 l'IN -185916. 2&3. 
C24 15 1 14 6 9 4 PIN -185914. 263. 
E23 6 14 1 11 4 14 - PIN -185908. 250. 
CH 14 7 13 2 12 2 - PIN -185908. 251. 
EH 7 7 1 15 2 18 PIN -185901. 249. 
CH 1 7 ! 16 3 16 1 PIN -185905. 249. 
042 15 23 11 1 PIN -lB5753. 264. 
OU 
-
21 11 18 PIN -185738. 254. 
043 
- 14 16 20 PIN -185735. 252. 
84 50 PIN -185582. 260_ 
012 5 6 5 4 5 FIN -185:256. 260. 
B2 11 3 7 4 6 PIN -185256. 260. 
0J2 3 6 2 7 5 PIN -185255 _ 260. 
BI 7 4 14 5 5 PIN -185248. 255. 
021 3 13 3 8 1 PIN -185247. 255. 
03l 6 7 7 10 4 PIN -185247. 255. 
D13 3 5 2 5 6 FIN -195244. 255. 
023 5 6 5 10 PIN -185243. 255. 
83 7 10 2 8 FIN -185243 . 255. 
C13 15 15 6 14 PIN -185120. 259 
C12 17 17 5 11 FIN -185120. 259. 
C23 13 7 10 20 - PIN -185120. 259. 
5 11 29 5 PIN -185120. 259.
"DNSDM8LD CD PARAMDTRDS NO 16 
Figure 4.28 Ordre des arborescences pour le vecteur de paramètres (L x, x. x)=(ü,LLl) 
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Tableau 8 
VALEUR DU PARAMllTRJ! EST 0 POIJR CATEGORIE
 
VALEUR DU PARAMETM EST x POUR CATEGORIE
 
X.l, y=2. z=3 
RN O.JtDQHHHR; VALBUR DU PAR.AMB'TR B FOUR CATEGOR 1 ES )C 
D. _C .• D .. B .•. E •• D •• B ••• D. C .. C .. AC •• D •• B .•. O •• D •• B. C . . C . . AD •• B ••• D •. D •• B .•. 0 C •• C •• AC .• D•. n. ,.D .• O.. D. AC •• C •• D•• B ••. D •. D .• 0. _B. 
Ox.xC. :lX.:lt •.. xO. Oz. oz: ••• xz ZX. 5x .. zS .x'Z. z ... S~. :EX.X. ZX.:X.X •• Xl:.:Z: ••• XX. %X. x ... 0 ~X.yX •• zy.xz. % ••• yz .'Ky. zy . :t'Z.ZX. Z'%. Z ••• XI:. Oz. z,x.x. 
zO. ::r.O.OO. zOO. zO .ex.axO. 00 50. zOo .xa. 50. 5xO.xO. 50. zS xO. xO .. xO.x.xO. 'loO .xO. zxO.X yO .:t0 • . xo.yO.yxO.xO. zO.xO .xC. zO.xO .zxO. zO. ZX. zOo zz 
.C •• AC •• D. ,B 0 .. D .. c .. e .. D .. 0 •• c .. K .. 0 •• D .• B ••. D •• C•• R •. B •.. D .. 0 •• C. ,B •• D .B ..• 0 .. D •• 8 .•• 0 .• D • . C •. 8 . • C . . B .•. B •• 0 •. 0 •. D •• C.,E 
· zO .. zx. %0.0 xO. 00.00.0 .. 5x. Oz. oz:0. 5x. zS.:&:.5. 5 ... 0 z. '%o.xx. O... zO. OX.xO.xO.x .y .. . yx. %X.:I ... O:.Oy. zO.y . ,:.cO. O... z.x.zO. O)C:.xO.xO.x 
· Ox .. 00. Ox. zOx.:lO. zx. z.x. z O. zO. Sx. 5x. zO.xO. zO .z:x.O. % x.xx. zO. zxx.x.x. z.x. %X. zx. Z • z)C:O. zO.yO. z.yO .p. zx.yx. z O. xx. 'Z.~x. zOo 'Zx. zz. z:z:.:z:z.:Z: 
• .B .•. D.. C •. B .. D.. D .• D•• C . •• B ..• C •• 'p: •• D .• D.• D •. D •• C ••••.•.•..•..•••••. 
o........•.. _ . x.O ... zD.)C:0.xO.xO.D5.50.5 O.....••.•..•..... X.O ••• yO.yO."ZO.yO.Ox.xO.x O....•..•...•...••. 
x ....•••.•..••...•....... 5.z5x.Sx.:z:5.:z:S.z5. x ............•........... D. zyx. zx. 7.x.yx.'%:x.. oz:y. zy. z z .•..•••••••..•...•. 
· .B.......•....•• _	 · .E .
 
0.50 .........•..•..•...•. o.xo : . 
y.Zl:y •.....••......•...... 
y 
D .• IL .C.. B .•.D •. AC •• C •• B. C •. C .. AC •• D •• n D •• D •• B. C •• AC .. D, .B •.• B ••• D •• D •• O AC •. C .. B ••• D •. D .. 9 ••. D .. D C .. C .. Ac .. D •• B .•. D •. D .. B. 
OX. Ox. Ox.X ... yx .. yx. yo. y. yS. yx .. Sx. Sy. y xy. Sx.x. yx .. x.x..xy _y ... x ... yx .xx. 0 .yy. yx .y . .. xy. yy.X ... yx. 0 z..x. yx .. yz. y%. oz ... xz. xy. y. 
yO. yO.yO .yOO. 00 .. 00. Ox. Ox xO. 50 .. yO. xO. 5xO. 50. yO. y5 xO .. yO. xO. xxO. yxO. xO. yo.x . xO. yO. yxO. yO. xO .yyo. yO. y yO. 'Zo .. xO. xO. yxo.yO. zO. zx 
y 
· .D .• 0 .. B ... D •• D •• D •. Z •• c .• 0 •. D •. C •• B .. D .. B .. D .. O •• C •• E •. B •.• D .• D •• C •• R •• D •• C •• B ••• B •. D •• D.• C •• D •. B .• D •• 0 •• B .••D •. D •. 0 .. C .. 8 
· .ry. Dy. O.•• xO.yO. 00.00.0 .. yx. Dy.yO.5x.x5. s ... yS. 0 y.yO. xx. 0, •• yO. Dx. xO. xO.x y.yO. O... yx.yO .Ox.xO.xO.x .. .,.y. zx.X .•. yx. Oz:.. Dy. zO.z 
0.00. Ox. yxO .yO. xO. yx. yX.y 0.50. 5x. Sx. yO. YO.yxO. xO. y x. xx. yO. yxx .xx. yx. yx .yx. y x.yx. yyx. yO.yx .yy. yy. yy.y o. xO.yO.yzO. 't0. yx. ZX.yx.y 
y 
• .B •.• C •• B .. D .• D •. D .. 0 .• C	 ...••.•......•.••.••••••• ..•••••.•..•..•.• _... B C .• B .• 0 .• D .• D .. D .. C 
o......•......•........	 x.O ... xO.xO.yO. xO. 05.50.5 O., .••.•.••..•......•.... O.........•.....•....•. _. 0.0 yO.%x.:a:O.yO.Ox.xO.x
 
5.y5x.y5.yS.5x.yS.yx.yx.y x ............•..••...•... y .....•.•..•..•.•....•... x.y:z:x.'tx.yO.yx.zx.yz.yz.y
 
y 
.. 8 . . .K . 
0.50 . O. xO ....•...•......•..... 
... _.........•..... x.yx .....•....••......... .... ..................•...... :z:.yz ...............•..... 
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VALEUR DU PARAHBTRB DB LA CATEGORIE Y 
Figure 4.29 Sortie d'ordinateur Ordre des arborescences pour un vecteur de para­
mètres de la forme (0, l, y. z) 
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PARAMlfTRE NUMERO 10 
.0 .0 .0 .0 .0 .0 3.0 -3.0 .0 
.0 .0 .0 .0 3.0 - 3.0 .0 .0 .0 
.0 .0 2.0 -2.0 .0 .0 .0 .0 .0 
NOMBRE D OCURENCES PAR E'NVIRONNEMaNT 10000 
RANG ET PREQ DE; RANG DE CHAQUE ARBRE 
RANG DBS ARBRES 
l 2 4 5 6 7 8 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 MKD SD 
STRUIlTURD 
034 50 PIN -108092. 283. 
E34 50 PIN -107269. 277 . 
cH 50 PIN -106623. 286. 
B24 - 30 20 PIN -105800. 28] . 
B23 1 19 30 PIN -105794. 293. 
014 H 31 FlN -105i80. 320. 
024 31 18 1 PIN -105478. 312. 
cH 20 30 PIN -103919. 313. 
C24 1 29 20 PlN -103910. 302. 
043 49 1 PlN -103622. 307. 
B4 - 50 PIN -102871. 305. 
DU 
- 21 29 PlN -102091. 31] . 
042 29 21 PIN -1020H. 304­
013 20 8 22 PIN -101067. 282. 
B3 12 27 11 - YIN -101066. 262. 
02) 18 15 17 ptN -101066. 282. 
OH 7 2 14 Il 4 12 PIN -100115. 310. 
Bl 6 14 3 5 16 6 PIN -100115. 310. 
021 10 7 6 Il 7 9 - PIN -100115. 310. 
032 9 5 13 6 4 13 PI" -100099. 30L 
012 - 11 7 9 7 8 8 Pl" -100098. 304. 
B2 7 15 5 10 11 2 PIt! -100098. 300. 
C12 12 12 12 10 fIN -99012. 302. 
A 10 18 16 6 PUI -99012. 302. 
C23 13 14 6 17 PIN -99011 . 302. 
C13 15 6 16 13 "IN -99011. 302. 
NOMBRO DE PA.R.A.'1BTRBS NO 11 
Figure 4.30 Ordre des arborescences pour le vecteur de paramètres (0, x, y, z) 
(0,2,3;3) 
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PA.RAlIŒTJlB RU:MBXO H 
.0 .0 .0 .0 .0 .0 3.0 -3.0 .0
 
.0 .0 .0 .0 2.0 - 2.0 .0 .0 .0
 
.0 .0 2.0 -2.0 .0 .0 .0 .0 .0
 
NOMDRR D OCUItB:NCBS PAR ENVIRONNmŒNT 10000 
RA)/G ET ?RZO DR RANC Dg CRAQUE ARBRE
 
RANG Des ARBRBS
 
1 2 4 5 6 7 8 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 MEIl 50 
STRUBTURO 
024 
-
20 30 PU; -116757. 264. 
UH 
-
10 20 pI~ -116105. 265. 
B24 15 35 PD -115816. 259. 
834 35 15 l',. -115741. 260. 
C2' 17 33 - l'IX -115265. 265. 
CH 33 17 l'IX -115231. 268. 
D14 50 Pu> -114665. 2H. 
B23 50 PU: -114134 . 202. 
CH 7 13 30 p1H -113157. 221. 
DU 6 11 20 13 PIH -113084. 273 . 
DO 9 17 17 1 pm -113077. 279. 
B4 35 15 - PIn -11H18. 25L 
D41 50 pIH -112113. 227. 
032 7 2 11 13 5 12 71N -110885. 250. 
B2 6 10 4 12 13 5 pm -110884. 250. 
012 7 8 5 5 12 13 PIN -110884. 250. 
023 14 4 12 6 2 12 PlU -11084l. 252. 
013 9 9 12 10 6 PIN -110841. 253.•
e3 7 17 6 4 12 4 FIN -11091l. 253. 
021 20 15 15 PIN -110164. 239. 
el 10 2. 16 PIN -110163. 239. 
031 20 11 19 pL~ -220163. 239. 
C12 13 13 20 14 - PIN -109499. 245. 
C23 14 1 32 17 PIN -109499. 245. 
ft 8 20 15 7 YllI -109499. 245. 
Cl3 15 ID 13 12 nif ·109498. 245. 
NUMERO DK p~S NO 36 
Figure 4.31 Ordre des orborescences pour le vecteur de paramètres (0, x, y, z) 
(0,2,2,3) 
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P.kR..ANJSTRJ! 
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.0 
NIDœRO 40 
.0 .0 
.0 .0 
.0 1.0 -1. 0 
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.0 2.0 -2
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.0 ).0 
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.0 
100MB"" D OC"O'R.ENC2S PAR BNVIRONNKMBN'T 10000 
RANG lIT PR8Q DB RANG DE ClIAQUB AJUSRB 
RANG DES ARDRES 
1 2 4 5 6 7 B 10 11 12 13 14 15 16 17 lB 19 20 21 22 21 24 25 26 >ŒD lm 
STRUBTURD 
834 1 49 PIN -11942B. 366. 
CH 5 45 - PIN -119402. 367. 
034 {5 4 PIN -119337. 362. 
043 50 PIN -117603. 362. 
oH 50 - PIN -117585. 34L 
014 1 49 l'IN -116849. 344. 
824 - 49 1 YIN -116652. Hl. 
e24 1 49 PIN -11647!. 341. 
B4 49 1 nN -116302. 342. 
B23 50 PIN -116071. )28. 
CH 4 46 l'lN -115806. 340. 
042 46 4 PIN -115737. 349. 
041 14 1 35 - :PIN -115511. 344. 
D3 9 22 13 6 PIN -115425. 349. 
013 - 13 12 21 4 PŒ -115425. 349. 
023 14 16 15 5 PIN -115424 . 349. 
D2 11 24 15 PIN -114914. 344. 
012 1) 22 15 - PIN -114914. 344­
032 26 4 20 PIN -114913. 343. 
021 15 16 19 !'IN -114686. 3)7. 
BI 10 26 14 PIN -114686. 3)7. 
031 25 8 17 PIN -114685. 3)7. 
CH 7 15 18 10 PIN -114505. 340. 
A 7 17 17 9 PIN -114505. 340. 
e23 25 3 6 16 PIN -114504. 340. 
Cl3 11 15 9 15 PIN -114504. 340. 
NUMERO DE PARAMETRES NO 41 
Figure 4.32 Ordre des arborescences pour le vecteur de paramètres (0, x, y, z) 
(0,1,2,3) 
CONCLUSION
 
Ce mémoire visait à mieux comprendre les facteurs influençant le choix d'une structure 
d'arborescence dans le cas de modèles d'arborescences décrivant des séquences d'ex­
périences multinomiales consécutives et/ou parallèles et utilisant le modèle logistique. 
L'étude de simulation menée a permis de mettre en évidence un ordre relativement 
stable lorsque les arborescences sont classées selon la grandeur de leurs vraisemblances 
et d'identifier des sous-groupes d'arborescences équivalentes ou quasi-équivalentes Nous 
avons observé que cet ordre dépendait de la forme du vecteur des paramètres et de la 
valeur de ces derniers. Les théorèmes du chapitre 3 quant à l'effet des paramètres sur 
l'équivalence des arborescences ont aussi été vérifiés dans un cas concret et ont permis 
d'éclairer certains résultats. Ils pourraient également être utiles dans des études ulté­
rieures ou peu t-être être développés pour éclairer certains résul ta ts pl us incertains de la 
présente étude. 
Il serait également pertinent de mener d'autres simulations avec différentes arborescences 
de départ, pour voir à quel point les résultats obtenus sont variables et aussi, comme nos 
simulations utilisaient des modèles réduits ou quasi-réduits, de savoir si les résultats sont 
stables pour des paramètres proches de 0 au lieu de 0, le tout dans l'espoir de réussir à 
mettre en évidence les cas pour lesquels on peut utiliser indifféremment des structures 
J'arborescences distinctes, ou passer d'une structure à une autre selon les besoins d'une 
étude sans perte de précision trop grande. 
JI est intéressant d'identifier certaines arborescences a1l modèle standard. ce qui laisse 
supposer qu'il n'y a pas de perte d'information lorsqu'on utilise ces arborescences équi­
valentes. Une étape ultérieure serait de comparer les régions des valeurs de~ paramètres 
pour lesquels nous avons trouvé ce résultat avec celles de l'étuùe de Bull et Donner pour 
examiner ce qui concorde et voir s'il est possible d'en dégager des principes généraux. 
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