Covering numbers of convex bodies based on homothetical copies and related illumination numbers are well-known in combinatorial geometry and, for example, related to Hadwiger's famous covering problem. Similar numbers can be defined by using proper translates instead of homothets, and even more related concepts make sense. On these 1 lines we introduce some new covering and illumination numbers of convex bodies, present their properties and compare them with each other as well as with already known numbers. Finally, some suggestive examples illustrate that these new illumination numbers are interesting and non-trivial.
Introduction
Our considerations refer to the combinatorial geometry of convex bodies. The famous covering problem of Hadwiger asks for the minimum number of smaller homothetical copies of a convex body K in R n necessary to cover K. Due to ideas of Boltyanski and Hadwiger (see the surveys [1] , § 34 in [6] , [12] , [19] , [2] , and Chapters 3 and 9 of [3] ), this problem can be equivalently formulated in terms of parallel or suitable central illumination of K, where the minimal number of directions or light sources illuminating the whole of K is equal to the minimal number of homothets covering it. There are further related (but not equivalent) covering problems referring to convex bodies, such as covering a convex body K by the minimal number of proper translates of it (see, e.g., [11] ), and many natural modifications; see again the surveys above and, furthermore, [17] , [20] , [21] , [7] , [8] , [13] , [14] , [18] , [4] , [10] , [5] , [15] , [16] , and [9] . It turns out that, also in this wider sense, again the covering problems can be expressed in terms of correspondingly equivalent illumination and visibility notions. Inspired by this general observation, we introduce some new interesting covering and illumination problems, which are also pairwise corresponding to each other. We will collect basic properties of them, and we will also compare these problems with the already known ones. Finally, a collection of examples will show how interesting and non-trivial these new problems are, such that they certainly will create new research activities.
Notions and definitions
Let K ⊆ R n be an n-dimensional convex body, i.e., a compact, convex set with nonempty interior in Euclidean space R n . By o we denote the origin. As usual, we use the abbreviations conv, bd, cl, int, vert, and dist for convex hull, boundary, closure, interior, vertex set, and distance, respectively. The following covering and illumination numbers are well-known (see, e.g., [1] , Chapter VI of [6] , [19] , [12] , [2] , and Chapters 3 and 9 of [3] ). Let b(K) := min{m : K can be covered by m smaller homothetical copies of itself } , and let
We say that the direction l ∈ R n \ {o} illuminates x ∈ K if there exists ε > 0 such that x + εl ∈ int(K), and we introduce the corresponding illumination number c(K) := min{m : ∃l 1 , . . . , l m ∈ R n \ {o} ∀x ∈ K ∃i (l i illuminates x)} .
Further on, we say that y ∈ R n \ K c-illuminates x ∈ K if x − y illuminates x (i.e., if x + ε(x − y) ∈ int(K) for some ε > 0, called central illumination), and we introduce
Theorem 34.3 in [6] says that for any convex body K ⊆ R n we have
We continue with some notions and results from [11] . Again K ⊆ R n be a convex body. Let
Thus t(K) is the usual t-covering number of K (translative covering), considered in [11] . Note that
and this inequality may be strict, as we can see by the cube
We say that l ∈ R n \ {o} t-illuminates x ∈ K if x + εl ∈ K for some ε > 0, and we introduce
Theorem 3.1 in [11] says that
More precisely,
Further on, it should be noticed that there are convex bodies
Before studying more covering and illumination quantities, we fix some notation. We write · for the Euclidean norm in R n .
The closed and open ball of radius r with center x 0 ∈ R n are B(x 0 , r) = {x ∈ R n : x − x 0 ≤ r} and B o (x 0 , r) = {x ∈ R n : x − x 0 < r}, respectively, and S n−1 = bd (B(o, 1)) = {x ∈ R n : x = 1} is the unit sphere of R n . For every convex body K ⊆ R n , there exists a uniquely determined closed ball of minimal radius that contains K. This circumball of K is denoted by B(c K , R(K)), i.e., c K and R(K) are the circumcenter and the circumradius of K, respectively. Note that
Indeed, if we assume c K / ∈ K, then c K were strictly separated from K by a hyperplane H:
− is strictly smaller than R(K), a contradiction.
The notion of t-central illumination
We say that y ∈ R n \ K t-c-illuminates x ∈ K if x − y t-illuminates x, i.e., if x + ε(x − y) ∈ K for some ε > 0. Due to this, we introduce
Proof. It is clear that c
, and also o ∈ int (K). We want to show that if x ∈ K is t-c-illuminated by y ∈ R n \ K, then x is also c-illuminated by λy, for λ > 1. Since x + ε(x − y) ∈ K and o ∈ int (K), we have
Thus x ∈ K is c-illuminated by λy.
Summarizing, we see that if every x ∈ K is t-c-illuminated by one of the points y 1 , . . . , y c ′′ (K) ∈ R n \ K, then each x ∈ K is also c-illuminated by one of the points 2y 1 , . . . , (B) The notion of t-c-illumination is, in some sense, more elementary than that of c-illumination, since the light rays have to pass not necessarily through int(K).
Finer quantities of covering and illumination
We say that y ∈ R n \ {o}t-illuminates x ∈ K if x + y ∈ K, and we call this, in verbal form, strict t-illumination instead of t-illumination.
Clearly, we have
For r ∈ S n−1 , ε > 0, and x ∈ K, we say that r ε-t-illuminates x if x + εr ∈ K (quantified t-illumination). With this notion we obtain
if the minimum over a non-empty set is meant, ∞ otherwise .
Remark 4.1. (A)
The number i(K, ε) can be interpreted as quantified tillumination number of K.
(B) We know that i(K) ≤ t(K) and that there are examples of convex bodies
and there are examples K with
(C) Analogously we quantify the classical illumination number c(K). Let r ∈ S n−1 , ε > 0, x ∈ K. We say that r ε-illuminates x if x + εr ∈ int(K), and we introduce
if the minimum over a non-empty set is meant,
(D) Note that i(K, ε) and c(K, ε) are metric quantities, whereas the numbers
, and i(K) are invariant under affine transformations of K. Thus, suitably extending related problems to normed spaces might be an interesting task.
(E) One could also investigate quantified versions of the numbers c ′ (K) and c ′′ (K) of central illumination.
Theorem 4.1. The following relations are satisfied for every convex body
(iii) The circumradius R(K) can be expressed as
Proof. (i) Suppose that the vector r ∈ S n−1 ε 2 -illuminates x ∈ K, i.e., x + ε 2 r ∈ int(K). Then x + ε 1 r ∈ int(K), because ε 1 < ε 2 and K is convex, and r ε 1 -illuminates x. This proves the monotonicity of c(K, ·), and the monotonicity of i(K, ·) is obtained analogously. The other inequalities in (i) are obvious.
(ii) By (1),
Note: We can assume that the vectors t 1 , . . . , t m are chosen from R n \ {o}.
For proving that, we suppose t m = o. The open set int(K) + t m = int(K) is needed for covering the compact set
Without loss of generality, we have C = ∅. The continuous function f : C → R, given by
is everywhere positive and attains its minimum on C. Therefore there exists
If we chooset m := (δ, 0, . . . , 0) ∈ R n \ {o}, we get with the triangle inequality
where the vectors t 1 , . . . , t m−1 ,t m are different from o. This finishes our note.
We continue the proof of (ii) with
It remains to prove that
we consider ε > 0 with i(K, ε) < ∞. This means
, and this implies ε ≤ R(K).
For the proof of
We have to show that c(K, ε) < ∞, and we use the auxiliary statement ∀x ∈ K ∃y(x) ∈ int (K) ( x − y(x) ≥ ε) .
We complete the proof of c(K, ε) < ∞ with a series of implications, starting with a consequence of the auxiliary statement:
We study the behavior and mutual relations of the functions i(K, ·), c(K, ·) : (0, ∞) → N ∪ {∞}. So far we know:
where we have examples with " =" in both "≤" estimates.
Further facts about i(K, ·) and c(K, ·) are given in the following Theorem 4.2. The following properties are satisfied for every convex body
(e) i(K, ·) is left-continuous, i.e., for every ε > 0,
Proof. For (e), we first consider the case sup{i(K, ε ′ ) : 0 < ε ′ < ε} = ∞. Here we obtain i(K, ε) = ∞ by (b).
and i(K, ε) ≤ m has to be proved.
Consider the sequence ε
Assertion: The vectors r 1 , . . . , r m ∈ S n−1 assure i(K, ε) ≤ m.
To see this, let x ∈ K. We have to prove that x + εr i ∈ K for some i ∈ {1, . . . , m}. The inclusion x ∈ K implies that
The latter two terms tend to ε and r i 0 , respectively, as l → ∞. Since K is closed, we get x + εr i 0 ∈ K, and (e) is verified.
For (f), we have to show the implication
To see this, let c(K, ε) = m be assured by r 1 , . . . , r m ∈ S n−1 . Then, for every x ∈ K, there is i ∈ {1, . . . , m} such that (x + εr i ∈ int(K)). Hence
Since K is compact, we have a finite subcover
We choose ε
and claim that
Indeed, if (i) i(K, R(K)) < ∞.
(ii) sup
(iii) There is a finite set
(iv) There is a finite set
Examples from the following section will show that i(K, R(K)) can be finite, but need not be.
Proof of Theorem 5.1, (ii) ⇒ (i). We estimate i(K, R(K))
(e) = sup
Proof of Theorem 5.1, (i) ⇒ (iii). Let i(K, R(K)) = m < ∞. Then there exist r 1 , . . . , r m ∈ S n−1 such that every x ∈ K satisfies x + R(K)r i ∈ K for some i, i.e.,
is a neighborhood of c K with respect to the relative topology of K, and
. Therefore
for i ∈ {1, . . . , k}. Thus we have
Lemma 5.1. Let K ⊆ R n be a convex body such that the origin o belongs to the boundary bd (K). Then there exists x 0 ∈ int (K) such that x, x 0 ≥ 0 for all x ∈ K, where ·, · denotes the standard inner product in R n .
Proof. Define
It is enough to show that L has a common point
Of course, L is convex. o can be separated from int (K) by some hyperplane. Then one normal vector of that hyperplane belongs to L. Hence, L = ∅. Moreover, o belongs to the closure cl (L), because y ∈ L implies λy ∈ L for every λ > 0.
By L ∩ int (K) = ∅, both sets can be separated: there are y 0 ∈ R n \ {o} and c ∈ R such that ∀y ∈ L ( y, y 0 ≤ c) and ∀x ∈ int (K) ( x, y 0 > c) .
Note that c = 0, because o ∈ cl (L) and o ∈ cl (int (K)). Now the right-hand part of (6) yields y 0 ∈ L, and then the left-hand property gives y 0 , y 0 ≤ 0, a contradiction.
In particular, K does not satisfy condition (iii) from Theorem 5.1.
Proof. We can assume that B(c K , R(K)) = B(o, 1). By (3), we obtain
Now suppose that the claim of Lemma 5.2 is false, i.e.,
for some δ > 0. Since the half-line {λx 0 : λ > 0} emanates from o ∈ K and passes through x 0 ∈ K, there exists λ 0 > 0 such that
and therefore, by the aid of λ 0 x 0 > 0, x 1 = 1, and (7),
Proof of Theorem 5.1, (iii) ⇒ (iv). By (iii) and Lemma 5.2, K contains a neighborhood of c K . Therefore (iii) implies (iv).
Proof of Theorem 5.1, (iv) ⇒ (ii). Condition (iv) implies (iii), and therefore Lemma 5.2 yields c K ∈ int (K). Thus we can assume that δ in condition (iv) is small enough such that B o (c K , δ) ⊆ int (K). Hence we are given
and δ > 0 such that
.
∈ S n−1 and
Pick an arbitrary x ∈ B o (c K , δ). Then x ∈ int (K), and there exists i ∈ {1, . . . , k} such that
Next we consider points from
(This holds, since otherwise there existed
and, since K \ B o (c K , δ) is compact, there exist finitely many vectors
Now we set r
That is, for every
The last property and (8) show that c(K, ̺) ≤ m for 0 < ̺ < R(K). This proves (ii).
Theorem 5.1 implies several necessary conditions. 
Proof. Without loss of generality,
Let us assume that (α) fails. Then there exists x 0 ∈ R n \ {o} such that the open half-sphere {x ∈ S n−1 : x, x 0 < 0} does not meet K,
For sufficiently small λ 0 > 0, the point λ 0 x 0 belongs to the neighborhood
and If (γ) failed, then K ∩ bd (B(c K , R(K))) would be contained in a hyperplane and, therefore, (α) would fail as well.
Of course, (γ) implies (δ).
Corollary 5.2. If K ⊆ R n is an n-dimensional convex polytope with vertex set vert (K), then the set
is finite, and therefore properties (i)-(iv) from Theorem 5.1 are equivalent to
as well as to
In the two-dimensional setting, condition (iii) from Theorem 5.1 can be formally weakened.
Theorem 5.2. For a two-dimensional convex body K ⊆ R 2 the following is equivalent to conditions (i)-(iv) from Theorem 5.1.
Proof. The implication (iii)⇒(v) is trivial.
Now we suppose (v) and shall show (iv). Without loss of generality, we assume
We decompose the circle bd (B(c K , R(K))) = S 1 into four arcs Γ i , 1 ≤ i ≤ 4, each representing an angle of size . With every Γ i we associate a set 
We put H = H 1 ∪ H 2 ∪ H 3 ∪ H 4 and want to prove that
where
Here min ∅ = ∞ and dist(a, B) = inf{ a − b : b ∈ B}. Clearly, (10) implies
x r + δr s
r o For the proof of (10), let r ∈ S 1 and ν ∈ (0, ν 0 ] be fixed. By (9) , there exists
δr + x r ∈ K .
Case 1: x r ∈ H. Putting x 0 := x r and using x r , δr + x r ∈ K as well as 0 ≤ ν ≤ ν 0 ≤ δ, we obtain claim (10) by νr + x 0 = νr + x r ∈ conv {x r , δr + x r } ⊆ K .
Case 2: x r / ∈ H. By the construction of H 1 , . . . , H 4 , there exists i ∈ {1, 2, 3, 4} such that x r is located on the arc Γ i strictly between the extremal points a i , b i ∈ H i . Note that we have
For further computations and illustrations we assume r = (−1, 0). Then x r + δr ∈ K ⊆ B(o, 1) implies that the first coordinate of x r is positive.
Subcase 2.1: o is in the open slab bounded by {a i + µr : µ ∈ R} and {b i + µr : µ ∈ R} (see Figure 1 ). We put x 0 := c i ∈ H i . Hence x 0 is on Γ i strictly between a i and
x 0 + νr is on the segment between x 0 = c i and the intersection point s of conv {o, a i } ∪ conv {o, b i } with the straight line {c i + µr : µ ∈ R}. Now (11) gives the claim x 0 + νr ∈ K.
Subcase 2.2: o is not in the open slab bounded by {a i + µr : µ ∈ R} and {b i +µr : µ ∈ R} (see Figure 1 ). Without loss of generality, a i = (cos α, sin α) and x r = (cos ϕ, sin ϕ) with 0 ≤ α < ϕ < π 2
. We put x 0 := a i ∈ H i . By (11), the midpoint p of x r and x r + δr belongs to K and has a non-negative first coordinate. Then the intersection point q of the segment op and the straight line {a i + µr : µ ∈ R} belongs to K, too, and satisfies
Therefore x 0 + νr = a i + νr belongs to the segment a i q and hence to K as well. This shows (10) and completes the proof of Theorem 5.2.
Remark 5.1. (A) Note that the set H = H 1 ∪ H 2 ∪ H 3 ∪ H 4 in the above proof contains at most 12 points. Therefore conditions (iv) and (iii) from Theorem 5.1 can be sharpened by the additional restriction k ≤ 12, provided we are in the two-dimensional situation n = 2.
(B) Condition (v) from Theorem 5.2 fails to be equivalent to (i)-(iv) from Theorem 5.1 as soon as the dimension n exceeds 2. This is illustrated by the compact double cone
that is already mentioned after inequality (2).
Proof of (B). For a vector
) where x[< n] = (ξ 1 , . . . , ξ n−1 ) and x[n] = ξ n . With this notation,
where, of course, x[< n] is the Euclidean norm of x[< n] in R n−1 . Clearly, B(c K , R(K)) = B(o, 1) and 
| and x 0 = o. In this case the assumption gives x 0 [< n] = 0 and
be a finite set. We pick x 0 ∈ {(y, 0) : y ∈ S n−2 } \ {x 1 , . . . , x k } and define
where ·, · is the standard inner product in R n−1 . For disproving (iv) it is enough to show that the set
To obtain a contradiction, suppose that (12) Proof. "⇐": The illumination of a rectangle Q is illustrated in Figure 4 . c Q is the midpoint, and R(Q) is half the length of a diagonal. Like in (β) one sees that Q + (c Q − v i ) covers a sector of B o (c Q , δ) of size γ i . From this and γ 1 + γ 2 + γ 3 + γ 4 = 2π it follows that one needs all four angles. Therefore Q is a cyclic quadrangle with circumscribed circle bd (B(c Q , R(Q))), and the translates of Q's four angles to c Q have disjoint interiors and only four bounding rays. We obtain γ 1 + γ 2 = γ 2 + γ 3 = γ 3 + γ 4 = γ 4 + γ 1 = π (see Figure 5 ). In addition, for the cyclic quadrangle we have γ 1 + γ 3 = γ 2 + γ 4 = π .
So, necessarily, γ 1 = γ 2 = γ 3 = γ 4 = π 2 , and Q is a rectangle. P 6 + (c P 6 − v 5 ) P 6 + (c P 6 − v 3 ) P 6 + (c P 6 − v 1 ) Figure 6 : i(P 6 , R(P 6 )) = 3 < ∞ (δ) Every regular n-gon P n , n ≥ 4, satisfies i(P n , R(P n )) < ∞.
This follows easily from Corollary 5.2. For example, i(P 6 , R(P 6 )) = 3 (see Figure 6 ).
