ABSTRACT
INTRODUCTION
Tandem mass spectrometry (MS/MS) has become a dominant proteomics technique due to its ability to identify proteins in a highthroughput manner (Aebersold and Mann, 2003) . In a typical liquid chromatography (LC)/MS/MS experiment, a protein mixture of interest is digested with proteases and the resulting peptides are separated by one-or multi-dimensional LC. When eluted from the LC column, peptides are transformed into gas phase as positively charged ions using electrospray and then introduced into mass spectrometer in batches. After measuring the mass/charge (m/z) ratio of all ions, MS can precisely isolate each peptide by its m/z and fragment the peptide through collisional-induced dissociation (CID). The resultant fragments from this peptide are then measured for their m/z ratios. This process involves two sequential measurements of m/z for a peptide, thus called tandem mass spectrometry (MS/MS) experiment. Modern mass spectrometers can acquire thousands of high-resolution MS/MS spectra per day. Interpretation of such high-throughput mass spectral data in a reliable and efficient manner represents a highly challenging computational problem.
MS/MS spectra are informative about the composition and the order of amino acids in a peptide sequence as it can reveal the molecular weights of the peptide's breakdowns. Several bonds along the backbone of a peptide can be broken using the collisions. If the charge is retained on the N-terminal fragment, the ion is classified as a, b or c, and if the charge is retained on the C-terminal, the ion is classified as x, y or z. It has been observed that in a typical MS/MS spectral dataset, the majority of the N-and C-terminal ions are b and y ions, respectively, and each of these ion types contains the derivatives of neutral loss of water or ammonia (Dancik et al., 1999; Tabb et al., 2003) . Note that the sum of the two complementary ions' masses should be equal to the mass of the parent ion and the mass difference between two consecutive ions of the same type is exactly the mass of an amino acid.
There are two popular approaches for interpreting tandem mass spectra data for protein identification, the 'database search' and 'de novo sequencing' methods. The database search method compares experimental tandem spectra with theoretical tandem mass spectra of each peptide derived from a protein sequence database, such as Swiss-Prot (Boeckmann et al., 2003) , and reports the best match or matches (Eng et al., 1994; Mann and Wilm, 1994; Fenyo et al., 1998; Clauser et al., 1999; Perkins et al., 1999; Fenyo, 2000) , assuming that the query peptides exist in the protein sequence database. This approach is highly effective and has been used successfully in several proteomics projects on organisms with well-studied genomes (Washburn et al., 2001; Ho et al., 2002; Lasonder et al., 2002; Andersen et al., 2003) . However, it is not applicable when a target sequence is not present in the protein database. This can happen for a number of reasons, including novel proteins, protein mutations, post-translational modifications (PTMs) and DNA sequencing errors. Since the database search method usually generates highfalse-positive recognition rates, it remains an open problem as how to validate database search results (Nesvizhskii and Aebersold, 2004) .
De novo sequencing method attempts to derive a protein sequence directly from tandem mass spectra (Bartels, 1990; Johnson, 1997, 2001; Dancik et al., 1999; Pevzner et al., 2000; Chen et al., 2001; Lu and Chen, 2003; Ma et al., 2003) . Theoretically, fulllength peptide sequence could be derived from an ideal tandem mass spectrum by computing the differences in mass between adjacent fragment ions of the same ion type in a complete series of fragment ions. The de novo methodology usually employs a graph-theoretic approach in which tandem mass spectrum is typically represented as a graph. Each spectral peak is represented as a vertex and a pair of spectral peaks that differ precisely by the mass of one amino acid is represented as an edge (we call it type-1 edge). The partial sequence of target peptide is predicted by finding one or a set of longest directed paths in the spectrum graph. In this method, no special attempt was made to distinguish ion types and only the information on type-1 edges was used. However as shown in Figure 1 , type-1 edges could be created to connect different type of ions by mistake. That is, although the difference in mass between any two ions of the same type is always equal to the total mass of some amino acids, it is not necessarily true vice versa. Since a tandem mass spectrum generally mixes up various ions of different types, such a kind of misconnection decreases the accuracy of de novo sequencing. Furthermore, currently available de novo sequencing programs are computationally intensive and require high-quality MS/MS data. Owing to these difficulties, de novo sequencing approach has not widely been used.
In this paper, we solve the problem of ion-type identification separately from the problem of de novo sequencing. We present a novel graph-theoretic approach for the identification of ion types in a set of high-quality MS/MS data. Since the majority of MS/MS spectral peaks are either b or y ions [e.g. as observed in ion trap instruments by Dancik et al. (1999) and Tabb et al. (2003) ], our algorithm attempted to separate a set of MS/MS peaks into (1) b ions and their variants (i.e. loss of water or ammonia), (2) y ions and their variants and (3) the other ion types. We used a spectrum graph to represent a given set of spectral peaks in a similar fashion to some of the previous works (Bartels, 1990; Johnson, 1997, 2001; Dancik et al., 1999; Pevzner et al., 2000; Chen et al., 2001; Lu and Chen, 2003; Ma et al., 2003) . The main difference in our graph representation is that we considered two types of edges, one representing the connection between a pair of peaks suspected to be of the same ion type (type-1 edge) and the other representing the connection between a pair of peaks suspected to be of different ion types (type-2 edge), based on the observations that the mass difference between any two ions of the same type must be equal to the combination of some amino acids; and if the mass difference is not equal to the mass of any amino acids, it must arise from different type ions. Edge weights were assigned based on the estimated probabilities of whether the edges truly connect ions of the same or different types of ions. We formulated the ion-type identification problem as a graph partition problem, which is to partition the graph into three subgraphs, B, Y and U, respectively, to maximize the total weight of type-1 edges while minimizing the total weight of type-2 edges within each subgroup. This problem has been rigorously and efficiently solved using a dynamic programming case, where i is the distance from the root in a breadth-first tree (BFT) of the spectrum graph, L is the depth of the BFT and |S i | is the number of vertices on the i-th level of the BFT. For a spectrum graph, |S i | is generally small in value. We have systematically tested our algorithm on 114 851 simulated tandem mass spectra data derived from tryptic digested peptides of proteins in the Yeast genome, and have achieved an accuracy level of >90% for the separation of b and y ions. The tests on 19 sets of high-quality experimental Fourier transform ion cyclotron resonance (FT-ICR) tandem mass spectra indicate an average accuracy of 88%. On a typical dataset with 40 spectral peaks, our identification program PRIME (PaRtition of Ion types in tandem Mass spEctra) generally finds the globally optimal partition within 1 s, on a Dell Workstation with Pentium 4 (2.1 GHz).
METHODS

Spectrum graph representation
Let S = {s 1 , s 2 , . . . , s k } be a set of tandem mass spectral data with k peaks s j = {M j , I j }, where M j and I j denote the neutral mass and intensity of peak s j . Throughout this paper, we assumed that ion masses are already derived from their m/z ratios based on the analysis of the isotope peaks. We define zero mass peak as s 0 = {0, I k+1 } and parent mass peak as s k+1 = {M, I k+1 }, where I k+1 = max{I j , 1 ≤ j ≤ k} and M is the neutral mass of the parent peptide. Theoretically, each ion has a complementary ion (e.g. the complementary ion of a b ion is a y ion) in the same spectrum. That is for any ion with a mass X, there should be an ion with a mass Y such that X + Y = M. In an experimental spectrum dataset, some ions may have their complementary ions missing because of various reasons. In such cases, we add their complementary ions back. That is for any j , 1 ≤ j ≤ k, if there is no peak {M i , I i } with M i + M j = M, we add a peak {M − M j , I j } to the spectrum. Note that the masses of expanded spectrum S are distributed symmetrically around half of the parent mass.
We shall now examine the mass differences between pairs of spectra peaks. First, we note that the mass difference between two ions of the same type (b or y or others) is always equal to the combination of some amino acids, whereas if the mass difference is not equal to the combination of any amino acids, it must be from different type ions. Our algorithm separates ions into different ion types primarily based on this property. However, two ions with a mass difference of the combined mass of some amino acids do not necessarily belong to the same ion type. To estimate the probability of a given mass difference to be from two ions of the same type, we conducted a simulation of tandem mass spectrometry experiment in silico using tryptic digested peptides from proteins derived from the Yeast genome in Swiss-Prot database (version of March 14, 2004) . Each peptide was theoretically fragmented into b, y ions and their chemical variants (i.e. loss of water for the first present residue S, T, E, D or loss of ammonia for the first present residue R, K, Q, N). The mass differences between the ions of same type and between ions of different types were calculated and tabulated (we treated b ions and their variants as the same group and so for y ions and their variants). The conditional probability that a given mass difference δ is from two ions of the same type was then estimated by the ratio of the counts of δ between two ions of the same type to the total occurrences of δ. The results are shown in Figure 1 . Apparently, mass differences that do not correspond to the total mass of some amino acids must arise from ions of different types, while mass differences arising from one or two amino acids are highly probable to come from ions of the same type (see the information rich zone, 0-200 Da in Fig. 1) .
We used the following procedure to construct the spectrum graph. Each peak of tandem mass spectrum is represented as a vertex. To capture two distinct relationships between two vertices, two kinds of edges, type-1 and type-2 edges are considered. A pair of peaks is connected by a type-1 edge if their mass difference is the same as the mass of a single amino acid (suggesting that they are most probably of the same ion type), or by a type-2 edge if their mass difference is not equal to the combination of any amino acids (indicating that they definitely belong to different ion types). In the interest of reducing the complexity of the graph, we currently use the following more conservative definition that keeps the number of type-2 edges small. A pair of peaks is connected by a type-2 edge only if their mass difference is ≤35 Da (which is smaller than the mass of any amino acid) and not equal to 1, 17 or 18 Da (which correspond to masses of H 2 O-NH 3 , water loss and ammonia loss, respectively). We named this threshold as δ 2 . To make the calculations more efficient, if a vertex had only type-2 edges, we discarded all these type-2 edges. We call this graph G = (V , E) a spectrum graph, with V and E being the vertex and edge set, respectively.
Each type-1 edge has an assigned weight, representing the possibility that the two peaks involved are of the same ion type. The weight of a type-1 edge E(V m , V n ) is defined as follows:
where I m , I n in (0, 1] are the relative intensities of ions m and n; Pr(δ mn ) is the conditional probability that ions m and n are of the same type, given the mass difference δ mn = |M n − M m |; aa i is an amino acid type which has the smallest |m(aa i ) − δ mn | value and satisfies the condition |m(aa i ) − δ mn | ≤ δ 1 (δ 1 = 0.01 Da for simulated tandem mass spectra or 0.05 Da for experimental FT-ICR data), and m(aa i ) is the mass of aa i ; F i is the relative frequency of amino acid, aa i , in the target genome. The scaling factor α > 0 is determined empirically. This definition validates the observation that a good type-1 edge usually has a small mass deviance, connects two peaks with high intensities and has a high probability to arise from the same type ions. Since the type-2 edges generally connect different type ions based on the above conservative definition, the weight of a type-2 edge E(V m , V n ) is simply defined as
Problem formulation
If we imagine type-1 edges carrying attractive force and type-2 edges repulsive force, the vertices of the same ion type in a spectrum graph should naturally cluster together, whereas vertices of different ion types repel away. Noise can be disconnected or attached by false type-1 edges to b or y ions. The separation of b and y ions can then be achieved by optimally cutting all the type-2 edges and false type-1 edges. Let be the set of all possible tri-partitions of vertices set V of a spectrum graph G. Without loss of generality, we assume that G is a connected graph; otherwise G will be an individual connected component. We define the scoring function Score(P , G) for any tri-partition
where W i (A, B) represents the total weight of type-i edges between vertices of subsets A, B ⊆ V , Q i is a positive factor, i = 1, 2. Our goal is to find the optimal partition P opt ∈ such that
Algorithm
We now present a dynamic programming algorithm for solving the optimization problem defined above. For a carefully chosen vertex v 0 ∈ V (see below), we construct a BFT(v 0 ) of the spectral graph G, with v 0 being the root (Cormen et al., 2001) . Let S i be a set of vertices on the i-th level of BFT(v 0 ) (hence their distance to the root is i), where i = 0, 1, 2, . . . , L and L is the length of the longest path. We have
, there is no edge between V i and S j for any j > i+1. The definition is illustrated in Figure 2 .
For each partition P i of vertices of S i , let /P i be a subset of satisfying P i . We define the conditional optimal partition of vertices
The following theorem relates the conditional optimal partition of the whole graph with the conditional optimal partitions of its subgraphs. It enables us to divide the problem into smaller segments, to tackle one by one, without compromising the global optimality of the final solution.
Theorem. For any subgraph G i of G and any partition P i ∈ i where i is a set of all possible partitions of S i , the conditional optimal partition 
of vertices V i of G i can be decomposed into a conditional optimal partition of vertices V i−1 of G i−1 and a particular partition of S i
where g i is a subgraph of G formed by vertex set S i S i−1 connected by edges E i − E i−1 , and P i−1 ⊗ P i presents the virtual union of P i−1 and P i (Fig. 2 ).
Proof. Because the scoring function Equation (3) is additive in terms of the weights of edges, and subgraphs G i−1 and g i do not have any common edges based on their definitions, we always have
By combining Equations (5) and (7) with the decomposition
However Score(P , G i−1 ) is independent of P i , and Score(P , g i ) depends only on P i−1 and P i . Thus, we have
This completes the proof of the theorem.
Implementation
The following pseudocode describes the dynamic programming algorithm for solving the optimal partition problem defined in Equation (6).
1. Select v 0 from G based on a specific rule (see below);
10.
11. Select the partition P opt (P L ) with the maximal Score(P opt (P L ), G L ) value as the final optimal partition of G;
12. Determine the ion types of the partitioned vertices as follows.
The dynamic programming algorithm classifies all the spectrum peaks into three classes, B, Y and U. These three groups are really two large groups of ions of the same type (i.e. B or Y), plus a smaller set for the remaining ions (i.e. U). In the algorithm, we did not specifically use properties that are directly associated with b ions or y ions. Therefore, B may actually be y ions and Y may be b ions. To further determine whether B set contains b ions or y ions (the same for Y set), we need additional information. We used two properties of tandem mass spectra to decide which group contains the b ion set or the y ion set. (Fig. 4B and 5B). (2) Statistical analysis of tandem mass spectra has shown that the average intensity of y ions is typically more than twice that of b ions although the numbers of ions are almost the same (Dancik et al., 1999; Tabb et al., 2003) . Based on such information, PRIME reports the ion type of each ion as output.
Computational complexity
Let C(G) be the computational complexity for calculating the optimal partition of a spectrum graph G defined by Equation (6), and define C(G) as the number of function Score(P , G) calls. The computational complexity of our dynamic programming algorithm can be derived from the lines 4, 5 and 7 of the pseudocode directly,
where i is the distance from the root v 0 of the BFT(v 0 ), L is the length of the longest path of the BFT(v 0 ) and |S i | is the number of vertices on the i-th level of BFT(v 0 ). To make C(G) as small as possible, we exhaustively searched through all vertices to find the root v 0 that gave the smallest argument of O in (10) before starting the partition procedure.
Generalized algorithm-considering chemical variants
Neutral losses from fragment ions are common in tandem mass spectra. A loss of water or ammonia will reduce fragment ion masses by 18 or 17 Da. In addition, protein PTMs, a common and important phenomenon in cell functioning, also change the patterns of mass spectra by shifting a portion of peaks by specific masses. To detect and deal with such variants, we introduced a new type of pseudo amino acid with the specific mass for each suspected chemical variant, and treated the resulting ions the same way as b or y ions. For example, for water loss, we added a pseudo amino acid namely 'water' with a mass of −18.011 Da to the amino acid library. Since it is difficult to estimate the frequency of each possible pseudo amino acid occurring in tandem mass spectra in advance, we used a simplified Equation (1) to calculate the weight of type-1 edge involving these new residue types,
By doing so, virtually no change is needed in our partition algorithm for dealing with chemical variants. In addition, by introducing a pseudo amino acid for each suspected PTM, we prevented the exhaustive combinatorial search for all possible mass modifications, in which even a small set of modification types will lead to a large combinatorial problem (Yates et al., 1995) . Finally, the generalized algorithm can deal with the special case where the neutral loss ions of a spectrum are so prominent and the base b or y ions are sufficiently small that only the neutral loss ions survive the spectral preprocessing procedure. Since we treated b ions and their variants as the same group and dealt with them independently (similar approach for y ions and their variants), therefore the absence of base b or y ions do not cause major problems.
RESULTS
We have implemented our algorithm as a computer program PRIME using C++ programming language. To systematically assess its performance on ions partition, we first tested PRIME on a big number of simulated tandem mass spectra data derived from tryptic digested peptides of proteins in the Yeast genome, at various b, y ions coverage and noise/signal ratio. Then, we tested PRIME on 19 sets of high-quality experimental FT-ICR data.
Tests on 114 851 simulated tandem mass spectra derived from Yeast genome
We conducted a simulation of tandem mass spectrometry experiment in silico on fully tryptic digested peptides of proteins in the Yeast genome (Swiss-Prot version of March 14, 2004) . Figure 3 shows the composition of amino acids and the length distribution of the tryptic digested peptides. After filtering with a mass scope of 800-4000 Da, 114 852 peptides remained for the further study. These peptides had a median length of 8 residues, with the shortest peptide having 5 residues and the longest peptide having 44 residues (Fig. 3C) . Each peptide was then fragmented into b, y ions and their chemical variants (i.e. loss of water or ammonia) at given b, y ions coverage and noise/signal ratio. The coverage of b and y ions was defined as the ratio of the total number of b and y ions observed in the spectrum to the product of peptide length and two. The relative intensities for Y group ions, B group ions and noise were set to 1.0, 0.5 and 0.20 arbitrarily (Dancik et al., 1999; Tabb et al., 2003) . The simulated tandem mass spectra were then fed to PRIME and the ion type of each ion was reported as output. As an example, Figure 4 shows the simulated tandem mass spectrum of the peptide QYIDQDFILK digested from protein 2A5D_YEAST and its partition results. The virtual spectrum was constructed with the ion coverage of 0.5 and noise/signal ratio of 0.5. The calculation was finished with 0.020 s on a Dell workstation with Pentium 4 (2.1 GHz). It can be seen that all ions were partitioned correctly. We now present the statistical analysis of our test results on 114 851 simulated tandem mass spectra at various conditions. We define the sensitivity of our prediction as the number of correctly partitioned B, Y group ions divided by those observed in spectrum. We define the specificity as the number of correctly partitioned B, Y group ions divided by the number of all predicted B, Y group ions. The term sensitivity measures the ability of PRIME for ion-type partition while the term specificity measures the reliability of the partition result. Table 1 summarizes the partition results when all b, y ions were covered (i.e. no missing peak) when different levels of noise were mixed up in the simulated spectra. Since only b, y ions were considered, any mass difference <57 Da (Gly) should arise from different type ions (Fig. 1A) . Therefore, any value <57 Da of mass threshold can be used for type-2 edge construction, but the larger the better. Here we set δ 2 = 50 Da. It can be seen that PRIME achieved very good partition results at various noise/signal ratios (ranging from 0 to 1.0): >97% sensitivity and specificity; ≥95% of the simulated spectra were partitioned with 100% accuracy and ≥97% of the spectra were predicted with ≥90% accuracy. The accuracy was defined as the percentage of the total number of b, y ions that were correctly identified over that observed in the spectrum. The average number of ions in each spectrum varied from 29 to 58 and the percentage of the number of type-2 edges over the total number of edges varied from 27 to 32%. The calculations were rather fast and finished within 2-5 ms. The results show that noise affects the partition result very slightly if all b and y ions are covered in the spectrum.
Dealing with noise
It is worth noting that during the construction of spectrum graph, if we found that one vertex was connected by the type-2 edges only, we discarded all the type-2 edges that this vertex was incident to. Since we found that the ion type of this vertex cannot be determined in such a case and noise accounted for most of this kind of useless connections. By discarding them, most of the false positive assignments (i.e. noise was partitioned to B or Y group) were fixed and the computational complexity was decreased dramatically (data not shown).
Dealing with missing ions Peptide fragmentation in a tandem mass spectrum often does not produce all b and y ions. Missing ions may cause some serious problems in de novo sequencing applications. The simulated spectra were constructed with 0.5 noise/signal ratio and the given coverage of b, y ions. The notations are the same as those in Table 1 .
Because the spectrum graph approaches attempt to find an optimal path connecting the N and C termini, the absence of ions may break such a path. Previous works typically dealt with this difficulty by introducing gap-spanning edges corresponding to the missing di-or tripeptides. However as shown in Figure 1 , when a mass difference increases to 300 Da where majority of the di/tripeptides locate, the probabilities that such a mass difference arising from the same or different types of ions become undifferentiable (especially when neutral mass losses were considered). That is, extra false type-1 edges could be introduced. Our partition approach was very different from the traditional ones: disjointing ion series could be correlated to each other through type-2 edges, which still made the correct partition possible. Table 2 lists the partition results when missing ions were considered. In our simulated spectra, the noise/signal ratio was set to 0.5. No neutral mass losses were considered. It can be seen that missing ions dramatically decreased the partition accuracy. When 50% of b and y ions were missing, only 25.67% of the simulated spectra were partitioned with 100% accuracy. The sensitivity and specificity dropped to 76.84 and 82.32%, respectively. However, when 70% of b and y ions were present, 76.23% of the spectra were partitioned completely correctly, and both the sensitivity and the specificity achieved a value of ∼93%. When 80% of ions were present, we got the corresponding values of 90.68 and ∼97.31%, respectively. The results indicate that the missing ions do not cause a major problem in our algorithm.
Dealing with loss of water When b-H 2 O, b-NH 3 , y-H 2 O, y-NH 3 were considered in our simulation study, the probability that a given mass difference between two ions corresponds to an amino acid decreased (Fig. 1C) . This is due to the fact that neutral mass losses increased the chance that different type of ions produce this mass difference. For example, at the given mass difference of 57 Da (Gly), the probability that it arises from the same type of ions decreased from 0.88 to 0.70 when loss of water or ammonia were taken into account. Note that the conditional probability profile derived from the experimental spectra should be between the two theoretically derived profiles. Although neutral mass losses are common, not all of them are visible in the experimental spectra.
The information-rich zone shown in Figure 1A was also narrowed and shifted to the lower-mass end. Thus, a smaller value of δ 2 has to be chosen for type-2 edges construction. In addition, since the mass differences at 1 Da (H 2 O-NH 3 ), 17 Da (NH 3 loss) and 18 Da (H 2 O loss) give high probabilities of being from the same group ions, and the values of 39 and 40 Da give ∼41% probability of being from Gly-H 2 O and Gly-NH 3 , in the following calculations, we set δ 2 to be 35 Da. Type-2 edges were constructed between ions with only a mass difference ≤35 Da and not equal to 1, 17 or 18 Da. The new probability profile was used to calculate the weights of type-1 edges.
Using these parameters, we tested PRIME on the new simulated tandem mass spectra in which losses of water or ammonia were considered. The results are summarized in Table 3 . To reduce the computational complexity, only b, y and b/y-18 ions were generated in the simulated spectra. It can be seen that even in the case of 50% coverage of b and y ions and 50% noise/signal ratio, the partition results were quite good: 70% of simulated spectra were partitioned with 100% accuracy; both the sensitivity and specificity were ∼96%. The simulated spectra were constructed with the given coverage of b, y ions and the given noise/signal ratio. b, y ions and their neutral losses of water were included. δ 2 = 35 Da was used to built type-2 edges. The simulated spectra were constructed with 0.7 coverage of b, y ions, 0.3 noise/signal ratio and the given threshold (δ 2 ) of type-2 edge construction. b, y ions and their neutral losses of water were considered.
Compared to the results obtained with the same conditions but when only b and y ions were considered (Table 2) , the improvement was significant. The reason is that the gaps in the residue chains resulting from missing ions could be patched by the new ion series formed by the neutral mass losses. This feature is clearly shown in Figure 4B . The consideration of water loss has largely increased computational complexity. The needed CPU time was 2-4 s for each spectrum. The reason is that a large number of new type-1 and type-2 edges were constructed when the loss of water was considered, almost 4-7 times larger than the original ones. The percentage of type-2 edges was also increased to ∼35%, which could represent another important reason as to why considering loss of water is helpful in the case of missing peaks.
The power of type-2 edges One unique feature of our ion-partition approach is the use of type-2 edges. We show here that even very few type-2 edges made the partition successful. Since the number of type-2 edges was solely dependent on the value of δ 2 , we studied the performance of PRIME at various values of δ 2 . The results are presented in Table 4 . The simulated tandem mass spectra were constructed in the condition of 70% ion coverage, 30% noise/signal ratio and with the consideration of loss of water. It can be seen that at the extreme case where δ 2 = 0 (i.e. without the use of type-2 edges), our partition algorithm failed: both the sensitivity and specificity were ∼55% and no spectrum was partitioned completely correct. The reason for this is quite simple: if b ion series was coincidently connected to y ion series by a single false type-1 edge, all the b, y ions would be classified into the same group, since no repelling force (i.e. type-2 edges) can be used to partition them into the correct groups. However, when the information of type-2 edges was used, even with a small value of δ 2 , for example, 5 Da, our partition algorithm worked well: 68.8% of simulated spectra were partitioned with 100% accuracy and both the sensitivity and specificity were ∼90%. The percentage of the number of type-2 edges over the total number of edges was 7.6%, indicating the power of type-2 edges. The reason is that although type-2 edges represent local information, these local information could be propagated along the peptide chains formed by type-1 edges. Furthermore, this special feature of type-2 edges implicitly prevents an ion and its complement from being assigned to the same group. Therefore, the inclusion of a few sparse type-2 edges makes the correct partition possible.
As shown in Table 4 , as δ 2 increases, the partition accuracy increases and then decreases after reaching a maximum at δ 2 = 35 Da. As stated earlier, since the mass difference at 39 Da has 0.40 probability of being from the same type ions (Gly-H 2 O), choosing a larger value than this to be δ 2 may introduce false type-2 edges, which consequently diminish their impact.
Tests on 19 sets of high-quality experimental FT-ICR data
Collection of FT-ICR tandem mass spectra We collected 19 sets of high-quality experimental FT-ICR data from various peptide sources: from various peptide sources: synthetic peptides as well as tryptic peptides obtained from digestion of horse myoglobin, bovine serum albumin and lysozyme. All mass spectra were acquired with an IonSpec (Lake Forest, CA) 9.4-Tesla HiRes electrospray ES-FTICR-MS. Ions were generated with a low-flow rate dynamic electrospray source (flow rate of ∼400-500 nl/min), accumulated in an external hexapole, transferred into the high-vacuum region with a quadrupole lens system, and then detected in the cylindrical analyzer cell of the mass spectrometer. Because ion detection was achieved in an ultra-low vacuum regime (∼2 × 10 −10 Torr), broadband mass resolutions of about 200 000 (full width of peak at half maximum) at m/z 1000 were possible. Calibration was accomplished by using standard proteins (such as ubiquitin and myoglobin), and provided mass accuracies within a few millimass units. Low-energy fragmentation via ion collisional dissociation was accomplished with an FT-ICR-MS instrument. This method of collisional fragmentation was conducted by isolating an ion of interest (either a peptide or a protein) within the analyzer cell of the mass spectrometer, and then accelerating the ion into a nitrogen target gas under sustained offresonance irradiation collision-activated dissociation (SORI-CAD) (Gauthier et al., 1991) . Energetic collisions between the accelerated ion and the target gas generated ionic fragment ions and could be measured at high resolution.
Data preprocessing For each precursor mass, the raw profile data of its corresponding mass spectrum was loaded using the manufacturer's software IonSpec99. The molecular mass/intensity list was then tabulated using the View function and saved into a text file (noise was filtered with the default threshold). The resulting file was fed to an in-house software for further isotopic peak reduction. Since, we found that a few isotopic peaks were not identified and consequently their charges were not determined correctly by IonSpec99. This problem was fixed by re-analyzing isotopic peaks carefully, i.e. checking the consecutive peaks with uniform intervals (1.000 Da for +1, 0.500 Da for +2 and 0.333 Da for +3 and so on, with the mass tolerance of 0.005 Da). Newly identified isotopic peaks were then removed but contributed their intensities to their monoisotopic peak. This pre-processing resulted in a number of ions in each spectrum which varied from 22 to 50, covering 25-90% of hypothetical b and y ions. PRIME was then used to determine the ion type of each individual peak. The thresholds δ 1 = 0.05 Da and δ 2 = 15 Da were used to build type-1 edges and type-2 edges, respectively. In most cases, the calculations were done within 1 s on a Dell workstation with Pentium 4 (2.1 GHz). The prediction results are summarized in Table 5 .
Overall performance As shown in Table 5 , for each of the 19 test spectra, our partition program identified most of the b and y ions and their chemical variants (i.e. loss of water or ammonia) correctly. Among the 19 datasets, 7 were identified with 100% accuracy. The partition accuracy for each individual spectrum ranged from 57 to 100%, with an average accuracy of 88%. In the 'sequence' column of Table 5 , the b and y ions that were correctly differentiated were labeled with underlines (b ions) and overlines (y ions), respectively. We observed that the experimental tandem mass spectra with good coverage of b and y ions always had high identification accuracy (e.g. the peptide with 100% accuracy), while those with poor fragmentation resulted in relatively lower partition accuracy. We also observed that most induced sequence covered only a portion of target peptide sequence. However, as reported by Taylor and Johnson (1997) , those accurately determined subsequences with enough length might be appropriate to perform homology-based sequence database search through homology search tools like PSI-BLAST (Altschul et al., 1997) . Figure 5 , as an example, shows the FT-ICR tandem mass spectrum of peptide DAFLGSFLYEYSR digested from protein BSA (test no. 10) and its partition result. Several interesting results can be observed from this figure. Table 5 ) and (B) its partition results. The b ions (circles) and y ions (squares) were partitioned into two subgraphs, where vertices were connected through type-1 edges (thin lines) within each subgraph and through type-2 edges (thick lines) between the two subgraphs. Thin dashed lines represent the false type-1 edges while the thick dashed lines denote the discarded type-2 edges. Noises were labeled with diamonds. The closed symbols represent the ions observed in experimental spectrum while the open symbols denote the added complementary ions.
(loss of water here, denoted by X) were identified correctly. (2) The full-length peptide sequence except the first two residues can be readily derived from either b ion series or y ion series (no distinction between the amino acids L and I). The first dipeptide was assigned to tryptophan, since neither b1 nor y12 was observed in the spectrum and coincidently the mass of Trp is equal to the sum of Asp and Ala. It was also clearly shown that the adding back of complementary ions (denoted by open symbols) greatly improved the completeness of spectra for de novo sequencing. (3) There exists a second continuous mass ladder (572.27, 719.34, 832.43, 995.50, 1124.55, 1287.63, 1374.67 and 1530.74 ) that apparently corresponds to b-H 2 O ion series starting from position 6 of the peptide. This evidence strongly indicates that Ser-6 lost water during fragmentation. This kind of secondary mass ladder information should be highly useful in future applications for detecting the types and sites of protein PTMs, since X could be any other specified neutral mass losses of PTMs, for example, −98 Da for loss of H 3 PO 4 from phosphopeptides. (4) Three false type-1 edges (labeled with thick teal lines) were formed between b and y ions. Our algorithm recognized all of them correctly based on the global optimization.
DISCUSSION AND CONCLUSION
Methods for accurate identification of ion types provided the basis for many mass spectrometry data interpretation problems, including (1) de novo sequencing, (2) identification of PTMs and (3) validation of database search results. Compared to previous de novo sequencing methods (Bartels, 1990; Johnson, 1997, 2001; Dancik et al., 1999; Pevzner et al., 2000; Chen et al., 2001; Lu and Chen, 2003; Ma et al., 2003) , the uniqueness of our approach is that we treat the problem of ion-type identification separately from the problem of de novo sequencing. By decoupling the two problems, we arrived at a conceptually clearer framework for solving the two problems separately rather than having them tangled together.
In addition, among these published papers on de novo sequencing algorithms and applications (Bartels, 1990; Johnson, 1997, 2001; Dancik et al., 1999; Pevzner et al., 2000; Chen et al., 2001; Lu and Chen, 2003; Ma et al., 2003) , only the information similar to what we call type-1 edges was utilized. As shown in Figure 1 , false type-1 edges could arise from different types of ions by accident. To recognize this kind of false connections and to partition ions into correct classes, we introduced a new type of connection, the type-2 edges, which connect two peaks of possibly different ion types; and include the probability that a given mass difference between two ions corresponds to an amino acid into the object function. Since we use a very conservative definition in the construction of type-2 edges, the probability of having a false type-2 edge is intrinsically much lower than that of having a false type-1 edge. These facts imply that our algorithm does utilize more informational context of a given MS/MS experimental data and might describe the real spectrum more completely. The systematic tests of our approach on 114 851 simulated tandem mass spectra derived from Yeast genome and on the 19 sets of experimental FT-ICR data showed that the type-2 edges were powerful. The inclusion of a few sparse type-2 edges can make the partition correctly.
Protein PTMs generated tremendous diversity, complexity and heterogeneity of gene products, and are involved in many important cell functioning and regulation processes (Gooley and Packer, 1997) . Till date, there are over 340 entries reported in Delta Mass (http://www.abrf.org/index.cfm/dm.home?AvgMass=all), a database of protein PTMs. Therefore, the verification of PTMs raised a major challenging problem after the human genome was completely sequenced (MacCoss et al., 2002; Mann and Jensen, 2003) . The capacity for detecting the types and sites of PTMs efficiently should be a key feature of a good de novo sequencing algorithm. We have shown that our algorithm can be easily extended to consider chemical variants, i.e. loss of water or ammonia, or PTMs, by introducing a new type of pseudo amino acid with the specified mass for each suspected chemical variants, without increasing the computational complexity.
Several de novo sequencing algorithms and software packages, such as Lutefisk (Taylor and Johnson, 1997) and PEAKS (Ma et al., 2003) , were reported to perform de novo sequencing successfully and the latter also employed a dynamic programming algorithm. However as we had discussed above, the basis of these approaches are quite different from ours: no special attempt was made to distinguish ion types and solely the information of type-1 edges was used to construct the spectrum graph representation. Since our effort in this paper has been to identify the ion type of each individual peak (a first stage of de novo sequencing), no comparison was made to evaluate the performance of our algorithm with others. However, the tests on the simulated and experimental tandem mass spectra showed that PRIME achieved an accuracy of ∼90% for the separation of b and y ions. Once the ions are partitioned into correct classes, the de novo sequencing should be easily derivable from one single ion series. Work on extending this algorithm to deal with the de novo sequencing problems by using more robust data and exploring its potential applications in detecting PTMs is on-going and will be presented in the future publications.
In summary, we have developed a novel approach for the separation of b and y ions in tandem mass spectra by introducing a new type of connection, the type-2 edges and implemented it using a dynamic programming algorithm as a program PRIME. The tests on 114 851 simulated tandem mass spectra and on 19 sets of experimental FT-ICR data show that PRIME is powerful with a high partition accuracy and a high computational efficiency. We expect that PRIME will prove to be highly useful for de novo sequencing and the identification of protein PTMs at the post-genomic era.
