The article presents a rather surprising Floquet-type representation of time-varying transition matrices associated with a class of nonlinear matrix differential Riccati equations. The main difference with conventional Floquet theory comes from the fact that the underlying flow of the solution matrix is aperiodic. The monodromy matrix associated with this Floquet representation coincides with the exponential (fundamental) matrix associated with the stabilizing fixed point of the Riccati equation. The second part of this article is dedicated to the application of this representation to the stability of matrix differential Riccati equations. We provide refined global and local contraction inequalities for the Riccati exponential semigroup that depend linearly on the spectral norm of the initial condition. These refinements improve upon existing results and are a direct consequence of the Floquet-type representation, yielding what seems to be the first results of this type for this class of models.
Introduction
The aim of this article is to provide the analog of a Floquet normal form, commonly used to represent the fundamental matrices of periodic linear dynamical systems, in the case of matrix Riccati differential semigroups. These new exponential semigroup formulae shed new light on the regularity properties of matrix differential Riccati equations. Moreover, we present this Floquet normal form as an interesting and explicit example of a case in which the exponential semigroup operator of a non-periodic differential equation can be expressed explicitly.
Notation
We introduce some standard notation. We denote by M r = R r×r the set of (r × r)-square matrices with real entries and r ≥ 1. We let S r ⊂ M r denote the subset of symmetric matrices, S 0 r ⊂ S r the subset of positive semi-definite matrices, and S + r ⊂ S 0 r the subset of positive definite matrices. Given B ∈ S 0 r − S + r we denote by B 1/2 a (non-unique) but symmetric square root of B (given by a Cholesky decomposition). When B ∈ S + r we always choose the principal (unique) symmetric square root. We write A ′ to denote the transposition of a matrix A, and A sym = (A + A ′ )/2 to denote the symmetric part of A ∈ M r .
We equip the set M r with the spectral norm A = λ max (AA ′ ) where λ max (·) denotes the maximal eigenvalue. The minimal eigenvalue is denoted by λ min (·). Let Tr(A) = 1≤i≤r A(i, i) denote the trace operator. We also denote by µ(A) = λ max (A sym ) the logarithmic norm and by ς(A) := max i {Re[λ i (A)]} the spectral abscissa. Note that ς(A) ≤ µ(A) but also that µ(A) and ς(A) are of the same sign.
Matrix Differential Riccati Equations
Given some given matrices (A, R, S) ∈ (M r × S 0 r × S 0 r ) we denote by φ s,t (P s ) = P t the (forward in time) flow associated with the matrix differential Riccati equation, ∂ t P t = Λ(P t ) := AP t + P t A ′ + R − P t SP t := (A − P t S)P t + P t (A − P t S) ′ + R + P t SP t , P 0 = Q (1.1) with 0 ≤ s ≤ t and the convention φ t (Q) := φ 0,t (Q). We suppose Q ∈ S 0 r , the pair (A, S 1/2 ) observable and the pair (A, R 1/2 ) is controllable.
Let E s,t (Q) denote the exponential semigroup associated with the matrix flow t → (A − φ t (Q)S); that is the solution for any 0 ≤ s ≤ t of the equations
with E s,s (Q) = I and where we often write E t (Q) for E 0,t (Q). The observability and controllability conditions ensure [47] the existence and uniqueness of a matrix P ∞ ∈ S + r with Λ(P ∞ ) = 0 and such that B := A − P ∞ S is a stable matrix (a.k.a. Hurwitz matrix).
Observe that for any initial matrix Q ∈ S 0 + and any time horizons s, t ∈ R + we have
The implicit solution for φ t (Q) is given by
and it follows that the stability of this solution is intimately connected to the stability of the exponential semigroup (1.2). Nevertheless, most of the Lipschitz and contraction-type estimates developed in the literature are derived using Lyapunov and Gronwall-type techniques involving rather crude constants. A review on this subject in the context of filtering can be found in [5] . In this work, we provide an explicit Floquet normal form for E t (Q) which is surprising since the flow φ t (Q) is aperiodic. We then explain how this Floquet-type representation can be used to refine those contraction properties and results on E t (Q).
Some History and Convergence Literature
Bucy [12] originally studied a number of global properties of the matrix differential Riccati equation (1.1). In particular, he proved that solutions exist for all time when the initial condition is positive semi-definite, he proved a number of important monotonicity properties, along with bounds 1 on the solution stated in terms of the controllability and observability Gramians. Bucy [12] studied when the solution of the autonomous Riccati equation converges to a solution of an associated (fixed-point) algebraic Riccati equation, and finally he proved exponential stability of the time-varying Kalman-Bucy filter along with an exponential forgetting property of the associated Riccati equation. Associated with the differential Riccati equation is the (fixed-point) algebraic equation (1.3) whose solution(s) correspond to the equilibrium point(s) of the corresponding differential equation. This algebraic equation was studied by Bucy in [16] and it was shown that there exists an unstable negative definite solution (in addition to the desired positive definite equilibrium). A detailed study of the algebraic Riccati equation was given by J.C. Willems [70] who considered characterising all solutions. Bucy [15] later considered the so-called structural stability of these solutions. Detectability and stabilisability conditions are necessary and sufficient for a unique stabilising positive semi-definite solution of the algebraic equation [43] . See also [43, 17, 71] and the early review paper [44] for related literature. A (marginally) stable solution of the algebraic Riccati equation exists under detectability conditions; see [52, 53, 71, 61] . The discussion in [8, Chapter 2 and 3] is also of general interest here; as is [47] .
Returning to the differential Riccati equation (1.1), convergence to a stabilising fixed-point was studied extensively in [17] , where a number of generalised convergence conditions in terms of the system model were given. We also note the early paper [72] that studied convergence and dealt further with a generalized version of the Riccati equation with a linear perturbation term. See also the seminal text [45] . A geometric analysis of the differential Riccati equation and its solution(s) is given in [68] . In [32] sufficient conditions are given such that the solution of the differential Riccati equation at any instant is stabilising; see also [60] . In other work [61, 24, 18, 58] convergence to a (marginally) stable solution was studied again, with further relaxations and where necessary conditions on the system model were addressed.
We also point to the texts [64, 8, 1] , dedicated to the Riccati equation, for further background and results (many of which are tangent to the discussion relevant here).
Finally, we point to [5] for a number of convergence results and contraction estimates on the Riccati flow φ t (Q) and on the exponential semigroup E t (Q). As noted, we seek to refine many of these convergence estimates given the explicit Floquet-type normal representation of E t (Q) presented later.
Solution Techniques and Forms
In order to estimate the stability properties of φ t (Q) or E t (Q) it would be useful to represent these quantities in some rather explicit form. Appropriately chosen representations also aid in robustness and sensitivity analysis (e.g. in terms of perturbations of the system model (A, R, S)). The literature on representations of φ t (Q) is too broad to adequately survey but in this subsection we highlight briefly some work in this direction with further pointers to the literature. See the early reviews in, e.g., [3, 40] for initial guidance. Representations of E t (Q) are much less studied, and the Floquet-type normal form presented herein is one of the main contributions of this work.
From the numerical viewpoint, matrix differential Riccati equations (1.1) may be solved for the flow φ t (Q) using direct Runge-Kutta numerical integration [40, 28] . Ensemble Kalman-Bucy filtering [29] provides a mean field interacting particle approximation of the Riccati flow φ t (Q) in terms of sample covariance matrices associated with a Kalman-type differential equation. This probabilistic approach for numerical evaluation of the flow is also rather general, and the resulting sample covariance evolution is known to satisfy (1.1) with an additional (additive) diffusion term that can be made as small as desired at the expense of more computation (i.e. more particles). The stability analysis of these matrix diffusion processes rely on the stability properties of (1.1); see for instance [6, 7, 25] .
More explicit formulae for the flow φ t (Q) itself are numerous in the literature. The Bernoulli substitution method [64, 12, 23, 40, 51] , and Chandrasekhar decompositions [38, 49, 46, 40] , lead to several related expressions for the flow φ t (Q). For example, the Bernoulli substitution approach has numerous variants [40] , but the broad idea is to express the solution of the Riccati equation as the ratio of two matrices (e.g. associated with the spectral decomposition of a Hamiltonian matrix). A system of linear differential equations on an augmented state space (double the original system size) is then solved for the individual matrices forming the ratio. This strategy is rather general, but there is no intuitive way to relate with some precision, the ratio-solution nor the spectrum of the Hamiltonian to the parameters of the model. The article [57] provides one description of this couple of matrices in terms of the steady state matrix P ∞ .
Numerous other expressions for φ t (Q) exist; e.g. methods based on Lyapunov transformations are also popular, see [3, 48, 55, 56] . The literature here is too broad to adequately survey. See other representations for φ t (Q) in, e.g., [67, 8, 37, 51, 57] . The literature referenced in these articles points to further forms of φ t (Q) (or variations of more common forms discussed here).
In [63, 62] an expression for the flow φ t (Q) is given in which explicit connections with the system model and the steady state solution can be made. This expression for φ t (Q) is derived herein as an immediate consequence of the Floquet-type representation on the exponential semigroup E t (Q) given later.
Coming to the exponential semigroup E t (Q), we find that explicit expressions for E t (Q) are far less studied. The definition (1.2) implies that E t (Q) is also the exponential semigroup (i.e. the fundamental matrix) associated with the time-varying linear system,ẋ t = (A − P t S)x t .
Interestingly, the contractive properties E t (Q) imply the stability of both the preceding linear (timevarying) differential system and the time-invariant matrix differential Riccati equation (1.1). The study of time-varying linear differential equations is difficult and intuition does not generally carry over from the timeinvariant case. For example, in contrast with time-invariant systems, the eigenvalue placement in general (arbitrary) time-varying coefficient matrices does not yield information on the stability of the system. Well known counterexamples of unstable systems associated to time-varying matrices with negative eigenvalues are given in [21] . Conversely, stable systems defined by time-varying matrices with positive eigenvalues are given in [73] . Most stability results for systems likeẋ t = (A − P t S)x t , in general, rely on the design of judicious Lyapunov functions, often described by ad-hoc time varying matrix inequalities [41] . This approach is also difficult in practice. See alternatively [66, 27, 21, 2, 69, 42, 35, 54] for special cases.
One idea for simplifying the stability analysis of time-varying linear systems is to study explicit representations of the exponential semigroup. However, this approach is typically not available since expressions for the fundamental matrix are generally not obtainable. However, we may contrast this with the time-invariant case where the fundamental matrix is just a standard matrix exponential [21] , and more generally with periodic systems (as discussed and exploited subsequently).
From a mathematical viewpoint, it is tempting to integrate sequentially the differential equations (1.2), to obtain an explicit description of E s,t (Q) in terms of Peano-Baker series [59, 4] , see also [10, 31, 36] . Another natural strategy to express the semigroup as a true matrix exponential
where t s · du denotes the traditional Magnus series expansion involving iterated integrals on the Lie algebra generated by the matrices (A − φ u (Q)S), with s ≤ u ≤ t. For more details on these exponential expansions we refer to [9, 50] . In practical terms, the use of Peano-Baker and/or exponential Magnus series in the study of the stability properties of time-varying linear dynamical systems is rather limited.
Floquet Theory
It is well known that the fundamental matrix (i.e. the exponential semigroup) of time-varying linear systems with periodic matrix coefficients can be represented in terms of the exponential of a matrix (a.k.a. the monodromy matrix) up to an invertible and bounded matrix flow. This feature is the main subject of Floquet theory [30] .
The central idea is to design a natural change of coordinates that transforms any time varying but periodic systems to traditional linear and time homogeneous models. In this situation, the stability of the system is characterized in terms of the spectrum of the exponential monodromy matrix associated to the system; see e.g. [11, 22, 33] and the references therein. This elegant and powerful approach provides sharp, as well as necessary and sufficient conditions, for the stability of periodic linear systems systems.
Besides the fact that the flow of Ricatti matrices t ∈ R + := [0, ∞[ → A t := A − P t S is not periodic and the matrices A s A t = A t A s don't commute (s = t) we have the following rather surprising theorem. 
where B is defined in (1.3) and C t : S 0 r → Gl r is some flow of linear and invertible functionals, where Gl r ⊂ M r denotes the general linear group of invertible matrices. Clearly, E t (P ∞ ) = e tB .
A more precise description of the matrix functional C t , including some uniform estimates is provided in Section 2; see Theorem 2.1. This result is interesting as besides the fact that the evolution φ t (Q) and the matrix flow C t (Q) are not periodic, most of the stability properties discussed in Floquet theory still apply to this class of model. Section 2 also contains an explicit form of the Riccati flow φ t (Q) derived easily from the Floquet representation of E t (Q), and some explicit expressions of the limiting matrix associated with some particular models (A, R, S).
Note that a Floquet representation of the linear system (on an augmented state space, double the original system size) associated with the Bernoulli substitution method [12, 23, 40] for expressing φ t (Q) has been explored in [1] . This study holds for matrix differential Riccati equation with periodic coefficients [8, 1] (of which the time-invariant case here is of course a special case). However, we emphasise that the Floquet representation on the level of the linear system associated with the Bernoulli substitution does not yield a Floquet form on the level of the Riccati flow φ t (Q) itself; i.e. it does not represent a Floquet form of E t (Q).
In Section 3, we illustrate the impact of the Floquet-type formula (1.6) in the stability analysis of the matrix differential equation (1.1). We provide a series of refined spectral and Lipschitz contraction estimates on E t (Q). To get some intuition here on the power or usefulness of this representation, we recall that φ t is a smooth matrix functional with a first order Fréchet derivative defined for any Q ∈ S 0 r and H ∈ S r by
Higher order Fréchet derivatives can also be found in [7] . In addition, for any Q 1 , Q 2 ∈ S 0 r we have the decomposition
The above formula is a direct consequence of the polarisation formula (2.6). These decompositions combined with the Floquet representation (1.6) allows one to develop a refined analysis of the local and global contraction properties of the Riccati semigroup functionals Q → φ t (Q). To the best of our knowledge, the uniform and quadratic-type estimates presented here are the first results of this type for this class of models.
A Floquet Exponential Semigroup Formula
Consider the Gramian flow and a related steady state matrix,
The function S : t ∈ R + → S t ∈ S + r is positive definite for any t > 0 due to the observability assumption [63] and it is increasing w.r.t. the Loewner order. The matrix P − ∞ < 0 is the unique negative-definite steady state of the Riccati equation (cf. Proposition 4.1 given later). Note that the existence of the negative-definite fixed point P − ∞ follows from the observability and controllability assumption; see [8, Chapter 3] and [47] . Consider now the linear matrix functional
Note also that rearranging gives,
The invertibility of C t is immediate. Our main result takes the following form.
Theorem 2.1. The state transition matrix semigroup E t (Q) is given for any t > 0 in closed form by the exponential formulae (1.6). In addition, for any δ > 0 we have the uniform estimates
where again we highlight that E t (P ∞ ) = e tB and where
The proof is provided in Section 4. We leave it as open, the problem of establishing an analogue of Theorem 2.1 under milder detectability and stabilisability conditions [43, 45, 17, 47] on the model (A, R, S).
Using the decomposition
we readily check the following corollary.
Corollary 2.2. For any t > 0 we have the closed form Lipschitz type matrix formula
Applying Corollary 2.2 with Q 2 = P ∞ and using (2.3) we recover the Bernstein-Parch-Tekinalp formula [63, 62] given by,
An Explicit Example Case
Explicit formulae for the fixed points (P − ∞ , P ∞ ) in terms of (A, R, S) are difficult to obtain 2 . However, when S > 0 and SA = A ′ S ≥ 0, the fixed point matrices (P − ∞ , P ∞ ) are given by the formulae
The derivation of (2.8) and (2.9) are provided in the Appendix A. 
Applications of the Floquet Form: Refined Contraction Estimates
(Q 1 , Q 2 ) : Q 1 , Q 2 ∈ S 0 r ∈ [0, ∞] with the local Lipschitz constant: lip F (Q 1 , Q 2 ) := inf {c : F (Q 1 ) − F (Q 2 ) ≤ c Q 1 − Q 2 }.
Some Existing Contraction Estimates
For any Q ∈ S 0 r we have the following results (e.g. see [12, 5] Using Lyapunov techniques one can show (viz. e.g. [12, 5] ) that for any t ≥ 0, s ≥ δ > 0 we have
for some α δ , β δ > 0 that depend also on the model (A, R, S). Note in [5] the assumption that R is invertible is taken; as is common in filtering applications where R relates to the signal noise covariance matrix. In [5] , the constants in this estimate are explored quite explicitly with this assumption of R invertible (or more technically with R or S invertible). However, qualitatively, this bound (3.2) easily holds more generally under just controllability/observability of (A, R, S); see [12, 8] , or even under weaker stabilisability/detectability conditions; see [43, 45] . Corollary 4.9 in [5] provides for any s ≥ 0 exponential decays
for some α, β > 0, different to those in (3.1), and that depend on (A, R, S) with again R (or S) invertible. Note that the contraction inequality (3.3) holds for all time horizons. However, in [5] the penalty we pay for allowing s → 0 in (3.3) is the exponential constant in Q .
In the next subsection, we easily (and quantitatively) refine these estimate as a consequence of the Floquet representation and the refined spectral estimates on C t (Q) in Theorem 2.1. We also only ask for the model (A, R, S) to be controllable and observable.
Note also that it is desirable to relate the decay of E s,s+t (Q) to the decay at the fixed point e tB (since as t → ∞ it is clear that we cannot do better). 2 For example, in [20] an explicit formula for P∞ is given under the following particular conditions, S > 0, and,
The article [20] is based on the Moser-Veselov interpretation of some class of Riccati equations developed in [19] . Related closed form expressions when R = 0 and with diagonal matrices A are presented in [65] .
Refining the Contraction Estimates
With Theorem 2.1 and Corollary 2.2, the exponential constant exp (α Q ) in the preceding (existing) contraction estimates can be replaced by c (1 + Q ), and without any resort to requiring R > 0 as used in [5] when explicitly computing constants. Throughout this subsection, c < ∞ is some parameter whose values depends on the matrices (A, R, S) and may change from line to line.
Recall throughout that E t (P ∞ ) = e tB and e tB is bounded and decays as in (3.1). We have the following corollary.
In addition, for any t ≥ 0 and s ≥ δ > 0 we have the uniform estimate
Proof. Combining (1.4) with (2.5) and Proposition 4.3 in [5] for any t ≥ s ≥ 0 we check that
The proof of the l.h.s. in (3.5) follows from the preceding line and the l.h.s. estimate in (3.1). Using (2.4) for any t − s ≥ δ > 0 also have
This ends the proof of the corollary. This refinement, which replaces the exponential constant exp (α Q ) in, e.g., (3.3) with c (1 + Q ) in (3.4) , may be important in practical analysis. For example, traditional backward semigroup analysis involves interpolating paths of the form s → φ s,t (φ ǫ s (Q)) for some approximating flow φ ǫ s (Q) as ǫ → 0. For stochastic approximations, the convergence analysis requires estimating moments of the matrix exponentials E t (φ ǫ s (Q)). Using (3.3) to estimate such moments would require the control of the exponential moments of φ ǫ s (Q), whereas using (3.4) only requires conventional moments. For example, in ensemble Kalman filtering theory, the former often do not exist while the later do; see e.g. [6, 7] .
We consider the parameters
In this notation, combining Corollary 2.2 with the decomposition
we readily check the following corollary. 
In addition, for any time horizon t ≥ 0 we also have the local Lipschitz estimates
Observe that
It follows that the estimates in the preceding corollary improve those presented in Section 4.3 in [5] that depend on some exponential Lipschitz constant of the form exp (α ( Q 1 + Q 2 )). 
with the positive matrices S t , S ∞ defined in (2.1).
Proof. The proof of l.h.s. assertion is immediate. Observe that
By definition of the steady state P ∞ > 0 we have
The uniqueness of P − ∞ < 0 is proven in [16] . This completes the proof of the proposition. Observe that
As product of positive-definite matrices may fail to be positive-definite, the mapping Q → C t (Q) is not necessarily a positive map. Nevertheless, C t (Q) is invertible and we have the formula
For any δ > 0 we have the estimates
In addition, we have the l.h.s uniform estimate in (2.5).
This implies that
On the other hand, we also have
This ends the proof of the first estimate which implies the l.h.s in (2.4) . Observe that
On the other hand for any 0 ≤ t ≤ δ we have
This ends the proof of the second estimate. This shows that for any δ > 0 we have
which implies the l.h.s. in (2.5) . This ends the proof of the lemma. Now we come to the Proof Theorem 2.1:
The polarisation formula in (2.6) implies that ∂ t P t = (A − P t S) (P t − P ∞ ) + (P t − P ∞ ) B ′ = Λ(P t ) and by the solution uniqueness of the Riccati equation we conclude that
The proof of the theorem is finished. A Appendix: Derivation of (2.8) and (2.9)
We set (A, R, S) = S 1/2 AS −1/2 , S 1/2 RS 1/2 , I and P = S 1/2 P S 1/2
In this notation, we have
On the other hand whenever P = P ∞ we have
The last assertion comes from the uniqueness property of the Riccati fixed point P ∞ s.t. A − P ∞ S is stable. We conclude that P ∞ = AS −1 + S −1/2 (S 1/2 [A 2 S −1 + R]S 1/2 ) 1/2 S −1/2
On the other hand, for any S, Q > 0 we have S 1/2 QS 1/2 = S 1/2 QSS −1/2 = S 1/2 (QS) 1/2 S −1/2 2 where (QS) 1/2 has positive eigenvalues. Then, we have the formula S 1/2 QS 1/2 1/2 = S 1/2 (QS) 1/2 S −1/2 =⇒ S −1/2 S 1/2 QS 1/2 1/2 S −1/2 = (QS) 1/2 S −1 from which we conclude that
We set P − ∞ := S 1/2 P − ∞ S 1/2 and P ∞ := S 1/2 P ∞ S 1/2
On the other hand, recalling that A < P ∞ we have
We conclude that P Observe that P ∞ − P − ∞ = 2 A 2 + RS 1/2 S −1 = − 2BS −1 Now (2.9) is a direct consequence of (1.6).
