Abstract. We consider a nonlinear differential-functional parabolic boundary initial value problem
The purpose of this paper is to give some conditions which will guarantee that the parabolic problem has a stable solution. Basing on the results obtained in [7] and [5, 6] , we prove that the limit of the solution of the parabolic problem (1) as t → ∞ is the solution of the associated elliptic problem (2) , obtained by the monotone iterative method. The problem of stability of solutions of the parabolic differential equation has been studied by D. H. Sattinger [14, 15] , H. Amann [3, 4] , O. Diekmann and N. M. Temme [8] , and J. Smoller [17] . Our results generalize these papers to encompass the case of differentialfunctional equations. Differential-functional equations arise frequently in applied mathematics. For example, equations of this type describe the heat transfer processes and the prediction of ground water level. 
We denote by C(G) := C(G, R) the space of continuous functions with the norm f := max x∈Ḡ |f (x)| and we denote by , 1, 2 , . . . ; 0 < α ≤ 1) the Hölder spaces and by H l,p (G) (p ≥ 1) the Sobolev space with the respective norms |f | l+α , |f | l+α , f l,p (more information about these spaces can be found in [9] , [10] ).
We shall say that the operator A (see the abstract) is uniformly elliptic in G if there is a constant µ > 0 such that
for all x ∈ G and ξ = (ξ 1 , . . . , ξ m ) ∈ R m . We say that the operator
(H a ) We assume that a jk ∈ C 0+α (G) and a jk = a kj (j, k = 1, . . . , m).
Moreover, we assume that h ∈ C 2+α (∂G), where
We assume that the function
R satisfies the following assumptions: (L) f satisfies the Lipschitz condition with respect to y and s, i.e., for any y, y, s, s we have
where L 1 , L 2 are nonnegative constants; (H f ) f is Hölder continuous with exponent α (0 < α ≤ 1), with respect to x in G; (W) f is increasing with respect to y and s.
A function z = z(t, x) will be called regular in D if it is continuous in D and has continuous derivatives ∂z/∂t, ∂z/∂x j ,
Functions u = u(t, x) and v = v(t, x) regular in D and satisfying the systems of inequalities
are called a lower and an upper function for the parabolic problem (1) in D, respectively.
Analogously, functions u = u(x) and v = v(x) regular in G and satisfying the systems of inequalities
are called a lower and an upper function for the elliptic problem (2) in G, respectively. These functions are also called a lower and an upper solution [12] , [14] or a sub-and a supersolution [4] .
Assumption A. We assume that there exists at least one pair u 0 = u 0 (t, x), v 0 = v 0 (t, x) of a lower and an upper function for the parabolic problem (1) in D.
Assumption A*. We assume that there exists at least one pair u 0 = u 0 (x), v 0 = v 0 (x) of a lower and an upper function for the elliptic problem (2) 
Analogously we define a weak solution of the parabolic problem. We shall call a solution u = u(x) of the elliptic problem (2) asymptotically stable if it is a stable solution of the parabolic problem (1) and
where u = u(t, x) is a solution of the parabolic problem (1).
2. Preliminary remarks. Let u 0 , v 0 be a lower and an upper function for the elliptic problem (2) in G such that u 0 (x) ≤ v 0 (x) for x ∈ G. We define the set
and u 0 , v 0 is the segment
Now, we assume that the function f :
(c) the derivative ∂f /∂y exists and is continuous, and ∂f ∂y (x, y, s) ≤ c 0 in K, where c 0 > 0 is a constant; (d) f is increasing with respect to s.
Under the above assumptions, the elliptic problem (2) has at least one regular solution z such that
and the functions
are, respectively, the minimal and maximal solutions of the problem (2) in K, where u n and v n are defined as regular solutions in G of the linear equations
with boundary condition from the problem (2) and k > c 0 (for the proof see [7] ). R e m a r k 1. Assumption (c) can be weakened. Lemma 1 holds if we assume that the function f (x, y, s) satisfies the Lipschitz condition with respect to y in K.
ary condition z(x) = 0 for x ∈ ∂G, i.e., when h(x) ≡ 0 on ∂G.
be an upper function of the elliptic problem (2) in G and let v = v(t, x) be a solution of the parabolic boundary initial value problem
P r o o f. Under the above assumptions, from Theorem of [5] , p. 39 (cf. also [6] , p. 706) it follows that the parabolic problem (7) has a unique regular
On the other hand, v 0 is an upper function for the elliptic problem (2). Since ∂v 0 /∂t = 0, v 0 is a solution of the problem
Applying J. Szarski's theorem on weak partial differential-functional inequalities (J. Szarski [18] , Theorem 1, pp. 208-209) to systems (7), (8) we get
Now we consider the function
This function satisfies the following parabolic problem
Applying again the theorem on weak partial differential-functional inequalities to systems (7) and (9) we get
The function v(t, x) is nonincreasing with respect to t. Indeed, let t 1 < t 2 and κ = t 2 − t 1 . Then
This completes the proof.
We can prove an analogous theorem for a lower function u 0 = u 0 (x) of the elliptic problem. In this case a solution u(t, x) of the parabolic problem with initial condition u 0 is nondecreasing with respect to t.
Therefore we have the inequalities
Theorem 2. If u = u(t, x) is a regular uniformly bounded solution of the parabolic boundary initial value problem
and lim t→∞ u(t, x) = u(x) exists, then the function u = u(x) is a regular solution of the elliptic boundary value problem
P r o o f. The proof will be divided into two steps. First, we will prove that u is a weak solution of the elliptic problem (11) . Next we will show that u is a regular solution of this problem.
To prove that u is a weak solution of (11) we need to show that u ∈
Integrating by parts the first term of (12) we can write this equation in the equivalent form
, where the operator A * is adjoint to A,
From the Theorem of [5] , p. 39, it follows that the parabolic problem (10) has a unique regular solution. Multiplying the equation of (10) by any test function ξ ∈ C ∞ 0 (G) and integrating we get 
From the assumption of the uniform boundedness of the solution u(t, x) of the problem (10) and the Lebesgue dominated convergence theorem we get successively:
From this and the Lipschitz condition (L) it follows that
Therefore, applying the Lebesgue dominated convergence theorem we get
Finally,
Consequently, by (α), (β) and (γ) we have
. Hence u is a weak solution of the elliptic problem (11) . Now we prove that u is a regular solution of (11) . Observe that u is bounded in G, hence u ∈ L p (G). Thus, we have F u ∈ L p (G) (see [19] , p. 214, or [11] , p. 31).
Consider the elliptic boundary value problem when p > m. Therefore w ∈ C 0+α (G). Consequently, F w ∈ C 0+α (G) (see [12] , p. 214).
By virtue of the Schauder theorem on the existence and uniqueness of solution of the Dirichlet problem for a linear elliptic equation (J. Schauder [16] , see also A. Friedman [9] 
has a unique regular solution w ∈ C 2+α (G). Therefore, it is easy to see that w = u. This completes the proof of the theorem.
Theorem 3. If u = u(t, x) is a solution of the parabolic problem (1) in D with initial condition ϕ 0 such that
where v 0 is an upper function and z is the maximal solution of the elliptic problem (2) in G defined by (6), then lim t→∞ u(t, x) = z(x), so z is asymptotically stable from above.
in G, where u 0 is a lower function and z is the minimal solution of the elliptic problem (2) in G defined by (5), then lim t→∞ u(t, x) = z(x), so z is asymptotically stable from below.
If z = z =: z (i.e., the elliptic problem (2) has the unique solution z) and
then lim t→∞ u(t, x) = z(x), so z is asymptotically stable (i.e., both from above and from below ). Hence v is bounded from below and by virtue of Theorem 1 the function v is nondecreasing with respect to t. Therefore lim t→∞ v(t, x) exists. By Theorem 2 this limit is a solution of the elliptic problem (2) and z ≤ lim t→∞ v(t, x).
On the other hand, z is the maximal solution of (2), so we get z(x) ≤ u(t, x) ≤ v(t, x) in D. Moreover, (15) holds and hence lim t→∞ u(t, x) = z(x), so z is an asymptotically stable (from above) solution of the elliptic problem (2) .
The rest of the proof runs analogously.
