This paper proposes a primal-dual method for solving the minimum cost flow problem with an additional linear constraint. Each branch of a given network has two dimensional distance associated with it. The first element is related to the cost, and the second to the coefficient of the additional constraint. The lexico-shortest route is defined as the route with the minimum distance in the lexicographical ordering. A loop with negative distance is called a lexico-negative loop. A lexico-negative loop such that the first element of its distance is negative, never appears. When there exists a lexico-negative loop such that the first element is zero, and that the second is negative, the current primal solution (flow) is improved by changing the flow around the loop. Otherwise, the lexico-shortest route exists and the current dual solution is jmproved. Our algorithm is a pure network algorithm in the meaning that we need not know what is the basis for the current solution. It is very suitable to the cases when degeneracies often occur.
Introduction
We often meet the network programming problems with additional linear constraints like bundle capacities or divisible activities [1, 4] . When they have two or more additional constraints ,. we need some simplex method techniques [2, 3, 5, 8] . But we can solve the maximal. flow problem with a bundle, or the critical path problem with a divisible activity by the pure network algorithms with the help of multipliers [6, 7] . For the minimum cost flow problem with an additional constraint, Masch [9] proposE,d the cyclic method based on the simplex procedure. Here, we show a pure network algorithm called the 1exico·-shortest route algorithm for solving it_ 167 
Problem Formulation
Let us consider a directed network G={N,B) where N is the set of n nodes, numbered 1,2, ••• , n, node 1 is the source, node n is the sink, and B is the set of directed branches (pairs of nodes). Then, the-minimum cost flow problem with an additional linear constraint is formulated as follows: 
subject to (2.1) and (2.2). for (i,j)CB d1 ,
for (i,j)CB d3 , 
Primal-dual method (b) Solve RP(~,v). Let i be, its optimal solution and go to (a).
Lexico-shortest Route Algorithm
We shall show the lexico-shortest route algorithm for solving P(~).
First, we introduce some definitions. Let 
for E such that O<E~t:.X, (xij) is a feasible solution of P(~), and z(i' .i)<z(i,i), which contradicts that x is an optimal solution of P(~).
Q.E.D. is a feasible solution of RD(x).
Theorem 7. If there exists no LN loop. ($,v) is not optimal to RD(x).
Now, we show our algorithm. If has two phases corresponding to those of the primal-dual method.
LS route algorithm Phase 1.
Let x=0 and q=O, and iterate step 1 and step 2 alternately.
Step 1.
Step 2. Obtain the LS distances from node 1 to all node. If impossible (there exists an LN loop), go to step 2. If possible, go to step 3.
Step 2. (Improving the solution of RP(~,v).)
Let L be the LN loop. Determine ~x by (4.3). Get an improved solution by (4.4) for £=~x. Go back to step 1.
Step Remark 5. If go is the maximal flow value, the distances from node 1 to some nodes are not finite. Then, obtain the LS distances from node n in step of phase 2.
Illustrative Example
To illustrate our algorithm, consider the network of Fig. 1 .
Phase 1.
We start with x=O and g=O.
Iteration 1.
Step Step 2.
Constrained Minimum Cost Flow Problem
from node 1 are indicated by bracketed numbers and LS routes by broken lines in Fig. 2(a) . The LS route from node 1 to node 7 is
(1,2,3,4,5,7).
~x=10, and the new flow (x . .) is shown in Fig. 2(b) .
~J
Iteration 2.
Step 1. For the current flow, d's are defined by (4.1) and (4.2).
In Fig. 3(a) Step 2. ~x=40, and q=SO=qO' We get the flow shown in Fig. 3(b) , which is an optimal solution of P(O), and terminate phase 1.
Phase 2.
Step 1. We get the LS route (1,3,4,5,7) as shown in Fig. 4(a) . Therefore,
Step 2.
we can increase the value of ~(improve the current solution of RD(x». The new value of ~ is 1.5.
Step 1. We replace c .. by c~ .(1.S)=c .. +1.Sb ... Then, we find the LS route
(1,3,4,5,7) (Fig. S(a». (Note that the route is the same that we got in the last iteration, but that the LS distance is greater.)
Step 3. ~~=O.S, and ~ is increased to 2(=1.5+0.5) (Fig. S(b». Iteration 3.
Step Step 2. ~x is determined by
The new flow is shown in Fig. 6(b) . Then, n=290-3xl0=260.
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Iteration 4.
Step 1. See Fig. 7{a ). The LS route is (1,3,4,5,7).
Step 2. See Fig. 7(b) . 6~=2/2=1, and the new value of ~ is 3.
Iteration 5.
Step 1. See Fig. 8(a) . There exists an LN loop L=(2,4,S,6,2), and d(L)=(O,-2).
Step 2. x=min(a24-x24,a4S-x4S,aS6-xS6,x26)=min(20,30,30,40)=20 Fig. 8(b) shows the new flow with n=220(=260-20x20).
Iteration 6.
Step 1. See Fig. 9(a) . There exists an LN loop L={1,3,4,S,6,2,1).
Step 2. 6x=10, and the new flow is shown in Fig. 9{b ).
Iteration 7.
Step I. See Fig. 10(a) . We can find the LS route (1,2,6,S,7).
Step 2. (s . .) are shown in Fig. 10(b) .
~J terminate our algorithm.
Since BO is empty, 6~=oo, and we ---.. (q= 50, n=290) . Fig. 3 . Iteration 2 of phase 1. (6, 5) l!x=40
T. Kobayashi 
M=O.5
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Concluding remarks
The differences between our algorithm and the cyclic' method modified for our problem are as follows.
(1) The cyclic method is based on the simplex procedure. Therefore, it always keeps which the basis which is represented by a tree. The "node potential" variables
correspond to (t. ,t. ) in our algorithm are computed by the equations: 
5 67 =6+0-5=1.
Hence, (6,7) enters T instead of (2,3), but neither <p increases, nor n decreases. In general, it takes some iterations before getting out a degenerate solution because only one basic branch is exchanged by a non-basic branch at each iteration, and some extra technique is necessary for avoiding the circling as Masch mentioned. On the other hand, we do not keep any tree, but we make
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a tree such that ~ strictly increases whenever no LN loop exists by the shortest route algorithm using lexicographic.al ordering, and it may have two or more branches which do not belong to the former tree. From the above, our algorithm is very suitable for solving problems such that degeneracies often occur in applying the simplex procedure.
(2) We can get the best solution of pea) by using the lexicographical ordering.
Here, the best means that the solution which minimizes n among the opti~ll solutions of pea). In the cyclic method, the initial solution is not always the best because coefficients b's are not used for obtaining it.
Our algorithm is also applied to a network flow problem with two objectives like cost and time. Suppose that we wish to minimize subject to (2.1) and (2.2). In general, it is impossible to minimize two objective functions in the same time. So, let us combine them as Then, the problem is P(~). Therefore,we can get optimal solutions for every ~ by our algorithm. Here, we note that the network flow problem with two objectives may be an assignment problem or a shortest route problem.
