Abstract: In this paper, we abstract a kind of stochastic processes from evolving processes of evolving networks, this process is called evolving network Markov chains. Thus the degree distribution of evolving network is transformed to the corresponding problem of evolving network Markov chains. First we investigate the evolving network Markov chains, and get its exact formulas and obtain a criteria to judge whether the steady degree distribution is power-law or not. Then we apply it to evolving networks. With this method, we get a rigorous, exact and unified solution of the steady degree distribution for evolving networks.
Introduction
Barabási and Albert [1] found that for many real-world networks, e.g., the World Wide Web (WWW), the fraction of vertices with degree k is proportional over a large range to a power-law tail, i.e. P (k) ∼ k −γ , where γ is a constant independent of the size of the network. For purpose of opening up mechanism producing scale-free property, they proposed the well known BA model and summarized the reasons: growth and preferential attachment. However, many real networks are not purely growing (as BA model), instead they are evolving networks with not only link and node additions but also removals. For example, protein-protein network is an evolving network with gene duplication, divergence, deletion and heterodimerization .
There are many empirical (simulation) studies of evolving networks, such as [2, 3] , but analytical studies of evolving network models are few. Shi D.H. et al. [4] proposed a birthand-death process method to compute the degree distribution of an evolving network. In this paper, we abstract a kind of stochastic processes from evolving processes of evolving networks, this process is called evolving network Markov chains. Thus degree distribution of evolving network is transformed to the corresponding problem of evolving network Markov chains. First we investigate the evolving network Markov chains, and get its exact formulas and obtain the condition in which the steady degree distribution is power-law. Then we apply it to evolving networks. With this method, we get a rigorous, exact and unified solution of the steady degree distribution for evolving networks. In paper [5] we have finished this work for growing networks .
Main Results
For any i = 1, 2, · · · , k i (t)(t = i, i+1, · · ·) are Markov chains taking values in {0, 1, 2, · · ·}, with initial distribution P {k i (i) = k} = d k,i , and transition probability P {k i (t + 1) = l|k i (t) = k} = 
we say that the degree distribution of evolving network Markov chains exists, and P (k) is the steady degree distribution of {k i (t)}. Further, if P (k) is power-law, i.e., 
Note The assumption (I) always come into existence for all the existed network models. The assumptions (I) and (II) come into existence for growing networks.
In the following of this paper we suppose the assumptions (I) and (II) all come into existence. 
Further, if there are constants A, B, A, B which satisfy
Then we have
Note Because of the preferential attachment, we have A ≥ 0, A ≥ 0, moreover, A and A are not both 0. In addition, B ≥ 0 because of the fact the probability that a vertex gets links is no smaller than 0. And the probability that a vertex with degree 0 loses a link is 0, thus f − t (k) = 0, moreover F − (0) = 0. Also, the probability that a vertex with degree 1 loses links is larger than or equal with 0, then we have A + B ≥ 0. 
and when k ≥ M,
where ε is a small positive number and
12) 
Proof With the Markovian property, we have
By the definition of P (k, t) and P (0, i, i) = d 0,i , we obtain
The above difference equation has the following solution
We easily get
With the given condition, we have
With P (0, t) = xt yt and Stolz Theorem [6] , we obtain
When k > 0, we have
Similar to the above, we have
We proved the Lemma.
Lemma 3.2 If there are constants A, B, A and B which satisfy
Proof It is obviously proved from Lemma 3.1.
The proof of Theorem2.2:
Proof With Lemma 3.1 and 3.2, we easily have Theorem 2.2.
where
. With Eq (2.5) and the given condition d k = 0 when k < m and M > k, we obtain
Solve the above equation, we have
where ε is a small positive real number.
When z ↑ h, the left hand of Eq (3.17) is 0, we have
With P (0) = lim ε↓0 F (ε), let ε ↓ 0, we have
Since P (0) is uniquely determined, the solution of Eq (2.5) is unique, that is P (k), k = 0, 1, 2, · · ·. 
where C is a constant.
Proof It is easily to know Eq(3.20) satisfy the Eq (2.5).
The proof of Theorem2.3:
Proof From Lemma 3.5 and Eq (2.5) and (3.20), we have
. . .
this is a system of equations with M + 1 unknown variables, where g is given by Eq (2.17). Solve these equations, we can get Eq(2.6), and Eq(2.7) is obtained by placing C into Eq(3.20).
Lemma 3.6 When A ≤ A, P (k) is not power-law.
Proof When k > m, Eq (2.5) can be rewritten as
, where γ > 1 is the scaling-exponent and C is a constant, o k (1) is an infinitesimal with respect to k, we have
that is, 
sum over k, we have < 1 + ε < 2 when k > K, ε is an arbitrary positive number.
We have
(3.30)
We obtain
where H s is the coefficient of (
we proved the Lemma.
The proof of Theorem 2.4:
Proof We sum k from 0 to 2 n in Eq (2.5), where n is an integer
P (k) ≤ 1 and Eq(3.20), we have P (k) ↓ 0 when k > M and k ↑ ∞, and 
(ii) Delete an old edge. For this we select a vertex i with probability Π ′ (k i ) given by Eq (4.1) , and a vertex j randomly in the domain of i, then remove the edge l ij . After t steps the model leads to a random network with t+m 0 ≈ t vertices and total degree 2(m−1)t+N 0 ≈ 2(m − 1)t.
From (i) we know the probability Π
From (ii) we obtain the probability Π − t (k i (t)) of a vertex i decreasing its degree k i (t) by one is
where Π ′ (k i (t))is the probability of vertex i selected preferentially, and
is the probability of vertex i selected randomly.
Consider Eq (4.2) and Eq (4.3) , we obtain the following transition probability When m = 2(A = A), this network is not scale-free, and
When m > 2(A > A), the network is scale-free and
We can obtain P (m) from P (0), further, we obtain C. We know 
For instance when m = 3, we get A = We have A < A when m > 1, and . So the network is scale-free.
