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Abstract
Let U be either the universal enveloping algebra of a complex semisimple Lie algebra g or its Drinfel’d–
Jimbo quantisation over the field C(z) of rational functions in the indeterminate z. We define the notion of
“strongly multiplicity free” (smf) for a finite-dimensional U -module V , and prove that for such modules the
endomorphism algebras EndU (V⊗r ) are “generic” in the sense that in the classical (unquantised) case, they
are quotients of Kohno’s infinitesimal braid algebra Tr while in the quantum case they are quotients of the
group ring C(z)Br of the r-string braid group Br . In the classical case, the generators are generalisations
of the quadratic Casimir operator C of U , while in the quantum case, they arise from R-matrices, which
may be thought of as square roots of a quantum analogue of C in a completion of U⊗r . This unifies many
known results and brings some new cases into their context. These include the irreducible 7-dimensional
module in type G2 and arbitrary irreducibles for sl2. The work leads naturally to questions concerning
non-semisimple deformations of the relevant endomorphism algebras, which arise when the ground rings
are varied.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
Suppose A is an algebraic structure such as a group or a Hopf algebra, which is represented as
an algebra of endomorphisms of a finite-dimensional vector space V . Then A has a representa-
tion in V⊗r for r = 1,2, . . . , and the study of the endomorphism algebras EndA(V⊗r ) has been
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Schur, and leads to “Schur–Weyl duality” between representations of GL(V ) and representations
of the symmetric groups Symr . When A is a classical group, i.e., a symplectic or orthogonal
group acting on V , the Brauer algebras Br(δ) arise [Br], with the parameter δ = ±dimV . These
have been of interest in a wide range of questions concerning representation theory and invariants
of oriented links.
When A is a quantised enveloping algebra, there are well-known connections between the
study of EndA(V⊗r ), representations of the r-string braid group, and invariants of oriented links.
The purpose of this work is to define the notion of a “strongly multiplicity free” (smf) ir-
reducible A-module when A is either a classical semisimple Lie algebra g (or equivalently its
universal enveloping algebra), or the quantised universal enveloping algebra of g. We classify
the pairs (A,V ) which are smf and show that for such pairs, EndA(V⊗r ) is generated, in the
classical (unquantised) cases, by (generalisations of) the quadratic Casimir elements of A. In
the quantum cases, the generating endomorphisms are R-matrices, which are known to provide
representations of the braid group Br , and may be thought of as lying in some completion of a
tensor power of A. This theory includes the cases of type An, Bn and Cn referred to above, as
well as the case of algebras of type G2 and any irreducible module for a Lie algebra of type A1.
In this way, we show that in the classical cases, EndA(V⊗r ) is always a quotient of the
well-known infinitesimal braid algebra Tr , which arises in the work of Kohno and others on
the holonomy of braid spaces (see below), while in the quantum cases EndA(V⊗r ) is a quotient
of the group ring of the classical braid group on r strings. This treatment unifies many known
results concerning endomorphisms of tensor powers, as well as pointing out analogies with non-
standard cases such as the 7-dimensional irreducible module for g of type G2, and irreducible
sl2-modules of dimension greater than 2. En route, we also define “weakly multiplicity free”
modules, and prove some general results concerning subalgebras of the endomorphism alge-
bras of tensor products. The work is partly motivated by ideas explained well in the interesting
work [Jo]. Our proof of the sufficiency of R-matrices in the quantum case rests on the observation
(see Proposition 8.1) that if V and Vq are corresponding smf modules for g and its quantisation,
then the endomorphism algebras of V⊗r and V⊗rq have the same dimension. A similar approach
may be seen in [LR,RW].
In this work we consider only the case when both A and V are complex vector spaces, and the
quantum group is taken over the field C(q) of rational functions in the indeterminate q , which
precludes the case when q is a root of unity. Thus all our modules are semisimple. We intend in
the future to study deformations of the algebras EndA(V⊗r ) in a uniform way along the lines
of [GL], and in this way approach the corresponding questions for groups and algebras over fields
other than C, and for quantum groups in the case where q may be a root of unity. In all known
cases, the finite-dimensional quotients which arise as endomorphism algebras of tensor powers,
all have a cellular structure, which permits their deformation into non-semisimple algebras by
variation of parameters. These include Hecke algebras, the Brauer algebras, and the Birman–
Murakami–Wenzl algebras. One obvious question to which we intend to return is whether the
endomorphism algebras in the cases of G2 and the higher-dimensional representations of sl2
(both of which contain Brauer algebras) have cellular deformations. Note also that generalisa-
tions of the action of the braid group on tensor powers to the affine case have been considered
in [OR].
Much of this work has its roots in classical invariant theory, and we have made no attempt to
provide a comprehensive bibliography of relevant sources. On the other hand, because there is
a growing literature on generalisations of Schur–Weyl duality, this paper has a larger than usual
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The specific results of this work which we believe to be new are the statements of Theorems 3.13
and 7.5 firstly for the 7-dimensional representation of G2 and secondly for any irreducible rep-
resentation of sl2, both in the classical and quantum cases. Thirdly, there is the more general
Theorem 5.5, which states that for sl2 and its quantum analogue (see Remark 8.6), the endo-
morphism algebra of an arbitrary tensor product of irreducible modules (i.e., not necessarily a
power) is generated by (infinitesimal) braids. Fourthly, we believe that the observation that all
the cases covered by those theorems fit into the “strongly multiplicity free” context is new, as
is the observation, using Lusztig’s specialisation method in Section 8 that in the smf case, the
dimensions of the algebras A(r) and B(r) are equal.
2. Infinitesimal braids and endomorphisms
The base field throughout this work will be the field C of complex numbers.
For every integer r  2, let Tr be the associative algebra generated by tij , 1  i < j  r ,
subject to the following relations for all pairwise distinct i, j, k, :
[tij , tk] = 0, [tik + ti, tk] = 0, [tij , tik + tjk] = 0, (2.1)
where [ , ] denotes the usual commutator in an associative algebra: [X,Y ] = XY − YX. We
shall refer to the tij as infinitesimal braids. Note that the algebra Tr occurs in the literature
in several contexts, such as the holonomy of the KZ connection on spaces of configurations
(cf. [K1,K2]) and representations of the pure braid group (cf. [K3, Proposition 2.3]). The algebra
Tr thus has a close relationship to the pure braid group. We shall see shortly that its elements
may be viewed as endomorphisms of tensor powers; these two observations partially justify the
terminology.
We shall be interested in a class of finite-dimensional representations of Tr constructed in the
following way (cf. [K1]). Let g denote either the reductive complex Lie algebra glk for some k,
or a semisimple Lie algebra. Fix a Borel subalgebra b and a Cartan subalgebra h of g contained
in b; such a pair is essentially unique, in that any two are conjugate under the adjoint group. Let
R+ be the set of the positive roots of g determined by this choice of Borel subalgebra. Let {αi}
be the corresponding set of the simple roots.
Denote by C the quadratic Casimir element in the universal enveloping algebra U(g) of g.
This element can be described explicitly as follows. Let κ :g × g → C be a non-degenerate
invariant symmetric bilinear form. We may take κ to be the trace form in the case of glk , and
the Killing form for a semisimple Lie algebra. If {Xα | α = 1,2, . . . ,dimg} is a basis of g, let
{Xα | α = 1,2, . . . ,dimg} be the dual basis with respect to κ . Then
C =
∑
α
XαX
α =
∑
α
XαXα.
It is well known that C is in the centre of U(g).
The enveloping algebra U(g) has a well-known Hopf algebra structure. If Δ denotes
co-multiplication, then for X ∈ g, Δ(X) = X ⊗ 1 + 1 ⊗ X. Define the homomorphism
Δ(r−1) : U(g) → U(g)⊗r recursively by Δ(r−1) = (Δ⊗ id⊗(r−2)) ◦Δ(r−2).
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t := 1
2
(
Δ(C)−C ⊗ 1 − 1 ⊗C).
Then clearly t = ∑α Xα ⊗ Xα = ∑α Xα ⊗ Xα, and evidently t commutes with Δ(U(g)) ⊂
U(g)⊗2. In analogy with t , we define elements Cij ∈ U(g)⊗r , 1 i < j  r , by
Cij : =
∑
α
1 ⊗ · · · ⊗ 1 ⊗ Xα︸︷︷︸
i
⊗1 ⊗ · · · ⊗ 1 ⊗ Xα︸︷︷︸
j
⊗1 ⊗ · · · ⊗ 1. (2.2)
Theorem 2.1. The map tij → Cij extends uniquely to an algebra homomorphism ψ :Tr →
U(g)⊗r . Furthermore, given any ζ ∈ Tr , we have [ψ(ζ ),Δ(r−1)(x)] = 0,∀x ∈ U(g).
Proof. For the first statement, we need to verify that the Cij satisfy the three relations (2.1).
The first relation is evident. Further, it is clear that the second and third equations need only be
checked when r = 3. Now
[C12 +C13,C23] =
[
(id ⊗Δ)t,1 ⊗ t] and
[C12,C13 +C23] =
[
t ⊗ 1, (Δ⊗ id)t].
But (id⊗Δ)t is a sum of terms like X⊗ΔY (X,Y ∈ g ⊂ U(g)), so that the first commutator is 0
because t commutes with Δ(U(g)), and similarly for the second. This proves the first statement.
The second statement follows from the fact, implicit in the argument above, that for any i < j ,
[Cij ,Δ(r−1)(x)] = 0 for all x ∈ U(g). 
Next let (π,V ) be any finite-dimensional U(g)-module, that is, a finite-dimensional vector
space V with an algebra homomorphism π : U(g) → EndC(V ). (In general, we shall use the
notation (πμ,Lμ) for a finite-dimensional irreducible g-module with highest weight μ.) Since
every g-module can be regarded as a module over its universal enveloping algebra U(g) in a
natural way, we shall use the terms “g-module” and “U(g)-module” interchangeably.
Now π⊗r clearly defines an action of U(g)⊗r on V⊗r , which makes V⊗r into an U(g)⊗r -
module. The homomorphism Δ(r−1) from U(g) to U(g)⊗r therefore makes V⊗r into a U(g)-
module by restriction (i.e., via the action π(r) ◦ Δ(r−1)). In this work our main concern is the
identification of the centraliser algebra of V⊗r as U(g)-module.
Given (π,V ) as above, define
ψr := π⊗r ◦ψ :Tr → EndC
(
V⊗r
)
. (2.3)
Evidently the image of ψr is a finite-dimensional algebra A(r) of endomorphisms of V⊗r .
Theorem 2.2. The Tr -module (ψr,V⊗r ) is semisimple. Thus the image A(r) of ψr is a semisim-
ple algebra.
Proof. We postpone the proof to Appendix A. 
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tant of C(A(r)) is A(r) itself. Furthermore, V⊗r decomposes into a direct sum of inequivalent
irreducible A(r)⊗C(A(r))-modules each appearing with multiplicity 1.
Proof. Because of the semisimplicity of A(r), the double centraliser theorem (see, e.g., [CR,
p. 175]) applies to the present situation. 
As a first step in the identification of C(A(r)), we have the following statement.
Proposition 2.4. Suppose that (π,V ) is a representation of g. Then for any r  2 we have
(1) C(A(r)) ⊇ π⊗r ◦Δ(r−1)(U(g)).
(2) If (π,V ) is irreducible, then A(r) contains the image of Δ(r−1)(C) under π⊗r .
Proof. The first part is immediate from the second statement of Theorem 2.1.
For (2), note that since (π,V ) is irreducible, 1 ⊗ C and C ⊗ 1 act as scalars on V ⊗ V ,
and hence are in A(2). This is the case r = 2 of the second assertion. But Δ(r−1)(C) =
(id⊗(r−2) ⊗ Δ) ◦ Δ(r−2)(C). Moreover id⊗(r−2) ⊗ Δ(Cij ) is clearly a linear combination of
elements Ci′j ′ ∈ U(g)⊗r . It follows that if Δ(r−2)(C) ∈A(r − 1), then Δ(r−1)(C) ∈A(r). This
proves (2) by induction on r . 
It follows from Theorem 2.3 that if we have equality in Proposition 2.4(1), then A(r) is
the full centraliser algebra of U(g) on V⊗r . Thus the decomposition of V⊗r as U(g)-module
is reduced to investigation of the structure of A(r). One of the main concerns of this work is
therefore the identification of C(A(r)), and in particular we give sufficient conditions for equality
in Proposition 2.4(1).
3. Strongly multiplicity free modules
Denote by P the lattice of weights of g with respect to h, by P+ the dominant weights, and fix
Λ0 ∈ P+. Let (π,V ) be a finite-dimensional irreducible U(g)-module with highest weight Λ0
and denote the set of weights occurring with non-zero multiplicity in V by Π . Assume that V is
multiplicity free, i.e., that every weight space has dimension 1. To avoid the trivial case V = C,
we assume that dimV > 1.
For any dominant weight Λ ∈ P+, write LΛ for the simple g-module with highest weight Λ,
and define the set P̂+Λ := {Λ+μ | μ ∈ Π}∩P+. Let P+Λ be the subset of P̂+Λ such that the simple
module Lλ appears in LΛ ⊗ V . We shall require the following simple result.
Lemma 3.1.
(i) Given that V is (irreducible and) multiplicity free, for any finite-dimensional irreducible
g-module (πΛ,LΛ), LΛ⊗V =⊕λ∈P+Λ Lλ, where each irreducible submodule appears with
multiplicity 1.
(ii) If V is further assumed to be minuscule in the sense that Π consists of a single Weyl group
orbit, then for every μ ∈ Π such that Λ + μ is dominant, the irreducible module LΛ+μ
appears in LΛ ⊗ V exactly once. Thus when V is minuscule, we have P̂+Λ =P+Λ .
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for some non-zero β ∈ Z+R+. Since V is multiplicity free, it has an ordered basis {v1, v2, . . . , vd}
of weight vectors (d = dimV ), compatible with the partial order of Π in the sense that if wt(vi)
denotes the weight corresponding to vi , then wt(vi) > wt(vj ) implies i < j .
Any vector u in LΛ ⊗ V can be uniquely expressed as u = w1 ⊗ v1 + · · · + wd ⊗ vd . If u
is a weight vector with weight λ, then for each i, wi = 0 or wi is a weight vector with weight
λ−wt(vi). Suppose u is a highest weight vector, and let k be the largest index such that wk = 0.
The fact that u is annihilated by all positive root vectors of g implies that wk is also annihilated
by all positive root vectors of g, and hence is a highest weight vector of LΛ. Hence wt(u) =
Λ+wt(vk).
If there is another highest weight vector u′ ∈ LΛ ⊗ V with the same weight wt(u), then after
adjustment by a non-zero scalar, we may assume that u′ is of the form u′ = w′1 ⊗ v1 + · · · +
w′k−1 ⊗ vk−1 + w′k ⊗ vk . If u − u′ = 0, let j < k be the largest index such that wj − w′j = 0.
Then u− u′ is another highest weight vector with weight wt(u), and by the argument of the last
paragraph, we see that wj − w′j is a highest weight vector of LΛ. But this is impossible as the
weight of wj −w′j is not equal to Λ. Hence any two highest weight vectors of the same weight
in LΛ ⊗ V are proportional. This completes the proof of (i).
In view of part (i), to prove (ii) we need only show that LΛ+μ does appear in the tensor
product if Λ+μ is dominant. But the Parthasarathy–Ranga Rao–Varadarajan conjecture proved
by Kumar [Ku] states that for every w in the Weyl group of g, the irreducible module with highest
weight equal to the unique dominant weight in the Weyl group orbit of Λ + w(Λ0) appears in
LΛ ⊗ V . Since V is assumed to be minuscule, every μ ∈ Π is of the form w(Λ0), and we are
done. 
Remark. Part (ii) above may be proved without recourse to the PRV result, as in the thesis of
Toledano Laredo (Proposition 2.2.2, p. 29).
We next define a special class of multiplicity free modules.
Definition 3.2. Let Π be the set of weights of the irreducible g-module (π,V ). Then (π,V ) is
called strongly multiplicity free (smf) if each μ ∈ Π has multiplicity one, and for any pair of
distinct elements μ and ν of Π , μ− ν ∈ NR+ ∪ (−NR+).
Remark 3.3. The condition that a multiplicity free module (π,V ) be smf is equivalent to the
requirement that its set Π of weights is linearly ordered under the partial ordering referred to in
the proof of Lemma 3.1.
Before discussing the properties of smf modules which are relevant for our consideration of
endomorphism algebras, we give a classification of the smf modules for the simple complex Lie
algebras.
Theorem 3.4. Let g be a simple complex Lie algebra. The following is a complete list of the
strongly multiplicity free irreducible modules:
(1) the natural slk-module Ck and its dual, for k > 2;
(2) the natural so2k+1-module C2k+1 for k  2;
(3) the natural sp2k-module C2k for k > 1;
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(5) all irreducible sl2-modules of dimension greater than 1.
Proof. If g = sl2, there is one irreducible module of each dimension k  1, and since the whole
of P is totally ordered, and all irreducibles are multiplicity free, clearly those of dimension k  2
are smf.
Assume now that the rank rk(g) of g is greater than 1. We claim that if V is strongly multi-
plicity free, then its highest weight Λ0 must be a fundamental weight, i.e., there exists a unique
simple root αs such that for any simple root αi we have
(Λ0, αiˇ ) = 2(Λ0, αi)
(αi, αi)
=
{1 if αi = αs ,
0 if αi = αs .
For any root α ∈ R, we use the standard notation αˇ for the corresponding coroot, viz. αˇ = 2α
(α,α)
.
We shall need the following standard (and easily proved) facts concerning V . For α ∈ R+, let
eα , fα , hα be the usual elements of the Chevalley basis of g ⊂ U(g). If v ∈ V is a highest weight
vector, then
eαfαv = (Λ0, αˇ )v,
eαf
2
α v = 2
(
(Λ0, αˇ )− 1
)
fαv. (3.1)
To prove the claim, first assume that there are two distinct simple roots αs and αj such that
(Λ0, αsˇ ) = 0 and (Λ0, αjˇ) = 0. Then by (3.1) both fαs v and fαj v are non-zero, and are weight
vectors with respective weights Λ0 − αs and Λ0 − αj , which are not comparable in the partial
order on P . Hence (Λ0, α) = 0 for just one simple root α = αs .
To complete the proof of the claim, we show that (Λ0, αsˇ ) = 1.
Let β be a simple root distinct from αs such that (αs, β) = 0 (i.e., β is joined to αs in the
Dynkin diagram). Then α := αs + β is a root, and (Λ0, α) = (Λ0, αs) = 0, whence by the argu-
ment just given, fαv is a (non-zero) weight vector of weight Λ0 − α = Λ0 − αs − β . However,
if 2(Λ0,αs )
(αs ,αs )
> 1, then again by (3.1), f 2αs v = 0, and hence is a weight vector of weight Λ0 − 2αs .
Thus Λ0 − 2αs and Λ0 −αs −β are in Π , but are not comparable in the partial order on P . This
completes the proof of the claim.
We are therefore reduced to checking which fundamental weight modules of the simple com-
plex Lie algebras are smf. All the weights of these modules have been tabulated in [BMP]. For
the classical Lie algebras one sees easily that all the fundamental representations are multiplicity
free. However, only those listed in the theorem satisfy the condition on Π .
For G2, the two fundamental representations are respectively the 7-dimensional irreducible
representation and the adjoint representation. Obviously the adjoint representation is not multi-
plicity free, but the 7-dimensional irreducible representation satisfies the condition on Π .
The weights and their multiplicities of all the fundamental representations of the other excep-
tional simple Lie algebras are explicitly given in [BMP]. Inspecting the results we see that these
representations are either not multiplicity free or violate the condition on Π . 
Remark 3.5. The natural modules of slk and sp2k in Theorem 3.4 are minuscule, but the natural
module of so2m+1 is not. Also note that the natural module of so2m is minuscule but not strongly
multiplicity free.
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arbitrary dominant Λ, which will be used later to analyse the endomorphisms of tensor powers
of V . Since the quadratic Casimir C of U(g) is central, it acts via a scalar, which we denote
by χλ(C), on the irreducible g-module Lλ. As is well known (see, e.g., [H, p. 122]), χλ(C) =
(λ+ 2ρ,λ), where 2ρ denotes the sum of the positive roots of g.
Lemma 3.6. Suppose V is strongly multiplicity free, and that Λ is any dominant weight. If
λ,μ ∈ P̂+Λ , then χλ(C) = χμ(C) if and only if λ = μ.
Proof. For any two elements λ, μ of P̂+Λ ,
χλ(C)− χμ(C) = (λ+μ+ 2ρ,λ−μ),
and this is zero if and only if λ = μ, because λ − μ is either a sum of positive or negative roots
of g, by the hypothesis concerning Π . 
We next introduce a weaker form of the smf condition.
Definition 3.7. The irreducible g-module (π,V = LΛ0) is called weakly multiplicity free (wmf)
if each weight has multiplicity one (so that by 3.1 V ⊗V is multiplicity free), and for any pair of
distinct weights μ and ν of P+Λ0 , χμ(C) = χν(C), where C ∈ U(g) is the Casimir element.
Note that a consequence of Lemma 3.6 is that any smf module is wmf.
The algebra U(g), and hence the Casimir C, acts on LΛ ⊗ V via (πΛ ⊗ π) ◦Δ. Write AΛ :=
(πΛ ⊗ π)Δ(C) for the operator induced by C. By Schur’s Lemma, each irreducible submodule
Lλ of LΛ ⊗ V is an eigenspace of AΛ with eigenvalue χλ(C). Thus by Lemma 3.1(i),
∏
λ∈P+Λ
(
AΛ − χλ(C)
)= 0. (3.2)
For λ ∈ P+Λ , let P [λ] be the U(g)-endomorphism of LΛ ⊗ V defined by
P [λ] :=
∏
μ: μ =λ
AΛ − χμ(C)
χλ(C)− χμ(C) . (3.3)
By Lemma 3.6, P [λ] is well defined. For any weight μ ∈ P+Λ , it is evident that P [λ] acts on the
summand Lμ of LΛ ⊗ V as the identity if μ = λ and zero otherwise. We therefore refer to P [λ]
as a projection operator. The following statement is clear.
Lemma 3.8. Assume that LΛ ⊗ V is multiplicity free and that C has distinct eigenvalues on
distinct summands of LΛ⊗V . Then the projection operators above have the following properties:
(1) The P [λ] commute with the U(g) action on LΛ ⊗ V . That is,
[
P [λ], (πΛ ⊗ π)Δ(x)
]= 0, ∀x ∈ U(g).
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P [λ](LΛ ⊗ V ) = Lλ.
Proof. Part (1) follows from the fact that C is central in U(g). Part (2) follows from Lemma 3.6,
Eq. (3.2) and the remarks above. 
We are now able to analyse V⊗2 for V wmf completely.
Corollary 3.9. Let V be a weakly multiplicity free g-module. Then
(1) The algebra A(2) is the full centraliser of U(g), acting on V⊗2 via Δ; i.e., in this case we
have equality in Proposition 2.4(1).
(2) The endomorphism s :V⊗2 → V⊗2 defined by s(v ⊗ v′) = v′ ⊗ v lies in A(2).
Proof. It is clear that V⊗2 is multiplicity free as U(g)-module, i.e., it is a direct sum of pairwise
non-isomorphic irreducible U(g)-modules Lλ, over λ ∈ P+Λ0 . Thus EndU(g)(V⊗2) is generated
by the projections onto the summands Lλ, i.e., the projections P [λ] of Lemma 3.8. Hence (1) will
follow if we can show that P [λ] ∈A(2) for λ ∈ P+Λ0 . But (3.3) shows that P [λ] is a polynomial
in AΛ0 = π⊗2Δ(C). Moreover Proposition 2.4(2) shows that π⊗2Δ(C) ∈ A(2), and the proof
of (1) is complete.
For (2), we need merely observe that s ∈ EndU(g)(V⊗2), and hence by (1), s ∈A(2). 
This enables us to make the following general statement about A(r).
Theorem 3.10. Let (π,V ) be a wmf g-module, and let A(r) ⊆ EndU(g)(V⊗r ) be the algebra
defined in Section 2. Then
(1) For any permutation σ ∈ Symr , the endomorphism τσ :v1 ⊗ · · · ⊗ vr → vσ(1) ⊗ · · · ⊗ vσ(r)
lies in A(r).
(2) For r = 2,3, . . . , A(r) is generated as associative algebra by A(r −1)⊗1 together with the
endomorphism π⊗r (1 ⊗ 1 ⊗ · · · ⊗Δ(C)) of V⊗r .
Proof. In the case where σ is the simple transposition (12), part (1) was proved in Corol-
lary 3.9(2), and the same argument shows that for all simple transpositions σ = (i, i + 1) the
corresponding τσ are in A(r). Since these involutions generate the symmetric group, τσ ∈A(r)
for all σ ∈ Symr .
We prove (2) by induction on r , the case r = 2 having been proved in Proposition 2.4(2).
Note also that the argument of the proof of Proposition 2.4(2) shows that π⊗r (1 ⊗ 1 ⊗ · · · ⊗
Δ(C)) ∈A(r), whence the algebra B generated by A(r − 1)⊗ 1 and π⊗r (1 ⊗ 1 ⊗ · · · ⊗Δ(C))
is contained in A(r). We need to show that B contains all the elements π⊗r (Cij ) (1  i <
j  r). If i < j < r , this is clear, so that we are reduced to the case when j = r . But again, the
argument in the proof of Proposition 2.4(2) shows that π⊗r (Cr−1,r ) is a linear combination of
π⊗r (1 ⊗ 1 ⊗ · · · ⊗ Δ(C)) and scalars, and hence lies in B. Further, by (1), we also have all the
endomorphisms τσ ∈ B for σ ∈ Symr−1. Since π⊗r (Cir ) may be obtained from π⊗r (Cr−1,r ) by
conjugation by a transposition in Symr−1, we see that all π⊗r (Cij ) lie in B and the proof of (2)
is complete. 
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Proposition 3.11. Assume that (π1,V1), . . . , (πr ,Vr) are strongly multiplicity free irreducible
g-modules.
(1) There is a decomposition V1 ⊗· · ·⊗Vr =⊕i L(r)i into (not necessarily distinct) irreducibles,
which, up to ordering the summands, is determined by the sequence (V1, . . . , Vr).
(2) The projections P (r)i :V1 ⊗ · · · ⊗ Vr → L(r)i , regarded as endomorphisms of V1 ⊗ · · · ⊗ Vr
(i.e., ResV1⊗···⊗Vr
L
(r)
j
P
(r)
i = δij idL(r)j ) lie in A(r), here interpreted as (π1 ⊗ · · · ⊗ πr) ◦ψ(Tr).
Proof. We prove both statements by induction on r ; the case r = 1 is trivial. If V1 ⊗ · · · ⊗ Vr =⊕
i L
(r)
i is an irreducible decomposition, then V1 ⊗ · · · ⊗ Vr ⊗ Vr+1 =
⊕
i L
(r)
i ⊗ Vr+1, and by
Lemma 3.1, L(r)i ⊗ Vr+1 is multiplicity free for each i, and hence has a unique decomposition
into irreducible submodules. This proves (1).
For (2), assume we have projections P (r)i :V1 ⊗ · · · ⊗ Vr → L(r)i in A(r). If L(r)i ⊗ Vr+1
has irreducible decomposition L(r)i ⊗ Vr+1 =
⊕b
j=a L
(r+1)
j , write pij for the projection L(r)i ⊗
Vr+1 → L(r+1)j . Then by Lemmas 3.8 and 3.6, pij is a polynomial in (π(r)i ⊗ πr+1)(C), where
π
(r)
i is the representation of U(g) on L
(r)
i . But this is simply (π1 ⊗ · · · ⊗ πr+1)Δ(r)(C) which
lies in A(r + 1) by the appropriate generalisation of Proposition 2.4(2). Hence P (r+1)j = pij ◦
P
(r)
i ⊗ 1 ∈A(r + 1). 
Corollary 3.12. Assume we are in the situation of Proposition 3.11. Let V1 ⊗ · · ·⊗Vr =⊕j Mj
be the canonical decomposition of the left-hand side into isotypic components. Then the projec-
tions V1 ⊗ · · · ⊗ Vr → Mj all lie in A(r).
Proof. Since each Mj is the sum of all the irreducible modules L(r)i in a given isomorphism
class, this is immediate from Proposition 3.11. 
The next statement is one of the main results of this paper.
Theorem 3.13. If V is strongly multiplicity free, then for any integer r  2,
Endg
(
V⊗r
)=A(r).
Equivalently, C(A(r)) = U(g).
The proof will be given in Section 5.
3.1. Representations of Lie groups and Lie algebras
Notice that the statement of Theorem 3.13 excludes the natural module for the orthogonal Lie
algebra so2m of even dimension, as the corresponding statement is false in this case, although
the analogous statement for the corresponding group is true. The reason underlying this is that in
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braids, one needs to pass to the corresponding Lie group O2m(C).
Given any finite-dimensional (holomorphic) representation (Υ,V ) of G, that is, a finite-
dimensional vector space V with a homomorphism Υ :G → GL(V ) of complex Lie groups,
its differential dΥ := π gives rise to a representation of the Lie algebra g (see [V, p. 105]). We
denote the resulting g-module by (π,V ).
Proposition 3.14. Let (Υ,V ) and (π = dΥ,V ) respectively be corresponding representations of
a connected complex Lie group G and of g = Lie(G). Then EndG(V ) = Endg(V ).
We shall use Proposition 3.14 to prove Theorem 3.13 case by case. Let G denote one of the
complex Lie groups SLk(C), Ok(C), Sp2k(C), or G2. Writing g = Lie(G) for the corresponding
Lie algebra, let V be one of the following g-modules: the lth symmetric power (for some l) of
the natural module when g is sl2, the natural module for the Lie algebra g of G when g is of
classical type other than sl2, and the seven-dimensional irreducible module when g is the Lie
algebra of G2. Then clearly these representations all lift to representations of the corresponding
Lie groups, as do their tensor powers.
Theorem 3.15. For the Lie groups and their representations listed above, the corresponding Lie
algebras act, and if A(r) is the algebra of endomorphisms of V⊗r defined in Section 1, we have
HomG
(
V⊗r , V⊗r
)=A(r), ∀r  2.
Remark 3.16. We shall prove Theorem 3.15 in Section 5. When G is connected, this will imply
Theorem 3.13 for g in view of Proposition 3.14. In the orthogonal case, we need some ad hoc
arguments to complete the proof.
4. The symmetric group and Brauer algebra inA(r)
We analyse the structure of the algebra A(r) in some detail in this section. It is well known
that the symmetric group and Brauer algebra play a central role in classical invariant theory [W].
We shall see that particular representations of this algebra arise as subalgebras of A(r). The
material in this section will be used in proving Theorems 3.13 and 3.15.
We shall use the same notation as in the last section. Throughout this section, the g is either
glk or a simple Lie algebra. Let V = LΛ0 be an irreducible, weakly multiplicity free g-module.
The projections to the irreducible submodules of V ⊗ V span Endg(V ⊗ V ).
4.1. Permutations in the endomorphism algebra
By Corollary 3.9(2) there are U(g)-equivariant maps si :V⊗r → V⊗r , i = 1,2, . . . , r − 1,
defined by
si := id⊗(i−1) ⊗ s ⊗ id⊗(r−i−1), (4.1)
where id denotes the identity map on V . It is well known that they satisfy the defining relations
of the symmetric group Symr :
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and hence generate a representation φr of Symr on V⊗r . Recall that A(r) denotes ψr(Tr).
Theorem 4.1. Let V be an irreducible weakly multiplicity free g-module. Then Cφr(Symr ) ⊆
A(r). If |P+Λ0 | = 2, then Cφr(Symr ) =A(r).
Proof. The first statement is simply a rephrasing of Theorem 3.10.
Now by Lemma 3.1, we have
s =
∑
λ∈P+Λ0
ε(λ)P [λ], (4.2)
where ε(λ) ∈ C, and since s2 = 1, ε(λ) = ±1.
Since s is not a scalar multiple of idV⊗V , when |P+Λ0 | = 2, one of the ε(λ) in (4.2) is +1
and the other is −1. It follows that the two projections may be expressed as (id⊗2 + s)/2 and
(id⊗2 − s)/2, respectively. Let ξ+ and ξ− denote the two (necessarily distinct) eigenvalues of t
on V ⊗ V . Then for every i  r ,
ψr(ti,i+1) = ξ+ id
⊗r + si
2
+ ξ− id
⊗r − si
2
.
Using this equation we can express ψr(tij ) as
ψr(tij ) = sj−1sj−2 · · · si+1ψr(ti,i+1)si+1 · · · sj−2sj−1.
This shows that φr(CSymr ) contains A(r) and hence that φr(CSymr ) =A(r). 
Example 4.2. The natural representation of gln.
Choose the standard Borel subalgebra of upper triangular matrices, which contains the Cartan
subalgebra which consists of the diagonal matrices. The dual h∗ of the Cartan subalgebra is
spanned by {ei | 1 i  n}, and is equipped with a positive definite bilinear form ( , ) such that
(ei, ej ) = δij . The positive roots are ei − ej , i < j , which sum to 2ρ =∑ni=1(n − 2i + 1)ei . If
V is the natural gln-module, which has highest weight e1, then
V ⊗ V = L2e1 ⊕Le1+e2 .
The eigenvalues of the quadratic Casimir operator C in the irreducible modules V , L2e1 and
Le1+e2 are respectively given by
χe1(C) = (e1 + 2ρ, e1) = n,
χ2e1(C) = (2e1 + 2ρ,2e1) = 2(n+ 1),
χe1+e2(C) = (e1 + e2 + 2ρ, e1 + e2) = 2(n− 1).
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given by
ζ2e1(t) = 1, ζe1+e2(t) = −1.
Thus
P [2e1] =
(
ψ2(t)+ 1
)
/2, P [e1 + e2] = −
(
ψ2(t)− 1
)
/2,
are the projections mapping V ⊗V onto the respective irreducible submodules. The permutation
operator is given by
s = P [2e1] − P [e1 + e2] = ψ2(t). (4.3)
The natural sln-module may be treated in exactly the same way.
4.2. The Brauer algebra in A(r)
Suppose V ⊗ V contains the trivial 1-dimensional submodule L0 = C; write V ⊗ V =
L0 ⊕ L⊥0 , and write P [0] for the corresponding projection to L0. Recall that the signs ε(λ)
are defined by the decomposition (4.2).
Lemma 4.3. For any U(g)-module endomorphism f :V ⊗ V → V ⊗ V , we have the following
equations in EndU(g)(V⊗3).
(i)
(
P [0] ⊗ idV
)
(idV ⊗ f )
(
P [0] ⊗ idV
)= ξf P [0] ⊗ idV ;
(ii)
(
idV ⊗ P [0]
)
(f ⊗ idV )
(
idV ⊗ P [0]
)= ξf idV ⊗ P [0],
where ξf = trV⊗V (f )/(dimC V )2.
Proof. Since both equations are proved in the same way, we prove (i). The left-hand side is a
U(g)-invariant endomorphism of V⊗3 whose kernel contains L⊥0 ⊗ V , and whose image lies in
L0 ⊗ V . But as L0 ⊗ V ∼= V is irreducible, it follows from Schur’s Lemma that the left-hand
side of (i) is proportional to P [0] ⊗ idV . To determine the proportionality constant ξf , we pro-
ceed as follows. For any two (finite-dimensional) vector spaces W,W ′, since EndC(W ⊗W ′) ∼=
EndC(W) ⊗ EndC(W ′), we have a linear map TW,W ′ : EndC(W) ⊗ EndC(W ′) → EndC(W ′),
given by
TW,W ′
(∑
h⊗ h′
)
:=
∑
trW(h)h′.
If W,W ′ are U(g)-modules, then TW,W ′ is a homomorphism of U(g)-modules. It is easy to see
that for g ∈ EndC(W ⊗W ′) and g′ ∈ EndC(W ′),
trW ′
(
TW,W ′(g)
)= trW⊗W ′(g) and TW,W ′(g ◦ (idW ⊗ g′))= TW,W ′(g) ◦ g′. (4.4)
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(4.4), cg = trW⊗W ′(g)/dimC W ′. In particular, TV,V (P [0]) = 1dimC V idV , and so
TV,V⊗V
(
P [0] ⊗ idV
)= 1
dimC V
idV⊗V . (4.5)
Using this, let us compute the trace of both sides of (i). Since P [0] ⊗ idV is a projection to
the subspace L0 ⊗ V , which has dimension dimV , the trace of the right-hand side is ξf dimV .
Moreover
trV⊗3
(
P [0] ⊗ idV
)
(idV ⊗ f )
(
P [0] ⊗ idV
)= trV⊗3(P [0] ⊗ idV )(idV ⊗ f )
= trV⊗2 TV,V⊗2
((
P [0] ⊗ idV
)
(idV ⊗ f )
)
by (4.4)
= trV⊗2
(
TV,V⊗2
(
P [0] ⊗ idV
) ◦ f )
= trV⊗2
(
1
dimC V
idV⊗V ◦ f
)
by (4.5)
= 1
dimC V
trV⊗2(f ).
Comparing this with the trace of the right-hand side, we obtain ξf = 1(dimV )2 trV⊗2(f ), as
stated. 
Now define the following elements of A(r). Write τ = P [0], and define
τi = id⊗(i−1)V ⊗ ε(0)τ ⊗ id⊗(r−i−1)V , i = 1,2, . . . , r − 1.
Recall that the Brauer algebra Br(δ) may be defined as the C[δ±1]-algebra generated by ele-
ments Si , Ei , i = 1, . . . , r − 1, subject to the usual braid relations for the Si , as well as S2i = 1,
the Temperley–Lieb relations E2i = δEi , EiEi±1Ei = Ei and EiEj = EjEi if |i − j | 2, and
the relations SiEi = EiSi = Ei , Si+1EiSi+1 = SiEi+1Si , and SiEj = EjSi when |i − j | 2.
Theorem 4.4. Suppose V is weakly multiplicity free and self dual, so that the trivial module L0 is
a summand of V ⊗ V . Then the assignment Si → si , Ei → dimV τi , i = 1,2, . . . , r − 1, defines
a homomorphism from the Brauer algebra (with δ = ε(0)dimV ) to A(r). When |P+Λ0 | = 3, this
homomorphism is surjective.
Proof. Note first that since the projections P [λ] are in A(2) by Corollary 3.9, τ ∈ A(2), and
since the si are in A(r) (by Theorem 3.10), it follows that τi ∈A(r) for all i. Now Lemma 4.3,
with f = P [0], implies that
τiτi±1τi = (dimV )−2τi, τiτj = τj τi, |i − j | > 1.
Hence the maps τ ′i := dimV τi satisfy the Temperley–Lieb relations with δ = ε(0)dimV . Also,
siτ
′
i = τ ′i si = τ ′i , and the other Brauer relations are easily seen to be satisfied by the τ ′i and sj .
The first statement is therefore clear.
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projections can be respectively expressed as
ε(0)τ,
(
id⊗2 + s − τ)/2, (id⊗2 − s + τ)/2.
Also t acting on V ⊗ V has three pairwise distinct eigenvalues, which we denote by ξ+, ξ−
and ξ0. We have
ψr(ti,i+1) = ξ+
(
id⊗r + si − τi
)
/2 + ξ−(id⊗r − si + τi)/2 + ξ0ε(0)τi .
Using this equation we can express ψr(tij ) as
ψr(tij ) = sj−1sj−2 · · · si+1ψr(ti,i+1)si+1 · · · sj−2sj−1.
Therefore, the homomorphic image of the Brauer algebra generated by the si , τi is the whole of
A(r). 
Example 4.5. The natural representation of son
Let V be the natural module of son. We have seen that V is strongly multiplicity free if
n = 2m+1, but is not smf when n is even. We need to show that it is wmf, i.e., that all irreducible
submodules of V ⊗ V have distinct Casimir eigenvalues. That is the content of the next lemma.
Lemma 4.6. Let V be the natural module of the Lie algebra so2m. Then V ⊗ V is multiplicity
free, and χλ(C) = χμ(C) if λ = μ for any λ,μ ∈ P+Λ0 .
Proof. We may assume that m> 1 as so2 is isomorphic to gl1. Also so4 = sl2 ⊕ sl2, so that this
case is easy. Note also that it essentially reduces to Lemma 3.6 for case (5) of Theorem 3.4.
For m > 2, let ei , i = 1,2, . . . ,m, be an orthonormal basis of an m-dimensional Euclid-
ean space. The positive roots of so2m are given by ei ± ej , i < j , which sum to 2ρ =∑m
i=1(2m − 2i)ei . The highest weight of the natural module is Λ0 = e1, and Π = {±ei |
1 i m}. By dimension, these are all the weights.
Now P̂+Λ0 = P+Λ0 = {2e1, e1 + e2,0}. Clearly χ2e1(C) and χe1+e2(C) are both different from
χ0(C) = 0, and χ2e1(C)− χe1+e2(C) = (3e1 + e2 + 4ρ, e1 − e2) > 0. 
We shall also need explicit knowledge of the root system of so2m+1. The positive roots are
ei ± ej , i < j , and ei . The sum of the positive roots is given by 2ρ =∑mi=1(2m+ 1 − 2i)ei .
For both n = 2m and 2m+ 1, V has highest weight e1, and
V ⊗ V = L2e1 ⊕L0 ⊕Le1+e2 . (4.6)
The eigenvalues of the Casimir operator C on these irreducible modules are
χe1(C) = (e1 + 2ρ, e1) = n− 1,
χ2e1(C) = (2e1 + 2ρ,2e1) = 2n,
χe1+e2(C) = (e1 + e2 + 2ρ, e1 + e2) = 2(n− 2),
χ0(C) = 0,
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ζ2e1(t) = 1, ζe1+e2(t) = −1, ζ0(t) = 1 − n.
The projection operators mapping V ⊗V onto the irreducible submodules are respectively given
by
P [2e1] = (ψ2(t)+ 1)(ψ2(t)− 1 + n)2n ,
P [e1 + e2] = − (ψ2(t)− 1)(ψ2(t)− 1 + n)2(n− 2) ,
P [0] = (ψ2(t)− 1)(ψ2(t)+ 1)
n(n− 2) .
The permutation operator in the present case can be expressed as
s = P [2e1] + P [0] − P [e1 + e2] = ψ2(t)+ (ψ2(t)− 1)(ψ2(t)+ 1)
n− 2 . (4.7)
Example 4.7. The natural representation of sp2m.
The positive roots of sp2m are ei ± ej , i < j , 2ek , and 2ρ = 2
∑m
i=1(m− i + 1)ei . The natural
module V has highest weight e1, and
V ⊗ V = L2e1 ⊕Le1+e2 ⊕L0.
The relevant eigenvalues of C and t are
χe1(C) = (e1 + 2ρ, e1) = 1 + 2m,
χ2e1(C) = (2e1 + 2ρ,2e1) = 4m+ 4,
χe1+e2(C) = (e1 + e2 + 2ρ, e1 + e2) = 4m,
χ0(C) = 0,
ζ2e1(t) = 1, ζe1+e2(t) = −1, ζ0(t) = −1 − 2m.
The projection operators are given by
P [2e1] = (ψ2(t)+ 1)(ψ2(t)+ 1 + 2m)2(2m+ 2) ,
P [e1 + e2] = − (ψ2(t)− 1)(ψ2(t)+ 1 + 2m)4m ,
P [0] = (ψ2(t)− 1)(ψ2(t)+ 1)
2m(2m+ 2) .
The permutation operator is given by
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Note that in accord with Theorem 4.4, the projection operators have the same form as those in
the son case with t replaced by −t and 2m by −n, since the sign ε(0) is different in the two
cases.
5. Proof of Theorems 3.13 and 3.15
In this section we give the proofs of Theorems 3.13 and 3.15. The proof will be case by case,
using our classification of smf modules.
5.1. The classical Lie groups
We first consider the natural modules of the classical Lie groups GLk , SLk , Ok , and Sp2k .
5.1.1. The linear groups GLk and SLk
It is a celebrated result of classical invariant theory known as Schur–Weyl duality (see [W]
or [How2]) that EndGLk(C)(V⊗r ) is the group algebra of the symmetric group Symr in the rep-
resentation φr . If SLk(C) is regarded as a subgroup of GLk(C), then GLk(C) is generated by
SLk(C) and scalars. Since the scalars in GLk(C) act on V⊗r as multiplication by constants,
HomSLk(C)(V⊗r , V⊗r ) and HomGLk(C)(V⊗r , V⊗r ) coincide. By Remark 3.16, it follows that
Homslk(C)(V⊗r , V⊗r ) and Homglk(C)(V⊗r , V⊗r ) are also both equal to φr(CSyms). In view of
Theorem 4.1 this completes the proof of Theorems 3.15 and 3.13 for these cases.
5.1.2. The symplectic group Sp2k(C)
It is a classical result of Brauer [Br] that HomSp2k(C)(V⊗r , V⊗r ) is the image of the Brauer
algebra described in Theorem 4.4. Since Sp2k(C) is connected, it follows from Proposition 3.14
that the corresponding centraliser algebra in the Lie algebra case sp2k(C) is the same. Thus
Theorem 4.4 implies both Theorems 3.15 and 3.13 in this case.
5.1.3. The orthogonal groups Ok(C)
Brauer proved in [Br] that if V is the natural Ok(C)-module, then EndOk(C)(V⊗r ) is the
homomorphic image of the Brauer algebra described in Theorem 4.4. Hence, bearing in mind
Theorem 4.4, we have,
A(r) = EndOk(C)
(
V⊗r
)⊆ EndSOk(C)(V⊗r)= Endsok(C)(V⊗r), (5.1)
where the last equality follows from Proposition 3.14. If k = 2m + 1, then Ok is generated by
−idV and SOk , and since −idV acts on V⊗r as a scalar, the inequality of (5.1) is an equality.
Thus in the odd orthogonal case, both Theorems 3.15 and 3.13 follow.
Theorem 3.15 for the case of O2m(C) also follows from the above discussion.
5.2. The case of G2
We now consider Theorems 3.13 and 3.15 in the case of G2 and its Lie algebra. In view of
Proposition 3.14 and Remark 3.16, it suffices to consider the Lie group case.
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The G2 endomorphism algebras of tensor powers of the seven-dimensional irreducible mod-
ule V are nothing other than G2 invariants in tensor powers of V since V is self dual. We
therefore recall the invariant theory for G2 developed by Schwarz [S]. We note that another
approach to G2 may be found in the interesting paper of Kuperberg [Kup].
Denote by α1 and α2 the simple roots of G2, with α1 being the shorter one. We take the
bilinear form ( , ) to be normalised so that (α1, α1) = 2. The set of positive roots is given by
R+ = {α1, α2; α2 + α1; α2 + 2α1; α2 + 3α1; 2α2 + 3α1};
and the fundamental weights are
λ1 = 2α1 + α2, λ2 = 3α1 + 2α2.
Note that both λ1 and λ2 are positive roots, with λ1 being short and λ2 long. In fact λ2 is the max-
imal root, hence the module Lλ2 is isomorphic to the Lie algebra itself, which is 14-dimensional.
The 7-dimensional irreducible module V = Lλ1 is strongly multiplicity free by Theorem 3.4.
The set of weights of V is Π = {0,±α1,±(α2 + α1),±(α2 + 2α1)}. We have
V ⊗ V = L2λ1 ⊕Lλ2 ⊕Lλ1 ⊕L0,
where the dimension of L2λ1 is 27. The appearance of the trivial 1-dimensional submodule L0
in V ⊗ V implies that V is self-dual, that is, V and its dual V ∗ are isomorphic. Moreover since
Lλ1 = V , it follows that each tensor power of V contains L0.
The eigenvalues of the quadratic Casimir in these irreducible modules are respectively given
by
χλ1(C) = 12, χλ2(C) = 24, χ2λ1(C) = 28, χ0(C) = 0.
Let P [μ], μ = 2λ1, λ2, λ1,0, be the respective projections mapping V ⊗V onto the irreducibles.
Then the permutation map s :V ⊗ V → V ⊗ V can be expressed as
s = P [2λ1] + P [0] − P [λ2] − P [λ1].
This shows that the symmetric and exterior squares of V are given by S2(V ) = L2λ1 ⊕ L0 and∧2
(V ) = Lλ2 ⊕Lλ1 .
As is well known (see, e.g., [S]), the Cayley algebra over C is the unique (up to isomorphism)
8-dimensional non-commutative, non-associative alternative algebra, which can be constructed
in the following way. Let AR denote the set of ordered pairs of quaternions with component wise
addition and the following multiplication:
(a;b)(c;d) = (ac − d¯b;da + bc¯),
where a¯ is the usual conjugation of quaternions. Then AR is a central simple non-associative,
non-commutative alternative algebra of dimension 8 over R. If x = (a;b) ∈ AR, we define the
trace of x by tr(x) = Re(a), the real part of a. The complexification AC := A of AR is the
Cayley algebra; it retains the complex valued linear form tr. The connected component of the
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V is now realised as the subspace of A consisting of elements of trace zero.
For any non-negative integer m, let Vm be the direct sum of m copies of V . Let (x1, . . . , xm)
be an arbitrary element in Vm. Following [S], we define three series of G2-invariant polynomial
functions in the coordinate ring C[Vm]. First define A, B and C in C[V 2], C[V 3] and C[V 4]
respectively by
A(x,y) = − tr(xy); B(x, y,u) = − tr(x(y(u)));
C(x, y,u, v) = skew(tr(x(y(u(v))))), (5.2)
for x, y,u, v ∈ V , where skew denotes skew symmetrisation over Sym4. For any sequence
1 i1 < · · ·< ip  n write Pi1i2...ip :Vm → V p for the projection Vm → Vi1 ⊕ · · · ⊕Vip , define
αij ∈ C[Vm] by αij = A ◦ Pij . Similarly, define βijk = B ◦ Pijk and γijkl = C ◦ Pijkl .
Theorem 5.1. [S] The algebra C[Vm]G2 of G2-invariant polynomials on Vm is generated by the
polynomials αij , βijk and γijkl .
Now C[Vm] may be identified with the symmetric algebra S((V m)∗) on the dual space (V m)∗
of Vm. Since S((V m)∗) ∼= S((V ∗)m) ∼= S(V ∗)⊗m, this algebra is Zm-graded (since S(V ∗) is
Z-graded, with the non-zero components all having non-negative degree), and for any m-tuple
d = (d1, . . . , dm) of integers, we denote by Sd((V m)∗) the subspace of polynomials of multi-
degree (d1, . . . , dm). Then S((V m)∗) =⊕d Sd((V m)∗) is a G2-invariant direct decomposition
of S((V m)∗).
The homogeneous component S(1,...,1)((V m)∗) ∼= (V ∗)⊗m, and since G2 preserves the grad-
ing, Theorem 5.1 inter alia provides an explicit description of the invariant subspace ((V ∗)⊗m)G2 .
Remark 5.2. The map A of (5.2) is a G2-invariant, non-degenerate pairing: V ×V → C. Hence
A provides a canonical isomorphism of G2-modules V ∼−→ V ∗. We shall therefore consider the
G2-modules V and V ∗ as canonically identified in this way. In particular, with this identification,
Theorem 5.1 is interpreted as an explicit description of the space (V⊗m)G2 .
Using the identification described in Remark 5.2, the G2-invariant maps A,B and C of (5.2)
give rise to G2 equivariant maps among the tensor powers of V as follows. First, the maps A,B
and C themselves provide
A :V⊗2 → C, B :V⊗3 → C, C :V⊗4 → C. (5.3)
It is useful to note that while A is symmetric, both B and C are skew symmetric.
Now A ∈ (V⊗2)∗ ∼= (V ∗)⊗2, which by Remark 5.2 is canonically identified with V⊗2. Thus
we have the G2-equivariant map
Φ :C → V ⊗ V, c → cA.
Similarly, we obtain from B the maps
B ′ :V⊗2 → V, Ψ ′ :V → V⊗2, Ψ :C → V⊗3;
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C′ :V⊗3 → V, C′′ :V⊗2 → V⊗2, Θ ′ :V → V⊗3, Θ :C → V⊗4.
The maps A, B , C and their relatives described above are the contraction and expansion operators
of [HZ]. As shown in [S,HZ] (proof of Proposition 3.22 in [S] and Lemma 5.1(c) in [HZ]),
C′′ restricts to an isomorphism on
∧2
V , thus C′′ = aP [λ1] + bP [λ2] with a, b = 0. We further
note that a = b.
Now by Remark 5.2, we have, for any integer n, an isomorphism of G2 modules (V ∗)⊗2n ∼=
(V ∗)⊗n ⊗ V⊗n ∼= HomC(V⊗n,V⊗n). Taking G2-invariants, one obtains
((
V ∗
)⊗2n)G2 ∼= HomG2(V⊗n, V⊗n), (5.4)
which leads to the following easy application of Theorem 5.1.
Lemma 5.3. [HZ] The algebra HomG2(V⊗n,V⊗n) is generated by the place permutations in
φn(Symn) together with the contraction and expansion maps defined above.
Some clarification is required as to how HomG2(V⊗n,V⊗n) is generated by the given
elements. Let Ω :V⊗k → C be any map constructed by tensoring the maps A,B,C (e.g.,
Ω = A⊗3 ⊗ B⊗5 ⊗ C ⊗ A ⊗ C⊗2), and let U :C → V⊗l be constructed by tensoring Φ , Ψ , Θ
(e.g., U = Φ⊗7 ⊗Θ⊗Φ⊗Ψ⊗6 ⊗Θ⊗3); by composition one obtains U ◦Ω :V⊗k → V⊗l . Next,
let X :V⊗p → V⊗q be constructed by tensoring B ′, C′, Ψ ′, Θ ′, C′′, and id (e.g., X = (B ′)⊗2 ⊗
id ⊗C′′ ⊗ (Ψ ′)⊗3 :V⊗10 → V⊗11). Finally, define the map (U ◦Ω)⊗X :V⊗(k+p) → V⊗(l+q).
When k + p = l + q = n, we can compose (U ◦Ω)⊗X with permutations σ1, σ2 in φn(Symn)
to obtain
F = σ2 ◦
(
(U ◦Ω)⊗X) ◦ σ1.
Then HomG2(V⊗n,V⊗n) is spanned by maps of the form F .
5.2.2. Proof of Theorem 3.15 for G2
By Theorem 4.1, the permutations are in A(n), whence we only need show that all maps of
the form (U ◦Ω)⊗X are in A(n). This will be done in a series of reductions.
(1) Assume that there is a factor C in Ω . Note that C = (A ⊗ A) ◦ (id ⊗ C′′ ⊗ id).
Let Ωˆ be the map obtained by replacing this C in Ω by A ⊗ A. Then (U ◦ Ω) ⊗ X =
((U ◦ Ωˆ) ⊗ X) ◦ (id⊗r ⊗ C′′ ⊗ id⊗s) for some integers s and r . Now C′′ belongs to A(2),
and hence it remains to prove that (U ◦ Ω) ⊗ X ∈ A(n) if Ω contains no factor C. A similar
argument using Θ = (id ⊗ C′′ ⊗ id) ◦ (Φ ⊗ Φ) shows that we may also assume that U has no
factor Θ .
(2) Consider (U ◦Ω)⊗X with Ω containing B factors, and U containing Ψ factors. Applying
permutations if necessary, we may assume that all the B’s are at the end of Ω , and the Ψ ’s at the
end of U . Now
Ψ ◦B :V⊗3 → V⊗3
is the projection which maps V⊗3 onto its unique 1-dimensional submodule. It can be constructed
from the triple co-product of the quadratic Casimir element of G2, and hence is contained
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neously contain factors B and Ψ .
Assume that we are in the situation where Ω contains k factors B , but U contains no Ψ .
The other case is similar. We may replace each factor B in Ω by A ◦ (id ⊗ B ′). In this way,
(U ◦ Ω) ⊗ X can be expressed as a composition of maps of the form σ2 ◦ (Z ⊗ X′) ◦ σ1 where
Z is constructed from A and Φ only, while X′ is constructed from B ′, Ψ ′, C′, C′′, Θ ′ and id.
(3) Consider a map X of the form of X′ above. If X has a factor C′′ acting on the ith and
(i + 1)th factors in V⊗n, then (U ◦ Ω) ⊗ X = ((U ◦ Ω) ⊗ Xˆ) ◦ (id⊗(i−1) ⊗ C′′ ⊗ id⊗(n−i−1)),
where Xˆ is obtained from X by replacing C′′ by the identity map on the tensor product V ⊗ V .
As C′′ belongs to A(2), we only need to show (U ◦Ω)⊗X ∈A(n) when X contains no C′′.
The relation C′ = (id ⊗ A) ◦ (C′′ ⊗ id) and the previous paragraph show that any factor C′
may be eliminated from X, and so is also θ ′ in a similar way. Hence we are reduced to showing
that Z ⊗X ∈A(n), where Z is constructed from A and Φ only, while X is constructed from B ′,
Ψ ′ and id only.
(4) It is important to observe that the total number of factors B ′ and Ψ ′ in X must be even.
Thus modulo permutations, X may be assumed to be either of the form (B ′ ⊗Ψ ′)⊗k ⊗ (B ′)⊗2l ⊗
id⊗p or (B ′ ⊗Ψ ′)⊗k ⊗ (Ψ ′)⊗2l ⊗ id⊗p .
Note that B ′ ⊗Ψ ′ = (B ′ ⊗Ψ ′) ◦ (P [λ1] ⊗ id). As V ⊗ V is multiplicity free, we can always
express B ′ ⊗Ψ ′ as T ◦ (P [λ1]⊗ id), where T is a linear combination of the projection operators
P2[μ], μ = 2λ1,0, λ1, λ2, described in Proposition 3.11. Thus (B ′ ⊗ Ψ ′)⊗k belongs to A(3k).
Therefore, we now only need to show that all Z ⊗ X ∈ A(n) when X = (B ′)⊗2l ⊗ id⊗p or
(Ψ ′)⊗2l ⊗ id⊗p .
Since these two cases are almost identical, we shall examine the first one only. In order for
Z ⊗X to be in HomG2(V⊗n,V⊗n), Z should be the tensor product of Φ⊗l with an appropriate
tensor power of P [0]. Note that B ′⊗B ′ = (id⊗A)◦(B ′⊗Ψ ′⊗ id). Thus Z⊗X can be expressed
as a composition F ◦H , where F is the image in A(n) of an element of the Brauer algebra in the
representation described in Theorem 4.4, and H is an element of A(n) constructed from B ′ ⊗Ψ ′
and id. Obviously F ◦ H belongs to A(n). This completes the proof of Theorem 3.13 for the
case G2.
5.3. The higher-dimensional representations of gl2 and sl2
Let V be the (l + 1)-dimensional irreducible gl2-module. We realise V⊗r as follows. Denote
by C[X] the algebra of polynomials in the indeterminates xpi , p = 1,2 and i = 1,2, . . . , r . If Mi
is the subalgebra C[x1i , x2i ] of C[X], then C[X] ∼= M1 ⊗ · · · ⊗ Mr . Let epqi := xpi ∂∂xqi (p,q =
1,2). If gpq (p,q = 1,2) denotes the usual basis of gl2, the map gpq → epqi defines an action
of gl2 on Mi for each index i. If U2 denotes the universal enveloping algebra of gl2, then the
operators {epqi | p,q = 1,2; i = 1, . . . , r} generate an action of U⊗r2 on C[X] in the obvious
way. With these identifications, observe that Δ(r)(gpq) acts as epq :=∑ri=1 epqi =∑ri=1 xpi ∂∂xqi
on C[X] (for each p, q).
Now each subalgebra Mi is N-graded by degree, whence C[X] is Nr -graded. Let Mi,d be
the homogeneous subspace of Mi of degree d . If d = (d1, . . . , dr ) ∈ Nr , then C[X]d = M1,d1 ⊗
· · · ⊗Mr,dr denotes the degree d subspace of C[X]. The above action of gl2 leaves invariant the
subspaces Mi,d for each i, d , and hence we have the U⊗r -module decomposition2
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⊕
d∈Nr
C[X]d. (5.5)
Clearly V ∼= Mi,l for each i, and so V⊗r may (and will) be identified with C[X](l,l,...,l). A gen-
erating set for the algebra A(r) of endomorphisms of the U2-module C[X] (or any of the sub-
modules C[X]d) is provided by the images of the elements Cij of (2.2). Since (g11, g12, g21, g22)
and (g11, g21, g12, g22) are dual bases of gl2, we have
Remark 5.4. The operators {Aij :=∑p,q=1,2 epqi eqpj | 1  i < j  r} generate the associative
algebra A(r) of U2-endomorphisms of C[X]d for any degree d = (d1, . . . , dr ).
We wish to show that for d = (l, . . . , l) this is the whole endomorphism algebra E . In fact we
shall prove the stronger result
Theorem 5.5. For any degree d = (d1, . . . , dr ), the endomorphism algebra E of C[X]d regarded
as a U2-module (or gl2-module, or sl2-module), coincides with the algebra A(r) of Remark 5.4.
Our strategy for proving Theorem 5.5 will be to use Howe duality to obtain a characterisation
of E , and from that to identify a generating set for E using a result of Millson and Toledano
Laredo, whose elements will be shown to lie in A(r). We note also that ideas very much in the
spirit of this theorem may be found in [MT,TL].
Proof of Theorem 5.5. Define linear operators Eij on C[X] by
Eij =
2∑
p=1
x
p
i
∂
∂x
p
j
, i, j = 1,2, . . . , r.
Let {Uij | 1  i, j  r} be the usual basis of glr . The map Uij → Eij defines an action of glr ,
and hence its universal enveloping algebra Ur , on C[X], and the actions of U2 and Ur commute.
In fact (gl2,glr ) forms a dual reductive pair on C[X] in the sense of [How1] or [How2]. This
implies that as a module for U2 ⊗Ur , C[X] is multiplicity free, and from [How2, Theorem 2.1.2]
it follows that as (U2 ⊗ Ur )-module,
C[X] ∼=
⊕
λ∈Λ2
L
U2
λ ⊗LUrλ , (5.6)
where Λ2 is the set of all partitions with two parts, and if λ = (λ1  λ2), then LU2λ (respec-
tively LUrλ ) is the irreducible U2-module (respectively Ur -module) with highest weight (λ1, λ2)
(respectively (λ1, λ2,0, . . . ,0), where there are r − 2 zeros).
The basis elements Uii , i = 1, . . . , r , form a basis of a Cartan subalgebra h of glr . They act on
C[X] via the Eii , and if f ∈ C[X] has degree d = (d1, . . . , dr ), then Eiif = dif . Hence if H is
the (commutative) subalgebra of Ur generated by the Uii (i = 1, . . . , r) then C[X] =⊕d C[X]d
is the decomposition of C[X] into H -invariant subspaces; that is, the decomposition (5.5) of C[X]
by degree is precisely its decomposition into weight spaces with respect to H as a representation
of Ur . Since the action of U2 preserves degree, this implies that the decompositions (5.5) and
(5.6) are related as follows (using the notation above).
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C[X]d =
⊕
λ∈Λ2
L
U2
λ ⊗
(
L
Ur
λ
)
d, (5.7)
where (LUrλ )d is the d-weight space of the Ur module LUrλ .
The decomposition (5.7) is precisely the decomposition of C[X]d, regarded as a U2-module
into isotypic components. It is therefore clear that
EndU2
(
C[X]d
)∼= ⊕
λ∈Λ2
EndC
((
L
Ur
λ
)
d
)
. (5.8)
By the argument of Corollary 3.12, the projections to all isotypic components of C[X]d lie in
A(r), so for the proof of the theorem, it suffices to show that all endomorphisms of the multi-
plicity spaces (LUrλ )d are induced by A(r).
To prove the latter assertion, we introduce, following [MT, §1] the Casimir subalgebra Cr
of Ur . This is defined as the subalgebra of Ur generated by the elements {UijUji +UjiUij ,Uii |
i, j = 1, . . . , r}. Note that the generators of Cr preserve degree, whence Cr acts on C[X]d, and
hence on the summands of the decomposition (5.7). Moreover it follows from [MT, Remark 6.2,
after Theorem 6.1] that Cr acts irreducibly on (LUrλ )d, and hence that its generators induce the
whole of EndC((LUrλ )d). It therefore suffices to show that the generators of Cr induce endomor-
phisms of C[X]d which lie in A(r).
To see this, note first that Uii acts on C[X]d as Eii , i.e., as the scalar di . Thus certainly the
endomorphisms induced by the Uii are inA(r). Next, UijUji acts on C[X]d as EijEji , and it will
clearly suffice to show that the latter lie in A(r). But as was observed in [TL, Proposition 3.3],
for any i = j ,
EijEji =
∑
p,q=1,2
x
p
i
∂
∂x
p
j
x
q
j
∂
∂x
q
i
=
∑
p,q=1,2
x
p
i
(
δpq
∂
∂x
q
i
+ xqj
∂2
∂x
p
j ∂x
q
i
)
=
∑
p
x
p
i
∂
∂x
p
i
+
∑
p,q=1,2
x
p
i x
q
j
∂2
∂x
p
j ∂x
q
i
= Eii +
∑
p,q=1,2
x
p
i
∂
∂x
q
i
x
q
j
∂
∂x
p
j
= Eii +
∑
p,q=1,2
e
pq
i e
qp
j
= Eii +Aij .
Since Eii acts as a scalar, it follows that EijEji ∈ A(r), which completes the proof of Theo-
rem 5.5. 
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implied by the result on gl2. By Remark 3.16, this also proves the relevant statement of Theo-
rem 3.15.
6. Quantised universal enveloping algebras and representations of the braid group
6.1. Quantised universal enveloping algebras
Let g be a simple Lie algebra of rank rk(g), and let b and h respectively denote a Borel
subalgebra and a Cartan subalgebra of g. Assume the bilinear form ( , ) on h∗ is normalised
so that any short root α satisfies (α,α) = 2 for all algebras except that in the case of so2m+1,
(α,α) = 1. If {αi} is the set of simple roots of g, the Cartan matrix A = (aij ) of g is defined by
aij = 2(αi ,αj )(αi ,αi ) . Let l be the exponent of the weight lattice of g modulo the root lattice. Let z be an
indeterminate over C and set q = z2(α,α)/2 where α is any short root. Note that the exponent of
z is an integer.
In this work, the Jimbo version [D,J] of the quantised universal enveloping algebra Uq(g)
is defined to be the unital associative algebra over the field C(z) of rational functions of the
indeterminate z, generated by elements k±1i , Ei , Fi , i = 1,2, . . . , rk(g), subject to the following
relations:
kikj = kj ki, kik−1i = 1,
kiEjk
−1
i = q(αi ,αj )Ej , kiFj k−1i = q−(αi ,αj )Fj ,
[Ei,Fj ] = δij ki − ki
qi − q−1i
,
1−aij∑
t=0
(−1)t
[
1 − aij
t
]
qi
(Ei)
tEj (Ei)
1−aij−t = 0, i = j,
1−aij∑
t=0
(−1)t
[
1 − aij
t
]
qi
(Fi)
tFj (Fi)
1−aij−t = 0, i = j, (6.1)
where
[
s
t
]
x
= [s]x ![s−t]x ![t]x ! denotes the Gauss polynomial in x, with [m]x ! =
∏m
k=1[k]x , and [m]x =
xm−x−m
x−x−1 and where for any simple root αi , qi = q(αi ,αi )/2.
Recall that Uq(g) has the structure of a Hopf algebra. Denote its comultiplication by Δ, and
its antipode by S; then explicitly,
Δ(ki) = ki ⊗ ki, Δ(Ei) = Ei ⊗ ki + 1 ⊗Ei, Δ(Fi) = Fi ⊗ 1 + k−1i ⊗ Fi,
S(Ei) = −Eik−1i , S(Fi) = −kiFi, S(ki) = k−1i .
We shall also consider the quantised universal enveloping algebra Uq(glk) of glk . In place of
the ki , we have generators Ka , 1 a  k, and the first three sets of relations in (6.1) are replaced
by
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KaEjK
−1
a = q(ea,αj )Ej , KaFjK−1a = q−(ea,αj )Fj ,
[Ei,Fj ] = δij
KiK
−1
i+1 −K−1i Ki+1
q − q−1 ,
while the Serre relations remain the same. The comultiplication and antipode for Uq(glk) are
similar to the case when g is simple. In the remainder of the paper, g will either be a simple Lie
algebra or glk for some k.
We shall consider only finite-dimensional Uq(g)-modules which are direct sums of weight
spaces, i.e., simultaneous eigenspaces of the elements ki ; further we confine ourselves to “type-
(1, . . . ,1) modules”; this means that corresponding to each weight vector w, there exists a μ ∈ h∗
such that kiw = q2(μ,αi )/(αi ,αi )i w = q(μ,αi )w, for all i. For Uq(glk) this condition is replaced by
Kaw = q(ea,μ)w, for all a. We shall refer to μ as the weight of w. In particular, the weight of a
highest weight vector of an irreducible module will be called the highest weight of the module.
The advantage of our convention is that this notion of weights coincides with that of the case of
Lie algebras. We shall denote by Cq(g) the category of such Uq(g)-modules, which is known to
be semisimple [L2]. Furthermore, Cq(g) forms a braided tensor category [Ka].
As in the classical case, define Δ(r−1) : Uq(g)→Uq(g)⊗r recursively by Δ(r−1) = (id⊗(r−2)⊗
Δ)◦Δ(r−2). This makes any tensor product of Uq(g)-modules into a Uq(g)-module, and we shall
be interested in the decomposition of such modules into irreducibles.
The category Cq(g) has a braiding, conveniently described by adapting to the present situation
Drinfel’d’s theory [D] of the universal R-matrix in the context where Uq(g) is defined over a
power series ring Ch. Let Θ be the quasi-R-matrix [L2], which belongs to an appropriate
completion of Uq(g)⊗ Uq(g). Let U± be the subalgebra of Uq(g) generated by the elements Ei
(respectively Fi ). Then by [KR] there exist elements {Es} of U+ and {Fs} of U−, respectively,
which may be used to express the quasi R-matrix as
Θ = 1 ⊗ 1 + (q − q−1)∑Es ⊗ Fs . (6.2)
Given any two modules V1 and V2 in Cq(g), define the map
ΥV1,V2 :V1 ⊗ V2 → V1 ⊗ V2, w1 ⊗w2 → q(μ1,μ2)w1 ⊗w2, (6.3)
where w1 and w2 have weights μ1 and μ2, respectively. This defines a linear endomorphism of
V1 ⊗ V2 for any pair of Uq(g) modules V1,V2, and we speak of Υ as a “functorial endomor-
phism,” whose evaluation at (V1,V2) is ΥV1,V2 . Now let
R = ΘΥ. (6.4)
We shall also consider RT = ΘT Υ , where ΘT = 1 ⊗ 1 + (q − q−1)∑Fs ⊗ Es .
The following results of Drinfel’d are well-known.
Theorem 6.1. Let Wi , i = 1,2,3, be finite-dimensional Uq(g)-modules. Then
(a) For all x ∈ Uq(g), RΔ(x) = Δ′(x)R, where Δ′ is the opposite comultiplication.
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(c) Part (b) implies the Yang–Baxter equation
R12R13R23 = R23R13R12. (6.5)
Next let  be the functorial endomorphism, which attaches to any Uq(g)-module W the
endomorphism W :W → W , defined by W :w → q−(μ,μ)w, where μ is the weight of w.
Let K be a product of the k±1i in Uq(g) such that Kw = q2(μ,ρ)w for any weight vector w of
weight μ, where ρ is the half sum of the positive roots of g. We have the following well-known
result (see, e.g., [KS]).
Theorem 6.2. Define the functorial endomorphism
v := K−1
(
1 + (q − q−1)∑
t
S(Ft )Et
)
. (6.6)
Then v has the following properties:
(a) The evaluation of v at any Uq(g)-module is invertible, and its inverse v−1 acts on an irre-
ducible Uq(g)-module Lλ with highest weight λ as multiplication by the scalar q(λ+2ρ,λ).
(b) For any pair W1 and W2 of Uq(g)-modules in Cq(g), v−1 acts on W1 ⊗ W2 as (v−1 ⊗
v−1)RT R.
Note that the evaluations of v−1 are the quantum analogues of the classical quadratic Casimir.
6.2. Representations of the braid group
Let Br denote the braid group on r strings. It is generated by elements bi , i = 1,2, . . . , r − 1,
with relations
bibi+1bi = bi+1bibi+1, bibj = bjbi, |i − j | > 1. (6.7)
Given a representation of Uq(g), for any integer r , the universal R-matrix of Uq(g) provides
a representation of the r-string braid group Br on a tensor space. To see this, fix a Uq(g)-module
(π,Vq), and define the linear maps
s :Vq ⊗ Vq → Vq ⊗ Vq, w ⊗w′ → w′ ⊗w,
Rˇ = s ◦R :Vq ⊗ Vq → Vq ⊗ Vq.
Then it respectively follows from parts (a) and (b) of Theorem 6.1 that Rˇ is a Uq(g)-module
automorphism,
Rˇ(π ⊗ π)Δ(x) = (π ⊗ π)Δ(x)Rˇ, ∀x ∈ Uq(g), (6.8)
and satisfies the following form of the Yang–Baxter equation
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The following result is well-known (see, e.g., [R]).
Theorem 6.3. For any Uq(g)-module Vq , there is a representation
ψr :Br → GL
(
V⊗rq
)
of the r-string braid group Br with generators b1, . . . , br−1 on V⊗rq , defined by
ψr(bi) = id⊗(i−1)Vq ⊗ Rˇ ⊗ id
⊗(r−i−1)
Vq
, i = 1,2, . . . , r − 1.
This is clear from the Yang–Baxter equation (6.9).
Denote the image C(z)ψr(Br) by B(r).
Lemma 6.4. B(r) is a subalgebra of EndUq (g)(Vq⊗r ).
Proof. We have Δ(r−1) = (id⊗(i−1) ⊗ Δ ⊗ id⊗(r−i−1))Δ(r−2) for any i < r because of the co-
associativity of Δ. By (6.8),
[
Rˇii+1,Δ(r−1)(x)
]= 0, ∀x ∈ Uq(g).
Therefore, ψi(bi) ∈ EndUq (g)(Vq⊗r ) for all i. 
We wish to identify B(r), in particular to determine when it is the whole endomorphism
algebra EndUq (g)(Vq⊗r ). Consider the action of v−1 on Vq⊗r for r > 2. By repeatedly applying
part (b) of Theorem 6.2, we obtain
Δ(r−1)
(
v−1
)= (v−1 ⊗ · · · ⊗ v−1)︸ ︷︷ ︸
r
Rˇ12Rˇ12 · Rˇ23Rˇ12Rˇ12Rˇ23
· Rˇ34Rˇ23Rˇ12Rˇ12Rˇ23Rˇ34 · · ·
· Rˇr−1r Rˇr−2r−1 · · · Rˇ2 3Rˇ12Rˇ12Rˇ23 · · · Rˇr−2r−1Rˇr−1r .
In terms of ψr(bi), this equation can be rewritten as
π⊗r ◦Δ(r−1)(v−1)= (v−1 ⊗ · · · ⊗ v−1)︸ ︷︷ ︸
r
ψr(b1)ψr(b1) ·ψr(b2)ψr(b1)ψr(b1)ψr(b2)
·ψr(b3)ψr(b2)ψr(b1)ψr(b1)ψr(b2)ψr(b3) · · ·
·ψr(br−1)ψr(br−2) · · ·ψr(b1)ψr(b1) · · ·ψr(br−2)ψr(br−1).
Assume that Vq is the irreducible Uq(g)-module LΛ0 with highest weight Λ0. Then v−1 acts
on Vq as the scalar q(Λ0+2ρ,Λ0) by part (a) of Theorem 6.2. Thus in this case π⊗r (Δ(r−1)(v−1))
belongs to B(r). Also note that π⊗k(Δ(k−1)(v−1)) ⊗ id⊗(r−k)Vq ∈ B(r) for all k  r , and these
operators commute with one another.
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is multiplicity free, and write P [μ] for the projection to the irreducible component with highest
weight μ. Then by part (b) of Theorem 6.2, we have the following formulae (cf. [R]):
Rˇ2 =
∑
μ∈P+Λ0
qχμ(C)−2χΛ0 (C)P [μ], Rˇ =
∑
μ∈P+Λ0
ε(μ)q
1
2 (χμ(C)−2χΛ0 (C))P [μ], (6.10)
where the ε(μ) = ±1 are the eigenvalues of the permutation s in the classical limit q → 1.
Example 6.5. The natural Uq(gln)-module and a representation of the Hecke algebra.
Let Vq be the natural Uq(gln)-module. Then Vq ⊗ Vq decomposes as the direct sum of L2e1
and Le1+e2 . Denote by P [2e1] and P [e1 + e2] respectively the projections onto these irreducible
components. The calculations of eigenvalues of the Casimir in Section 3 immediately give
Rˇ = qP [2e1] − q−1P [e1 + e2], which leads to
(Rˇ − q)(Rˇ + q−1)= 0.
Thus as maps on V⊗rq , (ψr(bi) − q)(ψr(bi) + q−1) = 0 for all i. This fact together with (6.7)
imply (cf. [J]) that B(r) is a homomorphic image of the Hecke algebra H(r). The statement
that B(r) is the whole endomorphism algebra in this case is usually referred to as Schur–Jimbo
duality:
HomUq (gln)
(
V⊗r , V⊗r
)= B(r), ∀r  2. (6.11)
Example 6.6. The natural modules for Uq(son) and Uq(sp2m) and representations of the
Birman–Wenzl algebra.
The natural Uq(g)-module Vq has highest weight e1. As in the classical case,
Vq ⊗ Vq = L2ε1 ⊕Lε1+ε2 ⊕L0,
where L0 is the trivial module. Let P [λ], λ = 2e1, e1 + e2,0 be the projections onto Lλ. Then
using the eigenvalues of the quadratic Casimir operator in the relevant irreducible representations
computed in Section 3, we have
Rˇ = qP [2e1] − q−1P [e1 + e2] + q1−nP [0], for son,
Rˇ = qP [2e1] − q−1P [e1 + e2] − q−2m−1P [0], for sp2m. (6.12)
Lemma 6.7. Maintaining the above notation, we have
(
P [0] ⊗ idVq
)(
idVq ⊗ P [0]
)(
P [0] ⊗ idVq
)= 1
(dimq Vq)2
P [0] ⊗ idVq ,
(
idVq ⊗ P [0]
)(
P [0] ⊗ idVq
)(
idVq ⊗ P [0]
)= 1
(dimq Vq)2
idVq ⊗ P [0],
(
P [0] ⊗ idVq
)(
idVq ⊗ Rˇ
)(
P [0] ⊗ idVq
)= qχe1 (C)
dim V
P [0] ⊗ idVq ,
q q
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idVq ⊗ P [0]
)(
Rˇ ⊗ idVq
)(
idVq ⊗ P [0]
)= qχe1 (C)
dimq Vq
idVq ⊗ P [0],
where dimq Vq = trVq (K) is the quantum dimension of Vq .
Proof. The proof is analogous to that of Lemma 4.3; we sketch a proof of the first relation. Recall
[Ja, 5.3, p. 71] that for any finite-dimensional Uq(g)-module W and φ ∈ EndC(W), the quantum
trace trq,W (φ) = trW(φK) is a Uq(g)-module homomorphism to the trivial Uq(g)-module.
The left-hand side of the first relation is a Uq(g)-module map from L0 ⊗ Vq to itself. But
L0 ⊗ Vq  Vq is irreducible, hence the map must be of the form cP [0] ⊗ idVq , where c is a
scalar.
To determine the scalar c, we take the quantum trace of both sides, following the method of
[ZGB] (cf. Lemma 4.3 above). For any pair W1 and W2 of finite-dimensional modules over
Uq(g) define T qW2,W1 : EndC(W1 ⊗ W2) → EndC W1 by T
q
W2,W1
(
∑
h ⊗ h′) := ∑ trq,W2(h′)h.
Then T qW2,W1 is a homomorphism of Uq(g)-modules, and since Δ(K) = K ⊗ K , in analogy
with the classical case, we have for f ∈ EndC(W1 ⊗W2),
trq,W1
(
T
q
W2,W1
(f )
)= trq,W1⊗W2(f ).
If W1 is irreducible and f ∈ EndUq (W1 ⊗ W2), then by Schur’s Lemma, T qW2,W1f = b idW1 for
some constant b, and using the trace relation above, b = trq,W1⊗W2 (f )dimq (W1) . Using this, it is clear that
T
q
Vq,Vq
(P [0]) = 1dimq (Vq) idVq .
The argument now proceeds exactly as that in Lemma 4.3.
To prove the last two relations, one also requires the relation
T
q
Vq,Vq
{
(idVq ⊗K) ◦ Rˇ
}= qχe1 (C)idVq ,
which may be found in [ZGB]. 
Now define the following endomorphisms of V⊗rq :
τi = id⊗(i−1) ⊗ ε(0)P [0] ⊗ id⊗(r−i−1), i = 1,2, . . . , r − 1,
where ε(0) is equal to 1 for son and −1 for sp2m. Then in analogy with Theorem 4.4, Eq. (6.12)
and Lemma 6.7 imply the well-known fact that
Proposition 6.8. The ψr(bi) and τi together generate a representation of the Birman–Wenzl–
Murakami algebra (see, e.g., [BW]) on V⊗rq .
7. Strongly multiplicity free modules for quantum groups
The notion of strongly multiplicity free irreducible modules extends to quantised enveloping
algebras in the obvious way. Let (π,Vq) be an irreducible Uq(g)-module with highest weight Λ0.
To remove the trivial case, we assume dimLΛ0 > 1. Recall the notion of weights from Sec-
tion 6.1, and we denote by Π the set of the weights of Vq .
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distinct elements μ and ν in Π , μ− ν ∈ NR+ ∪ (−NR+).
The strongly multiplicity free Uq(g)-modules are closely related to the strongly multiplicity
free modules of the corresponding Lie algebra g. This connection follows from the result of
[L1, Theorem 4.12] which states that when z (and therefore q) is specialised to 1, a suitable
lattice in the irreducible Uq(g)-module Lλ with highest weight λ specialises to the irreducible
U(g)-module with the same highest weight. We describe this specialisation here. Now Lλ is
generated by a highest weight vector w+. Take any basis E consisting of elements of the form
Fi1Fi2 · · ·Fikw+. Let C(z)1 be the subring of elements of C(z) with no pole at z = 1. Then
(Lλ)
reg := C(z)1E is stable under the action of all the generators Ei , Fi , k±1i and ki−k
−1
i
qi−q−1i
of
Uq(g). Define an action of C(z)1 on C with z acting as 1. Then (Lλ)reg ⊗C(z)1 C is isomorphic
to the irreducible U(g)-module with highest weight λ [L1, Theorem 4.12].
In view of Theorem 3.4 and the above remarks, the following lemma provides a classification
of the strongly multiplicity free modules.
Lemma 7.2. An irreducible Uq(g)-module is strongly multiplicity free if and only if the irre-
ducible U(g)-module with the same highest weight is strongly multiplicity free.
The quantum analogue of part (i) of Lemma 3.1 is evidently true. Thus the tensor product
LΛ ⊗ Vq of a multiplicity free module Vq with any irreducible module (πΛ,LΛ) is multiplicity
free. Write LΛ ⊗ Vq =⊕λ∈P+Λ Lλ, where the definition of P+Λ is the same as in the classical
case of Lie algebras.
Lemma 7.3. Assume that Vq is strongly multiplicity free. Then v−1 acts on the irreducible sub-
modules of LΛ ⊗ Vq as multiplication by scalars, which are distinct for distinct submodules.
Proof. The eigenvalues of v−1 on the irreducible submodule Lλ is qχλ(C). The assertion now
follows from Lemma 3.6. 
If LΛ ⊗ Vq is multiplicity free, v−1 acts on LΛ ⊗ Vq by
(πΛ ⊗ π)
(
v−1
)= ∑
μ∈P+Λ
qχμ(C)P [μ].
As in the classical case, when v−1 has distinct eigenvalues on the irreducible submodules of
LΛ ⊗ Vq , the projections can be reconstructed from (πΛ ⊗ π)(v−1) through the formula
P [λ] :=
∏
μ( =λ)
(πΛ ⊗ π)(v−1)− qχμ(C)
qχλ(C) − qχμ(C) , λ ∈P
+
Λ. (7.1)
The following result may be proved in the same way as Proposition 3.11, so we omit the
details.
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(1) For each integer r  0 there is a decomposition V⊗rq =
⊕
i L
r
i of V⊗rq into irreducibles
which is canonical in the sense that, up to ordering the summands, it depends only on Vq .
(2) The projections P ri :V⊗rq → Lri , regarded as endomorphisms of V⊗rq (i.e., Res
V⊗rq
Lrj
P ri =
δij idLrj ) lie in B(r).
The second formula in (6.10) and (7.1) together provide a more transparent explanation of
Lemma 6.4 in the case when Vq is strongly multiplicity free. The converse of Lemma 6.4 is also
true in this case:
Theorem 7.5. If Vq is strongly multiplicity free, then for any integer r  2,
EndUq (g)
(
V⊗rq
)= B(r).
In the next section we shall in fact prove a stronger version (Theorem 8.5) of the theorem,
which includes the quantised universal enveloping algebra of the even-dimensional orthogonal
Lie algebras. The proof proceeds essentially by reducing to the classical case.
8. Proof of Theorem 7.5
When Vq is the natural module for Uq(glk), Theorem 7.5 is the celebrated Schur–Jimbo du-
ality stated in (6.11). When Uq(slk) is regarded as a Hopf subalgebra of Uq(glk), we have
HomUq (glk)
(
V⊗rq ,V⊗rq
)= HomUq (slk)(V⊗rq ,V⊗rq ).
This proves Theorem 7.5 in these cases.
Now in all the remaining cases of Theorem 7.5, the modules involved are self dual. Therefore,
as finite-dimensional vector spaces, HomUq (g)(V⊗rq ,V⊗rq ) ∼= (V⊗2rq )Uq (g). We shall complete
the proof of the theorem by showing that the dimension of B(r) is equal to the dimension
of (V⊗2rq )Uq (g) by reducing to the classical case following the approach of [L1]. Note that
[LR, Corollary 5.22] shows that Theorem 7.5 is true for the natural modules of Uq(so2m+1)
and Uq(sp2m).
8.1. Preliminaries
We recall some facts required for the proof of the theorem.
8.1.1. The 7-dimensional irreducible Uq(G2)-module
Denote by Vq the 7-dimensional irreducible module over Uq(G2). Exactly as in the classical
case, we have
Vq ⊗ Vq = L2λ1 ⊕L0 ⊕Lλ1 ⊕Lλ2 .
In terms of the projections onto these irreducible submodules, the Rˇ-matrix can be expressed as
Rˇ = q2P [2λ1] + q−12P [0] − q−6P [λ1] − P [λ2].
The existence of the trivial 1-dimensional submodule L0 in Vq ⊗ Vq shows that Vq is self dual.
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We introduce extra generators σ±1 to enlarge Uq(son) obtaining a new algebra, which we
denote by Uq(on). Here σ±1 are mutual inverses, and have the following properties: If n is odd,
σ commutes with all the generators of Uq(son). When n = 2m, we label the last two simple roots
of g as αm−1 = em−1 − em and αm = em−1 + em. Then
σEm−1σ−1 = Em, σEmσ−1 = Em−1,
σFm−1σ−1 = Fm, σFmσ−1 = Fm−1,
σkm−1σ−1 = km, σkmσ−1 = km−1,
while all the other generators commute with σ . Then Uq(on) is the associative algebra gener-
ated by Uq(son) and σ±1. We extend the comultiplication and antipode of Uq(son) to Uq(on)
by letting Δ(σ) = σ ⊗ σ , and S(σ ) = σ−1. Then Uq(on) acquires the structure of a Hopf alge-
bra. Now σ acts as an automorphism on Uq(son) by conjugation. The R-matrix of Uq(son) is
invariant under the automorphism, i.e., Δ(σ) commutes with the R-matrix.
We extend the natural Uq(son)-module Vq to a Uq(on)-module by requiring that
(i) For odd n, σ acts on the highest weight vector of Vq by −1;
(ii) For even n, σ acts on the highest weight vector of Vq by 1.
Then Uq(on) also acts on tensor powers of Vq through the comultiplication. A Uq(on)-module
will be a sum of submodules of V⊗rq , r  0.
Every irreducible Uq(so2m+1)-submodule of V⊗rq lifts to an irreducible Uq(o2m+1)-module,
but isomorphic irreducible Uq(so2m+1)-modules may become non-isomorphic Uq(o2m+1)-
modules. Consider the joint kernel of the maps id⊗(i−1)⊗(Rˇ−q)(Rˇ−q−2m)⊗ id⊗(2m+1−1−i) in
V
⊗(2m+1)
q , i = 1,2, . . . ,2m+ 1, which is a 1-dimensional Uq(o2m+1)-submodule of V⊗(2m+1)q .
Let detq be a generator of this module, which is an Uq(so2m+1)-invariant, but σ acts
as −1. Therefore, isomorphic Uq(so2m+1)-modules Lλ and detq ⊗Lλ are non-isomorphic as
Uq(o2m+1)-modules.
Let λ ∈∑mi=1 Zei be a dominant so2m weight. If lm := (λ, em) = 0, the irreducible Uq(so2m)-
module Lλ lifts to an is irreducible Uq(o2m)-module. If lm = 0, let λ′ = λ−2lmem. Then Lλ⊕Lλ′
lifts to an irreducible module over Uq(o2m). There also exists a 1-dimensional Uq(o2m)-module
C(z)detq which is defined similarly as in the case of Uq(o2m+1). On this module, σ acts as −1.
8.2. Completion of the proof of Theorem 7.5
Henceforth Vq will denote the natural Uq(g)-module for g = ok or sp2k , the 7-dimensional
irreducible module for Uq(G2), and the irreducible (l + 1)-dimensional module for Uq(sl2).
Denote the highest weight of Vq by Λ0 as before. Recall that Vq is multiplicity free and self
dual, and that the irreducible submodules of Vq ⊗ Vq have distinct v−1-eigenvalues.
We have defined a C(z)1-lattice (Lλ)reg for any irreducible Uq(g)-module Lλ in Section 7.
Let (V⊗rq )reg := (Vq)reg ⊗C(z)1 · · · ⊗C(z)1 (Vq)reg. This C(z)1 module is clearly stable under the
action of the generators Ei , Fi , k±1i ,
ki−k−1i
qi−q−1i
, and also the generator σ if g is ok . Specialising z to
1 in (V⊗rq )reg, we obtain the U(g)-module (V⊗rq )reg ⊗C(z)1 C. Here U(g) denotes the universal
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σ if g = ok . If V = (Vq)reg ⊗C(z)1 C, then V⊗r = (V⊗rq )reg ⊗C(z)1 C.
Proposition 8.1. Let Vq be any irreducible Uq(g)-module. For any positive integer r ,
dimC(z) HomUq (g)
(
C(z),V⊗rq
)= dimC HomU(g)(C,V⊗r), (8.1)
where V is the specialisation of Vq at z = 1. (Note that for this result only, Vq may be any
irreducible Uq(g)-module.)
Proof. The projection Q which maps V⊗rq onto the isotypic component of the trivial Uq(g)-
module is given by
Q =
⎧⎪⎨
⎪⎩
1
2 (Δ
(r−1)(σ )+ 1)∏μ∈Θr\{0} Δ(r−1)(v−1)−qχμ(C)1−qχμ(C) if g = ok ,∏
μ∈Θr\{0}
Δ(r−1)(v−1)−qχμ(C)
1−qχμ(C) otherwise,
where Θr denotes the set of the highest weights of the isotypic components of V⊗rq . Now the
numerator of each factor of Q vanishes at the specialisation z = 1 (cf. (6.6)). Since z − 1 has
multiplicity 1 in the denominator of each factor, it follows that the C(z)1-module (V⊗rq )reg is
stable under the action of Q. Let
((
V⊗rq
)reg)0 = Q(V⊗rq )reg, ((V⊗rq )reg)⊥ = (1 −Q)(V⊗rq )reg.
Then C(z)((V ⊗rq )reg)0 ∼= HomUq (g)(C(z), V⊗rq ).
Clearly V⊗r is spanned by ((V⊗rq )reg)0 ⊗C(z)1 C and ((V⊗rq )reg)⊥ ⊗C(z)1 C.
Since the quadratic Casimir operator of U(g) annihilates ((V⊗rq )reg)0 ⊗C(z)1 C and acts on
((V⊗rq )reg)⊥ ⊗C(z)1 C as an automorphism, we have the decomposition
V⊗r = ((V⊗rq )reg)0 ⊗C(z)1 C ⊕ ((V⊗rq )reg)⊥ ⊗C(z)1 C
of V⊗r as U(g)-module. The proposition now follows by counting dimensions. 
Lemma 8.2. Let P [λ], λ ∈ P+Λ0 , be the projections which map Vq ⊗ Vq onto its irreducible
components. Then P [λ](Vq ⊗Vq)reg ⊂ (Vq ⊗Vq)reg for all λ. Thus every P [λ] specialises to the
projection P [λ]0 which maps (Vq ⊗ Vq)reg ⊗C(z)1 C onto the irreducible U(g)-submodule with
highest weight λ. More precisely, for all w ∈ (Vq ⊗ Vq)reg,(
P [λ]w)⊗C(z)1 1 = P [λ]0(w ⊗C(z)1 1).
Remark 8.3. The projections P [λ]0 were denoted by P [λ] in Sections 3–5. Here we add the
superscript 0 to differentiate from the quantum case.
Proof of Lemma 8.2. It is clear from (6.6) and (7.1) that the projection P [λ] has neither a zero
nor pole at z = 1. The first statement is immediate.
G.I. Lehrer, R.B. Zhang / Journal of Algebra 306 (2006) 138–174 171Define (Lλ)reg = P [λ](Vq ⊗ Vq)reg. A vector w ∈ (Lλ)reg specialises to 0 only if it belongs
to (z − 1)(Lλ)reg. In that case, there exists a vector w′ in (Lλ)reg but not in (z − 1)(Lλ)reg such
that w = (z − 1)aw′ for some positive integer a. Hence there exist highest weight vectors of
(Lλ)reg which do not vanish when z is specialised to 1. Thus (Lλ)reg ⊗C(z)1 C is a non-trivial
indecomposable U(g)-module, which must be irreducible [L1] by complete reducibility of finite-
dimensional U(g)-modules. It follows that V⊗2 = (Vq ⊗ Vq)reg ⊗C(z)1 C decomposes as
V⊗2 =
⊕
λ∈P+Λ0
(Lλ)reg⊗C(z)1
into irreducible U(g)-submodules. If P [λ]0 are the projections which map V⊗2 onto these irre-
ducible components, we have
P [λ]0(w ⊗ 1) = (P [λ]w)⊗ 1, ∀w ∈ (Vq ⊗ Vq)reg,
as stated. 
Remark 8.4. Lemma 8.2 can also be proved by explicitly constructing the lattice (Lλ)reg.
Proof of Theorem 7.5. Define endomorphisms of V⊗rq as follows:
Pi[λ] = id⊗(i−1)Vq ⊗ P [λ] ⊗ id
⊗(r−i−1)
Vq
, λ ∈ P+Λ0, i = 1,2, . . . , r − 1,
and denote by P the set of monomials in the projections P [λ]i . Then P spans B(r) over C(z).
Similarly, define their classical analogues on V⊗r as follows:
Pi[λ]0 = id⊗(i−1)V ⊗ P [λ]0 ⊗ id⊗(r−i−1)V , λ ∈P+Λ0, i = 1,2, . . . , r − 1.
Clearly the Pi[λ]0 generate the algebra A(r).
For any element Q = Pi1[λ1] · · ·Pik [λk] ∈ P, let Q0 = Pi1[λ1]0 · · ·Pik [λk]0 be its classical
specialisation. It follows from Lemma 8.2 by induction on k that
(Qw)⊗C(z)1 1 = Q0(w ⊗C(z)1 1), ∀w ∈
(
V⊗rq
)reg
.
If a set of elements Q1, . . . ,Qk of P is C(z)-linearly dependent, then there exist c1(z), . . . ,
cn(z) ∈ C(z)1, not all in (z − 1)C(z)1, such that ∑i ci(z)Qi = 0 as an element of B(r). Hence∑
i ci(1)Q0i = 0 is a non-trivial linear relation in A(r). Since A(r) is spanned by monomials in
the elements Pi[λ]0, dimC(z)B(r) dimCA(r). Further, dimCA(r) = dimC HomU(g)(C,V⊗2r )
by Theorem 3.15. It follows that
dimC(z) HomUq (g)
(
C(z),V⊗2rq
)
 dimC(z)B(r) dimC HomU(g)
(
C,V⊗2r
)
. (8.2)
But by Proposition 8.1, the two inequalities in (8.2) are equalities. This completes the proof of
Theorem 7.5. 
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(−1)r . Also HomUq (gl2)(V⊗rq ,V⊗rq ) = HomUq (sl2)(V⊗rq ,V⊗rq ). Thus we have proved the fol-
lowing theorem, which strengthens Theorem 7.5.
Theorem 8.5. Let Uq(g) be Uq(glk), Uq(slk), Uq(ok), Uq(so2m+1), Uq(sp2k), or Uq(G2). Let
Vq denote the natural module over Uq(g) if g is glk , slk (k > 2), ok , sp2k , the 7-dimensional
irreducible module if g is the Lie algebra of G2, and the lth symmetric power of the natural
module if g is gl2 or sl2. Then
HomUq (g)
(
V⊗rq ,V⊗rq
)= B(r).
Remark 8.6. The arguments above may be adapted to prove the following quantum analogue
of Theorem 5.5. Let V1,q , . . . , Vr,q be arbitrary irreducible modules for Uq(sl2). Then the en-
domorphism algebra of V1,q ⊗ · · · ⊗ Vr,q is generated by operators of the form 1 ⊗ · · · ⊗ 1 ⊗
Δ(i)( v
−1−1
q−1 )⊗ 1 ⊗ · · · ⊗ 1.
Acknowledgments
The authors thank the referee for a number of constructive comments which have very much
improved this work. We have also benefited from very interesting correspondence with Valerio
Toledano Laredo.
Appendix A. Proof of Theorem 2.2
We shall prove Theorem 2.2 by showing that the Tr -module (ψr,V⊗r ) is unitarisable. To do
this, we need to recall some notions on ∗-algebras and their unitarisable modules. A complex
associative algebra A is called a ∗-algebra if it has an anti-linear anti-involution ω :A → A
(called a ∗-structure). AnA-module (φ,W) is called unitarisable if there exists a positive definite
Hermitian form 〈 | 〉 : W ×W → C such that
〈
v
∣∣ φ(a)u〉= 〈φ(ω(a))v ∣∣ u〉, ∀a ∈A, v, u ∈ W.
LetA′ be another ∗-algebra with a ∗-structure ω′, and let (φ′,W ′) be a unitarisableA′ module
with the positive definite Hermitian form 〈 | 〉′ :W ′ ×W ′ → C. Then A⊗A′ is a ∗-algebra with
the ∗-structure ω ⊗ ω′, and (φ ⊗ φ′,W ⊗ W ′) forms a unitarisable (A ⊗ A′)-module with a
positive definite Hermitian form 〈〈 | 〉〉 : (W ⊗W ′)×(W ⊗W ′) → C defined by 〈〈u⊗u′ | v⊗v′〉〉 =
〈u|v〉〈u′ | v′〉′.
Now the algebra Tr admits a ∗-structure defined by
ω :Tr → Tr, tij → tij , ∀i < j. (A.1)
Let g denote either glk or a finite-dimensional semisimple Lie algebra. Then the universal
enveloping algebra U(g) is a ∗-algebra with the ∗-structure defined by
θ : U(g) → U(g), Xα → Xα, ∀α, (A.2)
G.I. Lehrer, R.B. Zhang / Journal of Algebra 306 (2006) 138–174 173where {Xα} and {Xα} are bases of g dual with respect to the non-degenerate bilinear form κ on g.
Furthermore, all finite-dimensional U(g)-modules are unitarisable.
Proof of Theorem 2.2. Clearly every unitarisable module over a ∗-algebra is semisimple, and
so the theorem will follow if we show that (ψr,V⊗(r+1)) is a unitarisable Tr -module.
From the above discussion of ∗-algebras it is clear that U(g)⊗r forms a ∗-algebra with the
∗-structure θ⊗r , where θ is defined by (A.2). But clearly θ⊗r (Cij ) = Cij , ∀i < j. Thus the map
ψ :Tr → U(g)⊗r preserves the ∗-structures of the algebras in the sense that θ ◦ ψ = ψ ◦ ω.
Therefore, every unitarisable U(g)⊗r -module has the structure of a unitarisable Tr -module, and
the theorem follows. 
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