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a b s t r a c t
Given a finite commutative ring with identity A, define c(A, n, R) as the minimum
cardinality of a subset H of An which satisfies the following property: every element in
An differs in at most R coordinates from a multiple of an element in H . In this work, we
determine the numbers c(Zm, n, 0) for all integers m ≥ 2 and n ≥ 1. We also prove the
relation c(S × A, n, 1) ≤ c(S, n − 1, 0)c(A, n, 1), where S = Fq or Zq and q is a prime
power. As an application, an upper bound is obtained for c(Zmp , n, 1), where p is a prime.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let V nq be the set of all n-tuples with coordinates in a set Vq of cardinality q. The Hamming distance d(u, v) between the
elements u = (u1, . . . , un) and v = (v1, . . . , vn) of V nq is defined as d(u, v) = |{i : ui 6= vi}|. The ball with center v
and radius R corresponds to the set B(v, R) = {u ∈ V nq : d(u, v) ≤ R}. A subset C ⊂ V nq is an R-covering of V nq , if for all
v ∈ V nq there exists an element c ∈ C such that v ∈ B(c, R). The minimum cardinality of an R-covering of V nq is denoted
by Kq(n, R). The numbers Kq(n, 1) were introduced by Taussky and Todd [1] from a group-theoretical viewpoint and were
initially investigated for arbitraryRbyCarnielli [2]. Research on this extremal problem (including its variants) is an important
topic in combinatorial coding theory. A few contributions on similar problems are [3–5].
A kind of covering which depends on the algebraic structure of the space was introduced in [6]. Recently, in [7], this new
concept of covering was extended in the following way: let A denote a finite commutative ring with identity. For an element
h in An, let E(h, R) = ∪α∈A B(αh, R). A subset H of An is an R-short covering of An if An ⊂ ∪h∈H E(h, R). The number c(A, n, R)
is defined as the smallest cardinality of an R-short covering of An. These numbers are related to the numbers Kq(n, R) by
K|A|(n, R) ≤ (|A| − 1)c(A, n, R)+ 1, as shown in [7].
The case where A = Fq is a finite field with q elements has already been studied in [8,9,6,10]. Form a positive integer, let
Zm denote the ring of integers modulo m. We observe that, in contrast to Kq(n, R), the numbers c(A1, n, R) and c(A2, n, R)
may be different even if |A1| = |A2|. For example, c(F4, 3, 1) = c(Z2 × Z2, 3, 1) = 3, according to [6,7]; however, we
have verified that c(Z4, 3, 1) = 4 using a computer. Thus, short coverings are an algebraic structure richer than classical
coverings. Furthermore, short coverings have been connectedwith somealgebraic concepts such as actions of groups,wreath
products and sum-free sets (see [6,10,7]).
It is worth mentioning that results on short coverings may bring about results on classical coverings. In fact, in [9], the
value c(F5, 10, 7) = 2 is determined and, as a consequence, K5(10, 7) = 9 is derived.
This work is organized as follows. In Section 2, we establish the exact value of c(Zm, n, 0) for all positive integersm, n. In
Section 3, we prove the relation c(S × A, n, 1) ≤ c(S, n− 1, 0)c(A, n, 1) for S = Fq and S = Zq, where q is a prime power.
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As an application, we obtain some upper bounds for c(Fmq , n, 1). Moreover, we get a relation for the function c analogous
to [11, Theorem 2.1].
2. Case R = 0
An R-short covering of An of minimum cardinality is called a minimal R-short covering of An. In this section we establish
the exact value of c(Zm, n, 0). As usual, U(A) denotes the group of units of the ring A.
Theorem 1. If q = pr is a prime power, c(Zq, n, 0) =
(
pn−1
p−1
) (
q
p
)n−1
.
Proof. Set Hi = {(x1, x2, . . . , xn) ∈ Znq : x1, x2 . . . xi−1 6∈ U(Zq), xi = 1}, for i = 1, 2, . . . , n. Notice that |Hi| = qn−1p1−i,
i = 1, 2, . . . , n. Let us show that H = ∪ni=1 Hi is a 0-short covering of Znq . Pick an arbitrary element v = (v1, v2, . . . , vn)
in Znq . If every coordinate of v belongs to Zq \ U(Zq), then, for each 1 ≤ i ≤ n, we can write vi = aipri , with ai ∈ U(Zq)
and ri > 0. Let k be the first index such that rk = min{r1, r2, . . . , rn}. It is clear that, if hi = a−1k aipri−rk , i = 1, . . . , n, then
h = (h1, h2, . . . , hn) ∈ H and v = akprkh. Hence we may assume that v has at least one coordinate in U(Zq). If vi is the first
coordinate of v belonging to U(Zq), then h = (v−1i v1, v−1i v2, . . . , v−1i vn) ∈ H and v = vih. Therefore H is a 0-short covering
of Znq and
c(Zq, n, 0) ≤ |H| =
n∑
i=1
|Hi| = qn−1
n∑
i=1
p1−i = [(pn − 1)/(p− 1)](q/p)n−1.
In order to prove the equality, let K be a minimal 0-short covering of Znq and set Ki = {(x1, x2, . . . , xn) ∈ K :
x1, x2, . . . , xi−1 6∈ U(Zq), xi ∈ U(Zq)}, for i = 1, 2, . . . , n. Notice that, for all k = (x1, x2, . . . , xn) ∈ Ki, E(k, 0) = E(x−1i k, 0),
so we can suppose that xi = 1, for all (x1, x2, . . . , xn) ∈ Ki. If |Ki| < qn−1p1−i, there exists v = (v1, v2, . . . , vn) ∈ Znq \Ki such
that v1, v2, . . . , vi−1 6∈ U(Zq) and vi = 1. Since K is a 0-short covering of Znq , there are k = (k1, k2, . . . , kn) ∈ K and λ ∈ Zq
such that λk = v. As vi = 1, it follows that λki = 1. We also have k1, k2, . . . , ki−1 6∈ U(Zq), and so k ∈ Ki. This implies that
ki = λ = 1 and, consequently, v = k. This contradiction shows that |Ki| ≥ qn−1p1−i. 
Lemma 2. Let m ≥ 2 be an integer. There exists a minimal 0-short covering H of Znm with the following property: if
(h1, h2, . . . , hn) ∈ H and d is a common divisor of h1, h2, . . . , hn, then d ∈ U(Zm).
Proof. Firstly, we observe that, if H is a minimal 0-short covering of Znm, v = (dx1, dx2, . . . , dxn) ∈ H and w =
(x1, x2, . . . , xn), then (H \ {v})∪{w} is a minimal 0-short covering of Znm, since E(v, 0) ⊂ E(w, 0) and |H \ {v}∪ {w}| = |H|.
Now, the result follows from the fact that, if a1, a2, . . . , an are integers, d = gcd(a1, a2, . . . , an) and hi is the residue class of
ai/dmodulom, for i = 1, 2, . . . , n, then every common divisor of h1, h2, . . . , hn belongs to U(Zm). 
Theorem 3. c(Zr × Zs, n, 0) = c(Zr , n, 0)c(Zs, n, 0), for all r, s ≥ 1.
Proof. Set A = Zr × Zs and let H and K be minimal 0-short coverings of Znr and Zns , respectively, such that H and K satisfy
the property of the Lemma 2. One verifies easily that
U = {((h1, k1), (h2, k2), . . . , (hn, kn)) ∈ A : (h1, . . . , hn) ∈ H, (k1, . . . , kn) ∈ K}
is a 0-short covering of An and |U| = |H||K |.
Let L be a minimal 0-short covering of An. We define f : U −→ L in the following way: if u = ((h1, k1), . . . , (hn, kn)) is
any element of U , there are wu ∈ L and λu = (α, β) ∈ A such that (α, β)wu = u. This implies that α is a common divisor
of h1, . . . , hn, and since (h1, . . . , hn) ∈ H , by choice of H , we get α ∈ U(Zr). In the same way β ∈ U(Zs), and so λu ∈ U(A)
and wu = λ−1u u. We put f (u) = λ−1u u. Let us show that f is injective and consequently U is a minimal 0-short covering
of An. Let u = ((h1, k1), . . . , (hn, kn)) and v = ((h′1, k′1), . . . , (h′n, k′n)) be elements in U , so that h = (h1, . . . , hn) ∈ H ,
h′ = (h′1, . . . , h′n) ∈ H , k = (k1, . . . , kn) ∈ K and k′ = (k′1, . . . , k′n) ∈ K . Write λu = (α, β) and λv = (δ, γ ). Thus, if
f (u) = f (v), then
(α−1, β−1)((h1, k1), . . . , (hn, kn)) = (δ−1, γ−1)((h′1, k′1), . . . , (h′n, k′n)).
This implies that h = αδ−1h′ and k = βγ−1k′, and because H and K are minimal 0-short coverings, h = h′ and k = k′; that
is, u = v, as required. 
As a consequence of the above theorems, we obtain the following exact value of c(Zm, n, 0).
Theorem 4. Let p1, p2, . . . , ps be distinct primes. If m = q1q2 · · · qs, where qj = prjj with rj > 0, 1 ≤ j ≤ s, then
c(Zm, n, 0) =∏sj=1 ( pnj −1pj−1 ) ( qjpj )n−1.
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3. Case R > 0
In [7], an upper bound is established for c(Zq, 3, 1), when q is a prime power. In the next result, we consider the case
n ≥ 4.
Proposition 5. c(Zp, n, 1) ≤ pn−2 + (n− 3)pn−4, for every prime p and integer n ≥ 4.
Proof. For each i ∈ {4, 5, . . . , n}, put
Hi = {(0, 0, 0, a4, a5, . . . , an) : aj ∈ Zp, 4 ≤ j ≤ n and ai = 1}.
Let H = {(1, 1, a3, a4, . . . , an) : a3, a4, . . . , an ∈ Zp} ∪
(∪ni=4 Hi). Clearly |H| = pn−2 + (n− 3)pn−4. Let us prove that H is
a 1-short covering of Znp . Pick an arbitrary element u = (x1, x2, . . . , xn) in Znp . We have to analyze three cases:
Case 1: x1 6= 0. In this case, if v = (1, 1, x−11 x3, x−11 x4, . . . , x−11 xn), then v ∈ H and u ∈ B(x1v, 1).
Case 2: x2 6= 0. Then u ∈ B(x2v, 1), where v = (1, 1, x−12 x3, . . . , x−12 xn).
Case 3: x1 = x2 = 0. If x3 = 0, then it is easy to see that, if i is the first index such that xi 6= 0, then u ∈ E(h, 1), for some
h ∈ Hi. If x3 6= 0 and xi = 0 for each i 6= 3, then it is clear that u ∈ B(0h, 1) for every h ∈ H . We can suppose that x3 6= 0 and
xj 6= 0 for some j, 4 ≤ j ≤ n. In this case, if i is the smallest index such that i ≥ 4 and xi 6= 0, putting v = (0, 0, 0, a4, . . . , an),
where ak = x−1i xk for every k ≥ 4, we get v ∈ H and u ∈ E(v, 1).
Therefore, in any case, u ∈ ∪h∈H E(h, 1). 
By Theorem 1 in [5], Kqt(n, 1) ≤ qn−1Kt(n, 1) for all t ≥ 2 and q ≥ 1; that is, Kqt(n, 1) ≤ Kq(n − 1, 0)Kt(n, 1). In the
following result, we obtain an analogous result for the function c when q is a prime power.
Theorem 6. If A is a finite commutative ring with identity and q is a prime power, then
(i) c(Zq × A, n, 1) ≤ c(Zq, n− 1, 0)c(A, n, 1);
(ii) c(Fq × A, n, 1) ≤ c(Fq, n− 1, 0)c(A, n, 1).
Proof. For part (i), let H be a minimal 1-short covering of An. For each h = (h1, h2, . . . , hn) ∈ H , put
W 1h =
{
((1, h1), (l2, h2), . . . , (ln, hn)) ∈ (Zq × A)n : 1+
n∑
k=2
lk = 0
}
,
W ih =
{
(l1, h1), (l2, h2), . . . , ((ln, hn)) ∈ (Zq × A)n : l1, . . . , li−1 6∈ U(Zq), li = 1 and
n∑
k=1
lk = 0
}
,
for i = 2, . . . , n− 1,
W nh =
{
((l1, h1), . . . , (ln−1, hn−1), (1, hn)) ∈ (Zq × A)n : l1, . . . , ln−1 6∈ U(Zq)and
n−1∑
k=1
lk = 0
}
.
It is not difficult to check that, ifWh =⋃ni=1W ih, then |Wh| = c(Zq, n− 1, 0). Let us show that the set U =⋃h∈H Wh is a
1-short covering of (Zq × A)n. Let v = ((x1, y1), (x2, y2), . . . , (xn, yn)) be an arbitrary vector in (Zq × A)n. Because H is a 1-
short covering of An, there are h = (h1, h2, . . . , hn) ∈ H ,α, β ∈ A and j ∈ {1, 2, . . . , n} such that (y1, y2, . . . , yn) = αh+βej,
where ej is the vector whose jth coordinate is 1 and the remainder of the coordinates are equal to 0.
Firstly, suppose that there exists at least one coordinate (xk, yk) of v such that xk ∈ U(Zq). Let i be the first index with
this property and set λ = xj −
(∑n
k=1 xk
)
. We analyze five cases:
Case 1: j > i. In this case, we put lk = x−1i xk, for k 6= j, and let lj ∈ Zq such that
∑n
k=1 lk = 0. Hence, u =
((l1, h1), (l2, h2), . . . , (ln, hn)) ∈ U and (xi, α)u differs from v in at most one coordinate.
Case 2: i = n.
Subcase 2.1: n > j. In this case, set lk = x−1n xk, k 6= j. Since q is a prime power and xk ∈ Zq \ U(Zq), k = 1, 2, . . . n− 1, there
is lj ∈ Zq \ U(Zq) such that∑n−1k=1 lk = 0. Thus u = ((l1, h1), . . . , (ln−1, hn−1), (1, hn)) ∈ U and d((xn, α)u, v) ≤ 1.
Subcase 2.2: n = j. As for each k = 1, 2, . . . , n − 1, xk 6∈ U(Zq), there are ak ∈ U(Zq) and rk > 0 such that xk = akprk ,
where p is the prime divisor of q. If s is the first index satisfying rs = min{r1, r2, . . . , rn−1}, put lk = a−1s akprk−rs , for
k ∈ {1, 2, . . . , n − 1}, and pick ln from Zq such that∑nk=1 lk = 0. Hence u = ((l1, h1), . . . , (ln, hn)) ∈ U and (asprs , α)u
differs from v at most in the last coordinate.
Case 3: j ≤ i < n and λ ∈ U(Zq). Setting lk = λ−1xk for k 6= j, n, lj = 1 and ln = −
(∑n−1
k=1 lk
)
, we obtain
u = ((l1, h1), (l2, h2), . . . , (ln, hn)) ∈ U and d((λ, α)u, v) ≤ 1.
Case 4: j < i < n and λ 6∈ U(Zq). Putting lk = x−1i xk, for k 6= j, n, lj = x−1i λ and ln = −
(∑n−1
k=1 lk
)
, we get
u = ((l1, h1), (l2, h2), . . . , (ln, hn)) ∈ U and d((xi, α)u, v) ≤ 1.
Case 5: j = i < n and λ 6∈ U(Zq).
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Subcase 5.1: There is r ∈ {1, 2, . . . , n}, r 6= j, such that xr ∈ U(Zq). Let s be the first index such that s 6= j and xs ∈ U(Zq).
It is clear that s > j. We observe that, if s < n, lk = x−1s xk, k 6= j, n, lj = x−1s λ and ln = −
(∑n−1
k=1 lk
)
, then u =
((l1, h1), (l2, h2), . . . , (ln, hn)) ∈ U and d((xs, α)u, v) ≤ 1. Now if s = n, putting lk = (xn)−1xk, k 6= j, n and lj = −(∑j−1k=1 lk+∑n−1
k=j+1 lk), then lk 6∈ U(Zq), k = 1, 2, . . . , n − 1 and
∑n−1
k=1 lk = 0. Thus, u = ((l1, h1), . . . , (ln−1, hn−1), (1, hn)) ∈ U and
d((xn, α)u, v) ≤ 1.
Subcase 5.2: j is the only index such that xj ∈ U(Zq). Then, for each k, k 6= j, there are ak ∈ U(Zq) and rk > 0 such
that xk = akprk . Let s the first index satisfying s 6= j and rs = min{r1, r2, . . . , rn}. Put zj = xj and zk = akprk−rs . It is
easy to verify that, if w = ((z1, y1), (z2, y2), . . . , (zn, yn)), then by case 1 (when s < j), by case 3 (when j < s < n and
λ′ = zj −
(∑n
k=1 zk
) ∈ U(Zq)) or by subcase 5.1 (when s = n or j < s < n and λ′ 6∈ U(Zq)), there are u ∈ U and
(γ , α) ∈ Zq × A such that d((γ , α)u, w) ≤ 1. Obviously, d((γ prs , α)u, v) ≤ 1.
Finally, suppose that xk 6∈ U(Zq) for each coordinate (xk, yk) of v, so that there are ak ∈ U(Zq) and rk > 0 such that
xk = akprk . Let x′k = akprk−ri , where ri = min{r1, r2, . . . , rn}. If v′ = ((x′1, y1), (x′2, y2), . . . , (x′n, yn)), then by one of the
five preceding cases, there are u ∈ U and (λ, α) ∈ Zq × A such that (λ, α)u and v′ differ at most in the jth coordinate.
Consequently, d((λpri , α)u, v) ≤ 1. This concludes the proof of (i).
For part (ii), set U = ⋃h∈H Wh, where Wh = ⋃n−1i=1 W ih is defined as in part (i) with Fq in place of Zq. By [6],
c(Fq, n − 1, 0) = (qn−1 − 1)/(q − 1) = |Wh|. Now, part (ii) is proved following the proof of (i), except that, in subcase
2.1, we define lj = 1, ln = −1 and lk = 0 for k 6= j, n, and in subcases 2.2 and 5.2, d((0, α)u, v) ≤ 1 for all u ∈ U . 
We observe that the bound in Theorem 6 is attained for the ring A = Z2, with q an odd prime and n = 3, since
c(Z2q, 3, 1) = q+ 1, according to [7].
Corollary 7. (i) If p is a prime, n ≥ 4 and m ≥ 1, then c(Zmp , n, 1) ≤
(
pn−2 + (n− 3)pn−4) [(pn−1 − 1)/(p− 1)]m−1.
(ii) If q is a prime power and n = (qr − 1)/(q− 1) for some integer r ≥ 1, then
c(Fmq , n, 1) ≤ [(qn−r − 1)(qn−1 − 1)m−1]/(q− 1)m.
Proof. Part (i) is a consequence of the results 1 and 6 and 5. Part (ii) follows from Theorem 6 and from the fact that
c(Fq, n, 1) = (qn−r − 1)/(q− 1) for every positive integer r such that n = (qr − 1)/(q− 1) (see [6, Corollary 6]). 
For the next theorem we need a definition. Let I be the r × r identity matrix. If M is an r × (n − r)matrix with entries
in the field Fq, we denote by (I;M) the r × n matrix C of the form C = (ci), where ci = ei (the r × 1 identity vectors) for
1 ≤ i ≤ r , and ci are all the columns of M for r + 1 ≤ i ≤ n. A subset S of F rq is an R-short covering of Frq using the matrix
C = (I;M) if 1 ≤ R ≤ r and for each v ∈ Frq there exist u ∈ S, α, α1, . . . , αR ∈ Fq and i1, i2, . . . , iR ∈ {1, 2 . . . , r} such that
v = αu+ α1ci1 + α2ci2 + · · · + αRciR .
The proof of the following result uses the same ideas as the proof of [11, Theorem 2. 1].
Theorem 8. Let q be a prime power and let 1 ≤ R ≤ n and 1 ≤ r ≤ n. If S is an R-short covering of Frq using an r × n matrix
C = (I;M), then c(Fq, n, R) ≤ |S|qn−r + (qn−r − 1)/(q− 1).
Proof. For z ∈ Fqr andw ∈ Fn−rq , let (z|w) denote the vector in Fnq obtained by juxtaposition of z andw. Let us show that, if
W is a minimal 0-short covering of Fn−rq , then H = {(s−My′ | y′) : s ∈ S, y′ ∈ Fn−rq } ∪ {(−Mw|w) : w ∈ W } is an R-short
covering of Fnq . Let v ∈ Fnq be written as (x|y), where x ∈ Frq and y ∈ Fn−rq . Since C(x|y) = x+My ∈ Frq, it follows that x+My
can be written in the form
x+My = αs+
k∑
m=1
αmeim +
l∑
m=1
βmcjm , (1)
where s ∈ S,α ∈ Fq, k+l = R, 1 ≤ i1, i2, . . . , ik ≤ r , and r+1 ≤ j1, j2, . . . , jl ≤ n. We have∑lm=1 βmcjm = M(∑lm=1 βmbm),
where b1, . . . , bl are appropriate identity vectors of Fn−rq . Thus, from (1), we get x∗ = x −
∑k
m=1 αmeim = αs − My∗,
where y∗ = y −∑lm=1 βmbm. As d(x, x∗) ≤ k and d(y, y∗) ≤ l, we obtain d((x|y) , (αs − My∗ | y∗)) ≤ R. If α 6= 0,
(x|y) ∈ E((s−M(α−1y∗) | α−1y∗), R). If α = 0, then (x|y) ∈ E((−Mw | w), R), wherew ∈ W is such that y∗ ∈ E(w, 0). 
We observe that Theorem 3.4, 3.6, 3.7 and 3.11 in [11] can also be easily adapted to the short coverings using Theorem 8.
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