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ABSTRACT
High E￿ciency Video Coding (HEVC) provides high e￿ciency
at the cost of increased computational complexity followed by
increased power consumption and temperature of current Multi-
Processor Systems-on-Chip (MPSoCs). In this paper, we propose a
machine learning-based power and thermal management approach
that dynamically learns the best encoder con￿guration and core fre-
quency for each of the several video streams running in an MPSoC,
using information from frame compression, quality, performance,
total power and temperature. We implement our approach in an
enterprise multicore server and compare it against state-of-the-art
techniques. Our approach improves video quality and performance
by 17% and 11%, respectively, while reducing average temperature
by 12%, without degrading compression or increasing power.
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1 INTRODUCTION
Video streaming services are expected to account for 80% of global
tra￿c by 2019 [3]. Due to the great variety of devices accessing
media content as well as the users’ demand for higher quality
video, encoding has become a key application in current High
Performance Computing (HPC). To satisfy the emerging large video
resolutions and frame rates, the High E￿ciency Video Coding
(HEVC) standard provides twice the compression of its predecessors
while maintaining the same video quality, at the price of increasing
the encoder complexity by several times [2].
￿is, together with the increase of video streaming users, poses
an important challenge for power- and thermal-aware resource
allocation and management of these applications when running
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Figure 1: HEVC encoder block diagram and main con￿gura-
tion parameters
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Figure 2: Impact of QP on quality, compression, and perfor-
mance
on multiprocessor systems-on-chip (MPSoCs). Current research
in the area is mostly focused on the optimization of one or sev-
eral blocks of the encoding algorithm [4] shown in Figure 1. Each
block contains several parameters to con￿gure the encoder (i.e.,
con￿guration knobs), which a￿ect encoding e￿ciency, power con-
sumption, temperature, and processing time.￿e most important
ones are shown in Figure 1. Figure 2 shows the impact of QP on
encoding e￿ciency and performance for an HD test sequence.￿e
same bar graphs can be showns for other encoding parameters.
Moreover, the contents of a video along with the video type (in
terms of resolution, bit depth, etc.) play a major role in the obtained
performance (encoding time per frame), quality (peak signal-to-
noise ratio, PSNR, measured in dB), compression (bitrate, measured
in bits per second, bps), power consumption, and peak temperature.
Such variations in the video contents motivate a frame-by-frame
power and thermal management.￿erefore, the encoding con￿g-
uration and the CPU frequency must be dynamically adjusted to
provide the best possible outcomes. To the best of our knowledge,
few works jointly consider temperature constraints as well as en-
coding e￿ciency of next generation video encoders [5–8], none
of which addresses multi-streaming on MPSoCs. Moreover, the
great number of di￿erent combinations of con￿guration knobs, in
addition to content variations within a video and diversity of video
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Figure 3: Proposed ML-based approach
types require a more generic solution than that proposed by previ-
ous works, which considers power, temperature, performance, and
encoding e￿ciency.￿e contributions of our work are as follows:
• we propose a machine learning (ML)-based power and
temperature management approach for multi-streaming
on MPSoCs considering next generation video coding stan-
dards
• we address the challenge of power and thermal manage-
ment for HEVC by jointly integrating application-level
con￿guration and system-level knobs on top of any arbi-
trary algorithmic optimizations.
2 PROPOSED ML-BASED APPROACH
Our proposed ML-based approach uses the Q-learning algorithm to
learn and apply the best encoding con￿guration and core frequency
for each of the streams being encoded on a MPSoC in order to
increase PSNR and performance, reduce temperature, and satisfy
a prede￿ned target bitrate and power cap. Figure 3 shows the
proposed approach.
￿e proposed ML-based approach consists of 3 phases, namely
exploration, exploration-exploitation, and exploitation. In the ex-
ploration phase, once the ￿rst frame arrives, an action is selected
randomly from an action pool, which includes all available con￿gu-
ration knobs and operating frequencies. Once the state transitions
from an initial state to a new one, the new Q-value corresponding
to the selected action and the initial state is calculated.
￿e exploration phase for each pair of state-action continues
until the learning rate, de￿ned as a function of the number of state-
action observations, decreases below a prede￿ned threshold.￿ere-
a￿er, in the exploration-exploitation phase, the ML agent exploits
the learned state-action pairs, while updating the Q-values. When
the learning rate again decreases to another prede￿ned thresh-
old, the exploitation phase starts and the agent simply exploits
the learned state-action pairs without any update to the Q-values.
Finally, we de￿ne the states and available actions, as well as the
reward function, as follows:
States. States observed by the ML agent can be divided in system-
level and application-level states, shown in Figure 3.
Actions.￿e proposed action pool consists of the most e￿ective
encoding con￿guration modes, including Search area (SA), QP, CU
size, GOP size, in conjunction with the available core frequencies,
shown in Figure 3.
Reward Function. ￿e proposed reward function provides a
proper feedback from the selected action for a previous state and
Table 1: PSNR, deviation from the target bitrate, perfor-
mance, power consumption and average temperature ( a   )
of the proposed approach compared with TONE [6]
PSNR(dB) Bitrate Perf. Power  a  
Min +0.3 -3% +8% -1% -8%
Max +0.8 -10% +16% -10% -14%
Average +0.7 -7% +11% -4% -12%
is a weighted average of ￿ve sub-function, one for each observed
state. Each sub-function provides a higher reward for more desir-
able states, and it has to provide su￿ciently large negative reward
when temperature constraint and power cap are not satis￿ed.
3 EXPERIMENTAL RESULTS
We evaluate the proposed ML-based approach in comparison with
TONE [6], the most similar work to ours, by running experiments
on an enterprise server while monitoring performance, power, tem-
perature, and coding e￿ciency. In this work we use standard test
sequences and the reference so￿ware HM 16.3 [1]. We assume a
realistic case where streams are randomly released on cores and go
away, simulating YouTube or Net￿ix servers. Table 1 shows PSNR,
deviation from the target bitrate, performance, power consump-
tion, and average temperature. TONE, unaware of the available
potentials due to changes in the number of videos being processed,
fails to increase the performance while maintaining the desirable
encoding quality and meeting the power and thermal constraints.
4 FUTUREWORK
In the future we will investigate how to exploit more application-
level knobs, as well as analyzing the impact of content variation in
the memory sub-system, to further improve encoding e￿ciency and
performance. In addition, we will explore new stream allocation
and migration strategies to target multistreaming on MPSoCs in
the context of a wider set of realistic scenarios.
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