Let A" be a finite dimensional complex Euclidean space, and let T be a linear operator acting on X. The Jordan decomposition theorem states that T has a unique decomposition T= S + N, where S = jff(r)z d£(z), £ is a spectral measure supported by the spectrum o(T) of T, and N is a nilpotent operator commuting with S.
valued functions on R with continuous derivatives up to the order m, with pointwise operations and with the topology of uniform convergence on every compact of all derivatives of order g m. We let C = C° and C¡J = {fe Cm\ f has compact support}. The Borel field of R is denoted by 38.
The Jordan manifold.
We recall first some of the terminology introduced in [7] .
Definition 1.1. Let m > 0 be an integer and TeB(X).A C"-operationaI calculus for T is a continuous representation /-> T(f) of Cm on X, such that (i) T(l) = /; (ii) T(f) = T if f(t) = t; and (iii) T( ■ ) has compact support (denoted by E = Z(T)). I is defined as the smallest compact K c R for which T(/) = 0 whenever fe Cm has its support in the complement of K. T is of class Cm if there exists a Cm-operational calculus for T. In this case, the latter is unique, and Z = a(T) (cf. Lemmas 2.2 and 2.8 in [7] or Proposition 1 in [5] ).
Let TeB(X) be such that (1.1) |ei,r| = 0(|f|'), teR, |t|-»co for some integer k^.0. By Lemma 2.11 in [7] , Thas real spectrum and is of class Cm for m -k + 2.
Definition 1.2. Let TeB(X) satisfy (1.1), fix m ^ k + 2, and let T( ■ ) be the Cm-operational calculus for T. We write 1. f\m,T -X7=0(l/;!)max<T(7.)|/<;>|,/eC'"; 2. x|m,T = sup{|T(/)|;/6Cm, \f\m,rèl}; 3. Dm = {xeX; \x\m¡T<co} = Dm(T);
D = \Jm±k + 2Dm = D(T). We call D the Jordan manifold for T.
The function x-»|x|mT is homogeneous and subadditive for each fixed m^.k + 2. Therefore Dm is a linear manifold. For x fixed, ¡ x |m T is a nonincreasing function of m (m ^ k + 2). Therefore If D is of the second category in X, then D = Dm = X for some m = k + 2, by the uniform boundedness theorem; the norms | x | and | x \mT are then equivalent, by the closed graph theorem. We shall see later on that D j= X in general. However, it follows easily from [10, pp. 99-100] that there exists an m -k + 2 such that D = Dm = X, provided that aCT) is a finite union of points and closed intervals. Of this particular situation, only the following is relevant to our subsequent analysis. Proposition 1.1. // exCT) is a finite point set, then D = Dk+2 = X.
Proof. For each xeX and x*eX*, x*T( • )x is a distribution of order = k + 2 with support erCT) = {py,---,p"}. By [10, pp. 99-100] , there exist M > 0 and Cu = C0(x,x*)eC (/= 1, ■■-,n; j = 0,---,k + 2) such that \Cuix,x*)\ =M|x| |x*| and x*T(/)x = TijC^f^ip) for all feCk+2, xeX and x*eX*. Therefore |T(/)x| ^M'|x| |/jk+2,T for all feCk+2, and xeX, where M' > 0 depends only on T. Proof. Since T\ W has finite spectrum and satisfies (1.1), Dfc+2(T| W) = W by Proposition 1.1. But Dk+2(T\ W) = Dk+2(T) n W. Hence W c Dk+2(T). Corollary 1.3. Dk+2 contains all the eigenvectors of T (therefore, if the eigenvectors of T are fundamental in X, Dk+2 (and hence D) is dense in X). Corollary 1.4. Let X be an isolated point of er(T), and let E(X) be the associated projection (cf. [3, Volume I, p. 573]) . Then E(X)X <zz Dk+2.
Proof. Since ex(T\ E(X)X) = {X} (Theorem VII, 3.20 in [3] ), E(X)X = Dk+2(T\E(X)X)ez:Dk + 2(T).
Thus Dk+2 5¿ 0 if there are isolated points in the spectrum. More can be said if all nonzero points in the spectrum are isolated (hence, in particular, if T is compact). Theorem 1.5. Let TeB(X) satisfy (1.1) Suppose that all nonzero points in a(T) are isolated. Then Dk+2 contains the closed range of Tk+1. If T satisfies (1.1) with k = 0 and if X is reflexive, then Dk+2 is dense in X.
We state first two lemmas, which are implicit in the proofs of Theorem XI, 6.29 and Corollary XI, 6.30 in [3, Volume II] . Let Z be the closed linear span of {E(X)X: X e a(T) -{0}}, and let Zx be the annihilator of Z in X*. Lemma 1.6. Suppose all the nonzero points in the spectrum of an operator TeB(X) are isolated. Then T*\ZX is quasi-nilpotent. Lemma 1.7. Let X be reflexive and TeB(X). Suppose that X"R(Xn;T) is bounded for some sequence {Xn} c p(T) converging to 0. Then .# + jV = X, where M and Jf are the range and null space of T respectively.
We need also a theorem of Naimark's [8, p. 208] in the following form: Lemma 1.8 (Naimark) .
Let T be a quasi-nilpotent element of a normed algebra R. Suppose that for some integer n ^ 1
for 0 = argA#O,7i. Then T"=0. and similarly for n > 0. Thus \R(X;T)\ = 0((lmX)~(k~1)) for ImA#0, which is equivalent to (1.4).
Proof of Theorem 1.5. Consider the operator T* | Zx. It is quasi-nilpotent (Lemma 1.6) and satisfies (1.3) with n = k + 1 (by Lemma 1.9, since \RiX;T*\Zx)\ = \RiX;T*)\ = |R(A;T)|). Hence, by Lemma 1.8, T*k+1x* = 0 for all x*eZ±, i.e., x*Tk+1x = 0 for all x e X and x*eZx . By Hahn-Banach, this implies that Z z> Tk+1X. ButDk+2zz,Z by Corollary 1.4. Hence Dk+2 contains the closed range of Tk+1.
In particular, if T satisfies (1.1) with k = 0, Dk+2 zz> &. Since Dk+2 => jV trivially, we conclude that Dk + 2 = X if X is reflexive by applying Lemma 1.7.
Recall that xeX is called a root vector of Tif (A/ -T)"x = 0 for some XeC and some integer n = 1. Proposition 1.10. Let TeBiX) satisfy (1.1). Tnen its Jordan manifold contains the linear span of all the root vectors of T.
Proof. It suffices to show that the null space of iXI -T)"is contained in D, for all X e erCT) and all integers n _ 1.
Let S = T-XI for XeaVT) fixed. Since X is real, S satisfies (1.1) and £>m(S) = DJfT) for each m^k + 2. Hence it suffices to show that if x # 0 satisfies S"x = 0 for some n = 1, then x e DiS). Since m = n -1 and 0 e <r(S), we conclude that |xLs = max |S-íx|<oo, i.e., x e £>m(S) c £>. Notice that a vector measure p is "regular" if x*p is a regular complex measure for all x*eX*.
We can state now our main result, which is a generalization of the classical Jordan decomposition theorem for complex matrices with real spectrum to infinite dimensional Banach spaces. nmix,x*)f= S yrfU)dpLm forall/e/lm.
Since rj(T) is a Lebesgue null set, the measures p]m are singular with respect to the Lebesgue measure on R. Therefore, by Lemma 3.7 in [7] , the representation (2.6) is unique. For xeDm fixed and x* varying in X*, the linearity of iTm(x,x*)/= x*T(/)x in x* and the uniqueness of the representation (2.6) imply the linearity of pjtJf> \ x, x*) in x* for each fixed <5 eâ$ and j = 0, • • -, m. Since X is reflexive, there exists a unique element of X (which we denote by EJmiô)x), with norm ^ | x \myT, such that pJ>m(5 | x, x*) = x*E}tJS)x for all x*eX* ij = 0,---,m; 5ei%). The uniqueness of the representation (2.6) implies that £J>m(<5) is a linear tranformation of X with domain Dm (for each 5e3S and j = 0,---,m). Now (b) follows from the Orlicz-Banach-Pettis theorem and (c) is a rewriting of (2.6). Therefore by Lemma 2.2 (c)
for all xeDm and feCm, and the lemma follows from Lemma 3.7 in [7] , because all the measures involved are singular with respect to the Lebesgue measure on R. 
Then tpjm is continuous, has range in Dm, and is also continuous as a map of
for all x* e X*. Therefore, by (1.2) and (2. In fact, \Ej,m(ö)x\miT ^ |x|m,T for all xeDm.
Taking/= 1 in Lemma 2.2(c), we see that £0m(Ä)x = x for all xeDm. Together with Lemma 2.2, Lemma 2.3 and Corollary 2.5, this gives Corollary 2.6. For each m^k + 2, Em = £0m is a generalized spectral measure on Dm, supported by cr(T) and commuting with any VeB(X) which commutes with T. (2.9) eisTx = I ^f-£.;(s)x, seR, xeDm.
Using (2.9) in the identity ei(s+u)Tx = eisT(eiuTx) and recalling that eiuTxeDm for xeDm, we obtain after some rearrangement:
I ( for all s,ueR and xeDm.
By Lemma 2.3, by the fact that Ej^fs) has range contained in Dm, and by (2.9), we obtain 2* ^f f e^'dEj+U^x = ECis)eiuTx
for all s,ueR and xeDm. Applying Lemma 3.11 in [7] (with u variable and s fixed), the result follows.
Definition 2.3. Fix m = k + 2. For fe B(r/(T)), let SB(/)eI(DJ be defined by
(cf. Lemma 2.4 and Corollary 2.6).
Lemma 2.8. The map /-» Smif) of CioCT)) into T(DJ is multiplicative.
Proof. By Lemma 2.7 with j = h = 0, we have £" (s)E~(u) = Em(s + u) for all s,ue R.
It follows that the map/-»Sm(/) is multiplicative when restricted to functions/ of the form IV fit) = I C,exp(is,0 (CjeC; t,SjeR).
Since these functions are dense in C(a(T)), the result follows easily from Lemma 2.4 (cf. inequality (2.7)).
Lemma 2.9. Fix m^k + 2. Then (i) JVm commutes with Sm(f) for all fe C(a(T));
(Ü) Ej J5) = Em(S)NJm for all be 0» and j = 1, -, m.
(iii) Nkm+1 = 0.
Proof. For 1 ^ r ^ m, take j = r -1 and h = 1 in Lemma 2.7 ; for u = 0, we obtain ¿COO = £,-l,m(s)Nm, hence (2.10) £r» = £;(s)K, (12 r á m, s€ R).
Interchanging the roles of j and h, we obtain similarly (2.11) E,;m(s) = NrmE:(s) (1 á r^ m, s e R).
By (2.10) and (2.11), Nm commutes with Sm(f) for functions / of the form N /(/) = Z Cjexpiisjt) (CjeC, SjeR), j = i and (i) follows by a density argument as in Lemma 2.8, using (2.7).
(ii) follows from (2.10) and the uniqueness theorem for Fourier-Stieltjes transforms of regular Borel measures.
By (2.9) and (2.11), Proof. By Lemma 2.10, Equation (2.13) and Definition 2.4, the right-hand side of (2.5) gives the required extension. Its continuity properties follow from Lemma 2.4.
We (in the strong topology of X) for each fixed xeW and t e R.
Hence, taking q -> oo in (2.15), we obtain euTx= ¿ iity f eu*dEi(s)NJiX The maximality-uniqueness assertion of Theorem 2.1 justifies the following Definition 2.5. We call S, N and £ respectively the scalar part, the nilpotent part and the resolution of the identity of T on the Jordan manifold D.
Keeping in mind the usual definition of a resolution of the identity (cf.
[1], [2]), the following proposition is of some interest. Proposition 2.12. // the nilpotent part (or the scalar part) of T is closable, then E(ô) commutes with S, N and S(f) for all ôe& and feC(a(T)), and moreover E(ône) = E(ô)E(e) for all ô, eeâiï.
Proof. Fix beSf), and let c6 denote its characteristic function. Choose/"eC such that |/"|^1 and/"->cá pointwise(2) on a(T). By the dominated convergence theorem for vector measures, S(f"g)x-* S(cdg)x strongly, for all xeD and geC(a(T)). Since S(g)DczD, it follows from Lemma 2.8 that
S(fng)x = S(fn)S(g)x^E(ö)S(g)x.
Hence, for all geC(o(T)), (2.17) S(csg) = E(ô)S(g).
Fix xeD, and let y" = S(/")x -£(<5)x. Then y"eD and y"-*0 (take g = 1 above). Also
Sy" = S(tf"(t))x -SE(3)x -> E(ö)Sx -SE(ô)x (take g(t) = t above). But Sis closable (either by hypothesis, or because S= t\D-N where T\ D is bounded and N is closable)
. Therefore E(ô)Sx = SE(ô)x for each xeD. Thus E(ô) commutes with S, and since it commutes with T, it commutes also with N = T|D-S.
Given £ > 0 and f e C(a(T)), choose a polynomial p such that supCT(r)|/-p | < e. Since E(S) commutes with p(S), we obtain for each xeD:
by the remarks following Definition 2.4.
Hence E(S) commutes with S(f) for all feC(o(T)). Therefore, by (2.17),
for all g e C(a(T)) and x e D.
(2) Exceptional sets are routinely disposed of. Details are left to the reader.
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Fixing xeD, it follows from the uniqueness of the Riesz representation that for all ee& f cà(t) dE(t)x = f dE(t)E(S)x i.e., E(eC\b)x = £(e)£(<5)x for all e,be@ and xeD, Q.E.D.
Since N = 0 is trivially closable, we have Corollary 2.13. Suppose T satisfies Condition (1.1) for fe = 0 (i.e., \e"T\ =0(1), teR). Then E(b) commutes with S(f) for all feC(a(T)), and E(b r\e) = E(b)E(e) for all b, ee®. A more serious difficulty is the countable additivity of y*E( • )Yy for y* in a total linear manifold T cz Y*. A natural choice of T is as follows: each x* e X* induces a unique x * e Y* with norm || x * | ^ | x* | (since | x | ^ || x || for xeD). Let T = {x* | x* e X*}. It is easily seen that x*£( • )Yy is countably additive on (%, for each ye Y and x*eT, and that xYS(f)Yy= (a,T)f(t) dxYE(t)Yy fot all feB(cj(T)), ye Y and x*eT. However T may not be total in Y*. Indeed, let X and T be chosen such that the norms | • | and || • || are not equivalent (cf. §3). We may then select x" e D such that x" -> 0 in X and x" ->■ y # 0 in Y. For each x* e X*, x*xn -* 0, hence x*y = lim x*x" = 0 for all x* e T, but j> ^ 0, i.e., T is not total in Y*.
However, a slight modification of the proof of Theorem 2.1 yields to the following Theorem 2.14. T* is spectral of class Y and type k (in this theorem, X does not need to be reflexive). Taking f(t) = t in (*), we obtain T*=\ tdF(t) + Fy(o-(T)) = S + N.
JalT)
It follows from (2.19), much as in the proof of Lemma 2.9, that £, = NJ F = FNJ C/ = 0,".,m). Hence S commutes with JV, and since e,sS = ¡a(T)elstdF(t), we obtain from (2.18):
(e'sT)*e-'sS= 1^1 NJ.
7-0 JBut |(ei5T)*e"isS| Ú \\(ehT)*\\ = ¡eisT\\ ^ \eisT\= 0(\s\k). Therefore JVt+1 = 0, and the proof is complete, by Theorem 8 in [1]. The (perhaps) unusual method we used to prove Theorem 2.1 was needed essentially in order to handle nonisolated points of the spectrum. In case there are isolated points in o(T), a result of the same nature (without the maximalityuniqueness assertion) may be obtained by a more classical method, without requiring the reflexivity of X.
Notation. Let a0(T) denote the set of isolated points in a(T). If a0(T) i= 0, let Z0 denote the linear span of E(X)X for X running in o-0(T); if a0(T) = 0, we let Z0 = {0}.
Suppose T satisfies Condition (1.1). It follows from the proof of Theorem 1.5 that if every nonzero point of a(T) is isolated, then the closure of Z0 contains the closed range of Tk+1. In case fc = 0 and X is reflexive, Z0 + ¿V is dense in X. An alternative description of Z0 is given in the following Proposition 2.15. Let TeB(X) satisfy (1.1). Then Proof. Let Xecr0(T). Since X is real, XI -T satisfies (1.1), hence (1.4) (by Lemma 1.9). Since o(T\E(X)X) = {X}, the operator (XI -T)\E(X)X is quasi- By Theorem 18, p. 573 in [3] , this implies that A is a pole of order i£ fc + 1 of R(X ; T). Since, in this case, the range of E(X) coincides with the root space associated with X, the proposition follows. Then £ is a generalized spectral measure as in Theorem 2.1 (with the additional property E(5 n e)x = E(5)E(e)x for all ô,seâS and xeZ0), and S satisfies (2.4). Since (2.5) follows from (2.1)-(2.4) (see proof of "maximality" in Theorem 2.1), the proof is complete.
Remarks. 1. By the uniqueness assertion in Theorem 2.1, the transformations S, N and E(ö) obtained there are extensions of the respective transformations obtained here (if the hypotheses of Theorem 2.1 are satisfied).
2. If exoiT) = ex(T) (i.e., if ex(T) is a finite set), then S, N and E(ö) are in B(X), and T is spectral of type k.
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The case k = 0 has a distinguished position if X is a Hubert space. By Theorem 5 in [6] , the condition |eiiT| = 0(1) (teR) by itself is then sufficient for T to be spectral of type k = 0 (i.e., similar to a hermitian operator). This is no longer true (in Hubert space) for k ^ 1 (cf. §3). In Banach space, whether reflexive or not, this breaks down even for k = 0 (cf. [6, p. 176] ). Let R[t] denote the ring of polynomials over R. We may rewrite Condition (1.1) for k = 0 in the form | eip(T) | = M < oo for all p e R[i] of degree g 1. If
we require this latter condition to hold for all peR[f], we obtain a criterion for spectrality which is valid in any weakly complete Banach space.
Theorem 2.17. TeB(X) is of class C and has real spectrum if and only if (*) sup | eipiT) | < oo.
ff X is weakly complete, Condition (*) is necessary and sufficient for T to be spectral of scalar type with real spectrum.
Proof. If X is weakly complete, T is of class C if and only if it is spectral of scalar type (cf. Theorem 3.2 in [7] ). Thus, only the first statement of the theorem needs proof.
If Tis of class C, it is of class C(ex(T)) (cf. Lemma 2.7 and Definition 1.2 in In particular, we have |e"T| = M for all teR, hence Thas real spectrum. Let Ar(T) denote the uniformly closed real subalgebra of B(X) generated by I and T. Suppose VeAr(T) is quasi-nilpotent.
Choose pneR [f] such that pn(T)^ V in B(X). Then |ei,F| = lim"|e"pnm| =■ M for all teR. By Lemmas 1.9 and 1.8, we must have F=0. Thus Ar(T) is semisimple. It follows that its complexification ^4(T) is semisimple. Next, for an arbitrary element V of Ar(T), we have \eur\ = M for all teR; therefore the integral E(-)x = ^Jl/n(-)E(jjx where ôs( • ) denotes the delta measure at se R. Let K" be a two-dimensional Hubert space with the norm |x| ={|xnl|2 + n21 x"212}1/2, and let K = I"°°= y®Kn. Then K c D, K is densely contained in X and is invariant under T. Moreover, T | K is continuous as an operator in K, and the conclusion of Theorem 2.14 is valid with Y replaced by K. Since K is reflexive (as a Hubert space), T | K is spectral of type 1 (in fact, it is spectral of scalar type, and its resolution of the identity is £( • ) | K for £( • ) as in (3)).
3.2. We consider an example in which er(T) may be a perfect set. Let F be an arbitrary uncountable closed subset of (0,1]. We shall exhibit an operator T on a suitable Banach space X, with the following properties :
(a) T satisfies (1.1) with Ik-1, (b) ex(T) = F, and (c) D is dense in X, but D j= X. X is a closed invariant subspace for T0. Let T = T01X. The spectrum of T is pure point and is equal to F; moreover, the eigenvectors of T axe fundamental in X. If T was spectral, it would be of type 1 (since T is of class C). Then, by Theorem 1, p. 56 in [4] , its point spectrum would be at most countable, contrary to our hypothesis on F. Hence, T is not spectral, and we conclude that it has properties (a), (b), (c).
Let W c D be the linear span of all cs with seF. For each Aeffl, let £(A) e T(W) be defined by where E( • ) is given by (4) .
Thus the conclusions of Theorem 2.1 are valid with W in place of D and with N = 0. If F is a Lebesgue null set and 1 < p < oo, the uniqueness assertion in Theorem 2.1 implies that the nilpotent part of T restricted to W cz D is zero, and the resolution of the identity of T restricted to W is given by (4) .
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