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Abstract
We are concerned with the oscillation problem for the nonlinear self-adjoint differential equation
(a(t)x′)′ + b(t)g(x) = 0. Here g(x) satisfied the signum condition xg(x) > 0 if x = 0, but is not
imposed such monotonicity as superlinear or sublinear. We show that certain growth conditions on
g(x) play an essential role in a decision whether all nontrivial solutions are oscillatory or not. Our
main theorems extend recent results in a serious of papers and are best possible for the oscillation
of solutions in a sense. To accomplish our results, we use Sturm’s comparison method and phase
plane analysis of systems of Liénard type. We also explain an analogy between our results and an
oscillation criterion of Kneser–Hille type for linear differential equations.
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1. Introduction
The purpose of this paper is to improve oscillation theorems for the nonlinear self-
adjoint differential equation
(
a(t)x ′
)′ + b(t)g(x) = 0, (1.1)
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half-line (α,∞), and g(x) is a continuous function on R satisfying
xg(x) > 0 if x = 0. (1.2)
We assume that g(x) satisfies a suitable smoothness condition for the uniqueness of so-
lutions of the initial value problem. For example, if g(x) is locally Lipschitz continuous
on R, then the uniqueness of solutions of (1.1) is guaranteed. By the assumption of a(t)
and b(t), we can prove that all solutions of (1.1) are continuable in the future (for the
proof, see [24, Appendix]). Hence, it is worth while to discuss whether solutions of (1.1)
are oscillatory or not.
A nontrivial solution x(t) of (1.1) is said to be oscillatory if there exists a sequence {tk}
tending to infinity such that x(tk) = 0 (in this case, we say that x(t) has an infinite num-
ber of zeros tk). Otherwise, it is said to be nonoscillatory. For brevity, Eq. (1.1) is called
oscillatory (respectively nonoscillatory) in case all nontrivial solutions are oscillatory (re-
spectively nonoscillatory).
Equation (1.1) naturally includes the nonlinear equation with variable coefficient
x ′′ + c(t)g(x) = 0, t > 0 (1.3)
as a special case. A considerable number of studies have been made on the oscillation and
nonoscillation of solutions of (1.1) (or (1.3)) for a long time. Those results can be found in
[1–4,6,8,9,11,15–18,20,21,24,29–31] and the references contained therein. Most of them
were focused on various improvements of conditions on the coefficients a(t), b(t), and c(t)
under strong restrictions on g(x). For example, we can cite many results on the oscillation
theory for the Emden–Fowler equation
x ′′ + c(t)|x|γ sgnx = 0
with γ > 0. This equation is called superlinear if γ > 1 and sublinear if 0 < γ < 1 (see
[2–4,6,8,9,11,15–18,20,29,31]). However, little attention has been given to relaxation of
restrictions on g(x).
In a recent paper [24], Sugie et al. discussed the oscillation and nonoscillation problems
for Eq. (1.1) without requiring such monotonicity of g(x) as superlinear or sublinear. They
gave oscillation theorems and nonoscillation theorems which are classified into two cases:
∞∫
α
1
a(τ)
dτ = ∞ (1.4)
and
∞∫
α
1
a(τ)
dτ < ∞. (1.5)
It makes an essential difference in the asymptotic behavior of solutions of (1.1) whether
the integral of the function 1/a(t) diverges or converges. Hence, it seems reasonable to
prepare the alternative assumptions (1.4) and (1.5). Their oscillation theorems are stated in
the following.
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a(t)b(t)
( t∫
α
1
a(τ)
dτ
)2
 1 (1.6)
for t sufficiently large, and that there exists a λ with λ > 1/4 satisfying
g(x)
x
 1
4
+ λ
(logx2)2
(1.7)
for |x| sufficiently large. Then Eq. (1.1) is oscillatory.
Theorem B. Let (1.2) and (1.5) hold. Suppose that a(t) and b(t) satisfy
a(t)b(t)
( ∞∫
t
1
a(τ)
dτ
)2
 1 (1.8)
for t sufficiently large, and that there exists a λ with λ > 1/4 satisfying (1.7) for |x| suffi-
ciently small. Then Eq. (1.1) is oscillatory.
To state their nonoscillation theorems, in addition to (1.2), we make the following as-
sumption on g(x):
x∫
0
g(ξ) dξ  1
2
x2 for x ∈ R. (1.9)
Theorem C. Let (1.2), (1.4), and (1.9) hold. Suppose that a(t) and b(t) satisfy
a(t)b(t)
( t∫
α
1
a(τ)
dτ
)2
 1 (1.10)
for t sufficiently large, and that
g(x)
x
 1
4
+ 1
4(logx2 )2
(1.11)
for x > 0 or x < 0, |x| sufficiently large. Then Eq. (1.1) is nonoscillatory.
Theorem D. Let (1.2), (1.5), and (1.9) hold. Suppose that a(t) and b(t) satisfy
a(t)b(t)
( ∞∫
t
1
a(τ)
dτ
)2
 1 (1.12)
for t sufficiently large, and that g(x) satisfies (1.11) for x > 0 or x < 0, |x| sufficiently
small. Then Eq. (1.1) is nonoscillatory.
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from that in Theorem B. Similarly, in Theorems C and D, condition (1.11) is assumed in
different range of variable x . The above four theorems are proved by using phase plane
analysis of some planar systems which are equivalent to special cases of (1.1).
Conditions (1.7) and (1.11) make a matching pair. Unfortunately, however, neither of
them satisfies the case(
logx2
)2{g(x)
x
− 1
4
}
↘ 1
4
as |x| → ∞ or |x| → 0. (1.13)
To discuss the unsettled case, Sugie et al. [27] have introduced three sequences of functions
as follows:
log1 w = | logw| and logn+1 w = log(logn w);
l1(w) = 1 and ln+1(w) = ln(w) logn w;
S0(w) = 0 and Sn(w) =
n∑
i=1
1
{li (w)}2
for n ∈ N. The sequences are well-defined for w > 0 sufficiently large and for w > 0
sufficiently small. By the same manners of [24], they gave nonoscillation theorems which
can be applied even to the case (1.13).
Theorem E. Let (1.2), (1.4), (1.9), and (1.10) hold. Suppose that there exists an n ∈ N
such that
g(x)
x
 1
4
Sn
(
x2
) (1.14)
for x > 0 or x < 0, |x| sufficiently large. Then Eq. (1.1) is nonoscillatory.
Theorem F. Let (1.2), (1.5), (1.9), and (1.12) hold. Suppose that there exists an n ∈ N
satisfying (1.14) for x > 0 or x < 0, |x| sufficiently small. Then Eq. (1.1) is nonoscillatory.
Remark 1.1. When a(t) and b(t) satisfy
a(t)b(t)
( t∫
α
1
a(τ)
dτ
)2
= 1,
condition (1.9) is unnecessary for Theorems C and E. Similarly, condition (1.9) becomes
useless to Theorems D and F if
a(t)b(t)
( ∞∫
t
1
a(τ)
dτ
)2
= 1
(see [23, Theorem 4.1], [24, Lemma 4.5], [25, Theorem 1.1], [26, Theorem 3.1] in detail).
Since condition (1.14) coincides with condition (1.11) when n = 2, Theorems E and F
are complete generalizations of Theorems C and D, respectively. To show that Theorems E
and F are best possible, we have only to prove the following oscillation theorems.
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and an n ∈ N such that
g(x)
x
 1
4
Sn−1
(
x2
)+ λ{ln(x2)}2 (1.15)
for |x| sufficiently large. Then Eq. (1.1) is oscillatory.
Theorem 1.2. Let (1.2), (1.5), and (1.8) hold. Suppose that there exist a λ with λ > 1/4
and an n ∈ N satisfying (1.15) for |x| sufficiently small. Then Eq. (1.1) is oscillatory.
In general, Sturm’s comparison method are adopted for the oscillation of solutions
of (1.1) [5,7,10,28,30]. Combining Sturm’s comparison theorem and phase plane analy-
sis which was used in [22–25,27], we intend to prove Theorems 1.1 and 1.2.
2. Reduction to two canonical forms
As has been mentioned, whether the integral of the function 1/a(t) is divergent or con-
vergent makes a fundamental difference in the asymptotic behavior of solutions of (1.1).
For this reason, we distinguish our argument into the two cases (1.4) and (1.5).
We first consider the infinite case (1.4). To transform Eq. (1.1), we change the variable
t into
s = s(t) =
t∫
α
1
a(τ)
dτ.
Let t (s) be the inverse function of s(t) and put w(s) = x(t (s)). Then w(s) satisfies the
equation
w¨ + a(t (s))b(t (s))g(w) = 0. (2.1)
In fact,
x ′(t) = ds
dt
w˙(s) = 1
a(t)
w˙(s) and
(
a(t)x ′(t)
)′ = ds
dt
w¨(s) = 1
a(t)
w¨(s).
Since a(t) is positive for t > α, the function s(t) is increasing, and so is t (s). From (1.4)
it follows that s(t) tends to infinity as t → ∞ and t (s) tends to infinity as s → ∞. Hence,
x(t) is an oscillatory solution of (1.1) if and only if w(s) is an oscillatory solution of (2.1).
Equation (2.1) has the shape of (1.3). Thus, under the assumption (1.4), Eq. (1.3) is con-
sidered as the canonical form of (1.1).
Let c(s) = a(t (s))b(t (s)). Then condition (1.6) becomes
t2c(t) 1 (2.2)
for t sufficiently large. Hence, Theorem 1.1 is rewritten as an oscillation theorem for
Eq. (1.3).
Proposition 2.1. Let (1.2) and (2.2) hold. Suppose that there exists a λ with λ > 1/4
satisfying (1.15) for |x| sufficiently large. Then Eq. (1.3) is oscillatory.
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of (1.1). To this end, we change the variable t into
s = s(t) =
( ∞∫
t
1
a(τ)
dτ
)−1
.
Then the function s(t) and its inverse function t (s) are increasing for t > α and s > β
respectively, where
β =
( ∞∫
α
1
a(τ)
dτ
)−1
> 0,
because a(t) is positive. Since a(t) satisfies (1.5), s(t) tends to infinity as t → ∞, and
therefore, t (s) also tends to infinity as s → ∞. Let w(s) = x(t (s)). Then we have
x ′(t) = ds
dt
w˙(s) = s
2
a(t)
w˙(s)
and
(
a(t)x ′(t)
)′ = ds
dt
(
s2w¨(s) + 2sw˙(s))= s4
a(t)
(
w¨(s) + 2
s
w˙(s)
)
.
Hence, Eq. (1.1) is oscillatory if and only if the equation
w¨ + 2
s
w˙ + 1
s4
a
(
t (s)
)
b
(
t (s)
)
g(w) = 0
is oscillatory. Put c(s) = a(t (s))b(t (s))/s4. Then condition (1.8) coincides with condi-
tion (2.2). Hence, Theorem 1.2 resolves itself into the following oscillation theorem for the
equation
x ′′ + 2
t
x ′ + c(t)g(x) = 0, t > β (2.3)
which is the canonical form in the case (1.5).
Proposition 2.2. Let (1.2) and (2.2) hold. Suppose that there exists a λ with λ > 1/4
satisfying (1.15) for |x| sufficiently small. Then Eq. (2.3) is oscillatory.
Judging from condition (2.2), it is safe to say that the equations
x ′′ + 1
t2
g(x) = 0, t > 0 (2.4)
and
x ′′ + 2
t
x ′ + 1
t2
g(x) = 0, t > β (2.5)
are typical cases of (1.3) and (2.3), respectively. Indeed, we can show the following equiv-
alence relation between Eqs. (1.3) and (2.4).
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Eq. (2.4) is oscillatory.
Equation (2.3) bears the same relation to Eq. (2.5) that Eq. (1.3) bears to Eq. (2.4).
Lemma 2.2. Under the assumptions (1.2) and (2.2), Eq. (2.3) is oscillatory if and only if
Eq. (2.5) is oscillatory.
Since the proof of Lemma 2.2 is essentially similar to that of Lemma 2.1, we will prove
only Lemma 2.1. The proof is given by using phase plane analysis of equivalent systems
to (1.3) and (2.4).
Let s = log t and u(s) = x(es) = x(t). Then Eqs. (1.3) and (2.4) are transformed into
the systems
u˙ = v + u, v˙ = −e2sc(es)g(u) (2.6)
and
u˙ = v + u, v˙ = −g(u), (2.7)
respectively. Systems (2.6) and (2.7) are of Liénard type. By the assumptions (1.2)
and (2.2), the origin is the only equilibrium of (2.6) and (2.7). We call the projection of
a positive semitrajectory of (2.6) (or (2.7)) onto the phase plane a positive orbit of the sys-
tem. For convenience’s sake, we write the positive orbit of (2.6) and (2.7) starting at a point
P ∈ R2 as γ+(P ) and Γ +(P ), respectively.
Suppose that Eq. (2.4) has a nontrivial oscillatory solution ξ(t). Then, by the definition
of oscillation, there are a sequence {tk} tending to infinity as k → ∞ such that ξ(tk) = 0.
Let (u(s), v(s)) be the solution of (2.7) corresponding to ξ(t). Then
u(sk) = 0 and v(sk)v(sk+1) < 0, (2.8)
where sk = log tk (see [23, Section 2] in detail). Let P be any point in R2\{0}. Then, taking
notice of the vector field of (2.7) and the property (2.8), we see that Γ +(P ) rotates around
the origin, in clockwise order, as s increases.
Suppose that Eq. (1.3) has a nonoscillatory solution η(t). Then, without loss of gener-
ality, we may assume that there is a T > 0 such that
η(t) > 0 for t  T . (2.9)
Let (u˜(s), v˜(s)) be the solution of (2.6) which corresponds to η(t). Then, taking the vector
field of (2.6) into account, we conclude that(
u˜(s), v˜(s)
) ∈ R def= {(u, v): u > 0 and v > −u}
for s  logT . In fact, if (u˜(σ1), v˜(σ1)) /∈ R for some σ1  logT , then there are two possible
cases: (a) u˜(σ1)  0; (b) u˜(σ1) > 0 and u˜(σ1) + v˜(σ1)  0. In the former case, we have
η(eσ1) = u˜(σ1)  0, which is a contradiction to (2.9). In the latter case, there exists a
σ2 > σ1 such that u˜(σ2) 0. This contradicts (2.9) again. In other words, the positive orbit
γ+(A) remains in the region R, where A = (u˜(σ0), v˜(σ0)) with σ0  logT .
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Proof of Lemma 2.1. Since ‘only if’-part is clear, we will show that ‘if’-part is also true.
In case c(t) = 1/t2 for t sufficiently large, Eq. (1.3) coincides with Eq. (2.4), and therefore,
if Eq. (2.4) is oscillatory, then Eq. (1.3) is naturally oscillatory. Hence, the remainder case
is that there exists a sequence {τk} tending to infinity such that
τ 2k c(τk) > 1. (2.10)
By way of contradiction, we suppose that Eq. (1.3) is not oscillatory but Eq. (2.4) is
oscillatory. Then there exists an eventually positive solution η(t) of (1.3) and a T > 0 sat-
isfying (2.9). Let (u˜(s), v˜(s)) be the solution of (2.6) corresponding to η(t). Since τk → ∞
as k → ∞, we can choose an k0 ∈N such that
τk0 > T.
Denote σ0 = logτk0 and A = (u1, v1) = (u˜(σ0), v˜(σ0)). Consider two positive orbits
γ+(A) and Γ +(A) passing through the point A at s = σ0. As we already observed, γ+(A)
stays in the region R and Γ +(A) goes around the origin clockwise. Hence, γ+(A) does
not intersect the straight line v = −u, which is a boundary of R. On the other hand, Γ +(A)
crosses the line v = −u and then leaves the region R. The slopes of γ+(A) and Γ +(A) at
the point A are
−e
2σ0c(eσ0)g(u1)
v1 + u1 and −
g(u1)
v1 + u1 ,
respectively. By (1.2), (2.10), and the fact that (u1, v1) ∈ R, we have
−e
2σ0c(eσ0)g(u1)
v1 + u1 < −
g(u1)
v1 + u1 < 0.
Hence, from the above properties of γ+(A) and Γ +(A), we conclude that γ+(A) and
Γ +(A) have an intersecting point B except the point A. To be precise, γ+(A) and Γ +(A)
pass through the point B at s = σ1 and s = σ2, respectively, and Γ +(A) lies above γ+(A)
as far as B .
We can regard the arcs AB of γ+(A) and Γ +(A) as the graphs of v = ϕ(u) and
v = ψ(u), respectively. Let B = (u2, v2). Then ϕ(u) and ψ(u) satisfy ϕ(ui) = ψ(ui ) = vi
(i = 1,2) and −u < ϕ(u) < ψ(u) for u1 < u < u2. Also, for any u ∈ (u1, u2) there exists
a σ3 with σ0 < σ3 < σ1 such that
d
du
ϕ(u) = −e
2σ3c(eσ3)g(u)
ϕ(u) + u .
Hence, together with (2.2), we have
d
du
ϕ(u)− g(u)
ϕ(u)+ u < −
g(u)
ψ(u) + u =
d
du
ψ(u)
for u1 < u < u2. This implies
v2 − v1 = ϕ(u2) − ϕ(u1) < ψ(u2) −ψ(u1) = v2 − v1,
which is a contradiction. Thus, the lemma is proved. 
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we have only to combine Lemma 2.1 with Lemma 2.3 below. Similarly, the proof of Propo-
sition 2.2 or Theorem 1.2 will be completed if we join Lemma 2.2 to Lemma 2.4 below.
Lemma 2.3. Assume (1.2) and suppose that there exists a λ withλ > 1/4 satisfying (1.15)
for |x| sufficiently large. Then Eq. (2.4) is oscillatory.
Lemma 2.4. Assume (1.2) and suppose that there exists a λ with λ > 1/4 satisfying (1.15)
for |x| sufficiently small. Then Eq. (2.5) is oscillatory.
Before we prove Lemmas 2.3 and 2.4, let us clarify a wonderful likeness between our
results and Hille’s Kneser-type theorem for linear differential equations.
3. Analogy with an oscillation criterion of Kneser–Hille type
There is an extensive literature concerning oscillation criteria for the linear differential
equation
y ′′ + c(t)y = 0, (3.1)
where c(t) is a positive continuous function on (0,∞). In particular, works of Hille [12]
and Nehari [19] are worth noticing. To give an account of Hille’s Kneser-type theorem, we
consider the equation
y ′′ + 1
t2
{
1
4
Sn−1(t) + λ{ln(t)}2
}
y = 0, (3.2)
which contains the famous Euler equation
y ′′ + λ
t2
y = 0
and the Riemann–Weber version of the Euler equation
y ′′ + 1
t2
{
1
4
+ λ
(log t)2
}
y = 0.
Equation (3.2) has the general solution
y(t) =
{√
tln(t)
{
c1(logn−1 t)ζ + c2(logn−1 t)−ζ
}
if λ = 1/4,√
tln(t) {c3 + c4 logn t} if λ = 1/4,
where ci (i = 1,2,3,4) are arbitrary constants and ζ is a number satisfying
1
4
− ζ 2 = λ
(for details, see [12–14,25,28]). Hence, if λ > 1/4, then Eq. (3.2) is oscillatory, and other-
wise it is nonoscillatory. By means of this fact and Sturm’s comparison theorem, we can
state the following oscillation criterion of Hille [12] in our terms (his original statement is
written in a slightly different form).
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ω∗n = lim sup
t→∞
{
ln(t)
}2[
t2c(t) − 1
4
Sn−1(t)
]
and
ωn∗ = lim inf
t→∞
{
ln(t)
}2[
t2c(t) − 1
4
Sn−1(t)
]
.
Then Eq. (3.1) is oscillatory if ωn∗ > 1/4, nonoscillatory if ω∗n < 1/4, and no conclusion
is possible if either ωn∗ or ω∗n equals 1/4.
Returning now to Eq. (1.1), we consider the special case
a(t)b(t)
( t∫
α
1
a(τ)
dτ
)2
= 1. (3.3)
Then, combining Theorem 1.1 and Theorem E with Remark 1.1, we have the following
result which has the style of Kneser–Hille.
Theorem 3.1. Assume (1.2), (1.4), and (3.3). Let
hn(x) =
{
ln(x)
}2[g(x)
x
− 1
4
Sn−1
(
x2
)]
.
Then Eq. (1.1) is oscillatory if
lim inf|x|→∞ hn(x) >
1
4
for some n ∈ N, and it is nonoscillatory if
lim sup
x→∞
hn(x) <
1
4
or lim sup
x→−∞
hn(x) <
1
4
for some n ∈ N.
To compare Theorem 3.1 with Theorem G, we consider Eq. (1.3) again. As shown
in Section 2, in case assumption (1.4) holds, condition (3.3) coincides with t2c(t) = 1
and Eq. (1.1) is transformed into Eq. (1.3) which consists of the coefficient c(t) and the
nonlinear term g(x). The most standard case is c(t)g(x) = λx/t2. Theorem G improves
conditions on c(t) under the strong assumption that g(x) = x. In contrast to this, Theo-
rem 3.1 improves conditions on g(x) under the strong assumption that c(t) = 1/t2. What
should be noticed is that the function sequences {ln(w)} and {Sn(w)} contribute to both the
improvements.
We can present another theorem of Kneser–Hille’s style. By virtue of Theorem 1.2 and
Theorem F with Remark 1.1, we have the following result for the special case:
a(t)b(t)
( ∞∫
t
1
a(τ)
dτ
)2
= 1. (3.4)
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lim inf|x|→0 hn(x) >
1
4
for some n ∈ N, and it is nonoscillatory if
lim sup
x→0+
hn(x) <
1
4
or lim sup
x→0−
hn(x) <
1
4
for some n ∈ N.
Let us now return to the thread of our argument. In the next and the last sections, by
means of Sturm’s comparison theorem, we will give the proofs of Lemmas 2.3 and 2.4,
respectively.
4. Infinite case
Recall that Eq. (3.2) has the general solution
y(t) =√tln(t) {c1(logn−1 t)ζ + c2(logn−1 t)−ζ }
if λ = 1/4, where ζ 2 = 1/4 − λ. Hence, in case λ > 1/4, y(t) represents a complex solu-
tion. By Euler’s formula, the real solution of (3.2) can be written in the form
y(t) =√tln(t)
{
d1 cos
(
π
δ
logn t
)
+ d2 sin
(
π
δ
logn t
)}
,
where di (i = 1,2) are arbitrary constants and
δ = π√
λ− 1/4 .
In particular, we use the case that d1 = 0 and d2 = 1 afterward.
Denote exp0 t = t and
expn t = exp(expn−1 t)
for n ∈N. Then the solution
y(t) =√tln(t) sin
(
π
δ
logn t
)
of (3.2) vanishes at t = expn δk, in other words, zeros of y(t) are expn δk (k ∈N). Let {tk}
be the sequence satisfying tk = expn δk for any fixed n ∈ N.
It is useful to show the following result on the distribution of zeros of y(t).
Lemma 4.1. For any n ∈N,
exp((expn δk)/2)
expn δ(k + 1)
→ ∞ as k → ∞.
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1
3
expn δk  expn−1 δ(k + 1) (4.1)
for k sufficiently large and n ∈ N. It is clear that (4.1) holds when n = 1. Suppose that (4.1)
is satisfied with n = i. Since
1
3
χ  3√χ
for χ sufficiently large, we have
1
3
expi+1 δk  3
√
expi+1 δk = exp
(
(expi δk)/3
)
 exp
(
expi−1 δ(k + 1)
)= expi δ(k + 1).
Hence, (4.1) is also satisfied with n = i + 1.
For simplicity, let
E(k) = exp((expn δk)/2)
expn δ(k + 1)
.
Then, by (4.1) we obtain
logE(k) = 1
2
expn δk − expn−1 δ(k + 1)
= 1
6
expn δk +
1
3
expn δk − expn−1 δ(k + 1)
 1
6
expn δk
for k sufficiently large. Hence, we see that logE(k) tends to infinity as k → ∞, and so
is E(k). This completes the proof. 
Consider a positive C2-function f (t) defined on [T ,∞) for some T > 0. If the second
derivative of f (t) is negative for t  T then f (t) is nondecreasing on the half-line. In fact,
if f ′(τ1) < 0 for some τ1  T , then we have
f (t) f ′(τ1)(t − τ1) + f (τ1),
which tends to −∞ as t → ∞. This contradicts the assumption that f (t) is positive for
t  T .
From the fact above, we can prove the following.
Lemma 4.2. Assume (1.2) and suppose that Eq. (2.4) has an eventually positive solution.
Then the positive solution of (2.4) tends to infinity as t → ∞.
Proof. Let x(t) be an eventually positive solution of (2.4). Then there exists a T > 0 such
that x(t) > 0 for t  T . Hence, from (1.2) we obtain
x ′′(t) = − 1
t2
g
(
x(t)
)
< 0 for t  T .
We therefore conclude that x(t) is nondecreasing, that is, x(t) x(T ) for t  T .
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Let µ = min{g(x): x(T ) x K}. Then we have
x ′′(t) = − 1
t2
g
(
x(t)
)
−µ
t2
for t  T .
Integrate both sides of this inequality to obtain
x ′(2t) − x ′(t)− µ
2t
for t  T .
Since x ′(2t)  0, we see that x ′(t)  µ/2t for t  T . Integrating both sides from T to t ,
we have
K > x(t) − x(T ) µ
2
log
t
T
→ ∞ as t → ∞,
which is impossible. This completes the proof. 
We are now able to prove Lemma 2.3.
Proof of Lemma 2.3. In the light of Theorem A, Lemma 2.3 is true for n = 1 and n = 2.
Hence, we consider only the case n 3.
The proof is by contradiction. Suppose that Eq. (2.4) has a nonoscillatory solution x0(t).
Then, without loss of generality, we may assume that x0(t) is eventually positive. Let L be
a large number satisfying (1.15) for |x| > L. By Lemma 4.2, there exists a T > 0 such that
x0(t) > L for t  T .
Changing variable t = es , we can transform Eq. (2.4) into
u¨ − u˙ + g(u) = 0. (4.2)
Let u0(s) be the solution of (4.2) which corresponds to x0(t). We can find a σ0 such that
0 < σ0 < 2 logL. Then we have
u0(logT ) = x0(T ) > L > eσ0/2. (4.3)
Let
u1(s) = u0(s − σ0 + logT )
for s  σ0. Then u1(s) is also a positive solution of (4.2). We will estimate the growth rate
of u1(s) in detail. To begin with, we define
ξ(s) = u1(s)e−s/2,
which is positive for s  σ0. Then, by (1.15) we obtain
ξ¨ (s) =
{
u¨1(s) − u˙1(s) + 14u1(s)
}
e−s/2 =
{
−g(u1(s))+ 14u1(s)
}
e−s/2

[
−
{
1
Sn−1
(
u1(s)
2 )+ λ 2 2
}
u1(s) + 1u1(s)
]
e−s/2 < 04 {ln(u1(s) )} 4
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therefore, by (4.3) we have
ξ(s) ξ(σ0) = u1(σ0)e−σ0/2 = u0(logT )e−σ0/2 > 1
for s  σ0, namely,
u1(s) > e
s/2 for s  σ0. (4.4)
Since u1(s) is a positive solution of (4.2), by (1.2) we see that
u¨1(s) − u˙1(s) = −g
(
u1(s)
)
< 0 for s  σ0.
Hence, we get
u˙1(s) u˙1(σ0)es−σ0 for s  σ0.
Integrating both sides of this inequality from σ0 to s, we obtain
u1(s) u˙1(σ0)es−σ0 − u˙1(σ0) + u1(σ0),
and therefore, there exists a σ1 > σ0 such that
u1(s) < e
2s for s  σ1. (4.5)
We next define a function η(s) by
sη(s) = u1(s)e−s/2.
Differentiating both sides twice, we have
sη¨(s) + 2η˙(s) =
{
u¨1(s) − u˙1(s) + 14u1(s)
}
e−s/2.
Hence, together with (1.15), (4.4), and (4.5), we obtain
d
ds
(
s2η˙(s)
)= {u¨1(s) − u˙1(s) + 14u1(s)
}
s
es/2
=
{
−g(u1(s))+ 14u1(s)
}
s
es/2

[
−
{
1
4
Sn−1
(
u1(s)
2 )+ λ{ln(u1(s)2 )}2
}
u1(s) + 14u1(s)
]
s
es/2

{
−1
4
S2
(
u1(s)
2 )u1(s) + 14u1(s)
}
s
es/2
= − s
4(logu1(s)2 )2
u1(s)
es/2
< − s
4(loge4s)2
= − 1
64s
for s  σ1, which leads to
s2η˙(s)− 1
64
log
s
σ1
+ σ 21 η˙(σ1) for s  σ1.
From this, we see that there exists a σ2 > σ1 such that η˙(s) < 0 for s  σ2, that is,
u1(s)
u1(σ2)
σ /2 se
s/2 for s  σ2. (4.6)σ2e 2
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y(t) =√tln(t) sin
(
π
δ
logn t
)
is a solution of (3.2) and it has infinitely many zeros tk . Let {sk} be the sequence satisfying
sk = log tk.
Then sk tends to infinity as k → ∞. Also, by Lemma 4.1,
esk/2
sk+1
= exp((expn−1 δk)/2)
expn−1 δ(k + 1)
→ ∞ as k → ∞.
Hence, we can choose a k0 ∈ N so that
σ2 < sk0 and
u1(σ2)
σ2
<
esk0/2
sk0+1
. (4.7)
For brevity, let σ3 = sk0 and σ4 = sk0+1. Then σ2 < σ3 < σ4 and y(eσ3) = y(eσ4) = 0.
We here consider another positive solution of (4.2). Let
u2(s) = u1(s − σ3 + σ2)
for s  σ3 − σ2 + σ0. By (4.6) and (4.7), we have
u2(s) <
u1(σ2)
σ2eσ2/2
(s − σ3 + σ2)e(s−σ3+σ2)/2 = u1(σ2)
σ2
(s − σ3 + σ2)e(s−σ3)/2
<
eσ3/2
σ4
(s − σ3 + σ2)e(s−σ3)/2 = s − σ3 + σ2
σ4
es/2.
Hence, we get
u2(s) < e
s/2 for σ3  s  σ4. (4.8)
Let x(t) be the solution of (2.4) corresponding to u2(s). Then, from the definitions of
u0(s), u1(s), and u2(s) it turns out that
x(t) > L for t  eσ3 . (4.9)
It follows from (4.8) that
x(t) <
√
t for eσ3  t  eσ4 .
Hence, (1.15) yields
g(x(t))
x(t)
 1
4
Sn−1
(
x(t)2
)+ λ{ln(x(t)2 )}2 >
1
4
Sn−1(t) + λ{ln(t)}2
for eσ3  t  eσ4 . Note that x(t) is also a positive solution of the linear differential equation
x ′′ + 1
t2
g(x(t))
x(t)
x = 0.
Since the solution y(t) of (3.2) has two successive zeros eσ3 and eσ4 , Sturm’s comparison
theorem asserts that x(t) has at least one zero between eσ3 and eσ4 . This is a contradiction
to (4.9). The proof is now complete. 
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In this section, we will prove Lemma 2.4. To this end, we prepare the following result
which has a dual relation to Lemma 4.2.
Lemma 5.1. Assume (1.2) and suppose that Eq. (2.5) has an eventually positive solution.
Then the positive solution of (2.5) tends to zero as t → ∞.
Proof. Let x(t) be an eventually positive solution of (2.5). Then there exists a T > 0 such
that x(t) > 0 for t  T .
First, we suppose that
x ′(t) 0 for t  T . (5.1)
Then x(t) x(T ) for t  T . Since x(t) is a positive solution of (2.5), by (1.2) we have(
t2x ′(t)
)′ = −g(x(t))< 0 for t  T ,
which leads to
t2x ′(t) T 2x ′(T ) for t  T .
Divide by t2 and integrate to obtain
x(t) T 2x ′(T )
(
1
T
− 1
t
)
+ x(T ) T x ′(T ) + x(T )
for t  T . Let µ1 = min{g(x): x(T ) x  T x ′(T ) + x(T )}. Then we conclude that(
t2x ′(t)
)′ = −g(x(t))−µ1 for t  T .
Integrate both sides of this inequality from T to t and obtain
t2x ′(t)−µ1(t − T ) + T 2x ′(T ).
Since µ1 > 0, the right-hand side tends to −∞ as t → ∞. This is a contradiction to (5.1).
Thus, there exists a τ1 > T such that x ′(τ1) < 0.
Next, we suppose that there is a τ2 > τ1 such that x ′(τ2) = 0 and
x ′(t) < 0 for τ1 < t < τ2. (5.2)
Then, by (1.2) again, we have
x ′′(τ2) = − 2
τ2
x ′(τ2) − 1
τ 22
g
(
x(τ2)
)
< 0,
which implies that x ′(τ2 − ε1) > 0 with ε1 sufficiently small. This contradicts (5.2). We
therefore conclude that x(t) is decreasing for t  τ1.
Finally, we suppose that x(t) does not approach zero as t → ∞. Then, there exists an
ε2 > 0 such that
ε2  x(t) x(τ1) for t  τ1,
because x(t) is decreasing. Let µ2 = min{g(x): ε2  x  x(τ1)}. Then we have(
t2x ′(t)
)′ = −g(x(t))< −µ2 for t  τ1.
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t2x ′(t)−µ2(t − τ1) + τ 21 x ′(τ1) for t  τ1.
An integration yields
x(t)−µ2 log t
τ1
+ (µ2τ1 + τ 21 x ′(τ1))
(
1
τ1
− 1
t
)
+ x(τ1),
which tends to −∞ as t → ∞. This is a contradiction to the assumption that x(t) is even-
tually positive. The lemma is proved. 
Consider the linear differential equation
y ′′ + 2
t
y ′ + 1
t2
{
1
4
Sn−1(t) + λ{ln(t)}2
}
y = 0. (5.3)
Then it is known that Eq. (5.3) has the general solution
y(t) =


√
ln(t)
t
{
c1(logn−1 t)ζ + c2(logn−1 t)−ζ
}
if λ = 1/4,
√
ln(t)
t
{c3 + c4 logn t} if λ = 1/4,
where ci (i = 1,2,3,4) are arbitrary constants and ζ is a number satisfying
1
4
− ζ 2 = λ
(for the proof, see [26, Appendix]). Hence, if λ > 1/4, then Eq. (5.3) is oscillatory, and
otherwise it is nonoscillatory.
Comparing Eq. (5.3) with an equation which is led by Eq. (2.5) and using Sturm’s
comparison theorem, we can accomplish our aim of this section.
Proof of Lemma 2.4. By virtue of Theorem B, Lemma 2.4 is true for n = 1 and n = 2.
Hence, we prove only the case n 3 by contradiction.
Suppose that Eq. (2.5) has a nonoscillatory solution x0(t). We may assume that x0(t)
is eventually positive, because the proof of the case that x0(t) is eventually negative is
carried out in the same way. Let ε0 be a small number satisfying (1.15) for 0 < |x| < ε0.
By Lemma 5.1, there exists a T > 0 such that
0 < x0(t) < ε0 for t  T .
Making the change of variable t = es , we can rewrite Eq. (2.5) in the form
u¨ + u˙ + g(u) = 0. (5.4)
Let u0(s) be the solution of (5.4) corresponding to x0(t). We can choose a σ large enough
so that
u0(logT ) > e−σ/2. (5.5)
Let
u1(s) = u0(s − σ + logT )
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0 < u1(s) < ε0 for s  σ.
To estimate the growth rate of u1(s), we define
ξ(s) = u1(s)es/2,
which is positive for s  σ . Then, by (1.15) we obtain
ξ¨ (s) =
{
u¨1(s) + u˙1(s) + 14u1(s)
}
es/2 =
{
−g(u1(s))+ 14u1(s)
}
es/2

[
−
{
1
4
Sn−1
(
u1(s)
2 )+ λ{ln(u1(s)2 )}2
}
u1(s) + 14u1(s)
]
es/2 < 0
for s  σ . Hence, as shown in Section 4, we see that ξ(s) is nondecreasing for s  σ , and
therefore, by (5.5) we have
ξ(s) ξ(σ ) = u1(σ )eσ/2 = u0(logT )eσ/2 > 1
for s  σ , namely,
u1(s) > e
−s/2 for s  σ. (5.6)
Let x(t) be the solution of (2.5) corresponding to u1(s). Then, from the definitions of
u0(s) and u1(s) it turns out that
0 < x(t) < ε0 for t  eσ . (5.7)
It follows from (5.6) that
x(t) >
1√
t
for t  eσ .
Hence, (1.15) yields
g(x(t))
x(t)
 1
4
Sn−1
(
x(t)2
)+ λ{ln(x(t)2 )}2 >
1
4
Sn−1(t) + λ{ln(t)}2
for t  eσ . Notice that x(t) is also a positive solution of the linear differential equation
x ′′ + 2
t
x ′ + 1
t2
g(x(t))
x(t)
x = 0.
Since λ > 1/4, Eq. (5.3) is oscillatory. Hence, Sturm’s comparison theorem asserts that
x(t) has an infinite number of zeros. This is contradiction to (5.7). The proof is now com-
plete. 
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