The 3x + 1 Problem asks if whether for every natural number n, there exists a finite number of iterations of the piecewise function
Introduction.
The 3x + 1 Problem is a conjecture in additive number theory, and we credit it to Dr. Lothar Collatz from his student days in the 1930's, Collatz [1] . The vast body of literature on the conjecture shows an increasing rate of interest from scholars in a broad range of related disciplines, Lagarias [2] [3] [4] . Show that every sequence S = f (0) (x), f (1) (x), f (2) (x), . . . contains the trivial cycle 4, 2, 1 , where f (0) (x) = x, or in other words, show that for each x there exists k ∈ N such that f (k) (x) = 1.
Possible counterexamples:
(i) Non-trivial cycle, there exists x for which S is cyclic where, for all values of k, f (k) (x) = 1.
(ii) Divergent sequence, there exists x for which lim k→∞ f (k) (x) = ∞.
An idealistic view that resolution of the conjecture would serve as a test of mankind's skill is fine, if it were to result in new math. A practical view is the idea that f could someday augment the application of Benford's Law in fraud detection, Lagarias [2] [3] [4] . Thus it is of interest to characterize the inverse iterates of the number 1. Crandall [5] gives a formula representing all inverse iterates of 1 as
where m ∈ N, k ∈ N 0 := N ∪ {0}, and 0 ≤ a 0 < a 1 < · · · < a k+1 . Böhm and Sontacchi [6] , Wirsching [7] , Andrei, Kudlek and Niculescu [8] and Amigó [9] , all give the same formula by using different approaches. An artifact of those approaches is that there are non-integer solutions to the formula as well. In contrast, our approach amounts to a refinement of the formula giving just the natural number solutions. This refinement is in Section 4. In Section 5 is our other new result that the ones-ratio approaches zero for sequences containing the trivial cycle, where the number of odd terms is arbitrarily large. In the next section we give a brief review of related work so the reader can visualize where our new results lay within the literature.
Past results and related work.
In this section Proposition (1) explains how (1) relates to 3-smooth numbers. Propositions (2) and (3) do not explicitly appear in past results, we use them in the proofs of Theorems (2) and (3), and they help us understand (1) in detail. By understanding (1), we can examine Lemma (1) in detail as it pertains to deriving rigorous estimates on the proportion of values m, having a given number of odd terms in the respective sequences, for which the 3x + 1 Problem holds below some bound. Such estimates are quite tricky and depend on the ratio of the number of even and odd terms in a given sequence, which we characterize in later sections. Afterwards, we review the approach that led to the main results of this paper followed by mention of some closely related approaches. We end this section with Proposition (6) and Theorem (1), which we make extensive use of in Sections 3 and 4.
Blecksmith, McCallum and Selfridge [11] consider 3-smooth numbers, which are of the form 3 k 2 a for some k, a ∈ N 0 . We credit 3-smooth numbers to Ramanujan. Definition 1. Call a 3-smooth representation of n special of level k if it has the form n = 3
A result in Lagarias [10] is that every natural number n has at most one special representation (rep), abbreviated (reps) for the plural form, for each level k. For example, n = 19 has special reps with k = 1, 2. Thus in Blecksmith, McCallum and Selfridge [11] is an equivalent formulation of rep (1), as follows. Proposition 1. A natural number x iterates to 1 under the Collatz Function if and only if there are natural numbers a and k such that n = 2 a − 3 k x has a 3-smooth rep special of level (k − 1). The choice of a and k is not unique, if such a rep exists.
Proof. We use rep (1) for a proof. For x odd we have a 0 = 0, so
Proposition 2 completes the proof.
We get 216 sets at Level 4 and 11664 sets at Level 5, whereupon several patterns emerge:
(i) We get balanced sets in the sense that some parameters vary while others share the same geometric progressions.
(ii) Excluding the set in Level 1, half of the sets in Level n take an odd number of iterations of f to Level (n − 1), while the other half take an even number of iterations.
(iii) As a specific example, we get balanced mixing in the sense that half of the sets in Level 3, where the number of iterations of f is odd, map to X, while the other half map to Y .
(iv) We partition the set in Level 1 into three subsets, we ignore the subset comprised of multiples of 3. Likewise, we partition X and Y into nine subsets each in Level 2. Three of each of the nine subsets are comprised of multiples of 3, so we ignore them as well. In Level 3, we partition each set into twenty-seven subsets wherein nine subsets of each set are comprised of multiples of 3 and so on. The pattern continues, and it should be clear how 12(27 − 9) = 216 sets in Level 4.
We see that the set in Level 1 maps to the number 1, and that both sets in Level 2 map to the set in Level 1. But the pattern changes at Level 3. Here we see that six of the sets in Level 3 map to one of the sets in Level 2, while the remaining six sets in Level 3 map to the remaining set in Level 2. The pattern to the mapping is 1, 2
Our approach is tedious, however, there is an abstract version of it in Wirsching [7] which we give in the next lemma.
Lemma 2. Let m be an odd natural number for which the 3x + 1 Problem holds, where m ≡ 0 (mod 3). The number of infinite sets per Level n partitioning the inverse iterates of the number m, where the value n counts the number of odd terms in sequences containing m (or the trivial cycle in the case m = 1), is given by
where n ∈ N.
The sets are residue classes modulo powers of 3, and an advantage to our approach is that it lets us study the mixing by tracking just the smallest values in such sets, which we denote as follows.
Definition 3. We get primitive seeds by putting b i equal to zero in each set of every level as shown in Proposition (4).
Example 3. One of the 12 primitive seeds in Level 3 is (2 11 − 23)/27. So we may study the mixing property of its set by tracking just its value.
Cadogan [15] gives the next proposition, which helps us compare our approach with the one of Amigó [9] . 
For example, the 3x + 1 Problem holds for m = 3, thus it holds for the set {3, 13, 53, ...}. As in Amigó [9] , we define seeds as the smallest members of such sets. Likewise, within Level 3 is the expression 2 6b 1 (2 18b 2 +11 − 23)/27 + 5(2 6b 1 − 1)/9, which is just a collection of seeds with (2 11 − 23)/27 as the primitive seed.
Andrei, Kudlek and Niculescu [8] and Andrei and Masalagiu [14] give various sets in the form of exponential Diophantine equations for which the 3x+1 Problem holds, but their method does not partition the inverse iterates of the number 1 in the same way as in Proposition (4) .
We end this section with a few more results of later use. Goodwin [12] gives the next proposition.
(mod 3 k+2 ),
Finally, we state a well-known theorem in Rosen [16] , see also DeLeon [17, 18] . Theorem 1. Let n be a positive integer with a primitive root. If k is a positive integer and a is an integer relatively prime to n, then the congruence x k ≡ a (mod n) has a solution if and only if a φ(n)/d ≡ 1 (mod n), where d = gcd k, φ (n) and φ (n) is the Euler Phi-Function. If solutions to x k ≡ a (mod n) exist, then there are d incongruent solutions modulo n.
The two corner cases.
The even-odd nature of our partitioning scheme prompts us to formulate two reps,
In this section we study a special corner case set from each of these reps, where the sets map to a subset of themselves by either an even or odd number of iterations of f between levels, respectively. It is important that the reader understands the corner cases and their proofs before continuing to Section 4, where we discuss the even-odd reps E and O. The next lemma gives us the corner cases.
Lemma 3. Let k, b i ∈ N 0 . The 3x + 1 Problem holds for sets
Proof. See Goodwin [12] for a proof of (4). Next we show that (5) gives positive-odd integers. Fix b i = 0 and let the 3-smooth (special of level k) part of A equal a, so a = k j=0 3 k−j 2 3 j+1 −1 + 3 k+1 . Every power of 3 has a primitive root and φ 3 k+2 = 2 · 3 k+1 . Thus by applying Theorem (1), we must show that there exists a value of c such that
. We have c = 3 k+1 − 1 and maximizing υ i , as defined in Section 4, we have
Note that Proposition (6) shows that 2 2b k+1 3 k+1 ≡ 1 (mod 3 k+2 ). By using the expansion of the representation, see Proposition (4) for an example, we conclude that the congruence gives positive-odd integers. Finally, we can apply Proposition (1) as A is of the form which iterates to 1 under f ; however, we give a proof by induction as in Goodwin [12] to show how (5) in Level n maps to a subset of itself in Level (n − 1) all the way down to Level 3, and to show why we call this set a corner case. Base case:
Induction on b 0 gives
Define A * as A, but without the leftmost term, that is, subtract 1 from k to get
We show B ⊂ A * , in the following way
where a i = 3b i+1 + 2. So it follows with A * * defined as A, but with k − 2,
Proposition (4) completes the proof.
4 The even-odd representations.
Theorem 2. The set E ∪ O gives just the odd natural number solutions to rep (1), as follows. Define a family of sets of consecutive natural numbers
and define
where c is the value of the form c ≡ 2, 4 (mod 6), with 2 ≤ c < 2 · 3 k+1 , per choice of υ i giving the smallest positive integer solution, k ∈ N and
Proof. There are two parts to the proof. First we show that E ∪ O gives positive-odd integers, and that these integers iterate to 1 under f . Let the 3-smooth (special of level k) part of E equal a and let
. Every power of 3 has a primitive root and φ 3 k+2 = 2 · 3 k+1 . Thus by applying Theorem (1), we must show that there exists a value of c such that
As a is invertible modulo 3 k+2 , there exists a unique value of c for υ i fixed in the given domain giving an integer value b = 2·3 k+1 /d. Thus the congruence a b ≡ 1 (mod 3 k+2 ) holds as gcd a, 3 k+2 = 1. Note that Proposition (6) shows that 2 2b k+1 3 k+1 ≡ 1 (mod 3 k+2 ). By using the expansion of the representation, see Proposition (4) for an example, we conclude that the congruence gives positive-odd integers. Next we apply Proposition (1) as the rep is of the form which iterates to 1 under f , which we check as follows:
The argument for O is analogous, which completes the first part of the proof.
To complete the proof we must show that E ∪O gives just the odd natural number solutions to rep (1) . Regarding the exponents of 2 in E, we check that Proposition (3) holds:
The differences sum to
The argument for O is analogous. We see for n > 2 that the number of combinations of υ i in E ∪ O gives the number of sets per Level n as
where the formulation of E ∪ O begins at Level 3. This offset (noted in Amigó [9] too) is unavoidable and it is okay because, by Proposition (2), we have that Level 1 is contained in Level 2, Level 2 is contained in Level 3 and so on. The sets in Levels 1 and 2 from Proposition (4) cover the cases n = 1, 2. Thus we get exactly the same number of sets per Level n partitioning the odd-inverse iterates of the number 1 as given by Lemma (2), see Appendix 8 for the details. Finally, it should be clear that the values b i and b 0 enumerate just the odd natural number solutions to rep (1).
We can see how the sets in Level (n + 1) contain the sets in Level n, per Proposition 2, by looking at an example.
Example 4. Consider the following set from Level 2
which is exactly the set in Level 1. Working backwards we consider the following set from Level 3
Fixing b 2 = 0 gives the aforementioned set from Level 2. We leave the general case to the reader. Therefore, from this fact and by Lemma (2), the number of sets in Level (n + 1) which do not contain duplicate elements from Level n is given by
However, the sets which do contain duplicate elements from Level n also contain a countably infinite number of new elements. Moreover, every value of c, in the given domain for each level, gives a solution an equal number of times. For example, Table 1 shows how each value of c appears twice in Level 3. Each value of c appears 12 times in Level 4, and the formula for Level n is 2 n−1 3
where n ≥ 2. The proof follows directly from Lemma (2) and the fact that there are 2 · 3 k residue classes m modulo 3 k+1 per level with m ≡ 0 (mod 3) in the "pruned 3x + 1 Tree", see Lagarias [2, p. 160].
Here is how the formulas work: fix k, choose values for the υ i in either E or O, set b i = b 0 = 0 and calculate the value c from the given domain, then variables b i and b 0 give an infinite set of odd natural numbers for which the 3x + 1 Problem holds, where the number of odd terms (not counting the number 1) in the respective sequences is equal to the value k + 2, minding the caveat c = 2. Further, we have just shown that c is the number of divide by 2 steps between the first occurrence of 1 and the prior odd term in S for values of m which are primitive seeds and that, together, the values e k and o k give the exact sum r as required by Lemma (1), again minding the caveat c = 2. By corner case (4) and Proposition (3), or directly from Theorem (2), we see that each M k is infinite. There are various proofs of this result in Crandall [5] , Wirsching [7] , Andrei, Kudlek, and Niculescu [8] [19] .
Remark 2. Formula (9) gives the number of different antisymmetric binary relations on a set of n labeled points, see Pfeiffer [20] and Sloane [21, A083667].
Some examples
Let k ∈ N 0 . Example 5. Consider E and put υ 1 = · · · = υ j = 1 to get (4). Example 6. Consider O and put υ 1 = 6, υ 2 = 18, . . . , υ j = 2 · 3 k * to get (5).
Example 7.
Consider O and put υ 1 = · · · = υ j = 1 to get the following result conjectured in [12] 2
where z k = 15 · 3 k−1 + k + 3, k odd; (19, 141, 1223, . . . ) . Calculations get large early in a numerical study, and it should be clear that we have shown the 3x + 1 Problem holds for the sets in these examples.
To demystify the formulation of E ∪ O, we end this section with a conjecture equivalent to the 3x + 1 Problem.
Conjecture 2. Let ω, β ∈ N 0 . Then the sets E and O partition all of the odds in N as follows
m ∈ 2 2ω (8β + 1)
Note that 
Asymptotics of S containing the trivial cycle.
One way to study the asymptotic behavior of sequences containing the trivial cycle is to keep count of the number of even and odd terms. So disregarding the trivial cycle, define e(m k ) as the number of even terms in S and o(m k ) as the number of odd terms, and we count m but not the number 1 in both definitions. Roosendaal [22] gives the next definition.
In Roosendaal [22] is a proof that C (m k ) < log 2/ log 3. Using a graphtheoretic approach, the Andrei, Kudlek, and Niculescu [8] get the same result. Applegate and Lagarias [23] define essentially the same quantity as
and call it the ones-ratio, where the total stopping time σ ∞ (m k ) is the total number of terms in the sequence given by m k (up to and including 1, but not counting m k ). They, however, study a slightly different function. Let t : N → N be the Accelerated Collatz Function defined by t(x) = (3x + 1)/2, x odd; x/2, x even. Roosendaal [22] gives another way to study the asymptotic behavior of sequences containing the trivial cycle, as follows.
The study in Roosendaal [22] suggests that Γ (m k ) does not assume arbitrarily large values and so makes the following conjecture.
Conjecture 3. For all m k > 1, there exists C (m k ) < C max < log 2/ log 3.
Because Applegate and Lagarias [23] use t instead of f , they define essentially the same quantity as Γ (m k ) by
and call it the total stopping time ratio. Thus we have Γ (m k ) = γ (m k ).
Example 9. Under t we have γ (3) = 5/ log 3, while under f we have Γ (3) = 5/ log 3.
Applegate and Lagarias [23] state how trivially γ (m k ) ≥ 1/ log 2 for all m k with equality for m k = 2 n , n ∈ N. Further, they find a lower bound for the total stopping time ratio that holds for infinitely many m k (with an arbitrarily large number of odd terms in the respective sequences, according to their proof method), and show that studying the size of the total stopping time ratio is the same as studying the size of the ones-ratio, as follows. For every sequence containing the trivial cycle we have
Conjecture (3) prompts us to search for a more insightful proof of the upper bound on C (m k ), which we give here in the proof of the next theorem.
Proof. By Proposition (3), every odd m k is of the form m k = 2 e(m k ) − n /3 k , where o (m k ) = k. Since 2 k log 3/ log 2 = 3 k , and from the positivity of m k , we have that e(m k ) > k log 3/ log 2. Therefore, for every odd m k there exists real number ♥ ∈ R such that m k = 2 ♥k log 3/ log 2 − n /3 k . Since, by Proposition (1), n is a 3-smooth rep special of level (k − 1), we have that the minimum value of n increases with k. It follows that ♥ increases with k to ensure positivity of m k . Hence as k assumes arbitrarily large values, per Corollary (1), then so does ♥. Another way to see this is from the corner cases, as they map to a subset of themselves per k, we are guarantied to always find new and unique values of m k as k approaches infinity. This is important to note as there are an infinite number of m k for k fixed. And we can ask if whether for some fixed k, we completely enumerate the odds in N, with the answer being no. By Proposition (3) we have o (m k ) = k and e (m k ) = ♥k log 3/ log 2, which gives C (m k ) = k/ (♥k log 3/ log 2). Putting ♥ = 1 gives us the upper bound C (m k ) < log 2/ log 3 because, via cancellation, k/ (k log 3/ log 2) = log 2/ log 3. Therefore this upper bound holds for arbitrarily large k, showing us that the corresponding increase of ♥ forces C (m k ) towards zero. From the definition of completeness, this result holds for every even m k too.
The power of this theorem is that it forces us to take another look at how we apply probabilistic arguments to the parity sequences. It also says that Conjecture (3) is true if Conjecture (1) is true. Specifically, it says C max exists for M k . Furthermore, the upper bound on C (m k ) is a corollary, and just like in Roosendaal [22] we can prove it in a more constructive way as follows.
Proof. As a k+1 gives the number of even terms in S, by Proposition (3), we can get the upper bound for C (m k ) as follows. Define the lower bound a min for a k+1 by noticing that the biggest power of 2 must give a positive sum when the other exponents are in lowest terms. We have
We want integer a min such that
Corner case (4) is rather special because it lets us prove Theorem (3) in the other direction, for just this one case. To simplify the visual we reduce (4) to just its primitive seeds and use Identity (3) to get
where, by Proposition (3), e (m *
It follows that (4) is an infinite set of odd natural numbers having a total stopping time ratio asymptotically equivalent to the trivial case m k = 2 n , where the number of odd terms in the respective sequences is arbitrarily large. Therefore, by Equation (16), we have that C (m * k ) = ρ (m * k ) → 0 as k → ∞ for (4). Furthermore, it should be clear that (4) denotes an entire residue class in every Level n. By asymptotically equivalent and arbitrarily large we mean: (i) A fixed value of k = o (m k ) denotes a finite number of odd terms in the sequence generated by m * k . However, the set m * k is infinite because k ∈ N, hence the number of odd terms in the respective sequences is arbitrarily large.
(ii) A casual reader can use a software application such as Mathematica to check the monotonic convergence of Equation (18) to the value 1/ log 2.
(iii) For every fixed value of k we have Γ (m * k ) = γ (m * k ) > 1/ log 2.
(iv) The limit value we get for Equation (18) is valid, so we say that it is asymptotically equivalent to the trivial case m k = 2 n .
Example 10. Consider the infinite set given by 2 λ − 1, where λ ∈ N. For λ = 1 we have (1). For λ = 2 we have (3, 10, 5, 16, 8, 4, 2, 1) . For λ = 3 we have (7, 22, 11, 34, 17, 52, 26, 13, 40, 20, 10, 5, 16, 8, 4, 2, 1) . Thus λ does not count the number of odds in the corresponding sequences as far as we can see in the finite case. However, the number of odds across all of the corresponding sequences is arbitrarily large (unbounded) for the set 2 λ − 1; recall that M k is infinite for k fixed. Further, it is not known whether the 3x + 1 Problem holds for the set 2 λ − 1 nor for even an infinite subset of it. So the strength of the approach taken herein should be clear. (3) and Equation (16) we have lim
Nonetheless, assuming the result of Theorem (1.1) in Applegate and Lagarias [23] claiming the existence of a lower bound > 14/29 for the ones-ratio of some infinite set (where the number of odd terms in the respective sequences is arbitrarily large, i.e., unbounded) is likewise sound, we have found a nonconstructive proof that the 3x + 1 Problem is false.
Remark 4. Theorem (3) can be generalized, and it can be modified to give us a lower bound on the size of the smallest value of a non-trivial cycle relative to the number of odd terms in said cycle, should one exist. We can prove that the smallest value in a non-trivial cycle containing k odd terms must be greater than 3 k−1 .
Definition 7. The quantity Γ (n) is a record if for all m < n, we have Γ(m) < Γ(n).
In Roosendaal [22] is a list of Γ (n) records. We know, from Proposition 3, that these records come from the list given by the smallest values m such that the resulting sequence contains exactly k odd terms, see Sloane [21, A092893] . Also, c = 4 in the sequences associated with these records, and we want to know if this is always the case. Clearly the members of this sequence come from the set of primitive seeds, and an explicit formula for this sequence would offer a means to measure the growth rate of the 3x + 1 Tree.
In Roosendaal [22] is a list of completeness records with an analogous definition. The smallest record is C (3) = 0.40, while the largest is enormous C (7 219 136 416 377 236 271 195) = 0.606061.
So it seems prudent to make note of a simple fact 2 k 1−(log 2/ log 6) = 3 k log 2/ log 6 ,
for all k ≥ 1, where we have log 2/ log 6 = 0.386852 < 0.40; 1 − (log 2/ log 6) = 0.613147 > 0.606061.
We close by mentioning that by combining Proposition (1) and Proposition (3) we get the following quantity defined in Roosendaal [22] Res(m) := 2
where Res(993) = 1.253142 is the largest value for all m < 2 32 . Andrei, Kudlek and Niculescu [8] and Monks [24] consider the inverse of Res(m). 6 The mixing property and future research.
Here we offer the reader a starting point for further research. The computational difficulty of calculating c is related to the discrete logarithm problem, see Rosen [16] . We are therefore motivated to consider a recursive definition of the mixing property:
(i) Let the primitive seeds in Level 3 constitute our finite list of starting sets.
(ii) Next we define the operations that generate the sets in Level 4 from the set of primitive seeds in Level 3, and in general the sets in Level (n + 1) from the primitive seeds in Level n for n ≥ 3.
(iii) Knowing that the rep for a given value m is unique per level and by Proposition (2), we have that reps (6) and (7), with n arbitrarily large, are the smallest sets containing the starting sets and all others that we can derive from them by iteration of the generating operations.
Next we gather our observations regarding the mixing and, considering Proposition 3, introduce a notation for the primitive seeds
where υ 0 := 1 if the primitive seed is in E, and defined as 2 if it is in O, see Table 1 for an example which also serves as Part (i) of the recursive definition. The subscripts on c, E and O are necessary, where Level n = 3 correlates to a value of k = 1.
Remark 6. The value υ 0 is, by construction of the reps, the value which determines whether the number of iterations of f are odd or even to the next odd term in S, following m.
For reference, we give just the primitive seeds in E ∪ O as
where υ 0 ∈ {1, 2}.
As for our list of observations regarding the mixing we have:
(i) Half of the sets take an odd number of k to reach the next odd term in S while the others take an even number of k, the mixing appears balanced, and from calculation it seems sufficient to use the parity of the values of υ 1 to deduce the mapping. We formalize these observations in the following way
where none of the iterates map to multiples of 3 in
(ii) Formula (11) gives the number of times each value of c k gives a solution in a given level.
The operations will be based on the two primitive seeds per level that we can predict, namely those from the corner cases. See the primitive seeds in bold text in Table 1 as an example.
Remark 7. We can, of course, do more calculations to predict more primitive seeds as in Example (7).
We end this section by emphasizing its goal, which is to finish the recursive definition, validate it with f , and use it to glean more information on the extremal values of the set of sequences which contain the trivial cycle. We leave it to the reader to finish this investigation.
Conclusion.
With our approach we get just the natural number solutions to rep (1), an incremental improvement which took over thirty years to achieve. Along the way we found that the ones-ratio approaches zero for sequences containing the trivial cycle, where the number of odd terms is arbitrarily large. Furthermore, we get an explicit form for the 3-smooth reps within rep (1) , and for what it is worth, the past decade saw much research in the application of 3-smooth numbers to the Double Base Number System, see Mishra and Dimitrov [25] . In addition, we have a slight similarity to the results in Györy and Smyth [26] as the terms in e k and o k involve powers of 3.
The author is of the opinion that reps (6) and (7) are a doorway to a deeper understanding of additive number theory. Many years ago the author cold called Prof Dr. Richard G. R. Pinch stating how the set in (2) contained many pseudo-primes. Dr. Pinch replied within a day or so with a proof that m is a pseudo-prime to the base 2 b 0 −1 for b 0 a prime. Many other mathematical results relate to this sequence, see Sloane [21, A002450] . Now we have reps (6) and (7) as a refinement of rep (1), and so perhaps we can find more results like these.
8 Appendix.
Wirsching [7] constructs a reversed form of rep (1) under t (we define t in Section 5). We reproduce the reversed form here with the following definition and proposition for comparison with E ∪ O. Definition 8. Denote by F the set of finite sequences (α 0 , . . . , α µ ) , where µ, α 0 , . . . , α µ ∈ N 0 , and define for s = (α 0 , . . . , α µ ) the following: and we see that this rep is exactly the rep of 3 in least terms as noted in Example 1. We call s = (0, 0, 3) an admissible sequence as defined in Wirsching [7] . We can construct another admissible sequence by the concatenation s · w = (0, 0, 3 + 0, 1) = (0, 0, 3, 1) = s * , which corresponds to the inclusion of the first occurrence of the trivial cycle Thus by Proposition 7 we have ζ s * (1) = 2 7 (1)
which is equivalent to the next rep of 3 in its number of terms and values of exponents, as given by Proposition (2), and is noted in Example (1) as well. Furthermore, let q * be the smallest (odd) value in a non-trivial cycle, should one exist. Then Proposition (7) gives a rep for the cycle of the form
where 1 < q * ∈ N, k ∈ N 0 , and 0 = a 0 < a 1 < · · · < a k < a k+1 . This formula is the same as Formula (7.3) in Crandall [5] , showing us that Proposition (7) is equivalent to Theorem (7.1) in Crandall [5] .
Hence Proposition (3) holds for Proposition (7) for sequences which contain the trivial cycle, where s = a k+1 and where the value k carries the same meaning. Likewise, we have a rough comparison of Proposition (7) Challenge. Derive a similar result to that of Theorem (3) for Equation (20) or generalize Theorem (3).
Wirsching [7] gives the following definition of small sequences.
Definition 9.
Denote by L the set of finite sequences (α 0 , . . . , α µ ) ∈ F , where α i < 2 · 3 i−1 for i = 0, . . . , µ.
It should be clear that L contains sequences which are not admissible (ones which do not evaluate to a natural number), and that it also contains admissible ones along with admissible duplicates per Proposition (2). Note that
for s ∈ L. Clearly our definition of primitive seeds is essentially the same as the definition of small sequences since we fix b i = b 0 = 0 to get
Note the subtle difference that our sum uses < instead of = as E ∪ O only enumerates every admissible sequence in L (and thus every residue class), where it is understood that these sequences correlate with the ones containing the trivial cycle. It follows that b i and b 0 enumerate every positive-odd integer solution of every residue class, and therefore every odd natural number solution to rep (1).
Example 12. It helps to recall the proof of corner case (5) where we have
where υ 0 := 2 as (5) is in O. However, c = 3 k+1 − 1 gives the solutions, not c = 2 · 3 k+1 , and
