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RADIAL LIMITS OF THE UNIVERSAL MOCK THETA FUNCTION g3
MIN-JOO JANG AND STEFFEN LO¨BRICH
Abstract. Referring to Ramanujan’s original definition of a mock theta function, Rhoades
asked for explicit formulas for radial limits of the universal mock theta functions g2 and
g3. Recently, Bringmann and Rolen found such formulas for specializations of g2. Here
we treat the case of g3, generalizing radial limit results for the rank generating function
of Folsom, Ono, and Rhoades. Furthermore, we find expressions for radial limits of fifth
order mock theta functions different from those of Bajpai, Kimport, Liang, Ma, and Ricci.
1. Introduction
In his last letter to Hardy, Ramanujan provided 17 examples for what he called a “mock
theta function”. These are given by q-hypergeometric series that have the same growth
behavior as classical modular forms as one radially approaches roots of unity from inside
the unit disc. However, he conjectured that one single modular form is not enough to cut
out all the poles at roots of unity. More precisely, Ramanujan defined mock theta functions
as follows (cf. [2], p.63).
Definition 1.1 (Ramanujan). A mock theta function is a function F (q), defined by a
q-series which converges for |q| < 1, satisfying the following conditions:
(i) There are infinitely many roots of unity ζ such that F (q) grows exponentially as q
approaches ζ radially from inside the unit disc.
(ii) For every root of unity ζ , there exists a weakly holomorphic modular form Mζ(q)
and a rational number α, such that F (q)− qαMζ(q) is bounded as q approaches ζ
radially from inside the unit disc.
(iii) There does not exist a single weakly holomorphic modular formM(q) and a rational
number α, such that for every root of unity ζ , the difference F (q) − qαM(q) is
bounded as q approaches ζ radially from inside the unit disc.
Griffin, Ono, and Rolen [10] proved that all of Ramanujan’s examples satisfy Definition
1.1. Rhoades [13] asked if one can choose the set {Mζ(q)}ζ to be finite and can also give
explicit expressions for the radial limits in (ii). In particular, he asked this for certain
specializations of the universal mock theta functions g2(x, q) and g3(x, q), since every mock
theta function can be expressed as a linear combination of such specializations, up to a
rational q-powers, and modular forms. The problem has been solved for special mock theta
functions before: Folsom, Ono, and Rhoades gave a closed expression for the radial limits
of Ramanujan’s third order mock theta function f (Theorem 1.1 of [8]) as well as a partial
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answer for Rhoades’ question for certain specializations of g3 (Theorem 1.2 of [8], see also
Remark 2.4). Moreover, in [3], the radial limits of Ramanujan’s fifth order mock theta
functions were computed using bilateral series.
Bringmann and Rolen [6] gave a positive answer to Rhoades’ question for specializations
of the even order universal mock theta function g2, i.e., functions of the form F (q) =
g2(ζ
a
b q
A, qB) for a, b, A,B ∈ N. Linear combinations of such functions and modular forms
comprise all of Ramanujan’s mock theta functions up to rational q-powers. They showed
that at most four modular forms (including the form identically equal to 0) are needed
for such F to keep the radial limits bounded. For this they used a bilateral series identity
for g2 found by Mortenson [12] together with a careful analysis of zeros and poles of g2
for case-by-case estimates. In this paper, we study the odd order universal mock theta
function g3, defined as
g3(x, q) :=
∑
n≥1
qn(n−1)
(x, q/x; q)n
(see Section 3 for a definition of the q-Pochhammer symbols (a1, . . . , am; q)n). Throughout
we write ζhk for the root of unity e
2πih
k . In this case, Rhoades’ question for g3 can be stated
as follows:
Question 1.2 (Rhoades [13], §3, 3.4.). For every a, b, A,B ∈ N with (a, b) = 1, can one find
for every k, h ∈ N with (k, h) = 1 a weakly holomorphic modular form Mk,h(q) satisfying
(ii) of Definition 1.1, such that the set {Mk,h}k,h is finite, and explicitly compute the radial
limits
Qa,b,A,B,h,k := lim
q→ζk
k
(
g3(ζ
a
b q
A, qB)−Mk,h(q)
)
?
Remark 1.3. Note that while for every root of unity ζhk one can choose a lot of modular
formsMk,h(q) matching condition (ii) of Definition 1.1, Choi, Lim, and Rhoades [7] showed
that the expressions Qa,b,A,B,h,k are uniquely determined. Moreover, they proved that for
every a, b, A,B ∈ N, the function mapping h
k
∈ Q to Qa,b,A,B,h,k is a quantum modular
form of weight 1
2
whose cocycles extend to a real analytic function on R, except possibly
at one point (for an introduction to quantum modular forms, see [14]). Bringmann and
Rolen constructed such quantum modular forms in a different guise in [5].
A positive answer to Question 1.2 follows from the work of Bringmann and Rolen on
g2 [6], since g3 can be expressed in terms of g2 (cf. [9], eq. (6.1)). However, this relation
is quite involved, so finding suitable modular forms and computing the radial limits in
the g3-case can be laborious with this method. We affirm Rhoades’ question for most of
the choices for the parameters a, b, A,B, h, k directly by constructing the set {Mk,h}k,h
and giving explicit expressions for the radial limits. For this we need an identity analo-
gous to Mortenson’s ([12], Corollary 5.2.) as well as a relation between certain g3-values
by Kang ([11], Theorem 1.3). In doing so, we generalize Theorem 1.2 of [8] and find a
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different proof for it. We also obtain non-trivial identities for roots of unity as a side prod-
uct. However, for a few special choices of the parameters, we could not find a direct answer.
The paper is organized as follows: In Section 2 we will state our results explicitly. For
this we have to distinguish several cases depending on the behavior of g3 at the root of
unity in question. In Section 3 we recall some definitions and identities needed for the
proofs, which will be given in Section 4.
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2. Statement of Results
Remark 2.1. Throughout this paper we slightly abuse the term “modular form”. To be
precise, we mean by a modular form a weakly holomorphic modular form (with respect
to the τ -variable) of weight 1/2 for some congruence subgroup and some multiplier, up to
multiplication by a rational q-power.
There are several methods to determine the modular forms Mk,h(q) and compute the
radial limits, depending on the behavior of g3 at the chosen root of unity. The most
straightforward case is when the sum defining g3 converges absolutely in the radial limit.
In this case, we can choose Mk,h to be identically zero. If the sum does not converge, some
summands can have poles arising from zeros in the denominator. Since there are no zeros
in the numerator and the summands have increasing pole order, there is no way for the
poles to cancel out (cf. Section 3 in [6]). If neither of these cases occur, further analysis is
required.
First, we consider the case where a pole occurs in the summands of g3. Here we need
a Mortenson-type bilateral series identity for g3. Let a, b, A,B, k ∈ N with b, k > 0 and
(a, b) = 1. For g3(ζ
a
b ζ
Ah
k e
−At, ζBhk e
−Bt) to be well-defined for every t > 0, we want to assume
that B ∤ A whenever b = 1. Now we set k′ := k
(k,B)
, B′ := B
(k,B)
, and
Qa,b,A,B :=
{
h
k
∈ Q : b|k and (k, B)
∣∣∣ (ak
b
+ Ah
)}
.
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As in [6], Section 3, this is the set for which some summands of g3 have poles. All limits in
this paper are to be understood as radial limits from within the unit disc. To be precise, we
will denote by limq→ζ F (q) the limit limt→0+ F (ζe
−t) for ζ a root of unity and F a function
on the unit disc. The Jacobi triple product j(x, q) := (x, q/x, q; q)∞ is defined in Section
3.
Theorem 2.2. If h
k
∈ Qa,b,A,B, then
lim
q→ζk
h
(
g3(ζ
a
b q
A, qB)− (q
B, qB)2∞j(q
B
2 , qB)2
ζab q
Aj(ζab q
A+B
2 , qB)2j(ζab q
A, qB)
)
= −ζ−ab ζ−hAk + ζ−2ab ζ−2hAk
k′∑
n=1
(ζ−ab ζ
h(B−A)
k ; ζ
hB
k )n−1(ζ
a
b ζ
hA
k ; ζ
hB
k )nζ
hBn
k .
Here in the expression q
B
2 the choice of the possibly implied square root does not matter.
Remark 2.3. In fact, more is true: The right hand side, if one replaces ζhk by ζ
h
k e
−t, is
not just the limit, but an asymptotic expansion of the left hand side as t→ 0+. The same
holds for the other theorems below.
Remark 2.4. Setting A = 0 and B = 1, we obtain the same radial limits as Folsom, Ono,
and Rhoades in [8], Theorem 1.2. However, the modular form we subtracted on the left
hand side is different (see also Remark 3.4).
Next, we treat the case where g3 can be computed directly as an absolutely convergent
geometric series. For x ∈ R, let {x} denote the unique number in [0, 1) with x− {x} ∈ Z.
Theorem 2.5. If h
k
/∈ Qa,b,A,B and {k′
(
a
b
+ Ah
k
)} ∈ (1
6
, 5
6
), then
lim
q→ζk
h
g3(ζ
a
b q
A, qB) =
1
1− 1
2−2 cos(2πk′( ab+
Ah
k ))
k′∑
j=1
ζ
hBj(j−1)
k
(ζab ζ
hA
k , ζ
−a
b ζ
h(B−A)
k ; ζ
hB
k )j
.
Now we need the following beautiful identity of Kang ([11], Theorem 1.3.).
(1) g3(x, q) + g3(ζ3x, q) + g3(ζ
2
3x, q) =
3i(q3; q3)3∞
(q)∞j(x3, q3)
.
If the two shifted values on the left hand side of (1) converge, we can subtract the
modular form on right hand side to obtain a bounded radial limit. This is only possible if
k′ is not divisible by 3.
Theorem 2.6. Assume that h
k
/∈ Qa,b,A,B, {k′
(
a
b
+ Ah
k
)} ∈ [0, 1
6
) ∪ (5
6
, 1) and 3 ∤ k′. Then
we have
lim
q→ζk
h
(
g3(ζ
a
b q
A, qB)− 3i(q
3B; q3B)3∞
(qB; qB)∞j(ζ3ab q
3A, q3B)
)
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= −
2∑
ℓ=1
1
1− 1
2−2 cos(2πk′( ab+
Ah
k
+ ℓ
3))
k′∑
j=1
ζ
hBj(j−1)
k
(ζℓ3ζ
a
b ζ
hA
k , ζ
2ℓ
3 ζ
−a
b ζ
h(B−A)
k ; ζ
hB
k )j
.
If 3|k′ and g3(x, q) diverges, then also the other two summands in the left hand side of
(1) diverge.
Remark 2.7. In trying to treat the case 3|k′ and {k′ (a
b
+ Ah
k
)} /∈ {1
6
, 5
6
}, we first found
a naive formula for the radial limits, which does not seem to be true in general due to
convergence issues. However, if we additionally require the assumptions of Theorem 2.2
to be true, then numerical computations surprisingly suggest the naive formula and the
expression in Theorem 2.2 to be equal in this overlap case. This leads us to the following
conjecture.
Conjecture 2.8. Let x, q be roots of unity with (x, q/x; q)∞ = 0 such that q is a primitive
root of unity of order 3k and x3k is not a primitive sixth order root of unity. Then we have
1
1− x3k + x6k
k∑
j=1
(−1)jx3j−2q− (3j+1)j2 (q(1 + x3kqk) + x(1 + x3kq2k))
= −x−1 + x−2
3k∑
j=1
(q/x; q)j−1(x; q)jq
j.
We challenge the interested reader to find a proof for this identity.
Example 2.9. Up to a prefactor, all of Ramanujan’s fifth order mock theta functions
studied in [3] can be expressed as the sum of a specialization of g3 with
a
b
∈ 1
5
Z and B = 5
or 10, and a modular form. In these cases, we have k′
(
a
b
+ Ah
k
)
= Ah
(k,B)
∈ 1
10
Z, so at least
one of the above Theorems will apply. However, our expressions for the radial limits are
different from those in [3]. Comparing the results and using the uniqueness of the radial
limits yields many curious corollaries. We give one example of such an identity. The fifth
order mock theta function f0(q) can be written as −2q2g3(q2, q10) plus a modular form.
Here we have (a, b, A,B) = (0, 1, 2, 10) with Q0,1,2,10 :=
{
h
k
∈ Q : (k, 10)|2h}. Let now k
be a positive even integer with 5 ∤ k, so that (k, 10) = 2|2h for every h. Then we have
h
k
∈ Q0,1,2,10 and we can apply Theorem 2.2. On the other hand, for even k, we can also
apply the first equation of [3], Theorem 1.1. (a) to compute the radial limit. Therefore we
obtain the following corollary.
Corollary 2.10. Let k ∈ N with (k, 10) = 2 and ζ a root of unity of order k. Then we
have
2− 2ζ−2
k/2∑
n=1
(ζ8; ζ10)n−1(ζ
2; ζ10)nζ
10n = −2
k−1∑
n=0
ζ (n+1)(n+2)/2(−ζ ; ζ)n.
.
We obtain similar equations for the other cases of [3], Theorems 1.1. and 1.2. It would
be interesting to find a direct explanation for all of these identities.
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3. Definitions and Useful Formulas
First we fix some notation. For a non-zero complex number q in the open unit disc,
n ∈ N ∪ {∞} and a ∈ C, the q-Pochhammer symbol is given by
(a)n := (a; q)n :=
n−1∏
j=0
(1− aqj)
and we abbreviate
(a1, . . . , am; q)n :=
m∏
j=1
(aj ; q)n.
We further define the Jacobi triple product as
j(x, q) := (x, q/x, q; q)∞.
Now we show that the infinite products we subtracted in Theorems 2.2 and 2.6 are indeed
modular forms.
Lemma 3.1. For every n ∈ N, ζ a root of unity, and α ∈ Q, the functions (qn)∞ and
j(ζqα, qn) are modular forms in the sense of Remark 2.1. In particular, the infinite products
on the left hand-sides of Theorems 2.2 and 2.6 are modular forms in this sense.
Proof. First we have
(q)∞ = q
−1/24η(q),
where η is the Dedekind eta-function, which is a modular form of weight 1/2. Furthermore,
the well-known Jacobi triple product identity states that
j(x, q) = −x1/2q−1/8ϑ(x, q),
where ϑ is the Jacobi theta-function, which is a Jacobi form of weight and index 1/2.
This implies that ϑ(ζqα, q) is a modular form of weight 1/2 for every root of unity ζ and
α ∈ Q. Since replacing q by qn only changes the congruence subgroup, we obtain the
statement. 
We next define the Appell-Lerch sum
m(x, q, z) :=
1
j(z, q)
∑
n∈Z
(−z)nq n(n−1)2
1− xzqn−1 .
We have the following shifting property in the third argument (see [16], Propostion 1.4,
(7), using a different notation, or [12], Propostion 1.1, (1.4d)):
(2) m(x, q, z)−m(x, q, w) = w(q)
3
∞j(z/w, q)j(xzw, q)
j(z, q)j(w, q)j(xz, q)j(xw, q)
.
Moreover, we set
g˜(x, q) := −x
∑
n≥0
qn
2
(x)n+1(q/x)n
.
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The tail sum for g˜ is defined as
g˜t(x, q) := −x
∑
n<0
qn
2
(x)n+1(q/x)n
.
We want to express g˜t as a sum over positive integers. For this, we use the well-known
identity
(a)−n = − q
n(n+1)
2
an(q/a)n
for a ∈ C and n ∈ N, to write
(3) g˜t(x, q) =
∑
n≥1
(q/x)n−1(x)nq
n.
Remark 3.2. Note that R(x, q) = (1−x)(1+xg3(x, q)) is Dyson’s rank generating function
and U(x, q) = (1− x)−1g˜t(x, q) is the generating function for strongly unimodal sequences.
These are exactly the functions occurring in [8], Theorem 1.2.
Now we need the following relation between g3 and g˜, which can be found in [4], Theorem
3.1.
(4) g3(x, q) = −x−1
(
1 + x−1g˜(x, q)
)
.
We also require the following identity from the Lost Notebook, which has already been
used in [8] to prove their related Theorem 1.2.
Proposition 3.3 (see [1], Entry 3.4.7 or [12], Proposition 1.3). For a, b ∈ C\{0}, we have
∞∑
n=0
a−n−1b−n
(−1/a)n+1(−q/b)n q
n2 +
∞∑
n=1
(−aq)n−1(−b)nqn = (−aq)∞j(−b, q)
b(q,−q/b; q)∞ m(a/b, q,−b).
Plugging in a = −x−1 and b = −x, we obtain a nice bilateral series identity for g˜:
(5) g˜(x, q) + g˜t(x, q) = −j(x, q)
x(q)∞
m(x−2, q, x).
Remark 3.4. Note that (5) is equivalent to Equation (3) of [15]. Zudilin asked if one can
relate the right hand side asymptotically to the Andrews-Garvan crank function C(x, q),
in order to obtain a simpler proof of Theorem 1.2. of [8]. However, in our approach, we
end up with a modular form different from C(x, q) in Theorem 2.2.
We will also need the following functional equation for g3 (cf. [9], eqs. (4.7) and (6.2)):
(6) g3(xq, q) = −x3g3(x, q)− x2 − x.
Remark 3.5. One may also deduce (5) by applying the heuristic presented in [12] to g˜
and a functional equation corresponding to (6).
With the previous results we can express g3 as a sum of g˜t, an Appell-Lerch sum and a
Jacobi form.
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Lemma 3.6. For every z ∈ C with j(z, q) 6= 0, we have
g3(x, q) = −x−1 + x−2
∑
n≥1
(q/x)n−1(x)nq
n +
j(x, q)
x3(q)∞j(z, q)
∑
n∈Z
(−z)nq n(n−1)2
1− x−2zqn−1
+
z(q)∞j(xz
−1, q)j(x−1z, q)
x3j(z, q)j(x−1, q)j(x−2z, q)
.
Proof. Equations (4) and (5) imply
g3(x, q) = −x−1 + x−2
(
g˜t(x, q) +
j(x, q)
x(q)∞
m(x−2, q, x)
)
.
Now the statement follows by (3) and (2). 
If some summands of g3 have a pole, then g˜t becomes a finite sum. The idea is to choose
an appropriate z, such that the Apell-Lerch sum goes to zero in this case. Now setting
z = x
√
q in Proposition 3.6 yields
(7) g3(x, q) = −x−1 + x−2
∑
n≥1
(q/x)n−1(x)nq
n +
j(x, q)
x3(q)∞j(x
√
q, q)
∑
n∈Z
(−x)nq n22
1− x−1qn− 12
+
(q)2∞j(
√
q, q)2
xj(x
√
q, q)2j(x, q)
.
Since we always have j
(±x√q, q) 6= 0, the choice of the square root √q does not matter.
4. Case-by-Case Analysis
4.1. Poles in the denominators. First we look at poles of g3 arising from zeros in the
denominators.
Lemma 4.1. The poles in g3(ζ
a
b q
A, qB) arising from zeros in the denominators are exactly
at the cusps h
k
∈ Qa,b,A,B.
Proof. The statement follows from [6], Proposition 3.2, since the summands of the function
g2 examined in [6] have exactly the same denominators as the summands of g3. Moreover,
the numerators of the summands of g3 never vanish. 
Proposition 4.2. For every h
k
∈ Qa,b,A,B, we have
lim
q→ζk
h
j(ζab q
A, qB)
(qB; qB)∞j(ζab q
A+B
2 , qB)
∑
n∈Z
(−1)nζanb q
Bn2
2
+An
1− ζ−ab q(B−A)n−
B
2
= 0.
The proof is completely analogous to the proof of Lemma 4.2 in [6], since j(ζab ζ
h(A+B2 )
k , ζ
hB
k )
never vanishes if h
k
∈ Qa,b,A,B.
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Proof of Theorem 2.2. After using Equation (7) and Proposition 4.2, it remains to show
that
(ζ−ab ζ
h(B−A)
k ; ζ
hB
k )n−1(ζ
a
b ζ
hA
k ; ζ
hB
k )n
vanishes for n > k′. We have xqn = 1 for n ∈ N if and only if
ak
b
+ hA+ hBn ≡ 0 (mod k).
For h
k
∈ Qa,b,A,B this equation has a unique solution (mod k′). Thus for some n0 ∈
{1, . . . , k′} we have xqn0 = 1 and therefore (x)n = 0 for every n > n0. 
4.2. Convergent geometric series. Now we examine the case when the radial limit of
g3 exists as a convergent sum.
Proof of Theorem 2.5. We show that the sum g3(ζ
a
b ζ
hA
k , ζ
hB
k ) converges absolutely in the
above case by rearranging terms
g3(ζ
a
b ζ
hA
k , ζ
hB
k ) =
∑
n≥1
ζ
hBn(n−1)
k
(ζab ζ
hA
k , ζ
−a
b ζ
h(B−A)
k ; ζ
hB
k )n
=
∑
m≥0
k′∑
j=1
ζ
hB(mk′+j)(mk′+j−1)
k
(ζab ζ
hA
k , ζ
−a
b ζ
h(B−A)
k ; ζ
hB
k )mk′+j
=
∑
m≥0
k′∑
j=1
ζ
hBj(j−1)
k
(ζab ζ
hA
k , ζ
−a
b ζ
h(B−A)
k ; ζ
hB
k )
m
k′(ζ
a
b ζ
hA
k , ζ
−a
b ζ
h(B−A)
k ; ζ
hB
k )j
=
k′∑
j=1
ζ
hBj(j−1)
k
(ζab ζ
hA
k , ζ
−a
b ζ
h(B−A)
k ; ζ
hB
k )j
∑
m≥0
1
(ζab ζ
hA
k , ζ
−a
b ζ
h(B−A)
k ; ζ
hB
k )
m
k′
.
The second sum is a geometric series that converges absolutely if and only if
|(ζab ζhAk , ζ−ab ζh(B−A)k ; ζhBk )k′| > 1.
Now consider the expression (x, q/x; q)k′ for q a primitive k
′-th root of unity. We use the
factorization
1− xk′ =
k′−1∏
j=0
(1− xqj)
to obtain
(x, q/x; q)k′ =
k′−1∏
j=0
(1− xqj)(1− x−1qj+1) =
k′−1∏
j=0
(1− xqj)
k′−1∏
j=0
(1− x−1qj)
= (1− xk′)(1− x−k′) = 2− 2Re(xk′).
Setting x = ζab ζ
hA
k , we get
Re(xk
′
) = cos(2πk′
(
a
b
+ Ah
k
)
)
and thus
(ζab ζ
hA
k , ζ
−a
b ζ
h(B−A)
k ; ζ
hB
k )k′ = 2− 2 cos(2πk′
(
a
b
+ Ah
k
)
).
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Therefore the series converges absolutely if and only if
cos(2πk′
(
a
b
+ Ah
k
)
) < 1
2
,
or equivalently
{k′ (a
b
+ Ah
k
)} ∈ (1
6
, 5
6
).
By Abel’s Theorem, the limit of the series equals the radial limit of g3 from within the unit
disc. 
4.3. Shifting by third roots of unity.
Proof of Theorem 2.6. We use Kang’s identity (1). Note that under the assumptions of
Theorem 2.6, if a
b
∈ {1
3
, 2
3
}, we always have A 6= 0 and B ∤ A, so that all three summands of
(1) are well-defined for |x|, |q| < 1. First we show that h
k
/∈ Q3a+b,3b,A,B∪Q3a+2b,3b,A,B , so that
the summands of g3(ζ3ζ
a
b ζ
hA
k , ζ
hB
k ) and g3(ζ
2
3ζ
a
b ζ
hA
k , ζ
hB
k ) have non-vanishing denominators.
Here we abuse notation and write Qa,b,A,B for Q a
(a,b)
, b
(a,b)
,A,B if (a, b) > 1. Suppose that
(B, k)|ak
b
+ Ah + ℓk
3
for some ℓ ∈ {1, 2}. This means that k′(a
b
+ Ah
k
+ ℓ
3
) is an integer. Since k′ is not divisible
by 3, it follows that {k′ (a
b
+ Ah
k
)} ∈ {1
3
, 2
3
}, which contradicts our assumption.
Since we also have
{k′ (a
b
+ Ah
k
+ 1
3
)}, {k′ (a
b
+ Ah
k
+ 2
3
)} ∈ (1
6
, 5
6
),
we see by Theorem 2.5 that g3(ζ3ζ
a
b ζ
hA
k , ζ
hB
k ) and g3(ζ
2
3ζ
a
b ζ
hA
k , ζ
hB
k ) are absolutely convergent
sums. Together with (1) the statement follows. 
4.4. Future directions and discussion. Apart from the case where g3(x, q) diverges and
k′ is divisible by 3, we are left with the case where h
k
/∈ Qa,b,A,B and {k′
(
a
b
+ Ah
k
)} ∈ {1
6
, 5
6
}.
Again we set x = ζab ζ
hA
k and q = ζ
hB
k . Then x is a 6k
′-th root of unity of order ±1 (mod 6),
say x = ζ±1+6ℓ6k′ = ζ
±1
6k′ζ
ℓ
k′, ℓ ∈ Z. Notice that since (k′, hB′) = 1, we can always find an
integer n satisfying hB′n ≡ −ℓ (mod k′), meaning that
qn = ζhB
′n
k′ = ζ
−ℓ
k′ .
By iteratively applying (6), we can reduce this to the cases x = ζ±16k′ . Also, by easy
computation, we can obtain
(8) g3(x
−1, q) = g3(xq, q) = −x3g3(x, q)− x2 − x.
Because of this identity, it is enough to consider the case x = ζ6k′. Now we obtain
q = ζhB
′
k′ = x
6hB′ .
Assume that hB′ ≡ 1 (mod k′), i.e. q = ζk′ = x6. In this case, we can use the following
mock theta “conjecture” (see [9], eq. (7.3)):
g3(x, x
6) = − 1
2x
+
x
2
g3(x
3, x6) +
(x2; x2)4∞
2x(x; x)2∞(x
6; x6)∞
.
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First, we can apply Theorem 2.5 to g3(x
3, x6), because g3(x
3, x6) = g3(ζ2k′, ζk′) and k
′ · 1
2k′
=
1
2
∈ (1
6
, 5
6
)
. Thus we have
g3(ζ2k′, ζk′) =
4
3
k′∑
j=1
ζ
j(j−1)
k′
(ζ2k′; ζk′)
2
j
.
Next, we look at the remaining modular term. It can be easily checked that
(x2; x2)4∞
(x; x)2∞(x
6; x6)∞
= (−x; x)4∞(x; x)∞(x, x2, x3, x4, x5; x6)∞,
which vanishes for x = ζ6k′.
Combining all of the above, we obtain
lim
q→ζh
k
g3(ζ
a
b q
A, qB) = − 1
2ζ6k′
+
2ζ6k′
3
k′∑
j=1
ζ
j(j−1)
k′
(ζ2k′; ζk′)
2
j
if h
k
/∈ Qa,b,A,B, k′
(
a
b
+ Ah
k
)
= 1
6
, and hB′ ≡ 1 (mod k′).
If hB′ 6≡ 1 (mod k′), one can use the relation [9], eq. (6.1) between g2 and g3 and the
results for g2 in [6] to compute the modular forms to be subtracted and the radial limits
of g3. Unfortunately, this method is quite laborious and not straightforward. It would be
interesting to find direct approach to these cases.
References
[1] G. Andrews and B. Berndt, Ramanujan’s lost notebook. Part II, Springer, New York, 2009.
[2] G. Andrews and D. Hickerson,Ramanujan’s “lost” notebook. VII. The sixth order mock theta functions,
Adv. Math. 89 (1991), no. 1, 60–105, DOI 10.1016/0001-8708(91)90083-J.
[3] J. Bajpai, S. Kimport, J. Liang, D. Ma, and J. Ricci, Bilateral series and Ramanujan’s radial limits,
Proc. Amer. Math. Soc. 143 (2015), no. 2, 479–492, DOI 10.1090/S0002-9939-2014-12249-0.
[4] K. Bringmann, A. Folsom, and R. Rhoades, Partial theta functions and mock modular forms as q-
hypergeometric series, Ramanujan J. 29 (2012), no. 1-3, 295–310, DOI 10.1007/s11139-012-9370-1.
[5] K. Bringmann and L. Rolen, Half-integral weight Eichler integrals and quantum modular forms, ArXiv
e-prints (2014), available at 1409.3781.
[6] , Radial limits of mock theta functions, ArXiv e-prints (2014), available at 1409.3782.
[7] D. Choi, S. Lim, and R. Rhoades, Mock modular forms and quantum modular forms (preprint).
[8] A. Folsom, K. Ono, and R. Rhoades, Mock theta functions and quantum modular forms, Forum Math.
Pi 1 (2013), e2, 27.
[9] B. Gordon and R. McIntosh, A survey of classical mock theta functions, Partitions, q-series, and
modular forms, 2012, pp. 95–144.
[10] M. Griffin, K. Ono, and L. Rolen, Ramanujan’s mock theta functions, Proc. Natl. Acad. Sci. USA 110
(2013), no. 15, 5765–5768, DOI 10.1073/pnas.1300345110.
[11] S.-Y. Kang, Mock Jacobi forms in basic hypergeometric series, Compos. Math. 145 (2009), no. 3,
553–565, DOI 10.1112/S0010437X09004060.
[12] E. Mortenson, Ramanujan’s radial limits and mixed mock modular bilateral q-hypergeometric series,
ArXiv e-prints (2013), available at 1309.4162.
12 MIN-JOO JANG AND STEFFEN LO¨BRICH
[13] R. Rhoades, On Ramanujan’s definition of mock theta function, Proc. Natl. Acad. Sci. USA 110
(2013), no. 19, 7592–7594, DOI 10.1073/pnas.1301046110.
[14] D. Zagier, Quantum modular forms, Quanta of maths, 2010, pp. 659–675.
[15] Wadim Zudilin, On three theorems of Folsom, Ono and Rhoades, Proceedings of the American Math-
ematical Society (2014).
[16] S. Zwegers, Mock Theta Functions, ArXiv e-prints (2008), available at 0807.4834.
Mathematical Institute, University of Cologne, Weyertal 86-90, 50931 Cologne,
Germany
E-mail address : min-joo.jang@uni-koeln.de
E-mail address : steffen.loebrich@uni-koeln.de
