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Resumen La resolucio´n de los problemas de optimizacio´n en el mundo real es dificultosa no
so´lo por lo que significa la bu´squeda de soluciones en espacios de grandes dimensiones sino,
tambie´n, por el alto grado de incertidumbre que afecta a los datos de entrada al problema.
Para ello son necesarios algoritmos que encuentren soluciones de muy buena calidad en poco
tiempo y que adema´s sean robustos. Los algoritmos metaheur´ısticos han demostrado una y
otra vez que son capaces de lograr el primer objetivo, pero no existen muchas investigaciones
que estudien y analicen la robustez de los mismos. En este trabajo se analiza la resistencia al
ruido (o robustez) de una variante de los algoritmos de optimizacio´n basados en colonias de
hormigas, denominado ASrank. Para ello se utiliza el problema del viajante de comercio, ya
que modela un amplio espectro de problemas del mundo real. Tambie´n se propone genTSP ,
un generador de instancias ruidosas del mencionado problema. El ana´lisis de los resultados
obtenidos en la experimentacio´n arroja que el algoritmo estudiado es robusto y no necesita
esfuerzo computacional extra para alcanzar este segundo objetivo.
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1. Introduccio´n
En los problemas de optimizacio´n del mundo real es comu´n encontrar un alto grado de incer-
tidumbre (ruido), debido a la complejidad de la generacio´n de soluciones candidatas, a los errores
en los procesos de medicio´n, a los problemas con entornos con un alto grado de dinamismo, a las
funciones objetivo ruidosas, entre otros motivos [9]. El efecto del ruido sobre el desempen˜o de las
te´cnicas de optimizacio´n es un a´rea de investigacio´n au´n poco estudiada pero de mucha utilidad en
diversos campos de aplicacio´n. En el caso de las te´cnicas metaheur´ıstas se pueden encontrar estu-
dios sobre: optimizacio´n de simulacio´n de sistemas estoca´sticos complejos [7], problemas del camino
ma´s corto estoca´stico [8], ensamblado de fragmentos de ADN ruidosos [11], problema oneMax [6] y
deteccio´n de bordes en ima´genes con ruido [1].
En particular, los algoritmos de optimizacio´n metaheur´ısticos basados en colonias de hormigas
(Ant Colony Optimization, ACO) muestran una buena adaptacio´n a los problemas de incertidumbre,
ruido y dinamismo debido a su naturaleza dina´mica y distribuida [3]. El desarrollo de este trabajo
de investigacio´n consiste en analizar la resistencia al ruido, tambie´n conocida como robustez, de una
variante del algoritmo metaheur´ıstico basado en la optimizacio´n de colonia de hormigas, denominado
ASrank [2]. Para llevar a cabo dicho ana´lisis se trabajara´ con una de las fuentes de ruido que se
presenta con mayor frecuencia en los problemas de optimizacio´n del mundo real y que es ma´s dif´ıcil
de detectar. Esta fuente de ruido surge por los errores cometidos en los procesos de medicio´n, por los
cuales se obtienen los datos de entrada a cualquier algoritmo de optimizacio´n. Consecuentemente,
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se resolvera´ el problema del viajante de comercio (Traveling Salesman Problem, TSP) [13], ya que
modela diferentes situaciones reales (planificacio´n de tareas, ruteo de redes de telecomunicaciones,
disen˜o de rutas para la recolleccio´n de residuos, disen˜o de circuitos impresos, etc.) y es de dif´ıcil
resolucio´n dado que pertenece al grupo de problemas NP-duros.
Para verificar si ASrank es resistente al ruido son necesarias instancias del problema que pre-
senten esta caracter´ıstica. Pero, las instancias de TSP publicadas en la literatura no contemplan
ruido en sus datos, por ende en este trabajo tambie´n se propone un generador de instancias de
TSP que simulen errores en la medicio´n de las distancias. Por consiguiente, para estudiar la ro-
bustez de ASrank se analizan las diferencias entre las soluciones encontradas para las instancias
sin y con ruido. Si no se detectan diferencias (estad´ısticamente significativas), el algoritmo muestra
un comportamiento neutro (insensible, indistinto) a pequen˜as variaciones en los datos de entrada.
Consecuentemente, este algoritmo se considera robusto para resolver instancias ruidosas.
El art´ıculo se organiza de la siguiente manera. En la seccio´n 2 se introducen los conceptos
generales de ASrank y se explica la versio´n aqu´ı propuesta. En tanto que, en la seccio´n 3 se describe
el problema usado en la experimentacio´n y el generador de instancias ruidosas formulado en este
trabajo. En el siguiente apartado se especifica el disen˜o experimental, el ambiente de ejecucio´n
y la metodolog´ıa de ana´lisis utilizados, para llevar a cabo la experimentacio´n y el ana´lisis de los
resultados. En la seccio´n 5 se presentan los resultados obtenidos y el ana´lisis de los mismos. En la
u´ltima seccio´n se resumen las conclusiones y se proyectan trabajos futuros.
2. Sistema de hormigas basado en jerarquizacio´n (Rank-based Ant
System, ASrank)
El sistema de hormigas basado en jerarquizacio´n propuesto por Bullenheimer et al. en [2] es una
extensio´n del sistema de hormigas desarrollado por Dorigo et al. en [4]. Para una mejor comprensio´n
de ASrank, primero se presenta una descripcio´n de AS y luego se explica dicha extensio´n.
AS se caracteriza por el hecho que la actualizacio´n de la feromona se realiza una vez que todas
las hormigas completaron sus soluciones. Primero, todos los caminos de feromonas son reducidos
por un factor constante, implementando de esta manera la evaporacio´n de feromona. Segundo, toda
hormiga de la colonia deposita una cantidad de feromona en funcio´n de la calidad de su solucio´n.
Inicialmente AS no usa acciones de demonio, pero es aconsejable hacerlo al agregar una bu´squeda
local para refinar las soluciones generadas por las hormigas.
Las soluciones en AS son construidas de la siguiente manera. A cada paso de la construccio´n,
una hormiga k en AS elige ir del nodo r al s con una probabilidad que es calculada como:
pkrs =

[τrs]
α.[ηrs]
β∑
u∈Nkr
[τru]
α.[ηru]
β
, si s ϵ Nk(r)
0, otro caso
Donde Nk(r) es el vecino factible de la hormiga k cuando esta´ en el nodo r, τrs es la cantidad
de feromona perteneciente a la conexio´n rs, ηrs es uno sobre la distancia entre r y s, y α y β ∈
R son dos para´metros que pesan la importancia relativa del camino de feromona y la informacio´n
heur´ıstica, respectivamente.
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El depo´sito de feromona es realizado una vez que todas las hormigas han finalizado de construir
sus soluciones. Primero, el camino de feromona asociado a cada arco es evaporado reduciendo todas
las feromonas por un factor constante, conocido como tasa de evaporacio´n, (ρ ∈ (0, 1]):
τrs ← (1− ρ).τrs
Luego, cada hormiga remarca el camino que ha seguido y deposita una cantidad de feromona
por cada conexio´n recorrida:
τrs ← τrs +△τkrs, ∀ars ∈ Sk
Donde △τkrs = f(C(Sk)), es la cantidad de feromona depositada que depende de la calidad de la
solucio´n, C(Sk), constru´ıda por la hormiga k.
En ASrank, cada hormiga deposita una cantidad de feromona que disminuye con su rango (o
jerarqu´ıa), siendo la mejor hormiga de cada iteracio´n la que deposita la mayor cantidad de feromona.
Esta actualizacio´n se realiza globalmente como sigue:
1. Se seleccionan las w hormigas para la jerarquizacio´n de acuerdo a la calidad de sus soluciones:
(S
′
1, .., S
′
w), siendo S
′
1 la mejor solucio´n generada hasta el momento.
2. Se deposita feromona en las conexiones recorridas por las mejores hormigas (denominadas hor-
migas elitistas). La cantidad de feromona depositada depende directamente de la clasificacio´n
de la hormiga y de la calidad de la solucio´n. Es decir, que la feromona depositada por la hormiga
clasificada en la posicio´n r se multiplica por (w − r).
3. Las conexiones recorridas por la mejor solucio´n global reciben una cantidad adicional de fero-
mona que depende de la calidad de la solucio´n. Este depo´sito de feromona es considerado el
ma´s importante, por lo tanto se multiplica por w.
En la versio´n de ASrank implementada en este trabajo (ver algoritmo 1), primero se inicializan
los para´metros y el rastro de feromona, en un segundo paso, cada hormiga construye, iterativamente,
una solucio´n al problema. A continuacio´n, ASrank, aplica el algoritmo de bu´squeda local 3− opt a
cada una de estas soluciones. Finalmente, aplica los tres pasos que caracterizan a ASrank (descriptos
en el pa´rrafo anterior) y vuelve al paso dos hasta que el nu´mero ma´ximo de iteraciones se haya
ejecutado.
Algoritmo 1 ASrank
Inicializar para´metros y rastro de feromonas (τ);
t = 0;
repeat
for i = 0 to µ do
{µ es la cantidad de hormigas}
La hormiga i construye paso a paso una solucio´n;
Aplicar 3− opt a cada solucio´n;
end for
Elegir las w mejores soluciones y ordenarlas de forma decreciente (S
′
1, .., S
′
w);
Actualizar el rastro de feromonas:
1) Depositar feromona en las conexiones recorridas por cada S
′
r en funcio´n a su calidad y a su posicio´n;
2) Depositar feromona en las conexiones recorridas por la mejor solucio´n global en funcio´n a su calidad;
t = t+ 1;
until t = K
return S
′
1;
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3. Generacio´n de instancias con ruido
Como se dijo anteriormente, para determinar si ASrank es robusto frente a errores en los datos
de entrada del problema se requieren instancias de TSP que presenten dicha caracter´ıstica. Dado
que las instancias de TSP publicadas en la literatura no introducen errores en sus datos, se propone
un generador de instancias de TSP, denominado genTSP , que simule los errores en la medicio´n
de las distancias. Consecuentemente, en esta seccio´n se introduce genTSP y las nuevas instancias
generadas, siendo necesario introducir previamente la definicio´n del problema del viajante de co-
mercio, las instancias sin ruido publicadas en la literatura y la descripcio´n de los errores que se
cometen en la medicio´n de distancias.
El problema del viajante de comercio puede ser descrito como: dado un conjunto de ciudades
C1, C2, C3, ..., Cn y un conjunto de distancias d(Ci, Cj) para cada par de ciudades distintas (Ci, Cj),
consiste en encontrar un recorrido de distancia mı´nima que pase so´lo una vez por cada una de las
ciudades y, finalmente, regrese a la ciudad de la que partio´. A fin de obtener un conjunto de
prueba de significativa complejidad, en este trabajo se seleccionaron instancias de TSP de variadas
caracter´ısticas y con gran cantidad de ciudades.
Las instancias en cuestio´n se muestran en la tabla 1 y pueden descargarse de la librer´ıa TSPLIB1.
En dicha tabla se especifica el nombre, la dimensio´n y el valor o´ptimo para cada una de las instancias.
Es importante aclarar que estas instancias sera´n identificadas con la etiqueta “0%”, ya que son los
casos sin ruido.
Nombre Dimensio´n Valor o´ptimo
d198 198 15780
a280 280 2579
lin318 318 42029
pcb442 442 50778
rat783 783 8806
pcb1173 1173 56892
d1291 1291 50801
fl1577 1577 22249
Cuadro 1. Instancias seleccionadas de TSP de la librer´ıa TSPLIB.
Los errores en la medicio´n surgen dependiendo del me´todo o instrumento utilizado para determi-
nar la distancia entre las ciudades. Existen diversos instrumentos para medir distancias [10], pero
para obtener la longitud de las rutas se utilizan generalmente odo´metros meca´nicos o ele´ctricos
y, tambie´n, sistemas de informacio´n geogra´fica (SIGs). En el proceso de medicio´n se introducen
errores ya sea por una mala calibracio´n de los instrumentos o los denominados errores sistema´ticos
y aleatorios que son inevitables. Los errores sistema´ticos esta´n relacionados con la pendiente, la
graduacio´n, la temperatura, la tensio´n y la catenaria. En tanto que, los errores aleatorios se vin-
culan con la alineacio´n y la verticalidad. Adema´s esta´n los errores llamados groseros, que pueden
cometerse por equivocacio´n del operador y que son impredecibles. Entre los ma´s comunes se pueden
1 http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/tsp/
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encontrar: la identificacio´n incorrecta de un punto, la lectura y/o anotacio´n erro´nea por transposi-
cio´n de nu´meros y los ca´lculos aritme´ticos mentales inexactos. Por u´ltimo es necesario considerar
los errores accidentales ya que son totalmente inevitables y sus causas no son conocidas.
En virtud de todos los tipos de errores presentes en la medicio´n de distancias, en este trabajo se
consideran cuatro niveles de ruido en las instancias de TSP. De esta manera, genTSP crea 4 nuevos
grupos de instancias a partir de los casos sin ruido e incorpora a cada una de las distancias errores
de hasta un 5, 10, 15 y 20%. Estos nuevos cuatro grupos de instancias son identificados con las
etiquetas “5%”, “10%”, “15% 2“20%”, respectivamente. El algoritmo 2 muestra un pseudoco´digo
del generador genTSP . Este utiliza la distribucio´n uniforme para crear en forma aleatoria un
error ϵ ∈ [−l, l] para cada distancia entre dos ciudades. Donde l = γ × d(Ci, Cj)∀i ̸= j, i, j ≤ n y
γ ∈ {5%, 10%, 15%, 20%}, los niveles de ruido.
Algoritmo 2 genTSP
for i = 0 to n do
for j = 0 to n do
if i ̸= j then
l = γ × d(Ci, Cj);
ϵ = uniform.random(−l, l);
d(Ci, Cj) = d(Ci, Cj) + ϵ;
end if
end for
end for
return
4. Metodolog´ıa de experimentacio´n
En esta seccio´n se describe el disen˜o experimental usado en este trabajo, el ambiente de ejecu-
cio´n y la metodolog´ıa de ana´lisis. La variante de ASrank propuesta se evaluo´ con el grupo de las
instancias sin ruido y los cuatro grupos de instancias con ruido, sumando un total de 40 instan-
cias (8 instancias × 5 grupos). Adema´s al considerase la naturaleza estoca´stica de los algoritmos
metaheur´ısticos, cada instancia fue resuelta 30 veces por esta versio´n de ASrank.
Los valores parame´tricos, α = 1 y β = 2 utilizados para evaluar el rendimiento de esta me-
taheur´ıstica son determinados segu´n lo publicado en [5]. En tanto que, los para´metros ρ = 0,2,
w = 8, el taman˜o de la poblacio´n de hormigas µ = 25, el nu´mero de iteraciones realizadas por la
bu´squeda local, k = 5000 y el nu´mero total de iteraciones llevado a cabo por ASrank, K = 10000
surgieron de la combinacio´n de diferentes valores que arrojo´ los mejores resultados en una experi-
mentacio´n previa. Durante la misma, se ejecuto´ ASrank bajo todas las configuraciones que surgen
al combinar los diferentes valores propuestos para cada uno de estos para´metros. El conjunto de
valores considerados son: para ρ = {0,1, 0,2, 0,3}, para σ = {7, 8, 9}, para µ = {25, 100}, para
k = {0, 1000, 5000} y, finalmente, para K = {1000, 10000}. En tanto que, el conjunto de prueba
esta´ formado por las instancias descriptas en la seccio´n 3.
El algoritmo fue implementado en C++. Esta experimentacio´n se lleva a cabo sobre computado-
ras con procesadores AMD Phenom (64 bits) a 2.4 GHz y 2 GB de RAM, con un sistema operativo
perteneciente a la distribucio´n Slackware de Linux con una versio´n del kernel 2.6.27.7-smp.
Para poder comparar los resultados obtenidos para las distintas instancias se mide la desviacio´n
relativa,DR, de la distancia recorrida (costo) por las mejores soluciones encontradas por el algoritmo
109
con respecto al valor o´ptimo de cada instancia. Adema´s de posibiltar la comparacio´n al brindar datos
normalizados, esta me´trica tambie´n permite analizar la calidad de las soluciones halladas. El ca´lculo
de los valores de DR se describe en la Ecuacio´n 1, donde AlgSol es el costo mı´nimo obtenido por
ASrank para una instancia del problema en las 30 ejecuciones y OptSol es el costo o´ptimo para la
instancia en cuestio´n.
DR =
AlgSol −OptSol
OptSol
(1)
Con el objetivo de evaluar la robustez de ASrank, se analizan las diferencias entre las soluciones
encontradas para las instancias sin y con ruido. Si no se detectan diferencias (estad´ısticamente
significativas), el algoritmo muestra un comportamiento neutro (insensible, indistinto) a pequen˜as
variaciones en los datos de entrada. Consecuentemente, este algoritmo se considera robusto para
resolver instancias ruidosas. Este ana´lisis se basa en los valores de DR obtenidos para las instancias
sin y con ruido, que luego son usados para comparar la calidad de las soluciones halladas en ambos
casos. Por ende, si estad´ısticamente se detectan soluciones de calidad similar ante instancias sin y
con ruido se infiere que ASrank es un algoritmo resistente al ruido.
Lo anterior se traduce en la comparacio´n estad´ıstica de las medias de dos muestras independien-
tes. En nuestro caso ser´ıa comparar los resultados obtenidos para instancias con 0% de ruido con
los encontrados para las instancias con 5%, luego contrastar los resultados hallados para instancias
con 0 y 10% , con 0 y 15% y, finalmente, con 0 y 20% de ruido. De esta forma, si para un par de
muestras el test estad´ıstico arroja que no hay diferencias significativas entre ellas significa que el
algoritmo es robusto en la resolucio´n de instancias con el nivel de ruido en cuestio´n.
Dado que se comparan dos muestras se emplean t-tests o el test Mann-Whitney U, segu´n sea
el tipo de distribuicio´n de datos de tales muestras. El t-test no puede aplicarse sobre cualquier
distribucio´n de datos, puesto que en el caso de una distribucio´n no normal de datos puede ser erro´neo
el resultado. En este caso, lo correcto ser´ıa aplicar el test Mann-Whitney U. Para determinar si
los datos siguen una distribucio´n normal se aplican la prueba de Shapiro-Wilks y homogeneidad de
varianzas (homocedasticidad). Cabe aclarar que para todos los tests estad´ısticos realizados en este
trabajo, el valor de α se fija en 0.01, para indicar un nivel de confianza del 99% en los resultados.
Por ejemplo, si el t-test arroja un valor p ≥ α significa que las medias de las dos muestras son
estad´ısticamente similares, en cambio si p < α entonces se trata de muestras significativamente
distintas.
Adema´s de estudiar la robustez, se analiza el esfuerzo nume´rico realizado por el algoritmo
considerando el nu´mero de iteraciones que fueron necesarias para encontrar la mejor solucio´n. Para
ello se utilizan los diagramas de caja [12], ya que facilitan la comparacio´n entre los resultados
obtenidos por un algoritmo para las instancias sin y con ruido, y permiten establecer si existen o
no diferencias estad´ısticamente significativas entre ellos.
5. Analisis de los resultados obtenidos
En la primera parte de esta seccio´n se analiza la robustez de ASrank por medio de los re-
sultados arrojados por los tests estad´ısticos. En tanto que, en la segunda se compara el esfuerzo
computacional realizado por el algoritmo al solucionar el problema con distintos niveles de ruido.
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5.1. Ana´lisis de robustez
La figura 1 muestra los valores p arrojados por el t-test o el test Mann-Whitney U, al comparar
la desviacio´n relativa (DR) de cada una de las instancias sin ruido (0%) con sus pares en los
diferentes niveles de ruido (5, 10, 15 y 20%, respectivamente). Tambie´n indica el valor de α = 0,01
con propo´sitos comparativos mediante una recta.
d198 a280 lin318 pcb442 rat783 pcb1173 d1291 fl1577
Instancias
va
lor
 p
0.0
0.2
0.4
0.6
0.8
1.0
0−5%
0−10%
0−15%
0−20%
Alfa
Figura 1. Valores p arrojados por las pruebas estad´ısticas al comparar la distancia relativa de las instancias
con 0, 5, 10, 15 y 20% de ruido.
En primer lugar es fa´cilmente observable que hasta niveles del 15% de error y para todas
las instancias, los valores p son todos mayores a α. Esto indica que los resultados obtenidos son
estad´ısticamente similiares, comproba´ndose la robustez de ASrank para niveles de 5, 10 y 15% de
ruido. En segundo plano se puede detectar que si el nivel de error es de un 20%, ASrank es robusto
para el 75% de las instancias. So´lo para a280 y pcb442, el algoritmo no logra ser resistente al ruido
con este alto nivel de ruido.
Del ana´lisis realizado se desprende que ASrank es un me´todo de optimizacio´n robusto, ya que
la resistencia al ruido es estad´ısticamente corroborada en instancias del problema de diferente
complejidad y con diversos niveles de ruido. Estos u´ltimos van desde niveles de error muy bajos
(5%) a muy altos (20%).
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5.2. Comparacio´n del esfuerzo computacional
En el apartado anterior se verifico´ la caracter´ıstica de robustez de ASrank, a continuacio´n se
analiza si esta importante ventaja del algoritmo implicar´ıa un mayor esfuerzo computacional. Para
ello se compara la cantidad de iteraciones necesarias para que ASrank encuentre la mejor solucio´n
en cada nivel de ruido, considerando todas las instancias. Esta comparacio´n se desprende de los
datos representados en el diagrama de cajas de la figura 2, donde tambie´n puede observarse si las
diferencias son o no estad´ısticamente significativas.
Figura 2. Diagramas de cajas (boxplots) que representan la cantidad de iteraciones utilizada por ASrank
para encontrar la mejor solucio´n frente a los diferentes niveles de ruido, comenzando por los casos sin ruido
(0%).
Del ana´lisis de la figura 2 se concluye que para todos los niveles de ruido (de 0 a 20%), el 75% de
las mejores soluciones son encontradas despue´s de las 7000 iteraciones y que, los valores promedios
var´ıan entre 8000 y 8250 iteraciones. Estos indicadores muestran fehacientemente que el esfuerzo
computacional realizado por ASrank para resolver los casos sin y con errores son estad´ısticamente
similares. En consecuencia, ASrank no so´lo es resistente al ruido sino que adema´s no necesita de un
mayor esfuerzo nume´rico.
6. Conclusiones
En este trabajo se introduce un generador de instancias ruidosas correspondientes al TSP, con el
cual se crean un conjuntos de instancias con cuatro distintos niveles de ruido. Estas nuevas instancias
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son usadas para verificar la resistencia al ruido o robustez de un algoritmo metaheur´ıstico basado
en colonia de hormigas, ASrank, frente a la variacio´n en los datos de entrada.
El ana´lisis realizado sobre los datos obtenidos en la experimentacio´n arroja que ASrank es un
me´todo de optimizacio´n robusto, ya que se corrobora estad´ısticamente la resistencia al ruido en
instancias del problema de diferente complejidad y con diversos niveles de ruido. Estos u´ltimos van
desde niveles de error muy bajos (5%) a muy altos (20%). Pero, ASrank no so´lo es resistente al ruido
sino que adema´s no necesita de un mayor esfuerzo nume´rico, ya que que el esfuerzo computacional
realizado para resolver los casos sin y con errores son estad´ısticamente similares.
Como trabajo futuro, en primer lugar se pretende utilizar los grupos de instancias generadas con
ruido para analizar la robustez de otros algoritmos de optimizacio´n basados en colonia de hormigas.
En segundo lugar se intentara´ mejorar la resolucio´n de situaciones reales al aplicar el conocimiento
adquirido en estos ana´lisis.
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