Analyse et contrôle des systèmes dynamiques polynomiaux by Ben Sassi, Mohamed Amin
Analyse et controˆle des syste`mes dynamiques
polynomiaux
Mohamed Amine Ben Sassi
To cite this version:
Mohamed Amine Ben Sassi. Analyse et controˆle des syste`mes dynamiques polynomiaux. Autre.
Universite´ de Grenoble, 2013. Franc¸ais. <NNT : 2013GRENM005>. <tel-00954419v2>
HAL Id: tel-00954419
https://tel.archives-ouvertes.fr/tel-00954419v2
Submitted on 9 Sep 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
THÈSE
Pour obtenir le grade de
DOCTEUR DE L’UNIVERSITÉ DE GRENOBLE
Spécialité : Mathématiques Appliquées
Arrété ministérial :
Présentée par
Mohamed Amin Ben Sassi
Thèse dirigée par Guillaume James
et codirigée par Antoine Girard
préparée au sein du Laboratoire Jean Kuntzmann
et de l’Ecole Doctorale Mathématiques, Sciences et Technologies de
l’Information, Informatique
Analyse et contrôle des systèmes
dynamiques polynomiaux
Thèse soutenue publiquement le ,
devant le jury composé de :
M, Jean-Pierre Raymond
PR, Université de Toulouse, Président
M, Jean-Luc Gouze
DR INRIA, Sophia Antipolis, Rapporteur
M, Didier Henrion
DR CNRS, Université de Toulouse, Rapporteur
M, Anatoli Iouditski
PR, Université de Grenoble, Examinateur
M, Nacim Ramdani
PR, Université d’Orléans, Examinateur
M, Guillaume James
PR, Université de Grenoble, Directeur de thèse
M, Antoine Girard
MdC, Université de Grenoble, Co-Directeur de thèse
Remerciements
Ce travail n’aurait jamais pu avoir lieu sans l’aide et le soutien de nombreuses
personnes. Par de´faut de me´moire, je vais pas pouvoir les remercier tous. Pour cela,
je pre´sente par avance mes excuses a` ceux que je vais peut eˆtre oublier.
Je souhaite remercier en premier lieu mon directeur de the`se, M. Antoine Girard,
de m’avoir accueilli au sein de son e´quipe et au sein d’un nouveau monde de recherche
dont je savais pas grand chose le jour de mon arrive´e a` Grenoble. Je lui suis e´galement
reconnaissant pour le temps conse´quent qu’il m’a accorde´, ses qualite´s pe´dagogiques
et scientifiques, sa franchise et sa sympathie. J’ai beaucoup appris a` ses coˆte´s tout
en ayant une agre´able ambiance de travail et d’e´change. Je lui adresse ma gratitude
pour tout cela.
J’adresse ensuite de chaleureux remerciements a` mon co-encadrant de the`se,
M. Guillaume James, pour son attention de tout instant sur mes travaux, pour ses
conseils avise´s et son e´coute qui ont e´te´ pre´ponde´rants pour la bonne re´ussite de cette
the`se. Son expe´rience et sa rigueur scientifique ont toujours aide´ a` perfectionner mon
travail. C’est un un grand plaisir de travailler avec lui.
Je voudrais aussi remercier les membres de jury de ma the`se pour l’inte´reˆt porte´
a` mon travail qu’ils ont montre´ lors de la soutenance. D’abord, je remercie M. Jean-
Pierre Raymond de m’avoir honore´ en acceptant d’eˆtre le pre´sident de jury. Ensuite,
je remercie mes deux rapporteurs, M. Jean-Luc Gouze et M. Didier Henrion pour la
lecture pointilleuse du manuscrit et pour leurs pre´cieuses remarques et suggestions.
Je remercie e´galement M. Anatoli Louditski, M. Nacim Ramdani, d’avoir accepte´ de
faire partie de mon jury en tant que mes deux examinateurs.
Ce travail a e´te´ finance´ graˆce a` un projet ANR : le projet Vedecy. Je remercie
les responsables du projet pour la confiance qu’ils m’ont accorde´e pendant une pe´-
riode de trois anne´es. Graˆce a` ce projet j’ai pu collaborer avec les informaticiens
de Verimag. Mon remerciement va surtout a` Thao Dang et Romain Testylier pour
l’e´change scientifique et humain qu’on a pu avoir.
Par ailleurs, si la recherche a e´te´ fructueuse c’est force´ment graˆce a` la bonne
ambiance au sein du laboratoire. Pour cela, je tiens a` remercier tous mes colle`gues
stagiaires, the´sards ou postdoc du Laboratoire Jean Kuntzmann. En particulier, je
tiens a` saluer les membres de la salle 3 de m’avoir supporter pendant toutes ces
anne´es. Un grand merci a` Chloe´ et Myriam (les filles les plus serviables du monde),
Joelle, Euriell, Madison, Manel, Roland et Samuel (les mecs les plus serviables),
Adrien, Alexandre, Jean-Mathieu, Cole´, Pierre-Olivier, Pierre-Jean, Federico, Ma-
thias, Luckas, Thomas, Romain, etc, pour l’aide apporte´e en cas de besoin et les
discussions agre´ables qu’on a pu avoir pendant les repas et les pauses cafe´s.
Je tiens aussi a` remercier tous mes amis de Grenoble et de Paris, mes collocs et
i
ii
bien suˆr toutes personnes ayant participe´ a` mes coˆte´s au tournoi de foot Interlabo.
Enfin, je remercie ma famille en Tunisie pour tout le soutien qu’ils m’ont apporte´
malgre´ la distance. Merci a` ma soeur, a` mon fre`re jumeau, mon cher pe`re et a` ma
che`re me`re qui a e´te´ toujours pre´sente a` mes coˆte´s dans les moments les plus difficiles.
Table des matie`res
1 Introduction 8
1.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Etat de l’art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Plan et contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.2 Proble`me d’optimisation polynomiale . . . . . . . . . . . . . . 13
1.3.3 Analyse et controˆle des syste`mes dynamiques polynomiaux . . 17
1.3.4 Plan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.3.5 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
I Pre´liminaires 24
2 Ge´ne´ralite´s sur les polynoˆmes 25
2.1 Polynoˆmes multi-varie´s . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.1 Repre´sentation des polynoˆmes positifs . . . . . . . . . . . . . 26
2.1.2 Cas particulier important : les fonctions multi-affines . . . . . 28
2.2 Le principe de floraison ou forme polaire d’un polynoˆme . . . . . . . 29
3 Polynoˆmes de Bernstein 32
3.1 Polynoˆmes de Bernstein : de´finition et proprie´te´s . . . . . . . . . . . . 32
3.2 Quelques applications des polynoˆmes de Bernstein . . . . . . . . . . . 38
3.2.1 Image d’une boˆıte par un polynoˆme . . . . . . . . . . . . . . . 38
3.2.2 Convergence en degre´ supe´rieur . . . . . . . . . . . . . . . . . 39
3.3 Relation entre les polynoˆmes de Bernstein et le principe de floraison . 40
3.3.1 Relation d’e´quivalence associe´e a` une forme polaire . . . . . . 41
3.3.2 Relation entre forme de Bernstein et forme polaire . . . . . . . 42
II Optimisation polynomiale 45
4 Proble`me d’optimisation polynomial 46
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Me´thodes de re´solution alge´briques du POP . . . . . . . . . . . . . . 48
4.2.1 Re´duction en une re´solution d’un syste`me d’e´quations poly-
nomiales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.2 Me´thodes de re´solution . . . . . . . . . . . . . . . . . . . . . . 49
1
TABLE DES MATIE`RES 2
4.3 Me´thodes de relaxation du POP . . . . . . . . . . . . . . . . . . . . . 51
4.3.1 Relaxation LP : technique de reformulation et line´arisation . . 51
4.3.2 Relaxation SDP : me´thode de Lasserre . . . . . . . . . . . . . 57
5 Relaxations line´aires 61
5.1 Relaxation d’un POP en utilisant la forme polaire . . . . . . . . . . . 61
5.1.1 Cas ou` l’ensemble des contraintes K est un polytope . . . . . . 62
5.1.2 Cas ou` l’ensemble K est semi-alge´brique . . . . . . . . . . . . 66
5.2 Relaxation d’un POP en utilisant la forme de Bernstein . . . . . . . . 67
5.2.1 Cas ge´ne´ral : K est semi-alge´brique . . . . . . . . . . . . . . . 67
5.2.2 Cas particulier : K est un polytope . . . . . . . . . . . . . . . 70
5.3 Exemples et comparaison . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4 Ame´lioration de la pre´cision de nos relaxations . . . . . . . . . . . . . 74
5.4.1 Algorithmes de “branch-and-bound” utilisant Bernstein . . . . 74
5.4.2 Ele´vation du degre´ et re´sultat de convergence . . . . . . . . . 76
5.5 Appendice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.5.1 Preuve de la Proposition 15 . . . . . . . . . . . . . . . . . . . 79
5.5.2 Preuve du The´ore`me 6 . . . . . . . . . . . . . . . . . . . . . . 81
5.5.3 Preuve du The´ore`me 7 . . . . . . . . . . . . . . . . . . . . . . 82
III Applications dans le cadre des syste`mes dynamiques
polynomiaux 84
6 Analyse d’atteignabilite´ 85
6.1 Algorithme d’atteignabilite´ pour des syste`mes dynamiques polynomiaux 86
6.1.1 Mode`les polye´draux . . . . . . . . . . . . . . . . . . . . . . . . 86
6.1.2 Formulation base´e sur l’optimisation polynomiale . . . . . . . 87
6.1.3 Algorithme d’atteignabilite´ . . . . . . . . . . . . . . . . . . . . 87
6.2 Quelques comple´ments utiles . . . . . . . . . . . . . . . . . . . . . . . 89
6.2.1 Choix des mode`les . . . . . . . . . . . . . . . . . . . . . . . . 89
6.2.2 Calcul des coefficients de Bernstein . . . . . . . . . . . . . . . 91
6.2.3 Complexite´ et comparaison avec d’autres me´thodes . . . . . . 92
6.3 Expe´rimentation nume´rique . . . . . . . . . . . . . . . . . . . . . . . 93
6.3.1 Mode`le neuronal de FitzHugh-Nagumo . . . . . . . . . . . . . 93
6.3.2 Mode`le de croissance du Phytoplancton . . . . . . . . . . . . . 95
6.3.3 Mode`le proie-pre´dateur de Lotka-Volterra . . . . . . . . . . . 96
7 Ve´rification et calcul d’invariants 99
7.1 Invariance et analyse de sensibilite´ . . . . . . . . . . . . . . . . . . . 100
7.1.1 Proble`mes d’invariance et formulation en POP . . . . . . . . . 100
7.1.2 Relaxation line´aire . . . . . . . . . . . . . . . . . . . . . . . . 101
7.1.3 Analyse de sensibilite´ . . . . . . . . . . . . . . . . . . . . . . . 101
7.2 Ve´rification et calcul d’invariant pour les syste`mes dynamiques poly-
nomiaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.2.1 Ve´rification d’invariants polye´draux . . . . . . . . . . . . . . . 103
7.2.2 Calcul d’invariants polye´draux . . . . . . . . . . . . . . . . . . 104
TABLE DES MATIE`RES 3
7.2.3 Autres approches . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.3 Exemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.3.1 Mode`le de Moore-Greitzer d’un moteur a` re´action . . . . . . . 106
7.3.2 Mode`le neuronal de FitzHugh-Nagumo . . . . . . . . . . . . . 107
7.3.3 Mode`le de croissance du phytoplancton . . . . . . . . . . . . . 108
8 Synthe`se de controˆleur pour l’invariance 110
8.1 Formulation du proble`me . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.2 Synthe`se d’un controˆleur . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.3 Synthe`se conjointe du controˆleur et de l’invariant . . . . . . . . . . . 115
8.3.1 Analyse de sensibilite´ . . . . . . . . . . . . . . . . . . . . . . . 115
8.3.2 Approche ite´rative . . . . . . . . . . . . . . . . . . . . . . . . 116
8.3.3 Complexite´ de l’approche . . . . . . . . . . . . . . . . . . . . 117
8.4 Exemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8.4.1 Mode`le de Moore-Greitzer d’un moteur a` re´action . . . . . . . 118
8.4.2 Le mode`le uni-cycle . . . . . . . . . . . . . . . . . . . . . . . . 119
8.4.3 Mouvement de corps rigide . . . . . . . . . . . . . . . . . . . . 119
9 Analyse et controˆle dans des rectangles 121
9.1 Abstractions multi-affines pour des syste`mes polynomiaux . . . . . . 121
9.2 Analyse des syste`mes polynomiaux dans des rectangles . . . . . . . . 123
9.2.1 Formulation des proble`mes et re´sultats pre´liminaires . . . . . 124
9.2.2 Cas d’un champ de vecteurs multi-affine . . . . . . . . . . . . 125
9.2.3 Cas d’un champ de vecteurs polynomial . . . . . . . . . . . . 129
9.2.4 Re´duction de la complexite´ . . . . . . . . . . . . . . . . . . . 132
9.3 Synthe`se d’un controˆleur . . . . . . . . . . . . . . . . . . . . . . . . . 137
9.3.1 Proble`me 2 : Invariance du rectangle . . . . . . . . . . . . . . 137
9.3.2 Proble`me 3 : Sortie a` travers une face donne´e du rectangle . . 138
9.4 Application : Planification des trajectoires . . . . . . . . . . . . . . . 140
TABLE DES MATIE`RES 4
Re´sume´ :
Cette the`se pre´sente une e´tude des syste`mes dynamiques polynomiaux motive´e a`
la fois par le grand spectre d’applications de cette classe (mode`les de re´actions
chimiques, mode`les de circuits e´lectriques ainsi que les mode`les biologiques) et par
la difficulte´ (voire incapacite´) de la re´solution the´orique de tels syste`mes.
Dans une premie`re partie pre´liminaire, nous pre´sentons les polynoˆmes multi-
varie´s et nous introduisons les notions de forme polaire d’un polynoˆme (floraison) et
de polynoˆmes de Bernstein qui seront d’un grand inte´reˆt par la suite.
Dans une deuxie`me partie, nous conside´rons le proble`me d’optimisation polyno-
mial dit POP. Nous de´crivons dans un premier temps les principales me´thodes exis-
tantes permettant de re´soudre ou d’approcher la solution d’un tel proble`me. Puis,
nous pre´sentons deux relaxations line´aires se basant respectivement sur le principe
de floraison ainsi que les polynoˆmes de Bernstein permettant d’approcher la valeur
optimale du POP.
La dernie`re partie de la the`se sera consacre´ aux applications de nos deux me´-
thodes de relaxation dans le cadre des syste`mes dynamiques polynomiaux. Une pre-
mie`re application s’inscrit dans le cadre de l’analyse d’atteignabilite´ : en effet, on
utilisera notre relaxation de Bernstein pour pouvoir construire un algorithme per-
mettant d’approximer les ensembles atteignables d’un syste`me dynamique polyno-
mial discre´tise´. Une deuxie`me application sera la ve´rification et le calcul d’invariants
pour un syste`me dynamique polynomial. Une troisie`me application consiste a` cal-
culer un controˆleur et un invariant pour un syste`me dynamique polynomial soumis
a` des perturbations. Dans le contexte de l’invariance, on utilisera la relaxation se
basant sur le principe de floraison. Enfin, une dernie`re application sera d’exploiter
les principales proprie´te´s de la forme polaire pour pouvoir e´tudier des syste`mes dy-
namiques polynomiaux dans des rectangles.
Abstract :
This thesis presents a study of polynomial dynamical systems motivated by both the
wide spectrum of applications of this class (chemical reaction models, electrical mo-
dels and biological models) and the difficulty (or inability) of theoretical resolution
of such systems.
In a first preliminary part, we present multivariate polynomials and we introduce
the notion of polar form of a polynomial (blossoming) and Bernstein polynomials
which will be of great interest thereafter.
In a second part, we consider the polynomial optimization problem said POP.
We first describe existing methods allowing us to solve or approximate the solution
5
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of such problems. Then, we present two linear relaxations based respectively on the
blossoming principle and the Bernstein polynomials allowing us to approximate the
optimal value of the POP.
The last part of the thesis is devoted to applications of the two relaxation me-
thods in the context of polynomial dynamical systems. A first application is in the
context of reachability analysis. In fact, we use our Bernstein relaxation in order to
build an algorithm allowing us to approximate the reachable sets of a discretized
polynomial dynamical system. A second application deals with the verification and
the computation of invariants for polynomial dynamical systems. A third applica-
tion consists in calculating a controller and an invariant for a polynomial dynamical
system subject to disturbances. For the invariance problem, we use the relaxation
based on the blossoming principle. Finally, the last application consists in exploi-
ting the main properties of the polar form in order to study polynomial dynamical
systems in rectangles.
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Chapitre 1
Introduction
1.1 Motivations
Dans cette the`se, nous allons nous inte´resser a` l’e´tude de syste`mes dynamiques
polynomiaux, c’est a` dire des e´quations diffe´rentielles dont le champ de vecteurs est
donne´ par des polynoˆmes. Les motivations de cette e´tude sont diverses.
D’abord, ce type de syste`mes intervient dans de nombreuses applications comme
une varie´te´ de mode`les de re´actions chimiques [73, 120], des mode`les de circuits
e´lectriques non line´aires [65, 190], les mode`les proies-pre´dateurs [114, 185] ainsi que
plusieurs mode`les provenant de la biologie [57].
Ensuite, contrairement aux syste`mes line´aires, les syste`mes polynomiaux peuvent
produire une repre´sentation significative de dynamiques complique´es comme les
mouvements chaotiques.
Enfin, la plus grande motivation de cette e´tude est le fait que la re´solution ana-
lytique des syste`mes dynamiques polynomiaux est en ge´ne´ral impossible. En effet,
pour comprendre les dynamiques de ces syste`mes, on utilise souvent des simulations
nume´riques qui nous permettent juste d’approcher les trajectoires. Comme chaque
simulation correspond a` une trajectoire (pour une condition initiale fixe´e) il nous
faut a` priori un grand nombre de simulations voire une infinite´ pour bien pouvoir
e´tudier ces syste`mes.
Cependant, on peut e´viter de simuler toutes les trajectoires du syste`me en l’e´tu-
diant d’une manie`re qualitative pour en de´gager les principales proprie´te´s (stabilite´,
pe´riodicite´,..). On peut aussi s’inte´resser a` l’e´tude des proprie´te´s d’atteignabilite´
et d’invariance qui repre´sentent des outils importants surtout dans le domaine de
ve´rification des syste`mes dynamiques. En effet, dans ce cadre on n’a pas besoin
d’e´tudier le comportement asymptotique d’un mode`le (un syste`me dynamique) mais
plutoˆt de ve´rifier que ce mode`le est bien approprie´ pour certaines proprie´te´s. Par
exemple, une des proprie´te´s inte´ressantes a` ve´rifier est la proprie´te´ de suˆrete´. Cette
proprie´te´ consiste a` ve´rifier que toutes les trajectoires du syste`me n’entreront jamais
dans un ensemble donne´ dit ensemble d’e´tats interdits. Pour ve´rifier une telle pro-
prie´te´, connaˆıtre l’ensemble atteignable du syste`me (ensemble que les trajectoires
du syste`me peuvent atteindre a` partir d’un ensemble d’e´tats initiaux donne´) ou une
sur-approximation de cet ensemble sera utile : c’est le contexte de l’analyse d’attei-
gnabilite´. D’autre part, connaˆıtre une re´gion invariante (re´gion dans laquelle si une
8
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trajectoire du syste`me entre alors elle restera toujours) peut nous aider a` ve´rifier
la suˆrete´ d’un syste`me. En effet, si cette re´gion n’intersecte pas l’ensemble d’e´tats
interdits, il suffit de prendre l’ensemble des e´tats initiaux a` l’inte´rieur de cette re´gion
pour que notre proprie´te´ de suˆrete´ soit ve´rifie´e sans avoir a` re´aliser un nombre infini
de simulations.
Dans cette the`se, le proble`me d’atteignabilite´ ainsi que le proble`me d’invariance
pour les syste`mes dynamiques polynomiaux seront conside´re´s. Le proble`me de syn-
the`se de controˆleurs assurant l’invariance pour des syste`mes dynamiques polyno-
miaux avec perturbations sera aussi traite´. On verra que la re´solution de ces pro-
ble`mes repose essentiellement sur la re´solution des proble`mes d’optimisation polyno-
miaux. Par conse´quent, une grande partie sera de´die´e a` l’optimisation polynomiale.
Le cas particulier important des syste`mes dynamiques dont le champ de vecteurs
est multi-affine est traite´ a` part. En effet, on proposera une approche permettant
d’e´tudier des syste`mes dynamiques polynomiaux dans des domaines rectangulaires
en se ramenant au cas multi-affine, ce qui nous permettra de re´soudre un proble`me
de planification des trajectoires.
1.2 Etat de l’art
Pour en arriver a` l’e´tude des syste`mes dynamiques polynomiaux et plus ge´ne´ra-
lement non line´aires, le cas line´aire a e´te´ intensivement e´tudie´.
Pour une e´quation diffe´rentielle line´aire
x˙(t) = Ax(t), x ∈ Rn (1.1)
ou` A ∈ Rn×n, le comportement des solutions est controˆle´ par le signe des parties
re´elles des valeurs propres de la matrice A donc la ve´rification de certaines proprie´te´s
(stabilite´, pe´riodicite´, ...) se rame`ne a` un proble`me spectral.
Conside´rons maintenant le syste`me controˆle´ 1 suivant :
x˙(t) = Ax(t) + Bu(t), x ∈ Rn (1.2)
ou` B ∈ Rn×p et u(t) ∈ Rp est le controˆleur que l’on veut calculer.
La plupart des temps, on cherche un controˆleur de´pendant de la variable d’e´tat
(u = u(x)) dans une re´gion bien pre´cise U (souvent borne´e). Dans ce cas il faut
aussi ve´rifier que pour tout x ∈ X (X ⊆ Rn de´signe l’ensemble des e´tats admis-
sibles) u = u(x) est bien inclus dans U : c’est la condition d’admissibilite´.
Dans la litte´rature, les premiers travaux ont e´te´ de´die´s a` la synthe`se d’un controˆ-
leur line´aire (u(x) = Kx ou` K ∈ Rp×n) et toute une the´orie a e´te´ de´veloppe´ (voir
[188, 189]). De nombreux re´sultats permettant de re´soudre des proble`mes de de´-
couplage [123, 147, 60], controˆlabilite´ et observabilite´ [96, 74], calcul d’ensembles
admissibles et stabilite´ [77, 61, 79, 181] ont e´te´ obtenus. Ayant comme objectif de
trouver une matrice K admissible permettant de forcer le syste`me a` avoir un certain
comportement, ces approches donnent ge´ne´ralement un ensemble de conditions sur
1. Tout le long de cette section, les syste`mes dynamiques seront donne´s par convention en temps
continu.
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cette matrice (par exemples des conditions sur les valeurs propres) qui de´pendent
des donne´es du syste`me. Dans le cas ou` les ensembles sont polye´draux, des condi-
tions aux sommets permettant le calcul d’une matrice admissible K ont aussi e´te´
obtenues.
Pour le proble`me de stabilisation d’un syste`me dynamique (trouver un controˆleur
qui le rend stable), l’approche classique est celle de Lyapunov [115]. On parle parfois
de syste`me Lyapunov-stable. En effet, de´montrer la stabilite´ revient a` trouver une
fonction de´croissante tout au long des trajectoires dite fonction de Lyapunov. Ainsi,
la stabilisation d’un syste`me dynamique consiste a` trouver a` la fois une fonction de
Lyapunov ainsi qu’un controˆleur associe´. On peut voir par exemple [128, 78] pour le
calcul d’un controˆleur line´aire en utilisant une fonction de Lyapunov quadratique.
Une situation plus complexe est obtenue lorsque (1.2) est perturbe´ par un terme
source :
x˙(t) = Ax(t) + Bu(t) + Ed(t), x ∈ Rn (1.3)
ou` E ∈ Rn×q et d(t) ∈ Rq.
Pour la stabilisation de (1.3), l’approche de Lyapunov est utilise´e dans [166, 116]
tandis que Blanchini [27, 29] propose une approche se basant sur la programmation
line´aire dans le cas d’ensembles polye´draux.
Cependant, la connaissance imparfaite de la dynamique exacte rend plus appro-
prie´ de l’e´tudier avec une certaine incertitude c’est a` dire prendre A = A(q(t)) et
B = B(q(t)) ou` q(t) est la fonction repre´sentant l’incertitude. Notons que le syste`me
reste toujours line´aire en x mais son e´tude devient plus complique´e. Dans [110, 44,
13, 11, 12, 193] des fonctions de Lyapunov quadratiques ont e´te´ utilise´es pour la
re´solution du proble`me de controˆle. Dans [30, 31], Blanchini re´sout le proble`me de
stabilisation sans fixer une forme particulie`re pour la fonction de Lyapunov (souvent
quadratique) ni pour le controˆleur (souvent line´aire).
Notons enfin que pour le cas line´aire, la notion d’invariance [62, 61, 25, 26] joue un
roˆle crucial. Dans [181, 20, 19, 27, 28] on voit bien que cette notion est fondamentale
pour la re´solution du proble`me de stabilite´. En effet, ce concept repre´sente un outil
permettant d’assurer a` la fois les conditions d’admissibilite´ ainsi que la stabilite´ du
syste`me dynamique.
Lorsque f : Rn → Rn est une application non line´aire, l’e´tude du syste`me
x˙(t) = f(x(t)), x ∈ Rn (1.4)
est ge´ne´ralement plus complexe.
En pre´sence d’un controˆleur u(t) et de perturbation d(t), le syste`me pre´ce´dent
aura la forme :
x˙(t) = f(x(t), u(t), d(t)), x ∈ Rn. (1.5)
Dans la plupart des cas, il n’est pas possible de re´soudre le syste`me (1.4) analytique-
ment et on cherche comme pre´ce´demment a` faire une e´tude qualitative pour pouvoir
comprendre le comportement des trajectoires du syste`me.
Une classe de champ vecteurs non line´aires intensivement e´tudie´e est celle des
fonctions multi-affines. En effet, une fonction est dite multi-affine si elle est affine
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par rapport a` chaque variables quand les autres sont vues comme des constantes.
Un champ de vecteurs est dit alors multi-affines si toutes ses composantes sont des
fonctions multi-affines. Pour cette classe de non line´arite´, plusieurs re´sultats ont e´te´
obtenus. Dans [98], le proble`me d’atteignabilite´ associe´ a` un syste`me multi-affine a
e´te´ e´tudie´ tandis que le proble`me de synthe`se de controˆleur assurant l’invariance et
la sortie en temps fini a e´te´ re´solu dans [15] pour les domaines rectangulaires (des
boˆıtes). Le proble`me de boˆıte invariante a e´te´ ge´ne´ralise´ pour une classe de fonctions
dites quasi-multi-affines [1].
Pour la classe de champs de vecteurs polynomiaux de nombreux travaux ayant
comme objectif la ve´rification de la stabilite´ ont e´te´ re´alise´s. Une grande partie
de ces travaux proposent des moyens pour le calcul d’un ensemble invariant pour le
domaine d’attraction. Dans [54, 140, 179, 43, 85] des fonctions de Lyapunov dont
les courbes de niveau donnent l’ensemble invariant sont calcule´es. Le proble`me de
synthe`se d’un controˆleur est aussi e´tudie´ et sa re´solution efficace repre´sente un de´fi
important. Dans [93] un algorithme ite´ratif se basant sur l’approche de Lyapunov
a e´te´ propose´ pour le calcul d’un controˆleur qui stabilise le syste`me. Cependant, ce
controˆleur n’est pas globalement optimal et parfois l’algorithme ne re´ussit pas a` le
trouver. D’autre part, e´tant donne´ la difficulte´ d’assurer les conditions de stabilite´
donne´es par l’approche de Lyapunov pour le proble`me de synthe`se d’un controˆleur,
Rantzer [144] pre´sente un nouveau crite`re de convergence se basant sur une fonction
de densite´ ayant de meilleures proprie´te´s de convexite´ que celle de Lyapunov. Pra-
jna [138] a exploite´ ce crite`re pour re´soudre le proble`me de synthe`se d’un controˆleur
et une application de ce travail dans le cas du controˆle d’un avion hypersonique a
e´te´ re´alise´e dans [8].
D’autre part, des me´thodes plus directes profitant du progre`s re´alise´ ces dernie`res
anne´es dans la programmation polynomiale [103, 131] et notamment de l’introduc-
tion des relaxations SOS [130] (somme de carre´s) sont maintenant disponibles [186,
42, 172, 169, 170, 175]. On peut citer notamment les travaux de Henrion [88, 89,
6, 119, 86, 2, 90, 87] utilisant essentiellement les relaxations LMI (ine´galite´s matri-
cielles line´aires) introduite par Lasserre [103]. L’ide´e de ces me´thodes est de ramener
l’e´tude a` la re´solution de proble`mes d’optimisation polynomiale pour pouvoir ensuite
utiliser les me´thodes de relaxations.
Ainsi, pour conclure, il est important d’avoir un outil permettant la re´solution
des proble`mes d’optimisation polynomiaux pour pouvoir e´tudier les syste`mes dyna-
miques polynomiaux (ve´rification de certaines proprie´te´s ou synthe`se d’un controˆleur
pour les assurer). Ceci fut l’inte´reˆt d’une grande partie de cette the`se.
1.3 Plan et contributions
1.3.1 Motivations
Proble`me d’atteignabilite´ :
Un des proble`mes aborde´s dans cette the`se est l’analyse d’atteignabilite´ dans le
cadre d’un syste`me dynamique discret :
xk+1 = f(xk), k ∈ N, xk ∈ R
n, x0 ∈ X0
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ou` f est un champ de vecteurs polynomial et X0 de´signe un polytope borne´ de Rn.
L’analyse d’atteignabilite´ de ce syste`me en temps borne´ consiste a` calculer la
suite Xk ⊆ Rn des ensembles atteignables a` l’instant k du syste`me jusqu’a` un certain
temps K ∈ N. En effet, il est facile de ve´rifier que cette suite ve´rifie la relation de
re´currence suivante Xk+1 = f(Xk). Cependant, la difficulte´ provient du fait que
meˆme si X0 est un polytope, les autres e´le´ments de la suite ne le sont pas force´ment.
En re´alite´, ils ne sont ge´ne´ralement meˆme pas convexes.
Pour re´soudre ce proble`me, on va sur-approximer ces ensembles en utilisant des
polytopes borne´s Xk = Poly(Ak, bk)
2 qui peuvent clairement eˆtre calcule´es par
induction en posant X0 = X0 et en assurant la relation f(Xk) ⊆ Xk+1 pour tout
k = 0, . . . , K − 1.
Ak,i
Ak+1,i
f(Xk)Xk
Figure 1.1 – Sur-approximation polye´drale
Ainsi, si le polytope Xk et la matrice de direction Ak+1 sont donne´s alors le
nouveau vecteur de position bk+1 associe´ a` Xk+1 doit ve´rifier l’ine´galite´ suivante :
−bk+1,i ≤ min
x∈Xk
−Ak+1,i · f(x) pour tout i = 1, . . . ,m,
ou` m de´signe le nombre de faces du polytope Xk+1 (voir Figure 1.1).
Par conse´quent, on va devoir trouver une borne minorante associe´e au proble`me
d’optimisation polynomial min
x∈Xk
−Ak+1,i · f(x).
Proble`me d’invariance polye´dral :
Un autre proble`me que l’on veut e´tudier dans cette the`se est le proble`me d’inva-
riance. En effet, conside´rons le syste`me dynamique suivant :
x˙(t) = f(x(t))
ou` f est un champ de vecteurs polynomial.
Etant donne´ un polytope P , on se propose de ve´rifier si P est invariant sous
l’action du champ de vecteurs f c’est a` dire si toutes les trajectoires commenc¸ant a`
2. Poly(A, b) de´signe le polytope dont les directions sont donne´es par la matrice A et les posi-
tions des faces par le vecteur b.
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l’inte´rieur de P restent dans P . Pour ve´rifier cette proprie´te´, un moyen sera d’e´tudier
l’orientation du champ de vecteurs sur la frontie`re du polytope. Plus pre´cise´ment,
sur les faces du polytope il faut que le champ de vecteurs pointe vers l’inte´rieur du
domaine.
Pour le voir, on conside`re comme exemple un polytope P ayant 5 faces (voir
Figure 1.2) et pour toute face Fi on de´signe par ni sa normale sortante et par bi
normale ni
Face Fi
Figure 1.2 – Polytope invariant
sa position. Par conse´quent, une condition ne´cessaire et suffisante pour l’invariance
de P est la positivite´ pour tout i = 1, . . . , 5 des valeurs optimales pi associe´es aux
proble`mes d’optimisation suivants :
minimiser −ni · f(x)
s.c ni · x = bi,
nj · x ≤ bj, j ∈ {1, . . . , 5} \ {i}.
Ainsi, pour pouvoir re´aliser notre e´tude sur les syste`mes dynamiques polyno-
miaux on a besoin de traiter des proble`mes d’optimisation polynomiale que l’on
notera POP. Cette the`se pre´sente donc deux types de contributions, la premie`re
concernant la re´solution d’un POP et la deuxie`me concernant l’analyse et le controˆle
des syste`mes dynamiques polynomiaux.
1.3.2 Proble`me d’optimisation polynomiale
On s’inte´resse au proble`me de minimisation d’une fonction objectif polynomiale
sur un ensemble de contraintes donne´es aussi par des polynoˆmes.
Pre´sentation du proble`me
La formulation ge´ne´rale du proble`me est la suivante :
minimiser p(x)
s.c x ∈ Rn
gi(x) ≤ 0 , i = 1, . . . ,m
hi(x) = 0 , j = 1, . . . , s
(1.6)
ou` p, g1, . . . , gm, h1, . . . , hs sont tous des polynoˆmes multi-varie´s.
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C’est un proble`me important dont la re´solution efficace demeure jusqu’a` nos jours
un grand de´fi. Notre objectif est de pouvoir trouver une borne infe´rieure “suffisam-
ment” proche de la valeur optimale de (1.6).
Aperc¸u de l’e´tat de l’art
Dans la litte´rature, plusieurs travaux ont e´te´ e´labore´s pour pouvoir e´tudier et re´-
soudre le proble`me (1.6). Le Chapitre 4 sera de´die´ aux me´thodes existantes classe´es
en deux cate´gories.
La premie`re, dite alge´brique, permet the´oriquement de calculer une solution
exacte. Cependant, l’inconve´nient de ces me´thodes est le couˆt e´leve´ des algorithmes
qu’elles utilisent puisqu’elles calculent explicitement tous les minima locaux pour en
de´duire le minimum global du proble`me d’optimisation a` re´soudre.
La deuxie`me cate´gorie englobe les me´thodes de relaxation. L’ide´e principale est
de ramener la re´solution d’un proble`me polynomial (difficile a` re´soudre) a` la re´solu-
tion d’une relaxation de plus grande taille (des variables et des contraintes supple´-
mentaires) qui soit plus facile a` re´soudre. Ainsi, les algorithmes fournis a` l’aide de
ces relaxations sont beaucoup moins couˆteux que ceux des me´thodes exactes. Ce-
pendant, ils nous donnent ge´ne´ralement des bornes infe´rieures a` la valeur optimale
que l’on cherche. Plus pre´cise´ment, on va distinguer deux types de relaxation.
La premie`re, surnomme´e relaxation RLT, se base sur la programmation line´aire. Par
conse´quent, des algorithmes efficaces pour la re´solution existent mais en contre partie
les bornes fournies a` l’aide de cette relaxation ne sont pas trop pre´cises. La deuxie`me,
surnomme´e relaxation LMI, est beaucoup plus pre´cise. Cependant, comme elle se
base sur la programmation semi-de´finie, les algorithmes utilise´s couˆtent plus chers.
Relaxations line´aires propose´es
Dans le chapitre 5, deux nouvelles relaxations line´aires pour le proble`me d’opti-
misation polynomiale sont pre´sente´es. Elles se basent respectivement sur le principe
de floraison et sur les polynoˆmes de Bernstein.
L’inte´reˆt principal de nos relaxations est mis en oeuvre graˆce a` l’exemple 10 du cha-
pitre 5. En effet, a` l’aide de cet exemple, on peut voir que la taille des relaxations
obtenus en utilisant le principe de floraison ou` les polynoˆmes de Bernstein sont net-
tement meilleures que les autres tout en ayant une pre´cision raisonnable.
En d’autres termes, nous allons pouvoir profiter de l’efficacite´ de la programmation
line´aire tout en ayant un nombre raisonnable de variables et de contraintes.
Dans ce qui suit, nous allons formuler ces relaxations dans le cas ou` les contraintes
sont affines (l’ensemble admissible est polye´dral).
1) Relaxation se basant sur le principe de floraison :
Dans le contexte de l’invariance (voir Chapitre 7), on se propose de trouver une
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borne infe´rieure a` la valeur optimale p∗ du proble`me :
minimiser p(x)
s.c x ∈ R,
ai · x ≤ bi, i = 1, . . . ,m,
cj · x = dj, j = 1, . . . , r.
(1.7)
ou` R de´signe un rectangle de Rn.
Pour cela, nous allons utiliser le principe de floraison (introduit dans le Chapitre 2)
d’un polynoˆme multi-varie´. Un polynoˆme multi-varie´ de degre´ δ = (δ1, . . . , δn) est
une fonction p : Rn → R s’e´crivant sous la forme :
p(x) = p(x1, . . . , xn) =
∑
(k1,...,kn)∈∆
pk1,...,knx
k1
1 . . . x
kn
n ,
ou` ∆ = {0, . . . , δ1} × · · · × {0, . . . , δn} et {pk1,...,kn ∈ R , (k1, . . . , kn) ∈ ∆} de´signe
l’ensemble de ses coefficients.
A partir d’un tel polynoˆme, le principe de floraison nous permet de construire un
autre polynoˆme qδ : Rδ1+···+δn → R (forme polaire de p) multi-affine (les nouveaux
degre´s en chacune des variables sont au plus e´gaux a` 1), syme´trique par rapport a`
ses arguments et tel que qδ(x1, . . . , x1, . . . , xn, . . . , xn) = p(x1, . . . , xn) (voir De´fini-
tion 4).
Maintenant, on se fixe un rectangle R de Rn dont les bornes sont x = (x1, . . . , xn),
x = (x1, . . . , xn) et dont l’ensemble de sommets est V . On lui associe ensuite un
nouveau rectangle R′ de Rδ1+···+δn , son ensemble de sommets V ′ ainsi qu’une relation
d’e´quivalence ∼= entre les sommets du rectangle R′ lie´ a` la syme´trie de qδ (voir
Section 3.3.1).
En notant V
′
= (V ′/ ∼=), on obtient le The´ore`me suivant :
The´ore`me 6. La valeur optimale pδ
∗ du programme line´aire :
max t
s.c t ∈ R, λ ∈ Rm, µ ∈ Rr,
λi ≥ 0, i = 1, . . . ,m,
t ≤ qδ(v) +
m∑
i=1
λi(a
′
i · v − bi)
+
r∑
j=1
µj(c
′
j · v − dj), v ∈ V
′
(1.8)
est une borne infe´rieure a` p∗.
2) Relaxation se basant sur les polynoˆmes de Bernstein :
Dans le contexte de l’analyse d’atteignabilite´ (Chapitre 6), on va conside´rer une
variante du proble`me (1.7) :
minimiser p(x)
s.c x ∈ R = [0, 1]n,
Ax ≤ b,
(1.9)
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ou` A ∈ Rm×n et b ∈ Rm.
Pour obtenir une borne infe´rieure a` l’optimum de ce proble`me, nous allons utiliser
les polynoˆmes de Bernstein introduits au Chapitre 3. En effet, dans la base de
Bernstein, le polynoˆme p de degre´ δ s’e´crit sous la forme :
p(x) =
∑
I≤δ
bIBI,δ(x)
ou` les polynoˆmes (BI,δ(x))I≤δ formant la base de Bernstein sont de´finis a` l’aide
de (3.5) et les coefficients (bI)I≤δ (qu’on les notera aussi (pˆI,δ)I≤δ) sont calcule´s en
utilisant (3.6).
Une borne infe´rieure associe´e au proble`me (1.9) est obtenue en re´solvant la re-
laxation line´aire donne´e par la Proposition suivante :
The´ore`me 8. Soit pδ
∗ la valeur optimale du programme line´aire suivant :
minimiser
∑
I≤δ pˆI,δzI
s.c zI ∈ R, I ≤ δ,
0 ≤ zI ≤ Bδ,I(
I
δ
), I ≤ δ,∑
I≤δ zI = 1,∑
I≤δ(A
I
δ
)zI ≤ b.
(1.10)
Alors, pδ
∗ ≤ p∗ ou` p∗ est la valeur optimale du proble`me (1.9).
Dans le Chapitre 5, les deux dernie`res relaxations sont ge´ne´ralise´es dans le cadre
du proble`me (1.6), c’est a` dire le cadre d’un ensemble de contraintes polynomiales
(ensemble semi-alge´brique). Cependant, pour les applications conside´re´s dans cette
the`se, nous utiliserons uniquement les relaxations pre´ce´demment de´finies puisque les
ensembles que l’on e´tudiera seront des polytopes.
Re´sultat de convergence :
Pour ame´liorer la pre´cision de notre relaxation, une possibilite´ sera d’augmenter le
degre´ K = δ de la relaxation (ce qui revient a` conside´rer les polynoˆmes p, g1, . . . , gm
ayant un degre´ maximal δ comme appartenant a` un ensemble de polynoˆmes de degre´
plus grand K ≥ δ).
Dans le cas des relaxations pre´ce´dentes le re´sultat de convergence est le suivant :
The´ore`me 9. Pour tout K ≥ δ,
0 ≤ p∗C − p
∗
K ≤ O(
1
k1
+ · · ·+ 1
kn
).
ou` p∗C est la valeur optimale du proble`me convexe suivant :
minimiser C(p)(x)
s.c x ∈ R,
Ax ≤ b,
et C(p)(x) de´signe l’enveloppe convexe de p sur le rectangle R.
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1.3.3 Analyse et controˆle des syste`mes dynamiques polyno-
miaux
Notons par f = (f1, . . . , fn) : Rn → Rn un champ de vecteurs polynomial et par
R un rectangle de Rn. Pour la partie analyse des syste`mes dynamiques polynomiaux,
les principales contributions sont :
1) Analyse d’atteignabilite´
Dans le Chapitre 6, on utilisera notre relaxation de Bernstein dans le cadre de
l’analyse d’atteignabilite´. En effet, on va proposer un algorithme permettant de
sur-approximer les ensembles atteignables d’un syste`me dynamique polynomial dis-
cre´tise´.
Aperc¸u de l’e´tat de l’art
Des me´thodes d’analyse par intervalles [94] peuvent eˆtre utilise´es pour calculer l’en-
semble atteignable. Cependant, ces me´thodes sont ge´ne´ralement utilise´s quand il
s’agit de domaines rectangulaires et pas dans le cas des domaines polye´draux.
L’approche la plus similaire a` la notre a e´te´ pre´sente´e par Dang [48, 52]. En
effet, dans ces travaux, l’ide´e de calculer des relaxations line´aires pour trouver des
sur-approximations est utilise´e. Cependant, les relaxations propose´es consistent a`
trouver graˆce a` la forme de Bernstein une fonction affine permettant de minorer
notre fonction polynomiale tandis que dans notre approche la fonction minorante
est une fonction affine par morceaux beaucoup plus pre´cise. De plus, cette approche
ne traite aussi que des domaines rectangulaires.
Me´thode :
Pour re´soudre ce proble`me, on va sur-approximer ces ensembles en utilisant des
polytopes borne´s Xk. En effet, ces sur-approximations peuvent clairement eˆtre cal-
cule´es par induction en posant X0 = X0 et en assurant la relation f(Xk) ⊆ Xk+1
pour tout k = 0, . . . , K − 1.
Le re´sultat principal de´crivant notre me´thode est donne´ a` l’aide de l’algorithme
d’atteignabilite´ 6.1.3. Cet algorithme permet essentiellement de ramener le calcul
de la sur-approximation Xk+1 a` la re´solution d’un proble`me de la forme (1.9). Par
conse´quent, on pourra s’en servir de la relaxation (1.10) pour la calculer.
Notons aussi que dans les proble`mes d’optimisations que l’on se propose de re´-
soudre, la matrice de direction (la matrice Ak) est fixe´e a` l’avance et le calcul se
restreint a` trouver les positions des faces (le vecteur bk). Par ailleurs, une autre
contribution est la fac¸on dont ces “mode`les polye´draux” seront choisis. En effet, on
propose deux sortes de mode`les : mode`les statiques ne prenant pas en conside´ration
l’e´volution du syste`me au cours du temps (algorithmes pas chers mais pre´cision res-
treinte) et mode`les dynamiques (algorithmes plus pre´cis mais plus chers). Tout cela
est mis en oeuvre dans la Section 6.2.1.
CHAPITRE 1. INTRODUCTION 18
2) Ve´rification et calcul d’invariant
Le Chapitre 7 illustre une deuxie`me application concernant la ve´rification et le
calcul d’invariants pour un syste`me dynamique polynomial dans le cas continu. Dans
ce contexte, on utilisera la relaxation se basant sur le principe de floraison.
Proble`me :
On va conside´rer le syste`me dynamique (7.1) :
x˙(t) = f(x(t)), x(t) ∈ Rn.
Un premier proble`me que l’on se propose de re´soudre est de ve´rifier si un po-
lytope donne´ P est invariant pour ce syste`me : c’est a` dire si une trajectoire du
syste`me appartient a` P a` l’instant t0 alors elle restera dans P pour tout t ≥ t0.
Un deuxie`me proble`me est le calcul a` partir d’un polytope P (qui a priori n’est pas
invariant), d’un polytope P ′ ayant les meˆmes directions que P et qui soit invariant.
Aperc¸u de l’e´tat de l’art
Le calcul des invariants pour des syste`mes dynamiques polynomiaux est souvent
aborde´e a` l’aide de la programmation semi-de´finie (SDP) par l’interme´diaire des re-
laxations SOS (voir Section 4.3.2). Une grande partie de la litte´rature dans ce sujet
consiste a` calculer les fonctions de Lyapunov dont les courbes de niveau sont les
invariants (voir [186, 174]).
Dans [15, 1], on traite le proble`me de la boˆıte invariante pour des dynamiques
multi-affines. Cependant, notre me´thode permet de trouver des polytopes invariants
pour des syste`mes dynamiques polynomiaux.
Me´thode :
On va montrer que la ve´rification d’invariance d’un polytope P peut se formuler
(voir Section 7.2.1) en un proble`me de ve´rification de positivite´ des valeurs opti-
males de proble`mes d’optimisation polynomial de la forme (1.7). Ainsi, une condi-
tion suffisante assurant l’invariance de P est la positivite´ des valeurs optimales des
relaxations associe´es ayant la forme (1.8).
Pour la re´solution du second proble`me, notre principal ingre´dient est un re´sul-
tat de´rivant de l’analyse de sensibilite´ (voir Section 7.1.3). Plus pre´cise´ment, nous
conside´rons le proble`me suivant (une variation du proble`me (1.7)) :
minimiser p(x)
s.c x ∈ R,
ai · x ≤ bi + αi, i ∈ I,
cj · x = dj + βj, j ∈ J,
(1.11)
ou` αi ∈ R, pour tout i ∈ I et βj ∈ R pour tout j ∈ J .
On note par p∗(α, β) sa valeur optimale et par pδ
∗(α, β) la valeur optimale de de la
relaxation (1.10) associe´e. On a le the´ore`me suivant :
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The´ore`me 11. Pour tous α ∈ RmI et β ∈ RmJ , tels que (1.11) est admissible,
on a :
p∗(α, β) ≥ pδ
∗(α, β) ≥ pδ
∗(0, 0)− λ∗ · α− µ∗ · β.
C’est en utilisant ce the´ore`me qu’on va construire a` partir de notre polytope initial
ǫ
Figure 1.3 – Nouveau polytope (en pointille´) obtenu apre`s perturbation du polytope
initial (en continu)
P , un nouveau polytope P ′ ayant les meˆmes directions de P (voir Figure 1.3) et qui
soit invariant. En effet, le fait de modifier juste les positions des faces du polytope
P revient a` perturber un proble`me de la forme (1.7) pour obtenir un proble`me de
la forme (1.11). Ainsi, en utilisant l’analyse de sensibilite´, on cherche a` trouver une
perturbation (la plus petite possible) qui nous permet de garantir la positivite´ de
la valeur optimale de la relaxation associe´e au proble`me perturbe´ (voir Section 7.2.2).
Maintenant, nous allons e´tablir les contributions dans le cadre du controˆle des
syste`mes dynamiques polynomiaux :
3) Synthe`se d’un controˆleur assurant l’invariance
Une extension du Chapitre 7 est propose´e par l’interme´diaire du Chapitre 8. En
effet, dans ce chapitre on se propose de calculer un controˆleur et un invariant pour
un syste`me dynamique polynomial sous l’action de perturbations.
Proble`me :
On va conside´rer un syste`me de controˆle soumis a` des contraintes d’entre´es et des
perturbations borne´es (8.1) :
x˙(t) = f(x(t), d(t)) + g(x(t), d(t))u(t), d(t) ∈ D , u(t) ∈ U
ou` d(t) ∈ D ⊆ Rm est une perturbation exte´rieure et u(t) ∈ U ⊆ Rp de´signe le
controˆleur. La matrice de controˆle g : Rn × Rm → R(n×p), est de´fini a` l’aide de
polynoˆmes multi-varie´s.
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Soit P ⊆ P ⊆ R deux polytopes compacts et convexes. On va conside´rer le
proble`me de synthe`se d’un controˆleur u pour le syste`me (8.1) tel que toutes les tra-
jectoires controˆle´es initialise´es a` l’inte´rieur de P restent dans P . Ceci peut eˆtre vu
comme e´tant une proprie´te´ de suˆrete´ ou` P est l’ensemble des e´tats initiaux et P est
l’ensemble des e´tats suˆres.
Aperc¸u de l’e´tat de l’art
L’inte´reˆt de re´soudre le proble`me pre´ce´dent est d’e´tablir une proprie´te´ de stabilite´
du syste`me en trouvant un controˆleur assurant l’invariance d’une certaine re´gion.
Dans la litte´rature, la plupart des approches pour la synthe`se d’un tel controˆleur et
d’une telle re´gion sont base´es sur la the´orie de Lyapunov ainsi que les techniques de
relaxations SOS. Le lecteur peut voir [32, 93] pour une revue de ces approches.
Me´thode :
Le proble`me peut eˆtre re´solu en synthe´tisant conjointement un controˆleur et un
invariant polye´dral P ⊆ R contenant P et inclus dans P . Pour cela, on propose une
approche ite´rative de´crite dans la Section 8.3.2 comportant deux principales e´tapes.
Dans la premie`re on va utiliser le re´sultat principal du Chapitre 8 donne´ a` l’aide
de la Proposition 19. Ce re´sultat permet, e´tant donne´ un polytope P et une forme du
controˆleur fixe´ au pre´alable, de trouver les coefficients d’un candidat a` l’invariance
(c’est a` dire un controˆleur u(x) ∈ U pour tout x ∈ R). Si ce controˆleur assure
l’invariance du polytope P pour le syste`me (8.1) on a re´solu notre proble`me. Sinon on
passe a` la deuxie`me e´tape consistant a` utiliser l’analyse de sensibilite´ pour modifier
P (tout en restant compris entre P et P ). Dans le cas ou` notre controˆleur u assure
l’invariance du nouveau polytope P ′ le proble`me est re´solu sinon on reprend la
premie`re e´tape en remplac¸ant P par P ′.
4) Synthe`se de controˆleur dans des rectangles
Une dernie`re application de´crite dans le Chapitre 9 traite le cas particulier de
syste`mes dynamiques polynomiaux dans des domaines rectangulaires. Les proprie´te´s
d’invariance, de sortie en temps fini et le proble`me de synthe`se d’un controˆleur as-
surant ces proprie´te´s seront traite´s. Tout cela va nous permettre a` la fin du chapitre
d’e´tudier le proble`me de planification des trajectoires.
Proble`me :
On commence par e´tudier le syste`me dynamique non controˆle´ suivant (9.1) :
x˙(t) = f(x(t)), x ∈ R.
Le proble`me avec controˆle conside´re´ est le suivant (9.14) :
x˙(t) = f(x(t)) + Bu(t), x ∈ R
ou` B ∈ Rn×p et u(t) ∈ Rp est le controˆleur a` calculer.
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On veut construire un controˆleur assurant l’invariance du rectangle R ainsi qu’un
controˆleur assurant la sortie a` travers une face donne´e du rectangle R.
Aperc¸u de l’e´tat de l’art
Le proble`me de synthe`se de controˆleur rendant un rectangle invariant ou assurant la
sortie par une face donne´e du rectangle est e´tudie´ dans le cas d’un champ de vecteur
multi-affine [15, 98]. Notre ide´e sera de ge´ne´raliser l’approche de´crite dans [15] dans
le cas d’un syste`me dynamique polynomial.
Me´thode :
Pour e´tudier l’invariance et la sortie a` travers une face donne´e du rectangle R des
trajectoires du syste`me (9.1), l’ide´e est de construire un syste`me dynamique e´qui-
valent de plus grande dimension dont le champ de vecteur est multi-affine. C’est le
cadre de notre me´thode d’abstraction (voir Section 9.1) ou` le principal ingre´dient
est le principe de floraison.
Une fois que l’on a a` disposition un syste`me dynamique multi-affine, on utilise
l’approche de´crite dans [15] pour pouvoir e´tablir des conditions permettant d’assurer
l’invariance ou la sortie d’une face donne´e du rectangle.
On se base ensuite sur les proprie´te´s de syme´trie d’une forme polaire en exploitant
notre relation d’e´quivalence ∼= pour pouvoir simplifier les re´sultats obtenus.
Le re´sultat principal concernant l’invariance est donne´ par :
The´ore`me 17. Le rectangle R est invariant pour le syste`me (9.1) si pour tout
sommet v ∈ V
′
et pour tout i = 1, . . . , n, les contraintes suivantes sont ve´rifie´es :
– Si li(v) = 0, il faut que fi,δ(v) ≥ 0.
– Si li(v) = δi, il faut que fi,δ(v) ≤ 0
ou` la de´finition de li(v) pour tout i = 1, . . . , n est donne´e dans la Section 3.3.
En effet, les conditions de ce the´ore`me nous permettent de s’assurer que toutes
les faces de R sont bloque´es (voir De´finition 10) d’ou` son invariance.
Pour la sortie a` travers une face donne´e du rectangle, on va devoir assurer a` la
fois que toutes les autres faces sont bloque´es et que toutes les trajectoires quittent
le rectangle en temps fini. Cela est e´tablit par la Proposition 27. Enfin, on montre
que tous les re´sultats de cette partie peuvent eˆtre formule´s a` l’aide des coefficients
de Bernstein.
Dans une deuxie`me partie, on va devoir ge´ne´raliser les programmes line´aires de la
premie`re partie dans le cas du syste`me controˆle´ (9.14). En effet, on obtient d’autres
programmes line´aires fournissant de plus un vecteur de controˆle λ. On montre ainsi
comment un controˆleur polynomial admissible peut eˆtre construit a` l’aide de ce
vecteur de controˆle. Pour plus de de´tail, le lecteur peut voir la Section 9.3.
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1.3.4 Plan
Dans cette section, nous de´crivons brie`vement le plan de cette the`se se composant
de trois parties.
Partie I : Pre´liminaires
La premie`re partie de cette the`se nous servira comme pre´liminaire dans lequel les
principales notations, de´finitions et re´sultats seront cite´s. On verra qu’on se re´fe´rera
tout le long de la the`se au contenu de cette partie. Dans cette partie nos deux
principaux outils (principe de floraison et polynoˆmes de Berstein) seront pre´sente´s.
Partie II : Optimisation polynomiale
La deuxie`me partie de la the`se, essentiellement the´orique, est consacre´e au pro-
ble`me d’optimisation polynomiale. Dans cette partie nos deux relaxations line´aires se
basant sur le principe de floraison et les polynoˆmes de Bernstein seront introduites.
Partie III : Applications dans le cadre des syste`mes dynamiques polyno-
miaux
La troisie`me et dernie`re partie de la the`se confirme l’inte´reˆt pratique de la partie
the´orique sur l’optimisation polynomiale. Elle sera consacre´e aux applications de
nos deux relaxations dans le cadre des syste`mes dynamiques polynomiaux pour des
domaines polye´draux.
1.3.5 Publications
Les travaux pre´sente´s dans cette the`se ont donne´s lieu a` plusieurs publications.
En effet, tous les chapitres de la dernie`re partie de la the`se (la partie des applications)
ont e´te´ l’objet d’une soumission dans des journaux ou des confe´rences se´lectives.
On citera dans cette section la liste comple`tes de ces contributions :
Journaux
Computation of Polytopic Invariants for Polynomial Dynamical Systems using Li-
near Programming. Mohamed Amin Ben Sassi et Antoine Girard. Publie´ dans Au-
tomatica, 48(12) :3114-3121, 2012.
Controller Synthesis for Robust Invariance of Polynomial Dynamical Systems using
Linear Programming. Mohamed Amin Ben Sassi et Antoine Girard. Publie´ dans
Systems and Control Letters, 61(4) :506-512, 2012.
Actes de confe´rences
Reachability Analysis of Polynomial Dynamical Systems using Linear Programming.
Mohamed Amin Ben Sassi, Romain Testylier, Thao Dang et Antoine Girard. Pre-
sente´ a` Automated Technology for Verification and Analysis, Trivandrum, Kirala,
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India, Octobre 2012.
Motion Planning of Polynomial Dynamical Systems on Rectangles. Mohamed Amin
Ben Sassi et Antoine Girard. Pre´sente´ a` European Control Conference, Zurich,
Suisse, Juillet 2013.
Premie`re partie
Pre´liminaires
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Chapitre 2
Ge´ne´ralite´s sur les polynoˆmes et
principe de floraison
Dans ce chapitre, on va de´finir les polynoˆmes dans leur cadre le plus ge´ne´ral
(polynoˆmes multi-varie´s) ainsi que leurs principales proprie´te´s. On traitera a` part
une classe bien particulie`re de ces polynoˆmes dite fonctions multi-affines qui jouera
un roˆle important par la suite. A la fin de ce chapitre, on introduira le principe de
floraison ou notion de forme polaire d’un polynoˆme qui nous permettra de passer de
manie`re pratique du cas polynomial au cas multi-affine.
2.1 Polynoˆmes multi-varie´s
Un polynoˆme d’une seule variable, qu’on appellera aussi un polynoˆme uni-varie´,
est toute fonction p : R→ R s’e´crivant sous la forme :
p(x) =
r∑
k=1
pkx
k
ou` r ∈ N de´signe le degre´ du polynoˆme p et {pk ∈ R , k = 1, . . . , r} de´signe l’en-
semble de ses coefficients.
On utilisera la notation R[x] pour de´signer l’alge`bre des polynoˆmes de variable x.
On peut ge´ne´raliser cette de´finition dans le cas de plusieurs variables et avoir ainsi
un polynoˆme multi-varie´.
De´finition 1. Un polynoˆme multi-varie´ est toute fonction p : Rn → R s’e´crivant
sous la forme :
p(x) = p(x1, . . . , xn) =
∑
(k1,...,kn)∈∆
pk1,...,knx
k1
1 . . . x
kn
n .
avec ∆ = {0, . . . , δ1}×· · ·×{0, . . . , δn} ou` δ1, . . . , δn sont les degre´s de p dans les va-
riables respectives x1, . . . , xn et {pk1,...,kn ∈ R , (k1, . . . , kn) ∈ ∆} de´signe l’ensemble
de ses coefficients.
Une autre e´criture peut eˆtre donne´e en introduisant la relation d’ordre suivante :
soit I = (i1, . . . , in) ∈ Nn et δ = (δ1, . . . , δn) ∈ Nn, on dit que I ≤ δ (ine´galite´ entre
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multi-indices) si ij ≤ δj pour tout j ∈ {1, . . . , n}.
On note aussi |I| = i1 + · · ·+ in et pour x ∈ Rn, xI = x
i1
1 . . . x
in
n .
Ainsi, le polynoˆme p peut s’e´crire sous la forme :
p(x) =
∑
I≤δ
pIx
I avec pI ∈ R, ∀I ≤ δ.
Ce polynoˆme peut eˆtre conside´re´ comme polynoˆme de degre´ δ (un multi-indice) ou
polynoˆme de degre´ |δ|.
On s’inte´ressera au proble`me d’optimisation d’une fonction objectif polynomiale sur
des ensembles compacts bien particuliers tels que les boˆıtes (produit d’intervalles), les
polytopes (contraintes affines) ou` plus ge´ne´ralement les ensembles semi-alge´briques
(contraintes polynomiales). Pour e´tudier ces proble`mes, plusieurs techniques sont
conc¸ues. L’inte´reˆt de la plupart de ces techniques est de fournir des relaxations fa-
ciles a` re´soudre permettant d’approcher notre solution optimale qu’on notera p∗
(c’est-a`-dire trouver une borne infe´rieure ou supe´rieure a` p∗).
Ces relaxations proviennent essentiellement de la the´orie de repre´sentation de po-
lynoˆmes positifs sur des ensembles donne´s (qui seront dans notre cas les ensembles
compacts de´finis par les contraintes du proble`me d’optimisation).
Pour cela on va citer les principaux re´sultats de repre´sentation de polynoˆmes
positifs sur quelques exemples d’ensembles compacts.
2.1.1 Repre´sentation des polynoˆmes positifs
Dans la litte´rature on pourra distinguer deux sortes de repre´sentations de po-
lynoˆmes positifs [136], on va commencer par citer les premie`res repre´sentations qui
ont e´te´ e´tablies dans le cas unidimensionnel sur l’intervalle [−1, 1] .
The´ore`me 1. (Bernstein [22] et Hausdorff [135])
Soit p ∈ R[x]. Si p(x) > 0 sur [−1, 1] alors
p(x) =
∑
i+j≤d
ci,j(1− x)
i(1 + x)j, (2.1)
pour un entier suffisamment grand d et des constantes ci,j ≥ 0 pour tout entier i, j
ve´rifiant i+ j ≤ d.
En effet la condition x ∈ [−1, 1] sera traduite par les contraintes 1 − x ≥ 0 et
1+x ≥ 0, on peut remarquer que cette repre´sentation est la somme des produits de
1−x et 1+x (ayant des puissances borne´s en somme par un certain degre´ maximal
d) ponde´re´s par des coefficients positifs.
La deuxie`me repre´sentation utilise une classe spe´ciale de polynoˆmes qu’on appelle
somme de carre´s de polynoˆmes.
De´finition 2. p ∈ R[x] est dit somme de carre´s de polynoˆmes qu’on notera p ∈ Σ[x]
si et seulement si :
p(x) =
k∑
i=1
hi(x)
2
pour certains polynoˆmes (hi), i = 1 . . . , k avec k entier positif.
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En utilisant ces polynoˆmes on a la repre´sentation suivante :
The´ore`me 2. (Schmudgen’s [160])
Soit p ∈ R[x] de degre´ r. Alors p(x) ≥ 0 sur [−1, 1] si et seulement si
p(x) = f0 + (1− x)f1 + (1 + x)f2 + (1− x
2)f3, (2.2)
avec f0, f1, f2, f3 ∈ Σ[x] ayant tous un degre´ infe´rieur ou e´gal a` r.
Ces re´sultats peuvent s’e´tendre en dimension supe´rieure avec des contraintes plus
ge´ne´rales que des intervalles. Posons
K = {x ∈ Rn | gk(x) ≥ 0, k = 0, . . . ,m}. (2.3)
Dans le cas ou` K est un polytope convexe d’inte´rieur non vide (les gi sont des
fonctions affines) le The´ore`me 1 se ge´ne´ralise de la fac¸on suivante :
The´ore`me 3. (Handelmann [84])
Soit p ∈ R[x]. Si p(x) > 0 sur K alors
p(x) =
∑
|α|≤d
bαg1(x)
α1 . . . gm(x)
αm , (2.4)
pour un entier suffisamment grand d et des constantes bα ≥ 0 pour tout α ∈ Nn
ve´rifiant |α| = α1 + . . . αn ≤ d.
Par ailleurs, la repre´sentation (2.4) est aussi valable si K est un ensemble semi-
alge´brique compact (les gi sont des polynoˆmes) ve´rifiant la condition suivante [180] :
Hypothe`se 1. L’ensemble (1, gj)j=1,...,m ge´ne`re l’alge`bre R[x] = R[x1, . . . , xn].
Pour la version ge´ne´ralise´ du The´ore`me 2, la condition sur la positivite´ du po-
lynoˆme p sera re´duite en positivite´ stricte et l’ensemble K de´fini par (2.3) peut
eˆtre pris comme e´tant un ensemble semi-alge´brique compact ve´rifiant maintenant la
condition suivante [139] :
Hypothe`se 2. Il existe un polynoˆme multi-varie´ u : Rn −→ R tel que l’ensemble
{x ∈ Rn | u(x) ≥ 0} est compact, et
u(x) = u0(x) +
m∑
k=1
gi(x)ui(x) pour tout x ∈ R
n (2.5)
ou` les polynoˆmes ui(x) sont tous des sommes de carre´s de polynoˆmes, i = 0, . . . ,m.
Et on aura la repre´sentation suivante :
The´ore`me 4. (Putinar [139])
Soit p ∈ R[x]. Si p(x) > 0 sur K alors
p(x) = f0 +
m∑
j=1
fjgj, (2.6)
avec fj ∈ Σ[x], ∀j ∈ 0, . . . ,m.
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Remarque 1. Il est e´vident que si p ∈ Σ[x] alors p(x) ≥ 0. La re´ciproque n’est pas
toujours vraie.
En effet, en 1888, Hilbert montre que la re´ciproque est vrai pour un polynoˆme a` n
variables de degre´ 2d (avec 2d = |δ|) seulement dans les cas suivantes :
– Cas d’un polynoˆme d’une seule variable ( n = 1).
– Cas d’un polynoˆme quadratique (d = 1).
– Cas d’un polynoˆme bi-varie´ quartique (n = 2 et d = 2).
Dans tous les autres cas il existe des contre-exemples de polynoˆmes positifs qui ne
sont pas somme de carre´s de polynoˆmes (voir Reznick [148] pour plus de de´tails).
Remarque 2. Il est important de remarquer que, contrairement a` l’Hypothe`se 1,
l’Hypothe`se 2 n’est pas tre`s restrictive (Lasserre [103]). En effet, elle est satisfaite
par exemple, s’il existe un polynoˆme gk tel que l’ensemble {x ∈ Rn | gk(x) ≥ 0} est
compact, car dans ce cas il suffira de prendre tous les ui ≡ 0 sauf uk ≡ 1 dans (2.5).
Plus ge´ne´ralement, une fac¸on de l’assurer sera d’ajouter dans la de´finition de K la
contrainte supple´mentaire gm+1(x) = a
2 − ||x||2 pour un re´el a suffisamment grand,
ce qui est toujours possible e´tant donne´ que l’ensemble K est compact, ou` ||x|| de´signe
la norme Euclidienne de x.
Les relaxations qu’on e´tudiera dans la seconde partie, et plus pre´cise´ment dans le
premier chapitre de cette partie, reposent essentiellement sur ces repre´sentations. En
effet, l’ide´e est de repre´senter le polynoˆme positif p(x)−p∗ en fonction des contraintes
donne´es par l’ensemble K. Ainsi, toute la difficulte´ sera d’en trouver les coefficients
constants ou polynomiaux (selon le type de la repre´sentation choisie) associe´s. C’est
a` l’aide de la relaxation, et plus pre´cise´ment de son dual, que ces coefficients pourront
eˆtre obtenus. Pour cela, on va faire face a` deux proble`mes : le premier est le fait que
le degre´ de la repre´sentation et donc de la relaxation n’est pas connu a` l’avance et
le deuxie`me est le fait que le polynoˆme p(x) − p∗ n’est pas force´ment strictement
positif. Enfin, on finit par remarquer que trouver des coefficients polynomiaux fi
sera certainement plus difficile et plus couˆteux que trouver des coefficients constants
bα.
2.1.2 Cas particulier important : les fonctions multi-affines
Une fonction multi-affine est un polynoˆme multi-varie´ qui s’e´crit comme fonc-
tion affine en chacune de ses variables quand les autres sont conside´re´es comme des
constantes.
De´finition 3. Une fonction multi-affine p : Rn → R est un polynoˆme multi-varie´
dont le degre´ en chaque variable x1, . . . , xn est au plus e´gal a` 1 :
p(x) = p(x1, . . . , xn) =
∑
(k1,...,kn)∈{0,1}n
pk1,...,knx
k1
1 . . . x
kn
n
avec pk1,...,kn ∈ R pour tout (k1, . . . , kn) ∈ {0, 1}
n.
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Par exemple, une fonction multi-affine bi-varie´e est de la forme :
p(x1, x2) = p00 + p10x1 + p01x2 + p11x1x2.
Exemple 1. Les e´quations de Lotka-Volterra que l’on de´signe aussi sous le terme
de mode`le proie-pre´dateur, ont e´te´ propose´es inde´pendamment par Lotka en 1925 et
Volterra en 1926 pour de´crire la dynamique de syste`mes biologiques dans lesquels un
pre´dateur et sa proie interagissent.
Ces e´quations ont la forme suivante :{
x˙ = f1(x, y) = αx− βxy,
y˙ = f2(x, y) = γxy − δy,
ou` α, β, γ, δ sont des constantes.
Un inte´reˆt des fonctions multi-affines re´side dans le fait qu’elles pre´sentent une
certaine particularite´ sur les domaines rectangulaires (les boˆıtes). Avant de l’e´noncer
on a besoin d’introduire les notations Rn = {x = (x1, .., xn) ∈ Rn|∀i ∈ {1, .., n} :
ai 6 xi 6 bi} pour de´signer un rectangle de Rn, Vn =
∏n
i=1{ai, bi} l’ensemble de
sommets associe´s a` Rn et la fonction ξk : {ak, bk} 7→ {0, 1} avec ξk(ak) = 0 et
ξk(bk) = 1 ∀k ∈ {1, . . . , n}. Soit f : Rn → Rp une fonction multi-affine c’est a` dire
que les fonctions fi sont multi-affines pour tout i ∈ {1, .., n}.
Le re´sultat est donne´ par le lemme suivant dit lemme de convexite´ [15] :
Lemme 1. f(x1, . . . , xn) est une combinaison convexe des valeurs de f au sommets
de Rn pour tout e´le´ment x = (x1, . . . , xn) ∈ Rn.
Graˆce a` ce lemme on de´duit simplement le corollaire suivant :
Corollaire 1. Soit p : Rn → R une fonction multi-affine et soit Rn un rectangle de
Rn avec un ensemble de sommets note´ Vn, alors min
x∈Rn
p(x) = min
v∈Vn
p(v).
2.2 Le principe de floraison ou forme polaire d’un
polynoˆme
Le principe de floraison (en Anglais “blossom”) est un outil mathe´matique mis
en oeuvre par Lille Ramshaw [142] en 1987. La motivation e´tait de simplifier la
construction des courbes polynomiales et mettre en oeuvre de nouvelles repre´senta-
tions surfaciques et de nouveaux algorithmes. Ainsi cet outil s’est ave´re´ utile dans
le domaine de la ge´ome´trie assiste´e par ordinateur [161]. Par ailleurs, le principe de
floraison de´bouche sur de nombreuses simplifications dans le contexte des B-splines
comme c’est de´crit dans [143, 161] et plus particulie`rement dans les travaux de De
Casteljau (voir [55, 56]).
La floraison ou forme polaire d’un polynoˆme donne´ est une transformation qui
permet de re´duire la complexite´ de ce polynoˆme en ajoutant de nouvelles variables
tout en ayant une certaine proprie´te´ de syme´trie. Cette transformation est unique
si le degre´ du polynoˆme est fixe´ a` l’avance. On donnera par la suite la de´finition
dans le cadre ge´ne´ral de la forme polaire d’un polynoˆme multi-varie´ et on citera ses
principales proprie´te´s. Celles-ci seront tre`s utiles dans la deuxie`me partie de cette
the`se.
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De´finition 4. Soit δ ∈ Nn. La floraison relative a` δ d’un polynoˆme multi-varie´
p : Rn → R est la fonction qδ : Rδ1+···+δn → R donne´e pour tout e´le´ment
z = (z1,1, . . . , z1,δ1 , . . . , zn,1, . . . , zn,δn) ∈ R
δ1+···+δn par :
qδ(z) =
∑
(k1,...,kn)∈∆
pk1,...,knBk1,δ1(z1,1, . . . , z1,δ1) . . .Bkn,δn(zn,1, . . . , zn,δn)
avec
Bk,d(z1, . . . , zd) =
1
( dk )
∑
σ∈C(k,d)
zσ1 . . . zσk
et C(k, d) de´signe l’ensemble des combinaisons de k e´le´ments dans {1, . . . , d}.
Remarque 3. On notera tout simplement q la forme polaire de p ou` q = qδ, δ est
le degre´ du polynoˆme p. Notons que p peut eˆtre vu comme e´tant un polynoˆme de
degre´ supe´rieur δ′ en ajoutant des coefficients non nuls. Ainsi, on pourra obtenir
une nouvelle forme polaire qδ′ de p relative a` δ
′.
Un exemple aidera a` bien comprendre la de´finition pre´ce´dente :
Exemple 2. La forme polaire du polynoˆme bi-varie´ p(x1, x2) = 3x1+x
2
1x
2
2+2x
3
2 est
la suivante :
q(z1,1, z1,2, z2,1, z2,2, z2,3) =
3
2
(z1,1+z1,2)+
1
3
z1,1z1,2(z2,1z2,2+z2,1z2,3+z2,2z2,3)+2z2,1z2,2z2,3.
Proposition 1. Il de´coule de la De´finition 4 que la forme polaire qδ du polynoˆme p
satisfait les proprie´te´s suivantes :
1. C’est une fonction multi-affine .
2. C’est une fonction syme´trique par rapport a` ses arguments :
qδ(z1,1, . . . , z1,δ1 , . . . , zn,1, . . . , zn,δn) = qδ(π1(z1,1, . . . , z1,δ1), . . . , πn(zn,1, . . . , zn,δn)),
avec πi est une permutation quelconque de ses δi arguments .
3. Elle satisfait la proprie´te´ diagonale :
qδ(z1, . . . , z1, . . . , zn, . . . , zn) = p(z1, . . . , zn).
4. Elle est unique pour un degre´ δ fixe´.
De´monstration. Il est e´vident par construction que le polynoˆme qδ est bien une fonc-
tion multi-affine.
La proprie´te´ de syme´trie provient du fait que tous les Bki,δi sont syme´triques par
rapport a` leurs arguments zi,1, . . . , zi,δi avec i ∈ {1, . . . , n} et ki ∈ {1, . . . , δi}.
Enfin la proprie´te´ diagonale peut eˆtre ve´rifie´e facilement comme suit :
qδ(z1, .., z1, .., zn, . . . , zn) =
∑
(k1,...,kn)∈∆
pk1,...,knBk1,δ1(z1, .., z1) . . .Bkn,δn(zn, .., zn)
=
∑
(k1,...,kn)∈∆
pk1,...,knz1
k1 . . . zn
kn
= p(z1, . . . , zn).
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La floraison permet donc de passer d’un polynoˆme de n variables de degre´s
δ1, . . . , δn a` une fonction multi-affine de δ1+ · · ·+ δn variables. Ainsi on a un gain en
complexite´ mais en contre partie une croissance en dimension. Par ailleurs, on aura
une syme´trie importante a` exploiter entre les nouvelles variables.
Chapitre 3
Polynoˆmes de Bernstein
Les polynoˆmes de Bernstein (duˆs au mathe´maticien Ukrainien Serge¨ı Natanovich
Bernstein) ont permis de donner une preuve constructive du the´ore`me de Stone-
Weierstrass 1. Ils sont aussi utilise´s dans la formulation ge´ne´rale des courbes de
Be´zier. Ces polynoˆmes repre´sentent e´galement un outil important pour approcher
l’image d’un polynoˆme multi-varie´ dans un domaine rectangulaire (boˆıte). En effet,
en 1965, Cargo [40] a d’abord utiliser la forme de Bernstein pour borner l’image par
un polynoˆme de l’intervalle [0, 1] c’est a` dire l’ensemble {p(x) : 0 ≤ x ≤ 1} ou` p
est un polynoˆme d’une seule variable. Le cas bi-varie´ a e´te´ traite´ par Garloff [66] en
1985. L’ide´e a e´te´ ensuite ge´ne´ralise´e pour les polynoˆmes multi-varie´s [149, 151, 100]
. Par conse´quent de nombreuses applications se basant sur la forme de Bernstein
ont vu le jour notamment dans le domaine d’analyse par intervalle avec Rokne [152,
154, 153, 113], Fisher [63] et Stahl dans sa the`se [165].
Dans le cadre de cette the`se, ces polynoˆmes vont servir a` donner des relaxations
line´aires et convexes a` des proble`mes d’optimisation polynomiaux ge´ne´ralement non
line´aires et non convexes. En effet, a` l’aide de ces polynoˆmes on peut approcher des
fonctions polynomiales par d’autres fonctions affines ou affines par morceaux [71] et
donc un ensemble non convexe par un ensemble convexe (son enveloppe convexe par
exemple). Enfin, ces polynoˆmes peuvent aussi aider a` re´soudre certains proble`mes
de controˆle comme c’est le cas dans [68, 69].
Le but de ce chapitre sera d’introduire ces polynoˆmes, e´nume´rer leurs proprie´te´s
principales et citer les re´sultats principaux obtenus a` l’aide de ces polynoˆmes. Pour
plus de de´tail, le lecteur peut voir la collection des travaux de Bernstein [23, 24]..
3.1 Polynoˆmes de Bernstein : de´finition et pro-
prie´te´s
On commence par donner la de´finition des polynoˆmes de Bernstein dans le cas
uni-dimensionnel puis on donnera la de´finition dans le cas ge´ne´ral. Notons que les
expressions de ces polynoˆmes seront donne´es dans des boˆıtes unite´s. On peut se
ramener au cas des boˆıtes quelconques en appliquant un changement de variable
1. Il s’agit d’un the´ore`me prouvant qu’on peut approcher une fonction continue sur un intervalle
par une suite de polynoˆmes
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affine.
De´finition 5. Dans [0, 1], les polynoˆmes de Bernstein de degre´ m sont de´finis
comme suit :
Bi,m(x) =
(
m
i
)
xi(1− x)m−i, ∀i ∈ {0, . . . ,m}. (3.1)
Proposition 2. Les polynoˆmes de Bernstein forment une base pour les polynoˆmes
de degre´ m et plus pre´cise´ment pour tout 0 ≤ i ≤ m on a :
xi =
m∑
j=i
(
j
i
)
(
m
i
)Bj,m(x). (3.2)
De´monstration. Pour tout i = 0, . . . ,m, on a :
xi = xi(x+ (1− x))m−i =
m−i∑
k=0
(
m− i
k
)
xi+k(1− x)m−i−k
=
m∑
j=i
(
m− i
j − i
)
xj(1− x)m−j =
m∑
j=i
(
j
i
)
(
m
i
) ( m
j
)
xj(1− x)m−j
=
m∑
j=i
(
j
i
)
(
m
i
)Bj,m(x).
Ainsi, graˆce a` (3.2) on peut voir que les e´le´ments xi sont des combinaisons li-
ne´aires des polynoˆmes de Bernstein pour tout i = 0, . . . ,m.
Maintenant, soit p un polynoˆme de degre´ m alors p s’e´crit sous la forme suivante :
p(x) =
m∑
i=0
pix
k
ou` l’ensemble {pi ∈ R , i = 0, . . . ,m} de´signe l’ensemble des coefficients du poly-
noˆme p dans la base canonique.
A l’aide de (3.2), on pourra e´crire le polynoˆme p dans la base de Bernstein et
calculer explicitement son nouvel ensemble de coefficients.
Proposition 3. Dans la base de Bernstein p s’e´crit sous la forme :
p(x) =
m∑
i=0
biBi,m(x)
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avec pour tout i = 0, . . . ,m :
bi =
i∑
j=0
(
i
j
)
(
m
j
)pj. (3.3)
De´monstration. Pour la preuve il suffit d’utiliser (3.2) :
p(x) =
m∑
j=0
pjx
j =
m∑
j=0
pj
m∑
i=j
(
i
j
)
(
m
j
)Bi,m(x)
=
m∑
i=0
i∑
j=0
pj
(
i
j
)
(
m
j
)Bi,m(x) = m∑
i=0
biBi,m(x).
Ainsi pour tout i = 0, . . . ,m on aura :
bi =
i∑
j=0
(
i
j
)
(
m
j
)pj.
Citons maintenant les principales proprie´te´s qui caracte´risent ces polynoˆmes.
Proposition 4. Les proprie´te´s suivantes sont valables pour tout x ∈ [0, 1] :
1. Partition de l’unite´ :
m∑
i=0
Bi,m(x) = 1.
2. 0 ≤ Bi,m(x) ≤ Bi,m(
i
m
) avec i = 0, . . . ,m.
3. Syme´trie : Bi,m(x) = Bm−i,m(1− x) avec i = 0, . . . ,m.
4. x =
m∑
i=0
Bi,m(x)
i
m
.
5. Bi,m−1(x) =
n−i
n
Bi,m(x) +
i+1
n
Bi+1,m(x).
De´monstration. Pour la partition de l’unite´ il suffit d’utiliser la formule du binoˆme
de Newton. En effet,
m∑
i=0
Bi,m(x) =
m∑
i=0
(
m
i
)
xi(1− x)m−i = (x+ 1− x)m = 1.
D’autre part, une simple de´rivation montre que sur [0, 1], la fonction Bi,m(x) est
positive et qu’elle atteint son maximum au point i
m
pour tout i ∈ {0, . . . ,m}.
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Pour la proprie´te´ de syme´trie, il suffit de voir que x et 1− x jouent des roˆles syme´-
triques dans la De´finition 5 en permutant les degre´s i et m− i.
Pour de´montrer la proprie´te´ 4, il suffit de remarquer que :
m∑
i=0
Bi,m(x)
i
m
= x
(
m∑
i=1
Bi−1,m−1(x)
)
= x.
Enfin, la dernie`re proprie´te´ concernant l’e´criture d’un polynoˆme de Bernstein comme
e´tant une combinaison line´aire d’autres polynoˆmes de Bernstein de dimension supe´-
rieure, se de´montre comme suit :
A =
n− i
n
Bi,m(x) +
i+ 1
n
Bi+1,m(x)
= xi(1− x)m−1−i
[
n− i
n
(
m
i
)
(1− x) +
i+ 1
n
(
m
i+ 1
)
x
]
= xi(1− x)m−1−i
[(
m− 1
i
)
(1− x) +
(
m− 1
i
)
x
]
= Bi,m−1(x).
On verra plus loin dans cette the`se qu’en utilisant la de´composition de polynoˆmes
dans la base de Bernstein ainsi que les proprie´te´s pre´ce´dentes, on arrive a` obtenir
des relaxations line´aires a` des proble`mes d’optimisation polynomiale ge´ne´ralement
non line´aires et non convexes.
Maintenant, on va ge´ne´raliser ces notions au cas des polynoˆmes multi-varie´s c’est
a` dire p(x) = p(x1, . . . , xn) ou` x = (x1, . . . , xn) ∈ U = [0, 1]
n.
Pour cela, on aura besoin des notations suivantes :
Soient I = (i1, . . . , in), J = (j1, . . . , jn) deux multi indices :
– Pour x ∈ Rn, 1n − x = (1− x1, . . . , 1− xn).
– I
J
=
(
i1
j1
, . . . , in
jn
)
pour tout couple de multi indice (I, J).
–
(
I
J
)
=
(
i1
j1
)
. . .
(
in
jn
)
.
– Ir,k = (i1, . . . , ir−1, ir + k, ir+1, . . . , in) pour tout multi indice I et tout entier
r ∈ {1, . . . , n}, k ∈ Z.
Fixons δ = (δ1, . . . , δn) ∈ Nn comme e´tant le degre´ maximal du polynoˆme p.
Ainsi p s’e´crit sous la forme suivante :
p(x) =
∑
I≤δ
pIx
I avec pI ∈ R, ∀I ≤ δ.
Les polynoˆmes de Bernstein seront ainsi donne´s par :
BI,δ(x) = βi1,δ1(x1) . . . βin,δn(xn) avec βij ,δj(xj) =
(
δj
ij
)
x
ij
j (1− xj)
δj−ij . (3.4)
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Par conse´quent on pourra e´crire :
BI,δ(x) =
(
δ
I
)
xI(1n − x)
δ−I . (3.5)
Le re´sultat suivant se de´montre de manie`re analogue au cas unidimensionnel.
Proposition 5. Dans la base de Bernstein p s’e´crit sous la forme :
p(x) =
∑
I≤δ
bIBI,δ(x)
avec une se´quence de coefficients (bI)I≤δ donne´e par
bI =
∑
J≤I
(
i1
j1
)
. . .
(
in
jn
)
(
δ1
j1
)
. . .
(
δn
jn
)pJ =∑
J≤I
(
I
J
)
(
δ
J
)pJ . (3.6)
Par ailleurs, on peut ge´ne´raliser les proprie´te´s de la Proposition 4.
Proposition 6. Pour tout x = (x1, . . . , xn) ∈ U on a les proprie´te´s suivantes :
1. Partition de l’unite´ :
∑
I≤δ
BI,δ(x) = 1.
2. 0 ≤ BI,δ(x) ≤ BI,δ(
I
δ
).
3. Syme´trie : BI,δ(x) = Bδ−I,δ(1n − x) ou` 1n est le n-uplet (1, . . . , 1).
4. x =
∑
I≤δ
BI,δ(x)
I
δ
.
5. BI,δr,−1 =
δr−ir
δr
BI,δ +
ir+1
δr
BIr,1,δ.
De´monstration. La preuve de chaque proprie´te´ se fait par la ge´ne´ralisation de celle
faite dans le cas n = 1.
En effet, pour la premie`re proprie´te´ il suffit d’e´crire :
∑
I≤δ
BI,δ(x) =
∑
I≤δ
(
δ
I
)
xI(1n − x)
δ−I
=
∑
i1≤δ1
(
δ1
i1
)
x1
i1(1− x1)
δ1−i1 × · · · ×
∑
in≤δn
(
δn
in
)
xn
in(1− xn)
δn−in
=
∑
i1≤δ1
βi1,δ1(x1)× · · · ×
∑
in≤δn
βin,δn(xn) = 1.
Pour la deuxie`me, on sait de´ja` que pour tout j = 1, . . . , n, on a :
0 ≤ Bij ,δj(xj) ≤ Bij ,δj(
ij
δj
).
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Ainsi, en faisant les produits de ces ine´galite´s on obtient :
0 ≤ BI,δ(x) ≤ BI,δ(
I
δ
).
La troisie`me proprie´te´ se de´montre comme suit :
BI,δ(x) = βi1,δ1(x1) . . . βin,δn(xn)
= βδ1−i1,δ1(1− x1) . . . βδn−in,δn(1− xn)
= Bδ−I,δ(1n − x).
Pour la proprie´te´ 4, il suffit de remarquer que :
∑
I≤δ
BI,δ(x)
I
δ
=
(
δ1∑
i1=0
Bi1,δ1(x1)
i1
δ1
, . . . ,
δn∑
in=0
Bin,δn(xn)
in
δn
)
= (x1, . . . , xn) = x.
Enfin, d’apre`s la de´finition de δr,−1 on aura :
BI,δr,−1 = βi1,δ1 × · · · × βir−1,δr−1 × Bir,δr−1 × Bir+1,δr+1 × · · · ×Bin,δn .
Et d’apre`s la proprie´te´ 5 de la Proposition 4 on aura :
βir−1,δr−1 =
δr − ir
δr
βir,δr +
ir + 1
δr
βir+1,δr .
Il suffit alors d’injecter ce re´sultat dans l’expression de BI,δr,−1 pour que le re´sultat
de la proprie´te´ soit obtenu.
Dans le cas d’une boˆıte quelconque R = [x1, x1] × · · · × [xn, xn] il suffit de faire
le changement de variables xj = xj + zj(xj − xj) pour tout j = 1, . . . , n pour avoir
ainsi z = (z1, . . . , zn) ∈ U .
Plus pre´cise´ment, soit T : Rn −→ Rn la transformation affine donne´e par :
z = T (x) =
(
x1 − a1
b1 − a1
, . . . ,
xn − an
bn − an
)
. (3.7)
Il suffit alors de calculer son inverse T−1 qui renvoie la boˆıte unite´ U vers Rn. Ainsi,
si on pose p˜ = p ◦ T−1, le polynoˆme p peut eˆtre e´crit dans la base de Bernstein sous
la forme :
p(x) = p˜(z) =
∑
I≤δ
bI,δ(p˜)BI,δ(z).
Dans la section suivante nous donnons quelques applications des polynoˆmes de
Bernstein qui nous seront utiles par la suite.
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3.2 Quelques applications des polynoˆmes de Bern-
stein
Comme on l’a annonce´ au de´but de ce chapitre, une application importante de
la forme de Bernstein est de pouvoir borner l’ensemble p(U) (l’image de l’ensemble
U par le polynoˆme p).
3.2.1 Image d’une boˆıte par un polynoˆme
Un aspect important des coefficients de Bernstein est le fait qu’ils nous per-
mettent de borner l’image de la boˆıte U par un polynoˆme p.
En effet, on a le re´sultat suivant :
Proposition 7. L’ensemble image d’un polynoˆme a` valeurs x ∈ U ve´rifie l’ine´galite´
suivante [67] :
min{bI , I ≤ δ} ≤ p(x) ≤ max{bI , I ≤ δ}. (3.8)
Ce re´sultat a aussi la formulation convexe suivante [69] :{(
x
p(x)
)
: x ∈ U
}
⊆ conv
{(
I
δ
bI
)
: I ≤ δ
}
(3.9)
ou` les points
(
I
δ
bI
)
avec I ≤ δ sont appele´s les points de controˆle.
De´monstration. La preuve de´coule des proprie´te´s des polynoˆmes de Bernstein qu’on
a cite´es dans la Proposition 6. Le premier re´sultat est une conse´quence de la Proprie´te´
1 des polynoˆmes de Bernstein. En effet pour tout multi-indice I ≤ δ et tout x ∈ U
on a :
(min
I≤δ
bI)BI,δ(x) ≤ bIBI,δ(x) ≤ (max
I≤δ
bI)BI,δ(x).
Ainsi en passant a` la somme et en utilisant le fait que
∑
I≤δ
BI,δ(x) = 1 on aura :
min{bI , I ≤ δ} ≤ p(x) ≤ max{bI , I ≤ δ}.
Pour le second re´sultat concernant la formulation convexe, fixons x ∈ U . Il suffit
d’utiliser la Proprie´te´ 4 pour voir que :(
x
p(x)
)
=
∑
I≤δ
BI,δ(x)
(
I
δ
bI
)
et comme 0 ≤ BI,δ(x) ≤ 1 pour tout x ∈ U (d’apre`s la Proprie´te´ 2) alors
(
x
p(x)
)
est une combinaison convexe des points de controˆle
(
I
δ
bI
)
, d’ou` le re´sultat.
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Ainsi les coefficients de Bernstein nous permettent de sur-approximer l’ensemble
p(U). Une question naturelle sera donc de savoir si l’on peut avoir l’image exacte,
et si oui sous quelles conditions.
Le lemme suivant montre que c’est uniquement le cas quand une condition aux
sommets est assure´e [67, 165].
Lemme 2. Notons S = {0, . . . , δ1}×· · ·×{0, . . . , δn} et S0 = {0, δ1}×· · ·×{0, δn}.
Notons par pU (respectivement pU) la valeur maximale (respectivement minimale)
du polynoˆme p dans la boˆıte U . On aura :
pU = max{bI , I ∈ S} si seulement si max{bI , I ∈ S} = max{bI , I ∈ S0}. (3.10)
pU = min{bI , I ∈ S} si seulement si min{bI , I ∈ S} = min{bI , I ∈ S0}. (3.11)
De´monstration. On commencera par donner la preuve en dimension 1 c’est a` dire
pour U = [0, 1] et δ = δ1. On verra que le cas n-dimensionnel est simplement une
ge´ne´ralisation de cette preuve.
On va de´montrer (3.10), la preuve de (3.11) se faisant de fac¸on analogue.
“⇐ “ On suppose que max{bi, i ∈ 0, . . . , δ1} = max{b0, bδ1}.
Or b0 = p0 = p(0) et bδ1 = p0 + p1 + · · ·+ pδ1 = p(1), donc on a :
max{bi, i ∈ {0, . . . , δ1}} ≤ pU .
Ainsi d’apre`s (3.8) on de´duit que :
max{bi, i ∈ {0, . . . , δ1}} = pU .
Pour le cas ge´ne´ral on note I∗ le multi-indice associe´ a` la solution optimale :
bI∗ = max{bI , I ∈ S0}, et comme I
∗ ∈ S0, on montre que bI∗ = p(v) avec v ∈ U
ve´rifiant vj = 0 si I
∗
j = 0 et vj = 1 si I
∗
j = δj.
“⇒ “ On suppose que pU = max{bi, i ∈ 0, . . . , δ1}.
-Si b0 = b1 = · · · = bδ1 alors il est e´vident que max{bi, i ∈ {0, . . . , δ1}} = max{b0, bδ1}.
-Sinon, si 0 < x < 1 alors 0 < Bi,δ1 < 1 pour tout i = 0, . . . , δ1. Ainsi :
p(x) =
m∑
i=0
biBi,m(x) < max{bi, i ∈ {0, . . . , δ1}}
m∑
i=0
Bi,m(x) = max{bi, i ∈ {0, . . . , δ1}}.
Par conse´quent, p atteint son maximum sur [0, 1] en x = 0 ou en x = 1, et donc :
max{bi, i ∈ {0, . . . , δ1}} = pU = max{p(0), p(1)} = max{b0, bδ1}.
Exemple 3. On conside`re le polynoˆme p(x) = x3 − x2 + x.
Les coefficients de Bernstein associe´s sont b0 = 0, b1 =
1
3
, b2 =
1
3
et b3 = 1. Par
conse´quent pour tout x ∈ [0, 1] on a : 0 ≤ p(x) ≤ 1 comme le montre la Figure 3.1.
3.2.2 Convergence en degre´ supe´rieur
Un polynoˆme multi-varie´ p(x) = p(x1, . . . , xn) de degre´ δ = (δ1, . . . , δn) peut
toujours eˆtre conside´re´ comme e´tant un polynoˆme de degre´ supe´rieur δ′ = (δ′1, . . . , δ
′
n)
CHAPITRE 3. POLYNOˆMES DE BERNSTEIN 40
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 3.1 – Le graphe de la fonction p sur [0, 1] ainsi que ses points de controˆle.
pour certain δ′ avec δ ≤ δ′. Il suffit pour cela d’ajouter des coefficients nuls au
polynoˆme initial pour le rendre de degre´ supe´rieur.
Nous allons voir que si on fait croˆıtre δ alors les coefficients de Bernstein bI = bI,δ
vont tendre vers les valeurs du polynoˆme p au points I
δ
. Pour cela on va utiliser le
the´ore`me suivant [113] :
The´ore`me 5. Soit p un polynoˆme multi-varie´ de degre´ δ = (δ1, . . . , δn) ou` bI,δ = bI
sont les coefficients de Bernstein associe´s a` p. Alors on a :∣∣∣∣bI,δ − p
(
I
δ
)∣∣∣∣ = O
(
1
δ1
+ · · ·+
1
δn
)
pour tout I ≤ δ. (3.12)
Exemple 4. On reprend l’Exemple 3, on conside`re en un premier temps p comme
e´tant un polynoˆme de degre´ δ = 5 puis de degre´ δ = 10. La Figure 3.2 montre que
les points de controˆle se rapprochent de plus en plus du polynoˆme p.
Ce re´sultat montre qu’on peut toujours augmenter la pre´cision des coefficients de
Bernstein bI en conside´rant notre polynoˆme p de degre´ δ comme e´tant un polynoˆme
de degre´ supe´rieur δ′. Ainsi, si on fait tendre le degre´ δ vers l’infini l’ensemble des
coefficients de Bernstein {bI , I ≤ δ} tend vers l’ensemble des valeurs de p sur U c’est
a` dire l’ensemble p(U). Cette proprie´te´ est illustre´e par la Figure 3.2.
3.3 Relation entre les polynoˆmes de Bernstein et
le principe de floraison
Nous allons mettre en e´vidence une relation entre les polynoˆmes de Bernstein
et forme polaire (voir par exemple [142] dans le cas uni-varie´). Nous de´crivons ce
lien dans le cas multi-varie´ en introduisant une relation d’e´quivalence permettant de
simplifier l’analyse et qui sera d’un grand inte´reˆt dans la suite de la the`se.
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Figure 3.2 – Le graphe de la fonction p sur [0, 1] ainsi que ses points de controˆle
en la conside´rant comme e´tant un polynoˆme de degre´ δ = 5 (a` gauche) et de degre´
δ = 10 (a` droite)
3.3.1 Relation d’e´quivalence associe´e a` une forme polaire
Commenc¸ons tout d’abord par de´finir la notion de relation d’e´quivalence associe´e
a` une forme polaire.
Soit p : Rn → R un polynoˆme multi-varie´ de degre´ δ = (δ1, . . . , δn), et notons
par qδ : Rδ1+···+δn → R sa forme polaire relative a` δ. Pour z, z′ ∈ Rδ1+···+δn , avec
z = (z1,1, . . . , z1,δ1 , . . . , zn,1, . . . , zn,δn) et z
′ = (z′1,1, . . . , z
′
1,δ1
, . . . , z′n,1, . . . , z
′
n,δn
), on
note z ∼= z′ si, pour tout k = 1, . . . , n, il existe une permutation πk telle que
(zk,1, . . . , zk,δk) = πk(z
′
k,1, . . . , z
′
k,δk
).
Il est bien e´vident que ∼= est une relation d’e´quivalence.
Maintenant, soit R =
∏k=n
k=1 [xk, xk] un rectangle de R
n et soit R′ =
∏k=n
k=1 [xk, xk]
δk
le rectangle associe´ a` Rδ1+···+δn dont l’ensemble de sommets est V ′ =
∏k=n
k=1{xk, xk}
δk .
Pour v = (v1,1, . . . , v1,δ1 , . . . , vn,1, . . . , vn,δn) ∈ V
′ et k ∈ {1, . . . , n}, lk(v) de´signe le
nombre d’e´le´ments vk,1, . . . , vk,δk qui sont tous e´gaux a` xk. Il est alors facile de ve´rifier
que pour v, v′ ∈ V ′, v ∼= v′ si et seulement lk(v) = lk(v
′) pour tout k ∈ {1, . . . , n}.
On note V
′
= (V ′/ ∼=) l’ensemble des classes d’e´quivalence de la relation ∼= dans
l’ensemble V ′, par conse´quent V
′
a (δ1 + 1)× · · · × (δn + 1) e´le´ments.
D’apre`s la discussion pre´ce´dente, pour v ∈ V
′
et k ∈ {1, . . . , n} on peut de´finir
lk(v) (car lk(v) = lk(v
′) pour tout v, v′ ∈ v). De meˆme, d’apre`s la proprie´te´ de
syme´trie de la forme polaire, on peut bien de´finir q(v) (puisque q(v) = q(v′) pour
tout v, v′ ∈ v).
Exemple 5. Pour bien comprendre ces notations nous allons les de´tailler dans un
cas particulier simple.
On prend n = 2, δ1 = 3, δ2 = 1 et R = [0, 1]× [−1, 1].
Le nouveau rectangle R′ sera [0, 1]3× [−1, 1] et l’ensemble V
′
va donc avoir (3+1)×
(1 + 1) = 8 e´le´ments. Plus pre´cise´ment,
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V
′
= {(0, 0, 0,−1), (0, 0, 0, 1), (1, 0, 0,−1), (1, 0, 0, 1), (1, 1, 0,−1), (1, 1, 0, 1),
(1, 1, 1,−1), (1, 1, 1, 1)}. Par exemple :
(0, 0, 0,−1) = {(0, 0, 0,−1)}.
(1, 0, 0,−1) = {(1, 0, 0,−1), (0, 1, 0,−1), (0, 0, 1,−1)}.
3.3.2 Relation entre forme de Bernstein et forme polaire
Soit p : Rn → R un polynoˆme multi-varie´ de degre´ δ = (δ1, . . . , δn) et soit
qδ : Rδ1+···+δn → R sa forme polaire associe´e relative a` δ.
On commence par se placer dans la boˆıte unite´ U de Rn (c’est a` dire notre rectangle
est R = U).
Soit U ′ la boite unite´ associe´ a` Rδ1+···+δn et V ′ son ensemble de sommets.
Notons par {pI ∈ R , I ≤ δ} l’ensemble des coefficients du polynoˆme p dans la base
canonique et rappelons que dans la base de Bernstein p s’e´crit sous la forme :
p(x) =
∑
I≤δ
bI,δBI,δ(x) (3.13)
ou` les coefficients de Bernstein bI = bI,δ sont donne´s par (3.6) et les polynoˆmes de
Bernstein BI,δ(x) sont donne´s par (3.4) pour tout I ≤ δ.
La relation entre les coefficients de Bernstein associe´s a` p et sa forme polaire qδ est
donne´e par la Proposition suivante :
Proposition 8. Les coefficients de Bernstein associe´s au polynoˆme p sont donne´s
par les valeurs au sommets V ′ de sa forme polaire. En effet, on a l’e´galite´ suivante :
qδ(vI,δ) = bI,δ pour tout I ≤ δ , avec :
vI,δ = {v = (v1,1, . . . , v1,δ1 , . . . , vn,1, . . . , v1,δn) ∈ V
′ | lk(v) = ik avec k = 1 . . . n}.
Plus pre´cise´ment, on peut e´crire (3.13) sous la forme suivante :
p(x) =
∑
I≤δ
qδ(vI,δ)BI,δ(x). (3.14)
De´monstration. Soient z = (z1, . . . , zn) ∈ Rδ1+···+δn , vI,δ = (v1(i1, δ1), . . . , vn(in, δn))
avec pour tout k ∈ {1, . . . , n}, zk, vk(ik, δk) ∈ Rδk .
On sait que :
qδ(z) =
∑
I≤δ
pIBI,δ(z) avec Bδ,I(z) = Bδ1,i1(z1) . . .Bδn,in(zn).
Ainsi pour z = vI,δ on aura :
qδ(vI,δ) =
∑
I≤δ
pIBI,δ(vI,δ).
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Montrons dans un premier temps que : qδ(vI,δ) =
∑
J≤I
pJBJ,δ(vI,δ).
Pour cela on commence par e´crire qδ(vI,δ) = A1 + A2 avec :
A1 =
∑
J≤I
pJBJ,δ(vI,δ) et A2 =
∑
JI, J≤δ
pJBJ,δ(vI,δ).
Il suffit de prouver que A2 = 0.
En effet, si J  I et J ≤ δ on aura BJ,δ(vI,δ) = 0 car :
J  I et J ≤ δ ⇐⇒ il existe k0 ∈ {1, . . . , n} tel q ue ik0 < jk0 ≤ δk0 .
Par conse´quent : Bjk0 ,δk0 (vk0) = 0 par de´finition de Bjk0 ,δk0 puisque lk0(v) = ik0 < jk0 .
Ainsi, on en de´duit que A2 = 0.
Maintenant pour J ≤ I, montrons que : BJ,δ(vI,δ) =

 I
J



 δ
J


.
En effet, pour tout k = 1, . . . , n, on a :
Bjk,δk(vk) =
1(
δk
jk
) ∑
σ∈C(jk,δk)
vk,σ1 . . . vk,σjk =
(
ik
jk
)
(
δk
jk
) .
Ainsi
BJ,δ(vI,δ) = Bj1,δ1(v1) . . .Bjn,δ1(vn)
=
(
i1
j1
)
. . .
(
in
jn
)
(
δ1
j1
)
. . .
(
δn
jn
) =
(
I
J
)
(
δ
J
) .
On conclut alors que :
qδ(vI,δ) =
∑
J≤I
pJ
(
I
J
)
(
δ
J
) = bI,δ.
Remarque 4. On peut remarquer que le degre´ δ apparaˆıt comme indice dans la
forme polaire ainsi que dans les coefficients de Bernstein associe´s a` p. La raison vient
du fait qu’un polynoˆme de degre´ δ peut eˆtre conside´re´, comme un polynoˆme de degre´
supe´rieur δ′. Dans ce cas, on aura une forme polaire diffe´rente et des coefficients
de Bernstein diffe´rents mais le re´sultat de la Proposition 8 reste toujours vrai a`
condition que le meˆme degre´ δ′ soit fixe´ pour la forme polaire et les polynoˆmes de
Bernstein.
La ge´ne´ralisation de ce re´sultat dans le cas d’un rectangle quelconque
R =
∏k=n
k=1 [xk, xk] est donne´e au moyen de la proposition suivante :
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Proposition 9. Les valeurs qδ(v) pour v ∈ V
′
sont les coordonne´es du polynoˆme p
dans la base de Bernstein :
p(x) =
∑
v∈V
′
qδ(v)Bl(v),δ
(
x− x
x− x
)
ou` l(v) = (l1(v), l2(v), . . . , ln(v)), x = (x1, . . . , xn) et x = (x1, . . . , xn).
De´monstration. La preuve de´coule imme´diatement du fait que le changement de
variable y = h(x), ou` la fonction affine h : Rn → Rn est donne´e par
hk(x) = hk(xk) =
xk − xk
xk − xk
pour tout k = 1, . . . , n,
envoie la boˆıte unite´ U sur le rectangle R =
∏k=n
k=1 [xk, xk].
Deuxie`me partie
Optimisation polynomiale
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Chapitre 4
Proble`me d’optimisation
polynomial (POP) : cadre ge´ne´ral
4.1 Introduction
L’optimisation est la recherche des valeurs minimales ou maximales d’une fonc-
tion dans une re´gion de´finie par des contraintes. Historiquement, les premie`res tech-
niques d’optimisation e´te´ applique´es a` des proble`mes de logistique de personnel
ainsi que des proble`mes de gestion des syste`mes de transports. Typiquement, ces
proble`mes ont e´te´ mode´lise´s sous forme d’une minimisation d’une fonction couˆt li-
ne´aire avec des contraintes line´aires : c’est un proble`me d’optimisation line´aire qu’on
note LP. En 1948, le mathe´maticien ame´ricain George Dantzig a invente´ la program-
mation line´aire qui a permis de re´soudre ce genre de proble`mes graˆce au fameux al-
gorithme du simplexe [53]. Ce fut la naissance de ce qu’on appelle la programmation
mathe´matique. La complexite´ de cet algorithme croˆıt dans le pire des cas exponen-
tiellement avec le nombre des variables du proble`me. Par ailleurs, l’algorithme du
simplexe est extreˆmement efficace dans la plupart des cas pratiques. Quelques anne´es
apre`s, une autre technique pour la re´solution des proble`mes d’optimisation line´aires
apparaˆıt. Elle est donne´e par ce qu’on appelle l’algorithme de l’ellipso¨ıde. The´ori-
quement, la complexite´ de la me´thode est juste polynomiale. Mais en pratique, elle
n’est pas aussi efficace que la me´thode du simplexe, et elle est donc rarement utilise´e.
Cependant, dans la plupart des applications, on est souvent face a` des proble`mes
d’optimisation non line´aire. En re´alite´, mesurer la difficulte´ d’un proble`me d’optimi-
sation n’est pas une question de line´arite´/non line´arite´ mais plutoˆt une question de
convexite´/non convexite´ du proble`me. Un proble`me est dit convexe s’il s’agit d’une
minimisation (respectivement maximisation) d’une fonction convexe (respectivement
concave) dans une re´gion convexe (c’est a` dire l’ensemble des points admissibles est
convexe). Ceci est duˆ au re´sultat fondamental d’analyse convexe qui affirme qu’une
solution locale d’un proble`me convexe est aussi une solution globale. Autrement dit,
si notre proble`me d’optimisation est convexe il suffit de trouver une solution locale
pour qu’il soit re´solu. D’un point de vue algorithmique, l’importance de ce re´sultat
tient au fait que la plupart des algorithmes testent a` chaque ite´ration si la solution
courante est localement optimale (c’est a` dire solution pour un certain voisinage
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pre´de´fini), donc si le proble`me est convexe, on pourra effectivement garantir l’opti-
malite´ globale de la solution. Par contre, les proble`mes non convexes peuvent avoir
plusieurs minima locaux et on ne dispose ge´ne´ralement pas d’un moyen permettant
de dire si un minimum calcule´ est bien le minimum global qu’on cherche. Une classe
importante de proble`mes d’optimisation globale consiste a` e´tudier des cas ou` la fonc-
tion objectif ou les contraintes (ou les deux) sont donne´es par des polynoˆmes. C’est
le proble`me d’optimisation polynomiale qu’on notera POP.
La formulation ge´ne´rale du proble`me POP est la suivante :
minimiser p(x)
s.c x ∈ Rn
gi(x) ≤ 0 , i = 1, . . . ,m
hi(x) = 0 , j = 1, . . . , s,
(4.1)
ou` p, g1, . . . , gm, h1, . . . , hs sont tous des polynoˆmes multi-varie´s.
Sans perte de ge´ne´ralite´, on peut se restreindre au proble`me suivant :
minimiser p(x)
s.c x ∈ Rn
gi(x) ≤ 0 , i = 1, . . . ,m,
(4.2)
ou` p, g1, . . . , gm sont tous des polynoˆmes multi-varie´s.
En effet une contrainte e´galite´ hj(x) = 0 n’est autre que deux contraintes ine´ga-
lite´s hj(x) ≤ 0 et −hj(x) ≤ 0.
L’importance de cette classe provient de son large spectre d’applications. En effet, de
nombreux proble`mes de robotique, de biologie ou d’inge´nierie peuvent eˆtre formule´s
en POP (voir par exemple [184, 122]). De plus, plusieurs proble`mes fondamentaux
d’analyse et de synthe`se en the´orie de controˆle robuste et non line´aire peuvent eˆtre
re´solus via des POP [58]. Toute une partie de cette the`se sera de´die´e a` l’e´tude de
quelques unes de ces applications (proble`me d’invariance, d’atteignabilite´, synthe`se
d’un controˆleur).
D’autre part, la classe des POP couvre comme cas particuliers plusieurs types de
proble`mes d’optimisation bien connus. On peut citer par exemple les proble`mes en-
tiers 0-1. En effet, une contrainte binaire xi ∈ {0, 1} peut se traduire par deux
contraintes polynomiales x2i − xi ≤ 0 et xi − x
2
i ≤ 0. Une proce´dure de program-
mation line´aire dite “lift-and-project” a e´te´ propose´e par Balas [10] pour re´soudre
ce genre de proble`me. Aussi, les proble`mes d’optimisation quadratiques (convexes
et non convexes) repre´sentent un cas particulier important des POP ou` beaucoup
d’approches the´oriques de re´solution sont e´tablies se basant sur les me´thodes du gra-
dient et du simplexe ainsi que sur les me´thodes de points inte´rieurs. Finalement, un
autre cas particulier des POP qui sera e´tudie´ par la suite, est le cas d’un proble`me
avec des ine´galite´s matricielles line´aires (LMI) ou un proble`me avec des ine´galite´s
matricielles biline´aires (BMI).
Re´soudre un POP repre´sente souvent une grande difficulte´ vu qu’il s’agit d’un
proble`me non line´aire et ge´ne´ralement non convexe. Les premie`res techniques conc¸ues
pour le re´soudre sont donne´es par les me´thodes dites alge´briques dont les algorithmes
diffe`rent radicalement de ceux donne´s dans le cas LP. The´oriquement, ces me´thodes
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fournissent la solution exacte de notre POP mais vu le couˆt des algorithmes utilise´s,
elles ne sont pas d’un grand inte´reˆt pratique. Une alternative sera de se ramener
a` la re´solution d’une relaxation du proble`me initiale dont la re´solution est beau-
coup plus simple. On distinguera deux types de relaxations : une relaxation line´aire
consistant a` re´soudre un programme line´aire qu’on note LP et une relaxation semi-
de´finie consistant a` re´soudre un programme semi-de´fini qu’on note SDP. A l’aide de
ces relaxations on obtient souvent des bornes permettant d’approcher notre solution
optimale.
Nous nous inte´resserons par la suite aux diffe´rentes me´thodes existantes pour la
re´solution d’un POP.
4.2 Me´thodes de re´solution alge´briques du POP
Dans cette section, nous allons de´crire quelques me´thodes alge´briques utilise´es
pour la re´solution d’un POP [46].
A la base, ces me´thodes permettent de re´soudre un syste`me d’e´quations polynomiales
et de calculer explicitement ses racines. Par conse´quent on va tout d’abord expliquer
comment la re´solution d’un POP, et plus pre´cise´ment le calcul des minima locaux,
peut se re´duire a` une re´solution d’un syste`me d’e´quations polynomiales puis on
de´crira brie`vement les principales me´thodes alge´briques permettant la re´solution de
ce syste`me. L’inconve´nient de ces me´thodes est leur couˆt e´leve´ puisqu’on calcule
tous les minima locaux pour pouvoir de´terminer le minimum global.
4.2.1 Re´duction en une re´solution d’un syste`me d’e´quations
polynomiales
Pour re´soudre un proble`me d’optimisation, une approche classique est de trouver
des conditions ne´cessaires et/ou suffisantes permettant de traiter un proble`me plus
simple. Notons L le lagrangien du proble`me (4.2) de´fini comme suit :
L(x, λ) = p(x) +
m∑
i=1
λigi(x) , λ ∈ R
m tel que λi ≥ 0 ∀i = 1, . . . ,m.
Les conditions de K-K-T (Karush-Kuhn-Tucker) fournissent des conditions ne´ces-
saires pour trouver des minima locaux. Elles s’e´crivent :
(K −K − T )


∇xp(x) +
m∑
i=1
λi∇xgi(x) = 0,
λigi(x) = 0 , i = 1, . . . ,m
gi(x) ≤ 0 , i = 1, . . . ,m
λi ≥ 0 , i = 1, . . . ,m.
(4.3)
La premie`re ligne de (4.3) de´signe les conditions d’optimalite´ du premier ordre. La
seconde correspond a` des conditions de comple´mentarite´. Les contraintes d’ine´galite´
sont donne´es par les conditions d’admissibilite´ et de positivite´ des multiplicateurs
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de Lagrange.
Dans le cas d’un proble`me convexe on peut montrer que ces conditions sont ne´-
cessaires et suffisantes pour l’existence de minima locaux. Dans le cas ge´ne´ral (non
convexe comme le noˆtre), on doit en plus ajouter d’autres conditions dites de re´gula-
rite´ ou qualification des contraintes (voir par exemple [14]). Ainsi, on peut toujours
ramener la re´solution de notre POP a` la re´solution d’un syste`me d’e´quations poly-
nomiales avec contraintes d’ine´galite´s. Donc si on dispose d’un moyen permettant
la re´solution d’un syste`me d’e´quations polynomiales (qui est un proble`me difficile),
on pourra trouver un ensemble de points dont on ne gardera que ceux ve´rifiant les
contraintes d’ine´galite´, et trouver ainsi notre ensemble de minima locaux. Enfin, par
l’e´valuation de la fonction objectif en ces minima locaux, on trouve l’optimum ainsi
que la valeur optimale (parfois des conditions du second ordre doivent eˆtre ve´rifie´es
en ce point pour affirmer que c’est bien un minimum).
La re´solution d’un syste`me d’e´quations polynomiales apparaˆıt donc comme e´tape
clef dans le contexte de l’optimisation polynomiale.
4.2.2 Me´thodes de re´solution
On se fixe un vecteur polynomial P : Rn → Rm avec P = (p1, p2, . . . , pm), ou`
p1, p2, . . . , pm sont des polynoˆmes multi-varie´s et on se propose de re´soudre P (x) = 0
c’est a` dire le syste`me d’e´quations suivant :
(Sm)


p1(x1, . . . , xn) = 0,
p2(x1, . . . , xn) = 0,
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
pm(x1, . . . , xn) = 0.
Pour re´soudre un syste`me d’e´quations polynomiales, plusieurs me´thodes alge´briques
ont e´te´ de´veloppe´es. On va de´crire brie`vement quelques unes et citer des re´fe´rences
pour une description plus de´taille´e.
Re´solution a` l’aide des bases de Gro¨bner
La notion de bases de Gro¨bner a e´te´ introduite dans les anne´es 1960 par Bruno
Buchberger, qui lui a donne´ le nom de son directeur de the`se Wolfgang Gro¨bner.
En effet, Buchberger a de´veloppe´ dans sa the`se un algorithme (voir The´ore`me prin-
cipal de la the´orie algorithmique des bases de Gro¨bner [35]) permettant de trouver
a` partir d’un ensemble de polynoˆmes P = (p1, . . . , pm) une base GB(P ) dite de
Gro¨bner. L’inte´reˆt de cette base provient des deux proprie´te´s suivantes :
1. Les syste`mes d’e´quations V (P ) 1 et V (GB(P )) admettent exactement le meˆme
ensemble de solutions.
1. V (P ) = V (p1, . . . , pm) = {x ∈ Rn|p1(x) = p2(x) = · · · = pm(x) = 0}
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2. La proprie´te´ d’e´limination (avec respect de l’ordre lexicographique ≺) : c’est
la ge´ne´ralisation du proce´de´ d’e´limination de Gauss pour les syste`mes line´aires
aux syste`mes polynomiaux [36].
Ainsi, pour re´soudre un syste`me polynomial V (P ), on suit les e´tapes suivantes :
D’apre`s la proprie´te´ (1), il suffit de re´soudre GB(P ) donc on commence par calculer
GB(P ). Ensuite, on re´sout GB(P ) graˆce a` la proprie´te´ (2) d’e´limination puisque le
nouveau syste`me sera triangulaire. En effet, on aura un ou plusieurs polynoˆmes a`
une seule variable (disons x1) a` conside´rer puis un ou plusieurs polynoˆmes a` deux
variables (disons x1 et x2), donc en substituant par les valeurs possibles de x1 on
se rame`ne au cas d’un polynoˆme d’une seule variable, et ainsi de suite. Pour plus
de de´tails, on peut aussi consulter les re´fe´rences [41, 81] de´crivant la re´solution d’un
POP a` l’aide des bases de Gro¨bner.
Me´thodes des valeurs propres
La re´solution d’un syste`me d’e´quations polynomiales peut se faire aussi en le ra-
menant a` une forme matricielle et re´duire la recherche des solutions a` une recherche
de valeurs propres. Dans le cas uni-varie´, les solutions correspondent aux valeurs
propres de la matrice adjointe de Frobenius correspondante (c’est exactement ce
qu’utilise la commande “roots” en Matlab pour calculer les racines). La ge´ne´ralisa-
tion dans le cas multi-varie´ a e´te´ e´tudie´ par Stetter et Mo¨ller [124, 167].
Par ailleurs, la formulation d’un syste`me d’e´quations polynomiales (Sm) en un pro-
ble`me aux valeurs propres n’est pas du tout triviale. Plusieurs approches pour le
faire ont e´te´ de´crites [108, 117, 95].
Une me´thode consiste a` construire une base de monoˆmes bien particulie`re ve´ri-
fiant une proprie´te´ de fermeture pour la multiplication par tous les xi [124] (on peut
utiliser les bases de Gro¨bner pour la construire). Ensuite, on construit la matrice
de multiplication associe´e a` cette base [167, 168] et on aura ainsi une forme matri-
cielle du proble`me Sm. Enfin, il suffit de re´soudre le proble`me aux valeurs propres
e´quivalent pour pouvoir obtenir les coordonne´es xi
∗ des racines x∗ comme valeurs
propres associe´es.
Pour une illustration, un exemple simple avec n = m = 2 est propose´ dans [59].
Me´thode d’homotopie nume´rique
Une autre me´thode permettant de re´soudre le syste`me d’e´quations Sm est la
me´thode d’homotopie nume´rique [112, 183]. L’ide´e consiste a` de´finir un syste`me
facile a` re´soudre Q(x) = 0 ou` Q = (q1, q2, . . . , qm) puis suivre les courbes dans la
variable re´elle t permettant d’avoir l’ensemble de solutions suivant :
H(x, t) = (1− t)Q(x) + tP (x) = 0.
Ainsi, si l’ensemble Q(x) = 0 est bien choisi on aura les proprie´te´s suivantes :
1. Les solutions de Q(x) = 0 sont explicitement connues.
2. L’ensemble solution de H(x, t) = 0 pour 0 ≤ t < 1 consiste en un nombre fini
de courbes lisses, chacune parame´tre´e par t ∈ [0, 1).
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3. Toute solution isole´e de l’ensemble H(x, 1) = P (x) peut eˆtre atteinte par une
certaine courbe qui commence en une solution de H(x, 0) = Q(x).
Par conse´quent, les courbes solutions de H(x, t) = (1− t)Q(x) + tP (x) = 0 peuvent
eˆtre suivies a` partir des points initiaux (t = 0) connus graˆce a` la proprie´te´ (1) jusqu’a`
l’instant t = 1 permettant de trouver les solutions de H(x, 1) = P (x) en utilisant
des me´thodes nume´riques standard [5, 4].
4.3 Me´thodes de relaxation du POP
Les me´thodes alge´briques sont des me´thodes exactes calculant avec une pre´ci-
sion arbitraire les solutions d’un POP .Leur inconve´nient est le couˆt des algorithmes
utilise´s pour pouvoir re´soudre un syste`me d’e´quations polynomiales puis calculer
la valeur optimale. Cependant, il existe des me´thodes dites me´thodes de relaxation
permettant d’approcher la valeur optimale d’un POP d’une manie`re raisonnable.
L’ide´e consiste a` se ramener d’un proble`me non convexe (et donc difficile a` re´soudre)
a` une relaxation convexe de dimension supe´rieure (variables et contraintes supple´-
mentaires) qu’on pourra re´soudre efficacement graˆce a` des algorithmes bien connus et
dont le couˆt est beaucoup moins e´leve´ que ceux utilise´s par les me´thodes alge´briques.
Ge´ne´ralement, il y a toujours des moyens nous permettant d’augmenter la pre´cision
de ces relaxations (monter en dimension ou de´couper l’ensemble admissible) et des
re´sultats de convergences vers la valeur optimale peuvent eˆtre e´tablis.
Dans cette partie on de´crira deux me´thodes de relaxation : la premie`re est une
relaxation LP ou` on se rame`ne a` un programme line´aire, la deuxie`me est base´e sur
la programmation semi-de´finie (dite relaxation SDP).
Dans ce qui suit, on supposera connu les notions classiques d’optimisation li-
ne´aire (admissibilite´,dualite´,...). Comme revue le lecteur peut consulter [34].
Pour des raisons d’admissibilite´, on suppose dans toute la suite que l’ensemble
K = {x ∈ Rn | gk(x) ≤ 0, k = 1, . . . ,m} est un ensemble compact.
4.3.1 Relaxation LP : technique de reformulation et line´a-
risation
Une relaxation est dite LP si elle permet de transformer le proble`me initial en un
proble`me line´aire qui n’est pas force´ment e´quivalent mais qui nous permet d’obtenir
une borne (infe´rieure dans le cas d’une minimisation) a` la valeur optimale de notre
proble`me initial.
La programmation line´aire LP :
La programmation line´aire [177] est la re´solution d’un proble`me d’optimisation
ayant la forme suivante :
minimiser p · x
s.c x ∈ Rn
Ax ≤ b,
(4.4)
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ou` p ∈ Rn, A ∈ Rm×n et b ∈ Rm.
Le proble`me (9.3) est dit line´aire et sa re´solution peut se faire, comme on l’a de´ja`
souligne´ dans l’introduction de ce chapitre, a` l’aide de l’algorithme du simplexe ou
celui de l’ellipso¨ıde .
Ainsi, plusieurs solveurs existent permettant la re´solution d’une manie`re efficace de
ce type de proble`mes comme par exemple Linpro (en scilab), Linprog (en matlab)
ainsi que LP-SOLVE (en C++).
La technique de reformulation et line´arisation (RLT)
La technique de reformulation et line´arisation (RLT) a e´te´ introduite par She-
rali dans [162, 163]. Elle propose un algorithme base´ sur la programmation line´aire
permettant de donner une borne infe´rieure a` la valeur optimale p∗ du POP qui est
souvent e´crit sous la forme suivante :
minimiser p(x)
s.c x ∈ R
gi(x) ≤ 0 , i = 1, . . . ,m,
(4.5)
ou` R =
∏k=n
k=1 [xk, xk] est un rectangle de R
n.
Notons que notre POP (4.2) peut s’e´crire sous cette forme e´tant donne´ que l’en-
semble K est borne´. En effet, les proble`mes (4.2) et (4.5) sont e´quivalents pour un
rectangle R suffisamment grand. Par conse´quent, la contrainte x ∈ R peut eˆtre in-
corpore´e dans les gi tout en imposant 2n contraintes supple´mentaires.
Comme son nom l’indique, l’ide´e principale derrie`re cette me´thode est de reformuler
le proble`me (4.5) en un proble`me line´aire qu’on pourra re´soudre efficacement.
En effet, on fixe tout d’abord un degre´ δ (δ est souvent pris comme e´tant le degre´
maximal des polynoˆmes p, g1, . . . , gm). Pour chaque monoˆme x
α de degre´ infe´rieur
ou e´gal a` δ, on associe une nouvelle variable yα. En incorporant ces variables dans
notre polynoˆme p (notre fonction objective), on va pouvoir e´liminer toutes ses non
line´arite´s et obtenir ainsi une version line´arise´e.
Pour les contraintes, on construit un nouvel ensemble de contraintes (line´aires) en
line´arisant comme pre´ce´demment tous les produits possibles des anciennes contraintes
par respect du degre´ δ (c’est a` dire que les nouvelles contraintes qu’on va line´ariser
doivent toutes avoir un degre´ infe´rieur ou e´gal a` δ). En exploitant ces produits, des
relations entre les nouvelles variables s’e´tablissent et permettent de re´cupe´rer des
informations qu’on perd a` cause de la line´arisation. Par exemple, dans le cas ou` les
contraintes sont affines, la relaxation d’ordre δ est donne´e comme suit :
pδ
∗ = minimiser [p(x)]L
s.c 0 ≤ [g1(x)
α1 . . . , gm(x)
αm ]L, |α| ≤ δ.
(4.6)
ou` [f(x)]L de´signe la line´arisation de´crite pre´ce´demment d’un polynoˆme f .
Intuitivement, plus le degre´ δ est grand plus on a de contraintes produits, plus on
re´cupe`re d’informations perdues et donc plus le re´sultat est pre´cis. En effet, si on
note par pδ
∗ la valeur optimale du programme line´aire donne´ par la me´thode (RLT),
on montre que la suite pδ
∗ est croissante en δ et que pK
∗ ≤ p∗ pour tout degre´ K ≥ δ.
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Remarque 5. Si on fixe un degre´ δ , on peut montrer (voir [162]) que les contraintes
ge´ne´re´es par la me´thode (RLT) pour un degre´ δ′ avec 1 ≤ δ′ < δ sont toutes im-
plique´es par les contraintes ge´ne´re´es par la me´thode pour le degre´ δ. Ainsi, pour un
degre´ δ fixe´, il suffit de conside´rer les contraintes de degre´ δ. Par conse´quent, le
programme (4.6) devient :
pδ
∗ = minimiser [p(x)]L
s.c 0 ≤ [g1(x)
α1 . . . , gm(x)
αm ]L, |α| = δ.
(4.7)
On donnera un exemple illustratif permettant de comprendre cette approche.
Exemple 6. On se propose de calculer une borne infe´rieure a` la valeur optimale du
POP suivant :
minimiser x1 + x1x2 + x
2
1
s.c (x1, x2) ∈ [0, 1]
2
x21 + x
2
2 − 1 ≤ 0.
En prenant δ = 2 et en utilisant la me´thode (RLT) on obtient le programme line´aire
suivant :
minimiser y10 + y11 + y20
s.c −y10 ≤ 0, y10 − 1 ≤ 0
−y01 ≤ 0, y01 − 1 ≤ 0
−y20 ≤ 0, −1− y20 + 2y10 ≤ 0
−y02 ≤ 0, −1− y02 + 2y01 ≤ 0
−y11 ≤ 0, −y10 + y20 ≤ 0
−y10 + y11 ≤ 0, −y01 + y11 ≤ 0
−y10 + y02 ≤ 0, y20 + y02 − 1 ≤ 0
−y10 − y01 + y11 + 1 ≤ 0
ou` yij est la line´arise´ de x1
ix2
j avec i, j ∈ N ve´rifiant i+ j ≤ 2, c’est a` dire :
y10 = x1, y01 = x2, y11 = x1x2, y20 = x1
2 et y02 = x2
2.
En effet, ici on a m = 5 contraintes qui sont :
g1(x) = −x1, g2(x) = x1 − 1, g3(x) = −x2, g4(x) = x2 − 1 et g5(x) = x
2
1 + x
2
2 − 1.
Comme la fonction g5 n’est pas affine (polynomiale de degre´ d = 2) alors si on
prend α5 = 1 il faut prendre α1 = α2 = α3 = α4 = 0 et on obtient ainsi la contrainte
y20 + y02 − 1 ≤ 0. Si α1 = α3 = α5 = 0 et α2 = α4 = 1, on obtient la contrainte
y11 − y10 − y01 + 1 ≤ 0.
Maintenant graˆce a` la Remarque 5, il suffira de re´soudre le programme line´aire
suivant :
minimiser y10 + y11 + y20
s.c −y20 ≤ 0, −1− y20 + 2y10 ≤ 0
−y02 ≤ 0, −1− y02 + 2y01 ≤ 0
−y11 ≤ 0, −y10 + y20 ≤ 0
−y10 + y11 ≤ 0, −y01 + y11 ≤ 0
−y10 + y02 ≤ 0, y20 + y02 − 1 ≤ 0
−y10 − y01 + y11 + 1 ≤ 0.
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Re´sultats de convergence pour la relaxation RLT
On va e´tudier les re´sultats de convergence de la relaxation RLT. Ceci revient
a` e´tudier le comportement asymptotique de la suite (p∗δ)δ. En effet, ces re´sultats
permettent de juger la pre´cision d’une relaxation (c’est a` dire la diffe´rence p∗ − p∗δ
entre la valeur optimale du POP initial et celle de la relaxation). Si cette diffe´rence
tend vers ze´ro, la relaxation peut eˆtre aussi pre´cise que l’on veut a` condition de
passer a` une dimension supe´rieure, ce qui augmente le couˆt de l’algorithme vu qu’il
impliquera la ge´ne´ration de plusieurs variables et contraintes supple´mentaires.
On verra que pour les relaxations RLT, les re´sultats de convergence se de´montrent [104]
essentiellement par l’utilisation de la formulation duale de la relaxation et des re´sul-
tats de positivite´ des polynoˆmes de´crits dans le premier chapitre de cette the`se.
On reprend le POP (4.5) avec R = [0, 1]n, c’est a` dire le proble`me suivant :
minimiser p(x)
s.c x ∈ [0, 1]n
gi(x) ≤ 0 , i = 1, . . . ,m.
(4.8)
Pour simplifier, on va traiter le cas n = 1 sans contraintes (les fonctions gi sont
nulles), voir le lien avec les re´sultats du premier chapitre et de´crire brie`vement les
re´sultats possibles pour le cas ge´ne´ral (4.8) selon la nature des fonctions gi et donc
de l’ensemble K. Ainsi, notons par p∗ la valeur optimale du POP :
minimiser p(x)
s.c x ∈ [0, 1].
(4.9)
Notons par p∗δ la valeur optimale de la relaxation line´aire que propose la me´thode
RLT pour un degre´ δ ≥ 1 (δ peut eˆtre pris en un premier temps comme e´tant le
degre´ du polynoˆme p). La relaxation RLT est donne´e par :
pδ
∗ = minimiser [p(x)]L
s.c 0 ≤ [xk(1− x)m]L, ∀0 ≤ k +m ≤ δ.
(4.10)
Proposition 10. On a le re´sultat de convergence suivant :
p∗δ ↑ p
∗ quand δ →∞.
La notation xn ↑ l signifie que la suite (xn) est croissante et tend vers l quand n
tend vers l’infini.
De´monstration. La preuve de´taille´e est dans [104] et repose essentiellement sur la
formulation duale. Sans perte de ge´ne´ralite´ on suppose que p(0) = 0. Alors en passant
au dual du proble`me (4.10) on trouve le programme line´aire e´quivalent :
maximiser −
δ∑
m=1
c0m
s.c ckm ≥ 0,∑
k≤i, k+m≥i
(−1)i−k
(
m
i− k
)
ckm = pi, i = 1, . . . , δ.
(4.11)
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Maintenant, on va utiliser le re´sultat de repre´sentation des polynoˆmes positifs (2.1)
ou` le polynoˆme p(x) sera dans notre cas le polynoˆme p(x) − p∗ dont on connaˆıt la
positivite´ sur [0, 1] (le re´sultat est donne´ dans le premier chapitre pour l’intervalle
[−1, 1] ; pour [0, 1] il suffit de remplacer la contrainte 1 + x ≥ 0 par x ≥ 0).
Le proble`me est que le re´sultat ne´cessite que le polynoˆme soit strictement positif ;
pour cela notre polynoˆme sera pris comme e´tant p(x)−p∗+ǫ pour un ǫ > 0 arbitraire.
Ainsi le re´sultat (2.1) implique l’existence d’un degre´ δ(ǫ) tel que :
p(x)− p∗ + ǫ =
∑
0≤k+m≤δ(ǫ)
dk,mx
k(1− x)m, dk,m ≥ 0. (4.12)
En identifiant les termes ayant la meˆme puissance de chaque coˆte´ de l’e´galite´ (4.12)
on obtient les relations suivantes :
∑
k≥i;k+m≥i
(−1)i−k
(
m
i− k
)
dkm = pi, i = 1, . . . , δ(ǫ).
Et pour le terme constant on aura :∑
m≤δ(ǫ)
d0m = −p
∗ + ǫ.
Par conse´quent, pour tout δ ≥ δ(ǫ), la suite (dk,m) est admissible pour (4.11) ayant
comme valeur optimale p∗ − ǫ et ceci pour tout ǫ > 0. Le re´sultat est donc obtenu
en faisant tendre ǫ vers ze´ro.
Remarque 6. En effet, les variables de de´cision ckm calcule´es par le proble`me dual,
nous permettent d’obtenir une repre´sentation du polynoˆme positif p(x)−p∗+ǫ sous la
forme (4.12). Maintenant, si on note x∗ la solution optimale associe´e (p∗ = p(x∗)), il
est e´vident que la relaxation ne peut pas eˆtre exacte (c’est a` dire ǫ = 0) si x∗ /∈ {0, 1}
car dans ce cas p(x)− p∗ ne pourra pas avoir la repre´sentation (4.12) puisque pour
x = x∗ toutes les coefficients ckm seront nuls.
Pour le cas avec contraintes, en utilisant la formulation duale ainsi que le re´sultat
(2.4) de Handelmann [84], on montre que la convergence aura lieu pour le cas ou` K
est un polytope (voir [104] pour plus de de´tails).
Si ces contraintes sont polynomiales, Lasserre [105] se basant sur un re´sultat de
repre´sentation de polynoˆmes positifs sur un ensemble alge´brique (Vasilescu [180]),
montre que l’on pourra aussi converger vers p∗ en utilisant la formulation duale ainsi
que la repre´sentation (2.4) ou` les gi sont des polynoˆmes ve´rifiant l’Hypothe`se 1 du
premier chapitre.
Algorithme de “branch-and-bound” pour la relaxation RLT
The´oriquement, le fait d’augmenter le degre´ d’une relaxation est un moyen im-
portant permettant d’ame´liorer sa pre´cision. Cependant, l’inte´reˆt pratique de cette
approche est re´duit puisqu’une augmentation du degre´ entraˆıne l’ajout de plusieurs
variables et contraintes supple´mentaires, rendant ainsi le proble`me beaucoup plus
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complexe. Par ailleurs, un autre moyen, plus efficace, est donne´ par ce qu’on ap-
pelle les algorithmes de“branch-and-bound”. L’ide´e d’un algorithme de“branch-and-
bound” consiste a` de´couper “intelligemment” le rectangle R pour pouvoir ame´liorer
la valeur p∗δ de la relaxation c’est a` dire le de´couper dans le but d’avoir une (des) sous
boˆıte(s) dans laquelle la relaxation sera exacte ou avoir une (des) sous boˆıte(s) dont
on peut affirmer que la solution optimale n’y appartient pas. En effet, la motivation
principale est le fait que, en plus du degre´, la pre´cision de la relaxation de´pend aussi
de la taille de la boˆıte (voir [165] page 95) c’est a` dire que plus la boˆıte est petite
plus l’erreur |p∗ − p∗δ| diminue.
Conside´rons la relaxation RLT de degre´ δ associe´e au POP (4.5) (ou` δ est un
entier positif) et notons respectivement par (y∗α)δ et pδ
∗ la solution ainsi que la valeur
optimale de cette relaxation (α = (α1, . . . , αn) ∈ Nn ve´rifiant |α| = α1+· · ·+αn ≤ δ).
On utilisera aussi les notations :
y1
∗ = yα
∗ pour α = (1, 0, . . . , 0)
y2
∗ = yα
∗ pour α = (0, 1, . . . , 0)
. . . . . .
yn
∗ = yα
∗ pour α = (0, 0, . . . , 1).
L’algorithme (pre´sente´ dans [162]) se base sur les deux re´sultats suivants :
Lemme 3. Relaxation exacte :
Supposons que yα,δ
∗ = (y1
∗)α1 × · · · × (yn
∗)αn pour tout α ∈ Nn tel que |α| ≤ δ.
Alors pδ
∗ = p∗, c’est a` dire que la relaxation RLT de degre´ δ est exacte.
Lemme 4. Strate´gie de de´composition :
On suppose qu’il existe un entier k ∈ {1, . . . , n} tel que yk
∗ = xk alors :
yα(k,1),δ
∗ = xkyα,δ−1
∗ pour tout α ∈ Nn ve´rifiant |α| ≤ δ − 1,
avec α(k, 1) = (α1, . . . , αk−1, αk + 1, αk+1, . . . , αn).
De fac¸on similaire si yk
∗ = xk alors :
yα(k,1),δ
∗ = xkyα,δ−1
∗ pour tout α ∈ Nn ve´rifiant |α| ≤ δ − 1.
La preuve de ces deux lemmes est donne´e dans [162].
A chaque ite´ration, l’algorithme teste si la relaxation est exacte dans chaque sous-
boˆıte a` l’aide du Lemme 3. Si c’est le cas, on sauvegarde le re´sultat, sinon on de´coupe
la sous-boˆıte en utilisant le Lemme 4. En effet, la direction de de´composition r est
donne´e par :
r ∈ arg max
k∈{1,...,n}
θk (4.13)
avec
θk = max
t=1,...,δ−1
max
|α|=t
|yα(k,1)
∗ − yk
∗yα
∗| pour tout k ∈ {1, . . . , n}.
Remarque 7. Sherali montre dans [162] qu’avec cet algorithme ou bien on converge
apre`s un nombre fini d’ite´rations en trouvant la solution optimale ainsi que la valeur
de (4.5), ou bien une suite infinie d’ite´rations est ge´ne´re´e, telle qu’a` travers toute
branche infinie de l’arborescence, tout point d’accumulation re´sout (4.5).
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4.3.2 Relaxation SDP : me´thode de Lasserre
Une relaxation est dite SDP ou programme semi-de´fini si le proble`me initial est
ramene´ a` un proble`me d’optimisation avec des ine´galite´s matricielles line´aires qu’on
note LMI.
La programmation semi de´finie SDP
La programmation semi-de´finie [178] peut eˆtre vue comme e´tant une extension
de la programmation line´aire dans laquelle les ine´galite´s vectorielles sont remplace´es
par des ine´galite´s matricielles. Plus pre´cise´ment, la programmation semi de´finie est
la re´solution d’un proble`me d’optimisation ayant la forme suivante :
minimiser p · x
s.c x ∈ Rn
F0 +
n∑
i=1
xiFi  0,
(4.14)
ou` p ∈ Rn et les Fi ∈ Rn×m sont des matrices syme´triques pour tout i = 1, . . . , n.
L’ine´galite´ matricielle F  0 signifie que la matrice F est semi de´finie positive ;
c’est a` dire z⊤Fz ≥ 0 pour tout z ∈ Rm.
L’importance de cette classe provient du fait qu’elle englobe une grande partie des
proble`mes d’optimisation convexe tel que les programmes line´aires (pre´ce´demment
introduits) ainsi que les programmes quadratiques convexes.
Pour la re´solution d’un programme semi-de´fini, on peut souligner le fait que la me´-
thode de simplexe n’est pas applicable. Par ailleurs, des extensions de cette me´thode
pour le cas des programmes semi-de´finis ont e´te´ e´tablies par Pataki [132] et Las-
serre [102]. Par ailleurs, la me´thode d’ellipso¨ıde de Nemirovsky [192] ou de Shor [164]
permet de re´soudre le programme en un temps polynomial. En matlab, les solveurs
SEDUMI et YALMIP permettent la re´solution de ce genre de programmes.
La programmation somme de carre´s SOS
La programmation somme de carre´s a e´te´ introduite par Parillo dans sa the`se [130].
Elle permet de manipuler des polynoˆmes appartenant a` Σ[x] (voir De´finition 2 du
Chapitre 2). En effet, dans ce genre de programmation la condition de positivite´
des polynoˆmes est relaxe´e en somme de carre´s de polynoˆmes qui est une condition
suffisante mais pas ne´cessaire (voir Remarque 1 du Chapitre 2).
La forme ge´ne´rale d’un programme SOS est la suivante :
minimiser c · α
s.c α ∈ Rn
f1,0(x) + f1,1(x)α1 + · · ·+ f1,1(x)α1 ∈ Σ[x]
. . .
. . .
fN,0(x) + fN,1(x)α1 + · · ·+ fN,1(x)α1 ∈ Σ[x]
(4.15)
ou` c ∈ Rn et {fj,k} sont des polynoˆmes pour tout j = 1, . . . , N et tout k = 1, . . . ,m.
Pour la re´solution on peut utiliser SOSTOOLS, YALMIP ou SOSOPT.
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Relation entre SDP et SOS
La programmation SOS peut eˆtre aussi conside´re´e comme une programmation
SDP. En effet, tous les solveurs qu’on a cite´s pour la re´solution d’un programme
SOS proce`dent d’abord a` sa conversion en un programme SDP. L’ide´e est que si un
polynoˆme est dans Σ[x], sa repre´sentation peut eˆtre calcule´e en utilisant la program-
mation semi-de´finie. Plus pre´cise´ment on a le re´sultat suivant [33] :
Proposition 11. Un polynoˆme p de degre´ 2d est un SOS si et seulement si il existe
une matrice syme´trique semi-de´finie positive ve´rifiant :
p(x) = zd(x)
′Qzd(x) pour tout x ∈ R
n
ou` zd(x) = (x
α)|α|≤d = (1, x1, . . . , xn, x1
2, x1x2, . . . , xn−1xn, xn
2, . . . , x1
d, . . . , xn
d)′.
Ainsi pour de´terminer la repre´sentation d’un polynoˆme p dans Σ[x], il suffit de
trouver la matrice syme´trique semi-de´finie positive Q et on se trouve ainsi dans le
cadre de la programmation semi-de´finie.
La me´thode de Lasserre (LMI)
En 2001, Lasserre a introduit une me´thode se basant sur les ine´galite´s matricielles
line´aires (LMI) ainsi que la the´orie des moments permettant de donner une borne
infe´rieure a` la valeur optimale p∗ du POP (4.1) (voir [103]). Nous allons de´crire
brie`vement cette approche.
Le POP qu’on veut re´soudre admet une formulation e´quivalente base´e sur la
notion de mesures. Concre`tement on peut montrer que :
p∗ = min
µ∈P (K)
∫
p(x)µ(dx)
ou` P (K) est l’espace des mesures finis de Borel a` support dans K.
Comme dans l’approche RLT, on commence tout d’abord par fixer un degre´
maximal δ. A l’aide des notations introduites au premier chapitre sur les polynoˆmes,
on peut e´crire :
p(x) =
∑
|α|≤δ
pαx
α.
Ainsi, en permutant somme et inte´grale on aura :∫
p(x)µ(dx) =
∑
|α|≤δ
pαyα
ou` la suite y := {yα}|α|≤δ des moments d’ordre δ est donne´e par : yα :=
∫
xαdµx
avec dµx = µ(dx) pour tout |α| ≤ δ.
L’ide´e sera de remplacer le proble`me de minimisation sur les mesures µ ∈ P (K)
par un proble`me de minimisation sur les moments yα. On sait de´ja` que si une mesure
µ est donne´e, on peut construire la suite des moments associe´s y := {yα} pour un
ordre δ fixe´. La re´ciproque n’est pas vrai.
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En effet, soit r = E( δ
2
)+ ou` E(x)+ de´signe la partie entie`re supe´rieure de x (c’est
a` dire le plus petit entier supe´rieur ou e´gal a` x). Par la the´orie des moments une
condition ne´cessaire pour que la suite y admette une mesure repre´sentative µy est
donne´e par une condition de positivite´ de la matrice des moments d’ordre r qu’on
note Mr(y). Plus pre´cise´ment si Mr(y)  0 alors il existe une mesure µy telle que
yα :=
∫
xαdµx pour tout α ve´rifiant |α| ≤ δ.
En utilisant ce re´sultat et des re´sultat analogues permettant d’assurer que le support
de la mesure µy est inclus dans K, on aura la relaxation suivante :
minimiser
∑
|α|≤δ
pαyα
s.c Mr(y)  0
Mr−vk(−gky)  0 k = 1, . . . ,m,
(4.16)
avec vk = E(
δk
2
)+ ou` δk de´signe le degre´ maximal de gk , pour tout k = 1, . . . ,m. La
construction des matrices des moments Mr(y),Mr−v1(−g1y), . . . ,Mr−vm(−gmy)) est
bien explique´e dans [103].
Le proble`me (4.18) est bien une relaxation du POP (4.1), c’est a` dire que si on
note par pδ
∗ sa solution optimale, on a pδ
∗ ≤ p∗. Il est e´vident aussi que plus le degre´
δ est grand, plus la relaxation est pre´cise.
Exemple 7. On reconside`re l’exemple 6. La relaxation SDP pour le degre´ δ = 2 est
la suivante :
minimiser y10 + y11 + y20
s.c

 1 y10 y01y10 y20 y11
y01 y11 y02

  0
y10 − 1 ≤ 0
−y10 ≤ 0
y01 − 1 ≤ 0
y20 + y02 − 1 ≤ 0.
Re´sultats de convergence pour la relaxation LMI
D’une fac¸on analogue, on de´crira brie`vement les re´sultats de convergence des
relaxations SDP donne´es par la me´thode LMI de Lasserre pour le proble`me (4.8)
qui sont aussi de´crites dans [104]. Les preuves sont base´es sur les meˆmes ingre´dients
(formulation duale et re´sultats de repre´sentations de polynoˆmes positifs). La seule
diffe´rence sera la manie`re dont on repre´sente un polynoˆme positif. En effet, comme
on conside`re un programme semi-de´fini, le dual nous fournit une repre´sentation
des polynoˆmes positifs comme somme de carre´s de polynoˆmes. Ainsi, pour pouvoir
identifier les coefficients comme pre´ce´demment, on aura besoin d’utiliser les re´sultats
de repre´sentation donne´s par des sommes de carre´s de polynoˆmes.
Par ailleurs, on a aussi des re´sultats d’exactitude pour certaines relaxations a` partir
d’un certain rang ; c’est a` dire que l’on montre parfois l’existence d’un entier δ0 tel
que p∗ = p∗δ = p
∗
δ0
pour tout δ ≥ δ0.
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On commence, comme dans RLT, par le cas unidimensionnel sans contraintes (4.9).
On se fixe un degre´ δ (supe´rieur ou e´gal au degre´ de p) et on prend r = E( δ
2
)+.
Proposition 12. Notons par pδ
∗ la solution optimale de la relaxation :
minimiser
∑
i≤δ
pαyi
s.c Mr(y)  0
Mr−1(−gky)  0 k = 1, 2,
(4.17)
avec g1(x) = x et g2(x) = 1− x.
Alors p∗ = pδ
∗ pour tout degre´ δ supe´rieur ou e´gal au degre´ de p (c’est a` dire la
relaxation est exacte pour le cas unidimensionnel sans contraintes).
De´monstration. La preuve est e´tablie dans [103, 104]. En effet, une premie`re fac¸on de
de´montrer ce re´sultat est donne´e par l’interme´diaire de la the´orie des moments [47],
ou` l’on dispose d’une condition ne´cessaire et suffisante assurant l’existence d’une me-
sure de probabilite´ a` support dans [0, 1]. La deuxie`me fac¸on consiste en l’utilisation
de la repre´sentation (2.2) ainsi que la formulation duale. La relaxation est exacte car
la repre´sentation (2.2) est valable pour tout polynoˆme positif (et pas uniquement
pour les polynoˆmes strictement positifs).
Le cas avec contraintes donne´ par le proble`me (4.2) s’en de´duit automatiquement
en utilisant la ge´ne´ralisation de la repre´sentation (2.2).
Proposition 13. Notons maintenant pδ
∗ la solution optimale de la relaxation :
minimiser
∑
|α|≤δ
pαyα
s.c y ∈ Rs(δ)
Mr(y)  0
Mr−vk(−gky)  0 k = 1, . . . ,m.
(4.18)
Si l’ensemble K est semi-alge´brique compact ve´rifiant l’Hypothe`se 2 donne´e dans
le premier chapitre alors on a :
p∗δ ↑ p
∗ quand δ →∞.
De´monstration. La preuve est donne´e dans [103]. Elle se base sur le re´sultat de
Putinar [139] concernant la repre´sentation de polynoˆmes positifs sur des ensembles
semi-alge´briques.
Remarque 8. Plus pre´cise´ment, la relaxation est exacte pour le cas unidimensionnel
vu que tout polynoˆme positif est une somme de carre´s de polynoˆmes. Ce re´sultat n’est
pas valable en dimension supe´rieure (voir Remarque 1 du Chapitre 2), ou` seulement
un re´sultat de convergence asymptotique est e´tabli.
Chapitre 5
Relaxations line´aires des
proble`mes d’optimisation
polynomiaux
Dans ce chapitre, nous allons construire deux nouvelles relaxations LP pour
obtenir une borne infe´rieure au POP (4.2). Les deux principaux ingre´dients pour
la construction de ces relaxations seront les polynoˆmes de Bernstein ainsi que le
principe de floraison de´crits dans la premie`re partie de cette the`se. Notons que pour
ces deux relaxations, on a besoin de fixer a` l’avance un rectangle R, c’est a` dire que
notre ensemble admissible K sera donne´ par :
K = {x ∈ R | gi(x) ≤ 0, i = 1, . . . ,m} ou` R =
k=n∏
k=1
[xk, xk] est un rectangle de R
n.
Ainsi comme dans la me´thode RLT, notre POP sera donne´ par le proble`me
minimiser p(x)
s.c x ∈ R
gi(x) ≤ 0 , i = 1, . . . ,m,
ou` p, g1, . . . , gm sont tous des polynoˆmes multi-varie´s .
5.1 Relaxation d’un POP en utilisant la forme po-
laire
L’approche que nous allons proposer pour la construction de la relaxation est
base´e essentiellement sur le principe de floraison ou la forme polaire d’un polynoˆme.
Dans cette section, l’ensemble K contiendra aussi des contraintes d’e´galite´ ; c’est a`
dire il sera donne´ par :
K = {x ∈ R | gi(x) ≤ 0, i = 1, . . . ,m et hj(x) = 0, j = 1, . . . ,m}.
L’inte´reˆt de conside´rer ce cas plus ge´ne´ral sera clarifie´ par la suite. On commencera
par traiter le cas ou` l’ensemble K est un polytope puis on e´tudiera le cas ge´ne´ral.
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Enfin, notons V =
∏n
k=1{xk, xk} l’ensemble des sommets associe´s au rectangle R =∏k=n
k=1 [xk, xk].
5.1.1 Cas ou` l’ensemble des contraintes K est un polytope
Dans cette partie le POP que nous allons conside´rer est donne´ par :
min p(x)
s.c x ∈ R,
ai · x ≤ bi, i = 1, . . . ,m,
cj · x = dj, j = 1, . . . , r,
(5.1)
ou` ai ∈ Rn, bi ∈ R, pour tout i = 1, . . . ,m et cj ∈ Rn, dj ∈ R, pour tout j = 1, . . . , r.
Cas particulier : p est une fonction multi-affine
On va supposer dans un premier temps que le polynoˆme p est multi-affine, c’est
a` dire que δi ≤ 1 pour tout i = 1, . . . , n.
Dans ce cas, la relaxation line´aire sera donne´e par la formulation duale de (5.1). En
effet, en e´crivant le Lagrangien du proble`me (5.1) on aura :
L(x, λ, ν) = p(x) +
m∑
i=1
λi(ai · x− bi) +
r∑
j=1
νi(cj · x− dj)
ou` x ∈ R, λi ≥ 0 pour tout i ∈ 1, . . . ,m.
Par conse´quent, la formulation duale du proble`me (5.1) est
max min
x∈R
L(x, λ, ν)
s.c λ ∈ Rm, ν ∈ Rr,
λi ≥ 0, i = 1, . . . ,m.
(5.2)
Notons d∗ ∈ R la valeur optimale de (5.2). Il est bien connu d’apre`s la the´orie de
dualite´ (voir [34]) que d∗ ≤ p∗ ou` p∗ est la valeur optimale du proble`me (5.1). C’est
ce qu’on appelle la dualite´ faible.
Remarque 9. On sait aussi d’apre`s la the´orie de dualite´, que la dualite´ forte e´quiva-
lente au fait que d∗ = p∗ aura lieu en ge´ne´ral dans le cas d’un proble`me convexe. Or,
une fonction multi-affine est ge´ne´ralement non convexe ; par conse´quent, de fac¸on
ge´ne´rale, on ne peut pas s’attendre a` avoir l’e´galite´ d∗ = p∗.
On va montrer maintenant que le proble`me (5.2) peut s’e´crire comme e´tant un
programme line´aire :
Proposition 14. Le proble`me dual de (5.1) est e´quivalent au programme line´aire
suivant :
max t
s.c t ∈ R, λ ∈ Rm, µ ∈ Rr,
λi ≥ 0, i = 1, . . . ,m,
t ≤ p(v) +
m∑
i=1
λi(ai · v − bi)
+
r∑
j=1
µj(cj · v − dj), v ∈ V.
(5.3)
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De´monstration. On commence de´ja` par remarquer que le Lagrangien L(x, λ, µ) est
une fonction multi-affine en x. Par suite, en appliquant le Lemme 1 (le lemme de
convexite´ e´nonce´ au Chapitre 1), on sait que le minimum de L(x, λ, µ) ou` x ∈ R est
atteint en un sommet de R :
min
x∈R
L(x, λ, µ) = min
v∈V
L(v, λ, µ).
Ainsi, le proble`me (5.2) consiste a` minimiser une fonction line´aire par morceaux
sous des contraintes line´aires ce qui peut se formuler simplement (voir [34], pages
150-151) en programme line´aire (5.3).
Par conse´quent, dans le cas ou` p est multi-affine, le programme (5.3) est bien une
relaxation line´aire de notre proble`me (5.1) donne´e graˆce a` la formulation duale. Dans
le cas ge´ne´ral ou` p est un polynoˆme de degre´ δ, cette approche va eˆtre ge´ne´ralise´e
au moyen du principe de floraison.
Cas ge´ne´ral : p polynoˆme multi varie´
On conside`re maintenant le proble`me (5.1) ou` p est un polynoˆme multi-varie´
de degre´ δ. En utilisant le principe de floraison de´fini dans le premier chapitre, on
construit la forme polaire associe´e a` p relative a` δ qu’on note pδ : Rδ1+···+δn → R
donne´e pour z = (z1,1, . . . , z1,δ1 , . . . , zn,1, . . . , zn,δn) par
pδ(z) =
∑
I≤δ
pI
j=n∏
j=1
Bij ,δj(zj,1, . . . , zj,δj)
ou` l’expression des Bij ,δj est donne´e par la De´finition 4 du Chapitre 1.
On rappelle aussi la de´finition du rectangle associe´ R′ =
∏k=n
k=1 [xk, xk]
δk dont l’en-
semble de sommets est V ′ =
∏k=n
k=1{xk, xk}
δk .
Pour construire notre relaxation line´aire, on va utiliser les proprie´te´s de la forme
polaire donne´es par la Proposition 1 du Chapitre 1.
En effet, pour se ramener au cas multi-affine, on va remplacer le polynoˆme p par sa
forme polaire pδ (qui est une fonction multi-affine d’apre`s la proprie´te´ 1 de la forme
polaire), tout en ajoutant des contraintes d’e´galite´ pour que les deux proble`mes res-
tent e´quivalents. Ceci est assure´ par la proprie´te´ 3 (proprie´te´ diagonale d’une forme
polaire). Puis, on applique la Proposition 14 pour obtenir une relaxation line´aire au
proble`me (5.1). On souligne a` ce stade le fait qu’on se retrouve avec un proble`me
de minimisation d’une fonction multi-affine sous contraintes d’ine´galite´ et d’e´galite´,
ce qui explique le fait qu’on ait tenu compte des contraintes d’e´galite´ dans la de´fini-
tion de l’ensemble K. Enfin, on utilisera la proprie´te´ 2 (proprie´te´ de syme´trie) pour
simplifier le programme line´aire obtenu et re´duire sa complexite´.
Concre`tement en appliquant la proprie´te´ 3, on montre que le proble`me (5.1) est
CHAPITRE 5. RELAXATIONS LINE´AIRES 64
e´quivalent a` :
minimise pδ(z)
s.c z ∈ R′,
ai
′ · z ≤ bi, i = 1, . . . ,m,
cj
′ · z = dj, j = 1, . . . , r,
ek,l · z = 0, k ∈ {1, . . . , n}, l ∈ {1, . . . , δk − 1}
(5.4)
avec
a′i
⊤
= (
ai,1
δ1
, . . . ,
ai,1
δ1
, . . . ,
ai,n
δn
, . . . ,
ai,n
δn
), pour tout i = 1, . . . ,m
c′j
⊤
= (
cj,1
δ1
, . . . ,
cj,1
δ1
, . . . ,
cj,n
δn
, . . . ,
cj,n
δn
), pour tout j = 1, . . . , r
et les ek,l ∈ Rδ1+···+δn sont les vecteurs ve´rifiant l’e´galite´ ek,l · z = zk,l − zk,l+1,
pour tout z ∈ Rδ1+···+δn , k ∈ {1, . . . , n}, l ∈ {1, . . . , δk − 1}.
Comme pδ est une fonction multi-affine, le proble`me (5.4) est similaire a` celui
conside´re´ dans la section pre´ce´dente. Ainsi, on peut utiliser la Proposition 14 pour
obtenir son dual, qui est donne´ par le programme line´aire suivant :
max t
s.c t ∈ R, λ ∈ Rm, µ ∈ Rr,
α ∈ R(δ1−1)+···+(δn−1),
λi ≥ 0, i = 1, . . . ,m,
t ≤ pδ(v) +
∑
i=1,...,m
λi(a
′
i · v − bi)
+
∑
j=1,...,l
µj(c
′
j · v − dj)
+
∑
k∈{1,...,n}
∑
l∈{1,...,δk−1}
αk,l(ek,l · v), v ∈ V
′.
(5.5)
D’apre`s la Proposition 14, la valeur optimale de ce programme line´aire donne une
borne infe´rieure a` la valeur optimale du proble`me d’optimisation polynomial (5.1).
Cependant, on ne doit pas re´soudre directement le programme line´aire (5.5) puisque
la relation d’e´quivalence ∼= de´finie dans la Section 3.3.1 du Chapitre 2 peut eˆtre
utilise´e pour exploiter les syme´tries et re´duire la complexite´ du programme line´aire.
En effet, pour tout v ∼= v′, i = 1, . . . ,m et j = 1, . . . , r on sait de´ja` que pδ(v) = pδ(v
′),
ai · v = ai · v
′ et c′j · v = c
′
j · v
′ ; ainsi on peut bien e´crire ces termes comme e´tant ai · v
et cj · v pour v ∈ V
′
. Plus pre´cise´ment, en exploitant cette relation d’e´quivalence, on
obtient une relaxation line´aire e´quivalente au proble`me (5.5) avec beaucoup moins
de variables et de contraintes.
The´ore`me 6. La valeur optimale du programme line´aire (5.5) est e´gale a` la valeur
optimale pδ
∗ de :
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max t
s.c t ∈ R, λ ∈ Rm, µ ∈ Rr,
λi ≥ 0, i = 1, . . . ,m,
t ≤ pδ(v) +
m∑
i=1
λi(a
′
i · v − bi)
+
r∑
j=1
µj(c
′
j · v − dj), v ∈ V
′
.
(5.6)
Par suite, pδ
∗ ≤ p∗ avec p∗ est la valeur optimale de (5.1).
La preuve de ce the´ore`me repose sur la formulation duale des proble`mes (5.6) et
(5.5). Elle est de´taille´e dans l’Appendice de ce chapitre.
Exemple 8.
minimiser p(x1, x2) = x
2
1 + x2
s.c (x1, x2) ∈ [0, 1]× [0, 1],
−x1 − x2 ≤ −1.
La valeur optimale de ce proble`me est p∗ = 3/4 obtenue pour (x1, x2) = (0.5, 0.5).
La forme polaire de p relative a` δ = (2, 1) est la fonction multi-affine
qδ(z1,1, z1,2, z2,1) = z1,1z1,2 + z2,1.
Le programme line´aire (7.5) est le suivant :
maximiser t
s.c t ∈ R, λ ∈ R,
λ ≥ 0, i ∈ I,
t ≤ qδ(v) + λ(a
′ · v + 1), v ∈ V ′.
ou` a′ = (−1
2
, −1
2
,−1) et V ′ = {(0, 0, 0), (0, 0, 1), (1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)} a
6 e´le´ments. La valeur optimale de ce proble`me est pδ
∗ = 2/3 obtenue pour λ = 4/3.
On peut bien ve´rifier que pδ
∗ ≤ p∗.
On va maintenant discuter l’inte´reˆt de re´soudre (5.6) a` la place de (5.5).
Remarque 10. Re´soudre (5.6) a` la place de (5.5) nous permet un gain conside´-
rable en complexite´. D’abord, les variables de de´cision αk,l du proble`me (5.5) n’appa-
raissent plus dans (5.6). De plus, le nombre de contraintes indexe´es par v′ ∈ V ′ dans
(5.5) est e´gal a` 2δ1+···+δn tandis que le nombre de contraintes indexe´es par v ∈ V
′
est uniquement (δ1 + 1) × · · · × (δn + 1). En effet, le programme line´aire (5.5) a
m + r + (δ1 − 1) + · · · + (δn − 1) + 1 variables et 2
δ1+···+δn + m contraintes d’in-
e´galite´ alors que le programme line´aire (5.6) a uniquement m + r + 1 variables et
(δ1 + 1)× · · · × (δn + 1) +m contraintes d’ine´galite´.
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5.1.2 Cas ou` l’ensemble K est semi-alge´brique
Maintenant, nous allons ge´ne´raliser l’approche de´crite pre´ce´demment dans le cas
ou` les fonctions gi et les fonctions hi sont donne´es par des polynoˆmes.
Soit δ = (δ1, . . . , δn) ou` les δi sont les degre´s maximaux des polynoˆmes p, g1, . . . , gm,
h1, . . . , hr en les variables xi et notons par pδ, g1δ, . . . , gmδ, h1δ, . . . , hrδ les formes
polaires associe´es relatives a` δ.
Pour obtenir une relaxation line´aire du proble`me (5.1) pour le cas semi-alge´brique, on
va suivre les meˆmes e´tapes que dans le cas polytope. D’abord, en utilisant la proprie´te´
diagonale des formes polaires pδ, g1δ, . . . , gmδ, h1δ, . . . , hrδ on obtient le proble`me
multi-affine e´quivalent suivant :
minimiser pδ(z)
s.c z ∈ R′,
giδ(z) ≤ 0, i = 1, . . . ,m,
hjδ(z) = 0, j = 1, . . . , r,
ek,l · z = 0, k ∈ {1, . . . , n}, l ∈ {1, . . . , δk − 1},
(5.7)
ou` les ek,l sont de´finis comme dans le cas polytope.
En e´crivant le Lagrangien du proble`me (5.7) on aura :
L(z, λ, ν) = pδ(z) +
m∑
i=1
λigiδ(z) +
r∑
j=1
νjhjδ(z) +
∑
k∈{1,...,n}
∑
l∈{1,...,δk−1}
αk,l(ek,l · z)
ou` z ∈ R′, λi ≥ 0 pour tout i ∈ {1, . . . ,m}, νj ∈ R pour tout j ∈ {1, . . . , r} et
αk,l ∈ R pour tout k ∈ {1, . . . , n} et tout l ∈ {1, . . . , δk − 1}.
En utilisant le fait que L(z, λ, ν) est multi-affine en z ainsi que le lemme de convexite´
des fonctions multi-affines, on obtient le programme line´aire suivant :
max t
s.c t ∈ R, λ ∈ Rm, µ ∈ Rr,
α ∈ R(δ1−1)+···+(δn−1),
λi ≥ 0, i = 1, . . . ,m,
t ≤ pδ(v) +
∑
i=1,...,m
λigiδ(z)
+
∑
j=1,...,l
µjhjδ(z)
+
∑
k∈{1,...,n}
∑
l∈{1,...,δk−1}
αk,l(ek,l · v), v ∈ V
′.
(5.8)
Enfin, en utilisant la relation d’e´quivalence, on obtient la relaxation line´aire suivante :
The´ore`me 7. La valeur optimale du programme line´aire (5.8) est e´gale a` la valeur
optimale pδ
∗ de :
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max t
s.c t ∈ R, λ ∈ Rm, µ ∈ Rr,
λi ≥ 0, i = 1, . . . ,m,
t ≤ pδ(v) +
m∑
i=1
λigiδ(v)
+
r∑
j=1
µjhjδ(v), v ∈ V
′
.
(5.9)
Par suite, d∗ ≤ p∗ avec p∗ est la valeur optimale de (5.1).
La preuve est similaire a` celle du The´ore`me 6 et se base essentiellement sur la
proprie´te´ de syme´trie d’une forme polaire. Elle est brie`vement de´crite dans l’Appen-
dice de ce chapitre.
Dans la section qui suit, on va exploiter le lien de´crit dans la premie`re partie de la
the`se entre les coefficients de Bernstein et la forme polaire pour pouvoir reformuler
les re´sultats de cette section a` l’aide des coefficients de Bernstein. Par dualite´, on
verra que les programmes line´aires qu’on obtient proviennent imme´diatement des
proprie´te´s des polynoˆmes de Bernstein de´crite dans le Chapitre 3. En effet, on don-
nera une relaxation encore plus pre´cise que celle obtenue a` l’aide de la forme polaire
en exploitant uniquement ces diffe´rents proprie´te´s.
5.2 Relaxation d’un POP en utilisant la forme de
Bernstein
5.2.1 Cas ge´ne´ral : K est semi-alge´brique
Analogie avec la relaxation obtenue a` l’aide de la forme polaire
Dans la section pre´ce´dente, on a pre´sente´ une relaxation line´aire pour notre
proble`me d’optimisation polynomial se basant sur la forme polaire d’un polynoˆme
(le principe de floraison). Etant donne´ la relation e´tablie dans la Section 3.3 entre la
forme polaire d’un polynoˆme et les polynoˆmes de Bernstein, il est tout a` fait naturel
de vouloir reformuler cette relaxation a` l’aide des coefficients de Bernstein. L’inte´reˆt
pratique de cette reformulation vient de la remarque suivante.
Remarque 11. Pour la relaxation line´aire (5.9), on a besoin de calculer les valeurs
de pδ(v), g1δ(v), . . . , gmδ(v), h1δ(v), . . . , hrδ(v) pour tout v ∈ V
′
. En effet, ces ope´-
rations risquent d’eˆtre trop couˆteuse puisque les formes polaires associe´es peuvent
compter 2δ1+···+δn termes. Afin de garder le couˆt de calcul le plus petit possible, on
devra e´viter de calculer explicitement les formes polaires ; il est pre´fe´rable d’utili-
ser la Proposition 9 qui montre qu’il suffit de calculer les (δ1 + 1) × · · · × (δn + 1)
coefficients des polynoˆmes p, g1, . . . , gm, h1, . . . , hr dans la base de Bernstein.
Tout d’abord, comme les polynoˆmes de Bernstein sont de´finis dans la boˆıte unite´
U = [0, 1]n, on va se restreindre au rectangle R = [0, 1]n. Le cas ge´ne´ral se de´duit a`
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l’aide d’une transformation line´aire.
On commence tout d’abord par calculer explicitement a` l’aide de la formule (3.6)
du Chapitre 3 les ensembles {pˆI,δ ∈ R , I ≤ δ}, {gˆiI,δ ∈ R , I ≤ δ} pour tout
i = 1, . . . ,m et {hˆjI,δ ∈ R , I ≤ δ} pour tout j = 1, . . . , r, de´signant les en-
sembles des coefficients de Bernstein d’ordre δ associe´s respectivement aux poly-
noˆmes p, g1, . . . , gm, h1, . . . , hr.
D’apre`s la Proposition 9, la relaxation (5.9) est e´quivalente a` :
max t
s.c t ∈ R, λ ∈ Rm, µ ∈ Rr,
λi ≥ 0, i = 1, . . . ,m,
t ≤ pˆI,δ +
m∑
i=1
λigˆiI,δ
+
r∑
j=1
µjhˆjI,δ, I ≤ δ.
(5.10)
Dualite´ et proprie´te´s des polynoˆmes de Bernstein
Nous allons voir maintenant que, le programme line´aire (5.10) (et plus pre´cise´-
ment son dual qui lui est e´quivalent) pourra eˆtre e´tabli simplement en exploitant les
proprie´te´s des polynoˆmes de Bernstein qu’on a e´nume´re´es dans le Chapitre 3.
Proposition 15. La formulation duale du proble`me (5.10) est donne´e par le pro-
gramme line´aire suivant :
minimiser
∑
I≤δ pˆI,δzI
s.c zI ∈ R, I ≤ δ,
zI ≥ 0, I ≤ δ,∑
I≤δ zI = 1,∑
I≤δ gˆiI,δzI ≤ 0, i = 1, . . . ,m.∑
I≤δ hˆjI,δzI = 0, j = 1, . . . , r.
(5.11)
De plus les proble`mes (5.10) et (5.11) ont la meˆme valeur optimale.
On de´taillera la preuve dans l’Appendice de ce chapitre. Cependant, on va voir
comment on peut obtenir ce programme line´aire sans passer par la forme polaire,
c’est a` dire en n’utilisant que les re´sultats lie´s aux polynoˆmes de Bernstein.
On rappelle que notre POP initial est le suivant :
minimiser p(x)
s.c x ∈ [0, 1]n
gi(x) ≤ 0 , i = 1, . . . ,m.
hj(x) = 0 , j = 1, . . . , r.
(5.12)
On commence par e´crire tous les polynoˆmes p, g1, . . . , gm dans la base de Bernstein
d’ordre δ. Ainsi on aura :
p(x) =
∑
I≤δ
pˆI,δBδ,I(x) avec pˆI,δ ∈ R, ∀I ≤ δ,
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g1(x) =
∑
I≤δ
gˆ1I,δBδ,I(x) avec gˆ1I,δ ∈ R, ∀I ≤ δ,
. . .
. . .
gm(x) =
∑
I≤δ
gˆmI,δBδ,I(x) avec gˆmI,δ ∈ R, ∀I ≤ δ,
h1(x) =
∑
I≤δ
hˆ1I,δBδ,I(x) avec hˆ1I,δ ∈ R, ∀I ≤ δ,
. . .
. . .
hr(x) =
∑
I≤δ
hˆrI,δBδ,I(x) avec hˆrI,δ ∈ R, ∀I ≤ δ.
En injectant ces expressions dans (5.12), on obtient le proble`me e´quivalent suivant :
minimiser
∑
I≤δ pˆI,δBδ,I(x)
s.c x ∈ [0, 1]n∑
I≤δ gˆiI,δBδ,I(x) ≤ 0 , i = 1, . . . ,m.∑
I≤δ hˆjI,δBδ,I(x) = 0 , j = 1, . . . , r.
(5.13)
Ainsi, il suffit de remplacer dans (5.13) chaque polynoˆme de Bernstein Bδ,I(x) par
une variable de de´cision zI et utiliser le fait que Bδ,I(x) ≥ 0 pour tout I ≤ δ et
que
∑
I≤δ Bδ,I(x) = 1 pour pouvoir obtenir la relaxation line´aire au proble`me (5.12)
donne´e par le programme line´aire (5.11).
Une meilleure relaxation
On a vu pre´ce´demment qu’une relaxation line´aire e´quivalente a` (5.9) peut eˆtre
obtenue graˆce a` l’utilisation de certaines proprie´te´s sur les polynoˆmes de Bernstein
(celle sur la partition de l’unite´ et celle sur la positivite´ des polynoˆmes de Bernstein)
pour pouvoir re´cupe´rer le programme line´aire (5.11) dont on a montre´ l’e´quivalence
avec (5.9). Cependant, une question qu’on peut se poser est : Peut-on faire mieux ?
La re´ponse est affirmative et l’ide´e consiste a` ajouter des contraintes supple´mentaires
sur nos variables de de´cision zI .
Proposition 16. Notons par p˜∗δ la valeur optimale du programme line´aire :
minimiser
∑
I≤δ pˆI,δzI
s.c zI ∈ R, I ≤ δ,
0 ≤ zI ≤ Bδ,I(
I
δ
), I ≤ δ,∑
I≤δ zI = 1,∑
I≤δ gˆiI,δzI ≤ 0, i = 1, . . . ,m,∑
I≤δ hˆjI,δzI = 0, j = 1, . . . , r.
(5.14)
Alors, pδ
∗ ≤ p˜∗δ ≤ p
∗ ou` p∗ est la valeur optimale du proble`me (5.13) et pδ
∗ est la
valeur optimale du proble`me (5.11).
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De´monstration. Il est e´vident que pδ
∗ ≤ p˜∗δ vu que le programme (5.14) n’est autre
que le programme (5.11) avec des contraintes supple´mentaires et il s’agit d’une
minimisation.
Maintenant pour montrer que p˜∗δ ≤ p
∗ il suffit de remarquer qu’il s’agit bien d’une
relaxation du proble`me initial (5.13) puisque les contraintes supple´mentaires zI ≤
Bδ,I(
I
δ
) proviennent du fait que Bδ,I(x) ≤ Bδ,I(
I
δ
) pour tout I ≤ δ (ceci provient de
la deuxie`me proprie´te´s des polynoˆmes de Bernstein).
On verra plus loin sur des exemples qu’en re´solvant (5.14) au lieu de (5.11) un
gain important en pre´cision sera obtenu.
5.2.2 Cas particulier : K est un polytope
Le cas d’un polytope est d’un grand inte´reˆt pour les applications (voir la troisie`me
partie de cette the`se). Nous allons donc le traiter en de´tail. On supposera dans un
premier temps (comme pre´ce´demment) que le rectangle R est la boˆıte unite´. Le cas
d’un rectangle quelconque sera traite´ par la suite.
Comme K est un polytope, on aura gi(x) = ai · x − bi avec ai ∈ Rn et bi ∈ R pour
tout i = 1, . . . ,m. Ainsi, notre POP s’e´crit sous la forme suivante :
minimiser p(x)
s.c x ∈ R = [0, 1]n,
Ax ≤ b
(5.15)
ou` A ∈ Rm×n est la matrice dont les colonnes sont les vecteurs ai, i = 1 . . . ,m et
b ∈ Rm est le vecteur dont les coordonne´s sont les bi, i = 1, . . . ,m.
Soient δ1, . . . , δn les degre´s respectifs de p en x1, . . . , xn et notons δ = (δ1, . . . , δn).
Dans la base canonique le polynoˆme p s’e´crit sous la forme :
p(x) =
∑
I≤δ
pI,δx
I avec pI,δ ∈ R, ∀I ≤ δ.
Dans la base de Bernstein d’ordre δ le polynoˆme p s’e´crit sous la forme :
p(x) =
∑
I≤δ
pˆI,δBδ,I(x) avec pˆI,δ ∈ R, ∀I ≤ δ (5.16)
ou` l’ensemble {pˆI,δ ∈ R , I ≤ δ} de´signe l’ensemble des coefficients de Bernstein
qu’on pourra calculer explicitement a` l’aide de la formule (3.6) du Chapitre 3.
Pour e´tablir une relaxation LP a` notre proble`me (5.15), on aura besoin des
proprie´te´s suivantes (voir Proposition 6 du Chapitre 3) :
1. Pour x ∈ Rn, ∑
I≤δ
Bδ,I(x) = 1 et
∑
I≤δ
I
δ
Bδ,I(x) = x.
2. Pour tout x ∈ [0, 1]n,
0 ≤ Bδ,I(x) ≤ Bδ,I(
I
δ
)
avec Bδ,I(
I
δ
) =
∏j=n
j=1
(
δj
ij
)
i
ij
j (δj−ij)
δj−ij
δ
δj
j
.
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On peut utiliser ces proprie´te´s pour construire une relaxation LP a` notre proble`me
(5.15) :
The´ore`me 8. Soit pδ
∗ la valeur optimale du programme line´aire suivant :
minimiser
∑
I≤δ pˆI,δzI
s.c zI ∈ R, I ≤ δ,
0 ≤ zI ≤ Bδ,I(
I
δ
), I ≤ δ,∑
I≤δ zI = 1,∑
I≤δ(A
I
δ
)zI ≤ b.
(5.17)
Alors, pδ
∗ ≤ p∗ ou` p∗ est la valeur optimale du proble`me (5.15).
De´monstration. En utilisant l’expression de p dans la base de Bernstein (5.16) ainsi
que la premie`re proprie´te´, on peut re´crire le proble`me (5.15) sous la forme suivante :
minimiser
∑
I≤δ pˆI,δBδ,I(x)
s.c x ∈ [0, 1]n,∑
I≤δ(A
I
δ
)Bδ,I(x) ≤ b.
Soit x∗ l’optimum du proble`me (5.15) et soit zI = Bδ,I(x
∗) pour tout I ≤ δ. Il est
e´vident d’apre`s les proprie´te´s 1 et 2 que les zI satisfont les contraintes du proble`me
(5.17). Par conse´quent, la valeur optimale pδ
∗ de (5.17) est ne´cessairement plus petite
que celle de (5.15) d’ou` pδ
∗ ≤ p∗.
Maintenant, on revient au cas ou` R =
∏k=n
k=1 [xk, xk] est un rectangle quelconque
de Rn. En effet, dans ce cas il suffit de se ramener au cas d’une boˆıte unite´.
On commence par e´crire le rectangle R sous une forme matricielle c’est a` dire qu’il
est vu comme e´tant un polytope de 2n faces. Ainsi on peut e´crire :
R = {x ∈ Rn| I˜x ≤ d˜} avec I˜ =
[
I
−I
]
, d˜ =
[
x
−x
]
,
ou` I ∈ Rn×n est la matrice identite´ et les vecteurs x ∈ Rn, x ∈ Rn sont donne´s par :
x = (x1, . . . , xn)
⊤ et x = (x1, . . . , xn)
⊤.
Puis, on proce`de au changement de variable x = q(y) ou` la fonction affine
q : Rn → Rn est donne´e par :
q(y) = Dy + x
ou` D est une matrice diagonale d’entre´es xk − xk.
Le changement de variable q renvoie essentiellement la boˆıte [0, 1]n au rectangle R.
Pour finir, il faut aussi transformer la matrice A et le vecteur b. Cette transformation
est donne´e par :
A′ = AD, b′ = b− Ax.
Ainsi le proble`me (5.15) est e´quivalent au proble`me :
minimiser p ◦ q(y)
s.c y ∈ [0, 1]n,
A′y ≤ b′.
(5.18)
Par conse´quent, une borne infe´rieure pδ
∗ au proble`me (5.15) peut eˆtre calcule´e en
utilisant le The´ore`me 8.
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5.3 Exemples et comparaison
On va comparer les re´sultats obtenus par nos relaxations ainsi que ceux obtenus
par la relaxation RLT et la relaxation LMI sur quelques exemples de proble`mes
d’optimisation polynomiaux. Ces exemples seront imple´mente´s sur Matlab.
On va e´tudier les deux exemples suivants :
Exemple 9. Conside´rons le proble`me unidimensionnel suivant [184] (voir aussi [163]) :
min y4 − 3y3 − 1.5y2 + 10y
s.c y ∈ [−5, 5].
(5.19)
La valeur ainsi que la solution optimale sont donne´es par p∗ = −7.5 et y∗ = −1. Les
caracte´ristiques des quatre me´thodes de relaxations pour un degre´ δ = 4 sont don-
ne´es par le tableau de la Figure 5.1. En comparant ces relaxations, il est e´vident que
RLT LMI Bernstein Floraison
Contraintes 5 3×3+2(2×2) 2×5+1 5
Variables 4 4 5 1
Valeur optimale -908.3 -7.5 -486.32 -837.5
Temps de calcul (sec) - 0.246 0.0324 0.1370
Figure 5.1 – Caracte´ristiques des quatre me´thodes pour le proble`me (5.19).
la relaxation LMI donne la meilleure borne (la valeur optimale exacte), cependant
elle ne´cessite plus de ressources de calcul 1.
Pour les autres relaxations, on remarque que nos deux relaxations sont plus pre´-
cises que la relaxation RLT et que la relaxation de Bernstein est celle qui donne la
meilleure borne. En effet, comme cela a e´te´ discute´ auparavant, cette relaxation a
davantage de contraintes que celle utilisant le principe de floraison, ce qui explique
le fait qu’elle soit plus pre´cise. Cependant, toutes les bornes infe´rieures fournies
par les relaxations base´es sur la programmation line´aire sont loin de la vraie valeur
optimale. Ceci est duˆ au fait que les sommets de la boˆıte fixe´e a` l’avance (dans ce
cas c’est l’intervalle [−5, 5]) sont trop loin de la solution optimale (y∗ = −1), en
re´duisant la taille de la boˆıte les bornes deviendront nettement meilleures comme le
montre le tableau 5.2. On remarque que la valeur optimale est bien obtenue pour
Boˆıte [-5,5] [-4,4] [-3,3] [-2,2] [-1,1]
Valeur optimale : Floraison -837.5 -372 -136.5 -38 -7.5
Valeur optimale : Bernstein -486.32 -203.5 -65.76 -12.56 -7.5
Figure 5.2 – Ame´lioration des valeurs optimales donne´es par notre me´thode pour
le proble`me (5.19) en re´duisant la taille de la boˆıte.
la boˆıte [−1, 1] pour nos deux relaxations, ce qui est e´vident car pour cette boˆıte la
1. Pour l’approche RLT, les line´arisations sont calcule´es manuellement. Pour cela, le temps de
calcul n’est pas indique´
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condition aux sommets est e´tablie puisque y∗ = −1 est bien un sommet de cette
boˆıte.
Exemple 10. Maintenant on conside`re le proble`me en 3 dimensions avec contraintes
suivant [162] :
min x1x2x3 + x1
2 − 2x1x2 − 3x1x3
+5x2x3 − x3
2 + 5x2 + x3
s.c x = (x1, x2, x3) ∈ [2, 5]× [0, 10]× [4, 8],
4x1 + 3x2 + x3 ≤ 20,
x1 + 2x2 + x3 ≥ 1.
(5.20)
La valeur optimale ainsi que la solution associe´e sont donne´es par p∗ = −119 et x∗ =
(x1
∗, x2
∗, x3
∗) = (3, 0, 8). Les caracte´ristiques des quatre relaxations sont collecte´es
dans le tableau de la Figure 5.3 avec un degre´ δ = (2, 1, 2) pour les noˆtres et δ = 3
pour les relaxation RLT et LMI.
RLT LMI Bernstein Floraison
Contraintes 56+2 10×10+8(4×4) 2×18+1+2 18+2
Variables 19 34 18 3
Valeur optimale -120 -119 -119.25 -120
Temps de calcul (sec) - 0.548 0.1808 0.2082
Figure 5.3 – Caracte´ristiques des quatre me´thodes pour le proble`me (5.20).
On peut remarquer que nos deux approches sont celles impliquant les relaxations
les plus simples (proble`mes avec moins de variables et de contraintes). Le temps
ne´cessaire pour calculer une borne infe´rieure a` la valeur optimale est infe´rieur a`
celui de l’approche LMI. Pour la relaxation se basant sur le principe de floraison, la
borne infe´rieure est e´gale a` celle calcule´e par la relaxation RLT mais elle n’est pas si
pre´cise que celle calcule´e par la relaxation se basant sur les polynoˆmes de Bernstein
(qui est tre`s proche de la valeur optimale) et par rapport a` la relaxation LMI qui
trouve la valeur optimale exacte.
Par contre, si on de´coupe notre boˆıte R en deux sous boˆıtes R1 = [2, 3]×[0, 10]×[4, 8]
et R2 = [3, 5] × [0, 10] × [4, 8], en utilisant nos deux relaxations, la valeur optimale
peut eˆtre obtenue (voir le tableau de la Figure 5.4). En effet, la valeur optimale est
obtenue dans les deux sous boˆıtes. L’explication est duˆe au fait que dans chacune de
ces sous boˆıtes la condition au sommets est e´tablie en v = (3, 0, 8) et donc on en
de´duit que x∗ = (3, 0, 8) .
Boˆıte R1 R2
Valeur optimale -119 -119
Figure 5.4 – Les valeurs optimales donne´es par nos me´thodes au proble`me (5.20)
pour les deux sous boˆıtes.
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Pour conclure, on a vu graˆce aux deux exemples pre´ce´dents que graˆce a` nos deux
relaxations on pouvait obtenir des bornes pour des proble`mes d’optimisation polyno-
miaux non triviaux. The´oriquement, on a montre´ que la relaxation de Bernstein est
plus efficace que celle utilisant le principe de floraison. Ce re´sultat est bien confirme´
par nos applications nume´riques. Cependant, on verra dans la troisie`me partie de la
the`se l’utilite´ de la relaxation fournie a` l’aide de la forme polaire.
5.4 Ame´lioration de la pre´cision de nos relaxa-
tions
Dans cette section, on va citer deux moyens permettant d’augmenter la pre´cision
de nos relaxations. Une premie`re alternative consiste a` de´composer le domaine en
petits morceaux, et donc raffiner la recherche de l’optimum ainsi que de la solution
optimale. C’est le cadre des algorithmes de “branch-and-bound”. La deuxie`me alter-
native consiste a` augmenter le degre´ du polynoˆme (donne´ par le multi indice δ) en
le conside´rant comme e´tant un polynoˆme de degre´ supe´rieur δ′ en lui ajoutant des
coefficients nuls .
5.4.1 Algorithmes de “branch-and-bound” utilisant Bern-
stein
Comme on a pu le remarquer dans la section pre´ce´dente, la valeur optimale peut
eˆtre obtenue si une bonne de´composition de notre domaine rectangulaire est faite.
C’est l’ide´e des algorithmes de “branch-and-bound”.
Re´cemment, plusieurs travaux ont e´te´ re´alise´s pour la construction des algorithmes
de “branch-and-bound” se basant sur les polynoˆmes de Bernstein, notamment par
Ray et Nataraj [125, 145, 146], permettant essentiellement de calculer le minimum
(respectivement le maximum) d’un polynoˆme multi-varie´ sur un domaine rectangu-
laire. Il s’agit de la re´solution du proble`me (4.5) dans le cas sans contraintes (c’est
a` dire on se restreint au rectangle R). L’ide´e principale est d’utiliser les re´sultats
de la Section 3.2 du Chapitre 3 et plus pre´cise´ment la Proposition 7 permettant de
borner l’image d’une boˆıte par un polynoˆme a` l’aide des coefficients de Bernstein
et le Lemme 2 permettant a` l’aide d’une condition aux sommets de savoir si cette
image est exacte (relaxation exacte).
On va de´crire brie`vement les e´tapes principales de ces algorithmes :
Etape de re´solution :
La relaxation sera donne´e en utilisant la Proposition 7. Il s’agit de calculer le mi-
nimum des coefficients de Bernstein dans la boˆıte R. Rappelons a` ce stade, que la
Proposition 7 n’est valable que pour R = [0, 1]n et qu’on se rame`ne au cas d’une
boˆıte unite´ au moyen d’un changement de variable. Cependant, pour e´viter de faire
un changement de variables pour chaque boˆıte, on peut utiliser la“sweep-procedure”,
permettant de calculer a` partir des coefficients de Bernstein associe´s a` une boˆıte les
coefficients de Bernstein associe´s aux sous boˆıtes (voir [70]).
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Etape de tests :
Pour tester si la relaxation est exacte il suffit d’appliquer le Lemme 2.
Cependant, plusieurs autres tests, dit tests d’acce´le´ration sont fournis tels que :
– Test de monotonie : il s’agit de tester la monotonie du polynoˆme p dans la sous-
boˆıte (a` l’aide des coefficients de Bernstein de la de´rive´e p′). L’ide´e principale
est que si p est strictement monotone dans une sous-boˆıte alors force´ment x∗
ne s’y trouve pas.
– Test de concavite´ : il s’agit de ve´rifier la concavite´ a` l’aide des coefficients de
Bernstein de p′′. Si p est concave dans la sous-boˆıte alors x∗ n’y appartient pas.
Etape de de´composition :
La plupart des contributions se font dans le cadre de cet e´tape. En effet, on cherche
toujours un bon moyen de de´couper la boˆıte de telle sorte que le nombre final de
de´compositions soit minimal.
On commence par de´crire quelques lois triviales pour le choix de la direction de
de´composition r :
1. Loi cyclique : elle consiste a` prendre r = 1 puis r = 2 et ainsi de suite (quand
r = n la direction suivante sera de nouveau r = 1).
2. Largeur maximale : elle consiste a` choisir la direction correspondant au plus
grand coˆte´ du rectangle R.
3. De´rive´e maximale : Elle consiste a` choisir la direction suivant laquelle la de´rive´e
partielle (calcule´e a` l’aide des coefficients de Bernstein) est maximale.
Dans [125], une ame´lioration des lois pre´ce´dentes en les multipliant par un certain
facteur de de´composition est propose´e. D’autre part, e´tant donne´ un ensemble de
boˆıtes, une autre approche consiste a` calculer une direction de de´composition seule-
ment pour la boˆıte contenant le coefficient de Bernstein minimal (voir [145]). Cette
direction sera ensuite utilise´e pour toutes les autres boˆıtes.
Maintenant, pour une direction r fixe´e, on veut calculer un point de de´composi-
tion xr. Un choix trivial est de prendre le point du milieu c’est a` dire de prendre
xr =
xr+xr
2
. D’autres choix moins triviaux existent (voir par exemple [145, 146]). En
effet, e´tant donne´ une direction de de´composition r, un bon point de de´composition
doit eˆtre un point en lequel la de´rive´e partielle par rapport a` r qu’on note p′r est
proche de ze´ro. Une approche permettant d’assurer cela est celle de´crite dans [146].
Remarque 12. On peut construire un algorithme de “branch-and-bound” se basant
sur les relaxations introduites dans ce chapitre pour la re´solution du proble`me (4.5).
Notons que si on s’inte´resse au cas sans contraintes, le re´sultat de notre relaxation
se basant sur le principe de floraison donne´ par le programme line´aire (5.9) n’est
autre que :
minimiser pδ(v)
s.c v ∈ V ′
(5.21)
et co¨ıncide avec le minimum des coefficients de Bernstein sur le rectangle R. Ce-
pendant, comme on l’a remarque´ pre´ce´demment, le re´sultat obtenu a` l’aide de notre
relaxation de Bernstein (5.17), apre`s avoir effectue´ un changement de variable pour
se ramener a` la boˆıte unite´, sera plus pre´cis graˆce a` ses contraintes supple´mentaires.
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5.4.2 Ele´vation du degre´ et re´sultat de convergence
Sans perte de ge´ne´ralite´, on peut supposer dans cette section que R = [0, 1]n.
On va conside´rer le proble`me (5.15) et e´tablir un re´sultat de convergence pour la
relaxation donne´e par le programme line´aire (5.17) fourni a` l’aide des coefficients de
Bernstein. On verra que les contraintes supple´mentaires sur les zI introduites pour
ame´liorer le programme line´aire (5.9) construit a` l’aide du principe de floraison ne
vont pas intervenir dans la preuve. Par conse´quent les re´sultats e´tablis resteront
valables dans le cas de la relaxation (5.6) donne´e a` l’aide de la forme polaire.
On commence par remarquer que le polynoˆme p (de degre´ δ) peut eˆtre conside´re´
comme e´tant un polynoˆme de degre´ supe´rieur en ajoutant des monoˆmes de degre´
supe´rieur avec des coefficients nuls.
Dans ce qui suit, p est conside´re´ comme e´tant un polynoˆme de degre´ K ou`
K = (k1, . . . , kn) avec K ≥ δ. Ainsi, dans la base de Bernstein d’ordre K, p a la
forme suivante :
p(x) =
∑
I≤K
pˆI,KBK,I(x).
On va utiliser le The´ore`me 5 e´nonce´ dans le Chapitre 2 concernant la convergence
en degre´ supe´rieur des coefficients de Bernstein vers les valeurs du polynoˆme sur
[0, 1]n. En appliquant ce the´ore`me on a : pour tout I ≤ K,
∣∣pˆI,K − p( IK )∣∣ = O
(
1
k1
+ · · ·+
1
kn
)
. (5.22)
Maintenant, notons par pK
∗ la valeur optimale du programme line´aire (5.17) avec
δ = K :
minimiser
∑
I≤δ pˆI,δzI
s.c zI ∈ R, I ≤ δ,
0 ≤ zI ≤ Bδ,I(
I
δ
), I ≤ δ,∑
I≤δ zI = 1,∑
I≤δ(A
I
δ
)zI ≤ b.
On veut de´terminer la limite de p∗K quand tous les ki tendent vers l’infini.
Notons c∗K(x) la valeur optimale du programme line´aire :
minimiser
∑
I≤K pˆI,KzI
s.c zI ∈ R, I ≤ K,
0 ≤ zI ≤ BK,I(
I
K
), I ≤ K,∑
I≤K zI = 1,
x =
∑
I≤K
I
K
zI
(5.23)
Alors,
pK
∗ = min
x∈[0,1]n
Ax≤b
c∗K(x) ≤ p
∗.
Pour e´noncer notre re´sultat de convergence, on a besoin de la de´finition suivante
(voir [91]) :
De´finition 6. On appelle enveloppe convexe d’une fonction f sur un ensemble
convexe non vide U la fonction note´e C(f) = CU(f) ve´rifiant :
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– C(f) est une fonction convexe de´finie sur U .
– C(f)(x) ≤ f(x) pour tout x ∈ C.
– Si h : U → D est une fonction convexe telle que h(x) ≤ f(x) ∀x ∈ U , alors
h(x) ≤ C(f)(x) ∀x ∈ U .
Autrement dit, l’enveloppe convexe d’une fonction f sur un ensemble convexe U est
donne´e par le maximum en chaque point de toutes les fonctions convexes minorant
la fonction f sur U , c’est a` dire c’est la plus grande fonction convexe plus petite que
f sur U .
Nous allons montrer que la fonction minorante c∗K(x) qu’on vient de construire a`
l’aide de notre programme (5.23) converge vers la fonction C(p)(x) sur [0, 1]n quand
K tend vers l’infini 2. Plus pre´cise´ment, on a le re´sultat suivant :
Proposition 17. Pour tout K ≥ δ :
0 ≤ C(p)(x)− c∗K(x) ≤ O(
1
k1
+ · · ·+ 1
kn
).
De´monstration. On commence tout d’abord par montrer que la fonction c∗K est
convexe sur [0, 1]n.
Soit x1 et x2 deux e´le´ments de [0, 1]
n et λ ≥ 0. Montrons que :
c∗K(λx1 + (1− λ)x2) ≤ λc
∗
K(x1) + (1− λ)c
∗
K(x2).
En effet, notons par zI,1
∗ , I ≤ K, la solution optimale de (5.23) pour x = x1 et
zI,2
∗ , I ≤ K, la solution optimale de (5.23) pour x = x2. Ainsi on a :
c∗K(x1) =
∑
I≤K
pˆI,KzI,1
∗ ou` x1 =
∑
I≤K
zI,1
∗ I
K
,
c∗K(x2) =
∑
I≤K
pˆI,KzI,2
∗ ou` x2 =
∑
I≤K
zI,2
∗ I
K
.
Par conse´quent on obtient :
λc∗K(x1) + (1− λ)c
∗
K(x2) =
∑
I≤K
pˆI,K(λzI,1
∗ + (1− λ)zI,2
∗).
Posons X = λx1 + (1− λ)x2. En utilisant les expressions de x1 et x2 on aura :
X =
∑
I≤K
(λzI,1
∗ + (1− λ)zI,2
∗)
I
K
.
Par suite, par de´finition de c∗K(X) on aura :
c∗K(X) ≤
∑
I≤K
pˆI,K(λzI,1
∗ + (1− λ)zI,2
∗).
2. Faire tendre K = (k1, . . . , kn) vers l’infini veut dire faire tendre chaque ki vers l’infini.
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Cela ache`ve la preuve de la convexite´ de la fonction c∗K sur [0, 1]
n.
D’autre part, graˆce aux proprie´te´s des polynoˆmes de Bernstein, on peut montrer
que pour tout x ∈ [0, 1]n fixe´, l’ensemble (BK,I(x))I≤K est admissible pour (5.23).
Par conse´quent, on de´duit que c∗K(x) ≤ p(x) et donc par de´finition de l’enveloppe
convexe d’une fonction on aura :
cK
∗(x) ≤ C(p)(x) pour tout x ∈ [0, 1]n.
Maintenant, soit x ∈ [0, 1]n, et soit zI
∗ , I ≤ K, la solution optimale de (5.23) :
c∗K(x) =
∑
I≤K
pˆI,KzI
∗ et x =
∑
I≤K
zI
∗ I
K
.
En utilisant les proprie´te´s de l’enveloppe convexe d’une fonction on a :
C(p)(x) = C(p)
(∑
I≤K
I
K
zI
∗
)
≤
∑
I≤K
C(p)
(
I
K
)
zI
∗ ≤
∑
I≤K
p
(
I
K
)
zI
∗.
Il en de´coule que :
0 ≤ C(p)(x)− c∗K(x) ≤
∑
I≤K
(p( I
K
)− pˆI,K)zI
∗.
Enfin, en utilisant (5.22), on a pour tout x ∈ [0, 1]n :
0 ≤ C(p)(x)− c∗K(x) ≤ O(
1
k1
+ · · ·+ 1
kl
),
ce qui comple`te la preuve.
Maintenant notons p∗C la valeur optimale du proble`me d’optimisation suivant :
minimiser C(p)(x)
s.c x ∈ [0, 1]n,
Ax ≤ b.
(5.24)
Graˆce a` la Proposition 17, on de´duit facilement le re´sultat de convergence suivant :
The´ore`me 9. Pour tout K ≥ δ,
0 ≤ p∗C − p
∗
K ≤ O(
1
k1
+ · · ·+ 1
kn
).
De´monstration. Le re´sultat est une conse´quence imme´diate de la Proposition 17.
Graˆce a` ce the´ore`me, on peut montrer que dans le cas sans contraintes, on
converge vers la valeur optimale p∗ quand K tend vers l’infini. Ceci est duˆ au fait que
le minimum d’une fonction sur un ensemble convexe U co¨ıncide avec le minimum de
son enveloppe convexe (par respect de U) sur U . Plus pre´cise´ment, on a le the´ore`me
suivant (voir [91], The´ore`me 4 page 149).
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The´ore`me 10. Soit f une fonction continue sur un ensemble convexe U et soit
g = CU(f) son enveloppe convexe sur U alors on a :
min
x∈U
f(x) = min
x∈U
g(x)
De´monstration. La de´monstration repose essentiellement sur le fait que l’enveloppe
convexe d’une fonction est la plus grande fonction convexe qui minore cette fonction.
En effet, soit f ∗ = f(x∗) = min
x∈U
f(x). On sait de´ja` que g(x∗) ≤ f(x∗) puisque g est
l’enveloppe convexe de f . Montrons de plus qu’on peut pas avoir g(x∗) < f(x∗).
Supposons que g(x∗) < f(x∗) et conside´rons la fonction constante h(x) = f(x∗).
h est bien une fonction convexe qui minore f ainsi on aura h(x) ≤ g(x∗) d’ou`
l’absurdite´. Pour achever la de´monstration, il suffit de montrer de la meˆme manie`re
que g(x) ≥ min
x∈U
f(x) pour tout x ∈ U .
Ainsi, graˆce a` ce the´ore`me, on de´duit que dans le cas sans contraintes p∗K converge
vers p∗ puisqu’on aura p∗C = p
∗.
Autrement dit, quand on augmente le degre´ K du polynoˆme p, on augmente la
pre´cision de la borne infe´rieure p∗K . Cependant, cette borne ne peut pas eˆtre meilleure
que p∗C , qui est la valeur optimale d’une version convexifie´e du proble`me (5.15). De
plus, si p est convexe ou si on n’a pas de contraintes, alors on peut approcher
arbitrairement la valeur optimale p∗.
Remarque 13. Comme on l’a signale´ au de´but de cette section, la preuve reste
valable dans le cas ou` pK
∗ est la valeur optimale de la relaxation :
minimiser
∑
I≤K pˆI,KzI
s.c zI ∈ R, I ≤ K,
zI ≥ 0, I ≤ K,∑
I≤K zI = 1,∑
I≤δ(A
I
δ
)zI ≤ b..
Par conse´quent, en utilisant l’e´quivalence e´tablie dans le chapitre pre´ce´dent, on de´-
duit que le re´sultat de convergence reste valable dans le cas de la relaxation (5.6)
donne´e a` l’aide de la forme polaire.
5.5 Appendice
5.5.1 Preuve de la Proposition 15
De´monstration. D’abord, on commence par e´crire le proble`me (5.10) comme e´tant
un proble`me de minimisation :
minimiser −t
s.c t ∈ R, λ ∈ Rm, µ ∈ Rr,
t− pˆI,δ −
m∑
i=1
λigˆiI,δ −
r∑
j=1
µjhˆjI,δ ≤ 0, I ≤ δ,
−λi ≤ 0, i = 1, . . . ,m.
(5.25)
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Ainsi,le Lagrangien de ce proble`me est :
L′(t, λ, µ, z, θ) = −t+
∑
I≤δ
zI
(
t− pˆI,δ −
m∑
i=1
λigˆiI,δ −
r∑
j=1
µjhˆjI,δ
)
−
m∑
i=1
θiλi
avec zI ≥ 0, pour tout I ≤ δ, et θi ≥ 0, pour tout i = 1, . . . ,m. Ceci peut eˆtre
reformule´ comme suit :
L′(t, λ, µ, z, θ) = t
(∑
I≤δ
zI − 1
)
−
m∑
i=1
λi
(
θi +
∑
I≤δ
zI gˆiI,δ
)
−
r∑
j=1
µj
(∑
I≤δ
zI hˆjI,δ
)
−
∑
I≤δ
zI pˆI,δ.
Ainsi, en minimisant L′(t, λ, µ, z, θ) pour t ∈ R, λ ∈ Rm et µ ∈ Rr, on obtient
min
t∈R,λ∈Rm,µ∈Rr
L′(t, λ, µ, z, θ) =


−
∑
I≤δ zI pˆI,δ, si


∑
I∈δ zI = 1,
θi +
∑
I≤δ zI gˆiI,δ = 0, i ∈ Im,∑
I≤δ zI hˆjI,δ = 0, j ∈ Ir.
−∞ sinon
ou` pour un entier k ∈ N, Ik = {1, . . . , k}.
Maintenant, en maximisant avec zI ≥ 0, pour tout I ≤ δ, et θi ≥ 0, pour tout
i = 1, . . . ,m on obtient le dual du proble`me (5.25)
maximiser −
∑
I≤δ
zI pˆI,δ
s.c zI ≥ 0, I ≤ δ,
θi ≥ 0, i = 1, . . . ,m,∑
I≤δ
zI = 1,
θi +
∑
I≤δ
zI gˆiI,δ = 0, i = 1, . . . ,m,∑
I≤δ
zI hˆjI,δ = 0, j = 1, . . . , r.
La variable θ peut eˆtre supprime´e et le proble`me devient
maximiser −
∑
I≤δ
zI pˆI,δ
s.c zI ≥ 0, I ≤ δ,∑
I≤δ
zI = 1,∑
I≤δ
zI gˆiI,δ ≤ 0, i = 1, . . . ,m,∑
I≤δ
zI hˆjI,δ = 0, j = 1, . . . , r.
(5.26)
Ainsi le proble`me est e´quivalent a` (5.11). De plus, comme (5.25) est un programme
line´aire, on a bien la dualie´ forte (voir [34]) donc les solutions de (5.25) et (5.26)
sont e´gaux. Par conse´quent (5.11) et (5.3) sont e´gaux.
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5.5.2 Preuve du The´ore`me 6
De´monstration. Notons par d∗ la valeur optimale de (5.5) et d
∗
la valeur optimale
de (5.6), on veut montrer que d∗ = d
∗
. Comme pre´ce´demment, vu que (5.5) et (5.6)
sont des programmes line´aires, d∗ et d
∗
peuvent eˆtre calcule´s a` partir des proble`mes
duaux. En gardant les notations des formes polaires et en utilisant la Proposition 15,
le duale de (5.5) est
minimiser
∑
v∈V ′
yvpδ(v)
s.c y ∈ R2
δ1+···+δn ,
yv ≥ 0, v ∈ V
′,∑
v∈V ′
yv = 1,
a′i ·
∑
v∈V ′
yvv ≤ bi, i = 1, . . . ,m,
c′j ·
∑
v∈V ′
yvv = dj, j = 1, . . . , r,
ek,l ·
∑
v∈V ′
yvv = 0, k ∈ {1, . . . , n}, l ∈ {1, . . . , δk − 1}.
(5.27)
D’une fac¸on similaire, on montre que le duale de (5.6) est
minimiser
∑
v∈V ′
zvpδ(v)
s.c z ∈ R(δ1+1)×···×(δn+1),
zv ≥ 0, v ∈ V ′,∑
v∈V ′
zv = 1,
a′i ·
∑
v∈V ′
zvv ≤ bi, i = 1, . . . ,m,
c′j ·
∑
v∈V ′
zvv = dj, j = 1, . . . , r.
(5.28)
D’abord, on va montrer que d
∗
≤ d∗. Soit y ∈ R2
δ1+···+δn un point admissible du
proble`me (5.27) tel que d∗ =
∑
v∈V ′ yvpδ(v). Pour v ∈ V
′, soit zv =
∑
v∈v yv, il est
e´vident que zv ≥ 0. De plus,∑
v∈V ′
zv =
∑
v∈V ′
∑
v∈v
yv =
∑
v∈V ′
yv = 1.
Puisque pour tout v ∈ v, i = 1, . . . ,m et tout j = 1, . . . , r, on a
a′i · v = a
′
i · v et c
′
j · v = c
′
j · v
par suite,
a′i ·
∑
v∈V ′
zvv =
∑
v∈V ′
∑
v∈v
yv(a
′
i · v) =
∑
v∈V ′
yv(a
′
i · v) ≤ bi,
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et
c′j ·
∑
v∈V ′
zvv =
∑
v∈V ′
∑
v∈v
yv(c
′
j · v) =
∑
v∈V ′
yv(c
′
j · v) = dj.
Ainsi, z est admissible pour le proble`me (5.28). Finalement, comme pour tout v ∈ v,
pδ(v) = pδ(v), on en de´duit que∑
v∈V ′
zvpδ(v) =
∑
v∈V ′
∑
v∈v
yvpδ(v) =
∑
v∈V ′
yvpδ(v) = d
∗.
Ainsi, d
∗
≤ d∗. Maintenant on va montrer que d∗ ≤ d
∗
. Soit z ∈ R(δ1+1)×···×(δn+1) un
point admissible du proble`me (5.28) tel que d
∗
=
∑
v∈V ′ zvpδ(v). Soit n(v) le nombre
de sommets v ∈ V ′ tels que v ∈ v. Pour tout v ∈ v, posons yv = zv/n(v). Il est
e´vident que yv ≥ 0 et ∑
v∈V ′
yv =
∑
v∈V ′
∑
v∈v
yv =
∑
v∈V ′
zv = 1.
On a aussi
a′i ·
∑
v∈V ′
yvv =
∑
v∈V ′
∑
v∈v
yv(a
′
i · v) =
∑
v∈V ′
∑
v∈v
zv
n(v)
(a′i · v) =
∑
v∈V ′
zv(a
′
i · v) ≤ bi,
et
c′j ·
∑
v∈V ′
yvv =
∑
v∈V ′
∑
v∈v
yv(c
′
j · v) =
∑
v∈V ′
∑
v∈v
zv
n(v)
(c′j · v) =
∑
v∈V ′
zv(c
′
j · v) = dj.
De plus,
ek,l ·
∑
v∈V ′
yvv =
∑
v∈V ′
ek,l ·
∑
v∈v
zv
n(v)
v =
∑
v∈V ′
zv
n(v)
(
ek,l ·
∑
v∈v
v
)
.
En remarquant que pour tout v ∈ V ′, ek,l ·
∑
v∈v v = 0, on montre que
ek,l ·
∑
v∈V ′ yvv = 0. Ainsi, y est admissible pour le proble`me (5.27). Enfin,∑
v∈V ′
yvpδ(v) =
∑
v∈V ′
∑
v∈v
zv
n(v)
pδ(v) =
∑
v∈V ′
zvpδ(v) = d
∗
.
Cela prouve que d∗ ≤ d
∗
, d’ou` l’e´galite´.
5.5.3 Preuve du The´ore`me 7
De´monstration. La preuve pre´ce´dente se ge´ne´ralise facilement dans le cas ge´ne´ral
(semi-alge´brique). En effet, on montre de la meˆme fac¸on que les valeurs optimales
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d∗ et d
∗
des programmes line´aires respectifs :
minimiser
∑
v∈V ′
yvpδ(v)
s.c y ∈ R2
δ1+···+δn ,
yv ≥ 0, v ∈ V
′,∑
v∈V ′
yv = 1,∑
v∈V ′
yvgiδ(v) ≤ 0, i = 1, . . . ,m,∑
v∈V ′
yvhjδ(v) = 0, j = 1, . . . , r,
ek,l ·
∑
v∈V ′
yvv = 0, k ∈ {1, . . . , n}, l ∈ {1, . . . , δk − 1},
(5.29)
et
minimiser
∑
v∈V ′
zvpδ(v)
s.c z ∈ R(∆1+1)×···×(δn+1),
zv ≥ 0, v ∈ V ′,∑
v∈V ′
zv = 1,∑
v∈V ′
zvgiδ(v) ≤ 0, i = 1, . . . ,m,∑
v∈V ′
zvhjδ(v) = 0, j = 1, . . . , r,
(5.30)
sont e´gaux.
L’approche est exactement celle pre´sente´e dans la preuve pre´ce´dente, il suffira d’uti-
liser en plus le fait que pour tout v ∈ v, i = 1, . . . ,m et tout j = 1, . . . , r on peut
e´crire :
giδ(v) = giδ(v) et hjδ(v) = hjδ(v).
Troisie`me partie
Applications dans le cadre des
syste`mes dynamiques polynomiaux
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Chapitre 6
Analyse d’atteignabilite´ des
syste`mes dynamiques polynomiaux
L’analyse d’atteignabilite´ a e´te´ un sujet de recherche majeur dans le domaine des
syste`mes hybrides pendant plus d’une de´cennie. Des progre`s spectaculaire ont e´te´ ac-
complis au cours des dernie`res anne´es pour la classe des syste`mes hybrides ou` les dy-
namiques continues sont de´crites par des e´quations diffe´rentielles affines [75, 83, 109].
Cependant, ge´rer efficacement les syste`mes dynamiques non-line´aires pre´sente un
proble`me beaucoup plus difficile qui doit eˆtre re´solu afin de permettre l’utilisation
de la ve´rification des syste`mes hybrides dans de nombreuses applications du monde
re´el. Outre son application a` la ve´rification des syste`mes hybrides, l’analyse d’attei-
gnabilite´ des syste`mes continus non line´aires est aussi motive´e par ses nombreuses
applications potentielles dans le domaine des syste`mes biologiques [82, 49, 191] ainsi
que la ve´rification des circuits analogiques [65, 190].
Dans ce chapitre, nous proposons une nouvelle approche pour l’analyse d’attei-
gnabilite´ des syste`mes dynamiques polynomiaux en temps discret. En repre´sentant
les ensembles atteignables par des mode`les polye´draux, nous montrons que l’ana-
lyse d’atteignabilite´ peut eˆtre re´duite a` un ensemble de proble`mes d’optimisation
de polynoˆmes sur des polytopes borne´s. Pour re´soudre ces proble`mes, on va utili-
ser la relaxation de Bernstein introduite dans la partie pre´ce´dente. En effet comme
on l’a vu pre´ce´demment, les valeurs optimales donne´es par les relaxations line´aires
offrent des bornes infe´rieures (dans le cas d’une minimisation) aux valeurs optimales
des proble`mes originaux. Ainsi, a` l’aide de cette approche on va pouvoir calculer
des sur-approximations garanties des ensembles atteignables associe´s a` nos syste`mes
dynamiques polynomiaux en temps discret. On pre´sentera ensuite des techniques
assurant un choix approprie´ de ces mode`les polye´draux et on discutera du compro-
mis entre la complexite´ de la proce´dure et la qualite´ de la sur-approximation. Enfin,
nous montrerons le me´rite de notre approche sur plusieurs exemples.
Notons que ce travail a e´te´ effectue´ en collaboration avec des chercheurs en
informatique du laboratoire Verimag 1.
1. Romain Testylier et Thao Dang
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6.1 Algorithme d’atteignabilite´ pour des syste`mes
dynamiques polynomiaux
On va conside´rer le syste`me dynamique a` temps discret suivant :
xk+1 = f(xk), k ∈ N, xk ∈ R
n, x0 ∈ X0 (6.1)
ou` f : Rn → Rn est un polynoˆme de degre´s δ = (δ1, . . . , δn) et X0 un polytope borne´
de Rn. Dans ce qui suit, on va s’inte´resser a` l’analyse d’atteignabilite´ du syste`me (6.1)
en temps borne´. Ceci consiste a` calculer la suite Xk ⊆ Rn des ensembles atteignables
a` l’instant k du syste`me jusqu’a` un certain temps K ∈ N. Il est facile de ve´rifier
que cette suite ve´rifie la relation de re´currence suivante Xk+1 = f(Xk). La difficulte´
provient du fait que meˆme si X0 est un polytope, les autres e´le´ments de la suite
ne sont pas force´ment des polytopes. De plus, ils ne sont ge´ne´ralement meˆme pas
convexes.
Pour re´soudre ce proble`me, on va sur-approximer ces ensembles en utilisant des
polytopes borne´s Xk. En effet, ces sur-approximations peuvent clairement eˆtre cal-
cule´es par induction en posant X0 = X0 et en assurant la relation f(Xk) ⊆ Xk+1
pour tout k = 0, . . . , K − 1. Par conse´quent, on va se concentrer tout d’abord sur le
calcul d’une sur-approximation polye´drale Xk+1 de l’image du polytope borne´ Xk
par le champ de vecteurs polynomial f .
Maintenant, on va formuler le proble`me d’atteignabilite´ que l’on veut re´soudre :
Proble`me 1. Etant donne´ un polytope borne´ Xk, on veut calculer un ensemble
polye´dral Xk+1 ve´rifiant f(Xk) ⊆ Xk+1.
Dans ce qui suit on propose une solution a` ce proble`me base´e sur l’utilisation des
mode`les polye´draux et l’optimisation polynomiale.
6.1.1 Mode`les polye´draux
Pour repre´senter Xk+1, on va utiliser les mode`les polye´draux. On va commen-
cer par quelques rappels concernant ces mode`les. En effet, les mode`les polye´draux
sont couramment utilise´s dans l’analyse statique des programmes pour calculer des
invariants [45]. Ils sont aussi utilise´s comme e´tant des domaines abstraits pour la
repre´sentation de l’ensemble d’e´tats (voir par exemple [158] et les re´fe´rences qui y
sont cite´es).
Dans notre contexte, un mode`le est un ensemble de fonctions line´aires dans Rn ;
pour cela, on le de´signe par une matrice A ∈ Rm×n. Etant donne´ un mode`le A ainsi
qu’un vecteur de coefficients b ∈ Rm, on de´finit le polytope
Poly(A, b) = {x ∈ Rn| Ax ≤ b}
ou` les ine´galite´s doivent eˆtre vues composante par composante.
En faisant varier la valeur de b, on obtient une famille de polytopes correspondant au
mode`le A. En effet, le mode`le A de´finit les directions des faces et le vecteur b de´finit
les positions. L’avantage de l’utilisation des mode`les polye´draux a` la place d’autres
ensembles convexes re´side surtout dans le fait que les ope´rations boole´ennes (union,
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intersection) ainsi que d’autres ope´rations ge´ome´triques peuvent eˆtre effectue´es plus
efficacement.
Dans ce qui suit, on suppose que Xk+1 est un polytope borne´ avec un mode`le
donne´ Ak+1 ∈ Rm×n. On ajoute l’indice k + 1 pour souligner que le mode`le peut ne
pas eˆtre le meˆme pour tous les polytopes Xk+1, k = 0, . . . , K − 1. Ainsi,
Xk+1 = Poly(Ak+1, bk+1)
ou` le vecteur bk+1 ∈ Rm doit eˆtre de´termine´ a` chaque ite´ration. Le choix du mode`le
Ak+1 sera discute´ ulte´rieurement.
6.1.2 Formulation base´e sur l’optimisation polynomiale
D’apre`s la discussion pre´ce´dente, le calcul de l’ensemble Xk+1 se re´duit a` la
de´termination du vecteur position bk+1 si la matrice de direction Ak+1 (le mode`le)
est fixe´e a` l’avance. Notons par bk+1,i la i-e`me composante du vecteur bk+1 et Ak+1,i
la i-e`me ligne de la matrice Ak+1.
Lemme 5. Si pour tout i = 1, . . . ,m
− bk+1,i ≤ min
x∈Xk
−Ak+1,if(x) (6.2)
alors f(Xk) ⊆ Xk+1 ou` Xk+1 = Poly(Ak+1, bk+1).
De´monstration. Soit y ∈ f(Xk). Pour i = 1, . . . ,m, il est clair qu’on a
Ak+1,iy ≤ max
x∈Xk
Ak+1,if(x).
Ainsi, en remarquant que max
x∈Xk
Ak+1,if(x) = − min
x∈Xk
−Ak+1,if(x) et d’apre`s (6.2) on
obtient Ak+1,iy ≤ bk+1,i.
Par conse´quent, pour calculer les sur-approximations polye´drales Xk+1, il nous
suffit de fournir pour tout k une borne infe´rieure au POP : min
x∈Xk
−Ak+1,if(x) ou`
la fonction objectif −Ak+1,if(x) est un polynoˆme et l’ensemble des contraintes est
un polytope borne´. Par suite, on peut utiliser par exemple la relaxation line´aire
donne´e a` l’aide des coefficients de Bernstein introduite dans la Section 5.2. Notons
a` ce stade que la relaxation de Bernstein ne´cessite qu’on se rame`ne a` la boˆıte unite´
[0, 1]n et que l’on doit donc fixer a` l’avance une boˆıte ou plus ge´ne´ralement un
paralle´lotope englobant notre polytope. Tout cela sera de´taille´ dans notre algorithme
d’atteignabilite´.
6.1.3 Algorithme d’atteignabilite´
Selon la discussion pre´ce´dente, pour chaque pas de temps k ∈ N on doit calculer
une borne infe´rieure a` la valeur
pk+1,i
∗ = min
x∈Xk
−Ak+1,if(x) pour tout i = 1, . . . ,m.
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Pour faire cela, on propose un algorithme avec essentiellement trois e´tapes. Dans
la premie`re e´tape nous calculons un paralle´lotope englobant notre polytope Xk dit
paralle´lotope englobant. La seconde consiste a` faire un changement de variable pour
se ramener au cas d’un proble`me d’optimisation d’un polynoˆme sur un polytope
inclus dans la boˆıte unite´ [0, 1]n. Dans la dernie`re e´tape, on utilisera la relaxation
line´aire donne´e par le The´ore`me 8 pour pouvoir calculer une borne infe´rieure et par
conse´quent trouver une sur-approximation de l’ensemble atteignable.
Etape 1 : Calcul d’un paralle´lotope englobant
Comme Xk est un polytope borne´ de Rn on peut l’e´crire sous la forme Xk ∩ Qk
ou` Qk est un paralle´lotope englobant Xk donne´ par Qk = Poly(C˜k, d˜k) avec
C˜k =
[
Ck
−Ck
]
, d˜k =
[
dk
−dk
]
.
Ck ∈ Rn×n est une matrice inversible, dk ∈ R
n et dk ∈ Rn. On suppose que la
matrice des directions Ck est donne´e comme entre´e de l’algorithme (une me´thode
de´crivant comment calculer cette matrice sera donne´e ulte´rieurement). On calcule les
composantes dk,i et dk,i, i = 1, . . . n du vecteur position d˜k comme e´tant les valeurs
optimales des programmes line´aires suivants :
dk,i = max
x∈Xk
Ck,i · x et dk,i = max
x∈Xk
−Ck,i · x ∀i = 1, . . . n.
Etape 2 : Changement de variable
Maintenant, on va proce´der au changement de variable suivant x = qk(y) ou` l’ap-
plication affine qk : Rn → Rn est donne´e par
qk(y) = Ck
−1Dky + Ck
−1dk
ou` Dk est la matrice diagonale d’entre´es dk,i − dk,i. Le changement de variable qk
renvoie essentiellement la boˆıte unite´ [0, 1]n vers le paralle´lotope Qk. On de´finit en-
suite le polynoˆme gk comme e´tant gk(y) = f(qk(y)). Finalement, la nouvelle matrice
de direction A′k ∈ R
m×n et le nouveau vecteur position b′k ∈ R
m sont donne´s par
A′k = AkCk
−1Dk, b
′
k = bk − ACk
−1d.
Remarque 14. Il est e´vident que gk est un polynoˆme. Concernant les degre´s δ
′ =
(δ′1, . . . , δ
′
n) de gk des variables y1, . . . , yn, on doit conside´rer deux cas particuliers
diffe´rents de´pendant de la nature du paralle´lotope Qk.
Si Qk est une boˆıte aligne´e avec les axes (c’est a` dire si Ck est une matrice diagonale),
alors les degre´s de gk sont les meˆmes que ceux de f d’ou` δ
′ = δ. Ceci n’est pas le cas
quand Qk n’est pas aligne´ avec les axes (boˆıte oriente´e). Dans ce cas, le changement
de variable augmente ge´ne´ralement les degre´s du polynoˆme et gk peut eˆtre vu comme
e´tant un polynoˆme de degre´s δ′ = (δmax, . . . , δmax) ou` δmax =
n∑
i=1
δi.
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Etape 3 : Re´solution du proble`me d’optimisation
Apre`s le changement de variable, on trouve facilement le POP e´quivalent suivant :
minimiser −Ak+1,i · gk(y)
s.c y ∈ [0, 1]n,
A′ky ≤ b
′
k.
Par suite, il suffit d’appliquer le The´ore`me 8 pour que la borne infe´rieure −bk+1,i
soit trouve´e.
L’ensemble atteignable a` l’instant k + 1 sera ainsi Xk+1 = Poly(Ak+1, bk+1).
6.2 Quelques comple´ments utiles
Dans la section pre´ce´dente, un algorithme concernant l’analyse d’atteignabilite´
des syste`mes dynamiques polynomiaux en temps discret a e´te´ fourni. Cependant,
l’algorithme ne´cessite que les mode`les Ak des polytopes Xk ainsi que les mode`les Ck
pour les paralle´lotopes Qk soient donne´s comme entre´es a` chaque ite´ration. Un choix
trivial sera de prendre les directions du polytope initial X0 pour tous les mode`les
Ak et de prendre Ck comme e´tant la matrice identite´. L’inconve´nient de ce choix est
le fait qu’il ne prend pas en conside´ration l’e´volution de la dynamique du syste`me.
Pour cela, on va proposer une approche pour le choix des mode`les Ak pour les
polytopes Xk et Ck pour les paralle´lotopes Qk. Ensuite, on proposera une me´thode
(autre que la me´thode explicite) permettant de calculer efficacement les coefficients
de Bernstein. Enfin, on ache`vera cette section par une bre`ve e´tude de complexite´ de
notre approche ainsi qu’une comparaison avec les approches existantes.
6.2.1 Choix des mode`les
Mode`les dynamiques pour le polytope Xk
On va proposer une approche ite´rative permettant de calculer des mode`les dy-
namiques Ak pour les polytopes Xk c’est a` dire des mode`les prenant en compte la
dynamique du syste`me.
Pour cela, on suppose qu’on dispose d’une matrice de direction Ak (le mode`le) pour
le polytope Xk = {x ∈ Rn| Ak · x ≤ bk} et on propose une me´thode permettant le
calcul du mode`le Ak+1 associe´ au polytope Xk+1.
En effet, on veut calculer apre`s une ite´ration la nouvelle matrice de direction
Ak+1 qui refle`te le changement de la forme de Xk sous l’action du polynoˆme f . Pour
ce faire, on utilise une approximation line´aire locale de la dynamique du syste`me
polynomial (6.1) donne´e par le de´veloppement de Taylor du premier ordre autour
du centro¨ıde x∗k du dernier polytope Xk (calcule´ en moyennant les sommets du
polytope) :
f(x) ≈ Lk(x) = f(x
∗
k) + J(x
∗
k)(x− x
∗
k)
ou` J de´signe la matrice Jacobienne de la fonction f . Ainsi, si on note Fk = J(x
∗
k) et
hk = f(x
∗
k)− J(x
∗
k)x
∗
k, alors dans un voisinage de x
∗
k la dynamique non line´aire peut
eˆtre grossie`rement approche´e par xk+1 = Fkxk+hk. Supposons que Fk est inversible,
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cela donne xk = F
−1
k xk+1−F
−1
k hk. En exprimant les contraintes sur xk donne´es par
le polytope Xk en fonction de xk+1, on obtient
AkF
−1
k xk+1 ≤ bk + AkF
−1
k hk.
Ainsi, un choix raisonnable du mode`le pour Xk+1 peut eˆtre Ak+1 = AkF
−1
k . Ce nou-
veau mode`le sera ensuite utilise´ dans l’ite´ration suivante pour le calcul du polytope
Xk+1 en utilisant la me´thode de´crite dans la section pre´ce´dente. On peut aussi re-
marquer que ce choix implique que notre algorithme d’atteignabilite´ sera exact si f
est une fonction affine. De plus, on peut voir a` l’aide de La Figure 6.1 l’avantage de
l’utilisation des mode`les dynamiques calcule´s en utilisant l’approximation line´aire
ci-dessus. En effet, l’erreur de la sur-approximation (en gris) dans le cas du mode`le
statique est beaucoup plus grande que celle du cas dynamique.
Cas statique
Cas dynamique
Ensemble atteignable
Figure 6.1 – Avantage de l’utilisation des mode`les dynamiques a` la place des
mode`les statiques.
Mode`les dynamiques pour le paralle´lotope Qk
Dans certains cas, il est utile de prendre des boˆıtes statiques aligne´es avec les
axes pour Qk (c’est a` dire Ck est choisie comme e´tant la matrice identite´ pour tout
entier k = 0, . . . , K). Ce choix nous permet de pre´server les degre´s des polynoˆmes
quand on fera notre changement de base (voir Remarque 14). Cependant, l’utilisa-
tion des boˆıtes statiques peut produire des erreurs d’approximation de plus en plus
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grandes. De fac¸on similaire au polytopes Xk, la pre´cision sera meilleure si on utilise
des mode`les dynamiques qui prennent en conside´ration la dynamique du syste`me
(essentiellement l’effet de rotation).
parallelotope Rectangle
Sur-approximation
Figure 6.2 – Avantage de l’utilisation des boˆıtes oriente´es.
En fait, nous allons choisir Qk comme e´tant une boˆıte rectangulaire oriente´e.
En faisant ce choix, on e´vite quelques sur-approximations qui peuvent avoir lieu
quand le paralle´lotope devient allonge´, (voir Figure 6.2 pour une illustration de ce
proble`me). On doit mentionner que l’image d’une boˆıte rectangulaire oriente´e Qk par
une application line´aire Fk n’est pas ne´cessairement une boˆıte rectangulaire oriente´e
donc on ne peut pas utiliser directement la matrice F−1k calcule´e pre´ce´demment.
Pour re´soudre ce proble`me on va utiliser une technique populaire dans l’analyse
par intervalle [127] base´e sur la De´composition QR des matrices. Essentiellement,
Fk va eˆtre e´crite comme e´tant un produit de deux matrices Fk = QkRk ou` Qk est
une matrice orthogonale et Rk est une matrice triangulaire supe´rieure. Ainsi, pour
choisir le mode`le Ck+1 associe´ a` la boˆıte oriente´e Qk+1, on applique notre matrice de
rotation Qk ; ce qui est e´quivalent a` choisir le mode`le Ck+1 = CkQ
⊤
k
. Bien suˆr, dans
ce cas, on manipule des boˆıtes qui ne sont pas aligne´s avec les axes (boˆıtes oriente´es),
ce qui entraˆıne des degre´s supe´rieurs pour notre polynoˆme mais l’approximation sera
moins conservatrice que celle utilisant des mode`les statiques.
6.2.2 Calcul des coefficients de Bernstein
L’ingre´dient principal the´orique de notre approche est l’expansion des polynoˆmes
de Bernstein [23, 24]. En effet, e´tant donne´ le polynoˆme gk = f ◦ qk de degre´ δ
′
(obtenu apre`s le changement de variables), on a vu que l’ensemble des coefficients
{gˆkI,δ′ ∈ R , I ≤ δ
′} dans la base Bernstein peut eˆtre calcule´ explicitement a` l’aide
de la formule (3.6) du Chapitre 2.
On propose aussi une approche alternative pour le calcul des coefficients gˆkI = gˆkI,δ′
en utilisant une interpolation aux points J
δ′
= ( j1
δ′
1
, . . . , jn
δ′n
) pour J ≤ δ′ :∑
I≤δ′
gˆkIBδ′,I(
J
δ′
) = gk(
J
δ′
) = f(qk(
J
δ′
)).
On de´note par Bδ′ la matrice dont les lignes sont indexe´es par J ≤ δ
′ et les colonnes
par I ≤ δ′ et dont les coefficients sont Bδ′,I(
J
δ′
). De plus, soit gˆk le vecteur colonne
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indexe´ par I ≤ δ′ dont les composantes sont gˆkI et gk le vecteur colonne indexe´ par
J ≤ δ′ dont les composantes sont les gk(
J
δ
) = f(qk(
J
δ
)). Ainsi, en e´crivant l’e´quation
pre´ce´dente en forme matricielle on aura :
Bδ′ gˆk = gk.
D’apre`s la the´orie standard d’interpolation polynomiale, la matrice Bδ′ est inversible
et les coefficients de Bernstein sont donne´s par
gˆk = B
−1
δ′ gk. (6.3)
6.2.3 Complexite´ et comparaison avec d’autres me´thodes
Complexite´ de l’approche
On a pre´sente´ deux approches permettant chacune de calculer la forme de Bern-
stein apre`s un changement de variable. Les deux me´thodes ont une complexite´ po-
lynomiale en temps et en espace en Nδ′ = (δ
′
1 + 1) × · · · × (δ
′
n + 1). La taille de la
matrice Bδ′ est (δ
′
1 + 1) × · · · × (δ
′
n + 1). Cependant, dans le contexte de l’analyse
d’atteignabilite´, la matrice inverse B−1δ′ doit eˆtre calcule´e une seule fois et peut eˆtre
utilise´e a` chaque ite´ration pour calculer les coefficients de Bernstein a` l’aide d’un
simple produit d’une matrice et d’un vecteur.
En fait, on va voir graˆce a` des expe´riences nume´riques que les deux me´thodes de
calcul ont leurs avantages en fonction de la nature du paralle´lotope Q. Si Q est une
boˆıte aligne´e avec les axes, on a de´ja` vu que le changement de variable n’accroˆıt pas
le degre´ du polynoˆme. Par suite, la matrice Bδ′ aura une taille raisonnable et le calcul
des coefficients gˆkI en utilisant l’e´quation (6.3) est ge´ne´ralement plus efficace. Par
contre dans le cadre d’un paralle´lotope ge´ne´ral, la matrice Bδ′ pourrait eˆtre beaucoup
plus grande. Dans ce cas, puisque plusieurs coefficients fi du polynoˆme f pourraient
effectivement eˆtre e´gaux a` ze´ro, il sera plus efficace de calculer explicitement le
changement de variable puis d’utiliser (3.6) pour calculer les coefficients de Bernstein.
Le programme line´aire a aussi une complexite´ polynomiale en son nombre de
variables de de´cision qui est aussi Nδ′ . Par conse´quent, la complexite´ de toute la
proce´dure est polynomiale en Nδ′ . Enfin, on remarque que Nδ′ peut eˆtre beaucoup
plus petit quand le Q est une boˆıte aligne´e avec les axes. En effet, dans ce cas
Nδ′ = (δ1 + 1) × · · · × (δn + 1) tandis que dans le cas d’une boˆıte oriente´e on
a Nδ′ = (δmax + 1)
n. Ce point devra eˆtre pris en conside´ration dans l’algorithme
d’atteignabilite´ quand on fera le choix du mode`le pour le paralle´lotope Qk+1.
Comparaison avec d’autres me´thodes
Dans le cadre de l’analyse d’atteignabilite´, on peut aussi utiliser des me´thodes
d’analyse par intervalles [94] pour calculer l’ensemble atteignable. Cependant, ces
me´thodes sont ge´ne´ralement utilise´es quand il s’agit de domaines rectangulaires.
D’autre part, graˆce a` notre approche on arrive a` obtenir des bornes qui sont plus
fines que celles calcule´es en utilisant l’arithme´tique des intervalles [118]. De plus,
les techniques de pre´-conditionnement utilise´es par les approches d’intervalles (voir
[127]) peuvent aussi eˆtre utilise´es dans notre approche comme on l’a de´ja` e´voque´.
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Par ailleurs, une approche populaire pour les syste`mes non line´aires sera de carac-
te´riser l’ensemble atteignable en utilisant la formulation de Hamilton-Jacobi [121],
puis re´soudre les e´quations aux de´rive´es partielles re´sultantes qui ne´cessitent des cal-
culs couˆteux. Des re´sultats re´cents base´s sur cette approche sont donne´s dans [97].
Une autre approche existante est base´e sur la discre´tisation de l’espace d’e´tat
pour l’abstraction (voir [173, 98]) et l’approximation en utilisant spe´cialement des
techniques de line´arisation (voir [7, 51]).
Pour la classe particulie`re des syste`mes non line´aires que l’on e´tudie (les sys-
te`mes polynomiaux), une approche similaire utilisant des me´thodes directes pour
l’analyse d’atteignabilite´ (sans la discre´tisation de l’espace d’e´tat) a` e´te´ pre´sente´e
par Dang [48, 52]. En effet, dans ces travaux, l’ide´e de calculer des relaxations li-
ne´aire pour trouver des sur-approximations est utilise´e. Cependant, les relaxations
propose´es consistent a` trouver graˆce a` la forme de Bernstein une fonction affine
permettant de minorer notre fonction polynomiale tandis que dans notre approche
la fonction minorante est une fonction affine par morceaux beaucoup plus pre´cise.
De plus, notre approche nous permet de travailler avec des domaines polye´draux
arbitraires au lieu des domaines rectangulaires.
Concernant la repre´sentation des ensembles, le travail pre´sente´ dans ce chapitre
s’inspire de l’approche utilisant les mode`les polye´draux [158]. Dans le cadre de la
ve´rification des syste`mes hybrides, l’optimisation polynomiale peut eˆtre aussi utili-
se´e pour trouver les fonctions barrie`res [137, 158], et les proprie´te´s alge´briques des
polynoˆmes seront utilise´es pour le calcul des invariants polynomiaux [173] et pour
e´tudier les proble`mes lie´s au calcul de l’ensemble image [133].
6.3 Expe´rimentation nume´rique
Notre approche d’atteignabilite´ a e´te´ imple´mente´e 2 en C++ et teste´e sur des
exemples varie´s. Pour re´soudre les programmes line´aires, nous utilisons la biblio-
the`que lp solve.
6.3.1 Mode`le neuronal de FitzHugh-Nagumo
Le premier exemple que l’on va e´tudier est une version discre´tise´e du mode`le de
FitzHugh-Nagumo [64] qui consiste en un syste`me dynamique polynomial mode´lisant
l’activite´ e´lectrique des neurones :{
x1(k + 1) = x1(k) + h
(
(x1(k)−
x1(k)3
3
− x2(k) + I
)
x2(k + 1) = x2(k) + h (0.08(x1(k) + 0.7− 0.8x2(k)))
ou` le parame`tre mode`le I est e´gal a` 7
8
et le pas de temps h = 0.05. Il est de´ja` connu
que ce syste`me admet un cycle limite. En testant notre approche sur ce syste`me et
en utilisant des boˆıtes aligne´s avec les axes pour les polytopes Pk et les paralle´lotopes
Qk (plus pre´cise´ment on prend Pk = Qk), on peut voir comme le montre la Figure 6.3
un phe´nome`ne dit “effet enveloppant” ou “Wrapping effect“. En effet, ce phe´nome`ne
2. L’imple´mentation est faite par Romain Testylier
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se produit quand les erreurs de sur-approximations s’accumulent et par conse´quent
l’ensemble atteignable explose au bout d’un certain temps t = K. Ainsi, on ne
parvient pas dans le cas de cette configuration a` voir le cycle limite. Ceci est duˆ au
fait que la dynamique du syste`me n’est pas prise en conside´ration puisqu’on utilise
que des boˆıtes statiques.
Figure 6.3 – L’effet enveloppant pour le mode`le neuronal de FitzHugh-Nagumo
en utilisant des boˆıtes aligne´es avec les axes : Pk = Qk.
Pour re´soudre ce proble`me, il faudra tenir compte de la dynamique du syste`me.
Pour cela, on va opter pour le choix des mode`les dynamiques pour les polytopes en
un premier temps puis pour les boˆıtes.
La Figure 6.4 montre deux e´volutions de l’ensemble atteignable ou` l’ensemble ini-
tial est donne´ par un octogone re´gulier et une boˆıte enveloppante [0.9, 1.1]×[2.4, 2.6].
Figure 6.4 – Calcul de l’ensemble atteignable pour le mode`le neuronal en utilisant
un mode`le statique (gauche) et dynamique (droite) pour les polytopes Xk et des
boˆıtes statiques.
La figure a` gauche est calcule´e en utilisant un mode`le statique pour les polytopes
Xk tandis qu’un mode`le dynamique est utilise´ pour la figure a` droite. Dans les deux
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cas on a utilise´ des boˆıtes aligne´es avec les axes pour Qk.
Pour une meilleure lisibilite´, les ensembles atteignables sont trace´s une fois tous
les 5 pas de temps. Nous avons observe´ un cycle limite apre`s 1000 ite´rations. Le
temps de calcul est de 1.16 secondes en utilisant un mode`le statique et 1.22 secondes
en utilisant un mode`le dynamique. Nous pouvons voir sur la figure une ame´lioration
significative de pre´cision obtenue en utilisant le mode`les dynamique, a` peu de frais
supple´mentaire (le´ge`re augmentation du temps de calcul).
En outre, la Figure 6.5 montre deux e´volutions supple´mentaires de l’ensemble
atteignable en utilisant maintenant des mode`les dynamiques pour les polytopes Xk
avec des boˆıtes statiques Qk (en clair) et des boˆıtes dynamiques (en fonce´e). Le
temps de calcul lors de l’utilisation des boˆıtes dynamiques passe a` 8, 24 secondes.
Nous pouvons voir aussi que nous obtenons plus de pre´cision en utilisant les mode`les
dynamiques pour les boˆıtes, bien que l’ame´lioration est moins spectaculaire que celle
observe´e sur la Figure 6.4.
Figure 6.5 – Calcul de l’ensemble atteignable pour le mode`le neuronal en utilisant
a` la fois un mode`le statique et dynamique pour les boˆıtes Qk.
6.3.2 Mode`le de croissance du Phytoplancton
Le deuxie`me exemple est un mode`le discre´tise´ en temps mode´lisant la croissance
du Phytoplankton [21] de´crit par le syste`me suivant :

x1(k + 1) = x1(k) + h
(
1− x1(k)−
x1(k)x2(k)
4
)
x2(k + 1) = x2(k) + h ((2x3(k)− 1)x2(k))
x3(k + 1) = x3(k) + h
(
x1(k)
4
− 2x3(k)
2
)
ou` h de´signe le pas de temps (ici on fixe h = 0.01). Il est connu que ce syste`me
converge vers un point d’e´quilibre pour des conditions initiales proches de l’origine.
L’ensemble initial que l’on va conside´rer est le rectangle [−0.3,−0.2]× [−0.3,−0.2]×
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[−0.05, 0.05]. La Figure 6.6 montre deux ensemble atteignables obtenus apre`s 500
ite´rations : l’ensemble clair est calcule´ en utilisant un mode`le statique et l’ensemble
fonce´ est calcule´ en utilisant les mode`les dynamiques pour les polytopes Pk. Dans les
deux cas, les Qk sont des boˆıtes aligne´es avec les axes. Le temps de calcul est de 5.36
secondes en utilisant les mode`les statiques et 6.12 secondes en utilisant les mode`les
dynamiques. Nous observons comme dans l’exemple pre´ce´dent que l’utilisation des
mode`les dynamiques permet d’obtenir un re´sultat plus pre´cis encore, a` peu de frais.
Figure 6.6 – Calcul de l’ensemble atteignable pour le mode`le de croissance du
Phytoplancton avec des mode`les statiques et dynamiques.
6.3.3 Mode`le proie-pre´dateur de Lotka-Volterra
Maintenant nous conside´rons les e´quations ge´ne´ralise´es de Lotka-Volterra mode´-
lisant la dynamique de la population de n espe`ces biologiques connues sous le nom
de mode`le proie-pre´dateur. Ses e´quations sont donne´es par :
x˙i = xi(ri + Aix)
ou` i ∈ {1, 2, . . . , n}, ri de´signe le i-e`me e´le´ment d’un vecteur r ∈ Rn et Ai la i-e`me
ligne d’une matrice A ∈ Rn×n.
Nous avons effectue´ le calcul de l’ensemble atteignable pour le syste`me discre´tise´ de
Lotka-Volterra en deux dimension suivant :{
x1(k + 1) = x1(k) + h(0.1x1 − 0.01x1x2),
x2(k + 1) = x2(k) + h(−0.05x2 + 0.001x1x2).
La Figure 6.7 montre le comportement cyclique du syste`me a` travers l’ensemble
atteignable calcule´ en utilisant un pas de temps h = 0.3 pour la discre´tisation avec
une boˆıte initiale de dimensions [49, 51] × [14, 16] durant 700 ite´rations. La figure
de gauche est calcule´e en 1.87 secondes en utilisant un mode`le dynamique pour les
polytopes et des boˆıtes aligne´es avec les axes. L’autre est calcule´e en 3.46 secondes
en utilisant un mode`le dynamique pour les polytopes et des boˆıtes oriente´es. Un gain
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Figure 6.7 – Calcul de l’ensemble atteignable pour le mode`le proie-pre´dateur en
2 dimensions en utilisant un mode`le dynamique pour le polytope Xk avec boˆıtes
aligne´es avec les axes (statiques) a` gauche et des boˆıtes oriente´es (dynamiques) a`
droite.
significatif de pre´cision en utilisant les boˆıtes oriente´es peut eˆtre observe´, toutefois
le temps de calcul est presque double´. Nous avons e´galement e´value´ la performance
de notre me´thode en utilisant les deux me´thodes introduites pre´ce´demment pour
calculer les coefficients de Bernstein (explicitement et par interpolation) avec des
e´quations de Lotka-Volterra en dimension n re´cursivement ge´ne´re´es donne´es par :

x1(k + 1) = x1(k) + h (x1(k)(1− x2(k) + xn(k))) ,
x2(k + 1) = xi(k) + h (xi(k)(−1− xi+1(k) + xi−1(k))) ,
. . . . . . . . .
xn(k + 1) = xn(k) + h (xn(k)(−1− x0(k) + xn−1(k))) .
Pour le changement de variable on utilise les boˆıtes aligne´es avec les axes (voir
Tables 6.1).
dim explicit interpol B−1∆′
2 0.0235 0.0221 0.0001
3 0.0536 0.0484 0.0004
4 0.1112 0.1008 0.0008
5 0.2612 0.2124 0.0052
6 0.68 0.499 0.016
dim explicit interpol B−1∆′
7 1.905 1.274 0.099
8 5.682 3.674 0.494
9 19.35 12.65 2.66
10 63.92 44.41 16.23
Table 6.1 – Temps de calcul d’un ensemble atteignable associe´ a` quelques e´quations
ge´ne´re´es de Lotka-Volterra
Nous observons que la me´thode d’interpolation fournit des re´sultats plus efficaces
que ceux fournis par le calcul explicite des coefficient de Bernstein, mais ne´cessite de
calculer la matrice B−1δ avant de commencer l’analyse d’atteignabilite´. Une e´valua-
tion similaire a e´te´ effectue´e a` l’aide des boˆıtes oriente´es, mais les re´sultats montrent
que cette me´thode n’est pas utilisable pour une dimension supe´rieure a` 4. La raison
est bien e´videmment l’e´le´vation du degre´ des polynoˆmes due au changement de va-
riable lorsqu’on utilise des boˆıtes oriente´es.
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Dans ce chapitre, on a propose´ une approche pour le calcul des ensembles at-
teignables des syste`mes dynamiques polynomiaux. Cette approche combine l’opti-
misation polynomiale et la repre´sentation des ensembles en utilisant les mode`les
polye´draux. La relaxation line´aire fournie a` l’aide des coefficients de Bernstein est
applique´e pour obtenir des bornes fines a` nos POP et ainsi des sur-approximations
des ensembles atteignables sont e´tablies.
D’autre part, en exploitant l’e´volution du syste`me, nous avons propose´ un moyen
de de´terminer dynamiquement les mode`les de sorte que les ensembles atteignables
puissent eˆtre estime´s avec plus de pre´cision. L’approche a e´te´ teste´e sur plusieurs
exemples et les re´sultats nume´riques semblent prometteurs.
Pour les extensions de ce travail on peut citer un certain nombre de directions.
Une premie`re direction sera la ge´ne´ralisation de l’approche en temps continu. Une
ide´e pour le faire sera l’utilisation d’un de´veloppement de Taylor et la difficulte´ sera
ainsi de sur-approximer l’ensemble provenant du dernier terme : reste de la formule
de Taylor. Une autre direction sera l’e´tude des syste`mes dynamiques polynomiaux
incluant des parame`tres et des perturbations. En outre, l’e´volution des mode`les peut
eˆtre estime´e localement autour de chaque face plutoˆt que globalement au centre de
gravite´ du polytope.
Chapitre 7
Ve´rification et calcul d’invariants
polye´draux pour des syste`mes
dynamiques polynomiaux
Les ensembles invariants jouent un roˆle important dans la the´orie du controˆle,
notamment pour l’analyse de performance, la robustesse ou la stabilite´ des syste`mes
(voir [32] pour plus de de´tails). Ils sont e´galement d’un grand inte´reˆt dans le domaine
de l’analyse formelle des syste`mes dynamiques, en particulier pour la ve´rification des
proprie´te´s de suˆrete´. Dans de tels proble`mes, le but est de prouver qu’a` partir d’un
ensemble donne´ d’e´tats initiaux, les trajectoires d’un syste`me dynamique ne par-
viendront jamais a` atteindre un ensemble d’e´tats de´termine´ dit non se´curise´. Des
approches dites directes calculent des sur-approximations de l’ensemble des e´tats
atteignables : c’est le cadre de l’analyse d’atteignabilite´ (voir [49, 50, 141] pour de
re´cents progre`s dans le cadre des syste`mes dynamiques non line´aires ainsi que le
chapitre pre´ce´dent [18]). Cependant, malgre´ les progre`s re´alise´s du point de vue de
la complexite´ des calculs, ces approches peuvent seulement certifier que l’ensemble
des e´tats dangereux (non se´curise´) ne sera pas atteint sur un intervalle de temps
borne´. Les approches indirectes consistent en la recherche d’un ensemble invariant,
contenant l’ensemble des e´tats initiaux, et dont l’intersection avec l’ensemble des
e´tats dangereux est vide. Pour les syste`mes dynamiques polynomiaux, ces invariants
sont ge´ne´ralement donne´s par des ensembles semi-alge´briques [137, 157]. Pour des
sous-classes spe´cifiques tels que les syste`mes dynamiques multi-affines ou quasi multi-
affines, ces ensembles sont donne´s par des rectangles [15, 1].
Dans ce chapitre on va traiter le proble`me de ve´rification et de calcul d’ensembles
invariants polye´draux pour les syste`mes dynamiques polynomiaux. Remarquons a`
ce stade que les rectangles forment une sous classe des invariants polye´draux, ainsi
on peut conside´rer ce travail comme e´tant une extension de [15, 1]. D’autre part,
les polytopes forment une sous-classe des ensembles alge´briques et il y a donc une
possibilite´ de concevoir des proce´dures algorithmiques spe´cifiques qui peuvent eˆtre
plus efficaces que celles pre´sente´es dans [137, 157].
On verra que les invariants polye´draux peuvent eˆtre ve´rifie´s par la re´solution d’un
ensemble de proble`mes d’optimisation de polynoˆmes multivarie´s sur des polytopes
borne´s (ensembles de POP). On utilisera la relaxation qu’on a e´tablie a` l’aide du
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principe de floraison pour calculer des bornes infe´rieures aux valeurs optimales de
ces POP. Cela nous permet de proposer une me´thode base´e sur la programmation
line´aire nous permettant de ve´rifier si un polytope est invariant pour un syste`me
dynamique polynomial donne´. En outre, on va montrer, en utilisant l’analyse de
sensibilite´ des programmes line´aires, qu’un ensemble invariant polye´dral peut aussi
eˆtre calcule´ par une me´thode ite´rative. Enfin, on montre a` l’aide d’un ensemble
d’exemples emprunte´s des applications en inge´nierie et en biologie que notre ap-
proche est utile dans la pratique.
7.1 Invariance et analyse de sensibilite´
7.1.1 Proble`mes d’invariance et formulation en POP
On va conside´rer le syste`me dynamique suivant :
x˙(t) = f(x(t)), x(t) ∈ Rn (7.1)
ou` f : Rn → Rn est un champ de vecteur polynomial.
On commence tout d’abord par rappeler la de´finition d’ensemble invariant associe´
au syste`me (7.1).
De´finition 7. Un ensemble I est dit invariant (ou plus pre´cise´ment positivement
invariant) pour le syste`me dynamique (7.1) s’il ve´rifie la proprie´te´ suivante :
Si l’e´tat du syste`me appartient a` l’ensemble I a` un instant donne´, il restera toujours
dans I. Autrement dit, s’il existe un temps t0 tel que x(t0) ∈ I alors x(t) ∈ I pour
tout t ≥ t0.
Dans ce chapitre on se propose d’e´tudier deux proble`me lie´s a` l’invariance : le
premier est celui de la ve´rification d’invariants et le deuxie`me est celui du calcul
d’invariants. Les ensembles pris seront ge´ne´ralement des polytopes ferme´s.
Proble`me 1. Etant donne´ un polytope P , on veut ve´rifier si P est un invariant
pour le syste`me (7.1). C’est le proble`me de ve´rification.
Proble`me 2. Etant donne´ un polytope P (qui a` priori n’est pas un invariant),
on veut calculer a` l’aide de P un polytope P ′, dont les directions des faces sont les
meˆmes que P , qui sera invariant pour le syste`me (7.1).
On verra que la re´solution de ces proble`mes se base essentiellement sur la re´-
solution des POP. En effet, e´tant donne´ un polytope P avec un ensemble de faces
{Fk| k ∈ K}, il en de´coule d’apre`s la caracte´risation standard des ensembles inva-
riant (voir par exemple [9]) que P est invariant pour le syste`me (7.1) si et seulement
si
∀k ∈ K, ∀x ∈ Fk, ak · f(x) ≤ 0 (7.2)
ou` ak est le vecteur normal a` Fk qui pointe a` l’exte´rieur de P . Dans le cas ou` l’in-
e´galite´ est stricte, on dit que l’invariance est stricte. Comme souligne´ dans [1], et
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par l’application du The´ore`me de Tarski [171], c’est un proble`me de´cidable. Cepen-
dant, la complexite´ de la proce´dure de de´cision donne peu d’espoir pour l’application
pratique. Notons que (7.2) peut eˆtre reformule´ comme suit :
∀k ∈ K, min
x∈Fk
−ak · f(x) ≥ 0. (7.3)
Ceci consiste a` montrer que les valeurs minimales des polynoˆmes multi varie´s −ak ·f
dans les polytopes borne´es Fk sont positifs. Donc, si nous sommes en mesure de cal-
culer des bornes infe´rieures non ne´gatives a` ces valeurs minimales, on pourra prouver
que le polytope P est invariant pour le syste`me dynamique (7.1). Par conse´quent,
il nous suffit d’appliquer une des relaxations line´aires et les bornes infe´rieures se-
ront fournis par l’interme´diaire des programmes line´aires de ces relaxations. C’est
l’approche que l’on va suivre dans le pre´sent chapitre en optant pour la deuxie`me
relaxation : celle se basant sur le principe de floraison.
7.1.2 Relaxation line´aire
Comme on l’a de´ja` indique´, la ve´rification des invariants polye´draux pour des
syste`mes dynamiques polynomiaux peut eˆtre traite´e par la re´solution d’un ensemble
de proble`mes d’optimisation de polynoˆmes multi-varie´s sur des polytopes borne´s.
Par conse´quent, dans cette section, nous conside´rons le POP suivant :
minimiser p(x)
s.c x ∈ R,
ai · x ≤ bi, i ∈ I,
cj · x = dj, j ∈ J,
(7.4)
ou` p : Rn → R est un polynoˆme multi-varie´ de degre´ δ, R = [x1, x1]× · · · × [xn, xn]
est un rectangle de Rn (le rectangle R peut eˆtre pris comme e´tant la boˆıte envelop-
pante du polytope P ) ; I = {1, . . . ,mI} et J = {1, . . . ,mJ} des ensemble d’indices ;
ai ∈ Rn, bi ∈ R, pour tout i ∈ I et cj ∈ Rn, dj ∈ R, pour tout j ∈ J .
On rappelle que notre relaxation sera construite comme suit :
Soit qδ : Rδ1+···+δn → R la forme polaire associe´e a` p relative a` δ. Ainsi, en utilisant
les notations de la Section 5.1, la relaxation line´aire associe´e au proble`me (7.4) est
donne´e par :
maximiser t
s.c t ∈ R, λ ∈ RmI , µ ∈ RmJ ,
λi ≥ 0, i ∈ I,
t ≤ qδ(v) +
∑
i∈I
λi(a
′
i · v − bi) +
∑
j∈J
µj(c
′
j · v − dj), v ∈ V
′.
(7.5)
La raison principale expliquant le choix de la relaxation donne´e par le programme
line´aire (7.5) est l’analyse de sensibilite´.
7.1.3 Analyse de sensibilite´
Une caracte´ristique inte´ressante de la dualite´ lagrangienne est qu’elle permet
une analyse de sensibilite´ (voir par exemple [34]). Dans cette section, nous nous
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inte´ressons a` l’analyse des variations de la valeur optimale de (7.4) et spe´cialement de
sa borne infe´rieure donne´e par la valeur optimale de (7.5) en vertu des modifications
du polytope P . Le re´sultat obtenu sera utilise´ dans la section suivante pour le calcul
des invariants polye´draux associe´s a` des syste`mes dynamiques polynomiaux. Plus
pre´cise´ment, nous conside´rons la variation suivante du proble`me (7.4) :
minimiser p(x)
s.c x ∈ R,
ai · x ≤ bi + αi, i ∈ I,
cj · x = dj + βj, j ∈ J,
(7.6)
ou` αi ∈ R, pour tout i ∈ I et βj ∈ R pour tout j ∈ J .
Ce proble`me co¨ıncide avec le proble`me original (7.4) quand α = 0 et β = 0. Soient p∗
et p∗(α, β) les valeurs optimales des proble`mes (7.4) et (7.6), respectivement. Soient
pδ
∗ et pδ
∗(α, β) les bornes infe´rieures de p∗ et p∗(α, β) obtenues par application de
la relaxation (7.5).
The´ore`me 11. Soient pδ
∗ et (t∗, λ∗, µ∗) la valeur ainsi que la solution optimale du
programme line´aire (7.5). Alors, pour tous α ∈ RmI et β ∈ RmJ , tels que (7.6) est
admissible, on a :
p∗(α, β) ≥ pδ
∗(α, β) ≥ pδ
∗ − λ∗ · α− µ∗ · β.
De´monstration. En appliquant la relaxation (7.5) au proble`me (7.6), il est e´vident
que pδ
∗(α, β) est la valeur optimale de :
maximiser t
s.c t ∈ R, λ ∈ RmI , µ ∈ RmJ ,
λi ≥ 0, i ∈ I,
t ≤ qδ(v) +
∑
i∈I
λi(a
′
i · v − bi − αi) +
∑
j∈J
µj(c
′
j · v − dj − βj), v ∈ V
′.
(7.7)
Le fait que p∗(α, β) ≥ pδ
∗(α, β) est trivial.
Maintenant, montrons que (t∗ − λ∗ · α− µ∗ · β, λ∗, µ∗) est admissible pour (7.7).
Il est e´vident que λ∗i ≥ 0, pour tout i ∈ I. De plus, pour tout v ∈ V
′,
qδ(v) +
∑
i∈I
λ∗i (a
′
i · v − bi − αi) +
∑
j∈J
µ∗j(c
′
j · v − dj − βj)
= qδ(v) +
∑
i∈I
λ∗i (a
′
i · v − bi) +
∑
j∈J
µ∗j(c
′
j · v − dj)− λ
∗ · α− µ∗ · β
≥ t∗ − λ∗ · α− µ∗ · β.
Ainsi, (t∗− λ∗ ·α− µ∗ · β, λ∗, µ∗) est admissible pour (7.7). Par conse´quent, on aura
pδ
∗(α, β) ≥ t∗− λ∗ ·α−µ∗ · β ce qui conduit a` l’ine´galite´ pre´vu puisque d∗ = t∗.
7.2 Ve´rification et calcul d’invariant pour les sys-
te`mes dynamiques polynomiaux
Dans ce qui suit, nous montrons comment les re´sultats de´veloppe´s dans la sec-
tion pre´ce´dente peuvent eˆtre utilise´s pour la ve´rification et le calcul des invariants
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polye´draux pour les syste`mes dynamiques polynomiaux. On commence tout d’abord
par rappeler notre syste`me dynamique :
x˙(t) = f(x(t)), x(t) ∈ Rn
ou` f : Rn → Rn est un champ de vecteurs polynomial.
Soit R = [x1, x1] × · · · × [xn, xn] un rectangle of Rn de´limitant une re´gion d’inte´reˆt
pour l’e´tude de la dynamique (7.1). Dans cette section, on va de´tailler une approche
permettant de re´soudre le Proble`me 1 et le Proble`me 2. En effet, on montre tout
d’abord comment ve´rifier qu’un polytope donne´ P ⊆ R est un invariant pour le
syste`me (7.1). Ensuite, on montre que si notre approche e´choue, c’est a` dire qu’elle
ne permet pas d’affirmer que P est invariant, l’analyse de sensibilite´ peut nous aider
a` modifier P de fac¸on a` trouver un polytope invariant pour (7.1) ayant les meˆmes
directions que P .
7.2.1 Ve´rification d’invariants polye´draux
On conside`re un polytope borne´ P ⊆ Rn de´fini comme suit :
P = {x ∈ Rn| ak · x ≤ bk, ∀k ∈ K}
ou` K = {1, . . . ,mK} est un ensemble d’indices, ak ∈ Rn, bk ∈ R, pour tout k ∈ K.
Les faces du polytope sont {Fk| k ∈ K} ou`
Fk = {x ∈ R
n| ak · x = bk, et ai · x ≤ bi, ∀i ∈ K \ {k}}.
On suppose que P ⊆ R et que toutes les faces Fk ne sont pas vides. Comme indique´
au de´but du chapitre, P est un invariant pour le syste`me dynamique (7.1) si et
seulement si
∀k ∈ K, min
x∈Fk
−ak · f(x) ≥ 0.
Puisque pour tout k ∈ K, Fk ⊆ P ⊆ R, alors ce proble`me est e´quivalent a` montrer
que les valeurs optimales p∗k des POP suivantes sont positives pour tout k ∈ K :
minimiser −ak · f(x)
s.c x ∈ R,
ai · x ≤ bi, i ∈ K \ {k},
ak · x = bk.
(7.8)
Comme −ak · f est un polynoˆme multi-varie´, ce proble`me est similaire a` (7.4). Par
conse´quent, en appliquant la relaxation (7.5) on obtient le re´sultat suivant :
Proposition 18. Pour k ∈ K, soit p∗k,δ la valeur optimale du programme line´aire :
maximiser t
s.c t ∈ R, λ ∈ RmK ,
λi ≥ 0, i ∈ K \ {k},
t ≤ qk,δ(v) +
∑
i∈K
λi(a
′
i · v − bi) v ∈ V
′,
(7.9)
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ou` qk,δ est la forme polaire du polynoˆme multi-varie´ −ak · f par respect d’un degre´
δ = δ(k) (souvent pris comme e´tant le degre´ du polynoˆme −ak · f).
Si pour tout k ∈ K, p∗k,δ ≥ 0, alors P est un invariant polye´dral pour le syste`me
dynamique (7.1).
De´monstration. Il est e´vident que p∗k ≥ p
∗
k,δ, pour tout k ∈ K. Ainsi, p
∗
k,δ ≥ 0
implique que p∗k ≥ 0, pour tout k ∈ K et par conse´quent le polytope P est invariant.
Ainsi, on a montre´ que l’invariance d’un polytope P peut eˆtre ve´rifie´e par la
re´solution d’un ensemble de programmes line´aires (un par face). Dans le cas ou` on
n’arrive pas a` ve´rifier que le polytope P est invariant, l’analyse de sensibilite´ peut
nous aider a` le modifier dans le but de trouver un polytope invariant pour (7.1).
Remarque 15. Notons que les degre´s des polynoˆmes multi-varie´s −ak · f peuvent
ne pas eˆtre pas tous les meˆmes. Ceci affectera bien e´videmment les vecteurs a′i, et les
ensembles V ′ qui vont de´pendre de l’indice k ∈ K. Il est possible d’e´viter ce proble`me
en de´finissant qk,δ = qk,δmax comme e´tant −ak · gδmax ou` gδmax est la forme polaire
du champ de vecteurs polynomial f relative au degre´ δmax dont les composantes sont
de´finie comme suit : pour i, j ∈ {1, . . . , n}, notons δij le degre´ de xi dans le polynoˆme
a` plusieurs variables fj(x) et soit δi,max = maxj∈{1,...,n} δij. Pour tout j ∈ {1, . . . , n},
il est possible de voir fj comme e´tant un polynoˆme a` plusieurs variables de degre´s
δ1,max, . . . , δn,max avec e´ventuellement des coefficients nuls et de de´finir sa forme
polaire associe´e gj,δmax. Ensuite, on prendra gj,δmax comme e´tant les composantes de
la forme polaire gδmax : R
δ1,max+···+δn,max → Rn du champ de vecteurs polynomial f
pour tout j ∈ {1, . . . , n}. Alors, pour tout k ∈ K, qk = −ak ·gδmax sont des fonctions
multi-affines de´finies sur Rδ1,max+···+δn,max avec des proprie´te´s semblables a` la forme
polaire de −ak · f qui peut eˆtre utilise´e dans le proble`me (7.9).
7.2.2 Calcul d’invariants polye´draux
Dans le cas ou` notre approche e´choue, c’est a` dire qu’elle ne permet pas d’affirmer
que P est un invariant pour le syste`me dynamique (7.1) : c’est le cas si p∗k,δ < 0,
pour un certain k ∈ K.
Dans ce cas, nous pouvons eˆtre inte´resse´s par la modification de P dans le but de
trouver un polytope invariant. Pour cela, on va conside´rer les polytopes dont les face
sont paralle`les a` celles de P , c’est a` dire ayant le meˆme mode`le (meˆme matrice de
direction). Pour α ∈ RmK , soit Pα le polytope donne´ par
Pα = {x ∈ R
n| ak · x ≤ bk + αk, ∀k ∈ K}.
Pour α = 0, on retrouve le polytope P . Notre but est de trouver un α assurant que le
polytope Pα sera un invariant pour (7.1). On impose des contraintes supple´mentaires
pour le polytope Pα :
– Pα ⊆ R : ceci peut eˆtre assure´ par des contraintes de la forme bk + αk ≤ bk.
– Pα est non vide : ceci peut eˆtre assure´ par des contraintes de la forme bk ≤
bk + αk.
– Pα est relativement proche de P : ceci est assure´ en imposant −ε ≤ αk ≤ ε ou`
ε est un parame`tre qui peut eˆtre re´gle´.
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On note pour k ∈ K, p∗k,δ(α) la valeur optimale des proble`mes (7.9) pour le polytope
Pα ; d’apre`s le The´ore`me 11 se basant sur l’analyse de sensibilite´ on a
∀k ∈ K, p∗k,δ(α) ≥ p
∗
k,δ + λ
∗
k · α
ou` p∗k,δ et (t
∗
k, λ
∗
k) sont les valeurs et les solutions optimales des proble`mes (7.9) pour
le polytope P et k ∈ K. Ainsi, d’apre`s la Proposition 18, pour que Pα soit un
invariant polye´dral pour le syste`me dynamique (7.1), il suffit que pour tout k ∈ K,
p∗k,δ + λ
∗
k · α ≥ 0. Afin de trouver un bon candidat pour α, on doit re´soudre le
proble`me suivant :
maximiser min
k∈K
(
p∗k,δ + λ
∗
k · α
)
s.c α ∈ RmK ,
αk ≤ αk ≤ αk, k ∈ K
ou` αk = max(−ε, bk − bk) et αk = min(ε, bk − bk). Ce proble`me peut eˆtre reformule´
a` l’aide du programme line´aire suivant :
maximiser t
s.c t ∈ R, α ∈ RmK ,
t ≤ p∗k,δ − λk
∗ · α, k ∈ K,
αk ≤ αk ≤ αk, k ∈ K.
(7.10)
Notons (t∗, α∗) la solution du programme line´aire. Si la valeur optimale t∗ est positive
alors on a montre´ que Pα∗ est un invariant pour le syste`me dynamique (7.1). Si la
valeur optimale est strictement ne´gative, alors on calcule p∗k,δ(α
∗) en re´solvant les
proble`mes (7.9) pour le polytope Pα∗ pour tout k ∈ K. Si tous les p
∗
k,δ(α
∗) sont
positifs, alors d’apre`s la Proposition 18, Pα∗ est un invariant. Si la ve´rification e´choue,
alors on utilise l’analyse de sensibilite´ pour modifier Pα∗ et trouver un invariant.
Ceci donne une approche ite´rative pour le calcul des invariants polye´draux pour les
syste`mes dynamiques polynomiaux.
Remarque 16. Remarquons que le polytope Pα∗ calcule´ par la re´solution de (7.10)
peut avoir des faces vides. Ceci re´sulte, pour une face vide Fk, d’une valeur non
borne´e de p∗k,δ(α
∗) = +∞. Pour e´viter ce genre de situations, il peut eˆtre utile de
remplacer α∗ par α˜∗ tel que Pα˜∗ n’a pas de faces vides et Pα∗ = Pα˜∗ (voir Figure 7.1).
Encore une fois, cela peut eˆtre fait en re´solvant un ensemble de programmes line´aires.
En effet, pour trouver la vrai position b′k d’une face Fk, il suffit de maximiser ak · x
sur le polytope Pα∗.
7.2.3 Autres approches
Le calcul des invariants pour des syste`mes dynamiques polynomiaux est souvent
aborde´e a` l’aide de la programmation semi-de´finie (SDP) par l’interme´diaire des
relaxations SOS. Une grande partie de la litte´rature dans ce sujet consiste a` calculer
les fonctions de Lyapunov dont les courbes de niveau sont les invariants (voir par
exemple [186, 174]). Une approche similaire pour le calcul des ensembles invariants
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P
P
α
∗ P
α˜
∗
Figure 7.1 – Le polytope Pα∗ peut avoir des faces vides (polytope du milieu), on
remplace α∗ par α˜∗ tel que Pα˜∗ n’a pas de faces vides et Pα∗ = Pα˜∗ (polytope a`
droite).
ne contenant pas de point d’e´quilibre stable peut eˆtre trouve´e dans [137]. Dans ces
travaux, les ensembles invariants sont des ensembles semi-alge´briques de´crites par
des ine´galite´s polynomiales. Toutefois, les polytopes sont plus faciles a` manipuler
et, comme explique´ dans [3], il est parfois pre´fe´rable d’avoir des invariants de´crits
par des polytopes plutoˆt que par des ensembles semi-alge´briques. En particulier, les
polytopes dont les directions des faces sont fixe´es par un mode`le se sont ave´re´ tre`s
utiles pour le calcul des ensembles invariants pour les syste`mes hybrides avec une
dynamique affine dans [159] et pour les syste`mes multi-affine dans [15, 1]. Dans un
certain sens, notre travail s’appuie sur ces approches et les e´tend a` la classe des
syste`mes dynamiques polynomiaux.
Il convient aussi de mentionner les travaux sur les fonctions de Lyapunov poly-
e´drales pour la classe des syste`mes dynamiques de´crites par des inclusions diffe´ren-
tielles line´aires. Pour cette classe de syste`mes, il peut eˆtre de´montre´ que l’existence
d’un ensemble invariant contenant l’origine est e´quivalente a` la stabilite´ de Lyapu-
nov [32]. Des me´thodes reposant sur la programmation line´aire pour le calcul des
invariants polye´draux pour des inclusions diffe´rentielles line´aires ont e´te´ de´velop-
pe´es (voir par exemple [134]). Nous tenons a` souligner que notre approche peut eˆtre
facilement adapte´e pour le calcul des ensembles invariants pour les inclusions dif-
fe´rentielles polynomiales (et donc line´aires). Par conse´quent, notre approche peut
eˆtre conside´re´e comme une ge´ne´ralisation du travail mentionne´ ci-dessus meˆme si les
algorithmes utilise´s pour le calcul des invariants polye´draux sont diffe´rents.
7.3 Exemples
Nous avons imple´mente´ notre approche dans Matlab. Dans ce qui suit, nous
montrons pour une se´rie d’exemples provenant des applications d’inge´nierie ou de la
biologie que notre approche est efficace dans la pratique. Tous les calculs rapporte´s
prennent quelques secondes.
7.3.1 Mode`le de Moore-Greitzer d’un moteur a` re´action
Nous avons teste´ notre approche sur le syste`me dynamique polynomial suivant
correspondant a` un mode`le de Moore-Greitzer d’un moteur a` re´action avec un pa-
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rame`tre de stabilisation [99] :{
x˙1 = −x2 −
3
2
x21 −
1
2
x31,
x˙2 = 3x1 − x2.
Ce syste`me admet l’origine comme e´quilibre stable. Graˆce a` notre approche, nous
avons essaye´ de trouver un polytope invariant pour ce syste`me autour de l’origine. En
se fixant le rectangle [−0.2, 0.2]2, nous avons pu trouver un polytope invariant avec
mK = 24 faces dont les orientations sont uniforme´ment re´parties (voir la Figure 7.2).
A partir de l’ensemble repre´sente´ en pointille´, notre approche a besoin de 5 ite´rations
pour trouver le polytope invariant repre´sente´ par un trait continu. On peut ve´rifier
sur la figure que c’est effectivement un invariant. A chaque ite´ration, nous avons
−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15 0.2
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
Figure 7.2 – Invariant polye´dral pour le mode`le de Moore-Greitzer (repre´sente´ par
un trait continu) obtenu apre`s 5 ite´rations commenc¸ant par le polytope en pointille´.
besoin de re´soudre pour l’e´tape de ve´rification mK = 24 programmes line´aires de la
forme (7.9) avecmK+1 = 25 variables etmK−1+(δ1+1)×(δ2+1) = 31 contraintes
ine´galite´s. Pour le calcul d’un invariant, en utilisant une analyse de sensibilite´, nous
avons besoin a` chaque ite´ration de re´soudre un programme line´aire de mK + 1 = 25
variables et 2mK = 48 contraintes ine´galite´s.
7.3.2 Mode`le neuronal de FitzHugh-Nagumo
Nous avons e´galement applique´ notre approche sur le mode`le de FitzHugh-
Nagumo [64] (dont une version discre´tise´e a e´te´ e´tudie´ dans le chapitre pre´ce´dent).
On rappelle qu’il s’agit d’un syste`me dynamique polynomial mode´lisant l’activite´
e´lectrique d’un neurone :{
x˙1 = x1 − x
3
1/3− x2 + I,
x˙2 = 0.08(x1 + 0.7− 0.8x2),
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ou` le parame`tre I est pris e´gal a` 7
8
. Il est connu que ce syste`me admet un cycle limite.
En effet, en utilisant notre approche, nous avons synthe´tise´ un polytope invariant
contenant le cycle limite. En se fixant le rectangle [−2.5, 2.5]× [−1.5, 3.5], on trouve
un invariant polye´dral a` 8 faces dont les orientations sont uniforme´ment re´parties
(voir Figure 7.3). Commenc¸ant par l’ensemble repre´sente´ par un trait discontinu,
notre approche a besoin de 15 ite´rations pour trouver l’invariant polye´dral trace´ a`
l’aide d’un trait continu. On peut ve´rifier a` l’aide de la figure que c’est effectivement
un invariant. Remarquons que cet invariant polye´dral P ainsi que l’existence d’un
e´quilibre instable a` l’inte´rieur de P fournit par l’application du the´ore`me de Poincare´
Bendixon (voir appendice de la premie`re partie) une preuve formelle de l’existence
d’un cycle limite a` l’inte´rieur du polytope P . Pour chaque ite´ration, on a besoin de
−2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
Figure 7.3 – Invariant polye´dral pour le mode`le de FitzHugh-Nagumo (repre´sente´
par un trait continu) obtenu apre`s 15 ite´rations commenc¸ant par le polytope en
pointille´. L’invariant contient le cycle limite.
re´soudre pour la ve´rification de l’invariant mK = 8 programmes line´aires de la forme
(7.9) avec mK + 1 = 9 variables et mK − 1 + (δ1 + 1) × (δ2 + 1) = 15 contraintes
ine´galite´. Pour le calcul de l’invariant en utilisant l’analyse de sensibilite´, on a besoin
de re´soudre pour chaque ite´ration un programme line´aire de mK + 1 = 9 variables
et 2mK = 16 contraintes ine´galite´s.
7.3.3 Mode`le de croissance du phytoplancton
Le dernier exemple a aussi e´te´ traite´ dans le chapitre pre´ce´dent (apre`s une dis-
cre´tisation d’Euler). C’est le mode`le de croissance du phytoplancton [21] :

x˙1 = 1− x1 −
x1x2
4
,
x˙2 = (2x3 − 1)x2,
x˙3 =
x1
4
− 2x23.
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Ce syste`me admet un e´quilibre stable. En utilisant notre approche, on calcule un
invariant polye´dral contenant l’e´quilibre. En fixant le rectangle [0, 3] × [−0.1, 2] ×
[0, 0.6], on sera capable de trouver un invariant polye´dral avec mK = 18 faces (un
octogone re´gulier : voir Figure 7.4). Commenc¸ant par le polytope repre´sente´ dans
la partie gauche de la figure, notre approche a besoin de 11 ite´rations pour trouver
l’invariant polye´dral trace´ dans la partie droite de la figure. On peut ve´rifier a` l’aide
de la figure que c’est bien un invariant.
A chaque ite´ration, on doit re´soudre pour le proble`me de ve´rification mK = 18
programmes line´aires de la forme (7.9) avec mK+1 = 19 variables et mK−1+(δ1+
1) × (δ2 + 1) × (δ3 + 1) = 29 contraintes d’ine´galite´. Pour le calcul d’invariant en
utilisant l’analyse de sensibilite´, on aura besoin de re´soudre pour chaque ite´ration un
programme line´aire de mK + 1 = 19 variables et 2mK = 36 contraintes d’ine´galite´.
Figure 7.4 – Invariant polye´dral pour le mode`le de croissance phytoplancton (a`
droite) obtenu apre`s 11 ite´rations commenc¸ant par le polytope de gauche.
Dans ce chapitre, on a pre´sente´ une approche base´e sur la programmation li-
ne´aire pour la ve´rification et le calcul des invariants polye´draux pour des syste`mes
dynamiques polynomiaux. La relaxation choisie est celle se basant sur le principe de
la floraison ainsi que la dualite´ Lagrangienne. Ce choix est duˆ essentiellement a` l’ap-
plication de l’analyse de sensibilite´ pour le calcul d’un invariant polye´dral ayant les
meˆmes directions que le polytope initial. Bien que notre approche soit conservative
(parfois on ne peut pas a` ve´rifier l’invariance d’un polytope), nous avons montre´ sur
plusieurs exemples qu’elle peut eˆtre utile dans des applications pratiques.
Dans le chapitre suivant, on va ge´ne´raliser l’approche pre´sente´e dans ce chapitre
pour la synthe`se d’un controˆleur pour les syste`mes dynamiques polynomiaux avec
perturbations.
Chapitre 8
Synthe`se de controˆleur pour
l’invariance robuste d’un syste`me
dynamique polynomial
Dans les chapitres pre´ce´dents, on s’est restreint a` l’analyse des syste`mes dy-
namique polynomiaux en e´tudiant les proprie´te´s telles que l’atteignabilite´ et l’in-
variance. Dans ce chapitre la partie controˆle sera e´tudie´e. En effet, la conception
des syste`mes non line´aires reste un proble`me difficile dans la the´orie de controˆle.
Au cours de la dernie`re de´cennie, en s’appuyant sur les perce´es spectaculaires dans
l’optimisation des fonctions polynomiales [103, 131], plusieurs me´thodes de calcul
ont e´te´ de´veloppe´es pour la synthe`se de controˆleurs dans le cas des syste`mes dyna-
miques polynomiaux [138, 107]. Ces approches ont montre´ un succe`s dans plusieurs
proble`mes de synthe`se tels que la stabilisation ou le controˆle optimal dans lequel
les fonctions de Lyapunov et les fonctions couˆt peuvent eˆtre repre´sente´es ou appro-
che´es par des polynoˆmes. Cependant, ces approches ne sont pas convenables pour
d’autres proble`mes tels que ceux impliquant des syste`mes dynamiques polynomiaux
avec des contraintes sur les variables d’e´tats ainsi que les entre´es et soumis a` des
perturbations borne´es.
Dans ce chapitre, nous conside´rons le proble`me de synthe`se de controˆleur pour
cette classe de syste`mes. Plus pre´cise´ment, e´tant donne´ un syste`me dynamique poly-
nomial avec des contraintes sur les entre´es ainsi que des perturbations borne´es, e´tant
donne´ un ensemble d’e´tats initiaux P et un ensemble d’e´tats suˆrs P , nous visons a`
synthe´tiser un controˆleur satisfaisant les contraintes des entre´es et garantissant que
les trajectoires initialise´es dans P demeurent dans P pour toutes les perturbations
possibles. Ce proble`me peut eˆtre re´solu en calculant conjointement le controˆleur et
un ensemble invariant pour le syste`me controˆle´ contenant P et inclus dans P (voir
par exemple [32, 93]). Ici, il convient de mentionner que, meˆme dans le cas line´aire,
le proble`me de la conception conjointe d’un controˆleur et d’un invariant n’est pas
du tout trivial [181, 28] et peut conduire a` un proble`me non line´aire.
Dans ce qui suit, nous proposons une me´thode de calcul base´e sur l’utilisation des
expressions parame´tre´es des mode`les pour le controˆleur et l’invariant. Etant donne´
un candidat polye´dral, nous montrons que la synthe`se de controˆleurs assurant son
invariance peut eˆtre formule´e comme un proble`me d’optimisation faisant intervenir
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des fonctions objectives polynomiales sur des polytopes borne´s. L’ame´lioration par
rapport au travail du chapitre pre´ce´dent [16] re´side dans le fait que dans le pre´sent
chapitre, des entre´es avec des contraintes ainsi que des perturbations borne´es sont
conside´re´s ; aussi une approche ite´rative est donne´e pour calculer conjointement un
controˆleur et un invariant polye´dral. Chaque ite´ration de l’approche consiste prin-
cipalement a` re´soudre deux programmes line´aires (un pour le controˆleur et l’autre
pour l’invariant). Enfin, nous montrons l’utilite´ de notre approche dans la pratique
en l’appliquant a` plusieurs exemples.
8.1 Formulation du proble`me
Dans ce chapitre, on va conside´rer un syste`me de controˆle non line´aire soumis a`
des contraintes d’entre´es et des perturbations borne´es :
x˙(t) = f(x(t), d(t)) + g(x(t), d(t))u(t), d(t) ∈ D , u(t) ∈ U (8.1)
ou` x(t) ∈ RX ⊆ Rn est l’e´tat du syste`me, d(t) ∈ D ⊆ Rm est une perturbation
exte´rieure et u(t) ∈ U ⊆ Rp de´signe le controˆleur. On suppose que le champ de
vecteurs f : Rn × Rm → Rn et la matrice de controˆle g : Rn × Rm → R(n×p),
de´finissant la dynamique du syste`me, sont des polynoˆme multi-varie´s.
On suppose e´galement que l’ensemble des e´tats est un domaine borne´ rectan-
gulaire : RX = [x1, x1] × · · · × [xn, xn] et que l’ensemble des perturbations D et
l’ensemble des entre´es U sont des polytopes convexes et compacts :
D = {d ∈ Rm| αD,k · d ≤ βD,k, ∀k ∈ KD}
U = {u ∈ Rp| αU,k · u ≤ βU,k, ∀k ∈ KU}
ou` αD,k ∈ Rm, βD,k ∈ R, αU,k ∈ Rp, βU,k ∈ R, KD et KU sont deux ensemble finis
d’indices.
On de´note RD = [d1, d1] × · · · × [dm, dm] la boˆıte enveloppante du polytope D,
qui est le plus petit domaine rectangulaire contenant D ; et par VX = {x1, x1} ×
· · · × {xn, xn} VD = {d1, d1} × · · · × {dm, dm} les ensembles des sommets de RX et
RD. Le pre´sent travail traite la synthe`se de controˆleurs pour une notion d’invariance
robuste de´finie comme suit :
De´finition 8. Conside´rons un ensemble d’e´tats P ⊆ RX et un controˆleur h : RX →
U , le syste`me controˆle´
x˙(t) = f(x(t), d(t)) + g(x(t), d(t))h(x(t)), (8.2)
est dit P -invariant si toutes les trajectoires ve´rifiant x(0) ∈ P satisfont x(t) ∈ P
pour tout t ≥ 0 et toute perturbation d(t) ∈ D.
Remarquons que c’est une notion d’invariance robuste puisque elle doit avoir lieu
pour toutes perturbations possibles. Soit P ⊆ P ⊆ RX deux polytopes compacts
et convexes. On va conside´rer le proble`me de synthe`se d’un controˆleur h pour le
syste`me (8.1) tel que toutes les trajectoires controˆle´es initialise´es a` l’inte´rieur de P
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restent dans P . Ceci peut eˆtre vu comme e´tant une proprie´te´ de suˆrete´ ou` P est
l’ensemble des e´tats initiaux et P est l’ensemble des e´tats suˆres. Le proble`me peut
eˆtre re´solu en synthe´tisant conjointement un controˆleur et un invariant polye´dral
P ⊆ RX contenant P et inclus dans P :
Proble`me 2. Trouver un controˆleur h : RX → U et un polytope convexe et compact
P ve´rifiant P ⊆ P ⊆ P tel que le syste`me controˆle´ (8.2) soit P -invariant.
Dans ce qui suit, on va de´crire une approche permettant de re´soudre ce proble`me.
Pour limiter l’espace de recherche, on va utiliser les expressions parame´tre´s des
mode`les pour le controˆleur h et l’invariant P . D’abord, on va imposer les orientations
des faces du polytope P en choisissant les vecteurs normaux dans l’ensemble {γk ∈
Rn| k ∈ KX} ou` KX est un ensemble fini d’indice. Ainsi, le polytope P peut eˆtre
e´crit sous la forme :
P = {x ∈ Rn| γk · x ≤ ηk, ∀k ∈ KX}
ou` le vecteur η ∈ R|KX | que l’on veut de´terminer, spe´cifie la position des faces. Les
faces de P sont note´es par Fk pour k ∈ KX , ou`
Fk = {x ∈ R
n| γk · x = ηk et γi · x ≤ ηi, ∀i ∈ KX \ {k}} .
Pour simplifier, on va supposer que les polytopes P et P sont de la forme :
P = {x ∈ Rn| γk · x ≤ ηk, ∀k ∈ KX}
P = {x ∈ Rn| γk · x ≤ ηk, ∀k ∈ KX}.
Ainsi, la condition P ⊆ P ⊆ P se traduit en η
k
≤ ηk ≤ ηk, ∀k ∈ KX .
Ensuite, on va chercher un controˆleur h dans un sous ensemble engendre´ par la
matrice polynomiale :
h(x) = H(x)θ
ou` θ ∈ Rq est un parame`tre que l’on de´terminera et la matrice H : Rn → R(p×q) est
donne´ a` l’aide d’un ensemble de polynoˆmes multi-varie´s. L’utilisation d’un mode`le
est naturelle lors de la recherche d’un controˆleur avec une structure particulie`re. La
contrainte associe´e a` ce controˆleur (c’est a` dire pour tout x ∈ RX , h(x) ∈ U) est
ainsi e´quivalente a`
∀k ∈ KU , ∀x ∈ RX , αU,k ·H(x)θ ≤ βU,k. (8.3)
Sous ces hypothe`ses, la dynamique du syste`me controˆle´ (8.2) peut eˆtre e´crite
sous la forme
x˙(t) = f(x(t), d(t)) +G(x(t), d(t))θ, d(t) ∈ D,
ou` G(x, d) = g(x, d)H(x).
D’apre`s la caracte´risation standard des invariants (voir [9]), il en de´coule que le
syste`me controˆle´ (8.2) est P -invariant si et seulement si
∀k ∈ KX , ∀x ∈ Fk, ∀d ∈ D, γk · (f(x, d) +G(x, d)θ) ≤ 0. (8.4)
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Ainsi, le Proble`me 2 peut eˆtre re´solu en calculant les vecteurs θ ∈ Rq et η ∈ R|KX |
avec η
k
≤ ηk ≤ ηk pour tout k ∈ KX , et tel que les ine´galite´s (8.3) et (8.4) auront
lieu.
Dans ce qui suit, on montre d’abord comment, e´tant donne´ un vecteur η ∈
R|KX | (et donc un polytope P ), on pourra calculer, en utilisant la programmation
line´aire, le parame`tre θ (et ainsi le controˆleur h) tel que le syste`me controˆle´ (8.2)
soit P -invariant. Puis, on montre comment on calcule conjointement le controˆleur
h et le polytope P en utilisant une approche ite´rative dont les ingre´dients sont
principalement ceux utilise´s dans le chapitre pre´ce´dent : la relaxation base´e sur la
forme polaire et l’analyse de sensibilite´ des programmes line´aires.
8.2 Synthe`se d’un controˆleur
Etant donne´ un polytope P = {x ∈ Rn| γk · x ≤ ηk, ∀k ∈ KX}, on va mon-
trer dans cette section comment construire un controˆleur h : RX → U tel que le
syste`me (8.2) soit P -invariant. Comme on l’a explique´ auparavant, on cherche un
controˆleur dans un sous ensemble engendre´ par une matrice polynomiale : h(x) =
H(x)θ ou` θ ∈ Rq. Soit F (x, d) = f(x, d) + G(x, d)θ, c’est un polynoˆme de de-
gre´ δ1, . . . , δn, ρ1, . . . , ρm pour les variables x1, . . . , xn, d1, . . . , dm. Sa forme polaire
est Fb = fb + Gbθ ou` fb et Gb de´signent les formes polaires des polynoˆmes f
et G vus comme e´tant des polynoˆmes de degre´s δ1, . . . , δn, ρ1, . . . , ρm. Soit Hb la
forme polaire associe´e a` la matrice H vue comme e´tant un polynoˆme de degre´
δ1, . . . , δn pour les variables x1, . . . , xn. Soit R
′
X = [x1, x1]
δ1 × · · · × [xn, xn]
δn , V ′X =
{x1, x1}
δ1 × · · · × {xn, xn}
δn , V ′D = {d1, d1}
ρ1 × · · · × {dm, dm}
ρm , V ′X = V
′
X/
∼= et
V ′D = V
′
D/
∼=.
On e´tablit tout d’abord des conditions suffisantes ve´rifiant que h(x) ∈ U pour
tout x ∈ RX :
Lemme 6. Si ∀l ∈ KU ,∀vX ∈ V ′X , on a αU,l ·Hb(vX)θ ≤ βU,l, alors h(x) ∈ U pour
tout x ∈ RX .
De´monstration. Si pour tout l ∈ KU , pour tout vX ∈ V ′X , αU,l ·Hb(vX)θ ≤ βU,l, alors
en utilisant la troisie`me proprie´te´ de la forme polaire on aura pour tout l ∈ KU et
tout vX ∈ V
′
X , αU,l ·Hb(vX)θ ≤ βU,l. Comme Hb est une fonction multi-affine, alors
d’apre`s le Lemme 1 (lemme de convexite´) on en de´duit que pour tout l ∈ KU et tout
z ∈ R′X , αU,l · Hb(z)θ ≤ βU,l. Ainsi, en utilisant la proprie´te´ diagonale de la forme
polaire, on montre que pour tout l ∈ KU et tout x ∈ RX , αU,l ·H(x)θ ≤ βU,l. Ce qui
est e´quivalent a` dire que pour tout x ∈ RX , h(x) ∈ U .
Le re´sultat pre´ce´dent donne un ensemble fini de contraintes line´aires qui doit
eˆtre satisfait par le parame`tre θ. Maintenant, on va e´tablir des conditions assurant
que le polytope P sera invariant pour le syste`me (8.2).
Soit k ∈ KX , on dit qu’une face Fk du polytope P est bloque´e si pour tout x ∈ Fk,
pour tout d ∈ D, γk · (f(x, d) + G(x, d)θ) ≤ 0. Il est clair que le syste`me (8.2) est
P -invariant si et seulement si toutes les faces sont bloque´es.
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Lemme 7. Soit θ ∈ Rq et k ∈ KX , alors la face Fk est bloque´e si et seulement si la
valeur optimale p∗k(θ) du proble`me d’optimisation suivant est positive :
minimiser −γk · (f(x, d) +G(x, d)θ)
s.c x ∈ RX , d ∈ RD
αD,j · d ≤ βDj , j ∈ KD,
γi · x ≤ ηi, i ∈ KX \ {k},
γk · x = ηk.
(8.5)
Une borne infe´rieure d∗k(θ) de p
∗
k(θ) est donne´e par la valeur optimale du programme
line´aire :
maximiser t
s.c t ∈ R, λk ∈ R|KX |, λ˜k ∈ R|KD|,
λki ≥ 0, i ∈ KX \ {k},
λ˜kj ≥ 0, j ∈ KD,
t ≤ −γk · (fb(vX , vD) +Gb(vX , vD)θ) +
|KX |∑
i=1
λki (γi
′ · vX − ηi)
+
|KD|∑
j=1
λ˜kj (α
′
D,j · vD − βD,j), vX ∈ VX
′, vD ∈ VD
′,
(8.6)
ou` pour tout i ∈ KX et tout j ∈ KD les vecteurs γi
′ et α′D,j sont donne´s par :
γi
′ = (
γi,1
δ1
, . . . ,
γi,1
δ1
, . . . ,
γi,n
δn
, . . . ,
γi,n
δn
)
α′D,j = (
αD,j,1
ρ1
, . . . ,
αD,j,1
ρ1
, . . . ,
αD,j,m
ρm
, . . . ,
αD,j,m
ρm
).
De´monstration. En remarquant que Fk = RX∩Fk et D = RD∩D, la premie`re partie
de la Proposition est triviale. Pour la deuxie`me partie, on commence par remarquer
que d’apre`s la de´finition de la relation d’e´quivalence ∼= (voir Section 3.3.1), on a
(V ′X × V
′
D)/
∼= est e´gale a` VX
′ × VD
′. Ainsi, on a juste a` appliquer notre relaxation
line´aire de´crite dans la Section 5.1 au couple (x, d) a` la place de x et dont le polynoˆme
p est e´gale a` f +Gθ.
Maintenant on va montrer comment choisir θ ∈ Rq tel que le controˆleur associe´
ve´rifie pour tout x ∈ RX , h(x) ∈ U et que le syste`me controˆle´ (8.2) soit P -invariant.
Proposition 19. Soit d∗ et
(
t∗, (λk∗)k∈KX , (λ˜
k∗)k∈KD , θ
∗
)
la valeur optimale ainsi
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que la solution optimale du programme line´aire suivant :
maximiser t
s.c t ∈ R, , θ ∈ Rq,
λk ∈ R|KX |, λ˜k ∈ R|KD|, k ∈ KX ,
λki ≥ 0, k ∈ KX , i ∈ KX \ {k},
λ˜kj ≥ 0, k ∈ KX , j ∈ KD,
αU,l ·Hb(vX)θ ≤ βU,l, l ∈ KU , vX ∈ V ′X ,
t ≤ −γk · (fb(vX , vD) +Gb(vX , vD)θ) +
|KX |∑
i=1
λki (γi
′ · vX − ηi)
+
|KD|∑
j=1
λ˜kj (α
′
D,j · vD − βD,j), k ∈ KX , vX ∈ VX
′, vD ∈ VD
′.
(8.7)
Alors, si d∗ est positive, le controˆleur h(x) = H(x)θ∗ satisfait pour tout x ∈ RX ,
h(x) ∈ U et le syste`me controˆle´ (8.2) est P -invariant.
De´monstration. On commence tout d’abord par remarquer que le proble`me (8.7)
est e´quivalent au proble`me d’optimisation suivant :
maximiser t
s.c t ∈ R, θ ∈ Rq
αU,l ·Hb(vX)θ ≤ βU,l, l ∈ KU , vX ∈ V ′X ,
t ≤ d∗k(θ), k ∈ KX
(8.8)
ou` d∗k(θ) est la valeur optimale du programme line´aire (8.6). Ainsi, si d
∗ ≥ 0, ceci
signifie que pour la valeur optimale θ∗, on a pour tout k ∈ KX , d
∗
k(θ
∗) ≥ 0. De plus,
d’apre`s le Lemme 7, toutes les faces de P sont bloque´es et par conse´quent le syste`me
controˆle´ (8.2) est P -invariant. Les contraintes sur θ garantissent d’apre`s le Lemme 6
que pour tout x ∈ RX , h(x) ∈ U .
8.3 Synthe`se conjointe du controˆleur et de l’inva-
riant
Dans cette section, on va pre´senter une approche ite´rative pour la synthe`se a`
la fois du controˆleur h ainsi que l’invariant polye´dral P permettant de re´soudre
le Proble`me 2. L’approche est base´e sur l’analyse de sensibilite´ des programmes
line´aires. A chaque ite´ration, on se donne un polytope P candidat pour la re´solution
de notre proble`me d’invariance. Puis, en suivant l’approche de´crite dans la section
pre´ce´dente, on essaye de construire un controˆleur h qui rend P invariant. Si on ne
parvient pas a` rendre P invariant, on utilise l’analyse de sensibilite´ des programmes
line´aires (8.7) pour modifier P et obtenir une nouvelle estimation de l’invariant
polye´dral. La proce´dure sera re´pe´te´e jusqu’a` ce que le Proble`me 2 soit re´solu.
8.3.1 Analyse de sensibilite´
Soit η, µ ∈ R|KX |, fixons les polytopes :
P = {x ∈ Rn| γk · x ≤ ηk, ∀k ∈ KX}
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Pµ = {x ∈ R
n| γk · x ≤ ηk + µk, ∀k ∈ KX}
Pµ peut eˆtre vu comme e´tant une perturbation du polytope P . On va adapter le
re´sultat du The´ore`me 11 du chapitre pre´ce´dent se basant sur l’analyse de sensibilite´
au cas de nos programmes line´aires (8.7). Le re´sultat principal est donne´ a` l’aide de
la proposition suivante :
Proposition 20. Soit d∗ et
(
t∗, (λk∗)k∈KX , (λ˜
k∗)k∈KD , θ
∗
)
la valeur optimale ainsi
que la solution optimale du programme line´aire (8.7). Soit d∗µ la valeur optimale du
programme line´aire (8.7) ou` η a e´te´ remplace´ par η + µ. On a alors :
d∗µ ≥ min
k∈KX
(d∗ − λk∗ · µ).
De´monstration. La preuve est similaire a` celle du The´ore`me 11, en effet :
Pour tout k ∈ KX , pour tout vX ∈ VX
′ et vD ∈ VD
′, on a :
−γk · (fb(vX , vD) +Gb(vX , vD)θ) +
|KX |∑
i=1
λk∗i (γi
′ · vX − ηi − µi)
+
|KD|∑
j=1
λ˜k∗j (α
′
D,j · vD − βD,j)
= −γk · (fb(vX , vD) +Gb(vX , vD)θ) +
|KX |∑
i=1
λk∗i (γi
′ · vX − ηi)
+
|KD|∑
j=1
λ˜k∗j (α
′
D,j · vD − βD,j)− λ
k∗ · µ
≥ t∗ − λk∗ · µ ≥ min
k′∈KX
(t∗ − λk
′∗ · µ).
Ceci montre que
(
min
k∈KX
(t∗ − λk∗ · µ), (λk∗)k∈KX , (λ˜
k∗)k∈KD , θ
∗
)
est une solution ad-
missible pour le programme line´aire (8.7) ou` η a e´te´ remplace´ par η+µ. Il en de´coule
que d∗µ ≥ min
k∈KX
(t∗ − λk∗ · µ) ce qui implique que d∗ = t∗.
Le re´sultat pre´ce´dent a les conse´quences suivantes. Supposons que l’on ne soit
pas capable en re´solvant le programme line´aire (8.7) de synthe´tiser un polytope
P qui rende notre syste`me (8.2) P -invariant, cela signifie que d∗ ≤ 0. Ainsi, le
re´sultat pre´ce´dent nous dit comment obtenir une modification Pµ du polytope P
afin d’obtenir d∗µ ≥ 0 (ou au moins obtenir une ame´lioration c’est a` dire d
∗
µ ≥ d
∗).
Cela donne a` penser que nous pouvons re´soudre le Proble`me 2 en utilisant une
approche ite´rative de´crite dans le paragraphe suivant.
8.3.2 Approche ite´rative
Initialement, on suppose que l’on a un candidat initial pour le polytope P ;
on peut par exemple utiliser P mais d’autres choix sont possibles. On utilise une
approche ite´rative pour re´soudre le Proble`me 2 ; chaque ite´ration consiste en deux
e´tapes principales.
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Premie`re e´tape : synthe`se d’un controˆleur
Etant donne´ un polytope P = {x ∈ Rn| γk · x ≤ ηk, ∀k ∈ KX}, on utilise la Pro-
position 19 pour la synthe`se d’un controˆleur h. Soit d∗ et
(
t∗, (λk∗)k∈KX , (λ˜
k∗)k∈KD , θ
∗
)
la valeur optimale ainsi que la solution optimale du programme line´aire (8.7). Si
d∗ ≥ 0, alors on a trouve´ un controˆleur rendant P invariant pour le syste`me controˆle´
(8.2) et le Proble`me 2 est re´solu. Si d∗ < 0, alors on passe a` la deuxie`me e´tape.
Deuxie`me e´tape : modifier le polytope
Maintenant on essaye de trouver µ ∈ R|KX | assurant que le polytope
Pµ = {x ∈ R
n| γk · x ≤ ηk + µk, ∀k ∈ KX}
soit invariant pour le syste`me controˆle´ (8.2). A ce propos, la Proposition 20 nous dit
qu’il suffit d’avoir d∗ − λk∗ · µ ≥ 0, pour tout k ∈ KX . La condition P ⊆ Pµ ⊆ P
peut eˆtre translate´e a` ηk − ηk ≤ µk ≤ ηk − ηk pour tout k ∈ KX . De plus, comme
l’analyse de sensibilite´ est pertinente essentiellement pour des petites perturbations,
on impose que pour tout k ∈ KX , −ε ≤ µk ≤ ε ou` ε est un parame`tre a` re´gler. Ainsi,
trouver un µ convenable peut eˆtre fait en re´solvant le programme line´aire suivant :
maximiser t
s.c t ∈ R, µ ∈ R|KX |,
t ≤ d∗ − λk∗ · µ, k ∈ KX ,
min(−ε, ηk − ηk) ≤ µk ≤ max(−ε, ηk − ηk), k ∈ KX .
(8.9)
Soit (t∗, µ∗) une solution de ce programme line´aire. Si la valeur optimale t∗ de ce
proble`me est positive alors on peut montrer que le controˆleur h : RX → U calcule´
dans la premie`re e´tape et le polytope Pµ∗ re´solvent le Proble`me 2. Sinon, si t
∗ < 0,
alors on reprend la premie`re e´tape et on commence une nouvelle ite´ration avec
P = Pµ∗ .
8.3.3 Complexite´ de l’approche
Discutons brie`vement de la complexite´ de notre approche. Chaque ite´ration
consiste principalement a` re´soudre deux programmes line´aires. Le programme li-
ne´aire (8.7) a 1+q+ |KX |(|KX |+ |KD|) variables et |KX |(|KX |+ |KD|+ |V ′X |+ |V
′
D|−
1)+ |KU ||V ′X | contraintes d’ine´galite´. Remarquons que |V
′
X | = (δ1+1)×· · ·×(δn+1)
et |V ′D| = (ρ1 + 1) × · · · × (ρn + 1). Comme la complexite´ de la programmation li-
ne´aire est polynomiale en moyenne dans le nombre de variables et des contraintes, il
en de´coule que la premie`re e´tape de l’ite´ration a un couˆt polynomial dans le nombre
de contraintes des polytopes P,D et U et dans les degre´s des polynoˆmes. Le pro-
gramme line´aire (8.9) a 1 + |KX | variables et 2|KX | contraintes d’ine´galite´. Il en
de´coule qu’une ite´ration de la deuxie`me e´tape a un couˆt polynomial dans le nombre
des contraintes du polytope P .
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8.4 Exemples
Notre approche est imple´mente´e sous Matlab et applique´e a` plusieurs exemples.
8.4.1 Mode`le de Moore-Greitzer d’un moteur a` re´action
On re´utilise ici le mode`le du moteur de Moore-Greitzer [99] avec sa version non
stabilise´e et avec une certaine perturbation :{
x˙1 = −x2 −
3
2
x21 −
1
2
x31 + d,
x˙2 = u.
(8.10)
On va tout d’abord travailler dans le rectangle RX = [−0.2, 0.2]
2 avec une pertur-
bation d ∈ D = RD = [−0.02, 0.02]. On veut construire un controˆleur line´aire c’est
a` dire h(x1, x2) = θ1x1 + θ1x2 tel que h(x) ∈ U = [−0.35, 0.35], pour tout x ∈ RX .
Fixons P et P comme e´tant des polytopes avec m = 24 faces dont les orientations
sont uniforme´ment distribue´es et tangentes aux cercles de centre (0, 0) et de rayons
0.01 et 0.2, respectivement. En utilisant notre approche, on trouve le controˆleur
h(x1, x2) = 0.8076x1 − 0.9424x2 qui rend le polytope P (voir Figure 8.1) invariant.
−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15 0.2
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
x1
x 2
Figure 8.1 – Polytope invariant P avec 24 faces et une trajectoire de (8.10) illustrant
l’invariance pour une perturbation d(t) = 0.02 cos(0.5t).
On re´alise une deuxie`me expe´rimentation en travaillant dans le rectangle RX =
[−0.2, 0.2]2 avec une perturbation d ∈ D = RD = [−0.025, 0.025]. Maintenant on
veut construire un controˆleur polynomial dont les degre´s sont 3 en x1 et 1 en x2 (les
meˆmes que le champ de vecteur). P et P sont des polytopes avec m = 8 faces dont
les orientations sont uniforme´ment distribue´es et tangentes aux cercles de centre
(0, 0) et de rayon 0.01 et 0.2, respectivement. En utilisant notre approche, on trouve
un controˆleur qui rend le polytope P (voir Figure 8.2) invariant. Cette dernie`re
expe´rimentation montre qu’en cherchant un controˆleur de plus grand degre´, on est
capable de trouver des invariants plus simples pour des perturbations plus grandes.
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Figure 8.2 – Polytope invariant P avec 8 faces et une trajectoire (8.10) illustrant
l’invariance pour une perturbation d(t) = 0.025 cos(0.1t).
8.4.2 Le mode`le uni-cycle
Maintenant on va conside´rer un simple mode`le d’un uni-cycle :

x˙ = v cos(ϕ),
y˙ = v sin(ϕ),
ϕ˙ = ω,
ou` v et ω sont les entre´es du syste`me repre´sentant respectivement la vitesse et la
vitesse angulaire. Dans la suite, on va conside´rer v comme e´tant une perturbation
et ω comme e´tant le controˆleur. En utilisant le changement de coordonne´s z1 =
x cos(ϕ) + y sin(ϕ), et z2 = x sin(ϕ)− y cos(ϕ), on obtient le syste`me suivant :{
z˙1 = v − z2ω,
z˙2 = z1ω.
(8.11)
On va travailler dans le rectangle RX = [−0.1, 0.1]× [0.9, 1.1] avec une perturbation
v ∈ D = RD = [0.96, 1.04]. On veut synthe´tiser un controˆleur affine h(z1, z2) =
θ0 + θ1z1 + θ2z2. Dans cet exemple, on n’impose pas de contraintes sur les valeurs
des entre´es. P et P sont de´finis comme e´tant des polytopes avec m = 24 faces dont
les orientations sont uniforme´ment distribue´es et tangentes aux cercles de centre
(0, 1) et de rayon 0.01 et 0.1 respectivement. En utilisant notre approche, on trouve
un controˆleur h(z1, z2) = 1.0178 + 1.8721z1 − 0.0253z2 qui rend le polytope de la
Figure 8.3 invariant.
8.4.3 Mouvement de corps rigide
Le dernier exemple est un mode`le de´crivant le mouvement d’un corps rigide. Il
est emprunte´ a` [38] : 

x˙1 = u1,
x˙2 = u2,
x˙3 = x1x2.
(8.12)
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Figure 8.3 – Polytope invariant P avec 24 faces et une trajectoire de (8.11) illustrant
l’invariance pour une perturbation v(t) = 1 + 0.04 cos(0.1t).
On prend RX = [−0.2, 0.4] × [−0.2, 0.2] × [−0.2, 0.4]. Dans cet exemple, on ne
conside`re pas les perturbations. On veut construire un controˆleur multi-affine c’est
a` dire h : R3 → R2 (de´fini par seize parame`tres), tels que h(x) ∈ U = [−1, 1]2,
pour tout x ∈ RX . En utilisant notre approche, on trouve un controˆleur qui rend le
polytope de 18 faces que montre la Figure 8.4, invariant.
Figure 8.4 – Polytope invariant P avec 18 faces et des trajectoires de (8.12) illus-
trant l’invariance.
Dans ce chapitre, on a examine´ le proble`me de synthe`se de controˆleurs assurant
l’invariance robuste des syste`mes dynamiques polynomiaux. En utilisant notre re-
laxation de POP se basant sur le principe de floraison, nous avons de´veloppe´ une
approche ite´rative pour re´soudre ce proble`me. Elle est principalement base´ sur la pro-
grammation line´aire et elle est donc efficace. Nous avons montre´ plusieurs exemples
d’applications de´montrant l’utilite´ de l’approche.
Chapitre 9
Analyse et controˆle des syste`mes
dynamiques polynomiaux dans des
rectangles
Dans ce chapitre on de´crira une approche permettant d’e´tudier les syste`mes
dynamiques polynomiaux dans des domaines rectangulaires (des boˆıtes). Il s’agit
d’une ge´ne´ralisation du travail de Belta [15] traitant des syste`mes dynamiques multi-
affines dans des rectangles. En effet, l’ide´e principale sera l’utilisation du principe de
floraison pour passer d’un syste`me dynamique polynomial a` un syste`me dynamique
multi-affine. Ce passage sera appele´ abstraction et le nouveau syste`me sera appele´
syste`me abstrait.
On peut aussi voir ce chapitre comme e´tant un cas particulier de l’e´tude faite dans
le chapitre pre´ce´dent [17] ou` les ensembles polye´draux sont pris comme des boˆıtes
et les perturbations sont nulles. Pour ce cas particulier, on verra que la complexite´
des programmes line´aires sera re´duite par rapport a` ceux du chapitre pre´ce´dent.
Dans un premier temps, on e´tudiera des proble`mes d’analyse de syste`mes dy-
namiques polynomiaux dans des domaines rectangulaires. Ensuite, on e´tendra les
re´sultats dans le cadre de synthe`se d’un controˆleur polynomial. Enfin, une applica-
tion consistant a` traiter un proble`me de planification des trajectoires sera fournie.
9.1 Abstractions multi-affines pour des syste`mes
polynomiaux
On va conside´rer le syste`me dynamique S suivant :
x˙(t) = f(x(t)) = (f1(x(t)), . . . , fn(x(t))), (9.1)
ou` f : Rn 7→ Rn est un champ de vecteurs polynomial.
Dans cette section on verra comment passer du syste`me dynamique polynomial
(9.1) a` un syste`me dynamique multi-affine. Ce passage sera appele´ abstraction et
notre outil principal sera le principe de floraison.
On commence par noter δ1,j, . . . , δn,j les degre´s respectifs des variables x1, . . . , xn
du polynoˆme fj pour tout j ∈ {1, . . . , n} et soit δi = max
j∈{1,...,n}
δi,j pour tout i ∈
121
CHAPITRE 9. ANALYSE ET CONTROˆLE DANS DES RECTANGLES 122
{1, . . . , n}. Remarquons que tout polynoˆme fi peut eˆtre conside´re´ comme e´tant un
polynoˆme de degre´ δ1, . . . , δn dans les variables respectives x1, . . . , xn (en ajoutant
des coefficients nuls si ne´cessaire).
Maintenant notons fi,δ la forme polaire de fi relative a` δ pour tout i = 1, . . . , n et
soit fδ = (f1,δ, . . . , fn,δ).
Pour tout α ≥ 0, notre syste`me dynamique abstrait S ′α sera donne´ par :
z˙(t) = gα(z(t)) = (gα,1,1(z(t)), .., gα,1,δ1(z(t)), .., gα,n,1(z(t)), .., gα,n,δn(z(t))), (9.2)
ou` le champ de vecteurs gα : Rδ1+···+δn → Rδ1+···+δn est donne´ par :
gα,i,j(z) = fi,δ(z) + α

 ∑
k∈{1,...,δi}\{j}
zi,k − (δi − 1)zi,j

 ,
pour tout i = 1 . . . , n et tout j = 1, . . . , δi, avec z = (z1,1, . . . , z1,δ1 , . . . , zn,1, . . . , zn,δ1).
On a aussi besoin de de´finir l’espace vectoriel H donne´ par l’ensemble suivant :
H := {z ∈ Rδ1+···+δn | ∀i ∈ {1, . . . , n}, zi,j = zi,j+1∀j ∈ {1, . . . , δi − 1}}.
L’inte´reˆt de la me´thode d’abstraction provient du the´ore`me suivant :
The´ore`me 12. Pour tout α ≥ 0, les syste`mes S et S ′α sont e´quivalents sur l’espace
vectoriel H ; c’est a` dire que si x, z sont des trajectoires respectives des syste`mes S
et S ′α telles que xi(0) = zi,j(0) pour tout i = 1, . . . , n, j = 1, . . . , δi (z(0) ∈ H) alors
xi(t) = zi,j(t) pour tout t ≥ 0.
De plus, pour α > 0 l’espace H est un attracteur 1 pour le syste`me S ′α.
De´monstration. En utilisant la proprie´te´ diagonale de la forme polaire on montre
facilement que les syste`mes (9.1) et (9.2) sont e´quivalents si on se restreint a` l’en-
semble H. Maintenant, soit i ∈ {1, . . . , n} tel que δi > 1 et soient j1 et j2 deux
e´le´ments distincts de {1, . . . , δi}. On a :
z˙i,j1(t)− z˙i,j2(t) = −δiα(zi,j1(t)− zi,j2(t))
Ce qui implique que pour tout α > 0 :
zi,j1(t)− zi,j2(t) = C.e
−δiαt −→t→+∞ 0
En effet, le roˆle de α est dans un premier temps de stabiliser l’espace H. On
verra par la suite comment utiliser le fait qu’il pourra eˆtre choisi arbitrairement
grand pour re´duire la complexite´ des re´sultats. Plus pre´cise´ment, α ne sera autre
qu’un outil de preuve et ne figurera pas dans les re´sultats finaux.
1. Un ensemble H est dit attracteur d’un syste`me S si la distance entre les trajectoires de S et
H tend vers ze´ro quand t tend vers l’infini
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Exemple 11. Comme illustration, on va conside´rer comme syste`me dynamique S
l’oscillateur de Van Der Pol [176].
(S)
{
x˙1 = x2,
x˙2 = x2(1− x1
2)− x1.
Il est bien connu que le syste`me admet un cycle limite comme le montre la Figure 9.1.
Pour tout α ≥ 0, le syste`me dynamique abstrait S ′α sera donne´ par :
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Figure 9.1 – Quelques trajectoires du syste`me S montrant l’existence d’un cycle
limite.
(S ′α)


z˙1,1 =
1
2
(z1,1 + z1,2) + α(z1,2 − z1,1),
z˙1,2 =
1
2
(z1,1 + z1,2) + α(z1,1 − z1,2),
z˙2,1 = z2,1(1− z1,1z1,2)−
1
2
(z1,1 + z1,2).
Pour un re´el α = 50, on a trace´ (voir Figure 9.2) quelques trajectoires du syste`me
S ′50 dont celles ayant les meˆmes conditions initiales que les trajectoires de la Fi-
gure 9.1 apre`s abstraction. Par exemple, la trajectoire correspondant a` la condition
initiale x0 = (−3, 2) sera remplace´e par la trajectoire ayant comme condition initiale
z0 = (−3,−3, 2). On peut remarquer ainsi l’e´quivalence entre le syste`me initial S
et le syste`me S ′50 sur l’attracteur H := {z ∈ R3| z1,1 = z1,2} . En effet, sur la
Figure 9.2 on re´cupe`re bien le cycle limite donne´ par la Figure 9.1.
9.2 Analyse des syste`mes polynomiaux dans des
rectangles
Dans cette section, on va appliquer notre me´thode d’abstraction pour trouver
des conditions permettant la re´solution des proble`mes suivants :
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Figure 9.2 – Quelques trajectoires du syste`me S ′50 montrant l’e´quivalence avec le
syste`me S sur l’attracteur H.
9.2.1 Formulation des proble`mes et re´sultats pre´liminaires
Soit Rn =
∏k=n
k=1 [ak, bk] un rectangle donne´ de R
n.
Proble`me 1 (Sortie du rectangle) :
Il consiste a` trouver des conditions suffisantes et (ou) ne´cessaires assurant la sortie
de toutes les trajectoires du syste`me (9.1) du rectangle Rn en temps fini.
Proble`me 2 (Invariance du rectangle) :
Il consiste a` trouver des conditions suffisantes et (ou) ne´cessaires assurant que toutes
les trajectoires du syste`me (9.1) commenc¸ant dans Rn restent dans Rn, c’est a` dire
si x(t) est une trajectoire du syste`me (9.1) satisfaisant x(t0) ∈ Rn , alors x(t) ∈ Rn
pour tout t ≥ t0.
Proble`me 3 (Sortie par une face donne´e du rectangle) :
Il consiste a` trouver, e´tant donne´ une face F0 du rectangle Rn, des conditions suf-
fisantes et (ou) ne´cessaires assurant la sortie de toutes les trajectoires du syste`me
(9.1) du rectangle Rn a` travers la face F0.
Soit F une face arbitraire du rectangle Rn et nF sa normale sortante. Pour
pouvoir re´soudre nos diffe´rents proble`mes, on aura besoin des de´finitions suivantes :
De´finition 9. (Ensemble de sortie pour une face) :
L’ensemble de sortie d’une face F qu’on note F ∗ est l’ensemble de´fini par :
F ∗ = {x ∈ F | nF .f(x) > 0} avec E de´note la fermeture de l’ensemble E.
De´finition 10. (Face bloque´e) :
La face F est dite bloque´e si son ensemble de sortie est vide.
Il est e´vident que F est bloque´e si et seulement si : ∀x ∈ F, nF .f(x) ≤ 0.
Si cette ine´galite´ est stricte on dit que la face est strictement bloque´e.
Le re´sultat [80] donne´ par le lemme suivant est e´galement ne´cessaire :
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Lemme 8. Si une trajectoire x(t) du syste`me (9.1) commenc¸ant dans Rn quitte Rn
a` travers un point x∗ d’une face F , alors x∗ ∈ F ∗.
Dans [80], le re´sultat est donne´ pour le cas d’un champ de vecteurs affine. La
preuve peut eˆtre facilement adapte´e dans le cas d’un champ de vecteurs polynomial.
Comme application directe de ce lemme on a le corollaire suivant :
Corollaire 2. Si F est une face bloque´e alors toutes les trajectoires du syste`me (9.1)
commenc¸ant dans Rn ne peuvent pas quitter Rn a` travers cette face.
De´monstration. F est une face bloque´e alors F ∗ est vide, or s’il existe une trajectoire
x(t) commenc¸ant dans Rn qui quitte Rn a` travers un point x
∗ de la face F alors par
le Lemme 8 on de´duit que x∗ ∈ F ∗ ce qui contredit le fait que F ∗ est vide.
Ainsi, on dispose de´ja` du re´sultat pre´liminaire suivant :
Proposition 21. La re´solution des proble`mes d’invariance et de sortie par une face
donne´e peut se faire graˆce aux e´quivalences suivantes :
1. Le Proble`me 2 est re´solu ⇐⇒ Pour toute face F de Rn, F
∗ est vide.
2. Le Proble`me 3 est re´solu pour une face F0 ⇐⇒ Le Proble`me 1 est re´solu
et pour toute face F de Rn telle que F 6= F0, F
∗ est vide.
De´monstration. On commence par montrer la premie`re e´quivalence :
⇐= : Si F ∗ est vide pour toute face F de Rn alors toutes les faces de Rn sont
bloque´es. Ainsi, d’apre`s le Corollaire 2, le rectangle Rn est invariant.
=⇒ : Supposons qu’il existe une face de Rn telle que F
∗ est non vide. Il suffit alors
de prendre x∗ ∈ F ∗ pour prouver l’absurdite´ puisque toute trajectoire du syste`me
(9.1) initialise´e en x∗ va quitter Rn.
Maintenant de´montrons la deuxie`me e´quivalence :
=⇒ : Comme toutes les trajectoires du syste`me (9.1) quittent Rn, le Proble`me 1
est re´solu. Supposons qu’il existe une face F1 de Rn diffe´rente de F0 telle que F1
∗ est
non vide. Il suffit alors de prendre x∗ ∈ F1
∗ pour prouver l’absurdite´ puisque toute
trajectoire du syste`me (9.1) initialise´e en x∗ va quitter Rn par la face F1.
⇐= : On se fixe une trajectoire arbitraire x(t) du syste`me (9.1) commenc¸ant dans
Rn. Comme le Proble`me 1 est re´solu on sait de´ja` que x(t) va quitter le rectangle
Rn. Et puisque toutes les faces de Rn diffe´rentes de F0 sont bloque´es, alors force´ment
cette trajectoire quittera Rn a` travers la face F0.
9.2.2 Cas d’un champ de vecteurs multi-affine
On suppose dans un premier temps que le champ de vecteurs f du syste`me (9.1)
est multi-affine (δ1 = · · · = δn = 1).
Proble`me 1 : Sortie du rectangle
Une condition suffisante assurant la sortie du rectangle est la suivante :
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The´ore`me 13. Toutes les trajectoires du syste`me (9.1) commenc¸ant dans Rn a`
l’instant t = t0 quitteront Rn s’il existe une direction ~n telle que :
~n.f(v) > 0 pour tout v ∈ Vn.
De´monstration. On commence tout d’abord par remarquer qu’en utilisant le lemme
de convexite´ des fonctions multi-affines (Lemme 1), l’existence d’une direction ~n telle
que ~n.f(v) > 0 pour tout v ∈ Vn est e´quivalente a` l’existence d’une direction ~n telle
que ~n.f(x) > 0 pour tout x ∈ Rn.
D’autre part, l’existence d’une direction ~n ve´rifiant ~n.f(x) > 0 pour tout x ∈ Rn
est e´quivalente a` dire que : ~n.x˙(t) > 0 pour toute trajectoire x(t) ∈ Rn. Ainsi, on
en de´duit que ~n.x(t) croit au cours du temps pour toute trajectoire x(t) ∈ Rn.
Comme Rn est borne´, toutes les trajectoires du syste`me (9.1) commenc¸ant a` l’inte´-
rieur de Rn a` l’instant t = t0 quitteront Rn.
Remarque 17. Il est e´vident que si la condition “il existe une direction ~n telle que
~n.f(v) > 0 pour tout v ∈ Vn” dans le The´ore`me 13 est remplace´e par “il existe une
direction ~n telle que ~n.f(x) > 0 pour tout x ∈ D”, le re´sultat reste valable pour tout
champ de vecteurs f de classe C1 et tout ensemble borne´ D.
Nume´riquement, la ve´rification d’existence et le calcul d’une telle direction ~n
peut se re´duire a` un proble`me d’admissibilite´ d’un programme line´aire. En effet, il
suffit de re´soudre le programme line´aire suivant :
minimiser p · y
s.c y ∈ Rn
Ay > 0.
(9.3)
ou` le vecteur p ∈ Rn est fixe´ arbitrairement et A ∈ R2
n×n est une matrice dont les
lignes sont donne´es par les valeurs au sommets f(v) pour tout v ∈ Vn.
En effet, dans le programme line´aire (9.3), on ne s’inte´resse pas au calcul de la valeur
optimale (ce qui explique le choix arbitraire du vecteur p) mais plutoˆt a` l’existence
d’un vecteur y∗ ∈ Rn admissible ; c’est a` dire ve´rifiant Ay∗ > 0. Dans ce cas, la
direction ~n = y∗ re´sout notre proble`me de sortie.
On va appliquer le re´sultat pre´ce´dent sur un exemple dans le cas plan.
Exemple 12. On prend R = [0, 1]2 et f : R2 7→ R2 le champ de vecteurs multi-affine
de´finit comme suit : {
x˙ = f1(x, y) = 1 + x+ y + 2xy,
y˙ = f2(x, y) = 2 + x+ 3y + 2xy.
On veut ve´rifier l’existence d’une direction ~n=
(
a
b
)
ve´rifiant ~n.f(v) > 0 pour tout
sommet v ∈ {0, 1} × {0, 1}.
On devra ainsi re´soudre le proble`me d’admissibilite´ suivant :

a+ 2b > 0
2a+ 5b > 0
2a+ 3b > 0
5a+ 10b > 0.
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Dans ce cas, la matrice A ∈ R4×2 est donne´e par :


1 2
2 5
2 3
5 10

.
Il est e´vident que ~n=
(
1
1
)
est admissible pour ce proble`me. Par conse´quent, on
pourra affirmer la sortie des trajectoires commenc¸ant a` l’inte´rieur du rectangle R =
[0, 1]2 (voir Figure 9.3).
Maintenant si R = [−1, 1]2, notre proble`me d’admissibilite´ sera le suivant :
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Figure 9.3 – Quelques trajectoires du syste`me illustrant la sortie en temps fini


a > 0
−a+ 2b > 0
−a− 2b > 0
5a+ 10b > 0.
Ce proble`me n’est pas admissible et donc on ne peut pas trouver une direction mo-
notone ~n assurant la sortie.
Question : Que peut on dire alors concernant la sortie du rectangle R = [−1, 1]2 ?
Dans le cas plan, une condition ne´cessaire et suffisante assurant la sortie en temps
fini du rectangle est la suivante :
The´ore`me 14. En dimension n = 2, toutes les trajectoires du syste`me (9.1) com-
menc¸ant dans R = R2 a` l’instant t = t0 le quitteront si et seulement si on n’a pas
de point d’e´quilibre a` l’inte´rieur du rectangle.
De´monstration. Il est e´vident que si il existe un point d’e´quilibre a` l’inte´rieur de R
alors une trajectoire initialise´e en ce point ne le quittera jamais.
Pour la re´ciproque, on optera pour une de´monstration par l’absurde et on utilisera
le the´ore`me de Poincare´-Bendixson [92] ainsi que la the´orie de l’indice [187].
CHAPITRE 9. ANALYSE ET CONTROˆLE DANS DES RECTANGLES 128
S’il existe pas de point d’e´quilibre, d’apre`s le the´ore`me de Poincare´-Bendixon (va-
lable juste pour le cas plan), on aura une orbite pe´riodique. Ainsi, d’apre`s la the´orie
d’indice on aboutit a` une contradiction puisque d’une part une orbite pe´riodique a
un indice e´gale a` +1 et d’autre part l’indice d’une courbe ne contenant aucun point
d’e´quilibre est ze´ro.
Exemple 13. On reprend notre Exemple 12 avec R = [−1, 1]2.
En utilisant le The´ore`me 14, on peut re´pondre a` la question concernant la sortie du
rectangle R. En effet, il est e´vident que le syste`me ne contient pas de point d’e´quilibre
ainsi toutes les trajectoires commenc¸ant a` l’inte´rieur de R vont le quitter sans qu’il
existe une direction monotone comme le montre la Figure 9.4.
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−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
x
y
Figure 9.4 – Quelques trajectoires du syste`me illustrant la sortie du rectangle.
Remarque 18. Dans la preuve du The´ore`me 14, on n’a pas utilise´ le fait que le
champ de vecteurs est multi-affine. En effet, le re´sultat reste vrai pour n’importe
quel champ de vecteurs de classe C1.
D’autre part dans le cas d’un champ de vecteurs f affine, on aura les e´quivalences
suivantes [155] :
a) Sortie en temps fini de Rn .
b) ∃~n telle que ~n.f(x) > 0 , ∀x ∈ Rn .
c) Pas de point d’e´quilibre a` l’inte´rieur de Rn
La preuve est base´e sur le fait que l’image d’un ensemble convexe par une fonction
affine est convexe. Ainsi, le re´sultat n’est pas ve´rifie´ dans le cas d’un champ de
vecteurs multi-affine.
Proble`me 2 : Invariance du rectangle
On va avoir besoin des notations suivantes [15] :
– ξk : {ak, bk} 7→ {0, 1} avec ξk(ak) = 0 et ξk(bk) = 1 pour tout k ∈ {1, . . . , n}.
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– Fj,ξj(wj) = Rn ∩ {x ∈ R
n|xj = wj} avec wj ∈ {aj, bj} et j ∈ {1, . . . , n} : c’est
l’ensemble des faces de Rn.
– nj,ξj(wj) = (−1)
(ξj(wj)+1)ej : c’est la normale sortante a` la face Fj,ξj(wj) ou` ej,
j ∈ {1, . . . , n} de´note la base canonique de Rn.
On dispose du the´ore`me suivant [15] :
The´ore`me 15. Toutes les trajectoires du syste`me (9.1) commenc¸ant dans Rn a`
l’instant t = t0 restent dans Rn pour tout t ≥ t0 (Rn invariant pour le syste`me
(9.1)) si et seulement si nj,ξj(vj).f(v) 6 0 pour tout sommet v = (v1, . . . , vn) ∈ Vn et
tout entier j ∈ {1, . . . , n}.
En d’autre termes, ce the´ore`me nous dit qu’un rectangle est invariant sous l’ac-
tion d’un champ de vecteurs f multi-affine si et seulement si tous les vecteurs champ
aux sommets de ce rectangle sont dirige´s vers l’inte´rieur.
Proble`me 3 : Sortie par une face donne´e du rectangle
D’apre`s la Proposition 21, la re´solution du Proble`me 3 peut se de´duire a` l’aide
de la re´solution des proble`mes pre´ce´dents. Plus pre´cise´ment, on se fixe une face de
sortie Fj,ξj(wj) de Rn avec j ∈ {1, . . . , n} et wj ∈ {aj, bj}.
On dispose du the´ore`me suivant [15] :
The´ore`me 16. Toutes les trajectoires du syste`me (9.1) commenc¸ant dans Rn le
quitteront a` travers la face Fj,ξj(wj) si pour tout sommet v = (v1, . . . , vn) ∈ Vn on a :
nj,ξj(wj).f(v) > 0 et ∀i ∈ {1, . . . , n}, i 6= j, ni,ξj(vi).f(v) 6 0.
Remarque 19. Dans la condition du the´ore`me on exige que F ∗j,ξj(wj) = Fj,ξj(wj) et
donc on impose la sortie de`s qu’une trajectoire du syste`me atteint un point de cette
face. C’est la raison pour laquelle la re´ciproque est fausse. En effet, on peut bien
quitter Rn par la face Fj,ξj(wj) sans que tous les points de cette face ne soient des
points de sortie.
9.2.3 Cas d’un champ de vecteurs polynomial
Maintenant, on va e´tudier le syste`me (9.1) dans le cas ge´ne´ral, c’est a` dire dans
le cas ou` le champ de vecteurs est polynomial. Pour cela, on va utiliser la me´thode
d’abstraction de´crite dans la section pre´ce´dente. Ainsi pour un re´el α ≥ 0, on se
rame`ne au syste`me multi-affine S ′α suivant :
z˙(t) = gα(z(t)), z ∈ R
′
n. (9.4)
Proble`me 1 : Sortie du rectangle
En adaptant le re´sultat du The´ore`me 13, on obtient le re´sultat suivant :
Proposition 22. Toutes les trajectoires du syste`me (9.1) commenc¸ant dans Rn le
quitteront s’il existe une direction ~w ∈ Rn ve´rifiant ~w.fδ(v) > 0 pour tout v ∈ V ′n.
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De´monstration. Comme ~w.fδ(v) > 0 pour tout v ∈ V
′
n et fδ est multi-affine, on en
de´duit d’apre`s le Lemme 1 que ~w.fδ(z) > 0 pour tout z ∈ R
′
n.
Soit x = (x1, . . . , xn) ∈ Rn et posons zx = (x1, . . . , x1, . . . , xn, . . . , xn).
Puisque zx ∈ R
′
n alors ~w.fδ(zx) > 0. Or, d’apre`s la proprie´te´ diagonale d’une fonction
multi-affine on aura : f(x) = fδ(zx).
Par conse´quent, on a montre´ que ~w.f(x) > 0 pour tout x ∈ Rn. Ainsi, toutes les
trajectoires du syste`me (9.1) commenc¸ant dans Rn le quitteront.
On peut remarquer que le choix de α pour la re´solution du proble`me de sortie
n’a pas d’importance et donc on peut prendre α = 0.
Proble`me 2 : Invariance du rectangle
Pour pouvoir appliquer le The´ore`me 15 dans le cas d’un champ de vecteurs
polynomial, on va utiliser la proposition suivante :
Proposition 23. S’il existe α ≥ 0 tel que le rectangle R′n = [a1, b1]
δ1×· · ·× [an, bn]
δn
est invariant pour le syste`me S ′α alors le rectangle Rn = [a1, b1] × · · · × [an, bn] est
invariant pour le syste`me S.
De´monstration. Soit x(t) une trajectoire du syste`me S ve´rifiant x(0) ∈ Rn et posons
z(t) = (x1(t), . . . , x1(t), . . . , xn(t), . . . , xn(t)) ∈ Rδ1+···+δn . Comme z(0) ∈ R′n et R
′
n
est invariant pour le syste`me S ′α alors z(t) ∈ R
′
n pour tout t ≥ 0. Par conse´quent
x(t) ∈ Rn pour tout t ≥ 0 et donc Rn est invariant pour le syste`me S.
Ce re´sultat nous donne une condition suffisante a` notre proble`me d’invariance.
En effet, la manie`re la plus simple sera de prendre α = 0 et essayer de ve´rifier que R′n
est invariant pour le syste`me S ′0 pour en de´duire l’invariance de Rn pour le syste`me
dynamique S. Cependant, pour ce cas particulier la re´ciproque est fausse comme le
montre l’exemple suivant.
Exemple 14. On conside`re le syste`me dynamique suivant :
x˙ = f(x) = −3x2 + x+ 1, x ∈ [0, 1]. (9.5)
Comme f(0) = 1 > 0 et f(1) = −1 < 0 alors l’intervalle [0, 1] est strictement
invariant 2 (voir Figure 9.5). Cependant, en utilisant notre abstraction pour α = 0,
on aura le syste`me suivant :
z˙ = g(z), z = (z1, z2) ∈ [0, 1]
2. (9.6)
ou` g : R2 7→ R2 est le champ de vecteurs donne´ par :{
g1(z1, z2) = z˙1 = −3z1z2 +
1
2
(z1 + z2) + 1.
g2(z1, z2) = z˙2 = −3z1z2 +
1
2
(z1 + z2) + 1.
Il est facile de voir que le rectangle [0, 1]2 n’est pas invariant pour le syste`me (9.5).
En effet, pour qu’il le soit, il faut d’apre`s le The´ore`me 15 que le champ de vecteurs
2. Les contraintes a` ve´rifier sont strictes
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Figure 9.5 – Quelques trajectoires du syste`me (9.5)
g soit dirige´ vers l’inte´rieur du rectangle pour chaque sommet.
On prend par exemple le sommet v1 = (1, 0).
Une face contenant ce sommet est F1 = {z ∈ [0, 1]
2 | z2 = 1}.
Une normale sortante associe´e a` cette face est ~n1=
(
1
0
)
et ~n1 · g(v1) =
3
2
> 0.
Ainsi, pour le sommet v1, le champ de vecteurs g n’est pas dirige´ vers l’inte´rieur du
rectangle [0, 1]2 et par conse´quent [0, 1]2 n’est pas invariant pour le syste`me (9.5).
Maintenant si on prend α = 2, notre champ de vecteurs g devient :{
g1(z1, z2) = z˙1 = −3z1z2 +
1
2
(z1 + z2) + 1 + 2(z2 − z1).
g2(z1, z2) = z˙2 = −3z1z2 +
1
2
(z1 + z2) + 1 + 2(z1 − z2).
Dans ce cas, on peut ve´rifier que les 8 contraintes du The´ore`me 15 sont ve´rifie´es
(notamment ~n1 · g(v1) = −
1
2
< 0). Par conse´quent, en prenant α = 2, on pourra
de´montrer l’invariance de l’intervalle [0, 1] pour le syste`me (9.5).
Pour exploiter le re´sultat de la Proposition 23, on a besoin de ge´ne´raliser les
notations d’une face et de sa normale sortante pour le rectangle R′n.
Plus pre´cise´ment, pour tout i ∈ {1, . . . , n} et tout k ∈ {1, . . . , δi}, on notera :
– F ki,ξi(wi) = R
′
n ∩ {z ∈ R
δ1+···+δn |zi,k = wi} pour tout wi ∈ {ai, bi} : c’est l’en-
semble des faces de R′n.
– nki,ξi(wi) = (−1)
(ξi(wi)+1)ei,k ou` les ei,k forment la base canonique de Rδ1+···+δn :
c’est la normale sortante associe´e a` la face F ki,ξi(wi).
Corollaire 3. Le rectangle Rn est invariant s’il existe un re´el α ≥ 0 ve´rifiant pour
tout sommet v ∈ Vn
′ :
nki,ξi(vi,k)gα(v) ≤ 0 pour tout i ∈ {1, . . . , n} , k ∈ {1, . . . , δi}. (9.7)
De´monstration. On suppose qu’il existe un re´el α ≥ 0 tel que les conditions (9.7)
seront ve´rifie´es pour tout sommet v ∈ Vn
′. Ainsi, le The´ore`me 15 implique que le
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rectangle R′n est invariant pour le syste`me S
′
α. Par conse´quent, il suffit d’utiliser
la Proposition 23 pour montrer que le rectangle Rn est invariant pour le syste`me
S.
Proble`me 3 : Sortie par une face donne´e
A l’aide des notations pre´ce´dentes on va pouvoir ge´ne´raliser le re´sultat du The´o-
re`me 16 :
Proposition 24. Toutes les trajectoires du syste`me (9.1) commenc¸ant dans Rn le
quitteront a` travers une face fixe´e Fj,ξj(wj) s’il existe un re´el α ≥ 0 ve´rifiant pour
tout sommet v = (v1, . . . , vn) ∈ V
′
n :
nkj,ξj(wj).gα(v) > 0, ∀k ∈ {1, . . . , δj} (9.8)
et pour tout i ∈ {1, . . . , n} tel que i 6= j :
nki,ξi(vi,k).gα(v) 6 0, ∀k ∈ {1, . . . , δi}. (9.9)
De´monstration. La preuve est la ge´ne´ralisation de celle du The´ore`me 16 dans le cas
de notre abstraction. En effet, les conditions (9.9) impliquent que toutes les faces de
Rn diffe´rentes de Fj,ξj(wj) sont bloque´es. Maintenant, il suffit d’utiliser les conditions
(9.8) pour prouver que la direction ~n = nj,ξj(wj) est une direction monotone de sortie.
Par conse´quent, on de´duit d’apre`s la Proposition 21 que toutes les trajectoires du
syste`me (9.1) commenc¸ant dans Rn le quitteront a` travers Fj,ξj(wj).
Dans la section suivante, on va e´tudier les re´ductions qui pourront eˆtre e´tablies
dans le cadre du Proble`me 1 (Proposition 22) ainsi que le Proble`me 2 (Corol-
laire 3) puis de´duire celles concernant le Proble`me 2 (Proposition 24). On e´tablira
aussi le lien avec Bernstein.
9.2.4 Re´duction de la complexite´
Dans la section pre´ce´dente, des re´sultats concernant la ve´rification d’invariance
ainsi que la sortie en temps fini pour des domaines rectangulaires ont e´te´ e´tablis
se basant sur la me´thode d’abstraction. Cependant, la grande dimension du nou-
veau syste`me abstrait S ′α rend cette ve´rification trop couˆteuse. Pour cela, on se
propose d’e´tablir un ensemble de re´duction se basant essentiellement sur les prin-
cipales proprie´te´s de la forme polaire. On verra aussi que tous les re´sultats qu’on
obtient peuvent eˆtre exprime´s a` l’aide des coefficients de Bernstein.
On conside`re le syste`me (9.1) et on note δ le multi-indice de´signant le degre´ maximal
du champ de vecteur f . Notons pour tout i = 1, . . . , n, fi,δ la forme polaire de fi
par respect de δ et soit fδ = (f1,δ, . . . , fn,δ).
Proble`me 1 : Sortie du rectangle
Pour la sortie du rectangle, on va re´duire la complexite´ du re´sultat donne´ par la
Proposition 22 graˆce a` la proposition suivante :
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Proposition 25. Toutes les trajectoires du syste`me (9.1) commenc¸ant dans Rn a`
l’instant t = t0 quitteront Rn en un temps fini s’il existe une direction ~w ∈ Rn telle
que : ~w.fδ(v) > 0 pour tout sommet v ∈ Vn
′
.
De´monstration. Comme fδ est multi-affine, il suffit d’utiliser la relation d’e´quiva-
lence ∼= pour re´duire l’ensemble de sommets V ′n en Vn
′
.
On a pu passer de la recherche d’une direction ve´rifiant 2δ1+···+δn contraintes a`
la recherche d’une direction ne ve´rifiant que (δ1 + 1)× · · · × (δn + 1) contraintes.
Proble`me 2 : Invariance du rectangle
Pour voir les re´ductions possibles concernant le re´sultat du Corollaire 3, on va
commencer par e´tudier l’exemple suivant :
Exemple 15. On conside`re le syste`me dynamique suivant :
x˙ = ax2 + bx+ c, x ∈ R = [0, 1]. (9.10)
ou` a, b et c sont des parame`tres re´els.
Notons que pour les valeurs a = −3, b = 1 et c = 1 on retrouve bien le cas de
l’exemple 9.5.
On se propose de de´terminer les conditions de´pendantes de nos parame`tres per-
mettant de ve´rifier que le rectangle [0, 1] est strictement invariant (les faces sont
strictement bloque´es) pour le syste`me (9.10).
Par la me´thode d’abstraction, on aura le syste`me dynamique suivant :{
z˙1 = az1z2 +
b
2
(z1 + z2) + c+ α(z2 − z1)
z˙2 = az1z2 +
b
2
(z1 + z2) + c+ α(z1 − z2).
ou` z ∈ R′ = [0, 1]2.
Ainsi, pour ve´rifier l’invariance, on doit ve´rifier 2×4 contraintes (deux par sommets)
donne´es comme suit :
– gα(0, 0) = (c, c) donc les deux conditions se re´duisent en une seule : c ≥ 0.
– gα(1, 1) = (a + b + c, a + b + c) donc les deux conditions se re´duisent en une
seule : a+ b+ c ≤ 0.
– gα(0, 1) = (
b
2
+ c + α, b
2
+ c − α) donc on doit ve´rifier que : b
2
+ c + α ≥ 0 et
b
2
+ c− α ≤ 0.
– gα(1, 0) = (
b
2
+ c − α, b
2
+ c + α) donc on doit ve´rifier que : b
2
+ c − α ≤ 0 et
b
2
+ c+ α ≥ 0.
Tout d’abord, il est e´vident que pour α = 0 on ne pourra pas trouver des parame`tres
assurant l’invariance stricte du rectangle R′ puisque l’on aura l’absurdite´ suivante :
b
2
+ c > 0 et
b
2
+ c < 0.
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De plus, les sommets (0, 1) et (1, 0) (e´quivalents pour la relation d’e´quivalence ∼=)
donnent exactement les meˆmes conditions donc on peut les re´duire en un seul som-
met et on se retrouve ainsi avec 4 contraintes a` ve´rifier. A l’aide des coefficients
de Bernstein associe´s au polynoˆme p(x) = ax2 + bx + c, ces contraintes sont les
suivantes :
b0,2(p) ≥ 0, b1,2(p) + α ≥ 0, b1,2(p)− α ≤ 0 et b2,2(p) ≤ 0.
Enfin, les conditions b
2
+ c+ α ≥ 0 et b
2
+ c− α ≤ 0 peuvent eˆtre ve´rifie´es inde´pen-
damment des valeurs des parame`tres b et c en prenant un α suffisamment grand.
Par conse´quent, on se retrouve avec uniquement deux contraintes : c = f(0) ≥ 0 et
a+ b+ c = f(1) ≤ 0. Ainsi, on retrouve les conditions optimales pour que R = [0, 1]
soit invariant pour le syste`me (9.10).
Dans l’exemple pre´ce´dent, on remarque que le nombre de contraintes a` ve´rifier
pour le proble`me d’invariance se re´duit de 8 a` 2 contraintes seulement et que ces
contraintes peuvent eˆtre exprime´es a` l’aide des coefficients de Bernstein.
Le re´sultat dans le cas ge´ne´ral est donne´ a` l’aide du the´ore`me suivant :
The´ore`me 17. Le rectangle Rn est invariant pour le syste`me (9.1) si pour tout
sommet v ∈ Vn
′
et pour tout i = 1, . . . , n, les contraintes suivantes sont ve´rifie´es :
– Si li(v) = 0, il faut que fi,δ(v) ≥ 0.
– Si li(v) = δi, il faut que fi,δ(v) ≤ 0,
ou` la de´finition de li(v) pour tout i = 1, . . . , n est donne´e dans la Section 3.3.
De´monstration. Comme gα est multi-affine, d’apre`s la proprie´te´ de syme´trie d’une
telle fonction il suffit de ve´rifier que les conditions (9.7) du Corollaire 3 sont ve´rifie´es
pour tout sommet v ∈ Vn
′
.
On fixe arbitrairement un re´el α ≥ 0, des entiers i ∈ {1, . . . , n}, j ∈ {1, . . . , δi} et
un sommet v ∈ Vn
′
. On sait que :
nj
i,ξi(vi,j)
gα(v) = (−1)
(ξi(vi,j)+1) (gi,j(v) + αC) ,
avec C =
∑
k∈{1,...,δi}\{j}
vi,k − (δi − 1)vi,j.
Si 0 < li(v) < δi :
Dans le cas ou` vi,j = ai on aura : C > 0 et (−1)
(ξi(ai)+1) = −1. Ainsi la condition
(9.7) du Corollaire 3 peut s’e´crire sous la forme −gi,j(v)− αC ≤ 0. Comme le choix
de α ≥ 0 est arbitraire, il suffit de prendre un re´el α suffisamment grand pour que
cette contrainte soit ve´rifie´e.
Dans le cas ou` vi,j = bi on aura une contrainte de la forme gi,j(v) + αC ≤ 0, avec
une constante C < 0. Cette contrainte pourra e´galement eˆtre satisfaite en prenant
un re´el α suffisamment grand.
Si li(v) = 0 :
On aura C = 0 et (−1)(ξi(vi,j)+1) = −1, ainsi la condition (9.7) du Corollaire 3 peut
s’e´crire sous la forme : gi,j(v) = fi,δ(v) ≥ 0 .
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Si li(v) = δi :
On aura C = 0 et (−1)(ξi(vi,j)+1) = 1, ainsi la condition (9.7) du Corollaire 3 peut
s’e´crire sous la forme : gi,j(v) = fi,δ(v) ≤ 0.
Une interpre´tation ge´ome´trique de ce re´sultat est la suivante :
Pour un sommet v ∈ Vn
′
, on peut trouver l’e´le´ment xv ∈ Rn qui lui correspond, ou`
pour tout j = 1, . . . , n, la j-ie`me composante de xv est e´gale a` xv,j =
vj,1+···+vj,δj
δj
.
Ainsi, suivant la position de l’e´le´ment xv dans Rn, les degre´s de liberte´s pour les
vecteurs champ assurant l’invariance diffe`rent.
Une simple illustration est donne´e par la Figure 9.6 a` l’aide d’un rectangle de R2 et
quelques e´le´ments pris dans des positions diffe´rentes du rectangle. Pour chacun de
ces points, on doit ve´rifier des conditions concernant le signe du champ de vecteurs
f = (f1, f2) = (x˙, y˙). On peut voir par exemple que pour un point se situant a`
l’inte´rieur du rectangle, toutes les directions sont possibles et par conse´quent le
champ de vecteurs n’a pas de condition a` ve´rifier en un tel point.
Dore´navant, on notera R = Rn et V = Vn.
Figure 9.6 – Les champs de vecteurs assurant l’invariance pour quelques points du
rectangle
Pour tout j = 1, . . . , n et tout v ∈ V ′, on pose :
V ′j = {v ∈ V ′ ve´rifiant lj(v) = 0 ou δj} et σj(v) =


1 si lj(v) = 0
−1 si lj(v) = δj
0 sinon
En utilisant cette notation on aura le re´sultat suivant :
Proposition 26. Si la valeur
p˜δ
∗ = min
j=1,...,n, v∈V ′j
σj(v)fj,δ(v) (9.11)
est positive alors le rectangle R est invariant pour le syste`me (9.1).
De´monstration. On suppose que p˜δ
∗ ≥ 0 et on fixe j ∈ {1, . . . , n} et v ∈ V ′j :
Si lj(v) = 0 alors 0 ≤ σj(v)fj,δ(v) = fj,δ(v) et donc fj,δ(v) ≥ 0.
Si lj(v) = δj alors 0 ≤ σj(v)fj,δ(v) = −fj,δ(v) et donc fj,δ(v) ≤ 0.
Ainsi, d’apre`s le The´ore`me 23, on de´duit que le rectangle R est invariant pour le
syste`me (9.1).
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Remarque 20. Dans le Chapitre 7, le proble`me d’invariance a e´te´ traite´ pour des
polytopes. Si le polytope P est pris e´gal a` un rectangle R, un re´sultat similaire a`
celui de la Proposition 26 peut eˆtre obtenu. Cependant, il vaut mieux utiliser le
re´sultat de la Proposition 26 (voir si la valeur p˜δ
∗ est positive) plutoˆt que celui de
la Proposition 18 (voir si pour chaque face Fk du rectangle R, la valeur p
∗
k,δ donne´e
par le programme (7.9) est positive) puisque plusieurs contraintes inutiles ont e´te´
supprime´es. Plus pre´cise´ment, pour une direction j ∈ {1, . . . , n}, on ne conside`re
pas les contraintes donne´es par les sommets v ∈ V ′ ve´rifiant 0 < lj(v) < δj.
L’exemple suivant met en oeuvre cette remarque :
Exemple 16. On reprend l’exemple neuronal (voir Section 7.3.2 du Chapitre 7).
On rappelle que la dynamique du syste`me est donne´e par :{
x˙1 = x1 − x
3
1/3− x2 +
7
8
,
x˙2 = 0.08(x1 + 0.7− 0.8x2),
On se propose de ve´rifier l’invariance du rectangle R = [−2.5, 2.5]× [−1.5, 3.5].
En utilisant la Proposition 18 du Chapitre 7, on aura 4 programmes line´aires a` traiter
(un par face) contenant chacun 8 = |V ′| contraintes. La valeur optimale minimale
est e´gale a` −0.048. Maintenant, en utilisant le re´sultat de la Proposition 26, on
obtient aussi p˜δ
∗ = −0.048 par re´solution d’un simple proble`me de minimisation de
12 = |V ′1|+ |V ′2| e´le´ments.
Dans les deux cas, on ne peut pas conclure concernant l’invariance du rectangle R.
En effet, on peut montrer que les deux programmes sont e´quivalents. Cependant, le
gain en complexite´ est conside´rable.
Proble`me 3 : Sortie par une face donne´e
Les re´sultats sur l’invariance et la sortie ayant e´tablis, on va pouvoir en de´duire
un re´sultat concernant la sortie par une face donne´e :
Proposition 27. On se fixe une face de sortie Fj,ξj(wj) de Rn avec j ∈ {1, . . . , n}
et wj ∈ {aj, bj}. Si la valeur :
min
i=1,...,n,i 6=j v∈V ′i
σi(v)fi,δ(v) (9.12)
est positive et si la valeur :
min
v∈V ′
(−1)(ξj(wj)+1)fj,δ(v) (9.13)
est strictement positive alors toutes les trajectoires du syste`me (9.1) commenc¸ant
dans Rn le quitteront a` travers la face Fj,ξj(wj).
De´monstration. La preuve est similaire a` celle du The´ore`me 16 en utilisant mainte-
nant les nouveaux re´sultats de sortie et d’invariance de´montre´s dans cette section.
En effet, si la valeur optimale du proble`me (9.12) est positive on va pouvoir en
de´duire que toutes les faces du rectangle Rn diffe´rentes de Fj,ξj(wj) sont bloque´es.
De plus, si la valeur optimale du proble`me (9.13) est strictement positive alors la
direction ~n = nj,ξj(wj) est une direction monotone de sortie.
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Remarque 21. Pour e´tablir le lien avec Bernstein, il suffit de proce´der a` un chan-
gement de variable qu’on note T (voir (3.7) du Chapitre 3) permettant de se ra-
mener au cas de la boˆıte unite´ puis de poser f˜j = fj ◦ T
−1 pour tout j = 1, . . . , n,
f˜ = (f˜1, . . . , f˜n) et bI,δ(f˜) = (bI,δ(f˜1), . . . , bI,δ(f˜n)) pour tout multi-indice I ≤ δ.
Par conse´quent, graˆce aux re´sultats d’e´quivalence entre forme polaire et coefficients
de Bernstein donne´s dans la Section 3.3, tous les re´sultats de cette section pourront
eˆtre exprime´s a` l’aide des coefficients de Bernstein.
9.3 Synthe`se d’un controˆleur
Dans cette section, comme dans le Chapitre 8, on va ge´ne´raliser les re´sultats
obtenus pre´ce´demment dans le cas d’un syste`me dynamique polynomial controˆle´.
Le proble`me avec controˆle conside´re´ est le suivant :
x˙(t) = f(x(t)) + Bu(t), x ∈ R (9.14)
ou` R est un rectangle de Rn, B ∈ Rn×p et u(t) ∈ Rp est le controˆleur a` calculer.
On va de´crire comment on peut construire un controˆleur assurant l’invariance
d’un rectangle et un controˆleur assurant la sortie a` travers une face donne´e d’un
rectangle. Rappelons tout d’abord que dans l’approche de´crite dans le chapitre pre´-
ce´dent, on se fixe la forme du controˆleur en l’e´crivant sous la forme H(x)θ ou` H(x)
est une matrice servant a` fixer cette forme (affine, multi-affine, polynomial,..) et θ de´-
signe le vecteur des coefficients qu’on veut de´terminer. Cependant, si on se restreint
a` la recherche d’un controˆleur polynomial ayant le meˆme degre´ δ que le champ de
vecteurs f , on peut construire un controˆleur sans passer par le calcul du vecteur des
coefficients θ en calculant directement les valeurs aux sommets de sa forme polaire
uδ ou` les coefficients de Bernstein de degre´ δ de u˜.
9.3.1 Proble`me 2 : Invariance du rectangle
Pour assurer l’invariance d’un rectangle R, il est ne´cessaire de construire un
controˆleur dont les valeurs aux sommets de sa forme polaire permettent de bloquer
toutes ses faces. Ceci peut eˆtre fait a` l’aide de la proposition suivante :
Proposition 28. Soit D = |V ′| = (δ1 + 1) × · · · × (δn + 1) et Bi de´note le i-e´me
vecteur de la matrice B.
Si il existe {λ = (λv) ∈ Rp×D | v ∈ V
′
} tel que σi(v) (fi,δ(v) + Biλv) ≥ 0 pour
tout i = 1, . . . , n et tout v ∈ V ′i, alors on peut construire, en utilisant le vecteur
λ un controˆleur polynomial u ayant le meˆme degre´ que f assurant l’invariance du
rectangle R pour le syste`me dynamique (9.14).
De´monstration. Pour la preuve, on commence tout d’abord par de´crire la construc-
tion du controˆleur polynomial u a` partir du vecteur λ = (λ1, . . . , λD) ∈ Rp×D :
Notons uδ la forme polaire relative a` δ du controˆleur u qu’on veut construire et fixons
uδ(v
r) = λr pour tout r = 1, . . . , D ou` v
r de´signe le r-ie`me e´le´ment de V ′. Ainsi,
en utilisant les polynoˆmes de Bernstein et la Proposition 9, on peut construire un
controˆleur polynomial u(x) pour tout x ∈ R.
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Ensuite, on pose F (x) = f(x) + Bu(x) et on applique la Proposition 26 a` sa forme
polaire Fδ = fδ + Buδ relative a` δ pour montrer que le rectangle R est invariant
pour le nouveau champ de vecteurs F .
Remarque 22. Pour construire le controˆleur polynomial u, on cherche un vecteur
λ ve´rifiant un ensemble d’ine´galite´s line´aires. Ceci peut eˆtre fait par re´solution d’un
programme line´aire, par exemple :
maximiser t
s.c t ∈ R, λ ∈ Rp×D
t ≤ σi(v) (fi,δ(v) + Biλv) , i = 1, . . . , n, v ∈ V ′i.
(9.15)
En effet, si on note (t∗, λ∗) une solution du programme line´aire (9.15), il suffit que
t∗ soit positive pour que le controˆleur u construit a` l’aide de λ∗ assure l’invariance
du rectangle R.
De plus, si on veut restreindre notre controˆleur a` une re´gion borne´e U de l’espace
Rp, il suffit d’imposer les contraintes donne´es par l’ensemble U sur le vecteur λ dans
notre programme line´aire.
Remarque 23. Si on utilise les coefficients de Bernstein, la construction du controˆ-
leur polynomial u sera comme suit :
Soit Iδ = {I ∈ Nn tel que I ≤ δ}, comme |Iδ| = D on peut e´crire Iδ = {I1, . . . , ID}.
Ensuite, pour tout r = 1, . . . , D soit bIr,δ(u˜) = λr ou` u˜ = u ◦ T
−1 et T est la
transformation affine qui envoie la boˆıte unite´ sur le rectangle R. Les coefficients
de Bernstein bI,δ(u˜) sont connus, on peut construire u˜ en utilisant les polynoˆmes de
Bernstein BI,δ(u˜). Ainsi, en utilisant le fait que u = u˜ ◦ T , on obtient le controˆleur
polynomial u.
9.3.2 Proble`me 3 : Sortie a` travers une face donne´e du rec-
tangle
On souhaite construire un controˆleur assurant la sortie de toutes les trajectoires
du syste`me (9.14) a` travers une face F donne´e de Rn. En effet, pour re´soudre ce
proble`me on doit bloquer toutes les faces de R diffe´rentes de F et imposer la sortie
a` travers la direction donne´ par la normale sortante a` cette face.
Concre`tement, si on fixe arbitrairement une face Fi0,ξi0 (wi0 ) de R avec i0 ∈ {1, . . . , n}
et wi0 ∈ {ai0 , bi0}. Une solution a` ce proble`me est donne´e a` l’aide de la proposition
suivante :
Proposition 29. Si il existe {λ = (λv) ∈ Rp×D | v ∈ V
′
} tel que :
1. σi(v) (fi,δ(v) +Biλv) ≥ 0 pour tout i ∈ {1, . . . , n} et tout v ∈ V ′i.
2. (−1)(ξi0 (wi0 )+1)(fi0,δ(v) + Bi0λv) > 0 pour tout v ∈ V
′.
Alors on peut construire a` l’aide du vecteur λ un controˆleur polynomial u ayant le
meˆme degre´ que f et assurant la sortie a` travers la face Fi0,ξi0 (wi0 ) de R .
De´monstration. La construction du controˆleur polynomial u est la meˆme que celle
de la Proposition 28. Il suffit de poser F (x) = f(x) + Bu(x) et d’appliquer la
Proposition 27 pour montrer que toutes les trajectoires correspondant a` ce nouveau
champ de vecteurs F quittent R par la face Fi0,ξi0 (wi0 ).
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Remarque 24. De la meˆme fac¸on, on peut trouver un vecteur admissible λ par
re´solution du programme line´aire suivant :
maximiser t
s.c t ∈ R, λ ∈ Rp×D
t ≤ σi(v) (fi,δ(v) + Biλv) , i ∈ {1, . . . , n}\{i0}, v ∈ V ′i,
t ≤ (−1)(ξi0 (wi0 )+1)(fi0,δ(v) + Bi0λv), v ∈ V
′.
(9.16)
Exemple 17. On conside`re le syste`me dynamique introduit dans [129] :{
x˙1 = −x2 − 1.5x1 − 0.5x
3
1 − x2 + u1(x1, x2),
x˙2 = x1 + u2(x1, x2),
(9.17)
Soit R = [−2, 2] × [−1.5, 3]. On se propose de trouver un controˆleur polynomial
u(x) ∈ U = [−10, 10] de degre´ 3 en x1 et 1 en x2 permettant pour le syste`me (9.17)
de :
1. Re´soudre le Proble`me 2.
2. Re´soudre le Proble`me 3 pour une face de sortie F .
En utilisant le programme line´aire (9.15), on obtient une valeur optimale t∗ = 8 > 0.
Ainsi on peut construire a` l’aide de λ∗ un controˆleur polynomial u qui rend invariant
le rectangle R = [−2, 2] × [−1.5, 3.5] pour le syste`me (9.17) et donc re´sout bien le
Proble`me 2 comme le montre la Figure 9.7.
Maintenant, on fixe F = {(x, y) ∈ R / y = 3}. Graˆce au programme line´aire
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
3
x1
x 2
Figure 9.7 – Les vecteurs champ du syste`me (9.17) pour le controˆleur polynomial
u ainsi que quelques trajectoires illustrant l’invariance du rectangle R.
(9.16), on obtient t∗ = 8 > 0. Par conse´quent le controˆleur polynomial u construit
a` l’aide de λ∗ re´sout bien le Proble`me 3 pour la face de sortie F comme le montre
la Figure 9.8.
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x 2
Figure 9.8 – Les vecteurs champ du syste`me (9.17) ainsi qu’une trajectoires illus-
trant la sortie par la face F du rectangle R.
9.4 Application : Planification des trajectoires
Dans cette section, on va utiliser les re´sultats de la section pre´ce´dente pour
planifier le parcours des trajectoires d’un syste`me dynamique S.
Plus pre´cise´ment, on se fixe un ensemble de rectangles Ri deux a` deux adjacents avec
i ∈ Γ ou` Γ de´signe un ensemble d’indices. La planification des trajectoires consiste
a` se fixer un rectangle initial Ri1 = Rinitial et un rectangle final Ri2 = Rfinal avec
i1 et i2 deux indices diffe´rents de Γ et d’imposer que les trajectoires du syste`me
S commenc¸ant dans le rectangle Rinitial finissent dans le rectangle Rfinal tout en
passant par les rectangles se situe´s entre Rinitial et Rfinal.
Soit m le nombre de rectangles que les trajectoires du syste`me S doivent visiter et
notons par R1 le rectangle initial Ri1 , R2 le rectangle adjacent a` R1 et ainsi de suite
jusqu’a` ce que l’on arrive a` Rm de´signant le rectangle final Ri2 . Par conse´quent, pour
tout j = 1, . . . ,m− 1, il suffit de trouver un controˆleur assurant le passage de Rj a`
Rj+1 : cela peut eˆtre assure´ en cherchant a` trouver un controˆleur qui bloque toutes
les faces de Rj sauf celle adjacente a` Rj+1 et imposer la sortie par cette face. Pour
j = m, il suffit de rester infiniment dans Rm : cela peut eˆtre assure´ en cherchant a`
trouver un controˆleur qui bloque toutes les faces de Rm pour le rendre invariant.
Cet algorithme est illustre´ par l’exemple qui suit :
Exemple 18. On reprend a` nouveau l’Exemple 17 .
Soient R1 = Rinitial = [−2,−1]× [−1.5,−0.5] et R8 = Rfinal = [1, 2]× [2.5, 3].
On se propose de trouver des controˆleurs polynomiaux (un pour chaque rectangle)
assurant que les trajectoires commenc¸ant dans R1 finissent dans R8 en passant res-
pectivement par les rectangles suivant :
R2 = [−1, 0] × [−1.5,−0.5], R3 = [−1, 0] × [−0.5, 0.5], R4 = [0, 1] × [−0.5, 0.5],
R5 = [0, 1]× [0.5, 1.5], R6 = [1, 2]× [0.5, 1.5], et R7 = [1, 2]× [1.5, 2.5].
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En utilisant les re´sultats de la section pre´ce´dente on arrive a` trouver dans chaque
rectangle Ri, i = 1, . . . , 7, un controˆleur polynomial ui re´solvant le Proble`me 3
pour la face commune entre Ri et Ri+1, et un controˆleur polynomial u8 re´solvant le
Proble`me 2 pour le rectangle R8 (Voir figure 9.9).
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
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x1
x 2
Figure 9.9 – Les champs de vecteurs du syste`me (9.17) dans les rectangles
R1, . . . , R8 associe´s respectivement aux controˆleurs u1, . . . , u8 ainsi qu’une trajec-
toire illustrant la planification.
Conclusion
Dans cette the`se on s’inte´resse a` une classe particulie`re de syste`mes dynamiques
non line´aires, ce sont les syste`mes dynamiques polynomiaux. Une e´tude qualitative
pour l’analyse et le controˆle de cette classe de syste`mes est propose´e. Pour ce faire,
un autre proble`me aussi complique´ que celui d’origine est pose´ : c’est le proble`me
de l’optimisation polynomiale qu’on note POP. En effet, notre e´tude qualitative des
syste`mes dynamiques polynomiaux peut se voir comme e´tant une application directe
de l’optimisation polynomiale. Pour e´laborer tout cela, la the`se comporte trois par-
ties dont on rappelle pour chacune les grandes lignes.
La premie`re partie est une partie pre´liminaire. Dans cette partie on a de´fini les
notions et les re´sultats ne´cessaires. On a introduit e´galement nos deux principaux
outils pour la suite : le principe de floraison ainsi que les polynoˆmes de Bernstein.
A la fin de cette partie, on a e´tablit le lien entre ces deux outils.
La deuxie`me partie est consacre´e a` la re´solution du proble`me d’optimisation po-
lynomiale. Dans un premier chapitre, concernant l’e´tat de l’art, on a pre´sente´ les
me´thodes existantes dans la litte´rature pour pouvoir traiter ce genre de proble`mes.
Le deuxie`me chapitre constitue la premie`re contribution de cette the`se. Dans ce cha-
pitre, on a exploite´ le principe de floraison pour construire une relaxation line´aire
associe´e au proble`me d’optimisation polynomial. Puis, une relaxation e´quivalente a
e´te´ formule´e a` l’aide des polynoˆmes de Bernstein. Cette relaxation est ensuite ame´-
liore´e graˆce a` l’utilisation des proprie´te´s des polynoˆmes de Bernstein. On a acheve´
cette partie par une comparaison nume´rique entre les diffe´rents relaxations pre´sen-
te´es ainsi que des moyens permettant l’ame´lioration des re´sultats obtenus.
La dernie`re partie de la the`se est consacre´e a` notre proble´matique initiale :
Analyse et controˆle des syste`mes dynamiques polynomiaux.
Pour pouvoir re´soudre cette proble´matique on a eu besoin de traiter un ensemble
de POP. Par conse´quent, les chapitres de cette partie sont vus comme des applica-
tions des relaxations pre´ce´demment pre´sente´es. Des approches permettant l’e´tude
de certaines proprie´te´s telles que l’atteignabilite´ et l’invariance pour ces syste`mes
dynamiques ainsi que la synthe`se d’un controˆleur les assurant ont e´te´ propose´es.
Remarquons que pour ce faire, la forme des ensembles ainsi que celle du controˆleur
doit eˆtre fixe´e a` l’avance. En effet, on s’est contente´ de la forme polye´drale pour les
ensembles (dont le cas particulier des rectangles a e´te´ traite´ a` part) et de la forme
polynomiale avec un degre´ fixe´ pour le controˆleur (dont aussi les cas particuliers
affine et multi-affine ont e´te´ traite´s).
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De nombreuses perspectives pourront avoir lieu comme suite logique aux travaux
qui ont e´te´ traite´s dans cette the`se.
Dans la deuxie`me partie concernant l’optimisation polynomiale, on a de´ja` vu
que graˆce aux proprie´te´s des polynoˆmes de Bernstein (Proposition 6), un gain consi-
de´rable en pre´cision a e´te´ obtenu. Cependant, la dernie`re proprie´te´ (proprie´te´ 5),
proposant une relation de re´currence entre les polynoˆmes de Bernstein ayant des de-
gre´s successifs, n’a pas e´te´ utilise´e. Cette proprie´te´ va permettre d’avoir des bornes
additionnelles sur nos variables de de´cisions zI de´pendant des polynoˆmes de Bern-
stein d’ordre supe´rieur. Par exemple, pour le cas unidimensionnel on pourra en plus
des ine´galite´s supple´mentaires reliant des indices conse´cutifs :
n− i
n
zi +
i+ 1
n
zi+1 ≤ Bi,m−1
(
i
m− 1
)
.
Ainsi, on pourra incorporer ces contraintes dans notre relaxation et analyser l’ame´-
lioration de la valeur optimale associe´e.
Aussi, un e´ventuel moyen permettant d’ame´liorer les bornes des relaxations in-
troduites sera de de´velopper un algorithme de “branch-and-bound” efficace utilisant
l’une de nos deux relaxations. La difficulte´ sera essentiellement la strate´gie de de´-
composition a` suivre et une ide´e sera de be´ne´ficier des informations que l’on pourra
avoir en incre´mentant l’ordre de la relaxation pour trouver une bonne direction et
un bon point de de´composition.
D’autre part, un inconve´nient de nos relaxations est le fait que l’on a toujours
besoin de fixer un rectangle R au pre´alable. Dans la the`se [111], le proble`me de
minimisation polynomiale sur le simplexe a e´te´ traite´ en fournissant une base de
Bernstein associe´ au simplexe. On peut penser a` ge´ne´raliser cela dans le cas des po-
lytopes et plus ge´ne´ralement dans le cas d’un ensemble K semi-alge´brique. Ainsi, on
pourra e´viter de calculer (sur-approximer) une boˆıte enveloppante associe´e a` notre
ensemble K. Dans ce cas, on peut espe´rer obtenir la convergence vers vrai la valeur
optimale p∗ (au lieu de pC
∗) si on aura une convergence vers la fonction CK(p)
3 au
lieu de converger vers la fonction C(p) = CR(p).
Dans la troisie`me partie, plusieurs applications ont e´te´ traite´es. Des extensions
a` ces applications pourront avoir lieu.
Une extension du travail effectue´ dans le cadre de l’analyse d’atteignabilite´ sera
de le ge´ne´raliser dans le cas continu. Pour cela, il va falloir, connaissant un polytope
Xt contenant les trajectoire a` l’instant t, calculer le polytope Xt+h qui contiendra
les trajectoires a` l’instant t+ h. Une ide´e pour pouvoir re´aliser cela est d’utiliser le
de´veloppement de Taylor pour pouvoir e´crire x(t+h) comme un polynoˆme p(t, x, y)
ou` x = x(t) et y appartient a` l’intervalle limite´ par x(t) et x(t+h). Par conse´quent,
pour pouvoir appliquer notre approche il va falloir trouver une sur-approximation
polye´drale Y contenant y.
Dans le cadre du calcul d’invariants, le candidat possible pour l’invariance est
choisi ale´atoirement. Une extension sera la fac¸on de le choisir. En effet, un bon
3. Enveloppe convexe de p sur l’ensemble K
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candidat va certainement entraˆıner moins d’ite´rations dans notre algorithme (analyse
de sensibilite´) pour en trouver un invariant. Le choix de la forme du polytope initial
(nombre et positions des faces) doit eˆtre lie´ au comportement du syste`me (stabilite´,
points d’e´quilibre,...).
Dans le dernier chapitre, une variante du proble`me de planification des trajec-
toires dans des rectangles a e´te´ traite´e. Cependant, cette variante est un peu restric-
tive puisque l’on se fixe des rectangles adjacents deux a` deux tout en imposant la
sortie par la face commune jusqu’a` ce que l’on atteint un rectangle final. Cependant,
il sera pre´fe´rable de pouvoir re´soudre ce proble`me en ayant juste une de´composition
en sous rectangles du domaine (le grand rectangle) ; c’est a` dire que si l’on se fixe
un rectangle initial et un rectangle final parmi ces sous rectangles, l’algorithme doit
trouver des controˆleurs permettant de les joindre. Pour cela il va falloir trouver un
crite`re assurant a` chaque fois le choix de la face (ou` l’ensemble des faces) de sortie
possible.
D’autre part, une extension inte´ressante du contenu de notre troisie`me partie
sera d’e´tudier les applications propose´es dans des domaines plus complique´s que
les polytopes : les ensembles semi-alge´briques. En effet, malgre´ que dans la partie
the´orique des relaxations line´aires associe´es a` ces ensembles sont fournies, la ge´ne´-
ralisation des re´sultats n’est pas du tout e´vidente puisque la manipulation de ces
ensembles est beaucoup plus complexe que les ensembles polye´draux.
Enfin, on pourra e´tendre nos travaux dans le cadre le plus ge´ne´ral : les syste`mes
dynamiques non line´aires et se ramener au cas polynomial via une approximation.
On peut aussi conside´rer les syste`mes dynamiques hybrides tels que les syste`mes a`
commutation.
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