The research described in the article refers to the study of data from the domain of medicine. The diagnostic test results are recorded in different ways. They may take the form of tables, graphs or images. Regardless of the original data format, it is possible to draw up their verbal description, which focuses on the description of the observed symptoms. Such descriptions make up the text corpora concerning individual diagnostic technologies. Knowledge on disease entities is stored in a similar manner. It has the form of text corpora, which contain descriptions of symptoms specific to individual diseases. By using natural language processing tools semantic models can be automatically extracted from the texts to describe particular diagnostic technologies and diseases. One of the obstacles is the fact that medical knowledge can be written in a natural language in many ways. The application of the semantic format allows the elimination of record ambiguities. Ultimately, we get a unified model of medical knowledge, both from the results of diagnostic technologies describing the state of the patient and knowledge of disease entities. This gives the possibility of merging data from different sources (heterogeneous data) to a homogeneous form. The article presents a method of generating a semantic model of medical knowledge, using lexical analysis of text corpora.
Introduction
Rapid growth in the amount of information and the inefficiency of the methods for their processing have given rise to work on methods based on formal knowledge representationontology and the semantic networks. Due to the large number of concepts and relationships between them, the automatic construction of a semantic model [2] , [10] is often used. The primary resource used by such methods is the text corpus. Methods of natural language processing [5] , [1] , [3] , [4] developed for text corpora in English cannot be directly translated into the inflected language with free-word order in a sentence, such as Polish. Work on the construction of a semantic network for the Polish language [6] , [9] contributed to the development of automated methods for detection of lexical semantic relations.
In many fields (e.g., military, economic, medical) the data do not have a single form: table, picture, graph, etc. Each of them requires the use of dedicated processing and analysis. Since a few years semantic networks are used as a tool for homogeneous recording of heterogeneous data [8] . This approach reveals new possibilities for data processing -the usage of the same methods of analysis of images, texts, tables, etc. The formatting of recorded data allows to decrease their size (e.g., image data), which affects the speed of data transmission over the network.
Medical data are a good example of the diversity of data recording. Building a semantic model described in the article is part of a wider research aimed at creating a data fusion from different resources (heterogeneous data) to a homogeneous form. A given symptom can have a variety of forms (the phrase in the text, a table element, a part of an image, a point on a graph), which is a problem for the further processing of such information. Therefore there is a need to record the symptoms in a single form, which gives the possibility to use the same methods and mathematical tools to assist in the process of diagnosing. The basis for building a semantic model of symptoms are descriptions of results of diagnostic technologies (DT) and descriptions of diseases that make up the text corpus. The paper will present the method of generating a semantic model based on the text corpus. This technique will be used to build an ontology of individual diagnostic technologies and the of disease entities (DE), in order to create structure the diagnostic knowledge.
The structure of the article is as follows. The diversity of medical data collection and a proposal of a homogeneous form of their writing is shown in Section 2. The next section, Section 3, provides a brief introduction to the formal ontology and semantic network model. Afterwards, in Section 4 the process of phrase detection denoting symptoms and characteristics specifying them is discussed in detail. Section 5 summarizes the results obtained in Section 4. A general description of the process of building an ontology is presented in Section 6.
Heterogeneous Data Representation
The description of the patient's health status and the description of a disease entity consists of descriptions of symptoms detected using different technologies. Below is a set of example diagnostic technologies used in disease diagnostics: Depending on the particular DT, the results vary in form. They can be stored in table form (spirometry, complete blood count), in a graph (spirometry), an image (X-ray), a verbal description (physical examination), etc. Imaging DT often have an additional form of resulta short description made by a specialist. Along with graphs the most important parameters of the chart can be provided (in the form of a table). In summary, the DT results, because of the form of recording, can be divided into three forms: table, verbal description, digital image file or analogue images.
As part of a given DT several measurements/observations of parameters of a patient are recorded. The existence of disease symptoms can be ascertained, but also many additional facts about the patient can be recorded. Examples include: affiliation to a profession (e.g. farmer, miner), habits (e.g. smoking), the existence of certain diseases in the patient's family (inherited diseases), age, etc. This information will be recorded and processed by our system in an identical manner as the symptoms. Thus, there was a need for grouping all types of information to assist in diagnosing a disease. This will be done by introducing a separate semantic class, which subclasses will be representing information of interest to us. We called this class a medical attribute (MA). Figure 1 shows an example of a hierarchy of classes derived from the medical attribute class. The structure of the hierarchy created in the system therefore has two main branches: medical attributes and features. All other classes are subclasses of either one of these two.
Features and medical attributes will be linked by horizontal relations. The general characteristics of MA represents a fragment of the ontology, in which the central node is a specific attribute. This node will be linked to respective feature nodes characterizing the attribute. The relations between the nodes will depend on the particular type of the MA and the feature (Figure 3 ). Both the MA and their features are identified in the text using natural language processing methods. 
Formal Ontology and Semantic Network Model Ontology
Ontology is a hierarchically and orderly structured set of terms used to describe the given field:
C is the set of all concepts used in the built model. Element R of ontology O is the set of relations between concepts:
The set of relations are further divided into sets of structural relations and hierarchical relations. The set L is called a lexicon and it is defined as follows: 
Semantic Network
The established ontology definition results in the following formal definition of the semantic network:
where: 
The set O R I can be written as follows:
The set Inst  is called a set of the instances of the  relation.
Process of Creating a Semantic Description of Symptoms
Descriptions of diagnostic results are written in a natural language. Hence the method of determining phrases describing the symptoms and their features is based on natural language processing techniques. Figure 4 is presents in detail the process of building the semantic symptom description from a single sentence. The result is a single branch of the semantic network, which is a model that describes the symptom or symptoms of a disease. Based on the semantic network, an ontology denoted as O OS will be built. Before starting the process of creating a semantic description it is necessary to create the appropriate dictionaries (domain dictionary, dictionary of adjectives, semantic lexicon) and lexical resources (sentence patterns).
Domain Dictionary and Dictionary of Adjectives
Domain dictionary includes nouns and noun phrases specific for the considered area of knowledge, in this case -of medicine. The dictionary is built using the medical texts corpus (DT results descriptions, DE descriptions, medical literature, etc.) and general text corpora. Adjectives dictionary contains adjectives characteristic for the given field. Assuming the previously defined symbols, the domain dictionary and the adjectives dictionary make up the lexicon 
Dictionary of Synonyms
Many of the gathered words in the domain dictionary and in the adjectives dictionary have similar meaning. This means that there is a synonymic relation between them. After identifying such words or phrases, synsets are created, i.e. sets of phrases with the same or similar meaning. The created synsets define semantic classes which are ontology nodes. Each synset represents a certain concept. The concept (the name of the synset) should be the phrase with the highest frequency of occurrence.
The dictionary of synonyms is the set of concepts C M of the ontology O M . In the hierarchy of semantic classes presented in Figs. 1 and 2 the nodes from the lowest level contain concepts from the dictionary of synonyms.
Semantic Lexicon
The semantic lexicon associates concepts defined in the dictionary of synonyms ( (Figures 1  and 2 ).
Morpho-Syntactic Analysis of Sentences
During the process of creating the semantic descriptions, the descriptions for only one DT or DE are taken into account. Each description consists of a set of sentences. Detection of a symptom and all its features takes place within the context of a single sentence. The process of morpho-syntactic analysis of a sentences is done using a morphological analyzer and linguistic rules. The result of the process are annotated sentences -each word has a morpho-syntactic tag assigned to it.
The process of the analysis consists of the following stages ( Figure 5 ):
The sentence is subject to tokenization, which is division into tokens: words, numbers, punctuation marks. Identification of morphological analysis For each word a sequence inflective analyses is generated by the morphological analyzer. All possible analyses are generated.

Linking the preposition The relation of the preposition with the noun is expressed with the aid of the noun endings characteristic for the case permissible in this link. This information allows for a partial disambiguation of some nouns, pronouns, adjectives and numerals occurring in tandem with a preposition.
Linguistic rule noun + noun in genitive In this part of the process words interpreted as nouns are analyzed. The goal is disambiguation of the case. The study shows that when there are two nouns next to each other in a sentence, e.g. błona śluzowa oskrzeli (eng. bronchial mucosa), światło oskrzela (eng. bronchial internal diameter), świąd skóry (eng. itch of skin), etc., then the second word is usually in the genitive case. This property will be used for this noun during the stage of elimination of the grammatical analyses that contain the case other than the genitive.

Disambiguation of adjectives
The dependence between a noun and an adjective defining it is the formal expression in the form of grammatical endings specific for the common case for both words and for the common number. This feature allows for searching of pairs of a noun and the corresponding adjective in terms of case and the number.
Additionally during the whole process of the morpho-syntactic analysis we are collecting knowledge about the subject and predicate or subjects and predicates in case of complex sentences. A description of this process does not belong, however, to the scope of the article.
During the morpho-syntactic analysis instances of the following relations can be detected: is_characterized_with, place_of_occurence  R OS , where R OS -a set of relations between the concepts of ontology O OS .
An instance of a relation occurs between two instances of concepts. Not all of the analyzed words of the sentences are instances of concepts C OS of the defined ontology O OS . Some of them are not covered in the domain dictionary, other part are components of noun phrases. Before the words irrelevant from the symptoms description perspective are eliminated, and before the noun phrases are detected, let us assume that the words in sentences are instances of concepts from a set C x from some ontology O x .
We can infer occurrence of any specific semantic relation between words only on the basis of morpho-syntactic tags assigned to the words, because at this stage of analysis we do not have any semantic information. Only the morpho-syntactic information is available.
For the relation is_characterized_with the arguments are the words from the found nounadjective phrases: cannot be determined what kind of relation it is and what is its direction. The instance of the  relationship will be written afterwards as: 
where:
Adjectives are assigned a semantic class [adjective] . Morpho-syntactic relations between words identified in the analysis can be represented by a graph. Instances of concepts will placed in the nodes, the arrows will represent instances of the relations. Nouns will be placed in the rectangular nodes, while adjectives will be in the oval nodes. Discovered semantic relations will be represented with arrows. Relations, which have to be found will be represented by dashed arrows. Example 1. Let us analyse a sample sentence Oskrzela płuc są prawidłowe z nasilonym odczynem zapalnym szczególnie po stronie lewej. (eng. Bronchi are correct with severe inflammatory reaction especially on the left side). The graphs obtained for the above sentence are presented in Figure 6 . 
Mapping Words
The annotation process of single words was described in the previous chapter. Some words, when located directly next to each other, form compounds possessing a new meaning as a whole. This meaning is not resultant of the meanings of the components. Thus moving to the semantic level requires detecting noun phrases. As the name suggests, a noun is the central element of phrase. The process of mapping words into phrases is done in several steps using the domain dictionary. For each noun in a sentence:
The following steps are carried out: 1. Creation of the noun phrases where the phrase contains one or more words, on the basis of morphological annotation: -firstly, for the noun i we are searching related words, not only directly, but also indirectly. Let set Z i contain words linked to the noun i:
where: B -set of rules from the analysed sentence; -on the basis of the set of words Z i a set of K candidate phrases are generated. The word i occurs in each phrase, hence the creation of all the subsets of Z i /{i} and the resulting phrase is added to the word i. -not all elements of set K can be phrases. We need to reject such phrase-candidates, in which elements are unreachable from the node containing noun i. For example, the phrases ib, ic from the previous point are rejected. 2. Elimination noun phrases from set K that do not exist in the domain dictionary. After carrying out this step set K contains only instances of ontology concepts -O OS :
3. The longest matching phrase k is selected from set K. 4. On the foundation of the k phrase, appropriate rules are modified in the database B, in order to link the words of the k phrase into one node.
Discovering Relations
The description of the symptom is composed of many elements semantically related. As previously indicated, these elements are not only adjectives characterizing it, but also elements that describe the location of the occurring symptom, time of occurrence, symptom triggering factors, etc. In the preceding analysis process morpho-syntactic relations were detected existing between words of sentences. The relations form a set of graphs. At this stage of analysis it is required that the semantic relations are detected between the graphs representing the elements of symptom description. The process will run with the use of sentence patterns and semantic vocabulary.
Sentence Patterns
It could be thought that there are as many sentences as there are combinations of words, which is very large. As it turns out, this is not true. The existence of certain rules and conditions during creation of word combinations causes that they can be expressed in the form of patterns [7] . The verb is the key element of every such pattern. Its semantic and grammatical properties, to a large extent, determine the structure of sentences, in which it occurs. During the process of creating a verbal expression the choice of words and their form depend on other expressions, with which they are associated grammatically and semantically. This entails that sentence patterns can be a very useful tool in solving such semantic problems as determining semantic relations, missing elements in a sentence or meaning of words.
Different parts of a sentence (subject, object, adverbials, etc.) may occupy only the elements belonging to certain lexico-semantic classes. The mandatory and optional linkage must also be distinguished. Mandatory linkage applies to components that need to be associated to a given verb. Optional linkage relates to components, which may, but do not have to be used with the verb. Semantic characteristics of components is used only to determine limitations of linkability.
Algorithm of Fitting a Sentence to a Sentence Pattern
The algorithm aims to find a pattern for a given sentence, generate expectations with respect to the missing components and determine the meaning of ambiguous words (in the semantic sense).
Every word passes through the morphosyntactic analysis. Particular attention is paid to the verbs and nouns (noun phrases). Verbs allow for reaching the fitting patterns, and nouns help in selecting one of them.
The first stage consists of assigning instances to respective semantic classes. The semantic dictionary is used for this purpose. For nouns from the noun-noun in genitive pairs the following is checked: if the noun in genitive has the class [anatomy_element], then both nouns are bound with the relation named place_of_occurence and the noun in genitive is written as the second argument of the relation.
After determining the verb in the sentence, the patterns are selected, in which the given verb exists. Then a pre-selection of a pattern is made using the list of noun phrases.
The second step is to resolve ambiguity. If the first phase ended in selecting one pattern from the list and all its components are present in the sentence, then the algorithm ends. The lack of certain phrases in the sentence required by the pattern does not mean that we have chosen the wrong pattern. This kind of a situation can occur when the required noun has already been mentioned in the preceding sentences, or will be discussed in the next sentences. In order to determine what noun it is, in the first case it is necessary to perform a semantic analysis of previous results, and in the second case it is necessary to generate the expected results.
The set of verbs that may occur in descriptions of DE and DT is limited. For most of them the number of sentence patterns is limited to one or two.
Some verbs can appear in many sentence patterns, such as the verb to be. Determining the case for nouns can be an insufficient criterion for the selection of an appropriate pattern. In this case, it is helpful to use the semantic dictionary.
Linking morpho-syntactic information with semantic information will allow for disambiguation of the selection of the sentence pattern, and this will solve the problem of semantic ambiguity. 
Semantic Network for the Diagnostic
The product of the process of detecting phrases with the meaning of symptoms and features characterising the symptoms, the semantic network based on the text is created. Each of the sentences provides a single branch of the network structure. The semantic network is the foundation for building the ontology O OS .
From the previously introduced formal specification of the semantic network, it is known that the network is defined by two sets. For the built ontology O OS it will be: 
Creating Ontologies of the Medical Knowledge
Creating ontologies is done by eliminating synonyms from the semantic network extracted from text and associating the nodes and relations into a single model. A given piece of information can be expressed in many ways using a combination of words or phrases with similar meaning. The elimination of synonyms phase allows for replacing such phrases with the names of concepts from the dictionary of synonyms ( The semantic network reduced to a network of concepts is transformed into an ontology by eliminating multiple repetitions of the same semantic relations.
Conclusion
Automatic building of a semantic model of disease symptoms based on text corpora is a tool for building models of a diagnostic technologies or a disease entities. A DT model created in the described way can be used for acquisition of the patient's diagnostic data. The model is a good foundation for user interface through which it is possible to collect and semantize the symptom descriptions. The DE model is being built in order to standardize the description of disease entities. By using a uniform format for both the DE description and the description of the patient health condition, it is possible to carry out the diagnostics using all possible data.
Further work will be focused on improving results of the morpho-syntactic analysis, by developing a system with the ability of automatic identification of sentence patterns. Developing a method for initial selection of sentences with respect to information that is of interest to us is also desired. This would allow for rejection of sentences that do not contain information relevant from the point of view of the description of symptoms.
