During sleep, the human body cycles through different states, and physiological activity during these states is essential to the rejuvenating properties of sleep. Researchers use polysomnography to record electrophysiological time series during sleep with the goal of characterizing sleep and elucidating the pathways through which sleep affects, and can be treated to improve, health and functioning. Important physiological information is contained in frequency patterns of many of these series, such as heart rate variability, so that the goal of an analysis of such data is to quantify associations between power spectra of time series from different sleep periods with cross-sectional clinical and behavioral variables. Such analyses are challenging as they must overcome the complex geometric structure and high dimensionality of spectral matrices. This article introduces a novel approach to analyzing such data by modeling Cholesky components of spectral matrices as bivariate functions of frequency and cross-sectional variables which, critically, preserves the poistive definite and Hermitian structure of spectral matrices while nonparametrically modeling associations. A fully automated Whittle likelihood based Markov chain Monte Carlo (MCMC) algorithm enables inference on the association between the cross-sectional variable with the entire multivariate power spectrum and with any low-dimensional band-collapsed spectral measure.
Introduction
The average person spends approximately one third of their lifetime asleep and the quality of one's sleep has been shown to affect well-being (Buysse, 2014) . To better understand the biology of nocturnal sleep, researchers extensively use polysomnography (PSG) to continuously and noninvasively record electrophysiological signals throughout the night. However, primary health care providers typically do not have access to PSG when diagnosing and treating poor sleep and must rely on self-reported measures. A problem that is essential to being able to improve health through the treatment of poor sleep and in translating experimental findings from sleep studies into clinical practice is understanding how biological processes underpin self-reported clinical and behavioral variables.
Frequency patterns of many PSG-derived time series that can be quantified through power spectra contain important and interpretable physiological information. One such time series, which is of interest to both clinicians and researchers and is the focus of the motivating study discussed in Section 2, is heart rate variability (HRV), or the variation in elapsed times between consecutive heart beats. The autonomic nervous system is classically divided into two branches: the parasympathetic branch that underlies processes related to resting and digestion, and the sympathetic branch that underlies activities related to the flight-or-fight response. The power spectrum of HRV provides indirect measures of the relative modulation of these branches (Malik et al., 1996) .
During a night of sleep, a human brain cycles through sequential periods of two states: rapid-eye movement (REM) and non-REM (NREM). In healthy individuals, NREM is dominated by the parasympathetic nervous system and there is increased sympathetic activity during REM. Modulation of the autonomic nervous system during sleep is thought to be a fundamental mechanism through which sleep affects health, including its influence on the nervous, muscular, immune and skeletal systems (Colten and Altevogt, 2006) . Consequently, to understand the biological pathways through which sleep affects health, data from sleep studies commonly include HRV time series epochs from multiple cycles of NREM and REM sleep across the night, as well as self-reported cross-sectional clinical and behavioral variables, such as the amount of time in bed or daytime sleepiness.
Researchers traditionally take a two-stage approach to analyzing such data. In the first stage, traditional tools such as Welch's method are used to estimate power collapsed within preselected HRV-frequency bands (Malik et al., 1996) . This is done individually for HRV epochs during each NREM and REM period for each participant. Power collapsed within frequency bands are integral functionals of power spectra that provide low-dimensional discrete measures from these infinite dimensional curves. In the second stage, classical statistical methods for analyzing discrete measures, such as ANOVA and linear regression, are used to evaluate associations between these estimates of power within frequency bands and clinical and behavioral measures. Such an approach has three major drawbacks. First, it is highly dependent on the frequency-band collapsed measures selected and there exists a hot debate as to which measures should be considered and/or how they should be interpreted (Burr, 2007) . Ideally, an analysis of such data should provide some global measures that can be used to understand the entire continuous system while also providing a means to conduct inference on any frequency band-collapsed measure of potential interest. Second, estimated power is treated as if it were not an estimate but the true unknown parameter, leading to inaccurate inference. It should be noted that statistical advances in the spectral analysis of replicated time series circumvent these two problems when cross-sectional variables are categorical (Fokianos and Savvides, 2008; Stoffer et al., 2010) or continuous with a known semiparametric form linking them to the spectra (Krafty et al., 2011) . However, since a parametric form linking continuous health measures to power spectra is rarely known, these advanced statistical methods have not been adopted in the sleep and chronobiology literature.
The third drawback of the traditional two-stage approach, which is shared by the aforementioned methods for the spectral analysis of replicated time series, is that it only allows for the assessment of the effect of clinical and behavioral variables on power spectra within each sleep period and does not allow one to assess how the variables are associated with the persistence of activity across different periods. Yet sleep is a multidimensional, dynamic physiological process; connections between activity across different periods is a key ingredient of this complex system. Thus, comprehensive utilization of information contained in PSG is currently inhibited by the lack of methods that allow one to analyze the association between clinical and behavioral variables and the coherence between different time series.
The main obstacles in analyzing the association between a variable and the frequency domain properties of time series from different sleep cycles stem from the high dimensionality and complicated geometry of spectral matrices. There have been recent advances that model Cholesky components of spectral matrices in analyzing a single multivariate time series to preserve the positive definite and Hermitian constraints of spectral matrices while flexibily overcoming their high dimensionality (Dai and Guo, 2004; Rosen and Stoffer, 2007; Krafty and Collinge, 2013) . In this article, we develop a novel approach for the spectral analysis of the association between replicated multiple time series and a cross-sectional variable that extends these Cholesky-based methods for a single multivariate time series to the replicated multiple time series setting. A tensor product ANOVA model of Cholesky components of conditional (on the cross-sectional variable) spectral matrices is proposed that nonparametrically quantifies the association between a cross-sectional variable and the entire frequency domain structure of time series from different periods while maintaining all geometric restrictions. A MCMC algorithm based on the Whittle likelihood, or the likelihood derived from the large sample distribution of the periodogram, is developed for fully automated nonparametric model fitting.
The proposed approach allows for inference on the association between the cross-sectional variable and the entire spectral matrix. Further, it provides fully automated nonparametric inference on associations between the variable and any function of spectral matrices, including coherence and power collapsed within any frequency band. This allows one to fully analyze all information contained in the data, as opposed to the traditional method that can only examine within-period measures. In the analysis of data from the motivating study in Section 4, it is found that spending too little time in bed is associated with within-period HRV power during NREM sleep while excessive time spent in bed is associated with coherence in HRV across periods of NREM sleep. The ability to quantify associations between clinical and behavioral variables with both within-period power and between-period coherence provides a more complete understanding of nocturnal physiology that is essential in developing treatments.
The rest of the article is organized as follows. The motivating study is discussed in Section 2. The new methodology is developed in Section 3: the conditional power spectrum is defined in Section 3.1, the tensor-product ANOVA model is presented in Section 3. 
The Motivating Study
An estimated 43% of older adults report problems initiating or maintaining sleep (Foley et al., 1995) . Poor sleep in older adults has been linked to depression, heart disease, obesity, arthritis, diabetes, lung disease and stroke (Foley et al., 2004) . With medical and scientific advances leading to an increase in the world's elderly population, the consequences of poor sleep in older adults pose a major public health concern. The AgeWise study is a large NIHfunded Program Project conducted at the University of Pittsburgh to better understand causes, effects, and treatments of poor sleep in older adults. Towards this goal, N = 108 men and women between 69-89 years of age who face challenges sleeping due to either primary insomnia or the stress of serving as the primary caregiver for a spouse, who is suffering from a progressive dementing illness, were observed during a night of in-home sleep. Ambulatory PSG was used to record nocturnal electrophysiological activity throughout the night. Upon awakening, each participant completed the Pittsburgh Sleep Diary (Monk et al., 1994) to to measure eye movement, submentalis electromyography (EMG) to measure movements of skeletal muscles, a modified V2 lead electrocardiogram (ECG) to measure the heart, and inductance plethysmography including abdominal and thoracic belts to measure respiration.
Trained sleep technicians used the PSG signals to visually score sleep in 20-second epochs (Rechtschaffen and Kales, 1968) . These data where then used to define periods of REM and NREM sleep within consecutive sleep cycles.
As discussed in Section 1, the power spectrum of HRV provides an indirect measure of autonomic nervous system activity. It is directly computable from the ECG channel of PSG.
In the AgeWise study, the ECG signal was continuously sampled at 512 Hz and stored for off-line processing in accordance with established guidelines (Malik et al., 1996) . Peaks of R-waves of the ECG were located to form R-interval series that mark the location of each heart beat. Cubic smoothing spline interpolations of differenced R-interval series were sampled at 1 Hz to obtain HRV time series. The HRV series were temporally aligned with visuallyscored sleep to isolate HRV during each sleep period. Our analysis focuses on HRV during NREM, which has been shown to be a stable measure of autonomic activity (Israel et al., 2012) . Each participant experienced at least three well defined sleep cycles. HRV epochs during the first five minutes (Malik et al., 1996) of the first three periods of NREM were extracted and linear trends removed. Data from two participants are displayed in Figure 1 .
The goal of our analysis is to understand physiological correlates of self-reported sleep measures to test and refine interventions for improving health through the treatment of poor sleep. We focus on one self-reported sleep measure derived from the Pittsburgh Sleep Diary: time in bed (TIB), defined as the elapsed time between attempted sleep and final wakening. TIB is a reliably reported measure of subjective sleep available to primary care providers and has been shown to be associated with all-cause mortality (Kojima et al., 2000) , depression, inflammation and daytime functioning (Reynolds et al., 2014) . The reported TIB from our sample has a mean of 477.99 minutes and a standard deviation of 71.32 minutes.
The resulting data for analysis consist of three epochs of HRV, one during each of the first three periods of NREM sleep, and self reported TIB from each participant.
Methodology

Conditional Power Spectrum
The methodology considers data that consist of real valued variables, U j , and P -vector valued time series epochs of length n, {X X X j1 , . . . , X X X jn }, from j = 1, . . . , N independent subjects. In the motivating study, there are N = 108 participants, U j is self-reported TIB, and X X X jt are time series of HRV during the first P = 3 periods of NREM. Without loss of generality, the methodology is presented under the assumption that the variable U j is scaled to be between [0, 1] . In the analysis of the AgeWise data in Section 4, although the model is fit using scaled TIB, plots are presented on the natural scale for interpretability. It is assumed that, conditional on U j , {X X X jt : t ∈ Z} is second-order stationary, which is a valid assumption for 5-minute epochs of HRV during NREM (Malik et al., 1996) . We can then define the conditional power spectrum
We will further assume that the conditional spectrum is nonsingular such that the Hermitian P × P spectral matrices F (ω, u) are positive definite.
Let f pq be the pqth element of F . Due to their physiological interpretations, our analysis of the AgeWise data focuses on univariate spectra f pp , p = 1, . . . , P , and coherence
However, in other applications, other measures contained in spectral matrices, such as phase, may be useful and can easily be analyzed using the proposed method. In a traditional spectral analysis in the absence of a cross-sectional variable, these measures are curves as functions of frequency. In our conditional setting, these are surfaces as functions of both frequency and variable. How these functions change with respect to u provides information as to how spectral measures are associated with the variable.
Tensor-Product ANOVA Model
The constraints that spectral matrices are non-negative definite and Hermitian pose challenges for the spectral analysis of multiple time series. We extend the recent modeling of Cholesky components for a single multiple time series (Dai and Guo, 2004; Rosen and Stoffer, 2007; Krafty and Collinge, 2013) to the conditional replicated setting by modeling components of modified Cholesky decompositions of inverse conditional spectral matrices as smooth functions in both frequency and variable through tensor product ANOVA models. This approach provides a flexible yet parsimonious model that preserves geometric constraints.
The modified Cholesky decomposition assures that, for a spectral matrix F (ω, u), there exists a unique P × P lower triangular complex matrix Θ(ω, u) with ones on the diagonal and a unique P × P positive diagonal matrix Ψ(ω, u) such that
Let θ k (ω, u) and ψ kk (ω, u) be the k th and the kkth elements of Θ(ω, u) and Ψ(ω, u), respectively. We nonparametrically model F by modeling the real components of Θ(ω, u), (θ k )
for k > = 1, . . . , P , the imaginary components of Θ(ω, u), (θ k ) for k > = 1, . . . , P , and the logarithm of the diagonal elements of Ψ(ω, u), log (ψ kk ) for k = 1, . . . , P , as tensor products of smooth functions of ω and of u. Specifically, we use functions that possess squareintegrable second derivatives, i.e., cubic splines. An in-depth discussion of tensor-product ANOVA spaces and their use in spline models can be found in Gu (2002) .
We first present the tensor-product model given basis functions, and then describe how the basis functions are obtained. Let u j , j = 1, . . . , N , be observed variables, M = (n−1)/2 be the integer part of (n − 1)/2, and ω m = m/n, m = 1, . . . , M , be the Fourier frequencies.
Further, let Q H be the matrix of basis functions for nonlinear functions of u evaluated at the observed data, Q J be the matrix of basis functions for nonlinear real functions of ω, Q K be the matrix of basis functions for nonlinear imaginary functions of ω, Q L be the matrix of basis functions of linear functions of u, and 1 1 1 M be the M -vector of ones that will model linear real functions of ω. To write the tensor-product model, concatenate components across frequency and variable to define
for k > = 1, . . . , P and similarly define log ψ ψ ψ −1 kk for k = 1, . . . , P . The real and imaginary parts of θ θ θ kl and log ψ ψ ψ −1 kk can then be expressed as There are many different bases and formulations of splines (Wood, 2006) . We use the Bayesian formulation that was first discussed by Kimeldorf and Wahba (1970) as it allows for a fully automated MCMC algorithm for model fitting that produces inference that is not conditional on a single smoothing parameter and uses a simulated posterior distribution to produce inference on any nonlinear function of components, which is of scientific importance in the applied problem. In this formulation, functions are decomposed into linear and nonlinear parts; nonlinear parts are modeled through reproducing kernels reflecting smoothness, and regularization is achieved through smoothing priors on the nonlinear parts. Nonlinear components of functions of the variable u are modeled using the kernel
where
] /24 are the scaled Bernoulli polynomials (Gu, 2002 , Section 2.3.3). As discussed in Krafty and Collinge (2013) , as functions of frequency, components of F , and therefore of Θ and Ψ, are periodic with period 1, have real parts that are even, and imaginary parts that are odd. To reflect these restrictions, the respective reproducing kernels for the nonlinear parts of real and imaginary components are
Define H = {H(u i , u j )}, J = {J(ω i , ω j )} and K = {K(ω i , ω j )} as square matrices of H, J and K evaluated at the observed data points. The scaled eigenvectors of these matrices are used as bases to model nonlinear components to provide a scalable MCMC algorithm based on diagonal covariance priors for model fitting in the Section 3.3. Define
H . The matrices Q J and Q K are similarly obtained. Let Q L = {(1 u i ) }. Linear parts of functions of the variable are modeled using Q L and, due to the restriction posed by the periodicity and respective even and odd structures of real and imaginary components of frequency, linear parts of real functions of frequency are constant and modeled through 1 1 1 M , while linear parts of imaginary functions are null (Krafty and Collinge, 2013) . Note that for smoothing splines, the number of columns of Q H , Q J and Q K are in principle N , M , and M , respectively. However the eigenvalues associated with the columns decay geometrically and, in practice, much smaller values can be taken without affecting fit, resulting in substantial computational saving. In our application, we use 10 basis functions for each of these matrices, but for simplicity we do not introduce further notation.
The Likelihood, Priors and Sampling Scheme
The Likelihood
The discrete Fourier transform (DFT) for the jth subject at frequency ω m is given by
For large n, under appropriate conditions, the y y y jm are approximately independently distributed complex normal random vectors with zero mean and covariance F (ω m , u j ), see Brillinger (2001) . This leads to the Whittle likelihood (Whittle, 1953 (Whittle, , 1954 )
where Y denotes the DFTs for all m = 1, . . . , M and j = 1, . . . , N .
Priors
We define smoothing priors to regularize the fitted components based on integrated squared
and setting Q d = Q r , log ψ ψ ψ 
4. The priors on τ βrk , τ γrk , τ δrk , τ γik , τ δik , k = 2, . . . , P , = 1, . . . , k − 1, τ βdkk , τ γdkk , τ δdkk , k = 1, . . . , P , are independent Half-t(ν, G) (Gelman, 2006) with pdf p(x) ∝ 
wheredjm is the row of Q d corresponding to the jth subject and mth frequency, v v v k is a vector with components v kjm depending on the DFTs and on other parameters held fixed, and 
Each τ
2 is drawn from an inverse gamma distribution, conditional on another parameter.
More details on the sampling scheme are provided in Appendix A.
Application to the Motivating AgeWise Study
Analysis of the Conditional Spectrum
The proposed methodology was applied to the data from the AgeWise study. Our analysis begins by exploring the estimated within-period conditional log-spectra, log {f pp (ω, u)}, and cross-period conditional logit coherence, logit ρ 2 pq (ω, u) = log ρ 2 pq (ω, u)/ 1 − ρ 2 pq (ω, u) , which are presented in Figure 2 . The top and bottom panels are plotted on the logarithmic and logistic scales, respectively, to aid visualization.
Within-period power spectra display some similar qualities for each period: there is a decrease in power for all TIB from 0-0.15 Hz, an increase in power between 0.15-0.30 Hz, and a decrease in power from frequencies higher than 0.30 Hz. During NREM 2 and 3, there is a suppression of power at all frequencies for participants with a TIB less than 400 minutes compared to those with larger TIB. Coherence between NREM 1 and 2 is elevated in frequencies between 0.15-0.40 Hz for those with a TIB greater than 500 minutes. Coherence between NREM 2 and 3 is elevated across all frequencies for those with short TIB (less than 400 minutes) and long TIB (greater than 550 minutes). There is no discernable pattern in the coherence between NREM 1 and 3, suggesting that association between TIB and autonomic nervous system activity during NREM sleep is detectable only across adjacent periods.
An advantage of the proposed Bayesian methodology is that it seamlessly provides a means to conduct inference on all collapsed functionals of these high-dimensional data. This allows for inference on low-dimensional quantities that are alluded to by the exploratory analysis of the estimated surfaces. Researchers often consider HRV power within three frequency bands: very low frequencies (VLF) between 0.0033-0.04 Hz, low frequencies (LF) between 0.04-0.15 Hz, and high frequencies (HF) between 0.15-0.40 Hz. HF power is an indirect measure of the parasympathetic nervous system and LF power is a measure of the combined modulation of both the sympathetic and parasympathetic nervous systems. The ratio of power from low frequencies versus high frequencies (LF/HF) is interpreted as a measure of the sympathovagal balance, or of sympathetic modulation relative to parasympathetic modulation. VLF power is not as well understood as the other two, but has been connected to the hormonal system that is responsible for regulating blood pressure (Stein and Pu, 2012) . In the next two subsections, we conduct inference on collapsed measures of within-period power and cross-period coherence. 
Analysis of Within-Period Power
We consider two collapsed measures of within-period power, HF and LF/HF, computed as
Estimates and 95% pointwise credible intervals for these two measures as functions of TIB are displayed in Figure 3 for each period.
HF power is relatively constant across TIB lengths during NREM 1 while participants with a TIB of less than 400 minutes have decreased HF power during NREM 2 and 3 compared to those who spend more time in bed. Those who have an exceedingly small TIB display increased LF/HF power during NREM sleep compared to those who spend more time in bed, with a particularly drastic contrast during NREM 3. This relationship is illustrated in Figure 1 , where participant 1, who was in bed for less than 6.5 hours, displays exaggerated power from low-frequencies during NREM 3.
Reducing TIB can increase sleep efficiency, or the proportion of TIB when one is asleep, which has been shown to be associated with decreased mortality (Dew et al., 2003) . However, TIB serves as an upper bound for the amount of time one is asleep during the night and short sleep has been shown to be associated with increased mortality (Cappuccio et al., 2010) . Short sleep has also been connected to changes in metabolic and endocrine functions (Spiegel et al., 1999 ), brain structures (Lo et al., 2014) , and inflammatory markers (Hall et al., 2015) that are reflective of the aging process and is therefore potentially connected to an increase in the severity of age-related chronic disorders. For TIB itself, epidemiological studies have shown that men who spend less than 7 hours per night in bed are at an increased risk for all-cause death (Kojima et al., 2000) . In healthy adults, NREM sleep is dominated by parasympathetic activity, or increased HF power (Stein and Pu, 2012) . Our results indicate that people with a TIB of less than 400 minutes have suppressed HF power during NREM 2 and 3, indicating a potential pathway connecting short TIB to negative health outcomes.
Analysis of Cross-Period Coherence
To investigate connections between cross-period coherence and TIB, we consider conditional HF band-coherence Excessive TIB can lead to increased sedentary time, poor sleep efficiency and increased sleep fragmentation, which in turn have been linked to daytime sleepiness and to increased mortality. While the results of Section 4.2 suggest that excessively short TIB is connected to within-period power, excessively long TIB appears to be connected to cross-period coherence.
These data suggest that a persistence of parasympathetic nervous system modulation across NREM periods could represent a mechanism through which long TIB is connected to negative health outcomes. A possible explanation for this relationship is that extensive TIB can cause increased sleep fragmentation, and that the roles of and relationships between physiological activity during different sleep cycles change as sleep becomes more fragmented.
Restricting the amount time one spends in bed is a common treatment for insomnia. Youngstedt and Kripke (2004) proposed modest sleep restrictions to increase quality of life and survival in general, especially for older adults, who tend to spend more time in bed as compared to younger adults. However, they must be used with great care as they can potentially lead to several negative health effects (Spiegel et al., 1999; Reynolds III et al., 2010) . Our results provide some of the first potential insights into the biological pathway through which excessive TIB can be connected to negative health. The exact nature of this relationship and how it can be used to inform optimal sleep restriction strategies will be the focus of future work.
Final Remarks
This article develops an approach to the spectral analysis of nocturnal physiology by introducing the conditional spectral matrix, which quantifies connections between self-reported measures of sleep with both within-period spectra and cross-period coherence. The approach is nonparametric and automated, avoiding biases incurred by traditional approaches to the spectral analysis of nocturnal physiology.
Critically, this new methodology allows one to investigate relative modulation of activity across different sleep periods and its connection to health measures. Although the dynamic nature of sleep physiology has been recognized as a key factor in health for nearly a century, previous approaches to the analysis of nocturnal physiology do not allow for assessing the role of coherence between physiological processes across sleep, which varies dynamically across the night. In analyzing the AgeWise data, we have found a potential biological pathway through which long sleep in older adults may influence health and functioning. This finding has the potential to inform interventions that optimize sleep to improve health. As the role of and need for sleep changes across the lifespan, it will be important to determine whether a similar autonomic connection to excessive time in bed is found in younger populations.
We conclude this section by discussing three extensions to the proposed methodology. First, the model is formulated to investigate the association between a single cross-sectional variable and physiology. We have focused on self-reported TIB, which may be assessed in clinical practice. The model could easily be extended through a higher-order tensor product model to include multiple self-report variables, such as the amount of time it takes to fall asleep and the number of awakenings during the night. However, such a model would provide inference on the effect of these highly correlated measures on the power spectrum conditional on the other variables, losing any meaningful interpretation. Future work will explore an interpretable canonical correlation type-dimension reduction of a collection of correlated variables and multivariate spectral matrices. Due to the insights that it provides into autonomic nervous system activity during sleep, we have focused on HRV. One could also explore the spectral analysis of other PSG channels, such as EEG and EMG, as well as the simultaneous coupling of these channels. However, each channel of the PSG is sampled at a different rate. The second extension will develop conditional spectral analysis of time series with different sampling rates. Finally, HRV is generally second-order stationary within 5-minute epochs of NREM (Malik et al., 1996) . For other more highly sampled signals such as EEG, this is not true. A conditional time-frequency analysis for signals that are locally stationary will also be explored.
where the i in the second term on the right-hand side of (A.1) is the unit imaginary number.
The diagonal elements of Ψ −1 (ω, u) are expressed as ψ −1 kkjm = exp(djm η η η dkk ), k = 1, . . . , P.
Drawing the Basis Function Coefficient Vectors
The conditional posterior distribution of η η η ck , c = r, i, k = 2, . . . , P , = 1, . . . , k − 1, is multivariate normal, N (µ µ µ ck , Σ ck ). In what follows we provide expressions for µ µ µ ck and Σ ck . The vectors η η η dkk , k = 1, . . . , P , are generated independently via a Metropolis-Hastings step with a multivariate t proposal distribution, t ν (η η η dkk ,Σ dkk ), wherê 
