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. that asymptotically the relative number of times the best arm is chosen converges a.s. to one, assuming only independence and finite first moments.
The present work follows Robbins' nonpyametrichonBayesian formulation, but drops the independence assumption.
It employs concepts established in the i.i.d. analysis by Lai and Robbins [4] , who proposed a strategy for IC-armed parametric bandits which achieves a regret growth, with number n of decision epochs, of (1.1) Furthermore, they established that growth rate (1.1) is a lower bound for any strategy for which the regret is of order o(na), any a > 0, uniformly over all parameters. That is, the regret rate in (1.1) cannot be improved, even by Bayesian strategies, even for a two-armed Bernoulli bandit, and even if the probability of one of the arms is specified. Thus it may be surprising that in Section 11, we show that without making parametric assumptions we can still achieve O(1ogn) growth in regret under reasonably inclusive conditions. Mallows and Robbins [5] were the first to consider the case of a countably infinite number of arms and generalized Robbins' [3] forcing schemes to attain a regret growth of o(n). In this case, the constant ck in (1.1) typically goes to infinity as k increases, implying that the regret of any uniformly good procedure is of larger older than logn. In Section 111, however, we give a procedure which improves on the Mallows-Robbins result by assuring regret growth of the order O(an log T I ) for any specified nondecreasing sequence a, -+ 00, the domain of bandit problems still including a large class of unbounded dependent variables. These results generalize and improve upon a nonparametric bandit study of Yakowitz and Lowe [6] .
The culmination of the present study is an extension to adaptive learning ana control in Markov decision processes.
Agrawal er al. [7] studied the parametric case of fipite state space and finite set of stationary control laws and obtained a lower bound for the regret Rn,z of uniformly good rules (1.2) for any initial state 2. Graves and Lai [8] showed that (1.2) holds in general state spaces and derived a general constant C. Making use of sequential tegting theory, they introduced uncertainty adjustments into the certainty-equivalence rule to attain lower bound (1.2). In Section IV, we first extend our nonparametric approach to the case of infinitely (but countably) many stationary conttol laws for Markov decision processes with general state spaces and still achieve a regret growth of an log n for any given sequence a, --t 00, however (ck + o( 1)) log slowly. The final theoretical development, also in Section IV, allows the space of stationary control laws to be nondenumerable. The central result is a sampling strategy assuring that, under given conditions, the "learning loss" has a growth rate of O(a, log2 n ) for any given monotonic unbounded sequence {a,,}. This improves upon a result of Yakowitz et al. [9] . It is our earnest hope that the strategies offered here are of practical as well as theoretical interest. Section V explores applications to tuning a queue with unknown statistical properties. In view of our theory, the usual assumptions regarding exponential distribution of arrivals and services are dispensed with, and yet empirically, we see average performance approach optimality, in accordance with the theory. Our results illustrate the usefulness of a black-box approach to stochastic optimization, with which one can deal with certain processes having nonlinear dynamics and unknown structure and still have long-run average cost optimality and regret rates comparable to the optimal rates for linear control and prediction problems established by Lai and Ying [lo].
A NONPARAMETRIC APPROACH TO THE MULTIARMED BANDIT PROBLEM WITH DEPENDENT OUTCOMES
Imagine that there are k stochastic sequences X, = {Xt('), t 2 l}, for j = l , . . . , IC, such that EIXf)) < 00 and lim,,,n-lES$) = p, exists and is finite. Here, Si'' = xi') + . . . + x?). In this section, we relate a sequential sampling strategy for choosing among these processes so that the regret is of the order O(logn) as n -+ 00. The notation above is that T,(j) is the number of observations from X, that have beenmadeuptostagen,andp* = m a x { p , , j = l , . . . k } . A sampling strategy is a data-driven function; the selection of X, at time n depends entirely on the observed rocess/outcome the outcome if j ( t ) is the process index chosen at time t. Intuitively, when an arm is chosen, the process associated with that arm takes up where it left off last time it was called, even if there had been intervening calls to other arms. This is in contrast to controlled Markov processes, to which attention turns in Section IV. In this study, no parametric assumptions about the distribution of the stochastic seqpences X, are adopted, and our nonparametric policies do not involve modeling the dynamics and the distributions of the X p ) ' s . Moreover, we will not require X?), X t ) , . . . to be i.i.d. for fixed j , as in [6] nor to be functions of geometrically ergodic Markov chains, as postulated in [ll] . In fact, the X, sequence need not even be stationary. Defining the optimal index set L = { j : p, = p * } , we shall only assume polynomial bounds on the tails of the distributions of Si') for every j E { 1, .
+ . , k} and certain exponential bounds on the left tails of the distributions of Si') for j E L. Specifically, we assume the following:
represents Al) There exist y > 0 and 0
,EL A2) There exists c > 0 such that . Var(X2)) = 0 ( m 2 ) . analogs. Let X t ( j ) = t-lStJ). P Take 0 < S < l / k and
At stage n + 1, if n + 1 = j(mod k) with 1 5 j 5 k, we take an observation from X, only if
and sample from XJn, otherwise, where
and A, will be specified in Theorem 1 below. This sampling rule will be denoted by q5*. The effect of condition (2.1) is to assure that the apparently-inferior arms are chosen often enough to eventually detect whether they are actually the best. To prove (2.3), first apply Al) to conclude that
t2.y-1 log n By (2.2), A2) and recalling that A 2 max{c,y-l, 1) 
Combining the above bounds yields (2.3). To prove ii), note that (2.3) still holds, since A, > max{ 1: y-l, c) for all large n; moreover, (2.6) still holds. We replace (2.4) by t = l = O(A, log n ) for any j $? L and y 2 pj which can be proved by replacing A log n in (2.5) by A, log n.
The rest of the proof is again similar to that of Theorem 3-i) of [4]. 0
III. GENERALIZATION TO THE CASE OF INEWITELY MANY A R M S
We now expand the setting of Section II by supposing that there are countably infinitely many stochastic sequences Xj such that the pLJ have a finite maximum ,U*, with L := {j: pJ = p * ) # 8 and p* > supjILpj. Assumptions Al)-A3) in Section I1 have been stated in a form that can be adapted without any change, other than the substitution of "sup" for "ma," in the present case of infinitely many bandit processes.
Let I C, be a sequence of positive integers such that IC, 2 k n -l . ICn + 00 but IC, = 0(na) as n --+ 00, for every a > 0. (3.1)
Making use of (3.4)-(3.6), we can modify the proof of Lemma 1 and Theorem 34) of Lai and Robbins [4] to complete the proof. 0
Suppose that supj lpfI < 30. Then Cj<kn(p* -p j ) = 0 (k,). Therefore by Theorem 2, if we choose k, = O ( 6 ) and A, = O(an/kn) in the rule 6, then 6 has regret R, =
O ( a , logn).
Define X o ( j ) = 0 and -gt(j) = t-'SP) for t 2 1. At stage 
where L3 is a a-field of subsets of X. Let r ( X t , U,) represent
I -

XT,, ( 3 % ) (.in)
the one-step reward at time t. For a stationary control law n = m a x { X~~(~) ( j ) :
1 5 j 5 IC, and Tn(j) 2 -}.
The sampling rule, which will be denoted by 6, is a natural we have
in place of (2.3) and (2.6). Recall that 0 < 77 < p* -supjcL p j in Al). Instead of (2.4) we now use ( n / 2 k n < t < n n g: X -, U, we shall use Pg to denote the transition probability function { P g ( Z ) ( z , B ) : z E X , B E B } of the controlled Markov chain under the control law g and P i to denote the conditional probability measure of this chain starting at state z. Let 9 be a countable (possibly infinite) set of stationary control laws such that n exists for every g E 9 and z E X, &d there is a maximum value A* of Xg over 9. For a control rule #J that chooses adaptively some stationary control law in 9 to use at every state, its regret is defined by Rn,z = C(X* -Xg)EeTn(g) SEG where T,(g) is the number of times that the control rule q5 uses the stationary control law g up to stage n and E, denotes expectation under the probability measure P, of the controlled Markov chain starting at z and using control rule 4. Similar to the sequential strategy of bandits in Section 11, #J chooses a control law #Jn E 9 at epoch n on the basis of the history of controlloutcome pairs (#Jt,Xt), t < n. But a bothersome difference is that for controlled Markov chains, Xt is not governed by the Markov state from the last time the same control as $t was called, but rather by the immediately preceding state X t -l , regardless of whether or not 4, = &I.
Thus the observed performance of the law +t is skewed by starting from a "transient condition" every time the stationary control is switched.
We shall let z-denote the negative part of a real number z , i.e., z-= IzI if z < 0 and z-= 0 otherwise. We shall also denote the largest integer I z by [z] .
is not empty and that A' > supgeL A, and the following: a s n -+ 0 0 ,
(Xt))})] < 00 for some 6 > 0.
Condition C1) requires that the convergence in (4.1) holds uniformly in z E X and g E 8. The combination of C1) and C2) is related to Condition A3) in the bandit theory of Section II; see Remark 1. Likewise the combination of C1) and C3) is related to Conditions Al) and A2) and gives exponential bounds for the left tails of the distribution of r(X,,g(XI)) under Pg; moreover, as in Al) and A2),
we only require C3) to hold for g E L (the set of best controls).
Let S = (91, g2, . .}. Our learning strategy is based on the following modification of the procedure in Section III:
Instead of switching between stationary control laws from one stage to another, we shall adhere to the same g for a consecutive block of stages, with the block size growing with n. This is needed because in the controlled Markov process, when the control law g is changed, the transition probability function Pg is also changed. Accordingly we adopt the following scheme. Take 
B. Nodenumerable Set of Stationary Control Laws
We now generalize the preceding construction to the case where the set 9 of stationary control laws need not be countable, as considered by Yakowitz et al. [9] , who* took Q to be a metric space with the Borel a-field and used, instead of regret, the following criterion of "learning loss" R:,e,z 
recalling that n, N ca. By also choosing A, suitably in our procedure, learning loss (4.6) can be shown to have the order a,(logn)', where a,, -+ 00 arbitrarily slowly. This is the content of the following theomm, whose proof is given in Section VI.
Theorem4: Let a, be any nondecreasing sequence of positive numbers such that a n 4 00 and QZn = O(Q,) n 4 00. Suppose that in the above adaptive control rule we choose k, and An such that (3.1) holds, k,/logn -+ 00, A, -+ 00 and A,, k,, = O(a, logn) . Then the learning loss (4.6) satisfies RE.,,, = O(a,(logn)2) for every z E X.
V. COMPUTATIONAL EXPERIMENTATION
FOR CONTROL OF A QUEUE
A. Related Developmmts
The realm of controlled queues and networks is an obvious and vital application area for the developments in Section IV. A number of authors (e.g., [9] , [18]- [22] ) have considered the problem of adaptively adjusting a service rate parameter, call it U, on the basis of observed system times of customers and service costs. In Fig. 1 , we illustrate the structure of the problem. Of the citations above, all but [9] are concerned with inferring the gradient of peafonnance with respect to the control parameter and then improving performance by making stochastic approximation (SA) steps in the gradient direction. Specifically, these works do not seek controls dependent on queue size, and because of the stochastic approximation approach, smoothness and convexity assumptions are needed. Moreover, additional assumptions such as full knowledge of the change in cost of an observed state trajectory with change in parameter are found in papers establishing convergence (e.g., [18] , [19] ). Some such explicit modeling assumption is needed to apply the perturbation analysis approach to derivative estimation (e.g., [23] ). Whereas convergence rates have not been offered for the SA-based methods, a.s. convergence has been demonstrated. By the methods of Section IV, we now have the means to consider search over the space of decision functions mapping system occupancy into service rate. Such decision functions would allow service to be economical if the demand is light and to become increasingly intense as queue length grows. In Fig. 2 , we illustrate the distinction with earlier works in showing buffer size as an input to the learning mechanism. We acknowledge that in principle, the SA technique can be applied in the feedback setting, provided the space of decision functions is itself suitably parameterized, and (with the exception of [9]) the resulting cost expectations are convex and sufficiently smooth. We also note that Conditions C 1 >c3) exclude M/M/l/m queueing problems, which are, in some cases, accessible to the perturbgtion approach.
B. The Experimental Setup
In the tradition of the citations above and other adaptive queueing studies in the literature, the object of experimentation here is the M/M/l queue with finite buffer, with this structure being chosen because of the ease of finding analytic expressions for expectations. Following Suri and Leung [22] , the arrival rate is taken to be X = 0.01, and an interval U of service rates U is presumed specified. The cost for the Lth item serviced is (5.1) J(k,v) = cost for kth job = Sys, + CZ x u2 x s k in effect during that service time, with CZ being a parameter of the problem. This is essentially the cost structure in [22] , with the difference being that the service expense is proportional to the square of the service rate whereas [22] postulates the cost to be linear. Since our rates are adjustable, the linear cost, multiplied by the expected time of service, turns out to be a constant in U, making service cost independent of rate. (In the setting of Fig. 1 , the cost structure of [22] does make sense because there is a charge during idle time. In the framework of Fig. 2 , the server may be shut off if the system is empty.)
Our algorithm allows that the decision maker need not initially know the arrival rate law, or how costs depend on service time, or even how the parameter being adjusted is related to service time. One desires a strategy to minimize the average job cost. The citations above concentrated on adaptively constructing a sequence ut which, with increasing decision time t, converges to a service rate U* under which E"[J( 1, U)] is minimal, the expectation being taken with respect to the invariant law determined by the service rate U. The aim of our experimentation will be to adaptively choose decision functions gt(.) from a space of functions Q mapping the number z of jobs in the system into service rates U, so that the average control costs converge, with increasing decision time, to the optimal performance level the expectation being with respect to the invariant law induced by the decision function g E 9.
C. Implementation of the k a m i n g Algorithm
With respect to the construct in Section N , for the queueing application, take X to be an initial segment of the nonnegative integers and interpret 2 E X as the number of jobs in the system. If the system is full, further k v a l s are rejected.
Control set U is the set of possible service rates, presumed here to be a bounded interval. The one-step risk function r ( z , U ) , the negative of the reward in Section IV, is
where S(U) is the (random) service time under control U. The reader will confirm that this risk is the average cost of each job: In terms of (5.1), Eg[r(X,g(X) 
By insisting that U be bounded and bounded away from zero and that the state space be finite, simple birth/death process considerations and the finite range of r ( . ) readily imply that Conditions Cl)-c3) hold. Thus in principle, application of the theory and method of Section IV amounts only to the selection of the algorithm parameters. The objective of the case studies below is to fill in these details and to empirically explore the potential of our learning plan.
Case Study I: This is purposely a very simple decision setup, with the simplicity being so that one can readily calculate what the optimal decision function and associated expected cost are. Thus the number of jobs allowed into the system was limited to four, and we took the interval 0.21 where Sysk is the time spent in the queueing system by the Lth job, s k is the service time for that job, and U is the service rate the control set U and chose the space 6 of decision functions to be {g(z)} with g(0) = 0, g(1) = 0.01, g(4) = 0.2, and g(2).9(3) E (lW4,0.2), g(2) < g(3). As prescribed in random; g2(2) and g,(3) are taken to be the minimum and maximum, respectively, of the set of pairs {Ut(l), U,(2)} the elements of which are uniformly selected from U, the selection being independent for each i, and independent in The set of bandit arms (decision functions chosen) is augmented only at "big-block" times nl, so k, and A, are not defined at other times. The reader will be able to confirm that the hypotheses of Section IV-B are satisfied by the simple bounded queueing decision model and the learning algorithm with parameters as in (5.4). We have chosen the M/M/l/K queueing problem to be able to compute theoretical risks E g [ r ( X , g ( X ) ) ] conveniently by numerical matrix analysis. Having done so, by a simple application of mathematical programming, we established that the best operating point is approximately (g(l), g(2), 9(3),9(4)) = (0.0L0.018,0.019,04 the expected cost being about 3.15, for each job.
In Fig. 3 , we show on-line running average cost-per-job curves (l/n Cy=l J ( X ( t ) , t ) ) , on different time scales, for a single learning session. Also the panels depict the expected costs of the best bandit arm located at the indicated time, i.e., min Eg' J( 1. gi ( X ) ) .
{i:ns.Ln}
(This curve is, of course, a decreasing step function. The slope in the 200-job curve in the top panel is a consequence of plotting routine interpolation.) By these curves, one sees the balancing of the two forms of error: i) the performance of the best arm thus far gathered falling short of the optimal performance and ii) the increased cost over even that arm because perhaps it has not yet been detected as being the best, and/or because the rule (4.2) calls for the forced sampling of even worse arms.
In Fig. 4 , we have exhibited the results of three additional queue learning sessions. Ow experience is that these curves are somewhat typical of performance on this small problem. There are four or five improvements in the expected cost of the best arm located at different times during a session, and after a few thousand jobs, the best arrn performances and the overall average costs are not far from the ideal, which is approximately 3. WJob.
Case Study 2: We enlarge the preceding queue decision problem to an occupancy of up to 11 levels, i.e., X = {0,1, ... 
No. of J o b Completed
Average and best-arm costs for the five-state controlled queue. Fig. 3. random from 0 by setting g(0) = 0, g( 1) and g( 10) to be the lower and upper endpoints of U, and taking g(j), j = 2,. .. ,9, to be the ordered sample of eight uniform observations from the sample space U. The scaling of the service cost was increased to CZ = 40000 to force a trade-off between service rate and queue length that caused longer queues to be cost effective, thus making the search for optimality more challenging. The authors did not attack the somewhat formidable task of finding the true optimum of €he resulting problem, which involves finding the minimum of an eightvariable constrained nonlinear function. Fig. 5 shows the running average cost per job and expected performance of the best arm sampled during three consecutive learning sessions which use the same algorithm as employed for the first case study. Toward assuring the reader that there is some regularity in learning performances for this queue control problem, in Table I we have listed the expected costs at the best arm and average performances of an additional 10 successive learning replications, after 130000 jobs. = ' U t ( j ) and since t 5 ~~ ( h~, (~) ) 5 t + 4 0 -2, the rest of the proof is similar to that of Theorem 2. Note that (6.7) is somewhat stronger than A2), and using it instead of A2) gives the following sharper bound than (3.5) This sharper result is needed here because at a stage n when g j is used, with n 5 ni+1 and ~~( n ) = T, the decision to use g j may be based on a dest perfomd at several stages before n since our rule involves testing only at the beginning of each block of stages. Note that the sizes of these blocks are dominated by half of the total number ~~( h~~( j ) ) of times gJ is used, for sufficiently large t, which explains the range T / 2 5 t 5 T in the event in (6.11). Moreover, if 0 Proof of Theorem 4: Since G = 91, g2, . .} is a random set that is &-measurable and since { Sf'), But ( j ) , t 2 1) is still a martingale, (6.7x6.9) remain valid if we replace P, there 
VII. CONCLUSION
The first three sections of this work are devoted to extending and improving upon known results about nonparametric, nonBayesian bandit theory for i.i.d. observat;ans to situations in which observables depend on the past history of the same bandit arm. They provide the sharpest results and under the weakest assumptions to date on nonparametric bandit theory. The bandit problems considered can use observations of processes having complex dynamics of unknown structure.
Under conditions we have offered, convergence at given rates is assured, even in the presence of noise which is dependent on controls and history. The learning methodology side-steps the need to model the process.
The study of nonparametric bandit theory provides the background for another task of real interest (Section IV): learning for controlled Markov decision processes. The methods here had precursors in [7] (for finite state processes) and 191 (which did not explicitly recognize that the search could be over a function space). The rates of negret convergence established in the present work are equal or close to what is achievable even in the most restrictive i.i.d. cases. Simple Computational illustrations were offered which indicate that learning decision functions (of buffer size) for controlled queues is possible. To our knowledge, reports of such a computational study have not appeared before. The bandit theory approach to learning is almost a black-box method in that it is entirely data-driven; subsequent inputs are determined entirely on the history of input-output pairs, with the inputs being decision functions and the outputs being performance values, exclusively. By way of practical use of leaming, we foresee designers using uate control policies before putting them on-line for process [18] E. K. P. Chong and P. J. Ramadge, "Optimization of queues using an infinitesimal perturbation analysis-based stochastic algorithm with 1993.
traditional methods and available statistics to develop and evalgeneral update times," J. Confr. optim., vol. 31,  control. Once operation begins, learning methods such as those related here can be employed to fine-tune the performance as the database grows by choosing the control policy which is most appropriate for the situation.
The authors hope that the methodology and theoretical tools offered here may be useful as an altemative to the betterknown stochastic approximation (SA)-perturbation analysis (PA) avenue. There one relies on smoothness and convexity assumptions for expected cost as a function of parameters. Moreover, those methods proven to be convergent are based on PA estimation of derivatives, and PA, in turn, requires very explicit modeling assumptions.
