Introduction
Applied researchers often confront the twin problems of covariate measurement error and endogeneity of the covariate even in the absence of measurement error. The typical solution to covariate measurement error is instrumental variable (IV) estimation. The typical solution to endogeneity (of an accurately measured covariate) is also IV estimation. This, then, begs the question: if a researcher must resort to IV estimation even in the absence of measurement error, is there a gain to improving covariate measurement?
This is an important question for applied researchers as significant effort is often devoted to improving covariate measurement even though the covariate is (presumed) endogenous even in the absence of measurement error. For example, when assessing the impact of environmental regulatory stringency on outcomes such as firm productivity, firm location, and trade flows, considerable effort is allocated to measuring stringency (Levinson, 2001; Brunel and Levinson, 2013; Sauter, 2014) . However, stringency is likely to be correlated with unobservables influencing such outcomes, rendering Ordinary Least Squares (OLS) biased even in the absence of measurement error (Millimet and Roy, forthcoming) . Similarly, in the returns to education literature, effort is often devoted to circumventing measurement error in self-reported schooling through the use of administrative or transcript data (e.g. Battistin et al., 2014) . Again, though, schooling is presumed endogenous even in the absence of measurement error due to omitted innate ability. Other examples abound, from constructing national or subnational indices of employment protection legislation or measures of corruption to firm-level measures of capital stock to individual-level attributes such as permanent income or total consumption.
Here, it is shown that the finite sample bias of the Two-Stage Least Squares (TSLS) estimator may be exacerbated by improvement in covariate measurement. Moreover, the sensitivity of the bias to the degree of measurement error -in an absolute senseis greater when the instruments are weak (another problem often confronted in practice). In sum, researchers using small samples should be cognizant of the potential harm, or at least the possible lack of gain, created by improving the accuracy of covariates that are endogenous even in the absence of measurement error. One should avoid interpreting this result as a rationale for ignoring covariate accuracy. Instead, this points to a more productive use of researcher effort: measurement of strong instruments.
Bias

Preliminaries
Consider the following data generating process (DGP)
where y is a N × 1 vector of a dependent variable, x * is (for simplicity) a N × 1 vector of a correctly measured independent variable, x is a N × 1 vector of the observed independent variable, β is a scalar parameter of interest, z is a N×L matrix of instrumental variables (L ≥ 1), π is a L × 1 vector of parameters, and ε, υ, and η are N × 1 vectors of mean zero error terms.
1 The covariance matrix of the errors, Σ, is given by
In addition, assume that υ is classical measurement error such that
The model in (1)-(3) can be written more compactly as
where  ε ≡ ε − βυ and  η ≡ η + υ. Because (4) and (5) comprise a typical system of equations, all the well known results from the literature on OLS and TSLS continue to hold. Specifically, from Hahn and Hausman (2002) and Bun and Windmeijer (2011) , the bias of the OLS estimator of β from a regression of y on x is approximately
Nagar (1959) and Bun and Windmeijer (2011) provide two different approximations of the bias of the TSLS estimator of β using z to instrument for x. These are given by
respectively, where µ is the concentration parameter (Basmann, 1963) given by
1 Utilizing the Frisch-Waugh-Lovell Theorem, other exogenous covariates can be thought of as having been partialled out. Future research might consider multiple endogenous variables, although it seems unlikely that meaningful conclusions could be obtained under general correlation structures for the structural and measurement errors. Moreover, many empirical applications are assumed to contain at most one endogenous regressor. Table 1 Simulation details.
The Nagar approximation requires µ → ∞ as N → ∞, while the Bun and Windmeijer approximation requires that max{µ, L} → ∞ as N → ∞.
Utilizing the following approximations
where ϕ is the reliability ratio, we can rewrite the three bias approximations in terms of the reliability ratio and the concentration parameter as
where
Note, each bias expression in (9)-(11) contains two terms. The first term in each vanishes in the absence of measurement error (ϕ → 1). The second term in each converges to the usual finite sample bias of OLS or TSLS when a correctly measured covariate is endogenous.
Covariate accuracy
Of interest here is the effect of reducing the (classical) measurement error in x on the properties of OLS and TSLS when σ εη ̸ = 0. Altering the reliability ratio impacts both terms in each bias expression in (9)-(11). Moreover, a change in the reliability ratio need not impact the two terms in the same direction.
To illustrate the change in bias, Figs. 1-4 plot the Nagar bias and Bun-Windmeijer bias (in absolute value) from (10) and (11), respectively, for selected parameter values. The simulation details are given in Table 1 .
L is set to three such that the expectation exists. The variance of ε is chosen such that the population R is the population analog of the first-stage F -statistic (Bound et al., 1995; Stock et al., 2002) . Four salient points are illustrated. First, as seen in Figs. 1 and 2 , the bias may be zero in the presence of measurement error. This 
Table 2
Simulation details.
The bias cannot be zero in the absence of measurement error if x * is endogenous (σ εη ̸ = 0). Second, the derivative of the bias (in absolute value) with respect to the reliability ratio may be positive or negative even within a given DGP. Moreover, with the parameter values used here, the derivative is more likely to be positive as the degree of endogeneity increases (ρ εη → 1). Third, the bias is more sensitive to the reliability ratio -in an absolute sense -when the instruments are weak. Finally, as seen in Figs. 3 and 4 , the bias declines monotonically with the reliability ratio when the measurement error bias and endogeneity bias move in the same direction, sgn(β) ̸ = sgn(σ εη ).
As a final illustration of how an improvement in the reliability ratio may adversely impact the TSLS estimator, consider a simulation based on the data in Angrist and Krueger (1991) . 2 The simulation details are given in Table 2 .
All of the values in Table 2 come from the data used in Column 8 of Table IV in Angrist and Krueger (1991) with the exception of the assumption that the true value of β is 0.10. Figs. 5a-5c plot the Nagar and Bun-Windmeijer bias approximations as the reliability ratio varies from 0.8 to one setting ρ εη = {0.1, 0.25, 0.5}, reflecting the assumed positive ability bias. Note, a rule-of-thumb is that the reliability ratio of self-reported schooling is around 0.9 (Ashenfelter and Krueger, 1994) . Interestingly, the bias is increasing in the reliability ratio when the reliability ratio is above 0.85 in all three plots. For example, even with the large sample size, the Bun-Windmeijer approximation to the bias increases by about 0.01 (or ten percent of the true value of β) as the reliability ratio improves from 0.9 to one when ρ εη = 0.25. In contrast, improving the strength of the instruments such that µ/L increases from 0.79 to 7.9 reduces the Bun-Windmeijer approximation to the bias by more than 0.01 when ρ εη = 0.25.
Discussion
Researchers often devote significant effort to improving covariate accuracy even when such covariates are (presumed) endogenous -thereby requiring IV estimation -in the absence of measurement error. Is this effort productive? In terms of finite sample bias, the answer is ambiguous. Several (plausible) illustrations reveal that the finite sample bias of TSLS can increase as covariate accuracy is improved. Moreover, the dependence between the finite sample bias and covariate accuracy is more pronounced when the instruments become weak.
Although noteworthy, one should not recommend researchers ignore potential improvements in covariate measurement. However, it does suggest that researchers' efforts are better focused on discovering and measuring strong instruments, rather than improving the measurement of covariates that are endogenous even in the absence of measurement error. Moreover, although measurement error in the instruments is not explicitly considered here, if the instruments are weak due to being imperfect proxies for strong instruments, then reducing measurement error in the instruments is very worthwhile.
While this note has focused on finite sample bias, inference and the asymptotic properties of estimators are also relevant assuming υ is classical measurement error. Consequently, if z is an invalid instrument, such that ρ zε ̸ = 0, then the asymptotic bias created by this failure is independent of σ
