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Abstract
The main goal of the work is to study averaging principle for two time-scales stochastic evolution
equations driven by Le´vy process. The solution of reduced equation with modified coefficient is derived
to approximate the slow component of original equation under suitable conditions. It is shown that the
slow component can strongly converge to the solution of corresponding reduced equation in Lp(p > 2)
strong convergence sense. Our key and novelty is how to cope with the changes caused by Le´vy process
and higher order moments.
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1. Introduction
Many complex systems in practical science and engineering can be described as singularly perturbed
systems with separated two time-scales driven by random perturbations, for example, chemical reaction
dynamics [1, 2], electronic circuits [3, 4]and laser systems[5, 6]. In most of cases, people are only
interested in investigating the time evolution of the slow component, but it cannot be done directly,
unless we solve the full two time-scales equations. Although the computer is now very advanced, it
cannot deal with such a disparity of scales. Averaging method can reduce computational load. In
view of this, the averaging principle which is an effective tool to analyze the two time-scales dynamical
systems with random perturbations turns into more and more important and popular to be applied to
reduce the dimension of the original systems.10
The theory of stochastic averaging principle has a long and rich history. Let us mention a few
of them. In 1968, Khasminskii[12] firstly proved the averaging principle of stochastic differential
equations (SDEs) driven by Brownian noise. Since then, the averaging principle has been an active
research field on which there is a great deal of literature. It is worthy quoting the work by Freidlin
and Wentzell[13] who provide a mathematically rigorous overview of fundamental stochastic averaging
method. After that, Golec and Ladde[20],Veretennikov[14], Xu and co-workers [15, 17, 16, 30, 38]
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proposed the averaging principle to stochastic dynamical systems in the sense of mean-square which
implies the convergence in probability. Furthermore, L2 (also called mean-square) -strong averaging
principle for several types of slow-fast stochastic dynamical systems driven by Brownian noise has
been investigated by Freidlin [13],Golec [40],Wang [24], Fu and co-workers[32, 25, 23]. Givon [21] and20
Liu[22] established an averaging principle for two time-scale jump-diffusion process in the sense of
mean-square. Quite recently, L2-strong averaging principle for slow-fast stochastic partial differential
equations with Poisson random measures was established by Xu and Miao[31].
As a matter of fact, in some circumstances, Le´vy type perturbations can capture some large moves
and unpredictable event in such diverse areas as mathematics finance, statistical physics and life
science[33, 27, 26, 10, 9], while purely Brownian type perturbations can not do it. It is well known
that SEEs with Le´vy type perturbations may be more appropriate to model a great amount of complex
systems. Stochastic evolution equations (SEEs) which are widely used to describe many interesting
phenomena in physics, biology, chemistry, economics, finance and others [29, 10, 11, 33, 36, 37, 18,
34, 46] and up to now, many scholars have extensively investigated the existence and uniqueness for30
solutions of SEEs driven by Le´vy type perturbations. For example, Albeverio et al[41] investigated
the existence and uniqueness of mild solutions to stochastic heat equation driven by Poisson jumps.
Hausenblas[26, 42] and Knoche [43]and Mandrekar and Rudiger [44] considered the existence and
uniqueness of mild solutions to SEEs of jump type. A series of useful theories and methods have
been presented to explore SEEs with Le´vy type perturbations [10, 33, 27], among them, the averaging
method has been an important and useful tool to reduce SEEs driven by Le´vy type perturbations. Up to
now, the work on averaging principle mainly discussed L2-strong convergence for two time-scale jump-
diffusion process which does not imply Lp(p > 2)-strong convergence in general. Generally, people
need to estimate the higher order moments which possesses a good robustness and can be applied in
computations in statistic, finance and other aspects. However, to the best of authors’ knowledge, the40
averaging principle for two time-scales SEEs with Le´vy process has not been considered in Lp(p > 2)-
strong convergence sense. It is drastically different because of the appearance of the jump.
Therefore, based on above discussions, we will make an attempt to establish an averaging principle
for two time-scales SEEs driven by Le´vy process in Lp(p > 2)-strong convergence mean. In this paper,
our key and novelty is how to cope with the changes caused by Le´vy process and higher order moments.
The paper is organized as follows. In Section 2, we present some notation and the formulation of the
problem. Next, we give the mild solutions to SEEs with Le´vy process and some suitable hypothesises
on the coefficients. In Section 4, the main result, Theorem 1, is stated. We derive the stochastic
averaging principle for two time-scales SEEs driven by Le´vy process.
2
2. Preliminaries50
In this section, we introduce notations, definitions and preliminary results which we require to
establish Lp(p > 2)-strong convergence in stochastic averaging principle for two time-scales SEEs
driven by Le´vy process.
Let H be a separable Hilbert spaces with the norm ‖ · ‖ and the inner product 〈·, ·〉H, such that
V ⊂ H ⊂ V ∗
where V is a dense subspace of H and the injections are continuous. V ∗ is the dual space of V . We
denote by 〈·, ·〉 the dual pairs between V and V ∗ [45].
Assume that {St}t≥0 is an analytic semigroup with its generator A : V −→ V ∗. Suppose that
0 ∈ ρ(A), where ρ(A) is the resolvent set of A, then it is possible to define the fractional power (−A)α,
for 0 < α ≤ 1 as a closed linear operator on its domain D(−A)α. It is well known that there exist
M ≥ 1 and λ ∈ R such that ‖St‖ ≤ Meλt, for each t ≥ 0. For the theory of strongly continuous60
semigroup, we refer to the work of Pazy[8].
Furthermore, the subspace D(−A)α is dense in H, and the expression
‖Λ‖α = ‖(−A)αΛ‖,Λ ∈ D(−A)α,
defines a norm in D(−A)α [36, 37, 39]. If ‖Λ‖α represents the space D(−A)α endowed with the norm
‖ · ‖α, then through Theorem 6.13 in [8], for 0 < α ≤ 1, 0 < t ≤ T , there exists Cα > 0,the following
properties
‖(−A)αSt‖ ≤ Cαt−α,
are well known.
Definition 1.[27] Let L(t) be a stochastic process defined on a probability space (Ω,F, P ), if
(i) L(0) = 0 (a.s.),
(ii) L(t) has independent and stationary increments,
(iii) L(t) is stochastically continuous, i.e. for all τ > 0 and for all s ≥ 0,70
lim
t→s
P (|L(t)− L(s)| > τ) = 0,
then L(t) is a Le´vy process.
3
The distribution of a Le´vy process is characterized by its characteristic function, which is given by
the Le´vy-Khintchine formula: If L(t) is a Le´vy process, then its characteristic function φL(θ˜) is given
by
φL(θ˜) := exp(̺iθ˜ − 1
2
σ2θ˜2 +
∫
R\0
(eiθ˜z − 1− iθ˜zIz<1)v(dz)),
where ̺ ∈ R, σ ≥ 0, I is the indicator function. v is a non-negative Borel measure defined on
(R,B(R)),which satisfies
∫
R\0
(|z|2 ∧ 1)v(dz) <∞.
This measure v is the so-called Le´vy jump measure of the Le´vy process L(t), and (̺, σ2, v) is defined
as the generating triplet of Le´vy process.
It is known to all that a Le´vy process is completely determined by the Le´vy-Khintchine formula
[27, 28] and the Le´vy process L(t) in R has the following Le´vy-Itoˆ decomposition formula: [27, 30, 19]80
L(t) = b1t+W (t) +
∫
|z|<c
zN˜(t, dz) +
∫
|z|≥c
zN(t, dz),
where b1 = E(L(1) −
∫
|z|≥c zN(1, dz)), W (t) is a Brownian motion on R, N(t, dz) is Poisson random
measure on R+ × (R\0) and N˜(t, dz) is the compensated Poisson random measure for L(t),
N˜(dt, dz) := N(dt, dz)− v(dz)dt,
where c is a constant with c ∈ [0,∞).
3. Two Time-scales SEEs with Le´vy Process
In this artical, our aim is to study Lp(p > 2)-strong convergence in the averaging principle uniformly
in time for two time-scales SEEs driven by Le´vy process under globally Lipschitz condition, which
implies the convergence in probability.
Firstly, we will introduce the two time-scales SEEs driven by Le´vy process described in the form:


dXǫt = [AX
ǫ
t + a(X
ǫ
t , Y
ǫ
t )]dt+ b(X
ǫ
t )dL1(t),
dY ǫt =
1
ǫ [AY
ǫ
t + a
′(Xǫt , Y
ǫ
t )]dt+ b
′(Xǫt , Y
ǫ
t )dL
ǫ
2(t),
(1)
with initial conditions Xǫ0 = X0, Y
ǫ
0 = Y0, t ∈ [0, T ], T < +∞. a, b, a′, b′ are all real-valued measurable
functions. L1(t), L
ǫ
2(t) are mutually independent Le´vy process. The parameter ǫ(ǫ ≪ 1) represents90
4
the ratio between the natural time scales of the Xǫt and Y
ǫ
t variables. X
ǫ
t is called ”slow component”
of the above system, and Y ǫt is called the ”fast component” of above system.
Then, using the Le´vy-Itoˆ decomposition, we can rewrite (1) as following:


dXǫt = [AX
ǫ
t + f1(X
ǫ
t , Y
ǫ
t )]dt+ b(X
ǫ
t )dW
1
t +
∫
|z|<c b(X
ǫ
t , )zN˜1(dt, dz)
+
∫
|z|≥c b(X
ǫ
t )zN1(dt, dz),
dY ǫt =
1
ǫ [AY
ǫ
t + f
′
1(X
ǫ
t , Y
ǫ
t )]dt+
1√
ǫ
b′(Xǫt , Y
ǫ
t )dW
2
t +
∫
|z|<c b
′(Xǫt , Y
ǫ
t )zN˜
ǫ
2(dt, dz)
+
∫
|z|≥c b
′(Xǫt , Y
ǫ
t )zN
ǫ
2(dt, dz),
where f1 = b1b+ a, f
′
1 = b
′
1b
′ + a′.
Hence, we can rewrite the above equation as the following more general form:


dXǫt = [AX
ǫ
t + f(X
ǫ
t , Y
ǫ
t )]dt+ g(X
ǫ
t )dW
1
t +
∫
|z|<c h(X
ǫ
t , z)N˜1(dt, dz)
+
∫
|z|≥c h˜(X
ǫ
t , z)N1(dt, dz),
dY ǫt =
1
ǫ [AY
ǫ
t + F (X
ǫ
t , Y
ǫ
t )]dt+
1√
ǫ
G(Xǫt , Y
ǫ
t )dW
2
t +
∫
|z|<cH(X
ǫ
t , Y
ǫ
t , z)N˜
ǫ
2(dt, dz)
+
∫
|z|≥c H˜(X
ǫ
t , Y
ǫ
t , z)N
ǫ
2(dt, dz).
(2)
The parameter c ∈ [0,∞) allows us to specify what we mean by ”large” and ”small” jumps in special
applications. The term in (2) involving large jumps is controlled by h˜, H˜ respectively, which can be
neglected through the technique of interlacing [27, 28], and it makes sense to focus on the study of
an equation driven by continuous noise interspersed with small jumps. N˜1(dt, dz) := N1(dt, dz) −
v(dz)dt, N˜ ǫ2(dt, dz) := N2(dt, dz) − 1ǫ v(dz)dt are compensated Poisson random measure. For more100
detailed description, we refer to [33].
3.1. Mild solutions of SEEs with Le´vy process
Considering the two time-scales SEEs with Le´vy process (neglecting large jumps part)as:


dXǫt = [AX
ǫ
t + f(X
ǫ
t , Y
ǫ
t )]dt+ g(X
ǫ
t )dW
1
t +
∫
|z|<c h(X
ǫ
t , z)N˜1(dt, dz)
dY ǫt =
1
ǫ [AY
ǫ
t + F (X
ǫ
t , Y
ǫ
t )]dt+
1√
ǫ
G(Xǫt , Y
ǫ
t )dW
2
t
+
∫
|z|<cH(X
ǫ
t , Y
ǫ
t , z)N˜
ǫ
2(dt, dz),
(3)
where A is the infinitesimal generator of a strongly continuous semigroup St, t ≥ 0, which is introduced
in Section 2 on H, ǫ is a small positive parameter . W 1t ,W 2t , N˜1(dt, dz) and N˜ ǫ2(dt, dz) are mutually
independent Brownian motion and compensated Poisson random measure. The drift coefficients and
diffusion coefficients (f, g, h, F,G,H) of (3) are all real-valued measurable functions. The proof for the
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ergodicity of the fast equation with frozen slow component can be found in [31].
We now introduce some definitions of solutions of (3) and discuss the existence and uniqueness
results. If the semigroup generated by A is denoted by St, t ≥ 0, then the mild solutions Xǫt , Y ǫt of (3)110
are given by


Xǫt = X0St +
∫ t
0 St−sf(X
ǫ
s, Y
ǫ
s )ds+
∫ t
0 St−sg(X
ǫ
s)dW
1
s
+
∫ t
0
∫
|z|<c St−sh(X
ǫ
s, z)N˜1(ds, dz),
Y ǫt = Y0S
ǫ
t +
1
ǫ
∫ t
0
Sǫt−sF (X
ǫ
s , Y
ǫ
s )ds+
1√
ǫ
∫ t
0
Sǫt−sG(X
ǫ
s, Y
ǫ
s )dW
1
s
+
∫ t
0
∫
|z|<c S
ǫ
t−sH(X
ǫ
s, Y
ǫ
s , z)N˜
ǫ
2(ds, dz),
(4)
where Sǫt denotes the semigroup generated by differential operator
A
ǫ .
Moreover, according to Itoˆ formula[34, 33, 35], for t ∈ [0, T ], the following energy identities hold:
‖Xǫt ‖2p = ‖X0‖2p + 2p
∫ t
0
‖Xǫs‖2p−2〈AXǫs , Xǫs〉ds+ 2p
∫ t
0
‖Xǫs‖2p−2〈f(Xǫs , Y ǫs ), Xǫs〉Hds
+ 2p
∫ t
0
‖Xǫs‖2p−2〈g(Xǫs), Xǫs〉HdW 1s + p(2p− 1)
∫ t
0
‖Xǫs‖2p−2‖g(Xǫs)‖2ds
+
∫ t
0
∫
|z|<c
[‖Xǫs + h(Xǫs, z)‖2p − ‖Xǫs‖2p]N˜1(ds, dz)
+
∫ t
0
∫
|z|<c
[‖Xǫs + h(Xǫs, z)‖2p − ‖Xǫs‖2p]v(dz)ds
− 2p
∫ t
0
∫
|z|<c
‖Xǫs‖2p−2〈h(Xǫs , z), Xǫs〉Hv(dz)ds,
(5)
and
‖Y ǫt ‖2p = ‖Y0‖2p +
2p
ǫ
∫ t
0
‖Y ǫs ‖2p−2〈AY ǫs , Y ǫs 〉ds+
2p
ǫ
∫ t
0
‖Y ǫs ‖2p−2〈F (Xǫs, Y ǫs ), Y ǫs 〉Hds
+
2p√
ǫ
∫ t
0
‖Y ǫs ‖2p−2〈G(Xǫs , Y ǫs ), Y ǫs 〉HdW 2s +
p(2p− 1)
ǫ
∫ t
0
‖Y ǫs ‖2p−2‖G(Xǫs, Y ǫs ‖2ds
+
∫ t
0
∫
|z|<c
[‖Y ǫs +H(Xǫs, Y ǫs , z)‖2p − ‖Y ǫs ‖2p]N˜ ǫ2(ds, dz)
+
1
ǫ
∫ t
0
∫
|z|<c
[‖Y ǫs +H(Xǫs, Y ǫs , z)‖2p − ‖Y ǫs ‖2p]v(dz)ds
− 2p
ǫ
∫ t
0
∫
|z|<c
‖Y ǫs ‖2p−2〈H(Xǫs, Y ǫs , z), Y ǫs 〉Hv(dz)ds,
(6)
where 〈Ax, x〉 = Ax · x denotes the action of Ax ∈ V ∗ on x ∈ V .
Convention. The letter C below with or without subscripts will denote positive constants whose
value may change in different occasions. We will write the dependence of constants on parameters
6
explicitly if it is essential.
3.2. Hypothesises for the Coefficients of Two Time-scales SEEs
Here, we need to give some dissipative conditions [31, 25] to ensure the ergodicity for the fast motion120
(Hypothesis 1 and Hypothesis 4) and Lipschitz condition, growth condition to ensure the existence
and uniqueness for (3) (Hypothesis 1-3).
Hypothesis 1.[31, 25]There exist constants β1, β2 > 0 and β3, β4 ∈ R, which are independent of
(x1, y1, y2), such that
〈Ax1, x1〉 ≤ −β1‖x1‖2,
y1 · F (x1, y1) ≤ −β2‖y1‖2 + β3,
[F (x1, y1)− F (x1, y2)](y1 − y2) ≤ β4‖y1 − y2‖2,
for all x1, y1, y2 ∈ R.
Hypothesis 2. The drift and diffusion coefficients of (3) are globally Lipschitz continuous in x, y, i.e.,
∀x1, x2, y1, y2 ∈ R, there exist two positive constants C1, C2,
‖f(x1, y1)− f(x2, y2)‖2 + ‖g(x1)− g(x2)‖2 + ‖F (x1, y1)− F (x2, y2)‖2
+ ‖G(x1, y1)−G(x2, y2)‖2 +
∫
|z|<c
‖h(x1, z)− h(x2, z)‖2v(dz)
≤ C1(‖x1 − x2‖2 + ‖y1 − y2‖2),
and
∫
|z|<c
‖H(x1, y1, z)−H(x2, y2, z)‖qv(dz) ≤ C2(‖x1 − x2‖q + ‖y1 − y2‖q), q ≥ 2.
Hypothesis 3. f is globally bounded and the drift and diffusion coefficients of (3) satisfy the linear
growth conditions, there exist three positive constants C3 such that for all x1, y1130
‖f(x1, y1)‖2 + ‖g(x1)‖2 + ‖F (x1, y1)‖2 + ‖G(x1, y1)‖2 ≤ C3(1 + ‖x1‖2 + ‖y1‖2),∫
|z|<c
‖h(x1, z)‖qvdz ≤ C4(1 + ‖x1‖q), q ≥ 2,
and
∫
|z|<c
‖H(x1, y1, z)‖qvdz ≤ C5(‖x1‖q + ‖y1‖q), q ≥ 2.
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It is easy to known that, in our setting Hypothesises 1-3, (3) has unique mild solutions[29, 33].
Hypothesis 4.[31] κ = 2β1 + 2β2 −C3 −C5 > 0, η = 2β1 − 2β4 −C1 −C2 > 0, where β1 is the decay
rate of A, β4 is the right monotonicity coefficient of F , C1, C2 are the growth rate of nonlinear term
G and H .
Remark 1. Hypothesis 4 is a strong dissipative condition, it is very important to prove the ergodicity
for the fast motion. The detailed proofs have been given by Xu and Miao [31].
4. Averaging Principle for Two Time-scales SEEs with Le´vy Process
In this section, we first prove three key lemmas and then present the main result (Theorem 1) of
the paper. Now, we construct a random process Y xyt , x ∈ R, y ∈ R, which is defined by the following140
SEEs:
dY
xy
t = [AY
xy
t + F (x, Y
xy
t )]dt+G(x, Y
xy
t )dW
2
t +
∫
|z|<c
H(x, Y xyt , z)N˜2(dt, dz),
Y
xy
0 = y0,
(7)
where F (x, Y xyt ), G(x, Y
xy
t ) and H(x, Y
xy
t ) are defined as the same as in (3).
Lemma 1. We assume that Hypothesises 1-4 hold, then there exists a constant C such that
E‖f(x, Y xyt )ds− f¯(x)‖2 ≤ Ce−ηt(1 + ‖x‖2 + ‖y‖2),
where η = 2β1 − 2β4 − C1 − C2 > 0, f¯(x) satisfies the globally Lipschitz condition (Hypothesises
2-3)and
f¯(x) =
∫
H
f(x, y)µx(dy), x ∈ H,
where µx denotes the unique invariant measure for (7). Refer to Theorem 4.4 in Xu’s work [31] to
obtain the proof.
Lemma 2. Let Hypothesises 1-4 be satisfied. For any T > 0 there exists a positive constant Cp,T > 0
such that for any ǫ ∈ (0, 1),
E sup
0≤t≤T
‖Xǫt ‖2p ≤ Cp,T .
Proof:150
For ‖Xǫt ‖2p, by energy identities (5), we have
8
‖Xǫt ‖2p = ‖X0‖2p + 2p
∫ t
0
‖Xǫs‖2p−2〈AXǫs , Xǫs〉ds+ 2p
∫ t
0
‖Xǫs‖2p−2〈f(Xǫs , Y ǫs ), Xǫs〉Hds
+ 2p
∫ t
0
‖Xǫs‖2p−2〈g(Xǫs), Xǫs〉HdW 1s + p(2p− 1)
∫ t
0
‖Xǫs‖2p−2‖g(Xǫs)‖2ds
+
∫ t
0
∫
|z|<c
[‖Xǫs + h(Xǫs, z)‖2p − ‖Xǫs‖2p]N˜1(ds, dz)
+
∫ t
0
∫
|z|<c
[‖Xǫs + h(Xǫs, z)‖2p − ‖Xǫs‖2p]v(dz)ds
− 2p
∫ t
0
∫
|z|<c
‖Xǫs‖2p−2〈h(Xǫs , z), Xǫs〉Hv(dz)ds
= ‖X0‖2p +
7∑
i=1
Πit.
By Hypothesis 1 and Hypothesis 3, Young’s inequality, then
‖X0‖2p +Π1t +Π2t +Π4t ≤ ‖X0‖2p − 2β1p
∫ t
0
‖Xǫs‖2pds+ Cp
∫ t
0
‖Xǫs‖2pds
≤ C + Cp
∫ t
0
‖Xǫs‖2pds.
For Π6t ,Π
7
t , according to Binomial theorem, we calculate the coefficients in the expansion of (a+ b)
2p,
(a+ b)2p =C2p0 a
2p + C2p1 a
2p−1b+ C2p2 a
2p−2b2
+ · · ·+ C2p2p−2a2b2p−2 + C2p2p−1ab2p−1 + C2p2p b2p,
(8)
where C2pk =
(2p)!
(2p−k)!k! , k = 0, 1, 2 · · · 2p.
So, by Hypothesis 3 and Young’s inequality,
Π6t +Π
7
t =
∫ t
0
∫
|z|<c
[‖Xǫs + h(Xǫs, z)‖2p − ‖Xǫs‖2p]v(dz)ds
− 2p
∫ t
0
∫
|z|<c
‖Xǫs‖2p−2〈h(Xǫs , z), Xǫs〉Hv(dz)ds
=
2p−2∑
i=2
C
2p
i
∫ t
0
∫
|z|<c
‖Xǫs‖2p−i‖h(Xǫs, z)‖iv(dz)ds
≤ Cp
∫ t
0
‖Xǫs‖2pds+ C.
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Then, one can reach
E sup
0≤s≤t
‖Xǫt ‖2p ≤ C + Cp
∫ t
0
E sup
0≤r≤s
‖Xǫr‖2pds+ E sup
0≤s≤t
Π3s + E sup
0≤s≤t
Π5s.
Then, by Young’s inequality and B-D-G inequality, we find
E sup
0≤s≤t
Π5s ≤ CE{
∫ t
0
∫
|z|<c
[‖Xǫs + h(Xǫs, z)‖2p − ‖Xǫs‖2p]2v(dz)ds}
1
2
≤ CE{
∫ t
0
∫
|z|<c
[
2p∑
i=1
C
2p
i ‖Xǫs‖2p−i‖h(Xǫs, z)‖i]2v(dz)ds}
1
2
≤ CE{
2p∑
i=1
∫ t
0
∫
|z|<c
‖Xǫs‖4p−2i‖h(Xǫs, z)‖2iv(dz)ds}
1
2
≤ CE{
∫ t
0
‖Xǫs‖4pds}
1
2 + C.
Next, it is easy to get that
E sup
0≤s≤t
Π3s ≤ CE{
∫ t
0
‖Xǫs‖4pds}
1
2 + C.
Therefore,
E sup
0≤s≤t
‖Xǫs‖2p ≤ C + Cp
∫ t
0
E sup
0≤r≤s
‖Xǫr‖2pds+ CE{
∫ t
0
‖Xǫs‖4pds}
1
2
≤ C + Cp
∫ t
0
E sup
0≤r≤s
‖Xǫr‖2pds+ CE{ sup
0≤s≤t
‖Xǫs‖2p
∫ t
0
‖Xǫs‖2pds}
1
2
≤ C + Cp
∫ t
0
E sup
0≤r≤s
‖Xǫr‖2pds+
1
2
E sup
0≤s≤t
‖Xǫs‖2p + C
∫ t
0
E‖Xǫs‖2pds
≤ CeCpT .
This is all of the proof of Lemma 2. 160
Lemma 3. Let Hypothesises 1-4 be satisfied. For any T > 0 there exists a positive constant
Cp,T,β1,β2,β3 > 0 such that for any ǫ ∈ (0, 1),
sup
0≤t≤T
E‖Y ǫt ‖2p ≤ Cp,T,β1,β2,β3 .
Proof:
Due to energy identity (6), we find that
10
E‖Y ǫt ‖2p = ‖Y0‖2p +
2p
ǫ
E
∫ t
0
‖Y ǫs ‖2p−2〈AY ǫs , Y ǫs 〉ds+
2p
ǫ
E
∫ t
0
‖Y ǫs ‖2p−2〈F (Xǫs , Y ǫs ), Y ǫs 〉Hds
+
p(2p− 1)
ǫ
E
∫ t
0
‖Y ǫs ‖2p−2‖G(Xǫs, Y ǫs ‖2ds
+
1
ǫ
E
∫ t
0
∫
|z|<c
[‖Y ǫs +H(Xǫs , Y ǫs , z)‖2p − ‖Y ǫs ‖2p]v(dz)ds
− 2p
ǫ
E
∫ t
0
∫
|z|<c
‖Y ǫs ‖2p−2〈H(Xǫs, Y ǫs , z), Y ǫs 〉Hv(dz)ds = ‖Y0‖2p +
5∑
i=1
Ξit.
In view of Hypothesis 1 and Hypothesis 3, yields that
〈AY ǫs , Y ǫs 〉 ≤ −β1‖Y ǫs ‖2,
〈F (Xǫs, Y ǫs ), Y ǫs 〉H ≤ −β2‖Y ǫs ‖2 + β3,
‖G(Xǫs, Y ǫs ‖2 ≤ C3(1 + ‖Y ǫs ‖2 + ‖Xǫs‖2)
(9)
Thus, by Young’s inequality and (9),
‖Y0‖2p +
3∑
i=1
Ξit ≤ ‖Y0‖2p +
2p(−β1 − β2)
ǫ
E
∫ t
0
‖Y ǫs ‖2pds+
2pβ3
ǫ
E
∫ t
0
‖Y ǫs ‖2p−2ds
+
p(2p− 1)
ǫ
C3E
∫ t
0
‖Y ǫs ‖2p−2(1 + ‖Y ǫs ‖2 + ‖Xǫs‖2)ds
≤ ‖Y0‖2p + Cp,β1,β2,β3
ǫ
E
∫ t
0
‖Y ǫs ‖2pds+
C′p
ǫ
E
∫ t
0
‖Xǫs‖2pds+
C′p
ǫ
.
By Binomial theorem (8), Young’s inequality and Hypothesis 3, we have
Ξ4t + Ξ
5
t ≤
1
ǫ
2p∑
i=2
C
2p
i E
∫ t
0
∫
|z|<c
‖Y ǫs ‖2p−i‖H(Xǫs, Y ǫs , z)‖iv(dz)ds
≤ 1
ǫ
C5
2p−2∑
i=2
C
2p
i E
∫ t
0
‖Y ǫs ‖2p−i(1 + ‖Xǫs‖i + ‖Y ǫs ‖i)ds
≤ Cp
ǫ
E
∫ t
0
‖Y ǫs ‖2pds+
C′p
ǫ
E
∫ t
0
‖Xǫs‖2pds+
C′p
ǫ
.
With the help of Gronwall’s inequality(see reference [32],p74), yields
E‖Y ǫs ‖2p ≤ ‖Y0‖2p +
Cp,β1,β2,β3
ǫ
E
∫ t
0
‖Y ǫs ‖2pds+
C′p
ǫ
t
≤ ‖Y0‖2pe
Cp,β1,β2,β3
ǫ
T + C′p(e
Cp,β1,β2,β3
ǫ
T − 1)
≤ Cp,T,β1,β2,β3 .
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This is all of the proof of Lemma 3. 
Theorem 1. Let Hypothesises 1-4 be satisfied. X¯t denotes the stochastic process in R determined by170
the SEEs:
dX¯t = [AX¯t + f¯(X¯t)]dt+ g(X¯t)dW
1
t +
∫
|z|<c
h(X¯t, z)N˜1(dt, dz). (10)
Then, for T > 0, p > 1, we have
E sup
0≤t≤T
‖Xǫt − X¯t‖2p → 0, (11)
as ǫ→ 0.
Proof: In order to prove the above Theorem 1, we divide the course of the proof in three steps. In
Step 1, ‖Xǫt − Xˆǫt ‖2p will be estimated, then we prove the other estimate ‖Xˆǫt − X¯ǫt ‖2p in Step 2. At
last, through Step 1 and Step 2, the Theorem 1 will be obtained.
Step 1:
We consider a partition of [0, T ] into intervals of the same length ∆(∆ < 1), then, for t ∈ [k∆, (k+
1)∆], k = 0, 1, ...⌊ T∆⌋, construct auxiliary processes Yˆ ǫt and Xˆǫt , by means of the relations,
Yˆ ǫt = Y
ǫ
k∆ +
1
ǫ
∫ t
k∆
[AYˆ ǫs + F (X
ǫ
k∆, Yˆ
ǫ
s )]ds+
1√
ǫ
∫ t
k∆
G(Xǫk∆, Yˆ
ǫ
s )dW
2
s
+
∫ t
k∆
∫
|z|<c
H(Xǫk∆, Yˆ
ǫ
s , z)N˜
ǫ
2(ds, dz),
(12)
and180
Xˆǫt = X0 +
∫ t
0
AXǫsds+
∫ t
0
f(Xǫ[s/∆]∆, Yˆ
ǫ
s )ds+
∫ t
0
g(Xǫs)dW
1
s
+
∫ t
0
∫
|z|<c
h(Xǫs , z)N˜1(ds, dz), t ∈ [0, T ].
(13)
To proceed, by the mild solution Xǫt of (3), we make the following estimation
‖Xǫt −Xǫk∆‖2p ≤ 42p−1‖Xǫk∆(St−k∆ − I)‖2p + 42p−1‖
∫ t
k∆
St−sf(Xǫs, Y
ǫ
s )ds‖2p
+ 42p−1‖
∫ t
k∆
St−sg(Xǫs)dW
1
s ‖2p
+ 42p−1‖
∫ t
k∆
∫
|z|<c
St−sh(Xǫs, z)N˜1(ds, dz)‖2p,
= I1 + I2 + I3 + I4,
(14)
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where I denotes the identity operator.
Firstly, since f is globally bounded, then, by Ho¨lder’s inequality and Hypothesis 2, detailed com-
putation leads to
EI2 = 4
2p−1‖
∫ t
k∆
St−sf(Xǫs, Y
ǫ
s )ds‖2p
≤ C‖t− k∆‖2p−1
∫ t
k∆
‖f(Xǫs, Y ǫs )‖2pds
≤ C‖t− k∆‖2p.
(15)
Secondly, through B-D-G inequality,Ho¨lder’s inequality and Lemma 2, it follows that
EI3 = 4
2p−1E[
∫ t
k∆
‖St−sg(Xǫs)‖2ds]p
≤ C‖t− k∆‖p−1E
∫ t
k∆
‖g(Xǫs)‖2pds
≤ C‖t− k∆‖p−1
∫ t
k∆
(1 + E‖Xǫs‖2p)ds
≤ C‖t− k∆‖p,
(16)
and
EI4 ≤ CE
∫ t
k∆
∫
|z|<c
‖St−sh(Xǫs, z)‖2pv(dz)ds
+ CE{
∫ t
k∆
∫
|z|<c
‖St−sh(Xǫs , z)‖2v(dz)ds}p
≤ CE
∫ t
k∆
[1 + ‖Xǫs‖2p]ds ≤ C‖t− k∆‖.
(17)
At last, we will estimate the first term I1 of (14). To proceed, we define three functions and
establish a key lemma.
Define
Υǫt : =
∫ t
0
St−sf(Xǫs, Y
ǫ
s )ds,
Φǫt : =
∫ t
0
St−sg(Xǫs)dW
1
s ,
Ψǫt : =
∫ t
0
∫
|z|<c
St−sh(Xǫs , z)N˜1(ds, dz).
Since, the semigroup {St}t≥0 is analytic, the trajectories of Υǫt,Φǫt ,Ψǫt are Ho¨lder continuous-valued,190
with some θ ∈ (0, 1). We will give some estimations on the slow component Xǫt as a process-valued in
13
D((−A)α) with α ∈ (0, 14p ∧ p−14p ), p > 1.
Lemma 4. For any t ∈ [0, T ], and α ∈ (0, 14p ∧ p−14p ), p > 1, there exists a constant Cα,p,T such that
E‖Xǫt ‖2pα ≤ Cα,p,T .
Proof:
The estimations of Υǫt,Φ
ǫ
t can be obtained by [32]. Here, we give the proof of third term Ψ
ǫ
t . For
the third term, by factorization formula, we have
Ψǫt = Cα
∫ t
0
(t− s)α−1St−sU ǫα(s)ds,
with
U ǫα(s) =
∫ s
0
∫
|z|<c
(s− r)−αSs−rh(Xǫr , z)N˜1(dr, dz).
Note that, for any α ∈ (0, 14p ∧ p−14p ), we have
‖Ψǫt‖2pα ≤ Cα{
∫ t
0
(t− s)α−1‖U ǫα(s)‖αds}2p
≤ Cα sup
0≤s≤t
‖U ǫα(s)‖2pα {
∫ t
0
(t− s)α−1ds}2p
≤ Cα,p,T sup
0≤s≤t
‖U ǫα(s)‖2pα .
Next, note that for any t > 0, the operate (−A)αSt is bounded and its operator norm ‖(−A)αSt‖ ≤
Mαt
−α[8]. Then, by B-D-G inequality[27], Ho¨lder inequality and Lemma 2,200
E‖Ψǫt‖2pα ≤ Cα,p,TE[ sup
0≤s≤t
‖
∫ s
0
∫
|z|<c
(s− r)−α(−A)αSs−rh(Xǫr , z)N˜1(dr, dz)‖2p]
≤ Cα,p,TE[
∫ t
0
∫
|z|<c
(s− r)−4pα‖h(Xǫr, z)‖2pv(dz)dr]
+ Cα,p,TE[
∫ t
0
∫
|z|<c
(s− r)−4α‖h(Xǫr , z)‖2v(dz)dr]p
≤ Cα,p,TE[
∫ t
0
∫
|z|<c
(s− r)−4pα‖h(Xǫr, z)‖2pv(dz)dr]
+ Cα,p,T [
∫ t
0
(s− r) 4pα1−p dr]p−1E
∫ t
0
[
∫
|z|<c
‖h(Xǫr , z)‖2v(dz)]pdr
≤ Cα,p,T
∫ T
0
E[1 + ‖Xǫr‖2p]dr
≤ Cα,p,T ,
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holds. Then, by ‖StX0‖2pα ≤ ‖X0‖2pα , we have E‖Xǫt‖2pα ≤ Cα,p,T .
This is all of the proof of Lemma 4. 
To proceed, we give the estimation of I1, due to[8], there exists a constant Cα > 0 such that for all
x ∈ D((−A)α),
I1 = ‖Xǫk∆(St−k∆ − I)‖ ≤ Cα‖t− k∆‖α‖Xǫk∆‖α,
and then, according to Lemma 4, we deduce
EI1 = 4
2p−1‖Xǫk∆(St−k∆ − I)‖2p ≤ 42p−1Cα‖t− k∆‖2pαE‖Xǫk∆‖2pα
≤ Cα,p,T ‖t− k∆‖2pα.
(18)
It then follows from (15),(16),(17),(18) that
E‖Xǫt −Xǫk∆‖2p ≤ Cα,p,T ‖t− k∆‖2pα + Cα,p,T ‖t− k∆‖
≤ Cα,p,T ‖t− k∆‖2pα ≤ Cα,p,T∆2pα.
(19)
Note that the result also holds for p = 1[31],
E‖Xǫt −Xǫk∆‖2 ≤ Cα,p,T∆2α. (20)
Next, it follows from definitions of Y ǫt (3) and Yˆ
ǫ
t (12), by energy identities (6),for t ∈ [k∆, (k +
1)∆],E‖Y ǫt − Yˆ ǫt ‖2p will be estimated.
E‖Y ǫt − Yˆ ǫt ‖2p
=
2p
ǫ
E
∫ t
k∆
‖Y ǫs − Yˆ ǫs ‖2p−2〈AY ǫs − AYˆ ǫs , Y ǫs − Yˆ ǫs 〉ds
+
2p
ǫ
E
∫ t
k∆
‖Y ǫs − Yˆ ǫs ‖2p−2〈F (Xǫs , Y ǫs )− F (Xǫk∆, Yˆ ǫs ), Y ǫs − Yˆ ǫs 〉Hds
+
p(2p− 1)
ǫ
E
∫ t
k∆
‖Y ǫs − Yˆ ǫs ‖2p−2‖G(Xǫs , Yˆ ǫs )−G(Xǫk∆, Y ǫs )‖2ds
+
1
ǫ
E
∫ t
k∆
∫
|z|<c
[‖(Y ǫs − Yˆ ǫs ) + (H(Xǫs, Y ǫs , z)−H(Xǫk∆, Yˆ ǫs , z))‖2p − ‖Y ǫs − Yˆ ǫs ‖2p]v(dz)ds
− 2p
ǫ
E
∫ t
k∆
∫
|z|<c
‖Y ǫs − Yˆ ǫs ‖2p−2〈H(Xǫs , Y ǫs , z)−H(Xǫk∆, Yˆ ǫs , z)), Y ǫs − Yˆ ǫs 〉Hv(dz)ds
= J1 + J2 + J3 + J4 + J5.
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Firstly, from Hypothesises (1-4) and Yong’s inequality, it is easy to get210
J1 + J2 + J3 ≤ C
ǫ
E
∫ t
k∆
(‖Xǫs −Xǫk∆‖2p + ‖Y ǫs − Yˆ ǫs ‖2p)ds
≤ C
ǫ
E
∫ t
k∆
‖Y ǫs − Yˆ ǫs ‖2pds+
Cα,p,T∆
2pα+1
ǫ
.
Then, by equality (8), we have
J4 + J5 =
2p∑
i=2
C
2p
i E
∫ t
k∆
∫
|z|<c
‖Y ǫs − Yˆ ǫs ‖2p−i‖H(Xǫs, Y ǫs , z)−H(Xǫk∆, Yˆ ǫs , z)‖iv(dz)ds
≤ C
ǫ
2p∑
i=2
E
∫ t
k∆
‖Y ǫs − Yˆ ǫs ‖2p−i(‖Xǫs −Xǫk∆‖i + ‖Y ǫs − Yˆ ǫs ‖i)ds
≤ C
ǫ
E
∫ t
k∆
‖Y ǫs − Yˆ ǫs ‖2pds+
Cα,p,T∆
2pα+1
ǫ
.
Therefore, for t ∈ [k∆, (k + 1)∆], we obtain
E‖Y ǫt − Yˆ ǫt ‖2p ≤
C
ǫ
E
∫ t
k∆
‖Y ǫs − Yˆ ǫs ‖2pds+
Cα,p,T∆
2pα+1
ǫ
≤ Cα,p,T∆
2pα+1
ǫ
e
C
ǫ
∆.
(21)
To proceed, we give another key lemma to complete the proof of Step 1.
Lemma 5. For any t ∈ [0, T ], and α ∈ (0, 14p ∧ p−14p ), we have
E sup
0≤t≤T
‖Xǫt − Xˆǫt ‖2p ≤ Cα,p,T (
∆2pα+1
ǫ
e
C
ǫ
∆ +∆2pα)eCpT .
Proof:
We begin with
‖Xǫt − Xˆǫt ‖2p = 2p
∫ t
0
‖Xǫs − Xˆǫs‖2p−2〈AXǫs − AXˆǫs, Xǫs − Xˆǫs〉ds
+ 2p
∫ t
0
‖Xǫs − Xˆǫs‖2p−2〈f(Xǫs, Y ǫs )− f(Xǫ[s/∆]∆, Yˆ ǫs ), Xǫs − Xˆǫs〉Hds.
Thanks to Lemma 5 and (21), for any t ∈ [0, T ], we get
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E sup
0≤s≤t
‖Xǫt − Xˆǫt ‖2p ≤ Cp
∫ t
0
E sup
0≤r≤s
‖Xǫr − Xˆǫr‖2pds+ Cp
∫ t
0
E sup
0≤r≤s
‖Xǫr −Xǫ[r/∆]∆‖2pds
+ Cp
∫ t
0
E sup
0≤r≤s
‖Y ǫr − Yˆ ǫr ‖2pds
≤ Cα,p,T∆
2pα+1
ǫ
e
C
ǫ
∆ + Cα,p,T∆
2pα + Cp
∫ t
0
E sup
0≤r≤s
‖Xǫr − Xˆǫr‖2pds
≤ Cα,p,T (∆
2pα+1
ǫ
e
C
ǫ
∆ +∆2pα)eCpT .
This is all of the proof of Lemma 5. 
Step 2:
In this step, we will estimate E sup0≤t≤T ‖Xˆǫt − X¯ǫt ‖2p. It follows from the definitions of X¯t and220
Xˆǫt that
Xˆǫt − X¯ǫt =
∫ t
0
St−s[f(Xǫk∆, Yˆ
ǫ
s )− f¯(Xǫt )]ds
+
∫ t
0
St−s[f¯(Xǫs)− f¯(Xˆǫt )]ds+
∫ t
0
St−s[f¯(Xˆǫt )− f¯(X¯ǫt )]ds
+
∫ t
0
St−s[g(Xǫs)− g(Xˆǫs)]dW 1s +
∫ t
0
St−s[g(Xˆǫs)− g(X¯ǫs)]dW 1s
+
∫ t
0
∫
|z|<c
St−s[h(Xǫs , z)− h(Xˆǫs, z)]N˜1(ds, dz)
+
∫ t
0
∫
|z|<c
St−s[h(Xˆǫs , z)− h(X¯ǫs, z)]N˜1(ds, dz)
=
7∑
i=1
Oi(t).
Using Ho¨lder’s inequality, contractive property of semigroup St, B-D-G inequality, the globally Lips-
chitz continuity of f¯ , we obtain
E(
∑
i=2,4,6
sup
0≤t≤T
‖Oi(t)‖2p) ≤ CTE sup
0≤t≤T
∫ t
0
‖Xǫs − Xˆǫt ‖2pds
≤ Cα,p,T (∆
2pα+1
ǫ
e
C
ǫ
∆ +∆2pα)eCpT .
(22)
Similarly, it is also easy to derive that the estimate for any u ∈ [0, T ]
E(
∑
i=3,5,7
sup
0≤t≤u
‖Oi(t)‖2p) ≤ CT
∫ u
0
E sup
0≤r≤s
‖Xˆǫr − X¯ǫr‖2pds. (23)
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Next, to deal with the first term, by the boundedness of the function f, f¯ , this yields
E( sup
0≤t≤T
‖O1(t)‖2p) ≤ E sup
0≤t≤T
‖
∫ t
0
St−s[f(Xǫ[s/∆]∆, Yˆ
ǫ
s )− f¯(Xǫs)]ds‖2p
≤ CTE sup
0≤t≤T
‖
∫ t
0
St−s[f(Xǫ[s/∆]∆, Yˆ
ǫ
s )− f¯(Xǫs)]ds‖2.
(24)
To deal with E(sup0≤t≤T ‖O1(t)‖2) with t ∈ [k∆, (k + 1)∆), we can write
O1(t) =
k−1∑
k=0
∫ (k+1)∆
k∆
St−s[f(Xǫk∆, Yˆ
ǫ
s )− f¯(Xǫk∆)]ds
+
k−1∑
k=0
∫ (k+1)∆
k∆
St−s[f¯(Xǫk∆)− f¯(Xǫs)]ds
+
∫ t
k∆
St−s[f(Xǫk∆, Yˆ
ǫ
s )− f¯(Xǫs)]ds :=
3∑
i=1
O1i(t).
Due to (20), it follows that
E‖ sup
0≤t≤T
O12(t)‖2 = E sup
0≤t≤T
‖
k−1∑
k=0
∫ (k+1)∆
k∆
St−s[f¯(Xǫk∆)− f¯(Xǫs)]ds‖2
≤ CT
∫ T
0
E‖Xǫs −Xǫk∆‖2ds
≤ Cα,T∆2α,
(25)
and by Lemma 1, we have
E‖ sup
0≤t≤T
O13(t)‖2 = E sup
0≤t≤T
‖
∫ t
k∆
St−s[f(Xǫk∆, Yˆ
ǫ
s )− f¯(Xǫs)]ds|2
≤ CT
∫ t
k∆
E(1 + ‖Xǫk∆‖2 + ‖Yˆ ǫs ‖2 + ‖Xǫs‖2)
≤ CT∆.
(26)
Next, by a time shift transformation, we note that it follows from the definition of Yˆ ǫs that for
s ∈ [0, T ], the process Yˆ ǫk∆+s coincides in distribution with the process, Y X
ǫ
k∆Y
ǫ
k∆
s
ǫ
defined by (7). Since230
it is similar to the result in [31], so we omit the proof here and we only have to choose the Brownian
motion W 1t and Poisson random measure N˜
1
t in (3) independent of X
ǫ
k∆, Y
ǫ
k∆.
According to Lemma 4.1 in [31] and Eq.(4.10) in [25], we obtain the following lemma,
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Lemma 6. Suppose that Hypothesises 1-4 hold. Then there is a constant C > 0 such that have
E‖
∫ ∆
ǫ
0
S∆−ǫs[f(Xǫk∆, Yˆ
ǫ
s+k∆)− f¯(Xǫk∆)]ds‖2 ≤ C
∆
ǫ
,
where C is independent of (∆, ǫ).
To proceed, as for O11(t), we have
E sup
0≤t≤T
‖O11(t)‖2 = E sup
0≤t≤T
‖
k−1∑
k=0
St−(k+1)∆
∫ (k+1)∆
k∆
S(k+1)∆−s[f(Xǫk∆, Yˆ
ǫ
s )− f¯(Xǫk∆)]ds‖2
≤ kC
k−1∑
k=0
E‖
∫ (k+1)∆
k∆
S(k+1)∆−s[f(X
ǫ
k∆, Yˆ
ǫ
s )− f¯(Xǫk∆)]ds‖2
≤ k2C max
0≤k≤⌊ T
∆
⌋−1
E‖
∫ (k+1)∆
k∆
S(k+1)∆−s[f(Xǫk∆, Yˆ
ǫ
s )− f¯(Xǫk∆)]ds‖2
≤ ⌊T
∆
⌋2ǫ2C max
0≤k≤⌊ T
∆
⌋−1
E‖
∫ ∆
ǫ
0
S∆−ǫs[f(Xǫk∆, Yˆ
ǫ
sǫ+k∆)− f¯(Xǫk∆)]ds‖2,
then, by Lemma 6, we have
E sup
0≤t≤T
‖O11(t)‖2 ≤ CT ǫ
∆
. (27)
Using the above estimation (25),(26),(27), one can obtain
E( sup
0≤t≤T
‖O1(t)‖2p) ≤ C∆+ Cα,T∆2α + CT ǫ
∆
≤ Cα,T∆2α + CT ǫ
∆
.
(28)
In terms of above discussion, from (22),(23),(28) and through Gronwall’s inequality, it is easy to have
E sup
0≤t≤u
‖Xˆǫt − X¯ǫt ‖2p ≤ Cα,T∆2α + CT
ǫ
∆
+ Cα,p,T (
∆2pα+1
ǫ
e
C
ǫ
∆ +∆2pα)eCpT
+ CT
∫ u
0
E sup
0≤r≤s
‖Xˆǫr − X¯ǫr‖2pdr
≤ [Cα,T∆2α + CT ǫ
∆
+ Cα,p,T (
∆2pα+1
ǫ
e
C
ǫ
∆ +∆2pα)eCpT ]eCp,T .
Step3 :240
In terms of the conclusions of Step 1 and Step 2, we have
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E sup
0≤t≤T
∥∥Xεt − X¯t∥∥2 = E sup
0≤t≤T
∥∥∥Xεt − Xˆεt + Xˆεt − X¯t
∥∥∥2p
≤ 22p−1E sup
0≤t≤T
∥∥∥Xεt − Xˆεt
∥∥∥2p + 22p−1E sup
0≤t≤T
∥∥∥Xˆεt − X¯t
∥∥∥2p
≤ [Cα,T∆2α + CT ǫ
∆
+ Cα,p,T (
∆2pα+1
ǫ
e
C
ǫ
∆ +∆2pα)eCpT ]eCp,T
+ Cα,p,T (
∆2pα+1
ǫ
e
C
ǫ
∆ +∆2pα)eCpT
≤ Cα,p,T [∆2α +∆2pα + ǫ
∆
+
∆2pα+1
ǫ
e
C
ǫ
∆].
For t ∈ [0, T ], selecting ∆ = ǫ 2√− ln ǫ, we obtain
E sup
0≤t≤T
‖Xˆǫt − X¯ǫt ‖2p → 0,
as ǫ→ 0, t ∈ [0, T ].
This is all the proof of Theorem 1. 
Remark 2.The rate of convergence scale like 2
√− ln ǫ is determined as a byproduct.
Remark 3. To compare with the work of Xu and Miao [31] that L2-strong averaging principle for
slow-fast SPDEs with Poisson random measures was established, in this paper, we cope with high
order moments which possesses a good robustness and can be applied in computations in statistic,
finance and other aspects.
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