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Abstract
We formulate and prove a defect theorem for bi-in$nite words. Let X be a $nite set of words
over a $nite alphabet. If a nonperiodic bi-in$nite word w has two X -factorizations, then the
combinatorial rank of X is at most card(X )−1, i.e., there exists a set F such that X ⊆ F+ with
card(F)¡ card(X ). Moreover, in the case when the combinatorial rank of X equals card(X ),
the number of periodic bi-in$nite words which have two di7erent X -factorizations is $nite.
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1. Introduction
The defect theorem is one of the fundamental results on words, cf. [7, 1]. Intuitively,
it states that if n words satisfy a nontrivial relation, then these words can be expressed
as products of at most n − 1 words. Actually, as discussed in [3], for example, there
does not exist just one defect theorem but several depending on restrictions imposed
on the required n− 1 words.
It is also well-known that the nontrivial relation above can be replaced by a weaker
condition, namely by the nontrivial one-way in$nite relation, cf. [4] or [2]. The goal
of this note is to look for defect theorems for bi-in$nite words. In a strict sense, such
results do not exist: the set X = {ab; ba} of words satis$es a bi-in$nite nontrivial
relation since (ab)Z=(ba)Z, but there exists no word % such that X ⊆ %+. However,
we are going to prove one result which can be viewed as defect theorems for bi-in$nite
words.
In terms of factorizations of words the defect theorem can be stated as follows: Let
X ⊆
+ be a $nite set of words. If there exists a word w∈
+ having two di7erent
X -factorizations, then the rank of X is at most card(X ) − 1. Here, the rank of X
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can be de$ned in di7erent ways, cf. again [3]. For example, it can be de$ned as
a combinatorial rank rc(X ) denoting the smallest number k such that X ⊆Y+ with
card(Y )= k.
To describe our results let w be a bi-in$nite word, i.e., an element of 
Z, and X
a $nite subset of 
+. We say that w has an X -factorization if w∈X Z, and that w
has two di7erent X -factorizations, if it has two X -factorizations such that they do not
match at least in one point of w. We are going to prove the following result:
If a nonperiodic bi-in$nite word w has two di7erent X -factorizations, then the
combinatorial rank rc(X ) of X is at most card(X ) − 1. Moreover, if rc(X )= card
(X ), then the number of bi-in$nite words with two di7erent X -factorizations is $nite.
We want to emphasize that a restriction to nonperiodic words is necessary, as shown by
the example of X = {ab; ba}, and even more that this theorem requires to consider the
combinatorial rank. This seems to be the $rst result where the defect e7ect is realized
only by the combinatorial rank, and not by the other types of ranks, cf. [3].
Our paper is organized as follows.
In Section 2 we $x our terminology and present the auxiliary results needed for our
proofs. In Section 3 we prove our defect theorem for bi-in$nite words. The last section
contains conclusions and open problems. A preliminary version of the result of this
paper appeared in [5].
2. Preliminaries
In this section, we $x our terminology and recall a few lemmas on combinatorics
of words needed for the proofs of our results. For unde$ned notions we refer to [7]
or [3].
Let 
 be a $nite alphabet and X a $nite subset of 
+. The sets of all $nite, in$nite
and bi-in$nite words over 
 are denoted by 
∗; 
N and 
Z, respectively. Hence,
formally a bi-in$nite word is a mapping fw :Z→
, usually written as
w = : : : a−1a0a1 : : : with ai = fw(i):
An X -factorization of w is any sequence of words from X yielding w as their products.
Formally, an X-factorization of w∈
Z is a mapping F :Z→X ×Z such that for each
k ∈Z if F(k)= (; i) and F(k + 1)= (; j), then aiai+1 : : : aj−1 = , i.e., the position i
is a starting position of the factor  in w. We say that two X -factorizations F1 and F2
of a bi-in$nite word are:
• di0erent, whenever there is a k0 ∈Z such that for each k ∈Z; F1(k0) 	=F2(k),
• disjoint, whenever the starting positions of all factors in F1 are distinct from those
in F2,
• shift-equivalent, if there is a k0 such that whenever F1(k)= (; i) and F2(k0 +
k)= (; j), then = .
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Example 1. Let X = {a; bab; baab}. The word (baa)Z has two di7erent X -factorizations,
namely the ones depicted as
They are clearly shift-equivalent. On the other hand, the word
w = : : : bababaabaab · · · = N(ba)b(aab)N
also has two di7erent X -factorizations, which, however, are not shift-equivalent
Clearly, in both of the above cases the two factorizations are disjoint.
We de$ne the combinatorial rank of X ⊆
+ by the formula
rc(X ) = min{card(Y ) |X ⊆ Y+}:
For the sake of completeness we remind that
rc(X )6 rf (X )6 card(X );
where rf (X ) denotes the free rank (or simply the rank) of X de$ned as the cardinality
of the base of the smallest free semigroup containing X , cf. [3].
Example 1 (continued). Clearly, rc(X )= 2, since X ⊆{a; b}+, but for no word % the
inclusion X ⊆ %+ holds. On the other hand, since X is a code we conclude that
rf (X )= 3.
Example 2. Let X = {ab; bc; ca}. Then we have rc(X )= rf (X )= 3= card(X ). Note also
that the bi-in$nite word (abc)Z has two disjoint, but shift-equivalent, X -factorizations:
In order to formulate one crucial lemma, we need some terminology. We associate
a $nite set X ⊆
+ with a graph GX =(VX ; EX ), called the dependency graph of X ,
as follows: the set VX of vertices of GX equals X , and the set EX of edges of GX is
de$ned by the condition
(x; y) ∈ EX i7 xXN ∩ yXN 	= ∅:
Then we have, cf. [3] or [4],
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Fig. 1. An illustration of the de$nition of X -di7erence t.
Lemma 1. For each 5nite set X ⊆
+; the combinatorial rank of X is at most the
number of connected components of GX :
As we shall see, Lemma 1 is particularly suitable for our subsequent considerations.
Indeed, in this lemma it is crucial that words in X are nonempty, and that indeed is
satis$ed in the proof of our Theorem 1.
3. A defect theorem
In this section, we prove a defect theorem for bi-in$nite words. Frequently, we illus-
trate our proofs by pictures. In these pictures, a horizontal line expresses a bi-in$nite
word with two X -factorizations F1; F2. The sequences of words in the factorization F1
are depicted above the line by consecutive arcs, similarly the sequences of words in F2
are depicted by arcs, which are below the line. For example, in Fig. 2 we consider the
words f1; f′1 ; f2; f
′
2 ∈X+, such that f1; f′1 are parts of the factorization F1 and f2; f′2
are parts of F2.
Theorem 1. Consider a set X = {1; : : : ; n}⊆
+: Let w be a bi-in5nite word over

 and F1; F2 two di0erent X-factorizations of w. Then the combinatorial rank of X
is at most n − 1; or both the word w and the X-factorizations F1; F2 are periodic.
Moreover; if the rank of X is n; then the number of periodic bi-in5nite words with
two di0erent X-factorizations is 5nite.
Proof. If F1 and F2 are not disjoint the result follows from Lemma 1. Now we study
all words t ∈
+ as depicted in Fig. 1 with x; y∈X . More precisely, we take the
beginning of any x∈X in the lower factorization F2, i.e., the point A, and we $nd the
closest end of y∈X in the upper factorization F1 to the right from the point A, i.e.,
the point B. Now the X-di0erence t is de$ned as the word between points A and B.
Note that there are in$nitely many occurrences of X -di7erences, but only $nitely many
of di7erent values of t’s, since all t’s are proper suMces of words in X . By the pigeon
hole principle there exists a t such that the X -di7erence t occurs in$nitely many times
in the bi-in$nite word w.
Consider now two occurrences of an X -di7erence t. Let the part of the factorization
F1 between the end of the $rst t and the end of the second t be f1 ∈X+ and the part
of F2 between the beginnings of the t’s be f2 ∈X+. We shall call the pair (f1; f2)
the t-pair. Notice that for any t-pair (f1; f2) we have tf1 =f2t. Further, we shall call
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Fig. 2. An illustration of three consecutive occurrences of t.
Fig. 3. An illustration of the main case of the proof.
a t-pair (f1; f2) minimal, if there is no other occurrence of the X -di7erence t inside
f1; f2.
Let us look at 3 consecutive occurrences of an X -di7erence t, which has in$nitely
many occurrences in w, see Fig. 2. Clearly, the pairs (f1; f2) and (f′1 ; f
′
2) are minimal
t-pairs. Assume that we found 3 such occurrences for which at least one of the
equalities
f1 = f′1; f2 = f
′
2; (1)
does not hold. We prove, that in such a case we have a defect e7ect. Let pi ∈X ∗,
for i=1; 2, be the longest common pre$x of fi; f′i over alphabet X and ri; r
′
i ∈X ∗
their corresponding suMces, i.e., fi =piri; f′i =pir
′
i . In Fig. 3, p2 ends earlier than
p1 in the bi-in$nite word w, so the factorizations di7er earlier in the pair (f2; f′2). We
shall consider only this case; in the other case the proof is similar. Note that, by our
assumption, t′ is indeed nonempty as depicted in Fig. 3.
Now, either one of the words r2; r′2 is empty, or they start with di7erent words
x; x′ ∈X . If, for example, r2 is empty, then |r1|¡|t|, which by the de$nition of
X -di7erence means that r1 = 1. But then we have an intermediate occurrence of the
X -di7erence t in the minimal t-pair (f′1 ; f
′
2), which is a contradiction. So assume that
r2; r′2 are both nonempty and their factorizations start with di7erent words x; x
′ ∈X , i.e.,
r2 = xq2; r′2 = x
′q′2, where q2; q
′
2 ∈X ∗. We have 3 equations over X ∪{t; t′}:
t′r1 = xq2t; t′r′1 = x
′q′2t; tf1 = f2t;
where x 	= x′. So, by Lemma 1, we obtain that rc(X ∪{t; t′})6n − 1, which implies
that rc(X )6n− 1. Note that the last implication need not hold for other ranks.
Assume now that for each 3 occurrences of the X -di7erence t, the equalities (1)
hold. Take a point in the bi-in$nite word w. If we have in$nitely many occurrences
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Fig. 4. An illustration of the case where X -di7erence t occurs in$nitely often only to the right and
X -di7erence s only to the left. Moreover, s is not supposed to occur in the pair (m1; m2).
of X -di7erence t to the right and also to the left from this point, the bi-in$nite word
w and both X -factorizations are periodic, so we are done.
Hence, we assume that there is in$nitely many occurrences of t only in one direction
from the point, for example, to the right. By the pigeon hole principle, there must be
another X -di7erence s, which has in$nitely many occurrences to the left from the
point. We can repeat all considerations for s and either we $nd a defect e7ect, or for
each 3 occurrences of the X -di7erence s the equalities (1) hold. If there are in$nitely
many occurrences of s to the right from the point, we are done. Otherwise, we have a
situation depicted in Fig. 4, where ei; mi; fi ∈X+. In the $gure, there is a repetition of
the t-pair (f1; f2) to the right and a repetition of the s-pair (e1; e2) to the left. The point
is somewhere in the middle of the pair (m1; m2), and moreover, we may assume that
X -di7erence s does not occur in the pair (m1; m2) and that s-pair (e1; e2) is minimal.
Now, we can repeat the same considerations for pairs (e1; e2) and (m1; m2) as we
did for two consecutive t-pairs. Due to the fact that the X -di7erence s does not occur
in the pair (m1; m2) we obtain in the $rst case the following system of equations over
X ∪{s; t; t′}:
t′re;1 = xqe;2s; t′rm;1 = x′qm;2t; se1 = e2s; tf1 = f2t;
where x; x′ ∈X with x 	= x′; t′ ∈
+ and re;1; rm;1; qe;2; qm;2 ∈X ∗. In the other case, we
obtain similar system of equations. This again implies a defect e7ect by Lemma 1.
The above also shows that in the case rc(X )= card(X ), for each value of t there is at
most one minimal t-pair. Since, in this case, the bi-in$nite word w must be periodic the
minimal t-pair uniquely speci$es the whole bi-in$nite word, and so for each value of t
there is also at most one bi-in$nite word with two di7erent X -factorizations containing
X -di7erence t. But any t must be a proper suMx of a word from X ; hence, we have
only $nitely many bi-in$nite words with two di7erent X -factorizations.
Theorem 1 deserves a few comments. First, the possibility that the two factorizations
are both periodic cannot be ruled out. This follows from Example 2. Second, the
combinatorial rank cannot be replaced by the free rank, for example. This indeed
follows from Example 1. This latter remark is quite interesting since in all previous
defect theorems, see [3], either of our notions of the rank, or even some others, can
be used to witness the defect e7ect.
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4. Conclusions and open problems
In Section 3, we showed that if rc(X )= card(X ), then there are $nitely many bi-
in$nite words possessing two di7erent X -factorizations, or more precisely, at most
s(X ) − card(X ) such words, where s(X ) is the size of X, i.e., the sum of lengths of
words in X . We pose an open problem about the number of such bi-in$nite words.
Open problem 1. Let X ⊆
+ be a $nite set satisfying rc(X )= card(X ). Find a good
upper bound for the number of bi-in$nite words possessing two di7erent X -factori-
zations. Does there exist an upper bound which depends only on card(X )?
We conjecture that the upper bound is card(X ). The following example shows that
we cannot expect the better upper bound.
Example 3. For arbitrary integer n¿1 let X = {a1a1; a2a2; : : : ; anan} be a set of words
over the alphabet {a1; : : : ; an}. Clearly, rc(X )= card(X ) and the periodic bi-in$nite
words aZ1 ; : : : ; a
Z
n have two disjoint shift-equivalent factorizations.
Consider now the case n=2. In [3] it was shown that there is at most 1 bi-in$nite
word possessing 2 di7erent X -factorizations containing both elements of X . Moreover,
if such the bi-in$nite word exists then at least 1 element of X is primitive; hence, it
will not produce a bi-in$nite word of the type of the previous example. Therefore, we
have at most 2 bi-in$nite words possessing 2 di7erent X -factorizations, and so in this
case our conjecture is true. Note that the results in [8] are related to results in an old
fundamental paper [6] on combinatorics on words.
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