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Abstract
A Virtual Machine Monitor (VMM) partitions a host physical machine into a group
of Virtual Machines (VMs). Typically, a VM machine only preempts a part of
a dedicated physical resource temporally or spatially. This fact greatly impacts
the real-time task scheduling in VMs because most traditional real-time scheduling
theories are based on dedicated resources. The real-time community has introduced
some Hierarchical Real-Time Scheduling Models to address this issue. Among them,
the Regularity-based Resource (RRP) Model is able to provide maximal transparency
for task scheduling. However, current theoretical results on the RRP Model are still
far from the complete theoretical fundamentals required by a real-time VMM. At
the resource level, only a naive algorithm has been found for resource partitioning.
At the task level, only the Periodic Task Model is investigated, and even for this
task model, only one simple case has been considered. This work explores the RRP
Model at both the resource and task levels. On the one hand, it is the first to solve
the resource partitioning problem with both global and partitioned strategies. On
the other hand, it solves the task scheduling problem with a strong result that the
classic task scheduling problem in the RRP Model can be easily transformed into
an equivalent problem on a dedicated resource. With these theory enhancements, a
2-layer real-time resource model is presented and the theoretical fundamentals of a
real-time VMM are fully established from resource management perspective.
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Chapter 1
Introduction
1.1 Motivation
The Virtual Machine (VM) technology has been developed in the recent decade.
Some well-known Virtual Machine Monitors (VMM), such as Virtual PC [37], Virtual
Box [38], Xen [39], Vmware [40], and KVM [41], have reached the practical stage
and been widely used in industry. Resource management is a fundamental problem
in a VMM. To support multiple VMs on a single physical platform, a hierarchical
resource model is required. Figure 1.1 shows a two-layer resource structure, where a
physical resource (like a CPU) is divided into a group of virtual resources by some
resource-level scheduling algorithms, and a virtual resource (like a virtual CPU) is
assigned to a VM. Ideally, each VM acts as a black box and runs its individual task-
level scheduler. There are several resource-level schedulers [42, 43, 44] providing good
performance for general-purpose VMs in different application scenarios.
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Figure 1.1: A 2-layer Hierarchical Real-time System
However, there is a different story in real-time systems, which are implemented
with embedded microprocessors and associated hardware resources which constitute
over 90% of the computing systems in use. A principle of a real-time system is
precise-timing control. Basically, each task in such a system has a soft or hard
deadline to make sure that it can finish in a “real-time” manner. With such a
constraint, researchers have developed a collection of scheduling policies. Earliest
Deadline First (EDF) and Rate Monotonic (RM) [8] are two of the most famous.
A foundational work of the real-time community is to investigate the applicability
of these policies in various scenarios. Typically, several common task models are
defined first as follows:
• The periodic task model - the requests of each task arrive regularly; two successive
requests are separated by exactly the same time delay, called the period.
• The sporadic task model - the requests of each task arrive irregularly with each
arrival separated from the preceding one by at least a certain time delay called the
minimum-separation time.
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• The aperiodic task model - the requests of an aperiodic task arrive irregularly
with no minimum-separation time.
For the combination of a scheduling policy and a task model, researchers try to
find the sufficient and necessary schedulability test∗ that ensures a given task set can
meet the real-time constraint. Sometimes for convenience, people also would like to
obtain a utilization bound equation for such a combination. A task set is guaranteed
to be schedulable if its utilization is lower than this bound.
However, these useful scheduling techniques could not be applied in a real-time
virtual machine because a virtual machine runs on a virtual resource instead of a
dedicated physical resource because a virtual resource only uses only a fraction of the
time on a physical resource. Researchers and developers have to reinvestigate each
scheduling problem with huge efforts, which include obtaining the new schedulability
tests and utilization bounds to adapt to the virtulization scenario. There are several
Hierarchical Real-Time Scheduling (HiRTS) models for the purpose of real-time vir-
tulization, such as the Periodic Model [12], the EDP Model [14], the Bounded-delay
Model [2], and the Regularity-based Model [1]. Table 1.1 shows some of their fea-
tures. We focus on two important factors of these models: the manner of Resource
Partitioning (virtual resource scheduling) and the Changes of Task Scheduling.
This table shows that there is some trade-off between these two factors. The
Periodic and EDP Models schedule virtual resources more easily but need to make
heavier changes for task scheduling. On the other hand, the Bounded-Delay and
∗Due to the difficulty, only the necessary schedulability tests have been obtained in some sce-
narios.
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Regularity-based Models are the exact opposites. The next question is: When we
choose the resource model of a real-time VMM, which factor is more important be-
tween these two? If we stand with the real-time application developers, we shall
definitely choose the hinder. Light changes of task scheduling mean less effort to
modify the real-time applications when the developers migrate them from a phys-
ical machine to a virtual machine. We give an example to illustrate our opinion.
The Regularity-based Model [7] could keep the utilization bound of the EDF policy
unchanged for some scenarios with the Periodic Task Model. Suppose there is a real-
time application, GEEK, holding these assumptions (using EDF and the Periodic
Task Model). GEEK is now running on a 1-GHz CPU core. We want to port it to a
2-GHz CPU core using the real-time virtualization technology. The problem is that
we have limited details about the real-time tasks in GEEK. If the utilization bound
on the virtual CPU need to be recomputed, we cannot obtain the exact size of the
required virtual CPU to run GEEK. Even though we can take an estimate and use
a larger value, there is still no full real-time guarantee. Things become easy if the
utilization bound is unchanged; we only need to assign its weight as 0.5.
Therefore, due to the importance of Factor II in Table 1.1, we choose the Regularity-
based Model as the foundation of this dissertation. Our work is the extension of [7]
Factor I: Difficulty on Resource
Partitioning
Factor II: Change on
Task Scheduling
Periodic / EDP easy heavy
Bounded-delay no effective algorithm found moderate
Regularity-based a naive algorithm found light
Table 1.1: Several HiRTS Models
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and [1]. Although they have presented some elementary results of the Regularity-
based Model, they are still far from the complete theoretical fundamentals needed
to build a real-time VMM. First, only a naive algorithm has been found for re-
source partitioning. Second, only the Periodic Task Model is investigated for the
task scheduling, and even for this task model, only one simple case is investigated.
1.2 Problems and Challenges
Whereas traditional strategies allocate a dedicated computation resource to each
real-time application with multiple tasks, HiRTS integrates a group of multi-task
applications on a single computation resource. In this approach, the Resource Parti-
tion [2] acts as an intermediate layer as shown in Figure 1.1. Each resource partition
uses only a fraction of the time on the computation resource and a multi-task ap-
plication is assigned to it in a one-on-one manner. Typically, each HiRTS model
has its own definition of resource partition containing some parameters. Based on
this definition, researchers investigate how to divide the computation resource into
resource partitions at the resource level and schedule real-time tasks on a resource
partition at the task level. We call them the resource partitioning problem and the
task scheduling problem, respectively.
In our system, a computation resource could be a single resource or an identi-
cal multiresource. A time unit is a system-defined unit of time for the purpose of
scheduling, which means that there is no (either partition or task) preemption inside
a time unit. Therefore, we may assume that all time parameters in the system are
5
integers without loss of generality. We use a non-negative integer, t, to tag a time u-
nit released at time, t. When the computation resource is an identical multiresource,
there are multiple time units t in the system. A resource partition only preempts a
fraction of the time, and it cannot contain two time units released at the same time.
Since a resource partition is not always available at all times, the existing scheduling
techniques, like schedulability tests and utilization bounds, might not work without
changes. We formally define the transparency of resource partitions as follows:
A resource partition is transparent for scheduling policies and task models if we
can directly use the corresponding single-resource scheduling techniques to solve its
task scheduling problem.
Let’s address the problems we shall discuss in the dissertation. At the resource
level, a basic problem is how to schedule resource partitions on a single resource.
We use (P1) Res-Single to represent this problem. In the multiresource scenario,
there are two dominating categories of scheduling algorithms: global scheduling and
partitioned scheduling. Global scheduling allows resource partitions to migrate be-
tween different computation resource units, while partitioned scheduling does not.
They may dominate each other depending on different characteristics of compu-
tation resources. Generally, if the migration overhead is relatively small, global
scheduling could provide higher efficiency; Otherwise, partitioned scheduling could
perform better. Therefore, when considering the resource partitioning problem, we
need to investigate both global scheduling and partitioned scheduling. We call them
(P2) Res-Global and (P3) Res-Partitioned problems, respectively.
6
For task scheduling, we shall discuss the schedulability problems for several pop-
ular task models. One task model we consider is the Periodic Task Model, in which
two successive requests of each task are separated by exactly the same time inter-
val, called its period. In this model, a task ti is denoted by (ci, pi, di, oi), where ci,
pi, di and oi are its execution time, period, deadline, and offset, respectively. Most
current HiRTS Models have investigated a simple case of the Periodic Task Mod-
el, in which each task’s deadline is the same as its period and its offset is 0. We
call (P4) Task-Periodic-Simple as the schedulability problem for this simple Period-
ic Task Model, and (P5) Task-Periodic-Generic as the one for the general Periodic
Task Model. Another considered task model is the Sporadic Task Model, in which
two successive requests of a task are separated by at least a time interval, called
its minimum separation time. Similarly, we use (P6) Task-Sporadic to represent the
schedulability problem for the Sporadic Task Model.
There are several HiRTS resource models, such as the Regularity-based (RRP)
Model [1, 3], the Bounded-Delay Model [2, 3], the Periodic Model [12], and the
EDP Model [14]. The Periodic Model (or Constant Bandwidth Server [36]) is the
most popular one due to its simplicity for resource partitioning. Since a resource
partition in this model is defined similarly to a periodic real-time task, the existing
periodic task-scheduling techniques can be used to solve its resource-partitioning
problem without changes. However, schedulability tests have been found only in the
simplest case (P4) Task-Periodic-Simple for task scheduling in this model. Due to
the blacked-out intervals without any computation time available, researchers have
been stuck in more complicated problems, such as (P5) Task-Periodic-Generic and
7
(P6) Task-Sporadic.
Problem the Periodic Model the RRP Model
(P1) Res-Single Converted to a Periodic Task
Scheduling Problem
Primitive Results [1, 3]
(P2) Res-Global Same As Above Primitive Results [4]
(P3)
Res-Partitioned
Same As Above No Result
(P4) Task-
Periodic-Simple
New Schedulability Tests for
Periodic Partitions [12]
New Schedulability Tests for
Regular and Irregular
Partitions [1, 3]
(P5) Task-
Periodic-Generic
No General Result No General Result
(P6)
Task-Sporadic
No General Result No General Result
Table 1.2: The Current State of the Art: the Periodic Model and the Regularity-
based Model
Besides the Periodic Model, other resource models have not received sufficient
attention because they lacked effective resource partitioning algorithms. Recently,
the RRP Model has drawn attention. Other than the Periodic Model, this model
tends to evenly distribute the time units on a resource partition, and a parameter
‘regularity’ is used to restrain the time-unit distribution. A resource partition is
called a Regular Partition when its regularity is minimal, which causes its time-
unit distribution to be almost even. This idea was originally introduced in [7], and
developed in [1, 3] for the single-resource scenario with some primitive results. Li
and Cheng [4] first applied it onto a multiresource platform with global scheduling.
In Table 1.2, we summarize the current state of the art of the Regularity-based
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and the Periodic Models. As mentioned, We chose the RRP Model as the foundation
of our work because it is the only one with the potential for transparent real-time
virtualization, but there are still some challenges to realize it.
The major challenge is to alleviate the RRP Model’s weaknesses listed in Table
1.2. First, the current results on (P1) Res-Single and (P2) Res-Global are very
primitive. Since the scheduling problem of regular partitions is announced NP-
hard, the current solutions fall into the category of approximation algorithms. Mok
and Feng [1, 3] gave an initial solution to schedule regular partitions on a single
resource, where the weight of each regular partition is approximated by the values in
an infinite sequence 〈1, 1
2
, 1
4
, 1
8
, ...〉. Li, Cheng, and Mok [4] extended this algorithm
to the uniform multiresource scenario with a global-scheduling strategy. However,
they did not consider other approximation sequences, and their results have not been
proven optimal. We shall consider comprehensive cases of approximation sequences
to improve the overall resource utilization and scheduling performance. Second,
there has been no solution for (P3) Res-Partitioned in the RRP Model. On most
types of multiresources, the migration overhead due to global scheduling is significant
[33, 34]. Most practical scheduling algorithms in the multiresource scenario use a
partitioned scheduling strategy. Therefore, it is important for us to invent a new
solution for (P3) Res-Partitioned in the RRP Model. Last but not least, only (P4)
Task-Periodic-Simple has been considered for task scheduling in the RRP Model. It
is not convincing to show the transparency property on task scheduling based on
such a simple result. Hence, we shall first solve (P5) Task-Periodic-Generic and (P6)
Task-Sporadic for the RRP Model.
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1.3 Other Related Work
Besides the mentioned HiRTS resource models, there exists several other theo-
retical works of hierarchical scheduling for uniresource platforms [45, 46, 47] and for
multiresource platforms [11, 48, 49, 50, 51, 52]. However, none of them can achieve
transparent real-time virtulization. From a practical perspective, there exist a large
body of practical frameworks on hierarchical real-time scheduling. Initially, they
were implemented within OS kernels [53, 54, 58, 59, 60], where thread groups were
used for precise timing control. Recently, most efforts were transferred to Virtual
Machine hypervisors, including [55] within the L4/Fiasco hypervisor, [56] within the
KVM hypervisor and [57, 61, 62, 63, 64, 65] within the Xen hypervisor. However, all
of these works were implemented based on servers (virtual resources) with or without
fixed periods. They basically apply scheduling techniques similar to real-time task
scheduling. Priority and Running Queues are widely used in their implementations.
Therefore, none of them has achieved transparent real-time virtualization. On these
platforms, people have to apply tedious changes on the existing task-level schedulers.
1.4 Organization
The rest of this thesis is organized as follows. We overview the Regularity-based
Resource Model in Chapter 2. Then, we present our global and partitioned resource-
partitioning algorithms in Chapter 3 and 4, respectively. In Chapter 5, we show our
transparent task-scheduling techniques on regular partitions. Finally, we draw the
10
conclusion in Chapter 6. The content of Chapter 3 and 5 has been published in [13]
and [35], respectively.
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Chapter 2
Background: The Regularity-based
Resource Model
2.1 Resource Partitions in the RRP Model
In this chapter, we introduce some basic definitions and results of the Regularity-
based Resource (RRP) Model. In this model, the only parameter of a resource
partition is its weight – a rational number between 0 and 1 showing the fraction of
its utilization, and time units on the computation resource are periodically assigned
to it. As shown in Def. 2.1, a partition assignment describes how such a resource
assignment happens, which is specified by a period, p, and a sequence, T , containing
q time units in the first period. To avoid ambiguities, we assume p, q are co-prime.
Definition 2.1 A partition assignment A is a tuple (T, p), where T = 〈t0, t1, ..., tq−1 :
12
0 ≤ t0 < t1 < ... < tq−1 < p〉 is the time-unit sequence; p is the period and p, q are
co-prime.
The supply function SA(t) of a partition assignment A indicates the total number
of time units that are available in A from time 0 to t, which is recursively described in
Def. 2.2. For ease of discussion, we announce a naming convention upon a sequence
T that |T | denotes its element number (could be infinite) and T |i denotes its i-th
element.
Definition 2.2 Given a partition assignment A = (T, p) where |T | = q, its supply
function SA(t) =
0 if t = 0;
SA(t− 1) if 0 < t < p and t− 1 6∈ T ;
SA(t− 1) + 1 if 0 < t < p and t− 1 ∈ T ;
q · b t
p
c+ SA(t mod p) otherwise, t ≥ p.
At each time instant, the instant regularity indicates the difference between the
actual and ideal resource allocation on a partition assignment.
Definition 2.3 IA(t) denotes the instant regularity of A at time t where IA(t) =
SA(t)− t · qp .
Figure 2.1 shows an example of a partition assignment of weight 4
7
. The polyline
represents the supply function SA(t) showing the actual resource allocation to A.
The ideal allocation line has a slope of 4
7
equal to the partition weight, indicating
the ideal resource allocation to A. The instant regularity of A at time 2 is IA(2) =
13
SA(2)− 2 · 47 = 67 .
Figure 2.1: A Partition Assignment of Weight 4
7
A regular-partition assignment minimizes the deviation range of its instant reg-
ularity (see Def. 2.3). The size of this range is limited to less than 1 as shown in
Figure 2.1. We would like to mention that this bounded-deviation-range strategy is
also used in the P-fair algorithm [10, 11], but the range in P-fair is bounded by 2.
Another difference is that P-fair puts this restriction on tasks and only considers a
single-layer scheduling problem. To achieve the transparency property in HiRTS, our
work puts this bounded-deviation-range restriction on resource partitions, on which
we consider the task-scheduling problem further.
Definition 2.4 A partition assignment A is regular if and only if ∀t1, t2, |IA(t1)−
IA(t2)| < 1.
We can also easily observe the different changes on the instant regularity when a
time unit is allocated or not, as the following lemma shows.
Lemma 2.1 Suppose A = (T, p) is a regular-partition assignment and |T | = q, then
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∀t ∈ [0, p),
IA(t+ 1)− IA(t) =

1− q
p
if t ∈ T ;
− q
p
otherwise.
Proof. Immediately follows from Def.s 2.2 and 2.2.
Let βA denote A’s ::::::::::minimum ::::::::instant :::::::::::regularity. Since IA(0) = 0, by Def. 2.4,
βA ∈ (−1, 0]. By Lemma 2.1, βA has p possible values: 0, 1p , ..., p−1p , and there are p
different regular-partition assignments, respectively.
Definition 2.5 Suppose p, q are co-prime and d ∈ [0, p), A(p,q)d denotes the regular-
partition assignment whose weight is q
p
and minimum instant regularity is −d
p
.
Next, we show how to compute the time units of a regular-partition assignment
when its weight and minimum instant regularity are known.
Lemma 2.2 A(p,q)d = (〈b i·p+dq c : i = 0, 1, ..., q − 1〉, p).
Proof. By Def.s 2.4 and 2.5, ∀t, IA(t) ∈ [−dp , 1− dp). Suppose t0 is the first time unit
of A(p,q)d , then by Lemma 2.1, IA(t0) = −t0 · qp and IA(t0 + 1) = 1 − (t0 + 1) · qp . It
follows that −t0 · qp ≥ −dp and 1− (t0 + 1) · qp < 1− dp ⇒ dq − 1 < t0 ≤ dq ⇒ t0 = bdq c.
Similarly, the second time unit is bp+d
q
c; ...; the q-th time unit is b (q−1)p+d
q
c.
Now is a good time to explain why we only need to consider the case in which
p, q are co-prime, where p is the period of a regular-partition assignment and q is the
number of time units in each period. Let us consider a regular-partition assignment
A whose period is n · p and there are n · q time units in each period where p, q are
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co-prime. Following similar calculations in Lemmas 2.1 and 2.2, βA has p possible
values and there are only p (not n·p) different time unit sequences forA. Actually, we
could also find that A is just an n-time repetition of a regular-partition assignment
whose period is p and weight is also q
p
. Therefore, the co-prime case is able to cover
all other cases.
We are ready to define regular partition. A regular partition represents a fraction
of the computation resource and it only admits regular-partition assignments.
Definition 2.6 Given co-prime p, q, a regular partition of weight q
p
periodically
preempts q time units within each period, p, and its partition assignment is regular.
A regular partition of weight q
p
has p different possible assignments when p, q are
co-prime. When scheduling a task set on this regular partition, we do not know
exactly which partition assignment it has because this is a detail of resource parti-
tioning at the resource level shown in Figure 1.1. In some scenarios, the assignment
to a regular partition could even be changed. To deal with this situation, a task set
is claimed to be schedulable on a regular partition if and only if
::
it
::
is
:::::::::::::
schedulable
:::
on
:::::
each
::::::::
possible
::::::::::::
assignment of this regular partition. For convenience, we define T0(p, q)
and T (p, q, δ) as follows:
Definition 2.7 T0(p, q) = A(p,q)0 is called a standard regular-partition assign-
ment, whose minimum instant regularity is 0.
For example, Figure 2.1 shows T0(7, 4) = 〈0, 1, 3, 5〉. The motivation to point
out such a special regular-partition assignment is that any other regular-partition
16
assignment with the same weight can be easily obtained from it by applying a right-
shift operation. Therefore, we usually only need to check the properties of regular-
partition assignment on the standard ones. Figure 2.2 shows an example containing
such kind of right shifts.
Definition 2.8 T (p, q, δ) represents the time-unit sequence right shifted from T0(p, q)
by δ time units, where a modulus operation is applied when a time unit is out of [0, p).
Specially, T (p, q, 0) = T0(p, q).
Figure 2.2: Right-Shifting Regular Partition (T0(3, 2), 3)
2.2 Containment Relation between Regular Par-
titions
The following discussion answers the question of whether a regular-partition as-
signment can be a part of another one in some special cases. These results are very
important for our approximation method of regular-partition scheduling. We always
use it to determine counter examples when we check the feasibility of an approxima-
tion sequence. We formally define a partial order ≺rp to indicate the containment
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relation between regular partitions.
Definition 2.9 q1
p1
≺rp q2p2 if and only if ∃δ, T (p,
q1
p1
· p, δ) ⊂ T0(p, q2p2 · p), where
p = LCM(p1, p2).
For convenience, we use RPw to represent a regular partition whose weight is w.
Then, we can also describe ≺rp like this: w1 ≺rp w2 if and only if RPw1 could be
contained by RPw2 . This containment relation is checked frequently while scheduling
regular partitions. The following two lemmas investigate this containment relation
in some special cases.
Lemma 2.3 If w1 ≺rp w2 where w1+w2 < 1 and w2 < 2w1, then ∃n > 0, w1 = n+14n+3 ,
w2 =
2n+1
4n+3
.
Proof. We only need to show that if T (p, r, δ) ⊂ T0(p, q) where q + r < p and
r < q < 2r, then ∃n > 0, q
p
= 2n+1
4n+3
; r
p
= n+1
4n+3
.
Let S (resp. S ′) denote the infinite sequence including all time units on the regular
partition T0(p, q) (resp. T (p, r, δ)), then S
′ is a subsequence of S. Let d = bp
q
c and
d′ = bp
r
c. By Lemma A1, any span size in S (resp. S ′) is either d or d + 1 (resp. d′
or d′ + 1). Meanwhile, since q + r < p and r < q < 2r, we have d ≤ d′ ≤ 2d+ 1.
CASE 1: d ≥ 3. Since d ≤ d′ ≤ 2d+1 and 2d > (d+1)+1, the size of any span in S ′
can only be chosen from either {d, d+ 1} or {2d, 2d+ 1}. The first case is impossible
because there must be a pair of neighboring time units in S ′ separated by a time
unit in S−S ′, the distance of which is not less than 2d. In the second case, the time
units in S must be assigned to S ′ and S − S ′ alternately. It follows q = 2r, which
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contradicts q < 2r.
CASE 2: d = 1. Then
⌊
p
q
⌋
= d = 1; p > q + r; r < q < 2r
⇒ 1
2
p < q < 2
3
p; 1
4
p < 1
2
q < r < 1− q < 1
2
p
⇒ 1
2
< q
p
< 2
3
; 2 < p
r
< 4.
From 1
2
< q
p
< 2
3
, there are no neighboring 1-size spans in S ∗; from 2 < p
r
< 4,
d′ = bp
r
c = 2 or 3.
CASE 2.1: d′ = 2. Suppose there are x (resp. y) times 1-size (resp. 2-size) spans in
the first period of S. Then x+ 2y = p, x+ y = q ⇒ y = p− q.
As shown in the figure, since there are no neighboring 1-size spans in S, each 2-
distance span in S ′ corresponds to a 2-distance one in S, and each 3-distance span
in S ′ corresponds to a 1-distance one and a 2-distance one in S. Suppose there
are x′ (resp. y′) times 3-size (resp. 2-size) spans in the first period of S ′, then
x′ = x, y′ = y − x⇒ r = x′ + y′ = y ⇒ r = p− q, which contradicts q + r < p.
CASE 2.2: If d′ = 3, any span size in S ′ is 3 or 4, then each span in S ′ corresponds to
at least two consecutive spans (size 1 or 2) in S. It follows q ≥ 2r, which contradicts
q < 2r.
CASE 3: d = 2. Then 2 ≤ d′ ≤ 5.
∗Three consecutive preemptive time units increase the instant regularity on S by 3 · (1− qp ) > 1,
which contradicts Def. 2.4.
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CASE 3.1: d′ = 2 is impossible because there must be a pair of neighboring time
units in S ′ separated by a time unit in S − S ′, the distance of which is not less than
2d = 4.
CASE 3.2: If d′ = 4 or 5, the time units in S must be assigned to S ′ and S − S ′
alternately. It follows q = 2r, which contradicts q < 2r.
CASE 3.3: If d′ = 3, the span size in S ′ is 3 or 4. As shown in the figure, each
3-size (resp. 4-size) span in S ′ corresponds to a 3-size span (resp. two consecutive
2-distance spans) in S. Also, 4-distance spans must exist in S ′; otherwise, r = q,
which contradicts r < q.
Suppose there is a series of consecutive 2-size spans between two nearest 3-size spans
in S, whose number is 2n > 0, then p
q
∈ (2 + 1
2n+2
, 2 + 1
2n
) †. Thus, the number
of consecutive 2-size spans between any two nearest 3-size spans in S equals 2n. It
follows that q
p
= 2n+1
4n+3
and r
p
= n+1
4n+3
.
Lemma 2.4 If w2 ≤ 13 and w22 < w1 < w2, w1 6≺rp w2.
Proof. Immediately follows from Lemma 2.2.
†With the following preemptive time unit, 2n times consecutive 2-size spans increase the instant
regularity by 2n+1−(4n+1) qp < 1 (Def. 2.3)⇒ pq < 2+ 12n . Similarly, excluding the first preemptive
time unit, two times 3-size spans and 2n times 2-size spans decrease the instant regularity by
(4n + 5) qp − (2n + 1) < 1⇒ pq > 2 + 12n+2 .
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For example, by Lemma 2.4, we easily conclude that a 1
3
-weight regular-partition
assignment does not contain any 1
4
-weight one; by Lemma 2.3, a 5
9
-weight regular-
partition assignment does not contain any 1
3
-weight ones.
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Chapter 3
Magic7: Optimal Global Resource
Partitioning
†With the rapid development of both software and hardware, large-scale, open
real-time systems have become increasingly popular. To improve resource utilization,
these systems intend to deploy a group of real-time applications on one physical
platform. Instead of running on a dedicated physical resource, the real-time tasks
belonging to one application run on a real-time virtual resource [2], which can only
occupy a temporal partition of the physical resource. Thus, a new type of real-time
system called the hierarchical real-time system emerges.
A resource partition [2] describes how to assign the time intervals on a physical
†The content of this chapter has been published. c©2012 IEEE. Reprinted, with permission,
from Yu Li, Albert M. K. Cheng, Static Approximation Algorithms for Regularity-based Resource
Partitioning, Real-Time Systems Symposium, December 2012.
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resource (e.g. a multicore CPU) to a real-time virtual resource. Similar to the period
and the execution time for a periodic real-time task, a resource partition also has
its own specification. A brief and precise definition of this specification can make it
easier to schedule the resource partitions (resource-level scheduling) on the physical
resource, as well as to schedule the real-time tasks (task-level scheduling) on the
resource partitions. We call the formalization of this specification as the scheduling-
interface-definition problem in a hierarchical real-time system. Once a scheduling
interface is identified, both the resource-level scheduler and the task-level scheduler
can start to work together.
An important factor to consider in the scheduling-interface-definition problem
is the type of real-time task models used at the task level. The Regularity-based
Resource Partitioning Model [1] is an excellent resource allocation method that works
well in tandem with the following widely-adopted task model:
A task T is defined as (c, p), where integer c is the worst case execution time
requirement, and integer p is the period and relative deadline of the task. A task can
be interrupted or resumed only at integral time instants.
In this task model, the physical resource is allocated in time intervals determined
by integral numbers of a time unit, or quantum size. Thus, the Regularity-based
Resource Partitioning Model considers the scheduling interface in the domain of
integers and possesses distinctively interesting properties.
A Regularity-based Resource Partition is specified by its regularity and weight.
Mok and Feng [1] present an algorithm (called AAF-Single in [4]) for scheduling such
23
defined Regularity-based Resource Partitions on a single-resource platform. Then
Li and Cheng [4] extend AAF-Single to AAF-Multi for a uniform multiresource
platform without violating the previous schedulability bound. In this chapter, we
develop new regularity-based resource partitioning algorithms which can significantly
achieve better performance than that of AAF-Single and AAF-Multi either on a
uniform multiresource platform or on a single-resource one.
3.1 Existing Work
In this section, we review the existing resource-partitioning algorithms introduced
[1, 3, 4]. We first introduce irreglular partitions in the RRP Model.
Definition 3.1.1 Letting a, b, k be non-negative integers, the Supply Regularity Rs(Π)
of Partition Π is equal to the minimum value of k such that ∀a, b, |Ir(b)−Ir(a)| < k.
Definition 3.1.2 A k Supply-Irregular Partition is a partition with supply regularity
of k, where k > 1.
The Regular Partition and the Irregular Partition, especially the former, can
provide wonderful real-time support to the lower-level real-time tasks working in the
integer domain. We shall not mention them here since we are only concerned with
the resource-partitioning problem in this section. The problem we want to solve here
is:
Problem I Given a sequence 〈(αi, ki) : 1 ≤ i ≤ n〉 as the weights and supply
regularities of n resource partitions, schedule them on a physical (single or multiple)
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resource.
Next, we review the algorithms in [3] showing how to solve Problem I on a single-
resource platform. The main idea is to convert all resource partitions into a group
of regular partitions with weights of powers of one-half whose schedulability can be
easily checked on a single-resource platform.
Lemma 3.1.1 When k regular partitions are combined together, they form a partition
with supply regularity of k.
Proof. Immediately follows from Def. 2.4 and Def. 3.1.1.
Definition 3.1.3 Given a Partition Π with weight α and supply regularity Rs, the
Adjusted Availability Factor AAF(α, Rs) is the total weight of the partitions that
are used to compose Π.
The process of computing AAF of a resource partition can be regarded as an
approximating function. The basic idea is to find a set of powers of one-half with
a cardinality that does not exceed the supply regularity of the partition. Simulta-
neously, we attempt to keep the sum of these numbers as small as possible. Feng
[3] has developed an algorithm for computing AAF ; we present a different recursive
algorithm that makes more sense:
AAF(α, k) =

0 if α = 0;
1
2n
, where n =
⌊
log 1
2
α
⌋
if α > 0 and k = 1;
AAF (α− L(α), k − 1) + L(α) otherwise,
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where L(α) = 1
2n
, where n =
⌈
log 1
2
α
⌉
.
For better understandability, we give several examples showing how to compute the
AAF of a partition:
AAF(0.17, 1) = 0.25,
AAF(0.67, 2) = 0.5 + 0.25 = 0.75,
AAF(0.67, 3) = 0.5 + 0.125 + 0.0625 = 0.6875,
AAF(0.75, 3) = AAF(0.75, 2) = 0.5 + 0.25 = 0.75.
Theorem 3.1.1 provides the schedulability bound for Problem I given by Mok and
Feng [1]. Partitions are schedulable on a single-resource platform if the sum of their
AAF does not exceed 1. The pseudo code of AAF-Single follows. Time units are
assigned to the regular partitions from heavy (with a higher weight) to light.
Theorem 3.1.1 [1] Given a sequence 〈(αi, ki) : i = 1, 2, ..., n〉 where αi is the weight
and ki is the supply regularity of a partition Pi, these partitions are schedulable on a
single resource if
∑n
i=1AAF(αi, ki) ≤ 1.
ALGORITHM AAF-SINGLE
(0) S := {Pi : i = 1, 2, ..., n};
(1) Ai := AAF(αi, ki) for all i;
(2) l := 1;
(3) while S 6= φ do
(4) w := 1 / 2l;
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(5) foreach Pj ∈ S do
(6) if Ai ≥ w then
(7) assign time-units to Pj at level-l;
(8) Ai := Ai − w;
(9) if Ai = 0 then S = S − {Pj} fi
(10) fi
(11) od
(12) l++
(13) od
Figure 3.1 shows an example of the outcome from the algorithm AAF-Single for
a partition group {(0.375, 2), (0.3125, 2), (0.3125, 2)}. Each irregular partition
is composed of a number of regular partitions which does not exceed the supply
regularity of this irregular partition. Notice that on a regular partition with weight
of a power of one-half, the numbers of time units form an arithmetic sequence.
Figure 3.1: AAF-Single
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We recently [4] presented a new algorithm called AAF-Multi which extends the
schedulability bound given in Theorem 3.1.1 for a single-resource platform to one for
a multiresource platform. Theorem 3.1.2 shows this new schedulability bound.
Theorem 3.1.2 [4] Given a sequence 〈(αi, ki) : i = 1, 2, ..., n〉 where αi is the weight
and ki is the supply regularity of a partition Pi, these partitions are schedulable on
m resources if
∑n
i=1AAF(αi, ki) ≤ m.
Suffering from the time-unit overlapping problem, AAF-Single cannot be directly
applied onto a multiresource platform. Consider the example in Figure 3.2, where
{(0.75, 2), (0.625, 2), (0.625, 2)} are AAF and supply regularity of P1, P2, and
P3. As shown in the top-left part of Figure 3.2, these three partitions cannot be
scheduled by AAF-Single because the overlap occurrence on P3 is unavoidable.
Figure 3.2: From AAF-Single to AAF-Multi
To solve the overlapping problem, we [4] introduced a new type of partition –
sub-regular partition. A regular partition with an available factor of a power of
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one-half is transformed into a sub-regular partition if a subset of its time units are
right-shifted by 1. The first level of P2 in the bottom-right part of Figure 3.2 is an
example of a sub-regular partition, where the time unit 6 is right-shifted to 7. Instead
of regular partitions with available factors of powers of one-half, irregular partitions
in the partition group are converted into sub-regular partitions in AAF-Multi. We
have proven that the supply regularity of a partition composed of k time sub-regular
partitions is not greater than k. We then developed a deductive methodology which
can schedule these sub-regular partitions together with the regular partitions in the
partition group on a multiresource platform.
However, the resource utilization provided by AAF-Single and AAF-Multi is not
sufficiently high. In the next two sections, we present new approaches to improve it.
3.2 AAF-Pfair-Mixed: Improvement by Incorpo-
rating Pfair
The Pfair scheduling algorithm [5, 6] shares a lot of similarities with the Regularity-
based Resource Partitioning Algorithms if we regard resource partitions as periodic
real-time tasks. In this section, we shall review some key ideas of Pfair first, and then
incorporate Pfair into our resource partitioning algorithms to improve their resource
utilization.
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3.2.1 Review the Pfair Algorithm
The Pfair algorithm solves the real-time task scheduling problem on a multipro-
cessor platform by observing the following constraints or rules:
• There are n periodic tasks {(ex, px) : 1 ≤ x ≤ n} to be scheduled over m identical
processors, where integer ex is the worst case execution time, and integer px is the
period and relative deadline of Task x.
• Tasks are interrupted and resumed only at integral time instants.
• No task can run on more than one processor simultaneously.
• Tasks make progress in a steady rate. Task i receives either bwx · tc or dwx · te
serving time in the time interval [0, t], where wx = ex/px.
The regularity-based resource partitioning algorithms work in a remarkably simi-
lar way as Pfair if we consider regularity-based resource partitions as real-time tasks
in Pfair. First, they both work in the domain of integers. All input parameters of
tasks and resource partitions are integers. Second, neither allows a task or a resource
partition to run concurrently. Last but not least, both consider the difference be-
tween the actual resource supply and the ideal resource availability. To explain the
last similarity, we cite the following conclusion from [5].
A Schedule S is Pfair if and only if
∀x, t : 1 ≤ x ≤ n, t ∈ N : −1 < lag(S, x, t) < 1,
where lag(S, x, t) = wx · t−
∑t−1
x=0 S(x, i).
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Figure 3.3: A Pfair Task
The value of
∑t−1
x=0 S(x, i) indicates how many time units Task x has been assigned
to by Schedule S at time instant t, which is the same as the Supply Function in
Definition 2.2. Furthermore, the definition of function lag shows that its value equals
to the minus value of Instant Regularity in Definition 2.3. Because Pfair restricts
the value of lag in (-1, 1), if we schedule resource partitions using Pfair, it can be
guaranteed that the supply regularity of each partition is 2. This is enough for any
irregular partition, but not for any regular partition. Baruah et al. [5] show the
schedulability bound of Pfair is 1, which means there is no utilization loss in Pfair.
If all of the resource partitions are irregular, we can schedule them with Pfair with
100% resource utilization.
3.2.2 AAF-Pfair-Mixed Algorithm
The investigation on the Pfair algorithm inspires us to improve the current AAF-
based resource partitioning algorithms. Our strategy is relatively straightforward –
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separating the irregular partitions from the regular ones, as shown in Figure 3.4.
Figure 3.4: AAF-Pfair-Mixed
The resource partitions are grouped into two categories: regular and irregular,
which are scheduled on separate resources. A hybrid approach is applied, combining
global and partitioned-scheduling strategies. We schedule regular partitions with
AAF-Regular and irregular ones with Pfair. This new hybrid algorithm is called
AAF-Pfair-Mixed. Next we present the pseudo code of AAF-Regular which schedules
a regular-partition set {Pi : i = 1, 2, ..., n} on a multiresource, where the weight of
Pi is αi.
ALGORITHM AAF-REGULAR
(0) S := {Pi : i = 1, 2, ..., n};
(1) Ai := AAF(αi, 1) for all i;
(2) w := 1;m := 1; r := 1;
(3) while (S 6= φ) do
(4) foreach Pj ∈ S do
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(5) if (Ai = w) then
(6) schedule Pi to the m-th resource;
(7) r := r − w;
(8) if (r = 0) then
(9) m++;
(10) r := 1;
(11) fi
(12) S = S − {Pj};
(13) fi
(14) od;
(15) w := w/2;
(16) od
By incorporating Pfair, the resource utilization overhead due to the adjusting of
the weights of the irregular partitions is removed. However, a new type of overhead
emerges as a result of the partitioned-scheduling strategy we have used. As shown in
Figure 3.4, partitions in both regular and irregular categories cannot fully utilize the
resources assigned to them. In the worst case, nearly 2 resources could be wasted.
The overall resource utilization would be drastically impacted especially when the re-
source number is small. An easy enhancement is migrating some irregular partitions
to the last resource belonging to the regular category when it is not fully utilized
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(AAF-Regular guarantees that the other resources in the regular category are fully
utilized). We can use a simple greedy strategy when choosing irregular partitions for
migration. Each time we select the fittest one which can utilize the most capacity of
the last resource in the regular category. Notice that we have to adjust the weight of
a migrating irregular partition; otherwise, it cannot be scheduled together with the
regular partitions sharing the same resource. As a result, AAF-Single can work for
the last resource in the regular category.
Another advantage of AAF-Pfair-Mixed is that it can restrict the number of mi-
grating partitions. On one hand, there is no partition migrations in AAF-Regular at
all. On the other hand, we can use the enhanced Pfair approach in [7], which guar-
antees that the number of migrating partitions is less than the number of resources.
Although this approach does not necessarily reduce the number of migrations, we
can still keep those more important partitions fixed to specific resources, which might
be desirable sometimes.
3.3 Magic7: An Optimal Static Approximation
Algorithm
Since Pfair cannot schedule regular partitions, we use AAF-Regular to schedule
them in the previous section. Are there better solutions than AAF-Regular? We will
consider the following problem in this section:
Problem II Given a sequence 〈αi : 1 ≤ i ≤ n〉 as the weights of n regular partitions,
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schedule them on a physical (single or multiple) resource.
Problem II is a special case of Problem I when all the resource partitions are regular.
Mok and Feng [1] have announced that this is an NP-hard problem, so it is hard to
find an optimal scheduling algorithm for all the combinations of weights. However,
we can still try to find a generally ”good” algorithm.
3.3.1 Static Approximation Algorithm
AAF-Regular is an approximation methodology. It adjusts the weight of each
regular partition to the closest greater or equal value in the sequence
〈
1, 1
2
, 1
4
, 1
8
, ...
〉
.
We can also choose other sequences like
〈
1, 1
3
, 1
9
, 1
27
, ...
〉
or a finite one
〈
1, 4
5
, 3
5
, 2
5
, 1
5
〉
.
Excluding the fixed element 1, we call such a sequence an Approximating Boundary
Sequence (ABS). An ABS satisfies the following:
• All elements are in the range of (0, 1).
• These elements must be strictly decreasing.
• If the sequence is infinite, its limit is 0.
In general, a Static Approximation Algorithm (SAA) adjusts each weight to the
closest greater or equal value in a specific ABS. This is tantamount to saying that
such an algorithm mostly depends on its ABS. There are some other approximation
algorithms depending on more than one ABS, or a dynamic ABS, which might be
more efficient but much more complicated. Those algorithms are outside the scope
of our work.
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Definition 3.3.1 An Approximating Boundary Sequence (ABS) is a real number
sequence 〈b1, b2, b3, ...〉, where ∀i > 0, 0 < bi+1 < bi < 1; lim bn = 0 if n→∞.
Definition 3.3.2 The Approximating Function of an ABS B = 〈b1, b2, b3, ...〉 for
α ∈ (0, 1) is
R(B, α) = bi−1 when bi < α ≤ bi−1,
where b0 = 1; b|B|+1 = 0 if B is finite.
Definition 3.3.3 An ABS B is feasible if and only if ∀〈α1, α2, ..., αn〉 as the weights
of n time regular partitions, they are schedulable on d∑ni=1R(B, αi)e time resources
after being adjusted by the Approximating Function of B. For convenience, we derive
directly that 〈α1, α2, ..., αN〉 is (un)schedulable under B.
An SAA is feasible if and only if its ABS is feasible. From now on, we will focus
on how to find an optimal ABS. There are three factors that we need to consider.
The first is the schedulability bound of such an algorithm. The second is the average
resource utilization, which indicates the performance of the algorithm. The third is
the feasibility of the ABS we find. We will discuss these three factors one by one in
this section.
3.3.2 Schedulability Bound
The schedulability bound of a feasible SAA is the maximum worst-case utilization
for which a regular-partition set can be scheduled by this SAA. Mok and Feng [1]
have shown that the schedulability bound of the AAF-Regular Algorithm is 0.5.
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We will investigate the schedulability bound of general SAAs here. Because the
feasibility of an SAA entirely depends on the feasibility of its ABS, we derive the
schedulability bound of an ABS directly for convenience. We use Υ(B) to represent
the schedulability bound of a feasible ABS B.
Theorem 3.3.1 If a feasible ABS B is finite, Υ(B) = 0.
Proof. Suppose B = 〈b1, b2, ..., bn〉, and Υ(B) =  ∈ (0, 1]. Let N = b1bc + 1 > 1b ,
where b = bn or b = 1 if B is empty. 〈αi = b·N : i = 1, 2, ..., N〉 is unschedulable
under B on a single-resource because ∑Ni=1R(B, αi) = N ·b > 1. However, its overall
utilization equals to N · b·
N
≤ , which contradicts Υ(B) = .
Theorem 3.3.2 If a feasible ABS B = 〈b1, b2, b3, ...〉 is infinite, Υ(B) = min
{
bi+1
bi
: i ≥ 0
}
,
where b0 = 1.
Proof. Let  = min
{
bi+1
bi
: i ≥ 0
}
.
• Suppose 〈αi : i ∈ [1, n]〉 is the worst-case weight combination to be scheduled on
m time resources. Then ∀ρ ∈ (0, 1),∑ni=1R(B, αi) > ρ ·m since B is infinite.
Suppose αi ∈ (bki+1, bki ], then
αi > bki+1 ≥ bki ·  = R(B, αi) · .
So ∀ρ ∈ (0, 1),∑ni=1 αi = ∑ni=1R(B, αi) > ρ ·  ·m, which concludes Υ(B) ≥ .
• If Υ(B) > , suppose Υ(B) = (1 + 2δ) ·  where δ ∈ (0, 1−
2
]
.
∃k, bk+1
bk
<
√
1 + δ · .
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Let α =
√
1 + δ · bk+1 < (1 + δ) ·  · bk ≤ (1 + 1−2 ) ·  · bk < bk.
Let m =
⌊
bk·(1+δ)
δ
⌋
+ 1 > bk·(1+δ)
δ
.
Let n =
⌊
m
bk
⌋
+ 1 ∈
(
m
bk
, m
bk
+ 1
]
.
The sequence 〈αi = α : i = 1, 2, ..., n〉 is unschedulable by B on m time resources
because n · R(B, α) = n · bk > mbk · bk = m.
However, its overall utilization is
n · √1 + δ · bk+1
< (m
bk
+ 1) · (1 + δ) ·  · bk
= (m+ bk) · (1 + δ) · 
= m · (1 + δ) · + bk · (1 + δ) · 
< m · (1 + δ) · +m · δ · 
= m · (1 + 2δ) · ,
which contradicts Υ(B) = (1 + 2δ) ·  .
3.3.3 Average Resource Utilization
Besides the schedulability bound, the average resource utilization is another im-
portant aspect of a scheduling algorithm. The approximating process leads to some
utilization overhead, the ratio of which determines the performance of an SAA. As
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shown in Figure 3.5, the polygonal line with a shape of stairs indicates the Approxi-
mating Function of an ABS B = 〈b1, b2, b3, ...〉, and the overall area of the slash filled
triangles indicates the utilization overhead of the approximating process by B.
Figure 3.5: The Approximating Function and its Overhead
Definition 3.3.4 The Utilization Overhead of an ABS B = 〈b1, b2, b3, ...〉 is
O(B) = 1
2
∑
i≥0(bi − bi+1)2 ∈
(
0, 1
2
]
,
where b0 = 1; b|B|+1 = 0 if B is finite.
Finally, the average resource utilization of B equals to 0.5O(B)+0.5 ∈
[
1
2
, 1
)
, which is
decreasing when O(B) is increasing. The average resource utilization equals the
minimum value 0.5 when B is empty, where a dedicated resource is assigned to each
regular partition.
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3.3.4 Feasible Approximating Boundary Sequences
First, we can deride the Schedulability Bound of feasible ABSes as follows.
Theorem 3.3.3 Υ(B) ≤ 1
2
, where B is any feasible ABS.
Proof. Suppose B = 〈b1, b2, b3, ...〉, where b1 = qp and p, q are co-prime. Then ∃m,n >
0,m · p = n · q + 1.
If Υ(B) > 1
2
, by Theorem 3.3.2, ∀i ≥ 0, bi+1
bi
> 1
2
, where b0 = 1, then p ≥ 3 and
∃j, bj ∈
(
1
2p
, 1
p
)
.
Let’s consider the problem whether the sequence 〈b1, b1, ..., b1, bj〉 with n times b1
elements is schedulable under B. Since n · b1 = m − 1p , if it is schedulable on m
resources, the regular partition with availability factor bj must be a part of a regular
partition with availability factor 1
p
. This is impossible by Lemma 2.4.
Same as Problem II, the decision problem of the feasibility of an arbitrary ABS
is very hard. Hereby, we start from investigating several special types of ABSes.
The first is the Geometric Approximating Boundary Sequence. The ABS of the
AAF-Regular algorithm can belong in this type.
Definition 3.3.5 A Geometric Approximating Boundary Sequence G(m) is specified
as the infinite geometric sequence
〈
1
m
, 1
m2
, 1
m3
, ...
〉
where integer m > 1.
Theorem 3.3.4 ∀m > 1,G(m) is feasible.
Proof. We use a similar approach as with AAF-Regular.
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Another interesting type of ABS is the Arithmetic Approximating Boundary
Sequence. This is a kind of finite ABS.
Definition 3.3.6 An Arithmetic Approximating Boundary Sequence A(n) is specified
as the finite arithmetic sequence
〈
n−1
n
, n−2
n
, ..., 1
n
〉
where integer n > 1.
To find feasible Arithmetic Approximating Boundary Sequences, we introduce
the Regularity Magic Number (RMN). Regular partitions can be merged and split
if their periods are all equal to a common RMN.
Definition 3.3.7 Integer P is a Regularity Magic Number (RMN) if and only if
∀q1, q2 ∈ (0,P) where q1 + q2 ≤ P, ∃δ1, δ2 ∈ [0,P), where
T0(P , q1 + q2) = T (P , q1, δ1) ∪ T (P , q2, δ2).
Corollary 3.3.1 Given a Regularity Magic Number P, ∀q1, q2, where 0 < q2 < q1 ≤
P, ∃δ1, δ2 ∈ [0,P), where
T0(P , q1 − q2) = T (P , q1, δ1)− T (P , q2, δ2).
Theorem 3.3.5 The set of all Regularity Magic Numbers is {2, 3, 4, 5, 7}.
Proof. We can check that 2, 3, 4, 5, 7 are RMNs. For example, 4 is an RMN since:
T0(4, 1) = 〈0〉;
T0(4, 2) = 〈0, 2〉 = T0(4, 1) ∪ T (4, 1, 2);
T0(4, 3) = 〈0, 1, 2〉 = T (4, 1, 1) ∪ T0(4, 2);
T0(4, 4) = 〈0, 1, 2, 3〉 = T (4, 1, 3) ∪ T0(4, 3);
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T0(4, 4) = T0(4, 2) ∪ T (4, 2, 1).
There is no other RMN since ∀n≥6 and n 6=7, T (n, 2, δ) ⊂ T0(n, 3) is impossible by
Lemma 2.4.
Theorem 3.3.6 A(n) is feasible if and only if n is a Regularity Magic Number.
Proof. First A(n) is infeasible when n is not an RMN because 〈n−3
n
, 2
n
〉
is unschedu-
lable under A(n) on a single-resource (T (n, 2, δ) ⊂ T0(n, 3) is impossible by Lemma
2.4).
Then we use an inductive approach to prove that A(n) is feasible when n is an RMN.
First, A(n) is feasible for a single-resource by the definition of RMN. Suppose A(n)
is feasible when the number of the resources is less than M .
Given
〈
q1
n
, q2
n
, ..., qm
n
〉
, where
∑m
i=1
qi
n
= M , as the weights of regular partitions
P1, P2, ..., Pm. We will show that they are schedulable on M resources.
Find k, where
∑k
i=1
qi
n
≤ 1 and ∑k+1i=1 qin > 1.
If
∑k
i=1
qi
n
= 1, these partitions can be easily scheduled: P1, P2, ..., Pk on one resource
and Pk+1, ..., Pm on the other M−1 resources.
Otherwise
∑k
i=1
qi
n
< 1 and
∑k+1
i=1
qi
n
> 1. Let q
n
=
∑k+1
i=1
qi
n
− 1 ∈ (0, qk+1
n
)
, then〈
q
n
, qk+2
n
, ..., qm
n
〉
can be scheduled on M−1 resources. Suppose the time-unit sequence
of the first partition is T (n, q, δ). By Corollary 3.3.1, ∃δ1, δ2, where
T0(n, q) = T (n, qk+1, δ1)− T (n, qk+1 − q, δ2),
then
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T (n, q, δ) = T (n, qk+1, δ1 + δ)− T (n, qk+1 − q, δ2 + δ).
At last, we just need to schedule
〈
q1
n
, q2
n
, ..., qk+1−q
n
〉
on the left resource and let the
last partition have the time-unit sequence T (n, qk+1 − q, δ2 + δ).
Since the schedulability bound of an Arithmetic ABS is zero by Theorem 3.3.1,
we define the third type of ABS – the Hybrid Approximating Boundary Sequence,
which is infinite but can inherit the feasibility property from the Arithmetic ABS.
Definition 3.3.8 A Hybrid Approximating Boundary Sequence H(n,m) is specified
as the sequence〈
n−1
n
, n−2
n
, ..., 1
n
, 1
n·m ,
1
n·m2 ,
1
n·m3 , ...
〉
where integers n > 1, m > 1.
Theorem 3.3.7 H(n,m) is feasible if and only if n is a Regularity Magic Number.
Proof. : The scheduling has two steps. First schedule the elements in
{
1, n−1
n
, n−2
n
, ..., 1
n
}
using the strategy of scheduling A(n). Then schedule the other elements on the re-
maining part of the resources using the strategy of scheduling G(m).
B Υ(B) O(B) Feasibility
G(m) 1
m
1
2
− 1
m+1
feasible
A(n) 0 1
2n
feasible iif n is an RMN
H(n,m) 1
m
1
2n
− 1
n2(m+1)
feasible iif n is an RMN
Table 3.1: A Comparison Between Three Types of ABS
Table 3.1 shows a comparison of the three types of ABS we have defined in this
subsection. We can conclude from it that the smallest value of m and the largest
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value of n can lead to the best performance. Theorem 3.3.7 shows the maximum
Regularity Magic Number is 7, so we find that the optimal ABS so far is H(7, 2).
3.3.5 Extended Approximating Boundary Sequence
To achieve the optimal resource utilization, we extend the concept of Approxi-
mating Boundary Sequence.
Definition 3.3.9 An Extended Approximating Boundary Sequence (E-ABS) is a
tuple (B,B′), where B = 〈b1, b2, b3, ...〉, B′ = 〈b′1, b′2, b′3, ...〉 are two ABSes; b1 + b′1 < 1
if neither B nor B′ is empty.
The boundary sequence of the upper E-ABS can be regarded as 〈..., 1− b′3, 1− b′2, 1−
b′1, b1, b2, b3, ...〉. An ABS B corresponds to an E-ABS (B, 〈〉).
Definition 3.3.10 The Approximating Function of an E-ABS E = (B = 〈b1, b2, b3, ...〉,
B′ = 〈b′1, b′2, b′3, ...〉) for α ∈ (0, 1) is
R(E , α) =

R(B, α) if α ≤ b;
1−b′i+1 when α∈(1−b′i, 1−b′i+1] otherwise,
where b = b1 : 0 ? |B| > 0; b′0 = 1−b; b′|B′|+1=0 if B′ is finite.
Same as a feasible ABS, Υ(E) is specified as the Schedulability Bound of a feasible
E-ABS E .
Theorem 3.3.8 Given a feasible E-ABS E = (B = 〈b1, b2, b3, ...〉,B′ = 〈b′1, b′2, b′3, ...〉),
Υ(E) = min
{
Υ(B),min
{
1−b′i−1
1−b′i : i > 0
}}
,
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where b′0 = 1− b1 : 1 ? |B| > 0; b′|B′|+1=0 if B′ is finite.
Definition 3.3.11 The Utilization Overhead of an E-ABS E = (B = 〈b1, b2, b3, ...〉,B′ =
〈b′1, b′2, b′3, ...〉) is
O(E) = 1
2
(
∑
i>0(bi−bi+1)2+(1−b1−b′1)2+
∑
i>0(b
′
i−b′i+1)2),
where b|B|+1 = 0 if B is finite; b|B′|+1 = 0 if B′ is finite.
Corollary 3.3.2 Given an E-ABS E = (B,B′) where neither B nor B′ is non-empty,
O(E) < min {O(B),O(B′)}.
Definition 3.3.12 Given α ∈ (0, 1) and an E-ABS E = (B,B′), α ∈ E if and only if
α ∈ B or 1−α ∈ B′.
Theorem 3.3.9 (H(n,m), 〈 1
n·m ,
1
n·m2 ,
1
n·m3 , ...〉) is feasible if and only if n is a Regu-
larity Magic Number. Z(n,m) is specified as such an E-ABS.
Proof. Z(n,m) is infeasible if n is not an RMN (by Theorem 3.3.6).
Then we use an inductive approach to prove that Z(n,m) is feasible if n is an RMN.
First, Z(n,m) is feasible for a single-resource obviously. Suppose Z(n,m) is feasible
when the number of the resources is less than M .
Given a non-increasing sequence Q = 〈α1, α2, ..., αK〉, where
∑K
i=1 αi = M and
αi ∈ Z(n,m) : i = 1, 2, ..., K, as the weights of regular partitions P1, P2, ..., PK , we
will show that they are schedulable on M resources.
• if α1 ≤ n−1n , Q is schedulable by Theorem 3.3.7.
• if α1 > n−1n and αi = α1 : i = 2, 3, ...,m, suppose α1 = 1− 1n·me where e > 0.
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Let α = m · α1 − (m− 1) = 1− 1n·me−1 . Then 〈α, αm+1, αm+2, ..., αK〉 is schedulable
on M−m+1 resources. Suppose the time-unit sequence of the first partition is
T0(n ·me−1, n ·me−1)− T (n ·me−1, 1, δ).
At last, we just need to schedule P1, P2, ..., Pm like this: for i = 1, 2, ...,m, the time-
unit sequence of Pi is
T0(n ·me, n ·me)− T (n ·me, 1, δ + (i− 1) · n ·me−1).
• Otherwise, because ∑Ki=1 αi = M , ∃k1, k2, ..., kJ ,∑Ji=1 αki = 1− α1.
Then we can schedule P1, Pk1 , Pk2 , ..., PkJ on one resource, and the other partitions
on the other M−1 resources.
Lemma 3.3.1 If an RBS B = 〈b1, b2, b3, ...〉 is feasible, where Υ(B) = 12 ; bk ≥ 12 ;∀n >
0, bk 6= 1− 2n+14n+3 , then
1− bk ∈ B; 1−bk2 ∈ B; ∀i, bi 6∈
(
1−bk
2
, 1− bk
)
.
Proof. If ∃i, bi ∈
(
1−bk
2
, 1− bk
)
, by Lemma 2.4, 〈bk, bi〉 is unschedulable under B on
a single resource. Then 1 − bk ∈ B and 1−bk2 ∈ B because Υ(B) = 12 (by Theorem
3.3.2).
Lemma 3.3.2 If an RBS 〈b1, b2, b3, ...〉 is feasible, where Υ(B) = 12 ; bi > bj ≥ 12 ; 1−
bj < 2(1− bi), then
∃n > 0, bi = 1− n+14n+3 ; bj = 1− 2n+14n+3 .
Proof. • Case 1: 1− bi ∈ B
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Because 1 − bi < 1 − bj < 2(1 − bi) and (1 − bi) + (1 − bj) < 1, by Lemma 2.4,
1− bi = n+14n+3 and 1− bj = 2n+14n+3 (otherwise, 〈bj, 1− bi〉 is unschedulable under B on
a single resource).
• Case 2: 1− bi 6∈ B
By Lemmas 3.3.4 and 3.3.5, ∃m > 0, bi = 1− 2m+14m+3 and m+14m+3 ∈ B.
Because m+1
4m+3
< 1 − bj ≤ 12 < 2 · m+14m+3 and 1 − bj 6= 1 − bi = 2m+14m+3 , by Lemma 2.4,
〈bj, m+14m+3〉 is unschedulable under B on a single resource.
Lemma 3.3.3 If an RBS 〈b1, b2, b3, ...〉 is feasible, where Υ(B) = 12 , it is impossible
that ∃i, j, 1
3
≤ bi < bj ≤ 12 .
Proof. Otherwise, 〈bi, bj〉 is unschedulable under B on a single resource by Lemma
2.4.
Definition 3.3.13 Given two E-ABSes E1 and E2, E1 = E2 if and only if ∀α ∈ E1, α ∈
E2 and ∀α ∈ E2, α ∈ E1.
Theorem 3.3.10 If a feasible E-RBS E 6= Z(7, 2) and Υ(E) = 1
2
,O(E) > O(Z(7, 2)).
Proof. O(Z(7, 2)) = 17
294
< 0.058.
Suppose E = (B = 〈b1, b2, b3, ...〉,B′ = 〈b′1, b′2, b′3, ...〉).
Since we can transfer elements between B and B′, without loss of generality, we
assume ∀bi ∈ B, bi < 12 ; ∀b′i ∈ B′, b′i ≤ 12 .
Case 1: |B′| ≤ 1
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O(E) ≥ (1
4
)2 > 0.06 > O(Z(7, 2)).
Case 2: |B′| > 1
• Case 2-1: ∃i < j, b′i < 2b′j
By Lemma 3.3.2, b′i =
2n+1
4n+3
; b′j =
n+1
4n+3
.
Still by Lemma 3.3.2, i = 1; j = 2;∀k ≥ 2, b′k ≥ 2b′k+1.
By Lemma 3.3.1, ∀k ≥ 2, b′k ∈ B; b
′
k
2
∈ B; ∀l, bl 6∈
(
b′k
2
, b′k
)
.
By Lemma 2.4, if bl >
n+1
4n+3
, bl =
2n+1
4n+3
.
Thus, 2O(E) ≥∑k≥2(b′k − b′k+1)2 + ( n4n+3)2 + ( 14n+3)2 + ( n4n+3)2 +∑k≥2(b′k − b′k2 )2.
F (x) denotes the lower bound of
∑
k≥0(xk − xk+1)2 + 14
∑
k≥0(xk)
2, where x0 = x ∈(
0, 1
2
)
and ∀k ≥ 0, xk+1 ∈
(
0, xk
2
]
.
Then ∀k ≥ 0, F (xk) = F (xk+1) + (xk − xk+1)2 + (xk)24 and F (xk+1) = (xk+1xk )2F (xk)
⇒ 4
xk
+ F (xk)
(xk)2
= 9xk−8xk+1
(xk+xk+1)(xk−xk+1) , where xk ∈
(
0, 1
2
)
and xk+1 ∈
(
0, xk
2
]
⇒ ∀k ≥ 0, xk+1 = xk2
⇒ F (x) = 2
3
x2.
Thus, 2O(E) ≥ F (b′2) + 2n
2+1
(4n+3)2
= 2
3
· ( n+1
4n+3
)2 + 2n
2+1
(4n+3)2
= 8n
2+4n+5
3(4n+3)2
, where n ≥ 1
⇒ O(E) ≥ 17
294
.
O(E) equals to 17
294
only when n = 1, b′1 =
3
7
, b′2 =
2
7
and
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E = (〈3
7
, 2
7
, 1
7
, 1
14
, 1
28
, ...
〉
,
〈
3
7
, 2
7
, 1
7
, 1
14
, 1
28
, ...
〉)
= Z(7, 2).
• Case 2-2: ∀i < j, b′i ≥ 2b′j
By Lemma 3.3.1, ∀k ≥ 1, b′k ∈ B; b
′
k
2
∈ B; ∀l, bl 6∈
(
b′k
2
, b′k
)
.
Case 2-2-1: b′1 ≤ 13
By Lemma 3.3.3, There is at most one element of B in (1
3
, 1
2
)
.
Then: 2O(E) > F (b′1) + (1− b′1 − 12)2 + (12 − 13)2 = 23(b′1)2 + (b′1)2 − b′1 + 518 ≥ 23180 >
0.127 > 2O(Z(7, 2)).
Case 2-2-2: b′1 >
1
3
By Lemma 3.3.3, b′1 is the only element of B in
(
1
3
, 1
2
]
.
Then: 2O(E) ≥ F (b′1) + (1 − b′1 − b′1)2 = 23(b′1)2 + (1 − 2b′1)2 ≥ 17 > 0.142 >
2O(Z(7, 2)).
Finally, we derive that Z(7, 2) is the optimal E-ABS among those which keep
the maximum schedulability bound. Magic7 is named for the Static Approximation
Algorithm with Z(7, 2), whose approximation boundary sequence is regarded as〈
..., 55
56
, 27
28
, 13
14
, 6
7
, 5
7
, 4
7
, 3
7
, 2
7
, 1
7
, 1
14
, 1
28
, 1
56
, ...
〉
. Table 3.2 compares Magic7 and AAF-Regular.
B Υ(B) O(B) Average Utilization
AAF-Regular G(2) 0.5 0.167 75%
Magic7 Z(7, 2) 0.5 0.058 89.6%
Table 3.2: A Comparison between Magic7 and AAF-Regular
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3.3.6 Magic7-Single and Magic7-Pfair-Mixed
Magic7 can be incorporated into the solutions for Problem I which schedules both
regular and irregular partitions. Magic7-Single is an enhanced version of AAF-Single,
whose Approximating Function is AAF ′(α, k).
AAF ′(α, k) =

0 if α = 0;
1
7·2n , where n =
⌊
log 1
2
7α
⌋
if k=1, α∈(0, 1
7
)
;
d7αe
7
if k=1, α∈[1
7
, 6
7
]
;
1− 1
7·2n , where n =
⌈
log 1
2
7(1− α)
⌉
if k=1, α∈(6
7
, 1
)
;
AAF ′(α− L′(α), k − 1) + L′(α) otherwise,
where L′(α) =

1
7·2n , where n=
⌈
log 1
2
7α
⌉
if α∈(0, 1
7
)
;
b7αc
7
if α∈[1
7
, 6
7
]
;
1− 1
7·2n , where n=
⌊
log 1
2
7(1− α)
⌋
if α∈(6
7
, 1
)
;
1 if α = 1.
Correspondingly, Magic7-Pfair-Mixed is an enhanced version of AAF-Pfair-Mixed,
as shown in Figure 3.6. Besides improving the resource utilization, Magic7-Pfair-
Mixed also guarantees that the number of the migrating partitions is less than that
of the resources, and each migrating partition preempts time units on at most two
resources.
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Figure 3.6: Magic7-Pfair-Mixed
3.4 Simulation
We generate regular or irregular partitions whose weights are randomly chosen in
(0, 1), and supply regularities are randomly chosen in [1,MaxReg], where MaxReg is
a varying parameter. In Figures 3.7–3.9, the horizontal axes represent the utilization
of the randomly generated partition sets, and the vertical axes represent the schedu-
lability of these partition sets by different algorithms. From the charts, we can see
that the Magic7-enhanced algorithm improves the resource utilization remarkably in
each scenario.
3.5 Contribution and Future Work
We investigate the resource partitioning problems (Problem I and Problem II) in
the Regularity-based Resource Partition Model. Our contributions include:
• We present a hybrid approach which separates the two types of regularity-based
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Figure 3.7: 64 Resources, MaxReg=1
Figure 3.8: 64 Resources, MaxReg=2
partitions, regular and irregular, for assignment to different resources. With it,
Problem I is decomposed into two subproblems. One is the problem of scheduling
irregular partitions and the other is Problem II.
• We mitigate the resource wasting problem due to the partitioned strategy.
• We demonstrate that the Pfair algorithm can be used to schedule irregular parti-
tions.
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Figure 3.9: Single Resource, MaxReg=2
• We introduce a category of resource partitioning algorithms – Static Approxima-
tion Algorithms – for solving Problem II. We prove that the schedulability bound
of a feasible Static Approximation Algorithm is at most 0.5, and derive the one
with the highest resource utilization (called Magic7) while keeping this maximum
schedulability bound.
• Since there is no partition-migration problem on a single-resource platform, our
Magic7-enhanced algorithms perform perfectly in this scenario.
There are still many open issues to be investigated. For example, Dynamic Ap-
proximation Algorithms could be studied in future. Another, the partition-migration
overhead could be taken more into account in the multiresource scenarios.
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Chapter 4
MulZ: Noval Partitioned Resource
Partitioning
Most Hierarchical Real-time Scheduling (HiRTS) techniques have focused on tem-
poral resource partitions in which time units are periodically distributed. Although
such periodic partitions could provide great flexibility for the resource-level schedul-
ing, engineers face significant obstacles when trying to determine the schedulability
of real-time tasks running on them. The main reason is that periodic partitions fail
to effectively bound the difference between the ideal and the actual resource alloca-
tion. To solve this problem, the RRP Model and the Regular Partition is introduced.
The Regular Partition is a type of temporal resource partition which is almost evenly
distributed. We will show in Chapter 5 that it achieves maximal transparency for
task scheduling — some classical real-time scheduling problems on a regular partition
can be easily transformed into equivalent problems on a dedicated single resource.
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However, the resource partitioning problem for regular partitions is much more com-
plicated than the one for periodic partitions. Based on a practical 2-layer HiRTS
platform shown in Figure 1.1, this chapter introduces MulZ which is the first to solve
this problem with a partitioned-scheduling strategy. By using a more complicated
approximation methodology, our experimental results show that MulZ outperforms
the optimal global-scheduling algorithm we introduced in Chapter 3. We also com-
pare the overall performance of the periodic partition and the regular partition. We
conclude that the regular partition is a better choice for the integration of real-time
applications.
4.1 Single-Resource Scheduling for Regular Par-
titions
Although there already have been some approximation algorithms for single-
resource scheduling of regular partitions, such as AAF [2] and Magic7-Single [13],
these algorithms have not been proved optimal. We will deeply study this problem
by also probing into approximation algorithms in this section. Let us make a naming
convention first. We use m-resource to represent a multiresource with m identical
resource-units. Specially, 1-resource represents a single-resource. Then, we can define
the feasibility of an ABS/E-ABS in Def. 4.1.1, where {ni × wi : i = 1, 2, ..., k}rp
denotes a partition group containing ni times RPwi , and 1× wi can be simplified to
wi.
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Definition 4.1.1 An ABS/E-ABS B is globally-feasible if and only if ∀bi ∈ B (i =
1, 2, ..., n) where
∑n
i=1 bi ≤ m, {bi : i = 1, 2, ..., n}rp is schedulable on an m-resource
via global scheduling.
The thought behind “B is globally-feasible” is: For a group of regular partitions
{wi : i = 1, 2, ..., n}rp, we first approximate the weight of each partition at its closest
boundary in B using RB(w). If the sum of these approximated weights does not
exceed m, they are always schedulable on an m-resource via global scheduling. On
the contrary, if we are able to find a partition group as a counter example that is
unschedulable after being approximated by B via global scheduling, we can claim
that B is not globally-feasible.
Name Definition Globally-Feasible
Gn,m 〈 1n·m , 1n·m2 , 1n·m3 , ...〉 yes
Hn,m 〈n−1n , n−2n , ..., 1n , 1n·m , 1n·m2 , 1n·m3 , ...〉 iff n ∈ RMN (def.
3.3.7)
Zn,m (Hn,m,Gn,m) iff n ∈ RMN
Table 4.1: Typical ABSes and E-ABSes
Table 4.1 describes some types of ABSes/E-ABSes defined in [13] and their feasi-
bility for global scheduling, and we also list some specific ABSes/E-ABSes as follows,
which are widely used in our later discussion. Specially, Z7,2 is the optimal ABS/E-
ABS for global scheduling found in [13].
G1,2 = 〈12 , 14 , 18 , 116 , 132 , ...〉
Z2,2 = Z4,2 = 〈..., 3132 , 1516 , 78 , 34 , 12 , 14 , 18 , 116 , 132 , ...〉
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Z3,2 = 〈..., 2324 , 1112 , 56 , 23 , 13 , 16 , 112 , 124 , ...〉
Z5,2 = 〈..., 3940 , 1920 , 910 , 45 , 35 , 25 , 15 , 110 , 120 , 140 , ...〉
Z7,2 = 〈..., 5556 , 2728 , 1314 , 67 , 57 , 47 , 37 , 27 , 17 , 114 , 128 , 156 , ...〉
Then, we define the ABS/E-ABS feasibility on a single resource as follows. For
convenience, we say a regular partition group is on-1-schedulable if it is schedulable
on a single resource.
Definition 4.1.2 An ABS/E-ABS B is on-1-feasible if and only if ∀bi ∈ B (i =
1, 2, ..., n) where
∑n
i=1 bi ≤ 1, {bi : i = 1, 2, ..., n}rp is on-1-schedulable.
This definition is very similar to Def. 4.1.1 for globally-feasible, but on-1-feasible only
requires that an ABS/E-ABS always works on a 1-resource. Therefore, “B is globally-
feasible” is
:::::::::
sufficient
:::::
but
::::
not
:::::::::::
necessary for “B is on-1-feasible”. There are some
ABSes/E-ABSes that are on-1-feasible but not globally-feasible. 〈2
3
, 1
2
, 1
6
, 1
12
, 1
24
, ...〉 is
such an example. We formally examine it as follows.
Observation 4.1.1 〈2
3
, 1
2
, 1
6
, 1
12
, 1
24
, ...〉 is on-1-feasible.
Proof. Let B denote the given ABS. Following Def. 4.1.2, we only need to prove that
∀bi ∈ B (b1 ≥ b2 ≥ ... ≥ bn) where
∑n
i=1 bi ≤ 1, G = {bi : i = 1, 2, ..., k}rp is on-1-
schedulable. CASE 1: b1 ≤ 16 . In Table 4.1, we know G3,2 = 〈16 , 112 , 124 , ...〉 is globally-
feasible, then it is also on-1-feasible. It follows that G is on-1-schedulable in this case.
CASE 2: b1 =
1
2
. If b2 =
1
2
, it is easy to schedule G; otherwise, we need to examine
whether G′ = {bi : i = 2, ..., k}rp is schedulable on a 12 -weight regular partition,
which is equivalent to that G′′ = {2bi : i = 2, ..., k}rp is on-1-schedulable, where all
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items in G′′ belong to 〈1
3
, 1
6
, 1
12
, 1
24
, ...〉. From Table 4.1, H3,2 = 〈23 , 13 , 16 , 112 , 124 , ...〉 is
on-1-feasible, and it follows that G′′ is on-1-schedulable. CASE 3: b1 = 23 . It is
obvious that G does not contain 1
2
. Since H3,2 = 〈23 , 13 , 16 , 112 , 124 , ...〉 is on-1-feasible,
G is on-1-schedulable.
Observation 4.1.2 〈2
3
, 1
2
, 1
6
, 1
12
, 1
24
, ...〉 is not globally-feasible.
Proof. We only need to show that partition group G = {2× 2
3
, 1
2
}rp is unschedulable
on a 2-resource. Figure 2.2 presents the three forms that 2
3
-weight regular partitions
have. CASE 1: If the two 2
3
-weight regular partitions in G is same, without loss
of generality, suppose their time-unit sequences are both T0(3, 2). Obviously, the
remaining time units (a couple of 〈2, 5, 8, ...〉) cannot produce a 1
2
-weight regular
partition, whose time-unit sequence should be 〈0, 2, 4, ...〉 or 〈1, 3, 5, ...〉. CASE 2:
Otherwise, without loss of generality, suppose G contains the first two forms of
partitions in Figure 2.2, and the remaining time units 〈0, 2, 3, 5, 6, 8, ...〉 also cannot
produce a 1
2
-weight regular partition.
4.1.1 Schedulability Bound on a Single Resource
We figure out the upper limit of the schedulability bound of an on-1-feasible
approximation sequence in Theorem 4.1.1 by proving that it is not on-1-feasible if
its schedulability bound exceeds 0.5.
Lemma 4.1.1 ∀ on-1-feasible ABS/E-ABS B where ΥB > 0.5 , ∃p ≥ 3, 1p ∈ B.
Proof. presented in Section 4.5.
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Lemma 4.1.2 ∀p > 1, after scheduling (p− 1) times 1
p
-weight regular partitions on
a 1-resource, the remaining time units compose another 1
p
-weight regular partition.
Proof. It is true because T (p, 1, δ) = 〈δ〉 for δ ∈ [0, p).
Theorem 4.1.1 ∀ on-1-feasible ABS/E-ABS B, ΥB ≤ 0.5.
Proof. If ΥB > 0.5, by Lemma 4.1.1, ∃p ≥ 3, 1p ∈ B. And by Theorem 3.3.2,
∃w ∈ B,w ∈ ( 1
2p
, 1
p
). Then {(p−1)× 1
p
, w}rp is not on-1-schedulable because w 6≺rp 1p
(Lemmas 4.1.2, 2.4). This is a counter example against that B is on-1-feasible. It
follows that ΥB cannot be great than 0.5.
4.1.2 Sub-optimal Approximation on Single Resources
Next, we start to consider the approximation overhead. Based on the shapes
shown in Figure 3.5, intuitively, the approximation overhead will decrease if we add
more elements into the sequence. So we first define the containment relation between
approximation sequences.
Definition 4.1.3 Suppose A,B are ABSes/E-ABSes, A ⊆ B if ∀b ∈ A, b ∈ B;
A ⊂ B if A ⊆ B but B 6⊆ A.
The next conclusion is obvious from Figure 3.5:
Lemma 4.1.3 Suppose A,B are ABSes/E-ABSes, OA < OB if A ⊂ B.
Lemma 4.1.3 shows that a feasible approximation sequence can reach its minimum
approximation overhead if we cannot add any element into it without violating its
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feasibility. This conclusion leads to the idea of ‘Saturated’.
Definition 4.1.4 An ABS/E-ABS A is saturated if A is on-1-feasible, and ∀b /∈ A,
A ∪ 〈b〉 is not on-1-feasible.
Furthermore, we say a saturated approximation sequence is sub-optimal if it also
reaches the maximal schedulability bound.
Definition 4.1.5 An ABS/E-ABS A is sub-optimal if A is saturated and ΥA = 0.5.
We find a group of sub-optimal E-ABSes based on the idea of Regularity Magic
Numbers [13]. Reminder that Zn,2 has been defined in Table 4.1.
Theorem 4.1.2 Zn,2 is sub-optimal if n ∈ {3, 4, 5, 7}.
Proof. It is obvious that ΥZn,2 = 0.5 and Zn,2 is on-1-feasible. We only need to
prove that Zn,2 is saturated. Since Zn,2 = 〈..., 4n−14n , 2n−12n , n−1n , n−2n , ..., 1n , 12n , 14n , ...〉,
∀b 6∈ Zn,2, there are four cases:
CASE 1: b ∈ ( 1
2kn
, 1
2k−1n) where k > 0.
{(2k−1n−1)× 1
2k−1n , b}rp is not on-1-schedulable because b 6≺rp 12k−1n (Lemmas 4.1.2,
2.4).
CASE 2: b ∈ (1− 1
2k−1n , 1− 12kn) where k > 0.
{b, 1
2kn
}rp is not on-1-schedulable because 12kn 6≺rp (1− b) (Lemmas 4.1.2, 2.4).
CASE 3: b ∈ (k−1
n
, k
n
) and b+ k
n
< 1, where 1 < k < n.
{1− k
n
, b}rp is on-1-schedulable ⇒ b ≺rp kn
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⇒ ∃m > 0, b = m+1
4m+3
and k
n
= 2m+1
4m+3
(Lemma 2.3)
⇒ m = 1, n = 7, k = 3, b = 2
7
.
This result contradicts b > k−1
n
.
CASE 4: b ∈ (k−1
n
, k
n
) and b+ k
n
> 1, where 1 < k < n.
{b, 1− k
n
}rp is on-1-schedulable ⇒ (1− kn) ≺rp (1− b)
⇒ ∃m > 0, k
n
= 3m+2
4m+3
and b = 2m+2
4m+3
(Lemma 2.3)
⇒ m = 1, n = 7, k = 5, b = 4
7
.
This result also contradicts b > k−1
n
.
4.2 Partitioned Multiresource Scheduling for Reg-
ular Partitions
We have deeply studied the single-resource scheduling problem for regular parti-
tions. A maximum schedulability bound and some sub-optimal E-ABSes have been
found. Next, we start to investigate the partitioned multiresource-scheduling prob-
lem for regular partitions.
There are two steps in a common partitioned-scheduling algorithm: (1) allocate
resource partitions (or real-time tasks) to resource-units; and (2) schedule them on
each resource-unit. Step 1 has two concerns when allocating a resource partition: one
is which resource-units can contain it; the other is that if multiple resource-units can
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do it, which one should be chosen. These two issues correspond to the single-resource
scheduling algorithm and the allocation algorithm, respectively.
We adopt the naming convention in [32], where SA-RA denotes the partitioned-
scheduling algorithm combining a reasonable allocation algorithm RA and a single-
resource scheduling algorithm SA. For example, Z3,2-WF represents the combination
of the Worst-Fit-First resource-allocation algorithm and the approximation single-
resource scheduling algorithm using Z3,2. Also, ΥSA−RA denotes the Schedulability
Bound of SA-RA.
4.2.1 Using a Single Approximation Sequence
There are some particularity when scheduling regular partitions. Since we use
an approximation methodology for single-resource scheduling, we can approximate
the regular partitions before the allocation step. If the approximation algorithm
is based-on one approximation sequence, we only need to guarantee that the total
weight allocated to each resource-unit does not exceed 1. We easily conclude that
the schedulability bound of such a partitioned algorithm cannot exceed 0.5.
Theorem 4.2.1 ∀ ABS/E-ABS B, ΥB−RA ≤ ΥB.
Proof. Since the weight of each regular partition has to be approximated by B, no
matter how these partitions are allocated, ΥB−RA cannot exceed ΥB.
Corollary 4.2.1 ∀ ABS/E-ABS B,ΥB−RA ≤ 0.5.
We assume that the weight of each regular partition is static, such that we can sort
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the regular partitions by their weights before the allocation step. Some allocation
algorithms are based on this assumption, such as First Fit Decreasing (FFD) and
Best Fit Increasing (BFI). We first notice that G1,2-FFD and Z2,2-FFD reach the
maximal schedulability bound shown in Corollary 4.2.1.
Lemma 4.2.1 ΥG1,2−FFD = 0.5.
Proof. From Table 4.1, G1,2 = 〈12 , 14 , 18 , ...〉, and ΥG1,2 = 0.5. Suppose {ni × 12i :
i = 1, 2, 3, ...}rp is the approximated partition set. Obviously, these partitions can
be successfully allocated to an m-resource by FFD when
∑
i>0
ni
2i
≤ m. Therefore,
G1,2-FFD always works when the total weight of the original partitions is not greater
than 0.5. It follows ΥG1,2−FFD ≥ 0.5. By Corollary 4.2.1, ΥG1,2−FFD = 0.5.
Lemma 4.2.2 ΥZ4,2−FFD = 0.5.
Proof. Z4,2 = 〈..., 78 , 34 , 12 , 14 , 18 , ...〉. Let’s compare the scheduling of Z4,2-FFD and
G1,2-FFD. Suppose {Ni × (1 − 12i ) : i = 2, 3, ...;ni × 12i : i = 1, 2, 3, ...}rp is the
approximated partition set by Z4,2, then {(
∑
i>1Ni)× 1; ni× 12i : i = 1, 2, 3, ...}rp is
the one by G1,2. Figure 4.1 shows the partition allocations of these two algorithms.
Their allocations of heavy partitions (weight ≥ 1
2
) are exactly the same. The differ-
ence is between the light-partition allocations. Since Z4,2-FFD leaves some blanks
in the heavy part, some light partitions could be assigned into these blanks. Never-
theless, these changes do not negatively impact the schedulability.
Then we prove that each approximation sequence with the maximal schedulability
bound has to contain 1
2
.
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Figure 4.1: Z4,2-FFD and G1,2-FFD
Lemma 4.2.3 If 1
2
6∈ B, then ∀ RA, ΥB−RA ≤ max{0, b : b ∈ B, b < 12}.
Proof. Let b1 = max{0, b : b ∈ B, b < 12} and b2 = min{1, b : b ∈ B, b > 12}. Schedule
{(m + 1) × (b1 + )}rp on an m-resource with B, where  < b2 − b1. This set is
approximated to {(m + 1) × b2}rp. It is unschedulable for any allocation algorithm
because b2 >
1
2
. It follows ΥB−RA ≤ (m+1)·(b1+)m → b1 when m → ∞ and  → 0.
Therefore, ΥB−RA ≤ b1.
Corollary 4.2.2 If 1
2
6∈ B, then ∀RA, ΥB−RA < 0.5.
Theorem 4.2.2 shows that Z4,2 is the only sub-optimal sequence reaching the
maximal schedulability bound.
Lemma 4.2.4 Given an on-1-feasible ABS/E-ABS B where ΥB = 0.5, if
1
2
∈ B,
then ∀k > 0, 1
2k
∈ B and ∀w ∈ ( 1
2k+1
, 1
2k
), w /∈ B.
Proof. Use an inductive method.
::::::
When
::::::
k = 1, 1
2
∈ B. Assume ∃w ∈ (1
4
, 1
2
), w ∈ B.
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Check the schedulability of {1
2
, w}rp on a 1-resource. Suppose RP 1
2
preempts all the
time units at even numbers. No matter in which case among 1
w
∈ (2, 3), 1
w
∈ (3, 4)
and 1
w
= 3, there exist two consecutive time units on RPw whose distance is 3.
It follows that {1
2
, w}rp is not on-1-schedulable because all the time units at even
numbers are already preempted by RP 1
2
. Thus, ∀w ∈ (1
4
, 1
2
), w 6∈ B.
::::::
When
::::::
k > 1,
by the inductive assumption, 1
2k−1 ∈ B and ∀w ∈ ( 12k , 12k−1 ), w /∈ B. Then 12k ∈ B
(otherwise, ΥB < 0.5 by Theorem 3.3.2). Assume ∃w ∈ ( 12k+1 , 12k ), w ∈ B. Let
p = 2k ≥ 4, then {(p−1)× 1
p
, w}rp is not on-1-schedulable because w 6≺rp 1p (Lemmas
4.1.2, 2.4). Therefore, ∀w ∈ ( 1
2k+1
, 1
2k
), w /∈ B.
Theorem 4.2.2 If B is a sub-optimal ABS/E-ABS and ΥB−FFD = 0.5, then B =
Z4,2.
Proof. By Lemma 4.2.2 and Corollary 4.2.2, we only need to show that Z4,2 is the
only sub-optimal ABS/E-ABS containing 1
2
. Suppose B is such a sequence. By
Lemma 4.2.4, ∀k > 0, 1
2k
∈ B and ∀w ∈ ( 1
2k+1
, 1
2k
), w /∈ B. On the other hand,
∀k > 0, ∀w ∈ (1 − 1
2k
, 1 − 1
2k+1
), w 6∈ B; otherwise, {w, 1
2k+1
}rp is on-1-schedulable
⇒ 1
2k+1
≺rp (1 − w), which contradicts Lemma 2.3. It follows B ⊆ Z4,2. Since B is
saturated, B = Z4,2.
4.2.2 Using Multiple Approximation Sequences
The performance of a partitioned-scheduling algorithm strongly depends on its
approximation overhead. For a given weight, the approximation overhead is not
the same on different approximation sequences. For example, RZ4,2(0.45) = 0.5 and
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RZ7,2(0.45) = 0.57. This fact inspires us to use multiple approximation sequences in
a partitioned-scheduling algorithm. We call it MulZ when we use Z3,2, Z4,2, Z5,2,
Z7,2 simultaneously, and present its pseudocode as follows.
——————————————————————————————
(0) resource-units R := {Rj{factor = 0, rest = 1} : j ∈ [1,m]};
(1) partitions P := {Pj{weight, res-unit = 0} : j ∈ [1, s]};
—————————————————–
(2) bool MulZ FFD()
(3) sort P in non-increasing order;
(4) for j = 1 to s do
(5) Pj.resource := MulZ FFD Alloc(Pj.weight);
(6) if Pj.resource = 0 return false;
(7) od
(8) return true;
—————————————————–
(9) int MulZ FFD Alloc(w)
(10) for i = 0;n ∈ {3, 4, 5, 7}; i++ do
(11) Ai = RZn,2(w);
(12) od
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(13) for k = 1 to 4 do
(14) r := the k-th minimum item in array A;
(15) f := n, where w is approximated at r by Zn,2;
(16) for j = 1 to m do
(17) if Rj.factor = f and Rj.rest ≥ r do
(18) Rj.rest := Rj.rest − r;
(19) return j;
(20) od
(21) else if Rj.factor = 0 do
(22) Rj.factor := f ;
(23) Rj.rest := 1− r;
(24) return j;
(25) od
(26) od
(27) od
(28) return 0;
—————————————————————————————-
The first two lines define and initialize the data structures. In line (0), a positive
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value of “factor”, n, indicates that a resource-unit is not empty and the partitions on
it are approximated by Zn,2. In line (1), a positive value of “res-unit”, m, indicates
that a partition is assigned to the m-th resource-unit. Function MulZ FFD first
sorts the resource partitions in non-increasing order, and then calls MulZ FFD Alloc
within a loop to allocate resource for each partition. Lines 10-12 compute the ap-
proximated weights of the sub-optimal E-ABSes, and store them as an array. The
loop of lines 16–26 checks the availability of each resource-unit one by one for the
current partition, where line 14 determines which E-ABS is chosen for approximation
in the current iteration; lines 17–20 search available non-empty resource-units using
the chosen E-ABS; lines 21–25 assign the current partition to an empty resource-unit
if the condition in line 17 fails for all non-empty resource-units (always having lower
indexes in R). If there are empty resource-units remaining when starting function
MulZ FFD Alloc, the loop of lines 16–26 must terminate at either line 19 or line 24
when k = 1. Therefore, the branch of lines 21–25 is only executed when k = 1. It
follows that an empty resource-unit always chooses its working E-ABS such that the
minimum approximation overhead is achieved for its first assigned partition.
A Partitioning Example of MulZ-FFD: We will show how to partition G =
{0.65, 0.6, 0.55, 0.5, 0.35, 0.3, 3×0.25}rp on a 4-resource. Let U(G, n) =
∑
w∈GRZn,2(w).
It is easy to check that ∀n ∈ {3, 4, 5, 7}, U(G, n) > 4. Therefore, any single Zn,2 does
not work in this scenario, even if we use a global scheduling strategy without consid-
ering migration overhead. However, MulZ-FFD is able to do that. Let’s see how the
first partition 0.65 is assigned. When n = 3, 4, 5, 7, its approximated weight equals
2
3
, 3
4
, 4
5
, 5
7
, respectively. We choose the minimum one 2
3
, and the working E-ABS is
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Z3,2. Then we assign this partition to the No. 0 resource-unit because currently all
the resource-units are empty. Meanwhile, the working E-ABS on the No. 0 resource-
unit is set to Z3,2. The rest can be done in the same manner, and the final result is
shown in Table 4.2. The overall resource utilization is 92.5%. Notice that although
Z7,2 cannot achieve the minimum overhead for the last remaining 0.25-weight par-
tition, this partition is still assigned to the No. 2 resource-unit because the other
three resource-units cannot accommodate it at that moment.
Resource-Unit E-ABS Partitions Approx. Weights
No. 0 Z3,2 0.65, 0.3 23 , 13
No. 1 Z5,2 0.6, 0.35 35 , 25
No. 2 Z7,2 0.55, 0.25 47 , 27
No. 3 Z4,2 0.5, 0.25, 0.25 12 , 14 , 14
Table 4.2: A Partitioning Example of MulZ-FFD
MulZ-FFD is an intuitive algorithm, which is unable to promise optimal perfor-
mance theoretically. Nevertheless, our experimental results in the next section show
that it has better performance than the best global-scheduling algorithm. Meanwhile,
Theorem 4.2.3 shows that the maximal schedulabiltiy bound 0.5 is still kept.
Lemma 4.2.5 Suppose weights w1, w2, ..., ws (w1 ≥ w2 ≥ ... ≥ ws > 0) are already
assigned to a resource-unit by MulZ-FFD, where Zn,2 (n ∈ {3, 4, 5, 7}) is its work-
ing E-ABS, and
∑s
i=1wi < 0.5. ∀ws+1 ∈ (0, ws], this resource-unit is still able to
accommodate ws+1.
Proof. We only check Z7,2 here. The others can be checked similarly. Let ri =
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RZ7,2(wi) be the approximated weight of wi for i = 1, 2, ..., s+1. Notice wi ≤ ri < 2wi.
Since Z7,2 is sub-optimal, we need to show U =
∑s+1
i=1 ri ≤ 1.
CASE 1: w1 ∈ (37 , 12), r1 = 47 . This case is impossible. When MulZ-FFD assigns
w1 to an empty resource-unit, it should choose Z4,2 as the working E-ABS because
RZ4,2(w1) =
1
2
< r1.
CASE 2: w1 ∈ (27 , 37 ], r1 = 37 . Similarly, to choose Z7,2 as the working E-ABS when
assigning w1, w1 must be in (
2
5
, 3
7
]. If s = 1, then U ≤ 2r1 < 1; otherwise, s > 1
⇒∑si=2wi < 0.5− w1 < 0.1 ⇒ U < r1 + 2∑si=2wi + 2ws+1 ≤ 37 + 4∑si=2wi < 1.
CASE 3: w1 ∈ (17 , 27 ], r1 = 27 . To choose Z7,2, w1 must be in (14 , 27 ]. If s ≤ 2, then
U ≤ 3r1 < 1; otherwise, s > 2⇒
∑s
i=2wi < 0.5− w1 < 14 :
CASE 3.1: w2 ∈ (17 , w1], then
∑s
i=3wi <
1
4
− 1
7
= 3
28
.
U < r1 + r2 + 2
∑s
i=3wi + 2ws+1 ≤ 47 + 4
∑s
i=3wi < 1.
CASE 3.2: w2 ≤ 17 .
CASE 3.2.1: ws ≤ 114 , then U < r1 + 2
∑s
i=2wi + 2ws+1 <
2
7
+ 1
2
+ 1
7
< 1.
CASE 3.2.2: ws >
1
14
, then 1
7
≥ w2 ≥ w3 ≥ ... ≥ ws > 114 . Since
∑s
i=2wi <
1
4
, s ≤ 4.
U = r1 +
∑s
i=2 ri + rs+1 ≤ r1 + 4r2 = 27 + 4 · 17 < 1.
CASE 4: w1 ≤ 17 , then (i) for i = 1, 2, ..., s + 1, ri ∈ {17 , 114 , 128 , 156 , ...}; (ii) r1 ≥ r2 ≥
... ≥ rs ≥ rs+1. Since
∑s
i=1wi < 0.5 and ri < 2wi, (1 −
∑s
i=1 ri) > 0. By (i) and
(ii), ∀i ∈ [1, s], ri is divisible by rs+1. It follows (1 −
∑s
i=1 ri) is divisible by rs+1.
Therefore, rs+1 ≤ 1−
∑s
i=1 ri ⇒ U ≤ 1.
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Theorem 4.2.3 ΥMulZ−FFD = 0.5.
Proof. (i) Since {(m+ 1)× (0.5 + )}rp is unschedulable on an m-resource by MulZ-
FFD, ΥMulZ−FFD ≤ (m+1)·(0.5+)m → 0.5 when m → ∞ and  → 0. It follows
ΥMulZ−FFD ≤ 0.5. (ii) Suppose {w1, w2, ..., wn : 1 ≥ w1 ≥ w2 ≥ ... ≥ wn > 0}rp
is unschedulable on an m-resource by MulZ-FFD. Find the proper t where {wi :
i = 1, 2, ..., t}rp is schedulable and {wi : i = 1, 2, ..., t + 1}rp is unschedulable. If∑t
i=1wi < 0.5, there is a resource-unit whose utilization is less than 0.5. By Lemma
4.2.5, it is able to accommodate a regular partition of weight wt+1. This contradicts
that {wi : i = 1, 2, ..., t + 1}rp is unschedulable. Therefore,
∑t
i=1wi ≥ 0.5. It fol-
lows that the total weight of any unschedulable partition set is greater than 0.5 and
ΥMulZ−FFD ≥ 0.5.
4.3 Experimental Results
4.3.1 Regular Partition Scheduling on Mulitresources
Let us briefly explain this part of the simulation experiments. For each weight
percentile, we generate 50000 random partition sets. In these sets, the weight of
each regular partition is randomly chosen in the interval Θ = (low, high). Then we
simulate different partitioned-scheduling algorithms and count their schedulability
rates.
When one approximation sequence is applied, Figure 4.2 shows that Z7,2-FFD
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has the highest overall schedulability rate due to its lowest approximation overhead.
Figure 4.2: Schedulability % of Zn,2-FFD on a 64-resource
Figure 4.3 compares the schedulability rate among MulZ-FFD, Z7,2-FFD, and
Z7,2-Global. We have shown that Z7,2-FFD achieves the optimal overall resource
utilization with a single E-ABS. Meanwhile, Z7,2-Global (Magic7 [13]) is the optimal
global-scheduling algorithm for regular partitions. We ignore its migration overhead
because it is hard to estimate a proper value for it. This kind of overhead depends
on the physical platform architecture, which is beyond the scope of our work. Mean-
while, this absence will not impact our conclusions.
The simulation results indicate that MulZ-FFD has better performance than the
others. First, each chart shows that MulZ-FFD outperforms Z7,2-FFD, which means
MulZ-FFD drastically improves the overall resource utilization by using multiple ap-
proximation sequences to reduce the approximation overhead. Second, even without
considering the migration overhead due to global scheduling, MulZ-FFD performs
better or no worse than Z7,2-Global when Θ = (0, 1), and significantly outperforms
Z7,2-Global for light-weight partitions where Θ = (0, 0.5). Moreover, MulZ-FFD
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Figure 4.3: MulZ-FFD Greatly Improves Schedulability %
performs even better on middle-to-large multiresource platforms.
4.3.2 Compare the Periodic Model and the Regularity-based
Model
Then we compare the overall resource utilization between the Periodic and the
Regularity-based Models. As shown in Table 1.2, for task-level scheduling in the Peri-
odic Model, we can only find solutions for the simple periodic-task model. Therefore,
our comparison only focuses on this task model, where a periodic task, ti, is defined
as (ci, pi). ci and pi are ti’s execution time and period, respectively.
At the beginning of the simulation, a size of the computation resource, m, is
selected. The main body is a 10000-run loop. In each run, we generate a group of
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periodic task sets {T0, T1, ...Tn : Ti = {ti0, ti1, ...}} for each weight percentile r, where
the total weight of these task sets is exactly m · r/100 and the weight of each task
set is randomly chosen in the interval Θ = (low, high). It follows two major phases.
Phase I simulates task scheduling. For each task set Ti, we determine a resource
partition Pi which has the exact size to accommodate it with the EDF policy. And
Phase II simulates resource partitioning. We determine the schedulability of resource
partitions P0, P1, ..., Pn on an m-resource. After the 10000-run main loop, we count
the schedulability rate.
We implement our simulation in three scenarios: on a single resource, on a mul-
tiresource with global scheduling and on a multiresource with partitioned scheduling.
In all of them, we apply schedulability tests in [12] and [35] for task scheduling in the
Periodic and the Regularity-based Models, respectively. Figure 4.4 shows our exper-
imental results on a single resource. We apply EDF and Z7,2 for resource scheduling
in the two models, respectively. The results show that the Regularity-based Model
has higher schedulability rate most of the time. Figure 4.5 shows the experimen-
tal results on a 64-resource with global scheduling. P-fair and Magic7 are applied
for resource scheduling. We find that the Regularity-based Model also outperforms
the Periodic Model especially when task sets are light (Θ = (0, 0.5)). Figure 4.6
shows the experimental results on a 64-resource with partitioned scheduling. EDF-
FFD and MulZ-FFD are applied for resource scheduling. The results show that the
Regularity-based Model outperforms the Periodic Model in both scenarios, no mat-
ter the task sets are heavy or light. In general, the Regularity-based Model achieves
higher schedulability rate than the Periodic Model, which shows that it also provides
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higher overall resource utilization.
Figure 4.4: Schedulability % on a Single Resource
Figure 4.5: Schedulability % on a 64-resource with Global Scheduling
4.4 Contribution
The Periodic Model is the most popular resource model for HiRTS due to its
simplicity in resource partitioning. However, it has not solved most classical task
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Figure 4.6: Schedulability % on a 64-resource with Partitioned Scheduling
scheduling problems because of the significant blacked-out intervals on its resource
partitions. The Regularity-based Model achieves maximal transparency for task
scheduling, but its resource-partitioning problem is complicated due to the very
strict timing constraint on regular partitions. To alleviate the weaknesses of the
Regularity-based Model, we introduces new resource-partitioning techniques for it.
After applying these new techniques, our simulation results show that the Regularity-
based Model achieves higher overall resource utilization than the Periodic Model.
Since the Regularity-based Model can also handle much more task models at the
task level, we conclude that the Regularity-based Model is a better choice than the
Partitioned Model for the integration of real-time applications.
4.5 Proof of Lemma 4.1.1
Lemma 4.5.1 shows that the time units on a regular partition are always evenly
distributed. For convenience, a span denotes two neighboring time units on a regular
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partition. Meanwhile, the size of a span is the distance between the two time units
it represents.
Lemma 4.5.1 The size of any span on a regular partition is either b 1
w
c or d 1
w
e,
where w is the partition weight. Both types of spans coexist if 1
w
is a fraction.
Proof. Suppose w = q
p
where p, q are co-prime. We only need to check the property
on the standard regular partition P with time-unit sequence T0(p, q). By Def. 2.7,
the first time unit preempted on P must be 0; otherwise, the instant regularity at
time 1 is less than 0. Notice that ∀n ∈ (0, q), bn·p
q
c · q
p
≤ n; (bn·p
q
c + 1) · q
p
> n
⇒ bn·p
q
c · q
p
∈ (n − q
p
, n]. Consider the second time unit on P . By Lemma 2.1,
a preempted time unit increases the instant regularity of P by (1 − q
p
), and a non-
preempted time unit decreases it by q
p
. To ensure the value of every instant regularity
in [0,1) (Def.s 2.7 and 3.3.1), the second preempted time unit must be bp
q
c because
bp
q
c · q
p
∈ (1 − q
p
, 1] †. Similarly, the third time unit must be b2p
q
c; ... the q-
th time unit must be b (q−1)p
q
c. Therefore, T0(p, q) equals 〈0, bpqc, b2pq c, ..., b (q−1)pq c〉.
∀k ∈ (0, q], let span(k) denote the distance between the k-th and (k+1)-th time
units in T0(p, q)∪ 〈p〉, then span(k) = bk·pq c − b (k−1)·pq c ∈ [bpqc, bpqc+ 1]. When pq is a
fraction, ∃k, span(k) = bp
q
c+ 1; otherwise, the total size of all spans in T0(p, q)∪ 〈p〉
is q · bp
q
c < p.
From Lemma 4.5.1, we know that the distance between two neighboring time units
on a regular partition is either b 1
w
c or d 1
w
e, but we are still interested in how these
†Suppose the second preempted time unit is t. If t < bpq c, then IP (t + 1) ≥ 1. If t > bpq c, then
IP (t) < 0. Both cases contradict that ∀t′, IP (t′) ∈ [0, 1).
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distances (or spans) are distributed. To show that, we define T ′(p, q) as a sequence
containing the sizes of these spans in T0(p, q) in order. For example, T0(15, 4) =
〈0, 3, 7, 11〉, then T ′(15, 4) = 〈3, 4, 4, 4〉. Figure 4.7 shows the details. Due to space
limitation of the figure, we use letter ′a′ instead of number ′10′, and so on.
Definition 4.5.1 T ′(p, q) = 〈ti+1 − ti : 0 ≤ i < q〉, assuming T0(p, q) = 〈ti : 0 ≤ i <
q〉 and tq = p.
We define L(p, q) as a sequence containing the indexes of those long spans in
T ′(p, q) in order. For example, T ′(15, 4) = 〈3, 4, 4, 4〉 ⇒ L(15, 4) = 〈1, 2, 3〉. Since
T0(p, q) has q spans totally where (p mod q) of them are long spans with size bpqc+1,
|L(p, q)| = p mod q.
Definition 4.5.2 L(p, q) = 〈i : t′i = bpqc+ 1〉, assuming T ′(p, q) = 〈t′i : 0 ≤ i < q〉.
Figure 4.7: Compute L′(15, 4) from T0(15, 4)
Also, we define L′(p, q) to determine the difference between two neighboring el-
ements in L(p, q). For example, L′(15, 4) = 〈1, 1, 2〉. By decreasing the values in
L′(p, q) by 1, we directly deduce the number of short spans between two neighboring
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long spans. Figure 4.7 shows the computation from T0(15, 4) to L
′(15, 4).
Definition 4.5.3 L′(p, q) = 〈li+1− li : 0 ≤ i < r〉, assuming L(p, q) = 〈li : 0 ≤ i < r〉
and lr = q + l0, where r = p mod q .
Lemma 4.5.2 shows that not only T0(p, q), but also L(p, q) are evenly distributed.
Lemma 4.5.2 ∀p, q where p > q > 1 and p,q are co-prime, max{l′ : l′ ∈ L′(p, q)} −
min{l′ : l′ ∈ L′(p, q)} ≤ 1.
Proof. Let d = bp
q
c ≥ 1.
(I) First, let’s study the case when all the elements of L′(p, q) are equal to n. n = 1
is impossible; otherwise, all the elements of T ′(p, q) are equal to (bp
q
c+ 1). Then n >
1⇒ |L′(p, q)| = 1; otherwise, T ′(p, q) can be divided into several identical segments,
which contradicts the fact that p, q are co-prime (For example, if L′(p, q) = 〈2, 2〉,
T ′(p, q) = 〈d, d+1, d, d+1〉 ⇒ p = 4d+2, q = 4). Therefore, there is only one element
of (d + 1) in T ′(p, q), together with (n − 1) elements of d (Def.s 4.1.4, 4.1.5). Then
q = |T ′(p, q)| = n; p = nd+1 (Def. 4.1.3)⇒ p
q
= d+ 1
n
. Vice versa, if p
q
= d+ 1
n
where
n > 1 and p, q are co-prime, then p = nd+1, q = n⇒ T0(p, q) = 〈0, d, 2d, ..., (n−1)d〉
(Def.s 2.7 and 3.3.1) ⇒ T ′(p, q) = 〈d, d, d, ..., d+ 1〉 (Def. 4.1.3) ⇒ L(p, q) = 〈n− 1〉
(Def. 4.1.4) ⇒ L′(p, q) = 〈n〉 (Def. 4.1.5).
(II) If there are elements with different values in L′(p, q), ∃n > 0, p
q
∈ (d + 1
n+1
, d +
1
n
)⇒ q
p
∈ ( n
nd+1
, n+1
nd+d+1
). Assume n+k ∈ L′(p, q) where k ≥ 2. Consider the changes
of the supply regularity in T0(p, q). A short span increases the supply regularity by
(1− q
p
· d). With the following preempted time unit, (n+ k− 1) straight short spans
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increase the supply regularity by: (n+k−1)(1−d· q
p
)+(1− q
p
)≥ (n+1)(1−d· q
p
)+(1− q
p
)
= n + 2 − (nd + d + 1) · q
p
> 1. It contradicts the definition of regular partition
(Def. 2.7). Therefore, ∀k ≥ 2, n+ k /∈ L′(p, q). Similarly, if n − k ∈ L′(p, q) where
k ∈ [1, n), excluding the first preempted time unit, two neighboring long spans and
the (n − k − 1) straight short spans between decrease the supply regularity by:
d · q
p
− (n− k− 1)(1− d · q
p
)− (1− q
p
) + d · q
p
≥ 2d · q
p
− (n− 2)(1− d · q
p
)− (1− q
p
) =
(nd + 1) · q
p
− (n − 1) > 1. It also contradicts the definition of regular partition.
Therefore, ∀k ∈ [1, n), n− k /∈ L′(p, q). The only two possible values in L′(p, q) are
n and n+ 1.
Then we check the following case. ∀p, q and p > q, the time-unit sequences
T (p, q, δ) (δ = 0, 1, ..., bp
q
c−1) can be accommodated on a 1-resource without conflict,
and each long span of T0(p, q) leaves its last time unit unused in the end. In Figure
3.5, time units labeled by ′6′,′ a′ and ′e′ are left out from T0(15, 4), T (15, 4, 1) and
T (15, 4, 2). Let D(p, q) denote these remaining time units. Obviously, |D(p, q)| =
p− q · bp
q
c = p mod q.
Definition 4.5.4 D(p, q) = 〈0, 1, ..., p− 1〉 −⋃b pq c−1δ=0 T (p, q, δ).
Also, we define D′(p, q) to show the distances between the neighboring time units
in D(p, q). For example, D(15, 4) = 〈6, 10, 14〉, D′(15, 4) = 〈4, 4, 7〉.
Definition 4.5.5 D′(p, q) = 〈ti+1 − ti : 0 ≤ i < r〉, assuming D(p, q) = 〈ti : 0 ≤ i <
r〉 and tr = t0 + p, where r = p mod q.
Lemma C2 shows how to compute D′(p, q) from L′(p, q). Notice that they both
have the size of (p mod q).
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Lemma 4.5.3 Suppose L′(p, q) = 〈l′i : 0 ≤ i < r〉 and D′(p, q) = 〈d′i : 0 ≤ i < r〉
where r = p mod q, then d′i = l
′
i · bpqc+ 1 for 0 ≤ i < r.
Figure 4.8: Compute D′(p, q) from L′(p, q)
Proof. As shown in Figure 4.8, D(p, q) is composed of the last time units of the long
spans (labeled by ′4′ in the example). Since (l′i − 1) is the number of short spans
between two neighboring long spans, d′i = (l
′
i − 1) · bpqc+ (bpqc+ 1) = l′i · bpqc+ 1 for
0 ≤ i < r.
Lemma 4.5.4 Suppose q
p
< 1
2
where p, q are co-prime, and r = (p mod q) > 0. If
{bp
q
c × q
p
, w}rp is on-1-schedulable and w ∈ ( r2p , rp), then p · w is an integer.
Proof. Let d = bp
q
c, then d ≥ 2. By Lemma 4.5.2, there are two cases for the values
in L′(p, q).
CASE 1: L′(p, q) only contains n. We have examined this case in the proof part (I)
of Lemma 4.5.2, where we have proved |L′(p, q)| = 1. It follows that |D(p, q)| = 1
(Lemma 4.5.3), and D(p, q) is the time-unit sequence of a 1
p
-weight regular partition.
Hence, {bp
q
c × q
p
, w}rp is not on-1-schedulable because w 6≺rp 1p (Lemma 2.4).
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CASE 2: L′(p, q) contains both n and n+ 1 where n > 0. By Lemma 4.5.3, D′(p, q)
contains both nd+ 1 and nd+ d+ 1, as shown in the next figure. Let short = nd+ 1
and long = nd + d + 1, then long > short + 1 and long < 2 × short. Since
{bp
q
c× q
p
, w}rp is schedulable, suppose Pw is the w-weight regular partition, then the
time-unit sequence on Pw is a part of D(p, q) within their hyper period. And because
w ∈ ( r
2p
, r
p
), Pw contains more than a half of time units in D(p, q). Let d
′ = b 1
w
c,
and the size of each span on Pw is either d
′ or d′ + 1. Then, d′ + 1 ≥ long ∗ and
d′ < 2× long † ⇒ d′ ∈ (short, 2× long).
CASE 2.1: 1
w
is an integer. The time-unit sequence of Pw is an arithmetic one
and the size of each span is d′ (Lemma 4.5.1). Since d′ ∈ (short, 2 × long) and
2× short > long, the only possible values of d′ are long, 2× short and long+ short.
(i) If d′ = long, Pw cannot go over any short span of D(p, q) because short < d′ <
2× short. (ii) If d′ = 2× short, Pw cannot go over any long span of D(p, q) because
long < d′ < long+ short. (iii) If d′ = long+ short, Pw contains exactly a half of the
time units in D(p, q) because it selects time units from D(p, q) alternately. It follows
w = r
2p
, which contradicts the assumption w ∈ ( r
2p
, r
p
).
CASE 2.2: 1
w
is a fraction. There are two sizes of spans on Pw: d
′, d′ + 1. Since
d′ ∈ (short, 2×long), the only possible values of d′ and d′+1 are long, 2×short, long+
∗If d′ + 1 < long, Pw cannot go over any long span of D(p, q).
†Because Pw contains more than a half of the time units in D(p, q), d′ ≤
average span size of Pw < 2× average span size of D(p, q) < 2× long.
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short, and 2× long, where long < 2×short < long+short < 2× long ⇒ long+ 1 =
2 × short OR 2 × short + 1 = long + short OR long + short + 1 = 2 × long
⇒ long = 2× short− 1 (because long > short+ 1) ⇒ n = 1 (apply short = nd+ 1
and long = nd + d + 1). Therefore, short = d + 1, long = 2d + 1, d′ = long and
d′+1 = 2×short. Also, the number of the short spans between each two neighboring
long spans on D(p, q) must be even. As shown in the next figure, Pw and D(p, q)
always keep synchronized — a short span of Pw corresponds to a long span of D(p, q),
and a long span of Pw corresponds to two short spans of D(p, q). Since p is a period
of D(p, q), p is also a period of Pw. It follows p · w is an integer.
Lemma 4.1.1 ∀ on-1-feasible ABS/E-ABS B where ΥB > 0.5 , ∃p ≥ 3, 1p ∈ B.
Proof. From Def.s 3.3.1, 3.3.9, ∃ q0
p0
∈ B, where q0
p0
< 1
2
and p0, q0 are co-prime. If
q0 = 1, just let p = p0; otherwise, let r0 = p0 mod q0, then r0 > 0. Since ΥB > 0.5,
by Theorem 3.3.2, ∃w ∈ B,w ∈ ( r0
2p0
, r0
p0
). Since B is on-1-feasible, {bp0
q0
c × q0
p0
, w}rp
is on-1-schedulable. By Lemma 4.5.4, p0 · w is an integer. Suppose w = q1p1 where
p1, q1 are co-prime. Then p0 · q1p1 is an integer ⇒ p0 is divisible by p1. Therefore,
q1
p1
< r0
p0
< q0
p0
⇒ q1 < p1p0 · q0 ≤ q0. Repeat the same argument from p1 and q1
..., and eventually, we can find pn, qn such that
qn
pn
∈ B and qn = 1. Meanwhile,
qn
pn
< q0
p0
< 0.5⇒ 1
pn
< 0.5⇒ pn ≥ 3. Let p = pn.
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Chapter 5
Transparent Task Scheduling
†In this chapter, we study task scheduling on regular partitions to show that
they have the transparency property in comprehensive cases. For the scheduling
policies contained in a specific category (including the most popular EDF and DM
[8]), we can always transform a scheduling problem on a regular partition into an
equivalent problem on a dedicated single resource. We extend the study of real-
time task scheduling on temporal resource partitions in two dimensions. On the
one hand, our method is able to deal with different types of real-time tasks such as
periodic tasks, sporadic tasks, and aperiodic tasks. On the other hand, unlike other
results currently known in the literature which only consider one scheduling policy
at a time, our method works on a category of policies. Meanwhile, it is the first to
†The content of this chapter has been published. c©2016 IEEE. Reprinted, with permission,
from Yu Li, Albert M. K. Cheng, Transparent Real-Time Task Scheduling on Temporal Resource
Partitions, IEEE Transaction on Computers, Page(s) 1646 - 1655, Issue 5, May 2016.
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allow existing single-resource scheduling algorithms for task scheduling on resource
partitions. This is a big convenience for building a HiRTS system because we do not
have to develop new task-scheduling techniques.
To achieve the transformation, we introduce coarse-grain scheduling as an inter-
mediate state between the regular-partition task scheduling and the single-resource
task scheduling. As shown in Figure 5.1, we perform three major steps to complete
the argument of our transformation method. Step 1© investigates the relation be-
tween a common scheduling problem and a coarse-grain scheduling problem both on
a single-resource. Step 2© discusses the relation between a coarse-grain scheduling
problem on a single-resource and a scheduling problem on a regular-partition assign-
ment. Step 3© eliminates the intermediate state and connects a scheduling problem
on a regular partition and one on a single resource. Our final goal is to transform a
scheduling problem on a regular partition into one on a single resource that has the
same schedulability.
Figure 5.1: Our Transformation Strategy
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5.1 Existing Work
Real-time task scheduling has been extensively studied since Liu and Layland’s
seminal work [8] on the Earliest Deadline First (EDF) and Rate Monotonic (RM)
algorithms. We describe a few representative papers here. Lehoczky et al. [19] pro-
vides an exact schedulability test for RM. Jeffay et al. [21] describes non-preemptive
scheduling of periodic and sporadic tasks. Harbour et al. [22] and Davis and Burns
[23] derive response-time bounds for fixed-priority real-time systems. Lauzac et al.
[24], Bini et al. [25], and Davis et al. [26] introduce more efficient RM analysis.
Lu et al. [27] present a precision-tunable response time upper bound algorithm for
fixed-priority preemptive real-time systems. Ras and Cheng [28] and Belwal and
Cheng [29] provide response time analysis of abort-and-restart tasks in functional
reactive systems. Lin et al. [30] investigate energy-aware scheduling of real-time
tasks. More recently, Lin et al. [31] present fault-tolerant scheduling techniques for
mixed-criticality real-time tasks. However, all these results consider only single-layer
scheduling of tasks whereas our current paper targets hierarchical real-time systems.
We list the existing HiRTS models and their partition definitions in Table 5.1.
Since our main focus is to show the transparency property of the regular partition
in the RRP Model, we would like to first argue why currently only this kind of
partition is able to provide this property. Intuitively, a resource partition could
provide perfect transparency property for task scheduling when its resource allocation
is even at everywhere. For example, for a partition of weight 1
3
, if it exactly preempts
1
3
computation resource in any time interval, it could provide perfect transparency.
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However, this is just an ideal allocation state. No practical algorithm is able to
achieve it because time intervals could be infinitely cut apart. Therefore, no matter
what kind of resource-allocation algorithm is applied to a resource partition, there
exists a deviation between the ideal and the actual resource allocation.
A resource partition in the Periodic Model [12] exactly obtains c computation time
units in each period p as shown in Figure 5.2, and there is no other restriction on the
resource allocation. Therefore, there could be some blacked-out intervals without
any computation time. The maximal length of such an interval is 2(p− c). The EDP
Model [14] introduced one additional parameter d to restrict that only the first d time
units can get computation time in each period. However, the maximal length of a
blacked-out interval is still (p+d−2 ·c). Since these two models (Periodic and EDP)
do not effectively bound the deviation between the ideal and the actual resource
allocation, their resource partitions cannot provide the transparency property for task
scheduling. New utilization bounds and schedulability tests have to be developed.
Figure 5.2: Blacked-out Intervals
On the other hand, the Bounded-delay Model [2] and the RRP Model [1, 7] are
designed to bound the deviation between the ideal and the actual resource allocation.
87
Their only difference is that the RRP Model has one more constraint that there is
an impartible time unit. Since time intervals could be infinitely cut apart in the
Bounded-delay Model, it cannot find a minimum bound for that deviation range.
Therefore, its resource partitions cannot provide the transparency property either.
Only the regular partition in the RRP Model is claimed to provide transparency
in two specific cases shown in Table 5.1, where the regular partition minimizes the
deviation range between the ideal and the actual resource allocation.
Table 5.1 summarizes the limitations of current HiRTS techniques. First, only
one restricted task model is considered for each HiRTS model. For example, for the
Periodic, Bounded-Delay, and RRP Models, the current work has only investigated
a special case of the periodic task model – all tasks are synchronous with implicit
deadlines. Second, these methodologies study scheduling policies one by one. This
strategy greatly increases the research workload of task scheduling for HiRTS. At last,
regular partitions (regularity = 1) in the RRP model could provide transparency.
However, this is true only in some specific cases – there are strict restrictions on
the task model (synchronous, implicit-deadline and periodic) and scheduling policies
(EDF or DM).
Our work in this chapter is based on a two-layer HiRTS system as shown in Fig-
ure 1.1. We use the definition of resource partition in the RRP Model and focus on
regular partitions. The RRP Model originates by Shigero et al. [7], which shows
that the utilization bound of EDF remains unchanged on regular partitions for syn-
chronous periodic tasks with implicit deadlines. Then Mok and Feng [1, 3] prove
that the utilization bound of DM remains unchanged in the same scenario. To the
88
Partition
Definition
Task Models Task Scheduling on Partitions
Periodic
[12]
period, weight periodic
(limited)
new utilization bounds:
EDF & DM [12]
EDP [14] period, weight,
deadline
sporadic
(limited)
new schedulability tests:
EDF & DM [14]
Bounded-
Delay[2]
weight, jitter periodic
(limited)
new utilization bounds:
EDF & DM [2]
RRP [7, 1] weight,
regularity
periodic
(limited)
utilization bounds unchanged on
regular partitions (regularity =
1): EDF [7]; DM [1]
Table 5.1: The State of the Art of Task Scheduling in HiRTS
best of our knowledge, no existing result on the RRP Model has considered the task
scheduling problem based on general real-time tasks as described in this work.
5.2 Prerequisite Knowledge
5.2.1 Job and Priority
Unlike the traditional research on the task scheduling that focuses on the periodic
task model, we study how to schedule a set of real-time jobs. As shown in Def. 5.2.1,
a job has only one single request with an execution time, a release time, and a
deadline. The methodology based on scheduling a sequence of jobs is easily applied
to scheduling different types of real-time tasks.
Definition 5.2.1 J = (c, r, d) denotes a job, where c, r, and d are its execution
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time, release time, and deadline, respectively. For convenience, we use C(J), R(J)
and D(J) to denote J ’s execution time, release time, and deadline, respectively.
We consider preemptive scheduling policies in our work. We regard a preemptive
policy as
::::::::
P-stable if each job has an invariant as its priority that never changes with
time. For example, EDF is P-stable and the priority of a job is its deadline, whereas
Round Robin is not P-stable. Once a policy is P-stable, we can define the priority
order of a job sequence for this policy as follows.
Definition 5.2.2 The priority order of a job sequence S for a P-stable policy Γ
is a non-strict total order p on [0, |S|) such that i ≺p j iff S|i has a higher priority
than S|j with Γ ; i =p j iff S|i has the same priority as S|j with Γ .
A job is regarded as active at a time instant if it has been released but not
finished. A big concern in a policy is how to break ties when multiple active jobs
have equal priority. A tie-break order in Def. 5.2.3 is able to resolve this situation.
Once the priority order and the tie-break order are determined, we can obtain a
scheduling order on a job sequence as in Def. 5.2.4, which indicates which active job
will preempt the current time unit at a time instant.
Definition 5.2.3 Suppose Γ is a P-stable policy, and p is the priority order of a
job sequence S for Γ . A tie-break order of S for Γ is a strict partial order ≺t on
[0, |S|) that is well-defined between i and j iff i =p j, where i ≺t j indicates that S|i
always precedes S|j when they are both active.
Definition 5.2.4 Suppose Γ is a P-stable policy; p and ≺t are the priority order
and a tie-break order of a job sequence S for Γ , respectively. The scheduling order
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of S for Γ and ≺t is a strict total order ≺ on [0, |S|) such that i ≺ j iff i ≺p j, OR
i =p j and i ≺t j.
5.2.2 Resource and Job System
For convenience, we regard a single resource as a special case of a regular-partition
assignment whose period is 1, and
:::
use
:::::
A(1)
:::
to
::::::::::
represent
::
it. To describe a scheduling
problem, we define a regular job system as follows.
Definition 5.2.5 Π = (R, S, Γ,≺t) denotes a regular job system, where R is a
regular-partition assignment; S is a sequence of independent jobs; Γ is a preemptive
hard-real-time policy; and ≺t is a tie-break order on S for Γ .
Definition 5.2.6 F (Π, i) denotes the finish time of S|i in Π = (R, S, Γ,≺t). If S|i
can never finish, F (Π, i) =∞.
Definition 5.2.7 Π = (R, S, Γ,≺t) is feasible iff ∀i ∈ [0, |S|), F (Π, i) ≤ D(S|i).
5.3 Coarse-grain Scheduling
Now, we start to present our transformation strategy. Following the three steps
in Figure 5.1, we show some more details pertaining to the scheduling problems in
Figure 5.3. Problem I checks the schedulability of a job sequence S under a scheduling
policy Γ with a tie break order ≺t on a regular partition of weight qp . Problem II
checks the schedulability of a job sequence S ′ under the same scheduling policy Γ
with the same tie break order ≺t on a single resource, where S ′ is obtained from
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S with a rule introduced later (job scaling). Our target is to prove that these two
problems are equivalent. Therefore, we introduce Problem III as a bridge between
them. Problem III checks the schedulability of S ′ under Γ ′ (the coarse-grain version
of Γ ) with the same tie break order ≺t on a single resource. In this section, we
introduce coarse-grain scheduling first and then perform Step 1© to connect Problem
II and Problem III.
Figure 5.3: The Coarse-grain Scheduling Works as a Bridge
5.3.1 Introducing Coarse-grain Scheduling
The coarse-grain version of a scheduling policy assigns time units to jobs with a
fixed frame size p (the first parameter). Meanwhile, jobs are allowed to start at most
d (the second parameter) time units earlier. ∀k ≥ 0, “time frame k” denotes time
interval [k · p, (k + 1) · p) in the coarse-grain scheduling scenario.
Definition 5.3.1 For a preemptive scheduling policy Γ applied on a dedicated single
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resource, Γ (p,d) (p > d ≥ 0) denotes its coarse-grain version, with which all preemp-
tions occur at time instants of p’s multiples, and each job is allowed to start execution
at most d time units prior to its release time.
Figure 5.4 shows an example of the coarse-grain EDF with frame size 4. Notice
that with EDF(4,1), J2 starts execution at time 4 though its release time is 5. Another
notable fact is that coarse-grain policies could cause unnecessary deadline misses due
to their coarse-grain assignment mechanism. As shown in Figure 5.4, all jobs meet
their deadlines with EDF, while J2 and J3 miss their deadlines with EDF
(4,0). In
Section V, we will show that this does not matter for our transformation method, and
a coarse-grain scheduling problem on a single resource perfectly matches a scheduling
problem on a regular partition. Also, for the purpose of transformation, we only need
to consider harmonic job sequences (Def. 4.2) in the coarse-grain scheduling scenario.
Figure 5.4: Coarse-grain EDF {J1 = (4, 0, 5), J2 = (4, 5, 10), J3 = (4, 10, 15), J4 = (4, 15, 20), J5 =
(4, 0, 21)}
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Definition 5.3.2 A job sequence is p-harmonic if the execution time of each job is
a multiple of p.
5.3.2 Connect Coarse-grain Scheduling to Common Single-
Resource Scheduling
There is another interesting observation from Figure 5.4 – each time frame in the
EDF(4,d) scenario is assigned to a job that occupies the d-th time unit within this
time frame in the EDF scenario. For example, time units 0, 4, 8, 12, 16 in the EDF
scenario are assigned to J1, J5, J2, J3, J4, respectively. Meanwhile, the first five time
frames in the EDF(4,0) scenario are also assigned to J1, J5, J2, J3, J4, respectively.
We show that this is a general rule in Lemma 5.3.2, which matches the results
of a common scheduling Π = (A(1), S, Γ,≺t) and a coarse-grain scheduling Π ′ =
(A(1), S, Γ (p,d),≺t). ::A:::::::::coloring::::::::method is applied on the single resource used for the
common scheduling, which totally uses p colors C0, C1, ..., Cp−1 and paints any time
unit t with color C(t mod p).
Lemma 5.3.1 Given a regular job system Π = (A(1), S, Γ,≺t) where S is p-harmonic
and Γ is P-stable, ∀i ∈ [0, |S|) where F (Π, i) is finite, suppose the execution time of
S|i is n · p, then ∀d ∈ [0, p), just n time units of color Cd are assigned to S|i.
Proof. Let increasing sequence M contain the n·p time units assigned to S|i. We first
prove that ∀j ∈ [0, n · p), (M |j+1 −M |j) mod p = 1. Let t1 = M |j and t2 = M |j+1.
It is obvious true when t2 − t1 = 1; otherwise, S|i is interrupted at time t1 + 1 and
resumed at time t2. Since Γ is P-stable, each job executed between t1 + 1 and t2
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must be released after t1 and finished no later than t2. And since S is p-harmonic
and there is no idle time unit between t1 + 1 and t2, (t2 − t1 − 1) mod p = 0. It
follows (t2 − t1) mod p = 1. Therefore, any p consecutive time units in M have p
different colors. The property follows immediately.
Lemma 5.3.2 Given two regular job systems Π = (A(1), S, Γ,≺t) and Π ′ = (A(1), S,
Γ (p,d),≺t) where S is p-harmonic and Γ is P-stable, ∀k ≥ 0, suppose time unit
(k · p + d) in Π is assigned to job J (resp. idle), then time frame k in Π ′ is also
assigned to J (resp. idle).
Figure 5.5: Matching a Common Single-Resource Schedule with a Coarse-grain
Schedule
Proof. Since Π and Π ′ have the same priority order and tie-break order on S, they
have the same scheduling order on S. Show the property by induction on k.
Check the base case, k = 0. If time unit d in Π is idle, there is no job released in
time interval [0, d] such that time frame 0 in Π ′ is idle. Otherwise, if time unit d
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in Π is assigned to a job J0, J0 has the highest scheduling order among the jobs
released in [0, d] such that time frame 0 in Π ′ is assigned to J0.
Suppose the property is true till (k − 1) ≥ 0. Let I0 denote the set of jobs that have
finished at time t2 = (k · p + d) in Π. ∀J ′ ∈ I0, suppose the execution time of J ′
is n′ · p, then by Lemma 5.3.1, J ′ has been assigned n′ time units of color Cd. By
the induction assumption, J ′ has already been assigned n′ time frames before time
t1 = k · p in Π ′. Therefore, all the jobs in I0 have finished at time t1 in Π ′.
case 1: If time unit t2 in Π is idle, then I0 includes all jobs released in [0, t2]. Since
all jobs in I0 have finished at time t1 in Π
′, time frame k is idle.
case 2: As shown in Figure 5.5, time unit t2 in Π is assigned to a job Jk. Let I1
denote the set of active jobs at time t2 in Π, then Jk has the highest scheduling order
in I1. Suppose the execution time of Jk is n · p, then by Lemma 5.3.1, Jk has been
assigned at most (n − 1) time units of color Cd at time t1 in Π. By the induction
assumption, Jk has been assigned at most (n − 1) time frames at time t1 in Π ′. It
follows that Jk is still active at time t1 in Π
′. Let I2 denote the set of the active jobs†
at time t1 in Π
′, then Jk ∈ I2. Since all the jobs in I0 have finished at time t1 in
Π ′, I2 ⊆ I1. Since Jk has the highest scheduling order in I1, Jk also has the highest
scheduling order in I2. It follows that time frame k in Π
′ is assigned to Jk.
Lemma 5.3.3 shows a property on job finish times in the coarse-grain scenario.
We will use it to check the feasibility of job systems on regular partitions to fulfill
†Due to the early-release mechanism of the coarse-grain scheduling, I2 also includes the jobs
released in (t1, t2].
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our transformation method.
Lemma 5.3.3 Suppose Ω is a sequence containing p regular job systems and Ω|d =
(A(1), S, Γ (p,d),≺t) for d = 0, 1, ..., p − 1, where S is p-harmonic and Γ is P-stable.
Let Π = (A(1), S, Γ,≺t), then ∀i ∈ [0, |S|),
(1) if F (Π, i) is finite, ∀d ∈ [0, p), F (Ω|d, i) ≤ F (Π, i) + p− d− 1 (the equality holds
iff d = (F (Π, i)− 1) mod p);
(2) if F (Π, i) is infinite, ∃d ∈ [0, p), F (Ω|d, i) is infinite.
Proof. Let J = S|i.
part (1): Suppose t1 is the last time unit of color Cd assigned to J in Π, then by
Lemma 5.3.2, F (Ω|d, i) = t1 + p − d. Also, since t1 ≤ F (Π, i) − 1, the property is
true. The equality only holds when t1 = F (Π, i)− 1⇔ d = (F (Π, i)− 1) mod p.
part (2): Suppose t2 is the last time unit assigned to J in Π. Let d = (t2+1) mod p.
Since F (Π, i) is infinite, suppose the execution time of J is n · p, then there are at
most n − 1 time units of color Cd assigned to J in Π. It follows that F (Ω|d, i) is
infinite because J is assigned at most (n− 1) time frames in Ω|d.
5.4 Transparent Job Scheduling via a Transforma-
tion Method
In this section, we completely present how to achieve transparent job schedul-
ing on regular partitions. As mentioned, our strategy is to transform a scheduling
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problem on a regular partition to one on a single resource.
5.4.1 Job Scaling
Job scaling (Def.s 5.4.1 and 5.4.2) is a part of the transformation method.
Definition 5.4.1 J (p,q) denotes a job as the result of a scale operation on a job J
with a tuple (p, q), where J (p,q) = (p · C(J), q ·R(J), q ·D(J)).
Definition 5.4.2 S(p,q) denotes a job sequence as the result of a scale operation on
a job sequence S with a tuple (p, q), where |S(p,q)| = |S|, and ∀i ∈ [0, |S|), S(p,q)|i =
(S|i)(p,q).
Other than “P-stable”, a further restriction “P-scalable” is needed on scheduling
polices for the transformation. As shown in Def. 5.3, we require that a job sequence’s
priority order for such a policy to remain unchanged after a scale operation is applied.
Policy Job Priority P-Stable P-Scalable
RR N.A. No No
LLF N.A. No No
DM D(J)−R(J) Yes Yes
EDF D(J) Yes Yes
FIFO R(J) Yes Yes
N.A. R(J)/D(J) Yes Yes
N.A. R(J) ·R(J) +D(J) Yes No
N.A. D(J)−R(J)− C(J) Yes No
Table 5.2: Policy and Job Priority
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Definition 5.4.3 A scheduling policy is P-scalable iff it is P-stable, and ∀J1, J2
and (p, q), the priority order between J
(p,q)
1 and J
(p,q)
2 is the same as the one between
J1 and J2.
Based on Def. 5.4.1, we can easily conclude that a scheduling policy is P-scalable
if the job priority is determined by a linear function on release time and deadline,
a · R(J) + b · D(J), where a, b are constants. In Table 5.2, we show whether some
popular policies have the P-stable and P-scalable properties, including RR (Round
Robin), LLF (Least Laxity First), DM, EDF and FIFO (First In First Out). Notice
that EDF and DM are both P-scalable, so our transformation method applies to
them.
5.4.2 Connect Coarse-grain Scheduling to Regular-Partition
Scheduling
Now, we start to consider the scheduling problems on regular partitions. For
convenience, we still use “time unit i” to denote the i-th time unit of a regular-
partition assignment. Notice that time unit i of a regular-partition assignment does
not necessarily start at time i because unlike a dedicated resource, the time units on
a regular-partition assignment are not continuous everywhere.
Lemma 5.4.1 performs Step 2© in Figure 5.3, which matches a scheduling problem
on a regular-partition assignment to a coarse-grain scheduling problem. To show the
intuition, we briefly explain a simple case of the matching in Figure 5.6 (the case q = 1
in Lemma 5.4.1), where Γ is P-scalable, Π ′ = (A(p,1)d , S, Γ,≺t) describes a scheduling
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problem on a regular-partition assignment and Π = (A(1), S(p,1), Γ (p,d),≺t) describes
a coarse-grain scheduling problem. Since Π ′ and Π have the same priority order and
tie-break order on S and S(p,1) respectively, they have the same scheduling order on
S and S(p,1), respectively. If the first time frame in Π is assigned to J
(p,1)
0 , then J
(p,1)
0
has the highest scheduling priority at time d in Π (early-release mechanism in the
coarse-grain scheduling). Therefore, J0 has the highest scheduling priority at time
d in Π ′. It follows that the first time unit in Π ′ is assigned to J0. Similarly, the
assignments of the second, third, ... time frames/units are also matched.
Figure 5.6: A Simple Case of Matching a Regular-Partition Schedule with a Coarse-
grain Schedule
Lemma 5.4.1 Given two regular job systems Π = (A(1), S(p,q), Γ (p,d),≺t) and Π ′ =
(A(p,q)d , S, Γ,≺t) where Γ is P-scalable, ∀k ≥ 0, time unit k in Π ′ is assigned to S|i
(resp. idle) if time frame k in Π is assigned to job S(p,q)|i (resp. idle).
Proof. Show the property by induction on k.
Check the base case, k = 0.
case 1: If time frame 0 in Π is idle, then no job is released in [0, d] in Π. It follows
that no job is released in [0, bd
q
c] in Π ′. By Lemma 2.2, time unit 0 in Π ′ starts at
100
Figure 5.7: The General Case of Matching a Regular-Partition Schedule with a
Coarse-grain Schedule
time bd
q
c. This time unit is idle because no job is released before it in Π ′.
case 2: As shown in Figure 5.7, if time frame 0 in Π is assigned to job J0 =
S(p,q)|i0 , then J0 has the highest scheduling priority among jobs released in [0, d] in
Π. Meanwhile, no job is released in (q · bd
q
c, d] because the release time of each job
in S(p,q) is a multiple of q (Def.s 5.4.1 and 5.4.2). It follows that J0 has the highest
scheduling priority among jobs released in [0, q · bd
q
c] in Π. Since Γ is P-scalable and
Π ′ has the same tie-break order with Π, it follows that job J ′0 = S|i0 has the highest
scheduling priority among jobs released in [0, bd
q
c] in Π ′. It follows that time unit 0
in Π ′ is assigned to J ′0.
Suppose the property is true till k − 1 ≥ 0. Due to the synchronized time frame/unit
assignments in the first k time frames, if a job J (p,q) is finished (resp. unfinished)
before time k · p in Π, its corresponding job J is also finished (resp. unfinished)
before time k·p
q
in Π ′. It follows that the active job sets at time k · p in Π and Π ′
are synchronized. As in the base case, the property is true similarly.
Similar to Lemma 5.3.3, the following lemma shows a property on job finish times.
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Lemma 5.4.2 Given two regular job systems Π = (A(1), S(p,q), Γ (p,d),≺t) and Π ′ =
(A(p,q)d , S, Γ,≺t) where Γ is P-scalable, ∀i ∈ [0, |S|),
(1) if F (Π, i) is finite, F (Π, i)− q · F (Π ′, i) ∈ [p− d− q, p− d).
(2) if F (Π, i) is infinite, F (Π ′, i) is also infinite.
Proof. part (1): Suppose S(p,q)|i finishes at time frame k in Π, then by Lemma 5.4.1,
S|i finishes at time unit k in Π ′. Let time unit k in Π ′ starts at time t. From
Figure 5.7, k·p+d
q
∈ [t, t + 1) ⇒ t ∈ (k·p+d
q
− 1, k·p+d
q
], then F (Π, i) − q · F (Π ′, i) =
(k + 1) · p − (t + 1) · q ∈
[
(k + 1) · p− (k·p+d
q
+ 1) · q, (k + 1) · p− k·p+d
q
· q
)
. The
property follows.
part (2): Immediately follows from Lemma 5.4.1.
5.4.3 Equivalence between Regular-Partition Scheduling and
Single-Resource Scheduling
It is ready for Step 3© in Figure 5.3 by combining the results on job finish times in
Lemmas 5.3.2 and 5.4.2. As the result, Theorem 5.4.1 thoroughly presents a trans-
formation method – a scheduling problem on a regular partition can be transformed
into one on a single resource that has the same schedulability.
Theorem 5.4.1 Suppose a preemptive hard-real-time scheduling policy Γ is P-scalable,
then (A(p,q)d , S, Γ,≺t) is feasible for any d ∈ [0, p) iff (A(1), S(p,q), Γ,≺t) is feasible.
Proof. Let Π = (A(1), S(p,q), Γ,≺t).
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if part: ∀d ∈ [0, p), let Π ′ = (A(p,q)d , S, Γ,≺t) and Π ′′ = (A(1), S(p,q), Γ (p,d),≺t).
∀i ∈ [0, |S|), if Π is feasible, by Lemma 5.3.3,
F (Π ′′, i) ≤ F (Π, i) + p− d− 1. (i)
It follows that F (Π ′′, i) is finite, then by Lemma 5.4.2,
F (Π ′′, i)− q · F (Π ′, i) ≥ p− d− q. (ii)
(i) and (ii) conclude
q · F (Π ′, i) ≤ F (Π, i) + q − 1
⇒ q · F (Π ′, i) ≤ D(S(p,q)|i) + q − 1 Def. 5.2.7
⇒ q · F (Π ′, i) ≤ q ·D(S|i) + q − 1 Def. 5.4.1
⇒ F (Π ′, i) ≤ D(S|i).
Therefore, Π ′ is feasible because it has no deadline miss.
only if part: Let Ω be a sequence containing p regular job systems where Ω|d =
(A(1), S(p,q), Γ (p,d),≺t) for d = 0, 1, ..., p− 1. If Π is infeasible, ∃i ∈ [0, |S|),
F (Π, i) > q ·D(S|i). (iii)
case 1: F (Π, i) = ∞. By Lemma 5.3.3, ∃d ∈ [0, p), F (Ω|d, i) = ∞. Let Π ′ =
(A(p,q)d , S, Γ,≺t). By Lemma 5.4.2, F (Π ′, i) =∞. It follows that Π ′ is infeasible.
case 2: F (Π, i) is finite. By Lemma 5.3.3, ∃d ∈ [0, p),
F (Ω|d, i) = F (Π, i) + p− d− 1. (iv)
Let Π ′ = (A(p,q)d , S, Γ,≺t). By Lemma 5.4.2,
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F (Ω|d, i)− q · F (Π ′, i) ≤ p− d− 1. (v)
(iv) and (v) conclude
q · F (Π ′, i) ≥ F (Π, i)
⇒ F (Π ′, i) > D(S|i) Inequation (iii)
It follows that Π ′ is infeasible.
Scheduling Example: Schedule S = 〈(1, 0, 2), (2, 1, 4)〉 by EDF on a regular par-
tition of weight 2
3
. From Theorem 5.4.1, we just need to check the schedulability of
S(3,2) = 〈(3, 0, 4), (6, 2, 8)〉 by EDF on a single resource. Since S(3,2) is unschedulable
by EDF on a single resource, S is unschedulable by EDF on a regular partition of
weight 2
3
.
5.5 Applying the Transformation Method to pe-
riodic tasks
Till now, we focus on job systems where each job has only one single request.
However, tasks with multiple requests are most common in actual real-time systems.
To illustrate the applicability of our method, we shall present how to apply it to
scheduling periodic tasks whose requests arrive periodically. We first define periodic
tasks as follows.
Definition 5.5.1 τ = (c, p, d, o) denotes a periodic task, where c, p, d, and o are
its execution time, period, deadline, and offset, respectively. For convenience, we
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use C(τ), P (τ), D(τ) and O(τ) to denote τ ’s execution time, period, deadline, and
offset, respectively.
5.5.1 Regular Periodic Task System
To describe a scheduling problem for periodic tasks, we define a regular periodic
task system as follows. Notice that it also has a tie-break order to remove ties.
Definition 5.5.2 Ψ = (R, T , Γ,≺T ) denotes a regular periodic task system,
where R is a regular-partition assignment; T is a sequence of independent periodic
tasks; Γ is a preemptive hard-real-time scheduling policy; and ≺T is a strict total
order on [0, |T |) as the tie-break order.
The key to our solution for periodic tasks is to
:::::::
convert
::
a
:::::::::
periodic
:::::
task
::::::::::
sequence
::
to
::
a
::::
job
::::::::::
sequence as follows. A periodic task is naturally able to generate an infinite
series of jobs as in Def. 5.5.3. For a periodic task sequence, we just need to add a
rule to sort the generated jobs as in Def. 5.5.4.
Definition 5.5.3 Given a periodic task τ , release(τ, k) = O(τ) + k · P (τ) and
deadline(τ, k) = release(τ, k) +D(τ) denote the release time and the deadline of the
k-th (k ≥ 0) job of τ , respectively.
Definition 5.5.4 For a given periodic task sequence T , S is T ’s congruent job se-
quence iff ∀k ≥ 0 and i ∈ [0, |T |), S|k·|T |+i = (C(T |i), release(T |i, k), deadline(T |i, k)).
Then we can convert a regular periodic task system to a corresponding job system
as in Def. 5.5.5. The only concern is how to generate a tie-break order for the
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generated job sequence. Suppose a tie happens between two jobs belonging to tasks
τ1 and τ2, respectively. If τ1 and τ2 are different, we just keep the original tie-break
order between τ1 and τ2; otherwise, the earlier job wins the tie.
Definition 5.5.5 For a given regular periodic task system Ψ = (R, T , Γ,≺T ), regular
job system Π = (R, S, Γ,≺t) is Ψ ’s congruent job system iff S is T ’s congruent
job sequence and when a tie happens between S|k1·|T |+i1 and S|k2·|T |+i2, (k1·|T |+i1) ≺t
(k2 · |T |+ i2) iff i1 ≺T i2 OR i1 = i2 and k1 < k2.
Similarly, a regular periodic task system is regarded as feasible if it has no deadline
miss.
Definition 5.5.6 A regular periodic task system is feasible iff all jobs generated by
its tasks meet their deadlines.
The jobs generated in a regular periodic task system Ψ exactly match the jobs
in its congruent job system Π (Def. 5.5.4). Meanwhile, Ψ and Π have the same
scheduling policy and their tie-break orders are also exactly matching (Def. 5.5.5).
Corollary 5.5.1 immediately follows.
Corollary 5.5.1 A regular periodic task system is feasible iff its congruent job system
is feasible.
We also need to scale periodic tasks when applying the transformation method.
Definition 5.5.7 τ (p,q) denotes a periodic task as the result of a scale operation on a
periodic task τ with a tuple (p, q), where τ (p,q) = (p ·C(τ), q ·P (τ), q ·D(τ), q ·O(τ)).
Definition 5.5.8 T (p,q) denotes the a periodic task sequence as the result of a scale
106
operation on a periodic task sequence T with a tuple (p, q), where |T (p,q)| = |T |, and
∀i ∈ [0, |T |), T (p,q)|i = (T |i)(p,q).
Finally, we can apply the transformation method to a periodic task sequence as
follows.
Theorem 5.5.1 Given a P-scalable policy Γ and a periodic task sequence T , (A(p,q)d , T , Γ,≺T
) is feasible for any d ∈ [0, p) iff (A(1), T (p,q), Γ,≺T ) is feasible.
Proof. Immediately follows from Corollary 5.5.1 and Theorem 5.4.1.
5.5.2 Earliest Deadline First
EDF is one of the most popular scheduling policies. Liu and Layland [8] present
its utilization bound for synchronous‡ periodic tasks with implicit deadlines§ on a
single resource, and Labetoulle [18] extends it to the asynchronous case as in Lemma
5.5.1.
Definition 5.5.9 The Utilization of a periodic task sequence T is denoted by U(T ) =∑|T |−1
i=0
C(T |i)
P (T |i) .
Lemma 5.5.1 [18] Given a periodic task sequence T where D(T |i) = P (T |i) for
any i ∈ [0, |T |), (A(1), T , EDF,≺T ) is feasible iff U(T ) ≤ 1.
By our transformation method presented in Theorem 5.5.1, we can easily obtain
the utilization bound of EDF for periodic tasks with implicit deadlines on a regular
‡The offset of each task is 0.
§The deadline of each task coincides with its period.
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partition as in Theorem 5.5.2. Notice that Shigero et al. [12] only obtain the corre-
sponding result for the synchronous case, and our transformation method solves the
asynchronous case.
Theorem 5.5.2 Given a periodic task sequence T where D(T |i) = P (T |i) for any
i ∈ [0, |T |), (A(p,q)d , T , EDF,≺T ) is feasible for any d ∈ [0, p) iff U(T ) ≤ qp .
Proof. Immediately follows from Lemma 5.5.1 and Theorem 5.5.1.
For an asynchronous periodic task set with arbitrary deadlines on a single re-
source, Leung and Merril [15], and Baruah et al. [16] show its feasibility interval as
in Lemma 5.5.2. We can directly use it to check the same case on a regular partition
with Theorem 5.5.1. Furthermore, we can also grab any new schedulability test for
EDF, such as [17].
Lemma 5.5.2 [15, 16] Given a periodic task sequence T , (A(1), T , EDF ,≺T ) is
feasible iff U(T ) ≤ 1 and no deadline misses in time interval [0, Omax + 2H), where
Omax = max{O(T |i) : i ∈ [0, |T |)} and H = lcm{P (T |i) : i ∈ [0, |T |)}.
5.5.3 Deadline Monotonic
Similarly, we can obtain the utilization bound of DM for a synchronous periodic
task set with implicit deadlines on a regular partition as in Theorem 5.5.3 based
on the corresponding single-resource result in [8]. We can also utilize a complex
sufficient and necessary schedulability test of DM for such a task set presented in
[19].
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Lemma 5.5.3 [8] Given a periodic task sequence T with n tasks where D(T |i) =
P (T |i) and O(T |i) = 0 for any i ∈ [0, n), (A(1), T , DM,≺T ) is feasible if U(T ) <
n( n
√
2− 1).
Theorem 5.5.3 Given a periodic task sequence T with n tasks where D(T |i) =
P (T |i) and O(T |i) = 0 for any i ∈ [0, n), (A(p,q)d , T , DM,≺T ) is feasible for any
d ∈ [0, p) if U(T ) < n( n√2− 1) · q
p
.
Proof. Immediately follows from Lemma 5.5.3 and Theorem 5.5.1.
For more general cases, we can directly use the results on feasible intervals as
follows.
Lemma 5.5.4 [20] Given a periodic task sequence T where D(T |i) < P (T |i) and
O(T |i) = 0 for any i ∈ [0, |T |), (A(1), T , DM,≺T ) is feasible iff no deadline misses
in time interval [0, Dmax], where Dmax = max{D(T |i) : i ∈ [0, |T |)}.
Lemma 5.5.5 [20] Given a periodic task sequence T , (A(1), T , DM,≺T ) is feasible
iff U(T ) ≤ 1 and no deadline misses in time interval [0, Omax + 2H), where Omax =
max{O(T |i) : i ∈ [0, |T |)} and H = lcm{P (T |i) : i ∈ [0, |T |)}.
5.6 Contribution and Future Work
We present a transformation method to achieve transparent task scheduling in a
2-layer hierarchical real-time system based on the RRP Model. With this method, we
can reuse off-the-shelf single-resource scheduling techniques to solve task-scheduling
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problems on regular partitions, avoiding the development of new task-scheduling
techniques. Furthermore, our work greatly expands the study field of task scheduling
on temporal resource partitions because current research focuses on a scheduling
policy (DM or EDF) and a task model (limited periodic or sporadic) at a time. On
the one hand, our transformation method applies to any preemptive hard-real-time
policy which is P-scalable, such as DM, EDF, and FIFO. On the other hand, it deals
with any task set containing periodic, sporadic, and aperiodic tasks.
In the future, we can extend our transformation method in the following possible
aspects:
• Soft-real-time policies – our method could be easily applied to soft-real-time policies
because it is based on the finish-time analysis of jobs.
• Dynamic job-priority policies – we may need to adapt our method to deal with
policies where a job’s priority is not a constant number, such as RR and LLF.
• Non-preemptive policies – our method does not seem to work with non-preemptive
policies. New methods are required for them.
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Chapter 6
Conclusion
The Virtualization Technology allows people to integrate multiple operating sys-
tems and applications onto one physical platform. In the real-time area, it encounters
the problem that the original real-time scheduling policies cannot work in the new vir-
tualized system without change. Our work has solved this problem by extending the
current Regularity-based Resource (RRP) Model. The RRP Model was announced
to be the most transparent Hierarchical Real-Time Resource Model and had the po-
tential to build up a practical real-time Virtual Machine Monitor (VMM). However,
as shown in Table 1.2, there has been merely limited and primitive results at both
the resource level and the task level in this model. At the resource level, we succeed
to solve the resource-partitioning problem for both uniresources and multiresources.
In the multiresource scenario, we introduce novel algorithms for resource partition-
ing with both global and partitioned strategies. Our experimental results show that
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they improve the overall resource utilization and scheduling performance, significant-
ly. At the task level, we study task scheduling on regular partitions to show that
they have the transparency property in comprehensive cases. A scheduling problem
of a regular partition can always be transformed into an equivalent problem of a
dedicated single resource. Therefore, we do not need to develop new schedulability
test and utilization bound in the virtualized real-time system. With these theoret-
ical fundamentals for resource management and scheduling in the real-time VMM,
researchers and developers could focus on other problems, such as fault tolerance
and task/resource dependency.
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