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Abstract: In this paper, we consider the following Kirchhoff problem
−
(
a+ b
∫
Ω
|∇u|2dx
)
∆u = λuq−1 + µu2
∗−1, in Ω,
u > 0, in Ω,
u = 0, on ∂Ω,
(P)
where Ω ⊂ RN (N ≥ 4) is a bounded domain, 2 ≤ q < 2∗, 2∗ = 2NN−2 is the critical Sobolev exponent
and a, b, λ, µ are positive parameters. By using the variational method, we obtain some existence
and nonexistence results to (P) for all N ≥ 4 with some further conditions on the parameters a, b,
λ, µ, which partially improve some known results in the literatures. Furthermore, Our result for
N = 4 and q > 2, together with our previous works [11, 12], gives an almost positive answer to
Neimen’s open question [J. Differential Equations, 257 (2014), 1168–1193].
Keywords: Kirchhoff type problem; Critical Sobolev exponent; Positive solution; Variational
method.
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1 Introduction
In this paper, we study the following Kirchhoff problem
−
(
a+ b
∫
Ω
|∇u|2dx
)
∆u = λuq−1 + µu2
∗−1, in Ω,
u > 0, in Ω,
u = 0, on ∂Ω,
(Pa,b,λ,µ)
where Ω ⊂ RN (N ≥ 4) is a bounded domain, 2 ≤ q < 2∗, 2∗ = 2NN−2 is the critical Sobolev
exponent and a, b, λ, µ are positive parameters.
The elliptic type Kirchhoff problem (Kirchhoff problem for short) in a domain Ω ⊂ RN (1 ≤ N ≤
3) has a nice background in physics. Indeed, such problem is related to the stationary analogue of
the following model:
utt −
(
a+ b
∫
Ω
|∇u|2dx
)
∆u = h(x, u) in Ω× (0, T ),
u = 0 on ∂Ω× (0, T ),
u(x, 0) = u0(x), ut(x, 0) = u
∗(x),
(1.1)
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where T > 0 is a constant, u0, u
∗ are continuous functions. Such model was first proposed by
Kirchhoff in 1883 as an extension of the classical D’Alembert’s wave equations for free vibration of
elastic strings, Kirchhoff’s model takes into account the changes in length of the string produced
by transverse vibrations. In (1.1), u denotes the displacement, the nonlinearity h(x, u) denotes the
external force and the parameter a denotes the initial tension while the parameter b is related to
the intrinsic properties of the string (such as Youngs modulus). For more details on the physical
background of the Kirchhoff problem, we refer the readers to [1, 14].
Under some suitable assumptions on the nonlinearities, the Kirchhoff problem has a variational
structure in a proper Hilbert space. Thus, it is natural to study the Kirchhoff problem by the
variational method. However, since the Kirchhoff term −b(∫
Ω
|∇u|2dx)∆u is non-local and u 7→
−b(∫
Ω
|∇u|2dx)∆u is not weakly continuous, a typical difficulty of such problem by using the
variational method is that the weak limit of the (PS) sequence to the corresponding functional
is not the weak solution of the equation in general. In order to overcome this difficulty, several
methods have been developed and various existence and multiplicity results of nontrivial solutions
for the Kirchhoff problem in a domain Ω ⊂ RN (1 ≤ N ≤ 3) have been established by the variational
method in the literatures, see for example [4, 6, 12, 16, 19, 20, 21, 25, 26] and the references therein
for the bounded Ω and [2, 5, 7, 9, 8, 10, 13, 15, 17, 18, 22, 23, 24] and the references therein for
Ω = RN .
Recently, the Kirchhoff problem in high dimensions (N ≥ 4) has begun to attract much at-
tention. From the view point of calculus of variation, such problem is much more complex and
difficult since the order of the Kirchhoff type non-local term −b(∫
Ω
|∇u|2dx)∆u in the correspond-
ing functional is 4, which equals to the critical Sobolev exponent 2∗ for N = 4 and is greater than
2∗ for N ≥ 5. This fact leads to a big difficulty to obtain a compact (PS) sequence for the cor-
responding functional. By making some very careful and complex analyses on the (PS) sequence
or using the scaling technique, several existence and multiplicity results of nontrivial solutions to
the Kirchhoff problem in high dimensions have been established in the literatures, see for example
[3, 11, 12, 13, 18, 19, 20, 24, 26], etc., where [11, 12, 20] are devoted to the problem (Pa,b,λ,µ). For
the sake of clarity, we divide the remaining of introduction into the following two parts according
to the dimensions N = 4 and N ≥ 5.
1.1 The case N = 4
In [20], by establishing a global splitting result of the (PS) sequence to the corresponding functional
of (Pa,b,λ,µ) with N = 4 and applying the mountain pass theorem, Naimen proved that (Pa,b,λ,µ)
has a solution for N = 4, q = 2 and λ < aσ1, where σ1 is the first eigenvalue of −∆ in L2(Ω). In
our recent work [11], by combining Neimen’s splitting result and the linking theorem, we obtain
some existence results of solutions to (Pa,b,λ,µ) with N = 4 in both the following two cases:
• λ < aσ1 and µ > bS2, where S > 0 is the usual Sobolev constant defined by
S := inf{‖∇u‖2L2(Ω) | u ∈ H10 (Ω), ‖u‖2L2∗ (Ω) = 1}
and ‖ · ‖Lr(Ω) is the usual norm in Lr(Ω) (r ≥ 1).
• λ > aσ1 and µ < bS2.
In our very recent work [12], by introducing a new scaling technique, we also obtain some
special kinds of solutions with precise expressions on the parameters a, b, λ and µ to the problem
(Pa,b,λ,µ) on a ball for N = 4 and q = 2 in the above two cases.
It is clear that (Pa,b,λ,µ) has a ground state solution if N = 4, q = 2, λ > aσ1 and µ < bS2
since now the corresponding functional of (Pa,b,λ,µ) is coerce (cf. [11, Theorem 1.2]). Here, we
say u is a ground state solution to Problem (Pa,b,λ,µ) if u ∈ H10 (Ω) and E(u) = infv∈K E(v), where
E : H10 (Ω)→ R is the corresponding C2-functional of (Pa,b,λ,µ) given by
E(u) := a
2
‖∇u‖2L2(Ω) +
b
4
‖∇u‖4L2(Ω) −
λ
q
‖u‖qLq(Ω) −
µ
2∗
‖u‖2∗L2∗ (Ω), ∀u ∈ H10 (Ω) (1.2)
2
and K := {v ∈ H10 (Ω)\{0} | E ′(v) = 0}. An natural question is whether (Pa,b,λ,µ) always has a
ground state solution for N = 4 and q = 2? In this paper, we will explore this question.
When N = 4 and 2 < q < 2∗ = 4, Naimen also obtained the following existence result to
(Pa,b,λ,µ) in [20]:
Theorem 1.1 ([20, Theorem 1.6]) Let N = 4. If bS2 < µ < 2bS2 and Ω ⊂ R4 is strictly
star-sharped, then Problem (Pa,b,λ,µ) has a solution under one of the following three cases:
(C1) a > 0, λ > 0 is small enough,
(C2) λ > 0, a > 0 is large enough,
(C3) a > 0, λ > 0 and µb is sufficiently close to S2.
We note that Theorem 1.1 seems not the natural extension of the corresponding results to
(Pa,b,λ,µ) in cases of b = 0 and N = 4 since it is well known that the conditions that µ < 2bS2, Ω
is strictly star-sharped and (C1)–(C3) are not needed for (Pa,0,λ,µ) in the case of N = 4. Due to
this reason, Naimen proposed the following open question in [20]:
(Q) Are the conditions that µ < 2bS2, Ω ⊂ R4 is strictly star-sharped and (C1)–(C3)
necessary in Theorem 1.1?
In [11], by using the variational method and treating the Kirchhoff type non-local term as a
perturbation of (Pa,0,λ,µ), we give a partial answer to Naimen’s open question. More precisely, we
proved the following theorem:
Theorem 1.2 ([11, Theorem 1.4]) Let N = 4. If bS2 < µ and one of conditions (C1)–(C3) is
satisfied, then there exists b∗ > 0 such that Problem (Pa,b,λ,µ) has a solution for b ∈ (0, b∗).
Since the local problem (Pa,0,λ,µ) is dependent of the parameter µ, b∗ given by Theorem 1.2 is
also dependent of the parameter µ. Let us denote b∗ by b∗(µ). Then due to Theorem 1.2, we can
see that the conditions in Theorem 1.1 that µ < 2bS2 and Ω ⊂ R4 is strictly star-sharped are not
needed for b < b∗(µ). Clearly, b∗(µ) ≤ µS−2 by Theorem 1.2, and yet the existence of the b∗(µ) is
obtained by assuming the contrary in [11], where we neither showed that b∗(µ) = S−2µ nor gave
an estimate to b∗(µ). Noting that another partial answer to Naimen’s open question was given in
[12] in which we obtained the following result:
Theorem 1.3 ([12, Theorem 1.4]) Let N = 4, a, λ > 0 and µ > bS2. If Ω = BR is a ball, then
Problem (Pa,b,λ,µ) has a radial solution.
It follows from Theorem 1.3 that the conditions in Theorem 1.1 that µ < 2bS2 and (C1)–(C3)
are not necessary if Ω is a ball. However, our scaling technique in [12] heavily depends on the fact
of Ω = BR and it may be invalid for a general bounded domain Ω.
In present paper, we will also investigate Naimen’s open question once more and give an almost
positive answer to it, which also partially improves Theorems 1.2 and 1.3.
Before we state our result to Problem (Pa,b,λ,µ), we will introduce some notations. Let E(u) be
given in (1.2), then for every u ∈ H10 (Ω), the function Tu(t) := E(tu) (t ∈ R) is twice continuously
differentiable on R. Furthermore, T ′u(t) = 0 if and only if tu ∈ N , where N is the Nehari manifold
of E(u) defined by
N := {u ∈ H10 (Ω)\{0} | E ′(u)u = 0}.
In particular, T ′u(1) = 0 if and only if u ∈ N . Let
N− := {u ∈ N | T ′′u (1) < 0}.
Then our result to Problem (Pa,b,λ,µ) for N = 4 can be stated as follows.
Theorem 1.4 Let N = 4, a, b, λ > 0 and µ > bS2.
3
(a) If q = 2 then for each λ < aσ1, Problem (Pa,b,λ,µ) has a ground state solution which minimizes
the functional E(u) on N . Moreover, this ground state solution is also a mountain pass
solution.
(b) If 2 < q < 4 and
b <
(q − 2)2(µ(aσ1)
4−q
q−2 + λ
2
q−2 )
4λ
2
q−2 + (q − 2)2µ(aσ1)
4−q
q−2
µS−2, (1.3)
then Problem (Pa,b,λ,µ) has a solution which minimizes the functional E(u) on N−.
Remark 1.1 (1) From (a) of Theorem 1.4, we can see that (Pa,b,λ,µ) also has a ground state
solution for N = 4 and q = 2 with λ < aσ1 and µ > bS2. On the other hand, it was known
that (Pa,b,λ,µ) has no solutions for N = 4 and q = 2 with λ < aσ1 and µ < bS2 (cf. [11,
Theorem 1.2]), hence the question whether (Pa,b,λ,µ) always has a ground state solution for
N = 4 and q = 2 remains the situation that λ > aσ1 and µ > bS2 to be considered. However,
in this situation, we observe that the functional E(u) is unbounded from below and indefinite
in H10 (Ω), thus the treatments for the Kirchhoff term b‖∇u‖4L2(Ω) must be different from
those in this paper and our previous work [11]. Therefore, how to find out a ground state
solution of (Pa,b,λ,µ) for N = 4 and q = 2 with λ > aσ1 and µ > bS2 is an interesting problem
for our future.
(2) For the local problem (Pa,0,λ,µ), it is well known that the ground state solution of (Pa,0,λ,µ)
for N = 4 and q = 2 with λ < aσ1 not only minimizes the functional E(u) both in N and
K but also is a mountain pass solution. Now, by (a) of Theorem 1.4, we can see that the
ground state solution of (Pa,b,λ,µ) for N = 4 and q = 2 with λ < aσ1 and µ > bS2 has the
same property. Due to this fact, (a) of Theorem 1.4 can be seen as a complement of Neimen’s
result in [20].
Remark 1.2 (1) Denote b˜(µ) := (q−2)
2(µ(aσ1)
4−q
q−2 +λ
2
q−2 )
4λ
2
q−2 +(q−2)2µ(aσ1)
4−q
q−2
. Clearly b˜(µ) < 1 if 2 < q < 4 and it
follows from (b) of Theorem 1.4 that b∗(µ) of Theorem 1.3 satisfies b∗(µ) ≥ b˜(µ)µS−2, so
that b∗(µ) has an estimate: b˜(µ)µS−2 ≤ b∗(µ) ≤ µS−2. In this sense, (b) of Theorem 1.4
partially improves Theorem 1.2. Also (b) of Theorem 1.4 partially improves Theorem 1.3
since the condition Ω = BR in Theorem 1.3 is not needed if (1.3) holds.
(2) Obviously, for each a, λ > 0, it holds that b˜(µ) → 1 as µ → +∞, (q−2)24 < b˜(µ) and
b˜(µ)→ (q−2)24 as µ→ 0+. So that we can summarize Theorems 1.2–1.3 and (b) of Theorem 1.4
into the following figure and table.
Ranges of (b, µ) Corresponding regions The answer of
in Fig. 1 Naimen’s open question
b < (q−2)
2
4 µS−2 I Positive
(q−2)2
4 µS−2 ≤ b < b˜(µ)µS−2 II Positive
Partial positive: need
b˜(µ)µS−2 ≤ b < b∗(µ) III further condition Ω = BR or
one of (C1)–(C3)
Partial positive: need
b∗(µ) ≤ b < µS−2 IV further condition Ω = BR
By the above table, we can see that Naimen’s open question has a positive answer in the
regions I and II of Fig. 1 and has a partial answer in the regions III and IV of Fig. 1. Thus,
it seems that Theorems 1.2–1.3 and (b) of Theorem 1.4 give an almost positive answer to
Naimen’s open question.
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Figure 1: The plane of (b, µ)
1.2 The case N ≥ 5
To the best of our knowledge, there is few study on (Pa,b,λ,µ) for N ≥ 5 in literatures except our
very recent work [12], where, by introducing a new scaling technique, we obtained some existence
results to (Pa,b,λ,µ) on a ball for N ≥ 5. As we stated in the above, our scaling technique in [12]
heavily dependents the fact that Ω = BR and it may be invalid for a general bounded domain.
We also remark that, as observed by Neimen in [20], the energy values of bubbles to the (PS)
sequence may be negative at some low energy values. This fact leads that it is very hard to
find out a compact (PS) sequence to the corresponding functional E(u) of (Pa,b,λ,µ) on a general
bounded domain for N ≥ 5, which seems to be the main difficulty that prevent one to obtain a
solution to (Pa,b,λ,µ) on a general bounded domain for N ≥ 5 by using the variational method. In
this paper, by finding out a special bounded (PS) sequence of E(u) and analyzing carefully the
compactness of this (PS) sequence, we give some existence and nonexistence results to (Pa,b,λ,µ)
for N ≥ 5. Now, let us state our results in the following.
Theorem 1.5 Let N ≥ 5.
1. If q = 2 and λ < aσ1 then Problem (Pa,b,λ,µ) has a solution which minimizes the functional
E(u) on N− under the following conditions
(D0) N(2
∗−2)2a
42∗(4−2∗)b (1− λaσ1 ) > S
N
2
[
8a
(2∗+2)(4−2∗)µ
] 2
2∗−2
;
(D1) a− (4−2∗)µ2
[
(2∗−2)µ
2bS N2
] 2∗−2
4−2∗
< 0.
Moreover, Problem (Pa,b,λ,µ) has no solution if
a(1− λ
aσ1
)
[
aS 2∗2
µ
(1− λ
aσ1
)
] 2
2∗−2
>
[
µS− 2
∗
2 b−
2∗
4
] 4
4−2∗
.
2. If q > 2 then Problem (Pa,b,λ,µ) has a solution which minimizes the functional E(u) on N−
under the following conditions
(D1) a− (4−2∗)µ2
[
(2∗−2)µ
2bS N2
] 2∗−2
4−2∗
< 0;
(D2) a− (4−2∗)(2∗+2−q)2(4−q)
[
(2∗−2)(2∗−q)µ
2(4−q)bS N2
] 2∗−2
4−2∗
< 0;
5
(D3) 4qN(q−2)S
N
2
[
8a
(2∗+2)(4−2∗)µ
] 2
2∗−2
< (q−2)a(4−q)b .
Moreover, Problem (Pa,b,λ,µ) has no solution if
b ≥
(
λS−
q
2
q (
2
a
)4−q
) 2
q−2
+
(
µS− 2
∗
2 (
2
a
)4−2
∗
) 2
2∗−2
,
where Sq := inf{‖∇u‖2L2(Ω) | u ∈ H10 (Ω), ‖u‖2Lq(Ω) = 1}.
Remark 1.3 (1) To the best of our knowledge, Theorem 1.5 seems the first result to (Pa,b,λ,µ)
on a general bounded domain for N ≥ 5.
(2) As we will see, the main idea of the proof to Theorem 1.5 is similar to that of Theorem 1.4.
However, since 2∗ < 4 in the cases N ≥ 5, some new ideas and a much more complex
calculation are also needed, especially for the compactness of the (PS) sequence.
(3) Theorem 1.5 can be summarized as follows: for fixed a, λ, µ > 0 and N ≥ 5, (Pa,b,λ,µ) has a
solution if b > 0 small enough and (Pa,b,λ,µ) has no solution if b > 0 large enough. Now, let
b˜1 = sup{b > 0 | (Pa,b,λ,µ) has a solution for N ≥ 5}
and
b˜2 = inf{b > 0 | (Pa,b,λ,µ) has no solution for N ≥ 5}.
Then it is clear that b˜1 ≤ b˜2. However, we are not sure whether it holds that b˜1 = b˜2 or not.
This paper is organized as follows. In section 2, we will investigate Neimen’s open question
and prove Theorem 1.4. In section 3, we will study (Pa,b,λ,µ) on a general bounded domain in the
cases N ≥ 5 and prove Theorem 1.5.
Through this paper, on(1) will always denote the quantities tending towards zero as n → ∞
and di will denote the positive constants which may be different.
2 The case N = 4
2.1 The Nehari manifold N
Let us first make some observations on the Nehari manifold N by the fibering maps Tu(t) = E(tu).
Lemma 2.1 Let N = 4 and χu = {tu | t > 0}. Then we have the following.
(1) If q = 2 and 0 < λ < aσ1, then χu ∩N = ∅ for b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω) ≥ 0 and there exists
a unique t∗(u) > 0 such that t∗(u)u ∈ χu ∩ N for b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω) < 0. Moreover,
N = N− and Tu(1) = maxt≥0 Tu(t) for u ∈ N .
(2) If q > 2, then χu ∩N 6= ∅ if and only if one of the following three cases happens
(i) b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω) ≤ 0;
(ii) b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω) > 0 and D(u) < 0;
(iii) b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω) > 0 and D(u) = 0,
6
where
D(u) = a‖∇u‖2L2(Ω) −
4− q
2
[
(q − 2)λ‖u‖qLq(Ω)
2(b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω))
] q−2
4−q
λ‖u‖qLq(Ω).
Moreover, there exists a unique 0 < t∗(u) such that t∗(u)u ∈ χu∩N− if and only if one of (i)
and (ii) happens and Tu(1) = maxt≥0 Tu(t) in the case (i) and Tu(1) = max0≤t≤t0(u) Tu(t)
in the case (ii), where
t0(u) =
[
(q − 2)λ‖u‖qLq(Ω)
2(b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω))
] 1
4−q
.
Proof. Since 2∗ = 4 for N = 4, by a direct calculation, we can see that for every u ∈ H10 (Ω)\{0},
we have
T ′u(t) = t(a‖∇u‖2L2(Ω) − λ‖u‖qLq(Ω)tq−2 + (b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω))t2).
(1) Since q = 2 and 0 < λ < aσ1, by the definition of σ1, we can see that T
′
u(t) > 0 for all t > 0
when b‖∇u‖4L2(Ω)−µ‖u‖4L4(Ω) ≥ 0 and there exists a unique t∗(u) =
[
a‖∇u‖2
L2(Ω)
−λ‖u‖2
L2(Ω)
µ‖u‖4
L4(Ω)
−b‖∇u‖4
L2(Ω)
] 1
2
such
that T ′u(t∗(u)) = 0 for b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω) < 0. Moreover, T ′u(t) > 0 for 0 < t < t∗(u)
and T ′u(t) < 0 for t > t∗(u). It follows from the definitions of N and N− that χu ∩ N = ∅ for
b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω) ≥ 0 and there exists a unique t∗(u) > 0 such that t∗(u)u ∈ χu ∩ N for
b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω) < 0. Furthermore, N = N− and Tu(1) = maxt≥0 Tu(t) for u ∈ N .
(2) If b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω) ≤ 0, then by 2 < q < 4, it is easy to see that there exists a
unique t∗(u) > 0 such that T ′u(t∗(u)) = 0. Moreover, T
′
u(t) > 0 for t ∈ (0, t∗(u)) and T ′u(t) < 0 for
t ∈ (t∗(u),+∞). Let us consider the case of b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω) > 0 in what follows. Set
Tu,1(t) = (b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω))t2 − λ‖u‖qLq(Ω)tq−2.
Since 2 < q < 4, by a direct calculation, we can see that
T ′u,1(t) = t
q−3(2(b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω))t4−q − (q − 2)λ‖u‖qLq(Ω)).
Clearly, Tu,1(t0(u)) = mint>0 Tu,1(t) and Tu,1(t) is strictly decreasing on (0, t0(u)) and strictly
increasing on (t0(u),+∞). Thus, by a direct calculation, we can see that mint≥0 T
′
u(t)
t =
T ′u(t0(u))
t0(u)
=
D(u). It follows that T ′u(t) > 0 for all t > 0 in the subcase of D(u) > 0, T ′u(t) ≥ 0 for all
t > 0 and T ′u(t) = 0 if and only if t = t0(u) in the subcase of D(u) = 0 and there exist unique
0 < t1∗(u) < t0(u) < t
2
∗(u) such that T
′
u(t
1
∗(u)) = T
′
u(t
2
∗(u)) = 0 and T
′
u(t) > 0 for t ∈ (0, t1∗(u)),
T ′u(t) < 0 for t ∈ (t1∗(u), t2∗(u)) and T ′u(t) > 0 for t ∈ (t2∗(u),+∞). The conclusions follow
immediately from the relations between Tu(t) and N and N−.
Let {un} ⊂ H10 (Ω) be a minimizing sequence of S and satisfy ‖un‖L4(Ω) = 1. Then we can easy
to see that
b‖∇un‖4L2(Ω) − µ‖un‖4L4(Ω) = b‖∇un‖4L2(Ω) − µ
= bS2 − µ+ on(1).
If bS2 < µ, then b‖∇un‖4L2(Ω)−µ‖un‖4L4(Ω) < 0 for n large enough. Thus, by Lemma 2.1, we have
the following.
Lemma 2.2 Let N = 4. If bS2 < µ then both N and N− are nonempty sets under one of the
following two cases
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(a) q = 2 and 0 < λ < aσ1;
(b) q > 2.
By Lemma 2.2, we can see that m− = infN− E(u) is well defined. In what follows, let us give
some estimates on m−.
Lemma 2.3 Let N = 4 and bS2 < µ. Then we have 0 < m− < a2S24(µ−bS2) under one of the
following two cases
(a) q = 2 and 0 < λ < aσ1;
(b) q > 2.
Proof. Let us first estimate the low bound of m− in the case q = 2. Suppose u ∈ N−, then by
the definitions of N− and σ1,
E(u) = E(u)− 1
4
E ′(u)u
=
1
4
(a‖∇u‖2L2(Ω) − λ‖u‖2L2(Ω))
≥ a
4
(1− λ
aσ1
)‖∇u‖2L2(Ω). (2.1)
On the other hand, since u ∈ N− ⊂ N , we can see from the definitions of σ1 and S that
a(1− λ
aσ1
)‖∇u‖2L2(Ω) ≤ (a‖∇u‖2L2(Ω) − λ‖u‖2L2(Ω))
= µ‖u‖4L4(Ω) − b‖∇u‖4L2(Ω)
≤ (µS−2 − b)‖∇u‖4L2(Ω), (2.2)
which, together with 0 < λ < aσ1, implies ‖∇u‖L2(Ω) ≥ d0 > 0 for some positive constant d0. It
follows from (2.1) and 0 < λ < aσ1 once more that m
− ≥ a4 (1− λaσ1 )d20. We next estimate the low
bound of m− in the case q > 2. Suppose u ∈ N−, then by the definition of N− we can see that
a‖∇u‖2L2(Ω) − λ‖u‖qLq(Ω) + b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω) = 0
and
a‖∇u‖2L2(Ω) − (q − 1)λ‖u‖qLq(Ω) + 3(b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω)) < 0.
It follows that
(4− q)(b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω)) < (q − 2)a‖∇u‖2L2(Ω),
which together with u ∈ N− ⊂ N , implies
E(u) = E(u)− 1
q
E ′(u)u
=
q − 2
2q
a‖∇u‖2L2(Ω) −
4− q
4q
(b‖∇u‖4L2(Ω) − µ‖u‖4L4(Ω))
>
q − 2
4q
a‖∇u‖2L2(Ω). (2.3)
On the other hand, since u ∈ N− ⊂ N and b > 0, we can see from the definitions of Sq and S that
a‖∇u‖2L2(Ω) ≤ λ‖u‖qLq(Ω) + µ‖u‖4L4(Ω)
≤ λS−
q
2
q ‖∇u‖qL2(Ω) + µS−2‖∇u‖4L2(Ω). (2.4)
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Note that 2 < q < 4, we must have from (2.4) that ‖∇u‖L2(Ω) ≥ d0 > 0, where d0 is a constant.
Now, by (2.3), we can see that m− ≥ a(q−2)d204q > 0. We final estimate the up bound of m− for
all 2 ≤ q < 4. Let vε be the function given by [20, (9)]. Then by [20, Lemma 2.2] and a similar
argument as used in [20, Lemma 3.4], for all 2 ≤ q < 4, we can see that
sup
t≥0
E(tvε) < a
2S2
4(µ− bS2) if ε > 0 small enough. (2.5)
On the other hand, by [20, (9)] and µ > bS2, we can see that b‖∇vε‖4L2(Ω) − µ‖vε‖4L4(Ω) < 0 for
ε > 0 small enough. By Lemma 2.1, there exists a unique t∗(vε) > 0 such that t∗(vε)vε ∈ N− for
all 2 ≤ q < 4 if ε > 0 small enough. It follows from (2.5) that
m− ≤ E(t∗(vε)vε) ≤ sup
t≥0
E(tvε) < a
2S2
4(µ− bS2) for ε > 0 small enough,
which completes the proof.
2.2 The subcase q = 2
Since Lemma 2.1 and (2.2) hold, by applying the Ekeland’s principle in a standard way, we can
see that there exists {un} ⊂ N− such that
(a) E(un) = m− + on(1);
(b) E ′(un) = on(1) in H−1(Ω).
Proposition 2.1 Let N = 4 and q = 2. Then (Pa,b,λ,µ) has a ground state solution for 0 < λ <
aσ1 and bS2 < µ.
Proof. Thanks to [20, Remark 4.2], we may assume un ≥ 0. By (2.1) and (a), we can see that {un}
is bounded in H10 (Ω). Thanks to Lemma 2.3 and [20, Lemma 2.1], we have that un = u0 + on(1)
strongly in H10 (Ω). It follows from the strong maximum principle and the definition of N that u0
is a ground state solution of (Pa,b,λ,µ). It remains to show that u0 is also a mountain pass solution.
Indeed, define the mountain pass level as follows:
c := inf
γ∈Γ
sup
u∈γ([0,1])
E(u), Γ := {γ ∈ C([0, 1], H10 (Ω)) : γ(0) = 0, E(γ(1)) < 0}.
Then by Neimen’s result (cf.[20]), there exists v0 ∈ N such that E(v0) = c. It follows that
m− ≤ c. On the other hand, since u0 ∈ N and E(u0) = m− > 0, by Lemma 2.1, we can see
that E(tu0) → −∞ as t → ∞ and E(u0) = maxt>0 E(tu0). Thus, there exists s0 > 2 such that
E(s0u0) < 0. Set γ0(t) = ts0u0, we have γ0 ∈ Γ. Therefore,
c ≤ max
t∈[0,1]
E(γ0(t)) = E(u0) = m−,
which implies that u0 is also a mountain pass solution.
2.3 The subcase q > 2
Since N− 6= ∅, by the Ekeland’s principle, there exists {un} ⊂ N− such that
(a) E(un) = m− + on(1);
(b) E(v)− E(un) ≥ − 1n‖∇(v − un)‖L2(Ω) for all v ∈ N−.
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In what follows, we will show that under some further conditions on the parameters a, b, λ, µ, we
actually have that {un} ⊂ N− is a bounded (PS) sequence of E(u) at the energy value m− for
2 < q < 4.
Lemma 2.4 Let N = 4 and 2 < q < 4. If
b <
(q − 2)2(µ(aσ1)
4−q
q−2 + λ
2
q−2 )
4λ
2
q−2 + (q − 2)2µ(aσ1)
4−q
q−2
µS−2,
then {un} ⊂ N− is a bounded (PS) sequence of E(u) at the energy value m−, where σ1 is the first
eigenvalue of −∆ in L2(Ω).
Proof. Let w ∈ B1 := {u ∈ H10 (Ω) | ‖∇u‖L2(Ω) = 1} and consider the function
Fn,w(l, s) = a‖∇(lun + sw)‖2L2(Ω) − λ‖(lun + sw)‖qLq(Ω)
+b‖∇(lun + sw)‖4L2(Ω) − µ‖(lun + sw)‖4L4(Ω).
Since {un} ⊂ N−, by a direct calculation, we can see that
Fn,w(1, 0) = 0 and ∂Fn,w
∂l
(1, 0) = T ′′un(1) < 0.
It follows from the implicit function theorem that for ∀n ∈ N, there exist δn > 0 and
ln(s) ∈ C1([−δn, δn], [ 1
2
,
3
2
])
such that {ln(s)un + sw} ⊂ N . Since w ∈ B1, by choosing δn > 0 small enough if necessary, we
can also have that {ln(s)un + sw} ⊂ N−. Moreover, ln(0) = 1 and
l′n(0) = −
∂Fn,w
∂s (1, 0)
∂Fn,w
∂l (1, 0)
= −
(4b‖∇un‖2L2(Ω) + 2a)
∫
Ω
∇un∇wdx− qλ
∫
Ω
|un|q−2unwdx− 4µ
∫
Ω
u3nwdx
T ′′un(1)
.
For the sake of clarity, the following proof will be divided into three claims.
Claim 1. We have b‖∇un‖4L2(Ω) − µ‖un‖4L4(Ω) ≤ λ
2
q−2 b
(µ(aσ1)
q−2
4−q +λ
2
q−2 )
‖∇un‖4L2(Ω).
Indeed, by the Young and Ho¨lder inequalities, we can see that
λ‖un‖qLq(Ω) ≤ λ‖un‖4−qL2(Ω)‖un‖2q−4L4(Ω)
≤ aσ1‖un‖2L2(Ω) +
λ
2
q−2
(aσ1)
4−q
q−2
‖un‖4L4(Ω)
≤ a‖∇un‖2L2(Ω) +
λ
2
q−2
(aσ1)
4−q
q−2
‖un‖4L4(Ω).
It follows from {un} ⊂ N that
b‖∇un‖4L2(Ω) ≤ (µ+
λ
2
q−2
(aσ1)
4−q
q−2
)‖un‖4L4(Ω),
which implies
b‖∇un‖4L2(Ω) − µ‖un‖4L4(Ω) ≤
λ
2
q−2 b
(µ(aσ1)
q−2
4−q + λ
2
q−2 )
‖∇un‖4L2(Ω).
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Claim 2. If
b <
(q − 2)2(µ(aσ1)
4−q
q−2 + λ
2
q−2 )
4λ
2
q−2 + (q − 2)2µ(aσ1)
4−q
q−2
µS−2, (2.6)
then we have T ′′un(1) ≤ −d1 < 0, where d1 is a constant independent of n.
Indeed, if not, then there exists a subsequence of {un}, which is still denoted by {un}, such
that T ′′un(1) = on(1). It follows from {un} ⊂ N that
(4− q)(b‖∇un‖4L2(Ω) − µ‖un‖4L4(Ω)) = (q − 2)a‖∇un‖2L2(Ω) + on(1). (2.7)
Since 2 < q < 4 and {un} ⊂ N−, by a similar argument as used in (2.4), we have that ‖∇un‖L2(Ω) ≥
d0 > 0, where d0 is a constant. This together with Claim 1, implies
‖∇un‖2L2(Ω) ≥
(q − 2)a(µ(aσ1)
q−2
4−q + λ
2
q−2 )
(4− q)bλ 2q−2
+ on(1). (2.8)
On the other hand, by Lemma 2.3 and a similar argument as used for (2.3), we can see from (a)
and (2.8) that
a2S2
4(µ− bS2) >
q − 2
4q
a‖∇un‖2L2(Ω) + on(1) ≥
[a(q − 2)]2(µ(aσ1)
q−2
4−q + λ
2
q−2 )
4q(4− q)bλ 2q−2
+ on(1), (2.9)
which together with a direct calculation, implies b ≥ (q−2)2(µ(aσ1)
4−q
q−2 +λ
2
q−2 )
4λ
2
q−2 +(q−2)2µ(aσ1)
4−q
q−2
µS−2. It contradicts
to (2.6).
Claim 3. We have {un} is bounded in H10 (Ω) and E ′(un) = on(1) strongly in H−1(Ω).
Indeed, for every w ∈ B1, we take v = ln(s)un + sw in (b). Then by the Taylor expansion and
the fact that {un} ⊂ N−, we have that
sE ′(un)w = E ′(un)((ln(s)− 1)un + sw)
≥ − 1
n
(s+ |ln(s)− 1|‖∇un‖L2(Ω)) + o(s) + o(|ln(s)− 1|‖∇un‖L2(Ω)). (2.10)
By (2.9) and Lemma 2.3, we can see that {un} is bounded in H10 (Ω). It follows from Claim 2
that |l′n(0)| ≤ d2, where d2 > 0 is a constant. Since |ln(s) − 1|‖∇un‖L2(Ω) → 0 as s → 0, by
multiplying s−1 on both side of (2.10) and letting s→ 0+, we have E ′(un)w ≥ −d3n , where d3 > 0
is a constant. Since w ∈ B1 is arbitrary, we must have that E ′(un)w = on(1), where on(1) is
independent of w ∈ B1. Thus, E ′(un) = on(1) strongly in H−1(Ω).
Now, we can obtain the following.
Proposition 2.2 Let N = 4, 2 < q < 4 and bS2 < µ. If we also have (1.3), then (Pa,b,λ,µ) has a
solution minimizing E(u) on N−.
Proof. By Lemma 2.4 and [20, Proposition 1.7], one of the following two cases must happen:
(a) {un} has a subsequence which strongly converges in H10 (Ω);
(b) there exist a function u0 ∈ H10 (Ω) which is a weak convergence of {un}, a number k ∈ N and
further, for every i ∈ {1, 2, · · · k}, a sequence of value {Rin}n∈N ⊂ R+, points {xin}n∈N ⊂ Ω
and a function vi ∈ D1,2(R4) satisfying
−
{
a+ b
(
‖∇u0‖2L2(Ω) +
k∑
j=1
‖∇vj‖2L2(R4)
)}
∆u0 = λ|u0|q−2u0 + µu30, in Ω,
11
and
−
{
a+ b
(
‖∇u0‖2L2(Ω) +
k∑
j=1
‖∇vj‖2L2(R4)
)}
∆vi = µv
3
i , in R4, (2.11)
such that up to subsequences, there hold Rindist(x
i
n, ∂Ω)→∞,∥∥∥∇(un − u0 − k∑
i=1
(Rin)
2vi(R
i
n(· − xin)))
∥∥∥
L2(R4)
= on(1), (2.12)
‖∇un‖2L2(Ω) = ‖∇u0‖2L2(Ω) +
k∑
i=1
‖∇vi‖2L2(R4) + on(1) (2.13)
and
E(un) = E˜(u0) +
k∑
i=1
E˜∞(vi) + on(1), (2.14)
where
E˜(u0) =
{a
2
+
b
4
(
‖∇u0‖2L2(Ω) +
k∑
j=1
‖∇vj‖2L2(R4)
)}
‖∇u0‖2L2(Ω)
−λ
q
‖u0‖qLq(Ω) −
µ
2∗
‖u0‖2∗L2∗ (Ω),
and
E˜∞(vi) =
{a
2
+
b
4
(
‖∇u0‖2L2(Ω) +
k∑
j=1
‖∇vj‖2L2(R4)
)}
‖∇vi‖2L2(R4) −
µ
2∗
‖vi‖2∗L2∗ (R4).
Thanks to [20, Remark 4.2], we may assume un ≥ 0, u0 ≥ 0 and vi > 0. It follows from the calcula-
tions of [20, Remark 4.3] and [24, Theorem 1.1] (see also [18, Theorem 1.1]) that ‖∇vi‖2L2(R4) = (a+
bA)µ−1S2 and ‖vi‖4L4(R4) = [(a+bA)µ−1]2S2 for all i, where A = ‖∇u0‖2L2(Ω) +
∑k
i=1 ‖∇vi‖2L2(R4).
Consider the functions
Hvi(t) =
a
2
‖∇vi‖2L2(R4)t2 +
b
4
‖∇vi‖4L2(R4)t4 −
µ
4
‖vi‖4L4(R4)t4, i = 1, 2, · · · , k.
By (2.11), it is easy to see that µ‖vi‖4L4(R4) − b‖∇vi‖4L2(R4) > 0 and
t0 =
(
a‖∇vi‖2L2(R4)
µ‖vi‖4L4(R4) − b‖∇vi‖4L2(R4)
) 1
2
=
(
a
(µ− bS2)(a+ bA)
) 1
2
< 1.
Moreover, Hvi(t) is strictly increasing for t ∈ (0, t0) and strictly decreasing for (t0,+∞). By
Lemma 2.1 and similar arguments as used for (2.13) and (2.14), we have that
E(un) ≥ E(t0un)
= (
a
2
+
b
4
‖∇un‖2L2(Ω)t20)‖∇un‖2L2(Ω)t20 −
λ
q
‖un‖qLq(Ω)tq0 −
µ
4
‖un‖4L4(Ω)t40
≥ E(t0u0) +
k∑
i=1
Hvi(t0) + on(1)
= E(t0u0) + k a
2S2
4(µ− bS2) + on(1). (2.15)
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It follows from Lemma 2.3 that either k = 0 or E(t0u0) < 0. Thanks to (2.12), we may assume
that k ≥ 1 and E(t0u0) < 0. By Lemma 2.1 once more, we must have that there exists t˜∗(u0) < t0
such that t˜∗(u0)u0 ∈ N−. Now, we can see from the properties of Hvi(t), a similar argument as
used for (2.15) and Lemma 2.1 that
m− + on(1) = E(un)
≥ E(t˜∗(u0)un)
≥ E(t˜∗(u0)u0) +
k∑
i=1
Hvi(t˜∗(u0)) + on(1)
> m−.
It is impossible. Hence, we must have the case (a). It follows from the strong maximum principle
that u0 is a solution of (Pa,b,λ,µ) minimizing E(u) on N− under (1.3).
We close this section by
Proof of Theorem 1.4: It follows immediately from Propositions 2.1 and 2.2.
3 The case N ≥ 5
3.1 The Nehari manifold N
Let us first make some observations on the Nehari manifold N by the fibering maps Tu(t) = E(tu).
Lemma 3.1 Let N ≥ 5.
(1) If q = 2 and λ < aσ1, then χu ∩N 6= ∅ if and only if G(u) ≤ 0, where
G(u) = a‖∇u‖2L2(Ω) − λ‖u‖2L2(Ω) −
(4− 2∗)µ
2
[ (2∗ − 2)µ‖u‖2∗
L2∗ (Ω)
2b‖∇u‖4L2(Ω)
] 2∗−2
4−2∗
‖u‖2∗L2∗ (Ω)).
Moreover, there exists a unique 0 < t∗(u) < t˜∗(u) such that t∗(u)u ∈ N− for G(u) < 0 and
Tu(1) = max0≤t≤t˜∗(u) Tu(t), where t˜∗(u) =
[
(2∗−2)µ‖u‖2∗
L2
∗
(Ω)
2b‖∇u‖4
L2(Ω)
] 1
4−2∗
.
(2) If q > 2 and F(u) < 0, then there exists a unique 0 < t∗(u) < t˜0(u) such that t∗(u)u ∈ N−,
where
F(u) = a‖∇u‖2L2(Ω) − λ‖u‖qLq(Ω)
[ (2∗ − 2)(2∗ − q)µ‖u‖2∗
L2∗ (Ω)
(4− q)2b‖∇u‖4L2(Ω)
] q−2
4−2∗
− (4− 2
∗)(2∗ + 2− q)
2(4− q)
[ (2∗ − 2)(2∗ − q)µ‖u‖2∗
L2∗ (Ω)
(4− q)2b‖∇u‖4L2(Ω)
] 2∗−2
4−2∗
µ‖u‖2∗L2∗ (Ω)
and t˜0(u) =
[
(2∗−2)(2∗−q)µ‖u‖2∗
L2
∗
(Ω)
(4−q)2b‖∇u‖4
L2(Ω)
] 1
4−2∗
. Moreover, Tu(1) = max0≤t≤t˜0(u) Tu(t).
Proof. By a direct calculation, we can see that for every u ∈ H10 (Ω)\{0}, we have
T ′u(t) = t(a‖∇u‖2L2(Ω) + b‖∇u‖4L2(Ω)t2 − λ‖u‖qLq(Ω)tq−2 − µ‖u‖2
∗
L2∗ (Ω)t
2∗−2).
(1) Let
T ∗u,1(t) = b‖∇u‖4L2(Ω)t2 − µ‖u‖2
∗
L2∗ (Ω)t
2∗−2.
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Then by a direct calculation, we can see that
(T ∗u,1)
′(t) = 2b‖∇u‖4L2(Ω)t− (2∗ − 2)µ‖u‖2
∗
L2∗ (Ω)t
2∗−3.
It follows that T ∗u,1(t˜∗(u)) = mint≥0 T
∗
u,1(t) and T
∗
u,1(t) is strictly decreasing on (0, t˜∗(u)) and
strictly increasing on (t˜∗(u),+∞). This together with q = 2 and λ < aσ1, implies mint≥0 T
′
u(t)
t =
T ′u(t˜∗(u))
t˜∗(u)
= G(u) and T ′u(t)t is strictly decreasing on (0, t˜∗(u)) and strictly increasing on (t˜∗(u),+∞).
Now, the conclusions follows immediately from the relations between Tu(t) andN and the definition
of N−.
(2) Let
Tu,1(t) = b‖∇u‖4L2(Ω)t2 − λ‖u‖qLq(Ω)tq−2 − µ‖u‖2
∗
L2∗ (Ω)t
2∗−2.
Since 2 < q < 2∗, by a direct calculation, we can see that
T ′u,1(t) = t
q−3(2b‖∇u‖4L2(Ω)t4−q − (2∗ − 2)µ‖u‖2
∗
L2∗ (Ω)t
2∗−q − (q − 2)λ‖u‖qLq(Ω)).
Let
Tu,2(t) = 2b‖∇u‖4L2(Ω)t4−q − (2∗ − 2)µ‖u‖2
∗
L2∗ (Ω)t
2∗−q.
Then
T ′u,2(t) = t
2∗−q−1((4− q)2b‖∇u‖4L2(Ω)t4−2
∗ − (2∗ − q)(2∗ − 2)µ‖u‖2∗L2∗ (Ω)).
Clearly, Tu,2(t˜0(u)) = mint≥0 Tu,2(t) and Tu,2(t) is strictly decreasing on (0, t˜0(u)) and strictly
increasing on (t˜0(u),+∞). Thus, there exists a unique t˜1(u) > t˜0(u) such that T ′u,1(t˜1(u)) = 0.
Moreover, Tu,1(t) is strictly decreasing on (0, t˜1(u)) and strictly increasing on (t˜1(u),+∞). It
follows from a direct calculation that
Tu,1(t˜1(u)) = min
t≥0
Tu,1(t)
≤ Tu,1(t˜0(u))
= − (4− 2
∗)(2∗ + 2− q)
2(4− q)
[ (2∗ − 2)(2∗ − q)µ‖u‖2∗
L2∗ (Ω)
(4− q)2b‖∇u‖4L2(Ω)
] 2∗−2
4−2∗
µ‖u‖2∗L2∗ (Ω)
−λ‖u‖qLq(Ω)
[ (2∗ − 2)(2∗ − q)µ‖u‖2∗
L2∗ (Ω)
(4− q)2b‖∇u‖4L2(Ω)
] q−2
4−2∗
.
Now, the conclusions follows immediately from the relations between Tu(t) and N−.
Let {un} ⊂ H10 (Ω) be a minimizing sequence of S and satisfy ‖un‖2
∗
L2∗ (Ω) = ‖∇un‖2L2(Ω) =
S N2 + on(1) and ‖un‖2L2(Ω) = on(1). Then we can easily see from a direct calculation that
F(un) ≤ a‖∇un‖2L2(Ω) −
(4− 2∗)(2∗ + 2− q)
2(4− q)
[ (2∗ − 2)(2∗ − q)µ‖un‖2∗L2∗ (Ω)
(4− q)2b‖∇un‖4L2(Ω)
] 2∗−2
4−2∗
µ‖un‖2∗L2∗ (Ω)
= aS N2 − (4− 2
∗)(2∗ + 2− q)µ
2(4− q)
[
(2∗ − 2)(2∗ − q)µ
(4− q)2bS N2
] 2∗−2
4−2∗
S N2 + on(1). (3.1)
and
G(un) = a‖∇un‖2L2(Ω) − λ‖un‖2L2(Ω) −
(4− 2∗)µ
2
[ (2∗ − 2)µ‖un‖2∗L2∗ (Ω)
2b‖∇un‖4L2(Ω)
] 2∗−2
4−2∗
‖un‖2∗L2∗ (Ω)
= aS N2 − (4− 2
∗)µ
2
[
(2∗ − 2)µ
2bS N2
] 2∗−2
4−2∗
S N2 + on(1) (3.2)
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Thus, if the conditions (D1) and (D2) hold, then F(un) < 0 and G(un) < 0 for n large enough.
Hence, by Lemma 3.1, we have the following.
Lemma 3.2 Let N ≥ 5. Then N− is a nonempty set under one of the following two cases
(a) q = 2, 0 < λ < aσ1 and the condition (D1) holds;
(b) q > 2 and the condition (D2) holds.
By Lemma 3.2, we can see that m− = infN− E(u) is well defined. In what follows, let us give
some estimates on m−. The following lemma is useful in estimating m− and proving the local
compactness of the (PS) sequence.
Lemma 3.3 Let N ≥ 5 and the condition (D1) holds. Then there exist unique t˜2 < t˜3 < t˜4 such
that t˜2 is the unique local maximum point of g(t) in R+, t˜4 is the unique local minimum point of
g(t) in R+ and g(t˜2) = max0≤t<t˜4 g(t), where t˜3 =
[
(2∗−2)µ
2bS N2
] 1
4−2∗
and g(t) = a2S
N
2 t2 + b4SN t4 −
µ
2∗S
N
2 t2
∗
.
Proof. By a similar argument as used in (1) of Lemma 3.1, we can see that mint≥0
g′(t)
t =
g′(t˜3)
t˜3
and g
′(t)
t is strictly decreasing on (0, t˜3) and strictly increasing on (t˜3,+∞). Note that g
′(t˜3)
t˜3
< 0
under the condition (D1). Thus, there exist unique t˜2 < t˜3 < t˜4 such that t˜2 is the unique
local maximum point of g(t) in R+, t˜4 is the unique local minimum point of g(t) in R+ and
g(t˜2) = max0≤t<t˜4 g(t).
Now, we can give some estimates on m−.
Lemma 3.4 Let N ≥ 5. Then we have 0 < m− < g(t˜2) under one of the following two cases
(a) q = 2, 0 < λ < aσ1 and the condition (D1) hold;
(b) q > 2 and the conditions (D1)–(D2) hold.
Proof. Let us first estimate the low bound of m− for q = 2. Suppose u ∈ N−, then by the
definition of N−, we can see that
a‖∇u‖2L2(Ω) − λ‖u‖2L2(Ω) + b‖∇u‖4L2(Ω) − µ‖u‖2
∗
L2∗ (Ω) = 0
and
a‖∇u‖2L2(Ω) − λ‖u‖2L2(Ω) + 3b‖∇u‖4L2(Ω) − (2∗ − 1)µ‖u‖2
∗
L2∗ (Ω) < 0.
It follows that
(4− 2∗)b‖∇u‖4L2(Ω) < (2∗ − 2)(a‖∇u‖2L2(Ω) − λ‖u‖2L2(Ω)),
which together with u ∈ N− ⊂ N and 0 < λ < aσ1, implies
E(u) = E(u)− 1
2∗
E ′(u)u
=
2∗ − 2
22∗
(a‖∇u‖2L2(Ω) − λ‖u‖2L2(Ω))−
4− 2∗
42∗
b‖∇u‖4L2(Ω)
>
2∗ − 2
42∗
(a‖∇u‖2L2(Ω) − λ‖u‖2L2(Ω))
≥ (2
∗ − 2)a
42∗
(1− λ
aσ1
)‖∇u‖2L2(Ω). (3.3)
On the other hand, by modifying the argument as used for (2.2) trivially, we can show that
‖∇u‖L2(Ω) ≥ d0, where d0 > 0 is a constant. Thus, by (3.3), m− ≥ (2
∗−2)a
42∗ (1− λaσ1 )d20 > 0. Next,
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we estimate the low bound of m− for q > 2. Suppose u ∈ N−, then by the definition of N−, we
can see that
a‖∇u‖2L2(Ω) + b‖∇u‖4L2(Ω) − λ‖u‖qLq(Ω) − µ‖u‖2
∗
L2∗ (Ω) = 0
and
a‖∇u‖2L2(Ω) + 3b‖∇u‖4L2(Ω) − (q − 1)λ‖u‖qLq(Ω) − (2∗ − 1)µ‖u‖2
∗
L2∗ (Ω) < 0.
It follows that
(4− q)λ‖u‖qLq(Ω) + (4− 2∗)µ‖u‖2
∗
L2∗ (Ω) < 2a‖∇u‖2L2(Ω),
which together with u ∈ N− ⊂ N , implies
E(u) = E(u)− 1
4
E ′(u)u
=
1
4
a‖∇u‖2L2(Ω) −
4− q
4q
λ‖u‖qLq(Ω) −
4− 2∗
42∗
µ‖u‖2∗L2∗ (Ω)
≥ 1
4
a‖∇u‖2L2(Ω) −
1
4q
(
(4− q)λ‖u‖qLq(Ω) + (4− 2∗)µ‖u‖2
∗
L2∗ (Ω)
)
>
q − 2
4q
a‖∇u‖2L2(Ω). (3.4)
On the other hand, since u ∈ N− ⊂ N and b > 0, we can see from the definitions of Sq and S that
a‖∇u‖2L2(Ω) ≤ λ‖u‖qLq(Ω) + µ‖u‖2
∗
L2∗ (Ω)
≤ λS−
q
2
q ‖∇u‖qL2(Ω) + µS−
2∗
2 ‖∇u‖2∗L2(Ω). (3.5)
Note that 2 < q < 2∗, we must have from (3.5) that ‖∇u‖L2(Ω) ≥ d0 > 0, where d0 is a constant.
Now, by (3.4), we can see that m− ≥ a(q−2)d204q > 0. We finally estimate the up bound of m− for
all 2 ≤ q. Let
wε =
[N(N − 2)]N−24 εN−22
(ε2 + |x− x0|2)N−22
ϕ.
where ε > 0, x0 ∈ Ω and ϕ ∈ C∞0 (Ω) satisfying ϕ ≡ 1 on a ball centered at x0 and contained
in Ω. Then it is well known that ‖∇wε‖2L2(Ω) = S
N
2 + O(εN−2), ‖wε‖2∗L2∗ (Ω) = S
N
2 + O(εN ) and
‖wε‖qLq(Ω) ≥ d1εN+q−
qN
2 for ε small enough, where d1 > 0 is a constant. By similar arguments as
used in (3.1) and (3.2), we can see that F(wε) < 0 for ε small enough under the condition (D2)
and G(wε) < 0 for ε small enough under the condition (D1). It follows from Lemma 3.1 that there
exists a unique 0 < t∗(wε) such that t∗(wε)wε ∈ N− for ε small enough, where t∗(wε) < t˜∗(wε)
for q = 2 and t∗(wε) < t˜0(wε) for q > 2. Thus, by the definitions of t˜∗(wε) and t˜0(wε), we have
t∗(wε) <
[
(2∗ − 2)µS N2 +O(εN )
2bSN +O(ε2N−4)
] 1
4−2∗
=
[
(2∗ − 2)µ
2bS N2
] 1
4−2∗
+O(ε
N
4−2∗ ) (3.6)
for q = 2 and
t∗(wε) <
[
(2∗ − 2)(2∗ − q)µS N2 +O(εN )
(4− q)2bSN +O(ε2N−4)
] 1
4−2∗
=
[
(2∗ − 2)(2∗ − q)µ
(4− q)2bS N2
] 1
4−2∗
+O(ε
N
4−2∗ ) (3.7)
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for q > 2. Since 2∗ < 4 for N ≥ 5, by (3.6)–(3.7) and Lemma 3.3, we can see that t∗(wε) < t˜4 for
ε small enough. It follows from 2 ≤ q, N ≥ 5 and Lemma 3.3 once more that
m− ≤ E(t˜∗(wε)wε)
≤ g(t˜∗(wε))− d2εN+q−
qN
2 +O(εN−2)
≤ g(t˜2)− d2εN+q−
qN
2 +O(εN−2)
< g(t˜2)
for ε small enough, where d2 > 0 is a constant.
3.2 The subcase q = 2
Since N− 6= ∅, by the Ekeland’s principle, there exists {un} ⊂ N− such that
(a) E(un) = m− + on(1);
(b) E(v)− E(un) ≥ − 1n‖∇(v − un)‖L2(Ω) for all v ∈ N−.
In what follows, we will show that under some further conditions on the parameters a, b, λ, µ, we
actually have that {un} ⊂ N− is a bounded (PS) sequence of E(u) at the energy value m− for
q = 2.
Lemma 3.5 Let N ≥ 5 and 2 = q. If the conditions (D0)–(D1) hold, then {un} ⊂ N− is a
bounded (PS) sequence of E(u) at the energy value m−.
Proof. By making some trivial modifications in the proof of Lemma 2.4, we can show that there
exist {δn} ⊂ R+ and
{ln(s)} ⊂ C1([−δn, δn], [ 1
2
,
3
2
])
such that {ln(s)un + sw} ⊂ N−. Moreover, ln(0) = 1 and
l′n(0) =
(4b‖∇un‖2L2(Ω) + 2a)
∫
Ω
∇un∇wdx− 2λ
∫
Ω
unwdx− 2∗µ
∫
Ω
|un|2∗−2unwdx
−T ′′un(1)
.
We claim that T ′′un(1) ≤ −d0 < 0, where d0 > 0 is a constant independent of n. Indeed, if not,
then there exists a subsequence of {un}, which is still denoted by {un}, such that T ′′un(1) = on(1).
It follows from {un} ⊂ N− ⊂ N that
(4− 2∗)b‖∇un‖4L2(Ω) = (2∗ − 2)(a‖∇un‖2L2(Ω) − λ‖un‖2L2(Ω)) + on(1),
which together with a similar argument as used for (2.2), implies
‖∇un‖2L2(Ω) ≥
(2∗ − 2)a
(4− 2∗)b (1−
λ
aσ1
) + on(1). (3.8)
On the other hand, since the condition (D1) holds, we have from Lemma 3.4 that m− < g(t˜2).
Note that t˜2 is the unique local maximum point of g(t) in R+. Thus, g′′(t˜2) < 0, which implies
2bSN t˜42 < (2∗ − 2)µS
N
2 t˜2
∗
2 . It follows from
(2∗+2)(4−2∗)
82∗ > 0 that
m− < g(t˜2)
<
a
2
S N2 t˜22 −
(2∗ + 2)(4− 2∗)µ
82∗
S N2 t˜2∗2
≤ sup
t≥0
(
a
2
S N2 t2 − (2
∗ + 2)(4− 2∗)µ
82∗
S N2 t2∗)
=
a
N
[
8a
(2∗ + 2)(4− 2∗)µ
] 2
2∗−2
S N2 .
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By (3.3) and (3.8), we have[
8a
(2∗ + 2)(4− 2∗)µ
] 2
2∗−2
S N2 ≥ N(2
∗ − 2)2a
42∗(4− 2∗)b (1−
λ
aσ1
),
which contradicts to the condition (D0). Now, by a similar argument as used in Claim 3 of
Lemma 2.4, we can show that {un} is a bounded (PS) sequence of E(u) at the energy value m−,
which completes the proof.
Now, we can obtain the following.
Proposition 3.1 Let N ≥ 5 and q = 2. If the conditions (D0)–(D1) hold, then (Pa,b,λ,µ) has
a solution minimizing E(u) on N−. Moreover, Problem (Pa,b,λ,µ) has no solutions under the
condition
a(1− λ
aσ1
)
[
aS 2∗2
µ
(1− λ
aσ1
)
] 2
2∗−2
>
[
µS− 2
∗
2 b−
2∗
4
] 4
4−2∗
.
Proof. By Lemma 3.5 and a similar argument of [20, Proposition 1.7], one of the following two
cases must happen:
(a) {un} has a subsequence which strongly converges in H10 (Ω);
(b) there exist a function u0 ∈ H10 (Ω) which is a weak convergence of {un}, a number k ∈ N and
further, for every i ∈ {1, 2, · · · k}, a sequence of value {Rin}n∈N ⊂ R+, points {xin}n∈N ⊂ Ω
and a function vi ∈ D1,2(RN ) satisfying
−
{
a+ b
(
‖∇u0‖2L2(Ω) +
k∑
j=1
‖∇vj‖2L2(RN )
)}
∆u0 = λu0 + µ|u0|2∗−2u0, in Ω,
and
−
{
a+ b
(
‖∇u0‖2L2(Ω) +
k∑
j=1
‖∇vj‖2L2(RN )
)}
∆vi = µ|vi|2∗−2vi, in RN , (3.9)
such that up to subsequences, there hold Rindist(x
i
n, ∂Ω)→∞,∥∥∥∇(un − u0 − k∑
i=1
(Rin)
N−2
2 vi(R
i
n(· − xin)))
∥∥∥
L2(RN )
= on(1), (3.10)
‖∇un‖2L2(Ω) = ‖∇u0‖2L2(Ω) +
k∑
i=1
‖∇vi‖2L2(RN ) + on(1) (3.11)
and
E(un) = E˜(u0) +
k∑
i=1
E˜∞(vi) + on(1), (3.12)
where
E˜(u0) =
{a
2
+
b
4
(
‖∇u0‖2L2(Ω) +
k∑
j=1
‖∇vj‖2L2(RN )
)}
‖∇u0‖2L2(Ω)
−λ
2
‖u0‖2L2(Ω) −
µ
2∗
‖u0‖2∗L2∗ (Ω),
and
E˜∞(vi) =
{a
2
+
b
4
(
‖∇u0‖2L2(Ω) +
k∑
j=1
‖∇vj‖2L2(RN )
)}
‖∇vi‖2L2(RN ) −
µ
2∗
‖vi‖2∗L2∗ (RN ).
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Thanks to [20, Remark 4.2], we may assume un ≥ 0, u0 ≥ 0 and vi > 0. It follows from
the calculations of [20, Remark 4.3] and [24, Theorem 1.1] (see also [18, Theorem 1.1]) that
‖∇vi‖2L2(RN ) = [(a + bA)µ−1]
N−2
2 S N2 and ‖vi‖2∗L2∗ (RN ) = [(a + bA)µ−1]
N
2 S N2 for all i, where
A = ‖∇u0‖2L2(Ω) +
∑k
i=1 ‖∇vi‖2L2(RN ). Thus, we can see from (3.9) that
g′([(a+ bA)µ−1]N−24 )[(a+ bA)µ−1]N−24
= a[(a+ bA)µ−1]N−22 S N2 + b[(a+ bA)µ−1]N−2SN − µ[(a+ bA)µ−1]N2 S N2
= a‖∇vi‖2L2(RN ) + b‖∇vi‖4L2(RN ) − µ‖vi‖2
∗
L2∗ (RN )
< 0,
where g(t) is given by Lemma 3.3. Since the condition (D1) holds, we can see from Lemma 3.3
once more that there exists tˆ ≤ 1 such that [(a + bA)µ−1]N−24 tˆ = t˜2, where t˜2 is the unique local
maximum point of g(t) in R+ and given by Lemma 3.3. Now by (3.11), Lemma 3.1 and a similar
argument as used for (3.12) (cf. [20]), we can see that
E(un) ≥ E(tˆun)
= (
a
2
+
b
4
‖∇un‖2L2(Ω)tˆ2)‖∇un‖2L2(Ω)tˆ2 −
λ
q
‖un‖2L2(Ω)tˆ2 −
µ
2∗
‖un‖2∗L2∗ (Ω)tˆ2
∗
≥ E(tˆu0) +
k∑
i=1
(
a
2
‖∇vi‖2L2(RN )tˆ2 +
b
4
‖∇vi‖4L2(RN )tˆ4 −
µ
2∗
‖vi‖2∗L2∗ (RN )tˆ2
∗
) + on(1)
= E(tˆu0) + kg(t˜2) + on(1). (3.13)
Thus, thanks to Lemma 3.4, we must have that either k = 0 or E(tˆu0) < 0. Thanks to (3.10), we
may assume that k ≥ 1 and E(tˆu0) < 0. Since the condition (D1) holds, it follows from Lemma 3.1
once more that there exists t˜∗(u0) ≤ tˆ such that t˜∗(u0)u0 ∈ N−. Now, we can see from the choices
of t˜∗(u0) and tˆ, a similar argument as used for (3.13) and Lemma 3.1 that
m− + on(1) = E(un)
≥ E(t˜∗(u0)un)
≥ E(t˜∗(u0)u0) + kg([(a+ bA)µ−1]
N−2
4 t˜∗(u0)) + on(1)
> m−.
It is impossible. Hence, we must have the case (a), which together with the strong maximum
principle, implies Problem (Pa,b,λ,µ) has a solution minimizes E(u) on N−. We finish the proof by
showing (Pa,b,λ,µ) has no solutions under the condition
a(1− λ
aσ1
)
[
aS 2∗2
µ
(1− λ
aσ1
)
] 2
2∗−2
>
[
µS− 2
∗
2 b−
2∗
4
] 4
4−2∗
.
Indeed, suppose u is a solution of (Pa,b,λ,µ), then by a similar argument as used for (2.2), we can
see that
‖∇u‖2L2(Ω) ≥
[
aS 2∗2
µ
(1− λ
aσ1
)
] 2
2∗−2
.
It follows from u ∈ N , the definition of σ1 and the Young inequality that
0 ≥ a(1− λ
aσ1
)‖∇u‖2L2(Ω) + b‖∇u‖4L2(Ω) − µ‖u‖2
∗
L2∗ (Ω)
≥ a(1− λ
aσ1
)
[
aS 2∗2
µ
(1− λ
aσ1
)
] 2
2∗−2
−
[
µS− 2
∗
2 b−
2∗
4
] 4
4−2∗
> 0 ,
which is a contradiction.
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3.3 The subcase q > 2
Since N− 6= ∅, by the Ekeland’s principle, there exists {un} ⊂ N− such that
(a) E(un) = m− + on(1);
(b) E(v)− E(un) ≥ − 1n‖∇(v − un)‖L2(Ω) for all v ∈ N−.
In what follows, we will show that under some further conditions on the parameters a, b, λ, µ, we
actually have that {un} ⊂ N− is a bounded (PS) sequence of E(u) at the energy value m− for
q > 2.
Lemma 3.6 Let N ≥ 5 and 2 < q < 2∗. If the conditions (D1)–(D3) hold, then {un} ⊂ N− is a
bounded (PS) sequence of E(u) at the energy value m−.
Proof. The proof is similar to that of Lemma 3.5 and we only point out the difference. In-
deed, by a similar argument as used for (2.7), we can show that ‖∇un‖2L2(Ω) ≥ (q−2)a(4−q)b + on(1)
if T ′′un(1) = on(1). Now, since the conditions (D1)–(D2) hold, by Lemma 3.4, we can show that
4q
N(q−2)S
N
2
[
8a
(2∗+2)(4−2∗)µ
] 2
2∗−2
≥ (q−2)a(4−q)b if T ′′un(1) = on(1), which contradicts to the condition (D3).
Thus, we must have that T ′′un(1) < −d0, where d0 > 0 is a constant. Now, by a similar argument
as used in the proof of Lemma 3.5, we can show that {un} ⊂ N− is a bounded (PS) sequence of
E(u) at the energy value m−.
Now, we can obtain the following.
Proposition 3.2 Let N ≥ 5 and 2 < q < 2∗. If the conditions (D1)–(D3) hold, then (Pa,b,λ,µ)
has a solution minimizing E(u) on N−. Moreover, Problem (Pa,b,λ,µ) has no solutions under the
condition
b ≥
(
λS−
q
2
q (
2
a
)4−q
) 2
q−2
+
(
µS− 2
∗
2 (
2
a
)4−2
∗
) 2
2∗−2
.
Proof. Since Lemma 3.6 holds under the conditions (D1)–(D3), by modifying the proof of
Proposition 3.1 trivially, we can show that (Pa,b,λ,µ) has a solution minimizing E(u) on N− under
the conditions (D1)–(D3). We finish the proof by obtaining a nonexistence result of (Pa,b,λ,µ) in
the cases N ≥ 5 for q > 2. Indeed, let u be a solution of (Pa,b,λ,µ), then by the definitions of Sq
and S and the Young inequality, we can see that
0 = a‖∇u‖2L2(Ω) + b‖∇u‖4L2(Ω) − λ‖u‖qLq(Ω) − µ‖u‖2
∗
L2∗ (Ω)
≥ a‖∇u‖2L2(Ω) + b‖∇u‖4L2(Ω) − λS−
q
2
q ‖∇u‖qLq(Ω) − µS−
2∗
2 ‖u‖2∗L2∗ (Ω)
≥
(
b−
(
λS−
q
2
q (
2
a
)4−q
) 2
q−2
−
(
µS− 2
∗
2 (
2
a
)4−2
∗
) 2
2∗−2
)
‖∇u‖4L2(Ω).
Therefore, if b ≥
(
λS−
q
2
q (
2
a )
4−q
) 2
q−2
+
(
µS− 2∗2 ( 2a )4−2
∗
) 2
2∗−2
, then we must have u = 0, which
implies (Pa,b,λ,µ) has no solutions.
We close this section by
Proof of Theorem 1.5: It follows immediately from Propositions 3.1 and 3.2.
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