Device signal detection methods and time frequency analysis by Ravirala, Narayana
Scholars' Mine 
Masters Theses Student Theses and Dissertations 
Fall 2007 
Device signal detection methods and time frequency analysis 
Narayana Ravirala 
Follow this and additional works at: https://scholarsmine.mst.edu/masters_theses 
 Part of the Electrical and Computer Engineering Commons 
Department: 
Recommended Citation 
Ravirala, Narayana, "Device signal detection methods and time frequency analysis" (2007). Masters 
Theses. 4599. 
https://scholarsmine.mst.edu/masters_theses/4599 
This thesis is brought to you by Scholars' Mine, a service of the Missouri S&T Library and Learning Resources. This 
work is protected by U. S. Copyright Law. Unauthorized use including reproduction for redistribution requires the 































































































































































































































































received signal is  ); ( ) ( ) (  t n t s t r + - = t g  where g  the attenuation factor, t  is the time 



















( ) sin( ) c S t t w =  (2) 
If the object is present, then the reflected signal from the target is given by 
( ) sin( ( ) ) c R t t x w t q = - +  (3) 











detection system. Figure 1.2 [1] depicts the signal generator of an RF device that is being 
detected. Consider two Hypotheses,  1 H  and H0. Hypothesis H1 is true when the device 













Figure 1.2.  Illustration of a Detection System for ROC 
















) 1 / ( 1 /  H R P  H r  is the probability distribution of the observed random variable R when the 







1 / ò =  (4) 





0 / ò =  (5) 
where  F P  is the probability of false detection. Let the noise added to the signal being 




If the signal is not present, then its probability distribution under the hypothesis H0 will 
be Gaussian with a mean 0 and variances . Figures 1.4 and 1.5 shows the detection 
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and the probability of detection PD is the area under  / 1 ( | 1) r H P R H  , in the detection region 
/ 1 ( | 1) D r H 
Threshold 
P P R H dR 
¥ 
= ò  (8) 
while the probability of false alarm, PF, is the area under  / 0 ( | 0) r H P R H  in the false alarm 
region, 
/ 0 ( | 0) F r H 
Threshold 

























Now, the objective is to estimate the SNR of y(t) with the knowledge of x(t). The 
autocorrelation of the x(t) is shown in Figure 1.9. The energy of the signal is given by 
2 [ ( ) ]. x E E x t =  (11) 
The correlation of y(t) with x(t) is shown in Figure 1.10 and the zero th  lag correlation of 
x(t) and y(t) is given by 










x S A E =  (14)
8 
and the energy of the noise is 
2  , y x N E A E = -  (15) 
where 

































































filter and a low pass filter. The high pass filter has it’s cut off frequency at 33MHz and 


















































In the MF based detection the signal remains undetected if its strength is very low 
compared to the noise or when there is considerable interference from other RF sources 
operating in a similar frequency range. For example, consider a signal which is the sum 















































































































( ) ( ) 1 / ;      {0,  , , ...., } i 
n 
P s p s n s 
n n n 
- 
= = Î  .  (30) 
The 2­D scatter plot of s1 and s2  is shown in Figure 3.3.  As shown in Figure 3.3 consider 
a point (s1, s2), such as s1= 0.82, the range of s2  is from 0 to 1 as is true for all values of s1 
(the blue dots are the points). This implies that s2 and s2 are independent of each other, 
which means 
1 2 1 2 ( , ) ( ) ( ). P s s P s P s =  (31) 





























where  1 p  and  2 p  are the outputs. The scatter plot of  1 p  and  2 p  is shown in Figure 3.4. 
Unlike in the scatter plot of the independent random variables  1 s  and  2 s  , when a point in 


















intuitively, one can say when yi  is simply  1 s  , then the PDF of yi will be less Gaussian 
compared to the case when y is a linear combination of  1 s  and  2 s  [2]. Given the mixed 










( ) ( ) log[ ( )] i i i  i H y f y f y dy = - ò  (35) 
where f(yi) is the PDF of yi. The negentropy is the negative of the entropy it can be 
defined as: 
( ) ( ) ( ) i gauss i J y H y H y = -  (36) 
It is, however, difficult to obtain the PDF of yi based on the data for yi. Therefore, an 
approximation is used for computing the negentropy of the extracted random variable. 
This approximation is 
2 ( )   [ { ( )} ­  { ( )}] i i J y E G y E G v »  (37)
26 
where  ( ) G ×  is practically any non­quadratic function [3]. Now, define the cost function as 
[6]: 



























( ) exp( / 2)  (41) 
t 
a 
G t t = - - 
In the cost function, p is known and wi  is to be determined. Hence, J is a function of wi 
and can be written as J(wi). So, when the cost function is maximized, the solution of wi  is 
obtained. Once wi  is obtained, one can easily determine  = . T i i y  w p  The cost function 
( ) i J  w  is maximized when 











When the solution is constrained by  1, i i = 
T w w  the Lagrangian cost function is given as 
2 ( ) {[ ( )] } (1 ) T i i i i J E G y b = + - w w w  (43) 
and  according to the Kuhn­Tucker conditions [2], the solution is obtained at a point 
where 
'  ( ) { ( )} 0  (44) T m i i i J E g b = - = w p w p w 
and   is the of Lagrangian constant. b 





( ) tanh( )  (45) 
( ) exp( / 2) 
g t a t 
g t t t 
= 
= ´ -  (46) 
Next,  ( ) m i J  w  is a modified form of the original cost function  ( ). i J  w  By Newton’s 





















m i i i 
T 
J k E g k E g k b b = - = - 
= 
w pp w p I w p 
pp I  (49) 
The reason for equating  E{ } T pp  to Identity Matrix will be explained in Section 3.2 
where the concept of whitening will be introduced [2]. Simplifying the above equation 
{ { {[ ( ) ] }} [ ( )]} 
( 1) ( ) 
{ { '{[ ( ) ] }} } 
( ) { { '{[ ( ) ] }} } { { {[ ( ) ] }} ( )} 
( 1) 
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Approximating for fastICA[6], multiplying by { { '{[ ( ) ] }}} 
as normalization step 
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( ) T T E = pp EDE  (51) 
where E is the Eigen matrix and D is the diagonal matrix, in which the diagonal elements 
represent the Eigen values of  ( ) T E  pp  . So, the new vector is  %  1/2  . T - = p ED E p  Now, it can 
be shown that the whitened data  % p  has an identity covariance matrix. Þ % % ( ) 
T 









i) Substitute  [ ( )] i  k 
' J w  and  '' [ ( )] i J k w  in the updating equation 
'' 
[ ( )] 

















' ( 1) { [ ( ) ]} { [ ( ) ]} ( ) T T i i i i k E g k E g k k + = - w p w p w p w  (53) 
after simplification [2]. We, then normalize wi as 
( 1) ( 1) / ( 1) i i i k k k + Ü + + w w w  (54) 
iii) Check for convergence, i.e., at (k+1)’ th iteration if 
[ ( 1) ( )] ; i i k k x + - < w w  (55) 




convergence of the weight vectors to the same maxima  1 2 ,    .., 
T T 
n 






( 1) ( ) ( ) 
i 
T 
i i i j j 
j 
k k k + + + 
= 
+ Ü - å w w w w w  (56) 
1 1 1 1 ( 1) ( 1) / ( 1) ( 1) 
T 
p p p p k k k k + + + + + Ü + + + w w w w  (57) 
ICA Simulation Results: This section presents simulation results of the ICA 
algorithm. The three input signals are shown in Figure 3.6: a speech signal, a Gaussian 



























give N outputs. The idea is to detect M devices, where  . M N £  Therefore, at 
each ICA output, M MF’s are required to detect which signal is at that 
























Minimize  ( ) subject to g( ) = 0. f  x x
34 
The Lagrangian function for this simple form of equality constraints is given by 
2 L( ) =  ( ) g ( ) f m + x x x  (58) 
in which  is > 0 m  and is called the Lagrangian constant. 








2 L( ) =  ( ) g ( ) f m + x x x  (59) 
is inappropriate, because the cost function is punished even if g( ) <0 x  , which should not 
happen. Instead we define a new penalty function, as  2 [max{0,g( )}] , m  x  by which the cost 
function is reformulated as 
2 L( ) =  ( ) [max{0,g( )}] f m + x x x  (60) 
So, wheng( ) <0 x  , then  2 [max{0,g( )}] m  x  = 0, and, hence, no punishment is induced on 




Maximize  : ( ) [{ ( ( ))} { ( ( ))}]  where   is a constant. 
Subject to :  ( ) {( ) }. 
J E G y E G v 












2 2 1 ( , ) ( ) [max { ( ),0} ]                          (61) 
2 
where   is the scaling penalty parameter. 
L J h m m g m 
g 
g 




2) Choose penalty parameterg  and an initial Lagrangian multiplier m . 
3) Start with a random weight vector and make sure that it is normalized. 
4) So, at iteration (k+1), compute the sign of  { ( )} { ( )} defined as  . E G y E G v r - 
5) Calculate the new Lagrangian multiplier given by 
( 1) max{0, ( ) [ ( )]} i i i k k h k m m g + = +  w  (62) 
and at update the weight vector 
[ ( )] 






















[ ( )] {  ( )} 0.5 ( 1) { [ ( )]} and      (64) 
L [  ( )] { ( )} 0.5 ( 1) { [ ( )]}             (65) 
i  i i i 
i i i 
k E G y k E g k 
k E G y k E g k 
r m 
r m 



























( 1) ( ) i i k k e + - < w w  (67) 














































to the devices signal is tested. The sinusoid signal is shown in the Figure 3.19. The 
mixture of the device signal and the jamming signal is shown in Figure 3.20. The 































illustrated that there is potential improvement in the performance of MF in the case of 
very low SNR signals if ICA­R is used before the MF. 
Figure 3.23. Random Noise Added to the Signal 














In  Section  3,  a  time  domain  matched  filtering  technique  was  used  for  device 
detection. Sometimes,  analyzing  the  signal  in  the  time­frequency domain  is also useful 
since for non­stationary signals, time domain periodicity does not always hold. So, with 
matched filtering, identification of such signals is not possible. 





Time­frequency  distribution  is  a  two  dimensional  representation  of  the  signal 
given as  ( , ) TFD n f  , where n = sample and  f  = normalized frequency. 
Information and potential characteristics can be inferred from these distributions. 
Hence,  it  is  important to get a time­frequency spectrum that has good resolution both in 
time and frequency. It should be possible to determine how spectral energy changes with 
time and how temporal energy changes with frequency. 
For  the  time­frequency distribution Heisenberg’s  uncertainty principle  has  to be 




Time­frequency  distribution  basically  represents  the  power  of  the  frequencies 
present  in  the  signal  and,  hence,  it  should  always  be  positive  [7],  i.e.,  ( , ) TFD n f  ≥  0. 
Two commonly used methods  for  time­frequency spectral analysis  are 1) STFT 





































































One  of  the  advantages  of  the  STFT  is  that  it  is  fast  to  compute  and  easily 
implemented. However,  it must  be  noted that  the window size chosen will  always  be a 
compromise  between  the  time  and  the  frequency  resolution,  as  shown  Figure  4.2  in 
which, this is illustrated with a test signal. Suppose, a window of length N is taken, then 
by taking an N point FFT, the frequency resolution is given by ( / 2) / ( 1) s f N -  , where  s f 





Ville distribution of signal x(n) is given by [8]
50 
* 2 ( , ) ( )  ( ) 
2 2 
f 
x WV t f x t x t e d 








are two sinusoids at  1 f  and  2 f  occurring at some time interval corresponding to the 
signal representation of x and y. Then, the Wigner­Ville distribution of the signal z = x + 
y is given by 
* * 2 ( , ) [ ( ) ( )][  ( ) ( )]  (73) 
2 2 2 2 
( , ) ( , ) ( , ) ( , ) ( , )  (74) 
f 
x y 
x y x y xy yx 
WV t f x t y t x t y t e d 
WV t f WV t f WV t f WV t f WV t f 
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present,  but  it  has  the  desirable  property  of  highlighting  fine  spectral  and  temporal 
changes  [9].  In  this  section  we  propose  generating  a  family  of  STFT’s  using  a  set  of 
orthogonal  windows.  These  STFT’s  can  then  be  appropriately  combined  to  obtain 
optimal time and  frequency resolution offered by the Wigner­Ville distribution [9]. The 
Hermite window family is used for obtaining the family of STFT’s. The weights for the 
spectrogram  are  then  obtained  by  comparing  it  to  the Wigner­Ville  distribution  [9]  in 
least squares formulation. This procedure also minimizes the cross terms which appears 
as  artifacts  in  the Wigner­Ville  distribution.  In  the method  of  multiple windows  up  to 
fourth order Hermite windows are used.   The  four Hermite windows used are shown  in 
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= + å  (76) 
Next, we find the Wigner­Ville distribution from 




= - + ò  (77)
53 
As  mentioned,  the  Multiple  Window  Wigner­Ville  distribution  is  obtained  by 









J P m n d S m n 
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= = = 
= - åå å  (78) 





arg{ ( ) } OPT  min = - d d P Sd  (79) 
where P  is a vector formed from columns of P(m,n). S  is a matrix whose k th  column  is 
formed  from  the  columns  of  Sk(m,n),  and  d  =  [d1,  d2…dK­1] 
T .  Then  the  least  square 
solution is given by 
1 ( ) OPT T T - = d S S S P  (80) 














The  higher  order  spectrogram  often  has  its  spectral  energy  at  undesirable 
locations.  This  is  due  to  the  presence  of  more  than  one  positive  side  lobe.  Hence,  a 
masking function denoted as  ) , (  n m z  is used. The spectral information from the first two 
Hermite windows is below an acceptable noise level. Hence, the combination of the first 
two  spectrograms  is  used  as  a  reference  to  cancel  the  noise  or  the  undesirable  spectral 













If N = 2,  ) , ( 2  n m P  is obtained. 
The masking function is defined as: 
1 ) , ( = n m z  If  ) , ( 2  n m P  0 ³  (83) 









P m n d S m n m n V 
= - 
= 
= ´ å  (85) 
4.4. RESULTS AND CONCLUSION TIME­FREQUENCY DISTRIBUTIONS 
Three  different  signals  are  analyzed  to  evaluate  the  performance  of  each  time­ 



































Consider  this  test  signal  to  which  both  decreasing  and  increasing  parabolic 
frequency  signals  have  been  added. The  signal  in  the  time domain  is  shown  in  Figure 
4.16 and the ideal time­frequency template is shown in Figure 4.17. It is observed from 
the  Figures  4.18  and  4.19,  that  this  time  STFT  is  much  better  than  the Wigner­Ville 
distribution (Figure 4.19). The cross­components are present  in Wigner­Ville TFD. The 
cross component appears when ever there is more than one signal component is present in 

























Increasing Parabolic Signal  11.3053  17.0800  17.6705 
Chirp Signal  10.8424  9.0912  21.0331 














dimensionality reduction, the most significant vectors shown (  1 u  and  1 v  from the left and 
right singular matrices) are used for the device detection because they represent the 
characteristics of the signal in time and frequency domains, respectively. Features of 













= å TFD B  (86) 
where  i B  is the basis matrix, and  i s  is the weight associate with  . i B  R is the rank of the 
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samples. The randomness of the singular vector can be smoothened by an envelope 
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s  (89) 
where  ( ) i s n  is the n 
th output out of random process  . i s  From the scatter plot of S, as 
shown in Figure 6.4, it can be observed that variables  1 ( ) s n  and  2 ( ) s n  are independent of 
each other. The SVD of the input data is obtained as 



























































































1 2 [    ....  ] n x = u u u  1 2 [    ....  ] n x = v v v 
ICA R - u  ICA R - v 
1v 
Figure 6.10. Algorithm Flow of ICA­R on SVD 
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