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a b s t r a c t
The selection of a facility location from alternative locations is a multiple criteria decision
making (MCDM) problem including both quantitative and qualitative criteria. Inmany real-
life cases, determining the exact values for MCDM problems, and especially for facility
location selection problems, is difficult or impossible, so the values of alternatives with
respect to the criteria or/and the values of criteria weights are considered as fuzzy values
(fuzzy numbers) such that the conventional crisp approaches for solving facility location
selection problems and other MCDM problems tend to be less effective for dealing with
the imprecise or vagueness nature of the linguistic assessments. In such conditions, fuzzy
MCDMmethods are applied for facility location selection problem and other fuzzy MCDM
problems. In this paper, we propose a new fuzzy weighted average (FWA) method based
on left and right scores for fuzzy MCDM problems. Moreover, we apply the proposed
method to a real application. As a result, we found that the proposed method is practical
for facility location selection problems. Besides, it seems that the proposed FWA method
is very accurate, flexible, simple, and easy to use when compared to other versions of the
FWA method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Worldwide competition in global economies has posed significant challenges to producing and/or servicing companies
wanting to fulfill the continuously changing requirements of the marketplace. In such conditions, and in order to maintain
companies’ survival, they are forced to apply the maximum efficiency and capacity in their producing and/or servicing
activities. Under these circumstances, facility location selection is considered as an important factor to obtain a competitive
position and to reduce production and/or servicing costs. In other words, the suitable selection of facility location provides
optimum conditions for a company in the competitive environment of the marketplace, such as the ability to increase
production and/or service capacity, obtain additional profits, increase customer satisfaction, reduce the total costs related
to production and/or service operations, create easier future expansion, create savings and increase the return profitability,
minimize investment in equipment, etc.
Generally, we can say that facility location selection is a non-recurring, cross-functional, and group decision making
problem, frequently solved by a non-programming decision process. It should be considered that the selection of facility
location from alternative locations is a multiple criteria decision making problem. Numerous attributes of potential facility
locations must be considered during the location selection process, such as the political environment, proximity to markets
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and customers, supplier networks, expansion potential, availability of transportation systems and utility, quality of life
issues, culture issues, etc.
In the literature, there are many cases in which crisp methods are used for solving crisp facility location selection
problems. For example, Hotelling [1] introduced another early location problem that considered the problem of locating
two competing vendors along a straight line. Hakimi [2] considered the general problem of locating one or more facilities
on a network to minimize the sum of the distances and the maximum distance between facilities and points on a network.
Considerable research and theoretical interest in the location problem has been carried out following this seminal paper.
Brown and Gibson [3] and Buffa and Sarin [4] proposed a primary facility location model for a multi-dimensional location
problem based on critical factors, objective factors, and subjective factors. Fortenberry and Mitra [5] presented a model
for location–allocation problems considering both qualitative and quantitative factors. Charnetski [6] proposed the case of
selecting one of the three proposed sites for a modern air terminal with a large number of attributes. Liang and Wang [7]
developed an algorithm based on fuzzy set theory concepts and hierarchical structure analysis for facility site selection.
In many real-life decision making problems, the criteria measurements often remain very uncertain or imprecise,
especially for semi-structured decision problems, such as location selection, product planning, mergers and acquisitions,
and unstructured decision problems, such as business process reengineering (BPR) and e-businessmodels. So, these decision
making problems, and especially location selection problems, typically involve the imprecision or vagueness inherent in
linguistic assessments and multiple attributes decision making (MADM). The conventional approaches for these problems
tend to be less effective in dealing with the imprecision or vagueness nature of the linguistic assessments. In this situation,
the criteria measurements are often considered as fuzzy values (fuzzy numbers). In recent years, much research related to
extending fuzzy methods for location selection problems has been carried out. For example, Tzeng and Chen [8] proposed
a location model based on a fuzzy multiple objective approach. The model helped in determining the optimal number and
sites of fire stations at an international airport, and also assisted the relevant authorities in drawing up optimal locations for
fire stations. Because of the combinatorial complexity of their model, a genetic algorithmwas employed and comparedwith
the enumeration method. Kuo et al. [9] developed a decision support system (DSS) using fuzzy set theory integrated with
an analytic hierarchy process for locating a new convenience store. Chen [10,11] proposed a new multiple criteria decision
making method to solve the distribution center location selection problem under a fuzzy environment. In the proposed
method, the ratings of each alternative and the weights of the criteria are described by linguistics variables that can be
expressed in triangular fuzzy numbers. Chu [12] presented a fuzzy technique for order preference by similarity to the ideal
solution (TOPSIS) model under group decisions to solve the facility location selection problem. Kahraman et al. [13] utilized
four fuzzymultiple attribute group decisionmaking approaches for evaluating facility locations. Both of the above explicitly
assumed that the preferences of the decision makers (DMs) were of an equal weight.
In this paper, we propose a new FWAmethod based on left and right scores for fuzzy MCDM problems, and we apply our
method to solve a real application problem.
The rest of this paper is organized as follows. In Section 2, we briefly introduce the background related to this paper.
In Section 3, we propose a new version of the FWA method based on left and right scores via an algorithmic method. In
Section 4, we apply the proposed method to solve a real application problem in which an appropriate location is selected
from several locations for constructing a gas oil station for long vehicles. Section 5 is the conclusion of the paper.
2. Background
Fuzzy sets are generalizations of crisp sets; they were first introduced by Zadeh [14] as a way of representing imprecise
or vagueness in the real world. A fuzzy set is a collection of elements in a universe of information where the boundary of
the set contained in the universe is ambiguous, vague, and otherwise fuzzy. Each fuzzy set is specified by a membership
function, which assigns to each element in the universe of discourse a value within the unit interval [0, 1]. The assigned
value is called the degree (or grade) of membership; this specifies the extent to which a given element belongs to the fuzzy
set or is related to a concept. If the assigned value is 0, then the given element does not belong to the set. If the assigned value
is 1, then the element totally belongs to the set. If the value lies within the interval (0, 1), then the element only partially
belongs to the set. Therefore, any fuzzy set can be uniquely determined by its membership function.
Let X be the universe of discourse. A fuzzy set A˜ of the universe of discourse X is said to be convex if and only if for all x1
and x2 in X there always exists
µA˜ (λx1 + (1− λ) x2) ≥ Min

µA˜ (x1) , µA˜ (x2)

, (1)
whereµA˜ is the membership function of the fuzzy set A˜ and λ ∈ [0, 1]. A fuzzy set A˜ of the universe of discourse X is said to
be normal if there exists an xi ∈ X satisfyingµA˜ (xi) = 1. Fuzzy numbers are special cases of fuzzy sets that are both convex
and normal. A fuzzy number is a convex fuzzy set, characterized by a given interval of real numbers, each with a grade of
membership between 0 and 1.
The most commonly used fuzzy numbers are triangular and trapezoidal fuzzy numbers, whose membership functions
are respectively defined as
µA˜1 (x) =

(x− a) / (b− a) a ≤ x ≤ b,
(d− x) / (d− b) b ≤ x ≤ d,
0 otherwise.
(2)
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µA˜2 (x) =

(x− a) / (b− a) a ≤ x ≤ b,
1 b ≤ x ≤ c,
(d− x) / (d− c) c ≤ x ≤ d,
0 otherwise.
(3)
For brevity, triangular and trapezoidal fuzzy numbers are often denoted as (a, b, d) and (a, b, c, d). It is obvious that
triangular fuzzy numbers are special cases of trapezoidal fuzzy numbers with b = c.
Let A˜ = (a1, a2, a3) and B˜ = (b1, b2, b3) be two positive triangular fuzzy numbers. Then the basic fuzzy arithmetic
operations on these fuzzy numbers are defined as follows.
Addition: A˜+ B˜ = (a1 + b1, a2 + b2, a3 + b3)
Subtraction: A˜− B˜ = (a1 − b3, a2 − b2, a3 − b1)
Multiplication: A˜ ∗ B˜ ≈ (a1b1, a2b2, a3b3)
Division: A˜÷ B˜ ≈

a1
b3
,
a2
b2
,
a3
b1

.
(4)
For the normalization process, we propose it for triangular and trapezoidal fuzzy numbers, separately, as follows.
If y˜ij =

aij, bij, cij

(i = 1, . . . , n, j = 1, . . . ,m) are triangular fuzzy numbers, then the normalization process can be
conducted as
y˜ij

N =

aij

N ,

bij

N ,

cij

N

=

aij − aMinj
∆MaxMin
,
bij − aMinj
∆MaxMin
,
cij − aMinj
∆MaxMin

, i = 1, . . . , n; j ∈ Ωb (5)
y˜ij

N =

aij

N ,

bij

N ,

cij

N

=

cij − cMaxj
∆MinMax
,
bij − cMaxj
∆MinMax
,
aij − cMaxj
∆MinMax

, i = 1, . . . , n; j ∈ Ωc, (6)
whereΩb andΩc are the sets of benefit criteria and cost criteria, respectively, and
cMaxj = Max cij, aMinj = Min aij, i = 1, . . . , n
∆MaxMin = cMaxj − aMinj , ∆MinMax = aMinj − cMaxj .
If y˜ij =

aij, bij, cij, dij

(i = 1, . . . , n, j = 1, . . . ,m) are trapezoidal fuzzy numbers, then the normalization process can be
conducted as
y˜ij

N =

aij

N ,

bij

N ,

cij

N ,

dij

N

=

aij − aMinj
∆MaxMin
,
bij − aMinj
∆MaxMin
,
cij − aMinj
∆MaxMin
,
dij − aMinj
∆MaxMin

i = 1, . . . , n; j ∈ Ωb (7)
y˜ij

N =

aij

N ,

bij

N ,

cij

N ,

dij

N

=

dij − dMaxj
∆MinMax
,
cij − dMaxj
∆MinMax
,
bij − dMaxj
∆MinMax
,
aij − dMaxj
∆MinMax

i = 1, . . . , n; j ∈ Ωc, (8)
whereΩb andΩc are the sets of benefit criteria and cost criteria, respectively, and
dMaxj = Max dij, aMinj = Min aij, i = 1, . . . , n
∆MaxMin = dMaxj − aMinj , ∆MinMax = aMinj − dMaxj .
It should be considered that, in the above equations,

y˜ij

N (i = 1, . . . , n, j = 1, . . . ,m) are the normalized fuzzy numbers
related to the fuzzy numbers y˜ij (i = 1, . . . , n, j = 1, . . . ,m).
Due to the fact that our proposedmethod in this paper is completely related to the left and right scores of fuzzy numbers,
in the following, we present some basic concepts about left and right scores of fuzzy numbers.
The left and right scores were first introduced by Chen [15] for ranking fuzzy numbers. Whenwe have a fuzzy number K˜ ,
the left and right scores refer to the intersection of the fuzzy number K˜ with the fuzzy min and the fuzzy max, respectively.
Fig. 1 illustrates this notion of using fuzzy max and fuzzy min, defined by Chen and Hwang [16], graphically, where (LS)K˜
and (RS)K˜ are the left and right scores, respectively.
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Fig. 1. The left and right scores for fuzzy number K˜ .
Generally, the left and right scores for fuzzy number K˜ are defined as
(LS)K˜ = sup
x

µK˜ (x) ∧ µmin (x)

(9)
(RS)K˜ = sup
x

µK˜ (x) ∧ µmax (x)

. (10)
The membership functions for the maximizing set and the minimizing set are defined as
µmax (x) =

x, 0 ≤ x ≤ 1
0, otherwise, µmin (x) =

1− x, 0 ≤ x ≤ 1
0, otherwise. (11)
In order to simplify and determine the left and right scores for normalized fuzzy numbers (y˜ij)N (i = 1, . . . , n, j = 1, . . . ,m),
with respect to Eqs. (9) and (10), we define Eqs. (12) and (13) or Eqs. (14) and (15) as
(LS)ij =

bij

N
1+ bijN − aijN (12)
(RS)ij =

cij

N
1+ cijN − bijN (13)
(LS)ij =

bij

N
1+ bijN − aijN (14)
(RS)ij =

dij

N
1+ dijN − cijN . (15)
Suppose that a fuzzy MCDM problem has n alternatives (A1, . . . , An) and m decision criteria (C1, . . . , Cm). Each alternative
is evaluated with respect to them criteria. Let Y˜ = y˜ijn×m be a fuzzy decision matrix and let W˜ = (w˜1, . . . , w˜m) be fuzzy
weights. Then the fuzzy weighted average for the alternative Ai can be written as
θ˜i = w˜1y˜i1 + w˜2y˜i2 + · · · + w˜my˜im
w˜1 + w˜2 + · · · + w˜m =
m∑
j=1

w˜j ∗ y˜ij

m∑
j=1
w˜j
. (16)
3. FWAmethod based on left and right scores
Suppose that a crispMCDMproblemhas n alternatives (A1, . . . , An) andm decision criteria (C1, . . . , Cm). Each alternative
is evaluated with respect to the m criteria. All the values assigned to the alternatives with respect to each criterion form a
decision matrix, denoted by Y = yijn×m, and the relative weight vector for the criteria, denoted by W = (w1, . . . , wm),
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which satisfies
∑m
j=1wj = 1. Due to the fact that, in some cases, determining the exact values for the elements of decision
matrix is difficult, their values are considered as fuzzy numbers. In other words, in fuzzy MCDM problems, the values of
alternatives with respect to each criterion and the values of relative weights with respect to each criterion are usually
characterized by fuzzy numbers. Since the FWAmethod is a popular and easy to usemethod to dealwithMCDMproblems, in
this section, we extend the FWAmethod to fuzzyMCDM problems based on left and right scores via an algorithmic method,
as follows.
Step 1: Construct the fuzzy decision matrix and fuzzy weights matrix as
Y˜ =

y˜11 · · · y˜1j · · · y˜1m
...
...
...
y˜i1 · · · y˜ij · · · y˜im
...
...
...
y˜n1 · · · y˜nj · · · y˜nm
 , W˜ =

w˜1, . . . , w˜j, . . . , w˜m

. (17)
Step 2: Normalize the fuzzy decision matrix by Eqs. (5) and (6) or Eqs. (7) and (8) and normalize the fuzzy weights matrix
by Eq. (5) or Eq. (7). The normalized fuzzy decision matrix and the normalized fuzzy weights matrix are

Y˜

N
=


y˜11

N · · ·

y˜1j

N · · ·

y˜1m

N
...
...
...
y˜i1

N · · ·

y˜ij

N · · ·

y˜im

N
...
...
...
y˜n1

N · · ·

y˜nj

N · · ·

y˜nm

N
 , (18)

W˜

N
= (w˜1)N , . . . , w˜jN , . . . , (w˜m)N .
In the above equations, we define

y˜ij

N and

w˜j

N as normalized fuzzy values/ratings related to y˜ij and w˜j, respectively.
Moreover, one of the important issues in our proposed method is that the fuzzy weights matrix should be considered as a
separate column and should be normalized by Eq. (5) or Eq. (7).
Step 3: Calculate the left and right scores of the normalized fuzzy numbers by Eqs. (12) and (13) or Eqs. (14) and (15). It
should be considered that the normalized fuzzy numbers exist in the normalized fuzzy decision matrix and the normalized
fuzzy weights matrix.
Step 4: Construct two matrices that include the intervals of the left and right scores. It should be noted that one of the
matrices is related to the normalized fuzzy decisionmatrix, and the other is related to the normalized fuzzy weights matrix.
The two matrices are
((LS) , (RS))(Y˜)N =

[(LS) , (RS)]11 · · · [(LS) , (RS)]1j · · · [(LS) , (RS)]1m
...
...
...
[(LS) , (RS)]i1 · · · [(LS) , (RS)]ij · · · [(LS) , (RS)]im
...
...
...
[(LS) , (RS)]n1 · · · [(LS) , (RS)]nj · · · [(LS) , (RS)]nm
 (19)
((LS) , (RS))(W˜)N =

[(LS) , (RS)]1 , . . . , [(LS) , (RS)]j , . . . , [(LS) , (RS)]m

. (20)
For the purpose of better realization, we show the concept of [(LS) , (RS)] graphically in Fig. 2.
Step 5: Calculate the value of the fuzzy weighted average (FWA) for each alternative.
Let rij = [(LS) , (RS)]ij =

(LS)ij , (RS)ij

and wj = [(LS) , (RS)]j =

(LS)j , (RS)j

. We can write the FWA for alternative Ai
as
θi = w1ri1 + w2ri2 + · · · + wmrim
w1 + w2 + · · · + wm =
m∑
j=1

wj ∗ rij

m∑
j=1
wj
, i = 1, . . . , n (21)
(LS)j ≤ wj ≤ (RS)j , j = 1, . . . ,m
(LS)ij ≤ rij ≤ (RS)ij , j = 1, . . . ,m.
It is clear that θi is an interval whose lower and upper bounds can be captured by the pair of fractional programming
models as
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Fig. 2. The concept of [(LS) , (RS)].
(θi)
L = Min
m∑
j=1

wj ∗ rij

m∑
j=1
wj
(22)
s.t.
(LS)j ≤ wj ≤ (RS)j , j = 1, . . . ,m
(LS)ij ≤ rij ≤ (RS)ij , j = 1, . . . ,m
(θi)
U = Max
m∑
j=1

wj ∗ rij

m∑
j=1
wj
(23)
s.t.
(LS)j ≤ wj ≤ (RS)j , j = 1, . . . ,m
(LS)ij ≤ rij ≤ (RS)ij , j = 1, . . . ,m.
Due to the fact that
∂ θi
∂ rij
= wjm∑
j=1
wj
> 0, j = 1, . . . ,m. (24)
It is clear that θi is a monotonically increasing function of rij, which reaches its maximum at rij = (RS)ij and its minimum at
rij = (LS)ij. So, the above pair of fractional programming models can be rewritten as
(θi)
L = Min
m∑
j=1

wj ∗ (LS)ij

m∑
j=1
wj
(25)
s.t.
(LS)j ≤ wj ≤ (RS)j , j = 1, . . . ,m
(θi)
U = Max
m∑
j=1

wj ∗ (RS)ij

m∑
j=1
wj
(26)
s.t.
(LS)j ≤ wj ≤ (RS)j , j = 1, . . . ,m.
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The FWA has been deeply studied and can be efficiently solved using a linear programming (LP) technique. To transform
the above fractional programming models into linear programming models, Charnes and Cooper’s linear transformation
method [17,18] is applied as
z = 1m∑
j=1
wj
(27)
tj = z ∗ wj, j = 1, . . . ,m. (28)
Based on the transportation equations (27) and (28), the pair of equations (25) and (26) can be rewritten as
(θi)
L = Min
m−
j=1

tj ∗ (LS)ij

s.t.
m−
j=1
tj = 1 (29)
z ∗ (LS)j
 ≤ tj ≤ z ∗ (RS)j , j = 1, . . . ,m
(θi)
U = Max
m−
j=1

tj ∗ (RS)ij

s.t.
m−
j=1
tj = 1 (30)
z ∗ (LS)j
 ≤ tj ≤ z ∗ (RS)j , j = 1, . . . ,m.
So, it is clear that the interval

(θi)
L , (θi)
U for each alternative can be generated by solving the above pair of LP models (29)
and (30). Moreover, the above pair of LPmodels can be solved usingMicrosoft Excel solver or theWINQSB software package.
Step 6: Calculate the average value related to the interval

(θi)
L , (θi)
U for each alternative.
((θi))Average = (θi)
U + (θi)L
2
, i = 1, . . . , n. (31)
Step 7: Rank and prioritize the alternatives according to the average values that are given from Eq. (31).
As a summary, the new FWAmethod based on left and right scores can be presented as follows.
• Construct the fuzzy decision matrix and the fuzzy weights matrix.
• Normalize the fuzzy decision matrix by Eqs. (5) and (6) or Eqs. (7) and (8) and normalize the fuzzy weights matrix by
Eq. (5) or Eq. (7).
• Calculate the left and right scores of the fuzzy numbers by Eqs. (12) and (13) or Eqs. (14) and (15). It should be considered
that fuzzy numbers exist in the normalized fuzzy decision matrix and the normalized fuzzy weights matrix.
• Construct two matrices that include the intervals of the left and right scores. It should be noted that one of the matrices
is related to the normalized fuzzy decision matrix, and the other is related to the normalized fuzzy weights matrix.
• Calculate the value of the fuzzy weighted average (FWA), which is expressed as the interval (θi)L , (θi)U for each
alternative.
• Calculate the average FWA value related to the interval (θi)L , (θi)U for each alternative.
• Rank and prioritize the alternatives according to the average values that are given from Eq. (31).
4. Case study
In recent years, the demand for different kinds of fuel has significantly increased, the most important being the demand
for gas oil and gasoline, because they are common fuels for cars. The number of cars is rapidly increasing, and consequently
the demand for gas oil and gasoline is rapidly increasing. Due to these facts, one of the safe investment fields for investigators
is constructing gas oil or gasoline stations, because investigators usually want to invest in safe and profitability fields. In
this section we present a real decision making problem in which an investigator wants to construct a big gas oil station for
long vehicles near one of the famous cities in Iran. For the purpose of determining a suitable location for a gas oil station
around this city, the investigator uses a consulting team that include three consultants (three decision makers (DMs)). The
consultants consider five locations for constructing the gas oil station and evaluate them by six criteria: the traffic intensity
around each location (C1), themonetary value (in terms of 105 dollar) of each location that is considered for constructing the
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Fig. 3. Hierarchical structure for selecting a suitable location for a gas oil station.
Table 1
Linguistic variables for the relative importance weights of the criteria.
Linguistic variable Fuzzy number
Very low (VL) (0.00, 0.00, 0.10)
Low (L) (0.00, 0.10, 0.30)
Medium low (ML) (0.10, 0.30, 0.50)
Medium (M) (0.30, 0.50, 0.70)
Medium high (MH) (0.50, 0.70, 0.90)
High (H) (0.70, 0.90, 1.00)
Very high (VH) (0.90, 1.00, 1.00)
Table 2
Linguistic variables for the values of alternatives.
Linguistic variable Fuzzy number
Very poor (VP) (0.00, 0.00, 1.00)
Poor (P) (0.00, 1.00, 3.00)
Medium poor (MP) (1.00, 3.00, 5.00)
Fair (F) (3.00, 5.00, 7.00)
Medium good (MG) (5.00, 7.00, 9.00)
Good (G) (7.00, 9.00, 10.00)
Very good (VG) (9.00, 10.00, 10.00)
gas oil station on it (C2), the safety situation of each location in terms of emergency services such as fire station and police
station (C3), the possibility of station development for each location (C4), the number of communication ways around each
location (C5), and the number of gas oil stations that exist within a distance less than 25 km around each location (C6).
It should be considered that the ratings of each alternative with respect to the criteria C1, C3, and C4 are determined by
linguistic variables, which are defined in Table 2, while the ratings of each alternative with respect to the criteria C2, C5, and
C6 are determined by crisp values. Criteria C1, C3, C4, and C5 are benefit criteria while criteria C2 and C6 are cost criteria. The
hierarchical structure of this MCDM problem is shown in Fig. 3. The relative importance weights of the six criteria are given
using linguistic variables, which are defined in Table 1. Tables 3 and 4 show the original assessment information provided
by the three consultants (the three DMs), where aggregated fuzzy numbers are obtained by averaging the fuzzy opinions
of the three consultants (the three DMs). That is, w˜j =

w˜1j +w˜2j +w˜3j

3 and x˜ij =

x˜1ij+x˜2ij+x˜3ij

3 , where w˜
k
j and x˜
k
ij are the relative
importance weight and the values given by the kth consultant (kth DM). Moreover, the normalized fuzzy weights and left
and right scores related to them are shown in Table 3, and the normalized fuzzy values for each alternative with respect to
each criterion and the left and right scores related to them are shown in Table 4. The FWA value for each alternative, which
is expressed as the interval

(θi)
L , (θi)
U, the average FWA value related to the interval (θi)L , (θi)U for each alternative,
and the rank of each alternative are presented in Table 5.
As shown in Table 5, the average value related to the upper bound and the lower bound of θi for the eight alternatives are
0.72 for A1, 0.51 for A2, 0.45 for A3, 0.76 for A4, 0.59 for A5, 0.50 for A6, 0.55 for A7. and 0.50 for A8. This leads to the ranking
A4 ≻ A1 ≻ A5 ≻ A7 ≻ A2 ≻ A6 and A8 ≻ A3. Here,the symbol ‘≻’ means ‘is superior or preferred to’. Obviously, the best
selection is A4. So we select the fourth location for construction of the gas oil station.
From the given result, there is no significant difference between alternative A2 and the two alternatives A6 and A8.
Moreover, with the same average values, the two alternatives A6 and A8 have the same preference for selection.
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Table 3
The relative importance weights of the six criteria, normalized fuzzy weight, and left and right scores.
Criterion DM 1 DM 2 DM 3 Aggregated fuzzy numbers Normalized fuzzy weights Left and right scores
C1 H VH VH (0.83, 0.97, 1.00) (0.67, 0.93, 1.00) [0.74, 0.94]
C2 MH MH H (0.57, 0.77, 0.93) (0.13, 0.53, 0.87) [0.38, 0.65]
C3 VH H VH (0.83, 0.97, 1.00) (0.67, 0.93, 1.00) [0.74, 0.94]
C4 M MH H (0.50, 0.70, 0.87) (0.00, 0.40, 0.73) [0.29, 0.55]
C5 VH H H (0.77, 0.93, 1.00) (0.53, 0.87, 1.00) [0.65, 0.88]
C6 H H MH (0.63, 0.83, 0.97) (0.27, 0.67, 0.93) [0.48, 0.74]
Table 4
The values of the eight alternatives with respect to the criteria, normalized fuzzy ratings, and left and right scores.
Criterion Alternative DMs Aggregated fuzzy numbers Normalized fuzzy weights Left and right scores
DM 1 DM 2 DM 3
C1
A1 VG G VG (8.33, 9.67, 10.00) (0.74, 0.95, 1.00) [0.78, 0.95]
A2 VG VG G (8.33, 9.67, 10.00) (0.74, 0.95, 1.00) [0.78, 0.95]
A3 MG F F (3.67, 5.67, 7.67) (0.00, 0.32, 0.63) [0.24, 0.48]
A4 G MG G (6.33, 8.33, 9.67) (0.42, 0.74, 0.95) [0.56, 0.78]
A5 MG G G (6.33, 8.33, 9.67) (0.42, 0.74, 0.95) [0.56, 0.78]
A6 F MG F (3.67, 5.67, 7.67) (0.00, 0.32, 0.63) [0.24, 0.48]
A7 F MG G (5.00, 7.00, 8.67) (0.21, 0.53, 0.79) [0.40, 0.63]
A8 MG F F (3.67, 5.67, 7.67) (0.00, 0.32, 0.63) [0.24, 0.48]
C2
A1 3 3 3 (3.00, 3.00, 3.00) (0.54, 0.54, 0.54) [0.54, 0.54]
A2 5 5 5 (5.00, 5.00, 5.00) (0.00, 0.00, 0.00) [0.00, 0.00]
A3 2.5 2.5 2.5 (2.50, 2.50, 2.50) (0.68, 0.68, 0.68) [0.68, 0.68]
A4 2 2 2 (2.00, 2.00, 2.00) (0.81, 0.81, 0.81) [0.81, 0.81]
A5 2.7 2.7 2.7 (2.70, 2.70, 2.70) (0.62, 0.62, 0.62) [0.62, 0.62]
A6 1.3 1.3 1.3 (1.30, 1.30, 1.30) (1.00, 1.00, 1.00) [1.00, 1.00]
A7 1.75 1.75 1.75 (1.75, 1.75, 1.75) (0.88, 0.88, 0.88) [0.88, 0.88]
A8 1.7 1.7 1.7 (1.70, 1.70, 1.70) (0.89, 0.89, 0.89) [0.89, 0.89]
C3
A1 VG VG VG (9.00, 10.00, 10.00) (0.90, 1.00, 1.00) [0.91, 1.00]
A2 MP F P (1.33, 3.00, 5.00) (0.13, 0.30, 0.50) [0.26, 0.42]
A3 P P P (0.00, 1.00, 3.00) (0.00, 0.10, 0.30) [0.09, 0.25]
A4 G MG G (6.33, 8.33, 9.67) (0.63, 0.83, 0.97) [0.69, 0.85]
A5 F F MG (3.67, 5.67, 7.67) (0.37, 0.57, 0.77) [0.47, 0.64]
A6 MP MP F (1.67, 3.67, 5.67) (0.17, 0.37, 0.57) [0.31, 0.47]
A7 P P MP (0.33, 1.67, 3.67) (0.03, 0.17, 0.37) [0.15, 0.31]
A8 F MP F (2.33, 4.33, 6.33) (0.23, 0.43, 0.63) [0.36, 0.53]
C4
A1 G G MG (6.33, 8.33, 9.67) (0.42, 0.74, 0.95) [0.56, 0.78]
A2 VG VG VG (9.00, 10.00, 10.00) (0.84, 1.00, 1.00) [0.86, 1.00]
A3 VG VG VG (9.00, 10.00, 10.00) (0.84, 1.00, 1.00) [0.86, 1.00]
A4 G VG G (7.67, 9.33, 10.00) (0.63, 0.89, 1.00) [0.71, 0.90]
A5 G MG G (6.33, 8.33, 9.67) (0.42, 0.74, 0.95) [0.56, 0.78]
A6 MG G MG (5.67, 7.67, 9.33) (0.32, 0.63, 0.89) [0.48, 0.71]
A7 F F MG (3.67, 5.67, 7.67) (0.00, 0.32, 0.63) [0.24, 0.48]
A8 VG VG G (8.33, 9.67, 10.00) (0.74, 0.95, 1.00) [0.78, 0.95]
C5
A1 5 5 5 (5.00, 5.00, 5.00) (1.00, 1.00, 1.00) [1.00, 1.00]
A2 1 1 1 (1.00, 1.00, 1.00) (0.00, 0.00, 0.00) [0.00, 0.00]
A3 1 1 1 (1.00, 1.00, 1.00) (0.00, 0.00, 0.00) [0.00, 0.00]
A4 5 5 5 (5.00, 5.00, 5.00) (1.00, 1.00, 1.00) [1.00, 1.00]
A5 3 3 3 (3.00, 3.00, 3.00) (0.50, 0.50, 0.50) [0.50, 0.50]
A6 1 1 1 (1.00, 1.00, 1.00) (0.00, 0.00, 0.00) [0.00, 0.00]
A7 3 3 3 (3.00, 3.00, 3.00) (0.50, 0.50, 0.50) [0.50, 0.50]
A8 2 2 2 (2.00, 2.00, 2.00) (0.25, 0.25, 0.25) [0.25, 0.25]
C6
A1 2 2 2 (2.00, 2.00, 2.00) (0.00, 0.00, 0.00) [0.00, 0.00]
A2 0 0 0 (0.00, 0.00, 0.00) (1.00, 1.00, 1.00) [1.00, 1.00]
A3 0 0 0 (0.00, 0.00, 0.00) (1.00, 1.00, 1.00) [1.00, 1.00]
A4 1 1 1 (1.00, 1.00, 1.00) (0.50, 0.50, 0.50) [0.50, 0.50]
A5 1 1 1 (1.00, 1.00, 1.00) (0.50, 0.50, 0.50) [0.50, 0.50]
A6 0 0 0 (0.00, 0.00, 0.00) (1.00, 1.00, 1.00) [1.00, 1.00]
A7 0 0 0 (0.00, 0.00, 0.00) (1.00, 1.00, 1.00) [1.00, 1.00]
A8 1 1 1 (1.00, 1.00, 1.00) (0.50, 0.50, 0.50) [0.50, 0.50]
5. Conclusions
Multiple criteria decisionmaking (MCDM) has been widely used in the solution of real-world decisionmaking problems.
In fact, in some cases, determining precisely the exact values of alternatives with respect to the criteria or/and the exact
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Table 5
The fuzzy weighted average (θi) for each alternative, the average value related to the interval

(θi)
L , (θi)
U 
for each alternative, and the rank of each alternative.
Alternative FWA value Average FWA value Rank and priority
A1 [0.63, 0.81] 0.72 2
A2 [0.39, 0.62] 0.51 5
A3 [0.33, 0.56] 0.45 7
A4 [0.69, 0.83] 0.76 1
A5 [0.52, 0.65] 0.59 3
A6 [0.39, 0.61] 0.50 6
A7 [0.45, 0.65] 0.55 4
A8 [0.41, 0.59] 0.50 6
values for the weights of criteria is difficult or impossible, so the values of alternatives with respect to the criteria or/and the
values of criteria weights are considered as fuzzy values (fuzzy numbers). The conventional approaches for solving these
MCDM problems tend to be less effective in dealing with the imprecise or vagueness nature of the linguistic assessment. In
such conditions, fuzzy MCDMmethods are applied to solve fuzzy MCDM problems. In the real word, one of the applications
of fuzzy MCDM problems is in facility location selection problems, in which the decision making process and the captured
decisions are based on several criteria. In this paper, we have proposed a new FWA method based on left and right scores
and then we have applied this method to select a suitable location from eight possible locations (alternatives) with respect
to the six defined criteria. As a result, we found that the proposedmethod is practical for ranking different locations that are
candidates for the facility location (or facility locations) in terms of their average values related to the interval

(θi)
L , (θi)
U
for each location (each alternative). Moreover, it seems that the proposed FWA method is very accurate, flexible, simple,
and easy to use compared to other versions of the FWA method.
It is expected that this new FWAmethodwill reduce the risk of selecting sub-optimal solutions and that it will havemore
potential applications in the near future.
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