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Abstract
With smart phones and tablets, multi-touch screens have become a popular input method,
especially for interactive applications such as games. There is a need to investigate the how
variations in input techniques influence users’ interaction.
The aim of this thesis is to investigate the effects of variations in gesture types in a two-player
competitive multi-touch game on users’ strategy and enjoyment of the game.
A study with 42 participants playing with three different gesture types demonstrates that the
gesture type has a significant effect on both the way the game is played and on the enjoyment.
Results show that the easiest gesture was also the most liked by the users. With easy gestures,
the more time a gesture takes, the more its user will plan ahead. Gestures that are difficult to
execute, however, cause users to plan less.
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Chapter 1
Introduction
Today, the most common methods of interacting with computers involve the keyboard and the
mouse. Both of these are examples of haptic input technologies, from a Greek word meaning
“touch” or “contact”. Other types of haptic input technologies include for example joysticks,
trackballs, wheels, foot buttons, pen tablets and touch-sensitive pads.
A touch-sensitive pad can be combined with a display to form a touchscreen, an input-output
device commonly used in banking machines, information kiosks, phones and hand-held game
consoles. One limitation of a conventional touchscreen is that it can only sense one point of
contact at a time. Systems without this limitation are known as multi-touch screens.
The ability of devices to sense and react to being touched at several distinct points is not a new
concept. It was studied and implemented as early as 1982 [6], however, only recently is it gaining
popularity as a general input tool, thanks to devices such as Apple’s iPhone and iPad.
It can be argued that touch input is more natural than the traditional mouse [12], since the
user can manipulate visual representations of virtual objects by touching them, mimicking
how manipulation is done in the real world. This makes touchscreens suitable for interactive
applications, such as games. Indeed, games are some of the most popular applications for
touchscreen tablets: at the time of this writing most of the featured “apps” on both Android
Market and Apple App Store, the leading software markets for tablets, are games [5, 4].
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Some research has gone into novel ways of controlling games that employ or even go beyond
multi-touch input [20, 32], but there has not been much interest in investigating how different
types of multi-touch input can affect the way players interact with a game.
Other research focuses on human-computer interfaces in general from a viewpoint of cognitive
psychology. A large body of this work is based on rational analysis, a framework of that tries to
explain human behavior not by examining not processes in the mind, but the solved problems
themselves. In the defining book The Adaptive Character of Thought1 [2], Anderson introduces
the principle of rationality, the idea that the human brain adapts (by evolution or otherwise) to
solve problems in its environment in a way that best approximates the optimal solution, given
some computational constraints. The rational analysis methodology is a method for developing
theories of cognition by first deriving a hypothesis from the principle of rationality, then testing
it empirically and refining it iteratively. The framework has been effective in creating theories
that require a low number of such iterations [2, p. 30][8].
Using the rational analysis methodology, Anderson argues that when solving a problem, humans
minimize the sum of the internal cost of creating plans and the external cost of executing them
[1, pp. 481–483]. In other words, people only plan ahead as long as the expected benefits of the
resulting plan outweigh the cost of the planning itself. Applying this idea to human-computer
interfaces, O’Hara and Payne [25] have studied the effects of operator implementation cost on
solving puzzles. This cost is the expense – physical or mental effort, time, or another such factor
– needed to make an action such as a move in a turn-based game. They found that a higher
operator implementation cost leads to more thorough planning, so that less moves are needed
overall, while a lower cost causes users to explore the possible solutions directly rather than
planning them in advance.
O’Hara and Payne’s later research has explored more fine-grained aspects of operator cost:
lock-out time and error recovery cost [24]. Their studies investigate puzzles and later generalize
to “everyday computer-use tasks” such as text processing. The goal of these tasks is solving a
problem as efficiently as possible. In contrast, the main goal of games can be different: they need
to be engaging, the player needs to have fun. Solving a puzzle efficiently, or winning against an
opponent, is only a secondary goal. Also, these studies have only considered one user, while in
1 Anderson regrets his choice of the term rational analysis, a phrase borrowed from economics: the framework
does not imply that humans are rational agents. This is why the title of his book does not contain the term. [2, p. 29]
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multiplayer games, the player needs to take into account other players’ actions. Additionally
the player is under more pressure in real-time games, where the speed of actions can affect
the outcome, than in puzzles where only the order of actions has an effect. Nevertheless, for
Hypothesis 2 below, I chose to test O’Hara and Payne’s theory of operator implementation cost
rather than using the rational analysis methodology directly to create new predictions.
1.1 Study Objectives
In this study, I investigate the effects of variations in multi-touch input on players’ strategies and
enjoyment of a two-player real-time competitive game with two distinct roles. To this end I build
such a game with three variations of input method for one of the players’ roles, and analyze
users’ interactions with it to test the following hypotheses:
H1. The gesture type has an effect on the player’s strategy.
H2. Methods that require more time for the same action cause users to plan more thoroughly.
H3. Users enjoy a game with an easier-to-use gesture more than one with a more challenging
gesture.
Another important objective of the experiment is to collect data that can be further analyzed in
future work.
1.2 Scope, Limitations and Constraints
Perhaps the most important limitation of this study is that it only considers one specific game.
Results may not generalize well to other game types, such as cooperative games, games with
symmetric roles, turn-based games, or educational games. All these – as well as single-player
puzzle games studied earlier – will need to be considered in order to derive results that apply to
a wider range of games.
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Most of the participants were selected from the School of Computing at the University of Eastern
Finland, so the results are not representative of the general population. However, it may be
argued that the sample is biased towards people who are more interested in videogames than
the general population.
The number of participants in the study (21 pairs) was quite small, especially when considering
each version of the game separately (7 pairs).
1.3 Thesis Organization
This thesis comprises six chapters. Chapter 2 gives an overview of multi-touch technology.
Chapter 3 describes the rules and implementation of the tested game. Chapter 4 talks about the
experiment’s setup, procedure and participants. In Chapter 5, I give the results of the experiment,
and a discussion of the findings. Chapter 6 contains the conclusion of the thesis.
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Chapter 2
Multi-touch Technology
There are many options for designing multi-touch hardware, each with its own advantages and
limitations. This chapter describes some of these techniques.
2.1 Early Pressure-sensitive Systems
Perhaps the most straight-forward touch-sensing mechanism is an array of physical switches.
Buxton [6] points out that the keyboard can be thought of as an early multi-touch system.
Keyboard designers must solve problems that stem from the possibility of the user pressing
multiple keys as once, such as n-key rollover – pressing keys while another key is held down.
Modifier keys such as Shift are designed to take advantage of “multi-touch” input. However,
as pressure-sensitive systems are difficult to combine with a display, multi-touch screens use
more advanced electronic or optical techniques where the sensors can be made of transparent
materials.
2.2 Resistive Systems
Resistive touch-sensing systems feature two layers of electrically resistive material, separated by
a gap. When a finger touches the surface, the two layers are pressed together and form a closed
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circuit. The position of the touch can be calculated from the resistance of this circuit. Resistive
touchscreens are further described by Downs [11] and Scho¨ning et al. [29].
Compared to capacitive systems, resistive touch sensors are inexpensive to manufacture and can
be activated with either fingers or styli. However, they can traditionally only register one touch
point at a time; multi-touch resistive screens are possible, but lose their cost advantages and
become less optically transparent. For these reasons, resistive touchscreens are found in devices
like banking machines, point-of-sale terminals and some portable gaming consoles, where single
touch sensing is sufficient.
2.3 Capacitive Systems
Capacitive systems are perhaps today’s most popular multi-touch solution. Several variations of
capacitive sensing are discussed by Scho¨ning et al. [29], Buxton [6] or Dietz and Leigh [10]. The
most popular technique today is arguably the mutual projected capacitive interface described by
Rekimoto [28]. In this setup, alternating current is applied from several electrodes (typically in
the corners of the screen) to a grid of thin wires inside the screen. When a finger is brought near
the surface, it acts as a capacitor plate, changing the capacitance of the system. This change is
measured and used to calculate the touch position. To support multi-touch, the capacitance at
each wire grid intersection is sampled independently.
Since this technique relies on an electric field rather than physical pressure, the screen can be
covered by a protective overlay, allowing high mechanical resilience. However, these screens
only react to conductive materials such as human fingers, so controlling a capacitive touchscreen
is impossible with a standard stylus, or even a gloved hand.
Most modern high-end phones and tablets, such as Android devices or Apple’s iPads, have
capacitive touchscreens.
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2.4 Optical Systems
2.4.1 Interrupted Beams
One of the first touchscreens, a peripheral for the 1970s educational system PLATO IV, utilized a
simple technique of a grid of beams of infrared light [13]. When a finger was brought close to
the screen, the system would detect that corresponding beams were interrupted and report the
event to application software. This system could not sense multiple touches.
2.4.2 Camera-Based Approaches
A more modern approach is using a camera to record the users’ fingers. The video is then
analyzed by computer vision algorithms, most importantly by smoothing, thresholding and
connected component analysis, to detect the touches. Several early approaches processed images
in the visible spectrum [30], but recently it is common to use infrared light to better separate the
finger images from unwanted background.
Several open-source software packages exist for processing video from camera-basedmulti-touch
setups, most notably Community Core Vision (CCV) [9], ReacTIVIsion [27] and Movid [23].
Usually, these programs publish touch data via the Tangible User Interface Objects (TUIO)
protocol [16], which is based on the Open Sound Control (OSC) format. TUIO data is commonly
transferred by network packets (TCP or UDP), allowing the image processing program to run on
a different machine than the application that processes the input.
The main advantages of this approach are that multiple touches are handled easily, and that
camera-based devices can be easily built from off-the-shelf components. However, due to the
need for the camera to capture the entire area of the screen, camera-based touchscreens are
quite bulky, which makes the technique unusable for handheld devices. Also, as the devices are
sensitive to background infrared light, they perform best in controlled, low-light conditions.
There are multiple ways to illuminate the users fingers, notably diffuse illumination, Frustrated
Total Internal Reflection (FTIR), and the laser light plane.
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Diffuse Illumination
In this setup, a projector, camera, and infrared light source are placed behind a projection screen.
The projector forms a visible image on the screen. When a user touches the screen, infrared light
is scattered from his or her fingers. Diffuse illumination also allows detection of objects other
than fingers, and fingers that “hover” above the surface, not quite touching it. It is also possible
to add a transparent protective layer on top of the touchscreen. The first version of Microsoft’s
Surface, a large multi-touch table developed for businesses such as hotels or television news
studios, utilizes the diffused illumination method.
Frustrated Total Internal Reflection (FTIR)
As described by Han [14], in FTIR setups, infrared light is shone into a panel of acrylic glass. At
some angles, the light is reflected on the acrylic–air boundary, effectively trapping the beams of
light inside the panel. When a finger, which has a higher refractive index than air, touches the
surface, the light escapes and is scattered towards a camera.
This technique has long been used in fingerprint readers, where a simple infrared photo captures
enough information. Using it for touch input only became possible when computers became fast
enough to process real-time video.
Although bare human fingers can be detected by the basic FTIR setup, in most applications the
acrylic panel is covered by a compliant layer such as silicone or projection screen material. This
layer stabilizes the performance and protects the acrylic from scratches and oils from the users’
fingers, which can produce unwanted reflections [14, p. 117].
Traditionally, as in Han’s original paper, FTIR sensing has been combined with a projector to
create a touchscreen. More recently, the picture is provided by Liquid Crystal Display (LCD)
displays, due to their lower cost, smaller size and lack of display issues such as keystoning [29].
Since LCD displays are transparent to infrared light, they do not interfere with touch detection.
Due to the need for an area of contact, FTIR systems cannot provide hover information. They
also cannot detect objects such as styli.
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Laser Light Plane
Lasers with line-generating lenses can create a plane of light just above a touch surface. The
users’ fingers interrupt this plane and scatter the light towards a camera. This technique can
detect any object, but cannot detect hover. Also, unless multiple lasers are installed to shine from
several directions, the technique suffers occlusion problems: since an object blocks the rays of
light, a finger behind this object does not receive light and thus can not seen by the camera. Park
and Han [26] combine this technique with FTIR to work around this problem.
Infrared Transceiver Matrix
Izadi et al. [15] reduced camera-based systems’ bulk by integrating an array of small light
detectors behind the LCD panel. This has been further developed into PixelSense, a technology
that integrates a light sensor into every pixel of a LCD screen, allowing touch, object and hover
detection in a relatively thin screen. The technology is employed in the second version of
Microsoft Surface [21]. As the product is not officially released yet, little information is known
about how well PixelSense performs in harsh light or distinguishes between hover and touch.
2.5 Touchscreens as User Interfaces
Touch-sensing technology is only one part of multi-touch input. An interaction paradigm must
be followed in the controlled application to take full advantage of touchscreens’ ease of use and
intuitiveness.
From the early days of touchscreens [22] to today’s smartphones, the basic unit of touch interaction
is called a gesture – an action or combination of actions with a specific meaning.
Basic, single-touch gestures can work as well with touchscreens as with a mouse. Some of these
simple gestures include:
• Tap: A brief touch of a finger simulates a mouse click, and can activate on-screen buttons,
open menus, etc.
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• Double Tap: Simulating the mouse double-click, the double tap is two taps in quick
succession.
• Drag: Moving an on-screen object is usually accomplished by touching it and moving the
finger across the screen. This gesture is similar to dragging with a mouse.
• Hold: When the finger is not removed from the screen after contact, but remainsmotionless
for some time, the Hold gesture is activated. The gesture can be used to open context
menus or to start dragging content where the normal drag gesture is reserved for another
purpose (e.g. dragging a picture in a web browser to save it).
• Flick: Similar to dragging, in the Flick gesture the user removes a finger from the screen
before stopping. This means that the Flick gesture has a clearly defined beginning point
and direction, but not an ending point. This gesture is widely used for scrolling, where
after a Flick, the contents of the screen continue moving for a short while before coming to
a complete stop. Flicking can also activate commands, where the command to be taken is
determined by the direction of the flick. This approach is used in Windows Vista [36].
• Symbolic gestures: Some systems have the users draw symbols that relate to intended
actions. For example, crossing an object with an “X” symbol may delete it, or drawing a star
shape may put an item in a list of favorites. Gesture recognizers such as the $N recognizer
developed by Anthony and Wobbrock [3] can recognize large number of symbolic gestures
independent of their size, orientation or stroke order.
Handwriting recognition, where users can draw letters to input them, can be thought of as
a special case of symbolic gestures. This area has been researched especially for languages
that have an ideographic writing system, such as Japanese [18].
Single-touch gestures, while arguably more natural to use than a mouse [12], offer more limited
interaction, since there are no multiple mouse buttons or a scroll wheel, and hover information
is usually not available.
Multi-touch devices offer a vastly richer set of gestures. Any single-touch gesture can be per-
formed with two or more fingers. For example, “two-finger scroll”, or dragging with two fingers,
serves on some multi-touch touchpads as a replacement to the mouse wheel. Additionally,
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gestures where each finger performs a different action are possible. This has been called chordic
interaction [35]. Such gestures include:
• Pinch The user places two fingers at some distance apart from each other, then brings them
together. This gesture is widely used for zooming in or shrinking objects, as the gesture
suggests that two fixed points should be brought closer together. A larger version of this
gesture can be performed by two hands.
• Un-pinch The opposite of pinching; the user touches with two fingers together and drags
them away from each other. Usually, this gesture triggers the opposite action from Pinch.
• Rotate The user uses one finger as a stationary pivot, and moves another finger around it
to specify rotation angle. This gesture can be combined with pinching to combine rotation,
scaling, and translation control of 2D objects in one two-finger gesture.
• 3D pivot rotate On a 3D model, the user may use two stationary fingers to define an axis
of rotation, and a third finger to rotate an object.
If touch information is not limited to simple 2D locations, more complex gestures can be detected.
For example, a hand can be laid on the table as if to shield an area from the view of other users.
If data about the shape of the contact area is available, the system can recognize this as a gesture
and display private information in the shielded area. Contact area size can distinguish finger
touches from whole-hand interaction.
The number of possible gestures has prompted some researchers, such as Kammer et al. [17]
or Wobbrock, Morris, and Wilson [37], to attempt to classify and formalize them based on the
actions, meanings and associated concepts. However, still no widely used classification model is
available, and researchers and application or framework developers are still trying new ways to
define intuitive gestures, or combine the existing ones.
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Chapter 3
The Maze Game
For evaluating multi-touch input in games, I have created the Maze game, which allows compar-
ison of three different versions of gesture interaction. The game was developed in the Python
programming language using the Kivy user interface framework [19]. This chapter describes the
game, especially its rules.
The objective of this game is for one player, the “Solver”, to move a ball through a maze, while
his or her opponent, the “Builder” modifies the maze in real time.
The players position themselves on opposite sides of the touch table. Brief instructions are given
on each player’s side, in blue text for the Solver and yellow text for the Builder. On the remaining
two sides of the table, clocks and the current turn number are displayed. The central area of the
table is divided into square tiles. Each of these tiles represents either a wall or a corridor. Wall
tiles are black; corridors have light colors1. At the start of a round, the tiles form a maze, which
is generated randomly such that it is always solvable: each corridor tile is reachable from any
other corridor tile. The game’s screen layout is shown in figure 3.1.
A round of the game lasts two turns, with players alternating between the two roles. Each turn
played as a Solver is timed, and the player with the least time on his or her clock at the end of
the game is the winner of the round. The player that wins the most rounds is the overall winner.
1 The tiles are colored based on their distance to the exit (green), exit and starting point (red), and nearest ball or
starting point (blue). While it can help navigation, the main reason for coloring tiles is æsthetic.
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Figure 3.1: Screenshot of the “Loop” version of the Maze game showing a loop being drawn and
a ball being dragged
3.1 Rules for the Solver
At the beginning of a turn, the Solver must wait for five seconds to give the Builder a chance to
prepare. Then, a blue quarter-circle, the ball source, appears in the right-hand corner. By touching
the ball source, a small ball is created and can be immediately dragged out.
Around the ball is a circular area called the ball’s handle. When the Solver touches the handle, the
ball moves towards the touch, unless a maze wall prevents the movement. If the touch moves,
the ball starts moving towards the new location. The maximum speed of the ball is fixed at 6 tiles
per second. When a touch would direct the ball into a wall, the ball moves along the wall with
speed reduced in proportion to the cosine of the angle between the wall and the ball-finger line
(see Figure 3.2).
Whenever a ball is touched, a large circular area forms around it. When a ball stops being
13
Controlling touch location
Wall
Ball
Unhindered ball velocity (towards the touch point, 6 tiles/s)
Actual ball velocity (along the wall, slower)
Figure 3.2: Slowing down of the ball along a wall
touched, the zone of control shrinks to the size of the ball’s handle. This is the ball’s zone of
control. The Builder cannot play in a zone of control.
The Solver can create additional balls at any time by “dragging them out” of the ball source.
Against experienced opponents, it may be necessary to create a few balls and use their zones of
control to effectively limit the Builder’s actions. For each ball on the table, time is added to the
Solver’s clock. For example, if two balls are out, two seconds are added with each second of real
time.
Once any one ball reaches the exit area in the Builder’s right-hand corner of the table, the round
is over.
3.2 Rules for the Builder
The Builder’s job is to modify the maze to hinder the Solver’s efforts. Builders can either build or
destroy corridors on individual tiles of the maze. The gestures needed to do so vary between the
three versions of the game, and are explained in later sections.
There are limits to building. At all times, all corridors must be connected to each other, and to
the start and exit of the maze. This means that no part of the maze may be cut off, even if it does
not contain any balls. Destroying corridors is thus limited to breaking loops and filling dead
ends, and building corridors is limited to extending or branching existing ones. Also, the Builder
cannot play in a ball’s zone of control.
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Usually, each maze is initially very easy, with at least one obvious way around the maze’s
perimeter. The Builder is given five seconds at the start of the turn for a chance to block such
obvious solutions.
3.2.1 Loop Version
In the original version of the game, modifying the maze is activated by drawing loops.
By drawing a clockwise loop that starts and ends on a maze wall, the wall tile will be destroyed
and replaced by a corridor. Conversely, corridors can be destroyed (and walls built) by drawing
a counterclockwise loop. As a loop is drawn it changes color from yellow to green or red,
respectively for building and destroying corridors. After finishing a loop, the builder can drag
the finger across more tiles to continue building or destroying. This feature makes it easy to
modify large areas of the maze at once.
The Builder can draw multiple loops simultaneously. Figure 3.3 shows Loop gesture interaction.
3.2.2 Hold Version
In the Hold variation, the Builder can modify the maze by simply pressing a tile and holding for
1/3 s. When holding the finger on a wall this way, a corridor is built; conversely, when holding a
corridor, a wall is built in its place.
During the 1/3 s delay, a circular progress bar visualizes the remaining time, and serves as visual
confirmation of how the system interpreted the player’s touch. The progress bar is centered
on the tile that is being modified, and is green when a corridor is being built but red when a
corridor is being destroyed. Figure 3.4 shows the progress bar in action.
If the player’s touch is moved more than two tiles’ distance away from the original touch location,
the gesture is cancelled.
The Builder can modify several tiles simultaneously by touching with more than one finger at
once.
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3.2.3 Pinch Version
In the Pinch input variation, two-finger gestures are used to modify the maze.
To build a wall, the Builder performs the “pinch” gesture: starting with two fingers spread apart,
the player brings them together while touching the screen. The point at which the fingers meet
is the focal point of the gesture.
To build a corridor, the Builder preforms the opposite gesture: starting with two fingers together,
the player moves them apart. The starting point is the focal point of the gesture. The visualization
for these gestures is shown in Figure 3.5
Because it is difficult to target a specific tile using these gestures, the system examines a 3×3-tile
area around the focal point and selects the nearest tile that can be affected by the gesture.
3.3 Limitations
As the system has no way of recognizing which touch belongs to whom, it is up to the players to
only perform gestures for their own role. Most unintentional use of the opponent’s gestures is
prevented by the fact that the gestures needed (dragging vs. drawing loops, holding, or pinching)
are very different between the players. However, it is still technically possible to activate the
opponent’s gesture, whether intentionally or not.
Most multi-touch systems, including the one used for this study, cannot track touches outside
the viewing area. This poses a problem for “pinching” near the edges of the screen, as the whole
gesture must be performed in the screen rectangle, limiting the pinch orientation.
3.4 Dimensions
The size of tiles is configurable in the source code. On the particular touchscreen the tests were
carried out, the maze tiles measure 9.67mm (33 pixels) on a side. These dimensions are smaller
than recommended touch targets: Wang and Ren [34] measured an accuracy of 66.7% for squares
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(a) Drawing a loop (b) Creating a corridor
Figure 3.3: Building a corridor in the Loop version of the game.
(a) Progress bar for building a corridor (b) Progress bar for destroying a corridor
Figure 3.4: Modifying the maze in the Hold version of the game.
(a) Pinch gesture used to build a corridor (b) Unpinch gesture used to destroy a corridor
Figure 3.5: Modifying the maze in the Pinch version of the game.
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of 10mm and 99.2% for 26mm per side, while Vogel and Baudisch [33] report more than 95%
accuracy for sides of 10.4mm. However, in most versions of the Maze game, the tiles themselves
are not touch targets. The Solver targets the ball handle, which has a diameter of 3 tile sides
(29mm). The Builder targets larger features than individual tiles: usually, there are two or more
adjacent tiles where a Builder’s action will have the same effect on gameplay. For example, it
does not matter very much if a corridor is blocked at the very end or one tile from the end – in
both cases, the corridor will be blocked and the Solver will need to use another way.
3.5 Gameplay Logging
For the purposes of evaluation, the software stores information about each played game in a
log file. It is possible to recreate the game from this log file, and to analyze all input and output,
along with information such as the times the Solvers needed to complete the maze or number of
touches that had no effect.
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Chapter 4
Evaluation
I ran usability tests on the three input variations of the Maze game. The tests were designed
to collect more data than necessary for the evaluation in this paper, so that future research can
be done on the data without running a new experiment. This chapter describes the testing
methodology, participants and results.
4.1 Hardware and Setup
I have built a prototype 15′′ FTIR multi-touch screen for the tests. It is based on the sensing
method described by Han [14], with an LCD screen instead of a projector. A diagram of the
device is shown in Figure 4.1. A photograph is shown in Figure 4.2.
I used a LG Flatron L1510M LCD as a base for the display. I separated the screen, backlight and
electronics and arranged them inside a wooden enclosure. The screen is positioned behind a
panel of acrylic glass at the top of the device. Around this top acrylic panel are two rows of
infrared Light Emitting Diodes (LEDs) powered by a 12V power source. The LEDs are wrapped
in clear tape for insulation, and aluminum tape that reflects as much light as possible into the
acrylic. I placed a sheet of tracing paper behind the screen as a diffuser. It blurs unwanted images
so that the inside of the device is not visible to the user, and environment outside the device is
not discernible to the camera. A piece of acrylic behind the display provides physical support.
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Acrylic glass
IR LEDs
LCD screen
Diffuser
Support acrylic
Wooden chassis
Camera
LCD backlight
Figure 4.1: Diagram of the touchscreen
Figure 4.2: Photograph of the device and test setup
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The LCD backlight is installed at the bottom of the device. A PlayStation R© Eye camera modified
to sense infrared light is placed directly above the backlight. The camera provides video at a
resolution of 800×600 and a frame rate of 60Hz. The LCD electronics (controller, power supply
and inverter; not shown in the diagram) are arranged along a wall of the device, so that they do
not obstruct the camera’s view.
To save building time and cost, I applied cooking oil to the top of the surface as a compliant layer
to improve performance with dry fingers. This solution proved to be very effective, but was not
pleasant to touch for some users. Future touchscreens, or improvements to the same device, may
introduce a more suitable overlay such as rolled-on silicone as described in [31].
The device is 40×34×30 cm in size and is positioned on a 40 cm high support that contains
necessary power supplies and a computer. The computer runs Community Core Vision software
[9] that detects blobs and publishes touch information via the TUIO protocol. The Maze game,
running on the same computer, uses Kivy framework’s TUIO input provider to receive touch
information.
Test participants were seated at two sides of the device. I as the test administrator was seated
across a table, with access to a monitor that that mirrored the touchscreen display, a keyboard
and mouse to control the computer, and questionnaires to hand out to the participants.
4.1.1 Limitations
The main limitation of the hardware is its sensitivity to background light. If this light does
not move relative to the device, the problem is mitigated by the Remove Background function of
Community Core Vision, but players’ shadows still affect the image. I have solved this problem
by testing in a partially darkened room.
Another problem is that of parallax: because there is some distance between the top of the plexi
glass (where touches are detected) and the LCD (where the image is shown), when viewing the
table at an angle there is a discrepancy between the image and detected touches. The discrepancy
is quite small relative to the size of users’ fingers, and with the help of visual feedback, nearly all
users have adapted to it.
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The hardware requires calibration to map touch locations to screen coordinates. The calibration
needs to be done every time the device is moved or hit so roughly that the camera moves inside
the enclosure.
4.2 Procedure
At the start of each test, I showed the multi-touch table to the participants and demonstrated
the rules of the Maze game. For this explanation, I first moved the ball across the screen to
explain moving the ball. Then, I explained the Builder’s role and demonstrated the controls
for modifying the maze. Afterwards I demonstrated that the Solver can create multiple balls,
and explained the timer and the zone of control. The participants were free to try the controls
themselves and ask any clarifying questions.
After the participants felt comfortable with the controls, I asked them to fill out a pre-test
questionnaire. When both have finished, I started recording audio and let the participants play.
After every five rounds, I asked the players to fill out another questionnaire. After 20 rounds,
and the last questionnaire, I let the winner choose a prize: either a bar of chocolate or a bag of
candy. I asked the winner to share the prize with his or her opponent.
I used three methods to collect data from experiments: game data itself, questionnaires, the
Think Aloudmethod.
4.2.1 Questionnaires
The pre-test questionnaire asked about the user’s previous experience with touchscreen and
multi-touch devices, as well as the user’s general background, such as age and gender. It also
included a statement of informed consent.
A second page of the pre-test questionnairewas the short-formNeed for Cognition scale designed
by Cacioppo, Petty, and Kao [7]. The participants answered the individual questions on a Likert
scale with five possible answers ranging from “Agree” (+2) to “Disagree” (-2).
In the questionnaire given after each five rounds, players were asked to rate the two roles (Solver
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and Builder), and overall aspects of the game, on a scale of 1 to 5. They were also asked to
describe their strategy, and experience with the touchscreen. The post-test questionnaire was
similar to the one given after each 5 rounds, but additionally had the player guess his or her
opponent’s strategy, and asked if he or she wanted to play the game again.
The questionnaires are shown in Appendix A.
4.2.2 Think aloud
Think Aloud is a common usability testing method in which users are asked to talk about the
task they are solving. This gives he evaluator deeper knowledge than just observing the users
without knowing their thoughts. To use this method, I have encouraged users to talk while
playing, and recorded audio from every test session.
4.3 Participants
I performed the tests as a between-subjects study with 7 pairs of players testing each version,
totaling 21 test sessions of 20 rounds. Out of the 42 participants, 31 were male and 11 female, 37
were right- and 5 left-handed. The participants’ age ranged between 15 and 72 years.
I recruited most participants from the Computer Science department of the University of Eastern
Finland; most of them were familiar with computers, computer games, and touch screens.
According to questionnaires, 32 (76%) of them have used a phone with a touchscreen, 17 (40%)
have used a tablet, and 16 (38%) a touchscreen computer.
Participants signed up for the testing at a time convenient for them. To randomize the assignment
of gesture types to users, I have cycled between Loop, Hold and Pinch versions in order, based
on the time of testing. Before and during the testing, participants were not aware that different
versions of the game exist.
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4.4 Analyzed Metrics
I have analyzed a number of metrics described later in Chapter 5. For each metric, I have used
one-way three-group ANOVA to determine the effects of game version. I selected a p level of
0.05 to determine significance. If a significant effect of game version was found, I carried out
pair-wise t-tests to determinewhich versions had different effects. I used the Bonferroni-corrected
significance level of 0.016 (0.05/3) for the pairwise tests.
I have log-transformed the data for some metrics to stabilize variance for the analysis. Because
most of these metrics were counts and included zero data points, I have included an offset of
0.5 to avoid taking the logarithm of zero. The precise formula is y′ = loge(y+ 0.5).
For each gesture type, I have also calculated Spearman’s rank correlation coefficient of each
metric against the number of games played to determine if there was any learning effect. Again I
have used a significance level of 0.05.
Five of the game log files (runs 5, 11 and 12 from trial 2, run 17 from trial 8, and run 10 from
trial 17) became corrupted and were excluded from the analysis.
One participant gave two different answers for every Likert-scale question on the mid-test
questionnaires: one for the Solver role, and one for the Builder role. I have averaged the two
answers for the analysis.
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Chapter 5
Results
In the Hold version, players generally learned the game quickly, with Builders blocking the
obvious short paths already in the first few turns. As more turns were played, they slowly
devised more complex strategies, such as waiting for the Solver to choose a path and then
blocking it, or alternating between two open paths to force the Solver to create an additional ball.
When strong Builders were paired with weak Solvers, the Solvers frequently grew frustrated at
“cat-and-mouse” games the Builders were playing, at rare occasions even boycotting the game
by refusing to play unless the Builder let them win. The result was less enjoyment for both
opponents. This situation also happened with the Loop gesture.
In the Loop version, Builders usually had trouble at first. Even though they were allowed to try
the controls before starting the game, some of them forgot that they need to complete the loop
gesture by returning to the point where it started. However, after a two or three rounds they
have learned the basic gesture and started using strategies as in the Hold version. The Loop
gesture also allowed for a unique strategy: by building walls on a line through the middle of the
screen, the Builder quickly destroyed all paths through the maze but one, effectively creating a
harder starting position than normal, or significantly changing the maze without much effort.
In the Pinch version, Builders had themost trouble executing the gesture. Some Builders had long
fingernails, which made pinching difficult. Several users tended to keep one finger stationary
and move the other finger towards the stationary one, but the game required both fingers to
be moved. Also, it was not easy for the Builders to target a specific point with their pinches,
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as the focal point is between two fingers.1 Most struggled with unpinching at the sides of the
screen: for a successful gesture, an entire unpinch needed to be recognized by the camera, but
players often extended the gesture beyond the screen where their fingers could not be tracked.
The algorithm that generated the maze often placed corridors along the edges, creating easy
paths that Builders wanted to block most. Due to these difficulties, a successful modification to
the maze often resulted in winning the round, as the Solvers were not as used to re-planning as
in the other versions. Some Builders kept trying – usually successfully – to learn the interface
and improve their gestures, while others tended to give up and concentrate on their Solver turns.
5.1 Results for Individual Metrics
The testing results are discussed in the following sections, and summarized in Table 5.1 on
page 36. Figures B.1 to B.19 in Appendix B show histograms for the individual metrics.
5.1.1 Time to Win
Data for this metric was log-transformed.
The total time to win one turn of the game showed significant differences between versions
(F(2, 829)=39.134, p<0.001). There were no significant differences between the Loop and Pinch
versions, which showed means of 19.2 and 17.2 seconds, respectively. In Hold version, it took on
average 29.0 s to win, a result significantly different from the other two versions.
A significant learning effect was found in the Hold ($=−0.148, p=0.015) and Pinch ($=−0.235,
p<0.001) versions. In both, the time to win tended to decrease as more games were played.
This result shows that in these versions, the players learned to solve the maze faster (or more
effectively) than they learned how to hinder the solving.
1Perhaps for this reason, most touch interfaces use pinching gestures for zooming or other operations where the
precise focal point is not important.
26
5.1.2 Builder Role Metrics
Builder Gesture Activation Time
Data for this metric was log-transformed.
There were very significant differences between all versions (F(2, 6885)=1571.9, p<0.001), as the
different types of gestures would suggest.
The Loop gesture was the slowest of all, with a mean activation time of 1.16 s. Players of the
Loop version showed a significant learning effect ($=−0.199, p<0.001), with the activation time
decreasing dramatically as they learned the game. The decrease was particularly steep in the
first five games, from 1.6 s to 1.3 s.
In the Hold version, the activation time remained almost constant, as it was fixed by the software.
The mean time of 0.34 s is somewhat higher than the programmed value of 1/3 s, because game
processing happened at discrete frames, and the gesture was only activated at the first frame
after the 1/3 s threshold. This also explains slight variance in the metric.
The Pinch gestures took, on average, 0.42 s. I did not find any significant learning effect.
Modifications per Turn
Data for this metric was log-transformed.
On average the Builder modified the maze in 4.52 and 4.72 places in the Loop and Hold versions,
respectively, but only in 1.10 place for the Pinch version.
This number ofmodifications per turnwas significantly different across versions (F(2, 829)=151.5,
p<0.001). Pairwise tests revealed that only the Pinch version differed significantly from the
others, but the variance in the Loop version was almost twice as high as in Hold, suggesting that
their means may have only matched by chance. Loop players showed more variation in their
strategies.
Interestingly, there was no significant learning effect in any of the versions.
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Unsuccessful Builder Gestures per Turn
Data for this metric was log-transformed.
Unsuccessful Builder Gestures is the number of Builder gestures that were technically correctly
executed, but the game’s rules prevented them from having an effect. This could happen either
because the Builder was trying to “cut off” a portion of the maze from the rest, or because he or
she tried to build in a ball’s zone of control.
In these situations, some players have complained that the table does not respond to their correct
gestures. This may suggest either that the game did not provide sufficient clues for the reason of
failure, or that the players simply did not think about the rules enough.
This metric showed significant differences between all versions (F(2, 829)=1149.221, p<0.001).
In the Loop version, virtually all gestures were successful (with 0.44 unsuccessful gestures per
game). This may suggest more planning, but is most likely caused by the fact that the gesture
allows “drawing” several modifications at once.
In the Hold version, there were on average 12.8 unsuccessful gestures per turn, 2.6 times more
than the number of successful ones. In Pinch, players tried 2.36 unsuccessful pinches per turn
on average, or 2.1 times the amount of successful ones, despite the fact that the game corrected
invalid pinches. These high numbers can be explained by either the players not being aware
of the rules, or trying to modify the maze without first checking if the move is possible, or,
especially in the Hold case, the Solver often moving a ball’s zone of control to the touch point
before the gesture was finished. Another reason might be insufficient feedback, which caused
some players to retry their move as they did not realize the move was invalid.
The data shows no significant learning effect for any of the versions.
Unfinished Builder Gestures
Data for this metric was log-transformed.
Unfinished gestures are ones where the user touched the table, but did not complete a gesture. I
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have excluded from analysis touches shorter than 0.2 s that moved less than 5 pixels, as these
were likely caused by hardware errors. Due to the fact that a FTIR touch table cannot recognize
who caused which touch, I have applied a heuristic to separate unsuccessful gestures by the
Builder from those by the Solver: if the unfinished gesture started within 3 tiles’ radius of a ball,
and the touch passed within 1 tile from a ball, I counted it as a Solver’s failed attempt to move the
ball; otherwise it was counted as an unfinished Builder’s gesture. (Recall that to move a ball, the
gesture needed to start within 1.5 tiles away from it.) These numbers reflect parallax problems
a few Solvers were struggling with (see section 4.1.1). Still, the heuristic is not perfect. Most
importantly, it wrongly classifies Builders’ deliberate attempts to physically block the Solver
from playing.
For Pinch and Hold, this metric reflects the number of touches matching the above heuristic. For
Pinch, a two-finger gesture, I halved the number of strokes to arrive at the value.
ANOVA shows differences between groups (F(2, 829)=218.983, p<0.001), but pairwise tests
show that only the Hold version differs significantly from the others. Not surprisingly, the easy
Hold gesture shows a very small number of unfinished gestures per game: 0.91 on average,
compared to about five for the other versions.
I found a significant learning effect in all three versions ($=−0.166, p=0.005 for Loop, $=−0.141,
p=0.020 for Hold, and $=−0.221, p<0.001 for Pinch). In all cases the number of unfinished
gestures decreased as more games were played.
Change in Ball’s Shortest Path per Modification
Data for this metric was log-transformed.
This metric tries to measure how relevant the Builder’s changes of the maze were with respect to
the game state. If a maze modification changes the shortest path a ball must take to the exit, it is
likely that the modification is relevant.
Before and after the Builder changes the maze, the game computes the length of the shortest
path from each ball to the maze exit. I took the difference in these lengths as the value of this
metric. If there were more balls, I considered the one which yielded the largest difference.
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Once again, there were significant differences between all three versions (F(2, 5038)=127.140,
p<0.001).
The Loop version sees the lowest mean, 0.17, most likely due to the fact that more modifications
are possible with a single gesture, so players modify unimportant tiles along with important
ones. The Hold version boasts the highest value, 0.79, suggesting that players either use more
planful strategies in this version, making the maze more complex, or that they react more readily
to the situation at hand. In the Pinch version, the average change was 0.41.
There was a significant positive learning effect in the Loop version ($=+ 0.041, p=0.034).
Builder Intermove Latency
Data for this metric was log-transformed.
This metric measures the time between two subsequent finished Builder gestures (whether they
affected the maze or not).
There were significant differences between all versions (F(2, 4338)=1284.821, p<0.001). Players
of the Hold version exhibited least latency, 2.70 s on average, followed by players of the Pinch
and Loop versions (4.0 and 6.07 s, respectively).
A significant learning effect occurred in the Hold ($=−0.063, p=0.015) and Pinch ($=−0.125,
p=0.019) versions. In both, the intermove latency decreased as more games were played.
5.1.3 Solver Role Metrics
Successful Solver Gestures per Turn
Data for this metric was log-transformed.
This data is the number of drag gestures the Solver made to move the ball. A low number
corresponds to moving the ball from start to finish without letting go often, whereas a frustrated
repeated attempts to push the ball at least a bit result in a high value.
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I found significant differences using ANOVA (F(2, 829)=24.873, p<0.001), but pairwise tests
only demonstrated the Hold version (6.28) as different from the others; Loop and Pinch (3.90
and 4.13, respectively) did not differ substantially. This difference, however, can be explained by
the length of the game: with the Hold version, games were 1.6 times longer and saw 1.56 times
as many successful Solver gestures.
TheHold andPinch versions showa significant learning effect ($=−0.170, p=0.005 and $=−0.277,
p<0.001, respectively). In both cases, the number of strokes decreased as more games were
played.
Unsuccessful Solver moves per Turn
As described in “Unsuccessful Builder Gestures” in section 5.1.2, I have used heuristic to divide
unsuccessful moves between the Solver and the Builder.
As with the previous metric, I only found significant differences between the Hold version
and the two others (F(2, 829)=25.109, p<0.001). In all versions, there has been less than one
unsuccessful Solver moves per turn on average: in the Hold version the average was the lowest,
0.037; in Loop and Pinch it was an order of magnitude more (0.37 and 0.43, respectively).
I found no significant learning effect under this metric.
Balls Used per Turn
The number of balls the Solver used may be a measure of how difficult the Builder has made it
to win the game. A successful strategy for the Solver involves maintaining two paths. When the
Solver chooses one of the paths, the Builder blocks it, forcing the Solver to take the other one.
Before the Solver gets to the other path, the Builder opens the old path and blocks the new one,
then repeats the process to stall indefinitely unless the Solver creates another ball.
Another reason for creating more than one ball was to try out moving two balls at once on a
multi-touch screen. In this situation, players generally could not coordinate their two hands very
well, let alone think about strategy, but a few were so fascinated by the novel interface, they tried
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even if it meant they would lose.
Some Solvers also created balls by accident, as all it took to make one was to touch the corner of
the screen. To prevent these mistakes from affecting the analysis, I have ignored all balls that
were moved less than ten tiles.
The data shows significant differences between all versions (F(2, 829)=12.099, p<0.001). In the
Hold version, solvers used a few more balls on average (1.31), whereas in the Pinch version,
nearly all games were won with just one ball (the average was 1.10). Solvers in the Loop version
averaged 1.20 balls per turn. This suggests that Solvers playing with the Hold version forced the
Solver to use more complex strategies.
There was no significant learning effect in any version.
Ball Control Efficiency
A ball moves in a straight line towards its controlling touch location, unless there is a maze wall
in the way. In that case, the ball slows down (see Section 3.1). Ball control efficiency is the ratio
of the distance the Solver’s balls moved to the distance they would have covered if they were not
slowed down by walls.
TheANOVA test discovered significant differences between versions (F(2, 996)=17.378, p<0.001),
and pairwise tests singled out Hold as different from the others. For Loop and Pinch, the mean
efficiency was about 80%, and for Hold it was only 75%. This suggests that in the Hold version,
Solvers paid less attention to themicromanagement of controlling the balls. This can be explained
by them concentrating more on the larger picture and on the Builder’s moves.
There was no significant learning effect in any version.
Mean Ball-Finger Distance
Data for this metric was log-transformed.
The distance from a Solver’s ball from his or her finger roughly reflects the moving strategy.
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Some Solvers kept the ball close to their finger, controlling every small turn. This technique has
the disadvantage of limiting the speed of the ball to that of the finger. Other solvers generally
kept the finger further away from the ball. This technique allows to move the ball at its top speed,
but to be effective, it requires realizing exactly how the ball follows the finger. I have observed
that some Solvers that kept the finger far away from the ball expected the ball to follow the path
drawn by the finger, resulting in the ball getting stuck in a branching corridor.
Significant differences (F(2, 829)=7.774, p<0.001) were narrowed down to the Loop version
versus the other two. In the Loop version, Solvers kept their finger 25 tiles from the controlled
ball on average; in the other versions it was only 20 tiles.
Significant learning effect occurred in the Hold ($=+ 0.134, p=0.028) and Pinch ($=+ 0.196,
p=0.001) versions, where the ball-finger distance increased as more games were played.
Backtracking Path Length
Data for this metric was log-transformed.
When the Solver moved a ball into a dead end, whether by poor planning or because the
Builder blocked the path, he or she needed to backtrack – go back the way he or she got there.
The backtracking path length measures the total length of backtracking sequences. In some
cases, there were overlapping backtracking sequences, such as when the ball moves through
tile coordinates [(2, 2), (1, 2), (1, 3), (1, 4), (1, 3), (1, 2), (1, 3), (2, 3)]. In these cases, only the first
sequence (highlighted in bold) is taken into account. In the example above, [(1, 3), (1, 2), (1, 3)]
would not be counted (cf. [25, p. 40]). Longer backtracking paths suggest either poor planning or
a successful opponent, as they indicate that the Solver spent more time moving through either
dead-end corridor or a corridor that was subsequently blocked.
The Hold version differed significantly from the other versions (F(2, 829)=47.169, p<0.001), with
an average of 9.3 backtracked tiles per turn. Solvers playing the Loop and Pinch versions averaged
3.3 tiles.
A significant learning effect appeared in the Hold ($=−0.170, p=0.005) and Pinch ($=−0.200,
p=0.001) versions. The backtracking path length decreased with more experience.
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5.1.4 Questionnaire Answers
I collected questionnaire answers after every five games. None of the answers show a significant
learning effect in any of the game versions.
Solver Role Preference
Using ANOVA, I found no significant differences in players’ answers to the question, “How do
you like the Solver role?” (F(2, 161)=0.708, p=0.495. Very few of the answers were negative.
Builder Role Preference
For the question “How did you like the Builder role?”, players’ answers varied depending on the
version (F(2, 161)=5.143, p=0.007). Pair-wise tests determined the Hold and Pinch versions to
give dissimilar results, suggesting that the preferences were arranged in a spectrum from Pinch
(most disliked) through Loop to Hold (most liked). The users’ preference of the Builder role was
much lower than that for the Solver role.
Ease
Players of different versions agreed in their answers to “Was the game easy?” (F(2, 161)=2.146,
p=0.122). Most of them gave neutral or slightly positive answers.
Naturalness
The players’ answers to “Were the controls natural?” differed among versions (F(2, 161)=14.449,
p<0.001). For the Loop and Pinch versions, they were generally slightly negative, and not
significantly different from each other. For the Hold version, the typical answer was somewhat
positive.
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Immersiveness
When asked to rate the game’s immersivity, players’ answers did not significantly differ from
each other (F(2, 161)=3.032, p=0.052), although the significances of version effect between all
versions (0.052) and between the Hold and Pinch versions (0.157) are very close to the chosen
significance levels (0.05 and 0.16, respectively). Again, the answers are generally slightly positive.
Would You Play Again?
When asked if they would play again, participants answered either “yes”, “no”, “maybe”, or
they gave some conditions, such as “not on this table” or “maybe not with these rules”. I have
counted the latter as “maybe”.
In the Loop version, 57% of participants responded with Maybe, and 21% for each of Yes and
No. In the Hold version, 79% of participants answered Yes, with 14% and 7% for Maybe and No,
respectively. In Pinch, 57% of participants responded said Maybe, 34% said Yes, and 7% said No.
Encoding the answers as -1, 0 and 1 for No, Maybe and Yes, respectively, ANOVA does not show
significant effect (F(2, 41)=4.640, p=0.018).
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Loop Hold Pinch A L/H H/P P/L
Time to win (s) 19.1 (1.46) 29.0 (1.54) 17.2 (1.60) 0.000 0.000 0.000 0.095
Builder Gesture Activation Time (s) 1.16 (0.90) 0.34 (0.70) 0.42 (0.86) 0.000 0.000 0.000 0.000
Modifications per turn 4.52 (3.13) 4.92 (1.67) 1.10 (2.06) 0.000 0.396 0.000 0.000
Unsuccessful Builder gestures per turn 0.44 (1.49) 12.8 (1.34) 2.36 (2.35) 0.000 0.000 0.000 0.000
Unfinished Builder gestures per turn 4.72 (1.62) 0.91 (2.05) 5.22 (1.56) 0.000 0.000 0.000 0.150
∆ Ball Shortest Path per Modification 0.17 (2.17) 0.79 (4.43) 0.41 (3.46) 0.000 0.000 0.000 0.000
Builder Intermove Latency (s) 6.07 (1.30) 2.70 (1.68) 4.07 (1.98) 0.000 0.000 0.000 0.000
Successful Solver gestures per turn 3.90 (1.75) 6.28 (1.67) 4.13 (1.67) 0.000 0.000 0.000 0.456
Unsuccessful Solver moves per turn 0.37 (1.29) 0.037 (0.24) 0.43 (1.10) 0.000 0.000 0.000 0.527
Balls used per turn 1.20 (0.44) 1.31 (0.57) 1.10 (0.47) 0.000 0.006 0.000 0.010
Ball control efficiency 0.79 (0.13) 0.74 (0.14) 0.80 (0.13) 0.000 0.000 0.000 0.834
Mean Ball-Finger distance 25.2 (1.57) 20.9 (1.30) 20.1 (1.58) 0.000 0.001 0.499 0.000
Backtracking path length per turn 3.85 (3.57) 9.27 (3.23) 2.78 (3.79) 0.000 0.000 0.000 0.020
Solver role preference (a) 0.68 (0.71) 0.86 (0.96) 0.80 (0.85) 0.495 0.272 0.752 0.406
Builder role preference (a) 0.50 (1.28) 0.64 (1.05) -0.07 (1.29) 0.007 0.547 0.003 0.022
Was the game easy? (a) 0.21 (0.78) 0.44 (0.88) 0.07 (1.00) 0.122 0.151 0.049 0.434
Were the controls natural? (a) -0.15 (0.86) 0.56 (0.96) -0.41 (0.94) 0.000 0.000 0.000 0.134
Was the game immersive? (a) 0.46 (0.98) 0.66 (0.95) 0.20 (0.99) 0.052 0.305 0.017 0.157
(a) Values taken from questionnaires after each 5 played games, scale is from -2 (dislike/disagree) to 2 (like/agree).
Table 5.1: Testing results. For each metric the mean value and the standard deviation (in parentheses) is shown. The sparklines (small
graphs) plot the metric against number of games played by the pair (i.e. they show the learning effect). Shaded areas represent 0.5%
confidence intervals. All sparklines for a single metric share the same scale. The last four columns show p-values from statistical tests:
3-group ANOVA (A) and pairwise t-tests (last three columns). Grayed-out values show insignificant differences.
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5.2 Discussion
5.2.1 Effect on Players’ Strategies
Data shows the gesture type affects the number of modifications and number of unsuccessful
tries to modify the maze. More important, however, is the change of the ball’s shortest path to
finish, which translates into the effectivity of a Builder’s moves.
In the Loop version, both the small mean change in the shortest path and the high number of
modifications per turn suggest that users did not plan very much ahead, instead modifying
the maze quickly and randomly, hoping to complicate the maze or possibly just to confuse the
opponent.
In the Pinch version, the effort required to target the gesture properly was so high that it resulted
in frustration; participants were trying to at least do something, often in areas of the maze where
rules prohibited their intended move, or where the move would not have much strategic effect.
Overall, whether frustrating the user or encouraging planning or experimentation, the choice of
gesture did have a marked effect on the solver’s strategy, supporting Hypothesis 1.
The gesture type also had an indirect effect on the Solver. This can be attributed to the challenge
of the created maze – in the Hold version, where the Builder’s changes were most relevant,
and thus likely more challenging, the Solver created more balls, had to use longer backtracking
sequences, and likely sacrificed some efficiency in of controlling the detailed movements to the
ball to keeping track of the “big picture”. The two other versions, relative to each other, did not
reveal significant differences for most metrics concerning the Solver.
5.2.2 Operator Cost and Planfulness
Results for the Loop and Hold versions follow the results predicted by Hypothesis 2. Builders
using the Loop gesture required very little amortized time to change the maze: once the loop
was drawn, a simple drag was enough to change vast areas. The Hold gesture, with its 1/3 s
delay, caused Builders to plan their strategy more carefully than their colleagues with the Loop
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gesture: using a comparable number of modifications per turn, modifications from Solvers using
the Hold gesture changed the maze more meaningfully (see Change in Ball’s Shortest Path) and
forced the Solver to use more balls and longer backtracking sequences.
However, the results for the Pinch gesture do not support Hypothesis 2. This gesture took the
most time and concentration to be used properly, so its users did not spend these resources
on planning. This is evident when comparing the change in the ball’s shortest path to the exit
between the Pinch and Hold versions (other metrics are not comparable due to the vast difference
in the number of successful modifications). This result may be explained in terms of the rational
analysis framework, particularly by the idea that users plan only as long as the expected benefits
outweigh the costs of the planning: most users felt that no matter how good a strategy they come
up with, they will not be able to execute it due to the gesture’s unreliability. Thus, expecting no
benefit from planning, some of them did not plan at all.
5.2.3 Enjoyment of Simple Gestures
In all questionnaire answers – Builder and Solver role preference, ease, naturalness and immer-
siveness – the relative order of the gesture types is the same: Hold scored best, and Pinch placed
last. Some of the differences were not statistically significant, but answers to “Was the game
easy?” and “Did you like the Solver role” provide strong evidence that hypothesis 3 holds. It may
be noted that the easiest gesture (Hold) was not the one with the lowest operator cost (Loop).
Curiously, players of the Pinch method gave more positive answers to “Would you play again?”
than those that played with the Loop gesture. This might indicate that ease of use or even user
enjoyment may not be good criteria to evaluate games’ replayability or, ultimately, market value.
However, this result did not meet the chosen significance level, so it should only be taken as
anecdotal evidence.
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Chapter 6
Conclusion
The aim of this study was to investigate how the choice of gesture affects the way users play
multi-touch games.
Results show that users behave according to a rational analysis model, i.e., they plan ahead only
until the expected benefits of a better plan exceed the costs of planning it. Given an interface
where each move produced a delayed response, they planned much more thoroughly than when
response was instant (albeit with a setup cost). Using an interface where moves were extremely
expensive, users planned much less, which led me to reject a hypothesis that did not account for
this behavior.
I also investigated whether users enjoy easy-to-use interfaces over complicated ones. This
hypothesis was proved true in the case of the tested game. However, even if true in general, this
still leaves game designers with the question of which interface is easiest, and even whether
users’ enjoyment is a good metric for creating games.
6.1 Future Developments
The experiment resulted in a large set of data, which this thesis only begins to process. Future
research may focus on the winning strategies, the effect of the players’ Need for Cognition score,
on correlation between some of the metrics and game scores, or on analyzing audio recordings
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from the test sessions.
To provide more general results, more than one type of game should be tested, and more input
gestures should be analyzed. In particular, the implementation of the Pinch gesture could be
improved to better track the users’ intent.
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Appendix A
Questionnaires
The following pages show the questionnaires used in the study: the pre-test part, including the
Need for Cognition test adapted from [7]; and the post-test part. The mid-test questionnaire was
identical to the post-test one, except the last two questions were omitted.
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You sit on the: © Left © Right.
Welcome to the touch game testing! Before we start, please answer the following questions.
1. Have you used these devices before? How? Did you like using them?
© Phone with a touchscreen (which one?)
© Tablet or iPad (which one?)
© Computer with a touchscreen
© Bank/information machine
© Other
2. Are you: © Left-handed © Right-handed
3. Are you: © Male © Female
4. How old are you?
5. How well do you know your opponent? Can you predict his/her strategy?
6. Have you played a similar game before this testing? If so, what game was it?
Your questionnaire answers, gameplay data and all other collected records will be handled
anonymously. Agreggated results may be published in scientific publications. You have the right
to leave the study at any time. Please sign if you voluntarily agree to participate in this study.
Date: Signature:
Please rate how much you agree with the following statements.
Agree Disagree
I would prefer complex to simple problems. © © © © ©
I like to have the responsibility of handling a situation that requires a
lot of thinking. © © © © ©
Thinking is not my idea of fun. © © © © ©
I would rather do something that requires little thought than some-
thing that is sure to challenge my thinking abilities. © © © © ©
I try to anticipate and avoid situations where there is likely a chance
I will have to think in depth about something. © © © © ©
I find satisfaction in deliberating hard and for long hours. © © © © ©
I only think as hard as I have to. © © © © ©
I prefer to think about small, daily projects to long-term ones. © © © © ©
I like tasks that require little thought once I’ve learned them. © © © © ©
The idea of relying on thought to make my way to the top ap-
peals to me. © © © © ©
I really enjoy a task that involves coming up with new solutions
to problems. © © © © ©
Learning new ways to think doesn’t excite me very much. © © © © ©
I prefer my life to be filled with puzzles that I must solve. © © © © ©
The notion of thinking abstractly is appealing to me. © © © © ©
I would prefer a task that is intellectual, difficult, and important to
one that is somewhat important but does not require much thought. © © © © ©
I feel relief rather than satisfaction after completing a task that required
a lot of mental effort. © © © © ©
It’s enough for me that something gets the job done; I don’t care how
or why it works. © © © © ©
I usually end up deliberating about issues even when they do not
affect me personally. © © © © ©
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You have played X games out of 20.
1. How do you like playing the two roles?
I love it I like it It’s okay I dislike it I hate it
Moving the ball © © © © ©
Modifying the maze © © © © ©
2. Please rate the following:
Very much A lot Somewhat Not really Not at all
Is the game easy to play? © © © © ©
Are the controls natural? © © © © ©
Is the game immersive? © © © © ©
3. Do you have a strategy? What is it?
4. What did you think about the touchscreen interface? What did you like? What did you
dislike?
5. Did you experience any difficulties while playing the game?
6. Do you know your opponent’s strategy?
7. Thank you for playing! Would you play this game again?
48
Appendix B
Histograms for Individual Metrics
The following figures show overall histograms for each analyzed metric, and for analyzed
questionnaire answers, in each game version.
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Figure B.1: Histogram for Time to win (s)
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Figure B.2: Histogram for Builder Gesture Activation Time (s)
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Figure B.3: Histogram for Modifications per turn
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Figure B.4: Histogram for Unsuccessful Builder gestures per turn
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Figure B.5: Histogram for Unfinished Builder gestures per turn
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Figure B.6: Histogram for ∆ Ball Shortest Path per Modification
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Figure B.7: Histogram for Builder Intermove Latency (s)
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Figure B.8: Histogram for Successful Solver gestures per turn
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Figure B.9: Histogram for Unsuccessful Solver moves per turn
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Figure B.10: Histogram for Balls used per turn
52
0 0.5 1
0
50
100
(a) Loop
0 0.5 1
0
50
100
(b) Hold
0 0.5 1
0
50
100
(c) Pinch
Figure B.11: Histogram for Ball control efficiency
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Figure B.12: Histogram for Mean Ball-Finger distance
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Figure B.13: Histogram for Backtracking path length per turn
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Figure B.14: Histogram for Solver role preference
−2 0 20
5
10
15
20
(a) Loop
−2 0 20
5
10
15
20
(b) Hold
−2 0 20
5
10
15
20
(c) Pinch
Figure B.15: Histogram for Builder role preference
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Figure B.16: Histogram for Was the game easy?
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Figure B.17: Histogram for Were the controls natural?
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Figure B.18: Histogram for Was the game immersive?
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Figure B.19: Histogram for Would you play again?
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