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Abstract
We develop quaternionic analysis using as a guiding principle representation theory of various real forms
of the conformal group. We first review the Cauchy–Fueter and Poisson formulas and explain their represen-
tation theoretic meaning. The requirement of unitarity of representations leads us to the extensions of these
formulas in the Minkowski space, which can be viewed as another real form of quaternions. Representation
theory also suggests a quaternionic version of the Cauchy formula for the second order pole. Remarkably,
the derivative appearing in the complex case is replaced by the Maxwell equations in the quaternionic coun-
terpart. We also uncover the connection between quaternionic analysis and various structures in quantum
mechanics and quantum field theory, such as the spectrum of the hydrogen atom, polarization of vacuum,
one-loop Feynman integrals. We also make some further conjectures. The main goal of this and our subse-
quent paper is to revive quaternionic analysis and to show profound relations between quaternionic analysis,
representation theory and four-dimensional physics.
© 2008 Elsevier Inc. All rights reserved.
Keywords: Cauchy–Fueter formula; Feynman integrals; Maxwell equations; Conformal group; Minkowski space;
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1. Introduction
It is well known that after discovering the algebra of quaternions H = R1 ⊕ Ri ⊕ Rj ⊕ Rk
and carving the defining relations on a stone of Dublin’s Brougham Bridge on the 16 October
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remaining years of his life developing the new theory which he believed would have profound
applications in physics. But one had to wait another 90 years before von Rudolf Fueter produced
a key result of quaternionic analysis, an exact quaternionic counterpart of the Cauchy integral
formula
f (w) = 1
2πi
∮
f (z) dz
z−w . (1)
Because of the noncommutativity of quaternions, this formula comes in two versions, one for
each analogue of the complex holomorphic functions—left- and right-regular quaternionic func-
tions:
f (W) = 1
2π2
∫
∂U
(Z −W)−1
det(Z −W) · ∗dZ · f (Z), (2)
g(W) = 1
2π2
∫
∂U
g(Z) · ∗dZ · (Z −W)
−1
det(Z −W), ∀W ∈ U, (3)
where U ⊂ H is a bounded open set, the determinant is taken in the standard matrix realization
of H, f,g :H → H are differentiable functions satisfying the analogues of the Cauchy–Riemann
equations
∇+f = ∂f
∂z0
+ i ∂f
∂z1
+ j ∂f
∂z2
+ k ∂f
∂z3
= 0, (4)
g∇+ = ∂g
∂z0
+ ∂g
∂z1
i + ∂g
∂z2
j + ∂g
∂z3
k = 0, (5)
and ∗dZ is a quaternionic-valued differential three form that is Hodge dual to dZ = dz0 + i dz1 +
j dz2 + k dz3.
The Cauchy formula (1) also provides extensions of functions on the unit circle to holomor-
phic functions on the discs D±2 inside and outside the unit circle in C ∪ {∞}. Conversely, one
can recover the original function on the circle from the boundary values of the two holomorphic
functions on D±2 and get a polarization
L2
(
S1
) H2(D+2 )⊕ H2(D−2 ),
where H2(D±2 ) denote the Hardy spaces of analytic functions on D
±
2 . The dense subspace of
trigonometric polynomials is identified under the above isomorphism with the space of Laurent
polynomials on C× = C \ {0} with the natural polarization. Similarly, the Cauchy–Fueter formu-
las (2), (3) yield decompositions
L2
(
S3,H
) V (D+4 )⊕ V (D−4 ), L2(S3,H) V ′(D+4 )⊕ V ′(D−4 ), (6)
where D±4 denote the balls inside and outside the unit sphere S3 in H∪{∞}, and V (D±4 ), V ′(D±4 )
are the spaces of left-, right-regular functions on D± with square integrable norm induced from4
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dense subset of K-finite (with K = SU(2) × SU(2)) H-valued functions on S3 is isomorphic to
polynomials on H× with the polarization induced by the decompositions (6).
There is also a quaternionic counterpart of the Poisson formula for harmonic functions on H:
ϕ(W) = 1
2π2
∫
Z∈S3
(d˜egϕ)(Z)
det(Z −W) dS =
1
2π2
∫
Z∈S3
1 − det(W)
det(Z −W)2 · ϕ(Z)dS, (7)
where d˜eg = 1 + z0 ∂
∂z0
+ z1 ∂
∂z1
+ z2 ∂
∂z2
+ z3 ∂
∂z3
and dS is the Euclidean measure on the three-
dimensional sphere S3 of radius 1. The spaces of harmonic and left- (or right-) regular functions
are invariant under the conformal (fractional linear) action of the group SL(2,H), as defined in
Proposition 15. This implies that the dense spaces of polynomial functions in the summands of
(6) are invariant under the action of the Lie algebra sl(2,H). This is in complete parallel with
the global conformal invariance of meromorphic functions under SL(2,C) in the complex case.
Some contemporary reviews of the quaternionic analysis are given in [22] and [4]. Unfortunately,
this promising parallel between complex and quaternionic analysis essentially ends here, and, in
spite of vigorous attempts, the quaternionic analogues of the ring structure of holomorphic func-
tions, local conformal invariance, Riemann mapping theorem and many other classical results of
complex analysis have never been found. Such a failure has even led R. Penrose to say “[Quater-
nions] do have some very significant roles to play, and in a slightly indirect sense their influence
has been enormous, through various types of generalizations. But the original ‘pure quaternions’
still have not lived up to what must undoubtedly have initially seemed to be an extraordinary
promise. The reason appears to be that there is no satisfactory quaternionic analogue of the no-
tion of a holomorphic function.”
In this paper we propose to approach the quaternionic analysis from the point of view of
representation theory of the conformal group SL(2,H) or, better, the corresponding Lie algebra
sl(2,H) and related real forms. Let us denote by V+ (respectively V ′+) the spaces of left- (re-
spectively right-) regular functions defined on H with values in the two-dimensional complex
space S (respectively S′) obtained from H by fixing a complex structure. We also denote by H+
the space of complex-valued harmonic functions on H. Then H+, V+ and V ′+ turn out to be
irreducible representations of sl(2,H) and its complexification sl(4,C). If we want to introduce
unitary structures on these spaces, we must replace sl(2,H) with another real form of sl(4,C),
namely su(2,2). Then we are able to identify H+, V+ and V ′+ with the irreducible unitary
representations of su(2,2) of spin 0, 1/2 and 1/2 respectively of the most degenerate series of
representations with highest weights. In order to develop further the quaternionic analysis fol-
lowing the parallel with complex analysis, we should look for results that can be restated in terms
of representation theory of the complex conformal group SL(2,C) and its Lie algebra sl(2,C).
In particular, the Cauchy integral formula for the second order pole
f ′(w) = 1
2πi
∮
f (z) dz
(z−w)2 (8)
can be viewed as an intertwining operator between certain representations of SL(2,C). For il-
lustration purposes, let us consider three actions of SL(2,C) on meromorphic functions on CP 1
with parameter k = 0,1,2:
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(
ρk(h)f
)
(z) = 1
(cz+ d)k · f
(
az+ b
cz+ d
)
,
h−1 =
(
a b
c d
)
∈ SL(2,C). (9)
Differentiating, we obtain three actions of sl(2,C) which preserve the space of polynomials
on C. Let V0, V1 and V2 denote this space of polynomials with sl(2,C)-actions ρ0, ρ1 and ρ2
respectively. Then we have an sl(2,C)-equivariant map
M : (ρ1 ⊗ ρ1,V1 ⊗ V1) → (ρ2,V2), f1(z1)⊗ f2(z2) → f1(z) · f2(z). (10)
On the other hand, the derivation map is an intertwining operator between V0 and V2:
d
dz
: (ρ0,V0) → (ρ2,V2), f (z) → d
dz
f (z). (11)
This map has a kernel consisting of the constant functions, and its image is all of V2 which is
irreducible.
Action ρ1 of SL(2,C) is similar to the action of SL(2,H) on the spaces of functions H+,
V+ and V ′+. The quaternionic analogues of the multiplication map (10) lead to the sl(2,H)-
equivariant maps
H+ ⊗H+Ж+, V+ ⊗ V ′+W+.
It turns out that the representationsЖ+ and W+ are irreducible, unitary with respect to su(2,2)
and belong to another degenerate series of irreducible unitary representations of su(2,2)—the
so-called middle series. The middle series is formed from the lowest component in the tensor
product of dual representations from the most degenerate series—in our case of spin 0 and spin
1/2—so that Ж+ ⊂ H+ ⊗ H+ and W+ ⊂ V+ ⊗ V ′+. The quaternionic counterparts of the
intertwining operator (11) and its integral presentation (8) are
Mxf = ∇f∇ −f+ (12)
(f+ denotes the quaternionic conjugate of f ) and (note the square of the Fueter kernel)
(Mxf )(W) = 3i
π3
∫
C4
(Z −W)−1
det(Z −W) · f (Z) ·
(Z −W)−1
det(Z −W) dZ
4, (13)
where dZ4 is the volume form, C4 is a certain four cycle in the space of complexified quater-
nions HC = C1 ⊕ Ci ⊕ Cj ⊕ Ck, and f :HC → HC is a holomorphic function of four complex
variables. The image of Mx is W+. Comparing (11) and (12) we can see that the quaternionic
analogue of the constant functions in the complex case is the kernel of the operator Mx, which
turns out to be a Euclidean version of the Maxwell equations for the gauge potential. There is also
a similar formula that involves the square of the Poisson kernel for the scalar-valued functions
that compriseЖ+.
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H+ ⊗H+Ж+ ↪→H+ ⊗H+,
V+ ⊗ V ′+W+ ↪→ V+ ⊗ V ′+.
Our explicit description of these projectors as integral operators can be viewed as the double pole
formula in quaternionic analysis, presented in a separated form for harmonic or regular functions
of two quaternionic variables. For example, for harmonic functions the projector is given by
integrating against a kernel
k(Z1,Z2;W1,W2) =
∫
C4
dT 4
det(Z1 − T ) · det(Z2 − T ) · det(W1 − T ) · det(W2 − T ) , (14)
where the integration again is done over a certain four cycle in HC. This is a very interesting
function, it can be computed using the Cayley transform that maps the cycle of integration C4
into the flat Minkowski space. The result turns out to be related to the hyperbolic volume of an
ideal tetrahedron, and is given by the dilogarithm function. The appearance of these structures
indicates a potential richness of quaternionic analysis.
The representation theoretic approach explains why there cannot be a natural ring structure
in the space of left- or right-regular functions. In fact, the latter spaces provide representations
of sl(2,H) from the most degenerate series, while their tensor products belong to the middle
series that consists of functions depending on four rather than three variables. In the complex
case the representation V0 has a natural algebra structure that can be viewed as the algebra of
holomorphic functions. The quaternionic counterpart of V0 is the dual spaceW ′+, which consists
of all quaternionic-valued functions on HC. As a representation of sl(2,H), it still does not have
an algebra structure, but contains a subspace which acquires a natural algebra structure if one
adjoins a unity.
It might seem unexpected that a generalization of the Cauchy–Fueter formula to the second or-
der pole requires an extension of the quaternionic analysis to the complexified quaternions HC.
But this is not the only reason for the ubiquitous presence of the complexified quaternions in
the real quaternionic analysis. We have seen that in order to introduce unitary structures on the
spaces of harmonic, left- and right-regular functions, we must replace the quaternionic confor-
mal group SL(2,H) with another real form of SL(2,HC) = SL(4,C), namely SU(2,2), which
in turn can be identified with the conformal group of the Minkowski space M realized as a real
form of HC. Also the Minkowski space naturally emerges when we apply quaternionic analy-
sis to the spectral decomposition of the Hamiltonian of the hydrogen atom studied in [2] (also
see references therein). It turns out that the Poisson formula in H yields the discrete part of the
spectrum, while the analysis of the continuous part leads to a counterpart of the Poisson for-
mula in M. In fact, the spaces V , V ′ and H consisting of regular and harmonic functions on
H× = H \ {0} can also be realized respectively as the spaces of regular functions and solutions
of the wave equation on M. Now the polarization is given by the support of the Fourier trans-
form on the future and past light cone. There is also a conformal map that transforms the unit
sphere S3 ⊂ H into the unit two-sheeted hyperboloid H 3 ⊂ M which induces natural isomor-
phisms
L2
(
S3,S
) L2(H 3,S), L2(S3,S′) L2(H 3,S′). (15)
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two-sheeted hyperboloids in M. It is interesting to note that integrals over just one sheet—
the Lobachevski space—do not give the correct Poisson formula. Another advantage of the
Minkowski space over the space of quaternions is that the four-dimensional integrals in the dou-
ble pole formulas (13) and (14) will not need extensions to the complex domain HC if one
uses generalized functions or, in other words, need only an infinitesimal extension. However,
the Minkowski space formulation also brings some technical difficulties related to the fact that
the singularities of the kernels in (2), (3) and (7) are now concentrated on the light cone in-
stead of just a single point in the initial quaternionic picture. These difficulties are resolved by
infinitesimal extensions to the complex domain HC or, equivalently, using generalized func-
tions.
The Minkowski space reformulation of quaternionic analysis brings us into a thorough study
of Minkowski space realization of unitary representations of the conformal group SU(2,2) by
H.P. Jakobsen and M. Vergne [15,16] who were motivated by the program of I.E. Segal [19]
on the foundational role of representation theory of SU(2,2) in physics. (Also see references in
[15,16].) In our paper we use their results extensively. Taking the point of view of quaternionic
analysis, we extend, give alternative proofs and make more explicit some of their results for the
degenerate series representations. We also would like to note that quaternionic analysis in H
clarifies certain aspects such as the unitary structures and the K-types, not directly visible in the
Minkowski space formulation.
The Minkowski space formulation also suggests that there should be analogues of the Fueter
and Poisson formulas where integration takes place over the one-sheeted hyperboloid, usually
called the imaginary Lobachevski space. This will lead us to another change of the real forms
of the conformal group SL(4,C) and the complex domain HC—to SL(4,R) and HR—the split
real quaternions consisting of 2 × 2 real matrices. This case will be considered in our upcoming
paper [9].
The appearance of various real forms H, M, HR of HC in the different developments of quater-
nionic analysis give rise to a more general point of view than we indicated in the beginning of
the introduction. Namely one should consider the holomorphic functions in the open domains
UC ⊂ HC, which, in addition, satisfy the quaternionic left-/right-regularity (4)/(5). The Fueter
formula, as well as the Poisson and double pole formulas, can then be stated in a greater general-
ity involving integration over more general cycles in UC ⊂ HC. On the representation theory side
considering such functions allows us to relate representations of different real forms of SL(4,C)
and their subgroups, which might suggest similar results for more general classes of groups.
The Fueter and Poisson formulas allow generalizations to higher dimensions and play a cen-
tral role in Clifford analysis [6]. However, we believe that many subsequent results—such as
the double pole formula—are unique to quaternionic analysis, and the theory can be devel-
oped in its own special direction. In particular, the quaternionic analysis is deeply related to
the harmonic analysis associated with the simplest simple complex Lie group SL(2,C) stud-
ied in the classical work [12]. In fact, thanks to the isomorphisms (6) and (15) one can realize
the spaces of functions on SU(2) and SL(2,C)/SU(2) via harmonic and regular functions on
H and M respectively. In the next paper [9] we will have a similar realization of the spaces
of functions on SL(2,R) and SL(2,C)/SL(2,R). The use of the wave equation for the study
of harmonic analysis on hyperboloid goes back to [21], for more recent work in this direction
see [18].
Another unique feature of quaternionic analysis is its deep relation to physics, in particular,
to the four-dimensional classical and quantum field theories for massless particles. Many ap-
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would like to add to their list a few more important examples. We have already mentioned the
implication of the Poisson formula—both for H and M—to the spectral decomposition of the
Hamiltonian of the hydrogen atom. In general, the Minkowski formulation of various results of
quaternionic analysis provides a link to the four-dimensional field theories. This is hardly sur-
prising since the Minkowski space is the playground for these physical theories, but it is still
quite remarkable that we encounter some of the most fundamental objects of these theories. It
is certainly clear that the equations for the left- and right-regular functions (4) and (5) are noth-
ing but the massless Dirac equation. But it comes as a surprise that the quaternionic analogue
of the Cauchy formula for the second order pole (8) is precisely the Maxwell equations for the
gauge potential. Moreover, the integral itself appears in the Feynman diagram for vacuum polar-
ization and is responsible for the electric charge renormalization. Also, the quaternionic double
pole formula in the separated form has a kernel (14) represented by the one-loop Feynman in-
tegral. There is no doubt for us that these relations are only a tip of the iceberg, and the other
Feynman integrals also admit an interpretation via quaternionic analysis and representation the-
ory of the conformal group. In fact, we make some explicit conjectures at the end of our paper.
Thus we come to the conclusion that the quaternionic analysis is very much alive and well inte-
grated with other areas of mathematics, since it might contain a great portion—if not the whole
theory—of Feynman integrals. On the other hand, the latter theory—a vast and central subject
of physics—might not seem so disconcerting and unmotivated anymore for mathematicians, and
many of its beautiful results should be incorporated in an extended version of quaternionic anal-
ysis.
For technical reasons the paper is organized slightly differently from the order of this dis-
cussion. In Section 2 we review the classical quaternionic analysis: Cauchy–Fueter formulas,
conformal transformations, bases of harmonic and regular functions, realizations of representa-
tions of the most degenerate series of SU(2,2). We also give a new proof of the Poisson formula
based on a representation theoretic argument. We conclude this section with the derivation of
the discrete spectrum of the hydrogen atom. In Section 3 we extend the results of the classical
quaternionic analysis to the Minkowski space. Using the deformation of contours from M to H,
we first derive the Fueter formula in M for the bounded cycles. Then we consider a generalization
of this formula to the case of unbounded cycles, most notably the hyperboloids of two sheets,
which has a natural representation theoretic interpretation. Then we prove the Poisson formula
for the hyperboloids of two sheets and apply it to the derivation of the continuous spectrum of
the hydrogen atom. In Section 4 we begin to study the so-called middle series of representations
of SU(2,2), which is another (less) degenerate series of representations. It can be realized in the
spaces of all matrix- or scalar-valued functions on HC. Then we derive quaternionic analogues
of the Cauchy formula for the second order pole—both in the Euclidean and Minkowski formu-
lation. We identify the differential operator that appears in the Cauchy formula for the second
order pole with the Maxwell equations and explain the relation between this formula and the po-
larization of vacuum in four-dimensional quantum field theory. In Section 5 we continue to study
the middle series of representations of SU(2,2) by decomposing the tensor product of represen-
tations of the most degenerate series into irreducible components, and we study the projections
onto these components. We find an explicit expression for the integral kernel of the projector to
the top component, which can be interpreted as quaternionic analogue of the Cauchy formula for
the separated double pole. It turns out that this kernel is given by the one-loop Feynman integral.
We conclude this section with a conjecture on the relation between integral kernels of higher
projectors and Feynman integrals.
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2.1. Regular functions
The classical quaternions H form an algebra over R generated by the units e0, e1, e2, e3
corresponding to the more familiar 1, i, j, k (we reserve the symbol i for √−1 ∈ C). The multi-
plicative structure is determined by the rules
e0ei = eie0 = ei, i = 0,1,2,3,
eiej = −eiej , 1 i < j  3,
(e1)
2 = (e2)2 = (e3)2 = e1e2e3 = −e0,
and the fact that H is a division ring. We write an element X ∈ H as
X = x0e0 + x1e1 + x2e2 + x3e3, x0, x1, x2, x3 ∈ R,
then its quaternionic conjugate is
X+ = x0e0 − x1e1 − x2e2 − x3e3,
and it is easy to check that
(XY)+ = Y+X+, X,Y ∈ H.
We denote by ReX the e0-component of X:
ReX = x0 = X +X
+
2
.
We also describe the bilinear form and the corresponding quadratic norm on quaternions as fol-
lows. For X = x0e0 + x1e1 + x2e2 + x3e3 and Y = y0e0 + y1e1 + y2e2 + y3e3 in H,
〈X,Y 〉 = x0y0 + x1y1 + x2y2 + x3y3 = Re(XY+)= Re(X+Y ) ∈ R,
N(X) = 〈X,X〉 = XX+ = X+X ∈ R. (16)
Hence the inverse of an element X ∈ H, X = 0, is given by
X−1 = X
+
XX+
= X
+
N(X)
.
We denote by H× the group of invertible elements H \ {0}. We define the Euclidean norm
|X| =√N(X), X ∈ H,
then
|XY | = |X| · |Y |, X,Y ∈ H.
1814 I. Frenkel, M. Libine / Advances in Mathematics 218 (2008) 1806–1877Next we turn to the notion of quaternionic derivative. Let U ⊂ H be an open subset and
consider a function of one quaternionic variable f :U → H of class C1. The “correct” notion
of a regular function is obtained by mimicking the ∂f = 0 equation in complex variables. We
define a formal analogue of the ∂ operator:
∇+ = e0 ∂
∂x0
+ e1 ∂
∂x1
+ e2 ∂
∂x2
+ e3 ∂
∂x3
.
Because quaternions are not commutative, this differential operator may be applied to a function
on the left and on the right yielding different results.
Definition 1. A C1-function f :U → H is left-regular if it satisfies
(∇+f )(X) = e0 ∂f
∂x0
(X)+ e1 ∂f
∂x1
(X)+ e2 ∂f
∂x2
(X)+ e3 ∂f
∂x3
(X) = 0, ∀X ∈ U.
Similarly, f is right-regular if
(
f∇+)(X) = ∂f
∂x0
(X)e0 + ∂f
∂x1
(X)e1 + ∂f
∂x2
(X)e2 + ∂f
∂x3
(X)e3 = 0, ∀X ∈ U.
These functions are quaternionic analogues of complex holomorphic functions. Note that in
general the product of two left-regular (or right-regular) functions is not left-regular (respectively
right-regular).
Proposition 2. A C1-function f :U → H is left-regular if and only if g(X) = f+(X+) is right-
regular on U+ = {X ∈ H; X+ ∈ U}. A C1-function g :U → H is right-regular if and only if
f (X) = g+(X+) is left-regular on U+.
Note that the four-dimensional Laplacian
= ∂
2
(∂x0)2
+ ∂
2
(∂x1)2
+ ∂
2
(∂x2)2
+ ∂
2
(∂x3)2
(17)
can be factored as
= ∇∇+ = ∇+∇,
where
∇ = (∇+)+ = e0 ∂
∂x0
− e1 ∂
∂x1
− e2 ∂
∂x2
− e3 ∂
∂x3
.
The operator ∇ may be applied to functions on the left and on the right and can be thought of as
a quaternionic analogue of the complex ∂ operator.
Proposition 3.
1. The function k0(X) =def 1 is harmonic on H× = H \ {0}.N(X)
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k(X) = −1
2
(∇k0)(X) = −12 (k0∇)(X).
3. The function k(X) = X−1
N(X)
is both left- and right-regular on H× = H \ {0}.
2.2. Cauchy–Fueter formulas
First we regard H as R4 and form the exterior algebra denoted by ΛR. Thus ΛR is a graded
algebra generated by dx0, dx1, dx2, dx3. Then we form ΛH = ΛR ⊗R H. We think of ΛH as
quaternionic-valued differential forms on R4  H. By definition, ΛH is the graded H-algebra
generated by elements ei dxj , and we have ei dxj = dxj ei , for all i, j = 0,1,2,3. We introduce
an element
dX = e0 dx0 + e1 dx1 + e2 dx2 + e3 dx3 ∈ Λ1H.
The bilinear form (16) determines the Hodge star operator on ΛH, in particular we get an iso-
morphism ∗ :Λ1
H
→˜Λ3
H
, and we set
Dx = ∗(dX) ∈ Λ3
H
.
In other words, set dV = dx0 ∧ dx1 ∧ dx2 ∧ dx3 ∈ Λ4
H
, then Dx is determined by the property
Re
(
h+1 ·Dz(h2, h3, h4)
)= dV (h1, h2, h3, h4), ∀h1, h2, h3, h4 ∈ H.
Hence it is easy to see that
Dx = e0 dx1 ∧ dx2 ∧ dx3 − e1 dx0 ∧ dx2 ∧ dx3 + e2 dx0 ∧ dx1 ∧ dx3
− e3 dx0 ∧ dx1 ∧ dx2. (18)
Proposition 4. Let f,g :U → H be two C1-functions. Then
d(Dx · f ) = −Dx ∧ df = (∇+f )dV and d(g ·Dx) = dg ∧Dx = (g∇+)dV.
Combining the two formulas we get
d(g ·Dx · f ) = ((g∇+)f + g(∇+f ))dV.
Corollary 5. A C1-function f :U → H is left-regular if and only if Dx ∧ df = 0; a C1-function
g : U → H is right-regular if and only if dg ∧Dx = 0.
Let U ⊂ H be an open region with piecewise smooth boundary ∂U . We give a canonical
orientation to ∂U as follows. The positive orientation of U is determined by {e0, e1, e2, e3}.
Pick a smooth point p ∈ ∂U and let −→np be a non-zero vector in TpH perpendicular to Tp∂U
and pointing outside of U . Then {−→τ1,−→τ2,−→τ3} ⊂ Tp∂U is positively oriented in ∂U if and only if
{−→np,−→τ1,−→τ2,−→τ3} is positively oriented in H.
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tered at Y :
S3R(Y ) =
{
X ∈ H; |X − Y | = R}.
We orient the sphere as the boundary of the open ball of radius R centered at Y .
Lemma 6. We have:
Dx|Tp∂U = −→np dS|Tp∂U ,
where dS is the usual Euclidean volume element on ∂U .
In particular, the restriction of Dx to the sphere S3R(Y ) is given by the formula
Dx|S3R(Y ) =
X − Y
|X − Y | dS =
X − Y
R
dS,
where dS is the usual Euclidean volume element on S3R(Y ).
First we state an analogue of the Cauchy theorem.
Proposition 7. Let U ⊂ H be an open bounded subset with piecewise C1 boundary ∂U . Suppose
that f (X) and g(X) are H-valued C1-functions defined in a neighborhood of the closure U .
Then ∫
∂U
g ·Dx · f =
∫
U
((
g∇+)f + g(∇+f ))dV.
Corollary 8. Let U ⊂ H be an open bounded subset with piecewise C1 boundary ∂U . Suppose
that f (X) is left-regular and g(X) is right-regular on a neighborhood of the closure U . Then∫
∂U
g ·Dx · f = 0.
Now we are ready to state the first main theorem of quaternionic analysis, it is analogous to
the Cauchy formula (1). Recall the function k introduced in Proposition 3. If X0 ∈ H is fixed,
k(X −X0) = (X −X0)
−1
N(X −X0) (19)
is left- and right-regular on H \ {X0}.
Theorem 9 (Cauchy–Fueter Formulas, [10,11]). Let U ⊂ H be an open bounded subset with
piecewise C1 boundary ∂U . Suppose that f (X) is left-regular on a neighborhood of the clo-
sure U , then
1
2π2
∫
k(X −X0) ·Dx · f (X) =
{
f (X0) if X0 ∈ U ;
0 if X0 /∈ U .∂U
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1
2π2
∫
∂U
g(X) ·Dx · k(X −X0) =
{
g(X0) if X0 ∈ U ;
0 if X0 /∈ U .
The complex variable corollaries of the Cauchy formula have their quaternionic analogues
with nearly identical proofs. Thus left- and right-regular functions are smooth, harmonic and, in
fact, real-analytic. If f :H → H is a left- (or right-) regular function which is bounded on H,
then it is constant.
2.3. Matrix realizations, spinors and spinor-valued functions
We realize H as a subalgebra of the algebra of 2×2 complex matrices by identifying the units
e0, e1, e2, e3 with
e0 ↔
(
1 0
0 1
)
, e1 ↔
(
0 −i
−i 0
)
, e2 ↔
(
0 −1
1 0
)
, e3 ↔
(−i 0
0 i
)
.
Thus
X = x0e0 + x1e1 + x2e2 + x3e3 ↔
(
x0 − ix3 −ix1 − x2
−ix1 + x2 x0 + ix3
)
=
(
x11 x12
x21 x22
)
,
and we get an identification of quaternions:
H 
{(
a b
−b a
)
∈ gl(2,C); a, b ∈ C
}
.
In these new coordinates(
x11 x12
x21 x22
)+
=
(
x22 −x12
−x21 x11
)
=
(
x11 x21
x12 x22
)T
(20)
—matrix transpose followed by complex conjugation—and
N
(
x11 x12
x21 x22
)
= det
(
x11 x12
x21 x22
)
= x11x22 − x12x21.
Under this identification, the unit sphere in H gets identified with SU(2) in GL(2,C):
S3 = {X ∈ H; |X| = 1}

{(
a b
−b a
)
∈ GL(2,C); a, b ∈ C, det
(
a b
−b a
)
= 1
}
= SU(2). (21)
Writing ∂i for ∂ i and ∂ij for ∂ , a simple change of variables computation shows∂x ∂xij
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(
∂0 − i∂3 −i∂1 − ∂2
−i∂1 + ∂2 ∂0 + i∂3
)
= 2
(
∂22 −∂21
−∂12 ∂11
)
,
∇ = 2
(
∂22 −∂21
−∂12 ∂11
)+
= 2
(
∂11 ∂21
∂12 ∂22
)
,
= ∇∇+ = 4
(
∂11 ∂21
∂12 ∂22
)(
∂22 −∂21
−∂12 ∂11
)
= 4(∂11∂22 − ∂12∂21).
Let S be the natural two-dimensional complex representation of the algebra H; it can be
realized as a column of two complex numbers. We have the standard action of gl(2,C) on S by
matrix multiplication on the left and hence left action of H. Similarly, we denote by S′ the dual
space of S, this time realized as a row of two numbers. We have the standard action of gl(2,C)
on S′ by multiplication on the right and hence right action of H. We define a complex bilinear
pairing
〈·,·〉 :S′ × S → C,
〈(
s′1, s′2
)
,
(
s1
s2
)〉
= s′1s1 + s′2s2.
The pairing is H-invariant in the sense that
〈s′X,s〉 = 〈s′,Xs〉, s′ ∈ S′, s ∈ S, X ∈ H.
Next we identify S ⊗C S′ with HC = H ⊗R C. Indeed, a vector space tensored with its dual is
canonically isomorphic to the space of endomorphisms of that space. Pure tensors s ⊗ s′ act on
S by
(s ⊗ s′)(t) = s〈s′, t〉, s, t ∈ S, s′ ∈ S′.
Heuristically, “S and S′ are the square roots of HC.”
We have C-antilinear maps S → S′ and S′ → S—matrix transposition followed by complex
conjugation—which are similar to quaternionic conjugation and so, by abuse of notation, we use
the same symbol to denote these maps:(
s1
s2
)+
= (s1, s2),
(
s′1, s′2
)+ = ( s′1
s′2
)
,
(
s1
s2
)
∈ S, (s′1, s′2) ∈ S′.
Note that (Xs)+ = s+X+ and (s′X)+ = X+s′+ for all X ∈ H, s ∈ S, s′ ∈ S′.
Let U ⊂ H and consider C1-functions f :U → S and g :U → S′. We say that f (X) is a
left-regular spinor-valued function if
(∇+f )(X) = e0 ∂f
∂x0
(X)+ e1 ∂f
∂x1
(X)+ e2 ∂f
∂x2
(X)+ e3 ∂f
∂x3
(X) = 0, ∀X ∈ U,
where multiplication by e0, e1, e2, e3 is understood in the sense of left action of H on S. Dually,
g(X) is a right-regular spinor-valued function if
(
g∇+)(X) = ∂f (X)e0 + ∂f (X)e1 + ∂f (X)e2 + ∂f (X)e3 = 0, ∀X ∈ U,∂x0 ∂x1 ∂x2 ∂x3
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have analogues of Propositions 2, 7, Corollary 8 and the Cauchy–Fueter formula (Theorem 9)
for spinor-valued functions.
2.4. Conformal transformations
We denote by Ĥ = H∪{∞} the one-point compactification of H as a four-dimensional sphere.
It can be realized as the one-dimensional quaternionic projective space. However, since quater-
nions are not commutative, there are two different kinds of projective spaces:
P1Hl =
{(
X1
X2
)
; X1,X2 ∈ H, X1 = 0 or X2 = 0
}
/ ∼l
and
P1Hr =
{(
X1
X2
)
; X1,X2 ∈ H, X1 = 0 or X2 = 0
}
/ ∼r ,
where (
X1
X2
)
∼l
(
X1a
X2a
)
and
(
X1
X2
)
∼r
(
aX1
aX2
)
for all a ∈ H×.
Then, as R-manifolds, P1Hl  Ĥ  P1Hr .
Next we consider the group GL(2,H) consisting of invertible 2×2 matrices with quaternionic
entries. This group contains GL(2,R) in the obvious way and also the multiplicative group H× ×
H× as the diagonal matrices
(
a 0
0 d
)
, a, d ∈ H \ {0}. The group GL(2,H) acts on P1Hl and P1Hr
by multiplications on the left and right respectively. Hence we get two different-looking actions
on Ĥ = H ∪ {∞} by conformal (fractional linear) transformations:
πl(h) :X → (aX + b)(cX + d)−1, h−1 =
(
a b
c d
)
∈ GL(2,H);
πr(h) :X → (a′ −Xc′)−1(−b′ +Xd ′), h =
(
a′ b′
c′ d ′
)
∈ GL(2,H).
These two actions coincide.
Lemma 10. For h = ( a′ b′
c′ d ′
)
in GL(2,H) with h−1 = ( a b
c d
)
, let X˜ = (aX + b)(cX + d)−1 and
Y˜ = (aY + b)(cY + d)−1. Then
(X˜ − Y˜ ) = (a′ − Yc′)−1 · (X − Y) · (cX + d)−1
= (a′ −Xc′)−1 · (X − Y) · (cY + d)−1.
Proposition 11. Let h = ( a′ b′
c′ d ′
) ∈ GL(2,H) with h−1 = ( a b
c d
)
. Then the pull-back of Dx
πl(h)
∗(Dx) = (a
′ −Xc′)−1
N(a′ −Xc′) ·Dx ·
(cX + d)−1
N(cX + d) .
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1. The space of left-regular S-valued functions on Ĥ with isolated singularities is invariant
under the group of conformal transformations
πl(h) :f (X) →
(
πl(h)f
)
(X) = (cX + d)
−1
N(cX + d) · f
(
(aX + b)(cX + d)−1),
h−1 =
(
a b
c d
)
∈ GL(2,H). (22)
2. The space of right-regular S′-valued functions on Ĥ with isolated singularities is invariant
under the group of conformal transformations
πr(h) :g(X) →
(
πr(h)g
)
(X) = g((a′ −Xc′)−1(−b′ +Xd ′)) · (a′ −Xc′)−1
N(a′ −Xc′) ,
h =
(
a′ b′
c′ d ′
)
∈ GL(2,H). (23)
Fix an open bounded subset U ⊂ H with piecewise C1 boundary ∂U . We denote by V(U) the
space of left-regular spinor-valued functions with isolated singularities defined in a neighborhood
of U with no singularities on ∂U . And we denote by V ′(U) the space of right-regular spinor-
valued functions with isolated singularities defined in a neighborhood of U with no singularities
on ∂U . We have a natural pairing between V(U) and V ′(U):
〈g,f 〉U =
∫
∂U
〈
g(X),Dx · f (X)〉= ∫
∂U
〈
g(X) ·Dx,f (X)〉 ∈ C,
f ∈ V(U), g ∈ V ′(U). (24)
Proposition 7 and Corollary 8 apply to spinor-valued functions, and so it is clear that the in-
tegral (24) stays unchanged if the contour of integration ∂U is deformed without crossing the
singularities of f and g.
Differentiating the actions πl and πr of GL(2,H) on spinor-valued regular functions we get
representations of the Lie algebra gl(2,H) which we still denote by πl and πr .
Proposition 13. Suppose that f ∈ V(U) and g ∈ V ′(U), then〈
πr(x)g,f
〉
U
+ 〈g,πl(x)f 〉U = 0, ∀x ∈ gl(2,H).
This result follows immediately from
Proposition 14. The actions πl and πr preserve the pairing 〈·,·〉U :〈
πr(h)g,πl(h)f
〉
U
= 〈g,f 〉U , f ∈ V(U), g ∈ V ′(U),
for all h in a sufficiently small neighborhood of ( 1 0) ∈ GL(2,H) depending on f and g.0 1
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Proposition 15. We have two different actions of the group GL(2,H) acts on the space of C-
valued harmonic functions on Ĥ with isolated singularities:
π0l (h) :ϕ(X) →
(
π0l (h)ϕ
)
(X) = 1
N(cX + d) · ϕ
(
(aX + b)(cX + d)−1),
h−1 =
(
a b
c d
)
∈ GL(2,H), (25)
π0r (h) :ϕ(X) →
(
π0r (h)ϕ
)
(X) = 1
N(a′ −Xc′) · ϕ
(
(a′ −Xc′)−1(−b′ +Xd ′)),
h =
(
a′ b′
c′ d ′
)
∈ GL(2,H). (26)
These two actions coincide on SL(2,H), which is defined as the connected Lie subgroup of
GL(2,H) whose Lie algebra is
sl(2,H) = {x ∈ gl(2,H); Re(Trx) = 0}.
This Lie algebra is isomorphic to so(5,1).
Differentiating these two actions we obtain two representations of gl(2,H) on the space of
harmonic functions which we still denote by π0l and π0r . These two representations agree on
sl(2,H).
Definition 16. Let ϕ be a C-valued harmonic function on Ĥ with isolated singularities. We say
that ϕ is regular at infinity if the harmonic function
π0l
(0 1
1 0
)
ϕ = π0r
(0 1
1 0
)
ϕ = 1
N(X)
· ϕ(X−1)
is regular at the origin.
Similarly, we say that a left-regular function f or a right-regular function g on Ĥ with isolated
singularities is regular at infinity if
πl
(0 1
1 0
)
f = X
−1
N(X)
· f (X−1) or πr (0 11 0
)
g = g(X−1) · X−1
N(X)
is regular at the origin.
In the following lemma we write gl(2,H) as
gl(2,H) =
{(
A B
)
; A,B,C,D ∈ H
}C D
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∂ =
(
∂11 ∂21
∂12 ∂22
)
= 1
2
∇.
Lemma 17. The Lie algebra actions π0l and π0r of gl(2,H) on the space of harmonic functions
are given by
π0l
(
A 0
0 0
)
:ϕ → Tr(A · (−X · ∂ϕ)),
π0r
(
A 0
0 0
)
:ϕ → Tr(A · (−X · ∂ϕ − ϕ)),
π0l
(0 B
0 0
)
= π0r
(0 B
0 0
)
:ϕ → Tr(B · (−∂ϕ)),
π0l
( 0 0
C 0
)
= π0r
( 0 0
C 0
)
:ϕ → Tr(C · (X · (∂ϕ) ·X + 2Xϕ))
:ϕ → Tr(C · (X · ∂(Xϕ))),
π0l
(0 0
0 D
)
:ϕ → Tr(D · ((∂ϕ) ·X + ϕ))
:ϕ → Tr(D · (∂(Xϕ)− ϕ)),
π0r
(0 0
0 D
)
:ϕ → Tr(D · ((∂ϕ) ·X))
:ϕ → Tr(D · (∂(Xϕ)− 2ϕ)).
2.5. Laurent polynomials
We use (21) to identify SU(2) with unit quaternions. In particular, the H-actions on S and S′
restrict to SU(2), and the irreducible representations of SU(2) are realized in the symmetric pow-
ers of S. Let P(s′1, s′2) be a polynomial function on S′ = {(s′1, s′2); s′1, s′2 ∈ C}, then an element
X = ( x11 x12x21 x22 ) ∈ SU(2) acts on P(s′1, s′2) by
P
(
s′1, s′2
) → (τ(X)P )(s′1, s′2)= P (s′1x11 + s′2x21, s′1x12 + s′2x22).
The irreducible representation Vl of SU(2) of level l, l = 0, 12 ,1, 32 , . . . , is realized in the space
of homogeneous polynomials of degree 2l. We denote the restriction of τ to Vl by τl . As a basis
of Vl we can choose the monomials
Pm =
(
s′1
)l−m(
s′2
)l+m
, m = −l,−l + 1, . . . , l;
there are exactly dimC Vl = 2l + 1 such monomials. Next we consider the matrix coefficients
t lnm(X) of the linear transformation τl(X) with respect to the basis {Pm; m = −l,−l+ 1, . . . , l}.
That is t l (X)’s are the C-valued functions on SU(2) uniquely determined by the equationnm
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τl(X)Pm
)(
s′1, s′2
)= (s′1x11 + s′2x21)l−m(s′1x12 + s′2x22)l+m
=
l∑
n=−l
t lnm(X) ·
(
s′1
)l−n(
s′2
)l+n = l∑
n=−l
t lnm(X) · Pn
(
s′1, s′2
)
,
X =
(
x11 x12
x21 x22
)
.
One can easily obtain the following formula for the matrix coefficients:
t lnm(X) =
1
2πi
∮
(sx11 + x21)l−m(sx12 + x22)l+ms−l+n ds
s
, (27)
where the integral is taken over a loop in C going once around the origin in the counterclockwise
direction (cf. [25]). Although the matrix coefficients are defined as functions on SU(2), they
naturally extend as polynomial functions to H. Differentiating (27) under the integral sign we
obtain:
Lemma 18. The matrix coefficients t lnm(X) are harmonic:
t lnm(X) = 0, m,n = −l,−l + 1, . . . , l.
We identify the complex-valued polynomial functions on H with polynomial functions on
H⊗C and denote both spaces by C[z0, z1, z2, z3]. We define the spaces of harmonic polynomials
on H and H×:
H+ = {ϕ ∈ C[z0, z1, z2, z3]; ϕ = 0}, H= {ϕ ∈ C[z0, z1, z2, z3,N(Z)−1]; ϕ = 0}.
We denote by C[z0, z1, z2, z3]d and C[z0, z1, z2, z3,N(Z)−1]d the subspaces of degree d , where
the variables z0, z1, z2, z3 are assigned degree +1 and N(Z)−1 is assigned degree −2. Define
H(n) = {ϕ ∈ C[z0, z1, z2, z3,N(Z)−1]
n
; ϕ = 0}, n ∈ Z,
H=
⊕
n∈Z
H(n) =H+ ⊕H−,
where
H+ =
⊕
n∈Z, n0
H(n), H− =
⊕
n∈Z, n<0
H(n).
It is natural to call C[z0, z1, z2, z3,N(Z)−1] the space of Laurent polynomials on H×.
We use (21) to identify SU(2) with unit quaternions and realize SU(2) × SU(2) as diagonal
elements of GL(2,H). Thus the actions (25) and (26) of GL(2,H) on harmonic functions both
restrict to
π˜0(a × b) :ϕ(Z) → ϕ(a−1Zb), a, b ∈ SU(2), ϕ ∈H. (28)
Clearly, π˜0 preserves each H(n), n ∈ Z.
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C
[
z0, z1, z2, z3,N(Z)−1
]H+ · C[N(Z),N(Z)−1].
Moreover, the restriction map ϕ → ϕ|S3 induces the following isomorphisms:
H+ 
{
linear span of matrix
coefficients of Vl , l = 0, 12 ,1, 32 , . . .
}
so that, for d  0,
H(d) 
{ linear span of matrix
coefficients of Vd
2
}
and H− H+ so that H(−1) = 0 and H(d) H(−d − 2) ·N(z)d+1 if d < −1.
As a representation of SU(2)× SU(2),
H(d) = {ϕ ∈ C[z0, z1, z2, z3,N(Z)−1]
d
; ϕ = 0}
⎧⎪⎨⎪⎩
Vd
2
 Vd
2
if d  0;
0 if d = −1;
V− d2 −1  V− d2 −1 if d < 0.
Next we turn to spinor-valued Laurent polynomials
S ⊗C C
[
z0, z1, z2, z3,N(Z)−1
]
and C
[
z0, z1, z2, z3,N(Z)−1
]⊗C S′.
We fix the spaces
V = {left-regular functions f ∈ S ⊗C C[z0, z1, z2, z3,N(Z)−1]},
V ′ = {right-regular functions g ∈ C[z0, z1, z2, z3,N(Z)−1]⊗C S′}.
These spaces have a natural grading
V =
⊕
n∈Z
V(n) and V ′ =
⊕
n∈Z
V ′(n)
by the polynomial degree n.
By the Cauchy–Fueter formula (Corollary 8) the pairing (24) for f ∈ V and g ∈ V ′ is zero
unless the open set U contains the origin. And if U does contain the origin, the value of 〈g,f 〉U
is the same for all such sets U . For concreteness, we choose U to be the open unit ball and write
〈g,f 〉 for this 〈g,f 〉U , so
〈g,f 〉 =
∫
S3
〈
g(X),Dx · f (X)〉= ∫
S3
〈
g(X) ·Dx,f (X)〉 ∈ C, f ∈ V, g ∈ V ′. (29)
Proposition 20. The pairing (29) between V(n) and V ′(m) is non-degenerate when m+n+3 = 0
and zero for all other m and n.
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πl
(
a 0
0 d
)
:f (Z) → d · f (a−1Zd) and πr (a 00 d
)
:g(Z) → g(a−1Zd) · a−1, (30)
where a, d ∈ H, |a| = |d| = 1, f ∈ V(n), g ∈ V ′(m).
Proposition 21. As representations of SU(2)× SU(2),
V(n) 
⎧⎪⎨⎪⎩
Vn
2
 Vn+1
2
if n 0;
0 if n = −1 or −2;
V− n2 −1  V−n−32 if n < −2,
dimC V(n) = (n+ 2)(n+ 1),
V ′(m) 
⎧⎪⎨⎪⎩
Vm+1
2
 Vm
2
if m 0;
0 if m = −1 or −2;
V−m−3
2
 V−m2 −1 if m< −2,
dimC V ′(m) = (m+ 2)(m+ 1).
2.6. Bases for regular functions
Recall that we denote by ∂ij the partial derivatives ∂∂xij , 1  i, j  2. By differentiating the
formula for matrix coefficients (27) under the integral sign we obtain:
Lemma 22.
∂11t
l
nm(X) = (l −m)tl−
1
2
n+ 12 m+ 12
(X),
∂12t
l
nm(X) = (l +m)tl−
1
2
n+ 12 m− 12
(X),
∂21t
l
nm(X) = (l −m)tl−
1
2
n− 12 m+ 12
(X),
∂22t
l
nm(X) = (l +m)tl−
1
2
n− 12 m− 12
(X).
In the above formulas the parameters l′, m′, n′ in some matrix coefficients t l′
m′ n′(X) may
be out of allowed range l′ = 0, 12 ,1, 32 , . . . and |m′|, |n′|  l′. If that happens we declare such
coefficients equal zero.
We also have the following multiplication identities for matrix coefficients.
Lemma 23.
(
t
l− 12
m+ 1 n(X), t
l− 12
m− 1 n(X)
)(x11 x12)= (t l
mn− 1 (X), t
l
mn+ 1 (X)
)2 2 x21 x22 2 2
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(
x11 x12
x21 x22
)⎛⎝ (l −m+ 12 )t lnm+ 12 (X)
(l +m+ 12 )t lnm− 12 (X)
⎞⎠=
⎛⎜⎝ (l − n+ 1)t
l+ 12
n− 12 m
(X)
(l + n+ 1)t l+
1
2
n+ 12 m
(X)
⎞⎟⎠
(in the sense of matrix multiplication).
Proposition 24. The following S-valued functions form a basis for V(2l)—the left-regular poly-
nomial functions on H of degree 2l, l = 0, 12 ,1, 32 , . . . :⎛⎝ (l −m+ 12 )t lnm+ 12 (X)
(l +m+ 12 )t lnm− 12 (X)
⎞⎠ , m = −l − 12 ,−l + 32 , . . . , l + 12 ,
n = −l,−l + 1, . . . , l.
The functions⎛⎝ (l − n+ 12 )t ln− 12 m(X−1) ·N(X)−1
(l + n+ 12 )t ln+ 12 m(X
−1) ·N(X)−1
⎞⎠ , m = −l,−l + 1, . . . , l,
n = −l + 12 ,−l + 32 , . . . , l − 12 ,
form a basis of V(−2l − 2)—the left-regular polynomial functions on H× of degree (−2l − 2).
Altogether these functions form a basis of V =⊕k∈Z V(k).
The basis dual with respect to the pairing (29) consists of S′-valued right-regular functions
(
t
l+ 12
mn− 12
(
X−1
) ·N(X)−1, t l+ 12
mn+ 12
(
X−1
) ·N(X)−1), m = −l − 12 ,−l + 32 , . . . , l + 12 ,
n = −l,−l + 1, . . . , l,
which, for l fixed, span V ′(−2l − 3), and
(
t
l− 12
m+ 12 n
(X), t
l− 12
m− 12 n
(X)
)
,
m = −l,−l + 1, . . . , l,
n = −l + 12 ,−l + 32 , . . . , l − 12 ,
which, for l fixed, span V ′(2l − 1). Altogether these functions form a basis of V ′ =⊕k∈Z V ′(k).
Next we prove a quaternionic analogue of the complex variable formula
1
x − y =
{ 1
x
∑∞
k=0 x−kyk, valid for x, y ∈ C, |y| < |x|;
− 1
y
∑∞
k=0 xky−k, valid for x, y ∈ C, |y| > |x|.
Proposition 25. We have the following matrix coefficient expansions
k0(X − Y) = 1
N(X − Y) = N(X)
−1 ·
∑
t lnm
(
X−1
) · t lmn(Y )
l,m,n
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k0(X − Y) = N(X)−1 ·
∑
l,m,n
t lnm(X) · t lmn
(
Y−1
)
which converges pointwise absolutely in the region {(X,Y ) ∈ H× × H×; |X| < |Y |}. The sums
are taken first over all m,n = −l,−l + 1, . . . , l, then over l = 0, 12 ,1, 32 , . . . .
Proof. By the multiplicativity property of matrix coefficients,∑
m,n=−l,−l+1,...,l
t lnm
(
X−1
) · t lmn(Y ) = ∑
n=−l,−l+1,...,l
t lnn
(
X−1Y
)= Tr(τl(X−1Y )).
Now, any element X−1Y ∈ H can be diagonalized and it is known that
Tr
(
τl
(
λ1 0
0 λ2
))
= λ
2l+1
1 − λ2l+12
λ1 − λ2 . (31)
Although this expression is valid only on the region where λ1 = λ2, the right-hand side clearly
continues analytically across the set of X−1Y for which λ1 = λ2. Now, an element h ∈ H ⊂
gl(2,C) has both eigenvalues of length less than one if and only if N(h) < 1. Thus, in the region
{|Y | < |X|}, we have |λ1|, |λ2| < 1 and summing the terms in (31) over l = 0, 12 ,1, 32 , . . . we get
an absolutely convergent geometric series:
∑
l=0, 12 ,1, 32 ,...
Tr
(
t l
(
λ1 0
0 λ2
))
= 1
λ1 − λ2
∑
l=0, 12 ,1, 32 ,...
(
λ2l+11 − λ2l+12
)
= 1
(1 − λ1)(1 − λ2) =
N(X)
N(X − Y) .
The other expansion follows from the first one by switching the variables X and Y and the indices
m and n. 
Applying the differential operator ∇ to both sides of the two expansions we obtain matrix
coefficient expansions for (X−Y)
−1
N(X−Y) :
Proposition 26. We have the following matrix coefficient expansions
k(X − Y) = (X − Y)
−1
N(X − Y)
=
∑
l,m,n
⎛⎝ (l −m+ 12 )t lnm+ 12 (Y )
(l +m+ 12 )t lnm− 12 (Y )
⎞⎠ · (t l+ 12
mn− 12
(
X−1
) ·N(X)−1, t l+ 12
mn+ 12
(
X−1
) ·N(X)−1),
which converges pointwise absolutely in the region {(X,Y ) ∈ H× × H×; |Y | < |X|}, and the
sum is taken first over all m = −l − 1 ,−l + 3 , . . . , l + 1 and n = −l,−l + 1, . . . , l, then over2 2 2
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⊕
k0 V(k) given in
Proposition 24 multiplied by their respective dual basis elements of V ′− =⊕k<0 V ′(k). Simi-
larly,
k(X − Y) = −
∑
l,m,n
⎛⎝ (l − n+ 12 )t ln− 12 m(Y−1) ·N(Y)−1
(l + n+ 12 )t ln+ 12 m(Y
−1) ·N(Y)−1
⎞⎠ · (t l− 12
m+ 12 n
(X), t
l− 12
m− 12 n
(X)
)
,
which converges pointwise absolutely in the region {(X,Y ) ∈ H× × H×; |X| < |Y |}, and the
sum is taken first over all m = −l,−l + 1, . . . , l and n = −l + 12 ,−l + 32 , . . . , l − 12 , then over
l = 0, 12 ,1, 32 , . . . . In other words, we sum over the basis elements of V− =
⊕
k<0 V(k) given in
Proposition 24 multiplied by their respective dual basis elements of V ′+ =⊕k0 V ′(k).
This matrix coefficient expansion can be used to give an alternative proof of the Cauchy–
Fueter formulas (Theorem 9) using the duality of the bases.
We also have the following matrix coefficient expansions. Their proofs are similar to those for
1
N(X−Y) .
Proposition 27. We have the following matrix coefficient expansions
1
N(X − Y)2 =
∑
k,l,m,n
(2l + 1)t lnm
(
X−1
) ·N(X)−k−2 · t lmn(Y ) ·N(Y)k
which converges pointwise absolutely in the region {(X,Y ) ∈ H× × H×; |Y | < |X|}, and
1
N(X − Y)2 =
∑
k,l,m,n
(2l + 1)t lnm(X) ·N(X)k · t lmn
(
Y−1
) ·N(Y)−k−2
which converges pointwise absolutely in the region {(X,Y ) ∈ H× × H×; |X| < |Y |}. The
sums are taken first over all m,n = −l,−l + 1, . . . , l, then over k = 0,1,2,3, . . . and l =
0, 12 ,1,
3
2 , . . . .
2.7. The spaces H, V and V ′ as representations of gl(2,H)
We decompose the spaces H, V and V ′ into their “positive” and “negative” parts:
H =H+ ⊕H−, H+ =
⊕
n∈Z, n0
H(n), H− =
⊕
n∈Z, n<0
H(n),
V =V+ ⊕ V−, V+ =
⊕
n∈Z, n0
V(n), V− =
⊕
n∈Z, n<0
V(n),
V ′ =V ′+ ⊕ V ′−, V ′+ =
⊕
V ′(n), V ′− =
⊕
V ′(n).
n∈Z, n0 n∈Z, n<0
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on H—the degree operator and the degree operator plus identity:
deg = x0∂0 + x1∂1 + x2∂2 + x3∂3, d˜eg = 1 + deg.
Theorem 28.
1. The spaces H+, H−, V+, V−, V ′+ and V ′− are irreducible representations of
C ⊗ gl(2,H)  gl(4,C) (and C ⊗ sl(2,H)  sl(4,C)).
2. Each of these spaces has a unitary structure such that the real form u(2,2) of gl(4,C) acts
unitarily. Explicitly, the unitary structure on V± is
(f1, f2) =
∫
S3
〈
f+2 (X),f1(X)
〉
dS,
similarly for V ′±, and the unitary structure on H± is
(ϕ1, ϕ2) =
∫
S3
(d˜egϕ1)(X) · ϕ2(X)dS.
3. There is a non-degenerate u(2,2)-invariant bilinear pairing between (π0l ,H+) and (π0r ,H−)
given by
〈ϕ1, ϕ2〉 = 12π2
∫
SR
(d˜egϕ1)(X) · ϕ2(X)dS
R
, ϕ1 ∈H+, ϕ2 ∈H−, (32)
which is independent of the choice of R > 0.
Remark 29. Note the appearance in this theorem of u(2,2)  so(4,2)—the Lie algebra of the
conformal group of the Minkowski space M. This demonstrates the necessity of complexification
of gl(2,H) and H and passing to different real forms such as u(2,2) and M which will be done
in the next section.
The representations H+, V+ and V ′+ belong to the most degenerate series of unitary repre-
sentations of su(2,2) with highest weights. This series is parameterized by spin, which runs over
all semi-integers. In particular, H+, V+ and V ′+ have spins 0, 1/2 and 1/2 respectively.
We denote by Map(S3,C), Map(S3,S) and Map(S3,S′) the spaces of smooth functions on
S3 with values in C, S and S′ respectively. The group SU(2) × SU(2) acts naturally on each of
these spaces as diagonal elements of GL(2,H). We define the spaces of “polynomial functions”
on S3 with values in C, S and S′ as the functions in respectively Map(S3,C), Map(S3,S) and
Map(S3,S′) which lie in a finite-dimensional subspace invariant under the respective SU(2) ×
SU(2)-action. We denote these spaces respectively by
Pol
(
S3
)
, Pol
(
S3,S
)
, Pol
(
S3,S′
)
.
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isomorphisms:
H+  Pol(S3)H−, V  Pol(S3,S) and V ′  Pol(S3,S′).
Moreover, H+ is dense in L2(S3), and V (respectively V ′) is dense in L2(S3,S) (respectively
L2(S3,S′)).
The first isomorphism in the proposition can be interpreted as “every function on S3 can be
extended to a harmonic function on H× in exactly two ways: so that it is regular at 0 and so that it
is regular at ∞.” Similarly, the other two isomorphisms can be interpreted as “every function on
S3 with values in S (respectively S′) can be extended to a left-regular (respectively right-regular)
function on H× in a unique way.”
2.8. Poisson formula
In this subsection we prove a Poisson-type formula for harmonic functions defined on a ball
in H. This formula is a special case n = 4 of a general formula that expresses harmonic functions
in the interior of a ball in Rn as an integral over the boundary sphere (see, for instance, [20]).
However, our method uses representation theory and can be applied to prove other results such as
Theorems 65, 70, 74. As before, S3R denotes the sphere of radius R, i.e. S
3
R = {X ∈ H; |X| = R}.
Recall the conformal action of GL(2,H) on Ĥ:
X → X˜ = (aX + b)(cX + d)−1, h−1 =
(
a b
c d
)
∈ GL(2,H).
Lemma 31. Let G ⊂ GL(2,H) be the subgroup consisting of all elements of GL(2,H) preserving
the unit sphere. Then
Lie(G) =
{(
A B
B+ D
)
; A,B,D ∈ H, ReA = ReD
}
.
Proof. The Lie algebra of G consists of all matrices
(
A B
C D
)
, A,B,C,D ∈ H, which generate
vector fields tangent to S31 . Such a matrix
(
A B
C D
)
generates a vector field
d
dt
(
(1 + tA)X + tB)(tCX + 1 + tD)−1∣∣∣
t=0 = AX +B −XCX −XD.
A vector field is tangent to S31 if and only if it is orthogonal with respect to (16) to the vector field
X for |X| = 1:
0 = Re((AX +B −XCX −XD)X+)= Re(A−D +BX+ −XC)= 0, ∀X ∈ S31 .
It follows that ReA = ReD and C = B+, hence the result. 
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g0 =
{
x ∈ Lie(G); Re(Trx) = 0}= {( A B
B+ D
)
; A,B,D ∈ H, ReA = ReD = 0
}
.
Then G0 preserves the unit sphere S31 = {X ∈ H; |X| = 1}, the open ball {X ∈ H; |X| < 1} and
the open set {X ∈ H; |X| > 1}.
The Lie algebra g0 and the Lie group G0 are isomorphic to sp(1,1) and Sp(1,1) respectively
(see, for example, [14]).
Lemma 33. The group G0 is generated by SU(2)× SU(2) realized as the subgroup of diagonal
matrices
(
a 0
0 d
)
, a, d ∈ H, |a| = |d| = 1, and the one-parameter group
G′0 =
{(
cosh t sinh t
sinh t cosh t
)
; t ∈ R
}
.
Proof. The subgroup of diagonal matrices
(
a 0
0 d
)
with |a| = |d| = 1 has Lie algebra
su(2)⊕ su(2) =
{(
A 0
0 D
)
; A,D ∈ H, ReA = ReD = 0
}
.
The one-parameter group G′0 has Lie algebra
g′0 =
{(0 t
t 0
)
; t ∈ R
}
.
An easy computation shows that su(2) ⊕ su(2) and g′0 generate g0. Since the groups SU(2) ×
SU(2), G′0 and G0 are connected, the result follows. 
We are now ready to state the main result of this subsection.
Theorem 34. Let ϕ be a real analytic harmonic function defined on a closed ball {X ∈ H;
|X|R}, for some R > 0. Then
ϕ(Y ) = 1
2π2
∫
X∈S3R
R2 −N(Y)
N(X − Y)2 ·
dS
R
· ϕ(X)
= − 1
2π2
∫
X∈S3R
(
d˜egX
1
N(X − Y)
)
· dS
R
· ϕ(X)
= 1
2π2
∫
X∈S3R
1
N(X − Y) ·
dS
R
· (d˜egϕ)(X), ∀Y ∈ H, |Y | <R.
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d˜egX
1
N(X − Y) = −
N(X)−N(Y)
N(X − Y)2 .
Since N(X) = R2, we see that the first two formulas are equivalent, and the function R2−N(Y)
N(X−Y)2 is
harmonic with respect to the Y variable. First we consider the special case R = 1.
Proposition 35. Let ϕ be a harmonic function defined on a closed ball {X ∈ H; |X| 1}. Then
ϕ(Y ) = 1
2π2
∫
X∈S31
1 −N(Y)
N(X − Y)2 · ϕ(X)dS, ∀Y ∈ H, |Y | < 1.
Proof. We define a map
ϕ → Harm(ϕ), (Harmϕ)(Y ) = 1
2π2
∫
X∈S31
1 −N(Y)
N(X − Y)2 · ϕ(X)dS.
We want to show that Harm is the identity mapping. Let Ĥ denote the space of real analytic
harmonic functions on the closed ball {X ∈ H; |X| 1}.
Lemma 36. The map Harm : Ĥ→ Ĥ is equivariant with respect to the π0l -action of G0 on Ĥ.
Proof. The map Harm : Ĥ→ Ĥ is equivariant with respect to the π0l action of SU(2) × SU(2)
on Ĥ. Since the group G0 is generated by SU(2)× SU(2) and the one-parameter group
G′0 =
{(
cosh t sinh t
sinh t cosh t
)
; t ∈ R
}
,
it is sufficient to show that Harm is G′0-equivariant. We want to compare (Harm ϕ˜)(Y ) with
(H˜armϕ)(Y ), where ϕ˜ = π0l (g)ϕ and (H˜armϕ) = π0l (g)(Harm(ϕ)), g ∈ G0. A straightforward
computation implies
Lemma 37. Fix an element g = ( cosh t sinh t
sinh t cosh t
) ∈ G′0 and consider its conformal action on S31 :
πl(g) :X → X˜ = (cosh tX − sinh t)(− sinh tX + cosh t)−1.
Then the Jacobian J of this map is
πl(g)
∗(dS) = J dS = 1
N(− sinh tX + cosh t) ·
1 − (Re X˜)2
1 − (ReX)2 dS.
Since G′0 is connected, it is sufficient to verify the G′0-equivariance of Harm on the Lie algebra
level. For t → 0 and modulo terms of order t2, we have:
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N(− sinh tX + cosh t) = 1 − 2t ReX, N(− sinh tY + cosh t) = 1 − 2t ReY,
N(Y˜ ) = N(Y)+ 2t Re(Y+(Y 2 − 1))= N(Y)− 2t(1 −N(Y))ReY.
Since Re(X2) = 2(ReX)2 −N(X) = 2(ReX)2 − 1,
1 − (Re X˜)2 = 1 − (ReX + t Re(X2)− t)2 = (1 − (ReX)2)(1 + 4t ReX).
Continuing to work modulo terms of order t2, we get
(Harm ϕ˜)(Y ) = 1
2π2
∫
X∈S31
1 −N(Y)
N(X − Y)2 ·
1
N(− sinh tX + cosh t) · ϕ(X˜) dS
= 1
2π2
∫
X∈S31
1 −N(Y)
N(X − Y)2 · (1 + 2t ReX) · ϕ(X˜) dS.
On the other hand, using Lemmas 10 and 37,
(H˜armϕ)(Y ) = 1
N(− sinh tY + cosh t) · (Harmϕ)(Y˜ )
= 1
N(− sinh tY + cosh t) ·
1
2π2
∫
X˜∈S31
1 −N(Y˜ )
N(X˜ − Y˜ )2 · ϕ(X˜) dS
= 1
2π2
∫
X∈S31
1 −N(Y)
N(X − Y)2 · (1 + 2t ReX) · ϕ(X˜) dS.
This proves that the map Harm : Ĥ→ Ĥ is G0-equivariant. 
We can now finish the proof of Proposition 35. It is easy to show that the space Ĥ viewed as
a representation of G0 is irreducible. The group SU(2)× SU(2) is a maximal compact subgroup
of G0, and the map Harm must preserve the space of SU(2)× SU(2)-finite vectors H. Hence by
Schur’s Lemma applied to the irreducible (SU(2) × SU(2),g0)-module H, there exists a λ ∈ C
such that the map Harm :H→H is given by multiplication by λ. To pin down the value of λ we
substitute ϕ(X) = 1 and Y = 0, and we immediately see that λ = 1. Since H is dense in Ĥ, this
finishes our proof of Proposition 35. 
Proof of Theorem 34. Given a harmonic function ϕ on the closed ball {X ∈ H; |X| R}, we
can consider a function ϕ′(X) = ϕ(RX), then by Proposition 35, Harm(ϕ′) = ϕ′, and the first
integral formula follows.
To prove the last integral formula we consider the following integral operator on Ĥ:
ϕ → Harm′(ϕ), (Harm′ ϕ)(Y ) =
∫
X∈S3
1
N(X − Y) ·
dS
R
· ϕ(X).R
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d˜egX
1
N(X − Y) = −d˜egY
1
N(X − Y) ,
we see that
Harm = d˜egY ◦ Harm′ .
But the differential operator d˜eg is injective on Ĥ, hence Harm′ ◦ d˜egX is the identity operator
on Ĥ. This proves the last integral formula. 
Remark 38. One can give at least two alternative proofs of Theorem 34: One proof—using
the matrix coefficient expansion of 1
N(X−Y) given in Proposition 25 and another—using the
equivariance of the map Harm : Ĥ→ Ĥ with respect to SU(2) × SU(2) only, thus avoiding the
computational part of showing the G0-equivariance. However, these proofs do not generalize so
well to other cases like the case of the Minkowski space M that will be discussed in Section 3.6.
Changing the variables X → X−1 we obtain
Corollary 39. Let ϕ be a harmonic function defined on a closed set {X ∈ H; |X|R}, for some
R > 0, and regular at infinity. Then
ϕ(Y ) = 1
2π2
∫
X∈S3R
1
N(X − Y) ·
dS
R
· (d˜egϕ)(X), ∀Y ∈ H, |Y | >R.
2.9. Hydrogen atom: The discrete spectrum
In this subsection we give an example of an application of quaternionic analysis to physics.
We recast the construction of [2, (I)] of the discrete part of the spectral decomposition of the
three-dimensional Laplacian with the Coulomb potential, starting with the Poisson formula.
Let ϕ be a harmonic function which is homogeneous of degree 2l, then
(d˜egϕ)(X) = (2l + 1)ϕ(X).
In this case the Poisson formula (Theorem 34) for R = 1 yields
ϕ(Y ) = 2l + 1
2π2
∫
X∈S3
ϕ(X)
N(X − Y) dS, ∀Y ∈ H, |Y | < 1, (33)
and ϕ is a linear combination of the matrix coefficients t lnm’s which span a vector space of
polynomials of dimension (2l + 1)2.
Fix a ρ > 0 and apply the Cayley transform
πl
(
ρ ρ
)
:H → H, Z → X = Z − ρ . (34)−1 1 Z + ρ
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N(X) = 1 ⇔ ReZ = 0, N(X) < 1 ⇔ ReZ > 0.
Thus we can allow in (33)
X = Z − ρ
Z + ρ , ReZ = 0 and Y =
W − ρ
W + ρ , ReW > 0.
From Lemma 6 we know that dS = Dx
X
, hence from Proposition 11 and Lemma 10 we obtain:
Lemma 40. The pull-back of the measure dS on S3 by the Cayley transform (34) is
8ρ3
(N(Z)+ ρ2)3 dS(Z),
where dS(Z) denotes the Euclidean measure on {ReZ = 0}. Also
N(X − Y) = 4ρ
2 ·N(Z −W)
(N(Z)+ ρ2)(N(W)+ ρ2) .
Thus we can rewrite (33) in terms of Z and W :
ϕ
(
W − ρ
W + ρ
)
= (2l + 1)ρ
π2
∫
ReZ=0
ϕ
(
Z − ρ
Z + ρ
)
· N(W)+ ρ
2
(N(Z)+ ρ2)2 ·
dS(Z)
N(Z −W), (35)
for all W ∈ H with ReW > 0. Now we introduce
ψ(Z) = 1
(N(Z)+ ρ2)2 · ϕ
(
Z − ρ
Z + ρ
)
, ψ(W) = 1
(N(W)+ ρ2)2 · ϕ
(
W − ρ
W + ρ
)
.
Then we can rewrite (35) as
(
N(W)+ ρ2) ·ψ(W)
= (2l + 1)ρ
π2
∫
ReZ=0
ψ(Z) · dS(Z)
N(Z −W), ∀W ∈ H, ReW > 0. (36)
Next we consider the Fourier transforms over the three-dimensional planes in H parallel to
{ReZ = 0}:
ψˆt (ξ) = 1
(2π)3
∫
ψ(Z) · e−iξ ·Z dS(Z), t ∈ R, t > 0,ReZ=t
1836 I. Frenkel, M. Libine / Advances in Mathematics 218 (2008) 1806–1877where ξ ·Z denotes Re(ξZ+). Since ϕ(X) is a polynomial, ψ(Z) = 1
(N(Z)+ρ2)2 ·ϕ(Z−ρZ+ρ ) is non-
singular for ReZ > 0 and decays sufficiently fast for the integral to be convergent. Applying the
Fourier transform, we can write
ψ(Z) =
∫
R3
ψˆ0(ξ) · eiξ ·Z dS(ξ), ψ(W) =
∫
R3
ψˆReW(ξ) · eiξ ·ImW dS(ξ),
where we identify R3 with {Z ∈ H; ReZ = 0}. It follows from (36) that
(
N(W)+ ρ2)∫
R3
ψˆReW(ξ) · eiξ ·ImW dS(ξ)
= (2l + 1)ρ
π2
∫
R3
∫
R3
ψˆ0(ξ) · eiξ ·Z
N(Z −W) dS(ξ) dS(Z). (37)
The last integral is not absolutely convergent and should be understood as the limit
lim
R→∞
∫
Z∈R3, |Z|<R
∫
R3
ψˆ0(ξ) · eiξ ·Z
N(Z −W) dS(ξ) dS(Z).
Lemma 41.
lim
R→∞
∫
Z∈R3, |Z|<R
eiξ ·Z
N(Z −W) dS(Z) = 2π
2 · eiξ ·ImW · e
−|ξ |ReW
|ξ | ,
where |ξ | = ((ξ1)2 + (ξ2)2 + (ξ3)2)1/2.
Proof. First we make a shift Z = ImW +Z′, then the integral becomes
eiξ ·ImW lim
R→∞
∫
Z′∈R3, |Z|<R
eiξ ·Z′
(ReW)2 +N(Z′) dS(Z
′).
Clearly, the latter integral is invariant with respect to rotations of ξ . Thus we may assume that
ξ = |ξ |e1, and the integral reduces to
lim
R→∞
∫
Z′∈R3, |Z|<R
ei|ξ |z1
(ReW)2 + (z1)2 + (z2)2 + (z3)2 dS(Z).
We set α = ((ReW)2 + (z2)2 + (z3)2)1/2 and integrate with respect to z1:
∞∫
ei|ξ |z1
(z1)2 + α2 dz
1 = π
α
e−|ξ |α.−∞
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R2
π
α
e−|ξ |α dz2 dz3.
The last integral can be computed in polar coordinates. Writing z2 = r cos θ , z3 = r sin θ and
substituting s = ((ReW)2 + r2)1/2 we get:
2π2
∞∫
0
e−|ξ |·((ReW)2+r2)1/2
((ReW)2 + r2)1/2 r dr = 2π
2
∞∫
ReW
e−|ξ |s ds = 2π2 · e
−|ξ |ReW
|ξ | . 
Let
 = ∂
2
(∂ξ1)2
+ ∂
2
(∂ξ2)2
+ ∂
2
(∂ξ3)2
,
then (37) can be rewritten as∫
R3
((
(ReW)2 + ρ2 −)ψˆReW )(ξ) · eiξ ·ImW dS(ξ)
= (N(W)+ ρ2)∫
R3
ψˆReW(ξ) · eiξ ·ImW dS(ξ)
= 2(2l + 1)ρ
∫
R3
ψˆ0(ξ) · eiξ ·ImW · e
−|ξ |ReW
|ξ | dS(ξ).
Therefore, (
−1
2
+ (ReW)
2 + ρ2
2
)
ψˆReW(ξ) = (2l + 1)ρ|ξ | · e
−|ξ |ReW · ψˆ0(ξ).
Letting ReW → 0+, we obtain(
−1
2
+ ρ
2
2
)
ψˆ0(ξ) = (2l + 1)ρ|ξ | · ψˆ0(ξ). (38)
Let κ = (2l + 1)ρ, then the equation becomes
−
(
1
2
+ κ|ξ |
)
ψˆ0(ξ) = E · ψˆ0(ξ), (39)
where
E = −ρ
2
= − κ
2
2 . (40)2 2(2l + 1)
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can be found explicitly by applying the Cayley and Fourier transforms to harmonic functions of
degree 2l.
Remark 42. One can also show that (40) gives all the negative eigenvalues and ϕˆ0(ξ) are all the
corresponding eigenfunctions. It is possible to reverse all the steps in the argument by presenting
2π2
|ξ | = limw0→0+ limR→∞
∫
Z∈R3, |Z|<R
eiξ ·Z
(w0)2 +N(Z) dS(Z),
where |ξ | = ((ξ1)2 + (ξ2)2 + (ξ3)2)1/2. Then one arrives at a version of (33) with N(Y) < 1 and
Y approaching the unit sphere. Then the harmonic extension yields (33).
Finally, the spectral decomposition of (39) with positive eigenvalues E comes from a
Minkowski analogue of the Poisson formula and will be considered in the next section.
3. Quaternionic analysis in HC and the Minkowski space
3.1. The space of quaternions HC and the Minkowski space M
Let HC = C⊗H be the algebra of complexified quaternions. We define a complex conjugation
on HC with respect to H:
Z = z0e0 + z1e1 + z2e2 + z3e3 → Zc = z0e0 + z1e1 + z2e2 + z3e3, z0, z1, z2, z3 ∈ C,
so that H = {Z ∈ HC; Zc = Z}. Then we can realize the Minkowski space M as a real form
of HC:
M = {Z ∈ HC; Zc+ = −Z}.
Note that
HC  Z → N(Z) = detZ
is a quadratic form over C. The signature of this quadratic form restricted to M is (3,1). The
corresponding symmetric bilinear form on HC is
〈Z,W 〉 = 1
2
Tr
(
Z+W
)= 1
2
Tr
(
ZW+
)
. (41)
The algebra HC can be realized as complex 2 × 2 matrices:
HC =
{
Z =
(
z11 z12
)
; zij ∈ C
}
.z21 z22
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Z+ =
(
z22 −z12
−z21 z11
)
, Zc =
(
z22 −z21
−z12 z11
)
.
Observe that Zc+ is the matrix adjoint Z∗. Then
M = {Z ∈ HC; Z∗ = −Z}= {Z = ( z11 z12
z21 z22
)
∈ HC; z11, z22 ∈ iR, z21 = −z12
}
.
The Minkowski space M is spanned over R by the four matrices
e˜0 = −ie0 =
(−i 0
0 −i
)
, e1 =
( 0 −i
−i 0
)
, e2 =
(0 −1
1 0
)
, e3 =
(−i 0
0 i
)
,
so
M =
{
y0e˜0 + y1e1 + y2e2 + y3e3 =
(−iy0 − iy3 −iy1 − y2
−iy1 + y2 −iy0 + iy3
)
; y0, y1, y2, y3 ∈ R
}
.
The quaternionic conjugation in this basis becomes
e˜+0 = e˜0, e+1 = −e1, e+2 = −e2, e+3 = −e3.
The elements e˜0, e1, e2, e3 are orthogonal with respect to the bilinear form (41) and
〈e˜0, e˜0〉 = −1, 〈e1, e1〉 = 〈e2, e2〉 = 〈e3, e3〉 = 1. We select the orientation of M so that
{e˜0, e1, e2, e3} is a positively oriented basis. Set
‖Z‖ = 1√
2
√
|z11|2 + |z12|2 + |z21|2 + |z22|2,
so that ‖ei‖ = 1, 0  i  3. The corresponding Euclidean volume form on M is dV = dy0 ∧
dy1 ∧ dy2 ∧ dy3.
We extend Dx (defined on H) to a holomorphic HC-valued 3-form on HC as
Dz = e0 dz1 ∧ dz2 ∧ dz3 − e1 dz0 ∧ dz2 ∧ dz3
+ e2 dz0 ∧ dz1 ∧ dz3 − e3 dz0 ∧ dz1 ∧ dz2, (42)
where we write zj = xj + ix˜j , xj , x˜j ∈ R, and dzj = dxj + i dx˜j , 0 j  3. Then we define a
3-form on M by Dy = Dz|M.
Proposition 43. The 3-form Dy takes values in iM ⊂ HC, is given explicitly by
Dy = ie˜0 dy1 ∧ dy2 ∧ dy3 + ie1 dy0 ∧ dy2 ∧ dy3
− ie2 dy0 ∧ dy1 ∧ dy3 + ie3 dy0 ∧ dy1 ∧ dy2, (43)
and satisfies the following property:
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Y1,Dy(Y2, Y3, Y4)
〉= 1
2
Tr
(
Y+1 ·Dy(Y2, Y3, Y4)
)
= −i · dV (Y1, Y2, Y3, Y4), ∀Y1, Y2, Y3, Y4 ∈ M.
3.2. Regular functions on M and HC
We introduce linear differential operators on M
∇+
M
= −e˜0 ∂
∂y0
+ e1 ∂
∂y1
+ e2 ∂
∂y2
+ e3 ∂
∂y3
and
∇M = −e˜0 ∂
∂y0
− e1 ∂
∂y1
− e2 ∂
∂y2
− e3 ∂
∂y3
which may be applied to functions on the left and on the right.
Fix an open subset U ⊂ M, and let f be a differentiable function on U with values in HC.
Definition 44. The function f is left-regular if it satisfies
(∇+
M
f
)
(Y ) = −e˜0 ∂f
∂y0
(Y )+ e1 ∂f
∂y1
(Y )+ e2 ∂f
∂y2
(Y )+ e3 ∂f
∂y3
(Y ) = 0, ∀Y ∈ U.
Similarly, f is right-regular if
(
f∇+
M
)
(Y ) = − ∂f
∂y0
(Y )e˜0 + ∂f
∂y1
(Y )e1 + ∂f
∂y2
(Y )e2 + ∂f
∂y3
(Y )e3 = 0, ∀Y ∈ U.
We define a second-order differential operator on M
3,1 = − ∂
2
(∂y0)2
+ ∂
2
(∂y1)2
+ ∂
2
(∂y2)2
+ ∂
2
(∂y3)2
= ∇M∇+M = ∇+M∇M.
Thus we have factored the wave operator on M into two first order differential operators.
Proposition 45. For any C1-function f :U → HC,
d(f ·Dy) = df ∧Dy = −i(f∇+
M
)
dV, d(Dy · f ) = −Dy ∧ df = −i(∇+
M
f
)
dV.
Corollary 46. Let f :U → HC be of class C1, then
∇+
M
f = 0 ⇔ Dy ∧ df = 0, f∇+
M
= 0 ⇔ df ∧Dy = 0.
Thus the definitions of regular functions are analogous to the ones in H. However, as we will
see in the next subsection, the important difference is in the type of singularity of the kernels
k0(X−Y), k(X−Y). This leads us to a more general view of quaternionic analysis that involves
functions on HC, real forms of HC—such as H, M—and relations between such functions given
by complex continuation.
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holomorphic if it is holomorphic with respect to the complex variables zij , 1 i, j  2. For such
holomorphic function f C the following derivatives are equal:
∇+
M
f C = ∇+f C = 2
( ∂
∂z22
− ∂
∂z21
− ∂
∂z12
∂
∂z11
)
f C, f C∇+
M
= f C∇+ = 2f C
( ∂
∂z22
− ∂
∂z21
− ∂
∂z12
∂
∂z11
)
,
∇Mf C = ∇f C = 2
( ∂
∂z11
∂
∂z21
∂
∂z12
∂
∂z22
)
f C, f C∇M = f C∇ = 2f C
( ∂
∂z11
∂
∂z21
∂
∂z12
∂
∂z22
)
.
Since we are interested in holomorphic functions only, we will abuse the notation and denote by
∇ and ∇+ the holomorphic differential operators 2
( ∂
∂z11
∂
∂z21
∂
∂z12
∂
∂z22
)
and 2
( ∂
∂z22
− ∂
∂z21
− ∂
∂z12
∂
∂z11
)
respectively.
Definition 47. Let f C :UC → HC be a function. We say that f C is holomorphic left-regular if it
is holomorphic and ∇+f C = 0. Similarly, f C is holomorphic right-regular if it is holomorphic
and f C∇+ = 0.
As in the real case, we have:
Lemma 48. For any holomorphic function f C :UC → HC,
∇+
M
f C = 0 ⇔ Dz∧ df C = 0 ⇔ ∇+f C = 0,
f C∇+
M
= 0 ⇔ df C ∧Dz = 0 ⇔ f C∇+ = 0.
The restriction relations
Dz|H = Dx, Dz|M = Dy
imply that the restriction of a holomorphic left- or right-regular function to UH = UC ∩ H pro-
duces a left- or right-regular function on UH respectively. And the restriction of a holomorphic
left- or right-regular function to UM = UC ∩M also produces a left- or right-regular function on
UM respectively. Conversely, if one starts with, say, a left-regular function on M, extends it holo-
morphically to a left-regular function on HC and then restricts the extension to H, the resulting
function is left-regular on H.
Lemma 49. We have:
1. 3,1 1N(Z) = 0;
2. ∇ 1
N(Z)
= 1
N(Z)
∇ = −2 Z−1
N(Z)
= −2 Z+
N(Z)2
;
3. Z−1
N(Z)
= Z+
N(Z)2
is a holomorphic left- and right-regular function defined wherever N(Z) = 0;
4. the form Z−1
N(Z)
·Dz = Z+
N(Z)2
·Dz is a closed holomorphic HC-valued 3-form defined wherever
N(Z) = 0.
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We are interested in extensions of the Cauchy–Fueter formula (Theorem 9) to functions on M.
Let U ⊂ M be an open subset, and let f be a C1-function defined on a neighborhood of U
such that ∇+
M
f = 0. In this section we extend the Cauchy–Fueter integral formula to left-regular
functions which can be extended holomorphically to a neighborhood of U in HC. Observe that
the expression in the integral formula (X−Y)
−1
N(X−Y) ·Dx is nothing else but the restriction to H of the
holomorphic 3-form (Z−Y)
−1
N(Z−Y) ·Dz which is the 3-form from Lemma 49 translated by Y . For this
reason we expect an integral formula of the kind
f (Y0) = 12π2
∫
∂U
(
(Z − Y0)−1
N(Z − Y0) ·Dz
)∣∣∣∣
M
· f (Y ), ∀Y0 ∈ U.
However, the integrand is singular wherever N(Z − Y0) = 0. We resolve this difficulty by de-
forming the contour of integration ∂U in such a way that the integral is no longer singular.
Fix an ε ∈ R and define the ε-deformation hε :HC → HC, Z → Zε , by
z11 → z11 − iεz22,
z22 → z22 − iεz11,
z12 → z12 + iεz12,
z21 → z21 + iεz21.
Define a quadratic form on HC
S(Z) = −(z211 + z222 + 2z12z21).
Lemma 50. We have the following identities:
Zε = Z − iεZ+, (Zε)+ = Z+ − iεZ,
N(Zε) =
(
1 − ε2)N(Z)+ iεS(Z),
S(Y ) = 2‖Y‖2, ∀Y ∈ M.
For Z0 ∈ HC fixed, we use the notation
hε,Z0(Z) = Z0 + hε(Z −Z0) = Z − iε(Z −Z0)+.
Theorem 51. Let U ⊂ M be an open bounded subset with piecewise C1 boundary ∂U , and let
f (Y ) be a C1-function defined on a neighborhood of the closure U such that ∇+
M
f = 0. Suppose
that f extends to a holomorphic left-regular function f C :V C → HC with V C ⊂ HC an open
subset containing U , then
− 1
2π2
∫
(hε,Y0 )∗(∂U)
(Z − Y0)−1
N(Z − Y0) ·Dz · f
C(Z) =
{
f (Y0) if Y0 ∈ U ;
0 if Y0 /∈ U
for all ε = 0 sufficiently close to 0.
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inside V C and the integrand is non-singular, thus the integrals are well defined. Moreover, we
will see that the value of the integral becomes constant when the parameter ε is sufficiently close
to 0.
Proof. Let M = supY∈∂U ‖Y − Y0‖. Without loss of generality we may assume that V C is the
δ-neighborhood of U for some δ > 0. We will show that the integral formula holds for 0 <
|ε| < δ/2M . Clearly, for this choice of ε the contour of integration (hε,Y0)∗(∂U) lies inside V C
and, since the integrand is a closed form, the integral stays constant for −δ/2M < ε < 0 and
0 < ε < δ/2M (a priori the values of the integral may be different on these two intervals).
Since the case Y0 /∈ U is trivial, we assume Y0 ∈ U . Let Sr = {Y ∈ M; ‖Y − Y0‖ = r} and
Br = {Y ∈ M; ‖Y − Y0‖ < r} be the sphere and the ball of radius r centered at Y0, and choose
r > 0 sufficiently small so that Br ⊂ U and r < δ/2. By Stokes’
∫
(hε,Y0 )∗(∂U)
(Z − Y0)−1
N(Z − Y0) ·Dz · f
C(Z) =
∫
(hε,Y0 )∗(Sr )
(Z − Y0)−1
N(Z − Y0) ·Dz · f
C(Z)
=
∫
(h1,Y0 )∗(Sr )
(Z − Y0)−1
N(Z − Y0) ·Dz · f
C(Z),
where Sr is oriented as the boundary of Br .
Let PH be the projection HCH defined by
Z = (x0 + ix˜0)e0 + (x1 + ix˜1)e1 + (x2 + ix˜2)e2 + (x3 + ix˜3)e3
→ X = x0e0 + x1e1 + x2e2 + x3e3, x0, x1, x2, x3, x˜0, x˜1, x˜2, x˜3 ∈ R,
and let PH+Y0 :HCH + Y0 be the projection PH+Y0(Z) = PH(Z − Y0)+ Y0. We describe the
supports of the cycles involved in integration
|Sr | =
{
Y0 + ae˜0 + be1 + ce2 + de3; a2 + b2 + c2 + d2 = r2
}
,∣∣(h1,Y0)∗(Sr)∣∣= {Y0 + (1 − i)ae˜0 + (1 + i)be1 + (1 + i)ce2 + (1 + i)de3;
a2 + b2 + c2 + d2 = r2},∣∣(PH+Y0 ◦ h1,Y0)∗(Sr)∣∣= {Y0 − ae0 + be1 + ce2 + de3; a2 + b2 + c2 + d2 = r2}
= {X ∈ H + Y0; ‖X − Y0‖ = r}.
Let S˜r = {X ∈ H + Y0; ‖X − Y0‖ = r} be the sphere oriented as the boundary of the open ball,
then
(PH+Y ◦ h1,Y )∗(Sr) = −S˜r0 0
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HC \ {N(Z − Y0) = 0}. Then by Stokes’ again,∫
(h1,Y0 )∗(Sr )
(Z − Y0)−1
N(Z − Y0) ·Dz · f
C(Z) = −
∫
S˜r
(Z − Y0)−1
N(Z − Y0) ·Dz · f
C(Z).
Finally, by the Fueter formula for the regular quaternions (Theorem 9), the last integral is
−2π2f (Y0). 
One can drop the assumption that f (Y ) extends to an open neighborhood of U in HC and
prove the following version of the Fueter formula on M involving generalized functions:
Theorem 53. Let U ⊂ M be a bounded open region with smooth boundary ∂U . Let f :U → HC
be a function which extends to a real-differentiable function on an open neighborhood V ⊂ M of
the closure U such that ∇+
M
f = 0. Then, for any point Y0 ∈ M such that ∂U intersects the cone
{Y ∈ M; N(Y − Y0) = 0} transversally, we have:
lim
ε→0
−1
2π2
∫
∂U
(Y − Y0)+
(N(Y − Y0)+ iε‖Y − Y0‖2)2 ·Dy · f (Y ) =
{
f (Y0) if Y0 ∈ U ;
0 if Y0 /∈ U .
3.4. Fueter formula for hyperboloids in M
Now we would like to extend the Fueter formula in M to certain non-compact cycles. Then we
need to require additional regularity conditions at infinity, which can be defined using conformal
transformations in HC. We illustrate the general idea with an important example of two-sheeted
hyperboloids in M that has a representation theoretic significance and an application to physics.
We realize the group U(2) as
U(2) = {Z ∈ HC; Z∗ = Z−1}.
Lemma 54. Consider an element γ = ( i 1
i −1
) ∈ GL(2,HC) with γ−1 = (−i −i1 −1). The fractional
linear map on HC
πl(γ ) :Z → −i(Z + 1)(Z − 1)−1
maps M → U(2), has no singularities on M, and sends the two-sheeted hyperboloid {Y ∈
M; N(Y) = −1} into the sphere {Z ∈ U(2); N(Z) = 1} = SU(2).
Conversely, the fractional linear map on HC
πl
(
γ−1
)
:Z → (Z − i)(Z + i)−1
maps U(2) → M (with singularities), and sends the sphere {Z ∈ U(2); N(Z) = 1} = SU(2) into
the two-sheeted hyperboloid {Y ∈ M; N(Y) = −1}. The singularities of πl(γ−1) on SU(2) lie
along the sphere {X ∈ SU(2); ReX = 0}.
This way U(2) can be regarded as a compactification of M.
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regular at infinity if πl(γ−1)f (respectively πr(γ−1)g) extends to a regular function on U(2).
We denote by V(M) (respectively V ′(M)) the spaces of left- (respectively right-) regular
function f (Y ) (respectively g(Y )) on M such that πl(γ−1)f (respectively πr(γ−1)g) extends
holomorphically to an open neighborhood of U(2) in HC.
Next we observe
Lemma 56. Let Y,Y ′ ∈ M be such that N(Y) = N(Y ′). Then, for all sufficiently small ε ∈ R\{0},
N
(
Y − (1 + iε)Y ′) = 0.
For Y ∈ M with N(Y) < 0 and ε ∈ R, we define
Y ε =
{
(1 + iε)Y if i TrY > 0;
(1 − iε)Y if i TrY < 0.
(Note that elements in M always have purely imaginary traces.)
Lemma 57. For Y ∈ M we have:
πl(γ )(Y ) has both eigenvalues of length 1;
if ε > 0, πl(γ )
(
Y ε
)
has both eigenvalues of length > 1;
if ε < 0, πl(γ )
(
Y ε
)
has both eigenvalues of length < 1.
Let R > 0, and consider a two-sheeted hyperboloid HR = {Y ∈ M; N(Y) = −R2}. We orient
it so that {e1, e2, e3} form positively oriented bases of the tangent spaces of HR at ±iR. This way
πl(γ ) :H1 → SU(2) preserves the orientations. For an ε ∈ R, we define a deformed hyperboloid
in HC:
HεR =
{
Y ε; Y ∈ M, N(Y ) = −R2}.
The orientation of HεR is induced from that of HR .
Theorem 58. Let f ∈ V(M). Then, for ε > 0 sufficiently small,
f (Y0) = 12π2
∫
HεR−H−εR′
(Z − Y0)−1
N(Z − Y0) ·Dz · f (Z), ∀Y0 ∈ M, N(Y0) < 0,
for any R,R′ > 0. (In particular, the integral converges absolutely.)
Proof. The map πl(γ ) sends HεR and H
−ε
R′ into some cycles in HC which we can call C
ε
R and
C−ε
R′ with compact supports. (The closure of the images πl(γ )(HεR) and πl(γ )(H−εR′ ) will contain
the sphere {X ∈ SU(2); ReX = 0}.) The orientations were chosen so that the chains Cε andR
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R′ have no boundary and are, in fact, cycles. Changing the variables Z = (Z′ − i)(Z′ + i)−1,
Y0 = (Y ′0 − i)(Y ′0 + i)−1 and using Lemma 10 with Proposition 11, we can rewrite∫
HεR−H−εR′
(Z − Y0)−1
N(Z − Y0) ·Dz · f (Z)
= N(Y ′0 + i) · (Y ′0 + i) ∫
CεR−C−εR′
(Z′ − Y ′0)−1
N(Z′ − Y ′0)
·Dz · (Z
′ + i)−1
N(Z′ + i) · f
(
(Z′ − i)(Z′ + i)−1)
= 2π2 · f ((Y ′0 − i)(Y ′0 + i)−1)= 2π2 · f (Y0)
since the Fueter formula applies here. 
This version of the Fueter formula suggests a natural polarization of V(M) given by integrals
over a single hyperboloid. This polarization has a natural representation theoretic interpretation
in terms of conformal group SU(2,2) ⊂ U(2,2) which will be discussed in the next subsection.
3.5. Cayley transform and polarization
The Lie algebra of U(2,2) has already appeared in Theorem 28 as the real form of gl(4,C)
which acts unitarily on H±, V± and V ′±. The group U(2,2) can be realized as the subgroup of
elements of GL(2,HC) preserving the Hermitian form on C4 given by the 4 × 4 matrix
( 1 0
0 −1
)
.
Explicitly,
U(2,2) =
⎧⎨⎩
(
a b
c d
)
; a, b, c, d ∈ HC,
a∗a = 1 + c∗c
d∗d = 1 + b∗b
a∗b = c∗d
⎫⎬⎭
=
⎧⎨⎩
(
a b
c d
)
; a, b, c, d ∈ HC,
a∗a = 1 + b∗b
d∗d = 1 + c∗c
ac∗ = bd∗
⎫⎬⎭ .
The Lie algebra of U(2,2) is
u(2,2) =
{(
A B
B∗ D
)
; A,B,D ∈ HC, A = −A∗,D = −D∗
}
. (44)
If
(
a b
c d
) ∈ U(2,2), then ( a b
c d
)−1 = ( a∗ −c∗−b∗ d∗ ).
From Lemma 10 we obtain:
Corollary 59. For an h = ( a′ b′
c′ d ′
) ∈ U(2,2) with h−1 = ( a bc d ), let Z˜ = (aZ + b)(cZ + d)−1
and W˜ = (aW + b)(cW + d)−1. Then
N(Z −W)2 = N(cZ + d) ·N(a∗ +Zb∗) ·N(Z˜ − W˜ )2 ·N(cW + d) ·N(a∗ +Wb∗).
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D+ = {Z ∈ HC; ZZ∗ < 1},
where the inequality ZZ∗ < 1 means that the matrix 1 − ZZ∗ is positive definite. The Shilov
boundary of D+ is U(2). Similarly, we can define
D− = {Z ∈ HC; ZZ∗ > 1}.
The fractional linear actions πl and πr of U(2,2) preserve D− and U(2).
A U(2) bi-invariant measure on U(2) is given by the restriction of the holomorphic 4-form
defined on HC
dZ4
N(Z)2
, dZ4 = dz11 ∧ dz12 ∧ dz21 ∧ dz22,
to U(2). The tangent space at 1 ∈ U(2) can be identified with M. The space M was oriented by
{e˜0, e1, e2, e3}, which in turn induces an orientation on U(2).
Lemma 60. With this orientation convention we have:∫
U(2)
dZ4
N(Z)2
= −8π3i.
We will need the following Jacobian lemma:
Lemma 61. On HC we have:
dZ4 = N(cZ + d)2 ·N(a′ −Zc′)2 dZ˜4,
where h = ( a′ b′
c′ d ′
) ∈ GL(2,HC), h−1 = ( a bc d ) and Z˜ = (aZ + b)(cZ + d)−1.
Proof. The group GL(2,HC) is connected, so it is sufficient to verify the identity on the Lie
algebra level only. Let (
a b
c d
)
= exp
(
t
(
A B
C D
))
,
then, modulo terms of order t2 and higher, we have:
Z˜ = (aZ + b)(cZ + d)−1 = Z + t (AZ +B −ZCZ −ZD).
Hence
dZ˜ = dZ + t (A · dZ − dZ ·CZ −ZC · dZ − dZ ·D).
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dZ˜4 = (1 + 2t Tr(A−CZ −ZC −D))dZ4.
On the other hand,
N(cZ + d) = N(1 + t (CZ +D))= 1 + t Tr(CZ +D),
and
N(a′ −Zc′) = N(1 + t (−A+ZC))= 1 + t Tr(−A+ZC),
and the result follows. 
We also consider a subgroup U(2,2)′ of GL(2,HC) conjugate to U(2,2) and preserving the
Hermitian form on C4 given by
( 0 1
1 0
)
:
U(2,2)′ =
{(
a b
c d
)
∈ GL(2,HC);
(
a b
c d
)(0 1
1 0
)(
a∗ c∗
b∗ d∗
)
=
(0 1
1 0
)}
=
⎧⎨⎩
(
a b
c d
)
; a, b, c, d ∈ HC,
ab∗ + ba∗ = 0
cd∗ + dc∗ = 0
ad∗ + bc∗ = 1
⎫⎬⎭
=
⎧⎨⎩
(
a b
c d
)
; a, b, c, d ∈ HC,
a∗c + c∗a = 0
b∗d + d∗b = 0
a∗d + c∗b = 1
⎫⎬⎭ .
Its Lie algebra is
u(2,2)′ =
{(
A B
C −A∗
)
; A,B,C ∈ HC, B∗ = −B, C∗ = −C
}
.
If
(
a b
c d
) ∈ U(2,2)′, then ( a b
c d
)−1 = ( d∗ b∗
c∗ a∗
)
.
From Lemma 10 we obtain:
Corollary 62. For an h = ( a′ b′
c′ d ′
) ∈ U(2,2)′ with h−1 = ( a b
c d
)
, let Z˜ = (aZ + b)(cZ + d)−1 and
W˜ = (aW + b)(cW + d)−1. Then
N(Z −W)2 = N(cZ + d) ·N(d∗ −Zc∗) ·N(Z˜ − W˜ )2 ·N(cW + d) ·N(d∗ −Wc∗).
Let C+ denote the open cone
C+ = {Y ∈ M; N(Y) < 0, i TrY < 0}, (45)
and define the tube domains in HC
T+ = M + iC+, T− = M − iC+.
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T− and the Minkowski space M = {Z ∈ HC; Z∗ = −Z}.
Lemma 63. Recall γ = ( i 1
i −1
) ∈ GL(2,HC) with γ−1 = (−i −i1 −1). The fractional linear map
on HC
πl(γ ) :Z → −i(Z + 1)(Z − 1)−1
maps T+ → D+, T− → D−, and its inverse
πl
(
γ−1
)
:Z → (Z − i)(Z + i)−1
maps D+ → T+, D− → T−.
Also, πl(γ ) :M → U(2) and πl(γ−1) :U(2) → M preserve the orientations.
We denote by H(M)+ the space of holomorphic functions ϕ on T+ such that ϕ = 0 and
π0l (γ
−1)ϕ extends to a holomorphic function defined on a neighborhood of the closure of D+.
Similarly, we can define H(M)− as the space of holomorphic functions ϕ on T− such that
ϕ = 0 and π0l (γ−1)ϕ extends to a holomorphic function defined in a neighborhood of the
closure of D− and regular at infinity. By the same fashion we can define the spaces of left- and
right-regular functions V(M)± and V ′(M)±. Thus we obtain polarizations:
H(M) =H(M)+ ⊕H(M)−,
V(M) = V(M)+ ⊕ V(M)−,
V ′(M) = V ′(M)+ ⊕ V ′(M)−.
In terms of these spaces, Theorem 58 can be restated as follows:
Theorem 64. For all f ∈ V(M)+, all Y0 ∈ T+ and all R > 0 we have:
f (Y0) = 12π2
∫
HR
(Z − Y0)−1
N(Z − Y0) ·Dz · f (Z).
Similarly, for all f ∈ V(M)−, all Y0 ∈ T− and all R > 0 we have:
f (Y0) = − 12π2
∫
HR
(Z − Y0)−1
N(Z − Y0) ·Dz · f (Z).
3.6. Solutions of the wave equation
In this subsection we prove an analogue of Theorem 34 for the solutions of 3,1ϕ = 0 on M.
Recall that d˜eg is the degree operator plus identity:
d˜eg = 1 + y0 ∂ 0 + y1
∂
1 + y2
∂
2 + y3
∂
3 .∂y ∂y ∂y ∂y
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time oriented as the boundary of {Y ∈ M; N(Y) > −R2}. (The orientation on M is given by
{e˜0, e1, e2, e3}.) This way πl(γ ) :H ′1 → SU(2) preserves the orientations on the sheet where
i TrY > 0 and reverses the orientation on the sheet where i TrY < 0. By abuse of notation,
we let dS denote the Euclidean volume form on H ′R . Then the 3-form Y−1 · Dy equals dS‖Y‖ on
{Y ∈ H ′R; i TrY > 0} and − dS‖Y‖ on {Y ∈ H ′R; i TrY < 0}.
Theorem 65. For all ϕ ∈H(M)+, all Z ∈ T+ and all R > 0 we have:
ϕ(Z) = − 1
2π2
∫
Y∈H ′R
R +N(Z)
N(Y −Z)2 · ϕ(Y )
dS
‖Y‖ =
1
2π2
∫
Y∈H ′R
(d˜egϕ)(Y )
N(Y −Z)
dS
‖Y‖ .
Similarly, for all ϕ ∈H(M)−, all Z ∈ T− and all R > 0 we have:
ϕ(Z) = − 1
2π2
∫
Y∈H ′R
R +N(Z)
N(Y −Z)2 · ϕ(Y )
dS
‖Y‖ =
1
2π2
∫
Y∈H ′R
(d˜egϕ)(Y )
N(Y −Z)
dS
‖Y‖ .
Proof. First we check the formula for R = 1: The map πl(γ ) sends the cycle H1 into the sphere
S3 ⊂ H of radius one. Changing the variables Z = (Z′ − i)(Z′ + i)−1, Y = (Y ′ − i)(Y ′ + i)−1,
and using Lemma 10 with Proposition 11, we can rewrite∫
Y∈H ′1
1 +N(Z)
N(Y −Z)2 · ϕ(Y )
dS
‖Y‖
=
∫
Y∈H1
1 +N(Z)
N(Y −Z)2 ·
Dy
Y
· ϕ(Y )
=
∫
Y ′∈S3
1 +N(Z′−i
Z′+i )
N(Y ′ −Z′)2 ·N(Z
′ + i)2 · N(1 − iY
′)2
2
· Y
′ + i
Y ′ − i ·
(1 − iY ′)−1
N(1 − iY ′) ·Dy ·
(Y ′ + i)−1
N(Y ′ + i)
· ϕ
(
Y ′ − i
Y ′ + i
)
= N(Z
′ + i)
2
∫
Y ′∈S3
N(Z′ + i)+N(Z′ − i)
N(Y ′ −Z′)2 ·
N(1 − iY ′)
(Y ′ − i) · (1 − iY ′) ·
Dy
N(Y ′ + i) · ϕ
(
Y ′ − i
Y ′ + i
)
= N(Z′ + i)
∫
Y ′∈S3
N(Z′)− 1
N(Y ′ −Z′)2 ·
N(1 − iY ′)
(Y ′ − i) · (1 − iY ′) ·Dy ·
1
N(Y ′ + i) · ϕ
(
Y ′ − i
Y ′ + i
)
= N(Z′ + i)
∫
Y ′∈S3
N(Z′)− 1
N(Y ′ −Z′)2 ·
Dy
Y ′
· 1
N(Y ′ + i) · ϕ
(
Y ′ − i
Y ′ + i
)
= −2π2ϕ((Z′ − i)(Z′ + i)−1)= −2π2ϕ(Z).
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of Theorem 34. 
Remark 66. A direct proof of Theorem 65 can also be given by adapting the proof of its Eu-
clidean analogue—Theorem 34.
3.7. Hydrogen atom: The continuous spectrum
In this subsection we revisit the spectral decomposition [2, (II)] of the three-dimensional
Laplacian with the Coulomb potential and identify the positive spectrum of (39) and the eigen-
functions. As in the Euclidean case, we start with a function ϕ satisfying the wave equation
3,1ϕ = 0 and the Minkowski analogue of the Poisson formula from Theorem 65 with R = 1.
We need a class of functions of fixed homogeneity degree. This class can be constructed as fol-
lows: pick λ ∈ R, P ∈ M with N(P ) = 0 and define
ϕλ(Y ) = 〈Y,−P 〉−1+iλ =
(
y0p0 − y1p1 − y2p2 − y3p3)−1+iλ.
Then clearly
(d˜egϕλ)(Y ) = iλϕλ(Y ).
Now, for each λ ∈ R, we construct a family of functions of homogeneity degree iλ. Consider the
hyperplane section of the light cone
p0 = 1, (p1)2 + (p2)2 + (p3)2 = 1
which is a two-dimensional sphere S2. Choose an orthogonal or orthonormal basis on S2
tn(P ), n = 1,2,3, . . . .
For example, it can consist of spherical harmonics Yml ’s related to the matrix coefficients t
l
m0’s,
where l = 0,1,2, . . . and −l m l (cf. [25]), but the specific choice of basis is not essential.
Now we define our family of functions of homogeneity degree iλ as
tλn (Y ) =
∫
S2
tn(P ) · 〈Y,−P 〉−1+iλ d2P, Y ∈ M.
These functions will play the role of harmonic polynomials t lnm(X) in the Euclidean case.
Remark 67. Note that, for a fixed l, the span of t lnm(X)’s was an irreducible representation of
SO(4) = SU(2) × SU(2)/Z2. In the same way, the span of tλn (Y )’s is an irreducible representa-
tion of SO(3,1). In fact these representations have unitary structures and can be characterized
among all unitary representations of SO(3,1) as those having a fixed vector for SO(3) embedded
diagonally in SO(3,1). These are usually called the type I representations.
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eigenfunctions of the hydrogen atom can be done the same way as in the Euclidean case. Fix a
λ ∈ R and let ϕ be a homogeneous solution of 3,1ϕ = 0 of degree iλ. Then we have:
ϕ(Z) = iλ
2π2
∫
Y∈H ′1
ϕ(Y )
N(Y −Z)
dS
‖Y‖ . (46)
Fix a ρ ∈ R \ {0} and apply the Cayley transform
πl
(
iρ −ρ
−1 i
)
:HC → HC, X → Y = i X − iρ
X + iρ .
This transform preserves M, and Y ∈ H1 if and only if x0 = 0. Thus we can allow in (46)
Y = i X − iρ
X + iρ , x
0 = 0 and Z = i W − iρ
W + iρ , w
0 = 0.
As in the Euclidean case, we introduce a function ψ :
ψ(Z) = 1
(N(Z)− ρ2)2 · ϕ
(
i
Z − iρ
Z + iρ
)
, ψ(W) = 1
(N(W)− ρ2)2 · ϕ
(
i
W − iρ
W + iρ
)
.
Then we apply the Fourier transform and eventually obtain
(
−1
2
+ (iρ)
2
2
)
ψˆ0(ξ) = (iλ)(iρ)|ξ | · ψˆ0(ξ)
which is the same as (38) in the Euclidean case, except ρ and 2l + 1 are replaced by iρ and iλ
respectively. We let κ = (iλ)(iρ) = −λρ, and we get
−
(
1
2
− κ|ξ |
)
ψˆ0(ξ) = E · ψˆ0(ξ), (47)
where
E = ρ
2
2
= κ
2
2λ2
.
Thus we obtain the eigenfunctions and eigenvalues of (47), just as in the Euclidean case. Note
that in the Minkowski space the eigenvalues are positive and we have a continuous spectrum.
Also note that the sign of κ depends on the signs of λ and ρ. The case κ > 0 is called attractive,
and the case κ < 0 is called repulsive.
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4.1. Reproducing formula for functions on HC
The group GL(2,H) can act on harmonic functions with isolated singularities by π0l and
π0r (Eqs. (25) and (26)). Differentiating these two actions we obtain two representations of
gl(2,H) which preserve H+ and agree on sl(2,H). We denote by (π0lr ,H+ ⊗ H+) the ten-
sor product representation π0l ⊗ π0r of gl(2,H). Complexifying, we get a representation of
gl(2,HC) = gl(2,H)⊗ C, and we can restrict it to a real form u(2,2) ⊂ gl(2,HC). From Theo-
rem 28 we know that the representations (π0l ,H+) and (π0r ,H+) of u(2,2) are unitary. It follows
that the representation (π0lr ,H+ ⊗H+) of u(2,2) is unitary as well and decomposes into a direct
sum of irreducible subrepresentations.
We have a map M1 on H+ ⊗H+ which is determined on pure tensors by multiplication
M1
(
ϕ1(Z1)⊗ ϕ2(Z2)
)= ϕ1(Z) · ϕ2(Z), ϕ1, ϕ2 ∈H+. (48)
To make M1 a gl(2,H)-equivariant map, we define an action of GL(2,H) on functions on HC
with isolated singularities by
ρ1(h) :F(Z) →
(
ρ1(h)F
)
(Z) = F((aZ + b)(cZ + d)
−1)
N(cZ + d) ·N(a′ −Zc′) ,
h =
(
a′ b′
c′ d ′
)
, h−1 =
(
a b
c d
)
∈ GL(2,H); (49)
since
(aZ + b)(cZ + d)−1 = (a′ −Zc′)−1(−b′ +Zd ′),
ρ1 is a well-defined action. Differentiating this action and complexifying, we obtain an action of
gl(4,C). Recall that ∂ = ( ∂11 ∂21
∂12 ∂22
)= 12∇ .
Lemma 68. The Lie algebra action ρ1 of gl(4,C) on functions on HC is given by
ρ1
(
A 0
0 0
)
:F → Tr(A · (−Z · ∂F − F)),
ρ1
(0 B
0 0
)
:F → Tr(B · (−∂F )),
ρ1
( 0 0
C 0
)
:F → Tr(C · (Z · (∂F ) ·Z + 2ZF ))
:F → Tr(C · (Z · ∂(ZF))),
ρ1
(0 0
0 D
)
:F → Tr(D · ((∂F ) ·Z + F ))
:F → Tr(D · (∂(ZF)− F )).
1854 I. Frenkel, M. Libine / Advances in Mathematics 218 (2008) 1806–1877This lemma implies that gl(4,C) preserves the space
Ж+ = {polynomial functions on HC} = C[zij ].
Theorem 82 implies that (ρ1,Ж+) is irreducible. It is the first example of a middle series repre-
sentation. In general, the middle series is formed from the lowest component in the tensor product
of dual representations from the most degenerate series. The middle series is another degenerate
series of irreducible unitary representations of SU(2,2) (see [17] for a complete classification of
the irreducible unitary representations).
Define
Ж= {polynomial functions on H×
C
}= C[zij ,N(Z)−1]
and
Ж− = {polynomials on H×
C
regular at infinity
}
= {F ∈ C[zij ,N(Z)−1]; F is regular at infinity}.
(Functions F ∈Ж are defined to be regular at infinity as in Definition 16.) Note that (ρ1,Ж+) 
(ρ1,Ж−) andЖ+ ⊕Ж− is a proper subspace ofЖ.
Proposition 69. The representation (ρ1,Ж) of gl(4,C) has a non-degenerate symmetric bilinear
pairing
〈F1,F2〉1 = i8π3
∫
U(2)R
F1(Z) · F2(Z)dZ4, F1,F2 ∈Ж, (50)
where R > 0 and
U(2)R =
{
RZ; Z ∈ U(2)}.
This bilinear pairing is u(2,2)-invariant and independent of the choice of R > 0.
Proof. Since the integrand is a closed form, the pairing is independent of the choice of R > 0.
We prove the invariance of the bilinear pairing on (ρ1,Ж) by showing that, for all h ∈ U(2,2)
sufficiently close to the identity element, we have
〈F1,F2〉1 =
〈
ρ1(h)F1, ρ1(h)F2
〉
1, F1,F2 ∈Ж.
If h−1 = ( a b
c d
) ∈ U(2,2), then h = ( a∗ −c∗−b∗ d∗ ). Writing Z˜ = (aZ + b)(cZ + d)−1 and using
Lemma 61, we obtain:
−8π3i · 〈ρ1(h)F1, ρ1(h)F2〉1
=
∫
U(2)
F1(Z˜)
N(cZ + d) ·N(a∗ +Zb∗) ·
F2(Z˜)
N(cZ + d) ·N(a∗ +Zb∗) dZ
4
=
∫
F1(Z˜) · F2(Z˜) dZ˜4 = −8π3i · 〈F1,F2〉1.
U(2)
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F2(Z) =
(
ρ1
(0 1
1 0
)
F1
)
(Z∗) = 1
N(Z)2
· F1
(
(Z∗)−1
)
.
Then
〈F1,F2〉1 = i8π3
∫
U(2)
∣∣F1(Z)∣∣2 dZ4
N(Z)2
> 0,
unless F1 = 0. 
Next we prove a reproducing formula for functions on HC.
Theorem 70. For all F(Z) ∈ C[zij ] with no differential conditions imposed whatsoever, all
R > 0 and all W ∈ H with N(W) < R2, we have
F(W) =
〈
F(Z),
1
N(Z −W)2
〉
1
= i
8π3
∫
Z∈U(2)R
F (Z)
N(Z −W)2 dZ
4.
Lemma 71. The map onЖ+
F(Z) →
∫
Z∈U(2)
F (Z)
N(Z −W)2 dZ
4 (51)
is U(2,2)-equivariant.
Proof. If h−1 = ( a b
c d
) ∈ U(2,2), then h = ( a∗ −c∗−b∗ d∗ ). Writing Z˜ = (aZ + b)(cZ + d)−1, W˜ =
(aW + b)(cW + d)−1 and using Corollary 59 and Lemma 61, we obtain:
ρ1(h)F (Z)
N(Z −W)2 dZ
4
= F(Z˜)
N(cZ + d) ·N(a∗ +Zb∗) ·N(Z −W)2 dZ
4
= F(Z˜)
N(cZ + d)2 ·N(a∗ +Zb∗)2 ·N(Z˜ − W˜ )2 ·N(cW + d) ·N(a∗ +Wb∗) dZ
4
= F(Z˜)
N(Z˜ − W˜ )2 ·N(cW + d) ·N(a∗ +Wb∗) dZ˜
4.
The U(2,2)-equivariance then follows. 
Proof of Theorem 70. The group U(2)×U(2) is a maximal compact subgroup of U(2,2), and
the map (51) must preserve the space of U(2) × U(2)-finite vectors. Hence by Schur’s Lemma
1856 I. Frenkel, M. Libine / Advances in Mathematics 218 (2008) 1806–1877there exists a λ ∈ C such that the map (51) is given by multiplication by λ. To pin down the value
of λ we substitute P(Z) ≡ 1 and W = 0, and we immediately see that λ = −8π3i. 
Remark 72. Another proof of Theorem 70 can be given using the matrix coefficient expansions
from Proposition 27.
We have the following Minkowski counterparts of Proposition 69 and Theorem 70. They are
proved the same way Theorems 58 and 65 were.
We denote by Ж(M) the space of functions F on M such that ρ1(γ−1)F extends holomor-
phically to an open neighborhood of U(2). We also define the spaces Ж(M)± of holomorphic
functions F on T± such that ρ1(γ−1)F extends to a holomorphic function defined on a neigh-
borhood of the closure of D± and, in the case ofЖ(M)−, regular at infinity.
Proposition 73. The representation (ρ1,Ж(M)) of gl(4,C) has a non-degenerate symmetric
bilinear pairing
〈F1,F2〉1 = i8π3
∫
M
F1(Z) · F2(Z)dZ4, F1,F2 ∈Ж(M), (52)
which is u(2,2)′-invariant.
Theorem 74. For all F ∈Ж(M)+ and all W ∈ T+, we have:
F(W) =
〈
F(Z),
1
N(Z −W)2
〉
1
= i
8π3
∫
Z∈M
F(Z)
N(Z −W)2 dZ
4.
Similarly, for all F ∈Ж(M)− and all W ∈ T−, we have:
F(W) =
〈
F(Z),
1
N(Z −W)2
〉
1
= i
8π3
∫
Z∈M
F(Z)
N(Z −W)2 dZ
4.
We conclude this subsection with a discussion of Hardy spaces. The main references are
[24,8,1]. First we define the Hardy spaces of holomorphic functions on D±:
H2
(
D+
)= {f ∈O(D+); sup
0<r<1
∫
U(2)
∣∣f (rZ)∣∣2 dZ4
N(Z)2
< ∞
}
,
and H2(D−) is defined similarly; these spaces are completions ofЖ+ andЖ−. Then we define
H2harm
(
D+
)= {f ∈O(D+); f = 0, sup
0<r<1
∫
SU(2)
(d˜egf )(rZ) · f (rZ)dS < ∞
}
,
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−); these spaces are completions of H+ and H−. Next we define the
Hardy spaces on T±:
H2
(
T+
)= {f ∈O(T+); sup
W∈C+
∫
Y∈M
∣∣f (Y + iW)∣∣2 dY 4 < ∞},
and similarly for H2(T−); these spaces are completions ofЖ(M)+ andЖ(M)−. Then we define
H2harm
(
T+
)= {f ∈O(T+); f = 0, sup
W∈C+
∫
H ′1
(d˜egf )(Y + iW) · f (Y + iW) dS‖Y‖ < ∞
}
,
and similarly for H2harm(T
−); these spaces are completions of H(M)+ and H(M)−.
Theorem 75. (See [8,1].) The Cayley transform provides isomorphisms of Hardy spaces
ρ1(γ ) : H2
(
D±
) H2(T±), π0l (γ ) : H2harm(D±) H2harm(T±).
And the Fourier transform provides isomorphisms
H2
(
T±
) L2(C+, dZ4), H2harm(T±) L2(∂C+, dS/‖Y‖),
where C+ is the open cone in M defined by (45).
The Poisson and reproducing formulas on H and M naturally extend to the Hardy spaces on
D± and T± respectively.
4.2. Quaternionic analogue of the Cauchy formula for the second order pole
In this subsection we prove a quaternionic analogue of the Cauchy formula for the second
order pole (8) for quaternionic-valued functions.
We introduce the following notations:
V+ = {polynomial left-regular spinor-valued functions on HC},
V ′+ = {polynomial right-regular spinor-valued functions on HC},
W+ = {HC-valued polynomial functions on HC} = HC[zij ].
The group GL(2,H) acts on the spaces of left- and right-regular spinor-valued functions via πl
and πr given by (22) and (23). Differentiating the actions πl and πr of GL(2,H) on spinor-valued
regular functions we get representations of the Lie algebra gl(2,H) which we still denote by πl
and πr . We denote by (πlr ,V+ ⊗ V ′+) the tensor product representation πl ⊗ πr of gl(2,H).
Complexifying, we get a representation of gl(2,HC) = gl(2,H) ⊗ C, and we can restrict it to
a real form u(2,2) ⊂ gl(2,HC). From Theorem 28 we know that the representations (πl,V+)
and (πr ,V ′+) of u(2,2) are unitary. It follows that the representation (πlr ,V+ ⊗V ′+) of u(2,2)
is also unitary and decomposes into a direct sum of irreducible subrepresentations. The lowest
component W+ is the second example of a middle series representation.
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M
(
f (Z1)⊗ g(Z2)
)= f (Z) · g(Z), f ∈ V+, g ∈ V ′+.
This map M becomes gl(2,H)-equivariant if we define an action of GL(2,H) on HC-valued
functions on H with isolated singularities by
ρ2(h) :F(Z) →
(
ρ2(h)F
)
(Z) = (cZ + d)
−1
N(cZ + d) · F
(
(aZ + b)(cZ + d)−1) · (a′ −Zc′)−1
N(a′ −Zc′) ,
h =
(
a′ b′
c′ d ′
)
, h−1 =
(
a b
c d
)
∈ GL(2,H); (53)
since (aZ+b)(cZ+d)−1 = (a′−Zc′)−1(−b′+Zd ′), ρ2 is a well-defined action. Differentiating
this action and complexifying, we obtain an action of gl(4,C) which preserves the space W+.
Then M becomes an intertwining operator between gl(4,C)-representations (πlr ,V+ ⊗ V ′+)
and (ρ2,W+). By Theorem 82, (ρ2,W+) is irreducible unitary on u(2,2). We will describe the
unitary structure at the end of his subsection.
Lemma 76. For all differentiable HC-valued functions F ,
∇Z F(W)
N(Z −W)2 ∇Z −Z
F(W)+
N(Z −W)2 = 24 ·
(Z −W)−1
N(Z −W) · F(W) ·
(Z −W)−1
N(Z −W) .
Proof. We prove the lemma by direct computation using ∇ = 2( ∂11 ∂21
∂12 ∂22
)
. First we verify
∇Z 1
N(Z −W)2 =
1
N(Z −W)2 ∇Z = −4
(Z −W)+
N(Z −W)3 .
Next we compute
−∇Z F(W) · (Z −W)
+
N(Z −W)3
= 6 (Z −W)
+ · F(W) · (Z −W)+
N(Z −W)4 −
1
N(Z −W)3 · ∇Z
(
F(W)(Z −W)+),
∇Z
[(
F11 F12
F21 F22
)(
z22 −z12
−z21 z11
)]
= 2
(
∂11 ∂21
∂12 ∂22
)(
F11z22 − F12z21 −F11z12 + F12z11
F21z22 − F22z21 −F21z12 + F22z11
)
= 2
(−F22 F12
F21 −F11
)
= −2F(W)+.
On the other hand, = 4(∂11∂22 − ∂12∂21), so
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1
N(Z −W)2 = −8∂11
(z11 −w11)
N(Z −W)3 − 8∂12
(z12 −w12)
N(Z −W)3
= − 16
N(Z −W)3 + 24
(z11 −w11)(z22 −w22)− (z12 −w12)(z21 −w21)
N(Z −W)4
= 8
N(Z −W)3 ,
and the lemma follows. 
Let Mx denote the differential operator on W+ defined by
MxF = ∇F∇ −F+.
Theorem 70 holds for C-valued functions and can also be applied to the HC-valued functions
in W+. Applying Mx to both sides of the equation, we obtain another quaternionic analogue of
the Cauchy formula with the second order pole:
Theorem 77. For all F(Z) ∈ HC[zij ], for all R > 0 and all W ∈ H with N(W) < R2, we have
MxF(W) = 3i
π3
∫
Z∈U(2)R
(Z −W)−1
N(Z −W) · F(Z) ·
(Z −W)−1
N(Z −W) dZ
4.
Define another meromorphic action of GL(2,H) on HC-valued functions on H:
ρ′2(h) :F(Z) →
(
ρ′2(h)F
)
(Z) = (a
′ −Zc′)
N(a′ −Zc′) · F
(
(aZ + b)(cZ + d)−1) · (cZ + d)
N(cZ + d) ,
h =
(
a′ b′
c′ d ′
)
, h−1 =
(
a b
c d
)
∈ GL(2,H).
Differentiating this action and complexifying, we obtain a representation ρ′2 of gl(4,C). This
action preserves W+, and we denote by W ′+ the space W+ with ρ′2 action of gl(4,C).
Proposition 78. The differential operator Mx is an intertwining operator of gl(4,C)-represen-
tations (ρ′2,W ′+) → (ρ2,W+).
Proof. It is sufficient to prove that Mx intertwines the actions of u(2,2). And to do this, it is
sufficient to check that Mx intertwines the actions of all h ∈ U(2,2) sufficiently close to the
identity element. We have:
Mx
(
ρ′2(h)F
)
(W)
= 3i
π3
∫
(Z −W)−1 · (ρ′2(h)F )(Z) · (Z −W)−1
N(Z −W)2 dZ
4U(2)
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π3
∫
U(2)
(Z −W)−1 · (a∗ +Zb∗) · F(Z˜) · (cZ + d) · (Z −W)−1
N(a∗ +Zb∗) ·N(cZ + d) ·N(Z −W)2 dZ
4
= 3i
π3
∫
U(2)
(cW + d)−1 · (Z˜ − W˜ )−1 · F(Z˜) · (Z˜ − W˜ )−1 · (a∗ +Wb∗)−1
N(cZ + d)2 ·N(a∗ +Zb∗)2 ·N(cW + d) ·N(a∗ +Wb∗) ·N(Z˜ − W˜ )2 dZ
4
= 3i
π3
∫
U(2)
(cW + d)−1 · (Z˜ − W˜ )−1 · F(Z˜) · (Z˜ − W˜ )−1 · (a∗ +Wb∗)−1
N(cW + d) ·N(a∗ +Wb∗) ·N(Z˜ − W˜ )2 dZ˜
4
= (ρ2(h)MxF)(W). 
Remark 79. It is also true that the differential operator Mx intertwines the actions ρ′2 and ρ2 on
all smooth HC-valued functions on HC, not just on the polynomial ones. This can be verified
directly without the use of Theorem 77 and requires calculations involving Lie algebra actions.
Define
W = {HC-valued polynomials on H×C}= {F ∈ H ⊗ C[zij ,N(Z)−1]}
and
W− = {HC-valued polynomials on H×C regular at infinity}
= {F ∈ H ⊗ C[zij ,N(Z)−1]; F is regular at infinity}.
Note that W+ ⊕W− is a proper subspace of W . The Lie algebra gl(4,C) acts on W and W−
by ρ2. We denote by W ′ and W ′− the same spaces with ρ′2 action.
Proposition 80. There is a u(2,2)-invariant bilinear pairing between the representations
(ρ2,W) and (ρ′2,W ′) of gl(4,C) given by
〈F1,F2〉 = i8π3
∫
U(2)R
Tr
(
F1(Z) · F2(Z)
)
dZ4, F1 ∈W, F2 ∈W ′.
This pairing is independent of the choice of R > 0. Moreover, for each F1 ∈W+, F1 = 0, there
is an F2 ∈W ′− such that 〈F1,F2〉 = 0.
Proof. Since the integrand is a closed form, the pairing is independent of the choice of R > 0.
We prove the invariance of the bilinear pairing on W ×W ′ by showing that, for all h ∈ U(2,2)
sufficiently close to the identity element, we have
〈F1,F2〉 =
〈
ρ2(h)F1, ρ
′
2(h)F2
〉
, F1 ∈W, F2 ∈W ′.
If h−1 = ( a b
c d
) ∈ U(2,2), then h = ( a∗ −c∗−b∗ d∗ ). Writing Z˜ = (aZ + b)(cZ + d)−1 and using
Lemma 61, we obtain:
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=
∫
U(2)
Tr
(
(cZ + d)−1 · F1(Z˜) · (a∗ +Zb∗)−1
N(cZ + d) ·N(a∗ +Zb∗) ·
(a∗ +Zb∗) · F2(Z˜) · (cZ + d)
N(cZ + d) ·N(a∗ +Zb∗)
)
dZ4
=
∫
U(2)
Tr
(
F1(Z˜) · F2(Z˜)
)
dZ˜4 = −8π3i · 〈F1,F2〉.
To prove the second statement, pick an F1 ∈W+, F1 = 0, and define F ′1(Z) = −Z ·F1(Z) ·Z,
F2(Z) =
(
ρ′2
(0 1
1 0
)
F ′1
)
(Z∗) = 1
N(Z)2
· F1
(
(Z∗)−1
) ∈W−.
Then
〈F1,F2〉 = i8π3
∫
U(2)
∣∣F1(Z)∣∣2 dZ4
N(Z)2
> 0. 
Since (ρ2,W+) is irreducible, Proposition 78 implies W+ W ′+/ker Mx. Thus we obtain
a u(2,2)-invariant pairing on W ′+ ×W ′−:
〈F1,F2〉W+ = 〈F1,MxF2〉 = 〈MxF1,F2〉
= −3
8π6
∫
W∈U(2)r
∫
Z∈U(2)R
Tr
(
F1(W) · (Z −W)
−1
N(Z −W) · F2(Z) ·
(Z −W)−1
N(Z −W)
)
dZ4 dW 4,
(54)
where F1 ∈ W ′+, F2 ∈ W ′−and R > r > 0. This pairing is zero on the kernels of Mx and
descends to a non-degenerate pairing on (W ′+/ker Mx)× (W ′−/ker Mx) W+ ×W−.
Next we state the Minkowski counterpart of Theorem 77.
Theorem 81. For all F ∈Ж(M)+ and all W ∈ T+, we have:
MxF(W) = 3i
π3
∫
Z∈M
(Z −W)−1
N(Z −W) · F(Z) ·
(Z −W)−1
N(Z −W) dZ
4.
Similarly, for all F ∈Ж(M)− and all W ∈ T−, we have:
MxF(W) = 3i
π3
∫
Z∈M
(Z −W)−1
N(Z −W) · F(Z) ·
(Z −W)−1
N(Z −W) dZ
4.
We can also consider the Hardy spaces which are completions of the spaces of left- and right-
regular functions on D± and T±:
H2left-reg
(
D+,S
)= {f ∈O(D+,S); ∇+f = 0, sup
0<r<1
∫ ∣∣f (rZ)∣∣2 dS < ∞},
SU(2)
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−,S) and H2right-reg(D±,S′); then
H2left-reg
(
T+,S
)= {f ∈O(T+,S); ∇+f = 0, sup
W∈C+
∫
H ′1
∣∣f (Y + iW)∣∣2 dS < ∞},
and similarly for H2left-reg(T
−,S) and H2right-reg(T±,S′). In light of Theorem 75, it is natural to
expect the following isomorphisms
πl(γ ) : H2left-reg
(
D±,S
) H2left-reg(T±,S),
πr(γ ) : H2right-reg
(
D±,S′
) H2right-reg(T±,S′).
The Fueter formulas on H and M naturally extend to these Hardy spaces on D± and T± respec-
tively.
4.3. Maxwell equations in vacuum
In this subsection we identify the operator Mx with Maxwell equations for the gauge potential.
Recall the classical Maxwell equations:
−→∇ · −→B = 0, −→∇ · −→E = 0,
−→∇ × −→B = ∂
−→
E
∂t
,
−→∇ × −→E = −∂
−→
B
∂t
,
where −→B and −→E are three-dimensional vector functions on R4 (called respectively the magnetic
and electric fields) and −→∇ = ( ∂
∂y1
, ∂
∂y2
, ∂
∂y3
), as usual. One can look for solutions in the form of
the gauge field A = (A0,−→A), where −→A is a three-dimensional vector function on R4, by taking
−→
B = −→∇ × −→A, −→E = −→∇A0 − ∂
−→
A
∂t
. (55)
This presentation is gauge invariant, i.e. −→B and −→E stay unchanged if A is replaced with A′ = A+
(∂ϕ/∂t,
−→∇ϕ), for any scalar-valued function ϕ on R4. Under the presentation (55), the equations−→∇ · −→B = 0 and −→∇ × −→E = − ∂−→B
∂t
are satisfied automatically. Thus we end up with two equations:
−→∇ ·
(
−→∇A0 − ∂
−→
A
∂t
)
= 0, −→∇ × (−→∇ × −→A) = ∂
∂t
(
−→∇A0 − ∂
−→
A
∂t
)
. (56)
Now we would like to compare these equations with the quaternionic equation Mx A˜ = 0,
A˜ ∈W+. We identify the y0 coordinate with time t , write −→A as A1e1 +A2e2 +A3e3 and intro-
duce
A˜ = A0e˜0 −A1e1 −A2e2 −A3e3 = e˜0A0 − −→A.
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−→
A) so that replacing (A0,
−→
A) with (A0,
−→
A) + (∂ϕ/∂t,−→∇ϕ)
corresponds to replacing A˜ with(
A0 + ∂ϕ
∂y0
)
e˜0 −
(
A1 + ∂ϕ
∂y1
)
e1 −
(
A2 + ∂ϕ
∂y2
)
e2 −
(
A3 + ∂ϕ
∂y3
)
e3 = A˜+ ∇+Mϕ,
for all ϕ :M → C, and
Mx∇+
M
ϕ = ∇M∇+Mϕ∇M −3,1
(∇+
M
ϕ
)+ = ∇M(3,1ϕ)−3,1(∇Mϕ) = 0.
This way the equation Mx A˜ = 0 becomes gauge invariant. We need to expand
Mx A˜ = ∇MA˜∇M −3,1A˜+ = 0.
We have ∇M = i ∂∂y0 +
−→∇ , and so
A˜∇M = (iA0 − −→A)
(
i
∂
∂y0
+ −→∇
)
= −∂A0
∂y0
− i ∂
−→
A
∂y0
+ i−→∇A0 + −→∇ · −→A + −→∇ × −→A.
Therefore,
∇MA˜∇M =
(
i
∂
∂y0
+ −→∇
)
(A˜∇M)
= −i ∂
2A0
(∂y0)2
+ ∂
2−→A
(∂y0)2
− −→∇ ∂A0
∂y0
+ i−→∇ · ∂
−→
A
∂y0
+ i−→∇ × ∂
−→
A
∂y0
− −→∇ ∂A0
∂y0
+ i ∂
∂y0
(
−→∇ · −→A)− i ∂
∂y0
(
−→∇ × −→A)− i−→∇ · (−→∇A0)+ i−→∇ × (−→∇A0)
+ −→∇(−→∇ · −→A)− −→∇ · (−→∇ × −→A)+ −→∇ × (−→∇ × −→A)
= −i ∂
2A0
(∂y0)2
+ ∂
2−→A
(∂y0)2
− 2−→∇ ∂A0
∂y0
+ 2i−→∇ · ∂
−→
A
∂y0
− i−→∇ · (−→∇A0)+ −→∇(−→∇ · −→A)+ −→∇ × (−→∇ × −→A).
We also have
−3,1A˜+ =
(
∂2
(∂y0)2
− ∂
2
(∂y1)2
− ∂
2
(∂y2)2
− ∂
2
(∂y3)2
)
(iA0 + −→A).
We consider separately the scalar and vector terms in ∇MA˜∇M −3,1A˜+. The scalar term is:
−i ∂
2A0
(∂y0)2
+ 2i−→∇ · ∂
−→
A
∂y0
− i−→∇ · −→∇A0 + i
(
∂2A0
(∂y0)2
− ∂
2A0
(∂y1)2
− ∂
2A0
(∂y2)2
− ∂
2A0
(∂y3)2
)
= 2i
(
−→∇ · ∂
−→
A
∂y0
− −→∇ · (−→∇A0)
)
= −2i−→∇ ·
(
−→∇A0 − ∂
−→
A
∂y0
)
,
and the vector term is:
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−→
A
(∂y0)2
− 2−→∇ ∂A0
∂y0
+ −→∇(−→∇ · −→A)+ −→∇ × (−→∇ × −→A)+
(
∂2
(∂y0)2
− ∂
2
(∂y1)2
− ∂
2
(∂y2)2
− ∂
2
(∂y3)2
)
−→
A
= 2−→∇ × (−→∇ × −→A)− 2 ∂
∂y0
(
−→∇A0 − ∂
−→
A
∂y0
)
,
where we are using the vector calculus identity −→∇(−→∇ · −→A) − (−→∇ · −→∇)−→A = −→∇ × (−→∇ × −→A). Thus
we conclude that our equation Mx A˜ = 0 is just a concise quaternionic form of the Maxwell
equations for the gauge potential (56)!
4.4. On rings and modules of quaternionic functions
In Section 4.2 we obtained a quaternionic version of the Cauchy formula for double pole using
the representation theoretic analogy with the complex case. Now we would like to extend further
the analogy and introduce a suitable candidate for the ring of quaternionic functions.
Let us recall the representations (ρk,Vk), k = 0,1,2, of sl(2,C) defined by (9). The multipli-
cation defines an intertwining operator V1 ⊗V1 → V2. Moreover, one has an algebra structure on
V0 and module structures on V1 and V2 compatible with the action of sl(2,C) and the intertwin-
ing operator (11) between V0 and V2. The latter can be expressed using the Cauchy formula (8).
Also there is an inverse operator V2 → V0 given by the residue 12πi
∮
f (z) dz.
We have seen that these representations and intertwining operators have exact quaternionic
counterparts W ′, V (or V ′) and W , except there is no algebra structure on W ′. In order to get
this structure one should embed W ′ and W into a larger complex that has already appeared in
the form of the gauge transformations of the Maxwell equations
W ′0 ∇
+−−→W ′ Mx−−→W Re◦∇+−−−−→W0, (57)
where W ′0 denotes the scalar-valued functions on H×C and W0 is the dual space with respect to
the pairing given by (50) (or (52) in Minkowski formulation). One can check that these maps are
equivariant for the following actions of the conformal group
F(Z) → F ((aZ + b)(cZ + d)−1), on W ′0,
F (Z) → F((aZ + b)(cZ + d)
−1)
N(a′ −Zc′)2 ·N(cZ + d)2 , on W0,
h = ( a′ b′
c′ d ′
)
, h−1 = ( a b
c d
) ∈ GL(2,HC).
Thus the space W ′0 of quaternionic scalar functions has a natural algebra structure, and the
other spaces W ′, W , W0 have module structures over W ′0. Since the kernel of ∇+|W ′0 consists
of constants only, we can transfer the algebra structure to the image of W ′0 in W ′ extended
by constants. This is the most elementary analogue of the ring of holomorphic functions in the
quaternionic case.
It is also interesting to study the other intertwining operators between the spaces in (57). We
can consider an integral operator Xm:
F(Z) → (XmF)(W) =
∫
(Z −W) · F(Z) · (Z −W)
N(Z −W)2 dZ
4.U(2)
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MxW
(
(Z −W) · F(Z) · (Z −W)
N(Z −W)2
)
= 0,
which implies Mx◦Xm = 0. It is also true that Xm◦Mx = 0.
The operator Xm can be embedded into a larger complex
W0 →W Xm−−→W ′ →W ′0,
There is also an intertwining operator
 ◦ :W ′0 →W0
(see [15]) and its inverse is given by the quaternionic residue:
W0 →W ′0, F (Z) →
∫
U(2)
F (Z)dZ4.
One can also consider the intertwining operators
 ◦ ∇+ :W0 →W ′, Re ◦ ◦ ∇+ :W →W ′0
and their inverses.
4.5. Bilinear pairing and polarization of vacuum
In Section 4.2 we have obtained an intertwining operator Mx :W ′+ →W+ and the pairing
〈·,·〉 :W+ ×W ′− → C. The combination of these two yields a bilinear map
W ′+ ×W ′−
Mx⊗1
C
W+ ×W ′−
〈 · , · 〉 (58)
which is zero on the kernels of Mx. This bilinear map can be presented in a more symmetric way
using the square of the Fueter kernel with values in HC ⊗ HC
Π(Z −W) = (Z −W)
−1
N(Z −W) ⊗˜
(Z −W)−1
N(Z −W) · σ = σ ·
(Z −W)−1
N(Z −W) ⊗˜
(Z −W)−1
N(Z −W) ,
where ⊗˜ denotes the Kronecker product of matrices,
σ =
⎛⎜⎝
1 0 0 0
0 0 1 0
0 1 0 0
⎞⎟⎠ ,
0 0 0 1
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−3
8π6
∫
W∈U(2)r
∫
Z∈U(2)R
Tr
((
F1(W) ⊗˜ 1
) ·Π(Z −W) · (1 ⊗˜ F2(Z)))dZ4 dW 4, (59)
where F1 ∈W ′+, F2 ∈W ′−, R > r > 0 and the trace is taken in HC ⊗HC. Theorem 77 implies
that the bilinear maps defined by (54), (58) and (59) coincide. However, there is a crucial differ-
ence between the two expressions (58) and (59) when we want to extend them to bilinear pairings
on the full space W ′. Since both the intertwining operator Mx and the pairing 〈·,·〉 are still valid
when W ′+ and W+ are replaced by W ′ and W respectively, the pairing defined by extending
(58) makes perfect sense. On the other hand, the best obvious extension of (59) works only for
W ′+ ⊕W ′+ W ′ and W+ ⊕W+ W . Thus we arrive at a very interesting and important
problem of how to generalize the double integral (59) so that it expresses the bilinear pairing
defined by (58) on the full space W ′. Clearly, this problem is directly related to the extension to
W ′ of the quaternionic Cauchy formula for the second order pole. Recall that the Cauchy–Fueter
formula (Theorem 9) is valid for the full spaces V and V ′, though in this case we have a perfect
polarization V = V+ ⊕ V ′− and V = V ′+ ⊕ V ′−.
Certainly, the problem of the integral presentation of the bilinear pairing in W ′ persists in the
Minkowski picture, where the integration over U(2) in (59) is replaced by the integration over
M. But this case is deeply related to a fundamental problem in quantum electrodynamics known
as the vacuum polarization. It does admit a “physical” solution which requires a better mathe-
matical understanding. Physicists manage to redefine the kernel Π(Z −W)—usually called the
polarization operator—by considering its Fourier transform and subtracting unwanted infinite
terms (for example, see [3]). As a result, they obtain
regΠ(Z −W) = c(∇δ(4)(Z −W)∇ −(δ(4)(Z −W))+),
where the constant c depends on the regularization procedure, and the differential operators are
applied to the HC ⊗ HC-valued delta function in such a way that the integration over Z ∈ M
or W ∈ M yields the pairing (58) defined by the second integration over M and the Maxwell
operator Mx. The polarization operator has a standard graphical presentation by means of the
divergent Feynman diagram of the second order
We will encounter more Feynman diagrams in the next section, which indicates that their
appearance in quaternionic analysis is not a mere accident but a reflection of a profound relation.
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5.1. Irreducible components of H+ ⊗H+
In the previous section we studied the top irreducible component Ж+ of the tensor product
H+ ⊗H+. In this subsection we describe all the irreducible components in the decomposition
of this tensor product, which consist of all middle series representations.
For n ∈ N, let Cn×n denote the space of complex n× n matrices. The group GL(2,H) acts on
Cn×n-valued functions on HC with isolated singularities via
ρn(h) :F(Z) →
(
ρn(h)F
)
(Z) = τn(cZ + d)
−1
N(cZ + d) · F
(
(aZ + b)(cZ + d)−1) · τn(a′ −Zc′)−1
N(a′ −Zc′) ,
h =
(
a′ b′
c′ d ′
)
, h−1 =
(
a b
c d
)
∈ GL(2,H), (60)
where cZ+d and a′ −Zc′ are regarded as elements of GL(2,C) and τn : GL(2,C) → Aut(Cn) ⊂
Cn×n is the irreducible n-dimensional representation of GL(2,C). For n = 1, τ1 ≡ 1 and (60)
agrees with (49); and, for n = 2, (60) agrees with (53). Let
Жn =Ж⊗ Cn×n, Ж+n =Ж+ ⊗ Cn×n, Ж−n =Ж− ⊗ Cn×n
be the spaces of polynomial functions with values in Cn×n defined on H×
C
, HC and H×C ∪ {∞}
respectively; Ж+n ⊕Ж−n is a proper subspace of Жn. Differentiating ρn-action and complexi-
fying, we obtain a representation of gl(4,C) in Жn which preserves Ж+n and Ж−n . Note that
(ρn,Ж+n )  (ρn,Ж−n ), (ρ1,Ж1) = (ρ1,Ж) and (ρ2,Ж2) = (ρ2,W).
Theorem 82. (See [16].) The representations (ρn,Ж+n ), n = 0,1,2,3, . . . , of gl(4,C) are irre-
ducible. They possess inner products which make them unitary representations of the real form
u(2,2) of gl(4,C).
As in Section 4.2, we can also consider the actions
ρ′n(h) :F(Z) →
(
ρn(h)F
)
(Z) = τn(a
′ −Zc′)
N(a′ −Zc′) · F
(
(aZ + b)(cZ + d)−1) · τn(cZ + d)
N(cZ + d) ,
h =
(
a′ b′
c′ d ′
)
, h−1 =
(
a b
c d
)
∈ GL(2,H).
Differentiating these actions and complexifying, we obtain representations of gl(4,C) in Жn
which preserves Ж+n and Ж−n . Denote by Ж′n, Ж′+n and Ж′−n the spaces Жn, Ж+n and Ж−n
with ρ′n-action. Note that (Ж′1, ρ′1) = (Ж, ρ1) and (Ж′2, ρ′2) = (W ′, ρ′2). Then (Ж±n , ρn) can be
realized as irreducible quotients of (Ж′±n , ρ′n). The same proof as in Proposition 78 shows:
Proposition 83. We have an intertwining operator
Mxn :
(
Ж′±n , ρ′n
)→ (Ж±n , ρn),
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Mxn F (W) = 3i
π3
∫
Z∈U(2)R
τn(Z −W)−1
N(Z −W) · F(Z) ·
τn(Z −W)−1
N(Z −W) dZ
4, F ∈Жn.
(This definition is independent of R > 0.)
Similarly, the proof of Proposition 80 shows:
Proposition 84. There is a u(2,2)-invariant bilinear pairing between the representations
(ρn,Жn) and (ρ′n,Ж′n) given by
〈F1,F2〉 = i8π3
∫
U(2)R
Tr
(
F1(Z) · F2(Z)
)
dZ4, F1 ∈Жn, F2 ∈Ж′n.
This pairing is independent of the choice of R > 0. Moreover, for each F1 ∈Ж+n , F1 = 0, there
is an F2 ∈Ж′−n such that 〈F1,F2〉 = 0.
Since (ρn,Ж±n ) is irreducible, Proposition 83 implies that Ж±n Ж′±n /ker Mxn. Thus we
obtain a u(2,2)-invariant bilinear pairing onЖ′+n ×Ж′−n :
〈F1,F2〉n
= −3
8π6
∫
W∈U(2)r
∫
Z∈U(2)R
Tr
(
F1(W) · τn(Z −W)
−1
N(Z −W) · F2(Z) ·
τn(Z −W)−1
N(Z −W)
)
dZ4 ∧ dW 4,
where F1 ∈Ж′+n , F2 ∈Ж′−n and R > r > 0. This pairing is independent of the choices of
R > r > 0, vanishes on the kernels of Mxn and descends to a non-degenerate pairing on
(Ж′+n /ker Mxn)× (Ж′−n /ker Mxn) Ж+n ×Ж−n . For n = 1, 2 we get (50), (54) respectively.
According to [16], the representation (π0lr ,H+ ⊗H+) of gl(2,H) decomposes into a direct
sum of irreducible representations
H+ ⊗H+ =
∞⊕
n=1
Ж+n . (61)
We describe the intertwining maps Mn :H+ ⊗H+ →Ж+n .
Theorem 85. For each n 1, the intertwining map Mn :H+ ⊗H+ →Ж+n is given by
ϕ1(Z1)⊗ ϕ2(Z2) →
(
τn(∂Z1 − ∂Z2)
(
ϕ1(Z1) · ϕ2(Z2)
))∣∣
Z1=Z2=Z, ϕ1, ϕ2 ∈H+. (62)
Remark 86. Here ∂ = ∂Z is a first order differential operator
( ∂11 ∂21
∂12 ∂22
)
:Ж1 →Ж2, and τn is
regarded as a map gl(2,C)  C2×2 → Cn×n so that τn(∂) is an n × n matrix of differential
operators of order n− 1. If n = 1, τ1 is defined to be 1, i.e.
M1 :ϕ1(Z1)⊗ ϕ2(Z2) → ϕ1(Z) · ϕ2(Z), ϕ1, ϕ2 ∈H+,
which is Eq. (48).
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We need to show that M˜n is GL(2,H)-equivariant. The group GL(2,H) is generated by the
translation operators
( 1 b
0 1
)
, diagonal matrices
(
a 0
0 d
)
, and the inversion
( 0 1
1 0
)
, so it is sufficient to
verify that M˜n respects the actions of these elements only. Clearly, M˜n respects the actions of the
translation operators. A simple computation shows that, for all F ∈Ж+ and a, d ∈ H×,
∂
(
F(aZ)
)= (∂F )|aZ · a, ∂(F(Zd))= d · (∂F )|Zd .
This proves that M˜2 respects the actions of the diagonal matrices. Moreover, these equations
immediately imply
τn(∂)
(
F(aZ)
)= (τn(∂)F )∣∣aZ · τn(a), τn(∂)(F(Zd))= τn(d) · (τn(∂)F )∣∣Zd
and hence M˜n respects the actions of the diagonal matrices.
Lemma 87. For F ∈Ж+, we have:
∂
(
F
(
Z−1
))= −Z−1 · (∂F )(Z−1) ·Z−1.
Proof. We write Z−1 = Z+
N(Z)
and also note that ∂(F (Z+)) = (∂+F)(Z+). We have:
∂
(
F
(
Z−1
))= ∂(F (Z+/N(Z)))
= 1
N(Z)
· (∂+F )(Z−1)− Z+
N(Z)2
· ((z22∂11 − z12∂12 − z21∂21 + z11∂22)F )(Z−1)
= Z
+
N(Z)2
·
((−z22∂11 + z21∂21 −z11∂21 + z12∂11
z21∂22 − z22∂12 z12∂12 − z11∂22
)
F
)(
Z−1
)
= − Z
+
N(Z)2
· (∂F )(Z−1) ·Z+ = −Z−1 · (∂F )(Z−1) ·Z−1. 
For n 2 we have:
τn(∂Z1 − ∂Z2)
(
F(Z−11 ) ·G(Z−12 )
N(Z1) ·N(Z2)
)
= τn(Z
−1
1 ) · (τn(∂Z1)F )(Z−11 ) ·G(Z−12 ) · τn(−Z−11 )
N(Z1) ·N(Z2)
− τn(Z
−1
2 ) · F(Z−11 ) · (τn(∂Z2)G)(Z−12 ) · τn(−Z−12 )
N(Z1) ·N(Z2)
plus terms involving
τn−k(∂Z1 − ∂Z2)
(
F
(
Z−11
) ·G(Z−12 ))⊗ τk(∂Z1 − ∂Z2)( 1 ), k > 0.N(Z1)N(Z2)
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τk(∂Z1 − ∂Z2)
(
1
N(Z1)N(Z2)
)∣∣∣∣
Z1=Z2=Z
= 0,
so the remaining terms cancel out. This proves that M˜n respects the inversion. 
5.2. Integral kernels of projections onto irreducible components
Now let us consider the projectors
P0n :H+ ⊗H+Ж+n ↪→H+ ⊗H+
and
P :V+ ⊗ V ′+W+ ↪→ V+ ⊗ V ′+.
First we observe that, using the Poisson formula (Theorem 34), the map M1 :H+⊗H+Ж+1
can be expressed by the following integral formula:
M1
(
ϕ1(Z1)⊗ ϕ2(Z2)
)
(T )
= 1
(2π2)2
∫
Z1∈S3R
∫
Z2∈S3R
1
N(Z1 − T ) ·N(Z2 − T ) · (d˜egZ1 ϕ1)(Z1) · (d˜egZ2 ϕ2)(Z2)
dS dS
R2
defined for |T | < R. Similarly, the map M :V+ ⊗ V ′+W+ can be expressed by the integral
formula:
M
(
f (Z1)⊗ g(Z2)
)
(T ) = 1(
2π2
)2 ∫
S3R
∫
S3R
k(Z1 − T ) ·Dz1 · f (Z1) · g(Z2) ·Dz2 · k(Z2 − T )
also defined for |T | <R. In general, the map Mn :H+ ⊗H+Ж+n can be written as
Mn
(
ϕ1(Z1)⊗ ϕ2(Z2)
)
(T )
= 1
(2π2)2
∫
Z1∈S3R
∫
Z2∈S3R
mn(Z1,Z2, T ) · (d˜egZ1 ϕ1)(Z1) · (d˜egZ2 ϕ2)(Z2)
dS dS
R2
,
where |T | <R and
mn(Z1,Z2, T ) =
(
τn(∂T1 − ∂T2)
1
N(Z1 − T1) ·N(Z2 − T2)
)∣∣∣∣
T1=T2=T
.
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mn(Z1,Z2, T ) = (n− 1)! · τn((T −Z1)
−1(Z1 −Z2)(Z2 − T )−1)
N(Z1 − T ) ·N(Z2 − T ) .
Proof. First we check that, for n 1,
τn(∂Ti )
1
N(Zi − Ti) =
(n− 1)!
N(Zi − Ti) · τn(Zi − Ti)
−1, i = 1,2.
Then it follows that
τn(∂T1 − ∂T2)
1
N(Z1 − T1) ·N(Z2 − T2)
= (n− 1)!
N(Z1 − T1) ·N(Z2 − T2) · τn
(
(Z1 − T1)−1 − (Z2 − T2)−1
)
= (n− 1)! · τn((Z1 − T1)
−1(Z2 −Z1 − T2 + T1)(Z2 − T2)−1)
N(Z1 − T1) ·N(Z2 − T2) . 
The main result of this section is
Theorem 89. For each n 1, the projector P0n has integral kernel
p0n(Z1,Z2;W1,W2) =
〈
mn(Z1,Z2, T ),mn(W1,W2, T )
〉
n
, (63)
where the pairing is done with respect to the variable T . Namely, there exists a λn ∈ C such that,
for R > 0 and |W1|, |W2| <R, we have(P0nϕ1 ⊗ ϕ2)(W1,W2)
= λn
(2π2)2
∫
Z1∈S3R
∫
Z2∈S3R
p0n(Z1,Z2;W1,W2) · (d˜egZ1 ϕ1)(Z1) · (d˜egZ2 ϕ2)(Z2)
dS dS
R2
. (64)
Proof. Just as we have (61),H− ⊗H− decomposes as⊕∞n=1Ж−n . Let Mn denote the projection
H− ⊗H−Ж−n . SinceЖ±n is irreducible, there exists a λn ∈ C such that〈P0n(ϕ1 ⊗ ϕ2), ϕ′1 ⊗ ϕ′2〉= λn · 〈Mn(ϕ1 ⊗ ϕ2),Mn(ϕ′1 ⊗ ϕ′2)〉n,
∀ϕ1, ϕ2 ∈H+, ∀ϕ′1, ϕ′2 ∈H−,
where the first pairing is taken inside (H+ ⊗H+) × (H− ⊗H−) using (32), and the second—
insideЖ+n ×Ж−n .
On the other hand, let P˜0n :H+ ⊗H+ →H+ ⊗H+ be the map given by the integral opera-
tor (64). We want to show that P˜0n =P0n . It is sufficient to show that〈P˜0n(ϕ1 ⊗ ϕ2), ϕ′1 ⊗ ϕ′2〉= λn · 〈Mn(ϕ1 ⊗ ϕ2),Mn(ϕ′1 ⊗ ϕ′2)〉n,
∀ϕ1, ϕ2 ∈H+, ∀ϕ′ , ϕ′ ∈H−.1 2
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Mn
(
ϕ′1(W1)⊗ ϕ′2(W2)
)
(T )
= 1
(2π2)2
∫
W1∈S3r
∫
W2∈S3r
mn(W1,W2, T ) ·
(
d˜egW1 ϕ
′
1
)
(W1) ·
(
d˜egW2 ϕ
′
2
)
(W2)
dS dS
r2
.
Hence
λn ·
〈
Mn(ϕ1 ⊗ ϕ2),Mn
(
ϕ′1 ⊗ ϕ′2
)〉
n
= λn
(2π2)4
·
〈 ∫
Z1∈S3R
∫
Z2∈S3R
mn(Z1,Z2, T ) · (d˜egZ1 ϕ1)(Z1) · (d˜egZ2 ϕ2)(Z2)
dS dS
R2
,
∫
W1∈S3r
∫
W2∈S3r
mn(W1,W2, T ) ·
(
d˜egW1 ϕ
′
1
)
(W1) ·
(
d˜egW2 ϕ
′
2
)
(W2)
dS dS
r2
〉
n
= λn
(2π2)4
∫
Z1∈S3R
∫
Z2∈S3R
∫
W1∈S3r
∫
W2∈S3r
〈
mn(Z1,Z2, T ),mn(W1,W2, T )
〉
n
· (d˜egZ1 ϕ1)(Z1) · (d˜egZ2 ϕ2)(Z2) ·
(
d˜egW1 ϕ
′
1
)
(W1) ·
(
d˜egW2 ϕ
′
2
)
(W2)
dS dS
r2
dS dS
R2
= 1
(2π2)2
∫
W1∈S3r
∫
W2∈S3r
P˜0n(ϕ1 ⊗ ϕ2)(W1,W2) ·
(
d˜egW1 ϕ
′
1
)
(W1) ·
(
d˜egW1 ϕ
′
2
)
(W2)
dS dS
r2
= 〈P˜0n(ϕ1 ⊗ ϕ2), ϕ′1 ⊗ ϕ′2〉. 
Corollary 90. This theorem combined with Proposition 69 shows that for n = 1 the kernel
p01(Z1,Z2;W1,W2) =
〈
m1(Z1,Z2, T ),m1(W1,W2, T )
〉
1
= i
8π3
∫
U(2)
1
N(Z1 − T ) ·N(Z2 − T ) ·N(W1 − T ) ·N(W2 − T ) dT
4.
The last integral can be computed as follows. For k = 1,2, write
T ′ = (T − i)(T + i)−1, Z′k = (Zk − i)(Zk + i)−1, W ′k = (Wk − i)(Wk + i)−1,
T ′ ∈ M, Z′1,Z′2,W ′1,W ′2 ∈ T+. Then, using Lemmas 10 and 61, we can rewrite
p01(Z1,Z2;W1,W2)
= N(Z′ + i) ·N(Z′ + i) ·N(W ′ + i) ·N(W ′ + i) · p′0(Z1,Z2;W1,W2),1 2 1 2 1
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p′01 (Z1,Z2;W1,W2) =
i
8π3
∫
M
1
N(Z1 − T ) ·N(Z2 − T ) ·N(W1 − T ) ·N(W2 − T ) dT
4.
This is a one-loop Feynman integral, it has been computed in terms of the dilogarithm function
and it plays a significant role in physics. We will discuss Feynman integrals in Section 5.4.
5.3. Action of the Casimir element
As will be explained in Section 5.4, it is very important to find explicit expressions for the
integral kernels p0n(Z1,Z2;W1,W2)’s. For this purpose we propose to study the action of the
Casimir element Ω ∈ U(gl(4,C)). Since the representations (ρn,Ж+n ) are irreducible, Ω acts on
them by scalars μn. Moreover, for different n the scalars μn are different. Thus, in order to prove
that a given operator P˜ :H+ ⊗H+ →H+ ⊗H+ has image inЖ+n , it is sufficient to show that
π0lr (Ω) ◦ P˜ = μn · P˜ .
Lemma 91.
1. For any F(Z) ∈Ж1, we have ∂(ZF) = (∂F ) ·Z + 2F .
2. For any G(Z) ∈Ж2, we have Tr(∂(GZ)) = Tr(Z · ∂G)+ 2 Tr(G).
We define the Casimir element Ω of gl(4,C) relative to the invariant symmetric bilinear form
(Z1,Z2) = Tr(Z1Z2).
Proposition 92. The Casimir element Ω of gl(4,C) acts onЖ1 by F → −4F .
Proof. From Lemma 68, ρ1(Ω) acts on F(Z) ∈Ж1 by
ρ1(Ω)F = Tr
(
(−Z · ∂ − 1)2F + (∂Z − 1)2F − ∂ ◦ (Z · ∂Z)F − (Z · ∂Z) ◦ ∂F ).
This expression can be easily simplified using Lemma 91 to ρ1(Ω)F = −4F . 
Lemma 93. The Lie algebra action of gl(2,H) on its representation (π0lr ,H+ ⊗H+) is given by
π0lr
(
A 0
0 0
)
:F → Tr(A · (−Z1 · ∂Z1F −Z2 · ∂Z2F − F)),
π0lr
(0 B
0 0
)
:F → Tr(B · (−∂Z1F − ∂Z2F)),
π0lr
( 0 0
C 0
)
:F → Tr(C · (Z1 · (∂Z1F) ·Z1 +Z2 · (∂Z2F) ·Z2 +Z1F +Z2F ))
:F → Tr(C · (Z1 · ∂Z1(Z1F)+Z2 · ∂Z2(Z2F)−Z1F −Z2F )),
π0lr
(0 0
0 D
)
:F → Tr(D · ((∂Z1F) ·Z1 + (∂Z2F) ·Z2 + F ))
:F → Tr(D · (∂Z1(Z1F)+ ∂Z2(Z2F)− 3F )).
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(
A 0
0 0
)
and
( 0 B
0 0
)
are obtained by direct computation and the actions of the other
elements are obtained by writing( 0 0
C 0
)
=
(0 1
1 0
)
·
(0 C
0 0
)
·
(0 1
1 0
)
and(0 0
0 D
)
=
(0 1
1 0
)
·
(
D 0
0 0
)
·
(0 1
1 0
)
.
Proposition 94. The Casimir element Ω of gl(4,C) acts on H⊗H by
F → −4F − Tr((Z1 −Z2)∂Z1((Z1 −Z2)∂Z2F ))− Tr((Z1 −Z2)∂Z2((Z1 −Z2)∂Z1F )).
Proof. From Lemma 93, π0lr (Ω) acts on F(Z1,Z2) ∈H⊗H by sending it into the trace of
(−Z1 · ∂Z1 −Z2 · ∂Z2 − 1)2F + (∂Z1Z1 + ∂Z2Z2 − 3)2F
+ (−∂Z1 − ∂Z2) ◦ (Z1 · ∂Z1Z1 +Z2 · ∂Z2Z2 −Z1 −Z2)F
+ (Z1 · ∂Z1Z1 +Z2 · ∂Z2Z2 −Z1 −Z2) ◦ (−∂Z1 − ∂Z2)F.
This expression can be simplified using Lemma 91, and the result follows. 
Lemma 95. For T ∈ HC and F(Z1,Z2) = 1N(Z1−T )·N(Z2−T ) ,
(Z1 −Z2)∂Z1
(
(Z1 −Z2)∂Z2F
)+ (Z1 −Z2)∂Z2((Z1 −Z2)∂Z1F )= 0.
In particular, π0lr (Ω)F = −4F .
Proof. An easy calculation shows that
(Z1 −Z2)∂Z1
(
(Z1 −Z2)∂Z2F
)
= Z1 −Z2
N(Z1 − T ) ·N(Z2 − T ) ·
(
(Z1 − T )−1(Z1 −Z2)(Z2 − T )−1 − 2(Z2 − T )−1
)
and
(Z1 −Z2)∂Z2
(
(Z1 −Z2)∂Z1F
)
= Z1 −Z2
N(Z1 − T ) ·N(Z2 − T ) ·
(
(Z2 − T )−1(Z1 −Z2)(Z1 − T )−1 + 2(Z1 − T )−1
)
.
Then the result follows from the identity
(Z1 − T )−1 − (Z2 − T )−1 = −(Z1 − T )−1(Z1 −Z2)(Z2 − T )−1
= −(Z2 − T )−1(Z1 −Z2)(Z1 − T )−1. 
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In Section 5.2 we have derived an explicit expression for the kernel of the projector P ′01 as a
certain integral over U(2). The equivalent problem in the Minkowski case is to find the projectors
P ′0n :H(M)+ ⊗H(M)+Жn(M)+ ↪→H(M)+ ⊗H(M)+.
By the same reasoning we get
Theorem 96. The projector P ′0n is given by the kernel
p′0n (Z1,Z2;W1,W2) =
〈
mn(Z1,Z2, T ),mn(W1,W2, T )
〉
n
, (65)
where the pairing is done with respect to the variable T . Namely, there exists a λn ∈ C such that,
for R > 0 and W1,W2 ∈ T+, we have(P ′0n ϕ1 ⊗ ϕ2)(W1,W2)
= λn
(2π2)2
∫
Z1∈H ′R
∫
Z2∈H ′R
p′0n (Z1,Z2;W1,W2) · (d˜egZ1 ϕ1)(Z1) · (d˜egZ2 ϕ2)(Z2)
dS
‖Z2‖
dS
‖Z1‖ .
(66)
In particular,
p′01 (Z1,Z2;W1,W2) =
〈
m1(Z1,Z2, T ),m1(W1,W2, T )
〉
1
= i
8π3
∫
M
1
N(Z1 − T ) ·N(Z2 − T ) ·N(W1 − T ) ·N(W2 − T ) dT
4.
The integrals of this type are well known in four-dimensional quantum field theory as Feyn-
man integrals and admit convenient graphical presentations. The integral that gives the kernel
p′01 of the projector P ′01 can be viewed as the simplest nontrivial example of a convergent Feyn-
man integral, namely the one-loop integral for four scalar massless particles represented by the
diagram
There are various techniques developed by physicists for computing Feynman integrals. In
particular, the integral corresponding to the kernel of P ′01 can be expressed in terms of the
dilogarithm function and has a remarkable relation to the volume of the ideal tetrahedra in the
three-dimensional hyperbolic space [5,26].
One can generalize our integral formula for the kernel of P ′0n=1 to an arbitrary n. In order to
do that one needs an explicit integral expression for the invariant bilinear form onЖ+n . Then the
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conjecture that these integrals are also given by certain Feynman integrals.
The natural candidates for the Feynman diagrams representing p′0n are the n-loop integrals for
four scalar massless particles. However, there is an apparent difficulty that the number of such
Feynman diagrams is growing rapidly with n and there are no obvious criteria for the “right”
choice. Fortunately, in the recent paper “Magic identities for conformal four-point integrals”
J.M. Drummond, J. Henn, V.A. Smirnov and E. Sokatchev [7] show that all n-loop Feynman
integrals for four scalar massless particles are identical! In particular, one can choose the so-
called ladder diagrams for any n consisting of a chain of n boxes
The explicit expressions for these integrals h(n)(Z1,Z2;W1,W2) were obtained in terms
of polylogarithms [23]. Thus we end our paper with the conjecture about a relation be-
tween the kernels of the projectors P ′0n (Z1,Z2;W1,W2) and the n-loop Feynman integrals
h(n)(Z1,Z2;W1,W2). We view this conjecture together with other relations that have appeared
in this paper as a beginning of a profound theory unifying quaternionic analysis, representation
theory and four-dimensional physics.
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