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A Direct Coupling Coherent Quantum Observer for an Oscillatory
Quantum Plant
Ian R. Petersen
Abstract—A direct coupling coherent observer is constructed
for a linear quantum plant which has oscillatory solutions. It
is shown that a finite time moving average of the quantum
observer output can provide an estimate of the quantum plant
output without disturbing this plant signal. By choosing a suf-
ficiently small averaging time and a sufficiently large observer
gain, the observer tracking error can be made arbitrarily small.
I. INTRODUCTION
In recent years, a number of papers have considered the
problem of constructing a coherent quantum observer for a
linear quantum system [1]–[9]. In this problem, the quantum
plant is a linear quantum system and the quantum observer
is another linear quantum system which is coupled to the
quantum plant in some way. Then, the quantum observer is
constructed in such a way that it provides an estimate for
some of the variables in the quantum plant.
In the above papers, the quantum plant under consideration
is a linear quantum system. In recent years, there has been
considerable interest in the modeling and feedback control
of linear quantum systems; e.g., see [10]–[13]. Such linear
quantum systems commonly arise in the area of quantum
optics; e.g., see [14], [15]. For such linear quantum system
models an important class of quantum control problems are
referred to as coherent quantum feedback control problems;
e.g., see [10], [11], [16]–[25]. In these coherent quantum
feedback control problems, both the plant and the controller
are quantum systems and the controller is typically to be
designed to optimize some performance index. The advan-
tage of coherent quantum controllers is that they do not
require quantum measurements which inherently lead to the
loss of quantum information. The coherent quantum observer
problem can be regarded as a special case of the coherent
quantum feedback control problem in which the objective
of the observer is to estimate the system variables of the
quantum plant.
In some of the previous papers on quantum observers such
as [1], [2], [26], the coupling between the plant and the ob-
server is via a field coupling. This enables a one way connec-
tion between the quantum plant and the quantum observer.
Also, since both the quantum plant and the quantum observer
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are open quantum systems, they are both subject to quantum
noise. However in the paper [18], a coherent quantum control
problem is considered in which both field coupling and direct
coupling is considered between the quantum plant and the
quantum controller. Also, the papers [4]–[7], [9] consider the
construction of a coherent quantum observer in which there is
only direct coupling between quantum plant and the quantum
observer. Furthermore in these papers, both the quantum
plant and the quantum observer are assumed to be closed
quantum systems which means that they are not subject
to quantum noise and are purely deterministic systems. It
is shown in these papers that the quantum observer can
be constructed to estimate some but not all of the system
variables of the quantum plant. However, because of the fact
that linear closed quantum systems cannot be asymptotically
stable, the observer variables in these papers converge to the
plant variables in a time averaged sense.
One significant restriction imposed in the papers [4]–[7],
[9] is that the plant dynamics are such that the plant variables
remain constant. In this paper, we investigate whether this
restriction can be relaxed and allow for quantum linear plants
which have oscillatory solutions. Indeed, the main result of
this paper is an extension of the result of [4] to the case
of a two mode linear quantum plant which is constructed in
such a way that oscillatory solutions exist and these can be
estimated by a directly coupled quantum observer without
disturbing the plant variables of interest. In order to achieve
this, we replace the long term time average of the observer
output considered in [4] with a moving average such that the
averaging time is sufficiently short. Then the direct coupled
quantum observer is constructed as a linear quantum system
using ideas from standard observer theory; e.g., see [27].
In this case, the averaged output of the quantum observer
does not asymptotically track the plant output but rather it
is shown that with a suitably short averaging time and a
suitably large observer gain, the observer tracking error can
be made arbitrarily small. This result is illustrated with a
numerical example.
II. QUANTUM SYSTEMS
In the quantum observer network problem under consid-
eration, both the quantum plant and the quantum observer
network are linear quantum systems; see also [10], [18], [28].
We will restrict attention to closed linear quantum systems
which do not interact with an external environment. The
quantum mechanical behavior of a linear quantum system
is described in terms of the system observables which are
self-adjoint operators on an underlying infinite dimensional
complex Hilbert space H. The commutator of two scalar
operators x and y on H is defined as [x, y] = xy− yx. Also,
for a vector of operators x on H, the commutator of x
and a scalar operator y on H is the vector of operators
[x, y] = xy − yx, and the commutator of x and its adjoint
x† is the matrix of operators
[x, x†] , xx† − (x#xT )T ,
where x# , (x∗1 x
∗
2 · · · x
∗
n)
T and ∗ denotes the operator
adjoint.
The dynamics of the closed linear quantum systems under
consideration are described by non-commutative differential
equations of the form
x˙(t) = Ax(t); x(0) = x0 (1)
where A is a real matrix in Rn×n, and x(t) =
[ x1(t) . . . xn(t) ]T is a vector of system observables;
e.g., see [10]. Here n is assumed to be an even number and
n
2
is the number of modes in the quantum system.
The initial system variables x(0) = x0 are assumed to
satisfy the commutation relations
[xj(0), xk(0)] = 2iΘjk, j, k = 1, . . . , n, (2)
where Θ is a real skew-symmetric matrix with components
Θjk. In the case of a single quantum harmonic oscillator,
we will choose x = (x1, x2)
T where x1 = q is the
position operator, and x2 = p is the momentum operator.
The commutation relations are [q, p] = 2i. In general, the
matrix Θ is assumed to be of the form
Θ = diag(J, J, . . . , J) (3)
where J denotes the real skew-symmetric 2× 2 matrix
J =
[
0 1
−1 0
]
.
The system dynamics (1) are determined by the system
Hamiltonian which is a self-adjoint operator on the underly-
ing Hilbert space H. For the linear quantum systems under
consideration, the system Hamiltonian will be a quadratic
form H = 1
2
x(0)TRx(0), where R is a real symmetric
matrix. Then, the corresponding matrix A in (1) is given
by
A = 2ΘR (4)
where Θ is defined as in (3); e.g., see [10]. In this case, the
system variables x(t) will satisfy the commutation relations
at all times:
[x(t), x(t)T ] = 2iΘ for all t ≥ 0. (5)
That is, the system will be physically realizable; e.g., see
[10].
Quantum Plant
In our proposed direct coupling coherent quantum ob-
server network, the quantum plant is a two mode linear
quantum system of the form (1) described by the non-
commutative differential equations
x˙p(t) = Apxp(t); xp(0) = x0p;
zp(t) = Cpxp(t) (6)
where zp(t) denotes the vector of system variables to be
estimated by the observer network and Ap ∈ R
4×4, Cp ∈
R
1×4. It is also assumed that this quantum plant corresponds
to a plant Hamiltonian Hp =
1
2
xp(0)
TRpxp(0) such that Rp
is of the form
Rp =
[
0 Rpc
RTpc 0
]
;
Rpc =
[
0 −ωp/2
ωp/2 0
]
= −
ωp
2
J (7)
where ωp > 0. It follows from (4) that Ap = 2ΘpRp where
the matrix Θp is of the form (3). Hence,
Ap = 2
[
J 0
0 J
] [
0 Rpc
RTpc 0
]
= 2
[
0 JRpc
JRTpc 0
]
=
[
0 ωpI
−ωpI 0
]
. (8)
From this it follows that the plant equations (6) will have an
oscillatory solution. Indeed (6) implies
xp(t) = e
Aptxp(0), t ≥ 0
where
eApt =
[
I cosωpt I sinωpt
−I sinωpt I cosωpt
]
.
Letting xp =
[
xp1
xp2
]
, it follows that we can write
[
xp1(t)
xp2(t)
]
=
[
xp1(0) cosωpt+ xp2(0) sinωpt
−xp1(0) sinωpt+ xp2(0) cosωpt
]
.
In addition, we assume that Cp is of the form
Cp =
[
Cp1 0
]
(9)
where Cp1 ∈ R
1×2. Therefore
zp(t) = Cp1xp1(0) cosωpt+ Cp1xp2(0) sinωpt
is also a sinusoidally varying quantity. Furthermore, it fol-
lows from (8) that we can write
z˙p(t) = ωpCp1xp2(t) = ωpz˜p(t) (10)
where z˜p(t) = Cp1xp2(t). Furthermore again using (8)
˙˜zp(t) = Cp1x˙p2(t) = −ωpCp1xp1(t) = −ωpzp(t). (11)
Equations (10) and (11) are the defining equations for
zp(t) and can be written in matrix form
˙¯zp(t) = A¯pz¯p(t);
zp(t) = C¯pz¯p(t) (12)
where z¯p =
[
zp
z˜p
]
, A¯p = ωpJ and C¯p =
[
1 0
]
.
The sinusoidal form of the quantity to be estimated zp(t)
will apply if the plant is not coupled to the observer.
However, when the plant is coupled to the quantum observer,
this may no longer be the case. We will show that if the
quantum observer is suitably designed, the plant quantity to
be estimated zp(t) will be unaffected by the presence of the
observer.
Quantum Observer
We now describe a single quantum harmonic oscillator
system which will correspond to the quantum observer; see
also [10], [18], [28]. This system is described by a non-
commutative differential equation of the form
x˙o(t) = Aoxo(t);
zo(t) = Coxo(t) (13)
where the observer output zo is the observer estimate variable
and Co ∈ R
1×2. Also, Ao ∈ R
2×2. We assume that the plant
variables commute with the observer variables. The system
dynamics (13) are determined by the system Hamiltonian
which is a self-adjoint operator on the underlying infinite
dimensional Hilbert space for the system Ho. For the single
quantum harmonic oscillator system under consideration, the
system Hamiltonian is given by the quadratic form Ho =
1
2
x(0)TRox(0), where Ro is a real symmetric matrix. Then,
the corresponding matrix Ao in (13) is given by
Ao = 2JRo. (14)
In our proposed direct coupling coherent quantum ob-
server, the quantum plant (6) will be directly coupled to the
coherent quantum observer (13) by introducing a coupling
Hamiltonian
Hc =
1
2
xp(0)
TRcxo(0) +
1
2
xo(0)
TRTc xp(0) (15)
where Rc ∈ R
4×2.
The augmented quantum linear system consisting of the
quantum plant and the direct coupled quantum observer is
then a quantum system of the form (1) described by the total
Hamiltonian
Ha = Hp +Hc +Ho
=
1
2
xTaRaxa (16)
where xa =
[
xp
xo
]
and Ra =
[
Rp Rc
RTc Ro
]
. Then, using
(4), it follows that the augmented quantum linear system is
described by the equations[
x˙p(t)
x˙o(t)
]
= Aa
[
xp(t)
xo(t)
]
; xp(0) = x0p; xo(0) = x0o;
zp(t) = Cpxp(t);
zo(t) = Coxo(t) (17)
where Aa = 2ΘaRa. Here
Θa =
[
Θp 0
0 J
]
.
We wish to construct the quantum observer so that the
time averaged quantity 1
T
∫ t
t−T
zo(τ)dτ provides a good
approximation to the quantity zp(t) for a suitable choice of
the averaging time T .
III. CONSTRUCTING THE DIRECT COUPLING COHERENT
QUANTUM OBSERVER
We now describe the construction of the direct coupled
linear quantum observer. We suppose that the matrices Ro,
Rc, Co are such that
Rc = αβ
T , α = CTp , Ro > 0 (18)
where β ∈ R2×1. Therefore, it follows from (9) that
Ra =

 0 −ωpJ/2 α˜βTωpJ/2 0 0
βα˜T 0 Ro


where α˜ = CTp1. Hence, the augmented system equations
(17) describing the combined plant-observer system become
x˙p1(t) = ωpxp2(t) + 2Jα˜β
Txo(t);
x˙p2(t) = −ωpxp1(t);
x˙o(t) = 2Jβzp(t) + 2JRoxo(t);
zp(t) = Cp1xp1(t);
zo(t) = Coxo(t). (19)
It follows that
z˙p(t) = ωpCp1xp2(t) + 2α˜
T Jα˜βTxo(t)
= ωpCp1xp2(t)
= ωpz˜p(t) (20)
since α˜TJα˜ = 0. Furthermore,
˙˜zp(t) = Cp1x˙p2(t) = −ωpCp1xp1(t) = −ωpzp(t). (21)
Equations (20) and (21) are the same as equations (10) and
(11). That is, when the quantum observer is connected to
the quantum plant, the equations describing zp(t) are not
changed.
Now in order to construct suitable values for the quantities
β and Ro, we note that we can write down equations for
augmented system involving only the variables z¯p(t) and
xo(t) as follows:
˙¯zp(t) = A¯pz¯p(t);
x˙o(t) = 2JRoxo(t) + 2JβC¯pz¯p(t);
zo(t) = Coxo(t);
zp(t) = C¯pz¯p(t). (22)
These equations are of the form[
˙¯zp(t)
x˙o(t)
]
= A¯a
[
z¯p(t)
xo(t)
]
;
zo(t) =
[
0 Co
] [ z¯p(t)
xo(t)
]
;
zp(t) =
[
C¯p 0
] [ z¯p(t)
xo(t)
]
(23)
where
A¯a =
[
A¯p 0
2JβC¯p Ao
]
.
Furthermore, the equations (22) are in the form of the
standard plant-observer equations if we choose Ro > 0 such
that
Ao = 2JRo = A¯p − LC¯p; L = 2Jβ (24)
where L ∈ R2×1 is the observer gain; e.g., see [27]. Then,
letting e(t) = xo(t)− z¯p(t), it follows that
e˙(t) = x˙o(t)− ˙¯zp(t)
= A¯pxo(t)− LC¯pxo(t) + LCpz¯p(t)− A¯pz¯p(t)
=
(
A¯p − LC¯p
)
e(t)
= Aoe(t). (25)
Now it follows from (24) that
2JRo = ωpJ − 2JβC¯p
and hence,
Ro =
ωp
2
I − βC¯p.
However, we require that Ro is symmetric and positive-
definite. Hence, we choose β to be of the form
β = −µC¯Tp =
[
−µ
0
]
(26)
where µ > 0. Therefore
Ro =
ωp
2
I +
[
µ 0
0 0
]
=
[
µ+
ωp
2
0
0
ωp
2
]
> 0. (27)
This defines Ao in (13) as
Ao = 2JRo =
[
0 ωp
−2µ− ωp 0
]
.
Also, since we want zo(t) to provide an estimate of zp(t),
we choose
Co = C¯p =
[
1 0
]
. (28)
We now calculate the averaged value of the estimation
error zo(t) − zp(t) = Coe(t). It follows from (25) that we
can write the averaged value of the estimation error in the
form
1
T
∫ t
t−T
(zo(τ) − zp(τ)) dτ = g1(t)e1(0)+g2(t)e2(0) (29)
for all t ≥ T . Indeed, it follows from (25) and the fact that
Ao is nonsingular that
1
T
∫ t
t−T
(zo(τ)− zp(τ)) dτ
=
1
T
∫ t
t−T
Coe(τ)dτ
=
1
T
∫ t
t−T
Coe
Aoτe(0)dτ
=
Co
T
eAot
(
I − e−AoT
)
A−1o e(0) (30)
for all t ≥ T . Also, we can calculate
eAot =
[
cosωot
ωp
ωo
sinωot
−
2µ+ωp
ωo
sinωot cosωot
]
;
A−1o =
[
0 −1
2µ+ωp
1
ωp
0
]
where ωo =
√
ωp (2µ+ ωp) > 0. Hence using (30), we
calculate
1
T
∫ t
t−T
(zo(τ) − zp(τ)) dτ
=
Co
T
[
cosωot
ωp
ωo
sinωot
−
2µ+ωp
ωo
sinωot cosωot
]
×
[
1− cosωoT
ωp
ωo
sinωoT
−
2µ+ωp
ωo
sinωoT 1− cosωoT
]
×
[
0 −1
2µ+ωp
1
ωp
0
]
e(0)
=
1
T
[
cosωot
ωp
ωo
sinωot
]
×
[
1
ωo
sinωoT −
1−cosωoT
2µ+ωp
1−cosωoT
ωp
1
ωo
sinωoT
]
e(0)
= (cosωot sinωoT + sinωot (1− cosωoT ))
e1(0)
Tωo
+
(
ωp
ω2o
sinωot sinωoT −
cosωot (1− cosωoT )
2µ+ ωp
)
×
e2(0)
T
= g1(t)e1(0) + g2(t)e2(0) (31)
for all t ≥ T .
Also, we note that ωo → ∞ as µ → ∞. Then, using the
formula (31), we obtain the following lemma.
Lemma 1: Consider the quantum plant and quantum ob-
server constructed above. Then for any ǫ > 0 and any
averaging time T > 0, there exits a constant µ > 0 defining
the observer gain such that the average estimation error given
in (29) satisfies
g1(t)
2 + g2(t)
2 ≤ ǫ
for all t ≥ T .
This lemma shows that given any averaging time T > 0,
we can always find an observer with an arbitrarily small
averaged estimation error (29).
We now show that for sufficiently small T > 0, the
quantity 1
T
∫ t
t−T
zp(τ)dτ will provide a good approximation
to zp(t). It follows from (12), (22) that we can write the
difference between the averaged plant output and the plant
output in the form
1
T
∫ t
t−T
zp(τ)dτ − zp(t) = h1(t)zp(0) + h2(t)z˜p(0) (32)
for all t ≥ T . Indeed, it follows from (12), (22) and the fact
that A¯p is nonsingular that
1
T
∫ t
t−T
zp(τ)dτ − zp(t)
=
1
T
∫ t
t−T
C¯pe
A¯pτzp(0)dτ − C¯pe
A¯ptz¯p(0)
=
C¯p
T
eA¯pt
(
I − e−A¯pT
)
A¯−1p z¯p(0)− C¯pe
A¯ptz¯p(0)
= C¯pe
A¯pt
(
A¯−1p
T
−
e−A¯pTA−1p
T
− I
)
z¯p(0) (33)
for all t ≥ T . Also, we can calculate
eA¯pt =
[
cosωpt sinωpt
− sinωpt cosωpt
]
;
A−1o =
[
0 −1
ωp
1
ωp
0
]
.
Hence using (32), we calculate
1
T
∫ t
t−T
zp(τ)dτ − zp(t)
= C¯pe
A¯pt
(
A¯−1p
T
−
e−A¯pTA−1p
T
− I
)
z¯p(0)
=
[
cosωpt sinωpt
]
×
(
1− 1
ωpT
sinωpT −
1
ωpT
(1− cosωpT )
1
ωpT
(1− cosωpT ) 1−
1
ωpT
sinωpT
)
×z¯p(0)
= h1(t)zp(0) + h2(t)z˜p(0) (34)
for all t ≥ T . From this formula, we obtain the following
Lemma.
Lemma 2: Consider the quantum plant defined as above.
Then for any ǫ > 0, there exits an averaging time T > 0
such that the difference between the averaged plant output
and the plant output given in (32) satisfies
h1(t)
2 + h2(t)
2 ≤ ǫ
for all t ≥ T .
Combining Lemma 1 and Lemma 2, we obtain the fol-
lowing theorem which is the main result of this paper.
Theorem 1: Consider a quantum plant described by equa-
tions (6), (7), (8), (9) and a quantum observer described by
equations (13), (18), (26), (27), (28). Then for any ǫ > 0
there exists an averaging time T > 0 and a constant µ > 0
defining the observer gain such that the difference between
the averaged observer output and the plant output is of the
form
1
T
∫ t
t−T
zo(τ)dτ − zp(t)
= g1(t)e1(0) + g2(t)e2(0) + h1(t)zp(0) + h2(t)z˜p(0)
= g1(t)xo1(0) + g2(t)xo2(0)
+ (h1(t)− g1(t)) zp(0) + (h2(t)− g2(t)) z˜p(0)
where
g1(t)
2 + g2(t)
2 + h1(t)
2 + h2(t)
2 ≤ ǫ
for all t ≥ T .
This theorem shows that we can always construct a direct
coupled quantum observer and corresponding averaging time
T > 0 such that the averaged output of the direct coupled
quantum observer is arbitrarily close to the output of the
plant to be estimated.
IV. ILLUSTRATIVE EXAMPLE
We now present an example to illustrate the direct coupled
quantum observer described in the previous section. We
consider a quantum plant which is a modification of the
example considered in [4] to allow for an oscillatory plant
with a nonlinear Hamiltonian. In particular, we consider a
quantum plant of the form described by equations (6), (7),
(8), (9) with ωp = 1 and Cp1 = [1 0].
Also, we consider a quantum observer defined by equa-
tions (13), (18), (26), (27), (28) with µ > 0 to be specified.
Then the corresponding augmented plant-observer system
can be described by the equations (23).
Now it follows from (23) that the plant output can be
written in the form
zp(t) = C¯pe
A¯ptz¯p(0) = f1(t)zp(0) + f2(t)z˜p(0)
and the observer output can be written in the form
zo(t) =
[
0 Co
]
eA¯at
[
z¯p(0)
xo(0)
]
= k1(t)zp(0) + k2(t)z˜p(0)
+k3(t)xo1(0) + k4(t)xo2(0).
In simulating the quantum plant and observer system, we
cannot plot the quantities zp(t), zo(t) since these are operator
functions of time. However, we can plot the real quantities
f1(t), f2(t), k1(t), k2(t), k3(t), k4(t). The plots of these
quantities are shown in Figures 1-4 for µ = 5, µ = 500,
µ = 50000.
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Fig. 1. Coefficient functions f1(t) and k1(t) defining zp(t) and zo(t).
From these figures, we can see that there is no overall
improvement in the observer estimation as we vary the
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Fig. 2. Coefficient functions f2(t) and k2(t) defining zp(t) and zo(t).
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Fig. 3. Coefficient functions f3(t) ≡ 0 and k3(t) defining zp(t) and
zo(t).
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Fig. 4. Coefficient functions f4(t) ≡ 0 and k4(t) defining zp(t) and
zo(t).
constant µ. Hence, as indicated by the theory developed
above, we consider the averaged observer output zoav(t) with
an averaging time of T = 0.1. In order to plot this quantity
over the entire time interval being considered, we define
zoav(t) =
{
1
t
∫ t
0
zo(τ)dτ for t ∈ [0, T );
1
T
∫ t
t−T
zo(τ)dτ for t ≥ T.
Then as above, this quantity can be written in the form
zoav(t) =
1
t
∫ t
0
[
0 Co
]
eA¯aτ
[
z¯p(0)
xo(0)
]
dτ
=
[
0 Co
]
t
(
eA¯pt − I
)
A¯−1p
[
z¯p(0)
xo(0)
]
= l1(t)zp(0) + l2(t)z˜p(0)
+l3(t)xo1(0) + l4(t)xo2(0)
for t ∈ [0, T ) and
zoav(t) =
1
T
∫ t
t−T
[
0 Co
]
eA¯aτ
[
z¯p(0)
xo(0)
]
dτ
=
[
0 Co
]
T
eA¯pt
(
I − e−A¯pT
)
A¯−1p
[
z¯p(0)
xo(0)
]
= l1(t)zp(0) + l2(t)z˜p(0)
+l3(t)xo1(0) + l4(t)xo2(0)
for t ≥ T .
Then we plot the quantities f1(t), f2(t), l1(t), l2(t), l3(t),
l4(t) as shown in Figures 5-8 for µ = 5, µ = 500, µ =
50000.
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Fig. 5. Coefficient functions f1(t) and l1(t) defining zp(t) and zoav(t).
These figures show that for the given value of T , increas-
ing the value of the parameter µ leads to the averaged ob-
server output signal zoav(t) providing an improved estimate
of the plant output signal zp(t) as expected from the theory
derived in the previous section.
V. CONCLUSIONS
In this paper, we have described the construction of a
direct coupling coherent quantum observer to provide an
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Fig. 6. Coefficient functions f2(t) and l2(t) defining zp(t) and zoav(t).
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Fig. 8. Coefficient functions f4(t) ≡ 0 and l4(t) defining zp(t) and
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estimate of an output of a given quantum plant which exhibits
oscillatory behaviour. The quantum observer estimate is a
finite time average of the observer output signal. The main
result of the paper shows that if the averaging time is made
sufficiently small and a parameter µ defining the observer
gain is made sufficiently large, then an arbitrarily small
estimation error can be achieved.
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