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For any positive integers d, n with d > 1 and n > 1, we ﬁx an n
by n complex matrix q = (qij) satisfying qii = 1 and qij = q−1ji with
all qij roots of unity. Let τ˜ (d,q) be the universal central extension
of the Lie subalgebra sld(Cq) of gld(Cq) with trace in [Cq,Cq],
where Cq is the rational quantum torus associated to q, and let
τ̂ (d,q) be the Lie algebra by adding the n degree derivations to
τ˜ (d,q) with respect to the n non-commuting variables in Cq . The
Lie algebra τ̂ (d,q), called the toroidal Lie algebra co-ordinatized
by the rational quantum torus Cq , has an n-dimensional center C .
In this paper, we obtain a classiﬁcation of irreducible integrable
modules with ﬁnite dimensional weight spaces and with non-zero
center action over the toroidal Lie algebra τ̂ (d,q).
© 2012 Elsevier Inc. All rights reserved.
0. Introduction
Toroidal Lie algebras are universal central extensions of iterated loop algebras with more than one
variable. They are natural generalization of aﬃne Lie algebras. They were introduced by Moody, Rao
and Yokonuma in [EMY] and since then have attracted considerable mathematical attention. Toroidal
Lie algebras have also appeared in mathematical physics. Inami, Kanno, Ueno and Xiong [IKUX] have
shown that a toroidal Lie algebra with n = 2 arises as a symmetry algebra in a four-dimensional non-
linear sigma model with a Wess–Zumino like term introduced by Donaldson [D], much in the same
way as aﬃne Lie algebras arise as symmetry algebras in the Wess–Zumino–Witten model. Inami,
Kanno and Ueno [IKU] have generalized this construction to arbitrary n.
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are Lie algebras which have a non-degenerate invariant form, a self-centralizing ﬁnite dimensional
ad-diagonalizable abelian subalgebra (i.e., a Cartan subalgebra), a discrete irreducible root system,
and ad-nilpotency of non-isotropic root spaces (see [AABGP,BGK,ABGP] for deﬁnitions and structure
theory). Toroidal Lie algebras which are universal central extension of G ⊗ C[t±11 , . . . , t±1n ] (where
G is a simple ﬁnite dimensional Lie algebra and C[t±11 , . . . , t±1n ] is a Laurent polynomial algebra in
n commuting variables) are examples of cores of EALAs and are studied in [E1,E2,E3,E4,E5,E6,EM,EMY,
GL,BB] among others. There are many EALAs which allow not only the Laurent polynomial algebras
as co-ordinate algebras but also quantum tori, Jordan tori and Octonion tori as co-ordinate alge-
bras depending on the type of algebras (see [AABGP,BGK,BGKN,MP,Y1,Y2,Y3]). For instances, EALAs
of type Ad−1 are tied up with the Lie algebra gld(Cq). Quantum tori deﬁned in [MP] and [M] are
non-commutative analogue of Laurent polynomial algebras. To get an EALA one has to form appro-
priate central extension of gld(Cq) and add certain outer derivations (just like one obtains an aﬃne
Kac–Moody Lie algebra from a loop algebra by forming a one-dimensional central extension and then
adding the degree derivation).
As a ﬁrst step we classify irreducible integrable modules for the universal central extension of
gld(Cq) with ﬁnite dimensional weight spaces (we assume at least one zero degree central operator
acts non-trivially). Representations of the universal central extension of gld(Cq) are studied in [GL,
G1,G2,G3,E3,E6,BZK,EB] in two-variable case. In fact explicit construction of representations for the
quantum torus case through the use of vertex operators is done in [GL,G1,G2,BZK].
We now explain in detail the results of this paper. In Section 1 we collect basic notation and deﬁ-
nitions. Throughout the paper we assume that the quantum torus Cq is rational, i.e., all qij are roots of
unity (see [CP,N]). We now consider Md(C)⊗Cq as an associative algebra and we denote the induced
Lie algebra by gld(Cq). Inside this algebra we consider the Lie subalgebra τ (d,q) = sld(Cq) of matri-
ces whose trace is in [Cq,Cq]. The universal central extension of τ (d,q) is denoted by τ˜ (d,q) and we
note in our case that d  2 and n  2. The universal center is inﬁnite dimensional and has a natu-
ral Zn-gradation. To reﬂect the natural Zn-gradation on τ˜ (d,q), we add degree derivation d1, . . . ,dn
with respect to the variables t1, . . . , tn and denote the resultant Lie algebra by τ̂ (d,q). The Lie algebra
τ̂ (d,q) has an n-dimensional center C . First we note that the co-ordinate in Cq can be changed by
an element of GL(n,Z) as explained in Theorem 1.14 (also see [MP]). We also note that the aﬃne Lie
algebra corresponding to sld(C)⊗C[tn, t−1n ] is a subalgebra of τ̂ (d,q) and let aff be the correspond-
ing root system. The roots of τ̂ of the form +aff + Zn−1 are denoted by +1 and the corresponding
sum of root spaces, a subalgebra, denoted by B (see 5.10). A weight module for τ̂ (d,q) is called high-
est weight module if there exists a vector v killed by B and v generates the module (see 5.5). In
Section 2 we determine the action of central elements in τ̂ (d,q) on an irreducible τ̂ (d,q)-module V
with ﬁnite dimensional weight spaces.
We prove in Theorem 3.5 that for an irreducible integrable module V over τ̂ (d,q) with ﬁnite
dimensional weight spaces if some zero degree central operator acts non-trivially then V is a highest
weight module for a suitable choice of co-ordinates. The study of highest weight modules over τ̂ (d,q)
is reduced to the study of ﬁnite dimensional irreducible modules for τn−1(d,q) (considering the ﬁnite
n − 1 variable without any center or degree derivations). Also in Section 6 we have indicated how to
get back to the original module by the method of induced modules ﬁrst to non-graded version τ (d,q)
and then the graded version τ̂ (d,q).
In Section 4 we prove that certain semisimple ﬁnite dimensional Lie algebras (all components
are of type A) are quotients of τn−1(d,q) and hence any ﬁnite dimensional irreducible module lifts
to τn−1(d,q). In Sections 5 and 6 we proved that any irreducible ﬁnite dimensional module has to
come from the construction given in Section 4. There we have easily classiﬁed ﬁnite dimensional
irreducible modules for τn−1(d,q) (Theorem 6.6), which generalizes the main result in [Z1]. M. Lau
got a classiﬁcation for all ﬁnite dimensional simple modules over all multi-loop Lie algebras [L]. We
do not use his result since our solution is more direct and simple for our case.
Section 5 is devoted to a classiﬁcation of irreducible integrable highest weight modules over
τ˜n(d,q) with ﬁnite dimensional weight spaces. Some of these modules were studied in [EZ]. We
could have simpliﬁed the proof where we have proved certain polynomial vanishing on the module,
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which will be used in Section 6.
Eventually we proved that the irreducible integrable modules over τ̂ (d,q) with non-zero central
action have to come from ﬁnite dimensional irreducible modules of τn−1(d,q) in Section 6. We have
not answered the converse. Namely given ﬁnite dimensional irreducible module for τn−1(d,q) does
there exist an integrable module for τ̂ (d,q)? This question will be addressed in a subsequent pa-
per.
The question where all the degree zero central operators acts trivially is not answered. In this
case we believe the full center acts trivially. Thus the problem is reduced to the Lie algebra τ (d,q)
with derivations added. From this paper it is easy to see that a large number of irreducible integrable
modules can be constructed. It is an open problem (even in two-variables case) to prove that they
exhaust all irreducible integrable modules. The problem is to reduce the module for τ (d,q) with
derivations to a module of τ (d,q) without these derivations. For some representations of full toroidal
Lie algebras, see [EJ] and [FK].
We denote by Z, Z+ , N and C the sets of all integers, non-negative integers, positive integers and
complex numbers, respectively.
1. Notation and known results
We ﬁrst recall the deﬁnition of a quantum torus from [BGK]. Fix positive integers n,d 2. Let q =
(qij) be an n×n matrix where qij are non-zero complex numbers such that qii = 1 and qij = q−1ji . The
quantum torus associated to q is the non-commutative Laurent polynomial algebra Cq =C[t±1 , . . . , t±n ]
with deﬁning relations tit j = qijt jti . Clearly Cq is Zn-graded and each graded component is one-
dimensional.
For a = (a1, . . . ,an) ∈ Zn let ta = ta11 ta22 · · · tann ∈ Cq . We deﬁne the following maps, σ , f : Zn ×
Z
n →C∗ by
σ(a,b) =
∏
1i jn
q
a jbi
ji , (1.1)
f (a,b) = σ(a,b)σ (b,a)−1. (1.2)
It is easy to check the following for any a,b ∈ Zn , k ∈ Z:
f (a,b) =
n∏
i, j=1
q
a jbi
ji , (1.3)
f (a,b) = f (b,a)−1,
f (ka,a) = f (a,ka) = 1,
f (a+ b, c) = f (a, c) f (b, c),
f (a,b + c) = f (a,b) f (a, c),
σ (a,b + c) = σ(a,b)σ (a, c),
tatb = σ(a,b)ta+b, tatb = f (a,b)tbta. (1.4)
The radical of f is deﬁned by
rad f = {a ∈ Zn ∣∣ f (a,b) = 1, ∀b ∈ Zn}. (1.5a)
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m ∈ rad f ⇔ f (r, s) = 1, ∀r, s ∈ Zn with r + s =m. (1.5b)
Proof. m ∈ rad f , iff f (m, s) = 1 for all s ∈ Zn , iff f (r + s, s) = 1 for r, s with r + s = m ∈ rad f , iff
f (r, s) = 1 for all r, s with r + s =m as f (s, s) = 1. 
1.6. Proposition. (See Proposition 2.44 [BGK].)
1. The center Z(Cq) of Cq has a basis consisting of monomials ta, a ∈ rad f .
2. The Lie subalgebra [Cq,Cq] of Cq has a basis consisting of monomial ta, a ∈ Zn \ rad f .
3. Cq = [Cq,Cq] ⊕ Z(Cq).
Fix a positive integer d 2 and let Md(C) be the matrix algebra with unit matrices Eij . We denote
the corresponding Lie algebra as gld(C). Let sld(C) be the simple subalgebra of gld(C) of trace zero
matrices.
1.7. Let Md(Cq) be the associative matrix algebra of d × d matrices with entries in Cq . It is easy to
see that
Md(Cq) ∼= Md(C) ⊗Cq
and the matrix multiplication is given by (X ⊗ ta) · (Y ⊗ tb) = XY ⊗ tatb . We denote the corresponding
Lie algebra by gld(Cq). Here the Lie bracket is given by[
X ⊗ ta, Y ⊗ tb]0 = XY ⊗ tatb − Y X ⊗ tbta.
Deﬁne sld(Cq) = {X ∈ Md(Cq) | Tr(X) ∈ [Cq,Cq]} where trace X =∑ Xii for X = (Xij).
1.8. We now consider the following Lie subalgebra inside Md(C) ⊗Cq
τ (d,q) = (I ⊗ [Cq,Cq])⊕ (sld(C) ⊗Cq).
Note that τ (d,q) is actually the quotient algebra of gld(Cq) by its center. The Lie bracket in τ (d,q)
can be also written as
[
I ⊗ [ta, tb], X ⊗ tc]= X ⊗ [[ta, tb], tc],[
I ⊗ [ta, tb], I ⊗ [tc, td]]= I ⊗ [[ta, tb], [tc, td]],
[
X ⊗ ta, Y ⊗ tb]= [X, Y ] f ⊗ ta ◦ tb2 + (X ◦ Y ) ⊗ 12 [ta, tb]+ 1d Tr(XY )I ⊗ [ta, tb],
where
ta ◦ tb = tatb + tbta,
[X, Y ] f = XY − Y X,
X ◦ Y = XY + Y X − 2
d
Tr(XY )I,[
ta, tb
]= tatb − tbta.
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1.9. Proposition. τ (d,q) = sld(Cq).
1.10. We note that gld(C) ⊗Cq = sld(Cq) ⊕ (I ⊗ Z(Cq)), and I ⊗ Z(Cq) is central. Our interest in this
paper is τ (d,q) = sld(Cq) and its universal central extension but most often we work with gld(C)⊗Cq
and its extension.
1.11. We will now recall the universal central extension of τ = τ (d,q) from [BGK]. Let J be the linear
span of
x⊗ y + y ⊗ x, xy ⊗ z + yz ⊗ x+ zx⊗ y
inside Cq ⊗Cq for all x, y, z ∈Cq . Let 〈x, y〉0 denote the element x⊗ y + J in (Cq ⊗Cq)/ J .
Deﬁne
HC1(Cq) =
{∑
i
〈xi, yi〉0
∣∣∑
i
[xi, yi] = 0
}
.
Let τ˜ (d,q) = τ ⊕ HC1(Cq) where Lie brackets are given by
[
X ⊗ ta, Y ⊗ tb]= [X ⊗ ta, Y ⊗ tb]0 + Tr(XY )〈ta, tb〉0δa+b,rad f
where
δa,rad f =
{
1 if a ∈ rad f ,
0 if a /∈ rad f .
From now on we simply write 〈ta, tb〉 = δa+b,rad f 〈ta, tb〉0. From [BGK] we have
1.12. Proposition. τ˜ (d,q) is the universal central extension of τ (d,q).
Clearly τ˜ (d,q) is Zn-graded and to reﬂect this fact we add degree derivation. Let D be the linear
span of d1, . . . ,dn . Let τ̂ (d,q) = τ˜ (d,q) ⊕ D and extend the Lie bracket as
[
di, X ⊗ ta
]= ai X ⊗ ta,[
di, I ⊗ ta
]= ai I ⊗ ta,[
di,
〈
ta, tb
〉]= (ai + bi)〈ta, tb〉,
[di,d j] = 0.
Then the center C of τ̂ (d,q) is spanned by Ci = 〈ti, t−1i 〉 for i = 1,2, . . . ,n. We recall the following
statements which are contained in Lemmas 3.18 and 3.19 of [BGK].
1.13. Lemma.
(1) 〈1, ta〉 = 0 for all a ∈ Zn.
(2) 〈tb, ta(tb)−1〉 =∑di=1 bi〈ti, tat−1i 〉.
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(4) (tb)−1 = σ(b,b)t−b .
(5) dim HC1(Cq)a =
⎧⎨
⎩
0 if a /∈ rad f ,
n− 1 if a ∈ rad f \ {0},
n if a = 0.
Our aim in this paper is to classify irreducible integrable modules for τ̂ (d,q) with ﬁnite dimen-
sional weight spaces and with non-zero center action.
We will now indicate a certain internal symmetry in τ which is based on an observation in [MP].
Let GL(n,Z) be the group of n × n matrices with integer entries and determinant ±1. GL(n,Z) acts
naturally on Zn consisting of all column vectors with entries in Z. Let e1, . . . , en be the standard
basis (unit column vectors) of Zn . Then Aei =∑k akiek for A = (aij) ∈ GL(n,Z). The following result is
Lemma 6.2(a) in [Z2].
1.14. Theorem. Cq ∼=Cq′ iff there exists A ∈ GL(n,Z) such that q′i j =
∏
k,l q
akialj
kl .
We will extend this to our Lie algebra τ̂ (d,q). Let A ∈ GL(n,Z) and deﬁne q′ as above. Now
by Theorem 1.14 τ (d,q) ∼= τ (d,q′) and hence their universal central extensions are isomorphic. So
τ̂ (d,q) ∼= τ̂ (d,q′). Now the co-ordinates for Cq′ are given by si = t Aei .
From Lemma 1.13(2), we have
1.15. Lemma. 〈si, s−1i 〉 = 〈t Aei , (t Aei )−1〉 =
∑
k aki〈tk, t−1k 〉.
2. Action of central elements
Recall that the n-dimensional center C of τ̂ (d,q) is spanned by Ci = 〈ti, t−1i 〉 for i = 1,2, . . . ,n.
Let h˙ be the Cartan subalgebra of sld(C) spanned by the elements Eii − Ei+1,i+1 for 1  i  d − 1.
Let h = h˙ ⊕∑ni=1CCi ⊕ D which we call Cartan subalgebra of τ̂ . Throughout this section we ﬁx an
irreducible weight module V for τ̂ (d,q) with ﬁnite dimensional weight spaces relative to the Cartan
subalgebra h.
2.1. Deﬁnition. Let m = (m1, . . . ,mn) ∈ Zn . A linear map z : V → V is called a central operator of de-
gree m if z commutes with the action of τ˜ (d,q) and di z − zdi =miz.
For example 〈tr, ts〉 is a central operator of degree r + s if r + s ∈ rad f .
2.2. Lemma. Let z be a central operator of degree m ∈ Zn.
(a) If zv = 0 for some v, then zw = 0 for all non-zero w in V .
(b) If z is a non-zero central operator, then there exists another non-zero central operator T of degree −m
such that T z = zT = Id.
(c) If z1 , z2 are non-zero central operators of degree m, then there exists a scalar λ such that z1 = λz2 .
Proofs are identical to those of Lemmas 1.7 and 1.8 in [E5].
2.3. Let L = {r ∈ rad f | 〈tm, tr−m〉 = 0 on V for some m}. Let S be the subgroup of Zn generated
by L. Note that if m ∈ S then there exists a non-zero central operator of degree m. Let k be the
rank of S and l be the rank of rad f . Clearly k  l. Now by standard basis theorem there exists a
Z-basis m(1), . . . ,m(n) of Zn such that p1m(1), . . . , pkm(k) is a Z-basis of S for some non-zero integers
p1, . . . , pk . It is also standard fact that there exists A ∈ GL(n,Z) such that Am(i) = ei .
Thus after a co-ordinate change, as explained in Theorem 1.14, we can assume that there exists
non-zero central operators z1, . . . , zk of degree (p1,0, . . . ,0), . . . , (0, . . . ,0, pk,0, . . . ,0) respectively.
We now state the following important
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suitable co-ordinate change for Cq we have the following on V :
(1) There exist a non-negative integer k and non-zero central operators z1, . . . , zk of degree (p1,0, . . .), . . . ,
(0, . . . pk, . . .0) for some positive integers p1, . . . , pk.
(2) k < n if Cq is rational.
(3) 〈trt−1i , ti〉 = 0 on V implies i  k + 1 and rk+1 = · · · = rn = 0.
(4) There exists a proper submodule W for τ˜ (d,q) ⊕ Dk (Dk is the linear span of dk+1, . . . ,dn) such that
V /W has ﬁnite dimensional weight spaces with respect to h˙ ⊕∑i CCi ⊕ Dk.
Proof. We have already seen (1). For (4) we take W = {v − zi v | v ∈ V , 1 i  k}. The proof of (4) is
identical to the proof of Theorem 4.5(5) in [E4].
To prove (3), suppose 〈trt−1i , ti〉 = 0 on V such that rk+ j = 0 for some j > 0. Then r ∈ rad( f ), and
the rank of S is at least k + 1, which is a contradiction to the choice of k. Thus 〈trt−1i , ti〉 = 0 on V
implies rk+1 = · · · = rn = 0. Now let r ∈ rad f and assume rk+1 = · · · = rn = 0 and that 〈trti, t−1i 〉 = 0
on V for a ﬁxed i: 1  i  k. Take h in h˙ such that (h,h) = 0. Consider the nilpotent subalgebra Hi
spanned by htrt−1i , hti and 〈trt−1i , ti〉. Note that r, piei ∈ S , and that weight spaces Vα+m and Vα
for any m ∈ S are considered the same in V /W . Then M = (W +∑pij=1 Vλ+ jei )/W for any weight λ
is a ﬁnite dimensional non-zero subspace of V /W which is a module for Hi . Then Hi |M is a ﬁnite
dimensional nilpotent algebra acting on M . By Lie’s theorem it has a common eigenvector say v . It
is easy to see that [htrt−1i ,hti] is zero on v . Hence z = 〈trt−1i , ti〉 is zero on M , that is, there exists v
in V , v /∈ W such that zv ∈ W . Suppose z = 0 then z−1 exists. We also note that from the deﬁnition
of W , z and z−1 leaves W -invariant.
Thus v = z−1zv ∈ z−1W ⊆ W , which is a contradiction. So z = 0. In particular 〈trt−1i , ti〉 = 0 for
1 i  k. This completes the proof of (3).
Now we prove (2). Since Cq is rational, then l = n. Suppose k = n. From (3) we see that
〈tr+st−1i , ti〉 = 0 for r, s ∈ Zn with r + s ∈ rad f . Then〈
tr, ts
〉= σ(r, s)∑ ri 〈ti, tr+st−1i 〉= 0,
for r, s ∈ Zn with r + s ∈ rad f . Consequently k = 0, which is a contradiction since we have assumed
that k = l = n > 1. 
Next we will prove that k = n− 1 if Cq is rational and S = 0 for V . In the process we record some
interesting results which are of independent interest. Let H be the Lie algebra of diagonal matrices
inside gld(C). Now consider the quantum torus Cq¯ = C[t±11 , t±12 ] with the relations t1t2 = q¯t2t1 with
q¯N = 1 for some integer N . Consider the Lie algebra
ĥ= (H ⊗Cq¯) ⊕CC1 ⊕CC2
with Lie bracket[
h1t
r1
1 t
r2
2 ,h2t
s1
1 t
s2
2
]= h1h2(tr11 tr22 ts11 ts2s − ts11 ts22 tr11 tr22 )+ (h1,h2)δr1+s1,0δr2+s2,0(r1C1 + r2C2),
where C1, C2 are central and (h1,h2) = Tr(h1h2). Consider the subalgebra
̂˙h= (h˙⊗Cq¯) + (I ⊗ [Cq¯,Cq¯])⊕CC1 ⊕CC2.
Clearly ̂˙h is a Z2-graded Lie algebra with deg C1 = degC2 = 0.
2.5. Lemma. There does not exist a Z2-graded module for ̂˙h with ﬁnite dimensional components and with
non-zero central action.
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h˙⊗C[t±N1 , t±N2 ]⊕CC1 ⊕CC2
and restrict any module of ̂˙h onto it. Now the torus is commutative and we can apply Proposition 1.11
of [E5] to conclude that Ci acts trivially for i = 1,2. 
We will now record an interesting corollary which is of independent interest. Recall the Lie
algebra τ with Lie bracket [·,·]0. Now deﬁne a Lie structure on τ0 = τ ⊕ ∑CCi ⊕ ∑Cdi by
[X ⊗ tr, Y ⊗ ts] = [X ⊗ tr, Y ⊗ ts]0 + (X, Y )δr+s,0∑i riCi . The remaining brackets are same. The ac-
tion of di ’s are to measure the degree. Note that τ0 is the quotient of τ̂ .
2.6. Corollary. Assume there exist non-zero integers Nij such that q
Nij
i j = 1. Then there does not exist a module
for τ0 with ﬁnite dimensional weight spaces and non-zero central action.
Proof. Restrict the module to h˙⊗C[t±Niji , t
±Nij
j ] for suitable i and j and apply the argument as in the
proof of the lemma above. 
2.7. Theorem. Suppose Cq is rational. Let V be an irreducible module for τ̂ with ﬁnite dimensional weight
spaces. Let k be as deﬁned in 2.3. If k > 0, then k = n− 1.
Proof. Note that the rank of rad f equals l = n under the assumptions of the theorem. We may
assume Proposition 2.4. By Lemma 1.13(3), we can assume that 〈tmt−1i , ti〉 is non-zero on V for some
m ∈ rad f and 1  i  n. Now by Proposition 2.4(3) we can assume that i  k + 1 and mk+1 = · · · =
mn = 0. We already know that k < n. Suppose k < n − 1 then k + 1,k + 2  n we can assume that
〈tmt−1k+1, tk+1〉 is non-zero on V . Consider W as in Proposition 2.4(4) and note that V /W is a module
for τ˜ ⊕ Dk with ﬁnite dimensional weight spaces with respect to h˙ ⊕∑i CCi ⊕ Dk . Let qk+1,k+2 = q
and Nk+1,k+2 = N . Consider the subspace (not subalgebra) H spanned by
(1) h˙tmtrNk+1t
sN
k+2; s > 0, or s = 0 and r > 0;
(2) h˙trNk+1t
sN
k+2; s < 0, or s = 0 and r < 0;
(3)
〈
tmt−1k+1, tk+1
〉
and
〈
tmt−1k+2, tk+2
〉
.
Because of Proposition 2.4(3), we know that
[
h1t
mtr1Nk+1t
s1N
k+2,h2t
r2N
k+1t
s2N
k+2
]∣∣
V = (h1,h2)
〈
tmtr1Nk+1t
s1N
k+2, t
r2N
k+1t
s2N
k+2
〉∣∣
V ,
and all other brackets on V are zero. Then[
h1t
mtr1Nk+1t
s1N
k+2,h2t
r2N
k+1t
s2N
k+2
]∣∣
V = δr1+r2,0δs1+s2,0(h1,h2)N
(
r2
〈
tmt−1k+1, tk+1
〉+ s2〈tmt−1k+2, tk+2〉)∣∣V .
Then H|V is a Lie algebra in Proposition 1.11 of [E5], and W is an H|V submodule of V . The action of
〈tmtk+1, t−1k+1〉 on V /W is still invertible since it is invertible on W . From Proposition 2.4(4), we know
that V /W has ﬁnite dimensional weight spaces with respect to h˙ ⊕∑i CCi ⊕ Dk . Then there exists a
submodule X of V /W with ﬁnite dimensional graded components. Note that the central elements:〈
tmtk+1, t−1k+1
〉
and
〈
tmtk+2, t−1k+2
〉
are of degree zero with respect to Dk . Thus from Lemma 2.5 it follows that 〈tmtk+1, t−1k+1〉 acts trivially
on X , which is a contradiction. Thus we have proved that k = n− 1. 
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In this section we will deﬁne integrable modules over τ̂ (d,q) and prove that an irreducible inte-
grable module for τ̂ (d,q) with ﬁnite dimensional weight spaces admits a “highest weight” space. For
this we need to deﬁne real roots, null roots and Weyl group. The point is that the Weyl group is the
same as in the commutative torus case. The set of weights of an irreducible integrable module with
ﬁnite dimensional weight spaces carries same properties as in the commuting case and hence the
same conclusions can be drawn. Thus we closely follow the notation of Section 1 in [E4].
Recall that h˙ is the Cartan subalgebra consisting of trace zero diagonal matrices of sld(C). Thus
dim h˙= d−1. Let α1,α2, . . . ,αd−1 be the standard simple roots of h˙. Let α∨1 , . . . ,α∨d−1 be the co-roots.
Recall h = h˙ ⊕∑ni=1CCi ⊕∑ni=1Cdi where Ci = 〈ti, t−1i 〉. Hence dimh = d − 1 + 2n. Deﬁne δi ∈ h∗ ,
1  i  n, such that δi(h˙) = 0, δi(d j) = δi j and δi(C j) = 0. Let w1, . . . ,wn in h∗ such that wi(h˙) = 0,
wi(d j) = 0 and wi(C j) = δi j . It is easy to see that α1, . . . ,αd−1, δ1, . . . , δn,w1, . . . ,wn forms a basis
of h∗ . Let ( , ) be the standard symmetric bilinear form on h˙∗ (i.e., (αi,αi) = 2). We now extend to h∗
as non-degenerate symmetric bilinear form as (h˙∗, δi) = 0, (h˙∗,wi) = 0, (δi, δ j) = 0, (wi,w j) = 0 and
(wi, δ j) = δi j . Similarly we can deﬁne a non-degenerate symmetric bilinear form on h by choosing the
standard form on h and extending as (h˙,Ci) = (h˙,di) = 0, (Ci,C j) = 0, (di,d j) = 0 and (Ci,d j) = δi j .
For m in Zn deﬁne δm =∑miδi and note that (δm, δn) = 0. We call δm ’s null roots. Let ˙ be the
root system for sld(C). Let γ = α+ δm for α ∈ ˙. Then γ is called real root. Deﬁne γ ∨ = α∨ +∑miCi
and note that γ (γ ∨) = 2 and (γ ,γ ) = 2. Let re be the set of real roots and let  = {α + δm, δm |
α ∈ re , δm is a null root}. Let G˙ = sld(C) and let G˙ =⊕α∈˙∪{0} G˙α be the root space decomposition.
Deﬁne τ˜α+δm = G˙α ⊗Ctm, and
τ˜δm =
{
h˙⊗Ctm ⊕ I ⊗Ctm ifm ∈ Zn \ rad f ,
h˙⊗Ctm ⊕ HC1(Cq)m ifm ∈ rad f \ {0}.
Then τ̂ = h⊕⊕α∈ τ˜α is a root space decomposition of τ̂ .
For a real root γ we deﬁne the reﬂection rγ on h∗ by
rγ (λ) = λ − λ
(
γ ∨
)
γ , λ ∈ h∗.
The group generated by rγ , γ ∈ re is called Weyl group and is denoted by W . It is easy to verify
that the form on h∗ is W-invariant.
3.1. Deﬁnition. A module V over τ̂ (d,q) is called integrable if
(1) V =⊕ Vλ where Vλ = {v ∈ V | hv = λ(h)v, ∀h ∈ h},
(2) for all α ∈ ˙, m ∈ Zn and v in V there exists an integer k = k(α,m, v) such that (G˙α ⊗ tm)kv = 0.
For a weight module V let P (V ) denote the set of all weights of V . Then the following is stan-
dard.
3.2. Lemma. Let V be an irreducible integrable module for τ̂ (d,q). Then:
(1) P (V ) isW-invariant;
(2) dim Vλ = dim Vwλ for all w ∈W and λ ∈ P (V );
(3) λ(α∨) ∈ Z for all α ∈ re, λ ∈ P (V );
(4) for α ∈ re, λ ∈ P (V ) with λ(α∨) > 0, then λ − α ∈ P (V );
(5) λ(Ci) is an integer for all λ ∈ P (V ).
Proof. Let α ∈ ˙+ and then let Xα = Eij ∈ G˙ , i < j. Let Yα = E ji so that α∨ = Eii − E jj . It is standard
fact that [α∨, X] = 2X , [α∨, Y ] = −2Y and [X, Y ] = α∨ . So that X , Y , α∨ is an sl2-copy.
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to check that Xγ , Yγ , γ ∨ is an sl2-copy.
Now from standard sl2 integrable module theory (1), (2), (3) and (4) follows.
From 2.3 it follows that Ci acts as scalar. From (2) we know that λ(α∨ + Ci) is an integer and
hence λ(Ci) is an integer. 
Let
+1 =
{
α + δm, δm′
∣∣mn > 0, m′n > 0, ormn = 0 and α > 0},
−1 =
{
α + δm, δm′
∣∣mn < 0, m′n < 0, ormn = 0 and α < 0},
01 =
{
δm
∣∣m ∈ Zn, m = 0, mn = 0}.
Clearly  = +1 ∪ 01 ∪ −1 .
3.3. Theorem. Let V be an irreducible integrable module for τ̂ (d,q). Suppose C1, . . . ,Cn−1 acts trivially and
Cn acts as a positive integer. Then there exists a λ ∈ P (V ) such that λ + γ /∈ P (V ) for all γ ∈ +1 .
Proof. The proof follows from the proof of Proposition 2.4 of [E4]. Just note that the Weyl group
of A type in the commuting torus case is the same as the one deﬁned in this section. Further the
arguments for the proof of Proposition 2.4 of [E4] use the properties of weight system of integrable
modules and they are all available in the present situation. 
3.4. Note that on an irreducible integrable module we can assume that Cn = 0 and Ci = 0 for 1 i 
n− 1 after suitable change of co-ordinates by Proposition 2.4.
Suppose all qij ’s are roots of unity and then Theorem 2.7 is available. Thus in this case after suit-
able change of co-ordinates we have Ci acts trivially for 1 i  n− 1, Cn acts non-trivially (assuming
some zero degrees center acts non-trivial). By symmetry we can as well assume Cn > 0 and hence we
have Theorem 3.3.
3.5. Theorem. Let V be an irreducible integrable module for τ̂ (d,q) with ﬁnite dimensional weight spaces.
Assume that some zero degree central operator Ci acts on V non-trivially. Then after a suitable change of co-
ordinates there exists a weight λ ∈ P (V ) such that λ + γ /∈ P (V ) for all γ ∈ +1 (or λ − γ /∈ P (V ) for all
γ ∈ +1 ).
Proof. Follows from 3.4 and Theorem 3.3. 
4. Constructing ﬁnite dimensional τ -modules
This section is devoted to the study of ﬁnite dimensional representations of τ (d,q) assuming that
Cq is rational. In this case τ (d,q) has ﬁnite dimensional semisimple quotient Lie algebras and hence
a large class of ﬁnite dimensional modules. We will classify ﬁnite dimensional irreducible modules
for τ (d,q). This classiﬁcation will be used in the ﬁnal classiﬁcation of irreducible integrable mod-
ules for τ̂ (d,q), in the sense that the classiﬁcation of irreducible integrable modules of τ̂ (d,q) will
be reduced to the classiﬁcation of ﬁnite dimensional irreducible modules for τ (d,q) with n − 1 vari-
ables.
For convenience we denote Γ = rad f . Let Nij be the least positive integer such that qNiji j = 1.
From [N, Theorem III.4], after changing co-ordinates as in Theorem 1.14 if necessary we may assume
that
N2s−1,2s = N2s,2s−1, N2s−3,2s−2 = N2s−2,2s−3, . . . , N1,2 = N2,1,
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result in [Z1] we have the following:
4.1. Lemma.
(1) There is a natural associative algebra isomorphism
π :Cq/ J 
s⊗
i=1
MN2i−1,2i (C) = MN(C)
where J = 〈tN1,21 − 1, tN1,22 − 1, . . . , tN2s−1,2s2s−1 − 1, tN2s−1,2s2s − 1, t2s+1 − 1, . . . , tn − 1〉 and N =
N1,2N3,4 · · ·N2s−1,2s .
(2) Γ = N1,2(Z⊕ Z) ⊕ N3,4(Z⊕ Z) ⊕ · · · ⊕ N2s−1,2s(Z⊕ Z) ⊕ Zn−2s . We simply write it as Γ = N1Z⊕
N2Z⊕ · · · ⊕ NnZ.
Clearly, Ni is the minimum positive integer such that t
Ni
i ∈ Z(Cq), and π(tm) = IN , the identity
matrix, for all m ∈ Γ .
4.2. For each i: 1  i  n, let Mi be a positive integer. Let ai = (ai1, . . . ,aiMi ) be non-zero complex
numbers. Let K = M1M2 · · ·Mn . For T = (i1, . . . , in) where 1  i j  M j , and m = (m1, . . . ,mn) ∈ Zn ,
deﬁne amT = am11i1 · · ·a
mn
nin
. Let ϕ be a homomorphism deﬁned by
4.3. ϕ : Cq →⊕K -copies MN(C) = G(K ), tm →⊕T∈I amT π(tm) where I = {(i1, . . . , in) | 1  i j  M j}
and π is given in Lemma 4.1. Let T1, . . . , TK be all elements of I .
Consider P j(t j) =∏M jk=1(tN jj −aN jjk ). It is not too diﬃcult to see that kerϕ contains P j(t j), 1 j  n.
Let J be the ideal generated by P j(t j) inside Cq clearly kerϕ ⊇ J .
4.4. Lemma. Assume (aNii1 , . . . ,a
Ni
iMi
) are distinct complex numbers for each i. Then
(1) ϕ is surjective;
(2) kerϕ = J .
Proof. Consider the K × K matrix
X = (am1N11i1 · · ·amnNnnin )0miMi−1,1i jM j .
The index m determines rows and the index (i1, i2, . . . , in) determines the columns. It follows from
Lemma 3.11 of [E4] that X is invertible. Now consider the map in 4.3 for all m ∈ rad f which will take
the following form as π(tm) = I:
tm →
⊕
T∈I
amT I.
Since the matrix X is invertible it follows that (I,0, . . . ,0), . . . , (0, . . . , I) belongs to G(K ) (recall that
Imageπ = MN (C)). Now we will modify the map in the following way. Fix an index T = (i1, . . . , in),
1 i j  M j and consider the map
tm
πT→ amT π
(
tm
)
.
As in the case of π it is easy to see that kerπT is generated by t
Ni
j − a
N j
i j , 1  j  n. Further
ImageπT = MN (C). Now for Y ∈ MN (C) let P (t) ∈ Cq such that πT1 (P (t)) = Y . Let X ∈ Cq such
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(Y ,0, . . . ,0) = ϕ(X)ϕ(P (t))= ϕ(X P (t)).
This argument holds for any index set T . Hence it proves that ϕ is surjective. First note that J ⊆ kerϕ .
Further {tm, 0mi < MiNi} is a spanning set for Cq/ J and further the cardinality of the above set
is equal to the dimension of Imageϕ = G(K ). It is easy to conclude that J = kerϕ since KN2 =
dimCq/kerϕ  dimCq/ J  KN2. 
4.5. Consider the map
ϕ˜ : Md(C) ⊗Cq →
⊕
K -copies
Md(C) ⊗ MN(C) ∼=
⊕
K -copies
MdN (C),
ϕ˜
(
X ⊗ tm)= X ⊗ ϕ(tm).
Clearly ϕ˜ is surjective and ker ϕ˜ is the ideal generated by Md(C) ⊗ P j(t j), 1 j  n. Our interest is
to classify irreducible ﬁnite dimensional modules for τ . We will ﬁrst note that
Md(C) ⊗Cq = τ ⊕
(
I ⊕ Z(Cq)
)
, (4.6)
ϕ˜(τ ) =
⊕
K -copies
MdN (C), (4.7)
ϕ˜
(
I ⊗ Z(Cq)
)= ⊕
(K -copies)
CI. (4.8)
In order to obtain modules we generally construct modules for Md(C) ⊗ Cq and restrict to τ (d,q).
Conversely any τ -module can be extended to Md(C) ⊗Cq by letting I ⊗ Z(Cq) act as scalars.
4.9. Any ﬁnite dimensional irreducible module for
⊕
K -copies MdN(C) is a module for τ (d,q) by the
map ϕ˜ . It remains irreducible for τ (d,q) as the additional space I ⊗ Z(Cq) acts by scalar. In the next
section we will prove the converse in the sense that any ﬁnite dimensional irreducible module for
τ (d,q) comes from above.
5. Highest weight integrable modules over τ˜n(d,q)
Let A be a unital associative algebra, not necessarily commutative. Let Md(A) be the matrix algebra
with entries in A. Let sld(A) = {X ∈ Md(A) | Tr X ∈ [A, A]}. We will ﬁrst construct ideals for sld(A)
from ideals in A. Then we specialize to the case A =Cq . As earlier we assume d 2.
5.1. Lemma. Let J be an ideal of A. Then J˜ =∑ j =i J Ei j ⊕∑ j =i[AEij, J E ji] is an ideal in sld(A).
Proof. One can directly show that J˜ is an ideal of Md(A). Consequently it is an ideal of sld(A). We
omit the details. 
5.2. Lemma. Let I be the identity matrix of Md(A). Let J be an ideal of A and let J˜ be as before. Then∑
i = j[AEij, J E ji] = h˙⊗ J + I ⊗ [A, J ].
Proof. Recall that h˙ is the Cartan subalgebra of sld(C) spanned by vector Eii − E jj . Let
S =
∑
i = j
[AEij, I E ji].
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consider
[aEij,bE ji] = abEii − baE jj = [a,b]Eii + ba(Eii − E jj).
This proves [a,b]Eii ∈ S . Which means we have proved that h˙ ⊗ J ⊕ I ⊗ [A, J ] ⊆ S . From the above
formula we easily see that S ⊆ h˙⊗ J ⊕ I ⊗ [A, J ], which completes the proof. 
We now specialize for A =Cq and construct ideals for τ˜q . Let J be an ideal of Cq . Deﬁne
J˜ c = J˜ ⊕ 〈Cq, J 〉.
It is easy to check that J˜ c is an ideal in τ˜ (d,q).
5.3. Let Ni ∈ N be minimal such that tNii ∈ Z(Cq). (This is different from the deﬁnition in Section 4
since our variables may not be the same as in Section 4.) For  j ∈ N, 1  j  n − 1, let Q j(t j) =∏ j
k=1(t
N j
j − a jk), where a jk ∈ C. Let Q be the ideal of Cq generated by Q j(t j) for j = 1, . . . ,n − 1.
Recall that Dk is the linear span of the derivations dk+1, . . . ,dn and hk = h˙⊕∑ni=1CCi ⊕ Dk .
5.4. Let τ˜± =⊕α∈±1 τ˜α , τ˜ 0 = hn⊕α∈01 τ˜α , τ˜ 0,n = hn−1⊕α∈01 τ˜α. Then
τ˜ = τ˜+ ⊕ τ˜− ⊕ τ˜ 0.
Let τ˜n = τ˜− ⊕ τ˜ 0,n ⊕ τ˜+ = τ˜ ⊕Cdn . Then τ̂ = τ˜n ⊕∑n−1i=1 Cdi .
5.5. A weight module for τ̂ (d,q) (respectively for τ˜n) is called a highest weight module if there exists
a weight vector v such that τ˜+v = 0 and v generates the module. We have already seen that an
integrable irreducible module V for τ̂ (d,q) with ﬁnite dimensional weight spaces (with reference
to h) is a highest weight module if part of the center acts non-trivially up to a choice of co-ordinates
(Theorem 3.5). Let V be an irreducible integrable module over τ̂ (d,q) with ﬁnite dimensional weight
spaces. Now we see that there exists a proper submodule W over τ˜n(d,q) such that V /W has ﬁnite
dimensional weight spaces with respect to hn−1 (Proposition 2.4(4) and Theorem 2.7). Clearly V /W
is a highest weight module for the Lie algebra τ˜n .
5.6. Proposition. Let V be an irreducible integrable module over τ̂ (d,q)with ﬁnite dimensional weight spaces.
Then the τ˜n-module V /W has an irreducible quotient module which is still a highest weight module.
Proof. Recall that there exist non-zero central operators z1, . . . , zn−1 of degree (p1,0, . . . ,0), . . . ,
(0, . . . ,0, pn−1,0) as W is deﬁned as {v − zi v | v ∈ V , 1 i  n− 1}.
Let U (τ˜n)0 = {x ∈ U (τ˜n) | [hn−1, x] = 0}. As U (τ˜n)0-module, (V /W )λ has a proper maximal sub-
module (V /W )′λ over U (τ˜n)0 since it is ﬁnite dimensional, which follows from ﬁnite dimensional
Lie algebra theory. Take a maximal weight τ˜n-submodule V ′/W of V /W with (V ′/W )λ ∩ (V /W )λ ⊂
(V /W )′λ . Then V /V ′ is an irreducible quotient of V /W . 
In general, the module V /W is reducible, which will be seen in Theorem 6.12. We will now
classify irreducible integrable highest weight modules for τ˜n with ﬁnite dimensional weight spaces
with respect to hn−1. In the last section we will indicate how to recover the original τ̂ (d,q)-module V
from this classiﬁcation.
5.7. Proposition. Let V be an irreducible highest weight module for τ˜n with ﬁnite dimensional weight spaces.
Then there exists an ideal Q˜ c as deﬁned in 5.3 such that Q˜ c V = 0.
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5.8. Lemma. Let m ∈ Zn \ {0}. Then τ˜δm is spanned by A(i,m) = Eiitm − Ei+1i+1tm, 1  i  d − 1 and
h(r, s) = σ(r, s)E11tm − σ(s, r)Eddtm + 〈tr, ts〉 for all r, s ∈ Zn with r + s =m.
Proof. Let Sm be the linear span of the above vectors which is clearly contained in τ˜δm . Suppose
m /∈ rad f . Then we know 〈tr, ts〉 = 0 and further Eiitm spans τ˜δm for 1 i  d. Now from (1.5b) there
exist r, s ∈ Zn such that r+ s =m and f (r, s) = 1 which implies σ(r, s) = σ(r, s). Thus it is elementary
to see that E11tm in Sm which in turn prove that Eiitm in Sm for all i. Thus Sm = τ˜δm .
Now suppose m ∈ rad f . From (1.5b) it follows that σ(r, s) = σ(s, r) for all r, s ∈ Zn such that
r + s = m. This proves that 〈tr, ts〉 ∈ Sm . Now the lemma follows from the deﬁnition of τ˜δm in Sec-
tion 3. 
5.9. Lemma. Let m ∈ Zn such that mn = 0. Then:
(a) For p > 1, m + pen ∈ rad f iff f (r + en, s + ken) = 1 for all r, s ∈ Zn with rn = sn = 0 and r + s =m
and for all ,k ∈ Z,  > 0, k > 0 and  + k = p.
(b) m+ en ∈ rad f iff f (r, s + en) = 1 for all r, s ∈ Zn with rn = sn = 0, r + s =m.
(c) m ∈ rad f iff f (r − en, s + en) = 1 for all r, s ∈ Zn with rn = sn = 0, r + s =m.
Proof. This is easy to verify by using properties of f listed in (1.3)–(1.4) and f (a,b)k = f (ka,b) =
f (a,kb). 
5.10. Let S be the linear span of Eii+1tm for 1 i  d − 1, m ∈ Zn with mn = 0, and Ed1tm for m ∈ Zn
with mn = 1. Let B be the linear span of
(B1): Eijtm; i < j, mn  0 or j < i, mn  1,
(B2): σ(r, s)E1,1tr+s − σ(s, r)Eddtr+s +
〈
tr, ts
〉; r + s =m, mn > 0,
(B3): Eiitm − E jjtm; mn > 0.
Let 〈S〉 be the subalgebra generated by S inside τ˜ (d,q).
5.11. Lemma.We have B = 〈S〉 = τ˜+ .
Proof.
Claim 1. 〈tr, ts〉 ∈ B for r + s =m, mn > 0.
From (B3) we see that E11tr+s − Eddtr+s ∈ B .
Now by multiplying σ(r, s) and subtracting from (B2), we have (σ (r, s) − σ(s, r))Eddtr+s +
〈tr, ts〉 ∈ B . Suppose m ∈ rad f then from (1.5b) we have σ(r, s) = σ(s, r) and hence 〈tr, ts〉 ∈ B . Sup-
pose m /∈ rad f then 〈tr, ts〉 = 0. In any case we have the claim.
Now we can see that B = τ˜+ and in particular B is a subalgebra. Further note that the spanning
set of S belongs to B and hence 〈S〉 ⊆ B .
We need only to show that S generates τ˜+ . Within the Lie algebra τ it is easy to see that S
generates τ+ (the deﬁnition for τ+ is obvious), that is,
〈S〉 mod (〈Cq,Cq〉)= τ˜+ mod (〈Cq,Cq〉).
It will be enough to show that〈
tr, ts
〉 ∈ 〈S〉; for r, s ∈ Zn, r + s =m ∈ rad f , mn > 0.
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[
E12t
r + c1, E21ts + c2
]= σ(r, s)(E11tr+s − E22tr+s)+ 〈tr, ts〉 ∈ 〈S〉,[
E12 + c′1, E21tr+s + c′2
]= E11tr+s − E22tr+s ∈ 〈S〉,
where E12tr + c1, E21ts + c2, E12 + c′1, E21tr+s + c′2 ∈ 〈S〉. This completes the proof. 
Proof of Proposition 5.7. Recall that the Cartan subalgebra for τ˜n is hn−1 = h˙ ⊕∑i C〈ti, t−1i 〉 ⊕ Cdn
and V is a weight module for τ˜n with ﬁnite dimensional weight spaces relative to the Cartan subal-
gebra hn−1.
Let v be a weight vector of highest weight λ ∈ h∗n−1. Then any non-zero vector in the weight
space Vλ is also a highest weight vector for weight reasons.
Let r ∈ Zn such that rn = 0 and 0 ri < Ni for all i where Ni are deﬁned as in 5.3. We ﬁx a simple
root α of sld(C) and k such that 1  k  n − 1. Let Eii+1 be the corresponding root vector for the
root α. Consider {
Ei+1,itrtNkk v,  ∈ Z+
}⊆ Vλ−α.
Since all weight spaces are ﬁnite dimensional there exists a non-zero polynomial Pk,α,r in t
Nk
k such
that (
Ei+1,itr Pk,α,r
(
tNkk
))
v = 0.
For m ∈ Zn with mn = 0 we have
0= (Ei,i+1tm)(Ei+1,itr Pk,α,r(tNkk ))v = (Ei+1,itr Pk,α,r(tNkk ))(Eii+1tm)v
+ (Eiitmtr Pk,α,r(tNkk ))v − (Ei+1,i+1trtm Pk,α,r(tNkk ))v + 〈tm, tr Pk,α,r(tNkk )〉v.
Since v is a highest weight vector then the ﬁrst term is zero. We have 〈tm, tr Pk,α,r〉v = 0 as there
is no nth term in tm . This follows from Proposition 2.4(3), Theorem 2.7 and Lemma 1.13(3). Thus we
have proved for all i, 1 i  d − 1 and for all m ∈ Zn with mn = 0,
(
Eiit
mtr Pk,α,r
(
tNkk
))
v − (Ei+1,i+1trtmPk,α,r(tNkk ))v = 0. (5.12)
As before let r ∈ Zn such that rn = 0 and 0  ri < Ni for all i. Let k be such that 1  k  n.
Consider {E1dtrtNkk t−1n v,  ∈ Z+} ⊆ Vλ−α0 where α0 is the additional simple root for the aﬃne
sld(C) so that α0 = δn − β and β is the maximal root in sld(C) which corresponds to the root vec-
tor E1d .
Since Vλ−α0 is ﬁnite dimensional there exists a polynomial Pk,α0,r in t
Nk
k such that(
E1dt
r Pk,α0,r
(
tNkk
)
t−1n
)
v = 0.
For m ∈ Zn , mn = 0, we have
0= (Ed1tmtn)(E1dtr Pk,αo,r(tNkk )t−1n )v = (E1dtrt−1n Pk,α0,r(tNkk ))(Ed1tmtn)v
+ (Eddtmtntr Pk,α0,r(tNkk )t−1n )v − ((E11tr Pk,α0,r(tNkk )t−1n )tmtn)v + 〈tmtn, tr Pk,α0,r(tNkk )t−1n 〉v.
The ﬁrst term is zero as v is a highest weight vector. Thus we proved
240 S. Eswara Rao, K. Zhao / Journal of Algebra 361 (2012) 225–247(
Eddt
mtnt
r Pk,α0,r
(
tNkk
)
t−1n
)
v − ((E11tr Pk,α0,r(tNkk )t−1n )tmtn)v
+ 〈tmtn, tr Pk,α0,r(tNkk )t−1n 〉v = 0. (5.13)
Noting that components of Pk,α0,r(t
Nk
k ) are in the center of Cq , so they can be moved to the left or to
the right. Let
Yi = Ei+1itstr Pk,α,r
(
tNkk
)
, 1 i  d − 1, Yd = E1dtstr Pk,α0,r
(
tNkk
)
t−1n ,
where r is chosen as earlier and s ∈ rad f and sn = 0.
5.14. Claim 1. Yi v = 0 for 1 i  d.
It is suﬃcient to prove that Yi v is a highest weight vector. Indeed the weight of Yi v is strictly less
than λ and hence generates a proper submodule as V is irreducible it has no proper submodules and
hence Yi v = 0.
In view of Lemma 5.11 it is suﬃcient to prove that Yi v is killed by Ep,p+1tm and Ed1tmtn for all
m ∈ Zn with mn = 0. For 1 p, i  d − 1 consider
X = (Epp+1tm)Yi v = Yi(Epp+1tm)v + [Epp+1tm, Yi]v.
The ﬁrst term is zero as Epp+1tm is a positive root vector. The second term is zero unless p = i in
which case we have
X = (Eiitmtstr Pk,α,r(tNkk ))v − (Ei+1i+1tstrtm Pk,α,r(tNkk ))v.
Since s ∈ rad f we have σ(m, s) = σ(s,m). From (5.12) we know that
σ(m, s)−1X = (Eiitm+str Pk,α,r(tNkk ))v − (Ei+1,i+1trtm+s Pk,α,r(tNkk ))v = 0.
For 1 i  d − 1 we have
(
Ed1t
mtn
)
Yi v = Yi
(
Ed1t
mtn
)
v + [Ed1tmtn, Yi]v.
The ﬁrst term is zero as Ed1tmtn is a positive root vector. For the second term the commutator itself
is zero. Similarly one can see that Epp+1tmYdv = 0 for all 1 p  d − 1. Thus we are left with
(
Ed1t
mtn
)
Ydv = Yd
(
Ed1t
mtn
)
v + [Ed1tmtn, Yd]v.
The ﬁrst term is zero as Ed1tmtn is a positive root vector. Consider
Z = [Ed1tmtn, E1dtstr Pk,α0,r(tNkk )t−1n ]v = (Eddtmtntstr Pk,α0,r(tNkk )t−1n )v
− E11tstrt−1n tmtn Pk,α0,r
(
tNkk
)
v + 〈tmtn, tsts Pk,α0,r(tNkk )t−1n 〉v.
Now consider
〈
tmtn, t
str Pk,α0,r
(
tNkk
)
t−1n
〉
v = −〈ts, tr Pk,α0,r(tNkk )t−1n tmtn〉v − 〈tr Pk,α0,r(tNkk )t−1n , tmtnts〉v.
Now the ﬁrst term is zero as s does not contain nth term. Hence we have
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(
tNkk
)
v − E11trt−1n tm+stn Pk,α0,r
(
tNkk
)
v
+ 〈tm+stn, trt−1n Pk,α0,r(tNkk )〉v,
which is zero by (5.13) where we take m+ s instead of m. Claim 1 follows.
For 1 k n− 1 let
Qk =
∏
α simple
0ri<Ni
rm=0
Pk,α,r
(
tNkk
)
.
Notice that it is a ﬁnite product and hence Qk is a polynomial in t
Nk
k .
5.15. Claim 2. Let m,a,b ∈ Zn with mn = 0, an = bn = 0 and m = a+ b. Then:
(a) Ei+1itmQkv = 0.
(b) E1dtmt−1n Qkv = 0.
(c) σ(a + en,b − en)EddtmQkv − σ(a − en,b + en)E11tmQkv + 〈tatn, tbt−1n Qk〉v = 0.
(d) (EiitmQk − E jjtmQk)v = 0.
(e) If m /∈ rad f , then EiitmQkv = 0.
(f) If m ∈ rad f , then 〈tatkn, tbtnQk〉v = 0 for all ,k ∈ Z.
For any m ∈ Zn with mn = 0 there exists s ∈ Γ with sn = 0 and r ∈ Zn with rn = 0 such that
0 ri < Ni and m = s + r. We write tmQk = σ(r, s)−1trts Qk. Now (a) and (b) follow from Claim 1. To
see (c), consider the following from (b),
0 = (Ed1tatn)(E1dtbt−1n Qk)v = (E1dtbt−1n Qk)(Ed1tatn)v
+ σ(a + en,b − en)Eddta+b Qkv − σ(b − en,a + en)E11ta+b Qkv +
〈
tatn, t
bt−1n Qk
〉
v.
The ﬁrst term is zero as Ed1tbtn is a positive root vector. Thus (c) is proved.
To see (d), we consider
0= Eii+1
(
Ei+1itmQk
)
v = (Ei+1itmQk)Eii+1v + EiitmQk − Ei+1,i+1tmQkv.
The ﬁrst term is zero as Eii+1 is a positive root vector. Thus we have (d).
For (e), we have m /∈ rad f . Then by Lemma 5.9(c) there exist a,b,∈ Zn such that an = bn = 0,
a + b = m and f (a + en,b − en) = 1 which means σ(a + en,b − en) = σ(b − en,a + en). Thus in (c)
combining with (d) we can deduce that E11tmQkv = 0. Using (5.12) we have (e).
For (f), from (d) and (c) we have 〈tatn, tbt−1n Qk〉v = 0. By induction on l > 1 and using〈
tatn, t
bt−n Qk
〉
v = −〈(tbt−n Qk)(tat−1n ), tn〉v − 〈tbt−n Qktn, tat−1n 〉v = 0,
we deduce (f) for  + k = 0.
Let X = 〈tatn, tbtknQk〉 for  + k < 0. Then Xv is a weight vector whose weight is strictly less
than λ. At the same time Xv is a highest weight vector as X is central. Thus Xv generates a proper
submodule but V is irreducible. Hence Xv = 0.
If k + l > 0 because of the weight reason (f) holds automatically. Thus (f) follows.
5.16. Claim 3. Let m ∈ Zn, mn = 0. Then:
(1) EqptmQkv = 0 for q > p.
(2) Eqptmtrn Qkv = 0, r < 0, q = p.
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(4) m+ ren /∈ rad f , (Eiitmtrn Qk)v = 0, r  0.
Statement (1) follows from Claim 5.15(a) by induction on q − p. Statement (3) follows from (1),
while Statement (4) follows from (2) with q > p. Statement (2) with (q, p) = (1,d) follows from
Claim 5.15(b) by induction on r.
To prove (2) with q < p one has to use induction on d − (p − q) and r to show that Eqptmtrn Qkv
is a highest weight vector, yielding Eqptmtrn Qkv = 0. To prove (2) with q > p one has to use (1) and
induction on r to show that EqptmtrnQkv is a highest weight vector, again yielding Eqpt
mtrn Qkv = 0.
We omit the details.
Let Q be the ideal of Cq generated by Q 1(t
N1
1 ), . . . , Qn−1(t
Nn
n ).
5.17. Claim. Q˜ c v = 0.
From the fact that v is a highest weight vector and from Claim 3(1), (2) and (3), we have
Eijt
mQ v = 0, (Eii − E jj)tmQ v = 0, ∀i = j, m ∈ Zn.
What remains is to be proved that (I ⊗ [Cq, Q ])v = 0.
We know that [ts, tr Qk] = 0 if s + r ∈ rad f . Suppose s + r /∈ rad f . Then from Claim 3(4) we know
Eiits+r Qkv = 0. It follows that I ⊗ ts+r Qkv = 0.
We will complete the proposition by considering the space
W = {w ∈ V | Q˜ cw = 0}.
As Q˜ c is an ideal in τ˜n , it is easy to check that W is a submodule of V , since V is irreducible and W
has been proved to be non-zero by claim, we show that W = V , which completes the proof. 
5.18. Suppose one of the Qk is a constant. Then the ideal 〈Q 〉 =Cq and hence by the above proposi-
tion the module V is trivial. Thus we can assume that each polynomial Qk is not a constant. Suppose
zero is a root of some polynomial Qk . Then t
Nk
k is a factor of Qk and by multiplying Qk by t
−Nk
k
we see that the ideal Q has not changed. Hence we can assume that each polynomial Qk does not
have zero as a root. We can further assume that the coeﬃcient of the highest term of each Qk is
one.
Let Q j =∏akk=1(tNkj −a jk) jk where ak > 0,  jk > 0, and a jk for 1 k ak are distinct and non-zero
complex numbers.
Let Q ′j =
∏ak
k=1(t
Nk
j − a jk). Let Q ′ be the ideal generated by Q ′1, . . . , Q ′n−1 inside Cq . Clearly
Q ⊆ Q ′ .
5.19. Proposition. Let V be a non-trivial irreducible integrable highest weight module for τ˜n with ﬁnite di-
mensional weight spaces with respect to hn−1 . Then there exist polynomials Q ′j in t
N j
j , 1  j  n − 1 with
distinct non-zero roots such that Q˜ ′c V = 0.
Proof. We have already seen in Proposition 5.7 that there exist polynomials Q j: 1 j  n − 1 with
non-zero roots such that Q˜ c V = 0.
It is enough to prove Claim 5.15(a) and (b) for the polynomial Q ′j in the place of Q j , because all
the arguments given in the proof of Proposition 5.7 after Claim 2 follows from Claim 5.15(a) and (b).
In particular we can conclude that Q˜ ′c V = 0 which proves the current proposition. Now we ﬁrst to
prove Claim 5.15(a) for the polynomial Q ′j in the place of Q j , i.e.,
Claim 1. EijtmQ ′kv = 0, for 1 i = j  d, 1 k n− 1 and m ∈ Zn with mn = 0.
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π : τ˜n/Q˜ c→τ˜n/Q˜ ′c → 0.
The kerπ = Q¯ ′c/Q¯ c can be seen to be solvable. Indeed when we take commutators in Q¯ ′c we see that
the multiplicity of roots increase and after certain stage this belongs to Q¯ c .
Let α be the root corresponding to Eii+1. Let G+α be the linear span of Ei,i+1 and Ei,i+1tmQ ′k for
m ∈ Zn with mn = 0. Let G−α be the linear span of Ei+1,it−mQ ′k for m ∈ Zn with mn = 0. Let G0α be the
linear span of the following elements
(Ei,i − Ei+1,i+1)tmQk, ∀m ∈ Γ withmn = 0;
Ei,it
mQk, Ei+1,i+1tmQk, ∀m ∈ Zn \ Γ withmn = 0;〈
tmt−1j , t j
〉
, ∀m ∈ Γ withmn = 0, ∀1 j  n− 1.
Set G˜0α = C(Ei,i − Ei+1,i+1) + G0α , Gα = G−α ⊕ G0α ⊕ G+α , G˜α = C(Ei,i − Ei+1,i+1) + Gα , which can
easily be seen to be nilpotent Lie algebras. We can also see that Gα ⊂ [G˜α, G˜α].
We denote U (G) the universal enveloping algebra of G for any Lie algebra G . Let W be Gα module
generated by v . That is W = U (G˜α)v . We now prove that W is ﬁnite dimensional. First note that
U (G+α )v = Cv and Vλ ⊇ U (G˜0α)v . Thus W = U (Gα)v ⊆ (G−α )Vλ . But each vector in G−α acts locally
nilpotent on Vλ as V is integrable and thus we conclude U (G−α )Vλ is ﬁnite dimensional and hence
W is ﬁnite dimensional (see Lemma 3.2(2)).
Denote the image of Gα in τ˜n/Q˜ c by G¯α and we noticed earlier that G¯α is nilpotent and W is a
ﬁnite dimensional module for G¯α . Hence by Lie’s theorem there exists a non-zero weight vector w
in W such that G¯αw = 0. Consequently Gαw = 0.
From the deﬁnition of w we have a y ∈ U (Gα) with yv = w . Since V is irreducible there exists
X ∈ U (τ˜n) such that Xw = v . Write X = X−HX+ where X± ∈ U (τ˜±) and H ∈ U (τ˜ 0,n). First note that
the weights of V are of the form λ−∑d−1i=1 niαi where α0,α1, . . . ,αd−1 are simple roots of the aﬃne
system. Now from the deﬁnition, W ⊆ U (G−α )Vλ and hence the weight of w is of the form λ − sα,
s  0. Notice that Eii+1 ⊗ Cq[t±1, . . . , t±n−1] is a Lie algebra and X+ ∈ U (Eii+1 ⊗ Cq[t±1, . . . , t±1n−1]).
Otherwise X+w = 0 for weight reasons. Further X− has to be scalar for weight reasons. From Xw = v ,
we may assume that X ∈ U (Ei,i+1 ⊗Cq).
For any (Ei,i+1ts1 ) · · · (Ei,i+1tsr ) ∈ U (Ei,i+1 ⊗Cq) where s1, . . . , sr ∈ Zn without nth components by
induction on r we have Gα(Ei,i+1ts1 ) · · · (Ei,i+1tsr )w = 0 as [Gα, Ei,i+1tsi ] ⊂ Gα . Thus we have proven
that Gαv = Gα XW = 0. So Claim 1 holds.
In the same manner we can prove Claim 5.15(b) for the polynomial Q ′j in the place of Q j , i.e.,
Claim 2. EijtmQ ′kv = 0, for 1 i = j  d, 1 k n− 1 and m ∈ Zn with mn = 0.
This completes the proof of Proposition 5.19. 
6. Classiﬁcation of irreducible integrable modules
In this section we will ﬁrst prove that any irreducible ﬁnite dimensional module over τ (d,q) comes
from the construction given in Section 4. We need to determine ker ϕ˜ ∩ τ (d,q) with the notation es-
tablished in Section 4. We have already noted that ker ϕ˜ = Md(Cq ∩ J ) where J is the ideal generated
by P j(t
N j
j ).
6.1. Lemma. ker ϕ˜ ∩ τ (d,q) = J˜ .
Proof. Note that for i = j, Eij ⊗ J ⊆ ker ϕ˜ . Thus J˜ ⊆ ker ϕ˜ as J˜ is the ideal generated by ⊕i = j Ei j ⊗ J .
It remains to be proved that
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From weight reasons and from the deﬁnition of τ (d,q) we have
(H ⊗ J ) ∩ τ (d,q) = (H ⊗ J ) ∩ ((h˙⊗ J ) ⊕ (I ⊗ [Cq,Cq])).
But h˙⊗ J ⊆ J˜ and hence to see 6.2 we need to prove that
(H ⊗ J ) ∩ (I ⊗ [Cq,Cq])⊆ J˜ .
But by Lemma 5.2, J˜ contain I ⊗ [Cq, J ]. Thus to prove 6.2 it is suﬃcient to prove
J ∩ [Cq,Cq] = [Cq, J ].
Clearly [Cq, J ] ⊆ J ∩ [Cq,Cq]. Let tmp j(tN jj ) ∈ J ∩ [Cq,Cq]. Then m /∈ rad f = Γ . So tm = λ[tr, ts]
for some non-zero scaler λ and for some r, s ∈ Zn with r + s =m. Now tmp j(tN jj ) = λ[tr p j(t
N j
j ), t
s] ∈
[ J ,Cq]. 
6.3. Consider τ (d,q) with n 2. Let τ+ =⊕i< j,m∈Zn CEijtm , τ− =⊕i< j,m∈Zn CE jitm ,
τ 0 = (I ⊗ [Cq,Cq]) ⊕
m∈Zn
C(Eii − E jj)tm.
Then clearly τ+ ⊕ τ 0 ⊕ τ− = τ (d,q).
6.4. Deﬁnition. A weight module for τ (d,q) is called a highest weight module if there exists a weight
vector v such that τ+v = 0 and v generates the module.
6.5. Let V be a ﬁnite dimensional irreducible module for τ with n  2. Now we continue to use the
notation in Section 4. Since it is a ﬁnite dimensional module (considered over sld(C)), it has to be
a weight module and there exists a highest weight vector and hence V is a highest weight module.
From a similar argument as in the proof of Proposition 5.19 there exist polynomials Q 1, . . . , Qn in
tN11 , . . . , t
Nn
n with non-zero distinct roots such that Q˜ V = 0, where Q is the ideal of Cq generated by
Q 1, . . . , Qn in t
N1
1 , . . . , t
Nn
n . Thus V is a module for
τ/Q˜ =
⊕
(K -copies)
sldN(C),
where N = N1N2 · · ·Nn , K = M1M2 · · ·Mn and each Mi is the number of distinct roots of Q i . See
Section 4 for further details. Thus we have proven
6.6. Theorem. Any ﬁnite dimensional irreducible module for τ (d,q) has to come from the construction in
Section 4.
Now we discuss the problem of classifying irreducible integrable highest weight modules V for τ˜n
with ﬁnite dimensional weight spaces. We have already seen in Proposition 5.19 that there exist
polynomials Q 1, . . . , Qn−1 with distinct non-zero roots for each Q i such that Q˜ c V = 0.
Let Cn−1 be the subalgebra of Cq generated by the ﬁrst n − 1 variables t±11 , . . . , t±1n−1; τn−1 =
sld(Cn−1);
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∑
α∈˙∪{0}
m∈Zn,mn>0
τ˜δm+α;
τ−n =
∑
α∈˙∪{0}
m∈Zn,mn<0
τ˜δm+α;
τ˜ 0n = τn−1 ⊕
∑
m∈Zn,mn=0
1in
C
〈
tmti, t
−1
i
〉⊕Cdn.
Then τ˜n = τ−n ⊕ τ+n ⊕ τ˜ 0n . Let Vλ be the highest weight space of V . Since V is irreducible, Vλ is an
irreducible τ˜ 0,n-module (see 5.4 for deﬁnitions).
6.7. Lemma. Let W = U (τ˜ 0n )Vλ . Then W is an irreducible integrable highest weight module over τ˜ 0n and also
over τn−1 with ﬁnite dimensional weight spaces.
Proof. From properties of V we know that W is an integrable highest weight module over τ˜ 0n with
ﬁnite dimensional weight spaces. We need only show that W is irreducible.
Let w ∈ W \ {0} and v ∈ Vλ \ {0} then there exists X ∈ U (τ˜ ) such that Xw = v . Let X = X−X0X+
for X± ∈ U (τ˜±) and X0 ∈ U (τ˜ 0n ). Then X+w = 0 unless X+ is a scalar in which case X− has to be
scaler for weight reasons. Thus we can assume X = X0. This proves W is τ˜ 0n irreducible. Now dn
acts by a scaler on the whole module W and also the center acts by scalar. Note that the center
that comes from the brackets of τn−1 is zero on the module. Then τn−1|W is a subalgebra. Thus W
remains irreducible over τn−1. 
6.8. Proposition. The subspace W , as deﬁned in Lemma 6.7, is ﬁnite dimensional.
Proof. Note that τn−1/(Q˜ c ∩ τn−1) is a ﬁnite dimensional Lie algebra and W is an integrable mod-
ule over this Lie algebra. Let n− denote the strictly lower triangular matrices of gld . Then any
element in n− ⊗ (Cq/〈Q 1, Q 2, . . . , Qn−1〉) acts nilpotently on any element in V . Since Vλ and
n− ⊗ (Cq/〈Q 1, Q 2, . . . , Qn−1〉) are ﬁnite dimensional and W = U (n− ⊗ (Cq/〈Q 1, Q 2, . . . , Qn−1〉))Vλ ,
using PBW theorem we deduce that W is ﬁnite dimensional. 
6.9. We will now indicate how to recover τ˜n-module V from a ﬁnite dimensional irreducible τ˜ 0n -
module W . Let τ˜+n W = 0. Consider the induced module
M(W ) = U (τ˜ ⊕Cdn) ⊗ W .
Since W is irreducible it follows by the standard arguments that M(W ) has a unique irreducible
quotient say V(W ). By universal property it follows that V(W ) ∼= V as τ˜ ⊕ Cdn module as both
modules has the same “top”.
We have not answered the question that if we start with an arbitrary ﬁnite dimensional irreducible
module W for τn−1, whether the module V(W ) is integrable with ﬁnite dimensional weight spaces.
We believe this is true when we choose appropriate central action. This problem we take up in the
next paper.
6.10. Let us streamline the results we have established. We started with an irreducible integrable
module V over τ̂ (d,q) with ﬁnite dimensional weight spaces and with non-trivial action of the cen-
ter C . First we proved in Theorem 3.5 that V has to be a highest weight module after suitable change
of co-ordinates. Then we produced a quotient module V /W for the Lie algebra τ˜n = τ˜ (d,q) ⊕ Cdn .
In Proposition 5.6 we proved that V /W has an irreducible module V¯ over τ˜n , which is an integrable
highest weight module with the same highest weight and with ﬁnite dimensional weight spaces. Then
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and all ﬁnite dimensional irreducible module over τn−1 have been explicitly constructed in Theo-
rem 6.6. We have indicated how to get the module V¯ for τ˜ (d,q)⊕Cdn from such a ﬁnite dimensional
module W˜ in 6.9. So what remains to be done is to recover original module V for τ̂ (d,q) from an
irreducible integrable highest weight module V¯ for τ˜ (d,q) ⊕Cdn .
6.11. Let V be an irreducible integrable module for τ̂ (d,q) with ﬁnite dimensional weight module
and with non-trivial action of the center C . Then from Theorem 3.5 we can assume that V is a
highest weight module. From Proposition 2.4 we have non-zero central operators Z1, . . . , Zn−1 on V
with degree (k1,0, . . . ,0), . . . , (0,0, . . . ,kn−1,0). Let V¯ be the irreducible quotient for the Lie algebra
τ˜ (d,q) ⊕Cdn (Proposition 5.6), and such modules were classiﬁed in 6.9. We will now deﬁne τ̂ (d,q)-
module structure on V¯ ⊗ An−1 where An−1 = C[t±11 , . . . , t±1n ] is a Laurent polynomial ring in n − 1
commuting variables. We will prove that V¯ ⊗ An−1 is a completely reducible τ̂ (d,q)-module and all
components are isomorphic up to a grade shift. We will further prove that one of the components of
V¯ ⊗ An−1 is isomorphic to V as τ̂ (d,q)-module. This completes the classiﬁcation problem.
Now we deﬁne the τ̂ (d,q)-module structure on V¯ ⊗ An−1. For m = (m1, . . . ,mn) ∈ Zn deﬁne m′ =
(m1, . . . ,mn−1) ∈ Zn−1. We write m = (m′,mn). Fix α ∈ Cn−1. For any homogeneous element X in
τ̂ (d,q) of degree m, deﬁne
X · (w ⊗ tr′)= (Xw) ⊗ tr′+m′ , dn(w ⊗ tr′)= (dnw) ⊗ tr′ ,
di
(
w ⊗ tr′)= (ri + αi)w ⊗ tr′ , ∀r′ ∈ Zn−1,
for any w ∈ V¯ . It is easy to check that the above action deﬁnes a module for τ˜ (d,q). Recall that
the central operators Zi act as one on V¯ . We may choose the maximal submodule of V to contain
v − Zi v, v ∈ V , 1 i  n− 1. Thus Zi(v ⊗ tr′ ) = v ⊗ tr′+kiei .
6.12. Theorem.
(i) V¯ ⊗ An−1 is completely reducible as τ̂ (d,q)-module and all components are isomorphic up to graded
shift.
(ii) One of the component of V¯ ⊗ An−1 is isomorphic to V as τ̂ (d,q)-module for a suitable α.
Proof. The proof of the theorem is identical to the proof of Proposition 3.8 and Theorem 3.9 of [E4].
There we have to assume the quantum tours Cq to be commutative but the proofs are valid for
any Cq . 
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