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Naslov: Avtomatsko napovedovanje lastnosti podjetja na podlagi njihove
spletne strani
V magistrskem delu obravnavamo problem napovedovanja lastnosti (pa-
noga, starost, sˇtevilo zaposlenih) podjetja na podlagi njihovega spletnega
mesta. Predlagamo vecˇ napovednih modelov, ki spletno mesto obravnavajo
na razlicˇne nacˇine. V delu pokazˇemo kako iz spletnega mesta izlusˇcˇiti tiste
znacˇilke, ki bodo za neko specificˇno napoved uporabne. V nasˇem primeru se
za najbolj uporabno izkazˇe besedilo celotnega spletnega mesta ter besedilo,
ki ga najdemo v meta oznakah. S tem dobimo dva locˇena napovedna modela,
ki ju lahko zdruzˇimo v eno zdruzˇeno napoved. Tak zdruzˇevalni napovedni
model smo uporabili pri napovedovanju panoge podjetja, kjer je dosegel za-
dovoljive rezultate. Obenem smo preizkusili tudi napovedovanje na podlagi
meta znacˇilk spletnega mesta, s katerimi lahko spletno mesto opiˇsemo na
drugacˇen nacˇin in se s tem izognemo racˇunsko zahtevni obdelavi besedil. Ta
model smo preizkusili na problemu napovedovanja starosti in sˇtevila zapo-
slenih v podjetju. Z modelom nismo dosegli zadovoljivih rezultatov. V delu
raziˇscˇemo tudi problematiko primernega nabora podatkov za razvijanje na-
povednih modelov, ki se za napoved zanasˇajo na spletna mesta. Ugotovimo,
da je ta problematicˇen korak kljucˇen za doseganje boljˇsih rezultatov.
Kljucˇne besede
klasifikacija spletnih mest, strojno ucˇenje, informacije spletnih strani

Abstract
Title: Automatic prediction of company’s characteristics based on their web-
site
Our main objective is predicting company’s characteristics (industry, age,
number of employees) based on the company’s website. We present different
prediction models which all extract information from the website in distinct
ways. We show what features to extract from a website, that will be useful
for a specific prediction. We find that website’s content text and meta tags
text are often the most relevant. By using these texts we get two separate
prediction models and we can also use them in an ensemble model. The lat-
ter was used in predicting the company’s industry and achieved satisfactory
results. We also tested using alternative ways to describe a website by using
different meta data that we can extract from a website. This is useful when
it is necessary to avoid the computational cost of performing text analysis.
We used a model using these features in predicting the age and number of
employees. The model was not particularly successful. We also discuss the
problem of an appropriate dataset needed for developing aformentioned pre-
diction models. We find that solving this problem is crucial for achieving
better results.
Keywords




V poslovnem svetu, kjer se konstantno iˇscˇe nove stranke in nove mozˇnosti
sodelovanja, so podatki o podjetjih zelo dragoceni. Lastnosti podjetja, kot
so panoga, sˇtevilo zaposlenih, prihodki in starost podjetja, so le ena vrsta
podatkov, ki se izkazˇejo za zelo uporabne. Podjetja na podlagi teh lastnosti
lahko iˇscˇejo potencialne stranke, nove poslovne partnerje, ali le raziskujejo
trg za nove poslovne mozˇnosti. Zaradi tega je zanasˇanje na le en vir teh po-
datkov lahko nezanesljivo. Profesionalna socialna omrezˇja, kot so LinkedIn1,
Xing2, Viadeo3, razpolagajo s podatki o posameznikih in podjetjih, vendar
so ti podatki velikokrat okrnjeni, niso prosto dostopni ali celo napacˇni. Zato
napovedovanje teh lastnosti na podlagi prosto dostopnih virov predstavlja
veliko konkurencˇno prednost.
Splet je postal prvo mesto, kjer si stranke poiˇscˇejo informacije o podjetju.
Posledicˇno so za podjetja spletna mesta zˇe nekaj cˇasa kljucˇnega pomena. To
pomeni, da imajo v veliki meri podjetja svoja spletiˇscˇa, kjer podajo vsaj neke
osnovne informacije o svojem delovanju. Nekatere spletne strani vsebujejo
tudi prav tiste podatke, ki nas v tem magistrskem delu zanimajo. Vendar
za nas to ni bistveno, saj ni zanesljivo, da bodo doticˇni podatki zares pri-
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podatki, ki jih lahko razberemo s spletne strani; podatki kot so velikost sple-
tnega mesta, vsebina celotnega spletnega mesta, sˇtevilo povezav na spletnem
mestu, itd. Na podlagi teh prosto dostopnih podatkov smo zˇeleli cˇim boljˇse
napovedati nekatere lastnosti podjetja. Osnovna predpostavka je, da je zˇelja
podjetja na lastnem spletnem mestu predstaviti cˇim bolj relevantne podatke
in da lahko zaradi tega mi s spletiˇscˇa razberemo relevantne lastnosti.
1.1 Pregled literature
Literature na temo napovedovanja dolocˇenih lastnosti podjetja na podlagi
njihovega spletnega mesta skoraj ne najdemo. Izjema je raziskava [1], v ka-
teri John M. Pierre poskusˇa na podlagi spletnega mesta napovedati panogo
podjetja, kar je tudi eden izmed pomembnejˇsih ciljev tega magistrskega dela.
K tej raziskavi se bomo sˇe vrnili in si jo natancˇneje ogledali. Razen ome-
njene raziskave, podobnih del ne najdemo. Tudi podobnih problemov, ki bi
recimo na podlagi spletnega mesta obravnavali napovedovanje neke lastnosti
lastnika tega mesta, ni veliko. Najdemo recimo samo raziskavo, ki sta jo
opravila Dirk Thorleuchter in Dirk Van den Poel [2], v kateri napovedujeta
uspeh prodajnega spletnega mesta na podlagi vsebine tega spletnega mesta.
Kljub temu pa najdemo precej literature na temo klasifikacije spletnih strani
in spletnih mest [3, 4, 5, 6, 7, 8, 9, 10, 11, 1, 12, 13]. Nacˇinov klasifikacije
spletnih strani je ogromno. V grobem jih lahko razdelimo na sˇtevilo razredov
v katere strani razvrsˇcˇamo, torej na binarno in vecˇrazredno klasifikacijo, kot
lahko vidimo na Sliki 1.1. Primer uporabe binarne klasifikacije bi bil recimo
ugotavljanje ali je dolocˇena spletna stran zlonamerna ali ne [13]. Vecˇrazredno
klasifikacijo sˇe dodatno razvrsˇcˇamo glede na sˇtevilo razredov, ki jih lahko
pripiˇsemo enemu vzorcu; eno- ali vecˇznacˇna klasifikacija. Pregled obstojecˇih
raziskav vseh razlicˇnih klasifikacij, ki smo jih nasˇteli, so opravili Qi, Xiaogu-
ang in Davison, Brian D [7]. Pri tem pregledajo najbolj pogosto uporabljene
tehnike za posamezne klasifikacije ter primerjajo njihovo ucˇinkovitost. Glede
na to, da se nasˇe delo sˇe najbolj priblizˇa problemu enoznacˇne vecˇrazredne
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Klasifikator Klasifikator
Klasifikator Klasifikator
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klasifikacija
Slika 1.1: Razvrsˇcˇanje klasifikacije spletnih strani. Povzeto po [7]
.
klasifikacije, smo si natancˇneje pogledali raziskave na tem podrocˇju. Ome-
njena raziskava [7] opazˇa tudi, da se klasifikacija vsebin na spletu mocˇno opira
na raziskave narejene na klasifikacijo besedil. Zaradi tega smo si natancˇneje
pogledali tudi nekaj sorodnih raziskav v domeni besedil. Hemant Misra,
Franc¸ois Yvon, Olivier Cappe´ in Joemon Jose [14] raziskujejo segmentacijo
besedil in dosezˇejo dobre rezultate z uporabo LDA. Ivan Vulic´, Wim De Smet,
Jie Tang in Marie-Francine Moens [15] prav tako z uporabo LDA dosezˇejo
dobre rezultate pri klasifikaciji vecˇjezicˇnih besedil. To je za nas zanimivo, saj
bomo tudi v tem delu rokovali z vecˇjezicˇnimi podatki. Uporabnost dodajanja
LDA vektorja k obstojecˇim znacˇilkam vrecˇe besed raziskujejo Jorge Victor
Carrera, Trejo, Grigori, Sidorov, Sabino, Miranda-Jime´nez, Marco Moreno,
Ibarra in Rodrigo Cadena, Mart´ınez [16]. Omenjena dela na podrocˇju bese-
dilne analize nam nakazujejo, da bi bilo v nasˇem modelu smiselno preizkusiti
tudi LDA za izboljˇsavo rezultatov.
Klasifikacijo spletnih vsebin poleg zˇe omenjenih razvrstitev delimo tudi
na klasifikacijo spletnih strani in klasifikacijo spletnih mest. Nasˇe delo se
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uvrsˇcˇa v slednjo kategorijo. Seveda nam kljub temu raziskave na podrocˇju
klasifikacije spletnih strani [4, 5, 7, 8, 9, 13] lahko veliko pripomorejo pri
iskanju ustreznih resˇitev. Qi, Xiaoguang in Davison, Brian D [7] so se v
zˇe omenjenem delu osredotocˇali predvsem na klasifikacijo spletnih strani,
kar nam je dalo navdih za nasˇ osnovni napovedni model, ki spletno mesto
obravnava besedilno. Shen, Dou, Chen, Zheng, Yang, Qiang, Zeng, Hua-
Jun, Zhang, Benyu, Lu, Yuchang, Ma, Wei-Ying [8] raziskujejo uporabo
drugih HTML struktur za pridobivanje besedila, ki ga uporabimo kot osnovo
za klasifikacijo. Prav tako pokazˇejo uporabnost LSA. Najboljˇse rezultate
so dobili z uporabo naslovov, meta opisov in meta kljucˇnih besed. Rung-
Ching Chen in Chung-Hsun Hsieh [9] pregledata uporabnost algoritma, ki
preko glasovanja zdruzˇi rezultate vecˇ klasifikatorjev. Tudi v njunem delu je
prikazana uporabnost LSA pri klasifikaciji spletnih strani.
Raziskave, ki se osredotocˇajo specificˇno na klasifikacijo spletnih mest [3, 6,
10, 11, 1, 12], nam dajo vpogled v dodatne mozˇnosti napovednih modelov in
mozˇnosti za nadaljne raziskave.
Vecˇ raziskav za klasifikacijo tako spletnih strani kot spletnih mest raz-
iskuje uporabo zgolj naslovov URL [4, 5, 6] in pri tem dosegajo rezultate,
ki so primerljivi s tistimi, ki analizirajo celotne strani/mesta, a se pri tem
izognejo potrebi po pridobivanju vsebine spletnih strani/mest.
Jean-Charles Lamirel in David Reymond [12] v svojem delu dosezˇeta dobre
rezultate klasifikacije spletnih mest zgolj na podlagi vsebine navigacijskih
menijev. Podobno kot napovedovanje na podlagi meta oznak je tak model
uporaben, ker nam omogocˇa, da se izognemo obdelavi celotnega spletnega
mesta, kar je pri veliki kolicˇini podatkov racˇunsko precej zahtevna operacija.
Bauer, Christian in Scharl, Arno [17] raziˇscˇeta kako lahko spletna mesta
opiˇsemo z razlicˇnimi znacˇilkami, ki jih iz spletnih mest uspemo precej pre-
prosto izlusˇcˇiti. Take znacˇilke nam lahko predstavljajo alternativno podlago
za nasˇe napovedne modele.
Oglejmo si sˇe raziskavo, ki je nasˇemu delu sˇe najbolj sorodna. John M.
Pierre [1] je v raziskavi na podlagi spletnega mesta podjetja zˇelel napovedati
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Slika 1.2: Diagram metodologije CRISP-DM. Povzeto po [19]
.
panogo, ki ji podjetje pripada, kar je tudi eden izmed ciljev tega magistrskega
dela. Za nabor spletnih mest podjetij so morali poskrbeti sami. Uporabljene
tehnike pridobivanja spletnih mest so bile podobne kot v tem magistrskem
delu. Za razvrstitev panog so uporabili sistem NAICS [18] in nabor podatkov
je vkljucˇeval le ameriˇska podjetja. Napovedni model je deloval na podlagi
besedil najdenih v spletnem mestu. Primerjal je dva razlicˇna nacˇina pridobi-
vanja besedil — celotno besedil in besedilo najdeno v meta oznakah. Slednji
nacˇin se je izkazal za bolj uspesˇnega. Njihov napovedni model je uspel dosecˇi
povprecˇen priklic 75%.
V magistrskem delu smo zˇeleli preizkusiti podobne modele kot v tej raziskavi
in obenem razviti model, ki bi dobre rezultate dosegal ne glede na drzˇavo
podjetja.
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1.2 Metodologija
Problema napovedovanja lastnosti podjetja smo se lotili po metodologiji
CRISP-DM [19], ki je podrobneje prikazan na sliki 1.2. Najprej smo morali
poskrbeti za ustrezen nabor podatkov, ki so osnova za razvijanje in testiranje
napovednih modelov. Ker je nasˇe napovedovanje zelo specificˇno, obstojecˇih
naborov podatkov, ki bi bili primerni, nismo nasˇli. Zato smo nabor podatkov
ustvarili s pridobivanjem podatkov iz prosto dostopnih virov na spletu. Po-
datke smo najprej ocˇistili; odstranili vse vzorce, ki zaradi raznoraznih nepra-
vilnosti niso bili primerni. Bolj podrobno je obdelava podatkov predstavljena
v Poglavju 2. Za tem smo jih primerno obdelali in pripravili za uporabo v
algoritmih strojnega ucˇenja. Da bi poiskali napovedni model, ki bi zˇeljene
lastnosti podjetja napovedal cˇim bolj natancˇno, smo preizkusili vecˇ razlicˇnih
mozˇnost z razlicˇnimi parametri. Vse opisano smo razvili v programskem
jeziku Python s pomocˇjo orodij iPython Notebook [20] in scikit-learn [21].
1.3 Struktura
Magistrsko delo je sestavljeno iz 5 poglavij. Najprej so predstavljeni podatki
s katerimi smo delovali, kako smo jih pridobili in kako smo jih kasneje ocˇistili
in obdelali. V Poglavju 3 so predstavljeni razlicˇni modeli, ki smo jih uporabili
za napovedovanje lastnosti. Rezultati in primerjava le-teh so predstavljeni v




Izbira in dolocˇanje ucˇinkovitega napovednega modela temelji na testnih po-
datkih. Zato je pravilna izbira in obdelava podatkov, ki jih bomo uporabili za
dolocˇanje modela, kljucˇnega pomena. Za nasˇe testne podatke potrebujemo
seznam podjetij, njihova spletna mesta in lastnosti, ki jih zˇelimo napove-
dati. Torej, da bi napovedali lastnosti omenjene v uvodu, za vsako podjetje
v nasˇem naboru podatkov poleg spletnega mesta potrebujemo informacijo o
• panogi, ki ji podjetje pripada,
• starosti podjetja,
• prihodkih podjetja in
• sˇtevilu zaposlenih.
2.1 Vir podatkov
Ker obstojecˇega nabora podatkov, ki bi ustrezal nasˇim zahtevam, nismo nasˇli,
smo morali za primeren nabor podatkov poskrbeti sami. Podatki, ki smo jih
uporabili v tem magistrskem delu, temeljijo na prosto dostopnih podatkih
pridobljenih s spleta. Pridobljeni so bili na profesionalnih socialnih omrezˇjih,
kot so Linkedin, Xing in Viadeo. Na teh omrezˇjih podjetja sama podajo infor-
macijo o panogi, starosti, sˇtevilu zaposlenih in povezavo do spletnega mesta.
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Podatek o prihodkih podjetja ni prosto dostopen ne na teh omrezˇjih kot tudi
nikjer drugje. Za posamezne drzˇave in za zadosti velika podjetja se lahko
pridobi tudi ta podatek iz drugih virov, vendar ker nasˇ nabor namenoma
vsebuje podjetja razlicˇnih velikosti in iz razlicˇnih drzˇav, je podatek o pri-
hodkih za nas ostal nedostopen. Posledica pomanjkanja teh podatkov je, da
napovedi o prihodkih podjetja nismo mogli izvesti.
Ker cilj magistrskega dela ni specificˇen samo za eno drzˇavo ali za samo
eno vrsto podjetij, smo zˇeleli, da je nabor podatkov glede na drzˇavo in vse
lastnosti podjetja cˇim bolj raznovrsten. Obenem pa je za uspesˇno delovanje
napovednih modelov kljucˇnega pomena tudi sama kolicˇina podatkov. Po-
datki so bili pridobljeni v sodelovanju s podjetjem Datafy.it 1 in so zadostili
tako pogoju raznovrstnosti kot tudi zadostni kolicˇini. Obenem je tako sode-
lovanje omogocˇalo tudi preverjanje nasˇega modela na konkretnem, realnem
problemu v poslovnem svetu.
2.2 Spletno mesto
Spletno mesto podjetja kot podatek je bil med najpomembnejˇsimi ter med
najbolj zahtevnimi od vseh podatkov, s katerimi smo rokovali. Med najpo-
membnejˇsimi saj nasˇa celotna napoved temelji na njem. Med najbolj zahtev-
nimi pa ker spletna mesta niso enolicˇna in ker so obsezˇna. Posledicˇno je tezˇko
dolocˇiti kaj smatramo kot veljavno spletno mesto in kaj ne. Od podjetja do
podjetja se mocˇno razlikujejo, zaradi cˇesar je tudi tezˇko zaznati, kaj bi bile
lahko pogoste neveljavnosti (za nasˇ nabor podatkov).
Poglejmo, kako lahko smatramo spletno mesto ali posamezno spletno stran
podjetja kot neveljavno za nasˇ nabor podatkov. Podjetja na profesionalnih
socialnih omrezˇjih podajo povezavo do svojega spletnega mesta. Predpo-
stavka, ki smo jo tu morali narediti, je, da je ta povezava delujocˇa in da
zares kazˇe na spletno mesto podjetja. V fazi cˇiˇscˇenja podatkov se je izkazalo,
da ta predpostavka ne drzˇi vedno. Take vzorce smo smatrali za neveljavne
1https://datafy.it/
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in jih odstranili iz nabora. Pogosti primeri takih problemov so bili:
• nedelujocˇa povezava,
• povezava, ki kazˇe na stran, ki je potekla veljavnost domene in po-
sledicˇno pod povezavo najdemo obvestilo ponudnika registracije do-
mene ter
• povezava, ki kazˇe na eno izmed socialnih omrezˇij (LinkedIn, Facebook,
Twitter, itd.).
Zacˇetnih vzorcev je bilo 289, 779. Pri omenjenem cˇiˇscˇenju smo odstranili
21, 612 vzorcev z nedelujocˇo povezavo in pretecˇeno domeno ter 7, 123 vzorcev
s povezavo na eno izmed socialnih omrezˇij.
V primeru veljavne povezave smo celotno spletno mesto shranili na lo-
kalen trdi disk, s cˇimer smo zagotovili ponovljivost nacˇrtovanja in testiranja
modelov. Spletno mesto smo pridobili s pomocˇjo rekurzivnega sledenja vsem
povezavam najdenih na prvotni strani, ki so kazale na isto domeno. To je naj-
bolj osnoven nacˇin pridobitve spletnega mesta iz povezave, a s tem nacˇinom ni
nikoli zagotovila, da smo zares dobili vse spletne strani tega mesta. Vendar
za nasˇe potrebe to ni predstavljalo problema, saj smo za uspesˇen rezultat
morali tudi zagotoviti, da bomo lahko postopek ponovili za vsak nadaljni
vzorec, ki ni del nasˇega nabora podatkov.
Kot so ugotavljali tudi v sorodnih raziskavah [1], nam ne glede na cˇiˇscˇenje
ostane problem raznolikosti in velike stopnje sˇuma v razlicˇnih spletnih mestih.
To je problematicˇno predvsem zato, ker se vecˇina raziskav pri klasifikaciji
zanasˇa na kvaliteten, urejen nabor podatkov za ucˇenje modelov. Ker ta-
kega kvalitetnega nabora podatkov pri spletnih mestih ne gre za pricˇakovati,
morajo biti nasˇi napovedni modeli precej robustni.
2.3 Panoga
Podatki o panogi podjetja so mnogo manj problematicˇni kot spletna mesta,
vendar velikokrat bolj subjektivni. Podjetja si na profesionalnih socialnih
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omrezˇjih sama dolocˇajo panogo kateri pripadajo in izberejo lahko le eno. Po-
sledica tega je, da je za specificˇno podjetje tezˇko objektivno vedeti kateri
panogi najbolj ustreza. Tudi primeri, kjer bi bilo teh panog lahko vecˇ, niso
pokriti. Primorani smo dano panogo vzeti za edino in najbolj primerno, tudi
cˇe bi bila katera druga bolj primerna. Po drugi strani pa nam ta nacˇin do
neke mere poenostavi problem, saj predpostavljamo, da lahko eno podje-
tje pripada le eni panogi. To pomeni, da je nasˇ vecˇrazredni klasifikacijski
problem enoznacˇen in ne vecˇznacˇen.
Seznam vseh mozˇnih panog, ki so uporabljene v tem magistrskem delu,
je seznam, ki ga dolocˇa Linkedin [22]. Glavni razlog, da smo se odlocˇili za
to razvrstitev panog in ne katero drugo, recimo NAICS [18] ali ISIC [23], je
da so nasˇi podatki zˇe sledili tej razporeditvi. Cˇe bi zˇeleli prevesti te panoge
na katero drugo razvrstitev, bi bili rezultati le priblizˇki tega, kar je podjetje
navedlo kot panogo. S tem bi se lahko sˇe bolj oddaljili od ”dejanske”panoge.
Cˇe pa bi prevedli na katero koli od manj obsezˇnih razporeditev, bi s tem
izgubili nivo resolucije in tocˇnosti, ki nam jih izbrana razporeditev daje. V
vsakem primeru bi s kakrsˇno koli izboljˇsavo rezultatov, kot posledico izbora
alternativne razporeditve panog, izgubili tocˇnost izbrane panoge za posame-
zno podjetje.
Ker smo za podatke uporabili resnicˇna podjetja, se to odrazˇa tudi v ne-
enakomerni razporeditvi vzorcev glede na panogo. Nekatere panoge so zˇe v
osnovi bolj zastopane, dodatno pa se odrazˇa tudi dejstvo, da opazujemo le
podjetja, ki so zadosti v koraku s cˇasom, da imajo lastno spletno mesto in so
predstavljena na profesionalnih socialnih omrezˇjih. Posledicˇno so nekatere
panoge veliko bolj zastopane, medtem ko imajo nekatere panoge nesoraz-
merno malo vzorcev. Vse vzorce, ki pripadajo premalo zastopanim panogam
(500 vzorcev ali manj), smo iz nasˇega nabora podatkov odstranili. Mejo smo
postavili empiricˇno glede na nabor podatkov.
Koncˇno razporeditev vzorcev glede na panogo lahko vidimo na Sliki 2.1,
kjer je lepo razvidna tudi neuravnotezˇenost nasˇega nabora podatkov.
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Slika 2.1: Razporeditev vzorcev glede na panogo
2.4 Starost
Podatek o starosti podjetja smo predstavili kot podatek o letu ustanovitve
podjetja. Pri tem je bilo potrebno le rutinsko cˇiˇscˇenje podatkov – na primer
odstranitev vzorcev, ki so imeli leto ustanovitve v prihodnosti.
2.5 Sˇtevilo zaposlenih
Podatek o sˇtevilu zaposlenih smo lahko izlusˇcˇili le kot interval, kateremu
pripada posamezno podjetje (npr. 11-50 zaposlenih). Vsakemu podjetju
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• 5001-10000 zaposlenih in
• vecˇ kot 10000 zaposlenih.
Razporeditev vzorcev, ki je tudi v tem primeru neuravnotezˇena, lahko
vidimo na histogramu na Sliki 2.2.
Torej spremenljivko, ki bi jo ponavadi obravnavali kot zvezno, smo dobili
na diskreten nacˇin. To ni problematicˇno, saj nas tudi kot rezultat ne zanima
tocˇno sˇtevilo zaposlenih, vendar le priblizˇna velikost podjetja (veliko, malo,
srednje). Vseeno pa smo morali pri pripravi podatkov poenotiti intervale.
Ker tudi ta podatek podjetja rocˇno vnesejo in ker se intervali razlikujejo
od vira do vira, smo morali podatke smiselno zdruzˇiti v skupne intervale iz
razlicˇnih intervalov in iz razlicˇnih nacˇinov podajanja sˇtevila zaposlenih.
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2.6 Uporaba podatkov




Podatke smo razdelili nakljucˇno in v razmerju 80/20. Ker smo poskrbeli
za zadostno kolicˇino podatkov, dolocˇanje tega razmerja ni bilo bistveno. Ucˇno
mnozˇico smo uporabili za dolocˇanje smiselnih znacˇilk in za tem, s pomocˇjo
precˇnega preverjanja, dolocˇanje optimalnih parametrov. Testno mnozˇico smo
uporabili za preverjanje ucˇinkovitosti nasˇih modelov.
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Poglavje 3
Napovedovanje
V nadaljevanju bomo predstavili napovedne modele za napovedovanje treh
lastnosti podjetja: panoga, starost in sˇtevilo zaposlenih. Kot zˇe omenjeno v
Poglavju 2 smo napovedovanje prihodkov podjetja izpustili, saj nismo uspeli
zbrati primernih prosto dostopnih podatkov. Vsak model je bil nacˇrtovan
locˇeno za vsako od treh napovedi. Modeli so si deloma tudi podobni. Skupna
tocˇka vseh pa je, da za napoved potrebujejo le spletno mesto podjetja, iz
katere potem izlusˇcˇijo potrebne znacˇilke.
Vsi napovedni modeli so bili implementirani v programskem jeziku Python
v okolju iPython Notebook [20]. Za ekstrakcijo znacˇilk iz spletnih mest in po-
sameznih spletnih strani smo si pomagali s knjizˇnjico Beautiful Soup 4 1. Za
razvoj ostalih delov napovednega modela smo uporabili programski paket
scikit-learn [21], ki vsebuje implementacije vseh algoritmov NLP-ja in stroj-
nega ucˇenja, ki smo jih pri tem delu potrebovali.
Kot smo si ogledali v Poglavju 1.1, raziskav, ki bi obravnavale napove-
dovanje lastnosti podjetja na podlagi spletnega mesta, skoraj nismo nasˇli.
Vseeno pa smo si pri nacˇrtovanju modelov lahko pomagali z vsemi raziska-
vami, ki obravnavajo sorodne probleme klasifikacije spletnih mest in spletnih
strani.
Od vseh napovednih modelov smo se najbolj osredotocˇili na napovedo-
1https://www.crummy.com/software/BeautifulSoup/bs4/doc/
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Slika 3.1: Diagram delovanja napovednega modela
vanje panoge, saj je tudi v poslovnem svetu ta podatek velikokrat najbolj
zanimiv; preden se sprasˇujemo, koliko je podjetje staro in veliko, nas zanima
s cˇim se sploh ukvarja.
3.1 Panoga
Pri prvotnem izboru modela smo se oprli na zˇe obstojecˇe raziskave. Pro-
blem napovedovanja panoge glede na spletno mesto sicer najdemo le v eni
raziskavi [1], a nam ta poda odlicˇna izhodiˇscˇa. Najdemo tudi sorodne pro-
bleme, ki so nam pri nacˇrtovanju modela predstavljali dodatne oporne tocˇke.
Na podlagi pregleda razlicˇnih raziskav klasifikacije spletnih strani [7] ugoto-
vimo, da je za osnovni model smiselno izbrati model, ki problem obravnava
podobno klasifikaciji besedil. Nasˇ osnovni model vse spletne strani posame-
znega spletiˇscˇa prebere kot en dokument, nad katerim potem izvede klasicˇne
tehnike NLP-ja. V osnovnem primeru je bila to vrecˇa besed in tf-idf. Vek-
torje, ki jih na ta nacˇin dobimo, potem obravnavamo kot znacˇilke. Za napo-













Slika 3.2: Diagram delovanja napovednega modela s kombinacijo znacˇilk LDA
na Sliki 3.1.
Seveda pri tem modelu za besedilo, ki ga potem analiziramo, ne vzamemo
preprosto celotne spletne strani. Da iz spletne strani (in posledicˇno iz sple-
tnega mesta) dobimo besedilo, najprej izberemo le en dolocˇen del strani. Pri
nasˇem osnovnem modelu je to element HTML body. Pri alternativnih mode-
lih se ta element razlikuje, s cˇimer zˇelimo dosecˇi cˇim boljˇse rezultate. Nato iz
tega dela spletne strani besedilo dobimo tako, da odstranimo vse strukture
jezika HTML. Ostane nam le besedilo, ki smo ga zˇeleli izlusˇcˇiti.
Na podlagi raziskave [16] smo se odlocˇili preizkusiti sˇe variacijo tega na-
povednega modela. V raziskavi so pri klasifikaciji tekstov dosegli izboljˇsavo
rezultatov, ko so znacˇilkam (vrecˇa besed) dodali sˇe izhodni vektor algoritma
LDA. Za variacijo nasˇega napovednega modela smo tako preizkusili sˇe do-
datne znacˇilke, ki nam jih vrne algoritem LDA. Na Sliki 3.2 lahko vidimo
diagram te variacije modela.
Prav tako smo na podlagi raziskave [8] preizkusili, cˇe lahko dosezˇemo boljˇse
rezultate z uporabo analize LSA. Diagram modela lahko vidimo na Sliki 3.3.
Zˇeleli smo preveriti tudi uporabo alternativnih znacˇilk pri napovedovanju
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Slika 3.5: Diagram delovanja zdruzˇevalnega napovednega modela
panoge. Ker nam jezik HTML podaja neko strukturo besedila, jo je smiselno
izkoristiti kot dodaten vir informacij. Nekaj struktur, ki se izkazˇejo za zelo
uporabne [7, 8, 12, 1], smo se odlocˇili preizkusiti:
• navigacijski meni spletiˇscˇa,
• naslovi (title elementi) spletnih strani spletiˇscˇa,
• meta opisi spletnih strani spletiˇscˇa,
• meta kljucˇne besede spletnih strani spletiˇscˇa in
• kombinacija meta oznak (naslovi, opisi in kljucˇne besede).
S tem smo dobili sˇe 5 alternativnih napovednih modelov, ki so bili v
strukturi podobni osnovnemu. Namesto da smo vrecˇo besed izvedli nad ce-
lotnim spletiˇscˇem, smo jo izvedli samo nad posamezno strukturo, ki smo jo
v danem modelu zˇeleli preizkusiti. Ker smo s tem imeli skupaj 6 razlicˇnih
napovednih modelov, smo se za konec odlocˇili preveriti sˇe napovedni model,
ki zdruzˇuje vse ostale modele. S tem smo zˇeleli dobiti boljˇse rezultate, kot
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nam jih je vrnil le posamezni model. Diagram delovanja posameznih alter-
nativnih modelov lahko vidimo na Sliki 3.4 in diagram zdruzˇevalnega modela
na Sliki 3.5.
3.1.1 Implementacija
Koda 1 Implementacija pridobivanja celotnega teksta spletnega mesta
1 from bs4 import BeautifulSoup
2
3 def get_full_text(website):
4 text = ’’
5 # Preglej vse spletne strani posameznega spletnega mesta
6 for webpage_path in webpages_in_website(website):
7 # Pridobi html strukturo spletne strani
8 with open(webpage_path, ’r’) as f:
9 html = BeautifulSoup(f, ’html.parser’)
10 # Shrani celotno besedilo, ki je najdeno znotraj
11 # elementa <body>
12 body = html.body
13 if body:
14 # Vendar brez besedila najdenega znotraj <script>
15 for script in body.find_all(’script’):
16 script.clear()
17 text += body.get_text()
18 text += ’\n’
19 return text
V izseku kode 1 lahko vidimo implementacijo pridobivanja besedila ce-
lotnega spletnega mesta in vracˇanje tega besedila kot en dokument in ne
kot skupek dokumentov. Tu nam mocˇno pomaga Beautiful Soup 4, saj nam
omogocˇa, da z ukazom html.body.get_text() dobimo vso besedilo znotraj
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elementa body kot besedilo in ne kot HTML. Opazimo lahko tudi, da pred
pridobivanjem besedila, v vrstici 16 spletno stran ocˇistimo vseh script ele-
mentov. To storimo zato, ker bi sicer z ukazom .get_text() izlusˇcˇili tudi
vsebino teh elementov. Izkazˇe se, da bi brez odstranitve teh elementov, v
nasˇe modele vnesli visoko stopnjo sˇuma, kar seveda ni zazˇeljeno. Vse skupaj
je verjetno posledica tega, da te elementi vsebujejo JavaScript kodo in ne
besedila.
Na podoben nacˇin smo iz spletnih mest izlusˇcˇili tudi druge dele. V iz-
seku kode 3 je podana implementacija pridobivanja naslovov spletnih strani
(iz title elementov jezika HTML). Podobno v izseku kode 2 lahko vidimo
implementacijo pridobivanja opisov spletnih strani in pridobivanje kljucˇnih
besed spletne strani. Pri pridobivanju vseh meta oznak lahko opazimo, da
moramo preveriti, cˇe iskani element (title ali meta z atributom description
ali z atributom keywords) na spletni strani sploh obstaja. Element title je
sicer glede na HTML4 in HTML5 standard obvezen2, vendar se, tako kot je
pogosto tudi pri drugih elementih, spletne strani tega ne drzˇijo vedno. V
primeru, da elementa ne najdemo, nam ne preostane nicˇ drugega, kot da
preprosto nadaljujemo iskanje po drugih straneh posameznega spletiˇscˇa.
Malce bolj pa je zapleteno pridobivanje navigacijskih menijov iz posame-
znih spletnih strani. HTML5 standard je sicer uvedel nav element3, vendar
vse spletne strani ne sledijo HTML5 standardu. Seveda pa tudi za tiste, ki
standardu sledijo, ni nobenega zagotovila, da bodo nav zares uporabile kot
navigacijski meni. Posledicˇno je bila implementacija pridobivanja navigacij-
skih menijev veliko bolj zapletena. Poskusˇali smo pokriti najbolj pogoste
implementacije navigacijskih menijev na spletnih straneh. Vendar ker je
razlicˇnih mozˇnost neomejeno, za veliko spletnih mest podjetij nismo uspeli
najti navigacijskega menija. Implementacija, ki jo vidimo v izseku kode 4,
je bila razvita empiricˇno; vecˇkrat smo dodali nove korake na podlagi sple-
tnih strani, ki smo jih imeli na voljo, da bi algoritem ujel cˇim vecˇ razlicˇnih
2https://html.spec.whatwg.org/multipage/dom.html#the-title-attribute
3https://html.spec.whatwg.org/multipage/semantics.html#the-nav-element
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mozˇnosti navigacijskih menijev. Na neki tocˇki smo smatrali algoritem za za-
dosti ucˇinkovit za nasˇe potrebe. Naredili smo tudi predpostavko, da imajo
vse spletne strani istega spletnega mesta isti navigacijski meni.
Kot nam narekuje nasˇ napovedni model, po pridobitvi razlicˇnih bese-
dil nad njimi izvedemo vrecˇo besed in za znacˇilke za klasifikator vzamemo
vrednosti tf-idf. Kot lahko vidimo v izseku kode 5, smo za implementacijo
uporabili HashingVectorizer in TfidfTransformer iz programskega pa-
keta scikit-learn. Za lazˇji razvoj in boljˇso preglednost smo si pomagali tudi z
Pipeline, ki nam omogocˇa, da zaporedno zvrstimo razlicˇne pretvorbe vho-
dnih podatkov. Na ta nacˇin tudi zagotavljamo lazˇje primerjanje rezultatov in
zmanjˇsamo mozˇnost napak pri testiranju razlicˇnih variacij. Za izracˇun vrecˇe
besed scikit-learn ponuja tudi CountVectorizer, ki pa ga nismo uporabili
zaradi pocˇasnejˇse in manj efektivne implementacije. HashingVectorizer je
namrecˇ optimiziran za velike, redke matrice, kar je pri kolicˇini podatkov, s
katerimi smo rokovali, zelo pomembno. Za SVM klasifikator, smo uporabili
implementacijo SGDClassifier, ki za ucˇenje uporablja metodo SGD.
Pri tem modelu smo morali dolocˇiti vecˇ parametrov. Za HashingVectorizer
smo dolocˇili sledecˇe parametre:
• input – dolocˇa, kako bo algoritem prebral vhodni podatek. Uporabili
smo ’filename’, saj je pomembno, da sistem bere direktno iz shranje-
nih datotek in ne da besedila nalagamo v delovni spomin.
• ngram_range – dolocˇa, ali naj vrecˇa besed uposˇteva unigrame – (1, 1),
bigrame – (1, 2), ali n-grame – (1, n). Zaradi velikih dimenzij vek-
torjev znacˇilk ob uporabi bi- ali n-gramov smo za osnovni model upora-
bili unigrame. Preverili smo tudi uspesˇnost napovedovanja pri uporabi
bi- ali n-gramov.
• stop_words – dolocˇa, ali naj iz besedila odstrani odvecˇne besede (angl.
stop words). Za osnoven model se za odstranjevanje odvecˇnih besed
nismo odlocˇili – stop_words=None. Pri preizkusˇanju razlicˇnih parame-
trov pa smo preizkusili odstranjevanje odvecˇnih besed v anglesˇcˇini –
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stop_words=’english’.
Pri algoritmu SGDClassifier smo s parametrom loss=’hinge’ dolocˇili
uporabo SVM algoritma (namesto kaksˇne druge mozˇnosti, recimo logisticˇna
regresija). Parametre penalty, n_iter in alpha smo optimizirali s pomocˇjo
precˇnega preverjanja znotraj nasˇe ucˇne mnozˇice. V modelu smo uporabili
optimalne parametre, ki so prikazani v implementaciji. Pomemben je bil
tudi parameter n_jobs=10, s katerim smo vkljucˇili vzporedno procesiranje
nasˇih podatkov. Ker je bila kolicˇina podatkov velika, so bile vse mozˇnosti za
hitrejˇse racˇunanje zelo dobrodosˇle.
Za variacijo nasˇega osnovnega modela, ki za znacˇilke izkoriˇscˇa tudi izhod
algoritma LDA, je bila potrebna malce prirejena implementacija, ki jo lahko
vidimo v izseku kode 6. Za izracˇun LDA smo uporabili LatentDirichlet-
Allocation. S predhodnim preverjanjem smo ugotovili, da se izbira pa-
rametra n_topics=100 obnese najbolje. Ta nam dolocˇa sˇtevilo izhodnih
znacˇilk algoritma LDA. Zaradi racˇunske zahtevnosti izracˇuna smo morali
omejiti sˇtevilo znacˇilk, ki nam jih vrne vrecˇa besed skupaj z tf-idf. Ker nam
HashingVectorizer tega ne omogocˇa, smo uporabili TfidfVectorizer, ki
v ozadju uporablja CountVectorizer skupaj z TfidfTransformer. Sˇtevilo
znacˇilk smo omejili s parametrom max_features=3000. Vse parametre pri-
kazane v implementaciji, smo izbrali na podlagi precˇnega preverjanja znotraj
ucˇne mnozˇice. Vektorja tf-idf in izhod algoritma LDA smo zdruzˇili s pomocˇjo
FeatureUnion, ki vzame nespremenjene vhodne podatke (torej tf-idf) in iz-
hod LDA ter jih zdruzˇi.
Malce bolj preprosta je bila implementacija modela, ki znacˇilke izracˇuna z
analizo LSA. Za implementacijo smo uporabili TruncatedSVD, ki pri vhodu
tf-idf vrednosti vrne izracˇun LSA. Implementacijo lahko vidimo v izseku
kode 7.
Postopek opisan v izseku kode 5 smo uporabili za vse razlicˇne vire teks-
tov, ki smo jih opisali zgoraj. S tem smo dobili 6 razlicˇnih napovedi in da bi
izboljˇsali rezultat posameznih napovedi, smo za zadnji model zdruzˇili ostalih
6 modelov, kot je razvidno v diagramu na Sliki 3.5. V izseku kode 8 lahko vi-
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dimo, kako smo s pomocˇjo Pipeline in VotingClassifier programskega pa-
keta scikit-learn implementirali zdruzˇevalni napovedni model. Za zdruzˇiteve
rezultatov smo uporabili preprosto tehniko glasovanja. Posamezni napove-
dni modeli pa sledijo modelu opisanem v izseku kode 5, le da vsak uporabi
razlicˇne vhodne podatke (celotno besedilo, le navigacijske menije, itd.) in
vsak je naucˇen s svojim klasifikatorjem. V VotingClassifier smo za para-
meter voting, ki dolocˇa nacˇin glasovanja, uporabili ’soft’. Ta za napoved
uposˇteva verjetnosti napovedi, ki bi nam jih podal vsak posamezen model.
Parameter weigths nam dolocˇa do kaksˇne mere naj algoritem uposˇteva posa-
mezno napoved. S tem parametrom lahko kontroliramo, kateri modeli zˇelimo,
da pri koncˇni napovedi igrajo vecˇjo vlogo. Na primer z nastavitvijo parame-
tra na weigths=[1, 1, 1, 1, 1, 1], se vse napovedi uposˇteva enakovre-
dno. Medtem ko z nastavitvijo parametra na weigths=[1, 1, 0, 0, 0, 0]
uposˇtevamo le prvo in drugo napoved. Uporabimo lahko tudi vmesne vre-
dnosti, recimo weigths=[1.5, 1, 1, 1, 1, 1].
3.1.2 Metrika uspesˇnosti
Za uspesˇno dolocˇitev najboljˇsega modela in ustreznih parametrov je kljucˇno
tudi definirati, kaj za nas pomeni ”najboljˇsi model”. Metrika uspesˇnosti
mora odrazˇati, kaj zˇelimo z nasˇim modelom dosecˇi. Za nasˇ model smo se
odlocˇili uporabiti metriko priklica, saj nam bo ta metrika dobro odrazˇala
ucˇinkovitost in pokritost. Ker imamo opravka z vecˇrazredno klasifikacijo,
moramo priklic med vsemi panogami tudi nekako povprecˇiti. Ker so nasˇi
podatki neuravnotezˇeni, bomo priklic povprecˇili utezˇeno glede na zastopa-
nost posamezne panoge, cˇemur ponavadi recˇemo utezˇeno povprecˇenje (angl.
weighted averaging).
Obenem je pri izbiri metrike uspesˇnosti pomembno tudi uposˇtevanje po-
dobnosti posameznih panog. V Poglavju 2.3 smo govorili o problemu su-
bjektivnosti pri panogah. Za primer lahko pogledamo izsek seznama panog
v Tabeli 3.1. Opazimo, da so si nekatere panoge precej bolj podobne kot
druge. To smo morali uposˇtevati tudi pri ocenjevanju uspesˇnosti nasˇega mo-
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dela. Saj na primer cˇe za neko podjetje, ki ima panogo Computer Games,
napacˇno napovemo panogo Computer Software ali Internet, je ta napaka
mnogo manjˇsa, kot cˇe bi napacˇno napovedali recimo Cosmetics ali Building
Materials. Zato bi lahko rekli, da je napaka Computer Software namesto
Computer Games samo delna napaka in tako napako zato kaznujemo manj
kot kaksˇno drugo napako. To smo uposˇtevali tako, da smo vsaki panogi naj-
prej pripisali seznam panog, ki so tej panogi zadosti podobne. Nato smo pri
racˇunanju priklica vsake napacˇne napovedi, ki je znotraj podobnih panog,
pripisali vrednost 0.5, namesto 0. Implementacijo tega lahko vidimo v izseku
kode 9. Seznam podobnih panog je na voljo v prilogi A.
V teoriji je najboljˇsi mozˇen rezultat priklica 1, v praksi pa tudi priklic
klasifikacije, ki bi jo izvedel cˇlovek, ne bi presegla vrednosti 0.8 ali 0.9. To je
posledica subjektivnosti teh napovedi in tezˇke dolocˇljivosti nekaterih prime-
rov.
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3.2 Sˇtevilo zaposlenih
Za napovedovanje sˇtevila zaposlenih v podjetju smo zˇeleli uporabiti drugacˇne
modele oziroma znacˇilke, kot smo jih uporabili za napoved panoge. To pa
zato, ker predpostavljamo, da besedilna vsebina spletnih strani nima direktne
povezave z velikostjo podjetja. Zato rajˇsi preizkusimo razlicˇne meta podatke,
ki jih uspemo razbrati iz spletnih mest podjetij. Na Sliki 3.6 vidimo diagram
modela za napovedovanje sˇtevila zaposlenih. Opazimo, da za razliko od
modela za napovedovanje panoge, tu ne uporabljamo tehnik NLP, zaradi
cˇesar je ta model racˇunsko mnogo manj zahteven.
Znacˇilke, ki smo jih v tem modelu zˇeleli uporabiti, so razlicˇni meta po-
datki spletnega mesta podjetja in sicer:
• sˇtevilo spletnih strani,
• sˇtevilo slik oziroma sˇtevilo img elementov,
• sˇtevilo obrazcev oziroma sˇtevilo form elementov,
• sˇtevilo povezav oziroma sˇtevilo a elementov,
• sˇtevilo zunanjih virov oziroma link elementov in
• sˇtevilo meta oznak oziroma sˇtevilo meta elementov.
Te znacˇilke smo izbrali na podlagi razlicˇnih mozˇnih znacˇilk za opisova-
nje spletnih mest, ki sta jih v raziskavi opisala Bauer, Christian in Scharl,
Arno [17]. Te znacˇilke lahko na preprost nacˇin dobimo iz katere koli sple-
tne strani in omogocˇajo nam, da se izognemo racˇunsko zahtevni operaciji
obdelave besedil.
3.2.1 Implementacija
Implementacija pridobivanja teh znacˇilk je bila s pomocˇjo Beautiful Soup 4
trivialna, kot lahko vidimo v izseku kode 10. Potrebno pa je omeniti, da se





• število spletnih strani, 
• število slik, 
• število obrazcev, 
• število povezav, 
• število zunanjih virov, 
• število meta oznak.
Slika 3.6: Diagram delovanja modela za napovedovanje sˇtevila zaposlenih
tu na nek nacˇin zanasˇamo na podatke, za katere ne moremo zagotavljati,
da odrazˇajo realno stanje. Ker ne moremo vedeti ali spletno mesto v nasˇih
podatkih vsebuje zares vse spletne strani tega spletnega mesta, pomeni, da
ne moremo z zagotovostjo trditi, da so razbrani meta podatki tocˇni. Ker
pa smo za vse vzorce v naboru podatkov uporabili isti nacˇin pridobivanja
spletnega mesta, predpostavljamo, da to ne bo predstavljalo problema.
Podobno kot pri napovedi panoge smo tudi tu za model izkoristili Pipeline
in SGDClassifier. Implementacijo lahko vidimo v izseku kode 11.
3.2.2 Metrika uspesˇnosti
Pri napovedovanju sˇtevila zaposlenih smo za metriko uspesˇnosti uporabili
klasifikacijsko tocˇnost. Vendar smo tudi to metriko, podobno kot pri napo-
vedovanju panoge, primerno modificirali glede na nasˇ primer. Tocˇna napoved
sˇtevila zaposlenih je namrecˇ zelo stroga metrika. Zˇeleli smo uposˇtevati dej-
stvo, da je napoved, ki se zmoti le za en razred (recimo napoved 1-10 zapo-
slenih namesto dejanskih 11-50 zaposlenih), za nas sˇe vedno sprejemljivo. To
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smo uposˇtevali tako, da smo pri izracˇunu tocˇnosti za napacˇno napoved vzeli
le primere, ko se napoved razlikuje za vecˇ kot 1 razred, glede na razporeditev
omenjeno v Poglavju 2.5.
Poleg osnovne napovedi pa smo zˇeleli preveriti sˇe, cˇe bi lahko dobili boljˇse
rezultate, cˇe bi ta problem obravnavali kot regresijo namesto klasifikacijo.
Ker so nasˇi podatki o sˇtevilu zaposlenih razvrsˇcˇeni v 9 razlicˇnih kategorij, smo
zvezne podatke morali ustvariti iz obstojecˇih diskretnih podatkov. To smo
storili preprosto tako, da smo vsakemu intervalu pripisali srednjo vrednost in
potem to vrednost uposˇtevali kot sˇtevilo zaposlenih. Za metriko uspesˇnosti
smo uposˇtevali povprecˇno absolutno napako. Da bi lahko primerjali rezultate
s klasifikacijo, smo koncˇne napovedi umestili sˇe v iste intervale, kot smo jih
uporabili na vhodu. Nato pa nad temi prirejenimi napovedmi izracˇunali
tocˇnost na isti nacˇin, kot pri klasifikaciji.
3.3 Starost
Podobno kot pri napovedovanju sˇtevila zaposlenih smo tudi pri napovedova-
nju starosti podjetja zˇeleli izkoristiti druge znacˇilke kot samo vsebino sple-
tnega mesta podjetja. Za starosti podjetja predpostavljamo, da ima sˇe manj
povezave ne le z besedilno vsebino spletnega mesta temvecˇ tudi s samo sple-
tno stranjo. Razlog za to je, da nam zˇe sam podatek o starosti podjetja
velikokrat ne pove veliko. Kot leto ustanovitve podjetja navajajo marsikaj.
Podjetja, ki imajo tradicijo, to zelo rada poudarjajo, kar pomeni, da jih ve-
liko za leto ustanovitve poda prve zacˇetke podjetja. Ta lahko v nekaterih
primerih segajo ne le v 2. temvecˇ tudi v 1. tisocˇletje. Po drugi strani pa
lahko podjetje, ki deluje zˇe vrsto let, po kaksˇni reorganizaciji navaja za leto
ustanovitve leto reorganizacije. Ker pa se tudi pri tem podatku zanasˇamo na
informacijo, ki so jo podala podjetja sama, ne moremo z nobeno gotovostjo








• število spletnih strani, 
• število slik, 
• število obrazcev, 
• število povezav, 
• število zunanjih virov, 
• število meta oznak.
Slika 3.7: Diagram delovanja modela za napovedovanje starosti
3.3.1 Metrika uspesˇnosti
Zaradi problematike podatkov smo zˇeleli preizkusiti sˇe alternativno napove-
dovanje, ki bi nam mogocˇe podalo zgolj tisto informacijo, ki nas zanima. Za
primer smo vzeli napovedovanje ali je podjetje mlado ali ne. Zanimalo nas
je, cˇe problem obravnavamo kot klasifikacijski problem in zmanjˇsamo nabor
mozˇnosti na samo mlado (podjetje staro 10 let ali manj) in staro (podjetje
starejˇse od 10 let) podjetje, ali lahko pridemo do bolj uporabnih rezultatov.
Pri tem smo uporabili iste znacˇilke, le za algoritem strojnega ucˇenja smo
izbrali regresijo, kot lahko vidimo na Sliki 3.7.
Za metriko uspesˇnosti smo v primeru regresije uporabili povprecˇno ab-
solutno napako, v primeru klasifikacije pa natancˇnost in priklic napovedi za
mlada podjetja.
30 POGLAVJE 3. NAPOVEDOVANJE
Koda 2 Implementacija pridobivanja meta oznak spletnega mesta
1 from bs4 import BeautifulSoup
2
3 def get_meta_descriptions_text(website):
4 text = ’’
5 prev_description = None
6 # Preglej vse spletne strani posameznega spletnega mesta
7 for webpage_path in webpages_in_website(website):
8 # Pridobi html strukturo spletne strani
9 with open(webpage_path, ’r’) as f:
10 html = BeautifulSoup(f, ’html.parser’)
11 # Najdi element, ki vsebuje opis spletne strani
12 desc_el = html.find(’meta’, attrs={’name’:’description’})
13 if desc_el:
14 desc = desc_el.get(’content’)
15 # Preveri, da ne dodamo istega teksta,
16 # ki smo ga ravnokar dodali
17 if prev_description != desc:
18 prev_description = desc
19 text += desc




24 text = ’’
25 # Preglej vse spletne strani posameznega spletnega mesta
26 for webpage_path in webpages_in_website(website):
27 # Pridobi html strukturo spletne strani
28 with open(webpage_path, ’r’) as f:
29 html = BeautifulSoup(f, ’html.parser’)
30 # Najdi element, ki vsebuje opis spletne strani
31 keywords_el = html.find(’meta’, attrs={’name’:’keywords’})
32 if keywords_el:
33 keywords = keywords_el.get(’content’)
34 text = ’ ’.join(keywords)
35 # Ko smo nasli kljucne besede




Koda 3 Implementacija pridobivanja naslovov spletnega mesta
1 from bs4 import BeautifulSoup
2
3 def get_titles_text(website):
4 text = ’’
5 # Preglej vse spletne strani posameznega spletnega mesta
6 for webpage_path in webpages_in_website(website):
7 # Pridobi html strukturo spletne strani
8 with open(webpage_path, ’r’) as f:
9 html = BeautifulSoup(f, ’html.parser’)
10 # Najdi element, ki vsebuje naslov spletne strani
11 title_el = html.find(’title’)
12 if title_el:
13 title = title.string
14 text += title
15 text += ’\n’
16 return text
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Koda 4 Implementacija iskanja navigacijskega menija na spletni strani
1 from bs4 import BeautifulSoup
2
3 def get_nav_menu(html):
4 # Navigacijski meni pricakujemo v glavi elementa body
5 # Najprej poskusimo najti glavo
6 header = html.body.find_all(’header’)
7 if not header:
8 header = html.body.find_all({’class’: [’header’, ’menu’]})
9 if not header:
10 header = html.body.find_all(id=’header’)
11 # Ce smo jo uspeli najti, jo uporabimo
12 if header:
13 header = header[0]
14 has_header = True
15 # Sicer rajsi iscemo drugje
16 else:
17 has_header = False
18 header = html.body
19 # Poskusi najti navigacijski meni na razlicnih mestih
20 nav = header.find(’nav’)
21 if not nav:
22 nav = html.body.find(’nav’)
23 if not nav:
24 nav = header.find(class_=’nav’)
25 if not nav:
26 nav = header.find(id=’nav’)
27 if not nav:
28 nav = header.find(class_=’menu’)
29 if not nav:
30 nav = header.find(class_=’main-menu’)
31 # Ce smo nasli kaksne rezultate, jih zdruzimo v seznam
32 if nav:
33 return [item for li in nav.find_all(’li’)
34 for item in li.stripped_strings]
35 elif has_header:
36 return [item for li in header.find_all(’li’)




Koda 5 Postopek ucˇenja na podlagi vektorja tf-idf, zgrajenega na besedilu
spletiˇscˇa
1 from sklearn.feature_extraction.text import HashingVectorizer,
2 TfidfTransformer
3 from sklearn.linear_model import SGDClassifier
4 from sklearn.pipeline import Pipeline
5
6 hv = HashingVectorizer(input=’filename’,
7 ngram_range=(1, 1),
8 stop_words=None)
9 tf_transformer = TfidfTransformer()






16 pipeline_elements = [(’hv’, hv),
17 (’tfid’, tf_transformer),
18 (’SVM’, clf)]
19 pipe = Pipeline(pipeline_elements)
20
21 pipe.fit(train_data, target)
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Koda 6 Postopek ucˇenja s kombinacijo znacˇilk LDA, zgrajenega na besedilu
spletiˇscˇa
1 from sklearn.feature_extraction.text import TfidfVectorizer
2 from sklearn.decomposition import LatentDirichletAllocation
3 from sklearn.linear_model import SGDClassifier
4 from sklearn.pipeline import Pipeline, FeatureUnion
5
6 tfv = TfidfVectorizer(input=’filename’, max_features=3000)









16 # Zdruzi znacilke tf-idf in LDA
17 lda_union = FeatureUnion([(’lda’, lda),
18 (’identity’, identity)
19 ])







Koda 7 Postopek ucˇenja na podlagi LSA
1 from sklearn.feature_extraction.text import HashingVectorizer,
2 TfidfTransformer
3 from sklearn.decomposition import TruncatedSVD
4 from sklearn.linear_model import SGDClassifier
5 from sklearn.pipeline import Pipeline
6
7 hv = HashingVectorizer(input=’filename’,
8 ngram_range=(1, 1),
9 stop_words=None)
10 tf_transformer = TfidfTransformer()
11 lsa = TruncatedSVD(n_components=1000)










22 pipe = Pipeline(pipeline_elements)
23
24 pipe.fit(train_data, target)
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Koda 8 Postopek ucˇenja na podlagi glasovalnega modela
1 from sklearn.ensemble import VotingClassifier
2











Koda 9 Izracˇun utezˇenega priklica
1 from collections import Counter
2
3 def score_similar(estimator, data, actual):
4 predict = estimator.predict(data)
5 expected_count = Counter(actual)
6 results = {}
7 # Preverimo za vsak testni vzorec
8 for num, example in enumerate(actual):
9 # Ce se ujema
10 if example == predict[num]:
11 results[example] = results.get(example, 0) + 1
12 # ali ce se delno ujema
13 elif predict[num] in similar_industries.get(example, []):
14 results[example] = results.get(example, 0) + 0.5
15
16 # Izracunamo priklic
17 for key, value in results.items():
18 results[key] = value / expected_count[key]
19
20 # Povprecimo glede na zastopanost
21 return sum([v * expected_count[key] / len(actual)
22 for key, v in results.items()])
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Koda 10 Implementacija pridobivanja meta podatkov spletnega mesta
1 from bs4 import BeautifulSoup
2
3 def get_meta_features(website):
4 image_count = 0
5 sites = 0
6 form_count = 0
7 a_count = 0
8 link_count = 0
9 meta_count = 0
10 # Preglej vse spletne strani posameznega spletnega mesta
11 for webpage_path in webpages_in_website(website):
12 # Pridobi html strukturo spletne strani
13 with open(webpage_path, ’r’) as f:
14 html = BeautifulSoup(f, ’html.parser’)
15 # Pridobi zeljene meta podatke
16 sites += 1
17 image_count += len(html.find_all(’img’))
18 form_count += len(html.find_all(’form’))
19 a_count += len(html.find_all(’a’))
20 link_count += len(html.find_all(’link’))
21 meta_count += len(html.find_all(’meta’))
22 return [sites, image_count,
23 form_count, link_count, meta_count]
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Koda 11 Postopek ucˇenja na podlagi meta podatkov o spletnem mestu
1 from sklearn.linear_model import SGDClassifier
2 from sklearn.pipeline import Pipeline
3





9 pipeline_elements = [(’get_meta’, get_meta_features),
10 (’SVM’, clf)]
11 pipe = Pipeline(pipeline_elements)
12
13 pipe.fit(train_data, target)
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Poglavje 4
Rezultati
Rezultati predstavljeni v tem poglavju so bili izracˇunani na testni mnozˇici, ki
je bila iz faze ucˇenja modelov strogo izkljucˇena. Na ta nacˇin smo se izognili
prekomernemu prileganju nasˇih modelov, obenem pa zagotovili veljavnost
rezultatov.
4.1 Panoga
Sˇe preden opravimo prvo meritev oziroma primerjavo rezultatov, je smiselno
najprej preveriti, kaksˇne metrike uspesˇnosti dobimo za napovedni model,
ki nam vracˇa nakljucˇne ali konstantne rezultate. To nam da nek osnoven
vpogled v uspesˇnost nasˇega modela. Prav tako se lahko prepricˇamo, da nam
nasˇa metrika utezˇenega priklica ne daje neutemeljeno predobrih rezultatov.
Pri preverjanju takih nakljucˇnih napovednih modelov nam je v veliko pomocˇ
DummyClassifier iz paketa scikit-learn. Tak klasifikator sprejme argument
strategy, s katerim lahko dolocˇimo, katero strategijo zˇelimo preveriti. Za
nakljucˇno napovedovanje panoge podjetja smo preizkusili strategije:
• ’stratified’, ki vracˇa nakljucˇne rezultate, utezˇene glede na zastopa-
nost posamezne kategorije,
• ’most_frequent’, ki vedno vrne kategorijo, ki je najbolj zastopana in
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Tabela 4.1: Uspesˇnost napovedovanja nakljucˇnega klasifikatorja




• ’uniform’, ki vracˇa enotno nakljucˇne rezultate.
V Tabeli 4.1 lahko vidimo, da je najboljˇsi rezultat, ki nam ga tak klasifi-
kator vrne, 8.3%.
Napoved modela, ki je kot vhod uposˇteval besedilo celotnega spletiˇscˇa, je
bil nasˇa osnova. Sklepali smo, da bomo iz vrecˇe besed nad celotnim spletiˇscˇem
uspeli dobiti neke smiselne rezultate, ki pa smo jih nato zˇeleli izboljˇsati. Ta
model je z optimiziranimi parametri dosegel utezˇen priklic 52.3%. Ta rezultat
se na prvi pogled mogocˇe zdi slab, vendar je pri tem treba nujno uposˇtevati,
da smo napovedovali med 90 razlicˇnimi panogami.
V Tabeli 4.2 lahko vidimo rezultate osnovnega modela in rezultate vseh
alternativnih modelov, ki so se razlikovali v vhodu, ki smo ga uporabili za
izracˇun vrecˇe besed. Opazimo, da vsi dosezˇejo boljˇse rezultate kot nakljucˇen
klasifikator, vendar slabsˇe od osnovnega klasifikatorja. Sˇe najbolj se mu pri-
blizˇa klasifikator, ki za vhod uporabi kombinacijo vseh meta oznak in dosezˇe
utezˇen priklic 44.8%. Zanimiv je tudi rezultat modela, ki uporablja meta
opise in dosezˇe rezultat 31.4%. To je sˇe posebej zanimivo, saj meta opise
najdemo le v 60% vzorcev nasˇega nabora podatkov.
Pri osnovnem modelu smo preizkusili tudi druge nacˇine pridobivanja znacˇilk.
Med drugim smo preverili uporabo bigramov, ngramov in odstranitvijo odvecˇnih
besed (angl. stop words). Nobena kombinacija ni bistveno izboljˇsala re-
zultata osnovnega modela, kot lahko vidimo v Tabeli 4.4. Zanemarljivo
boljˇse sta se obnesla modela z bigrami in n-grami, a ker sta modelu bistveno
povecˇala racˇunsko zahtevnost, smo se odlocˇili, da jih ne vkljucˇimo v koncˇen
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model.
Da bi dosegli boljˇsi rezultat od rezultatov posameznih modelov, smo preiz-
kusili tudi model, ki preko glasovanja zdruzˇuje vse ostale modele. Nasprotno
s pricˇakovanji, je ta model dosegel malce slabsˇi rezultat kot le osnovni model
in sicer 49.6%. Vendar ko smo kombinacijo modelov utezˇili s primernimi
utezˇmi, smo dosegli zˇeljeno izboljˇsavo. Tak model je dosegel utezˇen priklic
54.6%. Pri tem smo prednost dajali osnovnemu modelu in kombinaciji meta
oznak. Kot najbolj ucˇinkovita kombinacija se je izkazala tista, pri kateri
smo uposˇtevali le te dve napovedi in ostale izpustili. To pomeni, da smo pri
implementaciji uporabili parameter weigths=[1, 0, 0, 0, 0, 1].
Tabela 4.2: Rezultati napovednih modelov za napovedovanje panoge
Vhodni podatki Utezˇen priklic
Celotno spletiˇscˇe 52.3%
Celotno spletiˇscˇe + LDA 36.5%








Ker vhodni podatki (spletna mesta podjetij) za nasˇe napovedi zˇivijo na
spletu, smo zˇeleli, da bi se modeli dobro odrezali ne glede na jezik spletnega
mesta. Na ta nacˇin bi dosegli tudi cˇim bolj splosˇno resˇitev. Nabor podatkov,
ki smo ga uporabili, je vseboval spletna mesta razlicˇnih jezikov. Rezultati
v Tabeli 4.2 so torej zˇe rezultati, ko obravnavamo spletna mesta razlicˇnih
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jezikov. Da bi primerjali te rezultate s primerom, ko imamo opravka le z enim
jezikom, smo nabor podatkov zmanjˇsali na mnozˇico, ki vsebuje le anglesˇka
spletna mesta. Za dolocˇanje jezika smo uporabili knjizˇnjico langdetect 1.
Nato smo na isti nacˇin, le z uporabo te nove mnozˇice podatkov, znova naucˇili
in testirali nasˇe modele. Rezultati, ki jih lahko vidimo v Tabeli 4.3, so se sicer
izboljˇsali, a ne bistveno. Utezˇen zdruzˇevalni klasifikator je recimo dosegel
utezˇen priklic 55.2%. S tem smo pokazali, da se model obnese dobro, tudi
ko jezik ni enoten.
Tabela 4.3: Rezultati napovednih modelov za napovedovanje panoge v pri-
meru enotnega jezika
Vhodni podatki Utezˇen priklic
Celotno spletiˇscˇe 54.9%
Celotno spletiˇscˇe + LDA 42.2%








V prejˇsnjih rezultatih smo se osredotocˇali na uspesˇnost modela kot celoto.
Uporabnost metrike povprecˇnega utezˇenega priklica je v primerjavi med po-
sameznimi modeli. Ko pa smo nasˇli optimalen model, nas je seveda zanimalo
bolj podrobno, kako se odrezˇe v napovedovanju specificˇne panoge. Zato smo
si ogledali utezˇene priklice za vsako panogo posebej. V Tabeli 4.5 je prikaza-
nih nekaj panog pri katerih se je model sˇe posebej dobro obnesel. Opazimo,
1https://github.com/Mimino666/langdetect
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Osnovni model + bigrami 52.6%
Osnovni model + n-grami 52.5%
Osnovni model + stop words 52.1%
da model panogo zavarovalniˇstvo napoveduje z 87.7% utezˇenim priklicom,
kar je precej boljˇse kot povprecˇje 54.6%.
V Tabeli 4.6 pa vidimo nekaj primerov, pri katerih model napoveduje mnogo
slabsˇe od povprecˇja. V nekaterih primerih tudi slabsˇe od 15%.
V Prilogi B lahko vidimo rezultate sˇe za vse ostale panoge.
4.2 Sˇtevilo zaposlenih
Enako kot pri modelu za napovedovanje panoge smo tudi tu najprej zˇeleli
preizkusiti, kako se obnese nakljucˇen napovedni model. Rezultate tocˇnosti
in utezˇene tocˇnosti takega modela lahko vidimo v Tabeli 4.7. Vrednosti
so zaradi utezˇene tocˇnosti, ki je v tem primeru precej bolj blaga metrika,
razmeroma visoke.
Nasˇ klasifikacijski napovedni model je pri napovedovanju sˇtevila zaposle-
nih dosegel utezˇeno tocˇnost 53.2%. Ko smo problem obravnavali kot regresijo,
smo dosegli povprecˇno absolutno napako 393.8. To napoved smo tudi ume-
stili v iste kategorije, ki jih je napovedoval prvi model, da bi lahko primerjali
oba rezultata. V tem primeru se je utezˇena tocˇnost poviˇsala na 64.9%. V
Tabeli 4.8 lahko vidimo uspesˇnost napovedi glede na posamezno kategorijo
sˇtevila zaposlenih.
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Tabela 4.5: Utezˇen priklic glede na panogo — uspesˇna napoved
Panoga Utezˇen priklic Sˇtevilo vzorcev
Insurance 87.7% 1909
Law Practice 83.1% 1322
Higher Education 80.9% 2717
Cosmetics 79.1% 593
Marketing and Advertising 79.0% 13181
Hospitality 78.0% 3645
Staffing and Recruiting 77.8% 2855
Wine and Spirits 77.8% 549
Real Estate 77.5% 3213
Leisure, Travel & Tourism 76.7% 4709





Information Technology and Services 69.4% 12388
Hospital & Health Care 69.3% 2572
Accounting 69.2% 1060
Financial Services 68.1% 4134
Sports 66.3% 1691
. . . . . . . . .
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Tabela 4.6: Utezˇen priklic glede na panogo — neuspesˇna napoved
Panoga Utezˇen priklic Sˇt. vzorcev
. . . . . . . . .
Internet 26.1% 6760
Management Consulting 26.0% 4861
Consumer Goods 25.4% 1371
International Trade and Development 25.0% 816
Graphic Design 18.9% 960
Media Production 18.8% 1881
Facilities Services 18.2% 725
Consumer Services 16.2% 735
Business Supplies and Equipment 14.1% 764
Wholesale 12.7% 1173
Individual & Family Services 11.1% 560
Online Media 6.1% 1055
Tabela 4.7: Uspesˇnost napovedovanja nakljucˇnega klasifikatorja
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Tabela 4.8: Uspesˇnost napovedovanja sˇt. zaposlenih v odvisnosti od sˇt.
zaposlenih
Sˇt. zaposlenih Utezˇena tocˇnost
1 20.83%
1 - 10 44.60%
11 - 50 93.09%
51 - 200 81.78%
201 - 500 53.79%
501 - 1000 11.08%
1001 - 5000 11.30%
5001 - 10,000 9.18%
10,001+ 0.0%
4.3 Starost
Nakljucˇni model nam za napoved starosti v primeru regresije vracˇa pov-
precˇno absolutno napako 25 let. Za regresijo smo izracˇun pridobili s pomocˇjo
DummyRegressor iz paketa scikit-learn. Tak model vedno napove povprecˇno
vrednost ucˇne mnozˇice. V primeru klasifikacije pa smo vrednosti navedli v
Tabeli 4.9
Nasˇ model, ki je starost podjetja napovedoval na podlagi meta znacˇilk
Tabela 4.9: Uspesˇnost napovedovanja nakljucˇnega klasifikatorja
Strategija napovedovanja Tocˇnost Priklic F1
’stratified’ 31.4% 31.5% 31.5%
’most_frequent’ 0% 0% 0%
’uniform’ 50.4% 31.5% 38.8%
vedno mlado 100% 31.5% 47.9%
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spletnega mesta, je dosegel najmanjˇso povprecˇno absolutno napako 21.38
let. Zanimala nas je tudi klasifikacijska napoved, kjer podjetja razdelimo
na mlada (10 let ali mlajˇsa) in stara (starejˇsa od 10 let). Pri tem je nasˇ
klasifikacijski model dosegel tocˇnost 41.7% in priklic mladih podjetih 72.4%,
torej F1 vrednost 52.9%.
4.4 Sklepne ugotovitve
Za napovedovanje lastnosti podjetja smo preizkusili vecˇ razlicˇnih modelov
in parametrov. Pri napovedovanju panoge smo dosegli najboljˇse rezultate
z zdruzˇevalnim modelom, ko smo ustrezno priredili utezˇi posameznih mo-
delov. V nasprotju s pricˇakovanji se je neutezˇen zdruzˇevalni model odrezal
slabsˇe kot le osnovni, kot lahko vidimo v Tabel 4.2. To je verjetno posledica
tega, da so se vsi alternativni modeli odrezali obcˇutno slabsˇe od osnovnega.
Alternativni modeli pa so se odrezali slabsˇe deloma tudi zaradi dejstva, da
smo potrebne znacˇilke uspeli pridobiti le iz nekaterih spletnih mest. Prav
tako nismo mogli dosecˇi nobenih izboljˇsav z razlicˇnimi variacijami osnovnega
modela predstavljenih v Tabeli 4.4. Predvidevamo, da ker zˇe osnovni model
ni dosegel boljˇsih rezultatov, tudi uporaba razlicˇnih variacij ni pripomogla k
izboljˇsavi, saj so bili glavni problemi za obstojecˇo napoved verjetno drugje.
V Tabeli 4.5 in Tabeli 4.6 smo opazili, da se uspesˇnost nasˇe napovedi precej
razlikuje glede na panogo. Za specificˇne panoge smo dosegli veliko bolj zado-
voljive rezultate. Obenem smo opazili tudi, da je vecˇina panog za katere je
bila nasˇa napoved slaba, imela nizˇjo zastopanost v nasˇem naboru podatkov,
kot pa panoge za katere je bila napoved pravilnejˇsa. Zaradi tega bi morda
sklepali, da je slabsˇa napoved posledica tega koliko vzorcev smo imeli za
posamezno panogo. Vendar cˇe primerjamo uspesˇnost napovedi v odvisnosti
od zastopanosti, kot lahko vidimo na grafu na Sliki 4.1, ocˇitne korelacije ne
opazimo. Bolj zanimivo je opazˇenje, da so slabo napovedane panoge tiste,
ki lahko vsebujejo veliko raznolikost. Recimo vzorcev s panogo Internet je
sicer 6760 pa vendar je utezˇen priklic le 26.1%. Sklepamo, da je to posledica
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tega, da je ta panoga zelo splosˇna in dovoljuje vecˇ razlicˇnih interpretacij.
Mozˇno je, da so to panogo navajala podjetja, ki se niso znala ali zˇelela bolj
specificˇno umestiti v drugo panogo. Posledicˇno je pod isto panogo zastopano
ogromno razlicˇnih podzvrsti, ki pa jih seveda ne zaznamo. Na drugi strani
lahko vzamemo primer panoge Cosmetics, ki ima sicer zastopanost le 593,
pa vendar je uspesˇnost napovedi med najviˇsjimi. V tem primeru je panoga
zelo specificˇna in znotraj nje ne dovoljuje veliko raznolikosti.
Primerjava dobljenih rezultatov za napovedovanje panoge z rezultati iz so-
rodne raziskave [1] je tezˇavna, saj smo pri delu uporabili popolnoma razlicˇen
nabor podjetij, razlicˇne podatke in razlicˇne razvrstitve panog. Kljub temu
lahko opazimo nekaj podobnosti in nekaj razlik. V raziskavi so najboljˇse
rezultate dobili z uporabo besedil iz meta oznak, medtem ko smo v nasˇem
delu dobili najboljˇse rezultate s kombinacijo meta oznak ter celotnega bese-
dila. Na prvi pogled se zdi, da smo pokazali ravno obratno a temu ni tako.
Podobno kot smo opaili v tem delu, so tudi v raziskavi ugotovili, da meta
oznake niso prisotne na vsakem spletnem mestu. Zato so vsakicˇ, ko niso nasˇli
meta oznak, uporabili kar celotno besedilo. Kar pa je podobno temu, kar smo
storili mi z zdruzˇevalnim modelom. Torej priˇsli smo do istega zakljucˇka, da
je za klasifikacijo najbolj uporabna kombinacija besedila iz meta oznak in
celotnega besedila.
V raziskavi so dosegli povprecˇen priklic 75%, kar je obcˇutno boljˇse od nasˇih
rezultatov. Predvidevamo, da je to posledica manjˇse mnozˇice uporabljenih
panog ter bolj fokusiranega nabora podatkov.
Podobno kot v nasˇem delu, so tudi v raziskavi opazili, da se uspesˇnost napo-
vedi za posamezno panogo precej razlikuje.
Pri napovedovanju sˇtevila zaposlenih smo dosegli presenetljivo dober re-
zultat glede na uporabljene znacˇilke. Mozˇno je, da bi dosegli sˇe boljˇse re-
zultate, cˇe bi uporabili bolj tocˇne podatke. Razpolagali smo le s podatkom
o tem, v kater interval sˇtevila zaposlenih nekatero podjetje spada. Boljˇse
rezultate smo dosegli s tem, ko smo problem obravnavali kot regresijo. Glede
na to, da smo za to morali umetno ustvariti zvezne podatke, sklepamo, da
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Slika 4.1: Graf uspesˇnosti napovedi glede na zastopanost panoge
bi z dejanskimi vrednostmi lahko dosegli sˇe boljˇsi rezultat.
Model napovedovanja starosti podjetja se je na nek nacˇin izkazal za naj-
slabsˇega, kar smo do neke mere pricˇakovali. Tu je bila problematicˇna pred-
vsem preslaba definicija tega, kaj zˇelimo iz take napovedi zares izlusˇcˇiti.
Opazili smo, da podjetja za starost navajajo marsikaj in da je lahko razpon
teh mozˇnosti ogromen. Za vsako podjetje pa podatek o starosti pomeni tisto,
kar sami zˇelijo predstaviti o sebi. Nekatera podjetja bi rada poudarila svojo
tradicijo, medtem ko bi se spet druga rada predstavila kot mlada podjetja.
Nacˇin kako je podatek podan, ne preprecˇuje ne enega ne drugega. Posledica
pa je tezˇavna napoved te lastnosti.
Ob razvijanju napovednih modelov smo se srecˇali tudi z razlicˇnimi pro-
blemi, ki so bili v vecˇini povezani le s podatki. Posvetiti smo morali veliko
pozornosti cˇiˇscˇenju podatkov, da smo lahko imeli zadostno zaupanje v nasˇe
vhodne podatke. Kljub vsemu pa smo se zanasˇali na podatke s spleta, zaradi
cˇesar ni nobenih zagotovil, da bi podatki sledili dolocˇenim pravilom, katere
bi zˇeleli vzeti za privzeto. A kolicˇina podatkov je bila prevelika, da bi lahko
rocˇno preverjali vse vzorce in s tem dosegli vecˇjo zaupanje v podatke. Ta pro-
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blem se je odrazˇal tako na spletnih mestih, kot tudi na vseh lastnostih, ki smo
jih zˇeleli napovedati. Znotraj modela in z izbiro ustreznih metrik uspesˇnosti
smo ta problem sicer precej uspesˇno resˇevali, vendar bi bilo za izboljˇsavo
rezultatov in za nadaljne raziskave nujno potrebno resˇiti ta problem na ni-
voju podatkov samih. Potrebno bi bilo posvetiti mnogo vecˇ cˇasa pravilnemu
shranjevanju spletnih mest in na razlicˇne nacˇine preverjati njihovo veljavnost
in celovitost. Tudi za podatke o lastnostih podjetja bi bilo potrebno bolje
poskrbeti; idealno bi bilo, cˇe bi lahko cˇrpali iz kaksˇnega standardiziranega
vira podatkov. Ker so taki viri ponavadi placˇljivi in omejeni na posamezno
drzˇavo, jih zˇal pri magistrskem delu nismo mogli uporabiti. Rezultate bi ver-
jetno lahko tudi izboljˇsali z bolj fokusirano definiranim problemom. V tem
delu smo napovedovali lastnosti podjetij iz razlicˇnih drzˇav, povsem raznoli-
kih panog, velikosti in tipov. Na primer model, ki bi se fokusiral le na eno
drzˇavo, bi verjetno lahko dosegel boljˇse rezultate.
Navsezadnje pa glede na to, da smo napovedovali lastnosti, ki so le po-
sredno povezane s spletnim mestom podjetja, vcˇasih pa sˇe to ne, so dobljeni
rezultati realni. Za obcˇutno boljˇse rezultate bi bilo verjetno potrebno upo-
rabiti sˇe kaksˇne druge podatke, kot le spletno mesto podjetja.
Poglavje 5
Zakljucˇek
V nasˇem delu smo se osredotocˇili na avtomatsko napovedovanje lastnosti
podjetja na podlagi njihovega spletnega mesta. Napovedovali smo lastno-
sti kot so panoga, sˇtevilo zaposlenih in starost podjetja. Tak model, ki bi
uspesˇno napovedoval te lastnosti, bi lahko v poslovnem svetu predstavljal
konkurencˇno prednost, saj so taki podatki velikokrat osnova za iskanje no-
vih strank in sodelovanj. Najprej smo si v Poglavju 2 natancˇno pogledali
nabor podatkov, ki je bil osnova za vse nasˇe napovedne modele. Ker ob-
stojecˇega nabora podatkov, ki bi bil primeren za nasˇe delo, nismo nasˇli, smo
podatke najprej morali zbrati. Podatke smo pridobili iz prosto dostopnih
virov na internetu in so temeljili na informacijah, ki jih podjetja porocˇajo
sama. Temu primerno so bili podatki neusklajeni in v nekaterih primerih
tudi neveljavni. Zato sta bila obdelava in cˇiˇscˇenje podatkov zelo pomembna
koraka v celotnem postopku. Pri tem smo morali poskrbeti za:
• pridobitev veljavnega spletnega mesta podjetja,
• primeren seznam panog,
• uskladiti nacˇin podajanja informacije o sˇtevilu zaposlenih in
• odstraniti vzorce z neveljavnimi podatki.
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Za tem smo v Poglavju 3 natancˇno opisali predlagane napovedovalne mo-
dele in si ogledali njihove implementacije. Najvecˇ pozornosti smo posvetili
modelu za napovedovanje panoge, zaradi predpostavke, da je od lastnosti, ki
smo jih nasˇteli, ta najbolj pomembna. Nasˇ osnoven model je iz vseh posame-
znih strani spletnega mesta podjetja izlusˇcˇil besedila in jih obravnaval kot en
dokumet. S pomocˇjo tehnik NLP smo iz tega dokumenta pridobili znacˇilke,
ki smo jih uporabili v SVM klasifikatorju, kot lahko vidimo na Sliki 3.1.
Poleg osnovnega modela smo implementirali sˇe alternativne modele, ki so
delovali na podoben nacˇin, le da so namesto celotnega besedila uposˇtevali le
dolocˇene dele spletnih strani. Na koncu pa smo zˇeleli preveriti tudi model, ki
napoved podaja na podlagi napovedi ostalih omenjenih modelov. Za napove-
dovanje starosti in sˇtevila zaposlenih smo se odlocˇili, da uporabimo drugacˇne
znacˇilke kot za napovedovanje panoge. Pokazali smo, katere alternativne
znacˇilke lahko izlusˇcˇimo iz spletiˇscˇ podjetij in uporabimo za napovedovanje.
Pri teh dveh napovedovanjih je bilo zelo pomembno tudi ali bomo problem
obravnavali kot klasifikacijo ali regresijo. Pri vseh napovednih modelih smo
se posvetili tudi izbiranju primerne metrike uspesˇnosti, ki pravilno odrazˇa nasˇ
cilj in uposˇteva nasˇe vhodne podatke. Nato smo si v Poglavju 4 natancˇneje
pogledali rezultate nasˇih napovednih modelov in jih ovrednotili. Rezultate
smo obravnavali tudi s staliˇscˇa uporabnosti in predvidevali mozˇnosti za sˇe
dodatne izboljˇsave.
V poslovnem svetu je potreba po podatkih o lastnostih podjetja velika.
Cilj magistrskega dela je bil razviti napovedni model, ki bi lahko predstavljal
dodaten vir teh informacij in ki bi se zanasˇal le na prosto dostopne podatke —
v nasˇem primeru spletno mesto podjetja. Cilj je bil deloma dosezˇen. Pokazali
smo, da do neke mere tak model lahko uporabimo za dodaten vir informacij
o lastnostih podjetja. Resˇitev smo predstavili podjetju Datafy.it, pri katerem
pravijo, da bi jim tak model zagotovo pomagal pri njihovem delovanju. Ven-
dar pa so rezultati preslabi, da bi ta vir lahko smatrali kot izjemno zanesljiv.
To seveda ni tako presenetljivo, ko pomislimo na vse mozˇne spremenljivke, ki
jih v sistem vnasˇamo, cˇe so nasˇ vhodni podatek spletna mesta. Kljub temu
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pa so za specificˇne namene nasˇi napovedni modeli uporabni. Kot smo videli
v Poglavju 4, smo pri napovedovanju panoge za specificˇne panoge uspeli do-
biti precej boljˇse rezultate, kot pa skupno povprecˇje 54.6%. Primer uporabe
takih rezultatov bi bil recimo polavtomatsko iskanje podjetij. Model bi nam
omogocˇal, da bi namesto pregledovanja vseh mozˇnih podjetij v neki mnozˇici
pregledali le manjˇso mnozˇico. Za dolocˇitev te mnozˇice bi uporabili rezultate
nasˇega napovednega modela. A kaj takega pride v posˇtev le za tiste panoge,
ki imajo v modelu zadosti visok priklic.
Podobno bi lahko izkoristili tudi model za napovedovanje sˇtevila zaposlenih.
Predvsem bi se uporabnost izkazala za velikosti, pri katerih smo dosegli viˇsji
rezultat od povprecˇnega.
In podoben primer uporabe velja za napoved starosti podjetja. Tu bi bil
verjetno bolj zanimiv klasifikacijski model, saj nam regresija deluje s pov-
precˇno absolutno napako 21.38 let. Glede na razpon starosti podjetij, ki jih
obravnavamo, je to sicer nizka vrednost, vendar s prakticˇnega vidika v vecˇini
primerov povsem previsoka. Veliko bolj vsakdanji primer je dolocˇanje ali
je podjetje staro ali mlado. Na zˇalost pa se je tudi klasifikacijski model v
tem primeru odrezal bolj slabo. Dosegli smo tocˇnost 41.7% in priklic mladih
podjetij 72.4%. Predvidevamo, da so slabi rezultati tega modela predvsem
posledica podatkov o starosti podjetja in kaj starost podjetja sploh pomeni
oziroma predstavlja. Tega potencialnega problema smo se zavedali zˇe ob
nacˇrtovanju modela v Poglavju 3.3.
V delu smo pokazali, da lahko zgolj na podlagi spletnega mesta relativno
uspesˇno napovedujemo lastnosti, ki so s spletnim mestom povezane le po-
sredno. Pri tem smo pokazali katere strukture in znacˇilke so se izkazale za
bolj ali manj uporabne. Orisali smo tudi kako lahko izvedemo tako napove-
dovanje in kateri koraki so ob tem kljucˇni. Pokazali smo, kaj se pri takem
napovedovanju lahko izkazˇe za problematicˇno in s tem nakazali na prihodnje
raziskave. Kljub omenjeni problematiki pa bi zagotovo lahko nacˇine takega
napovedovanja uporabili tudi v sorodnih problemih. Govorimo o problemih,
pri katerih zˇelimo le na podlagi spletnega mesta napovedati dolocˇeno lastnost.
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Glede na kolicˇino spletnih mest in veliko potrebo po raznoraznih podatkih




Panoga Pripadajocˇe podobne panoge
Accounting Financial Services
Airlines/Aviation Aviation & Aerospace; Leisure,
Travel & Tourism
Apparel & Fashion Consumer Goods; Design;
Luxury Goods & Jewelry; Retail
Architecture & Planning Construction; Furniture
Automotive Machinery; Mechanical or Indu-
strial Engineering
Aviation & Aerospace Airlines/Aviation; Leisure; Tra-
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Civic & Social Organization Government Administration;
Nonprofit Organization Manage-
ment
Civil Engineering Architecture & Planning; Con-
struction; Renewables & Enviro-
nment
Computer Games Information Technology and Ser-
vices; Internet
Computer Software Computer Games; Information
Services; Information Technology
and Services; Internet; Research
Construction Architecture & Planning; Civil
Engineering; Real Estate; Buil-
ding Materials





Consumer Goods Computer Games; Consumer Ser-
vices; Food & Beverages; Wine
and Spirits; Retail; Wholesale
Consumer Services Hospitality; Leisure; Travel & To-
urism; Retail; Wholesale
Cosmetics Health, Wellness and Fitness; Ho-
spital & Health Care
Design Apparel & Fashion; Photography
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E-Learning Computer Games; Computer
Software; Education Manage-
ment; Information Technology
and Services; Higher Education;
Internet






Entertainment Apparel & Fashion; Broadcast
Media; Computer Games; Events
Services; Hospitality; Leisure,
Travel & Tourism; Motion Pictu-
res and Film; Music; Performing
Arts
Environmental Services Renewables & Environment
Events Services Entertainment; Food & Bevera-
ges; Hospitality; Leisure, Travel
& Tourism; Music; Restaurants
Financial Services Accounting; Banking; Insurance;
Legal Services
Food & Beverages Events Services; Food Produc-
tion; Restaurants; Wine and Spi-
rits
Food Production Consumer Goods; Food & Beve-
rages; Wine and Spirits
Furniture Architecture & Planning
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Government Administra-
tion
Civic & Social Organization;
Education Management; Enviro-
nmental Services; Higher Educa-
tion; Hospital & Health Care; Re-
newables & Environment
Graphic Design Design; Printing
Health, Wellness and Fi-
tness
Cosmetics; Hospital & Health
Care; Hospitality; Leisure, Travel
& Tourism
Higher Education Education Management; Rese-
arch
Hospital & Health Care Health, Wellness and Fitness; In-
dividual & Family Services; Me-
dical Devices
Hospitality Events Services; Leisure, Travel
& Tourism
Human Resources Government Administration;
Professional Training & Coa-
ching; Staffing and Recruiting
Industrial Automation Mechanical or Industrial Engine-
ering
Information Services Computer Software; E-Learning;







Insurance Banking; Financial Services




Internet Computer Software; Information
Services; Information Technology
and Services
Investment Management Financial Services; Insurance
Law Practice Legal Services
Legal Services Law Practice
Leisure, Travel & Tourism Entertainment; Museums and In-
stitutions
Luxury Goods & Jewelry Apparel & Fashion
Machinery Automotive; Mechanical or Indu-
strial Engineering; Mining & Me-
tals
Management Consulting Professional Training & Coaching






Media Production Broadcast Media; Motion Pictu-
res and Film; Newspapers
Medical Devices Hospital & Health Care
Mining & Metals Building Materials; Machinery;
Oil & Energy





Civic & Social Organization
Oil & Energy Chemicals; Mining & Metals
Online Media Entertainment; Media Produc-
tion; Newspapers
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Pharmaceuticals Cosmetics; Hospital & Health
Care
Printing Business Supplies and Equipment





Public Relations and Com-
munications
Marketing and Advertising
Publishing Media Production; Printing
Renewables & Environment Environmental Services
Research Higher Education
Restaurants Food & Beverages; Hospitality
Retail Apparel & Fashion
Security and Investigations Information Technology and Ser-
vices
Sports Health, Wellness and Fitness; Le-
isure, Travel & Tourism
Staffing and Recruiting Human Resources; Management
Consulting




Automotive; Logistics and Su-
pply Chain




Panoga Utezˇen priklic Sˇt. vzorcev
Accounting 69.2% 1060
Airlines/Aviation 38.2% 526
Apparel & Fashion 63.3% 1482
Architecture & Planning 75.9% 2398
Automotive 72.7% 2343
Aviation & Aerospace 59.6% 540
Banking 72.2% 1042
Biotechnology 63.9% 898
Broadcast Media 32.9% 1011
Building Materials 31.8% 1083
Business Supplies and Equipment 14.1% 764
Chemicals 50.0% 760
Civic & Social Organization 34.7% 1309
Civil Engineering 46.9% 854
Computer Games 62.5% 591
Computer Software 47.3% 5652
Construction 64.1% 3568
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Consumer Electronics 37.5% 726
Consumer Goods 25.4% 1371




Education Management 45.2% 2933
Electrical/Electronic Manufacturing 58.6% 2467
Entertainment 37.0% 1757
Environmental Services 48.8% 1479
Events Services 59.0% 3124
Facilities Services 18.2% 725
Financial Services 68.1% 4134
Food & Beverages 61.8% 1919
Food Production 51.7% 951
Furniture 56.8% 903
Government Administration 66.0% 1231
Graphic Design 18.9% 960
Health, Wellness and Fitness 65.2% 2300
Higher Education 80.9% 2717
Hospital & Health Care 69.3% 2572
Hospitality 78.0% 3645
Human Resources 43.5% 1816
Individual & Family Services 11.1% 560
Industrial Automation 30.2% 880
Information Services 31.9% 690
Information Technology and Services 69.4% 12388
Insurance 87.7% 1909
International Trade and Development 25.0% 816
Internet 26.1% 6760
Investment Management 34.4% 828
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Law Practice 83.1% 1322
Legal Services 43.7% 1073
Leisure, Travel & Tourism 76.7% 4709
Logistics and Supply Chain 43.3% 1140
Luxury Goods & Jewelry 63.6% 548
Machinery 48.7% 1458
Management Consulting 26.0% 4861
Maritime 63.1% 648
Market Research 28.9% 669
Marketing and Advertising 79.0% 13181
Mechanical or Industrial Engineering 36.8% 2288
Media Production 18.8% 1881
Medical Devices 62.1% 1326
Mining & Metals 57.7% 573
Motion Pictures and Film 48.8% 635
Museums and Institutions 60.0% 529
Music 70.0% 996
Newspapers 30.6% 695
Nonprofit Organization Management 51.6% 4018
Oil & Energy 55.9% 1790
Online Media 6.1% 1055





Professional Training & Coaching 44.2% 2206
Public Relations and Communications 63.5% 1491
Publishing 47.1% 2804
Real Estate 77.5% 3213
Renewables & Environment 64.6% 2074




Security and Investigations 56.4% 705
Sports 66.3% 1691
Staffing and Recruiting 77.8% 2855
Telecommunications 72.6% 2643
Transportation/Trucking/Railroad 53.2% 1067
Venture Capital & Private Equity 36.7% 561
Wholesale 12.7% 1173
Wine and Spirits 77.8% 549
Tabela B.1: Podrobni rezultati napovedi panoge
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