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1. INTRODUCTION AND MAIN RESULTS
In this paper we consider the following nearly integrable Hamiltonian
differential system
x s H s v q P , y s yH s yP , u s H s V¨ q P ,Ç Ç Çy y x x ¨ ¨ 1.1 .
¨ s yH s yVu y P ,Ç u u
 . n n m mwhere the Hamiltonian H s N q P, x, y, u, ¨ g T = R = R = R
 . n1 F m, n - q` , where T is the usual n-torus, N s  v y q1F jF n j j
 . m  . 2 2 .  .1r2  V v u q ¨ is a normal form, and P s P x, y, u, ¨ ; e is ajs1 j j j
small perturbation term, where e is a small perturbation parameter. The
 . nfrequency vectors v s v , v , . . . , v g O ; R are also regarded as1 2 n
parameters, where O is a bounded closed set of Rn with nonempty
 .   .  .interior. In general, the normal frequency vector V v s V v , V v ,1 2
 ... . . , V v depends on v.m
 .If P s 0, System 1.1 is reduced to
x s v , y s 0, u s V¨ , ¨ s yVu. 1.2 .Ç Ç Ç Ç
 . n  4The Hamiltonian system 1.2 is integrable. For any v g O, T = 0, 0, 0
is an invariant torus, on which carries a quasiperiodic flow x s v t q x ,0
; x g T n, y s 0, u s 0, ¨ s 0, where v is called the frequency of the0
invariant torus. Denote it by T . Thus, the integrable Hamiltonian systemv
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 .  41.2 admits a family of invariant tori T ¬ v g O with their frequencies asv
parameters. Some of the invariant tori can be destroyed by an arbitrarily
small perturbation. Whether some invariant tori can persist under small
perturbation is an important problem in the perturbation theory of Hamil-
tonian systems and is studied by many authors. In the special case of
m s 0, that is, where there is no normal frequency, the above result was
w x w xobtained and proved by Kolmogorov 1 and Arnold 2 . They proved that if
v satisfies the following small divisor conditions
a
n< : <v , k G , ;0 / k g Z ,t< <k
where Z n is the set consisting of all integer vectors of Rn, then the
invariant torus with the frequency v can persist under small perturbation.
Later on, the result was extended by many authors to the case where the
frequency v depends on some parameter in a degenerate way; that is, the
rank of the Jacobian matrix of v with respect to the parameter is less than
w xn, see 3]5 .
If m / 0, the problem is more difficult. To state some results we first
give some notations and definitions. Let E be a 2m = 2m matrix in the
block form
0 VE s , /yV 0
 .where V indicates the diagonal matrix diag V , V , . . . , V . All eigenval-1 2 m
’ues of E are "iV , " iV , . . . , " iV , where i s y 1 . If all eigenvalues1 2 m
 .of E are simple, we call the Hamiltonian system 1.2 nondegenerate with
respect to normal frequency; if E has a multiple eigenvalue, we call the
 .Hamiltonian system 1.2 degenerate with respect to normal frequency. If
all eigenvalues of E have nonzero real parts, that is, V , V , . . . , V have1 2 m
nonzero imaginary parts, then the invariant tori of the Hamiltonian system
 .1.2 are called hyperbolic tori. If all eigenvalues of E are nonzero pure
imaginary, that is, V , V , . . . , V are nonzero real numbers, then the1 2 m
 .invariant tori of the Hamiltonian system 1.2 are called elliptic tori.
In the nondegenerate case, the persistence of hyperbolic tori was first
w xproved by Moser 6 . Later on, the result was extended by Graff and
w xZehnder to the degenerate case 7, 8 . The persistence of elliptic tori in the
w xnondegenerate case was first observed by Melnikov in the sixties 9 and
w x w xlater proved by Eliasson 10 and Poschel 11 . The result was alsoÈ
extended by Kuksin and Poschel to infinite dimensional HamiltonianÈ
systems arising from some partial differential equations, such as nonlinear
 . 3  .  .string wave equations u s u q ¨ x u q u , x g 0, p , t g y`, q` ,t t x x
w xsee 12, 13 . In the degenerate case, the author is not aware of any result.
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In this paper we want to prove persistence of elliptic invariant tori for a
class of small perturbation of degenerate integrable Hamiltonian systems.
To state our results we first give some notations and assumptions.
n  4Denote a complex neighborhood of T = 0, 0, 0 by
< < < < 2 < < < <D s, r s x , y , u , ¨ ¬ Im x - s, y - r , u - r , ¨ - r , 4 .  . ` 2 2
< < < < < < n < < < <where Im x s max Im x , y s  y , and the norm ? is` 21F iF n i is1 i
< <  m 2 .1r2 Li p .defined by u s  u . Let C O indicate the Lipschitz continu-2 is1 i
5 5U < < < < Li pous function space endowed with the norm f s sup f q fv g O
< < Li p  <  .  . < < <.   .with f s sup f v y f v r v y v . Let W s X v ,v / v 1 2 1 21 2
 .  .  ..Y v , U v , V v be a vector field depending on v g O. Define a
weighted norm by
1 1 1U U U U U5 5 < < < < < < < <W s X q Y q U q V ,r 2 22 r rr
< <U 5 5U < <U  m 5 5U .2 .1r2 < <U < <Uwhere X s max X and U s  U . Y and V2 21F iF n i is1 i
 . 5 5Uare defined similarly. If f h, v is defined on D = O, denote f sD
5  .5U  .sup f h, ? , where h s x, y, u, ¨ . If the vector field W also de-hg D
pends on h g D, in the same way we define
1 1 1U U U U U5 5 < < < < < < < <W s X q Y q U q V .r , D D D 2, D 2, D2 r rr
 .Assumption A Regularity of Perturbation . Suppose that P is real
 . Li p .analytic in x, y, u, ¨ and e , and belongs to C O in v, and the
 .THamiltonian vector field of P, X s P , yP , P , yP , satisfiesP y x ¨ u
5 5UX F e , where the superscript T indicates the transpose of vectorr , D s, r .P
or matrix.
 .Assumption B Nondegeneracy Conditions . Suppose that V , V , . . . ,1 2
V satisfym
inf V v G m ) 0, j s 1, 2, . . . , m , .j 1
vgO
and that V , V , . . . , V are distinct with1 2 my1
inf V v y V v G m ) 0, .  .i j 2
vgO
for 1 F i / j F m y 1 and V ' V on O,my 1 m
where m and m are constants independent of v and e .1 2
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 .  .TDenote by p s 0, . . . , 0, q , q , u s u , u . Similarly we haveÄmy 1 m my1 m
p and ¨ . LetÄ
b q q ik , x: p TP s P y u ¨ e , P u s u Au,Ä Ä k b qq 00 p0
< <k , b , q , q p s2
p p T p TP u ¨ s ¨ Bu and P ¨ s ¨ C¨ ,Ä Ä Ä Ä 00 p p 000 p
< < < < < <p s p s1 p s2
where all the coefficients depend on v g O, and A, B, and C are 2 = 2
matrices depending on v. Moreover, the matrices A and C are symmetric.
Since A q C is a symmetric matrix and B y BT is an antisymmetric
1 T .matrix, the matrix A q B q i B y B has only real eigenvalues. As-2
1 T  ..sume the matrix A q C q i B y B has two different eigenvalues2
 .  . <  .  . <l v , l v with inf l v y l v G de , where d is a positive con-1 2 v g O 1 2
stant independent of v and e .
Main Results
THEOREM A. Suppose the Hamiltonian H s N q P satisfies Assumptions
 .A and B. If there exists a positi¨ e constant a ) 0 such that for k, l
< < < < Li p < <satisfying 0 / k F K s 4 max V and l F 2,1F iF m j
 :  :k , v q l , V v ) a 1.3 .  .
 .  .holds on O, then for sufficiently small a g 0, a there exists e s e a ) 00 0
< <such that if e - e , there exists a nonempty subset O of O, and for v g O0 e e
 . n n  4there exists a real analytic symplectic embedding F ?, v : T s T = 0, 0, 0e
ª T n = Rn = Rm = Rm such that
H(F s NU q PU ,e
U U U :  :where N s v , y q V z, z is a normal form and
U U b q q ik , x:P s P y z z e k , b , q , q
< < < < < <2 b q q q q )2
n .are high order terms of y, z, and z. Hence, F T , v is an in¨ariant toruse
< <with the frequencies v# satisfying v# y v F ce , where c depends on d , n,
ny1 .  .and m. Moreo¨er, mes O y O F ca diam O , where c depends only one
t and n.
The subset O is determined by small divisor conditions,e
a
 :  :k , v q l , V v G . t< <k
 . nqm < <for all k, l g Z with l F 2 and k / 0, where t ) n y 1. To guaran-
tee that the set O is nonempty, we need the following theorem.e
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 .  .THEOREM B. If V v satisfies the condition 1.3 of Theorem A, then
 .for t ) n y 1 and sufficiently small a g 0, a , there exists a nonempty
subset O ; O such that for v g O ,a a
a
 :  :k , v q l , V v G . t< <k
 . nqm < <  .for all k, l g Z with l F 2 and k / 0. Moreo¨er, mes O y O Fa
 .ny1ca diam O , where c only depends on t and n.Ä Ä
Remark 1. In the nondegenerate case, that is, where V , V , . . . , V1 2 m
are distinct, the analytic embedding F in Theorem A is close to thee
w xidentity mapping id, see 10]13 . But here the analytic embedding F maye
not be close to the identity map id because of multiple eigenvalues. In fact,
from the proof of Theorem A, the mapping F is a composition of infinitee
many symplectic mappings, which are constructed with KAM steps. The
symplectic mapping that we construct under Preparatory KAM Step to
 .Correct Normal Frequencies see Section 2 may not be close to the
identity mapping because of multiple eigenvalues. This can also affect the
composition mapping F . The sufficiently small constant a in Theorem Ae
is used to control the measure of the set that the small divisor conditions
do not hold. This is easy to see from Theorem B. By the estimate of
 .  .ny1measure mes O y O F ca diam O , if the measure of O is not zero,Äa
 .  .ny1then, if 0 - a - mes O rc diam O , the small divisor conditions holdÄ
on a nonempty subset O of O. The set O in Theorem A is actuallya e
determined by small divisor conditions in KAM steps. So we use a to
control the measure of O y O to guarantee that O is not an empty set.e e
In fact, in the KAM step, we can choose a such that a ; e 1r2. Thus, as
 .e ª 0, mes O y O ª 0.e
Remark 2. Our object is to provide a method to deal with the degener-
ate case, so we only consider the finite dimensional case for simplicity. The
methods in this paper can also be applied to the infinite dimensional
w xHamiltonian system such as in 12, 13 . In the infinite dimensional situa-
tion, the estimates of norm in KAM steps and measure estimates for small
divisor conditions are more complicated. But under an assumption similar
to Assumption B, the standard KAM iteration of the infinite dimensional
Hamiltonian system can also be done after correction of normal frequen-
cies, which is completely similar to the finite dimensional case.
Remark 3. If the matrix E has more than 2-multiple eigenvalues or
more than one multiple eigenvalue, we can discuss it in the same way.
Here, for simplicity we only consider the case of one 2-multiple eigenvalue.
But in infinite dimensional Hamiltonian systems, our method can be
available only if the largest multiple number of eigenvalues is finite.
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w xRemark 4. Theorem A is stated in a similar way as in 12 . The
advantage is that we can extend Theorem A to the case that the frequen-
w xcies v depend on a parameter in a degenerate way such as in 3]5 .
2. PROOF OF MAIN RESULTS
In this section, we first prove Theorem B and then prove Theorem A.
 .  < < :   < <.  .:Proof of Theorem B. Let f v s kr k , v q l, 1r k V v , andk l
< < <  . < < < < <n s kr k . Then D f v G 1 y Kr2 k G 1r2 for k ) K, where D isn k l n
the derivative operator along the direction n with respect to v. So
 <  . < < <tq14  .ny1 < <tq1 < <mes v ¬ f v - ar k F 2a diam O r k for k ) K. Letk l
a
 :  :O s v ¬ k , v q l , V v - . . tk l  5< <k
 . < <By the condition 1.3 , if a F a , O is empty for 0 / k F K. So itk , l
follows that
1ny1< <mes D O F O F 2a diam O .  . k , l k , l k , l tq1< <kk , l < <k : k GK
ny1F ca diam O , .Ä
 < <tq1.where c s 2 1r k .Ä k / 0
Proof of Theorem A. Theorem A is proved by a rapidly convergent
scheme, called the KAM technique, which has been described in many
w xpapers 10]13 . In KAM iteration, the main difficulty is to deal with
problems of small divisors. In the nondegenerate case, the small divisor
conditions are
a
nqm :  : < < < < < <v , k q V v , l G , ; k , l g Z , k q l / 0, l F 2, .  .t< <k
so V y V / 0, i / j, are necessary for the small divisor conditions toi j
hold. Since V s V , we cannot use the usual standard KAM stepmy 1 m
immediately as in the nondegenerate case. So, before performing the
standard KAM step we need a preparatory step.
1. Preparatory KAM Step: Correction of Normal Frequencies
We first give correction of normal frequencies to avoid the small divisor
V y V in KAM steps.my 1 m
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’ .  .In the complex conjugate coordinates z s u y i¨ r 2 , z s u q i¨ r
’  .  :2 , consider the Hamiltonian H x, y, z, z s N q P where N s v, y
  . :q V v z, z and
b q q ik , x:P s P y z z e . k b qq
k , b , q , q
Thus,
1p p T TÄ ÄP z z s z A y C q iB z q z A y C y iB z .  .Ä Ä 00 p p 2
< < < <p q p s2
1T T Äq z A q C q i B y B z , .Ä 2
 .  .where z s 0, . . . , 0, z , z and z s 0, . . . , 0, z , z . WriteÄ Ämy 1 m my1 m
m m m
q q ÄP z z s P z z q P z z q P z z ,   00 qq i j i j i j i j i j i j
i , js1 i , js1 i , js1< < < <q q q s2
and
my2 m
Ä Ä :  :H s v , y q V z , z q P z z q P z z  i j i j i j i j /isjs1 i , jsmy1
my2 m
Ä Äq P y P z z q P z z . i j i j i j i j /isjs1 i , jsmy1
Obviously,
m
1T T ÄÄz A q C q i B y B z s P z z . .Ä  i j i j2
i , jsmy1
By Assumption B there exists a nonsingular transformation S such that
1y1 T Ä ÄS A q C q i B y B S s diag V , V .  /my 1 m2
with
Ä U Ä U Ä Ä5 5 5 5 < <V F e , V F e , inf V y V G de .my 1 m my1 m
vgO
5 5U  .It is easy to see that S F c , where S s s and the matrix1 i j 1F i, jF m
U U Ä5 5 5 5norm S s max s with c depending on d . Denote by V s1F i, jF m i j 1 j
Ä Ä Ä Ä Ä .P , 1 F j F m y 2 and V s diag V , V , . . . , V . Let a symplectic trans-j j 1 2 m
T y1 .   . .formation F : x, y, z, z ª x, y, Sz, S z , whereS
Id 0my 2S s , /0 S
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 .  .and Id is the m y 2 = m y 2 unit matrix. This linear symplecticmy 2
transformation does not change the orders of z and z. Let H(F s N qS
XÄ Ä :V z, z q P , where V will add to the normal frequencies such that
q Ä XV s V q V are the new normal frequencies of the next step and P s
U UX Xb q q ik , x: 5 5 5 5X P y z z e with X F c X and Pr , D s, r . r , D s, r .k , b , q, q k , b , q, q P 2 P 00 qq
X< < < < < <s 0 for q s q, q s q s 1. P s 0 for p q p s 2, where p and p are00 p p
defined as in Assumption B and c depends on c . This correction of2 1
 :normal frequency is to add the terms of z z and z z to V z, zmy 1 m my1 m
such that we will not meet the small divisor V y V in KAM stepmy 1 m
below.
2. Standard KAM Step
w xNow we can use the standard KAM step of 10]13 to conclude the first
KAM step.
A . Sol¨ ing the Linearized Equation
t <The coordinate change F is obtained as the time 1-map X ofts1F
ÃHamiltonian vector X . Its generating function F and some correction NF
to the given normal form N are solutions of the linear equation
Ã 4F , N q N s R , 2.1 .
b q q ik , x: 4where ?, ? is the Poisson product, R s  R y z z e2 < b <q < qqq < F 2 k b qq
XÄ : < < < <q V z, z , and R s P for 2 b q q q q F 2 with the coefficientsk b qq k b qq
Ã Äw x  :  :depending on v g O. N s R s v, y q V z, z , where the notationÄ Ä
w x n  :R indicates the average of R with respect to x on T and v, y sÄ
 R y b.< b <s1 0b 00
 .Now we solve the linear equation 2.1 and estimate the generating
function F.
LEMMA 2.1. Suppose that Assumption B holds. Let O be a subset of Oq
such that for any v g O ,q
a
 :  :k , v q l , V v G , 2.2 .  .t< <k
 . nqm < <  4for ; k, l g Z with l F 2, k / 0, where a F min m , m . Then the1 2
Ã .linear equation 2.1 has solutions F and N, which satisfy
5 5U 5 5UX F X F e andÃ r , D s , r . r , D s , r .N P
c M3U U5 5 5 5X F X ,r , D sys , r . r , D s , r .F R2 ¨a s
where ¨ s 2t q n q 2, M s 1 q K, and c is a constant depending on n and3
t .
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Proof. Since the first inequality holds obviously, we only prove the
b q q ik , x:second inequality. Let F s  F y z z e and substitute2 < b <q < qqq < F 2 k b qq
 .  .it into Eq. 2.1 . By comparing the coefficients of both sides of Eq. 2.1 ,
we have
R¡ k b qq
< < < < < <if 2 k q q y q / 0 and p q p - 2~  :  :k , v q q y q , ViF sk b qq ¢ < < < <0 otherwise, k s 0 and q s q or p q p s 2,
where p and p are defined in Assumption B. Since we have made the
correction for V and V , R does not consist of the terms ofmy 1 m
z z , . . . , z z , z z and z z , thus we do not meet the small divisor1 1 m m my1 m m my1
V y V .my 1 m
We decompose R s R0 q R1 q R2, where Ri comprises all terms with
0 00 1 10 01< <  :  :q y q s i. Thus we write them as R s R , R s R , z q R , z ,
2 20 11 02 i j :  :  :R s R z, z q R z, z q R z, z , where the R depend on x
and v, and R00 depends in addition on y. Similarly we decompose F and
Ã  .N. Then Eq. 2.1 decomposes into
i j i j i j Ã i j i jw x w x 4F , N s R y R , N s R .
Ç 10 È 11Without loss of generality we only consider R s R and R s R .
U UÇ Ç< < < 5 5  . Since R s R , we have R F r X , where D s s x ¬z, zs0 2, D s. r , D s, r .z R
< < 4  . mIm x - s . This is an analytic map from D s into R with its Fourier
Ç Ç U < k < s Ç U< < < <coefficients R satisfying R e F R . The corresponding coeffi-2 2, D s.k k
cients of F satisfy
ÇRk j nÇiF s , ;k g Z , ;1 F j F m.k j  :k , v q V j
It follows that
2tq1< <3M 1 q k .U UÇ Ç5 5 5 5F F R .k j k j2a
Thus
Ç U Ç U < k < sys .< < < <F F F e2, D sys . 2k
k
3M c M3U U2tq1 y < k < s Ç Ç< < < < < <F 1 q k e R F R , . 2, D s. 2, D s.2 2 ¨a a sk
Ç U . < < where c depends on m, n, and t . So 1rr F F c Mr2, D sys .3 3
2 ¨ .5 5Ua s X .r , D s, r .R
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È 11 10Now we consider F s F . Similar to the estimates of R , it follows that
< 01 <U 5 5UR F r X .2, D s. r , D s , r .R
U UÈ È< < < 5 5Since Rz s R , we have Rz F 2 r X . Hence,zs0 2, D s, r . r , D s, r .z R
1 U UÈ ÈA A < < 5 5R F Rz F X ,D s. 2, D s , r . r , D s , r .Rr
A A m mwhere ? denotes the linear operator norm from R to R . Since
Rk i jÈiF s ,k i j  :k , v q V y Vi j
< < < <k q i y j / 0 and i F m y 2 or j F m y 2,
in the same way as the above we have
1 c M3U UÈ< < 5 5Fz F X .2, D sys , r . r , D s , r .R2 ¨r a s
Since the above consists of all difficulties of estimates of F, the lemma is
proved.
B . Coordinate Transformation
The coordinate transformation is the time 1-map of the flow X t of X ,F F
 . twhere X is defined on D s y s , r = O . To estimate the flow X weF q F
need
LEMMA 2.2. Let D be an open domain in a complex Banach space E with
5 5  .the norm ? . X : F, v g D = O ª E is a parameter dependent ¨ectorfield
Li p .on D, which is analytic in F on D and belongs to C O in v. If
5  .5U t .sup X F, ? F r, then for each v g O, its flow F ?, v exists onF g D
< < D for t F 1 and maps D into D , where D s F ¬ F gyr y2 r yr yr
 . 4D, dist F, ­ D ) r with ­ D indicating the boundary of D. Moreo¨er, on
Dy2 r
U Ut < <F ?, v y id F 2 sup X F , ? for t F 1. .  .
FgD
t .  < < .Proof. The existence of the flow F ?, v t F 1 is well known from
the general theory of differential equations. Below we estimate F t. By
integrating the equation of F t, we have
tt s < <F ?, v y id s X F ?, v , v ds, t F 1. .  . .H
0
XU JUNXIANG382
5 t . 5 5  .5Obviously, F ?, v y id F sup X F, v on D . For the Lips-F g D y2 r
chitz norms, we have
­ XtLi p Li p Li pt s5 5 5 5 5 5F y id F X q ? F ds.H  /­ F0
By the generalized Cauchy's inequality for analytic functions on Banach
5 5  . 5  .5space, it follows that ­ Xr­ F F 1rr sup X F, ? on D . ThusF g D yr
on D we havey2 r
1t ULi pLi p Li pt s5 5 5 5F y id F sup X F , ? q sup X F , ? F y id ds .  .H
r0 FgD FgD
tLi p Li ps5 5F sup X F , ? q F y id ds. . H
0FgD
< <By Gronwall's inequality we have for t F 1,
Li pLi pt5 5F y id F 2 sup X F , ? . .
FgD
By Lemma 2.2 we have
5 5LEMMA 2.3. If X F s , then for each v g O the flowr , D sys , r .F q
t  .  . < <  .X ?, v exists on D s y 2s , rr2 for t F 1 and maps D s y 2s , rr2F
 .into D s y s , r . Moreo¨er,
5 t 5U 5 t 5U 5 5UX y id , s DX y Id F 2 Xr , D sy2 s , rr2. r , r , D sy3s , rr4. r , D sys , r .F F F
< <  .for t F 1, where D is the differentiation operator with respect to x, y, z, z
5 5 5 5 5 5 5 5 .and ? is the operator norm defined by L s sup LW r W .r , r r , r r rW / 0
C . Estimates of New Error Terms
5 5U 5 5U  .XIt is easy to see X F e q X F 1 q c e . For h Fr , D s, r . r , D s, r .R P 2
1r8,
5 5U 5 5UX XX y X F 2h X F 2c he . 2.3 .h r , D s , 4h r . r , D s , r .P R P 2
q q qÃ  :  :The next normal form is N s N q N s v , y q V z, z , where vq
q Äs v q v, V s V q V. By Lemma 2.1 we haveÄ
5 5U < q <U < q <UX F 2e , and v y v , V y V F e . 2.4 .Ã r , D s , r . 2N
By Lemma 2.1 and Lemma 2.3, if c era 2s ¨q1 F 1, we have3
1 U Ut t5 5 5 5X y id , DX y Id F 2c c ME 2.5 .r , D sy2 s , rr2. r , r , D sy3s , rr4.F F 2 3s
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< < 2 ¨q1for t F 1 with E s era s . By Cauchy's inequality
5 2 t 5Us D X F 2c ME, 2.6 .r , r , r , D sy4s , rr8.F 3
where D2 is the two order differentiation operator. Let the change of
1 1 Ã .  .variables F s X , N q R (F s N q R , where R s H 1 y t N qF q q q 0
4 t  X .tR, F ( X dt and H(F s N q R q P y R (F s N q P , where PF q q q q q
X 1 t Ã .   . 4  .  .s P y R (F q H R t , F ( X dt with R t s 1 y t N q tR. Hence0 F
the Hamiltonian vectorfield of the new perturbation is
1U U1 tX s X X y X y X R t , F dt , .  . .  .HP F P R Fq
0
 t .U t twhere X is the cotangent mapping of X . By the construction of X ,F F F
it follows that for each v g O ,q
t < <X ?, v : D s y 5s , h r ª D s y 4s , 2h r for t F 1. .  .  .F
To estimate X we needPq
 . LEMMA 2.4. If a Hamiltonian ¨ectorfield W ?, v is analytic on V s D s
. 5 5Uy 3s , 3h r depending on the parameter v g O with W - q`, andr , Vq
Ut  .  .F s X : U s D s y 5s , h r ª V s D s y 4s , 2h r , then F W sF
 .y1 5 U 5U 5 5UDF W (F. Moreo¨er, if E is small, we ha¨e F W F 4 W .h r , U h r , V
Proof. Since the change F is symplectic, it follows that FUW s
 .y1 5 U 5U 5 .y1 5U 5 5UDF W (F and F W F 2 DF W (F . If E ish r , U h r , h r , V h r , U
sufficiently small such that
1 1U U5 5 5 5F y id , DF y Id F c ME F ,h r , U h r , h r , U 3s 2
5 5U 5 5Uthen by Cauchy's inequality it follows that W (F F 2 W andh r , U h r , V
U
Uy1 5 5DF F 1 q DF y Id . h r , h r , U h r , h r , U
2U5 5q DF y Id q ??? F 2. .h r , h r , U
5 U 5U 5 5UHence F W F 4 W .h r , U h r , V
By Lemma 2.4, if E is sufficiently small
5 5U 5 5UXX F 4 X y Xh r , D sy5s , h r . h r , D sy4s , 2h r .P P Rq
U1
q 4 X , X dt.H R t . F  .h r , D sy4s , 2h r
0
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By Cauchy's inequality and Lemma 2.1
1U U5 5X , X F DX X q DX X r , D sy4s , 2h r .R t . F R t . F F R t . . 2h , r , D sy4s , 2h r h
2 U U5 5 5 5F X Xr , D s , r . r , D sys , r .R t . F2h s
16c c Me 22 3F .2 2 ¨q1h a s
 .Combining 2.3 we have
16c c Me 22 3U5 5X F 8he q F c Mheh r , D sy5s , h r .P 42 2 ¨q1q h a s
with h 3 s E s era 2s ¨q1 and c s 8 q 16c c M. Let r s h r, s s s y4 2 3 q q
 .  .5s , e s c Mhe . By 2.5 and 2.6 it follows thatq 4
1 U Ut t5 5 5 5X y id , DX y Id ,r , D s , r . r , r , D s , r .F Fq q q qs
5 2 t 5Us D X F 2c ME 2.7 .r , r , r , D s , r .F 3q q
and
5 5X F e . 2.8 .r , D s , r .P qq q qq
D. KAM Iteration
In this section we choose a sequence of pertinent parameters so that we
can iterate the KAM step infinitely. Since from the second step the normal
frequencies are distinct, we need not make a correction of the normal
frequency and can use the usual KAM step immediately. Thus, we need to
distinguish the first step and the later step. From the second step on, the
small constant in small divisor conditions is ea , which causes the corre-j
sponding changes of estimates in the KAM step.
Let e s e , r s r, s s s, s s s r2, a s a , M s 1 q K, E s1 1 1 1 1 1 1 1
2 ¨q1 1r3 4r3  2 ¨q1 .1r3e ra s , and h s E . Let e s c M e r ea s , r s1 1 1 1 1 jq1 4 j j j j jq1
1 2 2 ¨q1h r , s s s y 5s , s s s , a s arj , j G 1. Let E s e rea s ,j j jq1 j j jq1 j j j j j j2
1r3  .  . 1h s E , D s D s , r , and M s 1 q K q 2 e q ??? qe . Let v sj j j j j j 1 jy1
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v and V1 s V. For j G 2, let
a ejj j :  :O s v ¬ k , v q l , V v G , . tj  < <k
nqm < < < < < <; k , l g Z , l F 2, k q l / 0 . . 5
From the second step on, the normal frequencies are distinct, but
1j j< <V y V G de for j G 2. So, the constants in the usual small divisormy 1 m 2
conditions have to be multiplied by e .
 .By 2.7 we have the map F : D ª D satisfyingj jq1 j
1 U U5 5 5 5F y id , DF y Id ,r , D r , r , Dj jj jq1 j j jq1sj
and
5 2 5Us D F F c M E , 2.9 .r , r , r , Dj j 3 j jj j j jq1
5 5U Li p .where ? indicates the norm of C O with O s F O .e e jG1 j
Let F j s F (F ??? (F , thus H s H(F jy1 s N q P with N s1 2 j j j j j
Uj j j j :  : 5 5v , y q V z, z and X F e . v and V satisfyr , DP jj jj
< jq1 j <U < jq1 j <Uv y v , V y V F e . 2.10 .2 j
So
< jq1 < < jq1 <Uv y v , V y V F e q ??? qe . 2.11 .  .2 1 j
Again, E F c M E4r3. We may require M F K q 3. Thus c E Fjq1 4 j j j 5 jq1
 .4r3  .4r3. j w  .x3c E and c E F c E with c s c K q 3 . Let E F 1r2c .5 j 5 j 5 1 5 4 1 5
2 ¨q1  .Since e s ea s E F E , by 2.11 it follows that M F K q 3. So Mj j j j j j j
may be absorbed into constants. We also require e sufficiently small such
1j j< <that inf V y V G me for ; j G 2.v g O my1 m 2j
 j4Now we prove F is convergent on D# = O s F D = O withe jG1 j j
1 .  4D# s D s = 0, 0, 0 .2
 . By the construction of F , F maps D into D s y 4s , 2h r ; D sj j jq1 j j j j j
1 . 5 5  .y2s , r . Since the distance ? from D s y 4s , 2h r to the bound-rj j j j j j2
1 .ary of D s y 2s , r is more than s , by the definitions of the normj j j j2
5 5U 5 5U 5? , if E is sufficiently small, we have F (F y id F Fr , D1 jy1 j jy1jy 1 jq1
5Uyid . Inductively it follows that for any j G 2 and i G 1,r , Djy 1 j
5 5U 5 5UF (F ( ??? (F y id F F y id . 2.12 .r , D r , Dj jq1 jqi jj jq iq1 j jq1
Since F jq1 s F j(F , we havejq1
5 jq1 j 5U 5 j 5U 5 5F y F F DF F y id .r , D r , r , D r , Djq11 jq2 1 j jq1 j jq2
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5 5 5 5 5 5 5 5By the definition of the norm ? , we have AB F A B forr , s r , s r , r s, s
 .  .r G s. So by 2.12 and 2.9 we have
5 j 5U 5 5 5U 5 5U 5 5UDF F DF DF ??? DFr , r , D r , r , D r , r , D r , r , D1 21 j jq1 1 1 2 2 2 3 j j jq1
j
- 1 q c K q 3 E - q`. . . 3 i
is1
 j4So F is convergent on D# = O .e
w x jNow we can do the same thing as in 11 to prove the convergence of F
1 1 . w xon D s, r = O , so we only give the ideals of the proof and refer to 11e2 2
for details. We can use the estimates about DF and D2 F to provej j
 j4  2 j4DF and D F are convergent on D# = O . By the construction ofe
F , we know that the F are of quadratic order in y, z, and z, and so arej j
j  j4  j4  2 j4their composition mappings F . Thus, F , DF , D F are convergent
1 1j 4  .on D# = O , which implies that F is actually convergent on D s, re 2 2
= O .e
j  :Let lim F s F and H(F s N# q P#, where N# s v#, y qjªq` e e
j :  . < <V# z, z . Since v# s lim v , by 2.11 it follows that v y v# F ce .jªq`
Since
5 5U 5 5UX F e and lim X y X s 0,r , D r , DP j P P#j j j jj jjªq`
bqqqq b q q . <it follows that X s 0 on D# = O and ­ P#r­ y ­ z ­ z s 0D#P# e
< < < <for 2 b q q q q F 2.
Now we estimate the measure of O to prove that it is not empty. Bye
Theorem B,
any1mes O y O F c diam O . .Ä .j 2j
ny1 .  .  .So mes O y O F  mes O y O F c diam O a , where c se jG1 j
`  2 .c 1rj .Ä js1
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