We prove the rationality of various noncommutative formal power series, whose coefficients are determined by the Mobius function or zeta function of the subword partial order of noncommutative monomials. We also give explicit expressions for the corresponding commutative generating functions.
Introduction
Noncommutative rational formal series naturally arise from automata theory and language theory (see [l, 51) . Less well-known is the rationality of series arising from combinatorics.
We give here examples of such series. We show that the zeta function and the Mobius function of subword order, and their powers, when viewed as formal series of words, are rational.
We give also explicit forms for the corresponding commutative generating series. The techniques used here allow us to give another proof of the combinatorial interpretation, given in [2] , of the Mobius function.
Miibius function of subword order
Let A* denote the free monoid over an alphabet A. The elements of A* are called 1<i,<i2<...<ik<n (k>O) such that /I = ai, . . . ah. We write /3 < c1 if /3 is a subword of a. This is a partial ordering of A*. The incidence algebra Y of this partial ordering is the set of all formal infinite linear combinations over Z D;X c(P, 4P 0 G -.
where the coefficient c( fi, CX) of fi @ c( is in Z. The product in 9 is defined by
The zetafunction of < is the element of 4 whose coefficients are all equal to one, i.e.
[= c fi@r. B<m
The Miibius function is defined to be the inverse of i in 9. Thus, P& P(B?a)B 0 % where the coefficients ,u(fi, CI) are, in view of (1.2), defined by
for any words /3, LX, such that P-C X, and ~(cc, a)= 1. See [Z] for references to the literature on Mobius functions.
The coefficients p(y, LX) have a combinatorial interpretation. For a word c( as above, call repetition set of a the set
For example, %!(aaababb) = (2,3,7}. A normal embedding of the word b in CI is a sequence as (1.1) which contains the repetition set. The coefficient (i)" is defined to be the number of normal embedding of fl in 2. E.g. ('aaa,b,ubb")" = 2. We give an algebraic proof of this result in the next section, different from the proof in [2] , which used lexicographic shellability.
Noncommutative formal series
Let Z(A)) denote the algebra over Z of noncommutative formal series in the variables ("letters") in A. A series S is denoted by S=CwE~*(S, w)w; (SW) is the coefficient of the word w. We consider the algebra d of continuous linear endomorphisms of Z((A)), where the continuity is meant with respect to the usual A-adic topology. Continuity means, in other words, that such a mapping f is completely described by a family of series (f( p))pEA * which satisfies the local finiteness condition: for any word CI, there are only a finite number of words /I such that the coefficient (f(P), U) is nonzero. In this case, the imagef (S) of a series S underfis well-defined by the formula The proof is immediate, using the definition (1.2) of the product in 9. Denote by z the mapping in & defined by
In other words, z is the image under the embedding of Lemma 2.1 of the zeta function.
Denote by m the mapping defined by
Let L be the language (subset of A*) of words having empty repetition set. For any letter a, let L,= {UEL 1 a$aA*}, that is, the repetition-free words which do not begin with a. We identify a language with its characteristic series in Z(A)). Proof of Theorem 1.1. In view of the above remarks, it is enough to show that tioz=id.
So we have to show that for any word /3, one has --wv*dP))=P.
This is equivalent, because 6 is an algebra endomorphism, to --w(A)*$~cpm=P. As I+& cp are continuous algebra endomorphisms, we deduce that $0 cp=id. Finally, we have Recall that a formal series in Z ((A >> is called rational if it may be obtained from polynomials (series with finite support) by applying algebraic operations and the star operation * (or equivalent1 y, inversion). Rational series on the monoid A* x A* are defined similarly; see [l, 
Lemma 3.2. Let S be a rational series in ??((A)) and f3 a continuous algebra endomorphism of Z((A)) such that for any letter a, e(a) is a rational series. Then the series SO(p) is rational,for any word /I. Moreover, the series Is p 0 Se(p) is rational.
Proof. This is immediate for the first series, 6' preserving multiplication. It is possible to deduce this result from Theorem 3.1, using the methods of Jacob [4, Theorem 1, p. 2321; (see also [S, 111.11 ). However, we give an independent proof.
Proof. The result will follow, as in the proof of Theorem 3.1, from Lemma 3.2, once it is shown that the mappings zd, md (which correspond to cd and ,u' in the embedding of Lemma 2.1), are continuous linear mappings of the form for some continuous algebra endomorphism B of Z(A)) such that O(a) is rational for any letter a, and some rational series S in Z ((A >>. It is enough to show that mappings of this form are closed under composition.
So, we compute ~'0 C:
=S't?'(SO(p)) (because cr' is continuous and linear)
= s'e'(s)(e' 0 e)( fl).
Note that 8'0 0 is a continuous algebra endomorphism. Moreover, such an endomorphism, if it maps each letter onto a rational series, preserves rationality. Hence, O'(S) is rational, and so is S'O'(S), which proves the claim. 0
Generating functions
We now turn to the commutative images of the power series under consideration, for which we obtain explicit rational expressions. Let the alphabet A have n elements. which was to be shown. Now we deduce that
This implies the first formula of the theorem. For the second formula, note first that p(L,)= l/(1 -(n-1)t) and that This easily implies, as above, that g 0 p = p 0 1+6 and v 0 p = p 0 fi, with the notation of the proof of Theorem 1.1 (Section 2). Hence, C/P(P,z)t'"'=LId(tk)= Tg(T)...gd_'(T)gd(tk), a where T= (1 -t)/( 1 + (n -1) t). Note that sd(t) = t l+d(n-1)t because gd is the inverse offd. Then
This implies the second formula. 0
Note that when n = 2 (i.e. A has only two letters), many simplifications are possible in the formulas of Theorem 4.1. The d = 1 cases of these formulas were derived by counting arguments in [2] . 
