Abstract. In this study, we consider the application of a simulated annealing (SA) heuristic to the truck and trailer routing problem with time windows (TTRPTW), an extension of the truck and trailer routing problem (TTRP
INTRODUCTION
This paper concerns with the truck and trailer routing problem with time windows (TTRPTW), an extension of the truck and trailer routing problem (TTRP). Truck and trailer routing problem is a variant of the vehicle routing problem (VRP) which is one of the most studied combinatorial optimization problems due to its complexity in nature and extensive applications in practice (Bodin, et al. 1983 , Dantzig and Ramser 1959 , Gillett and Miller 1974 , Laporte 1992 , Laporte, et al. 2000 , Laporte and Nobert 1987 , Toth and Vigo 2002 , Van Breedam 1995 . In the standard VRP, a set of customers with known demand is to be serviced by a fleet of homogeneous vehicles with known capacity. The goal is to design least-cost vehicle routes starting from and terminating at a central depot to satisfy individual customer demands without violating the vehicle capacity constraints. Each customer must be serviced exactly once by exactly one vehicle. In TTRP, the use of trailers, a commonly neglected feature in the VRP is considered. Customers are serviced either by a single truck or a truck pulling a trailer, due to practical constraints, including government regulations, limited maneuvering space at customer site, road conditions, etc. These constraints exist in many practical situations. Gerdessen (1996) described two TTRP applications in real-world settings. The first one occurred in dairy products distribution of the Dutch dairy industry. Since many customers were located in cities with heavy traffic and limited parking spaces, maneuvering a complete vehicle (that is, a truck pulling a trailer) was very difficult. Thus, the trailer was often temporarily parked at some place while the truck goes on to deliver products to customers along a certain route. Another application arose in the delivery of compound animal feed to farmers. Because there were some narrow roads and/or small bridges on the delivery routes, different types of vehicle were used for the deliveries. One type of vehicle, called double bottoms, consisting of a truck and a trailer, was commonly used. The trailer might be parked at a parking place while the truck serviced some farmers on the delivery route. Semet and Taillard (1993) gave another application related to the TTRP. It occurred in a major food chain store in Switzerland where 45 company-owned chain stores were serviced by a fleet of 21 trucks and 7 trailers. Therefore, delivery scheduling for a combination of trucks and trailers was of great interest.
Hoff (2006) considered another real-world applications occurred at a Norwegian dairy company. The company used a fleet of heterogeneous trucks with tanks to collect raw milk from farmers. A truck could either traverse the route by itself or carry a trailer with an additional tank. Because most Norwegian farms were small and inaccessible for vehicles carrying a trailer, the trailer needed to be left at a parking place so that the truck can collect milk from farmers along a sub-tour. When the truck returned to the trailer's parking place, it could transfer the milk from the truck tank to the trailer tank and go on another sub-tour from there. It could also hook up the trailer and move to a new parking place, fill the milk over and start a new sub-tour from the new parking place. The milk could be stored up to three days at the farms so the problem could be regarded as a special case of the TTRP.
In many practical VRP applications, additional operational requirements and restrictions, such as time windows, may exist. Customers may only accept services during a customer specific time period. The resulting problem is known as the vehicle routing problem with time windows (VRPTW). Similarly, time window constraints exist in the applications of TTRP and the resulting problem is called the truck and trailer routing problem with time windows.
The TTRP is computationally more difficult to solve in comparison with VRP because VRP can be considered a special case of TTRP. Similarly, TTRPTW can also be reduced to VRPTW. Since VRPTW itself is a very difficult combinatorial optimization problem and is usually tackled by heuristic approaches (Alvarenga, et al. 2007 , Bent and Van Hentenryck 2004 , Berger and Barkaoui 2004 , Braysy and Gendreau 2005a , Braysy and Gendreau 2005b , Braysy 2003 , Braysy, et al. 2004a , Braysy, et al. 2004b , Cordeau, et al. 2001 , Cordone and Calvo 2001 , Homberger and Gehring 2005 , Ioannou, et al. 2001 , Mester and Braysy 2005 , Russell and Chiang 2005 , Ting and Huang 2005 , it is only natural to develop heuristic approaches for the TTRPTW. Lin et al. (2008) demonstrated that simulated annealing (SA) heuristic is an efficient and effective approach for solving the TTRP. Therefore, we developed an SA heuristic for the TTRPTW in this study. Computational results indicate that the proposed SA heuristic performs as good as prior approaches on some VRPTW instances, and is capable of constantly producing high quality TTRPTW solutions.
The remainder of this paper is organized as follows. Section 2 describes the TTRPTW and surveys related problems. Section 3 details the main features of the proposed SA heuristic.
Section 4 gives descriptions of the test problem generation scheme and parameter settings of the computational study. Computational esults and a brief discussion are also included in this section.
PROBLEM DEFINITION AND LITERATURE REVIEW
The TTRPTW model discussed in this paper is an extension of the TTRP model proposed by Chao (2002) . TTRPTW can be formally defined on an undirected graph
is the set of vertices and
is the set of edges. Vertex 0 represents the central depot, while the remaining vertices in \{0} V correspond to customers. Each vertex i is associated with a non-negative demand d i , a service time window (ET i , LT i ), a service time ST i , and a customer type t i , where t i = 1 indicates that customer i is a truck customer (TC) that can be serviced by a truck only while t i = 0 means customer i is a vehicle customer (VC) who can be serviced by either a single truck or a complete vehicle. ET i and LT i denote the earliest time and latest time that the service to customer i can start, respectively. ST i is the time required to service customer i. Each edge (i, j) is associated with a non-negative cost, c ij , which can be interpreted as the travel time required on the edge or simply the travel distance of the edge.
The number of truck and trailer used in the routes is not determined a priori. All trucks have identical capacity Q k , and all trailers have identical capacity Q r . If a trailer is assigned to a truck, it has to stay with the truck while the truck is on the main tour. The goal of the TTRPTW is to find a set of least cost vehicle routes that originates and terminates at the central depot such that each customer is serviced exactly once within their specific time windows, and the total demand on any vehicle route does not exceed the total capacity of the vehicles used in that route.
There are three types of routes in a TTRPTW solution: (1) a pure truck route (PTR) traveled by a single truck; (2) a pure vehicle route (PVR) without any sub-tour traveled by a complete vehicle; and (3) a complete vehicle route (CVR) consisting of a main tour traveled by a complete vehicle, and at least one sub-tour traveled by the truck alone. A sub-tour starts and ends at the same vehicle customer site or the depot on the main tour. In other words, the trailer is dropped off at a vehicle customer site or the depot, called the root (or parking place of the trailer) of the sub-tour, while the truck proceeds to service customers on the sub-tour. After all customers on the sub-tour are serviced, the truck returns to the root of the sub-tour, picks up its trailer and continues to service remaining customers on the same route.
To our best knowledge, there are no articles devoted to TTRPTW. In fact, there are only few TTRP related problems in the literature despite of its practical importance. Semet and Taillard (1993) discussed a practical VRP that allows limited use of trailers under accessibility restrictions. The problem differs from the TTRP in that a VC (called "trailer-store") cannot be serviced in a sub-tour. Furthermore, other constraints such as time windows and vehicle-dependent variable costs are included in the problem. The authors developed a clustering-based construction heuristic and a TS heuristic for the problem. Semet (1995) considered the "partial accessibility constrained VRP" which is very similar to the TTRP. The problem differs from TTRP because Semet made the following assumptions: two sub-tours cannot have the same root, all trucks must be used, number of trailers used must be determined a priori, and, as usual, the central depot cannot be visited in the middle of a vehicle route. Based on Fisher and Jaikumar's (1981) generalized assignment method for the VRP, Semet proposed a heuristic for the partial accessibility constrained VRP. The authors s o l v e d t he trailer assignment problem by a branch-and-bound algorithm with Lagrangian relaxation. Gerdessen (1996) studied the vehicle routing problem with trailers (VRPT) which is closely related to TTRP. The model is different from the TTRP in that all customers have unit demand, a maneuvering cost instead of customer type is assigned to each customer, trailers can be parked at any customer site and each trailer is parked exactly once, speed of truck and complete vehicle are different. Four construction heuristics were proposed for the problem. The author discussed two real-world applications, which we described in the previous section: the distribution of dairy products by the Dutch dairy industry and the delivery of compound animal feed to farmers.
Bodin and Levy (2000) also studied a postal delivery problem which is similar to the TTRP. In this problem, the postmen correspond to the trucks and their postal cars correspond to the trailers.
The site-dependent VRP (SDVRP) is also related to the TTRP. In SDVRP, the fleet consists of many types of vehicle. In addition, there are vehicle-site compatibilities between customer sites and vehicle types (Chao, et al. 1998 , Chao, et al. 1999 , Nag, et al. 1988 , Rochat and Semet 1994 .
Recently, Scheuerer (2004) gave two extensions of the TTRP: the multiple depot TTRP and the periodic TTRP. Drexl (2006 Drexl ( , 2007b studied a more general TTRP called the "vehicle routing problem with trailer and transshipments". In this problem, the assignment of trailers to trucks are not fixed as in the TTRP. Drexl (2007a Drexl ( , 2007b ) also studied a TTRP related problem features more practical considerations.
SIMULATED ANNEALING HEURISTIC FOR THE TTRPTW
Simulated annealing is a local search-based heuristic that is capable of escaping from being trapped into a local optimum by accepting, in small probability, worse solutions during its iterations. It has been applied successfully to a wide variety of highly complicated combinatorial optimization problems (Abramson 1991 , Chwif, et al. 1998 , Jayaraman and Ross 2003 , Lim, et al. 2006 , Lin, et al. 2007 , McKendall Jr., et al. 2006 , Van Breedam 1995 as well as various real-world problems (Candalino Jr., et al. 2004 , Kim and Moon 2003 , Lee, et al. 2007 ). SA was introduced by Metropolis et al. (1953) and popularized by Kirkpatrick et al. (1983) . The concept of the method is adopted from the "annealing" process used in the metallurgical industry. Annealing is the process by which slow cooling is applied to metals to produce better aligned, low energy-state crystallization. The optimization procedure of SA reaches a (near) global minimum mimicking the slow cooling procedure in the physical annealing process. It starts from a random initial solution. In each iteration, the algorithm takes a new solution from the predefined neighborhood of the current solution. The objective function value of this new solution is then compared with that of the current solution value in order to determine if an improvement has been attained. If indeed the objective function value of the new solution is better, that is, being smaller in the case of minimization, the new solution becomes the current solution from which the search continues by proceeding with a new iteration. A new solution with a larger objective function value may also be accepted as the current solution with a small probability determined by the Boltzmann function, exp( / )
, where k is a predetermined constant and T is the current temperature. The essential idea is not to restrict the search moves only to those solutions that decrease the objective function value, but also allow moves that increase the objective function value. This mechanism may avoid the procedure being trapped prematurely in a local minimum.
In the following subsections, we discuss the proposed SA heuristic in detail, including the solution representation, the generation of the initial solution, the calculation of the objective function value, various types of neighborhood, the parameters used, and the SA procedure. The service vehicle type of a VC is either 0 or 1. If the VC is serviced by a complete vehicle, its service vehicle type is set to be 0. Otherwise, it is serviced by a truck alone, and its service vehicle type is set to be 1. Note that a TC must be serviced by a truck alone and thus does not need to be represented in the solution. The service vehicle type of a VC determines the type of the vehicle used to service the VC so that each solution representation corresponds to exactly one TTRP solution.
Solution representation and initial solution
The solution representation is further explained as follows. The first number in the solution indicates the first customer to be serviced in the first route. If the first customer on a route is to be serviced by a single truck, the route is set to be a PTR. Other customers are added to the route one by one from left to right to represent the sequence in which they are serviced, provided that the capacity of the vehicle in use or the time window constraint of customers is not violated. Note that, depending on the type of the service vehicle in use, the capacity of the vehicle may be (Q k +Q t ) if it is a complete vehicle on a PVR or on the main tour of a CVR; or Q t if it is a truck servicing customers alone, on a PTR or on a sub-tour of a CVR. If the next customer to be serviced in the solution representation is zero, the vehicle will either return to the root of a sub-tour or the depot. If it is on a sub-tour of a CVR, it will return to the root of the sub-tour where the trailer was parked and the sub-tour is terminated. Otherwise, it is on a PTR, on a PVR, or on a main tour of a CVR. In this case, the vehicle will return to the depot and the route is terminated.
The time window constraint stipulates that service to a customer must starts within the customer's service time window. If the vehicle's arrival time at the customer site is earlier than the start of the customer's time window, the vehicle must wait until the customer's time window starts. If adding the next customer to the current route will violate the customer's time window constraint, the current route is terminated and a new route will be constructed.
Whenever a route is terminated and there are still customers need to be serviced, a new route will be generated starting with the next customer in the solution representation. It can be verified that this solution representation always gives a feasible TTRPTW solution without violating the capacity constraint of vehicles in use and the time window constraint of customers.
The initial solution is randomly generated. It consists of a random sequence of all customers and the dummy zeros, and a 0-1 string representing the randomly assigned service vehicle types of VCs. Figure 1 , where four artificial depots are introduced. Customers 6, 8, 9, 10, 11, 12, 13, 14, 15, 17, 20, 21, 22, 23, 24 and 25 are vehicle customers (shown in boldface) and their service vehicle types are as shown in the solution representation. Shaded customers are to be serviced by a single truck. Among them, customer 6, 8, 9, 10, 11, 12 and 14 are VCs that will be serviced by trucks since their service vehicle type is 1 in the solution representation. The remaining nine customers are truck customers and thus must be serviced by trucks. A pictorial correspondence of this solution representation is given in Figure 2 , with which we now illustrate the routes one by one. The first customer to be serviced in the second route is customer 5, followed by customers 3, 7, and 8. Recall that we set a route to be a PTR whenever the first customer in the route is serviced by a single truck. Because customer 5 is a truck customer, this route is a pure truck route. Note that in this route, although customer 8 is a VC, its corresponding service vehicle type is 1, thus it is serviced by a truck. Since customer 13 is a VC that is serviced by a complete vehicle and the current route is a PTR, after finishing servicing customer 8, this truck will return to the depot, and the route is terminated.
Illustration of solution representation
The third route starts with VC 13. Recall that the service vehicle type of every VC is predetermined in the solution representation. In this case, the service vehicle type of customer 13 equals 0, indicating that it is serviced by a complete vehicle. The vehicle goes on to service VC 17. Since the next customer 18 is a truck customer, the trailer has to be parked at customer 17, and then the truck will go on to service customers 18 and 19 sequentially. After finishing servicing customer 19, the route is supposed to continue on to customer 15. Since customer 15 is a VC whose service vehicle type in the solution representation is 0, indicating that it is serviced by a complete vehicle, the truck needs to return to customer 17 to pick up its trailer before continuing onto the route to service customer 15. The customer to be serviced after customer 15 is customer 16. Since customer 16 is a truck customer, the trailer has to be parked at customer 15, while the truck continue to service customers 16, 14 and 12 (both customer 14 and customer 12 are VCs whose service vehicle type is 1, thus it is serviced by a truck) sequentially. After finishing servicing customer 12, the next customer to be serviced in the solution representation is 0. Since the vehicle is currently on a sub-tour of a CVR, the 0 indicates that the next customer is the parking place (the last customer where trailer was parked). Therefore, the vehicle will return to the parking place (i.e. customer 15). The next customer to be served is customer 10. Since adding customer 10 to the current route will violate the time window constraint of customer 10, the vehicle will return to the depot, and the route is terminated.
Note that if including customer 10 in the current route will not violate the time window constraint of customer 10 and the capacity constraint of the vehicles in use, another 0 must be placed right before VC 10 (i.e., two consecutive zeros) to represent the solution in Figure 3 . Keep in mind that when decoding a solution representation, the current route may be terminated when the entry in the next position is a 0 or when adding the next customer to the route violates the capacity constraint of the vehicle in use or the time window constraint of the next customer.
The fourth route starts by servicing customer 10, and then sequentially servicing customer 11, 9, 6, 4, 2 and 1. A dummy zero appears immediately after customer 1 in the solution representation. Therefore the vehicle will go back to the depot after finishing servicing customer 1. Since customer 10 is a VC that is served by a truck (service vehicle type is 1), this route is a PTR. Note that in this route, VC 9 and VC 11 are both serviced by a truck, similar to the case of VC 10.
The solution representation has determined the customers on each route and the service vehicle type of each VC. Once this is done, it is easy to calculate the objective value (total distance traveled), obj(X), of a given solution X.
Neighborhood
We use a standard SA procedure with a random neighborhood structure that features various types of moves, including insertion, swap, and change of service vehicle type of VCs, to solve the TTRPTW. We define the set ( ) X N to be the set of solutions neighboring a solution X. In each iteration, the next solution Y is generated from ( ) X N by either one of these three types of move as follows.
The swap is performed by randomly selecting the i th and the j th customers of X, and then swapping the positions of these two customers. The insertion is carried out by randomly selecting the i th customer of X and inserting it into the position immediately preceding another randomly selected j th customer of X. The change of service vehicle type of VCs is performed by randomly selecting a VC from X, and then changing its service vehicle type from 1 to 0 or from 0 to 1, that is, if the chosen VC was serviced by a truck before the move, it will be serviced by a complete vehicle after the move, and vice versa.
Take the solution representation in Figure 1 for example. If customer 15 (a VC with service vehicle type 0, i.e. serviced by a complete vehicle) is randomly chosen to make the change of service vehicle type move, its service vehicle type will be changed from 0 to 1, indicating that it will be serviced by a truck after the move. Then after finishing servicing customer 19, the truck will go on to service customer 15 before returning to customer 4 to pick up its trailer, provided that adding customer 15 to the sub-tour will not violate the truck's capacity constraint.
The probabilities of choosing the swap, insertion, or the change of service vehicle type of VCs moves are set to be 0.2, 0.2, and 0.1, respectively.
In order to increase the chance of obtaining a better solution, besides randomly choosing one or two customers to undergo either one of the three moves, the best-of-N-trials moves are also performed, where N is a predetermined number of trails. The best solution among the N trial solutions is chosen as the next solution.
For swap and insertion, this number is set to be N trial , calculated as The probabilities of performing t h e best-of-N-trials moves are 0.2 and 0.2 for swap and insertion, respectively. With probability 0.1, the best-of-N-trials moves for the change of service vehicle type of VCs is performed.
The probabilities of performing swap, insertion, and change of service vehicle type of VCs on one or two randomly selected customers add up to 0.5, and the probability of performing the best-of-N-trials moves is also 0.5, making the total probability of neighborhood moves 1, as illustrated in the pseudo code in Figure 3. 
Parameters Used
The SA begins with six parameters I iter , T 0 , T F , K, N non-improving and α. I iter denotes the number of iterations the search proceeds at a particular temperature. While T 0 represents the initial temperature, T F represents the final temperature below which the SA procedure is stopped. K is the Boltzmann constant used in the probability function to determine whether to accept a worse solution or not. N non-improving is the maximum allowable number of reductions in temperature during which the best objective function value is not improved. Finally, α is the coefficient controlling the cooling scheme.
The SA Procedure
In the beginning, the current temperature T is set to be the same as T 0 . Next, an initial solution X is randomly generated. The current best solution X best and the best objective function value obtained so far are set to be X and obj(X), respectively.
In each iteration, the next solution Y is generated between from After every three temperature reductions, a local search procedure which sequentially performs 2-Opt, swap, insertion, and change of service vehicle types is used to improve the current best solution.
The algorithm is terminated if the current temperature T is lower than T F or the current best solution X best is not improved in N non-improving consecutive temperature reductions. Following the termination of SA procedure, the (near) optimal schedule can be derived from X best . The proposed SA approach is summarized in Figure 3. 
COMPUTATIONAL STUDY AND DISCUSSIONS
The proposed SA based meta-heuristic was implemented using C language and run on a PC with an Intel Pentium 4 2.4 GHz CPU and 512 MB of memory. In order to verify the proposed SA approach, several well-known vehicle routing problem with time window (VRPTW) are selected as test problems. In the initial experiments, the proposed SA heuristic is used to solve original VRPTW instances to verify the efficiency and effectiveness of the algorithm. The chosen problems are further transformed into TTRPTW problems. The proposed approach is then used to solve these TTRPTW problems in the final experiments.
Test Problems
TTRPTW benchmark problems with 50 and 100 customers are converted from selected VRPTW test problems given by Solomon (1987) .
Since these Solomon's VRPTW instances vary in vehicle capacity, travel time of vehicles, spatial distribution of customers, time window density and width, they are classified into three categories:
R-type (uniformly distributed customers), C-type (clustered customers) and RC-type (a mix of R and C types). Two sets of problems are proposed for each of these three categories. Problem sets R1, C1 and RC1 have narrow scheduling horizon while problem sets R2, C2 and RC2 have large scheduling horizon. Narrow scheduling horizon problems have vehicles with small capacities and short route times hence only a few customers can be serviced by the same vehicle. Conversely, large scheduling horizon problems use vehicles with large capacities and long travel times so more customers can be serviced by the same vehicle.
We selected the first problem from each dataset (C101, C201, R101, R201, RC101, and RC201) with 50 and 100 customers to be the test problems so a total of 12 VRPTW problems are used. For each of these problems, three TTRPTW problems are generated in the following manner. For each customer i in a Solomon's problem, the distance between i and its nearest neighbor customer is calculated and denoted by A i . In the first TTRPTW problem, 25% of the customers with the smallest A i values are specified as truck customers. This percentage was increased to 50% and 75% in the second and third TTRPTW problem respectively. See Chao (2002) for a more detailed discussion on the problem generating procedure.
Results and Discussions
Parameter selection may have influence on the quality of the computational results. In the initial experiments, the following combinations of parameters were tested: α = 0.965, 0.975; I iter = 30000, 50000, 70000, 90000, 120000, 150000, 200000; K = 1/1, 1/2, …, 1/9.
Setting α=0.965, I iter =150000, and K=1/4 seemed to give best results. Therefore they were used for further computational study. Other parameters used in the final analysis are: T 0 =100, , the current temperature will be below the final temperature after 130 temperature reductions. Thus, all the experiments were terminated after 130 iterations, or when X best is not improved in 30 successive reductions in temperature.
Six VRPTW problems with 100 customers (C101, C201, R101, R201, RC101, and RC201) given by Solomon are used in two initial experiments to evaluate the performance of the proposed approach. In the first experiment, all customers are set to be truck customers and the capacity the trucks is the same as in the original VRPTW problem. Therefore, the TTRPTW problems are essentially the same as the original VRPTW problem. In the second experiment, all customers are set to be vehicle customers. The original vehicle capacity is equally distributed to a truck and a trailer, that is, truck capacity and trailer capacity is one half of the original vehicle capacity, respectively. For each problem, the best solution from 5 runs of the proposed SA heuristic is recorded. The results are compared with the best known solutions by heuristics reported in the literature , as shown in Table  2 . It can be seen that the solutions to C101, C201 obtained by the SA heuristic of are the same as the best known solution, and the solutions to R101, R201, RC101, RC201 are better than the best known solutions. Note that this is due to the fact that TTRPTW only concerns with minimizing the total travel distance of vehicles, while in VRPTW, minimizing the number of vehicles used is also considered. Nevertheless, the results of these initial experiments is a good indication of the performance of the proposed approach on solving the VRPTW type problems, when minimizing the number of vehicles used is not as important as minimizing the total route distance.
After the initial experiments, the proposed approach is run 10 times on each of the 36 newly generated TTRPTW problems. The results for cases with 50 customers and 100 customers are shown in Tables 3 and Table 4 , respectively. It should be noted that the vehicle capacities in the TTRPTW problems with 100 customers are not the same as those used in the initial experimental. It can be seen from Table 3 and Table 4 , the difference between the minimum solution and the average solution is very small, indicating that the proposed SA heuristics is stable when used in solving TTRPTW problems. Thus, the proposed approach is applicable to solving the TTRPTW problems.
Note that in this study, the SA procedure is only tested on a limited number of smaller TTRPTW instances. In future research, we will generate larger TTRPTW instances to further test the performance of the proposed SA procedure. Step 1:
Generate the initial solution X randomly.
Step 2: Let T=T 0 ; I=0; J=0; N=0; F best =obj(X); X best =X;
Step 3: I=I+1;
Step 4: (Generating a solution Y based on X)
Step 4.1: Generate r = random (0,1);
Step 4 Step 5 
