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Simulating atomic force microscopy imaging of the ideal and defected TiO2 110 surface
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In this study we simulate noncontact atomic force microscopy imaging of the TiO2 ~110! surface using
first-principles and atomistic methods. We use three different tip models to investigate the tip-surface interac-
tion on the ideal surface, and find that agreement with experiment is found for either a silicon tip or a tip with
a net positive electrostatic potential from the apex. Both predict bright contrast over the bridging oxygen rows.
We then study the interaction of this tip with a bridging oxygen vacancy on the surface, and find that the much
weaker interaction observed would result in vacancies appearing as dark contrast along the bright rows in
images.
DOI: 10.1103/PhysRevB.68.195410 PACS number~s!: 68.37.Ps, 68.47.Gh, 07.05.Tp, 61.72.Ji
I. INTRODUCTION
The importance of titanium dioxide (TiO2) in a wide va-
riety of applications, from photo-catalysis to biomedical
implants,1–3 has led to a considerable research effort to
understand its properties. In most of these applications, it is
TiO2’s surface properties that determine its behavior and,
hence, the surface has developed into a benchmark
transition-metal oxide surface for studying many different
processes.4 The most stable ~110! surface is characterized
by rows of oxygen atoms bridging titanium ions ~see Fig. 1!.
The basic physical and electronic structure of the
surface has been well studied both experimentally5,6 and
theoretically,7–11 and now many investigations focus on
defected surfaces, especially oxygen vacancies,12,13
adsorption,14–17 or even adsorption onto defected
surfaces.18,19
The tool of choice for studying such local processes on
surfaces is scanning probe microscopy ~SPM!. Although in
principle an insulator, TiO2’s small band gap ~3 eV for the
stoichiometric surface! means it is accessible to both scan-
ning tunneling microscopy ~STM! and noncontact atomic
force microscopy ~NC-AFM!. Atomic resolution has been
achieved on the ~110! surface in both STM ~Ref. 5! and
NC-AFM.20 For STM, the source of contrast in images was
identified through extensive cooperation between theory and
experiment, identifying Ti atoms @atom ~4! in Fig. 1# as the
tunneling sites.5 In NC-AFM, theoretical interpretation is
less well-developed and interpretation was found by combin-
ing STM and NC-AFM experimental studies of formic acid
adsorption.21,22 They found that the bridging oxygen site
@atom ~1! in Fig. 1# was seen as bright in their NC-AFM
images. In both STM and NC-AFM interpretations, bridging
oxygen vacancies were also used as markers to help in de-
termining which sites were responsible for bright contrast.
An initial theoretical study of NC-AFM on TiO2 ~Ref. 23!
calculated force curves over a few surface sites, and found
that the largest force was over the bridging oxygen site.
However, the authors used only a single hydrogen terminated
silicon atom as a tip, and did not consider tip relaxation,
finding they could not reconcile the very large contrast they
found on the (131) surface in comparison to the (132)
with experimental results.24 Since the TiO2 ~110! surface re-
mains a significant element in many fundamental surface
studies, and continues to play a role in NC-AFM studies of
surface defects and adsorption,25 it is important to investigate
in detail the NC-AFM tip-surface interaction for ideal and
defected surfaces. In this work we use a combination of first-
principles and atomistic simulations to study the interaction
of several tip models with the ideal TiO2 ~110! surface, and
the interaction of a silicon tip with an oxygen vacancy in the
surface.
II. METHODS
A. Tip and surface setup
The central unknown in NC-AFM remains the micro-
scopic nature of the tip, and as such, any attempt at simula-
tion must take into account different possibilities. In most
NC-AFM experiments25 the, originally silicon, tip makes
contact with the surface before scanning and is likely to be
coated by surface material—in the case of the TiO2 surface
this can be expected to be in the form of an oxide layer. Even
FIG. 1. Atomic structure of the TiO2 ~110! surface from ~a! the
side and ~b! from the top. The labels are surface position references
which are used throughout the text.
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if contact is avoided, the tip will be oxidized without further
treatment, although the possibility to tunnel through such tips
into the TiO2 surface20 suggests this oxidation is not com-
plete. Also, in some experiments on TiO2 ~Ref. 24! the tip
has been cleaned by sputtering. This leaves two possibilities
for the tip apex in NC-AFM on TiO2: an oxide tip produced
by contact with the surface or exposure to the environment; a
clean silicon tip due to incomplete oxidation or cleaning
treatment. In order to study both these tip models, we have
considered two tip-surface systems and effectively three dif-
ferent tips in this work.
The oxide tip is modeled by a 64-atom MgO cube, orien-
tated with the z axis parallel to the ~111! direction of the unit
cell. This cube can be orientated with either a single O or Mg
atom at the lower apex, thereby providing either a net nega-
tive or positive electrostatic potential towards the surface.
Previous simulations with this tip agree with experiments
where tip contamination by ionic material is probable.26 The
oxide tip calculations were performed using atomistic simu-
lations and the MARVIN2 code.27,28 This technique uses
point charges and polarizable shells to represent atoms, and
pair potentials to represent atomic interactions. The pair po-
tential parameters for the systems discussed in this work
have been taken from previous publications on MgO ~Ref.
29! and TiO2.30 Note here that we have used a mixture of
partial and formal charges for the combined tip-surface sys-
tem, however, we tested many parameter sets for TiO2 and
this was the only set that provided a reasonable model of the
~110! surface, i.e., that actually gave a surface structure
which was close to experiment after relaxation. For atomistic
simulations, the TiO2 ~110! surface was represented by a
(63633) slab, which provides surface relaxations in quali-
tative agreement with previous ab initio calculations11 and
experiments.6 During simulations the top third of the tip and
the bottom third of the surface were kept frozen, and all other
ions were allowed to relax freely.
The pure silicon tip was represented by a ten-atom silicon
cluster with a single dangling bond at the apex and its base
terminated by hydrogen.31,32 This tip is produced by taking
three layers from the Si ~111! surface and removing atoms to
produce a sharp apex. Besides providing a fair model of the
structure of the most stable Si ~111! surface, it also provides
the dangling bond characteristic of the most stable (737)
reconstruction. However, the small size, specific shape, and
hydrogen termination of the tip produce a surface electronic
structure different from a standard silicon surface. The real
test of this tip’s validity is in comparison to experiment,
where it has demonstrated excellent agreement when com-
paring forces over a silicon surface.33 The silicon tip calcu-
lations were performed using the linear combination of
atomic-orbitals basis SIESTA code,34,35 implementing the
density-functional theory with the generalized gradient ap-
proximation and the functional of Perdew, Burke, and
Ernzerhof.36 Core electrons are represented by norm-
conserving pseudopotentials using the Troullier-Martins
parametrization.35 The pseudopotential for the silicon atom
was generated in the electron configuration @Ne#3s2 3p2,
oxygen in @1s2#2s2 2p4, and titanium in @Ar#4s2 3d2,
where square brackets denote the core electron configura-
tions. Various basis set configurations were tested, and a
good compromise between accuracy and efficiency was
found using double z with polarization for Ti, Si, and H, and
using triple z with polarization for O. All calculations were
converged to the order of meV in the total energy with re-
spect to k points, mesh cutoff, and orbital cutoffs ~i.e., energy
shift35!. Initial calculations on the surface itself were per-
formed on a 36-atom @(13133) in terms of the six-atom
surface unit cell# cell using 12 k points (43431 k-point
mesh!, a mesh cutoff of 126 Ry, and an energy shift of 15
meV. We found that this gives surface relaxations in reason-
able agreement with previous ab initio calculations11 and
experiments.6 To check the dependence of our results on the
slab thickness, we also calculated (13136) and (131
37) slabs, and found that the surface relaxations have con-
verged to less than 0.01 nm ~and much better than this in
most cases!. This agrees with previous studies of TiO2 sur-
face slab thickness.16,23
For SIESTA calculations of the full tip-surface system, the
TiO2 ~110! surface itself was modeled by a (43233) slab
in terms of the six-atom surface unit cell, now using only the
g point. The much larger slab is required to avoid the spuri-
ous interactions between images of the tip. During simula-
tions the top half of the tip and the bottom third of the sur-
face were kept frozen, and all other ions were allowed to
relax freely to less than 0.05 eV/Å. We did not consider a full
spin-polarized treatment of the problem since previous stud-
ies using similar23 and identical methods32 indicate that it is
not significant. Finally, it should be pointed out that although
the first-principles and empirical methods are very different,
calculations of the same tip-surface system with both meth-
ods provided good qualitative agreement, and a quantitative
agreement to within 20% accuracy.37
B. Simulating NC-AFM
The complete tip-surface system has now been estab-
lished and the method for calculating the microscopic tip-
surface interaction discussed. This leaves only a model of the
cantilever oscillations as the final part of the NC-AFM mod-
eling process. In the standard mode of NC-AFM operation
an image is produced by specifying a constant frequency
change of the cantilever oscillations due to the tip-surface
interaction. Then the deflection of the cantilever required to
maintain this frequency change as the tip scans across the
surface is measured as topographical contrast in an image. In
this study we use the method described in Ref. 29 to model
the oscillations, but other possibilities exist and are discussed
in Ref. 25. In this method the cantilever is described by a
simple equation of motion, defined by experimental oscilla-
tion parameters, and its behavior under the influence of the
total tip-surface interaction is numerically calculated. An in-
terpolation is then made at a given constant frequency
change of the cantilever oscillations to find the tip height at
every surface position and, hence, the simulated image.
The total tip-surface interaction here is a combination of
the microscopic forces discussed above and a macroscopic
background force due the van der Waals interaction of the
macroscopic tip with the surface. The macroscopic tip is
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modeled by a cone with a sphere at its apex,29 and the van
der Waals force is then dominated by the radius of the
sphere. The ‘‘tip’’ radius is a parameter of the image simula-
tions, and we fit it by making sure we get the same contrast
seen in experiments for a given frequency change. This ef-
fectively corresponds to matching one point on a frequency
change versus distance curve. Under the assumption that the
background forces are dominated by the van der Waals force,
this is a good approximation. The experimental oscillation
parameters used in the simulations are: cantilever spring con-
stant of 28 N/m, oscillation frequency of 270 kHz, and am-
plitude of 15 nm.20 Experimental atomic resolution for those
parameters was achieved at a constant frequency change
(D f ) of 281 Hz with a contrast of 0.07 nm @this gives a
normalized frequency shift g0515.0 ~Ref. 38!#, which cor-
responds in simulations with the silicon tip to a macroscopic
tip radius of 32.5 nm, and 57.5 nm radius for the oxide tip. In
both cases we use a Hamaker constant of 0.6 eV,39 which
represents the interaction of SiO2 with TiO2 in vacuum at
room temperature. We use SiO2 for both since in the experi-
ments we are modeling, the tip is not sputtered or heated to
high temperatures, and on the macroscopic scale it will be
oxidized regardless of the specific structure at the very end.
The contrast and average tip-surface distance as a function of
frequency change are summarized in Table I. It should be
emphasized that this fitting allows direct comparison be-
tween experimental and theoretical images with the same
oscillation parameters, but the real atomic interactions re-
sponsible for contrast remain as calculated in microscopic
simulations.
III. THE STOICHIOMETRIC SURFACE
We first consider the stoichiometric TiO2 ~110! surface,
and compare the tip-surface interactions and simulated im-
ages for the three different tip models. In the following dis-
cussion note that we are using a consistent reference for
height, the equilibrium position of the bridging oxygen ~1!,
and this means that the other atoms are about 0.1 nm further
from the tip. However, it is important to emphasize that the
tip interacts with the whole surface, not just the single atom
directly under the apex and artificially shifting the force
curves would be misleading. Figure 2~a! shows the micro-
scopic forces over different surface sites for the silicon tip.
We see immediately that the force is dominated by the inter-
action of the tip with the bridging oxygen sites: the largest
forces are over positions ~1!—directly over the bridging oxy-
gen, ~3!—at the midpoint of two bridging oxygens over Ti,
and ~6! and ~7!—at midpoints from the bridging oxygen to Ti
sites. The absolute maximum occurs over position ~3!, with a
force of over 3 nN at 0.25 nm, but the force over position ~1!
dominates the curves from 0.50 to 0.25 nm. Displacement of
atoms also plays a role in the interaction, with the bridging
oxygen displaced out from the surface by 0.02 nm and the tip
apex 0.01 nm displaced towards the surface at a distance of
0.3 nm when the tip is at site ~1!. If we now look at the
electronic structure of the tip and surface at maximum force
~only possible for the SIESTA calculations! we see that the
interaction is dominated by the onset of covalent bonding
between the tip apex and the atoms in the surface. Over the
O~1! site a clear bond can be seen in the charge density
between the tip and surface, and analysis of charge transfer
shows that over 0.4 electrons have transferred between the
tip and surface.37 When the tip is at 2.5 nm over site ~3!, at
the absolute force maximum, bonds can be seen between
both bridging oxygen atoms and the tip. Over the Ti~4! site
TABLE I. Mean height and contrast for the three different tip
models at various constant frequency changes. The distance is with
reference to the equilibrium position of the bridging oxygen ~1!.
D f Mean distance ~nm! Contrast ~nm!
~Hz! Si tip O tip Mg tip Si tip O tip Mg tip
280 0.32 0.45 0.46 0.070 0.069 0.071
290 0.29 0.36 0.37 0.085 0.211 0.164
2100 0.27 0.31 0.30 0.107 0.173 0.283
FIG. 2. Tip-surface forces over various sites in the TiO2 ~110!
surface for the three different tip models considered in this study:
~a! silicon tip, ~b! oxide tip with oxygen at the apex, and ~c! oxide
tip with magnesium at the apex. The numerical labels in the legends
refer to Fig. 1 and the distance is with reference to the equilibrium
position of the bridging oxygen ~1!.
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no bond can be seen, and any charge transfer is with the
surrounding oxygen ions. This behavior is consistent for
other insulating surfaces interacting with a silicon tip, where
force is always dominated by the interaction with anions in
the surface.37 Following this, we also calculated a force
curve over a site midway between sites ~2! and ~3! ~not
shown in Fig. 2!. Since this point is actually at the center of
three oxygen atoms, we were interested in whether the force
maybe even larger than that over site ~3!. However, the fact
that one of the oxygens @at site ~2!# is much lower, and the
tip is further from the bridging oxygens, meant the force is
much smaller than that over site ~3!.
If we now compare these results with previous
calculations,23 we see that using a more realistic tip and in-
cluding tip relaxation results in a reduction in the maximum
force over O~1! by over a factor of 2. We also see that the
position of this maximum shifts by 0.05 nm outward from
the surface. As suggested by the Ke et al.,23 the very ideal-
istic single-atom tip they use is probably responsible for the
disagreement between experiment and theory in the relative
magnitude of contrast for the (131) and (132) surfaces.
The contrast on the (131) surface is mainly due to the
difference in force over O~1! and Ti~4!. Since tip relaxation
is not a large factor for the Ti site, a small frozen tip is a
better approximation, but over O~1!, relaxation is significant
and a frozen tip greatly exaggerates the force—and hence the
contrast on the surface.
This dominance of the bridging oxygen interaction trans-
lates directly into the bright rows seen in Figs. 3~a!–3~c!,
where atomic resolution is almost lost and the bridging oxy-
gen rows just appear as bright stripes. As the frequency
change of the image is increased through Figs. 3~a!–3~c!, the
imaging height is reduced and the relative dominance of the
bridging oxygen increases, making the rows brighter. Even
though the absolute force maximum occurs over Ti~3!, if we
go closer it is still not possible to generate an image with a
contrast maximum at that site, as the required frequency
change cannot be produced over the other sites. Finally, we
point out that the image shown in Fig. 3~a! is produced using
identical parameters, including contrast, as that shown in ex-
periments on TiO2 ~Ref. 20! and we see that the simulated
image contrast pattern is in very good agreement with the
experimental one.
Figure 2~b! shows force curves over the same sites, but
now with the oxygen-terminated oxide tip. The source of
contrast is now reversed, with the strong attraction between
the positive Ti ions in the surface and negative electrostatic
potential from the tip dominating the interaction. We also see
that in general the force magnitude is smaller than that for
the silicon tip. The atomic displacements are correspondingly
much smaller—Ti ~4! is displaced towards the tip by only
0.001 nm at 0.3 nm, and the tip atoms do not displace at all.
Only at close range, less than 0.2 nm, do we see larger
forces, but this is due to large jumps of surface ions to the tip
FIG. 3. Simulated NC-AFM images of the TiO2 ~110! surface with a silicon tip ~a–c!, an oxide tip with oxygen at the apex ~d–f!, and
an oxide tip with magnesium at the apex ~g–i!. The images were calculated at constant frequency changes of 280 Hz ~a,d,g!, 290 Hz
~b,e,h!, and 2100 Hz ~c,f,i!. Image ~a! contains a version of Fig. 1~b! to show the atomic structure orientation.
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and these will result in abrupt contrast changes or tip crashes
in experiments. The jumps also prevent the tip reaching the
pure maximum force, and the force increases smoothly until
a jump point is reached. Over sites ~1!, ~2!, and ~3!, the
‘‘bridging oxygen sites,’’ we actually see an overall repulsion
between the negative potential tip and negative O ions in the
surface. This repulsive interaction @seen also in Fig. 2~c!# is
actually responsible for the greatly increased macroscopic tip
radius required for the oxide tip to achieve experimental con-
trast at experimental frequency changes. NC-AFM by design
can only operate in an overall attractive regime, so this re-
pulsive component must be compensated by attractive van
der Waals forces—without it, the tip-surface interaction over
these sites will never be attractive enough to produce a fre-
quency change of 280 Hz. For the silicon tip, there is no
repulsive component and the background van der Waals
force needed to match experimental contrast is much smaller.
The images @Figs. 3~d!–3~f!# produced with the oxygen-
terminated oxide tip demonstrate even more vivid stripe pat-
terning, with contrast detail between the Ti rows appearing
only at closer separation in Fig. 3~e!. At a frequency change
of 2100 Hz we actually see the contrast reduce ~see Table I!
due to the onset of jumps in the force, see, for example, the
force curve over site ~3! at 0.22 nm in Fig. 2~b!.
For the final tip model, the positively terminated oxide
tip, we see almost opposite behavior to that for the nega-
tively terminated tip—as one would expect. The force curves
in Fig. 2~c! are now dominated by interaction with the bridg-
ing oxygen and nearby sites. The force curves are now
slightly smoother than that for the O-terminated tip, and we
do not see any jumps until below 0.2 nm, hence the contrast
also increases uniformly as we approach the surface ~see
Table I!. At 0.3 nm, the bridging oxygen is displaced towards
the tip by 0.005 nm, and the tip atoms do not show signifi-
cant displacements. Simulated images with this tip @Figs.
3~g!–3~i!# once again show bright stripes along the bridging
oxygen rows, as for the silicon tip.
Note that for all three tip models, the contrast pattern
agrees qualitatively with experiment, and without an external
source of further information it would be difficult to establish
which sublattice is really seen in experiments. As discussed
previously, a combination of NC-AFM, STM, and adsorption
studies strongly suggest that, at least in those
experiments,20–22 the bridging oxygen rows were imaged as
bright. The fact that the experiments were able to obtain a
tunneling signal effectively excludes a strongly ionic tip, and
suggests that the silicon model is more appropriate. How-
ever, we cannot exclude a conducting tip with, for example,
a single positive ion, such as titanium, at the apex. As the
calculations have shown, both these cases would provide im-
ages in agreement with experimental results.
One further interaction which could be considered when
dealing with a conducting tip and an insulating surface is the
image force.40 This contribution is due to the polarization of
conducting materials, i.e., polarization of the tip due to
charged atoms in the sample, and it is only really significant
for a very conducting tip such as a metal or heavily doped
silicon. When introduced for calculations on TiO2, the posi-
tion of the bridging oxygens above the surface means that
there is no compensation from an oppositely charged ion at
the same height, as there is for the titanium ions in the
surface.41 This uncompensated interaction produces a strong
image force, and would dominate contrast.41 If such tip con-
trol was possible, it would be very interesting to compare
imaging with clean metallic and oxidized silicon tips system-
atically to study the possible role of image forces.
IV. DEFECTED SURFACE
In order to also study the interaction of the tip with a
defected surface, we have investigated the TiO2 ~110! sur-
face with one bridging oxygen ~1! atom removed. Previous
calculations on the reduced surface10,12,42 demonstrated some
spread in electronic structure predictions for this system, al-
though general features remained similar. Here we use the
recent combined full potential linearized augmented plane-
wave calculations and experiments in Ref. 42 as a reference.
In that work, the authors found that removal of the bridging
oxygen atoms introduces an occupied state at the edge of the
conduction band with Ti character. Examination of the den-
sity of states, shown in Figs. 4~a! and 4~b!, shows that we
find exactly the same behavior. For the ideal surface, we see
that the valence band is dominated by O p states and the
conduction band by Ti d states. Note that the conduction-
band edge appears as a rather discrete Ti state due to the
small Fermi smearing used in the calculations and small en-
ergy window shown—it is not a defect/surface state, but rep-
resents the beginning of the conduction band. After removing
the oxygen atom, the two electrons originally localized on
FIG. 4. Calculated partial density of states for ~a! the stoichio-
metric TiO2 surface and ~b! the surface with an oxygen vacancy.
The energy scale has been corrected so that the Fermi energy is at 0
eV. Gaussian broadening with width 0.05 eV was applied to the
results.
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the oxygen do not remain in the vacancy, but go to unoccu-
pied d states of Ti, and the Fermi energy intersects a state at
the edge of the conduction band @Fig. 4~b!#. As in Refs.
10,12 we find that the spin-polarized defected surface is en-
ergetically favorable ~by 0.13 eV in our case! but that this
does not make a significant difference to the surface geom-
etry or the nature of the vacancy itself. Since we are inter-
ested primarily in the tip-surface force over the vacancy site,
further calculations were restricted to spin-paired ground
states.
The preceding section demonstrated that the silicon tip
model gives good agreement with experiment, hence for
the vacancy the setup and calculation method is exactly
the same as for the previous silicon tip simulations, but with
one oxygen atom removed from the surface. Figure 5 shows
a comparison of the force over site ~1! with and without
the bridging oxygen atom present. We see immediately
that the force over the vacancy is much smaller than
that over the bridging oxygen, in fact, the force over the
vacancy is smaller than the force over any of the atomic
sites shown in Fig. 2~a!. This is a consequence of the nature
of the vacancy in TiO2. Unlike in other more ionic materials
such as MgO,43 no electrons remain in the vacancy and
the vacancy basically increases the distance of the tip apex
from any surface ion compared to the ideal surface. As
the tip gets closer, the force rises @although it is still much
less than that over O~1!# due to interactions between the apex
and atoms below the vacancy, and also between the sides of
the tip and atoms in the surface. However, this is at distances
of less than 0.2 nm and the large repulsion felt over other
atomic sites at such small tip-surface separations means that
it would be impossible to image in NC-AFM. Hence, we can
conclude, as shown in Fig. 6, that oxygen vacancies in the
TiO2 ~110! surface would appear as areas of very weak in-
teraction, i.e., dark contrast, on the bright contrast rows of
bridging oxygen atoms. Note that the basically geometrical
nature of the reduction in contrast over vacancies means it
should be consistent for any tip structure.
V. DISCUSSION
For the ideal TiO2 ~110! surface, we have shown that, in
principle, qualitative agreement with NC-AFM images can
be achieved for simulations with three different tip models.
This means, as shown for other insulators,26 that simple in-
tuitions based on surface geometry can be very misleading.
Information from combined STM and NC-AFM experimen-
tal studies of adsorption on TiO2 suggest that the bridging
oxygen rows are imaged as bright in most studies, and
the theoretical results presented here using a silicon tip or a
positive potential oxide tip and experimental imaging param-
eters agree with this result. By using a large silicon tip
and allowing tip relaxation, we obtain a maximum
force over the TiO2 surface which is half that seen in previ-
ous calculations.23 The overestimation of the force is likely
to explain the earlier predicted reversal of relative contrast
on the (131) and (132) surfaces with respect to
experiment.24
Calculations for the bridging oxygen vacancies establish
clearly that they would appear as dark in images where the
bridging oxygen rows appear bright—supporting the previ-
ous intuition from experiment.20 This means vacancies can
be used as chemical markers in NC-AFM experiments, in a
similar way to their use in STM.5 Since their presence in the
surface can be controlled by annealing in either an oxygen
atmosphere or vacuum, increasing their concentration should
indicate the bridging oxygen rows and hence make it much
easier to understand other processes on the surface, such as
adsorption or diffusion.
The future development of NC-AFM as a reliable surface
science tool depends rather heavily on providing a more
systematic interpretation system. In this work we find,
once again,25 that the greatest difficulties arise from the
lack of information about the tip. Although we can
infer certain properties indirectly, e.g., through the tunneling
signal, much greater success would be achieved if the
tip could be controlled. It has been shown that a pure silicon
tip would provide a consistent basis for interpretation,37
and advances in routine preparation of such a tip would
greatly aid the field.
It is also interesting to note the predicted increase in tip
radius required to provide the same contrast with an oxide tip
as for a silicon tip. The increased van der Waals force basi-
cally compensates for the repulsive component of the oxide
tip interaction, allowing one to go closer while still having an
overall attractive force—the condition for stable NC-AFM
FIG. 5. Comparison of the force over a bridging oxygen O~1!
site and a bridging oxygen vacancy. FIG. 6. Simulated image of the defected surface calculated at a
frequency change of 280 Hz with a silicon tip. The bridging oxy-
gen vacancy is at about ~20.2,10.5! in the image.
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operation. Without compensation the stable operating range
where measurable contrast is possible is reduced, and atomic
resolution would be more difficult. This need to compensate
for the repulsive component of the interaction may explain
the common ~and poorly understood! practice of contacting
the surface before successfully achieving atomic resolution.
Contact can reduce this repulsive component in several, non-
exclusive ways: ~i! the initially sharp tip is blunted increas-
ing the radius and the van der Waals force, ~ii! the tip is
coated by surface material changing the Hamaker constant
and again increasing van der Waals force, and ~iii! contact
changes the structure of the end of the tip making it less
polar. Recent experimentally obtained site specific force
curves on insulators do not show a repulsive component over
any atoms after removing background forces,44–46 supporting
this assertion. Again this aspect of NC-AFM should be un-
necessary if the tip structure were controlled during experi-
ments.
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