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We consider the following computational problem: given a family
of generic univariate polynomials f := (f0, . . . , fs), construct an
algorithm to find polynomial perturbations u := (u0, . . . , us)with
‘‘small’’ degrees such that the greater common divisor of the family
of polynomials f + u has a ‘‘large’’ degree.
In this paper, we propose an algorithm which solves this prob-
lem in polynomial time under a generic condition generalizing the
normal degree sequence for the case s = 1.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
1.1. A polynomial analog
The problem we address is an analog of an arithmetic question. Analogies between the ring of
integers and the ring of univariate polynomials over a field proved to be often interesting.
Motivated by a cryptanalysis and using properties of continued fractions, Howgrave-Graham
provided a solution to the following problem (Howgrave-Graham, 2001): given two integers a0 and
a1, find in polynomial time all perturbations of a fixed number of bits of a0 and a1 that can achieve
a large GCD. The similar question for a family a = (a0, . . . , as) of integers with s > 1 is much
harder. Moreover, its hardness is crucial for the design of a new generation of encryption schemes;
see e.g. Van Dijk et al. (2010) developed at MIT and IBM Research. So this question deserves much
attention.
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Inspired by the cited work of Howgrave-Graham, von zur Gathen et al. (2010) introduced original
notions of ‘‘exact’’ approximate GCD of univariate polynomials, building also on earlier works of
numeric–symbolic computations; see e.g. Bini and Boito (2007), Emiris et al. (1997), Kaltofen et al.
(2006), Karmarkar and Lakshman (1998), Pan (2001), Rupprecht (1999) and Sasaki and Noda (1989)
and the references therein.
More precisely, let K be a field and (f0, f1) be a pair of univariate polynomials in K[x] of degree
at most n with a normal degree sequence in the Euclidean algorithm (this condition is generically
satisfied when K is infinite). Let d and e be nonnegative integers such that e < min(2d − n, n − d).
It is shown in von zur Gathen et al. (2010) that allowing perturbations of (f0, f1) by addition of a pair
(u0, u1) of polynomials of degrees atmost e then the problemof looking for a deg gcd(f0+u0, f1+u1) ≥
d has at most one solution, and if one exists, it can be computed in polynomial time. The case of more
than two polynomials is left in von zur Gathen et al. (2010) as an open question. This is precisely the
problem we address in the present paper.
We divide the task into two steps: under a first conditionG1, generically satisfied ifK is infinite, we
can reduce the problem to the case when the input polynomials have consecutive degrees, and this
introduces a first limitation on the degrees of the perturbation. Then we propose a second condition
G2, generically satisfied if the characteristic of K is zero, which extends the normal degree sequence
condition of the case s = 1.
1.2. GCD and syzygies
We assume G1 and after the preprocessing, denote by n the maximum degree of the input
polynomials. To benefit from concepts and results from Commutative Algebra, we homogenize the
inputs in degree n (introducing a new variable y), we call them F = (F0, . . . , Fs) and we consider the
spanned homogeneous ideal I in S := K[x, y]. The ring S is equippedwith the lexicographical ordering
on monomials and we study the corresponding Groebner basis of I .
A first natural requirement on F (generically satisfied if K has characteristic zero) is that the
attached initial ideal in(I) is a gin (generic initial ideal), i.e. the stair formed by the leading exponents
has steps of height 1. See Section 3 and Eisenbud (1995). In the 2 variables setting, the combinatorial
information stored by the gin is simple and is equivalent to the Hilbert function of S/I .
This point of view shows that in the case of s+1 > 2 input polynomials, the degree d of the GCD is
not the only natural integer invariant. The homogeneous ideal I admits aminimal resolution of length
2 and the degrees of the sminimal syzygies between F0, . . . , Fs also appear as important numbers; we
denote their ordered sequence bym := (m1, . . . ,ms).
Let us mention that in Computer Aided Design, the syzygies (with s = 2) are used to compute the
implicit equation of the projective plane curve given by the parametrization (F0, F1, F2) of degree n;
it is proved that the generic value form1 is ⌊ n−d2 ⌋ and thatm1 +m2 = n− d, where d is the degree of
gcd(F0, F1, F2). See e.g. Cox et al. (1998), Zheng and Sederberg (2001) and the references therein.
We extend these properties as follows. Given 3 integers n, d < n and s, we denote by µ and t the
quotient and the remainder of the division of n− d by s:µ = ⌊ n−ds ⌋. Then the generic set of values for
(m1, . . . ,ms) ism1 = µ, . . . ,ms−t = µ,ms−t+1 = µ+1, . . . ,ms = µ+1, som1+· · ·+ms = n−d.
The condition G2 requires that the sequencem takes this generic value; see Section 3.3.
We ask for perturbations (u0, . . . , us) ∈ K[x]s+1 of degrees at most e (negative degrees means the
zero polynomial) so that the perturbed polynomials f0 + u0, . . . , fs + us have a GCD of a fixed degree
d. In the homogenized setting they will be represented by homogeneous polynomials U0, . . . ,Us of
total degree nwhich are multiples of yn−e. Then we consider the set
U = {(u0, . . . , us) ∈ K[x]s+1 : deg ui ≤ e, deg gcd(f0 + u0, . . . , fs + us) = d}. (1)
The usual Euclidean division naturally extends to homogenized polynomials and gives rise to
the pseudo-division with respect to the lexicographical ordering: quotients and remainders are just
multiplied by suitable powers of the homogenization variable y.
In section 4, for our setting, we generalize the EEA (Extended Euclidean Algorithm) to compute, via
remainders of pseudo-divisions, a reduced Groebner basis of I .
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1.3. A recognition strategy
It is recalled in von zurGathen et al. (2010) that the first quotients in the EEAdepend only on the top
coefficients of the input polynomials; this allows a strategy of recognition where the first quotients
should be identical for the inputs and their small perturbations. We make the same remark for the
Hilbert function of the homogeneous ideal I , or equivalently for the generic initial ideal gin(I).
In von zur Gathen et al. (2010), the authors noticed that the GCD of two polynomials has a large
degree if and only if the last remainder (in the normal degree sequence) vanishes, and then they forced
this vanishing for the perturbed data. In our setting, the situation is more complicated since we need
to control not only one but several minimal syzygies which correspond to the vanishing of several
remainders. Roughly speaking, after forcing the vanishing of the first syzygy by a first perturbation,
we are led to compute the GCD of the last nonzero remainders. The cascade of perturbations is
very intricate in the more general case. To bypass this difficulty, we introduce a generic condition
G2: it allows to force simultaneously the vanishing of s consecutive remainders, and get necessary
conditions on the perturbations. Then we are ready for generalizing the approach presented in von
zur Gathen et al. (2010).
The paper is organized as follows. In Section 2, we present the preprocessing step. In Section 3,
we present the needed facts on Hilbert functions, minimal free resolutions, generic initial ideal and
generic stairs. In Section 4, we give our generalization of the EEA. In Section 5, we describe our
recognition algorithm. In Section 6, we illustrate our approach on two simple examples.
2. Preprocessing
Let s be a positive integer, K be a field of characteristic zero. The following lemma is straightfor-
ward.
Lemma 1. Given a sequence n of positive integers n0 ≥ · · · ≥ ns, there exists a uniquemaximal decreasing
sequence n of integers q(n) = (q0, . . . , qs) such that q0 = n0 and qi ≤ ni for 1 ≤ i ≤ s, and a unique
maximal integer p = θ(n) such that p− i ≤ qi ≤ ni for 0 ≤ i ≤ s.
We have p− s = qs.
We also denote by π(n) the integer maxi(qi−1 − qi, i = 1 . . . s).
Example 1. If s = 6, n0 = 10, n1 = n2 = n3 = 8, n4 = 7, n5 = n6 = 2, then q0 = 10, q1 =
8, q2 = 7, q3 = 6, q4 = 5, q5 = 2, q6 = 1, p = 7, and π(n) = 3.
Lemma 2. Given a generic family of s+ 1 polynomials f = (f0, . . . , fs) inK[x] of degrees n0 ≥ · · · ≥ ns.
There exists a family of s+ 1 polynomials φ = (φ0, . . . , φs) in K[x] of degrees p, . . . , p− s respectively,
with p = θ(n), such that φ0...
φs
 = U
 f0...
fs
 ,
where U is an invertible matrix in K[x] whose entries are polynomials of degrees bounded by π(n).
Proof. We first compute a family of s + 1 polynomials g = (g0, . . . , gs) of decreasing degrees
q0 > · · · > qs such that g0 = f0 and g0...
gs
 = A
 f0...
fs
 ,
where A is an invertible matrix in K. To do so, we update a family g of s + 1 polynomials of degrees
k0 ≥ · · · ≥ ks, starting from g := f and performing the following iterations: for 0 ≤ i ≤ s, if ki+1 = ki
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then gi+1 := lt(gi+1)gi− lt(gi)gi+1. After each step we order and re-index g by degrees. The genericity
of the input polynomials implies that ki+1 = deg(gi+1) = ki − 1.
Now, we consider the vector space E spanned by g0 and the set
A :=
s
i=1
{xjgi, 0 ≤ j < qi−1 − qi}.
Then E contains s + 1 polynomials φ0, . . . , φs of degrees p, . . . , p − s respectively. Moreover, there
exists an invertible matrix V inK[x]whose entries are polynomials of degrees bounded by π(n), such
that  φ0...
φs
 = V
 g0...
gs
 .
Indeed, for each i, we consider all the integers k such that p− i < k < qi and we perform successively
the Euclidean division of gi by a suitable element of A of degree k. The last remainder will be in E, and
will have degree p− i by genericity. 
Remark 1. After a perturbation of f = (f0, . . . , fs) by u = (u0, . . . , us) such that deg(ui) < p − s −
π(n), i = 0 . . . s, the matrix U plays the same role as in Lemma 2.
All such perturbations of f can be detected and, asU is invertible, computed from the perturbations
of φ respecting this degree restriction.
Definition 1. We say that f = (f0, . . . , fs) satisfies the condition G1 if the previous generic conditions
are satisfied.
This implies that the degree of the GCD of the family f (and of the investigated perturbed family)
is at most π(n) − s. In other words, our analysis requires that starting with the input polynomials
f = (f0, . . . , fs) and performing successive Euclidean divisions, we obtain a sequence of s + 1
polynomials φ = (φ0, . . . , φs) with consecutive nonnegative degrees and the unimodular transition
matrix U . Moreover, we require two kinds of degree restriction on the perturbations u of f : a weak
one which imposes that the degrees of the family of polynomials v = Uu are bounded by deg(φs)−1,
and a strong one that imposes that they also satisfy the degree restriction given by the condition G2
in Section 3.3.
3. Tools from commutative algebra
In this section we present some tools from Commutative Algebra that will be used, such as the
Hilbert function, Groebner basis, generic initial ideal, and minimal syzygies.
For polynomial inputs f0, . . . , fs of degrees n0 = n, . . . , ns = n−s respectively, we denote by Fi the
homogenization of fi to degree n, I the homogeneous ideal generated by F0, . . . , Fs in the Noetherian
ring S = K[x, y] (y is the homogenization variable). We consider the reduced Groebner basis of I with
respect to lexicographic ordering with x > y, in(I) is the corresponding initial monomial ideal.
The generic stairs will be used to define the condition G2 which extends the normal degree
sequence condition in the EEA exploited in von zur Gathen et al. (2010). In the next section,
a dehomogenization gives rise to a generalized Extended Euclidean Algorithm (in the univariate
setting).
3.1. Resolution and Hilbert function
Let us denote by G the polynomial gcd(F0, . . . , Fs), then g = G(x, 1). The (first) syzygy module of
F0, . . . , Fs is defined as
Syz(F0, . . . , Fs) :=

(G0, . . . ,Gs) ∈ Ss+1 :
s
i=0
GiFi = 0

.
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For any graded S-module M , if r is an integer, we denote by M[−r] the shifted graded module
⊕i∈ZMi−r . We have the following well-known result.
Lemma 3 (Cox et al. (1998)). There exists an isomorphism of graded S-module
Syz(F0, . . . , Fs) ∼= S[−m1] ⊕ · · · ⊕ S[−ms],
where (m1, . . . ,ms) ∈ Ns,mi ≤ mi+1, m1 + · · · +ms = n− d, d = deg g.
Moreover, the s + 1 polynomials (F0, . . . , Fs) can be recovered from G and Syz(F0, . . . , Fs) using
the Hilbert–Burch theorem (see Eisenbud (1995), paragraph 20.4). More precisely, let Q1, . . . ,Qs be a
basis of the free module Syz(F0, . . . , Fs), then the maximal minors M0, . . . ,Ms of the matrix defined
by Q1, . . . ,Qs satisfy Fi = GMi, i = 0 . . . s.
Definition 2. The Hilbert function of S/I is
HS/I : N → N
u → HS/I(u) := dimK(S/I)u.
The jump function h of the Hilbert function is
hS/I(u) := dimK(S/I)u − dimK(S/I)u−1.
Standard computations give the following results.
Lemma 4. We have
(1) dimK S[−k]u =

0, if u < k
u− k+ 1, if u ≥ k.
(2) HS/I(u) = dimK Su − (s+ 1) dimK S[−n]u +si=1 dimK S[−n−mi]u.
(3) The jump function h determines the s numbers m1, . . . ,ms. More precisely, if we denote by M1 ≤
. . . ≤ Mp the different values of mi and νi the occurrence number of Mi in the list (m1, . . . ,ms), then
h(u) =
 1 if u < n,
−s+ ν1 + · · · + νi if n+Mi ≤ u < n+Mi+1,
0 if u ≥ n+Mp,
with M0 = ν0 = 0.
3.2. Generic initial ideal, Groebner basis and generic stairs
Generic initial ideals and generic stairs (with its simple combinatorial description)were introduced
and studied in Galligo’s thesis (Galligo, 1974) and then in Bayer’s Ph.D. thesis (Bayer, 1982). Let
us present them in our setting where I is a bivariate homogeneous ideal in the polynomial ring
S = K[x, y]. Let < be the lexicographical monomial ordering with y < x. The main result asserts
that for generic triangular change of coordinates (x = X, Y = y+ λx), the images of the ideal I have
always the same initial ideal, in(I) = {in(f ), f ∈ I}. This monomial ideal is called the generic initial
ideal of I and it is denoted as gin(I) (Eisenbud, 1995). Its diagram in N2 is called the generic stair.
We recall that S/I and S/in(I) have the same Hilbert function (Cox et al., 2007).
Lemma 5. (1) The stairs of a gin are closed on the left and each step has height 1 as in Fig. 1.
(2) The Hilbert function value HS/I(u) is equal to the number of integer points (a, b) of the line a+ b = u
under the stairs.
(3) In the bivariate setting, the information described by the generic stair of I and the Hilbert function HS/I
(or hS/I ) are equivalent.
In the case of more than 2 variables, two ideals with distinct gins could have the same Hilbert
function.
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Fig. 1. Shape of Example 2.
Proposition 1. Assume that the characteristic ofK is zero. Then for generic values inK of the coefficients
of F0, . . . , Fs, the ideal I = (F0, . . . , Fs) satisfies in(I) = gin(I).
Proof. Galligo’s and Bayer’s result can be interpreted as follows: for a fixed degree n, we denote by
A the space of coefficients of F0, . . . , Fs, which is isomorphic to some KN . The previous change of
coordinates induces a polynomial map from A× K to A.
The property can be expressed by a set of nonvanishing rational conditions involving a finite
number of coefficients. AsK has characteristic zero, extending the scalars we can assume thatK = C,
then density w.r.t. the usual topology is equivalent to density w.r.t. Zariski topology (Mumford, 1981).
Now for every family f , the family fλ obtained via a triangular change of coordinates tends to f when
λ tends to 0, and fλ satisfies the required condition for almost all λ. 
3.3. Condition G2
Now we are able to translate our requirements into properties of generic stair of I .
Proposition 2. If I is generated by the homogeneous polynomials F0, . . . , Fs of degree n admitting s
relations of degree m1, . . . ,ms such that m1 = · · · = mt and mt+1 = · · · = ms = m1 + 1, then
gin(I) satisfies: the s highest stairs have length 1, the following lengths are (2, 1, . . . , 1) ∈ Ns, until they
reach the homogeneous degree n + m1 − 1, then the lengths are equal to 2 and a series of 1 as shown in
Fig. 1. In other words the jump of the Hilbert function of S/I is:
1, u < n,
−s, n ≤ u < n+m1,
−s+ t, u = n+m1,
0, u > n+m1.
For s = 1 we recover the normal degree sequence condition exploited in von zur Gathen et al.
(2010).
Definition 3. Wewill say that f = (f0, . . . , fs) satisfies the condition G2 if the initial ideal of I has the
previously described shape, or equivalently that the jump of the Hilbert function of S/I is as above.
Proposition 3. If the characteristic of K is zero, then the condition G2 is generically satisfied.
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Proof. Proposition 2 shows that generically the condition G2 is equivalent to the fact that, at the
specified degrees, the Hilbert function of the ideal decreases by the maximal possible value s + 1 .
This property can be expressed in terms of maximal rank of some minors of the matrix spanned by
the multiples of f . So it is an open condition. It is generically satisfied because relying on the Hilbert–
Burch theorem, one can construct, for each n−d and each s < n−d, an examplewhere it happens. 
4. A generalization of the EEA
Here we present a generalization of the Extended Euclidean Algorithm (EEA) to the case of s + 1
polynomials F0, . . . , Fs, obtained after the preprocessing and satisfying the condition G2.
We construct the Groebner basis of the ideal I = (F0, . . . , Fs) w.r.t. the lex order. Since there are
only 2 variables, the completion process need not consider all the critical pairs but only the onesmade
by consecutive elements of the family. This boils down to performing n−d pseudo-divisions as follows
and we also obtain s generators of the syzygies. Assume that the initial family has been completed to
{F0, . . . , Fl, . . . , Fl+s}with l ≥ 0, let k = degy(Fl+1)− degy(Fl) and k = 1 or k = 2. Then perform the
iterated division of ykFl by (Fl+1, . . . , Fl+s):
ykFl = Q 1l Fl+1 + · · · + Q sl Fl+s + R. (2)
If the remainder R is zero, then the previous equality defines a syzygy; while, if R is not zero, we define
Fl+s+1 to be the remainder R. The recurrence hypothesis and the condition G2 imply that degx(Q il ) is
either 0 or 1 and then degy(Fl+s+1)− degy(Fl+s) is either 1 or 2.
We can write the equality (2) in matrix form introducing a unimodular matrixMl such that: Fl+1...
Fl+s+1
 =

1
. . .
1
yk −Q 1l . . . −Q sl

 Fl...
Fl+s
 .
Dehomogenizing this construction of a Groebner basis gives rise to the following generalization of
the EEA in normal degree sequence. We set qil(x) = Q il (x, 1), fl(x) = Fl(x, 1) and Nl the matrix
corresponding toMl.
We assume that the preprocessing has already been performed.
Algorithm 4. GEEA (Generalized Extended Euclidean Algorithm)
• Input: Polynomials f0, . . . , fs of degrees n0 = n, . . . , n− s, satisfying the condition G2.• Output: A warning saying that the condition is not satisfied, or a sequence of remainders and
relations expressing these reminders as combinations of the inputs.
(1) Initialization: N = Is+1, a = 0, J = 0.
(2) For l from 0 to n− swhile a = 0 perform a multiple division
fl = q1l fl+1 + · · · + qsl fl+s + r.
• If r = 0, then a := 1, J := l+ s and update Nmultiplying by the unimodular matrix Nl.
• If deg(r) ≠ deg(fl+s)− 1, then send a warning and stop.
• If deg(r) = deg(fl+s)− 1, then fl+s+1 := r and update Nmultiplying by Nl.
(3) If a = 1, for l from J − s+ 1 to J − 1, perform a multiple division fl = q1l fl+1 + · · · + qJl fJ + r .• If r = 0, then update Nmultiplying by the unimodular matrix Nl.
• If r ≠ 0, then send a warning and stop.
We have N
 f0...
fs
 =

fJ−s+1
...
fJ
0
.
(4) Invert the unimodularmatrixN to get theGCD as a combination of (f0, . . . , fs) and also s generators
of the syzygies.
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5. Algorithm
For a pair (n, d) of positive integers, the restriction on the degrees e of the perturbations appearing
in (1) is described by the following formula:
e < min

d−

n− d
s

, n− d

. (3)
Now, we describe our algorithm to find <<small>> degree perturbations for the polynomials f0, . . . , fs
to achieve a <<large>> degree GCD under the condition G2.
Algorithm 5 (Construction of the setU defined in (1)).
• Input: Univariate coprime polynomials f0, . . . , fs of degrees n . . . , n − s, satisfying the condition
G2.
Integers d, ewith d > 0 and e as in (3).
• Output: The setU.
(1) Let F0, . . . , Fs be the homogenized polynomials to degree n of f0, . . . , fs respectively.
(2) Apply the GEEA algorithm to F0, . . . , Fs.
(3) Check the expected pattern of degrees. If not, returnU = ∅ or a warning.
(4) We have for 1 ≤ v ≤ s
Fn−d+v = w0vF0 + · · · + wsvFs
where the wjv are some of the entries of the matrix P , the inverse of Mn−d+s. Denote the
corresponding s× s-minors by D0, . . . ,Ds, then form
H0 := F0 quoD0, . . . ,Hs := Fs quoDs.
If H0, . . . ,Hs are not associates, returnU = ∅.
Else, compute U0 := −F0 remD0 , . . . , Us := −Fs remDs.
(5) Dehomogenize Ui and check if deg ui ≤ e for i = 0 . . . s, then return U = {(u0, . . . , us)}, else
returnU = ∅.
Remark 2. Since Fi = HiDi−Ui, i = 0 . . . s, thematrix P gives s syzygies between F0+u0, . . . , Fs+us,
then we deduce from Cramer’s rule that the polynomials H0, . . . ,Hs are associates.
Notation:Asusual in complexity analysis, O˜means thatweneglect log factors; see von zurGathen and
Gerhard (2003). For polynomials of degrees at most n, multiplication and Euclidean division require
O˜(n) field operations.
We recall that multiplication or inversion of invertible matrices of order s require O(sω) field
operations, ω < 3.
Theorem 6. If f0, . . . , fs satisfy the specification of GEEA, then the set U defined by (1) contains at most
one element. WhenU is not empty, Algorithm 5 computes it with at most O˜(s3n2) field operations.
Proof. We first have to check that any (u0, . . . , us) returned by the previous algorithm is actually in
U. If we denote by di (resp. hi) the polynomial obtained dehomogenizing Di (resp. Hi), we have
gcd(f0 + u0, . . . , fs + us) = gcd(d0h0, . . . , dshs)
= h gcd(d0, . . . , ds) = h,
gcd(d0, . . . , ds) = 1 since the matrix for passing from f0, . . . , fs to fn−d, . . . , fn−d+s is unimodular and
the computation of its determinant along the first line provides a Bezout relation between its minors
d0, . . . , ds. Then deg h = deg f0 − deg d0 = d and indeed (u0, . . . , us) ∈ U.
To show the correctness of the algorithm we show thatU has at most one element, and ifU ≠ ∅,
then Algorithm 5 returns this element.
Assume thatU ≠ ∅. Let (u0, . . . , us) inU and h = gcd(f0 + u0, . . . , fs + us), with deg h = d.
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For simplicitywe assumed in the beginning that d < n−s (Indeed, the special cases d = n, . . . , d =
n− s can be treated directly along the same ideas).
Thus, from the condition on the degrees of ui there exist uniquely determined d0, . . . , ds in K[x]
such that fi = dih − ui for i = 0 . . . s. Letfi = fi + ui for i = 0 . . . s and execute the GEEA algorithm
with the homogenized polynomials F0, . . . ,Fs off0, . . . ,fs respectively. Because of the restriction on
the degrees of the perturbation, the GEEA produces the same stairs up to degree n + m1, hence the
sequence m = (m1, . . . ,ms) of the degrees of the minimal syzygies of the generated ideal takes the
generic value, and we obtain a unimodular matrix N such that
N

F0F1
...Fs
 =

yβH
0
...
0
 .
This implies the uniqueness property of D0, . . . ,Ds (up to a constant). 
The cost for computing the n − d generalized polynomial divisions and multiplying the inverses
of the unimodular matrices in the GEEA scheme are bounded by O˜(s3n2). All other operations are not
more expensive.
6. Examples
In the first example,we illustrate the different steps of our algorithm. In the second example,we see
how we can loose uniqueness when we relax the bound on the degree of the perturbation: the GEEA
scheme allows to compute an approximate GCD of degree 2, but fails to detect other approximate
GCDs of degree 2. This shows that our recognition approach requires strong bounds on the degree of
the perturbation.
Example 2.
f0 = x14 − 3x13 + x11 + 2x9 − 3x8 − 9x7 + x6 + 3x5 + 4x3 + x2 − 2x− 2,
f1 = x12 + x9 + 2x8 + 10x7 + 3x6 + 2x4 + 7x3 + 22x2 + 23x,
f2 = x11 + x10 − x8 + 2x7 + 5x6 + 5x5 + 3x4 + x2 + 11x+ 9,
f3 = x10 − x9 + x8 + x7 − 2x6 + 2x5 + x4 + 4x2 − x− 5.
These polynomials are coprime, andwe aim to find a perturbation (u0, u1, u2, u3) of (f0, f1, f2, f3) such
that deg(gcd(f0 + u0, f1 + u1, f2 + u2, f3 + u3)) = 6.
We first perform the preprocessing to get a sequence with consecutive degrees. It amounts to
replace f0 by f0 := f0 − x2f1, that is
f0 = −3x13 − 2x10 − 8x9 − 6x8 − 9x7 − x6 − 4x5 − 22x4 − 19x3 + x2 − 2x− 2.
The unimodular transition matrix V is the identity plus a matrix having only one nonzero entry,
namely−x2 on the first line.
Therefore, the condition G1 will be satisfied if the degrees of u0, u1, u2, u3 are bounded by 7, but
the degree of u1 should be bounded by 5. Here, the simplicity of V allows us to make a distinction
between the degrees of the different ui. Then we solve the problem replacing the input sequence of
polynomials by (f0, f1, f2, f3) and we aim to find a perturbation (v0, v1, v2, v3) such that deg(gcd(f0+
v0, f1 + v1, f2 + v2, f3 + v3)) = 6, with v0 = −x2u1 + u0, v1 = u1, v2 = u2, v3 = u3. Then the new
data are s = 3, n = 13, d = 6, and e < 4.
Following Theorem 6 to achieve uniqueness, we impose that the degrees of all vi are bounded by
3. However due to the special form of V this imposes further that deg(v1) ≤ 3− 2 = 1.
Presenting only the dehomogenized expressions, we successively compute the polynomials fj for
j = 4, . . . , 10. We get
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f4 = −x9 + 23x8 − x7 + x6 − 2x4 + 47x3 + 66x2 − x+ 3,
f5 = 67x8 + 3x7 + 8x6 − 2x4 + 147x3 + 206x2 + 23x+ 23,
f6 = 1067x7 + 38467 x6 − 2967x4 + 8867x3 + 10667 x2 + 70267 x+ 103767 ,
f7 = 79885 x6 − 5235 x4 + 18265 x3 + 17575 x2 + 140045 x+ 215545 ,
f8 = − 267x5 + 15719535196x4 − 11709267598x3 − 3543535196x2 + 1434133799x− 2841133799 ,
f9 = − 222290791159760 x4 − 1267244715976 x3 + 158546991159760 x2 + 53059989985 x+ 6598837988 ,
f10 = 3886987513251185362x3 − 1226832513251185362x2 − 993572513251185362x+ 1216662513251185362 .
Fig. 1 shows the stairs of this example.
We look for perturbations such that the perturbed f8, f9, f10 vanish. So we express them as combi-
nations of f0, f1, f2, f3 and we get a matrix with 3 rows and 4 columns. Its 3× 3-minors D0,D1,D2,D3
are polynomials of degrees 7, 6, 5, 4 respectively.
Then (up to a sign) the polynomialsHi = fi quoDi, i = 0 . . . 3, are equal toH = − 79885 x6− 159765 x−
23964
5 , the GCD candidate.
The remainders rem(f0,D0) = 4x3 + x2 + 1, rem(f1,D1) = −x, rem(f2,D2) = 2x3 − x and
rem(f3,D3) = x3 − x2 + 1 provide the perturbation. Theorem 6 asserts that the only solution is
U = {(−4x3 − x2 − 1, x,−2x3 + x,−x3 + x2 − 1},which has degree (3, 1, 3, 3).
Remark 3. In this example if we relax the degree bound on the perturbation to (3, 3, 3, 3) we loose
uniqueness. We also observe this behavior on the following example. To be more illustrative we
present the homogenized version.
Example 3.
f0 = (x2 − 2x+ 3)(x4 + x3 + x2 + 2x+ 3)− 7 = x6 − x5 + 2x4 + 4x3 + 4x2 + 2
f1 = (x2 − 2x+ 3)(x3 + 2x2 + x− 1)+ 4 = x5 + 3x2 + 5x+ 1
f2 = (x2 − 2x+ 3)(x2 + 2x+ 2) = x4 + x2 + 2x+ 6.
These polynomials are coprime.Heren = 6, d = 2, then Theorem6applies and guaranties uniqueness
if e < 0. With this requirement, the result of Algorithm 5 isU = ∅.
However, as we constructed our example by a perturbation, we do know that with e = 0 there is a
solution and we want to see if our algorithm detects it although the required condition on the degree
is not satisfied. It will not!
Let us see what happens if we just run the process. We look for a perturbation (u0, u1, u2) of
(f0, f1, f2) such that deg(gcd(f0 + u0, f1 + u1, f2 + u2)) = 2.
The corresponding homogenized polynomials to degree 6 are
F0 = x6 − yx5 + 2y2x4 + 4y3x3 + 4y4x2 + 2y6
F1 = yx5 + 3y4x2 + 5y5x+ y6
F2 = y2x4 + y4x2 + 2y5x+ 6y6.
Applying the GEEA, we obtain
F3 = y4x3 − 9y7 = yF0 + (y− x)F1 − 2yF2
F4 = y5x2 − y6x− 8y7 = yF1 − xF2 + F3
F5 = 12y7x+ 14y8 = y2F2 − xF3 − yF4
F6 = −232 y
8 = yF3 − (y+ x)F4 − 34F5.
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Fig. 2. Shape of Example 3.
Fig. 2 is a picture of the stairs for this example.
We deduce that
F5 = −(y2 + yx)F0 + (−2y2 + x2)F1 + (3y2 + 3yx)F2
F6 =

3
4
y2 − 1
4
yx

F0 +

1
2
y2 − 2yx+ 1
4
x2

F1 +

−9
4
y2 + 3
4
yx+ x2

F2.
To obtain an approximate GCD of degree 2, we impose that the perturbations F5 and F6 of F5 and
F6 vanish.
We deduce that
D0 = x4 + x2y2 + 3y3x+ 3y4, D1 = −yx3 − y2x2, D2 = y2x2 + y3x+ y4,
and
H0 = x2 − yx+ y2, H1 = −x2 + yx− y2, H2 = x2 − yx+ y2.
Since these last polynomials are associated, we set H = x2 − yx+ y2. We obtain
U0 = −(F0 remD0) = −y3(2x3 + 3yx2 − y3)
U1 = −(F1 remD1) = −y4(2x2 + 5yx+ y2)
U2 = −(F2 remD2) = −y5(2x+ 5y)
and we can verify thatF0 = F0 + U0 = H(x4 + x2y2 + 3y3x+ 3y4)F1 = F1 + U1 = H(yx3 + y2x2)F2 = F2 + U2 = H(y2x2 + y3x+ y4),
that is H = gcd(F0,F1,F2).
We conclude that the perturbation
(u0, u1, u2) = (−2x3 − 3x2 + 1,−2x2 − 5x− 1,−2x− 5)
of (f0, f1, f2) gives the approximate GCD: x2 − x+ 1, which is of degree 2.
However with v0 = 7, v1 = −4, v2 = 0, we also get the approximate GCD of degree 2,
gcd(f0 + v0, f1 + v1, f2 + v2) = x2 − 2x+ 3 which is not detected by our algorithm.
Observe that the considered perturbation changes the leading term of F4 while the imposed
restrictions in our algorithm forbid this change.
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7. Conclusion
In this paper, we presented an algorithm to find small perturbations for several polynomials with
a <<normal degree sequence>> to obtain large degree GCDs. The approach seems promising. Here are
several questions and directions of research raised by our investigations.
• What is the integer analog of our process, can it be used to organize an attack on some instances
of the encryption schemes cited in the introduction?
• Generalize (D’Andrea, 2004) and describe the stratification (i.e the incidence relations between
the strata) of the classifying space of s+ 1 polynomials defined by the sequences of degrees of the
minimal syzygies.
• Describe what happens when these sequences are not generic.
• See if the degree restrictions can be weakened.
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