Abstract-In this paper, quality-of-service (QoS) guarantees for multiclass code division multiple access networks are provided by means of cross-layer optimization across the physical and network layers. At the physical layer, the QoS requirements are specified in terms of a target signal-to-interference ratio (SIR) requirement, and optimal target powers are dynamically adjusted according to the current number of users in the system. At the network layer, the QoS requirements are the blocking probabilities and the call connection delays. The network layer guarantees that both physical layer and network layer QoS are met by employing admission control. An optimal admission control policy is proposed based on a semi-Markov decision process formulation. The tradeoff between blocking and delay is discussed for various buffer configurations. The advantage of advanced signal processing receivers is established using a comparative capacity analysis and simulation with the classical scenario in which the system uses matched filter receivers.
I. INTRODUCTION
O VER the past decade, both wireless communications and wireline multimedia have experienced tremendous commercial success and growth. This increase in popularity for both services has opened new challenges for the next generation of wireless networks, which are expected to provide ubiquitous multimedia coverage with quality-of-service (QoS) guarantees. A promising technology for such networks is code division multiple access (CDMA) due to its soft capacity characterization, which allows a graceful degradation of the system performance as well as statistical multiplexing of streams with varied bit error rates and delay requirements. In CDMA systems, QoS delivery relies on interference management techniques such as power control, multiuser detection, and access/admission control. While there is a substantial amount of literature concerned with each of these topics (e.g., [1] , [2] , [5] , [9] - [11] , [15] , [16] , [18] , and the references therein), very few papers [6] , [12] address the problem of interconnecting physical layer design (e.g., multiuser detection) with network layer optimization. In [6] and [12] , admission/access control algorithms for CDMA networks employing multiuser receivers are proposed. The approaches in [6] and [12] are fundamentally different. While [6] focuses on potential gains that can be achieved through access control by taking advantage of real-time traffic burst activity detection, in [12] , the emphasis is on optimal call admission design for maximizing the network capacity (minimizing the blocking probability). The optimal call admission problem is formulated as a semi-Markov decision process (SDMP) with constraints on blocking probabilities and signal-to-interference ratio (SIR). It is shown that the optimal admission policy can be determined via a linear programming-based algorithm, and the network capacity can be further increased if users requesting connections are queued when resources are not available. However, the approach in [12] optimizes only the network layer performance, whereas the powers at the physical layer are not optimally chosen. Furthermore, only blocking probability constraints are considered in [12] since the proposed framework does not allow the control of call connection delays generated by buffering. In this paper, QoS guarantees for multiclass CDMA networks are provided by means of cross-layer optimization across the physical and network layers. At the physical layer, the QoS requirements are specified in terms of a target SIR requirement, and optimal target powers are dynamically adjusted according to the current number of users in the system. A closed-form capacity expression is derived for large CDMA systems using linear minimum mean square error (LMMSE) receivers in multipath fading channels and under imperfect channel estimation conditions. Our physical capacity analysis shows that the maximum SIR that can be achieved for a particular class of users is limited by the estimation accuracy of their channel link gain.
At the network layer, we consider both blocking probabilities as well as call connection delay constraints. The network layer guarantees that both physical layer and network layer QoS are met by employing admission control. An optimal admission control policy is proposed based on an SDMP formulation.
The proposed framework for admission control has several advantages over the approach in [12] . Most importantly, it is a genuine cross-layer design that adapts to interference level changes at both the physical layer (power control) and at the network layer (admission control) while exchanging information between layers in both directions. Figs. 1 and 2 illustrate the conceptual design difference between the approach we propose in this paper and the one proposed in [12] . Moreover, our proposed framework can be extended to support multiple rate users and average connection delay requirements. The admission policy is based on the SMDP formulation and considers the interplay between blocking probabilities and delay requirements in a multiclass system. We show in this paper that if delay is not of concern, blocking probability constraints can be satisfied for all classes of users, using a simple threshold policy and appropriately selecting the buffer lengths. This suggests that the threshold policy may be a better option than the SMDP approach in [12] . The real advantage of an SMDP-based solution is that it provides more flexibility in achieving blocking probability/delay tradeoffs.
While implementing an optimal policy yields some performance gains over other classical admission control approaches, it can be seen that the most significant network capacity gain is a result of advanced signal processing at the physical layer. It is shown experimentally that using MMSE receivers roughly doubles the network capacity for given network QoS requirements. This is especially why it is so important to optimize the physical layer capacity by selecting appropriate target powers, according to the current level of interference, which is in turn controlled by the admission control.
The paper is organized as follows. In Section II, we introduce the system model, whereas Section III presents the asymptotic capacity derivation, and Section IV discusses the design for the optimal admission control. Section V illustrates the admission control performance using numerical examples and compares the results with classical approaches in call admission control. Finally, some concluding remarks are presented in Section VI.
II. SYSTEM MODEL AND ASSUMPTIONS
We consider a single-cell, power-controlled synchronous CDMA system, which supports classes of users, characterized by different target SIRs , different blocking probability requirements , and different connection delay constraints , . All signature sequences are independent, randomly chosen, and normalized, having a fixed spreading gain . Multiple rates can be achieved using multicodes [17] , and the admission control design can easily be extended to account for multiple rate systems. Requests for connections occur with rates , and are Poisson distributed. The call durations are exponentially distributed, and the mean duration is , . It is assumed that due to fast fading, the channel cannot be perfectly known, and it is characterized by its estimated average link gain , and its estimation variance , both of which we assume to be the same for all users from an arbitrary class . The implicit assumption for the channel model is that it is conditioned on the slower fading (free space path loss and shadow fading), which does not affect the received power over the time scale of interest. The effects of slow fading are absorbed into the attenuated transmitted power, which is defined as (1) where is the path loss due to free space loss and shadow fading, is the transmitted power, and is the total number of users in the system.
For a multipath fading channel with resolvable paths, we denote by the equivalent estimated average power gain, which is defined as (2) where represents the average link gain for the th path for a user in class .
The number of users in each class is limited by the admission control according to the current system state and the admission policy. Users that cannot be immediately admitted into the system are queued using buffers of finite lengths , .
III. PHYSICAL LAYER CONSTRAINTS: ASYMPTOTIC CAPACITY
In this section, we derive the asymptotic system capacity for a multiclass CDMA system using LMMSE receivers under imperfect channel gain estimation. The analysis is based on large random matrix results for CDMA systems in fading environments presented in [8] . We start with the general expression for the SIR presented in [8] for a large system with random spreading. Considering a multipath fading environment with resolvable paths, the SIR achieved by an arbitrary user (say the th one) can be expressed as SIR (3) where is the unique fixed point in that satisfies (4) with , and . As , approaches a constant for all users. If we impose the condition that the achieved SIR should be for all class users, (i.e., the minimum power solution is achieved with equality), and using the assumption that all users in the same class have the same channel characteristics, it follows from (3) that all users in the same class must have equal attenuated transmitted powers: (5) where . Since the powers must be positive and , an immediate result is that , and the maximum achievable SIR is (6) Denoting for the class of users and imposing the constraint that the SIR condition should hold with equality (SIR ), from (3), we can express as
Thus, for multiple classes of users, the following equality holds: (8) Expressing the SIR condition for an arbitrary user in class 1, we have (9) Using the notation , i.e., is the number of users per dimension, the equality in (9) becomes (10) Using (8), we have (11) Hence, the transmitted power for user 1 can be determined as (12) where (13) Since the transmitted power needs to be positive, and considering (6) and (13) , the system capacity is restricted by the power control feasibility condition (14) The flat fading channel case can be obtained by setting . The above derivation can be summarized in the following theorem.
Theorem 1: In an asymptotically large CDMA system ( , and is constant) operating with linear MMSE receivers in a multipath fading environment with imperfect channel estimation, a minimum received power solution exists such that all users achieve their target SIRs if and only if and The minimum transmit power solution for a user in class is given by
The above results can be straightforwardly extended to account for multiple rates implemented using multiple codes. Each high rate user in class is assigned signature sequences and transmits at times the basic rate (obtained using the lowest spreading gain ). A high rate user is equivalent to virtual low rate users. Hence, the power control feasibility condition can be easily adapted from (14) to be (15) where , and is the number of the class users physically present in the system. Theorem 1 illustrates the interdependence between the physical and the network layer performance. Referring to Fig. 2 , we can see that the capacity conditions are passed to the network layer, and we will see shortly that they will determine the set of feasible system states used to select the optimal admission policy. On the other hand, the optimal power allocation (13) depends on the number of the users (in different classes) currently admitted in the network. This information should be passed along from the network layer to the physical layer such that appropriate target powers can be selected to optimize the physical layer performance.
IV. NETWORK QOS: OPTIMAL ADMISSION CONTROL
While the previous section characterizes the system capacity from the physical layer perspective, the admission policy must also take into account network QoS requirements such as blocking probability and average connection delay. We consider the interplay between physical and network layer constraints using an equivalent queueing system, as illustrated in Fig. 3 . The average connection delays and the blocking probabilities can be derived using a queueing analysis. The service rate for each queue is varied by the admission control such that the power control feasibility holds, and hence, all users can meet their target SIRs. The equivalent queueing problem consists of queues [ represents the length of buffer for queue ], , for which the service rate depends on the current number of connections [such that satisfies (14)], as well as on the current number of calls waiting for connection (according to delay and blocking constraints). We can formulate the admission control problem as an SMDP under the assumption that the following Markovian properties hold [13] .
• Given the current decision time, when action is chosen in state , the time until the next decision epoch and the state at the next decision epoch depend only on the present state and on the current chosen action and are independent of the past history of the system.
• The costs incurred until the next decision epoch also depend only on the current state and chosen action .
The optimality criterion for an SMDP is the long-run average cost per unit time.
SMDPs can essentially be solved by considering an equivalent discrete time average cost Markov decision process using a process called uniformization [4] . As a consequence, algorithms such as policy iteration, value iteration, and linear programming (LP) can be used to provide solutions for the SMDP problem. We are particularly interested in the LP approach, which allows us to introduce easily optimization constraints such as maximum allowed connection delays and/or blocking probabilities.
An SMDP is completely characterized [13] by the following. • the probability that at the next decision epoch the system will be in state , if action is selected at the current state .
• (sojourn time) the expected time until the next decision epoch after action is chosen in the present state .
where represents the state space, and represents the admissible action space.
• the expected costs incurred until the next decision epoch after action is chosen in the current state . In order to model the admission problem as an SMDP, we proceed to define the main constituents that characterize it: the state space, the decision epochs, the action space, the state dynamics, and the performance criteria (cost and probabilistic constraints).
The State Space
The state of each queue is characterized by the number of users in the queue at time , , and the number of servers at time (which is equivalent to the number of connections admitted for class ). Thus, we define the state of the system at decision epoch as (16) Since the arrivals and departures of users are random, represents a finite state stochastic process. The state space is comprised of any state vector , such that SIR constraints can be met: (17) where we use the notation . For a multirate, multicode system, the state space is alternatively defined as (18) where has the same expression as before.
Decision Epochs
Every time a new user arrives and requests a new connection, and any time a departure occurs, the state of the system changes. Since these changes in the system state should affect the admission process, we choose the decision epochs to be the set of all arrival and departure instances.
Action Space At each decision epoch, an action is chosen that determines how the admission control will perform at the next decision moment. The action vector is state dependent, and its components depend on the type of event: arrival or departure. In general, action at decision epoch is defined as (19) where denotes the action for queue if an arrival occurs, and denotes the action for queue if a departure occurs, which are defined as follows: maintain the number of servers for queue increase (by 1) the number of servers for queue decrease (by 1) the number of servers for queue maintain the number of servers for queue
The action space can be defined as the set of all possible actions:
The action space must be restricted for a given state such that the selected action will not result in a transition into a state that it is not allowed (not in ). In addition, we restrict the admissible action space such that , ,
. More specifically, we impose the condition that if the system is in state . If this is not true, for this particular configuration, which would result in the system being forever in state . Thus, the admissible action space can be defined as if and if (21)
State Dynamics
The state dynamics of an SMDP can be characterized by the transition probabilities of its embedded chain and the expected sojourn time for each state-action pair [4] .
We define the following notation:
• • represents the state vector for class users, such that the state vector for the system can be expressed as .
• represents a vector of dimension containing only zeros except for the position , which contains a 1; is equivalent to and maps an increase in the queue of class users by 1.
• represents a vector of dimension , containing only zeros except for the position , which contains a 1;
is equivalent to and maps an increase in the number of servers for class users (number of admitted users) by 1. Derivations of and rely on the statistical properties of the arrival and departure processes, which are Poisson distributed and mutually independent. It follows that the cumulative process is also Poisson, and thus, the cumulative event rate is the sum of the rates for all constituent processes. It should be mentioned that arrivals that are blocked do not constitute an event such that the cumulative process includes only the unblocked arrivals, which are also Poisson distributed with rate . Hence, the interevent time (the expected sojourn time) can be defined as the inverse of the event rate (22) Equation (22) can be interpreted as follows: The embedded chain always changes state when an arrival occurs unless the arrival is blocked (the queue is full, and no new servers are allocated for that particular queue); in addition, it always changes state when a departure occurs.
To derive the transition probabilities, we use the decomposition property of a Poisson process: An event of certain type occurs (e.g., arrival class , departure class ) with a probability equal to the ratio between the rate of that particular type of event and the total cumulative event rate
. Hence, the transition probabilities for the embedded Markov chain are determined to be , an action is selected according to a specified policy . A stationary policy is a function that maps the state space into the admissible action space, where the class of admissible policies can be defined as (24)
According to [4] , an average cost criterion for a given policy and an initial state can be associated with the SMDP:
An optimal policy that minimizes an average cost criterion for any initial state exists under the weak unichain assumption. The weak unichain assumption requires that the average cost optimal policy has no disjoint closed sets, but the class of transient states can vary from policy to policy, and nonoptimal policies may have multiple disjoint sets [13] .
In (25), can be interpreted as the expected cost until the next decision epoch and will be selected to meet the network layer performance criteria, as will be discussed in the next section. An optimal policy for the above defined SMDP process can be determined using a linear programming approach. The optimal policy can be obtained using the decision variables , which are obtained by solving the linear program associated with the SMDP [13] : subject to the constraints and (
A heuristic explanation [13] for (26) is to interpret as the steady-state probability of being in state and choosing action (for an aperiodic Markov chain). Hence, the objective function is to minimize the long run average of the cost function per unit time. The first constraint in (26) can be interpreted as a balance equation, and the second constraint requires that the sum of the steady-state probabilities should be equal to 1. The coefficient represents the weighting of the cost function for a particular class .
The optimal policy for the admission control can be constructed as follows [13] .
• , choose any such that ; then set the optimal policy for state to be • If , arbitrarily choose , and then, set the optimal policy for state to be . As we will see shortly, for our purpose of meeting QoS requirements in terms of blocking probabilities and average delay constraints, it is very important to be able to solve a constrained optimization. The linear programming approach allows us to introduce very easily probabilistic constraints related to some expected cost functions [13] :
where is a fixed value constraint.
When probabilistic constraints are imposed, the optimal policy becomes a randomized policy: In each state, an action is chosen randomly according to a probability . The randomized policy can be specified as a matrix , with each entry given as . The th entry for matrix represents the probability that action is selected when the system is in state . The matrix is determined offline, and the admission control randomly chooses actions at each decisions epoch, according to the corresponding probabilities from matrix .
Cost Functions and Network QoS
The network layer performance measures are the blocking probabilities, , (which reflect the system capacity) and the average connection delays , . More specifically, we determine the admission control policy such that network QoS requirements for all admitted users can be met. The network QoS requirements are given as (28)
We now discuss how to select the cost functions and , such that the optimal policy can be obtained using the linear programming approach previously outlined.
Blocking Probabilility
In [12] , the authors proved that the blocking probability can be expressed as an average cost criterion for a similar system setting. Therefore, in this paper, we just give an interpretation of the cost expression for the blocking probability for our particular framework. The expression obtained for the blocking probability is similar to that in [12] , and the proof in [12] applies directly.
A call from class is blocked if the queue is full and the action selected is zero. We can thus define the blocking probability for class as the fraction of time the system is in some subset of states , and the chosen action is in some subset of the admissible action space [13] (29)
Expression (29) represents the cumulative average blocking probability. We can then obtain an expression for the expected blocking probability until the next decision epoch, when action is chosen in current state :
To minimize a weighted sum of blocking probabilities for all users in the system, (30) gives the expected cost in (26). Further-more, blocking probability constraints can be met by selecting and in (27).
Average Delay
As opposed to the blocking probability, the average connection delay cannot be expressed as an average cost criterion. However, we will show that a combination of cost functions can be used to ensure that the QoS requirements in (28) are met for all users if the requirements are feasible.
The average connection delay can be expressed using a queueing analysis for the equivalent system in Fig. 3 . The delay expression for a particular class is given by Little's theorem as a function of the average number of calls in the th queue , the arrival rate , and the blocking probability for class , :
The delay restrictions imposed in (28) for a class of users can be rewritten as (32) Since is also required, (32) is guaranteed to be met if
Therefore, the network QoS requirements can be reformulated to be (34)
The average number of calls in the queue can be expressed as an average cost function by selecting the expected cost until the next decision epoch to be (35) Hence, to determine an admission policy which satisfies the restrictions in (34), constraints on both the blocking probability and on the average number of queued call requests must be imposed. The last ones can be obtained by selecting and in (27). As a consequence, we can formulate the following proposition.
Proposition 1: An optimal admission control policy can be determined as a solution of a constrained linear programming optimization, such that the network QoS requirements in (28) can be guaranteed for all users if the system is feasible. The linear program can be formulated as follows: subject to the constraints (36) The optimal solution obtained by solving (36) minimizes both the blocking probabilities (a weighted sum for all classes) as well as the average delays, subject to the network QoS constraints in (28).
Proof: The first three equations in (36) represent the standard linear programming solution for an SMDP formulation to obtain an optimal admission control policy that minimizes a certain average cost function. This cost function is selected according to our previous discussion such that the weighted sum of blocking probabilities for all classes of users is minimized.
Moreover, we already showed that the last two constraints in (36) reflect the network QoS requirements in (28), which are expressed in the equivalent form (34).
We now show that minimizing the blocking probabilities minimizes the average delay over all policies that satisfy the network QoS constraints. Without loss of generality, we consider an arbitrary class for which the network QoS constraints are satisfied, and we denote , such that (37)
The optimal admission policy , determined as a solution to (36), yields a minimum blocking probability for class over the set of all possible policies that satisfy the QoS constraints :
(38) Hence, , , and given (37), we have that
Proposition 1 gives the optimal admission policy that minimizes blocking probabilities and average delays under certain network QoS requirement constraints. However, the admission policy exists if the system is feasible, that is, if for the given arrival rate for each class, the network QoS requirements can be met for the given buffers' dimension. As we will see also in the numerical results section, not all buffers' configurations result in a feasible solution. The buffers' dimension is thus a parameter of the optimization being closely related to the blocking probability. In case of infeasibility, the linear programming can be reformulated for different buffers' configurations. We will present a numerical example in the next section.
There are also cases in which the arrival rate is simply too high, and no buffers' configuration can be found to accommodate the network QoS requirements. Theoretically, we can define a maximum arrival rate per class that can be supported by the network such that QoS requirements are met. This represents the network capacity. However, due to the dynamic programming approach that we used for designing admission control, it is hard to determine analytically what the network capacity is. The solution is to try to solve the LP optimization with increasingly lower arrival rates until the system becomes feasible. Let us denote by the network capacity determined using this trial and error procedure for an arbitrary class . Since , the final blocking probability requirements have to be relaxed, and the resulting blocking probability for class will be (40) where . In other words, the admission control policy will be selected as a solution to an LP formulation with a lower arrival rate such that it will meet the specified QoS requirements for this arrival rate. The above discussion on the design of such optimal policy directly applies, with the only difference being that further action is needed to reduce the arrival rate, and the final admission control will be implemented in two steps. To reduce the arrival rate from initial rate to , a higher level admission control will be implemented as follows.
Before requesting a new call connection, each user in class will run a Bernoulli trial experiment with a probability of success . In case of success, the request for connection is made; otherwise, the call is automatically rejected. This ensures that the rate of call connection requests is reduced to , and the Poisson distribution of the call connection requests is preserved.
After the call connection request has been made, the call is admitted or rejected according to the previously discussed optimal admission policy, based on the SMDP formulation.
V. NUMERICAL EXAMPLES AND COMPARISONS
The performance of the proposed call admission control is illustrated for a two-class system having equal high transmission rates corresponding to an equivalent spreading gain . If is the actual spreading gain ( ), we expect that the asymptotic approximation used for deriving the system capacity will be loose. In [8] , it was shown experimentally that the asymptotic approximation is fairly accurate for systems employing a spreading gain on the order of . As the spreading gain decreases, it was shown that while the achieved average SIR remains close to the theoretical values, the variance increases, thus increasing the uncertainty of obtaining a specified target SIR.
Alternatively, the equivalent spreading gain can be obtained using multiple code transmission, and a higher spreading gain . Using a higher spreading gain will ensure the accuracy of the asymptotic approximation, and it is therefore more suitable for higher rate users.
The implementation of the admission control is transparent to the multicode implementation. The only difference resides in defining the state space according to (17) or (18) , which are, in fact, equivalent for . We now discuss experimental results obtained for a multicode system with , where each user transmits using codes. The equivalent spreading gain is . The arrival and departure rates for calls in classes 1 and 2 are selected to be , , , and , respectively. The target SIRs for both classes are . For the simulations, the channel parameters are chosen to be for the estimated average link gain, for the link gain estimation variance, and (flat fading). According to the considered channel model, and given (6), the achieved SIR can be at most . To enhance the system capacity, calls that cannot be accepted in the system immediately are queued using buffers of finite lengths and , respectively. The optimal policy for each experiment is obtained using a linear programming (LP) optimization. For each numerical example, a randomized optimal stationary policy is obtained, which is then used for simulations. The average call connection delays are obtained from simulations, averaged over 10 000 call requests. The blocking probabilities can be obtained both as a result of the LP optimization, as well as from simulations implemented using the obtained optimal policy.
In the presented experiment, we determine an optimal admission control policy such that network QoS constraints are met: blocking probabilities for class 1 and 2, respectively, , and average delays for class 1 and 2, respectively, . As in Section IV, the delay constraints are equivalently expressed as constraints on the average number of users in the queues . We run the LP optimization for different buffer configurations. As discussed in Section IV, some configurations are infeasible: , , , , and . The network performance is summarized in Table I . The first four columns represent the blocking probabilities and average number of queued calls obtained from the LP optimization. The last four columns represent simulation results. We can see that all four buffer configurations result in admission policies for which the imposed QoS requirements are met.
An interesting observation is that, as opposed to the case in which only blocking probability constraints are considered (as in [12] ), buffer dimensioning cannot be implemented independently for each class. For the case in which no delay requirements are specified, lower blocking probabilities for both classes can be obtained if the buffer lengths are increased at the expense of an increased call connection delay. This can be illustrated by a simple example (see Fig. 4 ) in which only the minimization of blocking probability is considered, and no delay constraints are enforced. The cost function for the LP is the sum of the blocking probabilities for both classes (equally weighted).
We can see in Table I that when delay constraints are imposed, increasing the length of the buffer for class 2 (the most delay sensitive class) lowers but increases . This is a consequence of the fact that class 2 users are more delay sensi- tive, and by increasing their buffer length (and correspondingly decreasing their blocking probability), their service has to be sped up as well, so that the delay constraints can be met. The most delay-sensitive class (class 2) is an expensive class since increasing its share of capacity (lower blocking probability obtained using more buffering) affects the performance of all other classes in the system.
A. Multiuser Detection Performance Gain
We compare the capacity of a network using linear multiuser receivers with the classical scenario in which all users have conventional matched filter receivers. To derive the asymptotic capacity for the matched filter system, we rely on the SIR formula presented in [8] :
where is the unique fixed point in that satisfies (42) with . Using a similar derivation as in Section III, the asymptotic system capacity for the matched filter case can be expressed as (43) In addition, the minimum transmit power solution for a user in class is given by
In Fig. 5 , we present asymptotic physical layer capacity comparisons for LMMSE and matched filter systems for two classes of users when . We can notice a very significant gain in capacity when LMMSE receivers are used. This has a great impact on the network capacity as well. We illustrate this by simulating the simplest example when no buffering is allowed (the delay is zero). The spreading gain is chosen to be . All other numerical values are chosen to be the same as in the previous experiments. The cost criterion is set to maximize the weighted sum of probabilities for the two classes (equal weights are considered). After optimization, is obtained for the matched filter case, whereas , and is achieved for the LMMSE case. Thus, the achieved LMMSE network capacity is , compared with for the matched filter case.
B. Comparisons With Classical Approaches in Admission Control
On a final note, we compare the performance of the proposed optimal admission policy with two classical approaches in call admission control: the complete sharing policy (see, for example, [6] ) and the threshold policy (see, for example, [10] ). The complete sharing policy accepts users in the system whenever the SIR condition can be met for all users, including the new call requesting connection. This policy cannot control the blocking probability or average connection delay. The obtained performance is simply characterized by the statistical properties of the traffic. Results for the complete sharing policy are presented in Table II.   TABLE II  NUMERICAL RESULTS FOR THE COMPLETE SHARING POLICY On the other hand, a threshold policy may be designed to somewhat accommodate performance constraints for different classes of users. For this particular example with two classes of users, we partition the resources between the two classes such that blocking probability constraints can be met. To this extent, we first consider the most demanding class: class 2. In order to fairly compare the results, we impose the same blocking probability constraints as the ones considered for the optimal policy:
According to (14) , the total number of users that can be accepted in the system for the considered numerical values is . We wish to find and such that . For fixed and , we have an queue, and the blocking probability can be computed as [3] (44) where , and is the probability of an empty queue and no one in service:
(45) The average connection delay experienced by calls in class 2 can be expressed as (46) where is the probability of queueing, which is defined as
We note that both the blocking probability and the delay depend on and ; therefore, they cannot be optimized independently. If we fix and for a given constraint for the blocking probability, the delay is also automatically fixed to the value computed from (46). However, if delay is not of concern, a specified blocking probability can be obtained for class 2 as well by appropriately selecting the buffer length . This suggests that the threshold policy may be a better option than the SMDP approach in [12] , if only blocking probability constraints are considered, due to its implementation simplicity.
We represent in Fig. 6 as a function of for three different values of the buffer length. It can be seen that the partition gives , depending on the designed buffer length. Therefore, we use this partition to obtain simulation results, which are summarized in Table III . We compare the results with the ones obtained using the optimal policy (see Table I ). It can be seen that the QoS constraints (for blocking probability) and (for average delay) cannot be met. Lower blocking probabilities can be obtained if the buffer lengths are increased for both classes, but this comes at the expense of increased delay. We observe that the threshold policy is clearly suboptimal and lacks flexibility in guaranteeing the desired QoS. On the other hand, if the traffic statistics change frequently and must be estimated, the optimal policy based on linear programming may be too complex to implement, and suboptimal policies may be preferred. As an alternative, measurement-based admission control may also be considered in such cases (see, for example, [2] and [7] ).
VI. CONCLUSIONS
In this paper, we have proposed joint optimization across the physical and the network layer to provide QoS in a multiclass CDMA network. Our proposed approach integrates admission control with power control and multiuser detection such that an optimal admission policy can be obtained, subject to physical layer QoS constraints (SIR targets) as well as network layer QoS constraints (admission delays and blocking probabilities). We have characterized the physical layer QoS by deriving the power control feasibility condition for an asymptotically large system under imperfect channel estimation for a multipath fading environment. We have shown that the maximal SIR that can be achieved for a particular class of users is limited by the estimation accuracy of their channel link gain. Optimal transmission powers for all classes of traffic have been jointly determined. Network layer constraints have been incorporated using an equivalent queueing system. The optimal admission policy has been obtained using linear programming as a solution to a semi-Markov decision process formalism. We have validated the analytical results by simulations, and the tradeoff between delay and blocking probability has been discussed for various buffer configurations. We have also emphasized the performance gains achieved using LMMSE receivers by providing comparisons with a classical scenario in which all users have conventional matched filter receivers. Further, the performance results (delays and blocking probabilities) for the proposed admission policy have been compared against two classical approaches for admission control design: the complete sharing policy and the threshold policy. It has been shown that, as expected, both the complete sharing policy and the threshold policy are suboptimal and lack flexibility in guaranteeing the desired QoS.
