OVERVIEW
The memory hierarchy in shared-memory multi-processor systems places some of the memory locally, while the rest of the memory is remote, e.g., in other processing units or in dedicated storage. For example, in cache-coherent (CC) systems, each processor maintains local copies of shared variables in its cache; the consistency of copies in different caches is ensured by a coherence protocol. At any given time, a variable is local to a process if the coherence protocol guarantees that the corresponding cache contains an up-to-date copy of the variable, and is remote otherwise. In distributed shared-memory (DSM) systems, on the other hand, each shared variable is permanently locally accessible to a single processor and remote to all other processors.
References to remote memory are orders of magnitude slower than accesses to the local memory module; they generate traffic on the processor-to-memory interconnect, which can be a bottleneck and cause further slow-down. The remote memory references complexity measure, abbreviated RMR cost, charges an algorithm with one unit for each access of remote memory, namely, reading from or writing to memory locations that do not reside locally at the process; writing, reading or even spinning on a memory location that is locally available is considered free. The RMR cost is considered to accurately predict the actual performance of a concurrent algorithm deployed in a multi-processing system.
The familiar way to measure time complexity, by counting the total number of shared memory accesses, regardless of whether they are local or remote, is inadequate for blocking problems such as mutual exclusion; instead, recent mutual exclusion work mostly uses the RMR cost to evaluate algorithms. We investigate the remote memory references (RMRs) complexity of deterministic processes that communicate by reading and writing shared memory in asynchronous cache-coherent and distributed shared-memory multiprocessors. We prove that every order encoding algorithm, shared by n processes, has an execution that incurs Ω(n log n) RMRs.
Informally, an algorithm is order encoding if, for each of its executions E, the order in which the operations that were performed in E "took effect" can be determined based on the state of the shared memory after E terminates. To prove that every n-process order encoding algorithm has an execution that incurs Ω(n log n) RMRs, we construct a set E of n! stylized executions of the order encoding algorithm. The set E has the properties that (a) different executions of E result in different shared-memory states, and (b) each execution E ∈ E can be represented by a bit-string whose length is bounded from above (up to a constant factor) by the total number of RMRs performed in E. Since |E| = n!, a simple information theoretic argument shows that the RMR cost of at least one of the executions of E is Ω(n log n).
We present a "wrapper" to obtain an order encoding algorithm from any mutual exclusion algorithm; this yields a lower bound of Ω(n log n) RMRs on any implementation of mutual exclusion from reads and writes. Our lower bound confirms a longstanding conjecture of Anderson and Kim [1] , showing that the mutual exclusion algorithm of Anderson and Yang [4] is optimal.
The technique proves the same lower bound for bounded counters and store/collect objects; for more details, see [2] .
Fan and Lynch [3] proved an Ω(n log n) lower bound on the state change cost of mutual exclusion. This does not imply a corresponding RMR lower bound for either the CC or the DSM model. Nevertheless, their technique introduced several novel ideas, which our technique borrows and extends.
