We prove that the standard second-kind integral equation formulation of the exterior Dirichlet problem for the Helmholtz equation is coercive (i.e. sign-definite) for all smooth convex domains when the wavenumber k is sufficient large. (This integral equation involves the so-called "combined potential" or "combined field" operator.) This coercivity result yields k-explicit error estimates when the integral equation is solved using the Galerkin method, regardless of the particular approximation space used (and thus these error estimates apply to several hybrid numerical-asymptotic methods developed recently). Coercivity also gives kexplicit bounds on the number of GMRES iterations needed to achieve a prescribed accuracy when the integral equation is solved using the Galerkin method with standard piecewisepolynomial subspaces. The coercivity result is obtained by using identities for the Helmholtz equation originally introduced by Morawetz in her work on the local energy decay of solutions to the wave equation.
Introduction
The Helmholtz equation, ∆u + k 2 u = 0, with wavenumber k > 0, posed in the domain exterior to a bounded obstacle is arguably the simplest possible model of wave scattering, and thus has been the subject of vast amounts of research.
On the one hand, much effort has gone into constructing the asymptotics as k → ∞ of solutions of the Helmholtz equation in exterior domains using Geometrical Optics and Keller's Geometrical Theory of Diffraction, and then proving error bounds that justify these asymptotics (often via proving bounds on the inverse of the Helmholtz operator).
On the other hand, much research effort has gone into solving the Helmholtz equation numerically. For example, one popular method is the finite element method, which is based on the weak form of the PDE. Alternatively, if the wavenumber k is constant, then an explicit expression for the fundamental solution of the Helmholtz equation is available, and this allows the problem of finding u in the exterior domain to be reduced to solving an integral equation on the boundary of the obstacle (the so-called boundary integral method). The resulting integral equation can then be solved numerically in a variety of ways (e.g. using Galerkin, collocation, or Nyström methods).
Over the last two decades, there has been a lot of interest in (a) determining how the conventional numerical methods for solving the Helmholtz equation behave as k increases, and (b) designing new methods that perform better as k increases than the conventional ones.
Regarding (a): the standard numerical analysis approach to numerical methods for the Helmholtz equation is to prove results about the convergence and conditioning of the methods as the number of degrees of freedom, N , increases with k fixed. In particular, the constants in the classical error estimates as N → ∞ are not explicit in k. More recent work has sought to determine the dependence of these constants on k, and, more generally, determine how these methods perform as k increases with N either fixed or a prescribed function of k (see, e.g., the recent review articles [22] , [10, §5, §6] ).
Regarding (b): the engineering rule of thumb is that conventional numerical methods for the Helmholtz equation need a fixed number of degrees of freedom per wavelength to maintain accuracy as k increases (see, e.g., [38] ); therefore, if the problem is d-dimensional, N must grow like k d as k → ∞ for volume discretisations and like k d−1 as k → ∞ for discretisations on the boundary of the domain. (The investigations addressing (a) discussed above actually show that in some cases N must increase faster than k d to maintain accuracy due to the so-called pollution effect; see, e.g., [1] , [22] .) This growth of N with k puts many high-frequency problems out of the range of standard numerical methods, and thus there has been much recent interest in designing methods that reduce this growth (see, e.g, [10, §1] and the references therein).
The classical results about the asymptotics of solutions to the Helmholtz equation and the associated bounds on the inverse of the Helmholtz operator have played an essential role in many of the attempts at tackling one or other of the tasks (a) and (b) above. Indeed, very roughly speaking, the knowledge of the large k asymptotics of the Helmholtz equation can be used for task (b) (leading to so-called hybrid numerical-asymptotic methods), and knowledge of the bounds on the inverse of the Helmholtz operator can be used for task (a) (for more details see [10, §3] and [10, §5, §6] respectively).
This paper considers a standard integral operator associated with the Helmholtz equation posed in the exterior of a bounded obstacle with Dirichlet boundary conditions (physically this corresponds to sound-soft acoustic scattering), and seeks to address a question that is relevant to both tasks (a) and (b) above. This oscillatory integral operator is often called the "combined potential operator" or "combined field operator", and we denote it by A k,η , where k is the wavenumber and η is a parameter that is usually chosen to be proportional to k (we define A k,η and derive the associated integral equation in §1.1 below). We seek to prove that A k,η is coercive as an operator on L 2 (Γ), where Γ is the boundary of the obstacle, i.e. that there exists an α k,η > 0 such that
for all φ ∈ L 2 (Γ), (1.1) at least for k sufficiently large. The k-and η-subscripts on the coercivity constant, α k,η , indicate that, if this constant exists, it might depend on k and η; we see below that in some cases it can be independent of both. (Note that if A k,η is coercive then the Lax-Milgram theorem implies that A k,η is invertible with (A k,η ) −1 ≤ 1/α k,η , but the converse is not true; i.e. A k,η can be invertible but not coercive.) Establishing coercivity has two important consequences:
(i) It allows one to prove k-explicit error estimates when the integral equation involving A k,η is solved numerically using the Galerkin method both for conventional methods (which use approximation spaces consisting of piecewise polynomials) and for hybrid numerical-asymptotic methods (where the approximation space is designed using knowledge of the large k asymptotics). Note that establishing coercivity is currently the only known way to prove these error estimates for the hybrid methods.
(ii) It proves that the numerical range (also known as the field of values) of the operator is bounded away from zero. This fact, along with a k-explicit bound on A k,η , then gives a kexplicit bound on the number of GMRES iterations needed to achieve a prescribed accuracy when the integral equation is solved using the Galerkin method with piecewise-polynomial approximation spaces (and where GMRES is the generalised minimal residual method ). Note that no such bounds are currently available in the literature.
(Both of these consequences of coercivity are discussed in more detail in §1.3 below.)
Although it is well-known that A k,η is invertible for every k > 0, it is not a priori clear that A k,η will be coercive. Indeed, the usual numerical analysis of Helmholtz problems (posed either in the domain or on the boundary) seeks to prove that the relevant operator is coercive up to a compact perturbation (i.e. satisfies a Gårding inequality). However, in [19] A k,η was proved to be coercive, with α k,η independent of k, when Γ is the circle (in 2-d) or the sphere (in 3-d), η = k, and k is sufficiently large. Furthermore, numerical experiments conducted in [5] suggest that A k,η is coercive for a wide variety of 2-d domains, with α k,η independent of k, when η = k and k is sufficiently large (in particular, domains that are nontrapping).
When considering the question of whether or not A k,η is coercive, it is instructive to also consider two other questions about A k,η , namely, how do A k,η and (A k,η ) −1 depend on k (where · denotes the operator norm on L 2 (Γ))? Bounds on A k,η that are sharp in their k-dependence for a wide variety of domains can be obtained just by using general techniques for bounding the norms of oscillatory integral operators; see [9] , [10, §5.5] , [56, §1.2] . In contrast, to obtain k-explicit bounds on (A k,η ) −1 it is necessary to use the fact that A k,η arises from solving boundary value problems (BVPs) for the Helmholtz equation, and convert the problem of finding a bound on (A k,η ) −1 into bounding the exterior Dirichlet-to-Neumann map and the interior impedance-to-Dirichlet map for the Helmholtz equation. (Although it might seem strange that (A k,η ) −1 depends on the solution operator to the interior impedance problem, it turns out that this interior problem can also be formulated as an integral equation involving A k,η , thus this dependence is natural.) Appropriate bounds on these interior and exterior Helmholtz problems can then be used to bound (A k,η ) −1 ; see [10, Theorem 2.33 and §5. 6 .1], [11] , [57, §1.3] .
In constrast to the task of bounding (A k,η ) −1 , the task of proving that A k,η is coercive apparently cannot be reformulated in terms of bounding the solutions of Helmholtz BVPs. In this paper, however, we show that this task can be tackled using identities for solutions of the Helmholtz equation originally introduced by Morawetz. (This builds on the earlier work of two of the authors and their collaborators in [58] .) Recall that Morawetz showed in [46] that bounding the solution of the exterior Dirichlet problem could be converted (via her identities) into constructing an appropriate vector field in the exterior of the obstacle, and then such a vector field was constructed by Morawetz, Ralston, and Strauss for 2-d nontrapping domains in [48, §4] . (This bound on the solution is equivalent to bounding the exterior Dirichlet-to-Neumann map, and can also be used to show local energy decay of solutions of the wave equation.)
Here we convert the problem of proving that A k,η is coercive into that of constructing a suitable vector field in both the exterior and the interior of the obstacle. In addition to needing a vector field in the interior as well as the exterior, the conditions that the vector field must satisfy for coercivity are stronger than those in [46] and [48] . Indeed, we prove that the conditions for coercivity cannot be satisfied if the obstacle is nonconvex, and then we construct a vector field satisfying these conditions for smooth, convex obstacles with strictly positive curvature in both 2-and 3-d. 
Formulation of the problem
Definition 1.1 (Sound-soft scattering problem) Given k > 0 and an incident plane wave u I (x) = exp(ikx · a) for some a ∈ R d with | a| = 1, find u S ∈ C 2 (Ω + ) ∩ H 1 loc (Ω + ) such that the total field u := u I + u S satisfies Lu := ∆u + k 2 u = 0 in Ω + , u = 0 on Γ, and u S satisfies the Sommerfeld radiation condition,
as r := |x| → ∞, uniformly in x := x/r.
It is well-known that the solution to this problem exists and is unique; see, e.g., [10, Theorem 2.12] . Note that, although we are restricting our attention to the case where the incident field is a plane wave, the results of this paper also apply to scattering by other incident fields, for example those satisfying [10, Definition 2.11] , and also to the general exterior Dirichlet problem, i.e. given a function g D on Γ (with suitable regularity), find u S satisfying both the Helmholtz equation in Ω + and the Sommerfeld radiation condition, and also such that u S = g D on Γ.
The BVP in Definition 1.1 can be reformulated as an integral equation on Γ in two different ways. The first, the so-called direct method, uses Green's integral representation for the solution u, i.e.
where ∂/∂n is the derivative in the normal direction, with the unit normal n directed into Ω + , and Φ k (x, y) is the fundamental solution of the Helmholtz equation given by
(note that to obtain (1.3) from the usual form of Green's integral representation one must use the fact that u I is a solution of the Helmholtz equation in Ω − ; see, e.g., [10, Theorem 2.43] ).
Taking the Dirichlet and Neumann traces of (1.3) on Γ one obtains two integral equations for the unknown Neumann boundary value ∂u/∂n:
where the integral operators S k and D k , the single-layer operator and its normal derivative respectively, are defined for ψ ∈ L 2 (Γ) by
Both integral equations (1.4) and (1.5) fail to be uniquely solvable for certain values of k (for (1.4) these are the k such that k 2 is a Dirichlet eigenvalue of the Laplacian in Ω − , and for (1.5) these are the k such that k 2 is a Neumann eigenvalue). The standard way to resolve this difficulty is to take a linear combination of the two equations, which yields the integral equation
is the combined potential or combined field operator, with η ∈ R \ {0} the so-called coupling parameter, and
When Ω − is Lipschitz, standard trace results imply that the unknown Neumann boundary value ∂u/∂n is in H −1/2 (Γ). When Ω − is C 2 , elliptic regularity implies that ∂u/∂n ∈ L 2 (Γ) (see, e.g., [ , which is a natural space for the practical solution of second-kind integral equations since it is self-dual. It is well-known that, when η = 0, A k,η is a bounded and invertible operator on L 2 (Γ) (see [10, Theorem 2.27] ). Instead of using Green's integral representation to formulate the BVP as an integral equation, one can pose the ansatz
with the sought density φ ∈ L 2 (Γ) and η ∈ R \ {0}; this is the so-called indirect method. Imposing the boundary condition u S = −u I on Γ leads to the integral equation
and D k is the double-layer operator, which is defined for ψ ∈ L 2 (Γ) by
The operators A k,η and A k,η are adjoint with respect to the real-valued L 2 (Γ) inner product, and then it is straightforward to show that, firstly,
where · denotes the operator norm from (complex-valued) L 2 (Γ) to itself, and, secondly, if one of A k,η or A k,η is coercive then so is the other (with the same coercivity constant); see [10, Equations 2.37-2.40 and Remark 2.24] for more details.
The main difference between the direct and indirect integral equations, (1.8) and (1.10) respectively, is that the physical meaning of the unknown is clear in the direct equation (it is the normal derivative of the total field) but not in the indirect equation (it turns out that φ is the difference of traces of certain exterior and interior Helmholtz BVPs; see [10, p.132] ).
Both the operators A k,η and A k,η involve the arbitrary coupling parameter η. By proving bounds on A k,η and (A k,η ) −1 , one can show that, when k is large, the choice |η| ∼ k is optimal, in that it minimises the condition number of A k,η (and hence also of A k,η ); see [10, Remark 5.1] .
There are several different ways of solving integral equations such as (1.8) and (1.10), but in this paper we focus on the Galerkin method. Concentrating on the direct equation (1.8) and denoting ∂u/∂n by v, we have that solving (1.8) is equivalent to the variational problem
(1.11)
If one can prove that A k,η is coercive (i.e. (1.1) holds), then the Lax-Milgram theorem and Céa's lemma give the following error estimate, 12) and the Galerkin method is then said to be quasi-optimal. (If the left-hand side of (1.12) were equal to the best approximation error, inf φ N ∈V N v − φ N L 2 (Γ) , then the method would be optimal; instead we have optimality up to a constant.)
What is known about the coercivity of A k,η ?
The only domains so far for which coercivity is completely understood are balls (i.e. Γ is a circle or sphere); this is because the operator A k,η acts diagonally in the bases of trigonometric polynomials (in 2-d) and spherical harmonics (in 3-d). For the circle, Domínguez, Graham, and the third author showed in [19] that if η = k then there exists a k 0 such that, for all k ≥ k 0 , (1.1) holds with α k,η = 1/2; for the sphere they proved that if η = k then (1.1) holds for sufficiently large k with
These proofs relied on bounding below the eigenvalues of A k,η , which are combinations of Bessel and Hankel functions. (Note that A k,η is not invertible, and hence is not coercive, when both η and k equal zero. Therefore, if we take η = k we cannot hope for A k,η to be coercive for all k ≥ 0, only for k sufficiently large.)
Although nothing has been proved until now about the coercivity of A k,η on domains other than the circle or sphere, weaker results about the norm of (A k,η ) −1 can be used to deduce information about possible values of the coercivity constant, α k,η , using the fact that if A k,η is coercive then . Therefore, if A k,η is coercive for these domains, then α k,η must decay either polynomially or exponentially as k increases. Betcke and the first author undertook a numerical investigation of coercivity by computing the numerical range (also known as the field of values) of A k,η , W (A k,η ), for various 2-d domains in [5] . Recall that
and thus if A k,η is coercive, then α k,η = dist W (A k,η ), 0 . These experiments (all conducted with η = k) indicated that if Ω + is trapping then A k,k is not coercive at values of k close to the "wavenumber" of the cavity that traps waves, and if Ω + is nontrapping then A k,k is coercive with α k,k independent of k, as long as k is sufficiently large.
It is interesting to note that, although changing η from k to −k does not affect the bounds on (A k,η ) −1 (since they depend on |η|; see [10, §5.6.1], [57, §1.3]), it completely changes the coercivity properties of A k,η . Indeed, whereas A k,k appears to be coercive when Ω + is nontrapping and k is sufficiently large, A k,−k is not coercive when Γ is the unit circle and k ≥ 1. (This can be seen by plotting the eigenvalues of A k,−k , which are given explicitly in terms of Bessel and Hankel functions by, e.g., [10, Equation 5 .20c], and noting that they encircle the origin; thus the fact that W (A k,−k ) is convex [5, Proposition 3.2] implies that A k,−k is not coercive.)
Finally, to give some indication of why proving that A k,η is coercive is difficult, we note that it appears that A k,η is a normal operator if and only if Ω − is a ball (i.e. Γ is a circle or sphere). Indeed, it is straightforward to prove that if Γ is the circle or sphere then A k,η is normal (via the diagonalisation in trigonometric polynomials or spherical harmonics). The numerical experiments in [5] suggest that the converse is true, and the analogue of this result for the operator S k was proved in [4, Theorem 3.1]. It is well-known that, although the spectrum determines the behaviour of normal operators, this is not the case for nonnormal operators; see, e.g., [62] .
The main result of the paper and its consequences
In this paper we prove that A k,η is coercive for smooth, convex domains in 2-or 3-d when η k and k is sufficiently large. More precisely:
Let Ω − be a convex domain in either 2-or 3-d whose boundary, Γ, has strictly positive curvature and is both C 3 and piecewise analytic. Then there exists a constant η 0 > 0 such that, given δ > 0, there exists k 0 > 0 (depending on δ) such that, for k ≥ k 0 and η ≥ η 0 k,
for all φ ∈ L 2 (Γ). (By the remarks in §1.1, the bound also holds with A k,η replaced by A k,η .)
Note that the inequality (1.14) implies that α k,η ≥ (1/2 − δ), and then this bound on the coercivity constant is effectively sharp by (1.13) above. In fact, the proof of Theorem 1.2 shows that, as k → ∞,
In the rest of this paper, we call a convex domain with strictly positive curvature a uniformly convex domain (motivated by the fact that if a convex function has D 2 f ≥ θ, in the sense of quadratic forms, for some θ > 0 then it is sometimes described as being uniformly convex; see, e.g., [23, p.621] ). In 3-d, by strictly positive curvature we mean that both of the principal curvatures are strictly positive.
We now outline the two main consequences of Theorem 1.2. Both of these need an upper bound on the norm of A k,η as an operator on L 2 (Γ). The currently best available bound when Ω − is a uniformly convex domain satisfying the conditions of Theorem 1.2 is
for all k > 0 and η ∈ R; see [9, Theorem 3.6] . Note that we are using the notation A B if A ≤ cB with c independent of k and η. In fact, the bound (1.16) is valid when Ω − is a general Lipschitz domain and appears not to be sharp when Ω − is uniformly convex. Indeed, when Γ is the circle or sphere, A k,η k 1/3 when η ∼ k; see [10, §5.4-5.5] for more details.
k-explicit quasi-optimality of the Galerkin method for any finite-dimensional subspace.
The main application of Theorem 1.2 is that it implies that the Galerkin method (1.11) is quasioptimal for any finite-dimensional subspace. Indeed, combining the result (1.14) with the estimates (1.16) and (1.12), we see that if Ω − satisfies the conditions of Theorem 1.2 and the direct integral
where k 0 and η 0 are as in Theorem 1.2 and v := ∂u/∂n. An analogous result also holds for the indirect equation (1.10).
The key point is that the quasi-optimality (1.17) is established for any subspace V N ⊂ L 2 (Γ) without any constraint on the dimension N . In constrast, the usual approach to the numerical analysis of Helmholtz problems is to prove coercivity up to a compact perturbation (i.e. a Gårding inequality). Even when these arguments can be made explicit in k, they yield quasi-optimality only when N is larger than some k-dependent threshold. For example, if the integral equation (1.8) is solved using the Galerkin method with V N consisting of piecewise polynomials of degree ≤ p, for some fixed p ≥ 0, on shape regular meshs of diameter at most h (so N ∼ h −(d−1) ), then a k-explicit version of the classical compact perturbation argument shows that, if Ω − is a C 2 , star-shaped, 2-
provided that hk (d+1)/2 1; (1.18) see [28, Theorem 1.6] . The fact that the mesh threshold in (1.18) is more stringent that the hk 1 rule of thumb can be understood as a consequence of the pollution effect (see, e.g. [22, §1] ).
To compare the error estimates (1.17) and (1.18) we need to understand how the best approximation error, inf φ N ∈V N v − φ N L 2 (Γ) , depends on h and k. It is generally believed that this is v L 2 (Γ) if hk 1, and this has been proved if Ω − is a C ∞ , uniformly convex, 2-d domain. Indeed, the results about the asymptotics of v := ∂u/∂n for this type of domain in, e.g., [42] , adapted for a numerical analysis context in [19, Theorem 5.4, Corollary 5.5] , imply that
see [28, Theorem 1.2] . Using this bound in both (1.17) and (1.18), we see that both the estimate from coercivity and the estimate from the k-explicit compact perturbation argument show that, in the 2-d case, the relative error
In summary, since any quasi-optimality estimate for piecewise-polynomial subspaces will ultimately be considered under some k-dependent threshold for N (coming from controlling the best approximation error), the advantage of the "no-threshold" quasi-optimality given by coercivity over the "threshold" quasi-optimality (usually called "asymptotic" quasi-optimality) of the compact perturbation arguments is not felt for these subspaces.
The advantage of coercivity is crucial, however, when seeking to establish quasi-optimality of hybrid numerical-asymptotic methods. Indeed, as discussed above, there has been much recent research in designing k-dependent approximation spaces that incorporate the oscillation of the solution, with the result that the best approximation error for these spaces either is bounded or grows mildly as k increases with N fixed. If one applies the standard compact-perturbation arguments to try to establish quasi-optimality of Galerkin methods using these subspaces, it is not at all clear how the threshold for quasi-optimality depends on k and whether N will ever be large enough to exceed this threshold (since the whole point of these methods is to keep N relatively small). Establishing coercivity, however, bypasses these difficulties.
For example, a k-dependent approximation space, V N,k , for sound-soft scattering by smooth, uniformly convex obstacles in 2-d was designed in [19] by using knowledge of the k → ∞ asymptotics. The space V N,k divides Γ into the illuminated zone, the shadow zone, and two shadow boundary zones. The solution to the integral equation v := ∂u/∂n is then approximated by an oscillatory factor multiplied by a polynomial of degree N in the illuminated zone and the two shadow boundary zones, and by zero in the shadow zone. Combining Theorem 1.2 with results about the best approximation error in V N,k proved in [19, Theorem 6.7] (using results from [42] about the asymptotics of v), we obtain the following error estimate for the Galerkin method using V N,k .
Let Ω − be a uniformly convex, 2-d domain whose boundary is C ∞ and piecewise analytic. Suppose that the sound-soft scattering problem of Definition 1.1 is solved with the Galerkin method using the combined potential integral equation (1.8) and the hybrid approximation space introduced in [19] (and denoted by V N,k above). Let N be the degree of the polynomials used in each of the three zones (so N is proportional to the total number of degrees of freedom of the method). Then there exist η 0 , k 0 , δ, and c 0 , all greater than zero, such that, if the coupling parameter η is chosen so that η 0 k ≤ η k, then
for all k ≥ k 0 . Therefore, provided that N grows like k 1/9+ε for some ε > 0, the error is bounded as k → ∞.
Using similar ideas, a k-dependent approximation space for scattering by smooth, uniformly convex obstacles in 3-d was designed in [26] . Theorem 1.2, along with a bound on the best approximation error for this subspace, can then also give rigorous error estimates for this method.
Bounding the numerical range of A k,η and the associated k-explicit bounds on GMRES iterations. Whereas the first consequence of coercivity (k-explict quasi-optimality for any approximation space) is more relevant for the Galerkin method with hybrid, k-dependent subspaces, the second consequence is more applicable to the Galerkin method with conventional piecewise polynomial subspaces. In this case, the Galerkin matrices with be of size N × N and, with N having to grow at least like k d−1 to maintain accuracy, the associated linear systems will usually be solved using iterative methods such as GMRES. (Note that the hybrid subspaces are specifically designed so that N grows mildly with k, and thus, for geometries where these subspaces are available, the linear systems can be solved using direct, as opposed to iterative, methods.)
Although nothing has yet been proven about how GMRES behaves when applied to linear systems resulting from Galerkin discretisations of A k,η , it is usually believed that the number of iterations needed to achieve a prescribed accuracy must grow mildly with k, e.g. like k a for some 0 < a < 1. (We could not find any relevant numerical results for Galerkin discretisations of A k,η in the literature, however results for Nyström discretisations of both the analogous operator for the Neumann problem, and modifications of this operator that make it a compact perturbation of the identity on smooth domains, can be found in [6] and [7] . These results show the number of GMRES iterations growing like k a for a range of different 0 < a < 1, depending on the geometry.)
It is well-known that a sufficient (but not necessary) condition for iterative methods to be well behaved is that the numerical range of the matrix is bounded away from zero. Furthermore, the following bound was proved in [21] (see also [20, Theorem 3.3] ) and appears in this particular form in, e.g., [ 
and where W (A) := (Av, v) : v ∈ C N , v 2 = 1 is the numerical range of A and · 2 denotes the l 2 (i.e. Euclidean) vector norm.
Coercivity of the operator A k,η implies that the numerical range of the associated Galerkin matrix, A, is bounded away from zero, and thus allows us to obtain k-explicit bounds on the number of GMRES iterations needed to solve Av = f . Indeed, consider the h-version of the Galerkin method, i.e. V N ⊂ L 2 (Γ) is the space of piecewise polynomials of degree ≤ p for some fixed p ≥ 0 on quasi-uniform meshes of diameter h, with h decreasing to zero (thus N ∼ h −(d−1) ).
, the Galerkin method (1.11) is equivalent to solving the linear system Av = f .
If A k,η is coercive with coercivity constant α k,η , then, combining this property with the boundedness of A k,η , we have that and then Theorem 1.4 implies that, given ε > 0, there exists a C, independent of k, η, and ε, such that
If Ω − satisfies the conditions of Theorem 1.2 and we take η as prescribed in that theorem, then α k,η 1 (and we know that this bound is sharp in its k-dependence from (1.13)). Whether or not the bound (1.21) tells us anything practical about m then rests on the k-explicit bounds for A k,η and their sharpness. (In the rest of this discussion we assume that η is taken so that η 0 k ≤ η k.)
Using the upper bound on A k,η (1.16) in (1.21), we find that choosing m so that m k d−1 is sufficient for r m / r 0 to be bounded independently of k as k increases. However, N will be either k d−1 (if a fixed number of degrees of freedom per wavelength are chosen, i.e. hk 1) or
1 to be sure of eliminating the pollution effect by (1.18)). Therefore, since GMRES always converges in at most N steps (in exact arithmetic), the bound m k d−1 either doesn't tell us anything about the k-dependence of the number of iterations, or is very pessimistic.
Nevertheless, since the bound (1.16) on A k,η appears not to be sharp when Ω − is smooth and uniformly convex, there is hope that more practical bounds on m can be obtained. Indeed, if Γ is a sphere then A k,η k 1/3 , and therefore (1.21) gives m k 2/3 . Since N will be at least proportional to k 2 in this case, this bound on m is now non-trivial, and comes much closer to proving the mild growth observed in practice.
The classical method of "transferring" coercivity properties of the PDE to boundary integral operators
The method used to prove the main result (Theorem 1.2) is closely linked to a well-established idea in the theory of boundary integral equations, namely that coercivity properties of the weak form of the PDE can be "transferred" to the associated boundary integral operators. This idea was introduced for first-kind integral equations independently by Nédélec and Planchard [51] , Le Roux [34] , and Hsiao and Wendland [31] , and for second-kind equations by Steinbach and Wendland [60] . We briefly recap this idea here, and then explain in §1.5 how it can be modified to prove Theorem 1.2.
For the Helmholtz equation posed in a bounded domain D (with outward-pointing unit normal vector ν), the weak form of the PDE is based on Green's identity integrated over D:
(recall that Lu := ∆u + k 2 u). The fact that the volume terms on the right-hand side of (1.22) are single-signed when k = 0 and v = u means that the standard variational formulations of Laplace's equation are coercive. The fact that the volume terms are not single-signed when k > 0 and v = u means that the standard variational formulations of the Helmholtz equation are not coercive when k is large, only coercive up to a compact perturbation (see, e.g., [44, §1.1]).
Let Ω − be as in §1.1 (i.e. Ω − is bounded and Ω + := R d \ Ω − is connected); the following argument is valid when Ω − is Lipschitz, but we ignore the technicalities needed in this case. Given φ ∈ L 2 (Γ), let u be the single-layer potential S k with density φ ∈ L 2 (Γ), that is,
Then Lu = 0 in Ω − ∪ Ω + , and the following jump relations hold on Γ:
(where S k and D k are defined by (1.6) and (1.7) respectively). Let B R := {|x| < R} and apply Green's identity (1.22) with v = u, first with D = Ω − , then with D = Ω + ∩ B R (with R > 0 chosen large enough so that Ω − ⊂ B R ), and then add the resulting two equations. Using the jump relations (1.23), we find that
This last equation holds when φ ∈ H −1/2 (Γ) if the left-hand side is replaced by S k φ, φ Γ , where ·, · Γ denotes the duality pairing between H 1/2 (Γ) and H −1/2 (Γ). We now seek to relate the terms on the right-hand side of (1.24) to φ 2 H −1/2 (Γ) , ideally proving that they are
First consider the case when k = 0, i.e. the PDE is Laplace's equation, and d = 3 (the case d = 2 for Laplace's equation is more complicated because the fundamental solution does not decay at infinity). In this case u(x) = O(1/r) and ∇u(x) = O(1/r 2 ) as r := |x| → ∞, and thus
The definition of ∂u/∂n in H −1/2 (Γ) (which is essentially Green's identity; see, e.g., [40, Lemma 4.3] ) implies that
see, e.g., [59, Corollary 4.5] . The second jump relation in (1.23) implies that 
In summary, we have just used Green's identity to prove that the Laplace single-layer operator in 3-d is coercive as a mapping from 
and that 1 2 I − D 0 is coercive on H 1/2 (Γ); analogous results also hold for 1 2 I + D 0 and 1 2 I + D 0 after their nonzero kernels are quotiented out [60, Theorems 3.1 and 3.2], [32, Theorem 5.6.11] . See [17] (in particular [17, Theorems 1 and 2]) for an insightful overview of all these results.
When we try to repeat this argument for k > 0, we run into two difficulties: 
where f 1 ( x) is the far-field pattern of u and S d−1 is the d-dimensional unit sphere. Letting R → ∞ in (1.24) and using these limits we find that
Therefore, considering only S k φ, φ Γ bypasses (for now) the difficulty (i) above. The jump relations (1.23) again imply the bound (1.27), so all we need to do is bound the volume terms in (1.29) below by ∂u ± /∂n 2 H −1/2 (Γ) . However, the analogue for k > 0 of the bound (1.26) in Ω − now contains k 2 Ω− |u| 2 dx on the left-hand side, so the sign-indefiniteness of the volume terms in (1.29) means that they cannot be bounded below by ∂u − /∂n 2 H −1/2 (Γ) . The analogue for k > 0 of the bound (1.26) in Ω + is more complicated; it shares the problem of the bound in Ω − just described, and, additionally, the fact that the integral over ∂B R in Green's identity does not tend to zero as R → ∞ means that the left-hand side of the bound must contain a contribution from dealing with this term.
Ultimately, all one can prove in the Helmholtz case is that there exists a compact operator
that is, S k is coercive up to a compact perturbation (i.e. satisfies a Gårding inequality); see, e.g, [ In summary, using the ideas sketched above, the coercivity properties of the weak form of the PDE, i.e. coercivity for Laplace's equation and coercivity up to a compact perturbation for the Helmholtz equation, can be "transferred" to the first-and second-kind boundary integral operators for these PDEs.
Modifying the classical method using Morawetz's identities
The previous subsection showed that there are two reasons why the classical "transfer of coercivity" method only proves coercivity up to a compact perturbation for the Helmholtz boundary integral operators, as opposed to proving coercivity for the Laplace ones: This paper uses the idea, first introduced in [58] , to replace Green's identity in the argument of the previous section with another identity for solutions of the Helmholtz equation for which the problems outlined in 1. and 2. above do not apply.
Recall that Green's identity arises from multiplying Lu by v. The multiplier rMu, where
and r := |x|, was introduced by Morawetz and Ludwig in [47] . In that paper, the resulting identity,
was used to bound the Dirichlet-to-Neumann map for the Helmholtz equation in the exterior of a star-shaped domain (and it can also be used to bound the energy norm of the solution of the exterior Dirichlet problem in this class of domains). This is possible because (To understand where the star-shapedness requirement comes from, note that when we integrate (1.31) over Ω + ∩ B R we get a surface integral on Γ involving x · n(x), where n(x) is the unit normal vector on Γ pointing into Ω + . It turns out that we need x · n(x) > 0 for all x ∈ Γ for the bounds to hold, and this means that Ω − must be star-shaped.)
Repeating the "transfer of coercivity" argument reviewed in §1.4 with Green's identity (1.22) replaced by the integrated form of the Morawetz-Ludwig identity (1.31), we obtain that
is the surface gradient on Γ) [58] . This inequality shows that the integral operator
is coercive as an operator on L 2 (Γ) if Ω − is a star-shaped Lipschitz domain and η is chosen as above. Using Green's integral representation, one can show that
and so the operator A k can be used to solve the exterior Dirichlet problem. Note that if Γ is the unit circle or sphere then, on Γ, x = n(x), and so A k = A k,η (with the particular choice of η above). Therefore, the coercivity of the so-called "star-combined" operator A k gives an alternative proof of the coercivity of A k,η on the circle and sphere (see [58, Corollary 4.8] ).
The main idea of this paper is to use the more general multiplier
essentially introduced by Morawetz in [46] , where Z(x) is a vector field, and β(x), α(x) are scalar fields. Replacing the identity (1.31), coming from the multiplier rMu, by the more general identity coming from the multiplier Zu, and repeating the argument that led to (1.32), we find in §3 that, if Z is continuous across Γ,
Since ∇ Γ S k is a vector-valued operator that is tangent to Γ, if Z is a constant multiple of n on Γ (and the condition on the derivative of Z in the domain is satisfied) then the inequality (1.36) proves that A k,η is coercive.
Vector-field conditions for coercivity
The method outlined in §1.5 above shows that A k,η is coercive, for η k and k sufficiently large, if there exists a vector field, Z, defined in Ω − and Ω + ∩ B R for some R > 0 such that 1. Z and ∇ · Z are continuous across Γ, From one perspective it is clear why we need a vector field in both Ω + ∩ B R and Ω − to prove that A k,η is coercive: following the method outlined in §1.5 we applied the identity coming from the Zu multiplier (1.35) in both Ω + ∩B R and Ω − . From another perspective, however, it is natural to ask the question: since the scattering problem that we are trying to solve is posed only in Ω + , why should Ω − be involved? The fact that we need a vector field in Ω − as well as in Ω + ∩ B R becomes clear when we recall that the integral operators A k,η and A k,η , in addition to being able to solve the exterior Dirichlet problem, can also be used to solve the interior impedance problem (i.e. the Helmholtz equation posed in Ω − with boundary condition ∂u/∂n − iηu = g on Γ for some g ∈ L 2 (Γ) and η ∈ R \ {0}). Indeed, the operator A k,η arises from the direct formulation of the interior impedance problem (see [10, Theorem 2.30] ), and the operator A k,η arises from an indirect formulation of the interior impedance problem (assuming that u = S k φ for some φ ∈ L 2 (Γ)).
Returning to the conditions for coercivity, 1-4 above, we show in §5 below that if Ω − is nonconvex then there does not exist a Z satisfying these conditions; indeed for these geometries one can reach a contradiction between the nonnegativity condition on ∂ i Z j in Ω + and the condition that Z = C Γ n on Γ.
If Z = ∇φ for some φ then the nonnegativity condition, 4, becomes the requirement that φ is convex. In §4 we construct a Z satisfying conditions 1-4 above (by constructing a suitable φ) when Ω − is a uniformly convex, 2-or 3-d domain with Γ both C 3 and piecewise analytic; thus proving Theorem 1.2. The main idea of the construction is that ± dist(x, Γ) is convex in Ω ± if Ω − is convex (see, e.g., [54, p.28, 34] ) and its gradient is the normal vector, n, on Γ. There are then three issues:
(a) the derivative of dist(x, Γ) is not defined on the set of points in Ω − that do not have a unique closest point to Γ (this set is called the medial axis or ridge of Ω − ), (b) we need φ to be equal to 1 2 r 2 in a neighbourhood of ∂B R (so that Z = x), and (c) it turns out that if we have uniform convexity of φ, i.e. D 2 φ ≥ θ for some θ > 0, then we need less smoothness of Γ (C 3 instead of C 4 ).
The idea is to then use
smooth it in Ω − (to deal with (a) above), smoothly change it to 1 2 r 2 in Ω + ∩ B R (to deal with (b)), and choose C Γ and R large enough to maintain the uniform convexity in (c). The condition that Γ must be piecewise analytic is needed to control the geometry of the medial axis, since without analyticity this set can behave very strangely (see the paragraph below Theorem 4.2 for more details).
Outline of the paper
In Section 2 we recall the identities introduced for solutions of the Helmholtz equation by Morawetz in [46] . In Section 3 we translate the problem of proving that A k,η is coercive into that of constructing an appropriate vector field Z in the multiplier Zu. In Section 4 we construct such a vector field for uniformly convex, 2-and 3-d domains that are C 3 and piecewise analytic. (The main result, Theorem 1.2, is then proved by combining Parts 1 and 2 of Theorem 3.2, Part 1 of Theorem 3.4, and Lemma 4.1.) In Section 5 we show that the vector-field conditions for coercivity obtained in Section 3 cannot be satisfied if Ω − is nonconvex. In Section 6 we conclude by placing this paper's use of Morawetz's identities into a wider context.
Morawetz's identities for the Helmholtz equation
In this section, we state and prove two identities for solutions of the Helmholtz equation that arise from the multiplier Zu (1.35). (In the rest of the paper we refer to these as "Morawetz 1" and "Morawetz 2" respectively.) Lemma 2.1 (First Morawetz identity for Helmholtz ("Morawetz 1")) Let v be a complexvalued C 2 function on some set D ⊂ R d . Let Lv := ∆v + k 2 v with k ∈ R. Let Z ∈ (C 1 (D)) d and β, α ∈ C 1 (D) (i.e. Z is a vector and β and α are scalars) and let all three be real-valued. Then, with the summation convention,
1)
where Zv := Z · ∇v − ikβv + αv. 
where Zv is given by (2.2).
Note that Lemma 2.2 follows from Lemma 2.1 by using
Proof of Lemma 2.1. Splitting Zv up into its component parts we see that the identity (2.1) is the sum of the following three identities:
and 2 αv Lv = ∇ · 2 (αv ∇v) + 2α k 2 |v| 2 − |∇v| 2 − 2 v ∇α · ∇v .
(2.6)
To prove (2.5) and (2.6), expand the divergences on the right-hand sides (remembering that α and β are real). The basic ingredient of (2.4) is the identity
to prove this, expand the divergence on the right-hand side and use the fact that the second derivatives of v commute. We would like each term on the right-hand side of (2.7) to either be single-signed or be the divergence of something. We cannot do anything at this stage about the ∂ i Z j ∂ i v∂ j v term (and making this single-signed will be one of the key requirements later). To deal with the final term we use the identity
(which can be proved by expanding the divergence on the right-hand side). Indeed, taking twice the real part of (2.7) and using (2.8) yields
(which is the analogue of (2.8) with the vector ∇v replaced by the scalar v) to (2.9) to obtain (2.4).
A particular special case of the identity (2.1) is obtained by taking Z = x, β = r, and α a constant. Then Zv = rM α v, where 
(2.11)
Proof. To see that the non-divergence terms of (2.1) and (2.11) are equivalent when Z = x, β = r and α is a constant, note that in this case Z = β∇β, and thus one can express 2 (ik v ∇β · ∇v) in terms of |Zv − αv| 2 /β 2 .
As discussed in §1.5, the Morawetz-Ludwig identity (2.11) has two important features:
1. If α = (d − 1)/2 then all the non-divergence terms on the right-hand side are ≤ 0. When we apply the identities Morawetz 1 (2.1) and Morawetz 2 (2.3) in Ω + ∩ B R we also want the non-divergence terms to be ≤ 0 and for there to be no contribution from the surface integral at infinity. One way to ensure the latter condition is to make Z = x, β = r, and 2α = (d − 1) when r ≥ R 0 for some R 0 > 0. In fact, the next lemma implies that there is no contribution from infinity when Z = x, β = C 1 r, and 2α = C 2 for C 1 , C 2 ≥ 1, which gives us a bit more flexibility. where ∇ S is the surface gradient on r = R (recall that this is such that ∇v = ∇ S v + xv r on r = R).
Sketch proof including references. The inequality (2.12) follows from the combining the following three inequalities: In what follows we need the identities Morawetz 1 and Morawetz 2 integrated over domains. We make these into lemmas here in order to keep track of how smooth Z, β, α, and u need to be (later we make α a function of Z, so outlining these conditions now will be helpful). Proof. Almost identical to that of Lemma 2.5. The idea of using a multiplier that is a linear combination of derivatives of v and v itself, such as Zv, is attributed by Morawetz in [45] to Friedrichs. The multiplier rM α v for the Helmholtz equation was introduced by Morawetz and Ludwig in [47] and the multiplier Zv (2.2) is implicit in Morawetz's paper [46] . Indeed, using the multiplier Zv is discussed informally at the beginning of [46, §I.2], but the resulting identity (essentially equation (2.3)) is only written down with Z = φ∇χ, β = φψ, and α = φ∆χ/2, for arbitrary χ and particular φ and ψ [46, Lemma 3] . Finally, we note that the multiplier Z · ∇v + αv was independently introduced by Maz'ya for Laplace's equation in the context of linear water waves in [39] (see also [33, Equation 2 .28]).
Formulation of coercivity in terms of conditions on the vector field Z
The main goal of this section is to prove Theorem 3.2 below, which gives sufficient conditions for A k,η to be coercive in terms of the existence of an appropriate vector field Z. We begin by defining exactly what we mean by "coercivity" in this section.
Condition 3.1 (Coercivity)
There exists an η 0 > 0 such that, given δ, there exists a k 0 (δ) > 0 such that, for any k ≥ k 0 and η ≥ η 0 k,
for all φ ∈ L 2 (Γ).
Statement of the two different formulations of coercivity
In this subsection we give two sufficient conditions for coercivity: Condition A and Condition B below. These conditions concern the existence of certain vector fields Z defined in both Ω − and Ω + ∩B R for some sufficiently large R (recall that B R := {|x| < R}). The two conditions are similar except that Condition B demands higher smoothness of Z (and thus ultimately of Γ) in exchange for a slightly less restrictive condition on ∂ i Z j in the domain. We show in Section 4 below that Condition A is satisfied when Ω − is a uniformly convex, 2-or 3-d domain that is C 3 and piecewise analytic. Condition A (Concerning the vector field associated with Morawetz 1 (2.1)) Γ is C 2 , there exists a constant R with Ω − ⊂ B R , a vector field Z : B R → R d , and a constant C Γ > 0 such that the following hold:
A1. Z is piecewise C 2 up to the boundary, i.e.,
A2. Z + = Z − = C Γ n and (∇ · Z) + = (∇ · Z) − on Γ.
A3. Z = x in a neighbourhood of ∂B R .
A4. There exists a θ > 0 such that ∂ i Z j (x)ξ i ξ j ≥ θ|ξ| 2 for all ξ ∈ C d and x ∈ Ω − ∪(Ω + ∩B R ).
(Note that both here and in the rest of the paper, we use + and − subscripts to denote the limit of a function, here Z(x), as x → Γ from Ω + and Ω − respectively.) By using the identity Morawetz 2, (2.3), instead of the identity Morawetz 1, (2.1), we can make Condition A4 less restrictive (i.e. ∂ i Z j only needs to be nonnegative rather than uniformly positive) if Condition A1 is made more restrictive (i.e. increased smoothness of Z).
Condition B (Concerning the vector field associated with Morawetz 2 (2.3)) Γ is C 2 , there exists a constant R with Ω − ⊂ B R , a vector field Z : B R → R d , and a constant C Γ > 0 such that the following hold:
The extra smoothness of Z in Condition B comes from the fact that, in formulating these conditions, the function α in the multiplier Zv is defined in terms of Z (it turns out to involve ∇·Z). Therefore, if we use the identity Morawetz 2 (2.3) instead of Morawetz 1 (2.1), the additional smoothness of α needed for (2.3) to hold entails additional smoothness of Z.
The next theorem shows how Conditions A and B (along with some constraints on the norm of the single-layer potential when d = 3) are sufficient for coercivity. We prove this theorem in §3.2 below, but first we make some remarks. The proof of Theorem 3.2 below shows that if Condition A holds then there exist η 0 > 0 and
Similarly, the proof of Theorem 3.2 shows that if Condition B holds then the asymptotics
The previous remark shows us that, in order to prove coercivity via this method, we need to have S k L 2 (Γ)→L 2 (Γ) tending to zero as k → ∞ (and if we use Condition B then we also need χS k L 2 (Γ)→L 2 (R d ) tending to zero). The follow theorem recaps bounds on these two quantities, which we then use in the proofs of Theorems 3.2 and 1.2. 
If Ω − is a C 2 , uniformly convex, 3-d domain then, given k 0 > 0,
Proof. 
Remark 3.5 (Smoothness of Γ and Z) To keep things simple, we have assumed in Conditions
A and B that Γ is C 2 . The Conditions A2 and B2 then imply that Γ must additionally be C 3 . Indeed, if Z = C Γ n on Γ and Z is piecewise C 2 up to the boundary, then n must be C 2 , which implies that Γ must be C 3 . An important feature of Rellich and Morawetz identities is that they can be applied when Γ is Lipschitz, but this requires extra technicalities such as the notion of non-tangential limits and, when v = S k φ for φ ∈ L 2 (Γ), harmonic analysis results about the single-layer potential (see [58, Remark 4 .7] and [10, Theorem 2.16] and the references therein). The paper [12] goes through the argument of Theorem 3.2 when Γ is Lipschitz and shows that requiring Z = C Γ n on Γ means that Γ must be at least C 2,1 (so we have not lost much here by avoiding these technicalities).
Remark 3.6 (A third set of conditions for coercivity) As discussed above, in the proof of Theorem 3.2 below, the scalar function α in the multiplier Zv involves ∇ · Z. The difference in smoothness of Z in the two conditions A and B is then due to the fact that Condition A uses the identity Morawetz 1 (2.1), which needs α ∈ C 1 , whereas Condition B uses Morawetz 2 (2.3), which needs α ∈ C 2 .
There is an additional set of conditions for coercivity that arise from letting α be a constant. In this case Z need only be C 1 (and thus, from Remark 3.5, Γ need only be C 2 ), but these conditions are much more restrictive than Condition A, with ∇ · Z needing to be bounded in terms of d and the constant θ in the positivity condition. The vector field x satisfies these conditions when Γ is a circle or sphere, but it is not at all clear whether they can be satisfied for more general domains. 
is coercive for k sufficiently large. More precisely, we have that given δ > 0 there exists a k 0 > 0 Our strategy is to mimic the classical method of "transferring" the coercivity properties of the PDE formulation to the associated boundary integral operators (as discussed in §1.4), but with Green's identity (1.22) replaced by the identity Morawetz 1 (2.1) . That is, we apply the integrated version of (2.1), namely (2.16), with v replaced by u = S k φ (with φ ∈ L 2 (Γ)), and D first equal to Ω − , and then equal to Ω + ∩ B R . The multiplier in the identity (2.16) is given by (2.2) with Z the vector field in Condition A, β = R, and 2α = (∇ · Z) − θ, where θ is the constant in Condition A4. As the proof develops, we see why we make these choices of β and α. We go through the majority of the proof without worrying about how smooth Z needs to be, and then return to this question at the end.
With the identity (2.1) written as ∇ · Q = P , integrating it over Ω − and Ω + ∩ B R yields
where (remembering that Lu = 0) 
Dealing with the integral on ∂B R . Using the inequality (2.12) from Lemma 2.4 we see that
Since β = R, the first inequality is satisfied. Recall that we chose 2α = (∇ · Z) − θ. Since Z = x in a neighbourhood of ∂B R (Condition A3), ∇ · Z = d in this neighbourhood, and thus the second inequality in (3.8) is satisfied if θ ≤ d − 1. This is not restrictive, since if we have constructed a Z that satisfies the positivity condition A4 with a value of θ > d − 1 we can just choose θ = d − 1 for the remainder of this argument (we see later that all we need is θ > 0). Therefore,
Dealing with the integral on Γ. We now show that
.
(3.10)
Indeed, we first note that, by Condition A2, Z ± = C Γ n and (∇ · Z) + = (∇ · Z) − on Γ. Therefore, Z · n = C Γ and Z · ∇ Γ u = 0 on Γ, and α is continuous across Γ. We next simplify (Q − − Q + ) · n using these facts along with the single-layer potential jump relations
which are given for Γ ∈ C 2 by, e.g., [15, Theorems 2.12 and 2.17] . A key identity to help us do this is
which can be established using |a| 2 − |b| 2 = [(a + b)(a − b)] and the jump relation for ∂u ± /∂n. Putting together the inequality (3.9) and the equality (3.10) yields
The definition of A k,η , equation (1.9), implies that if we can show that 12) then this establishes the inequality (3.1) in Condition 3.1 for η = η 0 k. Note that Condition 3.1 requires the inequality (3.1) to hold for η ≥ η 0 k, and not just for η = η 0 k. However, the former case follows from the latter by first noting that
, and then using the fact that (−iS k φ, φ) L 2 (Γ) ≥ 0 from (1.30). Choosing η 0 = R/C Γ we see that (3.11) gives us (3.12) 
and
The decay S k L 2 (Γ)→L 2 (Γ) = o(1) as k → ∞ is given by the first bound in (3.3) when d = 2, and is a hypothesis in the theorem when d = 3. Therefore, all that remains to prove coercivity (Condition 3.1) is to establish that the inequality (3.13) holds.
Dealing with the volume terms. We need to establish the inequality (3.13) with P given by (3.7) . Using A4 (the positivity of ∂ i Z j ), the fact that 2α = ∇ · Z − θ, and also the fact that β is a constant, we have that P ≥ θ k 2 |u| 2 + |∇u| 2 + 2 u ∇α · ∇u .
The inequality
for all a, b, and ε > 0, implies that (3.14) (and similiarly for the integral over Ω − ). The bound (3.14) implies that choosing k large enough ensures that the left-hand side of (3.13) is ≥ 0; thus we have proved that A k,η is coercive (Condition 3.1).
Smoothness of Z
We now go back through the above argument and see what smoothness we need from Z (and this will give us the condition A1). We first check the conditions on u, Z, β, and α required by Lemma 2.5. A proof that u = S k φ is in C 2 (Ω ± ) ∩ C 1 (Ω ± ) when Γ is C 2 and φ ∈ L 2 (Γ) is given in [15, Theorems 2.12 and 2.17] (this proof is for Hölder continuous φ, but since Hölder continous functions are dense in L 2 (Γ) this gives the result for φ ∈ L 2 (Γ)). Turning to the conditions on Z, β, and α, those on β are satisfied since β is a constant. We need Z ∈ (C 1 (Ω − )) d ∩ (C(Ω − )) d , ∂ i Z j ∈ L 1 (Ω − ) (and similarly in Ω + ∩ B R ). Furthermore, the fact that 2α = (∇ · Z) − θ means that we also need ∇ · Z ∈ C 1 (Ω − ) ∩ C(Ω − ), ∇(∇ · Z) ∈ (L 1 (Ω − )) d (and again in Ω + ∩ B R ). If Z is piecewise C 2 up to the boundary (i.e. Z satisfies Condition A1) then all these conditions are satisfied.
After using Lemma 2.5 the proof needed (i) Z and α to be continuous across Γ, and (ii) ∇α to be in both L ∞ (Ω − ) and L ∞ (Ω + ∩ B R ). Regarding (i): this leads to A2. It turns out that we could drop the restriction that α is continuous if we added the extra condition that S k D k = o(1) as k → ∞ (to deal with the term on Γ resulting from the non-zero jump of α). However, at least in our construction of Z in §4, ensuring that ∇ · Z is continuous across Γ is not the limiting factor, and so we retain the condition that α is continuous. Regarding (ii): this implies that we need ∇(∇ · Z) ∈ L ∞ , which is ensured by Z being piecewise C 2 up to the boundary.
Changes to the above argument necessary to prove Parts 3 and 4. We now repeat the above argument using Morawetz 2 (2.3) instead of Morawetz 1 (2.1); the changes are as follows.
We choose 2α = ∇ · Z. To apply Lemma 2.6 (the analogue of Lemma 2.5 with Morawetz 1 replaced by Morawetz 2) we need α ∈ C 2 (D) ∩ C 1 (D) and ∆α ∈ (L 1 (D)) d ; these conditions are satisfied if Z is piecewise C 3 up to the boundary (i.e. Z satisfies Condition B1). Similar to before, the fact that Z and α must be continuous across Γ leads to Condition B2.
Q R now contains the extra term −(∇α · x)|u| 2 . This is zero, however, since 2α = ∇ · Z = d (i.e. a constant) in a neighbourhood of ∂B R . The condition that 2α ≥ 1 (necessary for controlling the integral on ∂B R ) is now satisfied automatically.
Q ± · n now contains the extra term −(∂α ± /∂n)|u ± | 2 . If we assume that ∇α is continuous across Γ then this extra term does not contribute to (3.10) since there is no jump in u across Γ.
However, this would impose the extra condition that ∇(∇ · Z) is continuous across Γ. If we don't assume that ∇α is continuous, then, if S k L 2 (Γ)→L 2 (Γ) = o(1) as k → ∞, we obtain (3.10) with o(1) φ 2 L 2 (Γ) added to the right-hand side. Since we assume this decay in S k L 2 (Γ)→L 2 (Γ) to go from (3.11) to (3.12) we choose this second option (i.e. ∇α discontinous and no extra restriction on Z).
Since we are using Morawetz 2 (2.3), P is now given by
Using A4, and the fact that 2α = ∇ · Z, we find that
Taking the L ∞ norm of ∆α out of the integrals (noting that Z being piecewise C 3 up to the boundary means that this is allowed) we see that, since u = S k φ, the inequality needed for coercivity (3.13) will hold if χS k L 2 (Γ)→L 2 (R d ) = o(1) as k → ∞, and this decay is ensured by the second bound in (3.3).
Construction of a vector field Z satisfying Condition A for uniformly convex, 2-and 3-d domains that are C 3 and piecewise analytic
This section proves the following result: 
Orthogonal curvilinear coordinates defined by Γ in 2-d
We are going to use the orthogonal curvilinear coordinate system defined by Γ and so it is convenient to recap some facts about this in an initial subsection. At this stage we only need that Ω − is convex and Γ is C 2 (the conditions that Ω − is uniformly convex and Γ is both C 3 and piecewise analytic will come later in connection with Z).
Coordinate system in the exterior Let r 0 (s) be the position vector of a point on Γ, parametrised by the arc length s. The fact that Γ is C 2 means that r 0 (s) is C 2 as a function of s. Recall that (dr 0 /ds)(s) is the unit tangent vector to Γ and denote the outward-pointing unit normal vector by n(s) (recall that this is proportional to (d 2 r 0 /ds 2 )(s)). Define the (signed) curvature κ(s) by respectively. The fact that Ω − is convex then implies that κ * ≥ 0. The fact that n is perpendicular to both dn/ds and dr 0 /ds can then be used to show that dn ds (s) = κ(s) dr 0 ds (s). Given a point P in Ω + , let r 0 (s) be the position vector of the closest point on Γ to P (this closest point is unique since Ω − is convex). The position vector of P , r, can then be written as r(s, n) = r 0 (s) + n n(s) where n := dist(r, Γ).
The basis vectors in the (n, s)-coordinate system, e + n and e s (where we use the + superscript on e n to emphasise that we are in Ω + ) are then defined by The (n, s)-coordinate system with basis vectors e + n and e s is orthogonal and, given a vector v, we write v = v n e + n + v s e s . If v is a differentiable vector field in general curvilinear coordinates, u i , with basis e i := ∂r/∂u i , then ∂v
where Γ i kj are the Christoffel symbols; see, e.g., [53, Equation 21 .85]. It is straightforward to check that the derivative of the vector v as a linear map from R d with basis {e i } to itself is given by (Dv) ij = (∂v/∂u j ) i . In what follows we consider vector fields, v : Ω + → R d , with v s = 0 and v n a function of n only. For such vectors, after calculating the Christoffel symbols in (4.5) (using the fact that h n is constant), we find that .
(4.6)
The vector field Z that we construct below to satisfy Condition A will be of the above form (i.e. Z s = 0 and Z n is only a function of n). To verify the positivity condition that (∂ i Z j (x)ξ i ξ j ) ≥ θ|ξ| 2 for all ξ ∈ C d and x ∈ Ω + ∩ B R , we claim that it is sufficient to prove that the matrix DZ (defined by the analogue of (4.6)) is ≥ θ (in the sense of quadratic forms) for all n and s. Indeed, DZ defined by the analogue of (4.6) is the derivative of Z as a linear map both from C d to C d with basis {e + n , e s } and from C d to C d with basis { e + n , e s } (this is a consequence of the matrix being diagonal and the facts that e + n = h n e + n and e s = h s e s ). Now, given an x ∈ Ω + ∩ B R , there exist n 1 , s 1 such that x = (n 1 , s 1 ) in the (n, s)-coordinate system defined by Γ. Since { e + n (n 1 , s 1 ), e s (n 1 , s 1 )} form an orthonormal basis, there exists an orthogonal matrix B such that (B T (DZ)(n 1 , s 1 )B) ij = ∂ i Z j (x). It then follows that if DZ(n 1 , s 1 ) ≥ θ then (∂ i Z j (x)ξ i ξ j ) ≥ θ|ξ| 2 for all ξ ∈ C d .
Coordinate system in the interior Given a point P in Ω − that has a unique closest point on Γ, let r 0 (s) be the position vector of the closest point. (The set of points in Ω − that do not have a unique closest point on Γ is called the medial axis, and we discuss this set below.) The position vector of P , r, can then be written as r(s, n) = r 0 (s) − n n(s) where again n = dist(r, Γ). Proceeding in a similar manner to the exterior case, we have that e − n (n, s) = −n(s) and e s (n, s) = 1 − n κ(s) dr 0 ds (s).
Therefore, h n (n, s) = 1, h s (n, s) = 1 − n κ(s), (4.7)
e − n (n, s) = −n(s) and e s (n, s) = (dr 0 /ds)(s). Equations analogous to (4.4) and (4.6) hold for the derivatives of scalar and vector fields.
For a given s, this coordinate system breaks down when n = 1/κ(s), and thus the bounds on κ (4.2) imply that the earliest breakdown is at n = 1/κ * . This corresponds to reaching an interior point that does not have a unique nearest point on Γ.
Following the notation in [35] is M Ω− in our notation.
The following theorem collects some geometric properties of M Ω− that we need later. If Ω − is a bounded, 2-d domain such that Γ is piecewise analytic (i.e. the finite union of analytic curves), then M Ω− is a connected geometric graph with finitely many vertices and edges, and each edge is an analytic curve.
(ii) If Ω − is as in (i) and is also simply connected, then M Ω− is a tree.
(ii) If Ω − is as in (i) and is also C 2 , then there exists a constant 0 < n 0 ≤ 1/κ * such that dist(M Ω− , Γ) ≥ n 0 .
Proof. (i) This is proved in [ [25] . Therefore, dist(x, Γ) is differentiable in a neighbourhood of Γ, and then, since M Ω− has finitely many vertices and edges (by (i)), dist(M Ω− , Γ) is bounded below by a positive constant, which we denote by n 0 . The inequality n 0 ≤ 1/κ * follows from the facts that the osculating circle to a point on the boundary has radius 1/κ(s), and centres of osculating circles are in M Ω− [8, Lemma 2.2].
Counterexamples to point (i) in the theorem above when Γ is only C ∞ and not analytic can be found in [14, §2] , and an example of a C 1,1 , convex domain such that M Ω− has positive Lebesgue 2-measure can be found in [37, §3] . These examples demonstrate how the "nice" behaviour of M Ω− under piecewise analyticity can disappear for domains that are only C ∞ .
Definition of a Z satisfying Condition A
For a fixed R > 0, we construct a φ : Ω − ∪ (Ω + ∩ B R ) → R and then let Z = ∇φ. (Note that we always assume that the origin from which B R is defined is inside Ω − .)
Under the assumption that Z = ∇φ, the requirements of Condition A become
A2. (∇φ) + = (∇φ) − = C Γ n and (∆φ) + = (∆φ) − on Γ.
A3. φ = 1 2 r 2 in a neighbourhood of ∂B R . A4. There exists a θ > 0 such that D 2 φ(x) ≥ θ (in the sense of quadratic forms) for all x ∈
(Note that we have lost the that was in front of the original condition in terms of Z since φ is real and D 2 φ is symmetric.)
Let φ be defined piecewise by φ := φ + in Ω + and φ := φ − in Ω − . The overview of how φ ± are defined is as follows: φ + is a smooth transition between φ ML , which satisfies the requirement A3 on ∂B R , and φ + Γ , which satisfies the requirement A2 on Γ.
φ − is a smooth transition between φ − Γ , which satisfies the requirement A2 on Γ, and
The functions φ ML , φ + Γ , φ − Γ , and φ ε are all uniformly convex, and from this we are able to ensure that the positivity condition A4 on D 2 φ is satisfied. Indeed, φ defined below depends on two parameters, R and ε (R is not quite R, the radius of B R , but is closely related). We show in §4.3 below that A4 is satisfied if R is large enough and ε is small enough, and that taking R large enough is equivalent to taking R large enough.
Definition of φ + . Let n(x) = dist(x, Γ) and let χ(n) ∈ C ∞ [0, ∞) be monotically decreasing, equal to 1 in a neighbourhood of n = 0, equal to 0 in a neighbourhood of n = 1, and then identically zero for n ≥ 1. For a fixed R > 0, define χ R (n) = χ(n/R).
Define φ + in terms of two other functions, φ + Γ and φ ML , by
where C Γ = 1/κ * (recall that Ω − being uniformly convex implies that κ * > 0). The function φ ML is defined by
where r := |x|. (The subscript ML stands for "Morawetz-Ludwig", since the gradient of 1 2 r 2 is the vector field x that appears in the Morawetz-Ludwig identity (2.11).)
Definition of φ − . Let n 0 be as in Theorem 4.2 (i.e. n(x) = dist(x, Γ) is differentiable when 0 < n < n 0 ). Let χ − (n) ∈ C ∞ [0, ∞) be monotonically decreasing, equal to one for n ∈ [0, n 0 /3], equal to zero for n ∈ [2n 0 /3, ∞), and such that all its derivatives are zero at n = n 0 /3 and n = 2n 0 /3.
Define φ − in terms of φ − Γ and φ ε by
(note that the definition of χ − implies that φ − = φ − Γ for 0 ≤ n ≤ n 0 /3, and φ − = φ ε for n ≥ 2n 0 /3).
where (as above) C Γ = 1/κ * . To define φ ε , first define the set D by
and note that from the definitions of φ − and χ − we only need to define φ ε on D. For x ∈ D and ε < n 0 /3, φ ε (x) is defined by
where (following, e.g., [23, §C.4] ) We first check Condition A1 (the smoothness) for both φ + and φ − , then Conditions A2-A4 for φ + , and finally Conditions A2-A4 for φ − .
Checking A1 for both φ + and φ − . We need φ to be piecewise C 3 up to the boundary. Recall that φ is a smooth transition between φ + Γ and φ ML in Ω + and φ − Γ and φ ε in Ω − . Now φ ML ∈ C ∞ (R d ) and, by properties of mollifiers (see, e.g., [23, §C.4, Theorem 6]), φ ε ∈ C ∞ (D) (where D is the set on which φ ε needs to be defined). Therefore, if φ ± Γ are both C 3 up to the boundary then so is φ. The functions φ ± Γ are both defined in terms of the distance function. Since Γ is assumed to be C 3 in the statement of Lemma 4.1, the result about the differentiability of the distance function used in the proof of Theorem 4.2 above implies that φ ± Γ are both C 3 up to the boundary.
Checking A2-A4 for φ + . Using the expression for the gradient in (n, s)-coordinates, equation (4.4) , and the definition of φ + Γ , equation (4.9), we find that ∇φ + Γ (n, s) = (C Γ + n) e + n (s). (4.15) Therefore, on Γ (i.e. n = 0), ∇φ Γ = C Γ e + n = C Γ n, which is part of the first requirement of A2. Next, noting that ∇φ + Γ satisfies the conditions for its derivative to be given by (4.6), we have that
(4.16)
(We postpone checking the other requirements in A2, i.e. that ∇φ and ∆φ are continuous across Γ, to after we have found ∇φ − Γ and D 2 φ − Γ .) Turning to A3, we see that the definitions of φ ML , (4.10), and φ + , (4.8), imply that if n ≥ R then φ + = 1 2 r 2 . Thus, for A3 to hold, we need to relate R to the radius of B R . Let d Ω− := max x,y∈Γ |x − y| (i.e. d Ω− is the diameter of Ω − ). Since we are assuming that the origin is inside
and thus B R+dΩ − ⊃ x : n(x) ≤ R . Therefore, if R ≥ R + d Ω− , then φ + = 1 2 r 2 in a neighbourhood of |x| = R. Moving to A4, we first prove that D 2 φ + Γ and D 2 φ ML are both ≥ 1 in Ω + . Indeed, looking at the (2,2)-element of D 2 φ + Γ , given by (4.16) , as a function of n ∈ [0, ∞), and writing (C Γ + n)κ(s) as C Γ κ(s) − 1 + (1 + nκ(s)), we see that if C Γ κ(s) ≥ 1 for all s then the (2,2)-element is smallest when n = ∞ and its value is one. If C Γ κ(s) < 1 for some s then the (2,2)-element is smallest when n = 0 and its value is C Γ κ(s). Therefore,
, and so the choice C Γ = 1/κ * gives D 2 φ + Γ (x) ≥ 1 for all x ∈ Ω + . The definition of φ ML , (4.10), implies that ∇φ ML (x) = x and hence D 2 φ ML = I.
Using the uniform convexity of φ + Γ and φ ML , we now show that φ + is uniformly convex if R is large enough,
Proof. From (4.18) above, we only need to show that, given δ > 0 there exists an R 0 such that, for all R ≥ R 0 , D 2 φ + ≥ (1 − δ) for all x ∈ Ω + ∩ {n ≤ R}, and then we set
Differentiating twice the definition of φ + , equation (4.8), yields that
From the fact that D 2 φ + Γ (x) and D 2 φ ML (x) are both ≥ 1 for all x ∈ Ω + , we see that the first two terms of (4.19) are ≥ 1. We now need to show that the third and fourth terms are o(1) as R → ∞, which gives the assertion. Equation Using these asymptotics in the definitions of φ + Γ and φ ML and the expressions for ∇φ + Γ (4.15) and ∇φ ML , we find that
Using (4.20) and the fact that
we obtain the following bound on the third term in (4.19) ,
Using (4.21) and the fact that
we obtain the following bound on the fourth term in (4.19) , Checking A2-A4 for φ − . By the discussion about the (n, s)-coordinate system in §4.1 and Parts (ii) and (iii) of Theorem 4.2, given any x ∈ Ω − \ M Ω− there exist (n, s) such that x = (n, s) in the orthogonal coordinate system defined by Γ, and n ∈ (0, 1/κ(s)). The definition of φ − Γ , (4.12), and the analogues of (4.4) and (4.6) for Ω − then imply that
(4.25) Therefore, on Γ (i.e. n = 0) ∇φ Γ = −C Γ e − n = C Γ n, which fulfils part of A2. To check the final requirement of A2, namely that ∇ · Z = ∆φ is continuous across Γ, note that equations (4.16) and (4.25) imply that
and so ∆φ is continuous (being a particular linear combination of elements of the matrix). For the uniform convexity condition, A4, we need to show that there exists a θ > 0 such that
, we see that if C Γ κ(s) ≥ 1 then the smallest value of the (2,2)-element of D 2 φ − Γ as a function of n ∈ [0, 1/κ(s)) is one, occurring when n = 0. If C Γ κ(s) < 1 then the smallest value is zero, occuring when n = C Γ ; this corresponds to the quadratic term in φ − Γ "kicking in too soon" and making the derivative of φ − Γ in the e − n direction positive. The choice C Γ = 1/κ * therefore ensures that D 2 φ − Γ (n, s) ≥ 1 for all s and for all n ∈ (0, 1/κ(s)). The next step is to prove that φ ε is uniformly convex.
1. there are no bifurcation points or terminal points of M Ω− in B ε (x), 2. there are no bifurcation points of M Ω− in B ε (x), but at least one terminal point, 3 . there is at least one bifurcation point of M Ω− in B ε (x) (and possibly also terminal points).
We first consider Case 1 and then show afterwards how Cases 2 and 3 can be reduced to the first case. We let Σ := M Ω− ∩ B ε (x) and differentiate under the integral sign in the expression for φ ε in (4.14) in which the x-dependence under the integral sign is in η ε . Since ∂ xi η ε (x − y) = −∂ yi η ε (x − y), we find that
where, to avoid an excess of notation, we have omitted the xor y-dependence from the derivatives, but highlight that on the left-hand side they are in x, and under the integral on the right-hand side they are in y.
Our plan is to integrate the right-hand side of (4.27) by parts to move the differentiation from η ε to φ − Γ , and then use the fact that
into B + and B − , and let ν be the unit normal to Σ pointing into B + . In order to apply the divergence theorem in B + and B − we need some information about the smoothness of Σ. Theorem 4.2 and the fact that we are in Case 1 above imply that Σ is analytic; thus ∂B ± are Lipschitz and applying the divergence theorem in B ± is allowed by, e.g., [40, Theorem 3.34] . Integrating by parts (and recalling that ν points into B + ), we have that
(the integral over ∂B + ∩ ∂B ε (x) equals zero as η ε is zero here). A similar result holds for the integral over B − (with the sign of the integral over Σ reversed), and thus, since φ − Γ is continuous across Σ,
where ∂ i φ − Γ (y) in the integral on the right-hand side is understood piecewise. Integrating by parts again we have that
29) and then putting (4.27), (4.28), and (4.29) together we obtain that
where ∂ j ∂ i φ − Γ (y) in the first integral on the right-hand side is understood piecewise. If we can show that
then, using this in (4.30) along with the facts that D 2 y φ(y) ≥ 1 for all x ∈ Ω − \ Σ, η ε ≥ 0, and Bε(x) η ε (x − y) dy = 1, we find that
which is the result. We now prove that the inequality (4.31) holds. Since y is in Σ and is not a bifurcation point then there exist (n 1 , s 1 ), (n 2 , s 2 ) such that, in (n, s)-coordinates, y = (n j , s j ), j = 1, 2, with n 1 = n 2 but s 1 = s 2 . Let (0, s 1 ) be the closest point on Γ to y on the + side of Σ, and (0, s 2 ) be the closest point on Γ to y on the − side of Σ. The expression for ∇φ − Γ , (4.24), implies that
Since n 1 ≤ C Γ (as n 1 ≤ 1/κ(s 1 ) and C Γ = 1/κ * ) it is sufficient to prove that e − n (s 1 ) − e − n (s 2 ) ⊗ ν(y) ≤ 0 for all y ∈ Σ, (4.32) in the sense of quadratic forms. Recall that ν(y) is the unit normal vector to Σ at y that points into B + , and let τ (y) be a unit tangent vector to Σ at y (there are two possible choices for τ , but which one we choose will not matter in what follows). Recall that if a ⊗ b ≤ 0 and B is an orthogonal matrix then Ba ⊗ Bb ≤ 0. Therefore, since ν(y) and τ (y) are orthonormal for every y ∈ Σ, we can verify that (4.32) holds for a given y ∈ Σ by working in the {ν(y), τ (y)} basis. We find that the inequality (4.32) will hold if (a) the component of e − n (s 1 ) − e − n (s 2 ) in the ν(y) direction is ≤ 0, and (b) the component of e − n (s 1 ) − e − n (s 2 ) in the τ (y) direction equals zero.
Since ν points into B + , (a) holds. Furthermore, since (0, s 1 ) and (0, s 2 ) lie on the circle with centre y, the definition of M Ω− and elementary geometry imply that the tangent line to Γ at (0, s 1 ) is the reflection of the tangent line to Γ at (0, s 2 ) in the tangent line of Σ at y; this implies that (b) holds.
We have now proved the result for the first of the three cases outlined above. Case 2 can be reduced to Case 1 by extending Σ continuously so that the extended curve divides B ε (x) into two parts. Since φ − Γ and ∇φ − Γ are continuous across the extension, the argument proceeds as before. For Case 3, first extend Σ at all terminal points as in Case 2. This extended curve now divides B ε (x) into a finite number of pieces (≥ 3), and the argument in Case 1 for two pieces generalises in an obvious way.
Modifications needed to the above arguments in 3-d
The definition of φ in 3-d is exactly the same as the definition in 2-d given in §4.2 (i.e. equations (4.8)-(4.14)). Indeed, φ ± Γ are defined only in terms of the distance function, φ ML only in terms of r, and φ ε only in terms of φ − Γ and η ε , and thus all these quantities are well-defined when d = 3. The only difference is that we now define κ * and κ * to be the maximum and minimum of the principal curvatures respectively. (Recall that, given x ∈ Γ, the two principal curvatures at x are such that the curvature of any 1-d curve on Γ passing though x lies between the principal curvatures.) As in the 2-d case we choose C Γ = 1/κ * .
In the proof of Lemma 4.1 for d = 2 in §4.3 we used the (n, s)-coordinate system defined by Γ to verify that (i) ∇φ + Γ = ∇φ − Γ = C Γ n and ∆φ + Γ = ∆φ − Γ on Γ (this gave Condition A2), and
The rest of the argument in §4.3 that φ satisfies Condition A is valid both in 2-d and in 3-d. Indeed, the only other part of the argument that depended on the dimension was the proof of Lemma 4.4 (the uniform convexity of φ ε ). This proof relied on the results about the geometry of the medial axis in 2-d given in Theorem 4.2. An appropriate analogue of Theorem 4.2 holds in the 3-d case. Indeed, the analogue of Part (i) of Theorem 4.2 in 3-d is that, roughly speaking, if Γ is piecewise analytic (i.e. is the finite union of analytic surfaces) then M Ω− is also piecewise analytic; see [13, Theorem 2.1 and Corollary 2.1] for a more precise statement of this result and its proof. The analogue of Part (ii) is that M Ω− has the same homotopy type as Ω − , and thus if Ω − is simply connected then so is M Ω− (i.e. every closed curve on M Ω− can be continuously shrunk down to a point); see [36] . Finally, Part (iii) of Theorem 4.2 holds in 3-d as well as in 2-d. Using this information about the geometry of M Ω− , we can generalise the proof of Lemma 4.4 from 2-d to 3-d in a straightforward manner.
Therefore, to prove that φ defined in §4.2 satisfies Condition A when d = 3, we only need to shows that (i) and (ii) above hold. As in the 2-d case, we do this in coordinate systems defined by Γ, but now these will only be local to each x, instead of well-defined in all of Ω + or Ω − \ M Ω− . Indeed, whereas in 2-d it is straightforward to construct orthogonal coordinate systems for all of Ω + and Ω − \ M Ω− , in 3-d it is not. However, for (i), given an x ∈ Γ we can construct an orthogonal coordinate system defined by Γ in a neighbourhood of that x and calculate ∇φ ± Γ (x) and D 2 φ ± Γ (x) in this coordinate system; for (ii), given an x ∈ Ω + or Ω − \ M Ω− we can construct an orthogonal coordinate system defined by Γ in a neighbourhood of that x and calculate D 2 φ ± (x) in this coordinate system.
We now give the details of the coordinate systems that we use in Ω + . Given a point P in Ω + , let r 0 be the position vector of the closest point on Γ to P (this is unique since Ω − is convex). Introduce a coordinate system on Γ in a neighbourhood of r 0 with coordinates (s, t) such that ∂r 0 /∂s and ∂r 0 /∂t are unit vectors in the principal directions at r 0 (and are hence orthonormal). (If r 0 is an umbilical point, i.e. Γ is locally spherical at r 0 , then just chose (s, t) such that ∂r 0 /∂s and ∂r 0 /∂t are orthonormal tangent vectors.) Let n(s, t) be the outward-pointing unit normal vector, and defined κ 1 (s) and κ 2 (t) by ∂ 2 r 0 ∂s 2 (s, t) = −κ 1 (s) n(s, t) and ∂ 2 r 0 ∂t 2 (s, t) = −κ 2 (t) n(s, t)
respectively. By the definition of the principal directions, κ 1 (s) and κ 2 (t) are the principal curvatures. Our definitions of κ * and κ * imply that κ * ≤ κ 1 (s), κ 2 (t) ≤ κ * , and the fact that Ω − is convex implies that κ * ≥ 0. We then have that for vector fields v : Ω + → R d such that v s = v t = 0 and v n is a function of n only. The coordinate system in Ω − is analogous, except that now h s = 1 − n κ 1 (s) and h t = 1 − n κ 2 (t). Therefore, for a given (n, s, t), the coordinate system breaks down when n = 1/ max(κ 1 (s), κ 2 (t)), and so the earliest breakdown is at n = 1/κ * . Performing the 3-d analogues of the 2-d calculations in §4. 3 , we see that (as in the 2-d case) (i) ∇φ + Γ = ∇φ − Γ = C Γ n and ∆φ + Γ = ∆φ − Γ on Γ, and (ii) the choice C Γ = 1/κ * ensures that D 2 φ ± Γ ≥ 1 in Ω + and Ω − \ M Ω− . 5 Nonexistence of a Z satisfying either Condition A or Condition B for nonconvex Ω −
In this section, we show that if Ω − is nonconvex, then the condition that Z = C Γ n on Γ (Condition A2 or B2) and the nonnegativity condition on ∂ i Z j (Condition A4 or B4) cannot be satisfied simultaneously. We restrict our attention to C 2 domains since both Conditions A and B assume this smoothness of Γ.
Lemma 5.1
If Ω − is a bounded C 2 domain that is nonconvex then there does not exist a realvalued Z ∈ (C 1 (Ω + ∩ B R )) d , for any R such that Ω − ⊂ B R , satisfying both
• Z = C Γ n on Γ for some constant C Γ > 0, and
Proof.
Since Ω − is nonconvex and C 2 , there exists a one-dimensional curve Γ * ⊂ Γ that has negative curvature. That is, if Γ * := {r 0 (s) : a ≤ s ≤ b} and κ(s) is defined by (4.1) then there exists a constant κ 0 < 0 such that κ(s) ≤ κ 0 for all s ∈ (a, b). The idea of the proof is to lift Γ * off Γ in the normal direction, calculate the derivative of the length of the lifted curve with respect to the distance from Γ in two different ways (one using the curvature, the other using the fact that Z = C Γ n on Γ) and reach a contradiction. On the other hand, since Z = C Γ n on Γ, r(s; ε) = r 0 (s) + ε C Γ Z r 0 (s) . The facts that (i) ∂ i Z j (x)ξ i ξ j ≥ 0 for all ξ ∈ R d and x ∈ Ω + ∩ B R and (ii) C Γ > 0 then imply that (dI/dε)(0) ≥ 0, contradicting (5.2).
Remark 5.2 (Can one of Conditions A and B be satisfied when Ω − is only convex (as opposed to uniformly convex)?) In Lemma 4.1 we constructed a Z (equal to the gradient of a scalar function φ) satisfying Condition A when Ω − is a uniformly convex domain, and we just showed in Lemma 5.1 above that there does not exist a Z satisfying either Condition A or Condition B when Ω − is nonconvex. The task remains to construct a Z (either the gradient of some function φ or otherwise) satisfying either Condition A or Condition B when Ω − is a smooth convex domain (i.e. with Γ allowed to contain straight line segments). In 2-d such a Z was essentially constructed in Ω + by [48, §4] ; indeed, (in the notation of that paper) the extension of the vector field l to B c satisfies the parts of Condition B that concern Ω + . Given this fact, one might ask why we did not use the construction of [48, §4] in §4. The reason is that the construction of Z for uniformly convex domains in §4 is such that the 2-d version generalises almost immediately to 3-d, but this is not the case for the construction in [48, §4].
Conclusion: identities for the Helmholtz equation
In this conclusion we attempt to place this paper's use of Morawetz's identities into a wider context. We do this with the following two diagrams, Figures 1 and 2 , which contrast the properties and uses of Green's identity with those of Morawetz's identities.
We make the following two remarks regarding Figure 2 .
(i) The k-explicit bounds in A2 are for the interior impedance problem, i.e. the problem of finding u such that ∆u + k 2 u = −f in Ω − and ∂u/∂n − iηu = g on Γ for given f , g, and η (with η ∈ R \ {0}). For this problem, one can use the multiplier Z · ∇u + αu (i.e. β = 0 in Zu) and, furthermore, in all the references in the figure ( [41] , [18] , and [29] ) Z is chosen to be x. The resulting identity is then equivalent to adding the Rellich identity with multiplier x · ∇u (introduced by Rellich in [52] ) to Green's identity multiplied by α, and this is how this method of obtaining bounds was understood in [41] , [18] , and [29] . Note that the analogue of these bounds for the time-harmonic Maxwell equations was obtained in [30, Theorem 4.6] , [43, Theorem 5.4.5] using the Maxwell analogue of the x · ∇u + αu multiplier; see [43, §5.3] . (The review in [10, §5.3.2] contains more discussion of these results and these multipliers.) (ii) To obtain the results in A1, A2, and B, one needs a vector field Z in the domain where the PDE is posed (since the identity is applied in this domain). In contrast, to obtain the integral equation results, C1 and C2, one needs a vector field in both the interior and exterior domains (i.e. Ω − and Ω + ). This is because (as we discussed in §1.5-1.6 and saw in §3) the identity is applied in both Ω − and Ω + . coercive up to a compact perturbation (see §1.4).
A. Difficult to prove k-explicit bounds for Helmholtz problems.
Green's identity: v ∆u + k 2 u = ∇ · v∇u − ∇u · ∇v + k 2 uv
When v = u, non-divergence terms on the right-hand side are not single-signed.
B. Variational (i.e. weak) formulations coercive for large k.
of Helmholtz problems are not C. Only prove boundary integral equations are where Zv = Z · ∇v − ikβv + αv Helmholtz problems: [47] , [46] . bounds for interior impedance problem: [41] , [18] , [29] .
B. New coercive variational formulations of (under non-negativity condition on ∂ i Z j ).
When v = u, non-divergence terms on the right-hand side are single-signed.
exterior Dirichlet and interior impedance 
