This paper is concerned with longtime dynamics of semilinear Lamé systems ∂ 2 t u − µ∆u − (λ + µ)∇divu + α∂tu + f (u) = 0, defined in a bounded domain of R 3 with Dirichlet boundary condition. Firstly, we establish the existence of finite dimensional global attractors subjected to critical forcings f (u). Then, writing the Lamé constant λ + µ as ελ 0 , we show the upper-semicontinuity of attractors with respect to the parameter ε when ε → 0. To our best knowledge, the analysis of attractors for dynamics of Lamé systems has not been studied before.
1. Introduction. The Lamé system is a classical model for isotropic elasticity. In three dimensions, it is given by    ∂ 2 t u − µ∆u − (λ + µ)∇divu = 0 in Ω × R + , u = 0 on ∂Ω × R + , u(0) = u 0 , ∂ t u(0) = u 1 in Ω,
where Ω is a bounded domain of R 3 with smooth boundary ∂Ω, representing the elastic body in its rest configuration. Here, the vector u = (u 1 , u 2 , u 3 ) denotes displacements and λ, µ are Lamé's constants with µ > 0. In this model, the stress tensor is given by
We refer the reader to [1, 12, 21, 26] for modeling aspects and [8, 17, 24] for some applications of vector waves.
We also note that the energy of the above linear system is given by
which is conservative, since from (1) we get formally d dt e(t) = 0. It follows that there are several papers about Lamé system, where the main feature is finding suitable damping and controllers in order to get stabilization and controllability, respectively.
In what follows, we recall some results dedicated to energy stabilization of elasticity system. The exponential stabilization of Lamé system, defined in exterior domains of R 3 with Dirichlet boundary, was studied by Yamamoto [27] . Uniform stabilization by nonlinear boundary feedback was studied by Horn [16] . Polynomial stabilization with interior localized damping was studied by Astaburuaga and Charão [9] . By adding viscoelastic dissipation of memory type, Bchatnia and A. Guesmia [6] stablished the so-called general stability. More recently, Benaissa and Gaouar [5] studied strong stability of Lamé system with fractional order boundary damping. With respect to controllability, we refer the reader to, for instance, [2, 4, 18, 19, 20] .
Our objective is different. We are concerned with longtime dynamics of Lamé systems under nonlinear forces. Then, the above linear system (1) becomes
where α∂ t u (α > 0) represents a frictional dissipation, f (u) stands for a nonlinear structural forcing, and h = h(x) represents some external force. To our best knowledge, asymptotic behavior of semilinear Lamé system has not been studied before. We present two main results. Firstly, we establish the existence of global attractors with finite fractal-dimensional. Secondly, by taking λ+µ = ελ 0 , we study the upper semicontinuity of attractors with respect to ε → 0.
2. Preliminaries and well posedness.
2.1. Assumptions. Throughout this paper the following assumptions are fulfilled.
• Ω ⊂ R 3 is a smooth bounded domain.
• The external force b ∈ (L 2 (Ω)) 3 does not depends on the time.
• The constant α and the Lamé coefficients satisfy
• The nonlinearity f = (f 1 , f 2 , f 3 ) satisfies: There exists a function g = (g 1 ,
Along with the dissipative condition for some constants M, m f ≥ 0
where λ 1 > 0 denotes the first eigenvalue of the Dirichlet operator −∆.
• g fulfills the subcritical growth restriction: there exist 1 ≤ p < 3 and M g > 0 such that, for i = 1, 2, 3,
• For all i = 1, 2, 3, h i fulfills the critical growth restriction: There exist a constant c h > 0 such that for i = 1, 2, 3
2.2. Functional setting. We denote the inner product in L 2 (Ω) by u, v := Ω u.vdx where u, v ∈ L 2 (Ω). As an abuse we use the same notation to the inner product in (L 2 (Ω)) 3 
Similarly, we denote by ∇·, ∇· the inner product in H 1 0 (Ω) as well as the inner product in (H 1 0 (Ω)) 3 . In this context we have that:
Finally, for p > 0, we denote the norms in the space L p (Ω) and (L p (Ω)) 3 by | · | p and · p , where we have
In the particular case p = 2, u 2 2 = u, u , u ∈ (L 2 (Ω)) 3 and |u| 2 2 = u, u , u ∈ L 2 (Ω).
The elasticity operator E with domain D(E) := (H 2 (Ω) ∩ H 1 0 (Ω)) 3 is given by
We consider the Hilbert space (H 1 0 (Ω)) 3 , ·, · e , where the inner product ·, · e is given by: v, w e = µ ∇v, ∇w + (λ + µ) divu, divw .
Lemma 2.1. On (H 1 0 (Ω)) 3 , the norms · 2 e := ·, · e and ∇ · 2 2 := ∇·, ∇· hold
This last equation, Lemma 2.1 and the compact embedding of H 1 0 (Ω) in L 2 (Ω) prove that E is a positive and self adjoint operator. We denote the fractional power associated to E by X r , that is, X r := D(E r ) endowed with the natural inner product ·, · r := E r ·, E r · . In particular X 0 = ((L 2 (Ω)) 3 ; ·, · ),
Remark 1. By Riesz's Theorem and arguments of density and continuity we have
We define the phase space H = X 1/2 × X 0 with the inner product defined as the product of inner product from X 1/2 and X 0 and induced norm · H . Additionally, we define the strong phase space as the Hilbert space
2.3.
Well-posedness. In this subsection we prove the existence and uniqueness of solutions to the system (2) under the hypothesis (3)-(8).
Let us write
Then problem (2) is equivalent to the Cauchy problem
where E :
From the classical theory of linear semigroups see [3] , [14] , [23] , the fact that F is locally Lipschitz on H and the elliptic regularity we obtain the well posedness 
ii) For (u 0 , u 1 ) ∈ H 1 , the system (2) possesses a unique solution
iii) For any T > 0 and any bounded set B ∈ H, there exist a constant C BT > 0 such that for any two solutions
As a consequence of the well posedness Corollary 1. There exist a semigroup (H, S(t)) associated to (2), where the solution operator S(t) is a C 0 -semigroup on H.
We define the total energy associated to the system (2) as:
Proposition 1. There exist positive constants K 1 , K 2 and K 3 such that for all (u, ∂ t u) ∈ H,
Proof. Clearly
where ǫ > 0 and all the constants depend on their index, for example C m h L 4 depends on C h and the immersion
The existence of the positive constants K 1 , K 2 and K 3 follows form (6) .
Remark 2. The constants K 1 , K 2 and K 3 in (16) does not depend on λ and
3. Global attractor. We recall some well knowns definitions related to attractor of a semigroup (H, S(t)), as reference see [11] .
• A closed set B ∈ H is said to be an absorbing for (H, S(t)) if and only if for
When there exists a bounded absorbing B, the semigroup (H, S(t)) is called dissipative. • The semigroup (H, S(t)) is called asymptotically compact if and only if there exists an attracting compact set B, it means, for any bounded set D
where d H denotes the Hausdorff semidistance. • The semigroup (H, S(t)) is called asymptotically smooth if and only if for any bounded set D such that S(t)D ⊂ D for all t ∈ R + there exist a compact subset B ∈D, such that (18) holds. • A global attractor of a semigroup (H, S(t)) is a compact set A ⊂ H which is fully invariant and uniformly attracting, it means, for any bounded subset
is the minimal number of closed balls of radius 2ǫ necessary to cover B. • The set of stationary points N of the dynamical system (H, S(t)) is defined as:
• A semigroup (H, S(t)) is called a gradient if there exists a strict Lyapunov functional Ψ, it means, for any z ∈ H, Ψ(S(t)z) is decreasing with respect t ≥ 0 and Ψ is constant on N , where N is the set stationaries points of (H, S(t)). • Let X, Y be reflexive Banach spaces with X c ֒→ Y and H = X × Y . Let suppose the semigroup (H, S(t)) is given by
Then (H, S(t)) is called quasi-stable on a set B ⊂ H if there exists a compact seminorm η X on X and nonnegative scalar functions a(t) and c(t) locally bounded in R + and b(t) ∈ L 1 (R + ) with lim t→∞ b(t) = 0 such that
for any z 1 , z 2 ∈ B. The norm is called η X is compact whenever a sequence x n ⇀ 0 weakly on X one has η X (x n ) → 0.
Theorem 3.1 (Corollary 7.5.7 [11] ). Assume that (H, S(t)) is a gradient asymptotically smooth dynamical system. Assume its Lyapunov function Ψ(x) is bounded from above on any bounded subset of H and the set Ψ R = {x ∈ H : Ψ(x) ≤ R} is bounded for every R. If the set N of stationary points of (H, S(t)) is bounded, then (H, S(t)) possesses a compact global attractor A = W u (N ).
Our main result in this section is
There exists a semigroup (H, S(t)) associated to the system (2) which has an unique global attractor with finite fractal dimension A, characterized by the unstable manifold of stationary points to (2) . Moreover if h i = 0, i = 1, 2, 3, A is bounded in the strong phase space. In particular Any full trajectory {(u(t), ∂ t u(t)), t ∈ R} that belongs to A has the following regularity properties:
, and there exist R > 0 such that
3.1. Gradient system. 
is an strict Lyapunov functional, Ψ(z) → ∞ if and only if z H → ∞ and N is bounded on H Proof. Let fix z 0 ∈ H and denote by N the set of stationary points of (2).
• From (17) 
Moreover, multiplying (20) by u, integrating on Ω and using (4) and (5) , we obtain that for any ǫ > 0
thus from (6) we have N is bounded on H.
Therefore from [11] we have Proposition 2. Under the conditions (3)- (8) . The semigroup (H, S(t)) is gradientlike. Moreover if there exist a global attractor A associated to this semigroup then A = W u (N ).
Stability inequality.
In this section we are devoted to prove the quasistability property for the semigroup (H, S(t)) associated to the system (2). This property is necessary to prove the existence of the global attractor with finite fractal dimension (cf. [11] ). 
where k 0 = max{4, 6 4−p } < 6, lim t→∞ b(t) = 0 and c(t) is locally bounded. Proof. Let us denote ω = u − v, then we have the system
in Ω,
We define the linear Energy associated to the system (22) by
the functional
and Υ : R + → R by
where the constants ǫ 1 , ǫ 2 > 0 will be chosen later Lemma 3.5. There exist constants C 1 , C 2 > 0 such that
Proof. It follows taking 
and applying Hölder inequality
whereC
is bounded by a constant which depends on B. Therefore, the result follows from the general Young's inequality 
Proof. Multiplying (22) by ω and integrating on Ω
The lemma follows from the inequalities
where the constantsC B , C B > 0 depend only on B.
Clearly,
and the system
has a solution ǫ 1 , ǫ 2 , ξ > 0 which do not depend on λ. Thus to k 0 = max{ 6 4−p , 4} there exists a constantC =C Bǫ2ǫ1ξα > 0 such that
Remark 3. The independence on λ of ǫ 1 , ǫ 2 also implies C 1 , C 2 andC do not depend on λ.
To estimate J, we use a result proved in [7] , which was proven to critical exponent case Lemma 3.8 (see [7] ). There exist a constant K ′ i > 0, i = 1, 2, 3 such that for any γ > 0 and i = 1, 2, 3,
Proof. By the Lemma 3.8, there exist constants K ′ i > 0, i = 1, 2, 3, such that (29) is satisfied. Then
the result follows taking
}. Note that C 3 does not depend on λ Therefore for some constant C 4 > 0(which does not depends on t and λ), (28) becomes in
By Gronwall's inequality
from (17) and Remark 2 we have
where Q = Q BGbhi depends on B, b and h i . Using the same analysis, we obtain the same result to
Given ǫ > 0, we have
Taking ǫ = γ0 2C4 and using (26) we have • From Theorem 2.2 and Theorem 3.4 we get that the system (H, S(t)) is quasistable, hence the system is asymptotically smooth. Therefore the result follows Theorem 3.1. • In the sub critical case h i = 0, i = 1, 2, 3, we have that estimative in Lemma 3.6 is now
and estimative in Lemma 3.7
This implies equation (28) becomes in
where k ′ 0 = max{ 6 4−p , p + 1}. Thus, we can consider η =C C1 ǫ2 in Theorem 3.4 constant. This fact and Theorem 7.9.8 [11] implies the result. and by A ε the global attractor associated to it. Also we denote by E ε (t) the energy given by (15) associated to P ε .
Using same notation as in the previous sections of the inner product for ε v, w ε = µ ∇v, ∇w + ελ 0 divu, divw .
Then the norm · ε = v, w ε satisfies that
Additionally, let us denote by H ε = ((H 1 0 (Ω)) 3 , · ε )×((L 2 (Ω)) 3 , · 2 ) the space of weak solutions associated to P ε , H 1 0 = (D(−∆), µ∆ · 2 ) × ((H 1 0 (Ω)) 3 , µ∇ · 2 ) the space of strong solutions associated to P 0 , the semigroup (H ε , S ε (t)) associated to P ε , A ε and N ε the global attractor and set of stationaries respectively, associated to (H ε , S ε (t)).
We study the dynamic of the attractors A ε , it means, the convergence of the attractor A ε , ε > 0 when ε → 0, being our main results Theorem 4.4 and 4.5.
In order to prove the upper semicontinuity of the attractor we need the next results: The existence of an absorbent set which depend of ε and the convergence in some sense of the solutions of P ε when ε → 0. To prove the first result we use the next theorem which is recover from the Remark 7.5.8 in [11] . In relation to the convergence of solutions, it is important to note that the phase space H ε change when ε → 0. So the convergence of the solutions of P ε is singular in the same sense proposed in [22] . Fixing n and multiplying P εn by a function φ ∈ (H 1 0 (Ω)) 3 d dt ∂ t u n , φ + µ ∇u n , ∇φ + ε n λ 0 divu n , divφ + (33)
It is clear that
Additionally, we have
and Ω |u n − u||φ i | ≤ u n − u 2 |φ i | 2 Ω |u j n | p−1 |u n − u||φ i | ≤ |u j n | p−1 6 u n − u 6 4−p |φ i | 2 Ω |u j | p−1 |u n − u||φ i | ≤ |u j | p−1 6 u n − u 6 4−p |φ i | 2 using that for 2 ≤ q < 6, H 1 0 (Ω) c ֒→ L q (Ω) ֒→ L 2 (Ω) and Simon's Theorem of compactness (The set {u i n } is precompact on C(0, T ; L q (Ω))) see [25] , we have that
Therefore (33) converges to
which means (u, ∂ t u) is a weak solution of P 0 and u(0) = u 0 . Finally we multiply equations (33) and (34) by a test function ψ ∈ H 1 ([0, T ]) such that ψ(0) = 1, ψ(T ) = 0 and integrating on [0, T ], we obtain for all φ ∈ (H 1 0 (Ω)) 3
From Theorem 3.2, for each n ∈ N, there exists R εn 2 > 0 such that ∂ t y n (t) H0 ≤ ∂ t y n (t) Hε n ≤ R εn 2 Hence from (31), we obtain the existence of R 2 > 0 which does not depend on ε n for all n, such that ∂ t y n (t) H0 ≤ ∂ t y n (t) Hε n ≤ R 2 , ∀n ∈ N Additionally, E εn u = −α∂ t u − f (u) − ∂ tt u + b(x) ∈ (L 2 (Ω)) 3 . Thus, multiplying by E εn u, integrating and using Holder's inequality there exists R 3 > 0 which does not depend on ε n such that y n l (t) − y(t) H0 = 0.
In particular, lim l→∞ î εn l (y 0 n l ) − y(0) H0 = 0.
In order to get a contradiction, it remains to prove y(0) ∈ A 0 . In fact, since {y 0 n l } l is limited on H 0 we can process as in the proof of Theorem 4.4 an prove that y is a solution of P 0 to t ∈ [−T, T ] with initial data y(0). Due to T > 0 is arbitrary and (35), y(t) is a bounded full trajectory of P 0 . This implies y(0) ∈ A 0 finishing the proof.
