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Abstract—The marching-on-in-time solution of the time do-
main electric field integral equation (TD-EFIE) has traditionally
suffered from a number of issues, including the emergence of
spurious static currents (DC instability) and ill-conditioning at
large time steps (low frequencies). In this contribution, a space-
time Galerkin discretization of the TD-EFIE is proposed, which
separates the loop and star components of both the equation
and the unknown. Judiciously integrating or differentiating these
components with respect to time leads to an equation which is free
from DC instability. By choosing the correct temporal basis and
testing functions for each of the components, a stable marching-
on-in-time system is obtained. Furthermore, the scaling of these
basis and testing functions ensure that the system remains well-
conditioned for large time steps. The loop-star decomposition is
performed using quasi-Helmholtz projectors in order to avoid
the explicit transformation to the unstable bases of loops and
stars (or trees), and to avoid the search for global loops, which
is a computationally expensive operation.
Index Terms—time domain, electric field integral equation, DC
instability, low frequency breakdown.
I. INTRODUCTION
ELECTROMAGNETIC scattering by perfect electricalconductors can be modeled efficiently using boundary
integral equations (BIEs). The two most prominent formula-
tions are the electric field integral equation (EFIE) and the
magnetic field integral equation (MFIE). This paper focusses
on the properties of the EFIE.
The EFIE can be formulated in either the frequency do-
main (FD-EFIE, for time-harmonic electromagnetic fields) or
the time domain (TD-EFIE, for general time dependence).
Whereas the FD-EFIE is solved at a single point on the
frequency axis, the TD-EFIE requires a discretization of the
time axis. Most often, a causal discretization scheme is chosen
such that the resulting system of equations can be solved
using the marching-on-in-time (MOT) algorithm [1], [2] (other
approaches such as marching-on-in-order have been suggested,
see e.g. [3]). The stability of the MOT algorithm hinges on
both the accurate evaluation of the interaction integrals [4]–
[7] and the choice of temporal discretization scheme [8]–[11].
Space-time Galerkin schemes have been found to produce
good results in terms of stability, accuracy and extensibility
to higher order in both space and time [10], [12]–[14].
Unfortunately, these schemes suffer from at least one of the
following problems.
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First, the TD-EFIE allows sourceless harmonic-in-time
regime solutions. When the scatterer is closed, interior res-
onances can be excited (resonant instabilities) [15], [16]. Fur-
thermore, it supports sourceless constant or linear in time di-
vergence free solutions (DC instabilities) [16], [17]. For simply
connected geometries, DC instabilities can be eliminated by
switching to the Caldero´n preconditioned TD-EFIE [18] and
applying the so-called dot-trick [16]. However, for multiply
connected geometries, the dot-trick EFIE still supports static
solutions [19] and is therefore susceptible to DC instability.
Second, for large time steps ∆t, the scaling of the blocks of
the TD-EFIE operator that describe the electrostatic and and
magnetostatic problems differs by a factor ∆t2, leading to
an ill conditioned system matrix. The resulting system cannot
be solved efficiently (using e.g. iterative techniques), which
drastically increases the solution time. This phenomenon is
termed low frequency breakdown [20], [21], and also occurs
in the frequency domain, see e.g. [22], [23] and references
therein.
Finally, the standard TD-EFIE involves the computation of
the charge as the temporal integral of the current divergence
at every time step. This computationally costly operation is
often avoided by introducing an additional charge variable (at
the cost of greater memory requirements), or by switching to
the time-differentiated TD-EFIE (at the cost of introducing
linear-in-time spurious loop currents to the solution).
Low frequency breakdown can be mitigated by applying
a loop-star or loop-tree decomposition to the EFIE, and
rescaling the components with the correct powers of ∆t [21].
However, explicitly constructing a basis of loops and stars (or
trees) leads to ill-conditioning [24]. Furthermore, for multiply
connected surfaces, global loops must be detected, which is
computationally expensive.
Linear-in-time spurious currents have also been tackled by
applying a loop-tree decomposition to the time-differentiated
TD-EFIE in [25]. While this does result in the elimination of
the linear-in-time spurious currents, it does not solve constant-
in-time DC instability. In [26], a loop-tree decomposition is
used to filter out static loop modes after they emerge.
In this contribution, a novel formulation termed the quasi-
Helmholtz Projected TD-EFIE (qHP-TDEFIE) is obtained by
separating the quasi-Helmholtz components of both spatial
basis and testing functions using the loop and star projectors
introduced in AndriulliMultConn, thereby eliminating the need
to explicitly construct a loop-star basis. The loop and star
parts of both the equation and the unknown are temporally
integrated or differentiated in such a way that the resulting
equation does not possess a static nullspace, and is therefore
2not susceptible to DC instability. Furthermore, it does not
require the computation of the temporal integral of the current.
Next, the quasi-Helmholtz components of both the unknown
and the equation are separately discretized in time using
Galerkin methods. More specifically, the order of regularity
of the basis and testing functions is matched to the order of
differentiation of each component. This is necessary in order
to obtain a stable MOT scheme. Furthermore, the scaling of
the basis and testing functions is chosen such that system has
a well-defined and well-conditioned low frequency limit. In
addition, the interaction matrix elements needed in this scheme
are compatible with matrix-vector product accelerators such as
the PWTD method [27], [28].
This paper is organized as follows. In Section II, the
standard TD-EFIE is presented in order to fix the notations
and definitions that will be used throughout the paper. The
properties of the resulting MOT algorithm are summarily re-
viewed. In Section III, the derivation of the new qHP-TDEFIE
is presented and discussed. In Section IV, the low frequency
(large time step) limit of the resulting numerical scheme
is investigated. Finally, a number of numerical experiments
are performed in Section V to demonstrate the favourable
properties of the qHP-TDEFIE formulation, both in terms of
DC stability and independence of the condition number on the
time step size.
II. THE STANDARD EFIE AND ITS PROPERTIES
A. The Time Domain EFIE
Consider a perfectly conducting body Ω, whose boundary
is denoted Γ. When an incident electric field ei(r, t) impinges
on it at t > 0, a surface current j(r, t) is induced on Γ, that
satisfies the time domain EFIE
η (T j) (r, t) = −nˆ× ei(r, t) ∀r ∈ Γ, t > 0, (1)
where the electric field integral operator (EFIO) T is defined
as
(T j) (r, t) = Tsj(r, t) + Thj(r, t), (2)
(Tsj) (r, t) = −1
c
nˆ×
∫
Γ
∂tj(r
′, τ)
4piR
ds′, (3)
(Thj) (r, t) = c nˆ× p.v.
∫
Γ
grad
∂−1t div
′
Γj(r
′, τ)
4piR
ds′,(4)
η =
√
µ0/0, c = 1/
√
0µ0, R = |r − r′|, τ = t − R/c,
and nˆ is the exterior normal vector to Γ. Define ∂−1t f(t) =∫ t
−∞ f(τ)dτ .
Note that (1) in itself only defines the current j up to a
constant solenoidal part. Uniqueness is achieved by imposing
causality, i.e., all fields are assumed to vanish for t < 0 in a
neighborhood of Ω. Causality also guarantees that ∂−1t f(t) =∫ t
−∞ f(τ)dτ is well defined.
B. Standard Galerkin Discretization
The surface Γ is now approximated by a triangle mesh with
NV vertices, NS edges, and NC cells. On this mesh, NS Rao-
Wilton-Glisson (RWG) functions are constructed [29]. Each
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Fig. 1. Two adjacent cells on which an RWG function is defined.
RWG function fm(r) is associated with one edge em (see
Fig. 1), and is defined on the two adjacent cells c+m and c
−
m:
fm(r) =

r−r+m
2A
c
+
m
for r ∈ c+m
r−m−r
2A
c
−
m
for r ∈ c−m
, (5)
where Ac+m and Ac−m denote the area of cell c
+
m and c
−
m,
respectively. Note that this definition does not include edge
length normalization, in order to simplify the notation in what
follows.
The current j(r, t) is approximated as an expansion in these
RWG functions:
j(r, t) =
NS∑
m=1
jm(t)fm(r). (6)
Next, (1) is spatially tested with the rotated RWG functions
nˆ× fm(r), m = 1, 2, ..., NS :∫
Γ
(nˆ× fm(r)) · (Eq. (1)) ds. (7)
By defining the following quantities:
Z = Zs + Zh, (8a)
[(Zsj) (t)]m = −
∑
n
η
c
∫
Γ
ds fm ·∫
Γ
ds′
∂tjn(τ)fn(r
′)
4piR
, (8b)
[(Zhj) (t)]m = −
∑
n
ηc
∫
Γ
ds (divΓfm(r)) ·∫
Γ
ds′
∂−1t jn(τ) div
′
Γfn(r
′)
4piR
, (8c)
[e(t)]m =
∫
Γ
fm(r) · ei(r, t) ds, (8d)
equation (7) can be concisely stated as
Zj(t) = −e(t) ∀t > 0. (9)
This equation is temporally discretized using a Galerkin
method (alternatively, a collocation method can also be used –
see Appendix A). The RWG expansion coefficients jm(t) are
approximated by an expansion in pulse functions p(t − i∆t)
(Fig. 2, middle)
j(t) =
NT∑
i=1
jip(t− i∆t), (10)
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Fig. 2. Temporal basis and testing functions: Dirac delta distrubtion δ(t)
(left), pulse p(t) (middle) and hat h(t) (right).
p(t) =
{
1 t ∈ (−∆t, 0)
0 otherwise
, (11)
and (9) is tested with pulses p(t− j∆t):∫
R
p(t− j∆t) (Eq. (9)) dt j = 1, 2, 3, ..., NT . (12)
This can be written as
j∑
i=0
Zijj−i = −ej j = 1, 2, 3, ..., NT , (13)
where
ej =
∫
R
p(t− j∆t) e(t)dt, (14)
[Zi]mn
= η
∫
R
dt p(t− i∆t)
∫
Γ
(nˆ× fm(r)) · T {fnp} (r, t)ds
= ∆t
∫
Γ
(nˆ× fm(r)) · T {fnh} (r, i∆t)ds, (15)
where h(t) denotes the hat function (Fig. 2, right):
h(t) =

1 + t∆t t ∈ (−∆t, 0)
1− t∆t t ∈ (0,∆t)
0 otherwise
. (16)
In (15), the interaction elements are transformed into the form
encountered in traditional collocation-in-time methods. These
integrals can be evaluated using techniques outlined in e.g.
[4]–[7]. It is also possible to accelerate these computations
using fast techniques such as PWTD [27], [28]. The system
of linear equations (13) can be solved by recasting it in the
following form
−Z0ji =
i∑
j=1
Zj ji−j + ei, (17)
which is then successively solved for ji, i = 1, 2, ..., NT . This
is the marching-on-in-time (MOT) method.
Because of the temporal integral in the hypersingular contri-
bution, there are an unlimited number of matrices Zi 6= 0. The
number of nonzero terms in the summation in the right hand
side therefore grows without bound when the MOT algorithm
progresses. The unbounded summation can be avoided by
introducing the charge as an additional variable, see e.g. [11]
or [30]. This however leads to overhead in both memory
requirements and computation time.
C. Null Space of the Discretized EFIO
In Section II-A, it was noted that the sourceless EFIE
supports constant solenoidal regime solutions. This property is
conserved by the discretization procedure: if jL is a solenoidal
current, ∞∑
j=0
Zj jL = 0. (18)
In the continuous case, an energy argument shows that late
time constant signals cannot be part of the solution. Indeed,
all energy in the incident wave is reflected during scattering,
leaving no energy to sustain a residual magnetostatic field. In
the discrete case, the finite precision of the numerical scheme
allows static loop currents to creep into the solution, after
which they persist throughout the simulation [17].
Even though the solution to the discrete EFIE will always
be an approximation of the exact solution, it is possible
to design a scheme that explicitly coerces late time energy
conservation and thus cannot support DC signals in the tail
of the approximate solution. In practice this property can
be checked by inspecting the expressions for the interaction
elements and keeping track of the explicit appearance of
divergence and differentation operators. In the next section,
the EFIE is rewritten and discretised in such a way that the
resulting discrete system does not sustain constant-in-time
regime solutions.
III. THE QUASI-HELMHOLTZ PROJECTED TD-EFIE
A. Separation of the Quasi-Helmholtz Components
In [22], the quasi-Helmholtz components (i.e., the diver-
gence free and weakly curl free components) of the FD-EFIE
are separated not by explicitly constructing a loop-star basis,
but using projection matrices PΛH and PΣ.
Consider a triangle mesh consisting of NC cells, on which
NS RWG functions fm(r) are defined. Each RWG function
fm(r) is defined on two cells, c
+
m and c
−
m (see Fig. 1), and
represents a current flowing from c+m to c
−
m. The NS × NC
star coefficient matrix is given by
Σij =

1 if cell j equals c+i
−1 if cell j equals c−i
0 otherwise
. (19)
Note that ΣT is the discrete divergence operator in a basis of
RWG functions for the current, and cellwise constant functions
for the charge. Projection onto the star space is then achieved
using the projection operator
PΣ = Σ
(
ΣTΣ
)+
ΣT , (20)
where
(
ΣTΣ
)+
denotes the pseudoinverse of ΣTΣ. A pseudo-
inverse is required because the constant vector is in the kernel
of Σ. Computing this pseudoinverse using standard techniques
would require O(N3c ) operations. Section V of [22], however,
explains how this computation can be done in linear time using
techniques developed in [31]. As a result, for any NS×1 vector
c, the matrix-vector product PΣc can be computed in O(NS)
operations.
4The operator PΛH projects onto the space of divergence free
expansion coefficients: ΣTPΛH = 0. Therefore, PΣPΛH =
PΛHPΣ = 0. This also means that the loop-star decomposition
is coefficient-wise orthogonal. PΛH can easily be found as
PΛH = 1− PΣ. (21)
In this way, the detection of global loops is avoided.
B. Elimination of the Static Null Space
The quasi-Helmholtz projectors PΛH and PΣ are now
applied to both the test and trial side of the semi-discrete TD-
EFIE (9):(
PΛH PΣ
)(Zs Zs
Zs Zs + Zh
)(
PΛH
PΣ
)
j(t) = −e(t), (22)
where ZhPΛH = PΛHZh = 0 has been used. The operator Zh
(Equation (8c)) requires the evaluation of a temporal integral.
This is avoided by introducing an auxiliary unknown y(t):
y(t) =
(
∂−1t P
Σ + PΛH
)
j(t)
⇐⇒ j(t) =
(
∂tP
Σ + PΛH
)
y(t), (23)
satisfying(
PΛH PΣ
)(Zs ∂tZs
Zs ∂tZs + ∂tZh
)(
PΛH
PΣ
)
y(t) = −e(t).
(24)
The operator Zs involves a temporal differentiation, which
annihilates constant-in-time currents. Therefore, constant loop
currents reside in the null space of the operator on the left
hand side of (24). This is resolved by temporally integrating
the loop part of (24):
Z ′y(t) = −
(
∂−1t P
ΛH + PΣ
)
e(t), (25)
Z ′ = (PΛH PΣ)(∂−1t Zs ZsZs ∂tZs + ∂tZh
)(
PΛH
PΣ
)
(26)
=
(
∂−1t P
ΛH + PΣ
)
Z
(
PΛH + ∂tP
Σ
)
. (27)
Equation (25) is the quasi-Helmholtz projected TD-EFIE
or qHP-TDEFIE. Note, however, that it is still continuous in
time. A suitable discretization strategy is developed in the next
section.
The operator Z ′ is constructed in such way that it does not
require the evaluation of a temporal integral, and it does not
annihilate static loop currents. It is, in essence, the inverse
Fourier transform of the modified EFIE operator proposed in
[22], up to irrelevant sign conventions. An alternative method
to obtain this operator is explored in Appendix A.
For slowly varying fields, the off-diagonal components
as well as ∂tZs in the lower right block of (26) become
negligible. The remaining dominant contributions (∂−1t Zs and
∂tZh) do neither contain explicit temporal differentiations or
integrations. These diagonal terms have a physical meaning:
∂−1t Zs represents the electromagnetic vector potential, and
∂tZh the electromagnetic scalar potential.
C. Temporal Discretization
Next, the qHP-TDEFIE (25) is discretized in time. In
Section II, j(t) was expanded in pulses. This implies that
y(t) (28)
=
(
∂−1t P
Σ + PΛH
)
j(t) (29)
=
NT∑
i=1
(
p(t− i∆t)PΛH + ∂−1t p(t− i∆t)PΣ
)
ji. (30)
The testing coefficients are transformed in a similar way.
ti =
∫
R
p(t− i∆t)Zj(t) dt (31)
=
∫
R
p(t− i∆t)
(
∂tP
ΛH + PΣ
)
Z ′y(t)dt (32)
=
∫
R
(
−∂tp(t− i∆t)PΛH
)
Z ′y(t)dt
+
∫
R
(
p(t− i∆t)PΣ
)
Z ′y(t)dt. (33)
Applying this discretization scheme to the qHP-TDEFIE
would, however, result in the same system as in Section II.
In particular, the resulting MOT algorithm would also suffer
from DC instability. This is due to the testing functions
−∂tp(t − i∆t) = δ (t− (i− 1)∆t) − δ (t− i∆t), which act
as discrete derivatives. Furthermore, the number of nonzero
Z-matrices would be infinite due to the infinite support of the
expansion function ∂−1t p(t − i∆t). Finally also the scaling
of the two blocks remains unchanged and leads to a con-
dition number that scales like ∆t2 at large time steps (see
Section IV).
All these issues can be solved by directly discretizing (25)
rather than inheriting the discretisation of the classic TD-EFIE
(9). More specifically:
y(t) =
NT∑
i=1
(
p(t− i∆t)PΛH + h(t− i∆t)PΣ
)
yi, (34)
yi = ∆t
i∑
j=1
PΣjj + P
ΛH ji, (35)
ri =
∫
R
(
δ(t− i∆t)PΛH + 1
∆t
p(t− i∆t)PΣ
)
Z ′y(t)dt
=
1
∆t
PΣti −
i∑
j=1
PΛHtj . (36)
In this discretization scheme, the loop part and the star part of
y(t) are expanded in pulse functions p(t−i∆t) (Fig. 2, middle)
and hat functions h(t− i∆t) (Fig. 2, right), respectively. The
loop part and the star part of Z ′ are tested with Dirac delta
distributions δ(t− i∆t) (Fig. 2, left) and pulses, respectively.
Note that the basis functions of both Helmholtz components
can represent the constant-in-time function and that the testing
functions of neither of the Helmholtz components disappears
when applied to constant-in-time functions. The basis func-
tions of both Helmholtz components of y(t) are normalized
to 1. The testing functions of both Helmholtz components
are also scaled equally in the sense that both
∫
R δ(t)dt and
5∫
R
1
∆tp(t)dt equal 1. This is the origin of the factor
1
∆t in (36).
The global factor ∆t in (35) is not necessary for balancing,
but results in a well defined limit for the system matrices as
large time step, as will be detailed in Section IV.
This expansion and testing scheme is now applied to the
qHP-TDEFIE (25).∫
R
(
δ(t− j∆t)PΛH + 1
∆t
p(t− j∆t)PΣ
)
(Eq. (25)) dt,
(37)
for j = 1, 2, ..., NT , or
−Z′0yj =
j∑
i=1
Z′iyj−i + e
′
j , (38)
where the matrices Z′i are constructed from four components
Z′i =
(
PΛH PΣ
)(Z′LLi Z′LSi
Z′SLi Z
′SS
i
)(
PΛH
PΣ
)
, (39)
which are explicitly given in Equations (40a)-(40d). The
excitation vector e′j is given by
e′j =
∫
R
(
δ(t− j∆t)∂−1t PΛH +
1
∆t
p(t− j∆t)PΣ
)
e(t) dt.
(41)
Once the expansion coefficients yi are found, the physical
current j(r, t) on Γ can be computed as
j(r, t) =
NS∑
m=1
NT∑
i=1
[ji]m p(t− j∆t)fm(r), (42)
ji = P
ΛHyi + P
Σ 1
∆t
(yi − yi−1) . (43)
The use of different temporal basis and testing functions
for the loop and star components is necessary to obtain a
stable MOT scheme. If y(t) is expanded in a single set
of basis functions (h(t − i∆t) or p(t − i∆t)), and (25) is
tested with a single set of testing functions (p(t − i∆t) or
δ(t−i∆t)), high frequency instabilities are encountered. When
a stability analysis is conducted as in [16], the eigenvalues
of the companion matrix are not confined to the unit circle,
indicating that the scheme is unstable.
In contrast to Z , Z ′ does not contain a temporal integral.
As a consequence, the number of nonzero matrices Z′i is finite
in this scheme. No further manipulation or auxiliary quantities
are required.
The integrals (40a)-(40d) can be interpreted as the interac-
tions which are also found in traditional collocation-in-time
schemes, meaning that they can be accelerated using fast
techniques such as PWTD [27], [28].
D. Static Null Space
Consider a constant solenoidal current j(r, t) = jL(r),
divΓj(r) = 0, with RWG expansion coefficients ji = jL =
PΛH jL. This current is annihilated by the TD-EFIE operator,
in the continuous as well as in the discrete setting:
(T j) (r, t) = 0 ∀t > 0,∀r ∈ Γ, (44)
(Zj) (t) = 0 ∀t > 0, (45)
i∑
j=0
Zj ji−j = 0 i = 0, 1, 2, ... (46)
This is the origin of the DC instability encountered in standard
TD-EFIE simulations.
For solenoidal currents, j(t) = y(t) and ji = yi. These
functions are not annihilated by the qHP-TDEFIE operator:
(Z ′y) (t) 6= 0 ∀t > 0. (47)
Moreover, because the trial functions can resolve constant-
in-time functions, this property is conserved upon temporal
discretization. Therefore, the qHP-TDEFIE does not allow
constant in time solenoidal currents as sourceless regime
solutions. This immediately implies that the qHP-TDEFIE is
not susceptible to DC instabilities.
IV. LOW FREQUENCY LIMIT
In this section, the low frequency limit of the system matrix
Z0 (standard TD-EFIE, Section II) and Z′0 (qHP-TDEFIE,
Section III) is investigated. For this, the scatterer is assumed
to be small, i.e., with diameter D  c∆t.
A. Low Frequency Limit of the Standard TD-EFIE
The TD-EFIE system matrix is split into a singular and a
hypersingular part
Z0 = Z
s
0 + Z
h
0 , (48)
[Zs0]mn = η
∫
R
dt p(t)
∫
Γ
(nˆ× fm(r)) · Ts {fnp} (r, t)ds
= η ∆t
∫
Γ
(nˆ× fm(r)) · Ts {fnh} (r, 0)ds, (49)[
Zh0
]
mn
= η
∫
R
dt p(t)
∫
Γ
(nˆ× fm(r)) · Th {fnp} (r, t)ds
= η ∆t
∫
Γ
(nˆ× fm(r)) · Th {fnh} (r, 0)ds. (50)
Here we used the fact that a temporal Galerkin scheme is
equivalent with a collocation scheme with as effective basis
function the anti-convolution of the basis and testing function
of the Galerkin scheme (see (15)). Assuming that D  c∆t,
the integrand of (49) is constant in time:
∂th(0−R/c) = 1
∆t
for R < c∆t (51)
Therefore,
[Zs0]mn = −µ ∆t
∫
Γ
dsfm(r) ·
∫
Γ
ds′
fn(r
′)∂th(−R/c)
4piR
= −µ
∫
Γ
ds fm(r) ·
∫
Γ
ds′
fn(r
′)
4piR
= [Zsstat]mn (52)
where Zsstat is the RWG discretization of the static vector
potential, which is independent of ∆t. For the hypersingular
part, the time dependence of the integrand of (50) can be
approximated by a Taylor series:
∂−1t h(0−R/c) = ∆t
(
1
2
+O
(
R
c∆t
))
, (53)
6[
Z′SSi
]
mn
=
η
∆t
∫
R
dt p(t− i∆t)
∫
Γ
ds (nˆ× fm(r)) · ∂tT {fnh} (r, t)
= η
∫
Γ
ds (nˆ× fm(r)) · ∂tT {fnTph} (r, i∆t), (40a)[
Z′SLi
]
mn
=
η
∆t
∫
R
dt p(t− i∆t)
∫
Γ
ds (nˆ× fm(r)() · Ts {fnp} (r, t)
= η
∫
Γ
ds (nˆ× fm(r)) · Ts {fnh} (r, i∆t), (40b)[
Z′LSi
]
mn
= η
∫
R
dt δ(t− i∆t)
∫
Γ
ds (nˆ× fm(r)) · Ts {fnh} (r, t)
= η
∫
Γ
ds (nˆ× fm(r)) · Ts {fnh} (r, i∆t), (40c)[
Z′LLi
]
mn
= η
∫
R
dt δ(t− i∆t)
∫
Γ
ds (nˆ× fm(r)) · ∂−1t Ts {fnp} (r, t)
= η
∫
Γ
ds (nˆ× fm(r)) · ∂−1t Ts {fnp} (r, i∆t), (40d)
Tph(t) =
1
∆t
∫
R
p(τ)h(t+ τ)dτ. (40e)
leading to[
Zh0
]
mn
= −∆t

∫
Γ
ds divΓfm(r)
p.v.
∫
Γ
ds′
div′Γfn(r
′)∂−1t h(−R/c)
4piR
= ∆t2
(
1
2
[
Zhstat
]
mn
+O
(
D
c∆t
))
, (54)[
Zhstat
]
mn
= −1

∫
Γ
ds ∇ · fm(r)
∫
Γ
ds′
∇′ · fn(r′)
4piR
,(55)
where Zhstat is the RWG discretization of the static scalar
potential, which is also independent of ∆t.
Thus, for c∆t → +∞, and considering that Zh0 =
PΣZh0P
Σ,
Z0 → Zsstat +O
(
D
c∆t
)
+∆t2PΣ
(
1
2
Zhstat +O
(
D
c∆t
))
PΣ, (56)
or
Z0 →
(
PΛH PΣ
)(O(1) O(1)
O(1) O(∆t2)
)(
PΛH
PΣ
)
, (57)
which leads to a condition number that grows ∝ ∆t2. In [21],
this ill-conditioning is resolved for simply connected structures
by scaling the spatial local loop functions proportionally to ∆t.
B. Low Frequency Limit of the qHP-TDEFIE
The same approach is applied to the four components of the
qHP-TDEFIE. First, the loop-loop-part (40d) :[
Z′LL0
]
mn
= η
∫
Γ
ds (nˆ× fm(r)) · ∂−1t Ts {fnp} (r, 0)
= −µ
∫
Γ
ds fm(r) ·
∫
Γ
ds′
fn(r
′) p(0−R/c)
4piR
(58)
Since the scatterer has diameter D < c∆t,[
Z′LL0
]
mn
= −µ
∫
Γ
ds fm(r) ·
∫
Γ
ds′
fn(r
′)
4piR
(59)
= [Zsstat]mn . (60)
The star-loop part (40b) and loop-star part (40c) are, up to a
factor ∆t, equal to Zs0 (52):[
Z′LS0
]
mn
=
[
Z′SL0
]
mn
=
1
∆t
[Zs0]mn =
1
∆t
[Zsstat]mn .
(61)
Finally, the star-star part is split in two contributions[
Z′SS0
]
mn
=
[
Z′SSs,0
]
mn
+
[
Z′SSh,0
]
mn
, (62)[
Z′SSh,0
]
mn
= η
∫
Γ
ds (nˆ× fm(r)) · ∂tTh {fnTph} (r, 0),[
Z′SSs,0
]
mn
= η
∫
Γ
ds (nˆ× fm(r)) · ∂tTs {fnTph} (r, 0),
The time dependence of these integrands can be approximated
as follows, for R/c ∆t:
Tph(0−R/c) = 1
2
+O
(
R
c∆t
)
, (63)
∂2t Tph(0−R/c) =
1
∆t2
. (64)
Then,[
Z′SSs,0
]
mn
=
1
∆t2
[Zsstat]mn , (65)[
Z′SSh,0
]
mn
= −
∫
Γ
ds ∇ · fm(r)∫
Γ
ds′
∇′ · fn(r′)
4piR
(
1
2
+O
(
R
c ∆t
))
=
1
2
[
Zhstat
]
mn
+O(∆t−1). (66)
7Thus, when ∆t→ +∞,
Z′0 → PΛHZsstatPΛH +
1
2
PΣZhstatP
Σ +O (∆t−1) , (67)
or
Z′0 →
(
PΛH PΣ
)( O(1) O (∆t−1)
O (∆t−1) O(1)
)(
PΛH
PΣ
)
,
(68)
which leads to a condition number that is asymptotically
constant. This is the result of rescaling the temporal basis and
testing functions associated with the star part with a factor
1
∆t (equations (35) and (36), respectively). This contrasts with
the approach used in [21], where the spatial basis and testing
functions were rescaled.
V. NUMERICAL RESULTS
A. Torus
As a first example, scattering by a torus with large radius
0.8 m and small radius 0.2 m (Fig. 3) is examined. The torus
is illuminated by a Gaussian-in-time plane wave
ei(r, t) =
4A
w
√
pi
pˆ exp
(
−
(
4
w
(
c(t− t0)− kˆ · r
))2)
,
(69)
with amplitude A = 1 V , polarization pˆ = 1ˆx, direction kˆ =
1ˆz , width w = 10 m and time of arrival t0 = 100 ns.
The torus is approximated by a triangle mesh on which
NS = 918 RWG functions are defined. The time step is
chosen as 0.83 ns (or c∆t = 0.25 m). The scattering problem
is solved using the EFIE (Section II), the dot-trick Caldero´n
preconditioned EFIE [16] and the qHP-TDEFIE (Section III).
The resulting current on the edge indicated by the arrow in
Fig. 3, is shown in Fig. 4 for the three simulations. At early
times (ct < 75 m), the three simulations match very well.
However, the EFIE simulation ends in a constant loop current,
whereas the dot-trick EFIE simulation exhibits a linearly
increasing loop current. With the qHP-TDEFIE, the current
expansion coefficient goes down to 10−14, at which point the
machine precision comes into play. It has been verified that
the resulting current is not a static loop current but random
numerical noise.
Next, the time step is increased in order to study the low
frequency limit of the matrix Z0. Its condition number is
shown in Fig. 5 for the EFIE, the dot-trick EFIE and the
qHP-TDEFIE. Whereas for the EFIE and the dot-trick EFIE,
the condition number grows proportional to ∆t2, the qHP-
TDEFIE remains constant.
B. Static Nullspace
Consider an MOT system with a finite number NX of
nonzero interaction matrices
−X0ji =
NX∑
j=1
Xj ji−j + ei. (70)
The convolution operator allows constant-in-time regime so-
lutions if
∃jc :
NX∑
i=0
Xijc = 0, (71)
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Fig. 3. Triangle mesh for a torus. The arrow points toward the edge on which
the current is observed in Fig. 4.
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Fig. 4. Current on the torus, obtained using three different formulations. The
standard TD-EFIE exhibits a constant-in-time DC instablity. The dot-trick
Caldero´n preconditioned EFIE suffers from a linear-in-time DC instability.
The qHP-TDEFIE is immune to DC instability.
10−1 100 101 102
100
101
102
103
104
105
106
107
c ∆t [m]
co
n
d(Z
0)
 
 
TD−EFIE
dot−trick CP−EFIE
qHP−TDEFIE
Fig. 5. cond(Z0) for the torus, as a function of the time step ∆t.
8and linear-in-time regime solutions if
∃jl :
NX∑
i=0
Xi(NX − i+ 1)jl = 0. (72)
In other words, the constant and linear nullspaces of the
operator Xi can be investigated by computing the spectrum
of
Xc =
NX∑
i=0
Xi, (73)
Xl =
NX∑
i=0
(NX − i+ 1)Xi. (74)
This approach can readily be applied to the dot-trick EFIE
and the qHP-TDEFIE. For the standard EFIE, there are an
unlimited number of nonzero interaction matrices. This is only
a technical complication, which is resolved in Appendix B.
This type of analysis is much cheaper than a full eigenvalue
analysis on the system’s companion matrix (see [16]).
1) Cuboid: Now consider the cuboid mesh with dimensions
2 × 2 × 2/3 m in Fig. 6. On this mesh, NS = 360
RWG functions are defined, which can be combined into 121
independent loops. The time step is fixed at c∆t = 1 m.
The singular values of Xc are shown in Fig. 7, top, for
the standard TD-EFIE, the dot-trick CP-EFIE and the qHP-
TDEFIE. The 121 singular values smaller than 10−14 corre-
spond to the constant loop currents that reside in the nullspace
of the EFIE operator. The dot-trick CP-EFIE and the qHP-
TDEFIE do not exhibit a constant-in-time nullspace.
The singular values of Xl are shown in Fig. 7, bottom. The
absence of very small singular values indicates that none of
the three formulations exhibit a linear-in-time nullspace.
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Fig. 6. Cuboid (2× 2× 2/3 m) mesh, NS = 360.
2) Rectangular Torus: The experiment is now repeated for
the rectangular torus shown in Fig. 8. On this mesh, 384 RWG
functions are defined, which can be combined into 127 local
and 2 global loops.
Fig. 9 shows that the constant-in-time loops (127 local
loops, and 2 global loops) are again in the nullspace of the
EFIE. The nullspace of the dot-trick EFIE encompasses both
constant-in-time and linear-in-time global loops. The qHP-
TDEFIE again does not exhibit a static nullspace.
VI. CONCLUSION
The quasi-Helmholtz Projected TD-EFIE developed in this
contribution, is a novel formulation of the TD-EFIE that
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Fig. 7. Spectral analysis of the static nullspace of the cuboid. Top: constant-
in-time currents, bottom: linear-in-time currents.
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Fig. 8. Rectangular torus mesh, NS = 384.
is immune to spurious static currents, on both simply and
multiply connected structures. While it is based on the sepa-
ration of quasi-Helmholtz components, it does not require the
explicit construction of a loop-star or a loop-tree basis, nor the
detection of global loops. The qHP-TDEFIE is discretized in
time using a Galerkin method, with different basis and testing
function combinations for each component. This is necessary
in order to obtain a stable marching-on-in-time scheme. The
temporal basis and testing functions are chosen such that the
resulting system of equations is immune to low frequency
breakdown, i.e., the system remains well conditioned for large
time steps.
APPENDIX
A. Alternative Form
1) Standard EFIE: In Section II, a temporal Galerkin
discretization of the TD-EFIE was proposed, in which the
temporal testing and trial functions are both pulses p(t− i∆t).
This yields a current that is piecewise constant in time.
Alternatively, it is also possible to expand the current in hat
functions:
j(t) =
NT∑
i=1
ji h(t− i∆t). (75)
A stable MOT scheme can be obtained by testing the TD-EFIE
with Dirac distributions:∫
R
δ(t− j∆t) (Eq. (9)) dt j = 1, 2, 3, ..., NT . (76)
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Fig. 9. Spectral analysis of the static nullspace of the rectangular torus. Top:
constant-in-time currents, bottom: linear-in-time currents.
Since
η
∫
R
dt δ(t− i∆t)
∫
Γ
(nˆ× fm(r)) · T {fnh} (r, t)ds
=
η
∆t
∫
R
dt p(t− i∆t)
∫
Γ
(nˆ× fm(r)) · T {fnp} (r, t)ds
=
1
∆t
Zi, (77)
the interaction matrices and therefore the properties concern-
ing stability and nullspaces are identical.
2) qHP-TDEFIE: A qHP-TDEFIE similar to this scheme
can be developed by defining the auxiliary unknown y(t) as
y(t) =
(
PΣ + ∂tP
ΛH
)
j(t)
⇐⇒ j(t) =
(
PΣ + ∂−1t P
ΛH
)
y(t), (78)
satisfying
Z ′y(t) = −
(
PΛH + ∂tP
Σ
)
e(t). (79)
The operator Z ′ is the same as in Section III-B, since
Z ′ =
(
∂−1t P
ΛH + PΣ
)
Z
(
PΛH + ∂tP
Σ
)
=
(
PΛH + ∂tP
Σ
)
Z
(
∂−1t P
ΛH + PΣ
)
. (80)
The temporal discretization of (79) is the similar as in Sec-
tion III-C, with only minor modifications:
e′j =
∫
R
(
δ(t− j∆t)PΛH + 1
∆t
p(t− j∆t)∂tPΣ
)
e(t) dt,
(81)
j(r, t) =
NS∑
m=1
NT∑
j=1
[
PΣyj + ∆t
j∑
i=1
PΛHyi
]
m
h(t−j∆t)fm(r).
(82)
This results in a current that is also expanded in hats instead
of pulses. The MOT matrices Z′i are the same as in Section III.
Therefore, this alternative scheme is also stable, and free of
a static nullspace. Even though the numerical integration of
PΛHy(t) (∆t
∑j
i=1 P
ΛHyi in (82)) can result in a nonzero
loop component in j(t), it can never lead to DC instabilities.
B. Spectral Analysis of the Static Null Space for the EFIE
The hypersingular EFIO Th contains a temporal integral,
which corresponds to the integration of the current in order to
obtain the electrical charge on Γ. This integral is transformed
into an infinite summation by the discretization procedure, i.e.,
an infinite number of matrices Zi 6= 0.
It is therefore convenient to introduce additional unknowns
to discretize the temporal integral of j(t)
s(t) = ∂−1t j(t) =
NT∑
i=1
si h(t− i∆t), (83)
si = ∆t
i∑
j=0
ji. (84)
Then,
j∑
i=0
Zijj−i =
j∑
i=0
Zsi jj−i +
j∑
i=0
Z˙
h
i sj−i, (85)
[Zsi ]mn = η
∫
R
dt p(t− i∆t)∫
Γ
(nˆ× fm(r)) · Ts {fnp} (r, t)ds, (86)[
Z˙
h
i
]
mn
= η
∫
R
dt p(t− i∆t)∫
Γ
(nˆ× fm(r)) · ∂tTh {fnh} (r, t)ds,(87)
where Zsi = Z˙
h
i = 0 for i > NZ . Currents that are constant
in time satisfy
ji = jc, (88)
si = (i+ 1)∆t jc, (89)
and belong to the null space of the EFIE if(∑
i
Zsi + ∆t
∑
i
(NZ − i+ 1)Z˙hi
)
jc = 0. (90)
Currents that are linear in time satisfy
ji = (i+ 1)jl, (91)
si = ∆t
(i+ 1)(i+ 2)
2
jl, (92)
and belong to the null space of the EFIE if(∑
i
(NZ − i+ 1)Zsi
)
jl
+ ∆t
(∑
i
(NZ − i+ 1)(NZ − i+ 2)
2
Z˙
h
i
)
jl = 0.(93)
Therefore, the static null space of the EFIE operator can be
investigated by computing the spectrum of
Xc =
∑
i
Zsi + ∆t
∑
i
(NZ − i+ 1)Z˙hi , (94)
Xl =
∑
i
(NZ − i+ 1)Zsi
+∆t
∑
i
(NZ − i+ 1)(NZ − i+ 2)
2
Z˙
h
i . (95)
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