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Vibrational energy transfer between two isotopologues of [Re(dcb)(CO)3Br] immobilized on a
TiO2 surface is studied with the help of 2D IR spectroscopy in dependence of surface coverage. To
dilute the molecules on the surface, and thereby control the intermolecular distances, two differ-
ent diluents have been used: a 3rd isotopologue of the same molecule as well as 4-cyanobenzoic
acid. As expected, the vibrational energy transfer rate decreases with dilution. For a quantitative
investigation of the distance dependence of the vibrational energy transfer rate, we analyze the
data based on an excitonic model. This model reveals the typical 1/r6-distance dependence for
a dimer of donor and acceptor, similar to the NOE in NMR spectroscopy or FRET in electronic
spectroscopy. However, VET becomes a collective phenomenon on the surface, with the existence
of a network of coupled molecules, and its disappearance below a percolation threshold, dominating
the concentration dependence of the vibrational energy transfer rate.
I. INTRODUCTION
Energy transfer is a central phenomenon in nature. In
photosynthetic organisms, for example, electronic energy
is transferred quickly from the antenna complex to the
reaction centres in femto- to picoseconds.1 The kinetics
of excitation and energy transfer in different spectral do-
mains have been the subject of rigorous and extensive
research in the past. In particular, the verification of
the theoretically expected distance dependence of exci-
tation and energy transfer rates has been experimentally
achieved in two main cases: Förster resonant energy
transfer (FRET),2 and the transfer of nuclear spin po-
larisation between adjacent protons (nuclear Overhauser
effect, NOE).3,4 In both cases, the donor-acceptor dis-
tances were known with precision. Nowadays, FRET and
NOE are routinely used as molecular rulers in the nm to
Å range, finding applications in different fields across bi-
ology, biochemistry, biophysics and structural chemistry.
Intermolecular vibrational energy transfer (VET), on
the other hand, has only been studied in more detail
in the past decade. Previous works by Zheng and co-
workers used VET and anisotropy as key elements to
obtain dynamic and structural information of ion clus-
tering in aqueous SCN– solutions and isotope-mixed
crystals.5–12 In their work, mixtures of SCN– and its iso-
topologues were used as probes for intermolecular VET
and clustering, and were studied using two-dimensional
infrared (2D-IR) and pump-probe spectroscopy. Our
group has also recently reported on ultrafast vibrational
energy transfer between isotope-labelled metal carbonyl
complexes co-adsorbed on surfaces, measured by 2D IR
spectroscopy.13–15
In Ref. 11, a model has been proposed, which as-
sumes the coupling between neighboring chromophores
to be constant in time (different from NOE in NMR
spectroscopy), but the site energies of individual chro-
mophores to fluctuate in time, e.g., due to solvent inter-










(∆ω)2 + 4V 2 + τ−2
]
, (1)
where ∆ω = ωD − ωA is the donor-acceptor frequency
difference, τ−1 a dephasing correlation time, and V is the








Here, r is the donor-acceptor distance, κ is an orien-
tational factor, µD,A the transition dipole moments of
donor or acceptor, respectively, and ε0 the vacuum per-
mittivity. The physical picture behind this model is the
following: Due to the coupling V , excitation energy is
initially transferred from the donor to the acceptor in
a coherent sense, as described by the time-propagation
of the time-dependent Schrödinger equation. The coher-
ence between donor and acceptor state is then abruptly
terminated by a random and dephasing event after an av-
erage time τ ,11 revealing a first-order kinetics with rate
described by Eq. 1. In the weak coupling limit V ≪ ∆ω,
which is assumed anyways in the derivation of Eq. 1, the
VET rate scales with the characteristic 1/r6 dependence
(Eqs. 1 together with 2), as in FRET and NOESY, de-
spite the fact that the mechanisms are slightly different
in these cases.
Immobilisation of molecular catalysts on surfaces con-
stitutes a promising strategy towards the construction
of a functional artificial photosynthetic system, akin to
nature’s own approach.16 It has been shown that some
CO2 reduction catalysts like Re(I) tricarbonyls can be
adsorbed on a metal oxide surface while retaining their
catalytic activity.16–21 In addition, the electron trans-









































FIG. 1. Experimental scheme of 2D IR spectroscopy to ob-
serve ultrafast vibrational energy transfer (VET) on a TiO2
surface.
or CO2 reduction have been studied on hybrid materials
consisting of a Re(I) tricarbonyl photosensitiser and/or
catalyst, (co-)adsorbed on a metal oxide surface.18,22–25
Due to the very steep 1/r6 dependence of the cou-
pling on the donor-acceptor separation, VET can only be
observed between molecules situated at very close prox-
imity. Immobilisation on a surface thus poses the ideal
scenario for studying vibrational energy transfer. Apart
from the drastic reduction in intermolecular distances,
the static character of the anchoring removes diffusion
from the overall picture, simplifying its further analy-
sis and removing any potential time-dependence of the
donor-acceptor distance.
The stretching vibrations of transition metal carbonyl
complexes have one of the highest transition dipoles
(large ~µ) and relatively long vibrational lifetimes (in
the order of 10–100 ps), making them the ideal chro-
mophores to understand vibrational energy transfer in
detail. With this in mind, we set to examine more
closely the variables that affect vibrational energy trans-
fer on heterogeneous surfaces. To that end, we used a
mixture of co-adsorbed isotopologues of a Re(I) tricar-
bonyl complex, [Re(dcb)(CO)3Br] (dcb = 2,2’-bipyridine-
4,4’-dicarboxylic acid), as the framework to understand
catalyst-catalyst interactions on the surface (Fig. 1).
Furthermore, we also performed a dilution with a differ-
ent molecule (4-cyanobenzoic acid, CNBz), which served
as a model system for the study of the interaction be-
tween two molecules of different sizes.
II. EXPERIMENTAL METHODS
A. Synthesis and Characterization of the
Complexes
All chemicals and solvents for the synthesis were of
reagent grade, and were used without further purifi-
cation. [Re(CO)3Br3]
2– was synthesized according to
previously reported procedures.26 The unlabelled com-
plex, [Re(dcb)(CO)3Br], Re(
12CO), was prepared from
ReI(CO)5Br (Sigma-Aldrich) following a previously re-
ported procedure.27
The CO isotope-labelled complexes, Re(13C16O) and
Re(13C18O), were prepared in two steps. First, a DMF
solution of [Re(CO)3Br3][N(Et)4]2 (20 mM) was bubbled
with the corresponding isotope-labelled CO gas (99%
13C; or 99% 13C, 95% 18O, resp.; Sigma-Aldrich), for
about a month at room temperature in a septum-sealed
round bottom flask. Isotopic conversion of the starting
material into the fully-labelled [Re(*CO)4Br2]
− complex
(where *CO refers to 13C16O or 13C18O, respectively) was
monitored by FT-IR spectroscopy (Figs. S1 and S2 in
the Supporting Information). In a subsequent step, af-
ter removal of the solvents, the labelled [Re(*CO)4Br2]
−
precursor was dissolved in MeOH/Toluene (2:3 volume
ratio, [Re] ≈ 5 mM), and after addition of the dcb ligand
(1 equiv.), the solution was refluxed for 5 h, filtered while
hot through a thin glass frit, and the solvents were evap-
orated under reduced pressure. After drying under high
vacuum, the complexes were obtained as orange-reddish
solids in excellent yields (>80%) and isotopic purities
(>90%), as verified by FT-IR spectroscopy.
B. Sample Preparation
For the preparation of the samples for 2D IR spec-
troscopy, we followed a similar approach as previously
reported in Ref. 15. In brief, the reflective plane of a 1
cm CaF2 right-angle prism (Thorlabs) was coated with
a 30 nm thick ALD-deposited TiO2 layer, after which a
suspension of rutile TiO2 nanoparticles (50 nm diame-
ter) was spin-coated (thickness ≈ 0.5 µm). The prisms
were annealed at 550 ◦C for 1 h, then soaked for one
week at room temperature in the corresponding MeOH
solutions containing a 1:1 mixture of Re(12C16O) and
Re(13C16O), and the diluent in different concentrations.
As diluents, we usedRe(13C18O) or 4-cyanobenzoic acid
(CNBz). The total Re(I) concentration was fixed at
0.2 mm for dilution withRe(13C18O), and was decreased
proportionally when diluting with CNBz. Quantifica-
tion of the adsorption ratio of CNBz vs ReCO is de-
scribed in the Supporting Information.
C. Ultrafast 2D IR Spectroscopy
The ultrafast 2D IR spectrometer used in this work
constitutes a slight modification of our previously re-
ported setup.28 In brief, the output of a 5 kHz
Ti:Sapphire amplifier producing ≈100 fs pulses centered
at 800 nm, was used to pump a home-built mid-IR
OPA,29,30 delivering ≈2 µJ, ca. 120 fs pulses centred
around 2000 cm−1. A small fraction of the mid-IR light
was split from a BaF2 wedge to be used as the probe
and reference beams. Absorptive 2D IR spectra were ob-
tained by fast scanning the coherence delay between the
3
two mid-IR pump pulses (up to 5 ps, revealing a ω1 res-
olution of ≈2 cm−1 after zero-padding) generated in a
Mach-Zehnder interferometer for a fixed population de-
lay (t2). The spectral distribution of the pump pulse
was accounted for by dividing the 2D-IR spectra across
ω1 by the pump spectrum (obtained from the pump in-
terferogram) prior to analysis.31 Scattering suppression
was achieved by quasi-phase cycling using a librating
ZnSe window introduced in the pump beam at Brewster
angle.32 The pump and probe beams were overlapped at
the sample position, and afterwards the probe and ref-
erence beams were dispersed in a spectrograph with a
150 l mm−1 grating, and simultaneously recorded with
a 2×32 pixels MCT detector, yielding a ω3 resolution of
≈5 cm−1.
All data have been measured in the ATR geometry
shown in Fig. 1, with pump and probe beams s-polarized
respect to the prism surface. With the exception of the
surface data shown in Fig. 3 below (blue line), the prism
surface was immersed in MeOH in all other experiments.
These surface data were measured in an FTIR spectrom-
eter instead of the laser system, whose larger beam size
was incompatible with the very shallow ATR angle of
CaF2 vs MeOH, and permitted measurements against air
only.
D. 2D-IR Data Analysis
Special attention must be put to a subtle but impor-
tant detail concerning the normalisation of the different
kinetic traces, and is discussed in the following. As has
been described previously, it is the volume of the peak
rather than its intensity that is preserved, even in the
presence of spectral diffusion.33 In the present work, the
peak volumes were extracted by fitting to a correlated
two-dimensional Gaussian function of the form:34


















where A is an amplitude, c is a correlation coefficient as
a measure of spectral diffusion,34 ωx,0 refers to the centre
frequencies along each axis, and σωx refers to the width of
the projection of the Gaussian along each axis (related to
the homogeneous and inhomogeneous line widths). The
volumes of the fitted peaks (Φ) were calculated from the




The intensity of a 2D IR cross peak scales with
‖~µpu‖2 ‖~µpr‖2, where pu and pr stand for the pumped
and probed oscillators, respectively. With this in mind,
the energy transfer kinetics can then be retrieved by nor-
malising the cross peak volumes by
√
ΦpuΦpr, where Φpu
and Φpr, respectively, are the volumes of the correspond-
ing diagonal peaks at time zero. This procedure was per-




































where b†i and bi the harmonic creation and annihilation
operators, ωi the frequencies of mode i and ∆i their an-












where ~rij is the vector connecting sites i and j. The inter-
action of vibrational modes with an applied external mid-
IR field ~E(t) takes place through the transition dipoles
~µi. Due to surface anchoring, we assumed in our model
that the transition dipoles as well as the intermolecu-
lar distances are static, leading to time-independent βij .
Time-dependent fundamental frequencies were obtained
for mode i from:
ωi(tk) = ω0 + δωi,inhom(tk) + δωi,hom(tk), (7)
with an δ-correlated homogeneous contribution:
δωi,hom(tk) = ΩhomN (0, 1) (8)





1− e−2∆t/τcΩinhomN (0, 1).
In these equations, ω0 is the mean frequency of the mode
(which varies with isotope substitution), ∆t = ti+1 − ti
is the time step of the simulation (200 fs), over which the
frequency is assumed to be constant, Ωhom and Ωinhom
the width of the homogeneous and inhomogeneous contri-
butions, respectively, and N (0, 1) random numbers from
a normal distribution with zero mean and unit variance
that are drawn independently at each time point and
for each oscillator. Ωhom is related to the homogeneous
dephasing time T2 by Ωhom = 1/
√
T2∆t,
36 while Eq. 9
4
reveals a Gaussian process whose autocorrelation func-
tion decays exponentially with time constant τc,
37 and
models spectral diffusion.
Based on this Hamiltonian, 2D IR spectra were cal-
culated by formulating the in total 6 response functions
of ground state bleach (GB), stimulated emission (SE)
and excited state absorption (EA) in the the two phase
matching directions that contribute to purely absorptive
2D IR spectra, see Eq. 15 of Ref. 38. For the calculation
of the time-evolution matrices needed in that scheme,
however, a somewhat different approach than in Ref. 38
was taken, which is discussed in Appendix A. If not
noted otherwise, all response functions where multiplied
with an exponential decay with time constant of 20 ps,
accounting for T1 relaxation in a phenomenological man-
ner. For a donor-acceptor dimer, the excitonic model
reproduces Eq. 1, as also discussed in the Appendix A.
B. Simulation Parameters
To simulate 1D and 2D IR spectra of the a’(1) νCO
band of the Re(I) tricarbonyl complexes on the surface,
the following parameters were used: transition dipole µ =
0.35 D,13 anharmonicity ∆CO = 5 cm
−1, dephasing time
(T2) of 1.5 ps, inhomogeneous width Ωinhom = 4.2 cm
−1,
and spectral diffusion correlation time τc = 20 ps. The
line shape parameters have been optimised to match ex-
perimental 1D and 2D IR spectra (see below). The oscil-
lators were placed on a flat surface, and elevation angles
in the range 20◦ ≤ θ ≤ 35◦ were considered, based on pre-
vious reports about the molecular orientations of similar
complexes on TiO2 by Lian and co-workers, as well as
Petersen and co-workers.39–42
For simulations of the saturated surface and dilu-
tion with Re(13C18O), 49 molecules were placed on
a 43.5×43.5 Å box with periodic boundary conditions
(PBC), and randomised with short pseudo-MD runs sim-
ulating the chromophores as Lennard-Jones liquid. We
stress that this pseudo-MD runs are not aimed to be
atomistic simulations; their purpose is to generate ran-
domised molecular arrangements on the (idealized) sur-
face that are characterized by a radial distribution func-
tion (RDF). The Lennard-Jones diameter used for these
simulations (5.7 Å) has been adjusted to reveal the ex-
perimental coupling strength (see below).
A typical snapshot of a 1:1 distribution of the two iso-
topologues on the surface calculated in this way is shown
in Fig. 2A, and in Fig. 2B, black, the corresponding radial
distribution function (RDF). Integrating over the first
peak of the RDF up to the fist minimum, we obtain a
coordination number of 5.8, in close agreement with the


































FIG. 2. (A) Typical snapshot of a simulated distribution of
chromophores on the surface. The arrows are proportional to
the projection of ~µ on the xy-plane. The 12C16O and 13C16O
isotopologues are coloured in blue and orange, respectively.
(B) RDF g(r) in black and g(r)/r5 in red. The orange vertical
line marks the extent of the first coordination shell.













 Solution  Surface  Simulation
FIG. 3. Normalised IR absorption spectra of a 1:1 isotopic
mixture of Re(12C16O) and Re(13C16O), comparing the
soaking solution in MeOH (solid black line) with that after
immobilising the molecules on the surface (solid blue line, as
dry film, see Experimental Methods for details). Also shown
is the corresponding simulated spectrum (dashed red line).
IV. NO DILUTION: CLOSE-TO-CLOSEST
PACKING ON THE SURFACE
A. 1D Spectra
As a starting point, we compare in Fig. 3 the ex-
perimental 1D spectra (solid blue line) in the region
of the of the a’(1) carbonyl stretching modes of a 1:1
Re(12C16O):Re(13C16O) isotopic mixtures on the sur-
face with that of the original MeOH soaking solution
(solid black line) used to prepare the films. Upon immo-
bilisation, both bands experience a blue shift of 10 cm−1
and become slightly broader. The most striking differ-
ence, however, comes from their intensity ratios. The
initial 1:1 intensity ratio in the soaking solution decreases
to approximately 0.5:1 upon adsorption on the surface,
with the band of the 13C16O isotopologue becoming less
intense in proportion. Both isotopologues are chemi-
cally identical and we can safely assume that their ra-
tio is still 1:1 on the surface. As discussed previously by
5















































FIG. 4. Experimental (A-B) and simulated (C-D) 2D IR spec-
tra of a saturated surface with 1:1 Re(12C16O):Re(13C16O)
(immersed in MeOH) at 1 and 30 ps. Peaks 1 and 2 refer to
the uphill and downhill VET cross-peaks, respectively. The
scale of panels B,D has been increased to 50% of the maxi-
mum to emphasize the weak cross peak.
Zanni and co-workers,43 the transition dipole strength is
the most sensitive indicator of coupling between vibra-
tional modes. While frequency shifts are also observed
upon intermode coupling, these are typically well be-
low the line width of most condensed-phase modes (typ-
ically 10 cm−1), and furthermore may be masked by sol-
vent effects. We attribute the redistribution of oscillator
strength between the bands of the two isotopologues to
vibrational coupling. In fact, we adjusted the Lennard-
Jones diameter in the pseudo-MD simulation (in a trial-
and-error procedure) to reproduce the experimental in-
tensity ratio (Fig. 3, dashed red line), revealing typical
couplings in the range of V ≈ 3–5 cm−1 between nearest
neighbours.
B. 2D Spectra: Diagonal Peak Dynamics
Fig. 4 exemplifies experimental and simulated 2D IR
spectra at early (250 fs) and late (30 ps) population
times. At early populations times, only diagonal peaks
are visible, which are tilted along the diagonal due to an
inhomogeneous distribution of oscillator frequencies. At
later populations times, that tilt largely disappears due




































FIG. 5. Kinetics of the diagonal peaks of the 12C16O a’(1)
band of (A) a sample containing only Re(12C16O) and (B) a
1:1 mixture of Re(13C16O) and Re(12C16O). In either case,
the experimental data are shown in black, simulation results
in red, and simulation results multiplied with an exponential
decay with time constant of 20 ps, representing T1 relaxation
in orange.
went into Eqs. 5-9 (∆, ω0, T2, Ωinhom and τc), were ad-
justed to best match the shape and dynamics of these
diagonal peaks.
In a first step, we focus on the volume of the diago-
nal peaks. In agreement with our previous report,13 the
experimentally observed diagonal peaks decay in a biex-
ponential manner, with time constants and amplitudes
of 2.6 ps (≈40%) and 16 ps (≈60%), respectively, for
the 1:1 mixture of Re(12C16O):Re(13C16O) (Fig. 5B,
black). Also for a pure Re(12C16O) sample, we ob-
serve 1.1 ps (≈40%) and 19 ps (≈60%, see Fig. 5A,
black). Such biexponential decays have been observed
in similar Re(I)-tricarbonyl complexes both adsorbed on
surfaces,44,45 and to a lesser extent also in solution.46
The faster component in this biexponential decay has
been explained by orientational relaxation45 and/or in-
tramolecular vibrational energy redistribution (IVR) to
the other CO stretching modes of the molecule,13,44,46
while the slower component was attributed to popula-
tion relaxation (T1) to lower frequency modes.
However, contradicting results have been obtained in
solution, observing biexponential46 or mono-exponential
decay kinetics,47 which questions the explanations given
in Refs. 13, 44, and 45 for the biexponential decay on the
surface, since these explanations all are of intramolecular
nature and as such should apply in the same way on the
surface and in solution. Here we offer an alternative ex-
planation for the biexponential kinetics observed on the
surface. Fig. 5A, red, shows the result of a simulation
with only one isotopologue on the surface as the easiest
possible situation, without including T1 relaxation and
IVR to the other CO modes (both of which are not part of
6
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FIG. 6. Experimental (A) and simulated (B) cross
peak kinetics of the downhill VET between the a’(1)
CO stretches (peak 2) as a function of concentration of
Re(12C16O)/Re(13C16O) relative to Re(13C18O). Exper-
iments were performed with the surface immersed in MeOH.
the excitonic model), and without the possibility of VET
to another isotopologue. An initial decay with time con-
stant 3.3 ps is followed by a constant pedestal in this case.
When multiplying these data with an an exponential de-
cay with time constant of 20 ps, representing T1 relax-
ation in a phenomenological manner (Fig. 5A, orange), a
biexponential decay is obtained, in close agreement with
experiment (Fig. 5A, black). The same simulations of an
1:1 mixture of two isotopologues (Fig. 5B, red) reveal a
biexponential decay (8.5 ps, 20%, and 240 ps, 80%), even
before adding T1 relaxation.
We have seen in Sec. IVA that the coupling on the sur-
face is strong enough to redistribute oscillator strength
between excitonic states. Those with higher oscillator
strength will be excited preferentially by the pump pulses
in the 2D IR experiment. As a result of VET, excita-
tion energy will subsequently be scattered into the lower-
energy excitonic states, thereby reducing intensity of the
diagonal peaks in the 2D IR spectra. The energy spacing
∆ω enters in the VET rate (Eq. 1). If only one isotopo-
logue is present, ∆ω is small and VET is fast (Fig. 5A,
red). With two isotopologues on the surface, two dif-
ferent ∆ω’s become relevant – within each isotopologue
and between the two isotopologues– revealing two differ-
ent timescales for the decay of the diagonal peak intensity
(Fig. 5B, red).
C. 2D Spectra: Cross Peak Dynamics
Returning to Fig. 4, we now discuss the cross-peaks. At
early delay times, no cross peaks are visible on the scale
of Fig. 4. The coupling discussed in Sec. IVA is too weak
to reveal instantaneous cross peaks, whose intensities
scale as (2V/∆ω)2 ≈ 4%.36 However, cross peaks grow
in as a function of population time resulting from VET,
see Fig. 4 B,D. Peak 1 corresponds to the VET from
Re(13C16O) to Re(12C16O) (uphill transfer), while
peak 2 corresponds to the transfer from Re(12C16O)
to Re(13C16O) (downhill transfer). The violet lines in
Fig. 6A (i.e., for 100% Re(12C16O)/Re(13C16O)) show
the populations represented by these cross peaks as a
function of time. To that end, we evaluated the vol-
ume of the ESA cross peak of peak 2 (downhill VET),
which is better separated, and thus less affected by the
stronger diagonal peaks. The cross peak volume initially
rises due to VET, peaks at about 15 ps, and then de-
cays due to overall population relaxation. These results
are in essence the same as those reported earlier,13 where
we have modelled the data as a phenomenological rate-
equation scheme with exchange due to VET with time
constants of 90 and 70 ps, respectively, for the uphill and
the downhill VET, as well as bi-exponential population
(T1) relaxation with 3 ps and 20 ps time constants. Since
VET is slower than T1 relaxation, the maximum of the
cross peak population remains low (around 5%). Simu-
lating this process with the excitonic model, with param-
eters that have been pre-determined from the diagonal
peaks as discussed above, can reproduce the experimen-
tal results almost quantitatively (Fig. 6B, violet), both
in terms of the position and the height of the peak of the
signal.
V. SURFACE DILUTION WITH A BIG
MOLECULE
Next, we discuss a series of measurements with of a 1:1
mixture of Re(12C16O)/Re(13C16O) diluted by a 3rd
isotopologue, Re(13C18O), co-adsorbed on the surface.
All three molecules are chemically identical, hence the
distribution of molecules on the surface will be purely
statistical and reflect that of the soaking solution. The
kinetics of the VET cross peak betweenRe(12C16O) and
Re(13C16O) (Fig. 6A) as a function of the relative con-
centration of Re(13C18O) reveal a decay in amplitude
upon dilution, as expected. The simulations reveal an
excellent agreement with the experiment in terms of the
change in amplitude and kinetic behaviour of the cross
peaks (Fig. 6B). In these simulations, we used the same
spatial distribution of chomophores as before (Fig. 2A),
but now randomly assigned the three isotopologues with
the corresponding probability. The excitonic model does
include the VET pathways from either Re(12C16O) or
Re(13C16O) to Re(13C18O), which is happening both
in experiment and simulation, but are not shown here.
Interestingly, apart from an amplitude change, the
cross peak kinetics do not seem to change a lot upon
Re(13C18O) dilution, despite the fact that new relax-
ation pathways open up. Since T1 relaxation is signif-
icantly faster than cross relaxation, is masks most of
the cross peak kinetics at later times, which would be-
come more complex if more than two states were in-
volved. However, regardless of how complicated the ki-
netics would be at later times, the initial slope of the
cross-peak volume reflects directly the rate constant be-
7
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FIG. 7. Experimental (A) and simulated (B) cross peak kinet-
ics of the downhill VET as a function of the concentration of
Re(12C16O)/Re(13C16O) relative to CNBz. Experiments
were performed with the surface immersed in MeOH.
tween the two corresponding states. Since the maxi-
mum cross population remains low in all cases (<∼5%,
owing to the fast T1 relaxation), it is –to a very good
approximation– only that initial slope in combination
with the T1 relaxation rate that determines the cross
peak response. As the initial slope gets smaller with
Re(13C18O) dilution, the peak amplitude gets smaller.
For the same reason, kinetic pathways to the two other
CO modes of the Re(CO) complex (which exist as well)
do also not complicate the analysis.
The red plot in Fig. 2B shows the weighted radial dis-
tribution function g(r)/r5. This weighting considers the
expected r−6-dependence of the VET rate (Eqs. 1 to-
gether with 2) and the fact that the radial distribution
function in 2D already contains one 1/r factor, which
accounts for the linear scaling of the number of possi-
ble acceptor molecules with r. One can see that VET
is in essence only possible to molecules in the first co-
ordination shell. Dilution with Re(13C18O) will effec-
tively replace these nearest neighbours in a statistical
manner, reducing the overall probability for the trans-
fer. Below 15% Re(12C16O)/Re(13C16O) concentra-
tion, statistically all nearest neighbours are replaced by
a Re(13C18O) molecule and no VET can be observed
anymore between theRe(12C16O) andRe(13C16O) iso-
topologues.
VI. SURFACE DILUTION WITH A SMALL
MOLECULE
In order to avoid the complication of VET to the dilu-
ent Re(13C18O), and to vary intermolecular distances in
smaller steps, we introduce in the following a set of ex-
periments, where 4-cyanobenzoic acid (CNBz) was used
as the surface diluent instead. Despite the fact that these
molecules are now chemically different, the ratio on the
surface closely resembles that of the soaking solution, as
verified by HPLC (see Supporting Information for de-
tails). The kinetics of the downhill VET cross peak as
(B) 20% Re(CO) : 80% CNBz






(A) 60% Re(CO) : 40% CNBz
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FIG. 8. Simulated surface snapshots for (A) 60% and (B)
20% Re(CO) concentration. Panel (C) shows the RDF in
dependence of the Re(CO) concentration and panel (D) the
corresponding weighted RDFs g(r)/r5.
a function of the relative concentration of Re(CO) on
the surface are shown in Fig. 7A. Akin to the results dis-
cussed in the previous section, the amplitudes of the cross
peaks decrease upon dilution with CNBz, until it is no
longer observable below ca. 20%Re(CO) concentration.
A similar procedure was followed as before for the sim-
ulations, with the Lennard-Jones diameter of the CNBz
molecules taken as 2.35 Å—half of that of the Re(CO)
complexes, based on the experimental crystal structures
for both molecules.48 Dilution was simulated in this case
by keeping the number of Re(CO) molecules constant
and adding additionalCNBzmolecules to the simulation
box. The box size was increased accordingly so that the
fraction of total area occupied by Re(CO) and CNBz
was kept constant. Fig. 7B shows the simulated cross-
peak dynamics, which again agree very nicely with ex-
periment.
To analyze these results in more detail, we start with
the distribution of molecules on the surface shown in
Fig. 8A,B. CNBz molecules intercalate between the
Re(CO) molecules, increasing the intermolecular dis-
tance by an amount roughly equal to the size of CNBz.
This process results in a new peak showing up in the
RDF of Re(CO) at around 8.6 Å (Fig. 8C), the sum
of the two Lennard-Jones diameters. For that second
peak, the VET rate is expected to go down by a factor
(5.9/8.6)5 ≈ 1/8, based on Eq. 1. The weighted RDF
shown in Fig. 8D suggests that this second peak should
8
0 20 40 60 80 100
0
1
































FIG. 9. VET kinetics without inclusion of T1 relaxation for
various concentrations of Re(CO). Mono-exponential fist are
shown. The inset plots the time-constant of these mono-
exponential fits as a function of Re(CO) concentration to-
gether with a fit according to Eq. 10 (black), as well as r6eff
defined in Eq. 11 (red).
contribute to VET to a sizeably extent at lower Re(CO)
concentrations.
In Fig. 9, we explore how this bimodal weighted
RDF affects the VET kinetics; one might assume bi-
exponential kinetics. To that end, we simulated the VET
kinetics to very long times (up to 10 ns) until full equi-
libration is reached and show them in Fig. 9 without in-
clusion of T1 relaxation; an “experiment” we cannot do
in real but we can do in computer simulations. While
the kinetics slow down upon dilution as expected, they
remain very close to mono-exponential at all dilution fac-
tors. In light of the very heterogeneous local environ-
ments around a given Re(CO) molecule with a bimodal
distribution of intermolecular distances (Fig. 8D), the
mono-exponential character of the VET kinetics is sur-
prising. We explain this result by the fact that the initial
CO excitations are delocalized over a certain number of
Re(CO) molecules, as evidenced by the redistribution
of oscillator strength between the CO modes of the two
isotopologues (Fig. 3). Consequently, VET averages over
many such local environments and becomes more homo-
geneous.
The inset of Fig. 9 (black squares) further supports
this conclusion. We see that the time-constants of the
mono-exponential fits diverge at a critical concentration
pc that is larger than zero. In fact, the time constants





with pc=6.3%, τ0=64 ps and α = 0.9 (Fig. 9, black line).
Such a dependence is typical for critical phenomena, as
they do occur for a percolation transition.49 At concen-
trations larger than pc, there is a connected network of
coupled Re(CO) molecules and the vibrational excita-
tions are delocalized over that network. Below pc, that
network fragments into small patches, and VET dies out.
The concentration dependence is steeper than what
would be expected from a r6-dependence (Fig. 9, inset,










it increases only by a factor 1.20 when going from 100%
to 10% Re(CO) concentration, from which one would
estimate a slowdown of VET by a factor ≈3 if an r6eff -
dependence would apply, while the observed slow-down
is by a factor ≈ 14. VET on the surface is a collective
phenomenon that is not described properly by Eq. 1, the
latter of which is valid only for a dimer.
VII. CONCLUDING REMARKS
We studied VET on a surface in dependence of sur-
face coverage, diluting the active molecules in two dif-
ferent ways, i.e. by either adding another isotopologue
or by adding a different, smaller molecule. In contrast
to our previous works,13 where we had fitted the data
with a phenomenological rate equation model, we now
use an excitonic model with explicit time-propagation
of the Hamiltonian to model the experimental data.
Since molecules are immobilized on the surface, only
the diagonal elements of the Hamiltonian are time-
dependent, presumably due to solvent fluctuations, while
the off-diagonal couplings, reflecting the morphology of
molecules on the surface, were assumed to be static.
Loosely speaking, the diagonal elements of the Hamilto-
nian are represented by the diagonal peaks in the 2D IR
spectra, and in fact the Hamiltonian was parametrized
only based on the the shape and time-dependence of
these diagonal peaks. The time-dependent fluctuations of
the diagonal elements of the Hamiltonian, together with
its static off-diagonal elements, lead to cross-relaxation
between excitonic states that result in time-dependent
cross-peaks in the 2D IR spectra. The simulated cross-
peaks kinetics agree with those revealed from experiment
extremely well and in a self-consistent manner as function
of time as well as a function of surface concentration. In
addition, the bi-exponential decay of the diagonal peaks
is naturally explained by the excitonic model, while it
had to be added in Ref. 13 in a purely phenomenological
manner. Overall, the excitonic model can almost quanti-
tatively reproduce the very rich set of experimental data
with a fairly small set of parameters.
Population (T1) relaxation very quickly masks the
VET kinetics for lower Re(CO) concentrations. How-
ever, after having established the validity of the excitonic
model, we could still study the mechanism of VET also
on longer time by removing population relaxation in the
simulations. For an isolated donor-acceptor dimer, the
VET rate follows the expected 1/r6 dependence, simi-
lar to the NOE in NMR spectroscopy or FRET in elec-
tronic spectroscopy, with VET happening predominantly
9
between nearest neighbors. However, VET becomes a
collective phenomenon on the surface, with the existence
of a network of coupled Re(CO) molecules, and its dis-
appearance below a percolation threshold, dominating
the concentration dependence of the VET rate.
In an attempt to design an artificial photosynthetic
system, we have recently studied electronic (Dexter-type)
energy transfer between a similar Re(I) carbonyl complex
co-adsorbed with a Co(I)-based catalyst for proton/water
reduction on a metal oxide surface.24 Just like here, we
concluded that energy transfer is possible only between
nearest neighbours. Whether the collective nature of en-
ergy migration, with a percolation threshold at a cer-
tain surface concentration, is also relevant for such ar-
tificial photosynthetic system,24 we do not know at this
point. One nice aspect about VET is the simplicity of the
Hamiltonian, allowing one to study the process in great
detail.
In conclusion, we believe that this work sets the
stage for establishing VET in isotope-labelled molecules
as a valuable tool to investigate, characterize and
quantify the morphology of surface-bound catalysts,
photosensitisers and mixtures of both. In addition, we
believe the intermolecular distances and interactions can
be studied by a careful analysis of the rich information
contained in a 2D IR spectrum of such systems as a
function of relative surface coverages. This, in turn, will
serve to understand and elaborate on design criteria
for functional and efficient light harvesting and artifi-
cial photosynthetic systems, where the intermolecular
distances need to be optimally tuned to achieve better
efficiencies and long-lasting performance.
Supplementary Material: Supplementary Material
contains FTIR spectra to support the purity of the
isotope-exchanged samples, as well as experiments
determining the the surface coverage with Re(CO) and
CNBz for the experiment described in Sec. VI.
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for the preparation of the TiO2 films by ALD and
spin-coating. Dr. Jan Philip Kraack and Dr. Jan
Helbing are greatly acknowledged for insightful discus-
sions. Dr. Angelo Frei and Prof. Dr. Roger Alberto
are acknowledged for helpful discussions regarding
the synthesis of the isotope-labelled complexes. We
thank the Swiss National Science Foundation (Grant
CRSII2 160801/1), and the University Research Priority
Program (URPP) for Solar Light to Chemical Energy
Conversion (LightChEC) of the University of Zurich for
funding this research.
Availability of Data: Data available on request from
the authors
Appendix A: Time Propagation Scheme
For the calculation of the time-evolution matrices
needed to calculate 2D IR spectra, an approach differ-
ent from Ref. 38 was used, which will be outlined in the
following. As nicely discussed in Ref. 38, the time prop-
agation of the two-exciton states is by far the most time-
consuming part of the calculation of 2D IR spectra. Since
the size of the two-exciton Hamiltonian is N(N + 1)/2,
while that of the one-exciton Hamiltonian is N (the num-
ber of coupled sites), and since any time-propagation
scheme scales with a high power of the Hamiltonian size,
the optimization of the overall performance of the algo-
rithm needs to concentrate on the time-propagation of
the two-exciton states.
We start by noting that one has two choices for the
time propagation. That is, one may pre-calculate all the
time-propagation matrices:







whereH(tk) is the Hamiltonian matrix (which is assumed
to be constant between tk and tk+1). With these time-
propagation matrices, one may then propagate the wave-
function by calculating:
Ψ(tk+1) = U(tk+1, tk)Ψ(tk) (A2)
Eq. A1 scales as N3 for the one-exciton Hamiltonian,
and N6 for the two-exciton Hamiltonian for each time-
propagation matrix. When one makes use of the sparse-
ness of the two-exciton Hamiltonian,36 the latter can
be reduced to N5. On the other hand, the computa-
tional cost of Eq. A2 scales as N2 and N4, respectively,
with the smallest possible prefactor, i.e., a single matrix-
vector product. Despite the fact that the two-exciton
Hamiltonian matrix is sparse, the corresponding time-
propagation matrix is not.
Alternatively, one may time-propagate the wave func-
tion directly with, e.g. the Chebyshev method.50 This
scales as N2 for the one-exciton states, and N4 (or N3,
when making use of the sparseness) for the two-exciton
states, since the basic operation is a matrix-vector prod-
uct as well. The prefactor, however, is larger; for the
parameters of this work, approximately 20 Chebyshev it-
erations were needed, leading to ca. 20 matrix-vector
products per time step.
There is a tradeoff between Eqs. A1 and A2 versus
the Chebyshev propagation. That is, Eq. A1 has to be
calculated only n1 + n2 + n3 times, where n1, n2, and
n3 are the number of time-points along the t1, t2, and
t3 axes. On the contrary, Eqs. A2 and the Chebyshev
propagation have to be calculated n1×n2×n3 times for a
complete 3D scan of the response function. For the one-
exciton states, it turned out to be advantageous to use
the method from Eqs. A1-A2, scaling as N3(n1+n2+n3)
and N2(n1 × n2 × n3), respectively. For the two-exciton
states, in contrast, the Chebyshev method turned out to
10




















FIG. 10. Black line: VET rate according to Eq. 1 compared to
the results from explicit time-propagation of the Hamiltonian
(blue squares). The latter is fit to a r6-dependence (blue line).
be significantly faster, scaling as N3(n1×n2×n3), which
is smaller than that of Eq. A1 (i.e., N5(n1 + n2 + n3))
despite the larger prefactor.
The overall scaling is therefore the same as in Ref. 38,
where a Trotter expansion has been used instead of the
Chebyshev method. The Trotter expansion, however, is
approximate, and good only if the step size ∆t is suffi-
ciently small (values 10-20 fs have been used in Ref. 38).
On the other hand, the Chebyshev method is numerically
exact for any step size, with only a sub-linear dependence
of the computational cost on step size.50 We work here in
a rotating frame with strong undersampling,36 allowing
us to use a step size of ∆t=200 fs, which dramatically
reduces the factor n1 × n2 × n3 in comparison to Ref.
38. For a system with 50 coupled oscillators and a single
realisation of the Hamiltonian, the calculation of a full
set of 2D spectra with coherence times t1 and t3 rang-
ing from 0-4 ps, and population times t2 ranging from
0-40 ps, takes 36 s on the 4 cores of an Intel Xeon E5-
2690 processor at 2.9 GHz (the algorithm can be easily
parallelised). An average over typically 2000 such real-
isations is needed to achieve good signal-to-noise ratio,
whose calculation takes ca. 20 h.
To compare Eq. 1 with the exciton model, we consider
a dimer, and time-propagate it explicitly with the scheme
introduced above. The following parameters were used
to reveal a situation as simple as possible: Ωinhom in
Eq. 9 was set to zero and we consider only homogeneous
dephasing with T2 = 0.5 ps. The two transition dipoles
(µ = 0.35 D) were set parallel to each other and perpen-
dicular to ~rDA. Fig. 10, shows in blue the VET rate as a
function of intermolecular distance r, and compares it to
Eq. 1 shown in black. Both agree extremely well when
setting τ = ∆t, reflecting the fact that a new random
set of diagonal elements has been assumed in the time-
propagation of the Hamiltonian after each time-step ∆t.
For distances larger than ≈4.5 Å, the VET time constant
follows the expected r6 dependence, as indicated by the
fit shown as blue line. The dependence is slightly less
steep for shorter distances, where the dipole-dipole cou-
pling V is no longer small compared to the energy split-
ting ∆ω and/or the inverse of the dephasing correlation
time τ−1 (see denominator of Eq. 1).
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