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Abstract
Using numerical methods we construct evaluation formulas for the Ja-
cobi θ functions. Our results are conjectures, but are verified numerically.
1 Introduction
Let K(x) be the complete elliptic integral of the first kind
K(x) =
pi
2
2F1
(
1
2
,
1
2
; 1;x2
)
, |x| < 1 (1)
and kr, the elliptic singular modulus, solution of the equation
K
(√
1− k2r
)
K(kr)
=
√
r. (2)
When r is positive rational the function kr take algebraic values.
The 3rd and 4th-Jacobian theta function are given by
ϑ3(z, q) =
∞∑
n=−∞
qn
2
e2niz (2.1)
and
ϑ4(z, q) =
∞∑
n=−∞
(−1)nqn2e2niz (3)
where |q| < 1 and z ∈ C. Avoiding the above definitions we will use the
equivalent notations
θ3(a, b; q) :=
∞∑
n=−∞
qan
2+bn (3.1)
and
θ4(a, b; q) :=
∞∑
n=−∞
(−1)nqan2+bn (4)
1
Also we shall restrict to the case of a positive rational and b general rational.
In [8] we have shown that if |q| < 1 and
A(a, p; q) := q
p
12− a2+ a
2
2p
∞∏
n=1
(
1− qnp+a) (1− qnp+p−a) , (5)
with p > 0, then
A(a, p; q) =
q
p
12− a2+ a
2
2p
η(qp)
θ4
(p
2
,
p
2
− a; q
)
, (6)
where η is the Dedekind-Ramanujan eta function
η(q) :=
∞∏
n=1
(1− qn), |q| < 1. (7)
The above equality (6) is simple consequence of the Jacobi triple product formula
(see [16]).
2 Conjecture
Having define what we need we state our
Conjecture.
Let q = e−pi
√
r with r > 0, then for a, p rationals and p > 0 there always exist
algebraic function Q(x) = Q{a,p}(x), 0 < x < 1, such that
A(a, p, q) = Q{a,p}(kr), ∀r > 0. (8)
Corollary.
If q = e−pi
√
r and r, |a|, p ∈ Q∗+, then
A(a, p; q) = Algebraic Number. (9)
Some verifications (proofs) of the above conjecture have given in [8] for the
case of theta functions of the form
∞∑
n=−∞
qn
2+mn, m ∈ Z (10)
Moreover it has been shown that:
i) if m = 2s (even), then
∞∑
n=−∞
qn
2+2sn = q−s
2
√
2K(kr)
pi
(11)
2
ii) if m = 2s+ 1 (odd), then
∞∑
n=−∞
qn
2+(2s+1)n = 25/6q−(2s+1)
2/4 (k11k12k21)
1/6
k
1/3
22
√
K(k11)
pi
(12)
where k11 = kr, k12 =
√
1− k211, k21 = 2−k
2
11−2k12
k211
, k22 =
√
1− k221 in view of
the evaluation formula (see [8]):
η(q)8 =
28/3
pi4
q−1/3k2/3r (k
∗
r )
8/3K(kr)
4. (13)
Examples of the above conjecture can also be found if we consider the func-
tion
r = ki(x) := k
(−1)(x) =
(
K
(√
1− x2)
K(x)
)2
, (14)
which is the inverse function of the singular modulus kr. Our method consists
of inserting the value r = ki
(
m
n
)
, where 0 < m < n, m,n integers into the
form A(a, p; q), and get numerically, using the routine RootApproximant of the
program Mathematica, a minimal polynomial which is esentialy the value of an
algebraic number. This lead us to conclude that beneath (any theta function)
exists minimal polynomials with coefficients rational functions of kr (in all cases
if Conjecture holds). Hence, for every pair of fixed numbers a, p, we have a
unique algebraic function Q{a,p}(x).
A very easy example to see this someone is with a = 1 and p = 4. In this case
all the values of A
(
1, 4, e−pi
√
ki(
m
n
)
)24
are rationals. With a simple algorithm
one can see that
A
(
1, 4, e−pi
√
ki(r)
)24
=
16(1− r2)2
r2
. (15)
Hence
A
(
1, 4, e−pi
√
r
)
= 12
√
4(1− k2r)
kr
(16)
and from relation (6):
Theorem 1.
If q = e−pi
√
r, r > 0
θ4(2, 1; q) =
∞∑
n=−∞
(−1)nq2n2+n = q1/24η(q4) 12
√
4(1− k2r)
kr
, ∀r > 0. (17)
The continuation follows from the validity of (6) and (8) in rationals and
from the fact that every real is a limit of rational sequence.
For to find the n−th modular equation of A(4, 1, q) we use Theorem 3 below to
get
Πn(x) = Q{1,4}
(
k
(
n2ki
(
Q
(−1)
{1,4}(x)
)))
, (18)
3
where Q{1,4}(x) =
12
√
4(1−x2)
x and Q
(−1)
{1,4}(x) =
1
8
(−x12 +√64 + x24).
Another example is setting p = 2 and a = 1/2, where we find
A
(
1/2, 2, e−pi
√
r
)
= 24
√
4(1− kr)4
kr(1 + kr)2
. (19)
This is the same theta function as (17), (by changing q → q1/2). For avoiding
these cases it is useful to know that:
∞∑
n=−∞
(−1)nqan2+bn =
∞∑
n=−∞
(−1)nqan2−bn,
∞∑
n=−∞
qan
2+bn =
∞∑
n=−∞
qan
2−bn
(20)
and also if s > 0, then
∞∑
n=−∞
(−1)nqan2+bn,
∞∑
n=−∞
(−1)nqasn2+bsn, (21)
are equivalent.
Theorem 2.
For q = e−pi
√
r, r > 0, we have
∞∑
n=−∞
(−1)nq2n2+3n/2 = q−11/96η(q4) 48
√√√√4 (1− kr)4 (2 + kr − 2√1 + kr)12
k13r (1 + kr)
2
(22)
3 The Algorithm
In this section we give the algorithm for finding the expression Q{a,p}
(
k2r
)
(here we assuming, for simplicity reasons, that A(a, p; q) = Q{a,p}(k2r) and not
Q{a,p}(kr)). Our method is based on interpolation. We find a minimal polyno-
mial
P (y, x) =
N∑
n=0
M∑
l=0
anly
nxl, (22.1)
such that
P (A(a, p; q),m(q)) = 0, (23)
with m(q) = k2r and then solve with respect to A(a, p;m(q)) (if P (y, x) = 0 is
solvable).
The algorithm (In Mathematica Program)
Clear[A]
4
eta[q] := QPochhammer[q, q]
A[a, p, q] := qp/12−a/2+a
2/(2p)eta[qp]−1Sum[(−1)nqn2p/2+(p−2a)n/2, {n,−100, 100}]
Clear[q, x, y, u, v]
m[q] := InverseEllipticNomeQ[q]
x = Series[A[a, p, q]12, {q, 0,M}];
y = Series[m[q], {q, 0,M}];
t = Table[Coefficient[Sum[c[i, j]xiyj , qn] == 0, {n, 1, s2}];
rr = Table[c[i, j], {i, 0, s}, {j, 0, s}];
rr1 = Table[uivj , {i, 0, s}, {j, 0, s}];
mm = Normal[Extract[CoefficientArrays[t//F latten, rr//F latten], 2]];
m0 = Normal[mm];
r1 = Take[NullSpace[m0], 1].F latten[rr]
Take[NullSpace[m0], 1].F latten[rr1]//Factor
4 Theoretical Results and Directions
In this section (here the notation is the traditional i.e. A(a, p; q) = Q{a,p}(kr)),
we will try to characterize these functions Q{a,p}(x). For this, assume that Πn
is the n-th modular equation of A(a, p; q), then
A(a, p; qn) = Πn (A(a, p; q)) . (24)
Also assume that our conjecture (8) hold, then
Q{a,p} (kn2r) = Πn
(
Q{a,p}(kr)
)
.
By using (14), we get
Q{a,p}
(
kn2ki(x)
)
= Πn
(
Q{a,p}(x)
)
.
Setting
Sn(x) := kn2ki(x), (25)
we have the next
Theorem 3.
If the n-th modular equation of A(a, p; q) is that of (24), then
kn2ki(x) = Sn(x) = Q{a,p}
(−1) (Πn (Q{a,p}(x))) , n = 2, 3, 4, ... (26)
5
If one manages to solve equation (26) with respect to Q{a,p}(x) for given a, p,
then
∞∑
n=−∞
(−1)nqpn2/2+(p−2a)n/2 = q− p12+ a2− a
2
2p η(qp)Q{a,p}(kr), ∀r > 0 (27)
and Q{a,p}(x) will be a root of a minimal polynomial of degree ν = ν(a, p, x).
Note that, in case of rational x ∈ (0, 1) and a, p rational with 0 < a, p, then
the degree ν is independent of x and the minimal polynomial of Q{a,p}(x) will
have integer coefficients.
Example.
The 2nd degree modular equation of A(1, 4; q) is
16u8 + u16v8 − v16 = 0. (28)
If we solve with respect to v, we get v = P2(u), where v = A(1, 4; q
2) and
u = A(1, 4; q). Moreover
P2(w) =
(
w16 + w4
√
64 + w24
)1/8
21/8
. (29)
It is n = 2. Then hold (see [9])
k4r =
1−
√
1− k2r
1 +
√
1− k2r
. (30)
Hence
S2(x) = k4ki(x) =
1−√1− x2
1 +
√
1− x2 . (31)
Finally, we get from the relation (26) of Theorem 3:
8
√
Q{1,4}(x)16 +Q{1,4}(x)4
√
Q{1,4}(x)24 + 64
8
√
2
= Q{1,4}
(
1−√1− x2
1 +
√
1− x2
)
,
(32)
which have indeed a solution
Q{1,4}(x) =
12
√
4(1− x2)
x
.
Note.
i) We note here that function m(q) = k2r , exists in program Mathematica and
6
is called ”InverseEllipticNomeQ[q]”.
ii) A useful expansion is
kr =
√
m(q) = 4q1/2 exp

−4 ∞∑
n=1
qn
∑
d|n
(−1)d+n/d
d

 , (33)
where q = e−pi
√
r, r > 0.
iii) Also m(q) can defined with Jacobi null theta functions: If
θ2(q) =
∞∑
n=−∞
q(n+1/2)
2
and θ3(q) =
∞∑
n=−∞
qn
2
, |q| < 1, (33.1)
then
m(q) =
(
θ2(q)
θ3(q)
)4
. (33.2)
Definition 1.(see [15])
For any smooth function G, we define mG(x) to be such that
x = pi
∫ +∞
√
mG(x)
ηD (it/2)
4
G
(
R
(
e−pit
))
dt, (34)
where R(q) is the Rogers-Ramanujan continued fraction and ηD(z) is Dedekind’s
eta function. i.e.
R(q) =
q1/5
1+
q1
1+
q2
1+
q3
1+
. . . , |q| < 1 (35)
and
ηD(z) = q
1/24
∞∏
n=1
(1− qn) , q = e(z) := e2piiz, Im(z) > 0. (36)
Theorem 4.(see [15])
If y(x) is a function defined from the integral equation:
5
∫ y(x)
0
G(t)
t 6
√
t−5 − 11− t5 dt = x, (37)
then
y(x) = R
(
e−pi
√
mG(x)
)
. (38)
Also mG(x) = ki
(
Q
(−1)
{a,p}(x)
)
, m
(−1)
G (n) = Π
√
n (QG(1)), n > 0 and
y(x) = R

e−pi
√
ki
(
Q
(−1)
{a,p}
(x)
) . (39)
7
Also set
θ = θ(q) = θ{a,p}(q) := q
p/12−a/2+a2/(2p)ϑ
(
p
2 ,
p−2a
2 ; q
)
η (qp)
, (40)
where q = e−pi
√
r. Hence
Q{a,p}(x) = θ{a,p}
(
e−pi
√
ki(x)
)
. (40.1)
Then y(x) = F (k (mG(x))), k(r) = kr. The function F (x) is defined to be as
F (x) = R
(
e−pi
√
ki(x)
)
and is a pure algebraic function i.e. it sends algebraic
numbers to algebraic numbers. It can representend as root of a sextic equation
with rational coefficients depending on kr (see [3],[15]). ButmG(x) = ki (Qi(x)).
Hence
y(x) = F (Qi(x)) , (40.2)
where Q(x) = Q{a,p}(x), Qi(x) = Q(−1)(x). From our conjectures Q{a,p}(x) is
algebraic function. Hence y(x) is also algebraic function. Inverting (40.2) we
get
yi(x) = θ{a,p} ◦ ki ◦ Fi(x). (41)
Hence we have the following
Theorem 5.
If θ = θ(q) = θ{a,p}(q) as in (40), then
y
(
θ{a,p}(q)
)
= R (q) and m
(−1)
G (r) = θ(q). (42)
Also we have the next
Theorem 6.
If q = e−pi
√
r, r > 0, then
i)
dθ(q)
dr
=
1
φ(r)
, (43)
where
φ(r) := − 2
√
r
piηD
(
i
√
r
2
)4
G{a,p} (R (q))
(44)
and
ii)
θ′(q) = q−5/6η(q)4G{a,p} (R(q)) . (45)
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Proof.
From m
(−1)
G (r) = θ(q) we get
5
∫ R(q)
0
G{a,p}(t)dt
t 6
√
t−5 − 11− t5 = θ(q). (46)
After derivating the above relation and using
dR(q)
dq
= 5−1q−5/6η(q)4R(q) 6
√
R(q)−5 − 11−R(q)5,
we get (ii):
G{a,p} (R(q)) q−5/6η(q)4 = θ′(q).
Using the two definitions of Ramanujan’s eta function and Dedekind’s eta func-
tion, we get (i). qed
Of course G(x) = G{a,p}(x) is algebraic function and depends from a, p.
Also from [15] we have
G{a,p} (R(q)) =
3
√
k2r(1 − k2r)
2
Q′{a,p}(kr) (46.1)
and hence
Theorem 7.
If q = e−pi
√
r, r > 0, then
G{a,p}(F (x)) =
3
√
x2(1− x2)
2
Q′{a,p}(x), 0 < x < 1 (47)
and in the case of (40),(40.1) the function G{a,p}(x) is always algebraic.
Now set in (45) where q → qp, then
G (R (qp)) q−5p/6η (qp)4 = θ′ (qp)
Hence
θ′ (qp) qB = qB−5p/6η (qp)4G (R (qp))
Hence
4
√
θ′ (qp) qB = qB/4−5p/24η (qp) 4
√
G (R (qp)).
Hence assuming that B is such that A = B4 − 5p24 , A = − p12 + a2 − a
2
2p , we have
4
√
θ′ (qp) qB =
θ4
(
p
2 ,
p
2 − a; q
)
Qa,p(kr)
4
√
G (R (qp)).
9
Hence using (40.1):
Theorem 8.
If |q| < 1 and B = 4A+ 5p/6, A = − p12 + a2 − a
2
2p , then
θ′ (qp) = q−B
(
G (R (qp))
θ (q)
4
)
θ4
(p
2
,
p
2
− a; q
)4
=
= q−B
3
√
k2p2r(1− k2p2r)
2
Q′{a,p}(kp2r)
Q4{a,p}(kr)
θ4
(p
2
,
p
2
− a; q
)4
Example 1.
Suppose a = 1, p = 4, then
∞∑
n=−∞
(−1)nq2n2+n = q1/24η (q4)Q{1,4}(kr) (48)
Then Q{1,4}(x) will be
Q{1,4}(x) =
12
√
4
1− x2
x
For a certain G we have:
σ∗(x) = −6 · 25/6x13/12(1− x2)11/12(1 + x2)−1.
Hence
G{1,4} (R(q)) = −
1 + k2r
12 · 21/6k5/12r (k∗r )7/6
, k∗r =
√
1− k2r .
and
y(x) = R
(
e−pi
√
ki( 18 (−x12+
√
64+x24))
)
.
Example 2.
From relation (12), whenever s is integer we have
θ3(1, 2s+ 1; q) =
∞∑
n=−∞
qn
2+(2s+1)n = q−1/6−s−s
2
η(q2)
21/3 3
√
k
6
√
k∗
(49.1)
and
Q{−2s,2}(x) =
21/3x1/3
(1 − x2)1/12 . (49.2)
Hence
θ′{−2s,2}
(
q2
)
=
q4s
2+4s−1
24 · 25/6
1 + 6k∗ + (k∗)2
(1− k∗)2/3(k∗)1/12(1 + k∗)7/6 ·θ
4
3(1, 2s+1; q), (49.3)
10
G (R(q)) =
2− k2r
6(k∗r )3/2
(49.4)
and
θ′(q) = θ′{−2s,2}(q) = q
−5/6η(q)4
2− k2r
6(k∗r)3/2
(49.5)
and
y(x) = R
(
exp
[
−pi
√
ki
(
1
4
√
2
√
−x12 + x6
√
64 + x12
)])
. (49.6)
5 A more traditional way to study Q{a,p}(x)
Proposition 1.
If x is positive real number and f is analytic in (−1, 1) with f(0) = 0, then
exp
(∫ x
+∞
f(e−t)dt
)
=
∞∏
n=1
(1− e−nx)
1
n
∑
d|n
f(d)(0)
d! µ(
n
d ), (49)
where µ is the Moebius-µ arithmetic function (see [17]) and take the values
(−1)r when n square free and product of r primes, else is 0. Also µ(1) = 1.
Proof.
Because f(0) = 0 and f analytic in (−1, 1), the integral ∫ x
+∞ f(e
−t)dt exists for
every x > 0. We assume that exists arithmetic function X(n) such that:
exp
(∫ x
+∞
f(e−t)dt
)
=
∞∏
n=1
(1− e−nx)X(n) (50)
we will determinate this function X .
Taking logarithms in both sides of (51) we have∫ x
+∞
f(e−t)dt =
∞∑
n=1
X(n) log(1− e−nx) = −
∞∑
n=1
X(n)
∞∑
m=1
e−mx
m
=
= −
∞∑
n,m=1
X(n)n
e−mnx
mn
= −
∞∑
n=1
e−nx
n
∑
d|n
X(d)d : (A)
Derivating (A) we get
f(x) =
∞∑
n=1
e−nx
∑
d|n
X(d)d : (B)
But from analytic property of f in (−1, 1) we have
f(x) =
∞∑
n=1
f (n)(0)
n!
xn
11
and consequently
f(e−x) =
∞∑
n=1
f (n)(0)
n!
e−nx
Therefore from (B) and the above relation it must be
f (n)(0)
n!
=
∑
d|n
X(d)d
By applying the Moebius inversion theorem (see [17]) we get
X(n) =
1
n
∑
d|n
f (d)(0)
d!
µ
(n
d
)
This completes the proof.
Lemma 1.
Let |q| < 1, then
e−f(q) =
∞∏
n=1
(1− qn)
1
n
∑
d|n
f(d)(0)
Γ(d)
µ(nd ) . (51)
Proof.
Setting where f
(n)(0)
n! =
f
(n)
1 (0)
n! n and using Proposition 1 for f , we get imediately
the result for f .
Proposition 2.
If q = e−2x, x > 0 and k, h are integers such k > 0 and k > h then
log
( ∞∑
n=−∞
(−1)nqkn2+hn
)
= −
∞∑
n=1

∑
d|n
χk,h(d)d

 qn
n
, (52)
where χk,h(n) is that of (55) below.
Proof.
Assume the Jacobi’s triple product identity (see [16] pg.169-172 and Exercise 3
pg.178)
∞∑
n=−∞
(−1)nqkn2+hn =
∞∏
n=0
(
1− q2kn+k−h) (1− q2kn+k+h) (1− q2kn+2k) , (53)
where |q| < 1, k > 0.
Setting
χk,h(n) :=
{
1 if n ≡ 0, k + h, k − h(mod2k)
0 otherwise
}
, (54)
12
we can write ∞∑
n=−∞
(−1)nqkn2+hn =
∞∏
n=1
(1− qn)χk,h(n) (55)
Recall now Lemma 1 and Moebius inversion formula to write
exp

− ∞∑
n=1
qn
n
∑
d|n
χk,h(d)d

 = ∞∑
n=−∞
(−1)nqkn2+hn
and hence (53).
Theorem 9.
Let q = e−pi
√
r, r > 0 and a, p integers such that p ≥ a and p > 0. If the theta
function ∞∑
n=−∞
(−1)nqpn2/2+(p−2a)n/2 = qAη (qp)Q{a,p} (kr) (56)
have algebraic part Q{a,p}(kr), then
log
(
Q{a,p} (kr)
)
= −A log q −
∞∑
n=1


∑
d|n
d ≡ ±a(p)
d

 q
n
n
, (57)
where
A = − p
12
+
a
2
− a
2
2p
. (58)
Proof.
Let X{a,p}(n) be such that
X{a,p}(n) :=
{
1 if n ≡ 0, a, p− a(modp)
0 otherwise
}
. (59)
From relation (27) we get
log
(
Q{a,p} (kr)
)
= −A log q+ log
( ∞∑
n=−∞
(−1)nqpn2/2+(p−2a)n/2
)
− log (η (qp)) .
(60)
From Proposition 2 we have
log
( ∞∑
n=−∞
(−1)nqpn2/2+(p−2a)n/2
)
= −
∞∑
n=1

∑
d|n
X{a,p}(d)d

 qn
n
. (61)
Also there holds
log (η(q)) =
∞∑
n=1
log (1− qn) = −
∞∑
n,m=1
qnm
m
= −
∞∑
n=1
σ−1(n)qn. (62)
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From (61),(62) and (63) we get the result. qed
Using complex q = e(z), Im(z) > 0 and working as with θ4(a, p; q), we get
ϑ3 (pizt, e(az)) = q
a/12−t2/(4a)η
(
q2a
)
Q
{3}
{a,t} (m(q)) , (63)
where
Q
{3}
{a,t}(m(q)) = q
−a/12+t2/(4a) exp

−
∞∑
n=1
qn
∑
AB = n
B ≡ ±(a− t)(mod2a)
(−1)A
A

 .
(64)
But holds the following modular identity (see [2]):
ϑ3 (pit
′z′, e(a′z′)) =
√−2iaz exp
(
ipit2z
2a
)
ϑ3 (pitz, e(az)) , (65)
where
a′ = 1/a, z′ = −1/(4z), t′ = 2tz/a. (66)
Hence in general for the function F3(a, t; z) := Q
{3}
{a,t}(m(q)), q = e(z) holds
F3(a
′, t′; z′)
F3(a, t; z)
=
√−2iaz exp
(−ipit2z
2a
)
ηD(2az)
ηD
( −1
2az
) ,
where ηD(z), Im(z) > 0 is the Dedekind’s eta function. Using the next func-
tional equation:
ηD (−1/z) =
√−iz · ηD(z), (67)
we finally arrive to
Theorem 10.
1) (Conjecture) If a > 0 and Im(z) > 0 and
ϑ3 (pitz, e(az)) = q
a/12−t2/(4a)η
(
q2a
)
F3(a, t; z), (68)
the function F3(a, t; z) takes algebraic values when a, t ∈ Q∗+ and z = r1+ i
√
r2,
with r1 rational and r2 is positive rational.
2) If a, t positive integers with a > t, then
F3(a, t; z) = Q
{3}
{a,t}(m(q)) =
= q−a/12+t
2/(4a) exp

−
∞∑
n=1
qn
∑
AB = n
B ≡ ±(a− t)(mod2a)
(−1)A
A

 . (69)
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3) For the transformation of variables (66) holds
F3(a
′, t′; z′) = exp
(−ipit2z
2a
)
F3(a, t; z). (70)
Theorem 11. (Conjecture)
When a > t and a, t positive rationals, the function Q
{3}
{a,t}(x), takes algebraic
numbers to algebraic numbers.
6 Table for θ4(a, p; q)
Here we give a table of evaluations, which does not include Theorems 1 and 2,
for certain lower values a, p of theta functions.
1. ∞∑
n=−∞
(−1)nq3/2n2+n/2 = q1/12η(q3)Q(k2r) (71)
The polynomial which relates u = A(1, 3, q)12 with v = m(q) = k2r is
u4v5 − 4u4v4 + 6u4v3 − 4u4v2 + u4v − 16u3v6 + 84u3v5 − 12480u3v4−
−40712u3v3−12480u3v2+84u3v−16u3+196830u2v5−787320u2v4+1180980u2v3−
−787320u2v2 + 196830u2v + 19131876uv5− 76527504uv4 + 114791256uv3−
−76527504uv2+ 19131876uv+ 387420489v5− 1549681956v4+ 2324522934v3−
−1549681956v2+ 387420489v = 0 (72)
2. ∞∑
n=−∞
(−1)nq3n2−5n = q−11/6η(q6)Q(kr) (73)
The polynomial equation which relates u = A(8, 6; q)6 with v = m(q)1/2 = kr is
u8v4 − u8v2 + 16u6v6 − 24u6v4 − 24u6v2 + 16u6 − 486u4v4+
+486u4v2 − 19683v4 + 19683v2 = 0 (74)
3. ∞∑
n=−∞
(−1)nq3n2+4n = q−13/12η(q6)Q(kr) (75)
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The polynomial equation which relates u = A(−1, 6, q)6, with v = m(q)1/2 = kr
is
u4v3 − u4v + 16u3v2 − 18u2v3 + 18u2v + 4uv4 − 8uv2 + 4u+ v3 − v = 0 (76)
4. ∞∑
n=−∞
(−1)nq4n2+6n = q−23/12η(q8)Q(kr) (77)
The polynomial equation which relates u = A(−2, 8; q)12, with v = m(q2)2 = k44r
is
−u4v − 64u2v + 256v2 − 512v + 256 = 0 (78)
5. ∞∑
n=−∞
(−1)nq5/2n2+3/2n = q−1/60η(q5)Q(η5(q4)5) (79)
where
η5(q) =
1
2
(
−1− h5(q) +
√
5 + 2h5(q) + h5(q)2
)
(80)
and
h5(q) =
η(q1/5)
q1/5η(q5)
(81)
The polynomial equation which relates u = A(1, 5, q2)15 with v = η5(q
4)5 is
u4 + v11 + 55v10 + 1205v9 + 13090v8 + 69585v7 + 134761v6 − 69585v5+
+13090v4 − 1205v3 + 55v2 − v = 0 (82)
Note that
h5(q
5) =
η(q)
qη(q25)
=
1√
M5(q)M5(q5)
(
m(q)
m(q25)
)1/24(
m∗(q)
m∗(q25)
)1/6
is function of kr =
√
m(q), since (see [14])
(5M5(q)− 1)5 (1−M5(q)) = 256 ·m(q)m∗(q)M5(q) (83)
and m∗(q) = 1−m(q).
For tables of singular modulus one can see [10],[11],[14].
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