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Abstract
This work is concerned with diffusions with two-time scales or singularly perturbed diffusions.
Asymptotic expansions of the solution of the associated Cauchy problem for parabolic partial
differential equation are obtained and the desired error bounds are derived. These asymptotic
expansions are then used to analyze related limit distributions of normalized integral functionals.
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1. Introduction
This work is concerned with two-time-scale diffusion processes. Originated from a
wide range of applications in physics, nonlinear mechanics, and modern technology, the
asymptotic behavior of such processes has drawn much attention throughout the years;
see for example, [12,14–16,19,21–25] among others. Many applications in science and
engineering contain random processes that can be modeled by fast-slow diffusions or
can be approximated by two-time-scale diffusions. The underlying systems are often
difﬁcult to deal with, but through appropriate limit procedure, we may obtain a much
simpler limit dynamic system. Using the simpler limit system as a bridge, we can
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proceed to design feasible procedure to treat the original systems. In this process, the
foremost is to understand the limit behavior of the underlying two-time diffusions.
Let ε > 0 be a small parameter, F {1}(·, ·), G(·, ·) : Rr × Rd → Rr , F {2}(·, ·),
{1}(·, ·) : Rr × Rd → Rr × Rp, and {2}(·, ·) : Rr × Rd → Rd × Rp. Suppose
that xε(t) and yε(t) are Rr -valued and Rd -valued diffusion processes deﬁned by the
following system of stochastic differential equations

dxε(t) = G(xε(t), yε(t)) dt + {1}(xε(t), yε(t)) dw(t),
dyε(t) = 1
ε2
F {2}(xε(t), yε(t)) dt + 1
ε
{2}(xε(t), yε(t)) dw(t),
xε(0) = x, yε(0) = y,
(1.1)
where w(t) ∈ Rp is a p-dimensional standard Brownian motion. In (1.1), there are
two-time scales resulting in fast and slow processes. Under positive recurrence of the
fast process yε(t), the asymptotic properties of the slow process xε(t) was considered,
for example, in [5,12,15,16,25], and related two-time-scale controlled diffusions were
treated in [19]. For instance, it was proved in [12] that the slow process xε(t) converges
weakly to a Markov diffusion process x(t) in which both the drift and diffusion terms
are averaged out with respect to the invariant measure (x, y) of the fast process yε(t).
A substantial generalization of these results was carried out in [22]. In lieu of (1.1),
consider

dxε(t) = [ 1
ε
F {1}(xε(t), yε(t))+G(xε(t), yε(t))] dt
+{1}(xε(t), yε(t)) dw(t),
dyε(t) = 1
ε2
F {2}(xε(t), yε(t)) dt + 1
ε
{2}(xε(t), yε(t)) dw(t),
xε(0) = x, yε(0) = y.
(1.2)
In (1.2), even the slow process xε(·) has a fast varying component. This case is im-
portant, in particular, for applications in homogenization; see [22]. It was found in
the aforementioned paper that when the average of F {1} with respect to the invari-
ant measure of the fast component (for the ﬁxed slow component) is zero, the limit
distribution of the slow component (away from the initial layer) can also be obtained
in terms of the solution of an auxiliary Poisson equation. Recently, (1.2) was further
examined in [23,24], where the exact conditions on the coefﬁcients of the diffusion pro-
cesses guaranteeing the suitable limiting behavior of the slow component were found.
It should be mentioned that the work [22] contains a couple of more terms than that of
(1.2). However, the main features are represented in (1.2). For notational simplicity, we
thus conﬁne ourselves to (1.2) in this paper. This paper furthers the study of asymp-
totic properties of two-time-scale diffusions considered in [22–24]. Comparing with
the aforementioned reference, we obtain not only the leading term in the asymptotic
expansions and limit behavior of the slow component of the diffusions, but also the
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full asymptotic expansions. Such asymptotic expansions enable us to reveal asymptotic
properties of scaled integral functionals related to singularly perturbed diffusions.
Denote zε(t) = (xε(t), yε(t)). The limit behavior of functionals of zε(t) can be stud-
ied via solutions of certain Cauchy problems for parabolic partial differential equations.
Our goal in this paper is to obtain the complete asymptotic expansions of solutions of
the Cauchy problems. The asymptotic expansions enable us to study further limiting
distribution of suitably normalized integral functionals. From the well-known work in
singular perturbations (e.g., [26] also [2]), such expansions cannot be obtained without
analyzing the initial layer terms. In what follows, to avoid undue technical complica-
tions, we work with a smooth Riemannian manifold that is compact and connected.
Using the generator in [22] as our starting point and motivated by applications in
homogenization, a couple of nonhomogeneous and zero-order terms are added in our
formulation. Although singular perturbation methods have been widely used, to the
best of our knowledge, the full asymptotic expansions of partial differential equations
with two scales representing functionals of Markov diffusion processes have not been
obtained to date. Aiming at addressing this issue, our approach here is mainly analytic
in nature. Thus, it should be of interest not only to people working in probability and
stochastic processes, but also in dynamic systems and differential equations. Moreover,
the asymptotic expansions enable us to provide new insight for probabilistic applica-
tions.
Our study is divided into the following steps. First we obtain asymptotic expansions
of solutions of the parabolic problem. The techniques are constructive. Formal asymp-
totic expansions are obtained and then validated with desired error bounds. Then using
the asymptotic expansions, we carry out detailed study of the functionals of zε(t) of
interest. The rest of the paper is arranged as follows. Section 2 begins with the precise
formulation of the problem. Section 3 is devoted to the asymptotic expansions of so-
lutions of Cauchy problem. Section 4 is concerned with limit properties of an integral
functional of zε(t). Section 5 proceeds with the investigation of the case that the fast
process is a Brownian motion on a circle and the slow process is a deterministic pro-
cess with given yε(t). Finally, an appendix is included to provide a couple of technical
lemmas.
2. Formulation
Suppose that Kr and Kd are r- and d-dimensional C∞-Riemannian manifolds, that
X (Kr ) and X (Kd) are the corresponding totality of C∞-vector ﬁelds, respectively, and
that K = Kr ×Kd . Using the notation in [8, p. 231], we assume that these manifolds
are connected and compact throughout the paper.
Treating x ∈ Kr as a parameter, we consider a family of Markov diffusion processes
y(t) = y(t |x) on Kd with generator L1 that is nondegenerate on Kd for all x ∈ Kr
(see [8, p. 273]). Then it is known (see [8, Proposition 4.5, p. 278]) that for the process
y(t |x), there exists a unique stationary density, which is a solution of
L∗1(x, y)(x, y) = 0,
∫
Kd
(x, y) dy = 1, (2.1)
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where L∗1(x, y) is the adjoint of L1 with respect to the inner product in Kd
〈f, g〉Kd =
∫
Kd
f (y)g(y) dy,
dy = √detGdy1 dy2 · · · dyd
and G = ||gij || is a Riemannian metric on Kd . For subsequent use, for a suitable
function h(·), deﬁne
h(x)
def=
∫
Kd
h(x, y)(x, y) dy. (2.2)
That is, h(x) is an average of h(x, y) with respect to the invariant density (x, y).
Using the notation of [8], we consider the generator Lε of the Markov process given
by
Lε = 1
ε2
L1 + 1
ε
L2 + L3. (2.3)
Assume that (·, ·), (·, ·) : Kr × Kd → C, and f (·, ·), g(·, ·) : Kr × Kd → R. We
focus on the following Cauchy problem:
uε(t, x, y)
t
= Lεuε(t, x, y)+ 1
ε
(x, y)uε(t, x, y)+ (x, y)uε(t, x, y)
+1
ε
f (x, y)+ g(x, y),
uε(0, x, y) = (x, y). (2.4)
Using complex-valued functions (·) and (·) allows us to treat characteristic functions
in what follows. To specify these operators, we use the notation:
A{1}(x, y) = {1}(x, y)({1}(x, y))′ = (a{1}kl (x, y)) ∈ Rr×r ,
A{2}(x, y) = {2}(x, y)({2}(x, y))′ = (a{2}kl (x, y)) ∈ Rd×d ,
A{12}(x, y) = {1}(x, y)({2}(x, y))′ = (a{12}kl (x, y)) ∈ Rr×d , (2.5)
where
a
{1}
kl (x, y) =
p∑
j=1
{1}kj (x, y)
{1}
lj (x, y), k, l = 1, . . . , r,
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a
{2}
kl (x, y) =
p∑
j=1
{2}kj (x, y)
{2}
lj (x, y), k, l = 1, . . . , d,
a
{12}
kl (x, y) =
p∑
j=1
{1}kj (x, y)
{2}
lj (x, y), k = 1, . . . , r, l = 1, . . . , d.
In the above and throughout the paper, for z ∈ R×, z′ ∈ R× denotes its transpose.
Using local coordinates (see [8]), the operators are speciﬁed as follows:
L1 =
d∑
i=1
F
{2}
i (x, y)

yi
+ 1
2
d∑
k,l=1
a
{2}
kl (x, y)
2
ykyl
= F {2}(x, y) · ∇y + 12 tr[A
{2}(x, y)∇2yy],
L2 =
r∑
i=1
F
{1}
i (x, y)

xi
+
r∑
k=1
d∑
l=1
a
{12}
kl (x, y)
2
xkyl
= F {1}(x, y) · ∇x + 12 [tr(
{2}(x, y)({1}(x, y))′∇2yx)
+tr({1}(x, y)({2}(x, y))′∇2xy)],
L3 =
r∑
i=1
Gi(x, y)

xi
+ 1
2
r∑
k,l=1
a
{1}
kl (x, y)
2
xkxl
= G(x, y) · ∇x + 12 tr[A
{1}(x, y)∇2xx]. (2.6)
In the above, ∇x , ∇y , are gradients with respect to x and y, respectively; ∇2xx =
((2/xixj )) and ∇2yy = ((2/yiyj )) are r × r and d × d Hessian matrices with
respect to x and y; ∇2xy = ((2/xiyj )) and ∇2yx = ((2/yixj )) are d × r and r × d
matrices, respectively. We assume that the following conditions are satisﬁed.
(A1) (i) F {i}(·), {i}(·), for i = 1, 2, (·), (·), G(·), (·), f (·), and g(·) are all C∞
functions on K. (ii) The functions F {1}i (·) for i = 1, . . . , r satisfy F
{1}
i (x) = 0,
(x) = 0, and f (x) = 0. (iii) ((x, y))0 and ((x, y))0 for all (x, y) ∈
K, where () and () denotes the real part of  and , respectively.
(A2) For any  ∈ Rd with  = 0,
d∑
i,j=1
a
{2}
ij (x, y)ij > 0. (2.7)
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By virtue of Lemma A.1, the ellipticity given in (2.7), and the smoothness in (A1)
yield that the system of equations
L1Si(x, y) = −F {1}i (x, y), i = 1, . . . , r,
Si(x) = 0, i = 1, . . . , r (2.8)
has a unique solution {Si(x, y) : i = 1, . . . , r}. Using our notation, denote the gradient
(w.r.t. y) of the vector S(x, y) = (Si(x, y)) by ∇yS = ((Si/yj )) ∈ Rd×r . Denote
D = D(x, y) = {1} + (∇yS)′{2} and
B(x, y) = D(x, y)(D(x, y))′ = (bij (x, y)). (2.9)
The matrix B(x, y) is obviously nonnegative deﬁnite. In addition to (A1) and (A2), we
assume:
(A3) The matrix B(x, y) is positive deﬁnite. That is, for any  = (1, . . . , r ) ∈ Rr
with  = 0,
r∑
i,j=1
bij (x, y)ij > 0. (2.10)
Remark 1. Condition (A3) is valid, if, for instance, A{1}(·) is strictly positive deﬁnite,
and the random excitations in (1.2) for xε(·) and yε(·) are independent
(A{12}(x, y)) ≡ 0).
3. Asymptotic expansions
Following the well-known singular perturbation methodology (see [26,9]), we seek
matched asymptotic expansions for the solution of (2.4) of the form
n∑
i=0
εiui(t, x, y)+
n∑
i=0
εiv(t/ε2, x, y), (3.1)
where ui(t, x, y) are the outer expansion terms and vi(t/ε2, x, y) are the initial layer
correction terms. The tasks to follow are to construct these terms and to validate the
expansions by deriving the desired error bounds. We aim to show that the error
uε(t, x, y)−
[ n∑
i=0
εiui(t, x, y)+
n∑
i=0
εivi(t/ε
2, x, y)
]
= O(εn+1)
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in an appropriate sense. To accomplish this, we substitute (3.1) into (2.4). Hence-
forth, when there is no confusion, we often suppress the arguments. For example,
for ui(t, x, y), we often write it as ui . We seek nth-order expansions. However, for
obtaining the error estimates, we need two additional terms.
By comparing coefﬁcients of like powers of εi for the “slow” (in t) components uk ,
we obtain the following equations:
0 = L1u0,
0 = L1u1 + L2u0 + u0 + f,
u0
t
= L1u2 + L2u1 + L3u0 + u1 + u0 + g,
· · · ,
uk
t
= L1uk+2 + L2uk+1 + L3uk + uk+1 + uk, 1kn+ 2. (3.2)
Introducing the stretched variable 	 = t/ε2 and comparing coefﬁcients of like powers
of εi , for the “fast” (in t/ε2) components vk lead to the differential equations satisﬁed
by the initial layer terms:
v0
	
= L1v0,
v1
	
= L1v1 + L2v0 + v0,
v2
	
= L1v2 + L2v1 + L3v0 + v1 + v0,
· · ·
vk
	
= L1vk + L2vk−1 + L3vk−2 + vk−1 + vk−2, 2kn+ 2. (3.3)
We choose the initial conditions so that
u0(0, x, y)+ v0(0, x, y) = (x, y),
ui(0, x, y)+ vi(0, x, y) = 0, 1 in+ 2. (3.4)
Our task in this section is to ﬁnd the formal expansions, i.e., to ﬁnd the outer expansion
and initial layer correction terms.
92 R.Z. Khasminskii, G. Yin / J. Differential Equations 212 (2005) 85–113
3.1. Construction of u0, u1, v0, and v1
It follows from the ﬁrst equation in (3.2) and Lemma A.1, u0 = u0(t, x). Then from
the second equation in (3.2) and using the deﬁnition of L2 in (2.6),
L1u1 = −
r∑
j=1
F
{1}
j (x, y)
u0(t, x)
xj
− u0 − f. (3.5)
Note that the right-hand side of (3.5) is orthogonal to (x, y) owing to (A1). Thus,
Lemma A.1 implies that (3.5) has a solution of the form
u1(t, x, y) = u{0}1 (t, x, y)+ 
1(t, x), (3.6)
where u{0}1 is the unique solution satisfying (3.5) and the auxiliary condition u{0}1 = 0
by virtue of Lemma A.1. It is easily seen that this solution can be represented by
u
{0}
1 (t, x, y) =
r∑
j=1
Sj (x, y)
u0(t, x)
xj
+ (x, y)u0 + (x, y), (3.7)
where for each i = 1, . . . , r , Si(x, y) is the unique solution to (2.8), and (x, y) and
(x, y) are the corresponding unique solutions to
{L1 = −,
 = 0, and
{L1 = −f,
 = 0, (3.8)
respectively.
By virtue of (2.1), for any z(t, x, y) that is twice continuously differentiable with
respect to both x and y,
L1z =
∫
(L1z)(x, y) dy =
∫
zL∗1(x, y) dy = 0. (3.9)
Thus we have from the third equation in (3.2),
u0
t
= L2u1 + L3u0 + u1 + u0 + g
= L2u1 + L3u0 +
r∑
j=1
Sj
u0
xj
+ u0 + + u0 + g, (3.10)
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where
L3 =
r∑
i=1
Gi(x)

xi
+ 1
2
r∑
i,j=1
a
{1}
ij (x)
2
xixj
, (3.11)
where Gi(x) and a{1}ij (x) are the averages with respect to the invariant density (x, y)
as deﬁned in (2.2). Furthermore, since L2
1 = 0,
L2u1 = L2u{0}1 + L2
1 = L2u{0}1 .
Note that
L2u{0}1 =
r∑
i=1
F
{1}
i
r∑
j=1
[
Sj
xi
u0
xj
+ Sj 
2
u0
xjxi
]
+
r∑
k=1
d∑
l=1
a
{12}
kl
r∑
j=1
[
2Sj
ylxk
u0
xj
+ Sj
yl
2u0
xjxk
]
+
r∑
i=1
F
{1}
i
u0
xi
+
r∑
k=1
d∑
l=1
a
{12}
kl

yl
u0
xk
+ (L2)u0 + L2. (3.12)
Then we arrive at
L2u{0}1 =
r∑
i=1
r∑
j=1
F
{1}
i Sj
2u0
xjxi
+
r∑
k=1
r∑
j=1
d∑
l=1
a
{12}
kl
Sj
yl
2u0
xjxk
+
r∑
j=1
qj (x)
u0
xj
+ L2u0 + L2, (3.13)
where
qj (x) =
r∑
i=1
F
{1}
i
Sj
xi
+
r∑
k=1
d∑
l=1
a
{12}
kl
S2j
ylxk
+ F {1}j +
d∑
l=1
a
{12}
j l

yl
. (3.14)
Note that
L1(SiSj ) = (L1Si)Sj + Si(L1Sj )+
d∑
k=1
d∑
l=1
a
{2}
kl
Si
yk
Sj
yl
. (3.15)
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By virtue of the choice of Si from (2.8),
r∑
i=1
r∑
j=1
F
{1}
i Sj
2u0
xjxi
= −
r∑
i=1
r∑
j=1
(L1Si)Sj 
2
u0
xjxi
= −1
2
r∑
i,j=1
[(L1Si)Sj + Si(L1Sj )] 
2
u0
xjxi
= 1
2
d∑
k,l=1
r∑
i,j=1
a
{2}
kl
Si
yk
Sj
yl
2u0
xjxi
−1
2
r∑
i,j=1
L1(SiSj ) 
2
u0
xjxi
. (3.16)
Since L1(SiSj ) = 0 owing to (3.9), (3.13) and (3.16) yield that
L2u{0}1 =
r∑
i=1
r∑
j=1
a
{12}
kl
Sj
yl
2u0
xjxi
+ 1
2
d∑
k,l=1
r∑
i,j=1
a
{2}
kl
Si
yk
Sj
yl
2u0
xjxi
+
r∑
j=1
qj (x)
u0
xj
+ L2u0 + L2. (3.17)
Since the function u0(t, x) does not depend on y, we choose u0(0, x) = (x). Thus
(3.11), (3.13), and (3.14) yield that (3.10) together with the initial condition can be
rewritten as

u0(t, x)
t
= 1
2
r∑
i,j=1
a{1}ij + d∑
k,l=1
a
{2}
kl
Si
yk
Sj
yl
+ 2
d∑
l=1
a
{12}
il
Sj
yl
 2u0
xjxi
+
r∑
j=1
[qj +Gj + Sj ]u0xj + [+ L2+ ]u0
+[+ L2+ g],
u0(0, x) = (x).
(3.18)
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Using the second line of the deﬁning equation (2.6) for L2 and the matrix B(x, y)
given in (2.9), it can be seen that
1
2
r∑
i,j=1
a{1}ij + d∑
k,l=1
a
{2}
kl
Si
yk
Sj
yl
+ 2
d∑
l=1
a
{12}
il
Sj
yl
 2u0
xjxi
= 1
2
tr[B(x)∇2xxu0], (3.19)
where B(x) = ∫ B(x, y)(x, y) dy. Moreover, B(x) is positive deﬁnite by virtue of
(A3). Therefore, the Cauchy problem (3.18) has a unique solution. Next, the ﬁrst
equation in (3.3) together with the initial data yields that the resulting Cauchy problem
 v0	 (	, x, y) = L1v0,
v0(0, x, y) = (x, y)− (x)
(3.20)
has a unique solution v0(	, x, y). Thus u0(t, x) and v0(	, x, y) have been found. Since
all the functions involved are smooth and K is compact, u0(t, x, y) and v0(	, x, y) are
smooth and bounded.
For the subsequent constructions, we need bounds on the initial layer term v0(	, x, y)
as well as the mixed partial derivatives (w.r.t. the variable x) of v0(	, x, y) up to the
fourth order. Using the multiindex convention (see e.g., [4, p. 3]), let  = (1, . . . , r )
be a r-tuple of nonnegative integers, which is referred to as a multiindex with || =∑r
i=1 i . For x ∈ Kr , write
||
x11 · · · xrr
or
1+2+···+r
x11 · · · xrr
.
Lemma 2. The following bounds hold:
|v0(	, x, y)|c1 exp(−c2	), (3.21)
for some c1 > 0 and c2 > 0; and∣∣∣∣∣
||
v0(	, x, y)
x11 · · · xrr
∣∣∣∣∣ c1 exp(−c2	), for all ||1. (3.22)
Proof. Note that v0(0, x) = 0. Thus by virtue of Lemma A.2, (3.21) follows. The proof
of (3.22) uses (3.3) and the same argument as that of [16, Lemma 3.6]. 
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Remark 3. Here and henceforth ci for i = 1, 2 are generic positive constants inde-
pendent of x and y. We use the convention that their values may be different for
different appearances. Estimate (3.22) is needed for the construction of v1(	, x, y) and
for obtaining the exponential bounds for v1(	, x, y) and L2(x, y)v1(	, x, y).
Next, using (3.2) with k = 2 and (3.10), we obtain
L1u2 = L2u1 − L2u1 + L3u0 − L3u0
+u1 − u1 + u0 − u0 + g − g. (3.23)
By Lemma A.1, (3.23) has a solution of the form
u2 = u{0}2 (t, x, y)+ 
2(t, x),
where u{0}2 is the unique solution of (3.23) satisfying the condition u{0}2 = 0. Note that
L2u1 = L2u{0}1 + L2
1 = L2u{0}1 +
r∑
i=1
F
{1}
i

1
xi
and that 
1 = 0. Thus we have
L1u2 = 2 −
r∑
i=1
F
{1}
i

1
xi
− 
1, (3.24)
where
2 = L2u{0}1 − L2u{0}1 + L3u0 − L3u0 + u{0}1 − u{0}1 + u0 − u0 + g − g.
It is easily seen that 2 = 0. Owing to (3.24) and Lemma A.1,
u2 = u{0}2 (t, x, y)+ 
2(t, x),
u
{0}
2 = H2 +
r∑
i=1
Si

1
xi
+ 
1 (3.25)
and H2 is the unique solution of
L1H2 = 2, H2 = 0.
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To proceed, consider the second equation in (3.3) together with (3.4):
 v1	 (	, x, y) = L1v1 + L2v0 + v0,
v1(0, x, y) = −u1(0, x, y).
(3.26)
Note that in view of (3.7),
∫
u1(0, x, y)(x, y) dy = 
1(0, x). (3.27)
Since L1 is elliptic, (3.26) is uniquely solvable when u1(0, x, y) is speciﬁed. Noting
that v1(0, x, y) = −u1(0, x, y), by demanding v1(	, x, y) → 0 as 	 → ∞, we obtain
from Lemma A.2
0 = v1(0, x)+
∫ ∞
0
L2v0 ds +
∫ ∞
0
v0 ds. (3.28)
As a result, (3.27) and (3.28) yield

1(0, x) =
∫ ∞
0
L2v0 ds +
∫ ∞
0
v0 ds. (3.29)
Thus, 
1(t, x) satisﬁes

1
t
= L2H2 +
r∑
i=1
F
{1}
i

xi
 r∑
j=1
Sj

1
xj

+
r∑
k=1
d∑
l=1
a
{12}
kl
2
xkyl
(
r∑
i=1
Si

1
xi
)
+
r∑
i=1
F
{1}
i

xi
(
1)+
r∑
k=1
d∑
l=1
a
{12}
kl
2
xkyl
(
1)
+L3
(
r∑
i=1
Si
u0
xi
)
+ L3
1 +
r∑
j=1
Sj

1
xj
+ 
1 + u{0}2
+
r∑
j=1
Sj
u0
xj
+ 
1 + u0 + + L3u0 + L3,

1(0, x) =
∫ ∞
0
L2v0 ds +
∫ ∞
0
v0 ds.
(3.30)
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In (3.30), the only unknown function is 
1(t, x). To simplify, using the same argument
as from (3.13) to (3.18), rewrite (3.30) as

1
t
= 1
2
tr[B(x)∇2xx
1] +
r∑
i=1
ki(x)

1
xi
+ k˜(x)
1 + k̂(x),

1(0, x) =
∫ ∞
0
L2v0 ds +
∫ ∞
0
v0 ds,
(3.31)
where B(x) is as in (3.19), and ki(x), k˜(x), and k̂(x) are all known functions. Since
B(x) is positive deﬁnite by (A3), the Cauchy problem (3.31) has a unique solution.
Thus 
1 is uniquely determined. In view of the process, not only has 
1(t, x) been
found, but also u1(t, x, y) is determined, so is v1(	, x, y). Furthermore, using the same
type of argument, similar to [16], we can prove that the conclusions of Lemma 2
continue to hold with v0 replaced by v1.
3.2. Determination of uk and vk for k2
We proceed inductively to construct the higher order expansion terms for uk(t, x, y)
and vk(	, x, y) with k2. Suppose that we have determined ui and vi for ik. Then
uk−1
t
= L1uk+1 + L2uk + L3uk−1 + uk + uk−1. (3.32)
By virtue of Lemma A.1, the solution of (3.32) is given by
uk−1 = u{0}k−1(t, x, y)+ 
k−1(t, x), u{0}k−1 = 0, (3.33)
where

k−1
t
= L2uk + L3uk−1 + uk + uk−1.
It then follows that
L1uk+1 =
u{0}k−1
t
+ L2uk − L2uk + L3uk−1 − L3uk−1
+uk − uk + uk−1 − uk−1. (3.34)
By Lemma A.1, the solution of (3.34) is of the form
uk+1 = u{0}k+1(t, x, y)+ 
k+1(t, x). (3.35)
R.Z. Khasminskii, G. Yin / J. Differential Equations 212 (2005) 85–113 99
Note that L1u{0}k+1 involves only known functions and u{0}k+1 = 0. Thus u{0}k+1 is determined
uniquely.
Next by (3.2),
uk+1
t
= L1uk+3 + L2uk+2 + L3uk+1 + uk+2 + uk+1. (3.36)
Averaging (3.36) and using (3.35), we arrive at

k+1
t
= L2uk+2 + L3uk+1 + uk+2 + uk+1
= L2uk+2 + L3u{0}k+1 + L3
k+1 + uk+2 + u{0}k+1 + 
k+1. (3.37)
Owing to (3.2) and analogous to (3.32),
uk
t
= L1uk+2 + L2uk+1 + L3uk + uk+1 + uk. (3.38)
The solution of (3.38) has the form
uk = u{0}k (t, x, y)+ 
k(t, x), u{0}k = 0. (3.39)
It yields that
L1uk+2 = u
{0}
k
t
+ L2uk+1 − L2uk+1 + L3uk − L3uk
+uk+1 − uk+1 + uk − uk
= u
{0}
k
t
+ L2u{0}k+1 − L2u{0}k+1 −
r∑
i=1
F
{1}
i

k+1
xi
+ L3uk − L3uk
+u{0}k+1 − u{0}k+1 − 
k+1 + uk − uk, (3.40)
since L2
k+1 = 0 and 
k+1 = 
k+1 = 0. We can rewrite (3.40) as
L1uk+2 = k+2(t, x, y)−
r∑
i=1
F
{1}
i

k+1
xi
− 
k+1(t, x), (3.41)
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where k+2(t, x, y) is a known function with the property k+2 = 0. It follows from
Lemma A.1 that
uk+2 = u{0}k+2(t, x, y)+ 
k+2(t, x),
u
{0}
k+2 = Hk+2(t, x, y)+
r∑
i=1
Si

k+1
xi
+ 
k+1, (3.42)
where Hk+2(t, x, y) is the unique solution of
L1Hk+2 = k+2, Hk+2 = 0.
Then we can rewrite (3.37) as

k+1
t
= L2Hk+2 + L2
( r∑
i=1
Si

k+1
xi
)
+ L2(
k+1)+ L3u{0}k+1
+L3
k+1 + u{0}k+2 + u{0}k+1 + 
k+1. (3.43)
To determine the initial condition 
k+1(0, x), we examine the initial layer correction
term. It follows from (3.3) that vk+1 is the unique solution of the Cauchy problem vk+1	 (	, x, y) = L1vk+1 + L2vk + L3vk−1 + vk + vk−1,
vk+1(0, x, y) = −uk+1(0, x, y),
(3.44)
when vk+1(0, x, y) is speciﬁed. By demanding vk+1(	, x, y) → 0 as 	 → ∞ and in
view of (3.9), we obtain
0 = vk+1(0, x)+
∫ ∞
0
L2vk ds +
∫ ∞
0
L3vk−1 ds +
∫ ∞
0
vk ds +
∫ ∞
0
vk−1 ds. (3.45)
In view of (3.44) and (3.45), it is readily seen that

k+1(0, x) = uk+1(0, x) = −vk+1(0, x)
=
∫ ∞
0
L2vk ds +
∫ ∞
0
L3vk−1 ds +
∫ ∞
0
vk ds
+
∫ ∞
0
vk−1 ds. (3.46)
Using (3.43) and (3.46), the function 
k+1(t, x) is uniquely determined. Then by (3.35),
uk+1(t, x, y) is uniquely determined. Consequently, vk+1(	, x, y), the solution of the
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Cauchy problem (3.44) is uniquely determined. Thus the constructions of uk+1 and
vk+1 have been completed (for 0kn+ 1).
Proposition 4. Under conditions (A1)–(A3), for k = 1, . . . , n+2, the following bounds
hold:
|vk(	, x, y)|c1 exp(−c2	) (3.47)
and ∣∣∣∣∣
||
vk(	, x, y)
x11 · · · xrr
∣∣∣∣∣ c1 exp(−c2	) for all ||1. (3.48)
Proof. This is a modiﬁcation of proofs of [16, Proposition 3.8]. 
3.3. Asymptotic validation
We have established the formal asymptotic expansions. In this section, we derive the
error bounds and show that the formal expansions are asymptotically valid. To begin,
deﬁne
Dε· = 
t
· −Lε · −1
ε
 · −· (3.49)
and for kn+ 2,
eεk(t, x, y) =
k∑
i=0
εiui(t, x, y)+
k∑
i=0
εivi(t/ε
2, x, y)− uε(t, x, y), (3.50)
with u0(t, x, y) = u0(t, x). We claim that the following lemma holds.
Lemma 5. Assume (A1)–(A3) for kn+ 2,
sup
(t,x,y)∈[0,T ]×K
|Dεeεk(t, x, y)| = O(εk−1). (3.51)
Proof. Since Dεuε = ε−1f + g, for kn+ 2,
Dεeεk(t, x, y) = Dε
[
k∑
i=0
εiui(t, x, y)+
k∑
i=0
εivi(t/ε
2, x, y)
]
−1
ε
f (x, y)− g(x, y). (3.52)
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In view of u0 = u0(t, x), L1u0 = 0 and
Dε
[
k∑
i=0
εiui(t, x, y)
]
= −1
ε
[L1u1 + L2u0 + u0 + f ]
+
[
u0
t
− L1u2 − L2u1 − L3u0 − u1 − u0 − g
]
+
k−2∑
i=1
εi
[
ui
t
− L1ui+2 − L2ui+1 − L3ui − ui+1 − ui
]
+Rk + 1
ε
f + g, (3.53)
where
Rk = εk−1
[
uk−1
t
− L2uk − L3uk−1 − uk − uk−1
]
+εk
[
uk
t
− L3uk − uk
]
.
Since we are working with the compact set K, the smoothness of uk for 0kn+ 2,
then implies that
sup
(t,x,y)∈[0,T ]×K
|Rk(t, x, y)| = O(εk−1).
Similar to (3.53), we obtain
Dε
[
k∑
i=0
εivi(t/ε
2, x, y)
]
= 1
ε2
[
v0
	
− L1v0
]
+ 1
ε
[
v1
	
− Lv1 − L2v0 − v0
]
+
k∑
i=2
εi−2
[
vi
	
− L1vi − L2vi−1 − L3vi−2 − vi−1 − vi−2
]
+Qk,(3.54)
where
Qk(t/ε
2, x, y) = −εk−1[L2vk + L3vk−1 − vk − vk−1] − εk[L3vk − vk].
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By virtue of Proposition 4,
sup
(t,x,y)∈[0,T ]×K
|Qk(t/ε2, x, y)| = O(εk−1).
Using (3.2), (3.3), (3.52)–(3.54),
sup
(t,x,y)∈[0,T ]×K
|Dεeεk| sup
(t,x,y)∈[0,T ]×K
|Rk| + sup
(t,x,y)∈[0,T ]×K
|Qk|
= O(εk−1).
The lemma is proved. 
Lemma 6. Assume that there is a function ε(t, x, y) such that for kn+ 2,
sup
(t,x,y)∈[0,T ]×K
|ε(t, x, y)| = O(εk−1).
Then the solution of the Cauchy problem
Dεε(t, x, y) = ε(t, x, y), ε(0, x, y) = 0 (3.55)
satisﬁes sup(t,x,y)∈[0,T ]×K |ε(t, x, y)| = O(εk−1).
Proof. Let zε,x,y(t) = (xε,x(t), yε,y(t)) be the diffusion process with generator Lε with
initial points xε,x(0) = x and yε,y(0) = y, respectively. Via the use of probabilistic
representation for the solution of (3.55) (see, e.g., [10, Lemma 1]; [8,17]), we obtain
the upper bounds
sup
(t,x,y)∈[0,T ]×K
|ε(t, x, y)|C˜ sup
(t,x,y)∈[0,T ]×K
|ε(t, x, y)| = O(εk−1),
where C˜ > 0 is a constant that may depend on T but does not depend on x and
y. 
Theorem 7. Suppose that (A1)–(A3) hold. Then sequences of smooth functions
{uk(t, x, y)} and {vk(t/ε2, x, y)} can be constructed such that vk(t/ε2, x, y) decay
exponentially fast, and that the error or remainder term in the asymptotic expansion
satisﬁes
sup
(t,x,y)∈[0,T ]×K
|eεn(t, x, y)| = O(εn+1).
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Proof. Only the error estimates or error bounds need to be proved. By virtue of Lemma
6, sup(t,x,y)∈[0,T ]×K |Dεeεn+2(t, x, y)| = O(εn+1). An application of Lemma 6 leads to
sup
(t,x,y)∈[0,T ]×K
|eεn+2(t, x, y)| = O(εn+1).
The smoothness of uk(·) implies that
sup
(t,x,y)∈[0,T ]×K
|εn+2un+2(t, x, y)+ εn+1un+1(t, x, y)| = O(εn+1).
By the exponential decay of vk(t/ε2, x, y), it is bounded and hence
sup
(t,x,y)∈[0,T ]×K
|εn+2vn+2(t/ε2, x, y)+ εn+1vn+1(t/ε2, x, y)| = O(εn+1).
Since
eεn+2(t, x, y) = eεn(t, x, y)+ εn+1un+1(t, x, y)+ εn+2un+2(t, x, y)
+εn+1vn+1(t/ε2, x, y)+ εn+2vn+2(t/ε2, x, y), (3.56)
we obtain from (3.56),
sup
(t,x,y)∈[0,T ]×K
|eεn(t, x, y)| = sup
(t,x,y)∈[0,T ]×K
|εn+1un+1(t, x, y)+ εn+2un+2(t, x, y)
+εn+1vn+1(t/ε2, x, y)+εn+2vn+2(t/ε2, x, y)−eεn+2(t, x, y)|
= O(εn+1).
The proof is completed. 
4. Asymptotic expansions of expectations of certain functionals
The results obtained can be applied to approximate expectations of certain functionals.
To see this, suppose that J (x, y) is a sufﬁciently smooth functional J (·, ·) : Kr ×
Kd → R. Suppose that zε(t) = (xε(t), yε(t)) is the diffusion with generator Lε. We
aim to approximate the expected value of Ex,yJ (xε(t), yε(t)), where Ex,y denotes
the expectation with xε(0) = x and yε(0) = y. Using the idea of averaging, for
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tO(ε ln ε), this expectation can be replaced by its limit. That is, as ε → 0,
Ex,yJ (xε(t), yε(t))→ ExJ (x(t)) = Ex
∫
Kd
J (x(t), y)(x(t), y) dy,
where x(·) is the weak limit of xε(·) similar to what was obtained in [12]. Using the
asymptotic expansions obtained in this paper, far reaching results can be established.
Theorem 8. Assume that conditions (A1)–(A3) are satisﬁed for the coefﬁcients in Lε
and that J (·) is a C∞ functional on K = Kr ×Kd . Then two sequences of functions
{uk(t, x, y)} and {vk(t/ε2, x, y)} can be constructed such that
sup
(t,x,y)∈[0,T ]×K
∣∣∣∣∣Ex,yJ (xε(t), yε(t))−
[
n∑
i=0
εi
[
ui(t, x, y)+ vi
(
t
ε2
, x, y
)]]∣∣∣∣∣ =O(εn+1).
Proof. Deﬁne uε(t, x, y) = Ex,yJ (xε(t), yε(t)). It is well known that uε(t, x, y) is
a solution of (2.4) with (x, y) = (x, y) = f (x, y) = g(x, y) = 0 and (x, y) =
J (x, y). The desired result follows directly from Theorem 7. 
The second example we are interested is to compute the integral objective function
Ex,y
∫ T
0
J (xε(t), yε(t)) dt.
We obtain the following assertion.
Theorem 9. Assume that conditions (A1)–(A3) are satisﬁed for the coefﬁcients in Lε
and that J (·) is a C∞ functional on K = Kr ×Kd . Then two sequences of functions
{uk(t, x, y)} and {vk(t/ε2, x, y)} can be constructed such that
sup
(t,x,y)∈[0,T ]×K
∣∣∣∣∣Ex,y
∫ T
0
J (xε(t), yε(t)) dt −
[
n∑
i=0
εi
[
ui(t, x, y)+ vi
(
t
ε2
, x, y
)]]∣∣∣∣∣
= O(εn+1).
Proof. Deﬁne
uε(t, x, y) = Ex,y
∫ T
0
J (xε(t), yε(t)) dt.
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Then uε(t, x, y) satisﬁes (2.4) with (x, y) = (x, y) = f (x, y) = 0, g(x, y) =
−J (x, y), and (x, y) = 0. We obtain the assertion by use of Theorem 7. 
5. Further integral functional limits
Consider the diffusion process

dxε(t) = G(xε(t), yε(t)) dt + {1}(xε(t), yε(t)) dw(t),
dyε(t) = 1
ε2
F {2}(xε(t), yε(t)) dt + 1
ε
{2}(xε(t), yε(t)) dw(t),
xε(0) = x, yε(0) = y,
(5.1)
where the functions are as given in the previous section. Consider the joint pro-
cess zε,x,y(t) = (xε,x,y(t), yε,x,y(t)). As was demonstrated in [12], xε,x,y(·) converges
weakly to xx(·), which is a diffusion process with drift and diffusion terms averaged
out with respect to the invariant measure (x, y) (here x is treated as a parameter). Let
C(·, ·) : K → R be a C∞ smooth functional. Consider
C˜(x, y) = C(x, y)− C(x), (5.2)
where
C(x) =
∫
Rd
C(x, y)(x, y) dy.
It is readily seen that
ε(T , x, y) =
∫ T
0
C(xε,x,y(t), yε,x,y(t)) dt −
∫ T
0
C(xε,x,y(t)) dt → 0,
in probability as ε → 0. A natural question is: Is it possible to ﬁnd the limit distribution
of ε(T , x, y) under suitable scaling? What should the normalization factor be? We
demonstrate that the desired scaling is given by ε−1 and the normalized ε(T , x, y) =
ε(T , x, y)/ε is in a suitable sense conditionally Gaussian.
Theorem 10. Let zε,x,y(t) = (xε,x,y(t), yε,x,y(t)) be a Markov process with the gen-
erator Lε deﬁned by (2.3) and with F {1}i (x, y) = 0 for i = 1, . . . , r in (2.6). Assume
(A1)–(A3). Then the limiting distribution of the normalized difference ε(T , x, y) co-
incides with the distribution having the characteristic function
U(T , x, s) = E exp
(
− s
2
2
∫ T
0
(xx(t)) dt
)
. (5.3)
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Here
(x) = 2
∫
Kd
C˜(x, y)S(x, y)(x, y) dy, (5.4)
S(x, y) is a solution of the equation
L1(x, y)S(x, y) = −C˜(x, y) (5.5)
on Kd . The function (x) may also be written as
(x) =
∫
Kd
d∑
i,j=1
a
(2)
ij (x, y)
S(x, y)
yi
S(x, y)
yj
(x, y) dy (5.6)
and Eq. (5.4) (or (5.6)) determines this function uniquely.
Proof. By virtue of the well-known Feynman–Kac formula [8],
uε(t, x, y; s) = E exp
(
isε
∫ t
0
C˜(xε,x,y(), yε,x,y()) d
)
is the solution of the Cauchy problem u
ε(t, x, y; s)
t
= Lεuε(t, x, y; s)+ is 1
ε
C˜(x, y)uε(t, x, y; s),
uε(0, x, y; s) = 1,
(5.7)
where i = √−1 is the purely imaginary number. Since uε(y, x, y; s) is the characteristic
function for ε(t, x, y), to obtain the desired result, we need only show that
lim
ε→0 u
ε(t, x, y; s) = U(t, x, y), (5.8)
with U(t, x, y) given by (5.3), which follows from Theorem 7 with (x, y) = isC˜(x, y),
(x, y) = f (x, y) = g(x, y) = 0 in (2.4), and F {1}i (x, y) = 0 for i = 1,
. . . , r . 
Remark 11. Let FT be a -algebra generated by the Markov diffusion process xx(t)
for t ∈ [0, T ], which is given as in the above theorem. Then Theorem 10 can be
interpreted in the following way.
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The limiting distribution of ε(T , x, y) coincides with the distribution of a random
variable , connected with the process xx(t) so that the conditional distribution of 
given FT is Gaussian with parameters (0,
∫ T
0 (x
x(t)) dt). Note that (x) > 0 due to
(5.6) and assumption (A2). Consider a particular case a{1}ij (x, y) = 0 for all (x, y) ∈ K.
Then the process xx(t) is deterministic, and is a solution of
dx(t)
dt
= G(x), x(0) = x.
For this case, Theorem 10 asserts that the limiting distribution of ε(T , x, y) is Gaussian.
That is, ε(T , x, y) converges in distribution to N (0, ∫ T0 (xx(t)) dt) as ε → 0.
6. Brownian motion limit
Consider a special case where the fast component yε(t) is a Brownian motion on the
circle S1 : 0ya with identiﬁed points 0 and a. For this case, yε(t) can be written
as
yε(t) = y(0) + 
ε
w(t) (mod a),
where w(t) is a standard Brownian motion. It is evident that the density (y) (with
respect to the Lebesgue measure on S1) for this case is a constant. That is,
(y) = 1/a, 0ya.
Assume that the slow component xε(t) ∈ Rr is deterministic for a given yε(t), 0 tT ,
and that b(x, y) is a bounded function with respect to both variables and is Lipschitz
continuous in x uniformly in y such that
dxε(t)
dt
= b(xε(t), yε(t)), xε(0) = x(0). (6.1)
By means of the boundedness of b(·, ·), the Lipschitz continuity in x, the unique solution
xε(t) of (6.1) is bounded uniformly for t ∈ [0, T ] and uniformly in y. Equivalently, we
can consider b(·, ·) as a continuous function on Rr ×R that is periodic with period a
w.r.t. the second argument of the function. Then we can rewrite Eq. (6.1) as
dxε(t)
dt
= b
(
xε(t), y(0) + 
ε
w(t)
)
, xε(0) = x(0). (6.2)
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It follows from [12] that xε(t)→ x0(t) as ε → 0, where x0(t) is a solution of

dx0
dt
= b(x0), x0(0) = y(0),
b(x) = 1
a
∫ a
0
b(x, y) dy.
(6.3)
Asymptotic normality of the scaled difference (xε(t)−x0(t))/ε follows from the result
in [11]; see also [5, Chapter 7]. Theorem 10 enables us to examine the corresponding
asymptotic normality of a scaled integral functional ε for an arbitrary continuous
function C(x, y) that is periodic in y. To illustrate, let C(x, y) be a continuous function
deﬁned on Rr × R that is periodic in y with period a. Then we have from (5.5),
2
2
2S
y2
= −C˜(x, y);
S(x, 0) = S(x, a), S
y
(x, 0) = S
y
(x, a), (6.4)
where as deﬁned in (5.2),
C˜(x, y) = C(x, y)− C(x) with C(x) = 1
a
∫ a
0
C(x, y) dy.
We obtain from (6.4),
S(x, y)
y
= − 2
2
(
a−1
∫ a
0
zC˜(x, z) dz+
∫ y
0
C˜(x, z) dz
)
. (6.5)
It follows that
0(x) = 4
a2
∫ a
0
(
a−1
∫ a
0
zC˜(x, z) dz+
∫ y
0
C˜(x, z) dz
)2
dy. (6.6)
We conclude from Theorem 10 that
ε = 1
ε
[ ∫ T
0
C
(
xε(t), y(0) + 
ε
w(t)
)
dt −
∫ T
0
C(xε(t)) dt
]
(6.7)
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is asymptotically normal with parameters 0 and
∫ T
0 0(x
0(t)) dt. That is,
ε dist.⇒ N
(
0,
∫ T
0
0(x0(t)) dt
)
, as ε → 0,
where x0(t) and 0(x) are deﬁned by (6.3) and (6.6), respectively.
For the special case, where b(x, y) = 0, y(0) = 0, and C(x, y) = C(y) is periodic
with period a on R, we have from (6.6) and (6.7)
1
ε
∫ T
0
(
C
(
w(t)
ε
)
− C
)
dt
dist.⇒ N (0, T) as ε → 0,
with
 = 4
a2
∫ a
0
(
a−1
∫ a
0
zC˜(z) dz+
∫ y
0
C˜(z) dz
)2
dy,
C = a−1
∫ a
0
C(y) dy.
Making use of the self-similarity of Brownian motion, we assert also that
1√
T
∫ T
0
(C(w(s))− C¯) ds dist.⇒ N (0,), as T →∞.
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Appendix A
This appendix contains a couple of lemmas that were proved in [16]; related refer-
ences on partial differential equations and stochastic processes can be found in [1,3,6–
8,13,18,20].
Consider the operator given by
L =
d∑
i,j=1
aij (y)
2
yiyj
+
d∑
i=1
bi(y)

yi
. (A.1)
R.Z. Khasminskii, G. Yin / J. Differential Equations 212 (2005) 85–113 111
Suppose that the operator L is elliptic. That is,
d∑
i,j=1
aij (y)ij > 0 (A.2)
for all y ∈ Kd , and for all  ∈ Rd with  = 0. Let L∗ be the adjoint of L. Then (see
[8])
L∗ = 0,
∫
(y) dy = 1 (A.3)
has a unique solution, which is the stationary density of the diffusion process.
Lemma A.1. Let L be given by (A.1) satisfying (A.2) and y ∈ Kd , and let (y) be a
continuous function satisfying  = 0, where
 =
∫
(y)(y) dy.
Then there exists a unique solution V0 of the problem
LV = (y), V = 0.
Any solution of the equation LV = (y) has the form V = V0 + , where  is an
arbitrary constant.
Proof. The proof is that of Lemmas 3.1 and 3.2 in [16]. 
Lemma A.2. Suppose that (x, y) ∈ K and V (t, x, y) is a solution of

t
V (t, x, y) = L1V (t, x, y)+ F(t, x, y), V (0, x, y) = (x, y), (A.4)
such that (A1) and (A2) are satisﬁed and that F(t, x) decays exponentially fast in that
sup
(x,y)∈K
|F(t, x, y)|c1 exp(−c2t), for some ci > 0, i = 1, 2. (A.5)
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Let (x, y) be the solution of (2.1). Then∣∣∣∣V (t, x, y)− (x)− ∫ ∞
0
ds
∫
Kd
F (s, x, y)(x, y) dy
∣∣∣∣ c1 exp(−c2t), (A.6)
where (x) = ∫Kd (x, y)(x, y) dy.
Proof. The proof is the same as that of Lemma 3.4 in [16]. 
Remark A.3. Note that the constants c1 and c2 above are independent of x and y
owing to the compactness of K. Note also when F(t, x, y) ≡ 0, the above lemma
becomes ∣∣∣V (t, x, y)− (x)∣∣∣ c1 exp(−c2t).
In particular, when (x) = 0, it becomes |V (t, x, y)|c1 exp(−c2t).
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