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Die numerische Simulation von technischen Vorga¨ngen basiert zum großen Teil auf der
Lo¨sung kontinuumsmechanischer Erhaltungsgleichungen mit Hilfe computergestu¨tzter Me-
thoden. Im Rahmen des Maschinenbaus und der Verfahrenstechnik handelt es sich hier-
bei meist um Aufgabenstellungen aus Stro¨mungs– und Strukturmechanik. Die Entwick-
lung numerischer Verfahren fu¨r beide Teilbereiche ist weitestgehend getrennt abgelaufen. In
der Strukturmechanik kommen hauptsa¨chlich Finite–Element–Methoden fu¨r das Lo¨sen der
Cauchyschen Gleichungen zum Einsatz, wa¨hrend das Lo¨sen der Navier–Stokesschen Glei-
chungen der Stro¨mungsmechanik von der Finite–Volumen–Methode beherrscht wird. Fu¨r
viele technische Problemstellungen ist es notwendig, die Gleichungen der beiden Teilberei-
che gemeinsam zu lo¨sen und auftretende Wechselwirkungen zu beru¨cksichtigen.
Die gemeinsame Betrachtung der Teilprobleme fu¨hrt auf die Kopplungsmechanismen zwi-
schen Flu¨ssigkeits– und Festko¨rperbewegung. Die gegenseitige Wechselwirkung von Festko¨r-
per und Fluid kann indirekt u¨ber die Temperatur und somit u¨ber die Energieerhaltungsglei-
chung erfolgen, da diese fu¨r beide Bereiche gemeinsam aufgestellt und gelo¨st werden kann
[36]. Der Fokus dieser Arbeit liegt jedoch auf den direkten Mechanismen. Die Beeinflussung
einer Struktur durch das Fluid erfolgt hierbei mittels des Wirkens von stro¨mungsmecha-
nischen Kra¨ften auf die Oberfla¨che des Festko¨rpers und fu¨hrt zu dessen Deformation oder
Bewegung. Die Kra¨fte setzen sich aus Druck– und Scherkra¨ften zusammen. Im Gegenzug er-
folgt eine A¨nderung des Stro¨mungszustands des Fluids durch die Bewegung des Festko¨rpers.
Die Bewegung fu¨hrt zu einer neu geformten Geometrie des Stro¨mungsgebiets und somit zu
einer vera¨nderten Stro¨mungsfu¨hrung. Bedingen sich beide Effekte gegenseitig, spricht man
von einer Fluid–Struktur–Wechselwirkung [35]. Abbildung (1.1) zeigt schematisch die mo¨gli-
chen Mechanismen, wie sie vorher beschrieben wurden. Der linke mit Fluid bezeichnete
Kreis stellt das Stro¨mungsgebiet dar, wa¨hrend der rechte mit Festko¨rper bezeichnete Kreis
das Strukturgebiet symbolisiert. Die umspannende Ellipse repra¨sentiert die indirekte Kopp-
lung der beiden Gebiete u¨ber ein gemeinsames Temperaturfeld. Die beiden Pfeile stellen
die direkten Mechanismen der Kopplung dar. Das Fluid wirkt mit Druck– und Scherkra¨ften
auf den Festko¨rper und dieser reagiert mit einer Geometriea¨nderung. Diese Geometriea¨nde-
rung induziert wieder eine A¨nderung in der Stro¨mung. Der Vorgang ist beendet, wenn ein
Gleichgewichtszustand zwischen Fluid und Festko¨rper erreicht ist.
Betrachtet man technische Probleme, fu¨r die eine indirekte Kopplung vernachla¨ssigbar ist,
ko¨nnen diese in drei verschiedene Problemklassen unterteilt werden. Die erste Kategorie sind
Problemstellungen, die nur eine Geometriea¨nderung als Kopplung aufweisen. Das bedeutet,
daß der Festko¨rper die ihn umgebende Flu¨ssigkeit durch eine Bewegung beeinflußt, jedoch





Abbildung 1.1: Darstellung der Fluid–Struktur–Wechselwirkung
die auftretenden stro¨mungsmechanischen Kra¨fte die Bewegung des Festko¨rpers nicht a¨ndern
oder den Festko¨rper nicht entscheidend deformieren. Derartige Fa¨lle treten beispielsweise in
der Ru¨hrtechnik auf, die auch in dieser Arbeit betrachtet wird. Die zweite Kategorie beinhal-
tet Anwendungen, fu¨r welche nur die Wirkung des Fluids auf die Struktur von Bedeutung ist.
Diese Aufgabenstellung findet man zum Beispiel bei Geba¨udeumstro¨mungen. In der vorlie-
genden Arbeit wird die Untersuchung von Windlasten auf ein Radioteleskop vorgestellt. Die
letzte Kategorie entha¨lt die technischen Anwendungen mit gegenseitiger Wechselwirkung.
Als Beispiel dafu¨r wird in dieser Arbeit ein Flu¨gelradza¨hler untersucht.
1.2 Aufgaben und Stand der Numerik
Es ist eine der heutigen Aufgaben der Numerik, Algorithmen und Kopplungsmechanismen
zu entwickeln, damit Fluid–Struktur–gekoppelte Probleme simultan gelo¨st werden ko¨nnen.
Fu¨r die Kopplung des Fluids mit der Struktur mittels Kra¨ften ist es notwendig, die auftreten-
den stro¨mungsmechanischen Kra¨fte auszuwerten und mit Hilfe eines Interfaces diese Kra¨fte
als Randbedingungen auf den Festko¨rper aufzubringen [5], [3]. Damit reduziert sich das
numerische Strukturmechanikproblem zu einem Standardproblem welches mit einem kom-
merziellen Code berechnet werden kann. Das stro¨mungsmechanische Problem kann in diesem
Fall auch mit Standardsoftware gelo¨st werden. Die Kopplung des Strukturproblems mit dem
Stro¨mungsproblem u¨ber eine Geometriea¨nderung erfordert einen gro¨ßeren Aufwand. Durch
die A¨nderung des Stro¨mungsgebiets ist eine Anpassung dessen ra¨umlicher Diskretisierung
notwendig. Das bedeutet, daß nach dem Lo¨sen der strukturmechanischen Gleichungen das
numerische Gitter des Stro¨mungsproblems der vera¨nderten Festko¨rpergeometrie angepaßt
werden muß. Die Wahl des Verfahrens zur Gitteranpassung ha¨ngt wiederum von der Gro¨ße
der Bewegung ab. Abbildung (1.2) zeigt verschiedene Varianten der Gitteranpassung. Im
trivialen Fall ist die Deformation des Festko¨rpers wesentlich kleiner als die Geometrieaus-
dehnung des Stro¨mungsgebiets. Damit ist die Vera¨nderung der Geometrie vernachla¨ssigbar
und eine Anpassung des Gitters kann unterbleiben. Handelt es sich um eine moderate Defor-
mation im Verha¨ltnis zur Gro¨ße des Stro¨mungsgebiets, ist es mo¨glich die logische Struktur des
numerischen Gitters der Stro¨mung beizubehalten und nur die Gitterpunkte zu verschieben,
dargestellt in Abbildung (1.2(a)). Eine derartige Verzerrung der Gitterlinien fu¨hrt im All-
gemeinen zu einer A¨nderung des Volumens der Gitterzellen. Aufgrund dieser Volumena¨nde-
rung mu¨ssen die Gleichungen der Stro¨mungsmechanik an das dynamische Gitterverhalten
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Abbildung 1.2: Methoden zur Anpassung des numerischen Gitters
angepaßt werden. Dies geschieht unter der Beru¨cksichtigung des Geometrieerhaltungsgeset-
zes oder Space conservation law [12], [7] und fu¨hrt zu einer allgemeinen Euler–Lagrange
Formulierung der stro¨mungsmechanischen Grundgleichungen. Weitere Informationen u¨ber
dieses Verfahren ko¨nnen in entsprechenden Arbeiten nachgelesen werden [8],[6],[12]. Ist die
Objektbewegung im Verha¨ltnis zu den Dimensionen des Stro¨mungsgebiets groß, wu¨rden die
Gitter so sehr verzerrt werden, daß die logische Struktur des Gitters vera¨ndert werden mu¨ßte.
Dies fu¨hrt dazu, daß einige Gitterzellen neue Nachbarzellen bekommen oder sogar, daß das
Stro¨mungsgebiet neu vernetzt werden muß. Um eine zeitaufwendige Neuerstellung des nume-
rischen Gitters zu verhindern, werden Verfahren verwendet, in welchen sich Gitterteile mit
dem Objekt mit bewegen. Um die einzelnen Gitterteile zu verbinden, ko¨nnen U¨berschnei-
dungszonen gebildet werden. Die sich dort u¨berlappenden Kontrollvolumen werden in einer
geeigneten Weise interpoliert. Abbildung (1.2(b)) zeigt ein derartiges numerisches Gitter,
was auch als chimeres Gitter [42] bezeichnet wird. Handelt es sich um eine definierte rota-
torische oder translative Bewegung ko¨nnen die einzelnen Gitterteile an ihren Ra¨ndern u¨ber
Interfaces verbunden werden, wie es in Abbildung (1.2(c)) dargestellt ist [40]. Hierbei werden
die verschiedenen Gitterteile u¨ber die Nachbarschaftsbeziehungen der Kontrollvolumen und
den Abgleich der gespeicherten Informationen im jeweiligen Gitterteil gekoppelt.
Neben der Frage der numerischen Beschreibung des Kopplungsmechanismus ist noch der
Grad der Kopplung von strukturmechanischen und stro¨mungsmechanischen Gleichungen im
Verfahren zu beru¨cksichtigen. Im Allgemeinen handelt es sich bei Fluid–Struktur–Problemen
um zeitabha¨ngige Probleme. Somit liegt eine explizite Kopplung der Gleichungen innerhalb
eines Zeitschritts nahe. Dies bedeutet, daß erst das Stro¨mungsproblem gelo¨st wird, dann
zum gleichen Zeitpunkt das Strukturproblem. Nach der Anpassung der Geometrie wird das
Stro¨mungsproblem im Rahmen des na¨chsten Zeitschritts erneut gelo¨st. Dieses Verfahren
wird auch als schwache Kopplung bezeichnet [4]. Eine etwas sta¨rkere Kopplung wird erzielt,
wenn nach dem Lo¨sen der Cauchyschen Gleichungen die Stro¨mungsberechnung nochmals
auf dem selben Zeitlevel ausgefu¨hrt wird. Dieser iterative Algorithmus wird bis zum Errei-
chen eines gemeinsamen Abbruchkriteriums durchgefu¨hrt und erst dann wird auf eine neue
Zeitebene gewechselt. Eine noch engere Kopplung der Gleichungen liegt vor, wenn z. B. die
strukturmechanischen Gleichungen mit in den iterativen Prozeß des Lo¨sens der nichtlinea-
ren stro¨mungsmechanischen Gleichungen eingebaut werden [37]. Die sta¨rkste Kopplung wird
realisiert, wenn die einzelnen Differentialgleichungen nach ihrer Diskretisierung in einem ge-
meinsamen algebraischen Gleichungssystem aufgestellt und gelo¨st werden [50]. Abbildung
















Abbildung 1.3: Kopplungsmo¨glichkeiten der stro¨mungsmechanischen und strukturmechani-
schen Grundgleichungen
(1.3) zeigt schematisch die Kopplungsalgorithmen und deren Vor– und Nachteile. Mit zu-
nehmender Kopplung der Erhaltungsgleichungen erho¨ht sich die Stabilita¨t des Verfahrens,
allerdings bu¨ßt man dadurch an Allgemeingu¨ltigkeit ein, da sich bei einer schwachen Kopp-
lung relativ einfach bereits weit entwickelte numerische Programme fu¨r die Berechnung der
beiden Teilprobleme verbinden lassen und somit sofort eine gro¨ßere Zahl an numerischen
Modellen und Varianten zur Verfu¨gung steht [4],[47]. Die schwache Kopplung eignet sich
fu¨r die Problemkategorie mit sehr geringer Geometrieverschiebung da die Zeitschrittweiten-
limitierung, wie sie bei einem expliziten Verfahren auftritt, hier nicht so stark ist. Probleme
mit moderater Gebietsa¨nderung werden am sinnvollsten mit der Kopplung innerhalb eines
Zeitschritts gelo¨st, wa¨hrend Probleme mit starken Deformationen sich am besten mit einer
starken Kopplung lo¨sen lassen [37].
1.3 Ziele der Arbeit
Im Rahmen dieser Arbeit werden im ersten Teil Verfahren zur Gitteranpassung untersucht.
Dabei werden Verfahrenstypen betrachtet, wie sie in Abbildung (1.2(c)) dargestellt sind, da
diese Methoden schon ha¨ufig in kommerziellen Programmen zur Anwendung kommen. Die
Verfahren Clicking–Mesh, Deforming-Mesh und Sliding–Mesh werden auf ihre Genauigkeit
und ihre Effizienz hin untersucht. Der zweite Teil der Arbeit u¨berpru¨ft die Anwendbarkeit
der Fluid–Struktur–Kopplung auf technisch relevante Stro¨mungen. Dabei wird jeweils ein
Beispiel aus den drei Kategorien der auftretenden Kopplungsmechanismen vorgestellt. Als
technische Anwendung mit reiner Wirkung der Struktur auf das Fluid werden zwei Beispiele
aus der Ru¨hrtechnik untersucht. Der umgekehrte Fall einer Wirkung des Fluids auf die Struk-
tur wird anhand der Windanstro¨mung eines Radioteleskops demonstriert. Die berechneten
Windlasten werden in ein Strukturberechnungsprogramm u¨bertragen und die Deformation
des Radioteleskops berechnet. Als letztes Beispiel mit einer Fluid–Struktur–Wechselwirkung
wird die numerische Simulation eines Flu¨gelradza¨hlers durchgefu¨hrt. Bei der numerischen
Simulation der Ru¨hrer und des Flu¨gelradza¨hlers kommen die vorher untersuchten Verfahren
zur Gitterbewegung zum Einsatz.




Dieses Kapitel entha¨lt die wichtigsten Grundgleichungen der Stro¨mungsmechanik. Es be-
schreibt kurz die Annahmen und Umformungen der Gleichungen, so daß die in dieser Arbeit
verwendete Form entsteht. Weiterhin wird eine kurze Einfu¨hrung in die Turbulenzmodellie-
rung und die verwendeten Turbulenzmodelle gegeben. Da der Fokus dieser Arbeit auf der
Stro¨mungsmechanik liegt, wird hier nicht weiter auf die strukturmechanischen Grundlagen
eingegangen.
2.1.1 Stro¨mungsmechanische Gleichungen
Die in einem spa¨teren Abschnitt beschriebenen Berechnungsverfahren basieren auf der Lo¨-
sung der kontinuumsmechanischen Erhaltungsgleichungen fu¨r Masse, Impuls und Drehim-
puls. Generell wird ein kartesisches stationa¨res Koordinatensystem zugrundegelegt. Die Dar-
stellung der Formeln erfolgt mit Hilfe der Einsteinschen Summenkonvention.
Massenerhaltung
Das Gesetz der Massenerhaltung besagt, daß die Menge an zufließender und abfließender
Masse eines Fluids u¨ber die Grenzen eines Volumenelements der A¨nderung der Dichte inner-






(ρui) = 0 (2.1)
beschreibt diesen Sachverhalt in mathematischer Form. Dabei stellt ρ die Dichte und ui
die Geschwindigkeit des Fluids in die i–te Koordinatenrichtung dar. Die Variablen t und xi
entsprechen der zeitlichen bzw. ra¨umlichen Koordinate. Der Index i la¨uft von 1 bis 3 fu¨r die
Komponenten eines dreidimensionalen Vektors. Unter der Annahme eines inkompressiblen
Fluids wird die Dichtea¨nderung zu Null und Gleichung (2.1) vereinfacht sich zu
∂ui
∂xi
= 0 . (2.2)
Dies entspricht einer Divergenzfreiheit des Geschwindigkeitsfelds.
Impulserhaltung
Die zeitliche A¨nderung des Impulses eines Ko¨rpers oder eines Fluidelements entspricht der
Summe aller Kra¨fte auf den Ko¨rper bzw. das Fluidelement [41]. Es kann sich dabei sowohl
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um Oberfla¨chen– als auch um Volumenkra¨fte handeln. Der Impulserhaltungssatz wird hier









+ ρfi . (2.3)
Der Tensor Tij stellt den Cauchyschen Spannungstensor dar und fi repra¨sentiert die masse-
bezogenen Volumenkra¨fte.
Drehimpulserhaltung
Fu¨r die Drehimpulserhaltung gilt, daß die A¨nderung des Gesamtdrehimpulses eines Ko¨rpers
gleich der Summe aller auf den Ko¨rper einwirkenden Momente entspricht. Dies a¨ußert sich
in einer Symmetrie des Cauchyschen Spannungstensors [34], ausgedru¨ckt durch
Tij = Tji . (2.4)
Materialgesetz
Mit Gleichung (2.2), den drei Komponentengleichungen der Vektorgleichung (2.3) und den
drei Relationen aus Gleichung (2.4) steht ein Satz von sieben Erhaltungsgleichungen zur
Verfu¨gung, um ein System mit 13 Unbekannten zu lo¨sen. Dieses unterbestimmte System
kann mit Hilfe der Einfu¨hrung eines Materialgesetzes gelo¨st werden. Fu¨r diese Arbeit wurden















fu¨hrt und eine Relation des Cauchyschen Spannungstensors Tij mit dem Geschwindigkeits-
vektor ui, sowie dem Druck p herstellt [41]. Die dynamische Viskosita¨t wird mit µ bezeichnet
und δij ist das Kronecker Symbol, welches wie folgt definiert ist:
δij =
{
1 fu¨r i = j
0 fu¨r i 6= j . (2.6)










− pδij . (2.7)
Mit Hilfe dieses Zusammenhangs liegen nun die 13 beno¨tigten Gleichungen vor um das
Gleichungssystem zu lo¨sen. Setzt man Gleichung (2.7) in die Gleichung der Impulserhaltung
























+ ρfi , (2.8)
welche zusammen mit der Massenerhaltungsgleichung die Basis der Stro¨mungsberechnungen
in dieser Arbeit bilden. Die numerischen Gitter der technischen Stro¨mungen, die in dieser
Arbeit vorgestellt werden, beinhalten zum Teil Gitterelemente, die sich mit einem Objekt in
der Stro¨mung mit bewegen. Aus diesem Grund ko¨nnen die Gleichungen nicht mehr nur in
einem statischen Bezugssystem betrachtet werden, sondern mu¨ssen in ein bewegtes Koordi-
natensystem transformiert werden.
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Beschleunigt rotierendes Bezugssystem
Die untersuchten Beispiele mit Gitteranpassung sind auf rotierende Bewegungen beschra¨nkt.
Aus diesem Grund wird auf eine Herleitung der stro¨mungsmechanischen Grundgleichungen
fu¨r ein beliebig bewegtes und beschleunigtes Bezugssystem verzichtet und die Transformation
anhand eines beschleunigt rotierenden Koordinatensystems vorgestellt [41]. Abbildung (2.1)
zeigt einen Ortsvektor ~a welcher in einem statischen Inertialsystem {~ex1, ~ex2, ~ex3}, sowie
in einem bewegten Relativsystem {~ey1, ~ey2, ~ey3} dargestellt wird. Das Bild zeigt in diesem












Abbildung 2.1: Ortsvektor ~a in einem statischen Inertialsystem und einem rotierenden Re-
lativsystem
ein rotierendes Bezugssystem mit einer konstanten Beschleunigung, so kann der jeweilige
Drehwinkel um eine Achse xi mit





bestimmt werden. Dabei stellen Ωi und Ω˙i die Winkelgeschwindigkeit, beziehungsweise die
Winkelbeschleunigung dar. Die Transformation eines Ortsvektors ~a vom Inertialsystem in
das Relativsystem wird mit Hilfe einer Transformationsmatrix Aij(αi(t)) nach der Gleichung
axi = Aij(αi(t))ayi (2.10)
durchgefu¨hrt. Fu¨r den Fall einer Rotation um die x3-Achse, wie in Abbildung (2.1) abgebil-
det, ergibt sich beispielsweise folgende Transformationsmatrix:
Aij(α3(t)) =





Die Geschwindigkeit, also die zeitliche A¨nderung des Ortsvektors ~a muß auch im jeweiligen
Bezugssystem betrachtet werden. Im Fall des Inertialsystems I erha¨lt man die Absolutge-





= uxi , (2.12)
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berechnet wird. Die U¨berfu¨hrung der Absolutgeschwindigkeit in die Relativgeschwindigkeit
geschieht unter Beru¨cksichtigung der Geschwindigkeit des bewegten Systems. Fu¨r den Fall
des rotierenden Systems ergibt sich der Zusammenhang aus Gleichung
~ux = ~uy + ~Ω × ~a . (2.14)
Fu¨r eine anschaulichere Darstellung wird hier und im Folgenden auf eine Vektorschreibweise
u¨bergegangen. Die A¨nderung des Impulses nach der Cauchyschen Bewegungsgleichung (2.3)
entspricht einer zeitlichen A¨nderung der Absolutgeschwindigkeit. Diese substantielle Ablei-
tung muß im Falle der Verwendung eines Relativsystems ebenfalls transformiert werden.



















Aus der Literatur [41] ist bekannt, daß die Transformation der Ableitung einer Geschwin-










+ ~Ω× ~v (2.16)
durchgefu¨hrt werden kann. Wird Gleichung (2.16) auf die Ableitungen der rechten Seite von























× ~a . (2.17)
Die entstandenen Ableitungen des Ortsvektors im Relativsystem ko¨nnen nach Gleichung














+ ~˙Ω× ~a (2.18)
fu¨hrt. Das Kreuzprodukt aus Winkelgeschwindigkeit ~Ω und Relativgeschwindigkeit ~uy ist
die in einem rotierenden System wirkende Corioliskraft. Die Zentripedalkraft wird durch das
doppelte Kreuzprodukt aus Winkelgeschwindigkeit Ω und Ortsvektor ~a beschrieben. Der
letzte Term in Gleichung (2.18) stellt die Krafteinwirkung aufgrund der Winkelbeschleuni-
gung des Relativsystems dar. Alle auftretenden Kra¨fte sind zusa¨tzliche Volumenkra¨fte in
einem beschleunigt rotierenden Bezugssystem. Daraus folgt, daß diese Kra¨fte beim Aufstel-
len einer Kra¨ftebilanz in einem rotierenden Bezugssystem mit beru¨cksichtigt werden mu¨ssen.
























−2Ωmuynmni − ΩmΩkylklomoi − Ω˙kylkli .
Die Darstellung der Gleichungen erfolgt jetzt wieder mittels der Einsteinschen Summenkon-
vention. Das hier verwendete Zeichen ijk ist das Levi–Civita–Symbol oder Permutations-




1 fu¨r (i, j, k) = (1, 2, 3), (2, 3, 1), (3, 1, 2)
−1 fu¨r (i, j, k) = (1, 3, 2), (3, 2, 1), (2, 1, 3)
0 fu¨r i = j, i = k, j = k
. (2.20)
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Die Transformation des Materialgesetzes in ein rotierendes System fu¨hrt zu keinen zusa¨tzli-
chen Termen [41], [38]. Ebenso kann die Divergenzfreiheit der Geschwindigkeit aus Gleichung
(2.2) transformiert werden und wird zu:
∂uyi
∂yi
= 0 . (2.21)
2.2 Grundlagen der Turbulenz
Vielen technischen Anwendungen liegen turbulente Stro¨mungen zugrunde. Charakteristi-
sches Merkmal turbulenter Stro¨mungen ist eine chaotische Fluidbewegung mit unregelma¨ßi-
gen hochfrequenten ra¨umlichen und zeitlichen Schwankungen der Stro¨mungsgro¨ßen. Tur-
bulente Stro¨mungen sind somit prinzipiell instationa¨r und dreidimensional [15], [44]. Auch
fu¨r diese Stro¨mungsart gelten ganz allgemein die Navier–Stokesschen Gleichungen, jedoch
wa¨re fu¨r die korrekte numerische Berechnung eine sehr feine Diskretisierung zur Auflo¨sung
dieser kleinen Raum- und Zeitskalen notwendig. Bedingt durch die Beschra¨nktheit der Re-
chenkapazita¨t, ist eine Berechnung auf Grundlage der Navier–Stokesschen Gleichungen meist
nicht durchfu¨hrbar. Eine Modellierung der turbulenten Effekte ist daher notwendig, um ei-
ne Stro¨mung in solchen Fa¨llen numerisch berechnen zu ko¨nnen. Dieser Abschnitt stellt die
Ansa¨tze zur Beschreibung der Turbulenz und die in den technischen Beispielen verwendeten
Turbulenzmodelle vor.
2.2.1 Turbulenzmodellierung
Prinzipiell wird zwischen drei verschiedenen Verfahren bei der Berechnung turbulenter Stro¨-
mungen unterschieden.
• DNS (Direct Numerical Simulation)
• LES (Large Eddy Simulation)
• RANS Modelle (Reynolds Averaged Navier Stokes)
DNS (Direct Numerical Simulation)
Die direkte numerische Simulation [22] einer turbulenten Stro¨mung erfolgt u¨ber die Lo¨sung
der allgemeinen Navier–Stokesschen Gleichungen ohne Mittelung oder zusa¨tzlicher Approxi-
mation in Bezug auf turbulente Effekte. Aufgrund der schon angesprochenen Instationarita¨t,
Dreidimensionalita¨t, sowie des stochastischen Verhaltens der Stro¨mungsgro¨ßen wa¨re, woll-
te man auch die kleinsten ra¨umlichen und zeitlichen Schwankungen berechnen, eine derart
feine ra¨umliche und zeitliche Diskretisierung notwendig, daß die computergestu¨tzte Lo¨sung
fu¨r die meisten technisch relevanten Probleme selbst mit den leistungsfa¨higsten Rechnern
derzeit unmo¨glich ist.
LES (Large Eddy Simulation)
Die Large Eddy Simulation [33] oder Grobstruktursimulation ist ein Verfahren, bei dem die
Turbulenz in groß– und kleinskalige Anteile zerlegt werden. Die turbulenten Skalen oder
Wirbelgro¨ßen werden mittels einer von der ra¨umlichen und zeitlichen Auflo¨sung abha¨ngigen
Filterung in große und kleine Wirbel unterteilt. Die großen Wirbel werden direkt durch
das numerische Gitter aufgelo¨st. Nach Anwendung der Filterung auf die Navier–Stokesschen
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Gleichungen enstehen zusa¨tzliche Terme, die den Effekt der kleinskaligen Anteile auf die
Stro¨mung beschreiben. Diese Terme werden mit Hilfe von Feinstrukturmodellen modelliert.
Im Vergleich zur DNS ist die LES deutlich weniger rechenintensiv jedoch fu¨r die meisten
technischen Stro¨mungen noch zu aufwendig.
RANS Modelle (Reynolds Averaged Navier Stokes)
Aus Sicht des Ingenieurs besteht im Allgemeinen nur Interesse an mittleren quantitativen
Parametern der turbulenten Stro¨mung (z. B. mittlere Kraft auf eine Oberfla¨che, Grad der
Mischung zweier eintretender Fluidstro¨me, Grad der Reaktion, etc.). Es genu¨gt, das sto-
chastische Verhalten der Stro¨mung mit Hilfe von Modellen zu beschreiben. Fu¨r eine Mo-
dellierung der turbulenten Effekte werden die Momentanwerte der stro¨mungsmechanischen
Gro¨ßen, hier im Folgenden allgemein als φ bezeichnet, in zwei Anteile aufgeteilt:
φ(xi, t) = φ(xi, t) + φ
′(xi, t) . (2.22)
Der Momentanwert einer Variablen φ setzt sich damit additiv aus einem Mittelwert φ und
t
T
(a) Statistisch stationa¨re Stro¨mung
t
(b) Statistisch instationa¨re Stro¨mung
Abbildung 2.2: Mittelwert und Fluktuation turbulenter Stro¨mungen
einer turbulenten Schwankung φ′ um diesen Mittelwert zusammen (siehe Abbildung (2.2)).








φ(xi, t) dt , (2.23)
wobei T ein Mittelungszeitintervall bezeichnet. Das Mittelungsinterval muß dabei sehr groß
im Vergleich zum Zeitmaß der Schwankung sein. Bei statistisch instationa¨ren Stro¨mungen,
wie in (2.2(b)) gezeigt, muß die Zeitmittelung durch eine Ensemble–Mittelung







ersetzt werden, wobei N die Zahl der Ensembles ist. Aus mathematischer Sicht muß fu¨r den
Mittelwert einer Fluktuation
φ′ = 0 (2.25)
gelten. Betrachtet man allerdings die Mittelung eines nichtlinearen Terms, wie er in den
Navier–Stokesschen Gleichungen auftritt, so erha¨lt man als Ergebnis
uiφ = (ui + u′i)(φ + φ
′) = uiφ + u′iφ
′ (2.26)
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was dem Produkt der einzelnen Mittelwerte und einer Kovarianz entspricht. Der letzte Term
ist nur dann Null, wenn die beiden Gro¨ßen vollkommen unkorreliert sind, was im allgemeinen
nicht der Fall ist. Dies fu¨hrt dazu, daß die gemittelten Impulserhaltungsgleichungen die
Terme ρu′iu
′
j, die Reynoldschen Spannungen, erhalten. Durch Vertauschen von Mittelung und
Ableitung erha¨lt man aus den Gleichungen (2.2) und (2.8) analog zu (2.26) die gemittelte
Kontinuita¨ts- und Impulsgleichung fu¨r inkompressible Fluide:
∂ui
∂xi

















τ ij bezeichnet hierbei die gemittelten Komponenten des viskosen Spannungstensors:









Die Reynoldschen Spannungen als zusa¨tzliche Unbekannten in den Erhaltungsgleichung-
en fu¨hren zu einem nicht geschlossenen Gleichungssystem. Um eine Lo¨sung zu erhalten,
sind entsprechende Approximationen der Reynoldschen Spannungen notwendig. Es ist zwar
mo¨glich, exakte Gleichungen fu¨r die Reynoldschen Spannungen herzuleiten. Diese enthalten
aber weitere unbekannte Korrelationen ho¨herer Ordnung, welche ihrerseits modelliert werden
mu¨ssen [48]. Die notwendigen Approximationen fu¨r die numerische Lo¨sung der gemittelten
Gleichungen werden auch als Turbulenzmodelle bezeichnet.
2.2.2 Turbulenzmodelle
In dem eingesetzten Stro¨mungsberechnungsprogramm FASTEST stehen eine Reihe von Tur-
bulenzmodellen zur Auswahl. Bei den verschiedenen Modellen handelt es sich hauptsa¨chlich
um Abwandlungen des bekannten k––Modells. Im Folgenden werden die verschiedenen Mo-
delle etwas na¨her beschrieben, die bei der Simulation der Beispiele angewendet wurden.
Wie fu¨r laminaren Stro¨mung bekannt ist, la¨ßt sich ein Zusammenhang zwischen der Visko-
sita¨t und der Energiedissipation, sowie dem Transport von Impuls und Energie senkrecht zu
einer Stromlinien formulieren. Ausgehend von der Annahme, daß sich ein solcher Zusammen-
hang auch auf den Fall eines turbulenten Transports erweitern la¨ßt, liegt es nahe, den Effekt
des turbulenten Transports durch eine erho¨hte Viskosita¨t zu beschreiben. Dies fu¨hrt zu dem
Ansatz fu¨r die Reynolds–Spannungen, der auch allgemein als Wirbelviskosita¨tsansatz [13]
bekannt ist:


















die turbulente kinetische Energie ist. Als zusa¨tzliche Gro¨ße fu¨hren wir an dieser Stelle noch
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welche die Umwandlung von turbulenter kinetischer Energie in Wa¨rme beschreibt. In der
einfachsten Form la¨ßt sich die Turbulenz u¨ber zwei Parameter charakterisieren; eine charak-
teristische Geschwindigkeit uc =
√
2k und ein charakteristisches Wegla¨ngenmaß lc, welche
die Bewegung der einzelnen Wirbelgro¨ßen erfaßt. Eine Dimensionsanalyse ergibt
µt = Cµρuclc (2.33)
als Gleichung fu¨r die turbulente Viskosita¨t µt. Ausgehend von der Annahme, daß sich in den
turbulenten Stro¨mungen Produktion und Vernichtung turbulenter Energie im Gleichgewicht
befinden, mu¨ssen die turbulente Dissipation  sowie k und lc miteinander in Zusammenhang






Damit ko¨nnen die Reynolds–Spannungen mit Hilfe der turbulenten kinetischen Energie und
















Ziel der Turbulenzmodelle ist es, Differentialgleichungen fu¨r die beiden turbulenten Gro¨ßen
aufzustellen.
Standard k––Modell
Das k––Modell [19] ist das bei technischen Anwendungen am ha¨ufigsten genutzte Modell
zur Beschreibung der turbulenter Effekte. Die Modellierung erfolgt u¨ber ein System aus
zwei partiellen Differentialgleichungen, gekoppelt mit algebraischen Wandfunktionen. Fu¨r





































Gleichung (2.36) fu¨hrt in der so vorliegenden Form jedoch noch nicht zur Lo¨sung des vor-
handenen Schließungsproblems bei der Berechnung der turbulenten Stro¨mung, da wiederum
weitere unbekannte Terme auftreten. Hier sind Approximationen notwendig. Der letzte Term
in Gleichung (2.36) repra¨sentiert, nach der Definition (2.32) das Produkt aus der Dichte ρ
und der turbulenten Dissipation  und beschreibt die Vernichtung der turbulenten kinetischen
Energie. Der zweite Term auf der rechten Seite beschreibt die turbulente Diffusion turbulen-















wobei σk die turbulente Prandtlzahl darstellt. Der dritte Term auf der rechten Seite be-
schreibt die Produktionsrate der turbulenten kinetischen Energie durch die Geschwindigkeits-
gradienten in der Hauptstro¨mung. Unter Benutzung des Wirbelviskosita¨tsansatzes (2.30) fu¨r
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Ebenso wie bei der turbulenten kinetischen Energie la¨ßt sich auch fu¨r die turbulente Dissi-
pation eine exakte Gleichung herleiten. Die Gleichung in ihrer am ha¨ufigsten gebrauchten






















wobei σ, C1 und C2 empirische Konstanten sind, deren Werte aus der Literatur [46], [48]
entnommen und in Tabelle (2.1) aufgelistet sind. Die Terme auf der rechten Seite der Glei-
Tabelle 2.1: Koeffizienten des Standard k––Turbulenzmodells
Cµ σk σ C1 C2
0.09 1.0 1.22 1.44 1.92
chung beschreiben ebenfalls Effekte wie die Produktion, die Vernichtung und den turbulenten
Transport turbulenter Dissipation.
k––Modell mit Kato–Launder–Erweiterung
Das im oberen Kapitel beschriebene Standard k-–Turbulenzmodell erzielt im allgemeinen
gute Ergebnisse. Es hat jedoch Schwa¨chen in der Behandlung von Staupunktstro¨mungen,
da hier im Nachlauf des Staupunkts zu hohe Turbulenzwerte berechnet werden. Dies liegt











am Staupunkt große Werte erreicht, jedoch die Turbulenzwerte sehr klein sein sollen. In der
Arbeit von Kato und Launder [20] wird vorgeschlagen, den Produktionsterm mittels einer














zu berechnen. Da die Rotation am Staupunkt Null ist, wird die Berechnung eines hohen
Produktionsterms an dieser Stelle vermieden. Dadurch eignet sich dieses Modell besonders
fu¨r die Umstro¨mung von Ko¨rpern, wie sie im Beispiel des Windfelds um ein Radioteleskop
auftritt.
RNG–Modell
Bei dem RNG–Modell handelt es sich ebenso wie beim Standard k––Modell um ein Zweiglei-
chungsmodell. Es wurde aus den allgemeinen Erhaltungsgleichungen durch Anwendung der
mathematischen Technik der RNG–Methode (Renormalization Group Method) entwickelt.
Grundlage dieser Art der Beschreibung turbulenter Effekte ist die Arbeit von Yakhot und
Orzag [51].
Entgegen den weit gebra¨uchlicheren Methoden der halbempirischen Ansa¨tze liefert die RNG–
Methode ein allgemeineres und grundlegenderes Modell. Diese Vorgehensweise fu¨hrt zu ver-
besserten Vorhersagen z.B. bei wandnahen Stro¨mungen, stark gekru¨mmten Stromlinien oder
Staupunktstro¨mungen.
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Ganz allgemein wird die komplexe Dynamik von physikalischen Systemen hierbei u¨ber so-
genannte grobko¨rnige Bewegungsgleichungen modelliert. Betrachtet man beispielsweise ein
Mol eines idealen Gases, so wird dies in der allgemeinsten Form durch insgesamt 3×6×1023
Bewegungsgleichungen beschrieben. Die Grobko¨rnigkeit kann hierbei auf verschiedenen Ebe-
nen eingefu¨hrt werden. Eine erste Vergro¨berung der Systemdynamik la¨ßt sich durch die
Anwendung der Boltzmanngleichung und Wahrscheinlichkeitsdichtefunktion erreichen. Die
Beschreibung des gemittelten Verhaltens einer Ansammlung von Atomen in großen Raum-
Zeitskalen verglichen mit der freien Wegla¨nge und Kollisonszeit ergibt eine weitere Ver-
gro¨berung und fu¨hrt zu den kontinuumsmechanischen Ansa¨tzen. Die so erhaltenen Navier–
Stokesschen Gleichungen bilden die Grundlage der modernen Stro¨mungslehre.
Eine a¨hnliche Vergro¨berung der physikalischen Pha¨nomene erlaubt auch die Mathematik
der RNG–Theorie. Schlu¨sselidee ist hierbei die Anwendbarkeit der RNG–Methode auf ska-
lenkonstante Pha¨nomene ohne zusa¨tzliche Information u¨ber charakteristische La¨ngen- oder
Zeitmaße. U¨bertragen auf die Turbulenz bedeutet dies, daß es mit Hilfe dieser Methode
mo¨glich ist, den Einfluß der kleinen Wirbel auf die Stro¨mung zu beschreiben, ohne zusa¨tzli-
che Informationen u¨ber die a¨ußerlich aufgebrachten Randbedingungen bzw. die dynamischen
Prozesse der Wirbelerzeugung zu haben. Allein die Theorie des Kolmogorovschen Gleichge-
wichts reicht aus, um diesen Teil der turbulenten Stro¨mung rechnerisch zu beru¨cksichtigen.
Die in der turbulenten Stro¨mung auftretenden Wirbelgro¨ßen reichen von den sogenannten
energietragenden Wirbeln der turbulenten charakteristischen La¨nge L bis zu den Wirbeln
der Gro¨ße L/Re3/4, dem sogenannten Kolmogorovschen La¨ngenmaß. Noch kleinere Wirbel
existieren, haben aber aufgrund viskoser Effekte nur sehr geringe Energie. Die Basisidee der
RNG–Methode angewandt auf die Turbulenz ist die Elimination der kleinen Wirbel wie in
den Abbildungen (2.3) und (2.4) dargestellt.
0 n n0 ΛΛe
-l
Abbildung 2.3: Wellenzahlenbereich der Turbulenz
Abbildung (2.3) zeigt den fu¨r die Turbulenz maßgeblichen Bereich der Wellenzahl n, angefan-
gen bei den großen energietragenden Wirbeln (n0=2pi/L) bis zu den kleinsten Wirbeln der
oberen viskosen Wellenzahl Λ. Die Idee der RNG Methode ist es nun, ein schmales Band der
Wellenzahlen nahe der oberen viskosen Grenze Λ zu entfernen und durch die Wellenzahlen
im Bereich n0 < n < Λe
−l (l  1) auszudru¨cken. Die resultierenden Bewegungsgleichungen
u¨ber das verbleibende Wellenzahlenband bilden nun ein modifiziertes System der Navier–
Stokesschen Gleichungen mit gea¨nderter (effektiver) Viskosita¨t, gea¨nderter Kraft sowie nicht-
linearer Kopplung. Der Prozeß wird nun iterativ wiederholt. Die RNG–Methode ermo¨glicht
somit die effektive Stro¨mungsberechnung turbulenter Stro¨mungen bei hohen Reynoldszahlen
auf relativ groben Gittern. Wie sich in Abbildung (2.4) zeigt, nimmt die effektive Reynolds-
zahl des Systems nach der Elimination der kleinen Wirbel ab, wa¨hrenddessen die Viskosita¨t
entsprechend zunimmt. Die Gleichungen des RNG–Modells sind denen des Standard k––
Modells sehr a¨hnlich. Der Hauptunterschied liegt in der Gleichung fu¨r . Das RNG–Modell
entha¨lt hier einen zusa¨tzlichen Term fu¨r die Behandlung von Nichtgleichgewichtseffekten
bei Stro¨mungen im Bereich starker Verzerrungen (z.B. Stro¨mungsseparation, Staupunkt-
stro¨mungen). Verglichen mit dem Standard k––Modell beno¨tigt das RNG–Modell einen
zusa¨tzlichen Rechenaufwand von ca. 10-15%. Es ist ebenfalls fu¨r hohe Reynoldszahlen ge-
eignet und bedient sich wie auch das Standard k––Modell der algebraischen Wandfunktion
(siehe Kapitel 2.2.3). Nachfolgend stehen die entsprechenden Gleichungen des RNG–Modells






















l l + Λdurch Anwendung 
der RNG Methode 
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grossen..
Abbildung 2.4: Modifikation der effektiven Viskosita¨t und Reynoldszahl durch die Elimina-
tion der kleinen Wirbel












= Pk + ρ , (2.42)




























; S ≡ (2SijSij)1/2 (2.44)
ist und η0 und β empirische Koeffizienten (siehe Tabelle 2.2) sind. Dabei ist Sij der in
Gleichung (2.40) definierte Verzerrungstensor.
Tabelle 2.2: Koeffizienten des RNG–Turbulenzmodells
Cµ σk σ C1 C2 η0 b
0.085 0.917 0.719 1.42 1.68 4.38 0.012
2.2.3 Wandfunktion
Alle Turbulenzmodelle fu¨r hohe Reynoldszahlen beno¨tigen fu¨r die Beschreibung der verschie-
denen Gro¨ßen (Geschwindigkeit, Druck, Temperatur etc.) im Bereich der Wandgrenzschicht
eine spezielle algebraische Formulierung. Dieses auch als Wandfunktion bekannte Gesetz
ist notwendig, da die Turbulenzmodelle aufgrund der Laminarisierung in der Wandgrenz-
schicht keine Gu¨ltigkeit mehr haben. Zusa¨tzlich fu¨hrt der Einsatz von Wandfunktionen dazu,
16 KAPITEL 2. GRUNDLAGEN
daß sich die Berechnungen erheblich vereinfachen. Die Auflo¨sung der viskosen Grenzschicht
wu¨rde ohne Einsatz der Wandfunktionen ein extrem feines Gitter beno¨tigen, welches einen
erheblichen Rechenaufwand zur Folge ha¨tte. Die benutzten Wandfunktionen beruhen auf
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Abbildung 2.5: Geschwindigkeitsprofil innerhalb der turbulenten Grenzschicht
wird davon ausgegangen, daß A¨nderungen in der Geschwindigkeit vornehmlich in Norma-
lenrichtung zur Wand auftreten und somit eine eindimensionale Beschreibung mo¨glich ist.
Zusa¨tzlich wird angenommen, daß Einflu¨sse des Druckgradienten sowie von Volumenkra¨ften
innerhalb der Grenzschicht vernachla¨ssigbar sind, was eine gleichma¨ßige Schubspannungsver-
teilung zula¨ßt. Daru¨ber hinaus wird ein Gleichgewicht zwischen Produktion und Dissipation
turbulenter kinetischer Energie vorausgesetzt. Abbildung (2.5) zeigt den Verlauf der dimensi-












definiert sind. Dabei handelt es sich bei d um den Wandabstand, up die Geschwindigkeitskom-
ponente parallel zur Wand, τw die Wandschubspannung und uτ die Wandschubspannungs-
geschwindigkeit. Die Gleichung fu¨r die logarithmische Wandgrenzschicht in Abbildung (2.5)
la¨ßt sich mit Hilfe der oben erwa¨hnten Annahmen aus den Erhaltungsgleichungen herleiten
[13].
2.3 Die Finite–Volumen–Methode
Eine analytische Lo¨sung des zuvor beschriebenen Differentialgleichungssystems ist nur in
wenigen, sehr speziellen Ausnahmefa¨llen zu finden. Eine Mo¨glichkeit der na¨herungsweisen
Lo¨sung dieser Gleichungen bieten numerische Verfahren. Zu den wichtigsten und auch in der
industriellen Praxis am ha¨ufigsten angewandten Verfahren der Numerik geho¨ren die Finite–
Elemente–Methode (FEM) [52], [53] und die Finite–Volumen–Methode (FVM) [13]. In bei-
den Fa¨llen wird das zu untersuchende Gebiet in eine endliche Anzahl von Kontrollvolumen
eingeteilt, in denen die betrachteten Gro¨ßen (z.B. Spannungen, Dehnungen, Geschwindig-
keiten, Druck o.a¨.) na¨herungsweise berechnet werden. Der Vorteil der FVM gegenu¨ber der
FEM im Bereich der Stro¨mungsmechanik ist die Tatsache, daß die Erhaltungssa¨tze, die in
den vorangegangenen Abschnitten fu¨r ein Fluid formuliert wurden, auch fu¨r die diskretisier-
ten Gleichungen notwendigerweise erfu¨llt sind. Dementsprechend haben auch alle Terme der
diskretisierten Gleichungen eine physikalische Bedeutung fu¨r das reale Problem. Auch das
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fu¨r die Simulationen verwendete Stro¨mungssimulationsprogramm FASTEST basiert auf der
FVM, so daß im Folgenden nur auf diese na¨her eingegangen wird.
2.3.1 Allgemeine Transportgleichung
Die bisher vorgestellten Differentialgleichungen weisen nach entsprechendem Umordnen der











= QΦ . (2.45)
Hierin ist Φ eine allgemeine Variable, ΓΦ der Diffusionskoeffizient und QΦ der Quell- bzw.
Senkterm. Eine U¨bersicht u¨ber die Zuordnung der Terme in den stro¨mungsmechanischen
Gleichungen zu dieser allgemeinen Transportgleichung gibt Tabelle (2.3). Ausgehend von
Gleichung Φ ΓΦ QΦ
Kontinuita¨tsgleichung 1 0 0
Impulsgleichung
(ruhendes Koordinatensystem)






































Tabelle 2.3: Erhaltungsgleichungen in der Form der allgemeinen Transportgleichung
dieser allgemeinen Transportgleichung wird nun die eingangs erwa¨hnte Diskretisierung vor-
genommen, sowohl ra¨umlich als auch zeitlich. Ra¨umliche Diskretisierung bedeutet, daß das
zu untersuchende Stro¨mungsgebiet in Kontrollvolumen eingeteilt und die ra¨umlichen Ablei-
tungen der Gleichungen mittels diskreter Punkte approximiert werden. Die zeitliche Diskre-
tisierung teilt die zeitliche Koordinate in viele kleine Zeitschritte ein, wodurch die zeitliche
Ableitung ∂/∂t mit Hilfe diskreter Zeitpunkte approximiert wird. Nach der Diskretisierung
liegt ein lineares algebraisches Gleichungssystem vor, welches gelo¨st werden kann. Aufgrund
des nichtlinearen Charakters einiger Grundgleichungen ha¨ngen die Koeffizienten des linearen
Gleichungssystems von der zu berechnenden Lo¨sung ab. Zur vollsta¨ndigen Berechnung muß
deshalb ein iteratives Verfahren angewendet werden, wobei in jedem neuen Iterationsschritt
die linearen Gleichungssysteme neu, in Abha¨ngigkeit von der vorherigen Iteration aufgestellt
werden. Dieses iterative Verfahren wird solange durchgefu¨hrt, bis ein Konvergenzkriterium
erreicht ist.
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2.4 Ra¨umliche Diskretisierung
2.4.1 Nomenklatur
Wie bereits erwa¨hnt, wird das Rechengebiet in kleine Kontrollvolumen eingeteilt. Die Kanten
der Kontrollvolumen bilden das numerische Gitter. Anhand von Abbildung (2.6) sollen das
Prinzip der Entstehung und die Nomenklatur eines dreidimensionalen Gitters veranschaulicht
werden. Die gesuchten Gro¨ßen werden jeweils in den Zentren der Kontrollvolumen (im Fol-
genden auch KV genannt) berechnet. Dementsprechend sind die KV–Zentren in Abbildung
(2.6) durch Punkte dargestellt. Es wird das grau unterlegte Kontrollvolumen betrachtet,
dessen Zentrum mit P bezeichnet ist. Jedes KV ist von anderen KV umgeben, deren Mittel-
punkte nach den Himmelsrichtungen in englischer Sprache mit W (west), E (east), S (south)


















Abbildung 2.6: Schematische Darstellung eines dreidimensionalen Gitters
Seitenfla¨chen werden je nach Richtung durch die entsprechenden Kleinbuchstaben w, e, s,
n, b und t gekennzeichnet.




3–Koordinatensystem, das die Geometrie des Rechengebiets
beschreibt, gibt es im Fall der hier verwendeten strukturierten Gitter ein logisches Koordi-
natensystem, welches die Koordinaten i, j und k hat. Diese Koordinaten laufen von i = 1,
j = 1 und k = 1 bis zur maximalen Anzahl an Gitterpunkten in jeder der drei Richtungen
und beschreiben die logische Struktur des numerischen Gitters.
2.4.2 Lokales KV–Koordinatensystem
Sind Gebiete mit komplexen Geometrien zu diskretisieren, wie es in dieser Arbeit der Fall ist,
so ist die Verwendung randangepaßter Gitter mo¨glich, was keine orthogonalen KV garantiert
(wie in Abbildung (2.6)), sondern die KV mehr oder weniger stark verzerrt. Damit ist es
notwendig, fu¨r jedes KV ein lokales Koordinatensystem einzufu¨hren, um Flu¨sse senkrecht
zu den KV–Seiten berechnen zu ko¨nnen [30]. Das lokale KV–Koordinatensystem hat seinen
Ursprung im Zentrum des Kontrollvolumens und wird durch Geraden durch das KV–Zentrum
und die KV–Seitenmittelpunkte der e-, n- und t-Seiten aufgespannt (siehe Abbildung 2.7).




















Abbildung 2.7: Lokales KV–Koordinatensystem
Koordinatensystem erfolgt analog zur Transformation aus dem ruhenden in das rotierende
Koordinatensystem. Faßt man konvektive und diffusive Terme der ra¨umlichen Ableitung in
der allgemeinen Transportgleichung (2.45) zu einer neuen Variable Θi, mit
Θi =
(


























































mit der Transformationsmatrix, welche die Ableitungen der lokalen nach den globalen Ko-

























die Ableitungen der lokalen nach den globalen Koordinaten durch Ableitungen der globalen
































20 KAPITEL 2. GRUNDLAGEN
Hierbei wird die Determinante der Jakobimatrix |J |, als Jakobi-Determinante und im Fol-
























geschrieben werden. Auch die ra¨umliche Ableitung innerhalb der Gleichung (2.46) muß ana-
log in die lokalen Koordinaten transformiert werden. Somit ergibt sich unter Verwendung










Die zeitliche Ableitung in der allgemeinen Transportgleichung (2.45) muß nicht transformiert
werden, da sich lokales und das globales Koordinatensystem nicht relativ zueinander bewe-
gen. Damit la¨ßt sich die allgemeine Transportgleichung (2.45) in lokalen Koordinaten zur


























mit β aus Gleichung (2.51) gilt. Die Quellterme der Impulsgleichung mu¨ssen noch entspre-











ergibt. Im na¨chster Schritt erfolgt die Diskretisierung der allgemeinen Transportgleichung.
2.4.3 Diskretisierung der allgemeinen Transportgleichung
Bislang wurde von der allgemeinen Transportgleichung in ihrer differentiellen Form aus-
gegangen. Die Finite–Volumen–Methode basiert auf der integralen Form der Gleichungen.
Dementsprechend muß Gleichung (2.54) u¨ber das Volumen des betrachteten Kontrollvolu-
mens integriert werden. Das differentielle Volumen eines beliebigen Kontrollvolumens kann
dabei mittels
dV = Jdx1 dx2 dx3 (2.57)
























QΦ dV . (2.58)
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Nach der Anwendung des Gaußschen Integralsatz, dem Vertauschen von Integration und
Differenziation fu¨r den Zeitterm und unter Beru¨cksichtigung der Inkompressibilita¨t kann die























geschrieben werden. Da bei dieser Berechnungsmethode die gesuchten Gro¨ßen nur in den
Kontrollvolumenzentren bekannt sind, werden die Volumenintegrale mit Hilfe der Mittel-
punktsregel berechnet, wobei der Mittelwerte durch den Wert in den Kontrollvolumenzen-
tren approximiert sind. Die Volumenintegrale werden damit durch eine Multiplikation des
Wertes am Kontrollvolumenzentrum mit dem Volumen δV ersetzt. In analoger Weise wird
das Oberfla¨chenintegral u¨ber eine KV–Seite dSi mit Hilfe der Mittelpunktsregel ausgedru¨ckt.
Somit kann das Oberfla¨chenintegral in Gleichung (2.59) durch eine Summe u¨ber alle Seiten
des Kontrollvolumens ersetzt werden, woraus sich schließlich
∂
∂t



























= QΦ,P δV (2.60)
mit c = {w, e, s, n, b, t} ergibt. Hierbei wurde fu¨r eine leichtere Handhabbarkeit der Trans-
portterm in einen konvektiven (F kc ) und einen diffusiven Anteil (F
d
c ) aufgeteilt, die im Fol-
genden getrennt behandelt werden.
Diskretisierung der konvektiven Flu¨sse F


An der Ostseite eines Kontrollvolumens (die u¨brigen Seiten ko¨nnen analog behandelt wer-
den) gilt fu¨r den konvektiven Fluß F ke unter Anwendung der Mittelpunktsregel und der
Approximation der Seitenfla¨che mittels























wobei mit m˙e der Massenstrom durch die Ostseite des KV’s bezeichnet wird. Zur Berech-
nung des konvektiven Flusses mu¨ssen die Geschwindigkeit ui,e, der Variablenwert Φe und die
Koeffizienten βji approximiert werden. Die Diskretisierung der Koeffizienten β
j
i soll anhand
der Skizze in Abbildung (2.8) fu¨r die Ostseite eines KV’s beschrieben werden, welches hier
vereinfachend nur zweidimensional dargestellt wird. Daraus ergibt sich z.B. fu¨r die Diskreti-











x2,ne − x2,se . (2.63)
Hierbei bezeichnet (∆2x
t
1) die A¨nderung der globalen x
t
1-Koordinaten entlang der beiden
dem betrachteten Punkt in x2-Richtung benachbarten Punkte, d.h. der Index 2 gibt die























Abbildung 2.8: Diskretisierung der Koeffizienten β
Raumrichtung im lokalen Koordinatensystem an, in der sich die einzubeziehenden Nachbar-
punkte befinden. In analoger Weise lassen sich die u¨brigen Elemente der Jakobimatrix J






















erha¨lt. Da laut Gleichung (2.62) mit ∆x2∆x3 multipliziert wird, erha¨lt man schließlich fu¨r
den konvektiven Fluß durch die Ostseite des KV’s:
F ke = ρ ui,e d
1
i,e Φe . (2.65)
Wie aus Gleichung (2.65) zu ersehen ist, beno¨tigt man fu¨r diese Berechnungen die Variablen-
werte in den Mittelpunkten der KV–Seitenfla¨chen. In der FVM stehen die gesuchten Gro¨ßen
jedoch nur in den KV–Zentren zur Verfu¨gung, so daß man sie durch geeignete Verfahren
auf die KV–Seitenfla¨chen interpolieren muß. Als geeignete Methoden haben sich hierfu¨r das
Zentraldifferenzenverfahren (CDS) sowie das Upwindverfahren (UDS) bewa¨hrt, die im Fol-
genden kurz beschrieben werden.
Zentraldifferenzenverfahren
Dem Zentraldifferenzenverfahren oder Central Differencing Scheme (CDS) liegt eine linea-
re Interpolation der Werte auf eine KV–Seitenfla¨chen mit Hilfe der Variablenwerte in den
Zentren der angrenzenden Kontrollvolumen zugrunde. Dieses Vorgehen wird am Beispiel der






Abbildung 2.9: Central Differencing Scheme (CDS)
Interpolationsvorschrift
ΦCDSe = ΦE γe + ΦP (1 − γe) (2.66)
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wobei der Interpolationsfaktor γe aus dem Verha¨ltnis der Streckenla¨ngen
γe =
P e
P e + eE
(2.67)
bestimmt wird.
Ein Nachteil des CDS ist die Tatsache, daß bei diesem Verfahren zweiter Ordnung sogenannte
numerische Oszillationen auftreten ko¨nnen, die schließlich zu numerischer Instabilita¨t [34]
und damit letztendlich zum Divergieren des Verfahrens fu¨hren ko¨nnen.
Upwindverfahren
Beim Upwindverfahren oder Upwind Differencing Scheme (UDS) wird eine Treppenfunktion
benutzt, um den wahren Verlauf der Variablenwerte zu approximieren (siehe Abbildung
2.10). Da bei Konvektions-Diffusions-Problemen eine Gro¨ße Φ aufgrund starker Konvektion




ΦP falls m˙e > 0
ΦE falls m˙e < 0 .
(2.68)
auf der KV–Ostseite in Abha¨ngigkeit von der Richtung des Massenstroms m˙e durch die
KV–Ostseite gleich dem Variablenwert in einem der beiden benachbarten KV–Zentren ge-









Abbildung 2.10: Upwind Differencing Scheme (UDS)
ist, uneingeschra¨nkt oszillationsfreie Lo¨sungen. Bilden jedoch die Stromlinien einen großen
Winkel mit der Approximationsrichtung, so tritt sogenannte ku¨nstliche oder numerische Dif-
fusion auf, die zu einem Fehler in der Lo¨sung fu¨hrt. Diesen Nachteil, den man durch die Wahl
eines sehr feinen Gitters kompensieren kann, steht der große Vorteil gegenu¨ber, daß das UDS
uneingeschra¨nkt stabil ist [34]. Will man die Vorteile einer ho¨heren Genauigkeit (CDS) mit
den gu¨nstigeren Stabilita¨tseigenschaften (UDS) verknu¨pfen, so kann man mit Hilfe eines
sogenannten Flux–Blending–Faktors das UDS mit dem CDS kombinieren [34].
Flux–Blending–Faktor
Durch den Flux–Blending–Faktor λ wird die Berechnungsvorschrift fu¨r den Variablenwert
auf der KV–Seite (z.B. Φe auf der KV–Ostseite) anteilig aus CDS und UDS zusammengesetzt
Φe = λΦ
CDS
e + (1 − λ)ΦUDSe , (2.69)
wobei 0 ≤ λ ≤ 1 gilt. Fu¨r λ = 1 erha¨lt man das reine CDS, fu¨r λ = 0 das reine UDS Ver-
fahren. Im allgemeinen ist λ = 1 wegen der ho¨heren Ordnung des Verfahrens zu bevorzugen.
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Auf relativ groben Gittern kann es jedoch notwendig werden, λ < 1 zu wa¨hlen, um eine
oszillationsfreie oder gar u¨berhaupt eine Lo¨sung zu erhalten.
Zusammenfassen der konvektiven Flu¨sse
Die bisher am Beispiel der Ostseite eines KV’s dargestellte Vorgehensweise la¨ßt sich ohne
weiteres auf jede beliebige KV–Seite u¨bertragen, so daß man allgemein
F kc = [(1 − λ) max (m˙c, 0) + λ m˙c (1− γc)] ΦP
− [(λ − 1) min (m˙c, 0) + λ m˙cγc] ΦC
mit c = {w, e, s, n, b, t} und C = {W,E,S,N,B, T} schreiben kann. Zusammenfassen der
Faktoren vor ΦP und ΦC ergibt eine Koeffizientenform des konvektiven Terms
F kc = a
k
P ΦP − akCΦC (C = {W,E,S,N,B, T}) . (2.70)
Diskretisierung der diffusiven Flu¨sse F


Analog zu Gleichung (2.62) ergibt sich aus Gleichung (2.60) (wieder am Beispiel einer KV–
Ostseite) der diffusive Fluß
























wobei dieser wiederum in zwei Anteile F d,ne und F
d,k
e aufgeteilt wird. Der erste Term F
d,n
e
stellt die Ableitung in Richtung der Fla¨chennormalen der Ostseite dar, wa¨hrend der zweite
Term F d,ke Ableitungen nach den beiden Richtungen senkrecht zur Fla¨chennormalen entha¨lt,
die als Kreuzableitungen bezeichnet werden.
Die Jakobideterminante J la¨ßt sich aus der diskretisierten Form von Gleichung (2.57) be-




Setzt man diese Beziehung in Gleichung (2.71) ein und diskretisiert die Gro¨ßen Bjk analog
zum Vorgehen bei den Gro¨ßen βji (Gleichungen (2.64) und (2.65)), so erha¨lt man
F d,ne = −
ΓΦ
δV













Die diskreten Koeffizienten D werden dabei entsprechend Gleichung (2.55) aus den diskreten






Fu¨r eine beliebige KV–Seite c kann man fu¨r die Normalenableitung wieder eine Koeffizien-
tenform analog zu Gleichung (2.70) angeben
F d,nc = a
d,n
P ΦP − ad,nC ΦC . (2.76)
KAPITEL 2. GRUNDLAGEN 25
Ein anderes Vorgehen ist jedoch fu¨r die Kreuzableitungen in Gleichung (2.74) erforderlich, da
sich (Φn − Φs)e und (Φt −Φb)e auf der KV–Ostseite nicht direkt durch Zentraldifferenzen mit
Werten aus den umliegenden KV–Zentren ausdru¨cken lassen. Vielmehr werden diese durch
Differenzen zwischen den Variablenwerten in der Mitte der entsprechenden KV–Seiten
(Φn −Φs)e = (1 − γe) (Φn − Φs)P + γe (Φn − Φs)E (2.77)
(Φt − Φb)e = (1 − γe) (Φt −Φb)P + γe (Φt − Φb)E (2.78)
approximiert, wobei die Werte auf den KV–Seiten (Φn, Φs, Φt und Φb) wiederum selbst
mit Hilfe von Zentraldifferenzen nach Gleichung (2.66) berechnet werden mu¨ssen. Diese Ap-
proximation der Kreuzableitungen kann auch in eine Koeffizientenform gebracht werden.
Das verwendete Stro¨mungsberechnungsprogramm FASTEST der Firma INVENT Compu-
ting GmbH [17] behandelt diese Terme explizit, also als Quellen um eine Bandstruktur mit
sieben Diagonalen der entstehenden Matrix zu gewa¨hrleisten. Die Summation aller diskreti-
sierten Terme der allgemeinen Transportgleichung (2.45) ergibt
∂
∂t
(ρΦδV ) + aPΦP −
∑
C
aCΦC = QΦ δV +
∑
c
F d,kc , (2.79)












2.4.4 Diskretisierung der Quellterme
Wie Tabelle (2.3) auf Seite 17 zu entnehmen ist, la¨ßt sich fu¨r den Quellterm QΦ in der
allgemeinen Transportgleichung kein allgemeingu¨ltiger Ausdruck angeben. Vielmehr haben
diese Terme eine so unterschiedliche Form, daß auch ihre Diskretisierung getrennt behandelt
werden muß.
Diskretisierung des Quellterms der Impulsgleichung
In der Impulsgleichung besteht der Quellterm aus dem Druckgradienten ∂p/∂xti und den
Volumenkra¨ften ρfi. Betrachtet man zuna¨chst den Druckgradienten, so kann dessen Diskre-
tisierung a¨hnlich wie beim konvektiven Term durchgefu¨hrt werden. Dazu wird die Druckdif-
ferenz im Kontrollvolumenzentrum durch die Dru¨cke auf den KV–Seiten bestimmt. Durch







dV ≈ − (pe − pw) di1,P − (pn − ps) di2,P − (pt − pb) di3,P . (2.82)
Da die Volumenkra¨fte (z.B. die Erdbeschleunigung) in jedem KV gleichma¨ßig u¨ber das ge-
samte Volumen verteilt sind, ist keine besondere Approximation zwischen Werten auf den
KV–Seiten oder in den KV–Zentren erforderlich. Vielmehr kann dieser Term mit der Mittel-
punktsregel durch Multiplikation mit dem KV–Volumen δV approximiert werden:∫∫
dV
∫
ρfi dV ≈ ρfi δV . (2.83)
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Diskretisierung des Quellterms der k– und –Gleichungen
Wie aus Tabelle (2.3) und Gleichung (2.38) zu ersehen ist, treten in der k-Gleichung Ableitun-
gen der Geschwindigkeiten nach den Raumrichtungen auf. Somit erfolgt die Diskretisierung
dieses Terms analog zu der des Diffusionsterms. A¨hnlich wie beim Druckterm sind auch hier
die Gradienten im KV–Zentrum und nicht auf den KV–Seiten gesucht. Der Quellterm der
k–Gleichung la¨ßt sich gema¨ß
Q1,k = Pk δV (2.84)
formulieren, wobei Pk wieder der Produktionsterm ist, dessen Diskretisierung [30] entnom-






ρ dV ≈ −ρ P δV (2.85)
ausgedru¨ckt werden. Da es sich um eine Senke handelt, kann eine ho¨here Diagonaldominanz
der Koeffizientenmatrix erzielt werden, indem man diesen Term durch die Umformung
Q2,k = ρ P δV = ρ
P
kk−1P
kP δV = aP,Q kP (2.86)
dem Zentralkoeffizienten zuschla¨gt. Hierbei ist kk−1P die turbulente kinetische Energie aus dem
vorangegangenen Iterationsschritt des anfa¨nglich erwa¨hnten iterativen Verfahrens zum Lo¨sen
der nichtlinearen Gleichungen. Fu¨r auskonvergierte Lo¨sungen ist der dadurch entstehende
Fehler vernachla¨ssigbar, da dann kkP /k
k−1
P ≈ 1 gilt.
Die Quellterme der -Gleichung haben eine a¨hnliche Form wie in der k-Gleichung (vgl. Tabelle
2.3), so daß in analoger Weise vorgegangen werden kann. Auch hier kann ein Term zum






Die allgemeine Transportgleichung beinhaltet ebenfalls einen transienten Term, welcher auch
diskretisiert werden muß. Die Approximation der zeitlichen Ableitung kann explizit oder im-
plizit erfolgen. Fu¨r die spa¨teren Rechnungen werden drei implizite Zeitdiskretisierungsverfah-
ren verwendet, die im Folgenden vorgestellt werden. Es handelt sich hierbei um das implizite
Euler–Verfahren erster Ordnung, das Three–Point–Backward–Verfahren zweiter Ordnung,
sowie das Crank–Nicolson–Verfahren zweiter Ordnung.
Implizites Euler–Verfahren
Bei diesem Verfahren, das auch als First Order Fully Implicit (FOFI)) bezeichnet werden
kann, wird die zeitliche Ableitung durch eine Ru¨ckwa¨rtsdifferenz zwischen den momentanen







≈ ρ δV Φ
n
P − ρ δV Φn−1P
∆tn
= f(Φn) mit ∆tn = tn − tn−1 . (2.87)
Dabei stellt f(Φn) die bereits diskretisierten ra¨umlichen Ableitungen und Quellen dar, die
mit Variablenwerten aus dem aktuellen Zeitschritt approximiert werden. Der zeitliche Diffe-
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wobei der Term aP,t dem Zentralkoeffizienten und der Term Qt (da zum momentanen Zeit-
punkt tn bereits bekannt) dem Quellterm zugeschlagen werden kann, und so wieder ein
algebraisches Gleichungssystem entsteht.
Three–Point–Backward–Verfahren
Diese Methode der Zeitdiskretisierung ist auch als Second Order Fully Implicit (SOFI) be-
kannt. Der Unterschied zum impliziten Euler–Verfahren besteht darin, daß hierbei nicht
nur der vorangegangene Zeitschritt (Zeitpunkt tn−1), sondern auch der vorletzte Zeitschritt






≈ ρ δV 3Φ
n
P − 4Φn−1P + Φn−2P
2∆tn
= f(Φn) (2.89)
mit einbezogen wird, wobei fu¨r die obige Gleichung von einer konstanten Zeitschrittweite
ausgegangen wird. Dies bringt den Vorteil, daß eine ho¨here Ordnung und damit eine wesent-
lich schnellere Konvergenz erreicht werden kann, wenn die Zeitschrittweite verkleinert wird.


















wobei aP,t wieder zum Zentralkoeffizienten und Qt zum Quellterm addiert wird und ein
algebraisches Gleichungssystem entsteht.
Crank–Nicolson–Verfahren
Die bisher vorgestellten Verfahren sind Ru¨ckwa¨rtsdifferenzenverfahren in der Zeit. Im Gegen-
satz dazu verwendet das Crank–Nicolson–Verfahren (CRNI) eine zeitliche Zentraldifferenz.
Aus diesem Grund wird die Ableitung nicht mehr zum Zeitpunkt tn sondern zum Zeitpunkt


















fu¨hrt. Ein weiterer Unterschied zu den vorherigen Verfahren ist, daß auch die rechte Seite
mit der ra¨umlichen Diskretisierung aus zwei Zeitebenen zusammengesetzt ist. Die einzelnen
Terme der Approximation ko¨nnen wieder entsprechend ihrer Form dem Zentralkoeffizienten
und dem Quellterm des entstehenden linearen Gleichungssystems zugeschlagen werden.
2.5 Lineares Gleichungssystem
Nachdem nun alle Terme der allgemeinen Transportgleichung wie vorher beschrieben diskre-




aCΦC = QΦ (2.92)
schreiben. Werden diese Gleichung nun fu¨r alle Kontrollvolumen im Rechengebiet aufgestellt
und wechselt von der bisherigen Schreibweise mit den Indizes P , W , E, S, N , B und T in
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die allgemeinere Schreibweise mit den Indizes i, j und k, wie sie in Abbildung (2.6) auf Seite
18 eingefu¨hrt wurden, so kann das Gleichungssystem in einer matriziellen Form
[A] [Φ] = [QΦ] (2.93)
geschrieben werden, mit der Koeffizientenmatrix [A], dem Vektor der Unbekannten [Φ] und
dem Vektor der Quellterme [QΦ]. Zur Lo¨sung dieses Gleichungssystems kann nun eines der
vielen in der Literatur angegebenen direkten oder iterativen Lo¨sungsverfahren [34] einge-
setzt werden. Die Matrix [A] ist im Falle des Programms FASTEST bandartig besetzt und
siebendiagonal, da bei der Diskretisierung der Gleichungen die sieben Punkte P , W , E, S,
N , B und T implizit betrachtet wurden. Alle u¨brigen Matrixelemente sind Null. Ohne na¨her
darauf einzugehen, sei hier nur erwa¨hnt, daß im Programm FASTEST eine Variante der
unvollsta¨ndigen LU-Zerlegung [43] implementiert ist.
2.6 Der SIMPLE–Algorithmus
Betrachtet man die dem Gleichungssystem (2.93) zugrundeliegenden physikalischen Erhal-
tungsgleichungen (2.2) und (2.3), so kann man erkennen, daß zwar zur Bestimmung der vier
Unbekannten u1, u2, u3 und p eine ausreichende Anzahl von vier Gleichungen zur Verfu¨gung
steht, daß aber in allen Gleichungen auch alle gesuchten Gro¨ßen auftreten. Diese sind also
nicht unabha¨ngig von einander zu bestimmen, das Gleichungssystem ist gekoppelt. Ein wei-
teres Problem ist, daß in der Kontinuita¨tsgleichung (2.2) der Druck p nicht auftritt. Dadurch
ist das entstehende Gleichungssystem zwar nach wie vor lo¨sbar, jedoch nur mit erheblichem
Aufwand [34]. Abhilfe schafft hier der SIMPLE–Algorithmus (Semi Implicit Method for
Pressure–Linked Equations) [29]. Er stellt ein iteratives Verfahren mit sogenannter Druck-
Geschwindigkeits-Kopplung dar und setzt sich nach dem Lo¨sen der Impulsgleichungen aus
drei zusa¨tzlichen Schritten zusammen. Diese sind eine Druckkorrektur, eine Geschwindig-
keitskorrektur, und eine Massenflußkorrektur.
2.6.1 Massenflußkorrekturgleichung
Ausgangspunkt des Verfahrens ist die Annahme eines gescha¨tzten Startwerts fu¨r den Druck
p. Dieser wird mit p∗ bezeichnet. Es kann sich hierbei z.B. um das Druckfeld aus dem vorange-
gangenen k-ten Iterationsschritt handeln. Mit Hilfe von p∗ la¨ßt sich aus der Impulsgleichung




3) ermitteln. Durch dieses ist jedoch die Kontinuita¨tsglei-
chung nicht erfu¨llt, so daß beim Einsetzen der Geschwindigkeiten eine virtuelle Massenquelle
Qm = m˙
∗
e − m˙∗w + m˙∗n − m˙∗s + m˙∗t − m˙∗b (2.94)




3 so bestimmt werden, daß
nach dem Einsetzen in die Kontinuita¨tsgleichung diese virtuelle Massenquelle verschwindet
m˙∗∗e − m˙∗∗w + m˙∗∗n − m˙∗∗s + m˙∗∗t − m˙∗∗b != 0 . (2.95)
Subtrahiert man Gleichung (2.94) von Gleichung (2.95), so erha¨lt man die Massenflußkor-
rekturgleichung
m˙korre − m˙korrw + m˙korrn − m˙korrs + m˙korrt − m˙korrb = −Qm . (2.96)
Zwischen der Massenflußkorrektur und der Geschwindigkeitskorrektur besteht der diskrete
Zusammenhang
m˙korrc = ρ u
korr
i,c δSc . (2.97)
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Die Geschwindigkeitskorrektur errechnet sich aus der Differenz
ukorri = u
∗∗
i − u∗i . (2.98)
2.6.2 Druckkorrektur
Zur Berechnung der Massenflu¨sse m˙∗c bzw. der virtuellen Massenquelle nach Gleichung (2.94)
mu¨ssen die Geschwindigkeiten u∗i,c auf den Kontrollvolumenseiten bestimmt werden. Um
ein Entkoppeln der Gleichungen und damit physikalisch falsche Ergebnisse zu vermeiden,
werden die Geschwindigkeiten nicht mit normalen Interpolationsverfahren bestimmt, sondern
es werden die Impulsgleichung in ihrer diskreten Form interpoliert. Dabei wird der fu¨r die
betrachtete Kontrollvolumenseite maßgebliche Anteil des Druckgradienten vom Quellterm

















(p∗E − p∗P ) . (2.99)
Die u¨berstrichenen Terme stellen die aus den Impulsgleichungen der Kontrollvolumenzentren
interpolierten Terme dar. Diese Vorgehensweise wird als selektive Interpolation [32] bezeich-
net. Da fu¨r die Berechnung der Geschwindigkeiten auf den KV–Seiten nach Gleichung (2.99)
auch alle Nachbarkoeffizienten gespeichert werden mu¨ssen, ergibt sich ein erheblicher Spei-
cheraufwand. Dieser kann reduziert werden, indem man die diskrete Impulsgleichung, z.B.














Eine analoge Gleichung kann auch fu¨r den Punkt E angegeben werden. Setzt man diese
Gleichungen in Gleichung (2.99) ein und fu¨hrt, wie in Gleichung (2.66), den Interpolations-
faktor γe nach Gleichung (2.67) ein, so erha¨lt man































(p∗E − p∗P ) .
Da man vereinfachend davon ausgeht, daß die Geschwindigkeitskorrektur auf einer Kontroll-
volumenseite nur durch die A¨nderung des Drucks in der jeweiligen Richtung beeinflußt wird,



















(p∗∗E − p∗∗P ) . (2.102)
Subtrahiert man Gleichung (2.102) von Gleichung (2.99), so fu¨hrt dies auf eine Beziehung
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Setzt man diese Korrekturgleichung fu¨r die Geschwindigkeiten auf den KV–Seiten (2.103)
in die Korrekturgleichung fu¨r den Massenfluß (2.96) ein und formt diese etwas um, so erha¨lt
man ein lineares Gleichungssystem mit der gleichen Form wie die diskrete allgemeine Trans-



















Durch die mittels Gleichung (2.104) gewonnenen Druckkorrekturen in den Kontrollvolumen-
zentren ko¨nnen die Druckkorrekturen auf den Kontrollvolumenseiten interpoliert werden.
Mit den neu entstandenen Differenzen der Druckkorrekturen lassen sich nun die Geschwin-















Ebenso werden die Massenflu¨sse nach Gleichung (2.97) und Gleichung (2.103) korrigiert, wie













Damit hat man nun ein Geschwindigkeitsfeld berechnet, das zwar die Kontinuita¨tsgleichung
erfu¨llt, aber nicht mehr die Impulsgleichung. Man muß daher das neu berechnete Druck-
feld wieder in die Impulsgleichung einsetzen und wiederum ein neues Geschwindigkeitsfeld
berechnen und so fort. Durch diesen Iterationsprozeß kann man die exakte Lo¨sung approxi-
mieren. Zusammenfassend sind die einzelnen Schritte des SIMPLE-Algorithmus noch einmal
in Abbildung (2.11) dargestellt.
2.7 Blockstrukturierte Gitter
Grundsa¨tzlich unterscheidet man bei der Gittergenerierung zwischen strukturierten und un-
strukturierten Gittern. Wa¨hrend bei unstrukturierten Gittern die Gitterpunkte im allgemei-
nen unregelma¨ßig angeordnet sind, zeichnen sich strukturierte Gitter durch eine regelma¨ßige
und logische Anordnung der Gitterpunkte aus. Vorteile der unstrukturierten Gitter sind u.a.
die leichtere Modellierung komplexer Geometrien sowie die Automatisierung der Gitterer-
zeugung. Nachteilig ist u.a. der ho¨here Programmier- und Rechenaufwand [34].
Eine Mo¨glichkeit, die Vorteile beider Verfahren zu nutzen, bietet die Verwendung von block-
strukturierten Gittern, mit deren Hilfe sich auch komplexe Geometrien modellieren lassen
[24]. Das Rechengebiet wird hierbei nicht als Ganzes diskretisiert, sondern zuna¨chst in meh-
rere Bereiche eingeteilt. Diese werden anschließend separat unter Verwendung eines struk-
turierten Gitters diskretisiert. Dieses Verfahren bringt den Vorteil der wesentlich gro¨ßeren
U¨bersichtlichkeit wa¨hrend der Gittererzeugung, da die einzelnen Blo¨cke nacheinander be-
handelt werden ko¨nnen. Ferner kann beim Einsatz von Parallelrechnern die Berechnung
der Stro¨mungsgro¨ßen in den einzelnen Blo¨cken auf mehrere Prozessoren verteilt werden.
Durch die Einteilung des Rechengebiets in Blo¨cke entstehen auch Blockgrenzen, an denen
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Abbildung 2.11: Flußdiagramm zum SIMPLE-Algorithmus
die Blo¨cke aneinander stoßen. Fu¨r ein Stro¨mungssimulationsprogramm mu¨ssen diese Block-
grenzen zuna¨chst als Randbedingungen definiert werden. Deshalb werden an den Block-
grenzen ku¨nstlich zusa¨tzliche Hilfskontrollvolumen erzeugt, in denen die Variablenwerte aus
den benachbarten Blo¨cken gespeichert werden. Damit stehen dem randna¨chsten Kontroll-
volumen die notwendigen Informationen fu¨r die Diskretisierung zur Verfu¨gung. Von Itera-
tion zu Iteration werden diese Variablenwerte an den Blockgrenzen zwischen benachbarten
Blo¨cken erneuert. Wichtig ist dabei der richtige Ablauf der sogenannten Blockkommunikati-
on, d.h. der ordnungsgema¨ße Austausch der Variablen an den Blockgrenzen. Der Aufbau eines
blockstrukturierten Gitters und die zusa¨tzlichen Hilfskontrollvolumen (grau unterlegt) sind
schematisch in Abbildung (2.12) dargestellt. Aufbauend auf die Verwendung blockstruktu-
rierter Gitter ist auch die Parallelisierung des Stro¨mungsberechnungsprogramms FASTEST
auf der Basis einer Gebietszerlegung realisiert [11].
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Abbildung 2.12: Blockstrukturiertes Gitter




Wie bereits in der Einleitung erwa¨hnt werden bei einer großen Objektbewegung im Stro¨-
mungsgebiet besondere Maßnahmen zur Anpassung des numerischen Gitters des Stro¨mungs-
lo¨sers beno¨tigt. Eine bei technischen Stro¨mungen sehr ha¨ufig auftretende Bewegungsform ist
die Rotation eines Bauteils, wie Beispielsweise bei Turbomaschinen, in der Ru¨hrtechnik,
bei Ventilatoren in der Klimatechnik oder in der Antriebstechnik, wie beispielsweise bei
Hubschraubern oder Schiffen. Da zwei der in dieser Arbeit vorgestellten Beispiele aus der
Ru¨hrtechnik stammen und ein weiteres Beispiel ein Flu¨gelradza¨hler ist, wollen wir uns in
diesem Kapitel mit verschiedenen Methoden zur Kopplung von bewegten und fixen Gittertei-
len u¨ber ein Interface (siehe Abbildung (1.2(c))) bescha¨ftigen. Es werden die drei Verfahren,
Clicking–Mesh [2], Deforming–Mesh [25] und Sliding–Mesh [31] im Hinblick auf Genauigkeit
und Effizienz untersucht.
3.1 Clicking–Mesh–Verfahren
Abbildung (3.1) zeigt eine schematische Skizze eines Berechnungsgebietes und soll die Vor-
gehensweise beim Clicking–Mesh–Verfahren verdeutlichen. Das Gebiet ist in einen inneren,
rotierenden und einen a¨ußeren, stehenden Block aufgeteilt. Die Auflo¨sung des Gitters in Um-
fangsrichtung betra¨gt in diesem Fall 10 Kontrollvolumen, wa¨hrend die Auflo¨sung des Gitters
in radialer Richtung nebensa¨chlich und deswegen nicht aufgetragen ist. In Abbildung (3.1)
(a) Position 1 (b) Position 3
Abbildung 3.1: Beispiele fu¨r mo¨gliche Gitterpositionen
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ist deutlich zu erkennen, wie die Rotationsbewegung des inneren Blockes abgebildet wird.
Bild (3.1(b)) zeigt die dritte von insgesamt 10 mo¨glichen Stellungen, in denen das Gitter des
inneren Blockes gerade so positioniert ist, daß die Gitterlinien wieder aufeinander zu liegen
kommen.
Das Clicking–Mesh–Verfahren [2] basiert darauf, daß die Zeitschrittweite einer instationa¨ren
Berechnung so gewa¨hlt wird, daß das Gitter in eine der 10 Positionen springt. In diesem Fall
haben alle Randkontrollvolumen wieder genau einen Nachbarn in Richtung der Blockgrenze
und die Austauschaktionen ko¨nnen, wie im vorigen Abschnitt 2.7 beschrieben, durchgefu¨hrt
werden. Da sich die beiden Blo¨cke in unterschiedlichen Bezugssystemen befinden, mu¨ssen
beim Austausch der Daten die Geschwindigkeitsvektoren in das jeweilige Relativsystem nach
Gleichung (2.14) transformiert werden. Ein Vorteil dieser Methode ist, daß keine zusa¨tzli-
chen Annahmen und damit auch Diskretisierungsfehler zu der in Kapitel 2 beschriebenen
Finite–Volumen–Methode gemacht werden mu¨ssen. Insbesondere wird die Konservativita¨t
des Verfahrens keinesfalls beeintra¨chtigt. Ein weiterer Vorteil liegt darin, daß die nume-
rischen Gitter in den einzelnen Blo¨cken nicht verzerrt werden. Die begrenzte Anzahl von
”
Clicking“-Positionen und die daraus resultierende Kopplung von zeitlicher und ra¨umlicher
Diskretisierung bringt andererseits mehrere Nachteile mit sich. Zuna¨chst ist eine variable
Drehzahl des rotierenden Gitters nur mit Einschra¨nkungen zu realisieren, denn mit jeder
A¨nderung der Rotationsgeschwindigkeit wu¨rde sich auch die Zeitschrittweite der Berech-
nung a¨ndern. Problematisch wird diese A¨nderung, wenn die Drehzahl sehr klein wird, da
der Zeitschritt, um auf die na¨chste
”
Clicking“–Position zu kommen, immer gro¨ßer werden
muß. Somit kann ein Anlaufvorgang eines Ru¨hrers o.a¨. aus dem Stillstand nicht simuliert
werden, denn die Zeitschrittweite des ersten Schritts wu¨rde gegen unendlich gehen. Eine
Vergro¨ßerung der Zeitschrittweite ergibt sich auch bei der Verwendung von Mehrgitterme-
thoden [11] zur Lo¨sung des Gleichungssystems. Jedes feinere Gitter hat genau doppelt so
viele
”
Clicking“–Positionen wie das vorherige Gitter. Somit muß bei Berechnungen mit dem
Mehrgitterverfahren bei jeden Zeitschritt nicht nur um eine, sondern um
nclick = 2
ngit−1 (3.1)
Positionen weiter gedreht werden, wobei ngit die Anzahl der verwendeten Gitterebenen
angibt [39]. Wird trotzdem ein kleinerer Zeitschritt gefordert, bleibt nur eine Verfeinerung
des Gitters u¨brig, die aber durch einen begrenzt vorhandenen Hauptspeicher eingeschra¨nkt
werden kann.
Die Einschra¨nkungen des Clicking–Mesh–Verfahrens sind bei der numerischen Simulation
von Stro¨mungen hinnehmbar, wenn z.B. ein Ru¨hrprozeß vorliegt der u¨berwiegend bei kon-
stanter Drehzahl abla¨uft. Die Simulation eines frei laufenden Turbinenrads, das von der
Stro¨mung angetrieben wird, ist jedoch schwer zu realisieren. Die Lo¨sung des Problems liegt
darin, den Zeitschritt von den Gitterpositionen und damit von der Drehzahl des Gitters
unabha¨ngig zu machen. Dies kann auf zwei im Folgenden beschriebene Arten geschehen.
3.2 Deforming–Mesh–Verfahren
Das Deforming–Mesh–Verfahren basiert darauf, daß die fu¨r Clicking–Mesh unmo¨glichen Po-
sitionen eingenommen werden ko¨nnen, aber die Kontrollvolumen am Interface wie in Ab-
bildung (3.2) gezeigt so verzerrt werden, daß die Gitterlinien wieder aufeinander zu liegen
kommen. Damit besitzt jedes Hilfskontrollvolumen (HKV) wieder einen dedizierten Kom-
munikationspartner. Die eingebrachte Verzerrung des Gitters beim Wechsel zum na¨chsten
Zeitschritt tra¨gt einen zusa¨tzlichen Fehler in das Gleichungssystem ein. Ein erho¨hter Re-
chenaufwand entsteht bei dieser Methode auch durch die notwendige Neuberechnung der






















Abbildung 3.2: A¨nderung des Massenflusses bei verzerrten Kontrollvolumen
Gitterdaten fu¨r jeden Zeitschritt. Eine Berechnung mit dem Deforming–Mesh–Verfahren
[25] ermo¨glicht zwar eine freie Wahl der Drehzahl, jedoch auf Kosten der Berechnungszeit
und Genauigkeit.
Abbildung 3.3: Ausschnitt aus einem verzerrten Gitter
3.3 Sliding–Mesh–Verfahren
Ein weiterer Ansatz ra¨umliche Diskretisierung und Gittergeschwindigkeit voneinander un-
abha¨ngig zu machen ergibt sich fu¨r die Sliding–Mesh–Methode [31], indem die sich Gitter
gegeneinander bewegen ko¨nnen ohne auf eine Verbindung der Gitterlinien zu achten. Damit
ko¨nnen die beim Clicking–Mesh nicht mo¨glichen Gitterpositionen, wie in Abbildung (3.4)
dargestellt, eingenommen werden. Eine zusa¨tzliche Aufgabe ist dabei, die Variablenwerte
beim Austausch geeignet in die Hilfskontrollvolumen zu interpolieren, da keine eindeutige
Nachbarschaftsbeziehung existiert. Im Fall der Variablen, die in den Kontrollvolumenzentren
gespeichert sind, stellt diese Interpolation kein gro¨ßeres Problem dar. A¨hnliche Interpolatio-
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Abbildung 3.4: Ausschnitt aus einem Gitter mit Interpolation am Interface
bestimmt, welcher nur von der Verdrehung der Blo¨cke zueinander abha¨ngt und somit bei
a¨quidistanten Kontrollvolumen fu¨r das gesamte Interface gleich ist (siehe Abbildung (3.5)).




Abbildung 3.5: Zur Berechnung von ϕslide
Winkel ∆ϕslide verdreht sind, kann beispielsweise Block (A) die notwendige Interpolation
ΦHKV = (1 − γslide)ΦP + γslideΦNB , (3.3)
vornehmen, bevor die Daten u¨bertragen werden. Wobei ΦNB fu¨r den Variablenwert des betei-
ligten Interpolationspartner und ΦHKV fu¨r den Variablenwert im Hilfskontrollvolumen steht.
Eine Grundvoraussetzung bleibt, daß die Konservativita¨t des Verfahrens durch die Interpo-
lation nicht beeintra¨chtigt werden darf. Die Massenerhaltung und damit die Flußbilanz u¨ber
das Interface muß erfu¨llt sein
3.3.1 Interpolation der Flu¨sse
Nach Anwendung der FVM Diskretisierung erha¨lt man∫
Fn
ρuiΦnidSn ≈ m˙nΦn (3.4)
fu¨r den konvektiven Fluß durch die Nordseite eines KV. Bei Betrachtung von Abbildung
(3.6) erkennt man, daß die in die Integration eingehenden Normalenvektoren der KV-Seiten
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ni bei benachbarten KV nicht identisch sind. Somit wird bei einer Interpolation der Flu¨sse
mit,
m˙HKV = (1 − γslide)m˙P + γslidem˙NB (3.5)







Abbildung 3.6: Berechnung von Massenflu¨ssen durch KV-Seiten
derblocks (A) und des Empfa¨ngerblocks (B) am Interface aus Abbildung (3.6), sowie unter
der Annahme eines kreisfo¨rmigen geschlossenen Interfaces ko¨nnen die Flu¨sse des Empfa¨nger-
blocks (B) u¨ber das Interface mittels der Interpolationsvorschrift (3.5) durch die Flu¨sse des




◦A(1 − γslide)m˙i + γslidem˙NB
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∑









der nach Umformung zeigt, daß die gesamten berechnete Flu¨sse u¨ber das Interface vom
Senderblock und vom Empfa¨ngerblock gleich sind.
Somit bleibt die Konservativita¨t des Verfahrens u¨ber das Interface erhalten. Wichtig ist auch,
daß sich diese Methode relativ leicht mit den vorhandenen Austauschroutinen der Blockkom-
munikation verbinden la¨ßt, aber den Rechenaufwand durch die zusa¨tzlichen Interpolationen
erho¨ht.
3.4 Vergleich der Verfahren
Nach der Vorstellung der Methoden zur Bewegung von Gittern entlang eines Interfaces wird
in diesem Abschnitt ein Vergleich der 3 Verfahren untereinander in Bezug auf Effizienz und
Genauigkeit durchgefu¨hrt. Zuerst wird das betrachtete Testproblem und dessen analytische
Lo¨sung vorgestellt, anhand welcher der Vergleich der Verfahren vorgenommen wird. An-
schließend erfolgt ein Vergleich der Wirkung der bewegten Gitter auf die Ordnung und die
Genauigkeit der zeitlichen Diskretisierung. Abschließend widmet sich der letzte Abschnitt
der Effizienz der Gitterbewegungsverfahren.
3.4.1 Das Testproblem
Das ausgewa¨hlte Testprobleme beinhaltet die Berechnung der Stro¨mung zwischen zwei kon-
zentrisch angeordneten Zylindern wobei der innere Zylinder rotiert und der a¨ußere Zylinder
steht. Somit handelt es sich um eine Ringspaltstro¨mung.
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Geometrie und Randbedingungen
In dem hier untersuchten Fall des Testproblems wird der innere Zylinder mit dem Radius
Ri mit einer Winkelgeschwindigkeit Ω um seine Mittelachse entgegen dem Uhrzeigersinn





Abbildung 3.7: Testproblem zur Untersuchung der Gitterbewegungsverfahren






berechnet und wurde fu¨r die Testrechnungen als 100 gewa¨hlt. Fu¨r diese Reynoldszahl existiert
eine stationa¨re Lo¨sung der Stro¨mungsgleichungen, die auch analytisch bestimmt werden
kann. Zur Bestimmung des ra¨umlichen Diskretisierungsfehlers wird die stationa¨re Lo¨sung des
Problems mit dem CFD–Programm FASTEST berechnet und mit der analytischen Lo¨sung









































































        
        
        
        
        
        
        




Schluß der Blöcke Blockgrenze
HKV des innernen Blocks
HKV des äußeren Blocks
Abbildung 3.8: Blockstruktur des Testproblems
Zeitdiskretisierungsverfahren. Diese Untersuchung wird mit einer Variante des Testproblems
durchgefu¨hrt, indem der konstanten Rotation Ω ein zeitlich schwingendes Ωt u¨berlagert wird.
Fu¨r die Untersuchung der Gitterbewegungsverfahren ist es notwendig das Stro¨mungsgebiet
in zwei Blo¨cke einzuteilen, wie es in Abbildung (3.8) gezeigt ist. Es ist zu sehen, daß das
Stro¨mungsgebiet in einen inneren und einen a¨ußeren Block aufgeteilt wird. Der innere Block
rotiert zusammen mit dem inneren Zylinder mit der konstanten Winkelgeschwindigkeit Ω
und wird in einem entsprechend rotierenden Koordinatensystem berechnet. Dementspre-
chend bleibt der a¨ußere Block in Ruhe und wird in einem statischen Bezugssystem betrach-
tet. Abbildung (3.8) zeigt schematisch die Hilfskontrollvolumen (HKV) der beiden Blo¨cke,
deren U¨berlappung und die Blockgrenze, an der die drei Verfahren zur Gitterbewegung an-
gewendet werden. Fu¨r die zeitabha¨ngige Variante mit der U¨berlagerung von Ω und Ωt wird
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die innere Zylinderwand mit der zusa¨tzlichen Drehgeschwindigkeit Ωt beaufschlagt, wa¨hrend
das rotierende Koordinatensystem weiterhin mit konstantem Ω rotiert. Damit ergibt sich
eine von Ωt abha¨ngige Wandgeschwindigkeit der inneren Wand relativ zum rotierenden Ko-
ordinatensystem.
Analytische Lo¨sung
Ausgangspunkt fu¨r die analytische Lo¨sung bilden die Navier–Stokesschen Gleichungen im
statischen Zylinderkoordinatensystem, wie sie z.B. in [41] zu finden sind. Auf eine detaillier-
tere Beschreibung der Herleitung der analytischen Lo¨sung wird hier verzichtet und auf [18]
verwiesen. Die Lo¨sung des Problems zeigt, daß die radiale Geschwindigkeitskomponente ur
Null ist, wa¨hrend sich die tangentiale Komponente durch die Funktion




beschreiben la¨ßt und damit eine Abha¨ngigkeit vom Radius aufweist. Dabei werden die Kon-
stanten C1 und C2 aus den Randbedingungen bestimmt und ko¨nnen mittels










berechnet werden. Nun kann durch eine einfache Integration der Druckverlauf in Abha¨ngig-











+ 2ρC1C2ln r + const . (3.10)
Abbildung (3.9) und Abbildung (3.10) zeigen die Graphen der stationa¨ren Lo¨sung der Ge-
schwindigkeit und des Drucks u¨ber dem Radius im stehenden Bezugssystem.


















Abbildung 3.9: Umfangsgeschwindigkeit im stehenden Koordinatensystem u¨ber dem Radius
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Abbildung 3.10: Druckverteilung u¨ber dem Radius
3.4.2 Genauigkeiten
Dieser Abschnitt bescha¨ftigt sich mit den Fehlerordnungen und Diskretisierungsfehlern der
angewendeten numerischen Verfahren. Dabei wird sowohl der ra¨umliche als auch der zeitliche
Diskretisierungsfehler analysiert.
Ra¨umlicher Diskretisierungsfehler
Die ra¨umliche Genauigkeit des Verfahrens wird anhand einer stationa¨ren Berechnung der
Ringspaltstro¨mung untersucht. Als erstes soll die Ordnung des Verfahrens bestimmt werden.
Betrachtet werden dabei die azimutal gemittelte Druckdifferenz ∆p zwischen der inneren und
der a¨ußeren Zylinderwand, sowie die ersten Momente der kartesischen Geschwindigkeiten ux









ermittelt wobei Φ die jeweilige Geschwindigkeitskomponente, 1/h der Anteil des Kontroll-
volumens am Gesamtvolumen des Berechnungsgebiets und nkv die Anzahl der Verwendeten
Kontrollvolumen darstellt. Der Vergleich von analytischer Lo¨sung und numerischer Lo¨sung
wird anhand der gemittelten Umfangsgeschwindigkeit uϕ, der gemittelten Radialgeschwin-


















p(Ra)− p(Ri) dϕ (3.14)
berechnet worden. Die Rechnungen wurden einmal mit einem Upwindverfahren erster Ord-
nung (UDS), sowie einmal mit einem Zentraldifferenzen–Verfahren zweiter Ordnung (CDS)
fu¨r die konvektiven Flu¨sse durchgefu¨hrt. Die Ergebnisse der Rechnungen mit UDS sind in
den Tabellen (3.1) und (3.2) aufgelistet. Dabei zeigt sich, daß die berechneten Geschwin-
digkeitsnormen und Druckdifferenzen in Tabelle (3.1) die ra¨umliche erste Ordnung des Up-
windverfahrens wieder spiegeln und gegen eine gitterunabha¨ngige Lo¨sung konvergieren. Die
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gitterunabha¨ngige Lo¨sung wurde mittels Richardsonextrapolation [14] bestimmt. Es fa¨llt
auf, daß sich mit zunehmender Gitterfeinheit die Geschwindigkeitsnormen fu¨r ux und uy
aneinander angleichen. Da es sich um ein axialsymmetrisches Problem handelt sollten die
Normen letztendlich gleich sein, was auch ab dem vierten Gitterlevel erreicht wird.
Tabelle 3.1: Mit UDS berechnete Momente und Druckdifferenzen fu¨r alle fu¨nf Gitterebenen,
die erzielte Ordnung, sowie die gitterunabha¨ngigen Werte
Upwindverfahren
Gitter KV ||ux||1 O(ux) ||uy||1 O(uy) ∆p O(p)
[10−3m/s] [−] [10−3m/s] [−] [10−2Pa] [−]
1 2160 0.9378 – 0.9362 – 0.2794 –
2 8640 1.2337 – 1.2333 – 0.3089 –
3 34560 1.3450 1.41 1.3449 1.41 0.3267 0.73
4 138240 1.3937 1.19 1.3937 1.19 0.3366 0.83
5 552960 1.4170 1.07 1.4172 1.07 0.3419 0.91
∞ ∞ 1.4382 – 1.4382 – 0.3480 –
Tabelle 3.2: Mit UDS berechnete mittlere Umfangsgeschwindigkeiten, mittlere Radialge-
schwindigkeiten und Druckdifferenzen fu¨r alle fu¨nf Gitterebenen, sowie deren relative Fehler
zur analytischen Lo¨sung
Upwindverfahren
Gitter KV uφ e(uφ) ur ∆p e(p)
[10−3m/s] [%] [10−9m/s] [10−2Pa] [%]
1 2160 1.4913 12.11 26.7564 0.2794 19.61
2 8640 1.5794 6.69 1.6994 0.3089 11.11
3 34560 1.6333 3.74 0.1049 0.3267 6.00
4 138240 1.6636 1.95 0.0063 0.3366 3.14
5 552960 1.6798 1.00 0.0004 0.3419 1.16
analy. – 1.6968 – 0.0000 0.3475 –
Tabelle 3.3: Mit CDS berechnete Momente und Druckdifferenzen fu¨r alle fu¨nf Gitterebenen,
die erzielte Ordnung, sowie die gitterunabha¨ngigen Werte
Zentraldifferenzen–Verfahren
Gitter KV ||ux||1 O(ux) ||uy||1 O(uy) ∆p O(p)
[10−3m/s] [−] [10−3m/s] [−] [10−2Pa] [−]
1 2160 1.0788 – 1.0769 – 0.34385 –
2 8640 1.3494 – 1.3490 – 0.34653 –
3 34560 1.4174 1.99 1.4173 1.99 0.34724 0.73
4 138240 1.4344 1.99 1.4344 1.99 0.34742 0.83
5 552960 1.4387 1.99 1.4387 1.99 0.34747 0.91
∞ ∞ 1.4402 – 1.4402 – 0.34748 –
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Tabelle 3.4: Mit CDS berechnete mittlere Umfangsgeschwindigkeiten, mittlere Radialge-
schwindigkeiten und Druckdifferenzen fu¨r alle fu¨nf Gitterebenen, sowie deren relative Fehler
zur analytischen Lo¨sung
Zentraldifferenzen–Verfahren
Gitter KV uφ e(uφ) ur ∆p e(p)
[10−3m/s] [%] [10−9m/s] [10−2Pa] [%]
1 2160 1.7151 1.08 20.3318 0.34385 1.06
2 8640 1.7065 0.57 1.4181 0.34653 0.29
3 34560 1.7018 0.29 0.0945 0.34724 0.08
4 138240 1.6992 0.14 0.0056 0.34742 0.03
5 552960 1.6979 0.07 0.0004 0.34746 0.02
analy. – 1.6968 – 0.0000 0.34752 –
Tabelle (3.2) zeigt die berechneten mittleren Umfangs– und Radialgeschwindigkeiten, sowie
die bereits in der vorhergehenden Tabelle erwa¨hnte mittleren Druckdifferenz. Dazu wird fu¨r
die gemittelten Gro¨ßen der analytische Wert angegeben und die relativen Abweichungen der
berechneten Werte von den exakten Werten ermittelt. Fu¨r die radiale Geschwindigkeitskom-
ponente konnte keine relative Abweichung angegeben werden, da die exakte Lo¨sung und
somit die Bezugsgro¨ße Null ist. Anhand der Werte ist zu sehen, daß das Verfahren gegen die
analytische Lo¨sung konvergiert. Aufgrund der auftretenden Fehler kann man sagen, daß erst
ab dem 3 Gitterlevel vernu¨nftige Resultate erzielt werden ko¨nnen.
Die Rechnungen mit dem Zentraldifferenzenverfahren, dargestellt in den Tabellen (3.3) und
(3.4) zeigen ein a¨hnliches Verhalten. Auch fu¨r dieses Verfahren konnte die zweite Ordnung
der ra¨umlichen Diskretisierung besta¨tigt werden. Jedoch konvergieren die einzelnen Gitter
wesentlich schneller zu den gitterunabha¨ngigen Werten. Diese schnellere Konvergenz ist auch
in der Fehlertabelle (3.4) zu erkennen. Die angegebenen relativen Fehler sind bereits auf dem
ersten Gitter in einem akzeptablen Bereich. Fu¨r die feinsten Gitter ist fast kein Unterschied
mehr zwischen exakter und rechnerischer Lo¨sung erkennbar. Der Grund fu¨r die Fehler des
UDS–Verfahrens liegt in der Kru¨mmung der Stro¨mung, bzw. der Stromlinien. Das Upwind-
verfahren liefert im allgemeinen nur gute Ergebnisse, wenn die Approximation entlang einer
Stromlinie la¨uft. Fu¨r die Ringspaltstro¨mung ist dies nicht der Fall und die daraus resultie-
rende numerische Diffusion des Upwindverfahrens fu¨hrt zu den sichtbaren Abweichungen.
zeitlicher Diskretisierungsfehler
Die Ringspaltstro¨mung wurde fu¨r diese Untersuchung leicht modifiziert. Der konstanten Ro-
tation Ω wird eine sinusfo¨rmig zeitlich schwingende Rotation Ωt u¨berlagert. Die Bestimmung
des zeitlichen Diskretisierungsfehlers wurde auf dem dritten Gitterlevel mit 34560 Kontroll-
volumen durchgefu¨hrt. Da sich eine Zentraldifferenzendiskretisierung im oberen Abschnitt
als vorteilhaft erwiesen hat, wurde diese auch fu¨r die transienten Rechnungen verwendet.
Den zeitlichen Verlauf der mittleren Umfangsgeschwindigkeit uϕ zeigt Abbildung (3.11). Es
wurden drei Zeitdiskretisierungsverfahren verwendet, das Implizite Euler Verfahren erster
Ordnung (FOFI), das Three–Point–Backward–Verfahren (SOFI) und das Crank–Nicolson–
Verfahren (CRNI), beide von zweiter Ordnung. Fu¨r die einzelnen Verfahren wurden 3 Zeit-
ebenen berechnet, wobei von Rechnung zu Rechnung die Zeitschrittweite halbiert wurde.
Damit konnten fu¨r die Rechnungen ohne bewegte Gitter (Tabellen (3.5)) und (3.7)) die
Ordnungen der Verfahren anhand der mittleren Umfangsgeschwindigkeit uφ und der mitt-
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Abbildung 3.11: Zeitlicher Verlauf der mittleren Umfangsgeschwindigkeit
leren Druckdifferenz ∆p ermittelt werden. Die Ordnung sind als fett gedruckten Zahlen
in der letzten Zeile einer jeden Verfahrenstabelle eingetragen. Mit Hilfe dieser Ordnung und
der Richardsonextrapolation wurden die zeitschrittweitenunabha¨ngigen Lo¨sungen bestimmt,
welche neben den Werten der Ordnung in den Verfahrenstabellen eingetragen sind. Bezogen
auf diese unabha¨ngigen Lo¨sungen wurde der Zeitdiskretisierungsfehler der mittleren Ge-
schwindigkeiten e(uφ) und des mittleren Drucks e(∆p) berechnet und mit in die Tabellen
aufgenommen. Um den Einfluß der Verfahren zur Gitterbewegung auf den Fehler des Ge-
samtverfahrens zu extrahieren werden in den Tabellen (3.6), (3.8) und (3.9) fu¨r das Clicking–
Mesh, das Deforming–Mesh und das Sliding–Mesh–Verfahren die relativen Fehler mit Bezug
auf die gitterunabha¨ngige Lo¨sung der Rechnungen ohne Gitterbewegung bestimmt.
Die Tabellen (3.5) und (3.6) wurden mit gro¨ßeren Zeitschrittweiten berechnet. Der Grund
liegt darin, daß fu¨r das Clicking–Mesh–Verfahren die Zeitschrittweite und die ra¨umliche
Auflo¨sung am Interface u¨ber die Rotation Ω gekoppelt sind. Die Zeitschrittweiten entspricht
dem U¨berspringen von einem, zwei und vier Kontrollvolumen. Fu¨r die anderen Verfahren
wurden kleinere Zeitschrittweiten gewa¨hlt, die alle unterhalb der Zeitschrittweite eines u¨ber-
sprungenen Kontrollvolumens liegen. Auf diese Weise wird sichergestellt, daß Deforming–
und Sliding–Mesh ihre Eigenschaften der Unabha¨ngigkeit von zeitlicher und ra¨umlicher
Auflo¨sung zeigen ko¨nnen und deren Einfluß auf das Gesamtverfahren untersucht werden
kann. Die berechneten Gro¨ßen uφ und ∆p fu¨r die jeweiligen Zeitschrittweiten und Verfahren
werden zu einem bestimmten Zeitpunkt t0 ausgewertet. Diese Zeit t0 ist bei den Rechnungen
der Zeitpunkt des letzten auftretenden Maximums der mittleren Druckdifferenzen fu¨r den
jeweils gro¨ßten Zeitschritt. Der Auswertezeitpunkt fu¨r die großen Zeitschrittweiten liegt bei
t0 = 722.1301s und fu¨r die kleinen Zeitschrittweiten bei t0 = 390.24s.
Die in Tabelle (3.5) aufgelisteten mittleren Umfangsgeschwindigkeiten und mittleren Druck-
differenzen spiegeln das theoretische Verhalten der Zeitdiskretisierungsverfahren wieder. Fu¨r
das implizite Euler Verfahren wird sowohl fu¨r die Geschwindigkeiten, als auch fu¨r den Druck
eine Ordnung von ca. 1 errechnet, wie an den fettgedruckten Werten in der letzten Zeile des
Abschnitts fu¨r FOFI zu sehen ist. Die mit Hilfe der Richardsonextrapolation ermittelte zeit-
schrittweitenunabha¨ngige Lo¨sung und der damit ermittelte Zeitdiskretisierungsfehler liegt
bei diesem Verfahren fu¨r die Geschwindigkeiten unter 0.05% und fu¨r den Druck unter 1%.
Ebenso zeigen die beiden Verfahren zweiter Ordnung, das Three–Point–Backward und das
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Tabelle 3.5: Berechnete mittlere Umfangsgeschwindigkeiten und Druckdifferenzen aller drei
Zeitdiskretisierungsverfahren ohne bewegte Gitter fu¨r die, dem Clicking–Mesh entsprechen-
den drei Zeitschrittweiten, sowie deren relative Fehler zur zeitschrittweitenunabha¨ngigen
Lo¨sung
FOFI ohne bewegte Gitter
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.7272206 1.945444 0.0482 0.5668464 0.8493
0.3636103 1.945074 0.0292 0.5691680 0.4433
0.1818051 1.944850 0.0177 0.5703796 0.2313
∞ 1.944506 0.72 0.5717021 0.94
SOFI ohne bewegte Gitter
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.7272206 1.941208 0.1755 0.5685240 0.5444
0.3636103 1.943708 0.0470 0.5708313 0.1408
0.1818051 1.944377 0.0126 0.5714279 0.0364
∞ 1.944621 1.90 0.5716360 1.95
CRNI ohne bewegte Gitter
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.7272206 1.943699 0.0467 0.5691267 0.5290
0.3636103 1.944379 0.0117 0.5719659 0.0327
0.1818051 1.944550 0.0030 0.5721416 0.0020
∞ 1.944607 1.99 0.5721532 4.01
Crank–Nicolson–Verfahren, in etwa die theoretische Fehlerordnung. Es ist zu erkennen, daß
fu¨r die kleinste Zeitschrittweite ∆t = 0.1818051s das Crank–Nicolson–Verfahren den gering-
sten Fehler aufweist und damit das beste Verfahren ist. Die Ordnung der mittleren Druck-
differenzen ergibt jedoch einen Wert von 4, was fu¨r das Crank–Nicolson–Verfahren nicht
mo¨glich ist. Dies deutet darauf hin, da sich fr dieses Verfahren die gro¨eren Zeitschrittweiten
noch nicht im Bereich des asymptotischen Lo¨sungsverhalten befinden, was zur Bestimmung
der Ordnung notwendig ist [34].
Tabelle (3.6) zeigt die berechneten Werte unter Verwendung des Clicking–Mesh–Verfahrens.
Auf Anhieb ist zu erkennen, daß sich bis auf den mittleren Druck beim impliziten Eu-
ler Verfahren (FOFI) keine Ordnung und somit keine zeitschrittweitenunabha¨ngige Lo¨sung
ermitteln la¨ßt. Bei FOFI zeigen die aufgelisteten Zahlen, daß die Werte fu¨r den großen
Zeitschritt, sowohl Geschwindigkeit als auch Druck mit den Werten berechnet ohne Gitter-
bewegung nahezu identisch sind. Jedoch fu¨r die beiden verfeinerten Zeitschritte wird ein
Fehler eingetragen, der sich durch eine Zeitschrittverfeinerung nicht beheben la¨ßt. Speziell
bei den Geschwindigkeiten ist zu sehen, daß sich der Fehler um ca. 0.5% erho¨ht und na-
hezu konstant bleibt. Betrachtet man den Fehler des zeitschrittweitenunabha¨ngigen Werts
fu¨r den gemittelten Druck scheint sich der Fehler im Druck um ca. 1% zu erho¨hen. Glei-
ches Verhalten zeigen SOFI und CRNI, allerdings tritt der Fehler erst bei der kleinsten
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Tabelle 3.6: Berechnete mittlere Umfangsgeschwindigkeiten und Druckdifferenzen aller drei
Zeitdiskretisierungsverfahren mit Clicking–Mesh fu¨r alle drei Zeitschrittweiten, sowie deren
relative Fehler zur zeitschrittweitenunabha¨ngigen Lo¨sung
FOFI mit Clicking–Mesh–Verfahren
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.7272206 1.945439 0.0480 0.5685013 0.5599
0.3636103 1.933240 0.5794 0.5662950 0.9458
0.1818051 1.934297 0.5251 0.5655141 1.0823
∞ – – 0.5650863 1.1572
SOFI mit Clicking–Mesh–Verfahren
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.7272206 1.941208 0.1755 0.5685243 0.5443
0.3636103 1.943715 0.0466 0.5708365 0.1399
0.1818051 1.933326 0.5808 0.5680361 0.6297
∞ – – – –
CRNI mit Clicking–Mesh–Verfahren
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.7272206 1.943699 0.0467 0.5691266 0.5290
0.3636103 1.944382 0.0116 0.5719688 0.0322
0.1818051 1.934785 0.5051 0.5690763 0.7196
∞ – – – –
Zeitschrittweite auf, betra¨gt aber wiederum fu¨r die Geschwindigkeiten ca. 0.5%. Wenn ei-
ne weitere Zeitschrittweitenverfeinerung durchgefu¨hrt werden ko¨nnte, mu¨ßte sich auch der
Druck wieder bei einem konstanten Unterschied von ca. 1% zu den Rechnungen ohne bewegte
Gitter einpendeln. Aus diesem Verhalten kann man schließen, daß sich der zusa¨tzliche Fehler
aus Termen ho¨herer Ordnung zusammensetzt. Bei dem Verfahren erster Ordnung fu¨hrt die
Vernachla¨ssigung des Fehlertermen der ersten Ordnung bereits fu¨r den mittleren Zeitschritt
zu einer Erho¨hung der Abweichung. Fu¨r die Verfahren zweiter Ordnung wird dieser Term
erster Ordnung noch mit beru¨cksichtigt und somit fu¨hren die weiteren Fehlerterme erst beim
kleinsten Zeitschritt zu einer Zunahme des Fehlers. Der Grund fu¨r diese Abweichung liegt
im Springen der Kontrollvolumen. Nach jedem Sprung erha¨lt ein randna¨chstes Kontrollvo-
lumen einen neuen Nachbarn zum Aufstellen der diskretisierten Gleichung. Da jedoch ein
zeitabha¨ngiges Problem betrachtet wird, muß ein Anfangswertproblem gelo¨st werden. Die
Lo¨sung des vorhergehenden Zeitschritts dient als physikalisch sinnvolle Anfangsbedingung
zur Berechnungen des na¨chsten Zeitschritts. Bewegen sich nun die Blo¨cke am Interface wei-
ter, wird diese physikalisch sinnvolle Anfangsbedingung zersto¨rt, da sich die berechneten
Variablenwerte mit den Gitterblo¨cken mit bewegen, was zu dem erho¨hten Fehler fu¨hrt. Fu¨r
na¨here Angaben mu¨ßte man den Zeitschritt noch weiter verfeinern, was jedoch wegen des
Clicking–Mesh–Verfahrens nicht mo¨glich ist ohne eine ra¨umliche Verfeinerung vorzunehmen.
Dies zeigt erneut den gro¨ßten Nachteil des Clicking–Mesh–Verfahrens. Bei der Abweichung
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Tabelle 3.7: Berechnete mittlere Umfangsgeschwindigkeiten und Druckdifferenzen aller drei
Zeitdiskretisierungsverfahren ohne bewegte Gitter fu¨r alle drei Zeitschrittweiten, sowie deren
relative Fehler zur zeitschrittweitenunabha¨ngigen Lo¨sung
FOFI ohne bewegte Gitter
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.16 1.938148 0.0388 0.5720829 0.1379
0.08 1.937778 0.0197 0.5724249 0.0782
0.04 1.937590 0.0100 0.5726188 0.0443
∞ 1.937396 0.98 0.5728727 0.82
SOFI ohne bewegte Gitter
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.16 1.937235 0.0086 0.5725970 0.0465
0.08 1.937359 0.0022 0.5727334 0.0227
0.04 1.937391 0.0006 0.5728000 0.0111
∞ 1.937402 1.95 0.5728636 1.03
CRNI ohne bewegte Gitter
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.16 1.937364 0.0021 0.5719836 0.1303
0.08 1.937395 0.0005 0.5723856 0.0601
0.04 1.937402 0.0002 0.5725710 0.0278
∞ 1.937404 2.15 0.5727297 1.12
handelt sich also im gewissen Sinn um einen zusa¨tzlichen ra¨umlichen Fehler gekoppelt mit
der Zeitschrittweite, dessen Auftreten von der Zeitschrittweite abha¨ngig ist. Ko¨nnte man
das Gitter verfeinern, wu¨rde auch die Sto¨rung der sinnvollen Anfangsbedingungen geringer
werden und somit auch der eingetragene Fehler.
Da die beiden anderen Verfahren mit anderen Zeitschrittweiten berechnet werden, ist es
no¨tig, um die richtige Bezugsgro¨ße zu erhalten, auch die Lo¨sungen ohne Gitterbewegung fu¨r
diese kleineren Zeitschrittweiten zu berechnen. Tabelle (3.7) zeigt die dabei erzielten Werte.
Fu¨r die mittlere Geschwindigkeit sieht man ein a¨hnliches Verhalten wie mit gro¨ßeren Zeit-
schritten, jedoch sind die relativen Fehler kleiner, da jetzt auch die zeitliche Auflo¨sung feiner
ist. Es ist jedoch anzumerken, daß die Ordnungen fu¨r den mittleren Druck des Three–Point–
Backward und Crank–Nicolson–Verfahren nur noch etwas u¨ber eins liegt. Der Grund dafu¨r ist
weiterhin, daß sich die Lo¨sung des gro¨ßeren Zeitschritts noch nicht im Bereich des asympto-
tischen Lo¨sungsverhalten befindet und damit bei der Bestimmung der Ordnung zu falschen
Ergebnissen fu¨hrt. Die schlechtere Kondition des Gleichungssystems fu¨r die Druckkorrektur
im SIMPLE–Verfahren fu¨hrt dazu, daß sich der Lo¨sungsfehler in der Druckdifferenz bemerk-
bar macht, wa¨hrend die gu¨nstigeren Gleichungssysteme zur Berechnung der Geschwindig-
keiten noch genau genug gelo¨st werden. Die hier berechneten zeitschrittweitenunabha¨ngigen
Lo¨sungen dienen wieder als Bezugsgro¨ßen fu¨r die relativen Fehler des Deforming–Mesh und
des Sliding–Mesh–Verfahrens.
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Tabelle 3.8: Berechnete mittlere Umfangsgeschwindigkeiten und Druckdifferenzen aller drei
Zeitdiskretisierungsverfahrenmit Deforming–Mesh fu¨r alle drei Zeitschrittweiten, sowie deren
relative Fehler zur zeitschrittweitenunabha¨ngigen Lo¨sung
FOFI mit Deforming–Mesh–Verfahren
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.16 1.936367 0.0531 0.5720009 0.0143
0.08 1.935940 0.0751 0.5725135 0.0753
0.04 1.935699 0.0876 0.5734191 0.2336
∞ 1.935387 0.1037 – –
SOFI mit Deforming–Mesh–Verfahren
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.16 1.935453 0.1006 0.5727434 0.0210
0.08 1.935472 0.0996 0.5730154 0.0265
0.04 1.935449 0.1008 0.5720137 0.1484
∞ – – – –
CRNI mit Deforming–Mesh–Verfahren
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.16 1.935598 0.0932 0.5737354 0.1756
0.08 1.935318 0.1077 0.5715987 0.1975
0.04 1.935433 0.1017 0.5725716 0.0276
∞ – – – –
Tabelle (3.8) zeigt ein a¨hnliches Bild wie fu¨r das Clicking–Mesh–Verfahren. Es konnte nur
fu¨r die mittleren Geschwindigkeiten und dem impliziten Euler Verfahren eine Ordnung und
eine unabha¨ngige Lo¨sung bestimmt werden. Betrachtet man sich die Geschwindigkeiten, ist
zu erkennen, daß das FOFI Verfahren gegen einen Wert konvergiert, dessen Fehler etwa 0.1%
betra¨gt. Fu¨r die beiden anderen Zeitdiskretisierungsverfahren wird fu¨r alle Zeitschrittweiten
ein nahezu konstanter Fehler von 0.1% angezeigt. Dies liegt daran, daß beim impliziten Eu-
ler Verfahren der zeitliche Diskretisierungsfehler noch Einfluß auf den Wert der mittleren
Geschwindigkeiten hat, wa¨hrend dieser Fehler bei den Verfahren ho¨herer Ordnung bereits
so klein wird, daß quasi nur noch der durch das Deforming–Mesh–Verfahren eingetragene
Fehler sichtbar ist. Fu¨r den Druck ist bei den gegebenen Zeitschrittweiten kein konkretes
Verhalten sichtbar. Anhand der vorliegenden Daten ist zu vermuten, daß die Druckdifferenz
auch einen konstanten eingetragen Fehler entha¨lt. Der Fehler wird durch die Nichtorthogona-
lita¨t erzeugt, die zu dem betrachteten Zeitpunkt t0 vorliegt, da sich in diesem Verfahren die
Gitterlinien am Interface verzerren. Speziell im Fall fu¨r den mittleren Druck wirken sich die
Verzerrungen im Gitter kritisch aus, wie es in [21] nachzulesen ist. Die entstehenden Druck-
spitzen, sichtbar in Abbildung (3.12(a)), sind der Grund fu¨r das unregelma¨ßige Verhalten
der mittleren Druckdifferenz. Im Vergleich dazu zeigt Abbildung (3.12(b)) den monotonen
Verlauf des Druckprofils beim Sliding–Mesh, da bei diesem Verfahren die Gitter nicht ver-
zerrt werden. Dies ist ein Nachteil des Deforming–Mesh–Verfahrens, welcher aber durch eine















































Abbildung 3.12: Verhalten der Druckverla¨ufe am Interface fu¨r Deforming und Sliding–Mesh
neue Interpolationsmethode [21] bei der Diskretisierung minimiert werden kann, die aber fu¨r
diese Arbeit nicht implementiert wurde. Der Fehler kann wie beim Clicking–Mesh–Verfahren
durch eine Verfeinerung des numerischen Gitters verkleinert werden, da die Gitterlinien in
diesem Fall nicht mehr so sehr verzerrt werden.
Der Vorteil des Sliding–Mesh–Verfahrens ist nicht nur in Abbildung (3.12) zu erkennen son-
dern auch in Tabelle (3.9). Es ist mo¨glich fu¨r alle Verfahren eine Ordnung und eine zeitschritt-
weitenunabha¨ngige Lo¨sung zu berechnen. Wie schon bei den vorhergehenden Verfahren zeigt
auch das Sliding–Mesh einen konstant eingetragenen Fehler, der wieder unabha¨ngig von der
verwendeten Zeitdiskretisierung ist. Das Sliding–Mesh–Verfahren konvergiert in allen Fa¨llen
mit einer a¨hnlichen Ordnung wie die Berechnungen ohne Gitterbewegung. Es ist zu erken-
nen, daß fu¨r die Geschwindigkeiten ein zusa¨tzlicher Fehler von ca. 0.21% und fu¨r den Druck
ein Fehler von ca. 0.18% eingetragen wird. Dieser Fehler entsteht durch die Interpolation
der Werte fu¨r die Hilfskontrollvolumen und kann, wie bei den beiden anderen Verfahren mit
einer Gitterverfeinerung verkleinert werden.
Insgesamt ist u¨ber die Verfahren zu sagen, daß der eingetragene Fehler in allen Fa¨llen sehr
klein ist. Das bedeutet, daß alle Verfahren fu¨r die Berechnung von technischen Stro¨mungen
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Tabelle 3.9: Berechnete mittlere Umfangsgeschwindigkeiten und Druckdifferenzen mit
Sliding–Mesh aller drei Zeitdiskretisierungsverfahren fu¨r alle drei Zeitschrittweiten, sowie
deren relative Fehler zur zeitschrittweitenunabha¨ngigen Lo¨sung
FOFI mit Sliding–Mesh–Verfahren
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.16 1.933953 0.1778 0.5710228 0.3229
0.08 1.933591 0.1964 0.5713696 0.2624
0.04 1.933404 0.2060 0.5715645 0.2284
∞ 1.933204 0.2164 0.5718146 0.1847
SOFI mit Sliding–Mesh–Verfahren
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.16 1.933044 0.2249 0.5715417 0.2308
0.08 1.933173 0.2183 0.5716793 0.2067
0.04 1.933205 0.2166 0.5717460 0.1951
∞ 1.933216 0.2161 0.5718088 0.1841
CRNI mit Sliding–Mesh–Verfahren
∆t uφ e(uφ) ∆p e(∆p)
[s] [10−3m/s] [%] [10−2Pa] [%]
0.16 1.933174 0.2183 0.5709305 0.3141
0.08 1.933209 0.2165 0.5713322 0.2440
0.04 1.933216 0.2162 0.5715173 0.2117
∞ 1.933218 0.2161 0.5716755 0.1841
verwendet werden ko¨nnen, da dort dieser eingetragene Fehler vernachla¨ssigbar ist. Da die
Implementierung des Clicking–Mesh–Verfahrens in der Regel am einfachsten durchzufu¨hren
ist kann dieses Verfahren verwendet werden, wenn die notwendige zeitliche Auflo¨sung der
Simulation zu keiner unno¨tig hohen Anzahl an Kontrollvolumen fu¨hrt. Eine typische An-
wendung fu¨r das Clicking–Mesh ist die Berechnung von Ru¨hrkesseln. In diesem Fall liegt im
Allgemeinen eine konstante Winkelgeschwindigkeit vor, was zu einer bestimmten Zeitschritt-
weite fu¨hrt. Vorgestellt wird dies in Abschnitt 4.3 anhand des InterMIG–Ru¨hrers. Handelt es
sich aber um eine wirkliche Fluid–Struktur–Wechselwirkung, kann weder eine Position, noch
eine Winkelgeschwindigkeit des Objekts vorhergesagt werden. Aus diesem Grund stehen nur
noch das Deforming–Mesh und Sliding–Mesh zur Verfu¨gung. Das in dieser Arbeit vorgestell-
te Beispiel eines Flu¨gelradza¨hlers in Kapitel 6 ist eine solche technische Anwendung. Da die
in Abbildung (3.12(a)) gezeigten Druckspitzen eine Einfluß auf die Bewegung des Flu¨gelrads
haben ko¨nnen, wird dort das Sliding–Mesh–Verfahren gewa¨hlt.
3.4.3 Effizienz
Neben der Genauigkeit eines numerischen Verfahrens ist dessen Effizienz ein weiterer wich-
tiger Punkt. Eine Frage ist, wie das Verha¨ltnis des Rechenaufwands zwischen den einzelnen
Verfahren ist. Im Falle der Verfahren zur Gitterbewegung ist eine weitere interessante Fra-
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gestellung, wie groß der Einfluß der Gitterverzerrung beim Deforming–Mesh–Verfahren oder
der Interpolation beim Sliding–Mesh–Verfahren auf das Konvergenzverhalten bzw. die Ge-
samtrechenzeit ist.
Quasi–Clicking
Um den Einfluß der zusa¨tzlichen Operationen abscha¨tzen zu ko¨nnen, mu¨ssen alle Verfah-
ren zur Gitterbewegung mit dem selben Zeitschritt und auf dem selben numerischen Gitter
berechnet werden. Die untersuchte Problemstellung ist in diesem Fall wieder das stationa¨re
Problem mit der Winkelgeschwindigkeit Ω, ohne die U¨berlagerung Ωt. Die Rechnungen wur-
den instationa¨r durchgefu¨hrt, solange bis ein stationa¨rer Zustand erreicht wurde. Dieser
Zustand wurde dadurch bestimmt, daß alle Verfahren nur noch eine Iteration beno¨tigen, um
einen Zeitschritt zu beenden. Fu¨r diesen Vergleich wurde bis zum Zeitschritt 826 gerechnet,
mit der mittleren Zeitschrittweite von ∆t = 0.3636103s. Das verwendete Gitter ist wieder
das Gitter aus der Genauigkeitsanalyse mit 34560 Kontrollvolumen. Aufgrund der Kopp-
lung von zeitlicher und ra¨umlicher Auflo¨sung des Clicking–Mesh–Verfahrens fu¨hrt dies dazu,
daß Deforming und Sliding–Mesh ebenfalls nur noch von Gitterlinie zu Gitterlinie sprin-
gen und somit zu einem Quasi–Clicking–Mesh–Verfahren degenerieren. Da jedoch fu¨r diese






Verfahren die zusa¨tzlichen Operationen trotzdem ausgefu¨hrt werden, erha¨lt man dadurch
den zusa¨tzlichen Rechenaufwand. Die Rechenzeiten und relativen Unterschiede der Verfah-
ren sind in Tabelle (3.10) aufgelistet. Diese Rechnungen wurden auf einer SUN Ultra 1/170
Workstation durchgefu¨hrt. Die zweite Spalte der Tabelle zeigt die absoluten Rechenzeiten
in Sekunden, wa¨hrend die dritte Spalte die relativen Abweichungen der Rechenzeiten be-
zogen auf das Clicking–Mesh–Verfahren beinhaltet. Die Tabelle zeigt, daß wie erwartet das
Clicking–Mesh–Verfahren in diesem Fall die ho¨chste Effizienz besitzt, da keine zusa¨tzlichen
Rechenoperationen durchgefu¨hrt werden mu¨ssen. Das Deforming–Mesh ist nur unwesentlich
langsamer als das Clicking–Mesh. Dies liegt daran, daß zu Beginn eines jeden Zeitschritts
das Gitter fu¨r das Deforming–Mesh–Verfahren aufgrund mo¨glicher Verzerrungen angepaßt
werden muß. Das Sliding–Mesh–Verfahren ist um ca. 2% langsamer als das Clicking–Mesh–
Verfahren und damit auch langsamer als das Deforming–Mesh–Verfahren. Der Grund hierfu¨r
liegt in den zusa¨tzlichen Interpolationen, die beim Gleiten der Kontrollvolumen wa¨hrend ei-
ner jeden Blockkommunikation durchgefu¨hrt werden mu¨ssen.
Direkter Vergleich
Der in Tabelle (3.10) dargestellte Vergleich gibt den zusa¨tzlichen Aufwand fu¨r Deforming–
Mesh und Sliding–Mesh wieder. Die Auswirkungen der zusa¨tzlichen Verzerrungen, Interpo-
lationen oder Spru¨nge auf das Konvergenzverhalten des gesamten Systems wird in diesem
Abschnitt untersucht. Abbildung (3.13) zeigt in den drei Bildern die Rechenzeiten der Ver-
fahren zur Gitterbewegung fu¨r die einzelnen zeitlichen Auflo¨sungen ∆t, 2∆t und 4∆t und
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Abbildung 3.13: Balkendiagramme der Rechenzeiten fu¨r alle Verfahren bei unterschiedlicher
Zeitschrittweite
fu¨r die verwendeten Zeitdiskretisierungsverfahren. Auf der linken Seite eines jeden Bildes
ist der Vergleich der Rechenzeiten des herko¨mmlichen Berechnungsverfahrens ohne Gitter-
bewegung (Standard) und des Clicking–Mesh–Verfahrens bei den gro¨ßeren Zeitschrittweiten
gezeigt. Die rechte Seite zeigt den Vergleich des
”
Standard“–Verfahrens mit Deforming und
Sliding–Mesh. Die Bilder (3.13(a)) und (3.13(b)) besitzen die gleiche Skalierung der Rechen-
zeit, wa¨hrend Graphik (3.13(c)) aufgrund der geringeren Rechenzeiten eine andere Skalierung
der Koordinate besitzt. Die Rechnungen wurden auf verschiedenen Rechnersystemen durch-
gefu¨hrt. Die Rechenzeiten sind fu¨r eine bessere Vergleichbarkeit auf die Geschwindigkeit
eines Prozessors einer Compaq ES 40 mit 700 MHz Ev 7 Alphaprozessoren skaliert. Da kein
Rechner exklusiv zur Verfu¨gung stand, sind kleinere Ungenauigkeiten in der Zeitmessung zu
erwarten. Das generelle Verhalten der Verfahren kann aber durchaus erkannt werden.
Im Falle des Clicking–Mesh–Verfahrens ist zu sehen, daß die Rechenzeiten fu¨r 4∆t und 2∆t
im Vergleich zum herko¨mmlichen Verfahren durchaus a¨hnlich sind. Nur fu¨r das implizite
Euler–Verfahren ist ein leichter Anstieg der Rechenzeit zu erkennen. Im Falle des kleinsten
Zeitschritts ∆t ist fu¨r alle Zeitdiskretisierungsmethoden eine Erho¨hung der Rechenzeiten
sichtbar. Der Grund dafu¨r liegt im eingetragenen Fehler durch das Clicking–Mesh–Verfahren,
der zu einem ho¨heren Auslenken des Residuums und einer schlechteren Konvergenz fu¨hrt.
Fu¨r die implizite Euler–Zeitdiskretisierung schla¨gt dieser Fehler bereits bei der doppelten
Zeitschrittweite zu, was auch in der Rechnzeiterho¨hung in Abbildung (3.13(b)) sichtbar ist.
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Fu¨r ∆t zeigen alle Zeitdiskretisierungsverfahren einen Anstieg in der Rechenzeit, da laut
Tabelle (3.6) hier der Fehler in allen Zeitdiskretisierungsverfahren entsteht.
Im Falle des Deforming–Mesh– und Sliding–Mesh–Verfahrens zeigt sich bereits bei 4∆t
fu¨r alle Zeitdiskretisierungen eine Erho¨hung der Rechenzeit. Diese Erho¨hung liegt an dem
zusa¨tzlichen Rechenaufwand der Verfahren. Die Verkleinerung der Zeitschrittweite in den
Abbildungen (3.13(a)) und (3.13(b)) fu¨hrt zu einem starken Ansteigen der Rechenzeit beim
Deforming–Mesh–Verfahren, wa¨hrend das Sliding–Mesh–Verfahren im Verha¨ltnis dazu nur
einen leichten Anstieg der Rechenzeit verzeichnet.Das schlechte Abschneiden der Deforming–
Mesh–Methode liegt in der Verzerrung der Gitterlinien am Interface begru¨ndet. Die De-
formation der Kontrollvolumen fu¨hrt am Anfang eines jeden Zeitschritts zu einem Aus-
lenken der Flußbilanzen, da sich die Fla¨chennormalen der verzerrten Seiten a¨ndern. Die-
se anfa¨nglichen zusa¨tzlichen Fehler mu¨ssen vom Druckkorrekturverfahren gegla¨ttet werden,
was zusa¨tzlichen Rechenaufwand erfordert. Daru¨berhinaus entstehen, wie es in Abbildung
(3.12(a)) zu sehen ist, Druckspitzen am Interface, welche ebenfalls das Konvergenzverhalten
des SIMPLE–Verfahrens negativ beeinflussen ko¨nnen. Im Gegensatz dazu fu¨hrt das Sliding–
Mesh–Verfahren weder zu Druckspitzen noch zu einer Verzerrung des Gitters. Somit wird
das System nur durch den zusa¨tzlichen Interpolationsfehler ausgelenkt, was in diesem Fall
nicht so stark zu Buche schla¨gt. All dies fu¨hrt dazu, daß die Sliding–Mesh–Methode, obwohl
die Interpolation den gro¨ßten Aufwand an Rechenoperationen pro Zeitschritt fordert (siehe
Tabelle 3.10)) letztendlich effektiver ist als das Deforming–Mesh–Verfahren.
Wu¨rde man die selbe zeitliche Auflo¨sung fu¨r Clicking–Mesh fordern, wie sie fu¨r Sliding und
Deforming–Mesh verwendet wird, fu¨hrte dies zu einer ra¨umlichen Verfeinerung des nume-
rischen Gitters aufgrund der Kopplung von zeitlicher und ra¨umliche Diskretisierung. Dies
wu¨rde natu¨rlich zu wesentlich ho¨heren Rechenzeiten fu¨hren als fu¨r das Sliding–Mesh– oder
Deforming–Mesh–Verfahren.
Zum Abschluß dieses Abschnitts kann zusammenfassend gesagt werden, daß, wenn es mo¨glich
ist, mit Clicking–Mesh zu rechnen auch dieses Verfahren verwendet werden sollte. Fu¨hrt
jedoch eine gewu¨nschte zeitliche Auflo¨sung zu einer unno¨tig hohen ra¨umlichen Auflo¨sung,
oder kann es aufgrund nicht konstanter Gitterbewegung nicht verwendet werden, ist das
Sliding–Mesh–Verfahren am besten geeignet.
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Kapitel 4
Ru¨hrtechnik
Die nun folgenden technischen Stro¨mungen fallen in den Bereich des Ru¨hrens und Mischens
[27]. In der Ru¨hrtechnik wird allgemein ein rotierendes Element in einen mit Fluid gefu¨llten
Beha¨lter eingebracht und mittels eines Motors in Drehung versetzt. Die Form des Elements
und die geometrischen Charakteristika des Beha¨lters bestimmen die Stro¨mung des Fluids
im Beha¨lter. Aus Sicht der Kopplung von Strukturmechanik und Stro¨mungsmechanik liegt
in diesem Fall eine Bewegung des Festko¨rpers vor, welche eine Stro¨mung induziert. Die
Deformationen am Ru¨hrelement aufgrund auftretender Stro¨mungskra¨fte sind so klein, daß
sie vernachla¨ssigt werden ko¨nnen. Es handelt sich also um die erste Kategorie an technischen
Stro¨mungen, wie sie im Abschnitt 1.1 beschrieben wurden, fu¨r welche nur die Kopplung u¨ber
eine Festko¨rperbewegung betrachtet wird.
Die in der Mischtechnik auftretenden Ru¨hrwerke lassen sich grob in zwei Gruppen eintei-
len. Zum Einen in laminar betriebene Ru¨hrwerke und zum Anderen in turbulent betriebene
Ru¨hrwerke. Die laminaren Ru¨hrer werden meist im Bereich von sensiblen Fluiden einge-
setzt, wie zum Beispiel bei Polymerisationen oder in der Biotechnologie. In diesen Bereichen
ko¨nnen große Scherkra¨fte, wie sie in turbulenten Ru¨hrern auftreten, zu einem Zerreißen
der Polymerketten fu¨hren, oder den biologischen Tra¨ger zersto¨ren. Schon die oben erwa¨hn-
ten Anwendungsbereiche zeigen, daß laminare Ru¨hrer meist fu¨r nicht–Newtonsche Medien
eingesetzt werden. Im Gegensatz dazu werden turbulente Ru¨hrwerke dazu verwendet, eine
schnelle und gute Durchmischung zu erzeugen. Ihre Einsatzgebiete liegen bei Dispergier-
aufgaben, Emulgieraufgaben oder in chemischen Reaktoren mit schnellen Reaktionen. In
diesen Bereichen kommt es auf eine kurze Mischzeit und einen hohen Segregationsgrad an.
Fu¨r beide Arten von Ru¨hrwerken ist der notwendige Energieeintrag, um einen bestimmten
Stro¨mungszustand zu erzeugen, ein entscheidendes wirtschaftliches Kriterium. Dieser Ener-
gieeintrag wird mit Hilfe der Newtonzahl beschrieben, welche fu¨r die untersuchten Ru¨hrwerke
berechnet wird. Die numerisch bestimmte Newtonzahl wird fu¨r die folgenden Ru¨hrwerke mit
experimentellen Daten verglichen und die auftretenden Abweichungen werden diskutiert. Die
verwendeten experimentellen Daten wurden von der Firma Axiva zur Verfu¨gung gestellt.
Anschließend an die kurze Einfu¨hrung werden die verwendeten Berechnungsmo¨glichkeiten
der Newtonzahl vorgestellt [10]. Danach folgt die Vorstellung der Berechnung eines Wen-
delru¨hrers, einem laminar betriebenen Ru¨hrwerk. Den Abschluß dieses Kapitels bildet die
Berechnung der turbulenten Stro¨mung des InterMIG–Ru¨hrers als Vertreter der turbulen-
ten Ru¨hrwerke. Alle Berechnungen wurden mit dem CFD–Programm FASTEST der Firma
INVENT–Computing durchgefu¨hrt.
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4.1 Bestimmung der Newtonzahl
Die Newtonzahl ist eine dimensionslose Kennzahl aus der Ru¨hrtechnik, die ein Maß fu¨r den
Energieeintrag in ein Ru¨hrwerk darstellt, um eine bestimmte Eigenschaft der Stro¨mung bzw.
der Mischung zu gewa¨hrleisten. Da in einem Ru¨hrwerk die gesamte eingetragene Energie
dissipiert, ist der dadurch entstehende energetische Aufwand ein wichtiger Faktor fu¨r die
Betriebskosten eines Ru¨hrers. Mit Hilfe der numerischen Simulation von Ru¨hrwerken kann
dieser Faktor, sowie die Gu¨te der Mischung schon vorab abgescha¨tzt werden, ohne aufwendige








(b) Bilanz u¨ber Ru¨hrer
Abbildung 4.1: Ansa¨tze zur Berechnung der Newtonzahl
Newtonzahl [10] wird angenommen, daß die gesamte in den Ru¨hrer eingebrachte mechanische
Leistung im Fluid vo¨llig dissipiert, also zu einer (wenn auch nur a¨ußerst geringen) Erwa¨rmung





Hierbei ist die eingebrachte mechanische Leistung Pmech die einzige unbekannte Gro¨ße, da
die Dichte des Fluids ρ, die Ru¨hrerdrehzahl n sowie der Ru¨hrerdurchmesser dR vorgegeben
sind. Die mechanische Leistung Pmech la¨ßt sich aus den numerisch berechneten Stro¨mungs-
gro¨ßen auf zwei verschiedene Arten bestimmen: durch eine Integration der Dissipation u¨ber
das Gesamtvolumen des Fluids (vgl. Abbildung (4.1(a))) oder durch eine Integration des
Moments u¨ber die Oberfla¨che des Ru¨hrers und der Welle (vgl. Abbildung (4.1(b))). Aus-
gangspunkt der Berechnung der mechanischen Leistung Pmech ist die Impulsgleichung (2.8),
die mit der Geschwindigkeit ui multipliziert wird und auf die mechanische Energiegleichung































wobei wegen Gleichung (2.2) und der Vernachla¨ssigung der Volumenkra¨fte auf der rechten
Seite der Gleichung zwei Terme entfallen. Die Integralform der Energiegleichung ergibt sich
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dV + Pmech .
Dabei muß die zugefu¨hrte mechanische Leistung Pmech als zusa¨tzlicher Quellterm auf der
rechten Seite von Gleichung (4.3) eingefu¨hrt werden.
Legt man nun ein Kontrollvolumen um das gesamte Ru¨hrwerk (vgl. Abbildung 4.1(a)),




















Dies bedeutet, daß die gesamte in das Ru¨hrwerk eingebrachte mechanische Leistung voll-
sta¨ndig in Wa¨rme dissipiert, wie es der vorhergehenden Annahme entspricht.
Um die Energieabgabe des Ru¨hrers an das Fluid zu betrachten, legt man das Kontrollvo-
lumen unmittelbar um Ru¨hrer und Welle (vgl. Abbildung 4.1(b)). In der Energiegleichung
(4.3) bleiben dann nur noch zwei Oberfla¨chenintegrale erhalten, da die Flu¨sse und somit der
konvektive Transport in den Ru¨hrer Null ist. Der Zeitterm verschwindet aufgrund der kon-
stanten Drehgeschwindigkeit des Ru¨hrers. Eine Dissipation mechanischer Energie im Ru¨hrer
tritt ebenfalls nicht auf, wodurch das letzte Volumenintegral zu Null wird. Die Gleichung









τijui dSj . (4.5)
Mit den mechanischen Leistungen aus Gleichung (4.4) bzw. (4.5) kann die Newtonzahl
mit Gleichung (4.1) auf zwei verschiedene Weisen berechnet werden. Bei Anwendung von
Gleichung (4.4), d.h. bei einer Integration u¨ber das Volumen des Fluids, wird die New-
tonzahl im folgenden als Volumen–Newtonzahl NeV bezeichnet. Entsprechend wird mit
Hilfe von Gleichung (4.5), d.h. mittels einer Integration u¨ber die Ru¨hreroberfla¨che, die
Fla¨chen–Newtonzahl NeF berechnet. Theoretisch sollten beide Verfahren zum gleichen Er-
gebnis fu¨hren. Die Erfahrung zeigt jedoch, daß sich bei zu groben Gittern die beiden New-
tonzahlen durchaus unterscheiden ko¨nnen. In der Ru¨hrtechnik wird die Newtonzahl oft in
Abha¨ngigkeit von der Reynoldszahl Re angegeben. Dabei ist die Reynoldszahl u¨ber die Dreh-





4.2 Laminar betriebene Ru¨hrer
Dieser Abschnitt betrachtet exemplarisch einen Wendelru¨hrer als Vertreter der laminar be-
triebenen Ru¨hrwerke. Es werden die physikalischen Stoffeigenschaften vorgestellt, die be-
rechneten Newtonzahlen mit den experimentell bestimmten Newtonzahlen verglichen und
die charakteristischen Merkmale der Stro¨mung vorgestellt.
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4.2.1 Beschreibung des Wendelru¨hrer
Der hier untersuchte Wendelru¨hrer ist in Abbildung (4.2) dargestellt. Seine geometrische
Form wurde anhand von Datenbla¨ttern erzeugt. Das Fluid wird von zwei Wendeln, die
zueinander um 180◦ versetzt sind, bewegt, welche sich einmal um 360◦ um die Welle winden.
Die beiden Wendelbla¨tter enden an einem Bodenra¨umer, der sich der Klo¨pperbodenform
[16] des Kessels anpaßt. Dieser Bodenra¨umer soll Ablagerungen am Kesselboden verhindern.
Sowohl zwischen Bodenra¨umer und Klo¨pperboden als auch zwischen den Wendeln und der
Kesselwand befindet sich ein schmaler Spalt, damit sich der Ru¨hrer unbehindert drehen
kann.
Der Wendelru¨hrer wird hauptsa¨chlich fu¨r das Mischen von hochviskosen Medien eingesetzt,
die daru¨berhinaus noch nicht–Newtonschen Charakter haben. Somit liegt der Einsatzbereich
des Ru¨hrers z. B. in der Biotechnologie oder der Herstellung von Polymeren. In diesen Be-
reichen muß ebenfalls gewa¨hrleistet sein, daß die Scherung des Fluids nicht zu groß wird,
da sonst beispielsweise die biologischen Tra¨ger oder die Polymerketten zersto¨rt werden. Auf-
grund der hohen Viskosita¨ten und der Forderung nach geringen Scherkra¨ften wird dieses
Ru¨hrwerk hauptsa¨chlich bei laminaren Reynoldszahlen betrieben. Die Form der Wendeln
Abbildung 4.2: Ansicht auf einen Wendelru¨hrer
soll eine axiale und azimutale Fo¨rderung des Mediums bewirken. Auf diese Weise wird eine
Art Umwa¨lzung des gesamten Fluids gewa¨hrleistet. Dies erleichtert die Wa¨rmeabfuhr bei
den oben erwa¨hnten biologischen Prozessen oder den Polymerisationen und garantiert eine
gute Durchmischung.
4.2.2 Numerisches Modell des Wendelru¨hrers
Der zu untersuchende Wendelru¨hrer besitzt wie schon in Abbildung (4.2) gezeigt zwei sich um
die Welle windende Wendeln. Die wichtigsten geometrischen Abmessungen sind in Tabelle
(4.1) angegeben. Fu¨r diese geometrischen Parameter werden 5 verschiedene Reynoldszahlen
untersucht und die dabei berechnete Newtonzahl mit den entsprechenden experimentellen
Newtonzahlen verglichen. Abbildung (4.3) zeigt die von der Firma Axiva gelieferten Meß-
werte im doppelt-logarithmischen Maßstab. Die Werte fu¨r den Vergleich mit den simulierten
Ergebnissen werden von der Regressionslinie abgelesen. Der experimentell erstellte Zusam-
menhang zwischen Reynolds- und Newtonzahl zeigt einen linearen Verlauf bis Re = 30,
und knickt anschließend fu¨r ho¨here Werte leicht ab. Diese Regressionslinie verla¨uft vor dem
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Tabelle 4.1: Geometrische Abmessungen des Wendelru¨hrers
a¨ußerer Durchmesser der Wendeln 0.270m
Gesamtho¨he der Wendeln 0.345m
Breite der Wendeln 0.024m
Eintauchtiefe des Ru¨hrers 0.410m
Durchmesser des Kessels 0.300m
Fu¨llho¨he des Kessels 0.600m
Knick sehr genau durch die experimentell ermittelten Werte, dahinter ist allerdings eine
gro¨ßere Streuung zu erkennen. Fu¨r die Berechnung wurden die in Tabelle (4.2) aufgefu¨hrten
Testfa¨lle mit den zugeho¨rigen Drehzahlen ausgesucht. Das Modellfluid besitzt eine Dichte
von ρ = 1050kg/m
3
und eine dynamische Viskosita¨t von η = 50Pas. Ein nicht–Newtonsches
Verhalten des Fluids konnte nicht beru¨cksichtigt werden, da in dem verwendeten Stro¨mungs-
berechnungsprogramm keine entsprechenden Modelle zur Verfu¨gung standen. Die gewa¨hlten
Fluideigenschaften entsprechen in etwa den Bedingungen bei einem Polymerisationsprozeß.
Wa¨rmeentwicklung und Wa¨rmeu¨bergang werden fu¨r diese Rechnungen nicht beru¨cksichtigt.
Abbildung 4.3: Experimentelle Newtonzahl fu¨r den Wendelru¨hrer
Der erste Schritt zur Durchfu¨hrung einer Simulation ist die Diskretisierung des Berech-
nungsgebietes. Im Fall des Wendelru¨hrer liegt eine Symmetrie zur Drehachse des Ru¨hrers
vor, die bei der Erstellung des numerischen Gitters ausgenutzt werden kann, indem nur
eine Ha¨lfte (180◦ Segment) des Ru¨hrwerks berechnet werden muß und somit Kontrollvo-
lumen und Rechenzeit eingespart werden kann. Die Diskretisierung des Wendelru¨hrers mit
blockstrukturierten Gittern hat zu einem numerischen Gitter mit sechs Blo¨cken gefu¨hrt. Fu¨r
die Berechnungen wurden zwei Gitterebenen mit ca. 28000 und ca. 226000 Kontrollvolu-
men verwendet. An den Wa¨nden des Kessels und des Ru¨hrers wurden Haftrandbedingungen
verwendet. Die Fluidoberfla¨che wird mit einer Symmetrierandbedingung modelliert. Fu¨r die
Fla¨chen in den Schnittebenen des 180◦–Segments sind periodische Randbedingungen ver-
wendet worden, die den Stro¨mungszustand zwischen den Segmentfla¨chen synchronisieren.
Da sich keine Stromsto¨rer im Kessel befinden, kann das gesamte Ru¨hrwerk in einem mit
dem Wendelru¨hrer rotierenden Koordinatensystem berechnet werden. Dies hat den Vorteil,
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daß keine Geschwindigkeiten am Ru¨hrer definiert werden mu¨ssen und vorallem, daß kein Ver-
fahren zur Gitterbewegung eingesetzt werden muß. Da sich der Kessel in einem stationa¨ren
Referenzsystem nicht bewegt muß dieser sich im rotierenden System entgegengesetzt drehen.
Der Vorteil des drehenden Kessels im Gegensatz zum drehenden Ru¨hrer liegt darin, daß der
rotierende Kessel nur Scherung erzeugt und kein Fluid verdra¨ngt was numerisch leichter zu
beschreiben ist.
Tabelle 4.2: Testfa¨lle fu¨r die Berechnungen des Wendelru¨hrer
Testfall 1 2 3 4 5
Drehzahl [1/s] 1.96 16.3 32.7 65.3 98.0
Reynoldszahl 3 25 50 100 150
Es wird davon ausgegangen, daß sich fu¨r niedrige Reynoldszahlen mit der Zeit ein stati-
ona¨rer Stro¨mungszustand einstellt. Zur U¨berpru¨fung dieser Annahme wird auf dem groben
Gitter fu¨r den fu¨nften Fall eine instationa¨re Berechnung ausgefu¨hrt, da dieser Fall mit der
ho¨chsten Reynoldszahl am wahrscheinlichsten zu instationa¨ren Verhalten neigt. Abbildung
















Abbildung 4.4: Instationa¨re Rechnung fu¨r Re = 150 des Wendelru¨hrer
(4.4) zeigt den Verlauf der Newtonzahlen aus Fla¨chenberechnung und Volumenberechnung
u¨ber der Anzahl der Umdrehungen. Die Zeitschrittweite betra¨gt 1.206 ∗ 10−3s, was bei der
vorliegenden Geometrie und Reynoldszahl einer Zehntel Umdrehung des Ru¨hrers entspricht.
Insgesamt werden zehn vollsta¨ndige Umdrehungen berechnet. Die experimentelle Lo¨sung ist
durch die horizontale Linie bei Ne = 2.7 gegeben. Wie dem Plot zu entnehmen ist, na¨hert
sich die instationa¨re Lo¨sung bereits nach 4 Umdrehungen der stationa¨ren Lo¨sung an und
bleibt konstant. Mit dieser Simulation wurde gezeigt, daß keine zeitabha¨ngige Stro¨mungen
zu erwarten sind, und die stationa¨re Behandlung der numerischen Simulation gerechtfertigt
ist.
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4.2.3 Ergebnisse des Wendelru¨hrer
In diesem Abschnitt werden nun die experimentell ermittelten und die berechneten New-
tonzahlen miteinander verglichen. Danach werden noch die Stro¨mungsverha¨ltnisse im Wen-
delru¨hrer ero¨rtert.
Vergleich der Newtonzahlen
Die experimentell ermittelten und die berechneten Newtonzahlen sind in Tabelle (4.3) fu¨r alle
Testfa¨lle aufgelistet. Die numerisch berechneten Newtonzahlen sind fu¨r Gitter 1 mit ca. 28000
KV und Gitter 2 mit ca. 226000 KV angegeben. Die Newtonzahlen auf dem jeweiligen Gitter
sind wiederum unterteilt in die zwei Berechnungsarten. Fla¨che entspricht der Berechnung
Tabelle 4.3: Berechnete Newtonzahlen fu¨r die fu¨nf Testfa¨lle des Wendelru¨hrers fu¨r beide
Gitter und beide Berechnungsverfahren der Newtonzahl
Fall Re Messung Newton-Zahl
Gitter 1 Gitter 2
Fla¨che Volumen Fla¨che Volumen
1 3 88.95 91.50 86.22 96.46 94.31
2 25 10.20 11.50 10.83 12.13 11.87
3 50 5.96 6.20 5.82 6.53 6.39
4 100 3.84 3.57 3.32 3.74 3.65
5 150 2.71 2.68 2.47 2.80 2.73
der Newtonzahl u¨ber das Drehmoment auf den Ru¨hrer nach Gleichung (4.5) und Volumen
repra¨sentiert die Berechnung der Newtonzahl u¨ber die Dissipation nach Gleichung (4.4).
Betrachtet man die Unterschiede der Newtonzahlen vom groben Gitter zum feinen Gitter,
ist zu erkennen, daß sich die Fla¨chen–Newtonzahlen noch um ca. 5% a¨ndern, wa¨hrend sich
die Volumen–Newtonzahl noch um ca. 10% a¨ndert. Dies la¨ßt sich dadurch erkla¨ren, daß
in der Berechnung der Volumen–Newtonzahl alle Kontrollvolumen eingehen, wa¨hrend fu¨r
die Fla¨chen–Newtonzahl nur die Kontrollvolumen um den Ru¨hrer ausschlaggebend sind. Da
außerdem die Gitter in den ru¨hrerfernen Bereichen gro¨ber sind als um den Wendelru¨hrer,
werden fu¨r die Volumen–Newtonzahl gro¨ßere Diskretisierungsfehler aufsummiert. Aus diesem
Grund na¨hern sich auch die Fla¨chen–Newtonzahl und die Volumen–Newtonzahl auf den
feineren Gittern gegenseitig an. Fu¨r den Fall eines unendlich feinen Gitters wu¨rden beide
Werte zusammenfallen, was physikalisch notwendig ist, da es sich in beiden Fa¨llen um den
gleichen Energieeintrag handeln muß.
Fu¨r den Vergleich der experimentellen mit den berechneten Newtonzahlen werden in Tabelle
(4.4) die relativen Abweichungen der berechneten Newtonzahlen von den experimentellen
Werten angegeben. Dabei ist zu sagen, daß bereits die experimentellen Werte mit einer
Streuung von ca. 10% behaftet sind. Außerdem wurden die experimentellen Werte aus der
Abbildung (4.3) ermittelt, woraus ein zusa¨tzlicher Ablesefehler resultiert. An Tabelle (4.4)
ist trotzdem zu erkennen, daß die meisten berechneten Werte unter 10% Abweichung liegen,
sich also innerhalb der Toleranz der Meßwerte bewegen. Die Berechnungen auf dem feineren
zweiten Gittern fu¨hrt nur in den letzten beiden Fa¨llen zu einer Reduktion der relativen
Abweichungen und somit zu einer Anna¨herung an die experimentellen Newtonzahlen. Dieses
Verhalten ist zum Einen in der Streuung der Meßwerte begru¨ndet und wird zum Anderen
noch durch die Ablesefehler noch versta¨rkt. Insgesamt ist zu sagen, daß die numerischen
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Tabelle 4.4: relative Abweichung der berechneten Newtonzahlen von den experimentellen
Werten fu¨r den Wendelru¨hrer
Fall Re Rel. Abweichung in [%]
Gitter 1 Gitter 2
Fla¨che Volumen Fla¨che Volumen
1 3 2.87 3.07 8.44 6.03
2 25 12.75 6.18 18.92 16.37
3 50 4.03 2.35 9.56 7.21
4 100 7.03 13.54 2.60 4.95
5 150 1.12 8.86 3.32 0.74
Ergebnisse sehr gut mit den experimentellen Daten u¨bereinstimmen. Dies ist ein Indiz dafu¨r,
daß die im na¨chsten Abschnitt pra¨sentierten Stro¨mungsgro¨ßen ebenfalls keinen großen Fehler
aufweisen.
Verhalten der Stro¨mung
In diesem Unterabschnitt werden die Geschwindigkeitskomponenten in radialer, azimuta-
ler und axialer Richtung betrachtet. Obwohl die Rechnungen aufgrund der Periodizita¨t nur
auf dem halben Gitter erfolgt sind, werden die graphischen Darstellungen auf das gesamte
Ru¨hrergebiet erweitert, was dem besseren Versta¨ndnis der beschriebenen Verha¨ltnisse dient.
Die jeweilige Position des Ru¨hrers ist dabei nicht von Interesse, da stationa¨re Ergebnisse
betrachtet werden. Aufgrund des geringeren Diskretisierungsfehlers werden nur die Ergeb-
nisse der Berechnung des zweiten Gitters betrachtet. Wegen der Menge an Daten fu¨r alle
Testfa¨lle werden wir uns hier auf die Fa¨lle 1 und 5, also Re = 3 und Re = 150, beschra¨nken,
da zwischen diesen beiden Fa¨llen die gro¨ßten Unterschiede in den Stro¨mungsverha¨ltnissen
auftreten. Fu¨r jede dargestellte Gro¨ße werden drei Schnittebenen gezeigt: z = −11mm,
Abbildung 4.5: 3D-Darstellung der Schnitte durch den Wendelru¨hrer
z = 45mm und z = 444mm, wobei sich der Ursprung des Koordinatensystems auf der Dreh-
achse des Ru¨hrers auf Ho¨he der oberen Kante des Bodenra¨umers befindet. Diese Schnit-
tebenen wurden gewa¨hlt, da sich das Stro¨mungsfeld in drei unterschiedliche Teile aufspalten
la¨ßt. Der erste Schnitt befindet sich 11mm unterhalb der oberen Kante des Bodenra¨umers
und repra¨sentiert die Stro¨mung im Bodenra¨umerbereich. Der zweite Abschnitt ist der soge-
nannte Wendelbereich, in dem die Stro¨mung durch die Wendeln angetrieben wird. Da sich
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die Verha¨ltnisse entlang der Wendel nicht a¨ndern, kommt es nicht darauf an welche horizon-
tale Schnittebene betrachtet wird. Die Stro¨mungsverha¨ltnisse werden hier 45mm u¨ber der
Kante des Bodenra¨umers gezeigt. Der dritte und letzte Stro¨mungsbereich liegt oberhalb der
Wendeln und wird von der Schnittebene z = 444mm repra¨sentiert, die sich 444mm u¨ber der
Bodenra¨umeroberkante befindet. In diesem Bereich zeigt sich eine starke Abha¨ngigkeit des
Stro¨mungsfelds von der Reynoldszahl. Abbildung (4.5) zeigt die oben beschriebenen Schnit-
te in einer dreidimensionalen Ansicht und dient in erster Linie zur Veranschaulichung der
Schnittpositionen im Ru¨hrwerk. Die dargestellte Variable ist die Axialgeschwindigkeit.









0.064 0.256 0.447 0.639 0.831 1.022 1.214 1.406 1.597
(b) Wendelbereich
0.005 0.021 0.037 0.053 0.069 0.086 0.102 0.118 0.134
(c) Oberer Bereich
Abbildung 4.6: Tangentialgeschwindigkeiten im Ru¨hrkessel fu¨r Re = 3
-0.251 0.691 1.634 2.577 3.519 4.462 5.405 6.348 7.290
(a) Bodenra¨umerbereich
-0.251 0.691 1.634 2.577 3.519 4.462 5.405 6.348 7.290
Re=150
(b) Wendelbereich
0.076 0.302 0.529 0.756 0.982 1.209 1.436 1.662 1.889
(c) Oberer Bereich
Abbildung 4.7: Tangentialgeschwindigkeiten im Ru¨hrkessel fu¨r Re = 150
Im Folgenden werden die einzelnen Geschwindigkeitskomponenten fu¨r die beiden Reynolds-
zahlen gegenu¨ber gestellt. So zeigen die Abbildungen (4.6) und (4.7) die Verteilungen der
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Umfangsgeschwindigkeit in den drei Schnittebenen. Die Stro¨mung im Bodenra¨umerbereich
zeigt die ho¨chsten Umfangsgeschwindigkeiten an den Außenkanten des Bodenra¨umers. Bei
Re = 3 gelingt es dem Bodenra¨umer noch nicht eine Rotation des Fluids zu erzeugen. Ab-
bildung (4.6(a)) zeigt deutlich die dunklen Bereiche niedriger Umfangsgeschwindigkeit. Im
Gegensatz dazu dehnen sich die hellen Bereiche hoher Umfangsgeschwindigkeit bei Re = 150
(Abbildung (4.7(a))) bis in die freien Regionen des Kessels aus. Es ist ansatzweise eine Art
Starrko¨rperrotation zu erkennen.









-0.253 -0.185 -0.117 -0.049 0.020 0.088 0.156 0.224 0.292
(b) Wendelbereich
-0.085 -0.070 -0.055 -0.040 -0.025 -0.010 0.005 0.020 0.035
(c) Oberer Bereich
Abbildung 4.8: Radialgeschwindigkeiten im Ru¨hrkessel fu¨r Re = 3
-0.836 -0.264 0.307 0.879 1.450 2.021 2.593 3.164 3.736
(a) Bodenra¨umerbereich
-1.402 -1.169 -0.937 -0.705 -0.473 -0.241 -0.009 0.223 0.455
Re=150 mit Wendelaufloesung
(b) Wendelbereich
-0.306 -0.269 -0.232 -0.195 -0.159 -0.122 -0.085 -0.048 -0.012
(c) Oberer Bereich
Abbildung 4.9: Radialgeschwindigkeiten im Ru¨hrkessel fu¨r Re = 150
Fu¨r dieses Ru¨hrwerk ist diese Geschwindigkeitskomponente am wichtigsten, da dadurch die
Durchmischung des Mediums bzw. die Suspendierung von Feststoffpartikeln vom Kesselbo-
den gewa¨hrleistet wird. Fu¨r die Stro¨mung im Bereich der Wendeln bei beiden Reynoldszahlen
