Abstract. The classical Strichartz estimates for the free Schrödinger propagator have recently been substantially generalised to estimates of the form
Introduction and main results

Introduction. The classical Strichartz estimates for the free Schrödinger propagator e
it∆ may be stated as [17] , and all other allowable estimates follow by interpolation with the trivial estimate at (p, q) = (∞, 1). When d = 2, the estimate fails at the endpoint (p, q) = (1, ∞) (see, for example, [28] ), and when d = 1, the estimate at (p, q) = (2, ∞) is true.
Date: August 21, 2017. 1 A B means A ≤ CB for an appropriate constant C Recently, these estimates have been substantially generalised to the context of orthonormal systems (f j ) j in L 2 (R d ) in work of Frank-Lewin-Lieb-Seiringer [13] and Frank-Sabin [14] , resulting in the following. 
holds for all orthonormal systems (f j ) j in L 2 (R d ) and all sequences λ = (λ j ) j in α (C). This is sharp in the sense that, for such p, q, the estimate fails for all α > and fails when α = 2q q+1 .
To be more precise with regard to attribution, the range q ∈ [1, d+2 d ] was established first in [13] , as well as the necessary condition α ≤ 2q q+1 and the failure of (q, α) = ( [14] .
We remark that (1.2) may be considered in terms of a square function estimate of the form
for orthogonal systems (f j ) j in L 2 (R d ). For a number of reasons, the formulation in (1.2) is more convenient; for example, later we make use of a semi-classical limiting argument to connect such estimates to Strichartz estimates for the velocity average ρF of the solution F of the kinetic transport equation (see the forthcoming Proposition 5.1) and from this viewpoint, (1.2) is more natural.
The idea of extending classical functional inequalities to orthonormal systems of input functions goes back to famous work of Lieb-Thirring [24] , where a generalisation of a certain Gagliardo-Nirenberg-Sobolev estimate to orthonormal systems of L 2 functions was established. The Lieb-Thirring inequalities are a key component in the proof of stability of matter; see, for example, [24] or the comprehensive survey by Lieb [23] for further details. In [22] , Lieb also obtained the estimate
, where q ∈ (1, ∞) and 2s = d − d q . Here, and throughout this paper, we use the notation |D| = √ −∆. For a single function input, (1. 3) reduces to a classical Sobolev embedding estimate. The driving motivation for extending fundamental estimates to orthonormal systems has come from quantum mechanics, since such systems give a description of independent fermions in euclidean space. We refer the reader to [13] and [14] for further details, along with work of Lewin-Sabin in [20] and [21] , where the estimates in Theorem 1.1 were applied to the theory of the Hartree equation for an infinite number of particles (see also the survey by Sabin [31] , along with [2] , [9] and [10] for related results).
Regarding the exponent α in Theorem 1.1, note that the triangle inequality and classical Strichartz estimate (1.1) imply
which gives (1.2) with α = 1 without making use of the orthogonality; the pertinent point here is to raise α as far as possible by capitalising on the orthogonality of the f j . Of course, the above "trivial" argument in (1.4) can be used for a larger range of q than the range q ∈ [1, where q is as large as possible (in this discussion, we are assuming d ≥ 3), the exponent α = 1 cannot be improved (see [15] ). It follows that q = d+1 d−1 plays the role of an endpoint in the context of (1.2). Indeed, interpolating (1.2) for q arbitrarily close to ) and any α < p; on the other hand, it was shown in [15] that (1.2) fails for α > p. 
holds for all orthonormal systems (f j ) j in L 2 (R d ) and all sequences λ = (λ j ) j in α (C). This is sharp in the sense that the estimate fails for all α > p.
Thus, for d ≥ 3 and q ∈ ( , the only remaining issue is the critical case α = p; such estimates would follow by interpolation if the following interesting conjecture (raised in [13] ; see also [15] ) were true. holds for all orthonormal systems (f j ) j in L 2 (R d ) and all sequences λ = (λ j ) j in p,1 (C).
Here, p,1 (C) is a Lorentz sequence space, and we clarify the meaning of this in the next section. We remark that the only argument we are aware of to obtain (1.5) with Such an argument is not completely obvious since real interpolation, in general, does not work well with mixed-norm Lebesgue spaces (see, for example, [11] ); in certain cases, real interpolation of mixed-norm spaces gives the expected outcome and we shall in fact use such cases in the proof of one of our main results in Theorem 1.5 below.
1.2.
Orthonormal data in Sobolev spaces. Our goal in this paper is to provide a more complete picture of the generalised Strichartz estimates for orthonormal systems. Firstly, we establish sharp estimates of the form
, or equivalently, estimates of the form (1.2) for orthonormal systems in the (homogeneous) Sobolev spaceḢ s (R d ); for such an estimate to be true, we need to assume the scaling condition
Of course, the single-function classical counterpart to such an estimate is
for which it is well known that (1.8) is necessary (by a scaling argument) as well as the condition s ∈ [0,
A precise understanding of the interaction between the smoothness parameter s and the exponent α will be derived, thus providing a natural extension of Theorems 1.1 and 1.2 to all admissible s. This question naturally arises if we consider Lieb's generalisation of the classical Sobolev estimate in (1.3); indeed, this implies
since (e it∆ f j ) j is also an orthonormal system for each fixed t ∈ R). Here, s ∈ [0, d 2 ) and 2s = d − d q . However, it is not clear to us how to induce estimates of the form (1.7) from this for general p and q with the sharp α. If Lieb's estimate (1.3) were achievable with the smaller quantity λ q on the right-hand side, then we would be able to obtain our desired goal; however, such an estimate fails (we will observe a somewhat stronger negative result in Proposition 7.1 below.)
Prior to stating our main results, we offer some words on why the estimates (1.7) for s > 0 offer some (perhaps unexpected) difficulties. In the case of the singlefunction estimate (1.9), one can proceed by first establishing the desired estimates for initial data which are frequency localised to annuli and upgrade to general data via Littlewood-Paley theory. It seems difficult to proceed in this way in the case of the generalised estimates (1.7) and we shall highlight this by showing, somewhat roughly speaking, that frequency localised estimates are true in almost all cases at the critical value of α, whereas on a certain critical line, we shall show that the desired estimates without the frequency localisation are not true. Despite this, we are able to obtain estimates of the form (1.7) with the sharp value of α (expect endpoints in certain cases) and our argument is based on upgrading the frequency localised estimates to general data and is carried out via a succession of interpolation arguments.
In order to state our results precisely, we establish some notation. 
) and the origin O = (0, 0). For points X j ∈ R 2 , j = 1, 2, 3, 4, we write
for line segments connecting X 1 and X 2 , including or excluding X 1 and X 2 as appropriate. We write X 1 X 2 X 3 for the convex hull of X 1 , X 2 , X 3 , and int X 1 X 2 X 3 for the interior of X 1 X 2 X 3 . Similarly, X 1 X 2 X 3 X 4 denotes the convex hull of X 1 , X 2 , X 3 , X 4 , and int X 1 X 2 X 3 X 4 denotes the interior of X 1 X 2 X 3 X 4 . In particular,
We remark that the line segment [B, A) corresponds to the range of estimates in Theorem 1.1, and (for d ≥ 3) the segment (A, D) corresponds to the range of estimates in Theorem 1.2.
Throughout the paper, we need the exponent α * (p, q) determined by
Note that if
, which is the sharp exponent in Theorem 1.1. Also, note that if ( 
Frequency localised estimates.
The following theorem contains our frequency localised estimates which are shown to be true in almost all admissible cases with the sharp value of α. In this statement, P is the operator given by P f (ξ) = φ(ξ) f (ξ), where φ is any nontrivial function belonging to
(
. This is sharp in the sense that the estimate fails for all α > α * (p, q).
. This is sharp in the sense that the estimate fails for all α > p.
The above theorem provides sharp estimates on all of the admissible region except the line segment [A, D] , where the estimate (1.10) is equivalent to the corresponding (strong-type) estimate without the localisation operator P via a simple scaling argument; in this case, the strong-type estimate at the critical α = p remains open (see Theorems 1.5 and 1.6 below).
In order to establish the necessary condition α ≤ min{α * (p, q), p} in Theorem 1.4, we construct two explicit orthonormal systems of initial data (f j ) j and, using simple arguments, derive the claimed necessary condition. In each case, the initial data have frequency support in some fixed annulus (not necessarily centered at the origin) and thus will be used to derive the same necessary condition in Theorem 1.5 below. For s = 0, this recovers the necessary condition α ≤ min ( 2q q+1 , p) contained in Theorems 1.1 and 1.2; however, in both [13] and [15] , the proofs were operatortheoretic and somewhat more involved.
On the line [B, A), the estimates in Theorem 1.4 follow from the work of FrankSabin in [14] (since orthonormality is not preserved by the action of P , we cannot directly apply Theorem 1.1; however, the argument in [14] is still applicable). On [C, D] the estimates trivially hold with α = 1, which means that it will suffice to prove (1.10) on the critical line [O, A).
The estimates in Theorem 1.4 along the critical line [O, A) are delicate and we establish these using bilinear real interpolation in the spirit of the proof of the endpoint case for the classical estimate (1.1) in [17] . Furthermore, on the critical line [O, A], we shall also show below that the corresponding estimate to (1.7) without the frequency localisation operator P fails to hold, which shows that certain difficulties arise when attempting to globalise the estimates in Theorem 1.4. We shall, in fact, show that in the scale of Lorentz spaces, only the very weakest estimate (restricted weak-type) is possible on [O, A] (see the forthcoming Proposition 5.2).
1.4. Strong-type estimates. Despite the difficulties raised above, using the frequency localised estimates from Theorem 1.4, we are able to prove the following strong-type estimates. Theorem 1.5.
. This is sharp in the sense that the estimate fails for all α > p. ; thus, in the case of one spatial dimension, the considerations in Theorem 1.5(2) do not arise. We also note that the sufficiency claim in Theorem 1.5(2) follows quickly from the sufficiency claim in Theorem 1.5(1) by complex interpolation, so its statement is included above as a matter of completeness. Already in the above discussion, we have indicated why the strong-type estimates in Theorem 1.5 do not seem to follow easily from known results. Another attempt to succeed in such a manner would be to naively mimick the deduction of the singlefunction estimates (1.9) from (1.1) via the classical Sobolev embedding theorem; using, instead, the vector-valued generalisation of the Sobolev embedding theorem, followed by Theorems 1.1 and 1.2, we may obtain
, 1] for any ε > 0 (more precisely, we can take ε = 0 when q = 1). This value of α is sharp (modulo ε) only for p ∈ [1, ) and E (excluding the endpoints), the estimates in Theorem 1.5 can be obtained from [10] . In this case α = 2 and this allows substantial simplification (via the duality principle in Proposition 2.1 below, this case corresponds to an estimate in the Schatten space C 2 ). 
are valid throughout int OCDB, with the sharp value of α (in particular, α = p in the region int OCDA) for orthonormal systems (f j ) j inḢ s (R d ). Since we are in the context of mixed-norm estimates, as we have already mentioned, the method of real interpolation does not work well in general (see, for example, [11] ) and it seems difficult to upgrade (1.11) to strong-type estimates without losing optimality of the exponent α.
With considerable more effort, we are able to establish the following result containing certain weak-type estimates at the critical exponent α = p on (D, A).
Here, L p,∞ and p,∞ denote weak L p and weak p , respectively; in the next section, we clarify the meaning of this notation. Our argument for proving Theorem 1.6 also proceeds via bilinear real interpolation in the spirit of [17] .
It seems reasonable to believe that the estimates in Theorem 1.2 could be true at the critical exponent α = p and away from the endpoint (p, q) = ( Organisation. Before entering the proofs of the above results, we begin in the next section with various preliminaries and establish some notation. The frequency localised estimates in Theorem 1.4 will be proved in Section 3 and the strong-type estimates in Theorem 1.5 will be proved in Section 4. In Section 5 we establish some negative results on the critical line [O, A] . This includes the fact that on [O, A) the strong-type estimates fail at the critical value of α, and we also show that Conjecture 1.3 fails when d = 1. The weak-type estimates in Theorem 1.6 will be proved in Section 6. Finally, in Section 7, we record some further results, including some considerations on the line segment [O, B] relating to Lieb's generalised Sobolev estimate (1.3). We also include the observation that analogous results for the Schrödinger equation for the harmonic oscillator, corresponding to e −itH , where H = −∆ + |x| 2 , are valid and may be obtained directly from the results for e it∆ via a simple transformation.
Preliminaries
For appropriate functions f : R d → C, we denote the Fourier transform of f by
is the homogeneous Sobolev space with norm
Lorentz spaces.
Here, we give a short introduction to the Lorentz spaces L p,r and the Lorentz sequence spaces p,r ; for further details, we refer the reader to [35] .
Considering R n with Lebesgue measure | · |, then we write L p,r = L p,r (R n ) for the Lorentz space of measurable functions f on R n with f L p,r < ∞, where
Here, f * is the decreasing rearrangement of f defined by
where a f is the distribution function of f given by
Equivalently,
The function · L p,r defined above gives rise to a norm when r ≤ p and a quasi-norm otherwise. To obtain a norm in all cases, equivalent to · L p,r , we define
One can then prove that, if p ∈ (1, ∞) and r ∈ [1, ∞], then · * L p,r is a norm and satisfies
for all f ∈ L p,r (see, for example, [35] ).
Finally, we introduce the Lorentz sequence space α,r as the space of all sequences λ = (λ j ) j ∈ c 0 such that λ α,r < ∞, where
2.2. Schatten spaces and a duality principle. We shall make use of the following duality principle several times, which recasts the estimates appearing in the various statements in the previous section in terms of Schatten space bounds on operators of the form W e it∆ (e it∆ ) * W . This can be found in [14] in the case of Lebesgue spaces, and here we note that it extends to Lorentz spaces with trivial modifications to the proof.
Here, we are interpreting the function W as an operator which acts by multiplication. Also, we briefly recall that the Schatten space
, in which case we define
When α = 2, this coincides with the Hilbert-Schmidt norm and, when the operator is given by an integral kernel, this coincides with the
The density of the operator γ denoted by ρ γ (x) is formally defined as
, where (by a standard abuse of notation) γ(x, y) stands for the integral kernel of γ. For details about the Schatten classes the reader may consult the book by Simon [33] .
Relevant to our context are operators of the form γ 0 = j λ j |f j f j | associated with a given orthonormal system (f j ) j , where |f g| is Dirac's notation for the rank-one operator φ → g, φ f . For such γ 0 , we let γ(t) = e it∆ γ 0 e −it∆ for t ∈ R, and then one may check that
This relation connects Strichartz estimates for orthonormal systems of initial data with the density function ρ γ(t) (x). For example, (1.2) may be considered in the form
Littlewood-Paley projections and an interpolation method. We fix a bump function
, 2] such that j∈Z ϕ(2 −j t) = 1 for all nonzero t, and write (P j ) j∈Z for the family of the Littlewood-Paley projection operators given by
The next proposition is the tool we use to extend globally from frequency localised estimates; the price we pay is that such frequency global estimates are in restricted weak-type form. Similar formulations of the same basic idea have appeared several times in the literature (see, for example, [7] and [19] ); we need a vector-valued version which we were unable to find elsewhere, so a proof is also provided below.
x for each i = 0, 1. If, for each i = 0, 1, there exist ε i > 0 such that
for all sequences λ = (λ j ) j in α,1 (C), where
Proof. It suffices to to consider the characteristic sequence λ j = χ E (j), where E is an arbitrary subset of N such that the cardinality #E of E is finite; that is, the claimed estimate follows once we show that
for any µ > 0, where
Take any M ∈ Z, chosen momentarily to optimise the argument. Observe that t :
so by (2.3) with i = 1 we get t :
We may handle the contribution for k ≥ M + 1 in a similar way using (2.3) with i = 0, and since
for each t ∈ R, we obtain
Optimising the above estimate in M , we see that an elementary computation yields (2.4).
Notation. We frequently discuss estimates of the form
, and all sequences λ = (λ j ) j in α,β (C), so it will be convenient to introduce the notation O s ((p, r), (q,r); (α, β)) for this estimate. The parameter s will satisfy the scaling condition 2s = d − (
In this notation, the conjectured estimate (
In such a case, we simplify the notation to O 0 (p, q; (α, 1)), and we do so in a similar way whenever one or more of the Lorentz spaces reduces to a classical Lebesgue space. For example, O s (p, q; α) is the statement that
Frequency localised estimates: Proof of Theorem 1.4
In this section, we prove the sufficiency claims in Theorem 1.4. We postpone the justification of the necessary conditions until the proof of the analogous claims in Theorem 1.5 (at the end of Section 4); the orthonormal systems (f j ) j we use to generate the necessary conditions have frequency support in some fixed annulus, and therefore we use such orthonormal systems for both theorems.
To begin the proof of the sufficiency claims in Theorem 1.4, we begin with the elementary claim that
The estimate (3.1) follows from [14, Theorem 4]; here we present a short proof which avoids duality. Firstly, it suffices to consider the case where λ j = 1 for all j. Now fix any (
Then we see from the orthonormality of (f j ) j in L 2 and Bessel's inequality that
from which (3.1) clearly follows.
Next, we observe that if (
holds. Whilst this does not automatically follow from Theorem 1.1 (since the orthogonality is not preserved under the action of P ), the argument given by FrankSabin in [14, Theorem 8] works just as well with the localisation operator P , and hence we simply refer the reader to [14] for further details.
If (
, then the classical estimate (1.1) and the triangle inequality quickly implies
In light of (3.1), (3.2) and (3.3), to prove Theorem 1.4, by complex interpolation it suffices to prove that whenever d ≥ 3 and (
Our proof of (3.4) is based on bilinear real interpolation in the spirit of the proof by Keel-Tao [17] of the endpoint classical Strichartz estimates (at the point D).
To simplify the notation, we write
. Also, since we are using mixed-norm spaces, some care is needed in the use of real interpolation; the precise fact that we shall use is
and θ ∈ (0, 1) (see, for example, [26] and [11] ). We also note that
For further details about real interpolation spaces, we refer the reader to [4] .
Proof of (3.4). Suppose
). First we use the duality in Proposition 2.1 and re-labelling (σ = p and r = 2q ) to re-write the goal (3.4) as
Here, T 0 is the operator given by
We decompose this operator dyadically T 0 = j∈Z T j by writing
We establish estimates at σ = 2 and σ = ∞, beginning in the former case with the claim
for each r ∈ (2, 4). For this, we break-up each T j one stage further by writing
, where
and B(x, C2 j ) is the ball centred at x with radius C2 j , where the constant C is chosen momentarily to be sufficiently large.
The contribution from T j,0 should be considered as an error term which is more easily handled, so we begin with this part. Observe if Ψ ∈ C ∞ (R d ) has compact Fourier support in the ball B(0, 2) and |x| ≥ 100|t|, then by repeated integration by parts we can obtain
for any N ≥ 0. Since the kernel of W 1 T j,0 W 2 at (x, t, y, t ) is given by
with Ψ = φ 2 , it follows from (3.9) (for an appropriate choice of C) that
Young's convolution inequality implies
as long as r ∈ [2, 4] and N is sufficiently large, and a further application gives Regarding T j,1 , we first proceed by using the Cauchy-Schwarz inequality to obtain
and to estimate this by W 1 2 4,r W 2 2 4,r for each r ∈ (2, 4), it suffices to prove that
for each r ∈ (2, 4), where T j,r is the bilinear operator given by
We shall establish (3.10) by bilinear interpolation, so we proceed by fixing r * ∈ (2, 4) and establishing a range of asymmetric estimates on each T j,r * . First, we use the dispersive estimate for Schrödinger propagator to obtain
and then, continuing in a similar manner to the case of T j,0 , we use Young's convolution inequality to deduce that
for any r, s ≥ 2 such that It follows from these estimates that the vector-valued bilinear operator T = {T j,r * } j is bounded between the spaces
where
and (3.14)
with r 0 , r 1 ∈ (2, 4). Specifically, we choose r 0 , r 1 ∈ (2, 4) such that 
In the above, (a j ) j ∞ β (X) = sup j∈Z 2 jβ a j X and when p < ∞ we have
In this notation, (3.10) will follow once we prove that T is bounded as follows:
; hence we obtain (3.10) for all r = r * ∈ (2, 4).
In order to establish (3.15), we apply the following bilinear interpolation result; it is a special case of a more general statement which can be found in Bergh-Löfström [4] (see exercise 5 (b), p. 76).
Proposition 3.1. Suppose A 0 , A 1 , B 0 , B 1 , C 0 and C 1 are Banach spaces, and the bilinear operator T is bounded from
One can check that by Proposition 3.1 with θ = 2 3 we immediately obtain (3.15) and this completes our proof of (3.8).
From the above argument, it is clear that
whenever z ∈ C is such that Re(z) = −β(r, r) and r ∈ (2, 4). Note that Re (z)
2 ) for this range of r.
Turning to the case σ = ∞, we claim that
whenever z ∈ C is such that Re(z) = −1, and for this, it suffices to prove (3.18)
uniformly in (ξ, τ ). Hence (3.18) immediately follows when Re(z) = −1, yielding (3.17).
Finally, we use complex interpolation between the estimates (3.16) and (3.17). At z = 0 this gives the goal (3.7), where the range of σ ∈ [2, d + 1) arises because the exponent r in (3.16) is strictly less than 4.
To end this section on the frequency localised estimates, we give some further remarks, firstly, by considering the cases d = 1 and d = 2. Since (3.1) and (3.2) both hold when d = 1 and d = 2 by the same reasoning given above for d ≥ 3, whenever ( 1 q , 1 p ) belongs to int OAB and α = α * (p, q), the estimate (1.10) holds in these dimensions too; the estimates in this region will be used in the proof of Theorem 1.5 below. When d = 2, further (essentially sharp) estimates are available in the remaining region above the critical line [O, A]. Indeed, since the endpoint case for the classical estimate (1.1) at C = D fails, the estimate (3.3) is not available; however, taking points arbitrarily close to this endpoint we may obtain frequency localised estimates in int OCA whenever α < p.
Our final remark concerns the subregion int OEG, where G = (0, 1 2 ). In this case, the frequency localised estimates in Theorem 1.4 may be obtained by different means following the argument in Section 3 of [9] . Indeed, for this subregion, it suffices to consider the line segment (E, G) where p = 2, in which case the authors considered the dual form (2.2) and capitalised on the fact that rather direct computations can be made on the Schatten 2-norm of the density. for an appropriate r < p, and this allows us to upgrade our restricted weak-type estimates to restricted strong-type estimates in the interior of OF A. Finally, an argument using real interpolation yields the desired estimates O s (p, q; α * (p, q)) on int OF A, which, by further use of complex interpolation, yields O s (p, q; α * (p, q)) on int OAB.
Restricted weak-type estimates. First we claim that whenever
and all sequences λ = (λ j ) j in α (C). This follows immediately from Theorem 1.4 (and the remarks at the end of Section 3) when k = 0, and the case of general k ∈ Z is subsequently obtained by a rescaling argument. Using Proposition 2.2, we may upgrade the estimates in (4.1).
holds for all orthonormal sequences (f j ) j inḢ s (R d ) and all sequences λ = (λ j ) j in α,1 (C).
Proof. Let ( 
, where α i = α * (p i , q).
, our choice of p 0 and p 1 means that ε 0 = ε 1 and thus, from Proposition 2.2, we immediately obtain
Refinement of Theorem 1.1. At a key stage in the proof of Theorem 1.1 in [14] , the Hardy-Littlewood-Sobolev inequality is used; as we shall see below, we may simply invoke the optimal Lorentz space refinement of the Hardy-LittlewoodSobolev inequality (due to O'Neil [29] ) to obtain the following.
Proposition 4.2. Suppose d ≥ 1 and let (
Proof. As we have already indicated, we can prove Proposition 4.2 by following very closely the proof of Theorem 1.1 in [14] and making one small adjustment using the Lorentz refinement of the Hardy-Littlewood-Sobolev inequality of O'Neil [29] . In one dimension, this states that
where σ ∈ (0, 1), p j ∈ (1, ∞) are such that 1 p1 + 1 p2 + β = 2, and
Given the similarity to the argument in [14] , we omit some details and point the reader to [14] for full details.
By Proposition 2.1, the desired estimate holds if and only if
x , where U f (x, t) = e it∆ f (x). To obtain (4.4), we consider the family of operators T z defined by
2 ; note that T −1 = U U * . For this family of operators, by using (4.3) we obtain On the other hand, if Re(z) = 0, then from Plancherel's theorem it follows that
By complex interpolation, we obtain the desired inequality (4.4) with α = α * (p, q).
Restricted weak-type to restricted strong-type.
holds for all orthonormal sequences
Proof. We fix ( Since we wish to use real interpolation, we fix s ∈ (0, d 2 ) and take any two points (
) holds for i = 0, 1. This means that if we fix an orthonormal system (f j ) j in the common spaceḢ s , then real interpolation, (3.5) and (3.6) yield
and any θ ∈ (0, 1); that is, (4.6) holds for all ( 
and therefore O s (p, q; α * (p, q)) holds for all ( 
4.2.
Necessity. Here, we explicitly construct two types of orthonormal systems (f j ) j to prove the necessity claims in Theorem 1.5; i.e. if O s (p, q; α) holds, then necessarily α ≤ α * (p, q) and α ≤ p.
A simple computation shows that
with the implicit constant independent of v, R, where T v is the tube given by
and c is a sufficiently small number. In fact, by a change of variables we see that 
Note that all T v contain (−cR, cR) × B(0,cR) with a small enough choice ofc. Hence, the above gives
Letting R → ∞ we obtain the necessary condition
Necessity of α ≤ p. Fix the function g given by
and the constant C 0 is such that
Then we define f j = e ij∆ g. A straightforward calculation using polar coordinates reveals that
For any ε ∈ (0, 1) and nonnegative sequence λ, we observe that
and so, by choosing ε > 0 suitably small (depending on d, s and q) it follows that
Thus, if we assume that O s (p, q; α) holds, then the above example leads to λ p λ α for all nonnegative sequences λ; hence α ≤ p, as claimed.
Finally, we return to the claimed necessary conditions in Theorem 1.4. If |φ(ξ)| 1 on some annulus, it is clear that slight modification of two systems of initial data used above generates the same necessary conditions (with re-scaling to align the support with the annulus where φ is bounded below) since these systems have frequency supports in some fixed annuli. However, the same systems (especially the second one) does not generally work if we no longer have |φ(ξ)| 1 on a certain annulus. Nevertheless, this can be simply overcome by using translation in the frequency side. In fact, since φ is nontrivial, there is a v ∈ R d with φ(v) = 0. The transformation ξ → ξ + v changes
Here, P is the projection operator given by φ. It follows that
while ( f j ) j remains orthonormal if so is (f j ) j . Now, since | φ| ∼ 1 on a ball (and on an annulus), we can use the previous two systems of initial data to get the necessary conditions in Theorem 1.4.
The critical line [O, A] and Conjecture 1.3
In this section, we prove two negative results. The first is that, without the frequency localisation, the strong-type estimates O s (p, q; p) fail on [O, A]; in fact, we prove the stronger statement that O s ((p, ∞), (q, ∞); (p, r)) fails for all r > 1 when ( 
Before giving a proof of Proposition 5.1, we would like to make some remarks. The function F (x, v, t) = f (x − tv, v) satisfies the kinetic transport equation
is the velocity average of the solution. Estimates of the form (5.2) are typically referred to as Strichartz estimates for the kinetic transport equation; the classical case is s = 0 and r = α * (p, q), in which case it is known that (5.2) holds if and only if ( [8] and [17] , and the failure at the endpoint A was shown in [3] for all d ≥ 1. The argument establishing failure at the endpoint A profitably used duality and it was shown that
fails by multiplying out the norm on the left-hand side and ultimately testing on smooth and rapidly decaying g whose Fourier transform is non-zero at the origin. A simplification was given in [6] by showing the left-hand side of (5.4) is infinite on the centred gaussian g(x, t) = e −π(t 2 +|x|
2 ) , and such an explicit argument did not rely on the fortuitous fact that Lebesgue exponent coincides with an integer.
We also note that the failure of (5.2) at A when s = 0 and r = α * (p, q) was shown when d = 1 prior to [3] by Guo-Peng [16] and Ovcharov [30] . The argument of Ovcharov used characteristic functions of Besicovitch (or Kakeya) sets; these are sets containing a unit line segment in all possible directions and a famous argument of Besicovitch generates such sets with arbitrarily small measure; this argument is particularly relevant to the present discussion and will be used to disprove Conjecture 1.3 when d = 1.
The connection between solutions of the free Schrödinger equation and the kinetic transport equation is well documented and proceeds by a semi-classical limiting argument. Thus, we are not viewing Proposition 5.1 as particularly novel and we present its statement and proof below for completeness and since we were not able to find elsewhere in the literature the statement in the form that we need. Sabin presented the special case r = α * in Lemma 9 of [31] and we use a similar argument to extend his observations to the setting of Lorentz spaces.
Proof of Proposition 5.1. First we note that (5.1) implies
where γ(t) = |D| −s e it∆ γ 0 e −it∆ |D| −s . Next, we fix any f in the Schwartz class S(R d × R d ) and test (5.5) on the semi-classical Weyl quantisation γ 0 = γ 0 (f ; h) of f , whose kernel is given by
The parameter h will later be sent to zero. The Fourier transform of
where F x denotes the Fourier transform in the x variable.
A direct computation, making use of (5.6), reveals that if
and therefore, by a change of variables,
It follows that
as h → 0, or equivalently,
For the right-hand side, we observe that
for α, β ∈ [1, ∞), which follows, for example, by using Propositions 2.1 and 2.2 in [1] for the endpoint cases α = β = 1 and α = β = ∞, along with real interpolation in the classical Sobolev spaces (see [12] ).
From (5.5), (5.7) and (5.8), and using the assumption that α = α * (p, q) along with the scaling condition 2s = d − (
, we obtain (5.2) in the limit h → 0. 
On
for any orthonormal system (f j ) j inḢ s (R d ) and any sequence λ = (λ j ) j in p,r (C) fails for all r > 1.
Proof. Once we show that (5.9) fails, then from Proposition 5.1 we may conclude that O s ((p, ∞), (q, ∞); (p, r)) fails. To show (5.9) fails, we show that the dual estimate 1 |v| 2s
fails, for each ( 
, then by a rotation and change of variables it is easy to see
and, since on OA we have 2s + 1 = d+1 p , then it follows that 1 |v| 2s
for sufficiently small δ > 0. On the other hand, it is easy to check that
is finite when g(x, t) = e −π(t 2 +|x|
2 ) . 
fails, and hence Conjecture 1.3 is false when d = 1.
Proof. By Proposition 5.1, once we show that (5.10) fails, then the failure of Conjecture 1.3 follows.
Let E δ be a δ-neighbourhood of a Kakeya set E ⊂ R 2 with zero Lebesgue measure. This means that, for any direction θ ∈ S 1 , there exists a unit length line segment
θ ⊂ E such that θ and θ are parallel; the existence of such sets with zero Lebesgue measure goes back to [5] .
Assuming (5.10), and testing on f = χ E δ , we see that
where the notation ρ was introduced in (5.3). For the left-hand side, we claim that
for all t ∈ R, which quickly implies
1 uniformly in δ, and hence, by taking a limit δ → 0 we obtain the desired contradiction.
To establish the remaining claim, we fix any t ∈ R and choose t ⊂ E δ so that t and (−t, 1) are parallel. Further, we choose x t ∈ R so that x t is an intersection point between the line extension of t and the x-axis. Then it follows that
where we chose v 1 , v 2 ∈ R so that the line segment combining points (x t − v 1 t, v 1 ) and (x t − v 2 t, v 2 ) corresponds to the line segment t , and thus v 2 − v 1 = (t 2 + 1) We assume initially that d ≥ 3 since we shall make use of the Keel-Tao endpoint ( 
). Here, U f (x, t) = e it∆ f (x) and therefore
By relabelling, the desired estimate is equivalent to (6.1) 
.) Estimates of this type were established by Frank-Sabin [15] by making use of interpolation along an analytic family of operators for which we only have a limited class of estimates. Here, we proceed more concretely and start by decomposing the operator W 1 U U * W 2 by writing
where φ j (t) = χ [1, 2] ( |t| 2 j ) and j ∈ Z. This gives the decomposition W 1 U U * W 2 = j∈Z W 1 S j W 2 and allows us to have a wide enough class of estimates to apply bilinear real interpolation to obtain (6.1). In fact, we shall prove the somewhat stronger estimate
for σ > d + 1, u = 2σ, and
To begin the proof of (6.2), we define the set Q ⊂ [0, 
Note that the open line segment (Q 3 , Q 4 ) is contained in the interior of Q and the estimate (6.1) corresponds to the case that (
The following key lemma gives various estimates for the localised operator S j .
holds whenever u, v ≥ σ and
Proof. The claimed estimates are consequences of interpolation between the estimates where σ = ∞ (at O, Q 0 , Q 0 and Q 1 ) and σ = 2 (at Q 2 ).
Suppose first σ = ∞, in which case u = v = ∞. At O, using the unitary property of the Schrödinger propagator and the Cauchy-Schwarz inequality, one can show that
and therefore
This gives (6.3) at O.
Next, we consider Q 1 . Using Hölder's inequality and the dispersive estimate for the Schrödinger propagator,
and (6.3) at Q 1 follows.
The remaining cases Q 0 and Q 0 follow from the classical endpoint Strichartz estimate (1.1) of Keel-Tao [17] , which in its dual form states that
We give the details at Q 0 , where (
; the case Q 0 follows by similar considerations. By writing
and using the Cauchy-Schwarz inequality, Plancherel's theorem and (6.4), we see
which gives the desired bound at Q 0 .
Finally, we consider σ = 2 and the point Q 2 . By making use of the kernel of U U * we see that
for 2 ≤ u, v ≤ ∞ and
. This completes the proof.
Finally, we use the estimates in Lemma 6.1 to obtain (6.2) and hence Theorem 1.6. To this end, fix (
We need to show (6.2) with (u, r, σ) = (2σ * , r * , σ * ).
Now choose σ 0 and σ 1 such that σ 0 > σ * > σ 1 ≥ r * , and define
From Lemma 6.1 we immediately obtain the estimates
which may be interpreted as the boundedness of the vector-valued bilinear operator T : (W 1 , W 2 ) → {W 1 S j W 2 } j as in (3.11), (3.12) and (3.13), with the spaces A j , B j , C j (j = 0, 1) given by
r * x and (6.5)
Thus, (6.2) follows once we show that T is bounded
In order to establish this, first notice that by choosing θ ∈ (0, 1) such that
or equivalently,
For the first identity, see [4] , and for the second, we refer the reader to the work of Merucci [27] . Finally, we note that with the above choices of κ and θ, we have
x . Here, note that the second exponent in mixed norm is fixed, so we may treat the mixed norm as a norm in vector-valued space. Hence, by Proposition 3.1, T : (W 1 , W 2 ) → {W 1 S j W 2 } j is bounded according to (6.6) ; this implies (6.2) and hence Theorem 1.6 for d ≥ 3.
Finally, we remark that when d = 2 the proof needs a very minor modification since (1.1) fails when ( Remark. The estimates in Theorem 1.6 may be interpolated with other available estimates in the region OCDA to give different types of weak-type bounds. It seems reasonable that progress could be made towards obtaining strong-type bounds, perhaps by exploiting further the estimates in Lemma 6.1 and different types of multilinear interpolation arguments. Alternatively, one may try to avoid the loss of information in passing from (6.1) to (6.2); for example, by considering the C norm, it is natural to consider an 2 -sum on the left-hand side of (6.2). Proceeding in this way, we can somewhat refine the above argument to obtain 
7.
Further results and remarks 7.1. The case p = ∞. When p = ∞, observe that α * (∞, q) = q. We begin with an observation related to Lieb's generalised version of the Sobolev inequality in (1.3) , showing that in the framework of estimates of the form O s (∞, q; (q, r)), then the only possibility is that r = 1. Again, we first show the failure of the corresponding velocity average estimates. for any orthonormal system (f j ) j inḢ s (R d ) and any sequence λ = (λ j ) j in q,r (C) fails for all r > 1.
Proof. By Proposition 5.1, it suffices to show that (7.1) fails, or equivalently, the failure of (7.2) 1
for q, r ∈ (1, ∞]. For this, we test on the functions g ε (x, t) = ∼ 1 independent of ε. However, as ε tends to zero, the left-hand side of (7.2) converges to We complement this negative result with the following restricted weak-type result at r = 1. for any orthonormal system (f j ) j in L 2 (R d ) and any sequence λ = (λ j ) j in q,1 (C).
Of course, Proposition 7.2 implies that, whenever q ∈ (1, ∞) and 2s = d − holds for all orthonormal systems (f j ) j in L 2 (R d ) and sequences λ = (λ j ) j in q,1 (C). This is closely related to Lieb's generalisation of the classical Sobolev inequality in (1.3) . The possibility of upgrading the weak L q,∞ x norm on the lefthand side to L q x seems to be an interesting problem.
Proof of Proposition 7.2. We fix t ∈ R, q * ∈ (1, ∞) and let 2s = d − d q * . Also, we let q 0 and q 1 be given by 
7.3. The Schrödinger equation for the harmonic oscillator. Corresponding to the Hermite operator H = −∆ + |x| 2 , we have the solution e −itH f of the Schrödinger equation for the quantum harmonic oscillator ∂ t u + iHu = 0 with initial data u(x, 0) = f (x), and where x ∈ R d , d ≥ 1. The classical estimates in this case were proved by Koch-Tataru [18] and may be stated as identified a transformation which facilitates a direct connection with the operator e it∆ , and thus the classical estimates (1.1) and (7.3) are equivalent. Using the same transformation, one may deduce an extension of (7.3) to orthonormal systems of data. For brevity, we illustrate this by recording the following analogue of Theorem 1.1. λ α holds for all orthonormal systems (f j ) j in L 2 (R d ) and all sequences λ = (λ j ) j in α (C). This is sharp in the sense that, for such p, q, the estimate fails for all α > If K it and L it denote the kernels of e −itH and e it∆ , respectively, then the proof rests on the transformation K iσ(t) (x, x ) = e .
To extend to (0, 2π) we use the fact that the kernel of e −itH satisfies K −it (x, x ) = K it (x, x ) and K i(t+ π 2 ) (x, x ) = e i dπ 2 K it (−x, x ), and the elementary fact that orthonormality of (f j ) j is preserved under complex conjugation.
