In this paper we describe trigonometry on the de Sitter surface. For that a characterization of geodesics is given, leading to various types of triangles. We define lengths and angles of these. Then, transferring the concept of polar triangles from spherical geometry into the Minkowski space, we relate hyperbolic with de Sitter triangles such that the proof of the hyperbolic law of cosines for angles becomes much clearer and easier than it is traditionally. Furthermore, polar triangles turn out to be a powerful tool for describing de Sitter trigonometry.
Introduction
There exists a vast variety of books dealing with hyperbolic trigonometry. They give one or two laws of cosines and the law of sines, and almost each of these books provides another proof for those theorems. The literature given in the references section shows some typical ways to prove the hyperbolic trigonometric rules.
The most elementary proofs may be found in Wilson [7] and Anderson [1] . Wilson constructs a triangle with given side lengths in the hyperboloid model, where the first point equals e 1 , the second one is located in the e 1 -e 2 -plane, and the third one has a positive third coordinate. A simple computation yields the law of cosines for sides and the law of sines. By congruence, these results can be generalized to arbitrary triangles. The law of cosines for angles is not mentioned. Anderson goes mainly the same way, except that he uses the Poincaré disc model, where the constructed triangle has one point in the origin, the second one on the positive real axis, and the third one has positive imaginary part. He directly derives the law of cosines for sides. For both of the other trigonometric laws he needs a purely algebraic but not obvious computation.
Iversen [2] and Ungar [6] prove the trigonometric rules in a more direct and simple way, but use rather abstract models. Iversen describes hyperbolic geometry in the sl 2 model, where each point of H 2 is given by a 2 × 2 matrix with vanishing trace, determinant equal to 1 and positive lower left component.
Ungar uses the gyrovector space, where even the trigonometric rules themselves take an almost unrecognizable form.
Finally, Thurston [5] works in the hyperboloid model. He uses the fact that a hyperbolic triangle {v 1 , v 2 , v 3 } forms a basis of R 3 , computes the dual basis {w 1 , w 2 , w 3 } and then shows that the matrix w i , w j i,j is the inverse of v i , v j i,j . From this he obtains the law of cosines for sides. He repeats the same with the v i lying on the de Sitter surface. However, Thurston does not use these vectors to describe de Sitter geometry, but to describe hyperbolic geodesics (or hyperplanes, in higher dimensions). To then obtain the law of cosines for angles, he needs to take enhanced care of the occuring signs. The law of sines is derived by algebraic transformations from the law of cosines for sides, firstly only for right triangles. Dividing an arbitrary triangle into two right triangles by one of its altitudes and applying the known relation to these right triangles yields the general law of sines.
In this work we only use the hyperboloid model, in which we are able to provide simple and illustrative proofs for all of the trigonometric laws for hyperbolic geometry. Our proof for the hyperbolic law of cosines for sides is similar to the one given by Iversen. From the paremetrization of hyperbolic geodesics, we can compute unit tangent vectors at one vertex of a triangle, pointing in the direction of another vertex:
Conversely, we relate the sides of the hyperbolic triangle with the angles of the polar triangle and get a = α ′ . Plugging in these relations into the law of cosines for sides in non-contractible spatiolateral triangles, we get the hyperbolic law of cosines for angles, cos(α) = − cos(β) cos(γ) + cosh(a) sin(β) sin(γ).
To obtain the hyperbolic law of sines, we again use the duality to see that sin(α) = sin(a ′ ) = |det(A, B, C)| |||A × B||| · |||A × C||| .
Dividing by sinh(a) = |||B × C||| gives a term that is symmetric in A, B, and C, which proves the theorem.
On the way to these results, we get all these trigonometric rules for three types of de Sitter triangles, called contractible spatiolateral, non-contractible spatiolateral, and tempolateral triangles. Furthermore, we are able to make statements about the sum of the side lengths in spatiolateral triangles, and we show that in every contractible spatiolateral triangle there exists one side longer than the sum of the other sides.
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Fundamentals of Minkowski Geometry
When we talk about Minkowski space, we think of R n with a non-degenerate, symmetric bilinear form ., . , where the matrix representing ., . has the eigenvalues 1 with multiplicity (n − 1), and −1 with multiplicity 1. In this paper we deal with three-dimensional Minkowski space exclusively, because when observing triangles on a higher than two-dimensional hyperbolic or de Sitter surface, each such triangle lies completely in a two-dimensional submanifold that is either hyperbolic, de Sitter, or spherical.
In the two-dimensional case, thus, the bilinear form is represented by (−e 1 , e 2 , e 3 ), as given in the "notation" section. Because of its indefiniteness, the Minkowski product gives a partition of R 3 , according to the sign of the associated quadratic form. A vector x ∈ R 3 is called
• timelike, if x, x < 0;
• lightlike, if x, x = 0 and x = 0; and
• spacelike, if x, x > 0 or x = 0, respectively. Obviously, lightlike vectors cannot be normalized. The set of normalized vectors, denoted by HS 2 , consists of three components, as figure 1 shows. The outer surface is the de Sitter surface S 1,1 , which is a Lorentz manifold, while the inner ones are two copies of the hyperbolic surface, which is a Riemannian manifold. According to the sign of the first component, the copies are denoted by H 2 and (−H 2 ), respectively. We call two vectors x and y Lorentz or Minkowski orthogonal, if x, y = 0. Euclidean orthogonality is neither a necessary nor a sufficient condition for Lorentz orthogonality, but they may go together. For example, (1, 1, 0) t is Minkowski orthogonal to itself for it is lightlike, whereas (1, 1, 0) t and (−1, 1, 0) t are Euclidean, but not Lorentz orthogonal. Vectors e 1 and e 2 are orthogonal on both counts.
Note 2.1. Two lightlike vectors are Minkowski orthogonal if and only if they are linearly dependent. To obtain this, we write
leads to α = β + 2kπ, and thus sin α = sin β and cos α = cos β hold, showing linear dependence.
Lemma 2.2. Let U ⊂ R 3 be a vector subspace. Then, there exists a Lorentz orthogonal basis of U , i.e. a basis {b i } which satisfies b i ⊥ ⊥b j whenever i = j.
Proof: Since ., . | U is symmetric, the matrix representing this bilinear form can be diagonalized. This is equivalent to the statement of the lemma.
We call a basis {b i } Lorentz or Minkowski orthonormal, if it is Lorentz orthogonal and
is therefore equivalently characterized by consisting of matrices ( Proof: This again is pure linear algebra, namely Sylvester's law of inertia applied to ., . .
It can be easily proven that any nonzero vector Lorentz orthogonal to a timelike one must itself be spacelike (cf. Naber [3] ), so together with note 2.1 one can conclude that every two-dimensional subspace of R 3 contains a nonzero spacelike vector. This finding allows us to classify those subspaces by the type of the second vector in a basis. This classification is independent of the choice of the basis, and the property of a plane to be spacelike, timelike, or lightlike, respectively, does not change under Lorentz transformations. 
Geodesics on
which is called hyperbolic distance. The same is done the most simple way for (−H 2 ), leading to the antipodal hyperbolic distance
One can easily see, that both distance functions are well-defined and are indeed metrics. Things are getting more complicated when the de Sitter surface is concerned. On the hyperbolic plane, every two points are located on some great hyperbola branch, thus making it sensible to define their distance by using hyperbolic functions. However, on de Sitter surface, two points may be located on a great hyperbola branch as before; but they can also be on a great ellipse, where it would be more reasonable to use trigonometric functions for defining a metric. We have found the following definition to be the most logical: Figure 3 : Intersections of HS 2 with a spacelike, lightlike, and timelike plane, leading to different types of geodesics Definition 2.5. For every two points x, y ∈ S 1,1 we call
if x, y ≤ −1 and x = −y, arccos( x, y ) otherwise the (proper) de Sitter distance of x and y.
This distance is well-defined, but obviously no metric. Nevertheless, it is non-negative and symmetric, and its value equals zero if and only if x − y is located on the light cone. Under certain circumstances, also the triangle inequality holds true; but these circumstances will be dealt with in section 3.
The cases in the definition also correspond to geometrical circumstances: The first case (x − y being timelike) is equivalent to x and y lying on a great hyperbola branch. Vector x − y lying on the light cone means, that the geodesic connecting x and y is a straight line. In these cases, the de Sitter distance equals the "time separation" τ (x, y) (cf. O'Neill [4] ), where y has greater or equal e 1 -coordinate. In the remaining cases, this time seperation is zero. The third case describes algebraically that x and y cannot be connected by a geodesic -the reason is, that the two-dimensional subspace spanned by these vectors is timelike or lightlike and x and y are located on the different components of the intersection with S 1,1 . And finally, what is left: The "otherwise" condition reflects the property of x and y to be points on a great ellipse. Since the restriction of the Minkowski product to a spacelike vector subspace is a Riemannian metric, the last case describes the distance function defined by this metric. Finally, we subsume all distance functions under the term (generalized) de Sitter distance, symbolized with d HS and defined as follows:
This new distance function defines the distance for every pair of points in HS 2 . The context will make clear, if the term "de Sitter distance" means the generalized or the proper de Sitter distance.
For two different points A, B ∈ HS 2 with d HS (A, B) < ∞ we find a tangent vector X AB at A pointing in the direction of B by computing
Note 2.6. Except for the first case, X AB is normalized. If span(A, B) is spacelike or timelike, the denominator in the definition fraction can be replaced by sin(P P (A, B)) or sinh(d HS (A, B) ), respectively.
Once we have tangent vectors, we can easily describe segments of de Sitter geodesics between two points. Of course, if no such geodesic exists, the segment should be empty. Thus, we define the (generalized) de Sitter segment for A = ±B, d HS (A, B) < ∞ as follows:
In analogy to the naming of de Sitter geodesics, we can distinguish hyperbolic, antipodal hyperbolic, and proper de Sitter segments. In addition, proper de Sitter segments can be either line, great ellipse, or great hyperbola segments. To not confuse great hyperbola segments on the de Sitter surface with hyperbolic segments, We name proper de Sitter segments after the type of the plane whose intersection with S 1,1 gave the geodesic, i.e. line segments are called lightlike, great ellipse segments spacelike, and great hyperbola segments timelike.
We have two remaining cases to consider: If A = B, we define the generalized de Sitter segment to be AB := {A}; Finally, because we are going to obtain trigonometric laws, we still need to define angles. We do this as follows:
Definition 2.7. Let A, B, C ∈ HS 2 be distinct. If AB and AC are of the same type (either hyperbolic, antipodal hyperbolic, proper de Sitter timelike, or spacelike segments) and neither lightlike nor empty, the de Sitter angle between these segments computes to (B, A, C) := arcosh(| X AB , X AC |), for proper de Sitter segments; arccos( X AB , X AC ), otherwise.
Note 2.8. Applying a Lorentz transformation does not change de Sitter angles.
Note 2.9. We do not have to explicitly compute the relevant tangent vectors, because we find the relation
where the minus sign applies for A, B, C ∈ S 1,1 , while the plus sign applies for
Proof: Consider the case, that the relevant segments are proper de Sitter segments. The other case can be proved analogous. We have the definition
Solving the equation for B and plugging the solution into A × B leads to
Now, doing the same for A × C results in
Note 2.10. De Sitter angles are well-defined: If the involved segments are timelike, tangent vectors are timelike and normalized. WLOG, let X AB = e 1 . Denote the components of X AC by x 1 , x 2 , x 3 . Then,
holds. Thus, we can identify | X AB , X AC | with a hyperbolic cosine. When dealing with (antipodal) hyperbolic segments, let WLOG be A = ±e 1 . Since the tangent vectors are Lorentz orthogonal to A, their first component must vanish, leading to
which allows to identify this product with a cosine.
Finally, concerning spacelike segments, we note that J(A × B) is Minkowski orthogonal to the (spacelike) vectors A and B. Therefore it has to be timelike. Since J describes a Lorentz transformation, A×B is timelike as well. WLOG, we let A × B = e 1 and continue in the same way as we did with timelike segments.
Note 2.11. If AB and AC are of different types or both lightlike, the magnitude of the vertex angle at A cannot reasonably be defined, for in this case the value of X B , X C can be any real number.
Note 2.12. If one wants to define a congruence between angles on the de Sitter surface in a reasonable way, one must take into account the sign of X B , X C . If one did not, there are angles obviously not being congruent, but having the same magnitude, e.g. (B, A, B) and (B, A, C) with A being in BC ⊂ S 1,1 .
Classification of de Sitter Triangles
By the term generalized de Sitter triangle we denote any subset ∆ ⊂ HS 2 consisting of three and only three elements. This definition includes triangles that have empty sides. It also includes degenerate triangles which have one vertex on the (open) segment between the other two, but excludes the case of two vertices being identical.
Convention. We name the vertices of a triangle using capital letters; the de Sitter distance or the segment between two vertices is denoted by the corresponding lower case variant of the labeling of the remainig point.
We now want to classify generalized de Sitter triangles according to the types of their sides. Definition 3.1. A generalized de Sitter triangle ∆ is said to be
• proper, if ∆ ⊂ S 1,1 ; and
The sides of strange triangles whose vertices are located on different components of HS 2 are called strange segments. Every de Sitter triangle that is not proper is improper.
Proper de Sitter triangles may still have sides of different type. Therefore these can be further divided into the following:
• spatiolateral triangles, with all sides being spacelike;
• chorosceles triangles, with two sides being spacelike and the third being timelike;
• tempolateral triangles, with all sides being timelike;
• chronosceles triangles, with two sides being timelike and the third being spacelike;
• lucilateral triangles, with all sides being lightlike;
• bimetrical chorosceles triangles, with two sides being spacelike and the third being lightlike;
• photosceles triangles with spacelike base, with two sides being lightlike and the third being spacelike;
• bimetrical chronosceles triangles, with two sides being timelike and the third being lightlike;
• photosceles triangles with timelike base, with two sides being lightlike and the third being timelike; and
• multiple triangles, with one side of each type.
If at least one side of the triangle is empty, then ∆ is called an impossible triangle. The empty sides are then called impossible sides. The names we gave to the different types of proper de Sitter triangles are meant to remind of equilateral and isosceles triangles, respectively. The term "bimetrical" refers to the fact that the length of the lightlike segment is zero, so only the two remaining sides of the triangle can be measured in a sensible way.
When we start looking for examples of all these different types, it comes out that lucilateral triangles are always degenerate.
To see this, we choose one vertex A to equal e 2 . For lightlike segments, we have tangent vectors of the form X AB = B−A. These are Minkowski orthogonal to A and lightlike, what leads to
where C 1,2 are arbitrary constants. If X AB and X AC were not linearly dependent, we would easily obtain that the side a could only be lightlike, if one of the constants C 1,2 were zero, which cannot hold.
For all of the other types, one can find non-degenerate examples (cf. fig. 4 ).
Note that the last two examples in fig. 4 that have U = X := e 2 , V = Y := e 3 , and W = −Z := ( t are both spatiolateral, but don't quite appear to be of same type. It is useful here to make a distinction between these two types of spatiolateral triangles again: contractible triangles on the one hand, and non-contractible ones on the other hand.
One can distinguish them by projecting onto e 2 -e 3 -plane, where for contractible triangles it is possible to find a line through the origin such that all three points lie on one side of the line, whereas for non-contractible triangles this is impossible. Another way of distinction is to compute the lengths of the sides of the triangle. If they sum up to a number less than 2π, the triangle is contractible, and otherwise it is not. This will be proved in theorem 5.15.
Let us finally investigate for what types of de Sitter triangles {A, B, C} the triangle inequality
holds. Obviously, this is trivially true for strange triangles, because all of them have at least two strange sides. The inequality also holds for (antipodal) hyperbolic triangles, since d H is the standard metric and d ′ H is derived from it. Photosceles triangles never satisfy the inequality (choose AC to be the base). Bimetrical and multiple triangles satisfy the inequality if and only if they are isosceles (which, in the case of multiple triangles, is mere chance). For lucilateral triangles, the inequality trivially holds. The same is true for non-contractible spatiolateral triangles, where the inequality follows from the fact that the lengths of the sides sum up to a number greater than 2π, whereas each single side can only have a length less than π. Impossible triangles that have two sides of infinite length satisfy the triangle inequality, too. For impossible triangles that have only one such side, the inequality obviously does not hold.
There are even impossible triangles having no infinite side (namely those with two antipodal points). For those, we find the triangle inequality to be true. To see that, we start with noticing that they are just one case of degenerate triangles with all their vertices lying on a great ellipse. Parametrizing this great ellipse allows us to write the distance of two vertices simply as a difference of two values for the parameter. Having done this, we easily see the validity of the inequation.
The same method leads to the result, that every degenerate triangle satisfies the triangle inequality. 
we see that one of the timelike legs (b) is of greater length than the other two sides together.
c) There are, however, some chronosceles triangles that satisfy the inequality, e.g. {A = e 2 , B = (0,
d) Now consider the chorosceles triangle {A, B, C} given by
Its lengths compute to a = b = π 4 ≈ 0.785 and c = arcosh(3) ≈ 1.763, which gives a + b < c. It is the length of the timelike base that is too great. e) Another chorosceles triangle, one of whose legs is to great, is the following:
Here, a > b + c holds.
f) Finally, we see that {A, B, C} given by Proof: Let ∆ = {A, B, C} be tempolateral. To show the existence of such a vertex, we assume that the first component of X AB is positive. Then, by parametrizing the great hyperbola A and B are located on, we obtain the result that the first component of X BA must be negative. If X BC has a positive first component, the proof is done. Thus, let us assume that the first component of X BC is negative. Then, we find X CB having positive first component. Again, a negative first component of X CA would finish the proof, so we assume that X CA has a positive first component. But now we find X AC having a negative first component, giving the result that A is a vertex with the desired property. Analogously one can see that assuming two such vertices implies that the tangent vectors at the third vertex must also have different signs in their respective first component. We obtain, thus, that the first component of X AB has the same sign as those of X BC and X CA . Furthermore, we can assume that the first component of A has the same sign, too. Then we compute
noticing that the first component of A has increased (or decreased, depending on its sign), what cannot happen. Thus, we have shown the uniqueness of the vertex with the desired property. Proof: Let {A, B, C} be such a triangle with the first component of X AB and X AC having different signs. If we apply a Lorentz transformation that maps X AB to e 1 , we easily see that
where the equality holds for linearly dependent X AB and X AC ; but this would result in a degenerate triangle, so we obtain What is still left to show is the validity or invalidity of the triangle inequality for contractible spatiolateral triangles. We will show that the inequality does not hold in this case. This result, however, can most easily be obtained by using the duality between hyperbolic and de Sitter geometry, having us to postpone the proof to corollary 5.16. Actually, the proof for the validity of the triangle inequality for non-contractible spatiolateral triangles depends on the statement that the sum of lengths is greater than 2π. Although that is a rather intuitive statement, it is still waiting for its proof, which will directly precede the corollary just mentioned.
Polar Triangles
The purpose of this section is to find a connection between hyperbolic triangles and proper de Sitter triangles. Since we primarily want to investigate hyperbolic trigonometry, we have the aim that triangles in H 2 ∪ (−H 2 ) possess polar triangles in S 1,1 , even if not all the types of proper de Sitter triangles may occur. The obvious way to provide such a mapping would be to consider the planes defining the sides of hyperbolic triangles, then taking their intersection with de Sitter surface to obtain proper de Sitter geodesics, and finally defining the intersection points of these geodesics as vertices of the polar triangle. Unfortunately, these geodesics won't intersect.
Thus, we simply use the definition of polar triangles in spherical geometry and apply it to our case. 
where ε = sign(det(A, B, C)) = ±1. The polar triangle does not exist for every de Sitter triangle, because one of the cross products may happen to be lightlike or zero.
If, on the other hand, ∆ ′ exists, then it is well-defined, and even the vertices of ∆ ′ are each well-defined, regardless of the order the vertices of ∆ are given to find the polar triangle. (Making this sure is the primary intent of ε.)
Since the cross product B × C is orthogonal to span(B, C), one may think of vertex A ′ as being determined (except for the sign) by the side a.
It might appear more reasonable to define the vertices of the polar triangle by using Lorentz orthogonality instead of simple Euclidean orthogonality. If we attempted to do so, we could define a new "Minkowski" polar triangle ∆
; but this would only affect the actual position of the polar triangle, whereas the lengths of its sides, its angles, and its type will be preserved. So we stick to our first definition, because it is easier to handle. 
Proof: To see that ∆ ′ is non-degenerate, we compute
From the construction of
and C are linearly dependent. Particularly, A ′ × B ′ is of the same type as C (either spacelike or timelike) and can thus be normalized. Doing this, we get (C ′ ) ′ = ±C =: δC. Now we have on the one hand the relation
where σ = +1, if A ′ × B ′ is spacelike (and hence C is spacelike, too), and σ = −1, if A ′ × B ′ (and hence C) is timelike. On the other hand we have:
Comparing these equations gives
thus leading to δ = 1 and hence
which was to show.
The remaining part of this section deals with the connection between the type of a triangle and the type of its polar triangle.
Theorem 4.4. Bimetrical, photosceles, multiple, and lucilateral de Sitter triangles do not have a polar triangle, nor do such strange triangles that have two opposite points, or such impossible triangles one of whose impossible sides is contained in a lightlike plane.
Proof: It is rather obvious that triangles with two opposing points have no polar triangles, for the cross product of those points equals zero.
All the other cases describe a triangle that has at least one side located on a lightlike plane. The intersection of S 1,1 with such a plane is a pair of parallel lines, which can be parametrized as
where A is one of the vertices on the lightlike or impossible side, and X is Lorentz orthogonal to A. (In case of a lightlike side, this is a tangent vector). For a certain t 0 ∈ R, we thus have for the other vertex
and we compute
If t = 0 (that means B = −A) or A × X = 0 holds, then it is again obvious that the polar triangle cannot exist. If, on the other hand, t·A×X = 0 holds, we still know that J(A×X) is Lorentz orthogonal to A and X. If J(A×X) ∈ span(A, X), we would have found a Minkowski orthogonal basis {A, X, J(A × X)} of R 3 , which contains the lightlike vector X; but this is forbidden by lemma 2.3. So we have J(A× X) ∈ span(A, X). Because J(A× X) is Lorentz orthogonal to any vector in span(A, X), it is in particular Lorentz orthogonal to itself, meaning lightlike. Thus, A × B is also lightlike and therefore cannot be normalized. Proof: The polar triangle exists if and only if the vectors A × B, B × C, and C × A can be normalized, i.e. do not belong to the light cone. All triangles that contain two opposite points are dealt with in theorem 4.4 -strange triangles of that kind were mentioned explicitly, while two opposite points in proper de Sitter triangles would define an impossible side, which belongs to a plane of any type, and by this also to a lightlike plane. Therefore, the case that A×B = 0 is excluded. Furthermore, none of the planes span(A, B), span(A, C), and span(B, C) is lightlike, so what we have to show is that no lightlike vector is Euclidean orthogonal to a spacelike or timelike plane.
Again, we use the property of J to be among the Lorentz transformations to see that A × B is lightlike if and only if J(A × B) is lightlike, and the latter is Lorentz orthogonal to span(A, B). So we restate our aim to show as follows: There is no lightlike vector Minkowski orthogonal to a spacelike or timelike plane.
Firstly, we notice that a lightlike vector contained in a timelike plane cannot be orthogonal to the same, because this would mean that there was a basis of that plane consisting of a spacelike and a lightlike vector, and thus the plane would be lightlike.
So a Minkowski orthogonal basis of the plane span(A, B) can be extended by J(A × B) to form a Minkowski orthogonal basis of R 3 . By Lemma 2.3, we know that J(A × B) is timelike if span(A, B) is spacelike and vice versa, but never is it lightlike.
Theorem 4.6. The polar triangle of a degenerate de Sitter triangle that does not match one of the categories of theorem4.4 consists of only the zero vector. (It has never been stated that the polar triangle, if existing, has to be a de Sitter triangle!)
Proof: By lemma 4.5, we know that the polar triangle exists. We then compute ε = sign(det(A, B, C)) = sign(0) = 0 and get the "vertices" Proof: The proof is analogous to the previous one. The only difference lies in the needed direction of an equivalence: A ′ is timelike whenever B and C span a spacelike plane. Note 4.9. Polar triangles of non-degenerate non-contractible spatiolateral triangles are not strange. To obtain this, name A, B, C ∈ ∆ in such a way that moving on side c from vertex A to vertex B, then further along side a to vertex C, and back on side b to vertex A, means surrounding the e 1 axis in positive rotational direction. Since two sides alone will not add up to a full turn, each of the three sides must itself be passed in positive direction. Therefore, we know that each of the cross products A × B, B × C, and C × A points in the direction of e 1 , and thus, when normalized, lies on H 2 . When searching for the vertices of the polar triangle, each of these normalized cross products are multiplied by the same ε = ±1. Hence, either are all of them in (−H 2 ), or they all stay in
Non-degenerate contractible spatiolateral triangles, on the other hand, all have strange polar triangles. If we had the sides from A to B, from B to C and from C to A all moving in the same rotational direction around the e 1 axis, the triangle would surround this axis and could therefore not be contractible. Following the argumentation given above about non-contractible triangles, we see that the polar triangle must have both vertices in H 2 and vertices in (−H 2 ). Proof: The polar triangle of a tempolateral triangle consists of only spacelike vertices. We compute
X CA , X CB , and in analogy
Let X AB , X AC be the pair of tangent vectors at a vertex that have different signs in their first components. We already noticed in theorem 3.4 that under this condition, B ′ , C ′ = X AB , X AC > 1 holds. This means that B ′ and C ′ span a timelike plane. (One can easily parametrize a great ellipse or a pair of straight lines to see that two points on such a de Sitter geodesic have Minkowski product of norm less or equal than 1.) Furthermore, B ′ and C ′ are on the same branch of the great hyperbola, because otherwise the Minkowski product would be negative. Thus, a ′ is timelike. By the same argumentation, we have for the other sides
which describes two impossible sides. Now let {A, B, C} be an impossible triangle as described above. Let a and b be the impossible sides. That means, B and C span a timelike plane, but lie on the different branches of the corresponding great hyperbola, and the same holds true for C and A. Now, replace C by −C. We have a new triangle {A, B, C} with A = A, B = B, C = −C, which is timelike. One can easily verify that holds. However, this inequality describes the property of a being timelike and not impossible. Thus, we have the first components X AB and X AC bearing the same sign, which gives us an impossible side a ′ , according to the previous proof. Replacing C with −C gives a new triangle {A = A, B = B, C = −C}, that has two timelike sides a and c, and one impossible side b. Following our recent thoughts, b ′ has to be impossible. Re-substituting C ′ for C ′ = −C ′ gives a timelike side b ′ . By the same argumentation, we have a ′ being timelike. Now, if all the sides of ∆ are impossible, we replace A with −A to get the triangle {A = −A, B = B, C = C}, which has two timelike sides b and c, and still one impossible side a. 
Trigonometry of HS
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This section gives an application of polar triangles. We investigate the relations between the angles and the lengths of sides in a triangle. To this end, we have to be able to measure these quantities, which is only possible if the sides are spacelike or timelike (to measure their lengths) and if adjacent sides are of same type (to measure the angle between them). For a degenerate triangle, angles do not contain much information, so we restrict our analysis to non-degenerate triangles that are either spatiolateral, tempolateral, or (antipodal) hyperbolic.
We abbreviate the term law of cosines for sides by LCS and law of cosines for angles by LCA.
All proofs in this section are rather elementary, i.e. they contain no "tricks" or unexpected transformations. hold.
Laws of Cosines
This theorem can be found in most works about hyperbolic geometry (see the references section) with proofs of different degrees of difficulty. A proof similar to ours is given by Iversen [2] , but he does the computation in a more sophisticated vector space (the sl 2 space). Proof: We obtain this result by simply computing
Renaming the vertices yields the other equations. Proof: As we already saw in the proof of theorem 4.12,
holds. This expression is negative, because B ′ and C ′ are either both hyperbolic or both antipodal hyperbolic. Thus, we obtain The proof is completely analogous to the previous proofs. 
Proof: We already know that
holds, since the polar triangle is spatiolateral according to theorem 4.7. With α, a ′ ∈ [0, π] we obtain the desired result a ′ = π −α, or α = π −a ′ . Furthermore, for the polar triangle, which is non-contractible, we have
from which α ′ = a results. hold. This theorem is also mentioned by Anderson [1] , Iversen [2] , and Thurston [5] 
Lemma 5.5 leads to the desired result. hold. Proof: Now, the polar triangle is hyperbolic or antipodal hyperbolic. From the (antipodal) hyperbolic LCS we know that
holds. Lemma 5.5, applied to ∆ ′ , leads to the equations above. Proof: We change the orientation of vertex A ′ in the polar triangle to get the hyperbolic or antipodal hyperbolic triangle
Now let us look for a relation between the angles of {A, B, C} and the sides of
and in analogy cosh(γ) = cosh(c ′ ). That resembles the relations we already know from non-contractible triangles. But what about the sides of {A, B, C} and the
and cos(c) = cos(γ ′ ). The LCS for {A ′ , B ′ , C ′ } yields the desired result. Again, we have proven that the triangle inequality holds for degenerate triangles.
Regarding the LCA's, we notice that the sine terms vanish, whence in most cases we have vacant formulae like this: cos(0) = cos(0) · cos(0), optionally with hyperbolic cosine. The only more "interesting" result appears from the (antipodal) hyperbolic LCA, which gives cos(α) = − cos(β) cos(γ).
The cosines can only take the values −1 or 1, thus we have either all angles amount to π or one angle amount to π and the other ones vanish. The first case can be eliminated in analogy to the second part of the proof of lemma 3.3.
To conclude, the only case with any mathematical content shows us the hardly astonishing fact that a degenerate (antipodal) hyperbolic triangle has one straight and two zero angles. By now, it should be obvious why we can constrict our investigation to non-degenerate triangles.
Laws of Sines
With the concept of polar triangles, we quickly deduce the laws of sines. holds. This theorem is subject of the most books about hyperbolic geometry (of the literature mentioned in the references section, only Ungar [6] does not mention it). We found none of the proofs being similar to ours. 
Sums of Angles and Lengths
Reasonable statements can only be obtained for the sum of angles in (antipodal) hyperbolic triangles and for the sum of lengths in spatiolateral triangles. All the other quantities that could be considered may be infinitely large or infinitely small. At the end of this section, we are able to finally prove the invalidity of the triangle equation for contractible spatiolateral triangles.
Theorem 5.14. The sum of angles in an (antipodal) hyperbolic triangle is less than π.
The proof can be found in Iversen [2] . Proof: WLOG assume that α ≥ β holds. The (antipodal) hyperbolic LCA yields cos(α) = cosh(α) sin(β) sin(γ) − cos(β) cos(γ) > − cos(β + γ)
= cos(|π − (β + γ)|).
Since 0 < β + γ < 2π holds, we have |π − (β + γ)| ∈ [0, π), where the cosine function is strictly monotonically decreasing. Thus we have α < |π − (β + γ)|.
The assumption α ≥ β assures that π − (β + γ) is positive, whence we get the desired result. Proof: This can be read in the penultimate line of the previous proof.
