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Abstract. The existence and uniqueness of solutions for a stochastic reaction-
diffusion equation with infinite delay is proved. Sufficient conditions ensuring
stability of the zero solution are provided and a possibility of stabilization by
noise of the deterministic counterpart of the model is studied.
1. Introduction. Our main goal in this paper is to establish the existence and
uniqueness theorem and to analyze the long-time behaviour of a stochastic heat
equation with memory subjected to multiplicative white noise. The starting point
for our considerations is the following deterministic heat conduction model.
Let O be a bounded domain in Rd (d ≥ 1). We denote by u = u(x, t) the
temperature at position x ∈ O¯ and time t. Following the theory developed by
Coleman & Gurtin [9], Gurtin & Pipkin [17] and Nunziato [20], we assume that
the density e(x, t) of the internal energy and the heat flux φ(x, t) are related to the
temperature and its gradient by constitutive relations:
e(x, t) = b0u(x, t), t ∈ R, x ∈ O¯, (1)
and
φ(x, t) = −c0∇u(x, t) +
∫ t
−∞
γ(t− s)∇u(x, s)ds, t ∈ R, x ∈ O¯. (2)
Here the constants b0 > 0 and c0 > 0 are called respectively heat capacity and
thermal conduction. The heat flux relaxation function γ is assumed to be in L1(R+).
A typical example is γ(s) = γ0e
−d0t, where d0 > 0 and γ0 < 0.
The energy balance for the system has the form
∂te(x, t) = −div φ(x, t) + f(u(x, t), x, t), t ∈ R, x ∈ O¯, (3)
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where f(u, x, t) is the energy supply which may depend on the temperature. Thus,
after rescaling of constants, we arrive to the heat equation with memory of the form
∂tu(x, t) = ν∆u(x, t) −
∫ t
−∞
γ(t− s)∆u(x, s)ds+ f(u(x, t), x, t), (4)
where t > 0, x ∈ O and ν is a positive parameter. We also need to set some natural
boundary conditions for u(x, t).
This (deterministic) problem has been studied by many authors. For instance,
existence and uniqueness of global solutions to general semilinear integro-differential
equations have been analyzed in [1], two kind of equations are compared in [10],
being the second a singular perturbation which approaches the first one when the
memory kernel collapses into a Dirac mass; this kind of relaxation is also adopted in
[13] to prove the existence of a robust family of exponential attractors, and the close
behaviour of both problems, which contain, as particular cases, the Allen-Cahn and
Cahn-Hiliard equations; trajectory and global (uniform) attractors for such general
kind of problems are studied in [6, 14, 15, 16].
In this paper we are interested in the case when the function f(u, x, t) describing
the energy supply in (4) contains a stochastic term representing an environmental
noise. More precisely we assume that
f(u, x, t) = −f(u) + h(t, u) + g(t, u)∂tW (x, t),
where W (x, t) is a cylindrical Wiener process in L2(O), ∂tW is the generalized de-
rivative with respect to t, and f(v), h(t, v) are appropriate (deterministic) functions
and g(t, ·) maps L2(O) into the space of Hilbert-Schmidt operators in L2(O) (see
Hypothesis 1 below). Thus, we arrive to a stochastic partial differential equation
(SPDE for short) with memory of the form
ut − ν∆u+
∫ t
−∞
γ(t− s)∆u(s)ds+ f(u) = h(t, u) + g(t, u)∂tW (t), (5)
in the bounded domain O ⊂ Rd with the boundary condition
u(t, x) = 0 for x ∈ ∂O. (6)
We also need to equip (5) with the initial data:
u(t, x) = u0(t, x) for t ≤ 0, x ∈ O. (7)
Note that we choose the homogenous Dirichlet boundary conditions (6) for the sake
of definiteness only. In the same way we could treat Neumann or Robin boundary
conditions, and even the non-homogenous case (by reducing to homogenous one).
We also point out that we assume from the very beginning that our drift nonlinearity
fˆ(u, t) ≡ f(u)− h(t, u)
is splitted into two terms f and h. The first is coercive, the second is globally
Lipschitz and may include spatial derivatives (see Hypothesis 1 below). We also
note that linear and nonlinear versions of problem (5)-(7) in the case of an additive
noise (i.e., g(t, v) is a constant) have been considered in [7] and [2], respectively.
Namely, in [7] the problem is considered in the case when f ≡ h ≡ 0, g(u) = Q
under a certain trace type conditions on the operator Q. In particular, it was shown
that in the case of zero initial data the corresponding solution is a Gaussian process
possessing some regularity properties. The paper [2] deals with the casef ≡ h ≡ 0,
g(u) = Q, where Q∗Q is the trace class operator and is devoted to the proof of the
existence of a pullback attractor in the case of exponentially fading memory.
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The structure of the paper is as follows. In Section 2 we introduce notations
and basic hypotheses. Then, in Section 3 we present our first result on existence
and uniqueness which requires an integrability condition for the relaxation func-
tion γ only. In Section 4 we prove uniform exponential decaying of solutions in
the case when the diffusion coefficient ν is large enough. In Section 5 we consider
exponential decaying of solutions in the case of monotone exponentially fading re-
laxation function γ, but for a wider class of diffusion coefficients ν. Finally, under
the same conditions concerning γ as in Section 5, we establish in Section 6 a result
on possibility of stabilization of the deterministic problem (4) by noise.
2. Notations and hypotheses. Below we denote by (·, ·) and | · |, respectively,
the scalar product and norm in L2(O). We will also consider Sobolev spaces Hs(O)
and Hs0(O). We equip the space H
1
0 (O) with the scalar product
((u, v)) =
∫
O
∇u(x) · ∇v(x) dx,
and denote by ‖ · ‖ the associate norm.
Let W (t), t ≥ 0, be an L2(O)-valued cylindrical Wiener process. More precisely,
we suppose given {Ω,F ,P} a complete probability space, and {Ft}t≥0 an increasing
and right continuous family of σ-subalgebras of F , such that F0 contains all the P-
null sets of F . Let {βj(t), t ≥ 0, j = 1, 2, ...} be a sequence of mutually independent
standard real Ft-Wiener processes defined on this probability space, and suppose
that {ej; j = 1, 2, ...} is an orthonormal basis of L
2(O). Thus, we denote by
W (t), t ≥ 0, the cylindrical Wiener process with values in L2(O) defined formally
as
W (t) =
∞∑
j=1
βj(t)ej .
It is well known that this series does not converge in L2(O), but rather in any Hilbert
space K˜ such that L2(O) ⊂ K˜, and the injection of L2(O) into K˜ is Hilbert-Schmidt
(see e.g. [12]).
Let 0 ≤ t0 < t1 be given. For any separable Banach space X and p ≥ 1, we
denote by MpFt(t0, t1;X) the space of all processes
ϕ ∈ Lp(Ω× (t0, t1),P(dω)× dt;X)
which are Ft-progressively measurable. The space M
p
Ft
(t0, t1;X) is a Banach sub-
space of Lp(Ω× (t0, t1),P(dω)× dt;X).
We write L2Ft(Ω;C([t0, t1];X)) to denote the space of all continuous and Ft-
progressively measurable X-valued processes {ϕ(t); t0 ≤ t ≤ t1} satisfying
E
(
sup
t0≤t≤t1
‖ϕ(t)‖2X
)
<∞.
Let L2(L2(O)) be the separable Hilbert space of Hilbert-Schmidt operators in
L2(O) equipped with the scalar product
〈R,S〉L2(L2(O)) =
∞∑
j=1
(Rej , Sej), R, S ∈ L
2(L2(O)).
We denote by ‖ · ‖L2(L2(O)) the corresponding norm.
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For any process Ψ ∈M2Ft(t0, t1;L
2(L2(O))) one can define the stochastic integral
of Ψ with respect to the cylindrical Wiener process W (t), denoted∫ t
t0
Ψ(s) dW (s), t0 ≤ t ≤ t1,
as the unique continuous L2(O)-valued Ft-martingale such that for all v ∈ L
2(O),
(
∫ t
t0
Ψ(s) dW (s), v) =
∞∑
j=1
∫ t
t0
(Ψ(s)ej , v) dβ
j(s), t0 ≤ t ≤ t1,
where the integral with respect to βj(s) is the Itoˆ integral, and the series con-
verges in L2(Ω;C([t0, t1])). We refer to [12] for details and other properties of
the stochastic integral defined in this way. In particular, we note that if Ψ ∈
M2Ft(t0, t1;L
2(L2(O))) and φ ∈ L2(Ω;L∞(t0, t1;L
2(O))) is Ft-progressively mea-
surable, then the series
∞∑
j=1
∫ t
t0
(Ψ(s)ej , φ(s)) dβ
j(s), t0 ≤ t ≤ t1,
converges in L1(Ω;C([t0, t1])), and defines a real valued continuous Ft-martingale.
We will use the notation∫ t
t0
(Ψ(s)dW (s), φ(s)) :=
∞∑
j=1
∫ t
t0
(Ψ(s)ej , φ(s)) dβ
j(s), t0 ≤ t ≤ t1.
Our basic hypothesis is the following one.
Hypothesis 1. We impose the following assumptions:
• the kernel γ(s) belongs to L1(R+);
• f(v) ∈ C1(R) possesses the property f ′(v) ≥ 0 for all v ∈ R, f(0) = 0, and
also satisfies the relations
vf(v) ≥ a0|v|
p+1, |f ′(v)| ≤ a1
(
1 + |v|p−1
)
, v ∈ R, (8)
where ai > 0 are constants and p ≥ 1;
• The mappings h : R+ × H
s
0(O) → H
s−1(O) for some 0 ≤ s ≤ 1 and g :
R+ × L
2(O) → L2(L2(O)) are measurable and uniform Lipschitz continuous
(with respect to the functional variable), i.e., there exist constants Lh > 0
and Lg > 0 such that
‖h(t, u)− h(t, v)‖Hs−1(O) ≤ Lh‖u− v‖Hs
0
(O), u, v ∈ H
s
0(O), (9a)
‖g(t, u)− g(t, v)‖2L2(L2(O)) ≤ Lg|u− v|
2, u, v ∈ L2(O), (9b)
for almost all t ∈ R+. Moreover, we suppose that
h(·, 0) ∈ L2(0, T ;Hs−1(O)), g(·, 0) ∈ L2(0, T ;L2(L2(O))), (10)
for every T > 0.
Typical examples of the terms f , h and g are the following:
⋆ f(v) = P (v) + c · v, where P (v) is a polynomial of an odd degree p ≥ 1
such that P (0) = 0 and c is an appropriate constant (it is always possible to
introduce the term cv artificially by adding −cv in h);
⋆ h(t, v) = h˜(v,∇v), where h˜ : Rd+1 → R is a globally Lipschitz function;
STOCHASTIC HEAT EQUATIONS WITH MEMORY 5
⋆ g(t, v) = g˜(v) ·K, where the function g˜ : R → R is globally Lipschitz and K
is a Hilbert-Schmidt operator in L2(O).
3. Existence and uniqueness of solution. In this section we use a fixed point
method in combination with an extension technique to prove the existence and
uniqueness theorem of our system. For this reason, we consider problem (5)–(7)
with initial data at arbitrary fixed moment a ∈ R+. Since we do not assume that
the history data are smooth in time, it is also convenient to split the initial data
into the history data defined on (−∞, a) and the initial value at t = a. Thus we
consider the following problem
ut − ν∆u+
∫ t
−∞
γ(t− s)∆u(s)ds+ f(u) = h(t, u) + g(t, u)∂tW (t), (11)
for x ∈ O, t > a, with the boundary condition
u(t, x) = 0 for x ∈ ∂O, t > a, (12)
and with initial data at the moment t = a
u(a, x) = u0(x) and u(t, x) = u−(t, x) for t < a, x ∈ O. (13)
Below we assume that
u0 ∈ L
2(Ω,Fa,P;L
2(O)) (14)
and u−(t, x) is a random function such that
ψa(t) :=
∫ a
−∞
γ(t− s)∆u−(s)ds ∈M
2
Ft
(a, a+ T ;H−1(O)) (15)
for every T > 0. We can state property (15) as an assumption concerning u− in a
more direct way. Indeed, we have that∫ a+T
a
‖ψa(τ)‖
2
H−1(O)dτ ≤
∫ a+T
a
[∫ a
−∞
|γ(τ − r)|‖u−(r)‖dr
]2
dτ
≤
∫ a+T
a
∫ a
−∞
|γ(τ − r)|dr
∫ a
−∞
|γ(τ − r)|‖u−(r)‖
2drdτ
≤
∫ ∞
0
|γ(r)|dr
∫ a
−∞
(∫ a+T
a
|γ(τ − r)|dτ
)
‖u−(r)‖
2dr.
Therefore ∫ a+T
a
‖ψa(τ)‖
2
H−1(O)dτ ≤ (γ∞)
2
∫ a
−∞
‖u−(r)‖
2dr, (16)
where
γ∞ :=
∫ ∞
0
|γ(r)|dr.
Thus (15) holds if we assume that
u− ∈ L
2
(
Ω× (−∞, a),Fa × B(−∞, a),P(dω)× dt;H
1
0 (O)
)
, (17)
where B(−∞, a) is the Borel σ-algebra on (−∞, a). We note that this property of
the initial data looks as restrictive. However this is our pay off for a mild hypothesis
concerning the relaxation function γ. If we assume (as in [6, 14, 15, 16]) that γ is
exponentially fading, then condition (17) can be relaxed (see discussion in Section 5).
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Definition 1. Let u0 and u− be given and satisfy (14) and (15). A solution to
problem (11)–(13) on the interval (a, a+ T ) is a stochastic process
u ∈M2Ft(a, a+ T ;H
1
0 (O)) ∩M
p+1
Ft
(a, a+ T ;Lp+1(O)),
such that
u ∈ L2Ft(Ω;C([a, a+ T ];L
2(O)))
and the relation
u(t) +
∫ t
a
(−ν∆u(r) + f(u(r))) dr +
∫ t
a
[∫ r
a
γ(r − s)∆u(s)ds+ ψa(r)
]
dr
= u0 +
∫ t
a
h(r, u(r)) dr +
∫ t
a
g(r, u(r)) dW (r)
holds P-a.s. in V∗ := H−1(O) + L1+1/p(O) =
[
H10 (O) ∩ L
p+1(O)
]∗
for all t ∈
[a, a+ T ], where ψa(t) is given by (15).
Our main result is the following theorem.
Theorem 1. Under Hypothesis 1, for each initial data u0 and u− satisfying (14)
and (15) there exists a unique solution u to problem (11) − (13) in any interval
(a, a+ T ). This solution satisfies the energy balance equality
|u(t)|2 + 2ν
∫ t
a
‖u(r)‖2 dr + 2
∫ t
a
(f(u(r)), u(r)) dr
+ 2
∫ t
a
(
∫ r
a
γ(r − s)∆u(s)ds+ ψa(r), u(r)) dr
= |u0|
2 + 2
∫ t
a
(h(r, u(r)), u(r)) dr (18)
+ 2
∫ t
a
(g(r, u(r)) dW (r), u(r)) +
∫ t
a
‖g(r, u(r))‖2L2(L2(O)) dr, P− a.s.
for all t ∈ [a, T + a].
Proof. We split the proof into two steps.
Step 1: local existence and uniqueness. At this step we prove the following assertion.
Proposition 1. Under the assumptions of Theorem 1, there exists a constant T ∗ >
0, independent of the initial data u0 and u− and of the initial moment a, such that
problem (11)− (13) possesses a unique solution on the interval (a, a+ T ∗).
Proof. We apply a fixed point argument.
Let T > 0 and û ∈M2Ft(a, a+ T ;H
1
0 (O)) be given.
We consider the mapping
T : û ∈M2Ft(a, a+ T ;H
1
0 (O)) 7→ u ∈M
2
Ft
(a, a+ T ;H10 (O))
where u is the unique process u(t) which belongs to
M2Ft(a, a+ T ;H
1
0 (O)) ∩M
p+1
Ft
(a, a+ T ;Lp+1(O)) ∩ L2Ft(Ω;C([a, a+ T ];L
2(O)))
and solves the problem
u(t) +
∫ t
a
(−ν∆u(r) + f(u(r))) dr +
∫ t
a
[φ(û; r) + ψa(r)] dr
= u0 +
∫ t
a
h(r, u(r)) dr +
∫ t
a
g(r, u(r)) dW (r) P-a.s. (19)
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in H−1(O) + L1+1/p(O) for all t ∈ [a, a+ T ], where φ(û; τ) is defined by
φ(û; t) :=
∫ t
a
γ(t− s)∆û(s)ds.
Observe that T is well defined, since for û ∈M2Ft(a, a+ T ;H
1
0 (O)) one has that
φ(û; t) ∈M2Ft(a, a+ T ;H
−1(O)) (20)
and ∫ a+t
a
‖φ(û; τ)‖2H−1(O)dτ ≤
[∫ t
0
|γ(τ)|dτ
]2 ∫ a+t
a
‖û(τ)‖2dτ (21)
for any t ∈ [0, T ]. Indeed, it is sufficient to check (21). We obviously have that∫ a+t
a
‖φ(û; τ)‖2H−1(O)dτ ≤
∫ a+t
a
[∫ τ
a
|γ(τ − r)|‖û(r)‖dr
]2
dτ
≤
∫ a+t
a
∫ τ
a
|γ(τ − r)|dr
∫ τ
a
|γ(τ − r)|‖û(r)‖2drdτ
≤
∫ t
0
|γ(r)|dr
∫ a+t
a
(∫ a+t
r
|γ(τ − r)|dτ
)
‖û(r)‖2dr,
which implies (21).
Taking into account (15), (20) and (21), it is not difficult to see that the results
in [21] (see also [3] or [18]) can be applied in order to obtain u from the desired
class.
We prove now that there exists a T ∗ > 0 such that T is a contraction for every
T ≤ T ∗.
Let û1, û2 be given in M2Ft(a, a+ T ;H
1
0 (O)), and u
1, u2 be the processes in
M2Ft(a, a+ T ;H
1
0 (O)) ∩M
p+1
Ft
(a, a+ T ;Lp+1(O)) ∩ L2Ft(Ω;C([a, a+ T ];L
2(O)))
which are solutions to (19) corresponding to û1 and û2 respectively. Then, applying
Itoˆ’s formula to u¯ = u1 − u2, taking expectation, and denoting û = û1 − û2 we
obtain
E|u¯(t)|2 + 2νE
∫ t
a
‖u¯(r)‖2 dr + 2E
∫ t
a
(f(u1(r)) − f(u2(r)), u¯(r)) dr
= −2E
∫ t
a
〈φ(û, r), u¯(r)〉 dr − 2E
∫ t
a
〈h(r, u1(r)) − h(r, u2(r)), u¯(r)〉 dr
+ E
∫ t
a
‖g(r, u1(r)) − g(r, u2(r))‖2L2(L2(O)) dr, (22)
for any t ∈ [a, a+ T ]. Using relation (21) we obtain∣∣∣∣∫ t
a
〈φ(û, r), u¯(r)〉 dr
∣∣∣∣ ≤ ν2
∫ t
a
‖u¯(r)‖2 dr +
(γT )
2
2ν
∫ a+T
a
‖û(r)‖2 dr
for all t ∈ [a, a+ T ], where γT :=
∫ T
0 |γ(τ)|dτ . By Hypothesis 1 we have that
2E
∫ t
a
(f(u1(r)) − f(u2(r)), u¯(r)) dr ≥ 0;
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2E
∫ t
a
〈h(r, u1(r)) − h(r, u2(r)), u¯(r)〉 dr
≤ 2LhE
∫ t
a
‖u¯(r)‖Hs(O)‖u¯(r)‖H1−s(O) dr
≤ 2c2sL
2
hν
−1
E
∫ t
a
|u¯(r)|2 dr +
ν
2
E
∫ t
a
‖u¯(r)‖2 dr, (23)
where cs = bs · b1−s and bσ is the constant from the interpolation estimate
‖u‖Hσ(O) ≤ bσ|u|
1−σ‖u‖σ, 0 ≤ σ ≤ 1
(cs = 1 if either s = 0 or s = 1); and also
E
∫ t
a
‖g(r, u1(r)) − g(r, u2(r))‖2L2(L2(O)) dr ≤ LgE
∫ t
a
|u¯(r)|2 dr.
Thus, we obtain from (22) that
E|u¯(t)|2 + νE
∫ t
a
‖u¯(r)‖2 dr
≤
(γT )
2
ν
E
∫ a+T
a
‖û(r)‖2 dr +
(
2c2sν
−1L2h + Lg
) ∫ t
a
E|u¯(r)|2 dr (24)
for t ∈ [a, a + T ]. From this last inequality and applying Gronwall’s Lemma we
deduce that
E|u¯(t)|2 ≤
(γT )
2
ν
exp{(2c2sν
−1L2h + Lg)T }E
∫ a+T
a
‖û(r)‖2 dr
for any t ∈ [a, a+ T ], and thus, from (24), one obtains
νE
∫ a+T
a
‖u¯(r)‖2 dr ≤ CTE
∫ a+T
a
‖û(r)‖2 dr, (25)
with
CT =
(γT )
2
ν
[
1 + (2c2sν
−1L2h + Lg)T exp{(2c
2
sν
−1L2h + Lg)T }
]
.
Since γT → 0 as T → 0, it is clear from inequality (25), that there exists T
∗ > 0
such that for any T ≤ T ∗, we have
E
∫ a+T
a
‖u1(r) − u2(r)‖2 dr ≤
1
2
E
∫ a+T
a
‖û1(r) − û2(r)‖2 dr,
and thus the mapping T : û 7→ u defined by (19) is a contraction in the space
M2Ft(a, a + T ;H
1
0 (O)). Therefore, T possesses a unique fixed point u, u = Tu .
From the definition of the mapping T, the function u solves (19) with û = u, and
hence u possesses the regularity required by Definition 1.
Step 2: global existence. Now, we can complete the proof of Theorem 1. Let
u0 and u− satisfy (14) and (15). We take T
∗ > 0 whose existence is ensured in
Proposition 1. We thus have a solution u1 in
M2Ft(a, a+ T
∗;H10 (O)) ∩M
p+1
Ft
(a, a+ T ∗;Lp+1(O)) ∩ L2Ft(Ω;C([a, a+ T
∗];L2(O))).
Now we can define new initial data by the formulas
ua0 = u1(a+ T
∗) and ua−(t) =
{
u1(t), for t ∈ (a, a+ T
∗);
u−(t), for t < a.
STOCHASTIC HEAT EQUATIONS WITH MEMORY 9
It is clear that ua0 and u
a
− satisfy conditions (14) and (15) with a+T
∗ instead of a.
Therefore, by Proposition 1, we have a solution u2 on the interval (a+T
∗, a+2T ∗). It
is clear that the function defined as u1 on [a, a+T
∗], and as u2 on [a+T
∗, a+2T ∗], is
a solution to problem (11)–(13) on the interval (a, a+2T ∗). Proceeding inductively,
in each step n ≥ 2 we obtain a solution on any interval of the form (a, a+ nT ∗).
The uniqueness of solution follows from the first step of the argument. The point
is that a fixed point of T is unique.
Finally, taking into account the hypotheses on f , g and h, (14), (15), and the
property (20) for û = u, we immediately obtain from the Itoˆ formula (see [21] and
also [18]) that, if u is the solution to problem (11)–(13) on the interval (a, a + T ),
then it satisfies (18).
4. Stability properties of solutions. In this section we prove exponential de-
caying of the solutions given by Theorem 1 when the diffusion coefficient ν is large
enough. We also assume that there exist constants C > 0 and θ > 0 such that
‖h(t, 0)‖2H−1(O) + ‖g(t, 0)‖
2
L2(L2(O)) ≤ Ce
−θt for all t ≥ 0 (26)
and
γ(θ)∞ :=
∫ ∞
0
|γ(τ)|eθτdτ <∞. (27)
Theorem 2. Under the assumptions in Theorem 1, suppose that (26) and (27) are
satisfied. Moreover, assume that
2ν > 2γ(0)∞ + 2csLhλ
−1/2
1 + Lgλ
−1
1 , (28)
where λ1 > 0 is the first eigenvalue of the operator −∆ with Dirichlet boundary
conditions and cs is the constant in (23). Then, there exist C1 > 0, C2 > 0 and
ε ∈ (0, θ) such that for any
u0 ∈ L
2(Ω,Fa,P;L
2(O)) and u− ∈ L
2(Ω,F0,P;L
2(−∞, a;H10 (O))),
the solution u to problem (11)− (13) satisfies
E|u(t)|2 ≤
(
E|u0|
2 + C1E|u−|
2
L2(−∞,a;H1
0
(O)) + C2
)
e−εt for all t ≥ a. (29)
Proof. By assumption (28), we can take ε > 0 and α > 0 such that ε < θ, and
2ν > 2γ(ε)∞ + 2c
2
sLhλ
−1/2
1 + α+ [(1 + α)Lg + ε]λ
−1
1 . (30)
Applying Itoˆ’s formula to eεt|u(t)|2 and taking expectation, we obtain
eεtE|u(t)|2 + 2E
∫ t
a
eεr(ν‖u(r)‖2 + (f(u(r)), u(r))) dr
+ 2E
∫ t
a
eεr(φ(u; r) + ψa(r), u(r)) dr
= E|u0|
2 + 2E
∫ t
a
eεr(h(r, u(r)), u(r)) dr (31)
+ E
∫ t
a
eεr‖g(r, u(r))‖2L2(L2(O)) dr + εE
∫ t
a
eεr|u(r)|2 dr
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for all t ≥ a, where ψa(r) and φ(u; r) are given by (15) and (20) respectively.
Arguing as in the proof of (21) and (16), one can see that∣∣∣∣2E∫ t
a
eεr(φ(u; r) + ψa(r), u(r)) dr
∣∣∣∣ ≤ (2γ(ε/2)∞ + δ)E∫ t
a
eεr‖u(r)‖2 dr
+C(δ, ε)E|u−|
2
L2(−∞,a;H1
0
(O))
for any δ > 0. On the other hand, by (9a), we have
2E
∫ t
a
eεr〈h(r, u(r)), u(r)〉 dr
≤ 2csLhE
∫ t
a
eεr|u(r)|‖u(r)‖ dr + 2E
∫ t
a
eεr‖h(r, 0)‖H−1(O)‖u(r)‖ dr
≤ (2csLhλ
−1/2
1 + α)E
∫ t
a
eεr‖u(r)‖2 dr +
1
α
E
∫ t
a
eεr‖h(r, 0)‖2H−1(O) dr,
and by (9b),
E
∫ t
a
eεr‖g(r, u(r))‖2L2(L2(O)) dr
≤
(1 + α)Lg
λ1
E
∫ t
a
eεr‖u(r)‖2 dr +
(
1 +
1
α
)
E
∫ t
a
eεr‖g(r, 0)‖2L2(L2(O)) dr.
Now, taking into account (8), (26) and (30), we easily deduce from (31) that
eεtE|u(t)|2 ≤ E|u0|
2 + C1(α, ε)E|u−|
2
L2(−∞,a;H1
0
(O)) + C2(α)
∫ t
a
e(ε−θ)r dr (32)
for all t ≥ a. This implies (29).
From the above proof, it is easy to deduce the following result.
Corollary 1. Under the assumptions of Theorem 2, if we also assume h(t, 0) ≡ 0
and g(t, 0) ≡ 0, then the zero solution is globally exponentially stable. Moreover,
one can choose C2 = 0 in (29).
5. A case study: exponentially fading memory. In this section we present
another approach to the study of stability properties of our problem. This approach
goes back to an idea due to Dafermos [11].
We assume that the kernel γ(s) belongs to C2(R+), lims→∞ γ(s) = 0, and the
function µ(s) := γ′(s) possesses the properties
µ(s) ≥ 0, µ′(s) + δµ(s) ≤ 0, (33)
where δ is a positive constant. These hypotheses concerning γ(s) imply that
0 ≤ µ(s) ≤ µ(0)e−δs, s ∈ R+, (34)
and
0 ≤ −γ(s) ≤
µ(0)
δ
e−δs, s ∈ R+. (35)
It also follows from (33) that either (i) µ(s) > 0 for all s ∈ R+ or (ii) there exists
s∗ > 0 such that µ(s) > 0 for s ∈ [0, s∗) and µ(s) = 0 for all s ≥ s∗. In the latter we
have a retarded problem with finite delay and therefore we will concentrate mainly
on the first case.
For the sake of simplicity we assume the initial time a = 0.
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Suppose that u0 and u− satisfy (14) and (17) with a = 0. Following the idea
introduced by Dafermos [11] (see also [10, 13] and the survey [16]), we introduce
the new variable
q(t; s, x) :=
∫ s
0
u(t− τ, x)dτ =
∫ t
t−s
u(τ, x)dτ, t, s ≥ 0, (36)
where u(t) is the solution to (11)–(13) given by Theorem 1 for t ≥ 0, and u(t) =
u−(t) for t < 0. Observe that
‖q(t; s)‖2 ≤ s
∫ t
t−s
‖u(τ)‖2dτ,
and, consequently, by (34) and assumption (17)∫ ∞
0
µ(s)‖q(t; s)‖2 ds ≤
∫ ∞
0
sµ(s)
∫ t
t−s
‖u(τ)‖2dτ ds
≤ µ(0)
∫ ∞
0
se−δs
∫ t
t−s
‖u(τ)‖2dτ ds (37)
=
µ(0)
δ2
∫ t
−∞
[δ(t− r) + 1]e−δ(t−r)‖u(r)‖2 dr < +∞.
Therefore, for all t ≥ 0, the variable q(t) := q(t, ·) belongs to the weighted Hilbert
space
W1µ := L
2(R+, µ(s)ds;H
1
0 (O)),
which consists of H10 (O)-valued measurable functions q(s) such that
‖q‖2W1µ :=
∫ ∞
0
µ(s)‖q(s)‖2 ds < +∞.
In fact, it is not difficult to see that q ∈ C(R+;W
1
µ). Moreover, integrating by parts,
one can show that the pair (u, q) satisfies the equation
ut − ν∆u−
∫ ∞
0
µ(s)∆q(t; s)ds + f(u) = h(t, u) + g(t, u)∂tW (t) (38)
for x ∈ O, t > 0.
Now, observe that the partial derivatives of q are qs(t; s) = u(t−s), and qt(t; s) =
u(t)− u(t− s). Using the properties on the function µ it is easy to see that qt and
qs belong to L
2(0, T ;W1µ) for all T > 0. Then, we have
−
∫ ∞
0
µ(s)〈∆q(t; s), u(t)〉ds =
∫ ∞
0
µ(s)((q(t; s), qt(t; s) + qs(t; s)))ds
=
1
2
d
dt
‖q(t)‖2W1µ +
1
2
∫ ∞
0
µ(s)∂s(‖q(t; s)‖
2)ds. (39)
But, taking into account that q(t, 0) = 0, lims→∞ µ(s)‖q(t, s)‖
2 = 0, and integrating
by parts in the last term in (39), we obtain
−
∫ ∞
0
µ(s)〈∆q(t; s), u(t)〉ds
=
1
2
d
dt
∫ ∞
0
µ(s)‖q(t; s)‖2ds−
1
2
∫ ∞
0
µ′(s)‖q(t; s)‖2ds, (40)
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for all t ≥ 0. This equality and (33) yield that
d
dt
(eεt‖q(t)‖2W1µ) + (δ − ε)e
εt‖q(t)‖2W1µ ≤ 2e
εt
∫ ∞
0
µ(s)((q(t, s), u(t))) ds, (41)
for any ε ∈ R and t ≥ 0. This relation and Itoˆ’s formula allow us to prove the
following assertion.
Theorem 3. In addition to the assumptions in Theorem 1, suppose that (26) and
(33) are satisfied, and moreover
2ν > 2csLhλ
−1/2
1 + Lgλ
−1
1 , (42)
where, as in Theorem 2, λ1 > 0 is the first eigenvalue of the operator −∆ with
Dirichlet boundary conditions and cs is the constant in (23). Then, there exists
C1 > 0, C2 > 0 and ε ∈ (0, θ) such that for any
u0 ∈ L
2(Ω,F0,P;L
2(O)) and u− ∈ L
2(Ω,F0,P;L
2(−∞, 0;H10 (O))),
the solution u to problem (11)− (13) (with a = 0) satisfies
E|u(t)|2 + E‖q(t)‖2W1µ ≤ (E|u0|
2 + C1E‖u−‖
2
L2(−∞,0;H1
0
(O)) + C2)e
−εt (43)
for all t ≥ 0, where q(t) ≡ q(t; s, x) is given by (36). Moreover, C2 = 0 in (43)
provided h(t, 0) ≡ 0 and g(t, 0) ≡ 0.
Remark 1. If we compare Theorems 2 and 3, we see that, in contrast with (28),
the condition in (42) does not contain the term depending on the relaxation kernel
γ. This reflects that the function γ has the ‘right’ sign in the case of Theorem 3.
Proof. Thanks to assumption (42), we can take ε > 0 and α > 0 such that ε <
min{δ, θ}, where δ and θ are parameters from (33) and (26) respectively, and
2ν > 2csLhλ
−1/2
1 + α+ [(1 + α)Lg + ε]λ
−1
1 . (44)
Let u be a solution to (11)–(13) with a = 0. Using the energy balance equality in
(18) one can see
eεtE|u(t)|2 + 2E
∫ t
0
eεr(ν‖u(r)‖2 + (f(u(r)), u(r))) dr
+ 2E
∫ t
0
∫ ∞
0
µ(s)eεr((q(r, s), u(r))) ds dr
= E|u0|
2 + 2E
∫ t
0
eεr(h(r, u(r)), u(r)) dr (45)
+ E
∫ t
0
eεr‖g(r, u(r))‖2L2(L2(O)) dr + εE
∫ t
0
eεr|u(r)|2 dr, t ≥ 0.
Now, taking into account (8), (9), (41) and that ε < δ, it follows from (45) that
eεt(E|u(t)|2 + E‖q(t)‖2W1µ) + 2νE
∫ t
0
eεr‖u(r)‖2 dr
≤ E|u0|
2 + E‖q(0)‖2W1µ + 2csLhE
∫ t
0
eεr|u(r)|‖u(r)‖, dr
+ 2E
∫ t
0
eεr‖h(r, 0)‖H−1(O)‖u(r)‖ dr + (1 + α)LgE
∫ t
0
eεr|u(r)|2 dr (46)
+ (1 + 1/α)E
∫ t
0
eεr‖g(r, 0)‖2L2(L2(O)) dr + εE
∫ t
0
eεr|u(r)|2 dr, t ≥ 0.
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From (26), (44) and (46) we have now
eεt(E|u(t)|2 + E‖q(t)‖2W1µ) ≤ E|u0|
2 + E‖q(0)‖2W1µ + C(1 + 1/α)
∫ t
0
e(ε−θ)r dr (47)
for t ≥ 0. Observe that from (37) we obtain that
‖q(0)‖2W1µ ≤
µ(0)
δ2
‖u−‖
2
L2(−∞,0;H1
0
(O)) P− a.s. (48)
Taking into account that ε < θ, then (43) follows from (47) and (48).
As a consequence of Theorem 3, one can also obtain pathwise exponential decay
of the solutions.
Theorem 4. Under the assumptions in Theorem 3, there exists ε˜ > 0 satisfying
that, for each
u0 ∈ L
2(Ω,F0,P;L
2(O)) and u− ∈ L
2(Ω,F0,P;L
2(−∞, 0;H10 (O))),
there exists a random time T (u0, u−, ω) ≥ 0 such that the solution u to problem
(11)− (13) satisfies P-a.s.
|u(t, ω)|2 + ‖q(t, ω)‖2W1µ ≤ e
−eεt, for all t ≥ T (u0, u−, ω). (49)
Proof. We take α > 0 such that 2ν > 2csLhλ
−1/2
1 +α+ (1+α)Lgλ
−1
1 . Then, using
Itoˆ’s formula and (41) with ε = 0, we have for any integer N ≥ 0,
|u(t)|2 + ‖q(t)‖2W1µ
≤ |u(N)|2 + ‖q(N)‖2W1µ +
1
α
∫ N+1
N
‖h(r, 0)‖2H−1(O) dr (50)
+
(
1 +
1
α
)∫ N+1
N
‖g(r, 0)‖2L2(L2(O)) dr
+ 2 sup
N≤t¯≤N+1
∫ t¯
N
(g(r, u(r))dW (r), u(r)) P-a.s.
for all N ≤ t ≤ N + 1. Burkholder-Davis-Gundy’s inequality implies now
2E
{
sup
N≤t¯≤N+1
∫ t¯
N
(g(r, u(r))dW (r), u(r))
}
≤
1
2
E
{
sup
N≤t¯≤N+1
|u(t¯)|2
}
+ 18E
∫ N+1
N
‖g(r, u(r))‖2L2(L2(O)) dr,
and thanks to Theorem 3 and (50), there exists a constant C˜ > 0, depending on u0
and u−, but not on N , such that
E
{
sup
N≤t≤N+1
(|u(t)|2 + ‖q(t)‖2W1µ)
}
≤ C˜e−εN for all N ≥ 0, (51)
with the constant ε ∈ (0, θ) that appears in (43). Now, (49) can be obtained from
(51) in a standard way applying Chebyshev’s inequality and Borel-Cantelli’s lemma
(see, e.g., [4] for a similar situation for a 2D Navier-Stokes model).
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6. Eventual stabilization by noise. In addition to the assumptions in Theo-
rem 3, we assume in this section that
• h(t, 0) = 0 and g(t, 0) = 0 for all t ≥ 0,
• h : R+ × L
2(O)→ L2(O), and there exists L˜h > 0 such that
|h(t, u)− h(t, v)| ≤ L˜h|u− v| for all t ≥ 0 and any u, v ∈ L2(O), (52)
and consider the question of stabilizing the null solution of the deterministic problem
ut − ν∆u+
∫ t
−∞
γ(t− s)∆u(s)ds+ f(u) = h(t, u), x ∈ O, t > 0, (53)
by adding a suitable multiplicative noise.
It follows from (52) that one can take Lh = λ
−1/2
1 L˜h. Thus, when ν > L˜hλ
−1
1 ,
Theorem 3 ensures that the zero solution of (53) is exponentially stable in L2(O).
Our goal in this section is to show that we can choose a very simple stochastic
perturbation (i.e. a suitable function g and a Wiener processW ) such that the zero
solution of (11) − (13) becomes exponentially stable for a wider range of values of
the diffusion parameter ν (i.e. for some of those satisfying ν ≤ L˜hλ
−1
1 ). This means
that noise stabilizes the system.
To construct this stochastic perturbation we denote by β(t) a standard real Ft-
Wiener process, and for any σ ∈ R consider the problem
ut− ν∆u+
∫ t
−∞
γ(t− s)∆u(s)ds+ f(u) = h(t, u)+σu∂tβ(t), x ∈ O, t > 0, (54)
in the bounded domain O with the boundary condition
u(t, x) = 0, x ∈ ∂O, t > 0, (55)
and the initial conditions
u(0, x) = u0(x), u(t, x) = u−(t, x), t < 0, x ∈ O. (56)
Obviously, Theorem 1 can be applied to this situation to ensure existence and
uniqueness of solution to (54)-(56).
Theorem 5. Assume that f satisfies the assumptions in Hypothesis 1 and that γ ∈
C2(R+) satisfies the assumptions in Section 5 (see (33)-(35)). Moreover suppose
that h satisfies (52) and h(t, 0) = 0 for all t ≥ 0. Let u be a solution to problem
(54)–(56) with the initial data
u0 ∈ L
2(Ω,F0,P;L
2(O)) and u− ∈ L
2(Ω,F0,P;L
2(−∞, 0;H10 (O))). (57)
Then, the top Lyapunov exponent Λ(u0, u−;ω) defined by the formula
Λ(u0, u−;ω) := lim sup
t→∞
1
t
log
(
|u(t, ω)|2 + ‖q(t, ω)‖2W1µ
)
P− a.s., (58)
where q is given by (36), satisfies the relation
Λ(u0, u−;ω) ≤ 2
(
L˜h − νλ1
)
+
−G(σ, δ) P-a.s. (59)
Here s+ := (|s|+ s) /2 and
G(σ, δ) := min
0≤s≤1
{
2σ2s2 − (δ + σ2)s+ δ
}
, (60)
where δ is the parameter in (33).
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As a consequence of Theorem 5 we have the following assertion on stability of
the zero solution to (54).
Corollary 2. In addition to the hypotheses of Theorem 5 we assume that
0 < σ2 ≤ δ/3 and νλ1 > L˜h − σ
2/2. (61)
Then, the zero solution to (54) − (55) is pathwise exponentially stable. Namely,
there exists a deterministic number ε˜ > 0 such that for any initial data u0 and u−
satisfying (57) there exists a random variable T (ω) ≡ T (ω;u0, u−) > 0 such that,
for almost all ω ∈ Ω,
|u(t, ω)|2 + ‖q(t, ω)‖2W1µ ≤ e
−eεt for all t ≥ T (ω), (62)
where u is the solution to problem (54)–(56) and q is given by (36).
Proof. Notice that G(σ, δ) = σ2 in this case. Therefore, by Theorem 5, there exists
ε˜ > 0 such that
Λ(u0, u−;ω) ≤ 2
(
L˜h − νλ1
)
+
− σ2 ≤ −ε˜ < 0 P-a.s.
under condition (61). This implies (62) by the definition in (58).
Proof of Theorem 5. Let u0 and u− be given. The idea is to apply Itoˆ’s formula to
log(|u(t)|2 + ‖q(t)‖2
W1µ
). However, we cannot proceed directly because of regularity
and blow-up reasons. Let us recall briefly how to avoid this difficulty, reasoning in
the same way as in the proof of Theorem 4.3 in [5].
It is not difficult to see that, given two pairs of initial data (u10, u
1
−) and (u
2
0, u
2
−),
the corresponding solutions u1 and u2 satisfy u1|Γ = u2|Γ P-a.s., where Γ = {ω ∈
Ω : u10(ω) = u
2
0(ω), u
1
−(ω) = u
2
−(ω)}. Therefore, setting
Ω0 := {ω ∈ Ω : u0(ω) = 0, u−(ω) = 0}
= {ω ∈ Ω : | u0(ω)|
2 + ‖q(0, ω)‖2W1µ = 0},
it is immediate that the solution u to (54)–(56) with data (u0, u−) satisfies u|Ω0 = 0
P-a.s., and consequently we must prove (59) for the set Ω \Ω0. Thus, changing the
values of u0 on Ω0, we can suppose without loss of generality that
|u0(ω)|
2 + ‖q(0, ω)‖2W1µ > 0 for all t ≥ 0, P-a.s.. (63)
Observe that, as it is easy to see, this assumption implies ‖q(t, ω)‖W1µ > 0 for all
t > 0, P-a.s. and, in particular,
|u(t, ω)|2 + ‖q(t, ω)‖2W1µ > 0 for all t ≥ 0, P-a.s.. (64)
Now, under the assumption (63), we consider the sequence of stopping times
τn = inf{t ≥ 0 : |u(t)|
2 + ‖q(t)‖2W1µ ≤ 1/n}.
Thanks to (64), limn→+∞ τn(ω) = +∞ P−a.s..
Let us fix φn ∈ C
2(R) such that φn(r) = log r for all r ≥ 1/n, and denote (u
n, qn)
the processes defined by un(t) = u(t ∧ τn) and q
n(t) = q(t ∧ τn).
Then, applying Itoˆ’s formula to φn(|u
n(t)|2+‖qn(t)‖2
W1µ
), and taking into account
(40), we easily obtain
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log(|un(t)|2 + ‖qn(t)‖2W1µ) + 2ν
∫ t∧τn
0
‖un(r)‖2
|un(r)|2 + ‖qn(r)‖2
W1µ
dr
−
∫ t∧τn
0
1
|un(r)|2 + ‖qn(r)‖2
W1µ
∫ ∞
0
µ′(s)‖qn(r; s)‖2 ds dr
+ 2
∫ t∧τn
0
(f(un(r)), un(r))
|un(r)|2 + ‖qn(r)‖2
W1µ
dr
= log(|u0|
2 + ‖q(0)‖2W1µ) + 2
∫ t∧τn
0
〈h(r, un(r)), un(r)〉
|un(r)|2 + ‖qn(r)‖2
W1µ
dr
+
∫ t∧τn
0
σ2|un(r)|2
|un(r)|2 + ‖qn(r)‖2
W1µ
dr
− 2
∫ t∧τn
0
σ2|un(r)|4
(|un(r)|2 + ‖qn(r)‖2
W1µ
)2
dr
+ 2
∫ t∧τn
0
σ|un(r)|2
|un(r)|2 + ‖qn(r)‖2
W1µ
dβ(r) for all t ≥ 0,
and, consequently, from (8), (33) and (52) we obtain
log(|un(t)|2 + ‖qn(t)‖2W1µ) ≤ log(|u0|
2 + ‖q(0)‖2W1µ) + 2t ·
(
L˜h − νλ1
)
+
+
∫ t∧τn
0
σ2|un(r)|2 − δ‖qn(r)‖2
W1µ
|un(r)|2 + ‖qn(r)‖2
W1µ
dr
−
∫ t∧τn
0
2σ2|un(r)|4
(|un(r)|2 + ‖qn(r)‖2
W1µ
)2
dr (65)
+
∫ t∧τn
0
2σ|un(r)|2
|un(r)|2 + ‖qn(r)‖2
W1µ
dβ(r) for all t ≥ 0.
Now, observe that
σ2|un(r)|2 − δ‖qn(r)‖2
W1µ
|un(r)|2 + ‖qn(r)‖2
W1µ
−
2σ2|un(r)|4
(|un(r)|2 + ‖qn(r)‖2
W1µ
)2
=
−σ2|un(r)|4 + (σ2 − δ)|un(r)|2‖qn(r)‖2
W1µ
− δ‖qn(r)‖4
W1µ
(|un(r)|2 + ‖qn(r)‖2
W1µ
)2
≤ − inf
x≥0,y>0
{
σ2x2 + (δ − σ2)xy + δy2
(x+ y)2
}
= −G(σ, δ),
where G(σ, δ) is given by (60). Thus, when n→∞, we easily obtain from (65) that
log
(
|u(t)|2 + ‖q(t)‖2W1µ
)
≤ log
(
|u0|
2 + ‖q(0)‖2W1µ
)
+
[
2
(
L˜h − νλ1
)
+
−G(σ, δ)
]
t+
∫ t
0
2σ|u(r)|2
|u(r)|2 + ‖q(r)‖2
W1µ
dβ(r), (66)
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for all t ≥ 0, P-a.s.. Now, observe that the stochastic integral
Mt :=
∫ t
0
|u(r)|2
|u(r)|2 + ‖q(r)‖2
W1µ
dβ(r), t ≥ 0,
is a square integrable continuous real martingale with associated increasing process
〈M〉t =
∫ t
0
|u(r)|4
(|u(r)|2 + ‖q(r)‖2
W1µ
)2
dr, t ≥ 0,
satisfying
lim sup
t→∞
〈M〉t
t
≤ 1 <∞,
and consequently, by the law of large numbers for local martingales (see for example
[19] Theorem 3.4 Chapter 1) we have that limt→∞ t
−1Mt = 0 P-a.s. Therefore (59)
follows from (66). 
REFERENCES
[1] P. Cannarsa and D. Sforza, Global solutions of abstract semilinear parabolic equations with
memory terms, Nonlin. Diff. Eqs. Appl. 10 (2003) 399–430.
[2] T. Caraballo, I.D. Chueshov and J. Real, Pullback attractors for stochastic heat equation in
materials with memory, 2005, preprint.
[3] T. Caraballo, M. J. Garrido-Atienza and J. Real, Existence and uniqueness of solutions for
delay stochastic evolution equations, Stoch. Anal. Appl. 20(6) (2002), 1225–1256.
[4] T. Caraballo, J.A. Langa and T. Taniguchi, The exponential behaviour and stabilizability of
stochastic 2D-Navier-Stokes equations, J. Differential Equations 179 (2002), 714-737.
[5] T. Caraballo, A. M. Ma´rquez-Dura´n and J. Real, On the asymptotic behaviour of a stochastic
3D LANS-α model, Appl. Math. Optim. 53(2) (2006), 141–161.
[6] V.V. Chepyzhov and A. Miranville, On trajectory and global attactors for semilinear heat
equations with fading memory, Indiana Math. J. 55 (2006) 119–167.
[7] P. Clement and G. Da Prato, White noise perturbation of the heat equations in materials
with memory, Dyn. Syst. Appl. 6 (1997), 441–460.
[8] P. Clement and J.A. Nohel, Abstract linear and nonlinear Volterra equations preserving pos-
itivity, SIAM J. Math. Anal. 12 (1979) 365–388.
[9] B.D. Coleman and M.E. Gurtin, Equipresence and constitutive equations for rigid heat con-
duction, Z. Angew. Math. Phys. 18 (1967) 199–208.
[10] M. Conti, V. Pata and M. Squassina, Singular limit of differential systems with memory,
Indiana Math. J. 55 (2006) 169–215.
[11] C.M. Dafermos, Asymptotic stability in viscoelasticity, Arch. Rational Mech. Anal. 37 (1970)
297–308.
[12] G. Da Prato, J. Zabczyk, Stochastic Equations in Infinite Dimensions, Cambridge Univ.
Press, 1992.
[13] S. Gatti, M. Grasselli, A. Miranville and V. Pata, Memory relaxation of first order evolution
equations, Nonlinearity 18 (2005), 1859–1883.
[14] C. Giorgi, A. Marzocchi and V. Pata, Asymptotic behavior of a semilinear problem in heat
conduction with memory, Nonlinear Differential Equations Appl. 5 (1998), 333–354.
[15] C. Giorgi, A. Marzocchi and V. Pata, Uniform attractors for a non-autonomous semilinear
heat equation with memory, Quart. Appl. Math. 58 (2000), 661–683.
[16] M. Grasselli and V. Pata, Uniform attractors of nonautonomous systems with memory, in
“Evolution Equations, Semigroups and Functional Analysis” (A. Lorenzi and B. Ruf, Eds.),
pp.155–178, Progr. Nonlinear Differential Equations Appl. no.50, Birkha¨user, Boston, 2002.
[17] M.E. Gurtin, A.C. Pipkin, A general theory of heat conduction with finite wave speed, Arch.
Rat. Mech. Anal. 31 (1968) 113–126.
[18] N. V. Krylov, B. L. Rozovskii, Stochastic evolution equations, J. Sov. Math. 16 (1981) 1233–
1277.
[19] X. Mao, Stochastic Differential Equations and their Applications, Horwood Publishing, 1997.
18 T. CARABALLO, I.D. CHUESHOV, P. MARI´N-RUBIO, & J. REAL
[20] J.W. Nunziato, On heat conduction in materials with memory, Q. Appl. Math. 29 (1971),
187–204.
[21] E. Pardoux, E´quations aux De´rive´es Partielles Stochastiques Non Line´aires Monotones,
The`se, Universite´ Paris XI 1975.
E-mail address, T. Caraballo: caraball@us.es
E-mail address, I.D. Chueshov: chueshov@univer.kharkov.ua
E-mail address, P. Mar´ın-Rubio: pmr@us.es
E-mail address, J. Real: jreal@us.es
