Uma abordagem usando evolução diferencial para solucionar problemas de programação em dois níveis não lineares by SEGUNDO, G. A. S.
GILBERTO ALVES SANTOS SEGUNDO
Uma abordagem usando evolução diferencial para
solucionar problemas de programação em dois níveis
não lineares
Vitória - ES, Brasil
31 de agosto de 2012
GILBERTO ALVES SANTOS SEGUNDO
Uma abordagem usando evolução diferencial para
solucionar problemas de programação em dois níveis
não lineares
Dissertação submetida ao Programa de Pós-
Graduação em Informática da Universidade Fe-
deral do Espírito Santo, como requisito parcial
para obtenção do Grau de Mestre em Informá-





UNIVERSIDADE FEDERAL DO ESPÍRITO SANTO
Vitória - ES, Brasil
31 de agosto de 2012
Dissertação sob o título “Uma abordagem usando evolução diferencial para solucionar proble-
mas de programação em dois níveis não lineares”, defendida por GILBERTO ALVES SAN-
TOS SEGUNDO e aprovada em 31 de agosto de 2012, em Vitória, Estado do Espírito Santo,
pela banca examinadora constituída pelos professores:
Prof. Dr.-Ing. Renato A. Krohling
Universidade Federal do Espírito Santo
Orientador
Prof. Dr. Arlindo Gomes de Alvarenga
Universidade Federal do Espírito Santo
Membro Interno
Prof. Dr. Guilherme Palermo Coelho
Universidade Estadual de Campinas
Membro Externo
Declaração de autoria
Eu declaro que essa dissertação foi escrita por mim. Qualquer ajuda recebida durante o trabalho
de pesquisa e na escrita tem sido reconhecida. Além disso, eu certifico que todas as fontes de
informação e literatura usadas estão indicadas na dissertação.
Gilberto Alves Santos Segundo
Agradecimentos
Ao professor Renato Krohling por ter me direcionado durante toda a pesquisa e me motivado
sempre que necessário.
Aos professores Arlindo Gomes de Alvarenga e Guilherme Palermo Coelho por aceitarem ava-
liar esse trabalho.
À CAPES pelo fomento ao desenvolvimento científico do Brasil, em especial, pela bolsa de
mestrado a mim concedida.
À minha noiva Márcia Kubitschek de Oliveira pelo suporte que me deu durante todo o período
do mestrado.
Aos amigos e familiares que de alguma forma me ajudaram nessa etapa da minha vida.
À Deus, por ter me amparado durante todo minha caminhada.
Resumo
Problemas de otimização em dois níveis ocorrem em várias áreas, por exemplo: teoria dos jogos,
controle, economia, desenho de peças e muitos outros. Essa classe de problemas é considerada
difícil de resolver, principalmente a subclasse de problemas não lineares. Muitas abordagens
para resolver problemas em dois níveis lineares, diferenciáveis ou convexos já foram propostas
e funcionam com relativa eficiência e eficácia. Entretanto, existem poucos métodos para resol-
ver problemas em dois níveis não lineares, não diferenciáveis e não convexos. Muitos desses
métodos resolvem apenas uma subclasse do problema, como problemas com restrições lineares
ou então apenas com a função do líder sendo não linear. Neste trabalho é proposta uma nova
abordagem usando Evolução Diferencial para solucionar problemas em dois níveis não lineares
em geral. Como proposta adicional, é desenvolvido um método para tratamento de restrições,
presente em problemas de programação de dois níveis. Resultados promissores foram obtidos,
mostrando a eficácia da abordagem.
Palavras-chave: problema de programação em dois níveis, evolução diferencial, tratamento de
restrições, problemas min-max.
Abstract
Bi-level optimization problems occur in several areas, for example: game theory, control, eco-
nomics, design, etc. Bi-level optimization problems are considered difficult to solve, especially
the nonlinear ones. Many approaches to solve linear, differentiable or convex bi-level problems
have been proposed and work with relative efficiency and effectiveness. However, there are few
methods for solving nonlinear, non-differentiable and non convex bi-level problems. Many of
these methods solve only a subclass of the problem, such as problems with linear constraints
or only with the function of the leader being nonlinear. This study proposes a novel approach
using Differential Evolution to solve nonlinear bi-level problems in general. In addition, this
work develops a method for constraint handling, present in bi-level programming problems.
Promising results have been obtained, showing the effectiveness of the approach.
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1 Introdução
1.1 Definição do problema
O economista alemão Heinrich Freiherr von Stackelberg, publicou, em 1952, o seu trabalho
intitulado “The Theory of the Market Economy” (STACKELBERG, 1952). Neste trabalho, o
autor descreve um modelo de liderança de mercado em duopólio, ou seja, existem 2 produtores
dominantes de um determinado bem. Ambos os produtores têm como objetivo maximizar seus
lucros, que dependem da quantidade de bens produzidos. A quantidade total de bens disponibi-
lizados ao mercado é igual a soma da quantidade que cada um dos produtores fornece.
Geralmente, um dos produtores tem um poder maior no mercado que o outro. Esse produtor
com maior poder é chamado de líder, enquanto que o produtor de menor poder é chamado de
seguidor, ou empresa satélite. A empresa líder escolhe a quantidade a ser produzida primeiro.
A empresa seguidora observa a escolha do líder e escolhe a melhor opção de quantidade de
produção para ela. Com os resultados obtidos, a empresa líder escolhe uma nova quantidade
de produção, com a subsequente resposta da empresa seguidora. Esse ciclo de ação e reação
continua até que um equilíbrio é atingido. É importante notar que para cada escolha da líder,
a seguidora reage de tal forma a maximizar o seu lucro. Dependendo da escolha da líder, a
seguidora terá uma variação de escolhas diferente.
Ainda analisando o modelo de Stackelberg, se ambas as empresas acreditam que são satélites,
há um desequilíbrio e a produção se torna deficiente e insuficiente. Se ambas as empresas
acreditam serem o líder, há também um desequilíbrio (produção total excede a demanda). Isso
pode resultar em preços mais baixos e, em última análise, em lucros menores.
Neste modelo, a escolha do líder pode ser parametrizada como um problema de otimização
com restrições. As restrições são tanto diretas (capacidade da fábrica, limite de capital, etc.),
quanto indiretas, a resposta da empresa seguidora. Essa resposta da empresa seguidora pode
ser parametrizada como uma função de maximização, também com restrições (capacidade da
fábrica, limite de capital, escolha feita pela empresa líder, etc.). Assim, temos um problema de
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otimização com restrições que tem uma função de otimização como uma de suas restrições.
Bracken e McGill (1973), apresentaram problemas de programação matemática nessa linha de
raciocínio, intitulados “Problemas de programação matemática com problemas de otimização
nas restrições”, apesar de aparentemente não terem sofrido influência dos trabalhos de Stackel-
berg.
Os autores se depararam com diversos tipos de problemas, entre eles, o problema de alocar
armas de destruição para atacar depósitos de armamentos e recursos pré-determinados, de ma-
neira a minimizar o gasto com o ataque. Estes alvos, porém, podem deslocar os armamentos e
recursos entre depósitos para minimizar os danos causados pelo ataque.
Esses problemas foram chamados mais tarde de problemas de programação em dois níveis













No primeiro nível, F(x,y) é chamada de função objetivo do líder e G(x,y) representa o conjunto
de funções de restrição do líder. No segundo nível, f (x,y) é chamado de função objetivo do
seguidor e g(x,y) representa o conjunto de suas funções de restrição. As funções de restrição,
tanto do líder quanto do seguidor, podem ser restrições de igualdade ou de desigualdade. Nos
problemas de dois níveis, x e y podem representar vetores de coordenadas de tamanhos diversos
e não de apenas uma única coordenada.
Uma classe particular dos problemas de dois níveis é a classe de problemas min-max. Nesse
tipo de problema, a função objetivo do seguidor é a mesma do líder, porém o objetivo do líder
é encontrar o ponto de mínimo dessa função, enquanto que o objetivo do seguidor é encontrar
o ponto de máximo. Do mesmo modo que nos problemas de dois níveis em geral, nos proble-
mas min-max o líder é responsável pela escolha das coordenadas x, enquanto que o seguidor é
responsável pela escolha das coordenadas y.
Problemas do tipo min-max podem ser explicados usando a teoria dos jogos, no contexto do
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Jogo de Soma Zero. Nesse jogo, cada jogador escolhe uma de muitas estratégias disponíveis.
Uma vez que ambos os jogadores tenham escolhido suas estratégias, elas são anunciadas ao
mesmo tempo e uma tabela de pagamento, conhecida previamente por ambos os jogadores,
é usada para determinar o pagamento de um jogador para o outro. A Tabela 1.1 mostra um
exemplo de tabela de pagamento usada no jogo. O valor da célula representa o montante a ser
pago pelo jogador X para o jogador Y. Se o valor é negativo, o pagamento se dará do jogador Y
para o jogador X.
Tabela 1.1: Tabela de pagamento do jogo de soma zero.
Jogador Y
D E F G Máximo
Jogador X
A 8 2 9 5 9
B 6 8 7 1 8
C 2 3 -4 5 5
O jogador X pode escolher entre as estratégias A, B e C, enquanto que o jogador Y pode escolher
entre as estratégias D, E, F e G. Por exemplo, se o jogador X escolher a estratégia A e o jogador
Y escolher a estratégia G, o jogador Y receberá 5, enquanto que o jogador X perderá os mesmos
5. Este jogo é chamado de soma zero pois a perda de um jogador é igual ao ganho do outro
jogador.
Digamos que o jogador X deseja minimizar suas máximas perdas. Ele percebe que se escolher
a estratégia A ele perderá no máximo 9, dependendo da estratégia escolhida pelo jogador Y. A
máxima perda do jogador X para cada estratégia escolhida está representada na última coluna
da tabela. Para minimizar sua máxima perda, o jogador X deve escolher a estratégia C, a qual
leva a uma perda máxima de 5, que por sua vez ocorre quando o jogador Y escolhe a estratégia
G.
Esta seleção é chamada de min-max, uma vez que minimiza a máxima perda. A diferença entre
o jogo de soma zero e o problema min-max tratado nesse trabalho é que nesse último os joga-
dores não anunciam suas decisões ao mesmo tempo. Primeiramente o jogador X escolhe uma
das estratégias e só depois de anunciar sua decisão é que o jogador Y escolhe a estratégia dele.
Extrapolando essa comparação para o caso de problemas de dois níveis em geral, a diferença
ocorre na relação entre as perdas do jogador X e os ganhos do jogador Y. Nos problemas em
dois níveis em geral, essa relação não é obrigatoriamente 1:1, refletindo as diferentes funções
objetivos do líder o do seguidor.
O caso de min-max discutido neste jogo pode ser entendido como uma versão discreta do pro-
blema, uma vez que há uma quantidade limitada de escolhas. Um problema min-max contínuo
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f (x,y). Quando os vetores x e y possuem uma componente cada, é
possível visualizar o gráfico da função. O ponto de min-max é chamado ponto de sela (DU;
PARDALOS, 1995).
Entretanto, nos problemas de dois níveis em geral, não é possível visualizar o comportamento
do líder e do seguidor através de um único gráfico. Seriam necessários dois gráficos, um mos-
trando a função objetivo do líder e o outro mostrando a função objetivo do seguidor. Dado
um vetor x, teria-se que encontrar o ponto de máximo na função do seguidor e, com o vetor y
correspondente, encontrar o valor da função objetivo do líder. Por isso, ao longo desse trabalho,
muitas vezes serão mostrados conceitos usando como exemplos funções do tipo min-max, mas
os conceitos apresentados podem ser estendidos para problemas de dois níveis em geral.
Quanto à aplicabilidade, os problemas de dois níveis estão presentes em várias áreas da en-
genharia e da economia, como: teoria dos jogos, projeto de peças, controle, projeto de redes,
cadeia de suprimentos, entre outros. Para exemplificar um problema de dois níveis, tomemos
como base o problema do padeiro benévolo, apresentado em (SOBRAL, 2008). Nesse pro-
blema, um padeiro deseja encontrar o tamanho mínimo de uma assadeira circular de raio R na
qual seja possível cortar N biscoitos circulares com raio pelo menos rmin. Uma vez minimi-
zado o tamanho da assadeira, deseja-se maximizar a soma dos tamanhos dos N biscoitos. Esse












sujeito a (ci,x− c j,x)2+(ci,y− c j,y)2 ≥ (ri+ r j)2, ∀ i < j
(ci,x)2+(ci,y)2 ≤ (R− ri)2, i = 1, ...,N
rmin ≤ ri ≤ R, i = 1, ...,N
(1.2)
onde ri é o raio do i-ésimo biscoito e (ci,x,ci,y) são as coordenadas x e y do i-ésimo biscoito. A
função objetivo do líder consiste unicamente na minimização do raio da assadeira. Já o seguidor
tem como função objetivo a maximização do somatório das áreas dos biscoitos. Como restrição,
o líder tem que respeitar um raio mínimo para a assadeira, enquanto que o seguidor tem como
restrições: não sobrepor os biscoitos (primeira restrição), os biscoitos respeitarem os limites
da assadeira (segunda restrição) e que o raio de cada biscoito seja maior ou igual que o raio
mínimo da assadeira e menor ou igual que o raio escolhido da assadeira (terceira restrição).
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Note que o seguidor deverá adaptar os tamanhos dos biscoitos ao raio escolhido, pelo líder, da
assadeira. A solução desse problema para o caso N = 8 é representada na Figura 1.1.
Figura 1.1: Solução para o problema do padeiro benévolo para o caso N = 8.
Muitos métodos para resolver problemas de programação em dois níveis já foram propostos, en-
tre eles: enumeração de vértices, métodos de penalidade, condições KKT, regiões de confiança,
métodos baseados em gradiente, entre outros. Maiores detalhes sobre as principais técnicas de
solução de problemas em dois níveis estão descritos no Capítulo 2.
Contudo, a maior parte das abordagens apresentadas foram testadas para problemas lineares,
diferenciáveis ou convexos, enquanto que a maioria dos problemas no mundo real são não
diferenciáveis e não-lineares.
Para o leitor que quiser se aprofundar no assunto, recomendamos a leitura de obras clássicas
sobre o problema de programação em dois níveis, como: Dempe (2010) e Vicente e Calamai
(1994).
1.2 Objetivo
O objetivo desse trabalho é apresentar um método, baseado em algoritmo evolutivo, capaz de
resolver satisfatoriamente problemas de programação em dois níveis sem que seja requerida a
diferenciabilidade ou linearidade do problema, ou seja, capaz de resolver problemas não dife-
renciáveis e não lineares.
A solução proposta, baseada no algoritmo Evolução Diferencial, pode ser adaptada para ser
usada com outros algoritmos biologicamente inspirados, como Otimização por Enxame de Par-
tículas ou Algoritmo Genético.
Por se tratar de uma meta-heurística, esse trabalho não tem como objetivo garantir que os re-
sultados ótimos sejam encontrados. Mas, baseado nos excelentes resultados encontrados em
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diversos trabalhos que usam algoritmos biologicamente inspirados para solucionar problemas
em diversas áreas, espera-se que o algoritmo proposto, quando não encontre a solução ótima,
encontre uma solução satisfatória e em tempo aceitável.
1.3 Metodologia
O problema de dois níveis é composto por três subproblemas e por isso devem ser definidas
metodologias para tratar cada um deles.
O primeiro subproblema é o problema de otimização de funções. O objetivo desse problema é
encontrar o máximo ou o mínimo global de uma função. Várias abordagens já foram propostas
para solucionar problemas de otimização, entre elas: o método do gradiente, devido a Fermat,
que encontra o mínimo de uma função diferenciável através da movimentação ao longo da li-
nha do gradiente; métodos derivados desse primeiro, como os métodos de Newton e regiões de
confiança; o método de branch and bound, no qual são feitas sucessivas buscas em espaços de
solução cada vez menores; e métodos usando algoritmos biologicamente inspirados, como: o
Algoritmo Genético (em inglês: Genetic Algorithm - GA), desenvolvido por Holland (1975), a
Otimização por Enxame de Partículas (em inglês: Particle Swarm Optimization - PSO), desen-
volvida por Eberhart e Shi (2007) e a Evolução Diferencial (em inglês: Differential Evolution -
DE), desenvolvida por Storn e Price (1995).
Nos últimos anos, Evolução Diferencial tem ganhado destaque nos trabalhos envolvendo oti-
mização de funções e tem mostrado resultados tão bons ou melhores que outros algoritmos
biologicamente inspirados (DAS et al., 2009). Nesse trabalho será usado o algoritmo Evolução
Diferencial como método principal de otimização, tanto da função do líder quanto da função
do seguidor. Entretanto, o método proposto aqui pode ser usado com qualquer outro algoritmo
evolutivo.
O segundo subproblema da otimização em dois níveis é o tratamento de restrições. As restrições
da função objetivo do líder e do seguidor fazem com que a simples utilização de um método
de otimização torne-se insatisfatória, uma vez que o resultado ótimo global pode se encontrar
numa região inviável (que não respeita as restrições), do problema. Assim, deve-se encontrar
uma maneira do algoritmo privilegiar soluções no espaço viável em detrimento daquelas que
estão no espaço inviável, mesmo que a primeira tenha o valor da função objetivo pior que a
segunda.
Vários métodos foram propostos para tratamento de restrições. Alguns métodos simplesmente
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refutam as soluções que não obedecem as restrições impostas e geram uma nova solução candi-
data até que ela respeite as restrições impostas. Outros métodos se baseiam na ideia de penalizar
as soluções candidatas que se encontram no espaço inviável. Essa penalização ocorre através da
soma de algum valor ao valor da função objetivo calculada pela solução. Assim, se o objetivo
do problema é minimizar uma função, as soluções inviáveis têm o seu valor da função objetivo
alterado, de modo que seja maior, e consequentemente pior, que o valor de alguma outra solução
viável.
Nesse trabalho foi utilizado um método livre de parâmetros para penalizar as soluções inviáveis.
Esse método é descrito com maiores detalhes no Capítulo 4.
O terceiro e último subproblema da otimização em dois níveis é o modo como as soluções
propostas pelo líder são passadas para o seguidor e como as soluções propostas pelo seguidor
retornam para o líder. Em outras palavras, como o líder e o seguidor trocam informações.
A metodologia mais utilizadas é a co-evolução (KROHLING, 2011), na qual duas populações
independentes de algoritmos evolutivos são utilizadas, uma para otimizar a função objetivo do
líder e a outra para otimizar a função do seguidor. Na co-evolução padrão, todos os indivíduos
de uma população são avaliados contra todos os indivíduos da outra população, encontrando
assim o par mais promissor (BARBOSA, 1996, 1999). Enquanto uma população evolui, a outra
permanece constante e após algumas iterações as populações trocam de papéis, a que estava
evoluindo fica constante e a que estava constante passa a evoluir.
O algoritmo co-evolutivo padrão se mostrou ineficaz quando se trata de problemas em dois
níveis com restrições. Apesar dele conseguir encontrar soluções viáveis, o ponto encontrado
estava longe do ótimo global. Neste trabalho optou-se por utilizar outra forma de comunicação
entre as duas populações. Nesse método, apenas um indivíduo da população que otimiza a
função do líder é avaliado na população que otimiza a função do seguidor a cada processo de
evolução da população do seguidor. Além disso, esse método utiliza uma terceira população,
utilizada como memória dos melhores resultados encontrados pela população que otimiza a
função do seguidor. Maiores detalhes sobre a co-evolução padrão e o método usado nesse
trabalho são descritos no Capítulo 5.
Os subproblemas foram tratados separadamente e, posteriormente, foram reunidos para soluci-
onar o problema principal.
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1.4 Estrutura
No Capítulo 2 as abordagens clássicas para resolução de problemas de programação em dois
níveis são apresentadas. O Capítulo 3 apresenta o algoritmo de Evolução Diferencial padrão
e sua variação DEGL/SAW. No capítulo 4 é descrito o método de tratamento de restrições
usado nesse trabalho. O Capítulo 5 apresenta a abordagem proposta para resolver problemas de
programação em dois níveis. O Capítulo 6 mostra os resultados e discussões. No Capítulo 7, as
conclusões são apresentadas.
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2 Abordagens conhecidas para
solucionar problemas de programação
em dois níveis
Jeroslow (1985), demonstrou que problemas de programação em dois níveis, mesmo no caso
linear, são NP-difícil. Assim, como não há até o momento algoritmo capaz de resolver em
tempo polinomial de forma determinística problemas da classe NP-difícil, o uso de algoritmos
biologicamente inspirados tem sido amplamente estudado.
A solução de problemas em dois níveis lineares é mais facilmente encontrada. Nas abordagens
que usam o método de enumeração de vértices é usada a propriedade de problemas de dois
níveis que diz que se todas as funções envolvidas são lineares e o conjunto Ω, que representa
a região definida pelas restrições, for um poliedro, a solução ocorre nos vértices desse poliedro
(BARD, 1998). Esse poliedro é definido como:
Ω= (x,y) : x ∈ X ,y ∈ Y,G(x,y)≤ 0 e g(x,y)≤ 0 (2.1)
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O poliedro definido pelas restrições é mostrado na Figura 2.1.
Figura 2.1: Poliedro delimitado pelas restrições da Equação 2.2.
De fato, a solução ótima desse problema ocorre no ponto (x,y) = (4, 4), onde F(4, 4) = −12
e f (4, 4) = 8. Note que o mínimo global da função do líder ocorre no ponto (x,y) = (3, 6),
com F(3, 6) =−21. Porém, na coordenada x= 3, o ponto (x,y) = (3, 6) não é o que minimiza
a função do seguidor. Para a coordenada x = 3, o mínimo da função do seguidor ocorre no
ponto (x,y) = (3, 2.5), com f (3, 2.5) = 5.5 e F(3, 2.5) = −7, como apresentado na Figura
2.2. Logo, o ponto (x,y) = (3, 6) não pode ser considerado um ponto de ótimo local, uma vez
que não satisfaz a restrição de ser um ponto de mínimo na função do seguidor.
Vários autores desenvolveram métodos usando a abordagem de enumeração de vértices, entres
eles podem ser citar: (CANDLER; TOWNSLEY, 1982; CHEN; FLORIAN, 1992; TUY et al.,
1993). Em especial, citamos a abordagem dos k-ésimos melhores (em inglês: kth-best), criada
por Bialas e Karwan (1984) e posteriormente melhorada por outros autores. Nessa abordagem,
primeiramente é encontrado o mínimo global da função do líder usando o método simplex e
posteriormente os vértices do poliedro formado pelas restrições vão sendo encontrados até que
se ache o melhor deles. Infelizmente essa abordagem pode falhar até mesmo em problemas de
dois níveis lineares, como demostrando por Shi et al. (2005), que propõem uma solução para
o problema. Entretanto, a abordagem continua só sendo válida para problemas em dois níveis
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Figura 2.2: Ponto de máximo para a função do seguidor quando x = 3.
lineares e convexo.
Outra técnica de resolução conhecida para problemas de programação em dois níveis cuja fun-
ção do seguidor e suas respectivas restrições sejam diferenciáveis e convexas, consiste em subs-
tituir o problema do segundo nível pelas suas condições de Karush-Kuhn-Tucker, ou KKT
(BARD; MOORE, 1990). As condições KKT são condições de otimalidade que, sob certas
hipóteses, devem ser satisfeitas pelos minimizadores do problema. Uma vez feita a substitui-
ção, o novo problema de otimização é um problema de programação não linear em um nível e
pode ser resolvido com métodos já existentes. Como exemplo, considere a seguinte equação,
que representa um problema de programação em dois níveis linear:
min
x∈X y










Substituindo a função pelas suas condições KKT, o problema de dois níveis original se trans-
forma em:
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min
x∈X ,y,u,v
F(x, y) = c1x+d1y
sujeito a
A1x+B1y ≤ b1
d2+uB2− v = 0












sujeito a 1≤ y≤ 2
(2.5)






u1(1− y) = 0
u2(y−2) = 0
1≤ y ≤ 2
u1,u2 ≥ 0
(2.6)
Note que substituímos a função de minimização original do seguidor por um conjunto de res-
trições. Assim, o problema originalmente em dois níveis passa a ser um problema em apenas
um nível com mais restrições. Entretanto, as restrições u1(1− y) = 0 e u2(y− 2) = 0 são não
lineares, o que requer um método de resolução de problemas de otimização não lineares.
Outros autores usam abordagens baseadas no método ramificar-e-dividir (em inglês: branch-
and-bound), para encontrar a solução de problemas de programação em dois níveis lineares.
No método branch-and-bound, um problema P é dividido em um conjunto de subproblemas de
forma que a solução de P possa ser obtida através da solução dos subproblemas. Esse método é
normalmente representado por uma árvore de enumeração onde em cada nó tenta-se encontrar a
solução do seu subproblema. No caso de problemas em dois níveis, o nó raiz é representado pela
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Equação 2.4 removendo parte das suas restrições. Essas restrições que não estão presentes no nó
raiz são resolvidas pelos nós filhos. Novamente, essa técnica limita-se a resolver problemas em
dois níveis lineares. Entre os trabalhos que usam tal técnica, podemos citar: (BARD; MOORE,
1990; AL-KHAYYAL et al., 1992; FORTUNY-AMAT; MCCARL, 1981).
Ainda nas abordagens clássicas podemos citar o método de funções de penalidade, no qual o
problema de otimização do seguidor é substituído por um problema de otimização penalizado.
Porém, o problema transformado continua tendo uma função de otimização como restrição,
que não é tão mais fácil de ser resolvido do que o problema original. Esse método é capaz
de resolver problemas não lineares, mas geralmente fica preso em algum ótimo local (CASE,
1999; ISHIZUKA; AIYOSHI, 1992).
Como exposto, a maior parte das abordagens clássicas foram testadas para problemas lineares,
diferenciáveis ou convexos, enquanto a maioria dos problemas no mundo real são não diferen-
ciáveis e até mesmo não-lineares. Por essa razão, as abordagens usando algoritmos biologica-
mente inspirados têm sido amplamente utilizadas.
Dentre as várias abordagens, os algoritmos co-evolutivos têm ganhado destaque nos últimos
anos. Hillis (1990), em seu trabalho pioneiro, propôs um método para a construção de redes
de classificação inspirado na co-evolução de populações. Dois Algoritmos Genéticos indepen-
dentes foram utilizados, sendo que um foi usado para construção de redes de triagem (host) e o
outro para a construção de casos de teste (parasitas). Ambos os GAs evoluem simultaneamente
e são acoplados através da função de fitness, que é usada para avaliar a qualidade da solução.
Outro uso de algoritmos co-evolutivos encontra-se na solução de problemas de otimização
com restrição. Esse tipo de problema pode ser transformado em um problema de otimização
sem restrições através da introdução de multiplicadores de Lagrange. O problema resultante
toma a forma de um problema min-max sem restrição e pode ser solucionado usando algo-
ritmo co-evolutivo (BARBOSA, 1996, 1999). Outros estudos interessantes sobre algoritmos
co-evolutivos foram realizados e podem ser encontrados em (PAREDIS, 1994) e (ROSIN; BE-
LEW, 1995, 1996).
No caso dos problemas de otimização em dois níveis, uma população é responsável por otimi-
zar a função do líder enquanto que a outra população é responsável por otimizar a função do
seguidor. Uma vez que cada população tem como objetivo otimizar sua própria função, esse
tipo de co-evolução é chamada de co-evolução competitiva. Quando as duas populações traba-
lham para um mesmo objetivo, a co-evolução é chamada de cooperativa, que não é o caso dos
problemas em dois níveis. Mais detalhes sobre o algoritmo co-evolutivo para problemas em
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dois níveis são apresentados no Capítulo 5.
Kuo e Huang (2009), propuseram um método baseado no PSO para resolver problemas line-
ares de programação em dois níveis. Os resultados ilustram que o algoritmo proposto supera
outros métodos conhecidos. Oduguwa e Roy (2002), desenvolveram uma abordagem baseada
em Algoritmo Genético co-evolutivo para solucionar problemas em dois níveis não lineares. O
algoritmo apresentou bons resultados. Contudo, as funções estudadas não possuíam um grau
alto de complexidade. Liu e Chen (2007) desenvolveram um método que transforma um pro-
blema de programação em dois níveis não linear em um problema de um único nível não linear.
O problema resultante é resolvido usando um algoritmo evolutivo baseado nos operadores do
Algoritmo Genético de cruzamento, mutação e seleção. Entretanto o método apresentado só
funciona para um tipo de problema de programação em dois níveis no qual a função do líder é
não linear, mas a função do seguidor é convexa e diferenciável. Wang et al. (2005) também de-
senvolveram um método no qual transforma um problema de programação em dois níveis não
linear em um problema de um único nível não linear e propõem um método para tratamento
de restrições. Esse novo método de tratamento de restrições faz com que todos os indivíduos
satisfaçam integralmente as restrições lineares e aproximadamente as restrições não lineares.
Os resultados apresentados foram promissores e os autores propõem que a abordagem pode ser
usada em problemas de engenharia.
Nesse trabalho será proposta uma abordagem capaz de resolver problemas de programação em
dois níveis não lineares, tanto nas funções objetivos, quanto nas restrições, além de ser proposto
uma modificação no método de tratamento de restrições. A base dessa nova abordagem usa o
algoritmo Evolução Diferencial, explicada no próximo capítulo.
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3 Evolução Diferencial
3.1 Algoritmo de evolução diferencial padrão
O algoritmo evolutivo Evolução Diferencial (em inglês: Differential Evolution - DE), foi pro-
posto por Storn e Price (1995). Similar a outros Algoritmos Evolutivos, o DE se baseia na ideia
da evolução de uma população de possíveis soluções candidatas. Cada solução candidata é
chamada de indivíduo. Ao longo das iterações, essas soluções candidatas sofrem operações de
mutação, cruzamento (crossover) e seleção, onde novas soluções candidatas são geradas. Parte
dessas novas soluções são melhores que as soluções anteriores e após um determinado número
de iterações, um ótimo local ou global pode ser atingido.
Cada solução candidata é representada pelo vetor xti = [xi, j]
t , com i = 1 . . .Np e j = 1, . . . ,D,
onde Np é o tamanho da população num espaço D-dimensional. Por exemplo, se a função a ser
otimizada possuir 2 dimensões, teremos j = 1,2. Uma vez que os indivíduos sofrem alterações
ao longo do tempo, usa-se t para indicar o tempo da geração do indivíduo.
O algoritmo funciona da seguinte maneira. Os indivíduos são inicializados aleatoriamente, num
espaço D-dimensional e o valor da função objetivo de cada indivíduo é calculado. O melhor
indivíduo é então encontrado. Quando o objetivo do problema de otimização é a maximização
de uma função, quanto maior for o valor da função objetivo, melhor é o indivíduo. Quando o
objetivo do problema de otimização é a minimização de uma função, quanto menor o valor da
função objetivo, melhor é o indivíduo.
Após sua inicialização, a população sofre um processo de evolução, através de operações de
mutação, cruzamento e seleção, detalhadas a seguir.
Mutação
Na operação de mutação, um novo vetor candidato, chamado de vetor mutante, vti, é criado para
cada vetor candidato xti existente na população na geração t. O vetor mutante é calculado a
partir da Equação 3.1.






onde xr1, xr2 e xr3 são indivíduos diferentes escolhidos aleatoriamente em toda a população.
A constante real F é chamada de fator de mutação e é responsável por controlar a amplitude
da diferença entre dois indivíduos. Quanto mais alta for essa constante, maior é o salto e mais
rápido o algoritmo chega a um ótimo, porém, as chances de não detectar um vale ou um pico na
função objetivo são maiores. Por outro lado, um fator de mutação muito pequeno faz com que
o algoritmo tenha um tempo maior de convergência e consiga refinar bem o espaço de busca
próximo, porém pode fazer com que o indivíduo fique estagnado em um ótimo local. Por isso,
a escolha do fator de mutação é um dos parâmetros mais importantes na Evolução Diferencial.
Geralmente é usado um fator de mutação no intervalo [0.5; 1], como mencionado em (STORN;
PRICE, 1997).
O operador de mutação é ilustrado na Figura 3.1. No caso apresentado, a população possui
10 indivíduos e os seguintes indivíduos foram escolhidos aleatoriamente para compor o vetor
mutante: xr1 = x2, xr2 = x6 e xr3 = x9. Note que cada indivíduo (vetor) pode ter mais de uma
componente, devendo-se aplicar os operadores matemáticos em cada uma delas. Por exemplo,
considerando x6 = (2.5, 6) e x9 = (1.5, 5.2), temos que x6− x9 = (1, 0.8).
Figura 3.1: Operador de mutação do algoritmo Evolução Diferencial.
Após a aplicação do operador de mutação, deve-se verificar se os valores de cada uma das
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componentes do indivíduo vti estão respeitando os limites inferiores e superiores impostos e
corrigi-las conforme necessário. Por exemplo, considere uma função f (x) a ser minimizada,
com apenas uma componente x ∈ [0, 10]. Após a aplicação do operador de mutação, o valor
pode ser maior que dez ou menor que zero. Assim, caso seja maior que dez, deve-se modificar
o valor para dez e caso seja menor que zero, deve-se modificar o valor para zero.
Cruzamento
Após o processo de mutação, cada vetor mutante vti sofre um processo de cruzamento com o
respectivo vetor xti , gerando um novo vetor, chamado vetor teste u
t
i. Cada componente do vetor
teste é formada pela cópia dos valores da respectiva componente do vetor xti ou do vetor v
t
i. Ora é
copiado o valor do vetor xti e ora é copiado o valor do vetor v
t
i. Para cada componente, a escolha
de qual vetor será feita a cópia do valor acontece de forma aleatória, com uma probabilidade
igual a Cr de se escolher copiar o valor da componente em questão do vetor mutante. O processo
de cruzamento é descrito pela Equação 3.2.
uti, j =
vti, j, se rand j ≤Cr ou j = kxti, j, caso contrário (3.2)
onde rand j é um número gerado aleatoriamente no intervalo [0;1] seguindo uma distribuição
uniforme, para cada componente j do vetor. O índice k = 1, . . . ,n é um parâmetro escolhido
para cada indivíduo para dar uma garantia de que ao menos uma componente do vetor mutante
será copiada para o vetor teste. Cr é a taxa de cruzamento, que controla a fração de valores
do vetor mutante que será usada. Quanto maior a taxa de cruzamento, maior a possibilidade
de se ter mais dimensões do vetor mutante no vetor teste. A taxa de cruzamento é geralmente
escolhida no intervalo [0.8; 1] como apontado em (STORN; PRICE, 1997). Deve ser escolhida
uma taxa alta para aumentar a diversidade da população e assim obter melhores resultados.
Seleção
A operação de seleção seleciona o melhor indivíduo entre o vetor pai xti e o vetor teste u
t
i para
compor a nova população da geração t +1, de acordo com o valor da sua função objetivo. No
caso de problemas de minimização, a seleção é feita através da Equação 3.3:
xt+1i =
uti, se f (uti)≤ f (xti)xti, caso contrário (3.3)
O algoritmo repete as operações anteriores para cada um dos indivíduos da população, por
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um determinado número de iterações. Terminadas as iterações, é retornado o indivíduo com a
melhor fitness. O algoritmo padrão Evolução Diferencial é representado no Algoritmo 1.
Algoritmo 1 Algoritmo padrão Evolução Diferencial.
Input: Np: tamanho da população
F : fator de mutação
D: dimensão dos indivíduos
Dmax[D]: limite superior de cada componente dos indivíduos
Dmin[D]: limite inferior de cada componente dos indivíduos
Cr: taxa de cruzamento
Itmax: número máximo de iterações
1: Inicie aleatoriamente cada um dos indivíduos
2: while Critério de parada não satisfeito do
3: for i = 1 até Np do
//Mutação - início
4: r1, r2 e r3← números aleatórios entre 1 e Np, diferentes entre si
5: for j = 1 até D do
6: vi, j← xr1, j +F(xr2, j− xr3, j)
7: if vi, j > Dmax[ j] then
8: vi, j← Dmax[ j]
9: else if vi, j < Dmin[ j] then
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Algoritmo 1 Algoritmo padrão Evolução Diferencial (continuação).
//Cruzamento - início
13: for j = 1 até D do
14: rand j← número aleatório entre 0 e 1
15: if rand j <=Cr then
16: ui, j← vi, j
17: else





21: if f (ui)< f (xi) //Se a fitness do indivíduo teste é melhor que a fitness do indivíduo
original then
22: for j = 1 até D do






28: Retorne o melhor indivíduo da população
Geralmente, o desempenho do DE depende do tamanho da população Np, do fator de mutação
F e da taxa de cruzamento Cr. Nos últimos anos, diferentes variações do algoritmo padrão do
DE foram desenvolvidas e classificadas usando a notação: DE/α/β/γ , onde α indica o método
para selecionar o indivíduo pai que irá formar o vetor mutante; β indica o número de vetores
diferenças usados para perturbar o indivíduo base; γ indica o mecanismo de cruzamento usado
para criar o vetor teste.
No nosso exemplo, α = rand, indica que o vetor base usado é escolhido aleatoriamente (indi-
víduo xr1). Outra opção é utilizar o melhor indivíduo da população, assim α = best.
Com β = 1, indicamos que efetuamos apenas 1 diferença entre vetores (xr2−xr3). Outra opção é
usar mais de uma diferença entre dois outros indivíduos, por exemplo, entre o melhor indivíduo
e o vetor base, assim β = 2.
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Com γ = bin, indicamos que o método de cruzamento usado é o binomial, ou seja, a probabi-
lidade de escolher cada uma das componentes do vetor teste depende de um número aleatório
obtido usando uma distribuição uniforme. Outra opção é usar o método exponencial, no qual a
probabilidade de se escolher uma componente do vetor teste decresce exponencialmente a cada
nova componente avaliada, sendo que a primeira componente avaliada não é necessariamente
j = 1. Assim, a probabilidade de se copiar a primeira componente avaliada do vetor teste para
o novo indivíduo é muito maior que a probabilidade de se copiar a última componente avaliada
do vetor teste para o novo indivíduo. O uso do método de cruzamento exponencial é indicado
com γ = exp.
3.2 Algoritmo de evolução diferencial com topologia em anel
Das et al. (2009) desenvolveram uma variante do método DE/target-to-best/1/bin, a qual utiliza
o conceito de vizinhança de cada membro da população, similar ao usado no PSO. O método
proposto é chamado DEGL (DE with Global and Local neighborhoods), o qual equilibra as
habilidades de exploração e refinamento do DE. O vetor mutante vi é composto por um compo-
nente local, criado usando os membros da vizinhança e um componente global, criado usando
os membros de toda a população, chamados L e G respectivamente.
O vetor local é criado através de um processo de mutação usando o melhor vetor da vizinhança
do indivíduo pai xi e outros 2 vetores quaisquer da mesma vizinhança, obedecendo a Equação
3.4.
Li = xi+F1(xbesti− xi)+F2(xp− xq) (3.4)
onde o índice besti indica o melhor indivíduo na vizinhança do vetor xi e p,q ∈ [i−k, i+k] com
p 6= q 6= i. O índice k é o raio da vizinhança. Similarmente, o vetor global é criado de acordo
com à Equação 3.5.
Gi = xi+F1(xbest− xi)+F2(xr1− xr2) (3.5)
onde o índice best indica o melhor indivíduo em toda a população na geração corrente e r1,r2∈
[1,Np] com r1 6= r2 6= i. Os parâmetros F1 e F2 são fatores de escala. Neste trabalho, seguindo
a recomendação encontrada em (DAS et al., 2009), F1 = F2 = F . Assim, o vetor mutação v de
cada indivíduo é definido como:
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vi = wGi+(1−w)Li (3.6)
O parâmetro w controla o equilíbrio entre a capacidade de exploração e o refinamento da solu-
ção. Das et al. (2009), sugerem várias maneiras para definir w. Neste trabalho é usado o método
do Fator de Peso Auto-adaptativo (em inglês: Self Adaptive Weight Factor scheme - SAW), o
qual foi o método que obteve os melhores resultados nos testes feitos pelos autores. Essa va-
riante do DE é denominada DEGL/SAW. Nesse método, cada indivíduo xi possui sua própria
variável wi, inicializada aleatoriamente entre 0.05 e 0.95. O valor wi usado para o operador de
mutação é calculado de acordo com a Equação 3.7.
wi = wi+F(wbest−wi)+F(wr1−wr2) (3.7)
onde wbest é o fator de peso do melhor indivíduo da população e wr1 e wr2 são os fatores de
pesos de dois outros indivíduos escolhidos aleatoriamente na população.
A topologia da população é representada na Figura 3.2. Neste exemplo usou-se uma vizinhança
de raio k = 2. Assim, o indivíduo xi tem como vizinhos os indivíduos xi−2, xi−1, xi+1, xi+2.
Figura 3.2: Topologia da população no algoritmo DEGL.
Na proposta do autor, o fator de mutação F é mantido estático, com valor 0.8. Contudo, ins-
pirado pelos promissores resultados providos pela distribuição de probabilidade exponencial
usada para gerar os coeficientes do PSO no trabalho conduzido por Krohling e Coelho (2006),
foi usada nesse trabalho a distribuição de probabilidade exponencial para gerar o fator de mu-
tação F . Essa distribuição tem função de densidade de probabilidade descrita pela Equação





exp(−|z−a|/b), −∞≤ z≤ ∞, a,b≥ 0 (3.8)
É evidente que pode-se controlar a variância alterando os parâmetros a e b. Para esse estudo
foi usado a = 0 e b = 0.5. Os experimentos mostraram que gerando o fator de mutação usando
essa distribuição de probabilidade influencia positivamente o desempenho do DE. O algoritmo
de geração de números aleatórios usando a distribuição exponencial é mostrado no Algoritmo
2 (KROHLING; COELHO, 2006).
Algoritmo 2 Algoritmo para geração de números aleatórios usando a distribuição exponencial.
1: u1← rand //Número aleatório usando a distribuição uniforme [0, 1]
2: u2← rand //Número aleatório usando a distribuição uniforme [0, 1]
3: if u1 > 0.5 then
4: x← a+b∗ ln(u2) //ln representa o logaritmo natural
5: else
6: x← a−b∗ ln(u2)
7: end if
8: Return abs(x) //abs representa o valor absoluto
Nos nossos testes, percebemos que para os problemas e configuração estudados, obtivemos
melhores resultados usando o valor original da variável x ao invés de retornar o valor absoluto
dela. A modificação é apresentada no Algoritmo 3.
Algoritmo 3 Algoritmo para geração de números aleatórios usando a distribuição exponencial.
Modificado para retornar também valores negativos.
1: u1← rand //Número aleatório usando a distribuição uniforme [0, 1]]
2: u2← rand //Número aleatório usando a distribuição uniforme [0, 1]
3: if u1 > 0.5 then
4: x← a+b∗ ln(u2) //ln representa o logaritmo natural
5: else
6: x← a−b∗ ln(u2)
7: end if
8: Return x
Gerando números aleatórios para o fator de mutação F no DE usando a distribuição de proba-
bilidade exponencial pode prover um bom compromisso entre se ter uma grande quantidade de
candidatos próximos ao indivíduo original e uma pequena quantidade de candidatos distantes do
indivíduo original. Em outras palavras, cria-se um equilíbrio entre a capacidade de exploração
e a de ajuste fino (KROHLING; COELHO, 2006).
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4 Tratamento de restrições
4.1 Penalidade adaptativa
Para avaliar os possíveis candidatos e decidir qual deles é o melhor, é preciso penalizar os indi-
víduos inviáveis. O método de manipulação de restrição aqui adotado baseia-se na penalidade
adaptativa desenvolvida por Tessema e Yen (2006, 2009), a qual é explicada usando um pro-
blema de minimização, mas pode ser utilizada em problemas de programação em dois níveis.
Esse método foi adotado inicialmente como base por ser livre de parâmetros, facilitando a ca-
libração do algoritmo em geral, e por apresentar bons resultados de acordo com o trabalho dos
autores.





g j(x)≤ 0, j = 1, ...,k
h j(x) = 0, j = k+1, ...,m
(4.1)
Neste caso, as restrições de igualdade são representadas por h j(x), enquanto que as restrições
de desigualdade são representadas por g j(x). A função objetivo é representada por f (x).




onde fmin = min f (xi), fmax = max f (xi), i = 1, ...,Np.
A normalização acima é válida para problemas de minimização. Para problemas de maximiza-
ção, a fitness normalizada é calculada como:




A violação das restrições w(x) para cada indivíduo é calculada como a soma de violações nor-













max(0,g j(x)), for j = 1, ...,k
max(0, |h j(x)|−δ ), for j = k+1, ...,m
(4.5)
cmax, j = max
x
c j(x) (4.6)
Note que, nos casos das restrições de igualdade, deve-se definir um valor δ que será usado como
tolerância, para mais ou para menos. Geralmente usa-se 0.001 ou 0.0001. Nesse trabalho será
usado o valor δ = 0.0001.
Em seguida, a proporção de indivíduos viáveis r f na população atual é calculada como:
r f =
número de indivíduos viáveis
tamanho da população
(4.7)
A fitness final F(x) de cada indivíduo é calculada de acordo com a Equação 4.8. O melhor
indivíduo é aquele que apresenta o menor valor de F(x).
F(x) =

w(x) se r f = 0
f˜ (x) se r f > 0 e w(x) = 0√
f˜ (x)2+w(x)2+[(1− r f )w(x)+ r f f˜ (x)] se r f > 0 e w(x)> 0
(4.8)
No entanto, encontramos uma situação em que este método não apresenta o comportamento
esperado. Sejam dois indívidos x1 e x2, com f (x1) = 10 e f (x2) = 12. Considere que existam
apenas duas restrições e que o indivíduo x1 viola bastante uma das restrições e satisfaz a outra,
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enquanto o indivíduo x2 satisfaz ambas as restrições. Então, temos que w(x1) = 12 × (1+0) =
0.5, w(x2) = 12 × (0+ 0) = 0 e r f = 0.5, se considerarmos apenas estes dois indivíduos. A
fitness final do indivíduo x1 é calculada através do terceiro caso da Equação 4.8 e seu valor
é F(x1) = 0.5+ 0.5× 0.5+ 0 = 0.75. A fitness final do indivíduo x2 é calculada através do
segundo caso da Equação 4.8 e seu valor é F(x2) = 1. Como F(x1) < F(x2), o indivíduo x1 é
considerado o melhor, embora viole bastante uma das restrições.
Para resolver este problema, propomos uma modificação no método de penalidade adaptativa,
com base nas seguintes premissas:
• Um indivíduo viável é sempre melhor do que um inviável.
• Quando ambos os indivíduos são viáveis, o que tem a menor fitness normalizada é o
melhor.
• Quando ambos os indivíduos são inviáveis, o que viola o menor número de restrições é
considerado melhor. Se ambos violarem o mesmo número de restrições, aquele com o
menor valor da soma de violações de restrição é considerado o melhor.
A fitness normalizada f˜ (x) de cada indivíduo x em uma população com Np indivíduos é calcu-
lado como mostrado nas Equações 4.2 e 4.3. Consequentemente, um indivíduo com uma baixa
fitness normalizada é melhor do que um indivíduo com uma alta fitness normalizada para ambos
os problemas, minimização e maximização.







onde c j(x) = max(0, g j(x)), para j = 1, ...,m. Foi usado o índice novo, a fim de evitar um
erro da nova soma de violações de restrição proposto aqui com o original desenvolvido em
(TESSEMA; YEN, 2006, 2009).
As premissas discutidas anteriormente são então traduzidas na fitness final Fnovo(x) de cada
indivíduo, que é calculada de acordo com a Equação 4.10. O melhor indivíduo é aquele que
apresenta o menor valor de Fnovo(x).
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Fnovo(x) =
 f˜ (x) se x é viávelnvx+ vnovo(x)w(x)max caso contrário (4.10)
onde nvx é o número de restrições violadas por cada indivíduo x e w(x)max é o máximo wnovo(xi),
para i = 1, ...,Np.
4.2 Testes do método de tratamento de restrição modificado
Para validar o método de tratamento de restrições, foram utilizados problemas clássicos para
esse objetivo, disponíveis no relatório técnico Problem Definitions and Evaluation Criteria for
the CEC 2006 Special Session on Constrained Real-Parameter Optimization (LIANG et al.,
2006). Não foram testados todos os vinte e quatro problemas disponibilizados, porém, foram
selecionados sete problemas, dentre os quais o método proposto por Tessema e Yen (2009)
obteve bons resultados e outros em que ele não conseguiu obter resultados tão bons.
Para os testes, foram utilizados os algoritmos DE padrão e o DEGL/SAW. Também foi com-
parado o resultado obtido usando o método de tratamento de restrição proposto com o método
original desenvolvido em (TESSEMA; YEN, 2009). Para cada experimento, foram feitas 30
execuções independentes.
A configuração do DE e do DEGL/SAW usada para estes testes foram:
• Critério de parada: 6000 iterações;
• Tamanho das populações: 60 indivíduos;
• Taxa de cruzamento (crossover): 0.9;
• Fator de mutação F : exponencial, de acordo com o Algoritmo 3;
• Vizinhança (apenas DEGL/SAW): 10% da população, nesse caso, 6.
Foram usadas 6000 iterações por esse ser um valor aproximado ao usado nos testes feitos no
trabalho que apresentou o DEGL (DAS et al., 2009). O tamanho da população foi decidido a
partir da estratégia de adotar 10 vezes o número de coordenadas do problema (DAS et al., 2009),
acrescentado aos estudos de que o aumento exagerado da população não contribui necessaria-
mente para a melhora da solução encontrada (MALLIPEDDI; SUGANTHAN, 2008). A taxa
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de cruzamento utilizada é indicada em (STORN; PRICE, 1997) e o tamanho da vizinhança é
indicado em (DAS et al., 2009).
O Problema G02 é definido como:



























onde n= 20 e xi ∈ [0, 10], (i= 1, ...,n). O valor mínimo conhecido é encontrado no ponto x∗ =
(3.16246, 3.12833, 3.09479, 3.06145, 3.02793, 2.99383, 2.95867, 2.92184, 0.49483, 0.48836,
0.48232, 0.47664, 0.47130, 0.46623, 0.46142, 0.45684, 0.45246, 0.44827, 0.44425, 0.44038),
com f (x∗) =−0.80362.
O Problema G03 é definido como:








x2i −1 = 0
(4.12)
onde n = 10 e xi ∈ [0, 1], (i = 1, ...,n). O valor mínimo é encontrado no ponto x∗ = (0.31625,
0.31624, 0.31624, 0.31624, 0.31624, 0.31624, 0.31624, 0.31624, 0.31624, 0.31624) com f (x∗)=
−1.0050.
O Problema G07 é definido como:
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g1(x) = −105+4x1+5x2−3x7+9x8 ≤ 0
g2(x) = 10x1−8x2−17x7+2x8 ≤ 0
g3(x) = −8x1+2x2+5x9+2x10−12≤ 0
g4(x) = 3(x1−2)2+4(x2−3)2+2x23−7x4−120≤ 0
g5(x) = 5x21+8x2+(x3−6)2+2x4−40≤ 0
g6(x) = x21+2(x2−2)2−2x1x2+14x5−6x6 ≤ 0
g7(x) = 0.5(x1−8)2+2)+2(x2−4)2+3x25− x6−30≤ 0
g8(x) = −3x1+6x2+12(x9−8)2−7x10 ≤ 0
(4.13)
onde n = 10 e xi ∈ [−10, 10], (i = 1, ...,n). O valor mínimo é encontrado no ponto x∗ =
(2.17200, 2.36368, 8.77393, 5.09598, 0.99065, 1.43057, 1.32164, 9.82873, 8.28010, 8.37593)
com f (x∗) = 24.30621.
O Problema G08 é definido como:
min f (x) = −sen(2pix1)sen(2pix2)
x31(x1+ x2)
sujeito a
g1(x) = x21− x2+1≤ 0
g2(x) = 1− x1+(x2−4)2 ≤ 0
(4.14)
onde x1,x2 ∈ [0, 10]. O valor mínimo é encontrado no ponto x∗ = (1.22797, 4.24537) com
f (x∗) =−0.09583.
O Problema G10 é definido como:
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min f (x) = x1+ x2+ x3
sujeito a
g1(x) = −1+00025(x4+ x6)≤ 0
g2(x) = −1+00025(x5+ x7− x4)≤ 0
g3(x) = −1+0.01(x8− x5)≤ 0
g4(x) = −x1x6+833.33252x4+100x1−83333.333≤ 0
g5(x) = −x2x7+1250x5+ x2x4−1250x4 ≤ 0
g6(x) = −x3x8+1250000+ x3x5−2500x5 ≤ 0
(4.15)
onde x1 ∈ [100, 10000], xi ∈ [1000, 10000], (i = 2, 3) e xi ∈ [10, 1000], (i = 4, ...,8). O
valor mínimo é encontrado no ponto x∗ = (579.30669, 1359.97068, 5109.97066, 182.01770,
295.60117, 217.98230, 286.41653, 395.60117) com f (x∗) = 7049.24802.
O Problema G13 é definido como:
min f (x) = ex1x2x3x4x5
sujeito a









h2(x) = x2x3−5x4x5 = 0




onde x1,x2 ∈ [−2.3,2.3] e x3,x4,x5 ∈ [−3.2, 3.2] O valor mínimo é encontrado no ponto x∗ =
(−1.71714, 1.59572, 1.82725, −0.76366, −0.76366) com f (x∗) = 0.05394.
O Problema G18 é definido como:
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min f (x) = −0.5(x1x4− x2x3+ x3x9− x5x9+ x5x8− x6x7)
sujeito a
g1(x) = x23+ x
2
4−1≤ 0
g2(x) = x29−1≤ 0
g3(x) = x25+ x
2
6−1≤ 0
g4(x) = x21+(x2+ x9)
2−1≤ 0
g5(x) = (x1− x5)2+(x2− x6)2−1≤ 0
g6(x) = (x1− x7)2+(x2− x8)2−1≤ 0
g7(x) = (x3− x5)2+(x4− x6)2−1≤ 0
g8(x) = (x3− x7)2+(x4− x8)2−1≤ 0
g9(x) = x27+(x8− x9)2−1≤ 0
g10(x) = x2x3− x1x4 ≤ 0
g11(x) = −x3x9 ≤ 0
g12(x) = x5x9 ≤ 0
g13(x) = x6x7− x5x8 ≤ 0
(4.17)
onde xi ∈ [−10, 10], i = 1, ...,8 e x9 ∈ [0, 20] O valor mínimo é encontrado no ponto x∗ =
(−0.65778,−0.15342, 0.3234,−0.94626,−0.65778,−0.75321, 0.32341,−0.34646, 0.59979)
com f (x∗) =−0.86603.
As tabelas 4.1 a 4.4 mostram os resultados obtidos pelo algoritmo DEGL/SAW e pelo DE pa-
drão, usando tanto o método de tratamento de restrição proposto quanto o método de penalidade
adaptativa proposto por Tessema e Yen (2009). A coluna “% de sucesso” mostra a porcentagem
de execuções que o valor encontrado diferiu do valor ótimo em no máximo 2%. Já a coluna “%
inviáveis” mostra a porcentagem de execuções que uma ou mais restrições foram violadas. A
última coluna, “Violação Máxima”, mostra o valor do maior somatório das restrições violadas.
Tabela 4.1: Resultados dos problemas G02 ao G18 usando DEGL/SAW com a penalidade adap-
tativa modificada.
Problema Ótimo Melhor Média Desvio Pior % sucesso % inviáveis Violação
Padrão Máxima
G02 -0.804 -0.739 -0.485 0.074 -0.373 0 0 0.000
G03 -1.005 -1.005 -1.005 0.000 -1.005 100 0 0.000
G07 24.306 24.306 24.319 0.023 24.423 100 0 0.000
G08 -0.096 -0.096 -0.096 0 -0.096 100 0 0.000
G10 7049 7049 7074 50.139 7245 93 0 0.000
G13 0.054 0.478 1.293 1.396 8.076 0.00 100 0.879
G18 -0.866 -0.866 -0.866 0 -0.866 100 0 0.000
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Tabela 4.2: Resultados dos problemas G02 ao G18 usando DEGL/SAW com a penalidade adap-
tativa apresentada em (TESSEMA; YEN, 2009).
Problema Ótimo Melhor Média Desvio Pior % sucesso % inviáveis Violação
Padrão Máxima
G02 -0.804 -0.804 -0.749 0.043 -0.567 10 93 0.001
G03 -1.005 -1.005 -1.005 0.000 -1.005 100 0 0.000
G07 24.306 24.104 24.295 0.0594 24.432 100 90 0.525
G08 -0.096 -73.498 -10.910 19.971 -0.096 50 50 1.749
G10 7049 7048 7082 76.499 7452 97 100 2448
G13 0.054 0.125 1.080 0.727 3.746 0 100 0.037
G18 -0.866 -0.866 -0.866 0.000 -0.866 100 0 0.000
Tabela 4.3: Resultados dos problemas G02 ao G18 usando DE padrão com a penalidade adap-
tativa modificada.
Problema Ótimo Melhor Média Desvio Pior % sucesso % inviáveis Violação
Padrão Máxima
G02 -0.804 -0.763 -0.537 0.088 -0.352 0 0 0.000
G03 -1.005 -1.005 -1.005 0.000 -1.005 100 0 0.000
G07 24.306 24.306 24.365 0.123 24.959 97 0 0.000
G08 -0.096 -0.096 -0.096 0.000 -0.096 100 0 0.000
G10 7049 7049 7101 112.328 7471 87 0 0.000
G13 0.054 0.053 0.648 0.216 1.000 3 0 0.000
G18 -0.866 -0.866 -0.866 0.000 -0.864 100 0 0.000
Tabela 4.4: Resultados dos problemas G02 ao G18 usando DE padrão com a penalidade adap-
tativa apresentada em (TESSEMA; YEN, 2009).
Problema Ótimo Melhor Média Desvio Pior % sucesso % inviáveis Violação
Padrão Máxima
G02 -0.804 -0.768 -0.664 0.056 -0.542 0 90 0.003
G03 -1.005 -1.005 -1.005 0.000 -1.005 100 0 0.000
G07 24.306 24.313 24.394 0.090 24.586 100 90 0.019
G08 -0.096 -50.090 -1.794 9.122 -0.027 83 17 0.970
G10 7049 7043 7127 69.124 7251 73 80 266287
G13 0.054 0.054 0.321 0.240 1.000 13 47 0.000
G18 -0.866 -0.866 -0.859 0.038 -0.657 97 26 0.004
As figuras 4.2 à 4.7 exibem os box plots dos resultados encontrados para cada configuração do
algoritmo. Os significados das siglas são os seguintes:
• DEGL PA - Algoritmo DEGL/SAW usando o método de Penalidade Alterado.
• DEGL PO - Algoritmo DEGL/SAW usando o método de Penalidade Original do Tessema
e Yen (2009).
• DE PA - Algoritmo DE padrão usando o método de Penalidade Alterado.
• DE PO - Algoritmo DE padrão usando o método de Penalidade Original do Tessema e
Yen (2009).
4.2 Testes do método de tratamento de restrição modificado 44
Figura 4.1: Variação dos resultados encontra-
dos para o problema G02.
Figura 4.2: Variação dos resultados encontra-
dos para o problema G03.
Figura 4.3: Variação dos resultados encontra-
dos para o problema G07.
Figura 4.4: Variação dos resultados encontra-
dos para o problema G08.
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Figura 4.5: Variação dos resultados encontra-
dos para o problema G10.
Figura 4.6: Variação dos resultados encontra-
dos para o problema G13.
Figura 4.7: Variação dos resultados encontrados para o problema G18.
Comparando o desempenho do método de tratamento de restrição proposto com o método de
penalidade adaptativa do Tessema e Yen (2009), nota-se que, apesar das porcentagens de su-
cesso serem bem parecidas, o método proposto respeita mais as restrições. Usando o algoritmo
DEGL/SAW, dos sete problemas testados, em cinco o método do Tessema e Yen (2009) violou
uma ou mais restrições, enquanto que no método proposto, apenas no problema G13 as res-
trições foram violadas. Usando o DE padrão, em seis problemas o método do Tessema e Yen
violou uma ou mais restrições, enquanto que no método proposto, nenhum problema teve suas
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restrições violadas. Por vezes, usando a penalidade adaptativa proposta por Tessema e Yen, o
algoritmo encontrou valores menores na função objetivo, porém as coordenadas encontradas
violavam uma ou mais restrições. Esse foi o caso do problema G08.
Fazendo uma comparação entre o algoritmo DEGL/SAW e o DE padrão, nota-se que DEGL/SAW
teve uma pequena vantagem em relação ao DE padrão quanto a porcentagem de sucesso.
O método proposto teve desempenho ruim em dois testes: G02 e G13. No G02 ele prova-
velmente teve um desempenho ruim pela própria complexidade da função. Analisando outros
métodos que foram usados para solucionar esse problema é possível notar uma baixa taxa de
sucesso, ou então boas taxas de sucesso, mas sendo necessário um alto número de iterações e
esforço computacional. No caso do problema G13, a provável causa do baixo desempenho se
deve ao fato que a função possui restrições de igualdades um pouco mais complexas. O método
de tratamento de restrições proposto nesse trabalho, assim como o método proposto em (TES-
SEMA; YEN, 2009), possui como único parâmetro a tolerância δ de violação da restrição. Se
for usada uma tolerância alta, provavelmente o algoritmo encontrará um ponto que viola bas-
tante as restrições. Se for usada uma tolerância baixa, pode ser que o algoritmo não consiga
encontrar uma solução viável.
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5 Abordagens para solucionar
problemas de programação em dois
níveis usando algoritmos evolutivos
Como mencionado no Capítulo 1, um dos subproblemas do problema de programação em dois
níveis é a forma de comunicação entre as populações que representam o líder e o seguidor. A
seguir será descrito o método comumente usado e o método proposto nesse trabalho.
5.1 Algoritmo co-evolutivo padrão
No capítulo 2 foram apresentados alguns métodos comumente usados para resolver problemas
min-max e problemas de dois níveis em geral. Este capítulo começa detalhando um dos métodos
mais usados, o algoritmo co-evolutivo com duas populações, apresentando suas deficiências
quando é usado para resolver problemas min-max com restrições. Posteriormente é apresentada
a nova proposta de algoritmo.
Barbosa (1996, 1999), apresentou um método para solucionar problemas min-max sem restri-
ção usando duas populações independentes de Algoritmo Genético, ligadas por uma função de
fitness comum. Este método é largamente utilizado para solucionar problemas min-max sem
restrição e o algoritmo genético pode ser substituído por outro algoritmo biologicamente inspi-
rado, como o PSO ou o DE.
Nesse método, a primeira população, chamada de PopA, fica responsável pela evolução do
vetor x, enquanto que a segunda população, PopB, fica responsável pela evolução do vetor y.
Enquanto uma população sofre o processo de evolução, a outra é mantida constante. As duas
populações interagem entre si através de uma função de avaliação de fitness comum. Para a
primeira população, o problema consiste em um problema de minimização e o valor de fitness
de cada indivíduo x é avaliado de acordo com a Equação 5.1:




Cada indivíduo xi da PopA é avaliado para cada um dos indivíduos y j da PopB. O valor de
fitness de cada indivíduo xi é o valor retornada pela função f1(xi). Este processo é repetido para
todos os Np indivíduos da PopA.
Para a segunda população, o problema consiste em um problema de maximização e o valor de




Cada indivíduo y j da PopB é avaliado para cada um dos indivíduos xi da PopA. O valor de fitness
de cada indivíduo y j é o valor retornado pela função f2(y j). Este processo é repetido para todos
os Np indivíduos da PopB.
O algoritmo co-evolutivo padrão é descrito no Algoritmo 4. Como mencionado anteriormente,
podem ser usados vários algoritmos biologicamente inspirados. O melhor indivíduo da popula-
ção PopA é a solução para o vetor x, e o melhor indivíduo da população PopB é a solução para
o vetor y.
Algoritmo 4 Algoritmo co-evolutivo padrão para solucionar problemas min-max.
1: Input: Número de ciclos (MaxCiclos), Número de iterações da PopA (MaxGerA), Número
de iterações da PopB (MaxGerB)
2: Inicialize a população PopA
3: Inicialize a população PopB
4: for k = 1 até MaxCiclos do
5: for j = 1 até MaxGenA do
6: Gere uma nova população PopA
7: Avalie a nova população PopA
8: end for
9: for j = 1 to MaxGenB do
10: Gere uma nova população PopB
11: Avalie a nova população PopB
12: end for
13: end for
14: Retorne o melhor indivíduo x da PopA e o melhor indivíduo y da PopB.
Para ilustrar a abordagem, vamos apresentar o problema min-max P1 (SAINZ et al., 2008)
descrito como:





f (x,y) = (cosy+ cos(2y+ x))2
sujeito a g1(x,y) = y− x(x+6.28)≤ 0
g2(x,y) = y− x(x−6.28)≤ 0
(5.3)
com x,y ∈ [−3.14,3.14].
Os gráficos da função objetivo do problema P1 sem e com as restrições são mostrados nas
Figuras 5.1 e 5.2, respectivamente. Os pontos de sela do problema min-max com restrição estão
marcados com um “X” verde na fig. 5.2. Os pontos correspondem às coordenadas (x1,y1) =
(−0.43708, −2.5538) e (x2, y2) = (−0.43708, −3.14). Ambos os pares possuem valores da
função igual a 8.5865× 10−3. A Figura 5.3 mostra em detalhes as soluções ótimas viáveis
do problema com restrição. Quando a coordenada x é menor que −0.43708, a função f (x, y)
cresce quase que imperceptivelmente para o limite do valor viável de x.
Figura 5.1: Gráfico do problema P1 sem considerar as restrições.
Pode-se observar na Figura 5.3 que, dependendo da coordenada x, apenas algumas coordenadas
y fazem o par (x,y) viável. Uma vez que a população PopB possui um número limitado de
indivíduos, existe uma grande possibilidade de não ser encontrado um ponto viável para deter-
minadas coordenadas x, mesmo que existam regiões viáveis. Esse fato é explicado melhor a
seguir.
Seja a população PopA composta por alguns indivíduos na faixa de −0.5 < x < −0.43708 e
um indivíduo na coordenada x = 0. As chances de ter uma coordenada y ∈ [−3.14,−2.55], que
são coordenadas viáveis para as coordenadas x em questão são pequenas, enquanto que para a
coordenada x = 0, cada indivíduo y, inicializado aleatoriamente, possui 50% de chance de estar
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Figura 5.2: Soluções encontradas pelo algoritmo co-evolutivo padrão (“+” vermelho) compara-
das com as soluções ótimas (“X” verde) do Problema P1.
Figura 5.3: Detalhamento das soluções ótimas do Problema P1.
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na região viável (−3.14 < y < 0). Suponha que não há indivíduos y com coordenadas entre
[−3.14, −2.55], mas existem indivíduos y entre [−2, 0]. Todos os indivíduos x no intervalo
[−0.5, −0.43708] serão classificados como inviáveis enquanto que o individuo x = 0 será clas-
sificado como viável. Deste modo, de acordo com a Equação 4.10, os indivíduos inviáveis terão
uma fitness penalizada pior que o indivíduo viável. Possuindo uma fitness penalizada pior, os
indivíduos inviáveis tendem a se deslocar para outras coordenadas consideradas viáveis.
Note que os indivíduos x que estavam inicialmente na faixa [−0.5,−0.43708] deveriam ter uma
melhor fitness penalizada do que o indivíduo x = 0, uma vez que existe um par de coordenadas
viáveis (x, y) cujo valor máximo da função é menor do que o valor máximo para o par viável
(0, y). Mas, por causa da quantidade reduzida de indivíduos na população PopB, que contém
as coordenadas y, esta situação não é contemplada pelo algoritmo.
Além da situação mostrada, pode ocorrer também de haver coordenadas y entre [−3.14,−2.55]
inicialmente, mas com o passar das iterações, os indivíduos y com essas coordenadas migram
para outras regiões, tornando-se impossível encontrar uma coordenada viável para aquela região
inicial.
Para demonstrar na prática essa deficiência, o algoritmo co-evolutivo padrão com Evolução
Diferencial foi executado 10 vezes usando o método de penalidade adaptativa proposto, com
os seguintes parâmetros: max_ger_A = 5, max_ger_B = 5 e max_ciclos = 200. Os resultados
encontrados estão marcados com “+” vermelho, na fig. 5.2. As coordenadas estão dentro do
intervalo x ∈ [0, 0.02] e y ∈ [0, 0.04] com f (x,y) ∈ [3.84, 4], longe da solução ótima.
Como mencionado anteriormente, o principal problema com esta abordagem é a falta de infor-
mações sobre o comportamento da função para uma determinada coordenada x. Tendo apenas
uma variação limitada de indivíduos na população PopB, não é possível saber qual é o valor
máximo possível que a função irá assumir para uma dada coordenada x. Na próxima seção é
proposto um algoritmo evolutivo sequencial com três populações.
5.2 Uma nova abordagem com um algoritmo sequencial com
três populações
Para contornar o problema do algoritmo co-evolutivo padrão apresentado anteriormente, foi pro-
posto um algoritmo evolutivo sequencial utilizando três populações (SEGUNDO et al., 2012).
A primeira população, PopA, contém as coordenadas x e é responsável por evoluí-las, enquanto
que a segunda população, PopB, contém as coordenadas y, sendo responsável por evoluí-las.
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A terceira população, PopC, também contém as coordenadas y, mas não sofre um processo de
evolução, sendo usada apenas para guardar as soluções encontradas na PopB para as diversas
coordenadas x da PopA. Usando a notação de problemas de dois níveis, pode-se dizer que para
cada nova coordenada x proposta pelo líder ao longo do processo evolutivo, o seguidor reage
escolhendo uma nova coordenada y, também por um processo evolutivo. Somente após a res-
posta do seguidor, o líder é capaz de saber quão boa é a solução fornecida. Diferentemente do
algoritmo co-evolutivo padrão, nesta abordagem, as coordenadas y são avaliadas contra apenas
uma coordenada x e não contra todas as coordenadas de x. As Figuras 5.5 e 5.4 mostra os
fluxogramas básicos do algoritmo proposto para cada uma das populações.
Figura 5.4: Fluxograma básico do algoritmo proposto para a população PopA.
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Figura 5.5: Fluxograma básico do algoritmo proposto para a população PopB.
Em primeiro lugar, a população PopA é inicializada aleatoriamente e a fitness inicial de cada
indivíduo xi é calculada como sendo o valor máximo que a função f (xi,y) admite. Para saber
esse valor máximo, um processo de maximização de f (xi,y) é feito, deixando a coordenada xi
constante e evoluindo apenas a população PopB, que contém as coordenadas y.
A evolução da população PopB depende do algoritmo evolutivo usado. No nosso caso, usamos o
algoritmo DEGL/SAW, descrito anteriormente. Primeiramente a população PopB é inicializada
aleatoriamente. Posteriormente, por um determinado número de iterações, novos candidatos
são gerados e as operações de mutação, cruzamento e seleção são usadas para gerar uma nova
população. O cálculo da fitness de cada candidato y j é feito através da função f (xi,y j). Quanto
maior o valor retornado pela função, melhor é o indivíduo. É importante notar que para cada
nova coordenada xi, a população PopB deve ser reinicializada a fim de garantir a sua diversidade
e evitar a estagnação das coordenadas y no ponto de máximo relativo à ultima coordenada x
avaliada.
Terminado o processo evolutivo da população PopB para aquela determinada coordenada xi, o
melhor indivíduo da população PopB é copiado para a posição i da população PopC. Assim, a
população PopC terá o mesmo número de indivíduos da população PopA e o par (PopA(i),PopC(i))
representa uma solução candidata para o problema min-max.
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Depois que todos os indivíduos na população PopA terem sido inicializados e sua fitness ini-
cial calculada, a população PopA sofre um processo de evolução. O processo evolutivo é o
semelhante ao processo sofrido pela população PopB, porém com duas diferenças. A primeira
é o cálculo da fitness, que é feito através de um novo processo de maximização da função
f (xnovo,y), onde xnovo é o novo candidato da população PopA. A segunda diferença é o conceito
de melhor indivíduo. Como o objetivo do problema é encontrar o menor ponto de máximo,
o melhor indivíduo xi da população PopA será aquele com o menor valor da função objetivo
f (xi,yi). Quando um novo candidato da população PopA é melhor que o anterior, além dele
substituir o candidato anterior, a coordenada y correspondente substitui a coordenada y anterior
na população PopC.
Quando a população PopA termina o seu processo de evolução, ela retorna o indivíduo xi com
o menor valor de f (x,y) e a coordenada y correspondente é armazenada na população PopC.
Para acelerar a convergência no processo de maximização dos novos candidatos na população
PopA, técnicas de otimização dinâmica usando algoritmos evolutivos são usadas (ROHLFS-
CHAGEN et al., 2009; RONNEWINKEL et al., 1999).
Em otimização dinâmica, a função de fitness, as restrições, e o número de variáveis da solução
candidata podem ser alteradas ao longo do tempo. Sempre que o ambiente muda, uma queda
abrupta na fitness pode ocorrer, uma vez que todos os candidatos estavam evoluindo em um am-
biente diferente, com características diferentes. Geralmente, a população é reinicializada para
aumentar a diversidade e evitar a estagnação em relação ao ambiente anterior. Mas, para evitar
uma reinicialização completa, o conhecimento obtido durante o processo evolutivo anterior com
um ambiente semelhante é usado. Ramsey e Grefenstette (1993), propuseram a geração de uma
nova população da seguinte forma:
• 50% das melhores soluções em ambientes semelhantes.
• 25% dos indivíduos da população anterior.
• 12.5% dos indivíduos inicializados de acordo com a estratégia padrão, isso é, aleatoria-
mente.
• 12.5% dos indivíduos inicializados adotando-se estratégias de exploração.
No contexto de problemas de programação em dois níveis, pode-se dizer que o ambiente muda
a cada nova coordenada x. Cada vez que isso acontece, o comportamento em y da função f (x,y)
muda. Então, casos similares são aqueles em que o comportamento em y da função analisada
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em um coordenada x é semelhante ao comportamento em y da função em uma outra coordenada
x.
Essa similaridade é medida usando a distância euclidiana do novo candidato xnovo para cada um
dos indivíduos da população PopA. Os indivíduos da população popA que possuem as menores
distâncias para o novo candidato são considerados similares e suas respectivas coordenadas y na
população PopC são copiadas para a população PopB. Observe que, se um novo candidato xnovo
é muito próximo de um indivíduo existente xi, a coordenada ynovo que maximiza f (xnovo,y)
pode estar próxima ao indivíduo yi que maximiza f (xi,y). Assim, espera-se que a população
PopB atinja o valor ótimo mais rápido, em comparação com o tempo gasto para atingir o valor
ótimo quando todos os indivíduos são inicializados aleatoriamente. A cópia de indivíduos de
PopC para a PopB é ilustrado na Figura 5.6. Na ilustração considerou-se que os indivíduos da
população PopA estão ordenados em ordem crescente em relação à distância ao novo candidato
e por isso foram copiados os indivíduos das posições iniciais da população. Na implementação
do algoritmo, deve ser levado em conta que isso não acontece naturalmente, fazendo com que
sejam necessários os passos apresentados nas linhas 14 à 18 do algoritmo 5.
Figura 5.6: Cópia dos indivíduos da população PopC para PopB.
Cópias de 1/10, 1/7, 1/6, 1/5, 1/4, 1/3 e 1/2 de indivíduos da população PopB para PopC foram
testadas. Os indivíduos da população PopC escolhidos para serem copiados para a população
PopB eram aqueles cujas correspondentes coordenadas x na população PopA estavam mais pró-
ximas do novo candidato xnovo. Percebeu-se que quando muitos indivíduos eram copiados, a
população tinha a tendência a ficar estagnada em ótimos locais, enquanto que quando poucos
indivíduos eram copiados, a população tinha a tendência de levar mais tempo para atingir o
ótimo. Entre as porcentagens de cópias testadas, a que gerou melhores resultados foi a de 1/5.
No Algoritmo 5, é mostrado o algoritmo evolutivo proposto para a população PopA, enquanto
que o Algoritmo 6 descreve o algoritmo evolutivo proposto para população PopB. Há poucas
diferenças entre os dois algoritmos. No algoritmo da população PopB, a fitness de cada indiví-
duo é calculada usando a função objetivo do seguidor, enquanto que no algoritmo da população
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PopA a fitness de cada indivíduo é calculada usando a função objetivo do líder. Além disso, no
algoritmo da PopB, os indivíduos são inicializados aleatoriamente e alguns deles são substituí-
dos por alguns indivíduos da PopC que foram passados pela população PopA. No algoritmo da
PopA todos os indivíduos são aleatoriamente inicializados.
Note que no caso de problemas min-max, ao invés de calcular a função objetivo do líder, linhas
5 e 21 do Algoritmo 5, pode-se simplesmente copiar o valor de fitness do melhor indivíduo
da população PopB. Isso é possível uma vez que nos problemas min-max as funções objetivos
do líder e do seguidor são as mesmas, mas o líder tem o objetivo de minimizá-la, enquanto o
seguidor tem o objetivo de maximizá-la.
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Algoritmo 5 Algoritmo evolutivo proposto para a população PopA.
1: Inicialize PopA aleatoriamente
2: for i = 1 até nPopA do
3: Evolua a PopB usando o algoritmo 6, passando como parâmetro (PopA(i), NULL, 0)
4: Coloque em PopC(i) o melhor indivíduo da PopB.
5: Calcule a fitness do indivíduo PopA(i) usando a função objetivo do líder.
6: end for
7: Calcule a fitness penalizada de todos os indivíduos de acordo com a Equação 4.10.
8: Encontre o melhor indivíduo da PopA (aquele que tiver a menor fitness penalizada).
9: Faça ultimaAlteracao = 0
10: Faça it = 0
11: while it < iteracoesmax e it−ultimaAlteracao < estagnacaoMax do
12: for i = 1 até nPopA do
13: Crie um novo indivíduo (xnovo) usando os operadores de mutação e cruzamento do
DE.
14: for j = 1 até n_PopA do
15: Calcule a distância entre o indivíduo PopA( j) e o novo candidato xnovo
16: end for
17: Ordene as distâncias calculadas no passo anterior em ordem crescente.
18: Coloque no vetor proximosPopC os nP indivíduos da PopC que correspondem aos
indivíduos da PopA que são mais próximos do novo candidato xnovo. Para tanto, use as
distâncias ordenadas no passo anterior.
19: Evolua a PopB usando o algoritmo 6, passando como parâmetro (xnovo,
proximosPopC, nP)
20: Coloque na PopC do novo indivíduo xnovo o melhor indivíduo da PopB.
21: Calcule a fitness do indivíduo xnovo usando a função objetivo do líder.
22: Calcule a fitness penalizada do indivíduo xnovo e do indivíduo PopA(i) usando a
Equação 4.10.
23: if xnovo é melhor que PopA(i) (de acordo com a fitness penalizada) then
24: Copie PopC do xnovo para PopC(i)
25: Copie xnovo para PopA(i)
26: Atribua à fitness do indivíduo PopA(i) o valor da fitness do xnovo
27: Encontre o melhor indivíduo da PopA.
28: if O melhor indivíduo foi atualizado then




33: Faça it = it+1
34: end while
35: Retorne o melhor indivíduo da PopA e o indivíduo correspondente na PopC
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Algoritmo 6 Algoritmo evolutivo proposto para a população PopB.
1: Entrada: xnovo, proximosPopC, tamCopia
2: Inicialize PopB aleatoriamente
3: if tamCopia > 0 then
4: for i = 1 to tamCopia do
5: PopB(i) = proximosPopC(i)
6: end for
7: end if
8: for i = 1 até n_PopB do
9: Calcule f (xnovo,PopB(i))
10: end for
11: Calcule a fitness penalizada de todos os indivíduos de acordo com a Equação 4.10.
12: Encontre o melhor indivíduo da PopB.
13: Faça ultimaAlteracao = 0
14: Faça it = 0
15: while it < iteracoesmax e it−ultimaAlteracao < estagnacaoMax do
16: for i = 1 to nPopB do
17: Crie um novo indivíduo (ynovo) usando os operadores de mutação e cruzamento do
DE.
18: Calcule a fitness do novo indivíduo ynovo usando a função objetivo do seguidor.
19: Calcule a fitness penalizada do indivíduo ynovo e do indivíduo PopB(i) usando a
Equação 4.10.
20: if ynovo é melhor que PopB(i) (de acordo com a fitness penalizada) then
21: Faça PopB(i) = ynovo
22: Atribua à fitness do indivíduo PopB(i) o valor da fitness do ynovo
23: Encontre o melhor indivíduo da PopB.
24: if O melhor indivíduo da PopB foi atualizado then




29: Faça it = it+1
30: end while
31: Retorne o melhor indivíduo da PopB.
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6 Resultados
O problema estudado possui três subproblemas: otimização de funções, tratamento de restrições
e comunicação entre as soluções encontradas para a função objetivo do líder e do seguidor. Para
validar o algoritmo proposto foi necessário testar a eficácia do algoritmo para cada um dos
subproblemas para só então tratar o problema completo.
Para o primeiro subproblema, otimização de funções, foi usado o algoritmo DE (STORN;
PRICE, 1997) e uma melhoria desse, o DEGL/SAW (DAS et al., 2009). Não é necessário
testarmos a eficácia desses métodos em resolver problemas de otimização em geral. Convida-
mos o leitor a ler os artigos citados para observar os ótimos resultados encontrados por esse
método, principalmente o DEGL/SAW. A desvantagem do DEGL/SAW em relação ao DE pa-
drão é que ele leva um pouco mais de tempo para chegar no ótimo global. Em contrapartida, o
DEGL/SAW consegue escapar melhor de mínimos locais e explorar melhor o espaço de busca
que o DE padrão.
Para o segundo subproblema, tratamento de restrições, foram feitos testes com algumas funções
apresentadas em (TESSEMA; YEN, 2009), que foi o trabalho base para o método proposto
aqui para tratamento de restrições. Esses benchmarks foram originalmente apresentados em
Problem Definitions and Evaluation Criteria for the CEC 2006 Special Session on Constrained
Real-Parameter Optimization (LIANG et al., 2006) e são tidos como referência para testar
problemas com restrições. Os resultados foram mostrados no Capítulo 4.
Para o terceiro subproblema, comunicação entre o líder e o seguidor, foram testados alguns
problemas min-max simples, sem restrições e com apenas uma coordenada em cada vetor, para
que os resultados pudessem ser visualizados. Esses testes são mostrados na primeira seção
desse capítulo.
Tendo validado esses três subproblemas, a abordagem proposta foi testada primeiramente em
problemas min-max não lineares com restrições, cujos resultados são mostrados na seção 2
desse capítulo e posteriormente em problemas de dois níveis em geral não lineares com restri-
ções, cujos resultados são mostrados na seção 3 desse capítulo. Por fim, o algoritmo foi testado
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no problema do padeiro benévolo, sendo os resultados apresentados na seção 4 desse capítulo.
6.1 Testes em problemas min-max sem restrições
Primeiramente foi testada a capacidade do algoritmo em resolver problemas min-max sem res-
trição. Decidiu-se utilizar primeiramente funções com apenas uma coordenada em x e uma
coordenada em y, possibilitando assim a visualização da função e uma avaliação visual dos
resultados encontrados.
Para essa modalidade de testes usou-se funções simples, cujo ponto min-max é facilmente visu-
alizado. Um exemplo simples de função min-max contínua é mostrado na Equação 6.1. Neste
exemplo não foram impostas restrições, apenas uma faixa limitada de busca. O gráfico dessa





f (x,y) = xy
x,y ∈ [1,5]
(6.1)
Figura 6.1: Gráfico da função min-max referente à Equação 6.1.
Em outras palavras, o objetivo de um problema min-max é obter o par (x,y) no qual o máximo
valor da função para aquela coordenada x seja o menor valor máximo entre todos os valores
máximos possíveis para as outras coordenadas x. Assim, pode-se dizer que para cada possível
valor de x deve-se avaliar qual o valor máximo que a função apresenta variando-se a coordenada
y. Dentre todos esses valores máximos, o ponto min-max é aquele de menor valor.
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A Figura 6.2 mostra uma discretização da função descrita pela Equação 6.1 para x,y= 1,2,3,4,5.
Os valores máximos obtidos para cada coordenada x estão sinalizados com um ponto vermelho.
Por exemplo, para x = 3, a função atinge seu máximo em y = 5, com f (3, 5) = 15. Para x = 4,
a função também atinge seu máximo em y = 5, com f (4,5) = 20. O menor entre os valores
máximos é encontrado na coordenada (x,y) = (1, 5), com f (1, 5) = 5. Esse valor é diferente
do valor de mínimo global, que é encontrado nas coordenadas (x, y) = (1, 1), com f (1, 1) = 1.
Figura 6.2: Valores máximos do problema min-max referente à Equação 6.1 para algumas
coordenadas x.
O algoritmo proposto foi executado 50 vezes e em todas elas foi encontrado o ponto ótimo. A
Figura 6.3 mostra o ponto encontrado pelo algoritmo (“+” vermelho) comparado com a solução
ótima (“X” verde).
Outro exemplo, um pouco mais complexo, é a função min-max representada pela Equação 6.2.





f (x,y) = x2− y2
x,y ∈ [−5,5]
(6.2)
A discretização dessa função, assim como os valores máximos da função para cada coordenada
x, são mostrados na Figura 6.5. Por exemplo, para x= 3, a função atinge seu máximo em y= 0,
com f (3, 0) = 9. O menor entre os valores máximos é encontrado na coordenada (x, y) =
(0, 0), com f (0, 0) = 0. Novamente, esse valor é diferente do mínimo global da função. Neste
exemplo fica evidente porque o ponto min-max é chamado de ponto de sela.
O algoritmo proposto foi executado 50 vezes e em todas elas foi encontrado o ponto ótimo. A
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Figura 6.3: Resultado encontrado pelo algoritmo proposto para o problema min-max referente
à Equação 6.1.
Figura 6.4: Gráfico da função paraboloide hiperbólico referente à Equação 6.2.
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Figura 6.5: Valores máximos da função paraboloide hiperbólico referente à Equação 6.2 para
algumas coordenadas x.
Figura 6.6 mostra o ponto encontrado pelo algoritmo (“+” vermelho) comparado com a solução
ótima (“X” verde).
Figura 6.6: Resultado encontrado pelo algoritmo proposto para o problema do paraboloide
hiperbólico referente à Equação 6.2.
6.2 Testes em problemas min-max não lineares com restri-
ções
Após os problemas mais simples terem sido validados, o algoritmo proposto foi testado em
problemas min-max com restrições. Em todos os casos, os resultados foram comparados com
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resultados encontrados na literatura por outros métodos e tidos como ótimos. Também foi
investigada a influência da cópia de indivíduos da população PopC para PopB, executando o
algoritmo usando esse recurso e sem usar esse recurso, comparando os resultados obtidos. Para
finalizar esse primeiro conjunto de experimentos, foi comparado o desempenho do algoritmo
DEGL/SAW com o algoritmo Evolução Diferencial padrão DE/rand/bin/1.
Cada experimento foi executado 50 vezes. Os demais parâmetros utilizados são listados a seguir.
• Critério de parada: estagnação da fitness do melhor indivíduo por 20 iterações consecuti-
vas, ou limite de 200 iterações, o que acontecer primeiro;
• Tamanho das populações: 30 indivíduos em cada uma;
• Taxa de cruzamento (crossover): 0.9;
• Fator de mutação F : exponencial, de acordo com o Algoritmo 3;
• Porcentagem de população copiada da PopC para PopB: 20%.
Nesses testes, o tamanho da população e a quantidade de iterações máximas foram diminuídas
em relação aos testes apresentados no capítulo 4 pelo fato do algoritmo necessitar de um maior
esforço computacional para cada execução completa. Note que cada indivíduo da população
PopA gera um novo candidato a cada iteração e que esse candidato necessita de um processo de
maximização em y para obter sua fitness final. Considerando 30 indivíduos na população PopA
e 200 iterações nessa população, necessitamos de 30×200 = 6000 processos de maximização
em y. Somados aos 30 processos de maximização para a inicialização dos 30 indivíduos da
população PopA, obtemos 6030 processos de maximização na população PopB para cada exe-
cução completa do algoritmo. Isso faz com que seja inviável utilizar muitas iterações ou um
alto número de indivíduos nas populações.
Foram usados quatro problemas para realizar esses testes. Os problemas P1, P2 e P3 possuem
apenas uma coordenada em cada vetor da população, enquanto que o problema P4 possui duas
coordenadas em cada vetor da população. A formulação de cada problema é descrita a seguir.





f (x,y) = (cosy+ cos(2y+ x))2
sujeito a g1(x,y) = y− x(x+6.28)≤ 0
g2(x,y) = y− x(x−6.28)≤ 0
(6.3)
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com x,y∈ [−3.14,3.14]. Os pontos (x∗1, y∗1)= (−0.437082, −2.553833) e (x∗2, y∗2) = (−0.437082,
−3.14) são as soluções do problema P1, de acordo com Sainz et al. (2008). Em ambos os pontos
a função assume o valor aproximado 0.0085865.





f (x,y) = x2+ y2+2xy−20x−20y+100
sujeito a g1(x,y) = −(x−5)2− (y−3)2+4≤ 0
g2(x,y) = (x−5)2+(y−3)2−16≤ 0
(6.4)
com x ∈ [0, 6] e y ∈ [2, 8]. Os pontos (x∗1, y∗1) = (4.143, 4.807) e (x∗2, y∗2) = (4.143, 6.907) são
as soluções do problema P2, de acordo com Sainz et al. (2008). Em ambos os pontos a função
assume o valor aproximado 1.10255.





f (x,y) = sin2 x− xcosy+2sinx− cos2 y+ y−1
sujeito a g1(x,y) = x2+ y2 ≥ 25
(6.5)
com x,y∈ [−5,5]. O ponto (x∗,y∗) = (−0.88734,5) é a solução do problema P3, de acordo com
Lu et al. (2008). Nesse ponto a função assume o valor 3.22169.








sujeito a g1(x,y) = x21+ x
2
2 ≤ 100
g2(x,y) = y1 ≤ x1
g3(x,y) = y2 ≤ x2
(6.6)
com x,y ∈ [0, 10]. O ponto x∗ = (7.0854, 7.0291),y∗ = (7.0854, 0.0000) é a solução do
problema P4, de acordo com Liu (1998). Nesse ponto a função assume o valor 1.9454.
As Figuras 6.7, 6.8 e 6.9 mostram o pontos ótimos e as soluções encontradas pelo algoritmo em
suas 50 execuções para os problemas P1, P2, e P3, respectivamente. Os pontos marcados com o
sinal “+” vermelho foram encontrados pelo algoritmo usando a configuração DEGL/SAW com
cópia dos indivíduos da população PopC para PopB; e os pontos marcados com o “X” verde
representam os valores ótimos de acordo com a literatura. O problema P4 não é exibido porque
tem mais de duas coordenadas em cada vetor, sendo impossível sua visualização.
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Soluções encontradas pela abordagem proposta (“+” vermelho) comparadas com as soluções
ótimas (“X” verde) do Problema P1.
Figura 6.7: Pontos de sela encontrados pela abordagem proposta usando o algoritmo
DEGL/SAW no problema P1.
Figura 6.8: Pontos de sela encontrados
pela abordagem proposta usando o algo-
ritmo DEGL/SAW no problema P2.
Figura 6.9: Pontos de sela encontrados
pela abordagem proposta usando o algo-
ritmo DEGL/SAW no problema P3.
As tabelas 6.1, 6.2, 6.3 e 6.4 mostram os resultados encontrados para esses problemas. A coluna
“% de sucesso” indica a porcentagem de execuções em que os resultados encontrados divergiam
em até 2% do valor ótimo conhecido. O algoritmo DEGL/SAW apresentou melhores resultados
que o algoritmo DE/rand/1/bin em todas as configurações investigadas.
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Tabela 6.1: Resultados dos problemas min-max com restrição usando DE/rand/1/bin sem copiar
os indivíduos da PopC para PopB
Problema Melhor Média Desvio. Pior % sucesso Avaliações de fitness xmelhor ymelhor
Padrão (média)
P1 0.007739 0.007211 0.00030 0.006347 0 2191048 -0.426693 -3.14
P2 1.07966 1.01390 0.05073 0.83911 0 1682136 4.13395 6.90512
P3 -6.72037 -6.74062 0.01456 -6.77831 0 745336 -1.02450 -4.893915
P4 1.96654 1.97197 0.00249 1.97605 100 2635277 (6.87793 6.84894) (0 6.84894)
Tabela 6.2: Resultados dos problemas min-max com restrição usando DE/rand/1/bin copiando
os indivíduos da PopC para PopB
Problema Melhor Média Desvio. Pior % sucesso Avaliações de fitness xmelhor ymelhor
Padrão (média)
P1 0.008153 0.006482 0.00065 0.005464 0 2882040 -0.431414 -3.14
P2 1.10246 1.06149 0.03805 0.97254 50 5769343 4.1429 6.90709
P3 3.22169 1.60176 3.53 -6.5756 82 726396 -0.88734 5
P4 1.95530 1.96836 0.00273 1.97765 100 3921621 (6.22741 6.28532) (6.22741 0)
Tabela 6.3: Resultados dos problemas min-max com restrição usando DEGL/SAW sem copiar
os indivíduos da PopC para PopB
Problema Melhor Média Desvio. Pior % sucesso Avaliações de fitness xmelhor ymelhor
Padrão (média)
P1 0.008582 0.008318 0.00018 0.007833 36 1828430 -0.437016 -3.14
P2 1.10016 1.0766 0.01106 1.02945 32 2759875 4.14294 6.90594
P3 3.22169 3.22169 0 3.22169 100 1579641 -0.88734 5
P4 1.95842 1.96820 0.00341 1.97277 100 4010104 (6.97788 6.97303) (6.97763 0)
Tabela 6.4: Resultados dos problemas min-max com restrição usando DEGL/SAW copiando os
indivíduos da PopC para PopB
Problema Melhor Média Desvio. Pior % sucesso Avaliações de fitness xmelhor ymelhor
Padrão (média)
P1 0.008586 0.008386 0.00015 0.008018 40 1700507 -0.437077 -2.55384
P2 1.10236 1.09869 0.00353 1.07865 100 1593933 4.14297 6.90697
P3 3.22169 3.22169 0 3.22169 100 1573609 -0.88734 5
P4 1.9679 1.96373 0.00370 1.96518 100 3248724 (7.02569 6.99757) (0 6.99737)
As figuras 6.10 à 6.13 exibem os box plots dos resultados encontrados para cada configuração
do algoritmo. Os significados das siglas são os seguintes:
• DEGL CC - Algoritmo DEGL/SAW com cópia dos indivíduos da PopC para PopB.
• DEGL SC - Algoritmo DEGL/SAW sem cópia dos indivíduos da PopC para PopB.
• DE CC - Algoritmo DE padrão com cópia dos indivíduos da PopC para PopB.
• DE SC - Algoritmo DE padrão sem cópia dos indivíduos da PopC para PopB.
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Figura 6.10: Variação dos resultados encontra-
dos para o problema P1.
Figura 6.11: Variação dos resultados encontra-
dos para o problema P2.
Figura 6.12: Variação dos resultados encontra-
dos para o problema P3.
Figura 6.13: Variação dos resultados encontra-
dos para o problema P4.
Pode-se notar que independente da topologia usada, isto é, DE/rand/1/bin ou DEGL/SAW, os
melhores resultados foram obtidos copiando os indivíduos da população PopC para a população
PopB, o que mostra a efetividade do método proposto usando três populações com cópia de
indivíduos entre as populações.
Quanto ao número de iterações, pode-se observar que o método DEGL/SAW com a cópia de
indivíduos entre populações acelerou a convergência em todos os quatro problemas estudados,
enquanto que no método DE/rand/1/bin, a cópia de indivíduos entre populações acelerou o
processo de convergência em apenas um problema.
No problema P1 o algoritmo obteve uma porcentagem menor de sucesso devido ao fato do
valor ótimo da função ser muito pequeno. Assim, pequenas variações no valor encontrado da
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fitness representaram grandes variações percentuais. Analisando o valor absoluto da soluções
encontradas, pode-se considerar que o algoritmo DEGL/SAW obteve bons resultados.
6.3 Testes em problemas de dois níveis em geral não lineares
com restrições
Nesta seção será testada a capacidade do algoritmo em solucionar problemas em dois níveis não
lineares em geral, ou seja, quando a função do líder é diferente da função do seguidor. Todos os
problemas de teste dessa seção foram retirados de (WANG et al., 2005). A configuração usada
para esse conjunto de testes foi a mesma usada na seção anterior, com os testes de problemas
min-max com restrição. Os problemas P5 e P6 são não lineares e convexos e os problemas P7 e
P8 são não lineares e não convexos.




sujeito a g1(x,y) = x1+ x2+ y1−2y2 ≤ 40
min
y
f (x,y) = (y1− x1+20)2+(y2− x2+20)2
sujeito a g2(x,y) = 2y1− x1+10≤ 0
g3(x,y) = 2y2− x2+10≤ 0
(6.7)
com xi ∈ [0, 50], i= 1,2 e y j ∈ [−10, 20], j = 1,2. A melhor solução encontrada pelos autores
foi x∗ = (0, 30) e y∗ = (−10, 10), com F(x, y) = 0 e f (x, y) = 100.







1+ x1+ x2+2y1− y2+ y3
6+2x1+ y1+ y2−3y3
sujeito a g1(x,y) =−y1+ y2+ y3+ y4 = 1
g2(x,y) = 2x1− y1+2y2−0.5y3+ y5 = 1
g3(x,y) = 2x2+2y1− y2−0.5y3+ y6 = 1
(6.8)
com x ≥ 0 e y ≥ 0. Os autores não fornecem os limites superiores de busca. Para os nossos
testes foi adotado xi ∈ [0, 1], i = 1,2 e y j ∈ [0, 1], j = 1, ..., 6. A melhor solução encontrada
pelos autores foi x∗ = (0, 0.9) e y∗ = (0, 0.6, 0.4, 0, 0, 0), com F(x, y) = 8.99× 10−13 e
f (x, y) = 0.3148.
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1+ x1+ x2+2y1− y2+ y3
6+2x1+ y1+ y2−3y3
sujeito a h1(x,y) =−y1+ y2+ y3+ y4 = 1
h2(x,y) = 2x1− y1+2y2−0.5y3+ y5 = 1
h3(x,y) = 2x2+2y1− y2−0.5y3+ y6 = 1
(6.9)
com x ≥ 0 e y ≥ 0. Os autores não fornecem os limites superiores de busca. Para os nossos
testes foi adotado xi ∈ [0, 1], i = 1,2 e y j ∈ [0, 1], j = 1, ..., 6. A melhor solução encontrada
pelos autores foi x∗ = (0.35345, 0.41518) e y∗ = (0, 0.14655, 0, 0.85345, 0, 0.31620), com
F(x, y) = 7.35×10−16 e f (x, y) = 0.2367.




sujeito a g1(x,y) = 30− x1−2x2 ≤ 0
g2(x,y) = x1+ x2−25≤ 0
min
y
f (x,y) = (x1− y1)2+(x2− y2)2
(6.10)
com x2 ≤ 15 e yi ∈ [0, 10], i= 1,2. Os autores não fornecem os limites de busca para a variável
x1 e nem o limite inferior para a variável x2. Para os nossos testes foi adotado x1 ∈ [0, 100]
e x2 ∈ [0, 15]. A melhor solução encontrada pelos autores foi x∗ = (19.56298, 5.27224) e
y∗ = (10, 5.27224), com F(x, y) = 6.86×10−5 e f (x, y) = 91.45.
Nas tabelas 6.5 à 6.12 são mostrados os resultados encontrados para esses problemas. A coluna
“% de sucesso” indica a porcentagem de execuções em que os resultados encontrados para a
função objetivo do líder tinham valor de até 10−4. As colunas “Número de avaliações líder” e
“Número avaliações seguidor” mostram o número de avaliações da função objetivo do líder e
do seguidor, respectivamente.
6.3 Testes em problemas de dois níveis em geral não lineares com restrições 71
Tabela 6.5: Resultados dos problemas P5 ao P8 usando DEGL/SAW copiando os indivíduos da
PopC para PopB
Problema
Melhor Melhor Média Desvio Pior % sucesso Número de Número de
Líder Seguidor Líder Padrão Líder Líder (média) avaliações avaliaçõesLíder Seguidor
P5 0 200 0 0 0 100 706 1895783
P6 0.06697 0.46858 4.11462 3.98794 16.23930 0 1133 2095012
P7 0.00002 0.20524 0.00628 0.00953 0.04318 8 1299 2825202
P8 0.00009 20.86570 0.00219 0.00225 0.00855 2 1347 2222574
Tabela 6.6: Coordenadas dos melhores resultados dos problemas P5 ao P8 usando DEGL/SAW
copiando os indivíduos da PopC para PopB
Problema xmelhor ymelhor
P5 0.00000 0.00000 -10.00000 -10.00000
P6 0.18761 0.16615 0.63498 0.67250 0.68534 0.27713 0.25742 0.41291
P7 0.00000 0.23141 0.00000 0.00000 0.00000 1.00000 0.999998 0.53718
P8 4.57831 14.56790 4.57831 10.00000
Tabela 6.7: Resultados dos problemas P5 ao P8 usando DE/rand/1/bin copiando os indivíduos
da PopC para PopB
Problema
Melhor Melhor Média Desvio Pior % sucesso Número de Número de
Líder Seguidor Líder Padrão Líder Líder (média) avaliações avaliaçõesLíder Seguidor
P5 0 200 0 0 0 100 696 1385741
P6 0.00004 0.46524 0.03352 0.11469 0.80718 2 1508 4334927
P7 0 0.20524 0.00015 0.00041 0.00227 80 1831 7444102
P8 0.00012 15.7949 0.00254 0.00267 0.01426 0 1080 1275462
Tabela 6.8: Coordenadas dos melhores resultados dos problemas P5 ao P8 usando DE/rand/1/bin
copiando os indivíduos da PopC para PopB
Problema xmelhor ymelhor
P5 0.000000 0.000000 -10.000000 -10.00000
P6 0.19564 0.074590 0.68230 0.68251 0.69129 0.30849 0.27163 0.51437
P7 0.00000 0.231412 0.00000 0.00000 0.00000 1.00000 1.00000 0.53718
P8 3.66612 13.97430 3.66612 10.00000
Tabela 6.9: Resultados dos problemas P5 ao P8 usando DEGL/SAW sem copiar os indivíduos
da PopC para PopB
Problema
Melhor Melhor Média Desvio Pior % sucesso Número de Número de
Líder Seguidor Líder Padrão Líder Líder (média) avaliações avaliaçõesLíder Seguidor
P5 0 200 0 0 0 100 703 1963652
P6 0.08190 0.47684 1.94296 1.81080 6.80000 0 1099 2836799
P7 0.00013 0.21503 0.01305 0.01783 0.08257 0 1268 3412205
P8 0.00005 4.37124 0.00235 0.00343 0.01814 6 1279 2369795
Tabela 6.10: Coordenadas dos melhores resultados dos problemas P5 ao P8 usando DEGL/SAW
sem copiar os indivíduos da PopC para PopB
Problema xmelhor ymelhor
P5 0.000000 0.000000 -10.000000 -10.000000
P6 0.122627 0.122946 0.697943 0.695239 0.697823 0.304881 0.411128 0.402376
P7 0.498899 0.001102 0.002009 0.001795 0.002010 0.998205 0.001627 0.996576
P8 9.667600 12.090800 9.667600 10.000000
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Tabela 6.11: Resultados dos problemas P5 ao P8 usando DE/rand/1/bin sem copiar os indivíduos
da PopC para PopB
Problema
Melhor Melhor Média Desvio Pior % sucesso Número de Número de
Líder Seguidor Líder Padrão Líder Líder (média) avaliações avaliaçõesLíder Seguidor
P5 0 200 0 0 0 100 699 1530212
P6 0.00182 0.38870 0.10199 0.13010 0.73198 0 1135 3428218
P7 0.00000 0.20524 0.00168 0.00311 0.01953 26 1562 4684871
P8 0.00002 23.75560 0.00219 0.00270 0.01343 10 1173 1498471
Tabela 6.12: Coordenadas dos melhores resultados dos problemas P5 ao P8 usando
DE/rand/1/bin sem copiar os indivíduos da PopC para PopB
Problema xmelhor ymelhor
P5 0.000000 0.000000 -10.000000 -10.000000
P6 0.004934 0.244322 0.530212 0.701916 0.557312 0.270993 0.395176 0.431500
P7 0.000000 0.231417 0.000000 0.000000 0.000000 1.000000 1.000000 0.537167
P8 2.676870 14.874000 2.676870 10.000000
As figuras 6.14 à 6.17 exibem os box plots dos resultados encontrados para cada configuração
do algoritmo. Os significados das siglas são os seguintes:
• DEGL CC - Algoritmo DEGL/SAW com cópia dos indivíduos da PopC para PopB.
• DEGL SC - Algoritmo DEGL/SAW sem cópia dos indivíduos da PopC para PopB.
• DE CC - Algoritmo DE padrão com cópia dos indivíduos da PopC para PopB.
• DE SC - Algoritmo DE padrão sem cópia dos indivíduos da PopC para PopB.
Figura 6.14: Variação dos resultados encontra-
dos para o problema P5.
Figura 6.15: Variação dos resultados encontra-
dos para o problema P6.
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Figura 6.16: Variação dos resultados encontra-
dos para o problema P7.
Figura 6.17: Variação dos resultados encontra-
dos para o problema P8.
Analisando as tabelas e as figuras anteriores, nota-se que o algoritmo DE padrão, com o fator
de mutação exponencial, foi melhor que o algoritmo DEGL/SAW, também usando o fator de
mutação exponencial.
No problema P5, a abordagem proposta encontrou o resultado ótimo independente da variação
usada do DE e da cópia ou não de indivíduos da população PopC para PopB. Isso mostra que
esse problema é simples.
No problema P6, a abordagem usando o algoritmo DE padrão se mostrou mais eficaz que a
abordagem usando o DEGL/SAW, apesar de se mostrar menos eficiente, em relação ao número
de avaliações de fitness da função do seguidor. Isso ocorreu, provavelmente, devido ao fato de
que o algoritmo DEGL/SAW leva, geralmente, muito mais tempo (iterações) para alcançar o
ótimo global. Além disso, é comum que o algoritmo DEGL/SAW fique muitas iterações com
sua população estagnada, sem que toda a população tenha convergido para o mesmo ponto.
Assim, a utilização de um limite maior de iterações com a população estagnada, como critério
de parada do algoritmo, poderia melhorar sua eficácia.
No problema P7, novamente a abordagem usando o algoritmo DE padrão se mostrou mais eficaz
que a abordagem usando o DEGL/SAW. Note que o problema P6 e P7 são quase idênticos,
diferenciando-se apenas na função objetivo do líder.
No problema P8, o algoritmo DEGL/SAW levou uma pequena vantagem sobre o algoritmo DE
padrão quando copiou-se os indivíduos da população PopC para a população PopB. Porém, sem
copiar os indivíduos de uma população para outra, observa-se que os resultados encontrados fo-
ram melhores que os resultados obtidos quando copiou-se os indivíduos, sendo que o algoritmo
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DE padrão obteve uma ligeira vantagem sobre o algoritmo DEGL/SAW. Provavelmente isso se
deve ao fato de que não foi avaliado o quão próximo o indivíduo x, da população PopA, está
do novo candidato. Com isso, ao se fazer a cópia da coordenada y da população PopC daquele
indivíduo x para a população PopB, pode-se estar introduzindo propositalmente vários indiví-
duos que não estão próximos da solução ótima daquele problema e o pior, que podem estar em
um ótimo local, fazendo com que o algoritmo obtenha piores resultados do que quando não são
copiados indivíduos da população PopC para PopB.
6.4 Problema do padeiro benévolo
Por último, a abordagem proposta foi testada com o problema do padeiro benévolo, descrito no
Capítulo 1. Usando a abordagem proposta, as restrições que apenas limitam alguma coorde-
nada em um valor fixo são retiradas do problema original e transformadas nos limites de cada
coordenada do indivíduo do algoritmo DE. Com isso, a restrição do raio mínimo da assadeira
e do raio mínimo do biscoito são retiradas da lista de restrições. Note que a terceira restrição,
que diz que o raio do biscoito deve ser menor ou igual ao raio escolhido da assadeira, seria
mantida uma vez que o raio R da assadeira não é um valor pré-definido. Entretanto, as duas
outras restrições do seguidor já restringem indiretamente o raio máximo do biscoito. Assim, é










r2i i = 1, ...,N
sujeito a g1(R,r,c) = (ci,x− c j,x)2+(ci,y− c j,y)2 ≥ (ri+ r j)2
∀ i < j e i, j = 1, ...,N
g2(R,r,c) = (ci,x)2+(ci,y)2 ≤ (R− ri)2, i = 1, ...,N
(6.11)
com R,ri ∈ [rmin,rmax], onde ri é o raio do i-ésimo biscoito e (ci,x,ci,y) são as coordenadas x e y
do i-ésimo biscoito.
Note também que cada uma dessas restrições é na verdade um conjunto de restrições. A pri-
meira restrição pode ser decomposta em
(N−1)∗N
2
restrições. Caso N = 2, ela será decom-
posta em apenas uma restrição. Se N = 3, ela será decomposta em 3 restrições e se N = 8, será
decomposta em 28 restrições. A segunda restrição pode ser decomposta em N restrições. No
total, com N = 8, teremos 28+8 restrições = 36 restrições.
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Outro ponto importante é o número de variáveis. O líder é responsável apenas pela minimização
do raio da assadeira. Assim, o vetor x possui apenas uma coordenada. O seguidor é responsável
em maximizar a área de cada biscoito, respeitando as restrições de sobreposição e limite da
assadeira. Assim, ele é responsável por encontrar o raio e posição de cada biscoito. Para cada
biscoito, o vetor y terá três coordenadas, uma para o raio, uma para a coordenada x do centro
do biscoito e outra para a coordenada y do centro do biscoito. Assim, para N = 8, o vetor y terá
24 dimensões. Em nossos testes, as N primeiras dimensões do vetor y representam os raios dos
N biscoitos. As dimensões de N+1 até 2N representam a componente x do centro de cada um
dos N biscoitos e as dimensões 2N + 1 até 3N representam a componente y do centro de cada
um dos N biscoitos. O centro da assadeira está na componente (0, 0). A Equação 6.12 mostra










y2i i = 1, ...,N
sujeito a g1(x,y) = (yi+N− y j+N)2+(yi+2N− y j+2N)2 ≥ (yi+ y j)2
∀ i < j e i, j = 1, ...,N
g2(x,y) = (yi+N)2+(yi+2N)2 ≤ (x− yi)2, i = 1, ...,N
(6.12)
A abordagem proposta foi testada para N = 4,8 e 16. As configurações usadas foram:
• Algoritmo: DE padrão com cópia de indivíduos da PopC para PopB.
• Critério de parada: 500 iterações (N = 4 e 8) e 800 iterações (N = 16);
• Tamanho das populações: 30 indivíduos em cada uma (N = 4 e 8) e 40 indivíduos em
cada uma (N = 16);
• Taxa de cruzamento (crossover): 0.9;
• Fator de mutação F : exponencial, de acordo com o Algoritmo 3;
• Porcentagem de população copiada da PopC para PopB: 20%.
As Figuras 6.18, 6.19 e 6.20 mostram os resultados encontrados para N = 4,8 e 16, respectiva-
mente.
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Figura 6.18: Solução encontrada para o
problema do padeiro benévolo com N = 4.
Figura 6.19: Solução encontrada para o
problema do padeiro benévolo com N = 8.
Figura 6.20: Solução encontrada para o problema do padeiro benévolo com N = 16.
Na Tabela 6.13 são mostrados os resultados obtidos para esse problema. Analisando os resul-
tados, nota-se que existem infinitas soluções para cada uma das configurações dos problemas
testados. Considere a configuração N = 8. A solução ótima para esse problema ocorre quando
o raio de cada biscoito é igual ao raio mínimo para o problema, nesse caso 5, com exceção do
biscoito do centro da assadeira, que deve preencher todo o espaço restante. Os biscoitos devem
estar emparelhados como mostra a Figura 6.19. Porém, o centro de cada biscoito que circunda
o biscoito central não necessita ser exatamente o que está sendo mostrado na figura, podendo
ser deslocado respeitando um movimento de rotação com eixo na coordenada (x, y) = (0, 0).
Com isso, percebe-se que existem infinitas soluções ótimas.
Independente do número N de biscoitos, percebe-se um padrão geral para as respostas. A
maioria dos biscoitos deve ter o raio mínimo para o problema e os demais biscoitos devem
apenas preencher o espaço restante. Para N = 4 e N = 8, a abordagem proposta encontrou o
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Tabela 6.13: Resultados encontrados pela abordagem proposta para o problema do padeiro
benévolo.
Número F(x,y) f(x,y) x y
de biscoitos
4 12.0712 314.166 12.0712
5.00003 5.00017 5.00001 5.00000 -4.57787
4.57779 5.3892 -5.38952 5.38935 -5.38919
4.57805 -4.57769
8 16.5242 683.501 16.5242
5.00000 5.00038 5.00000 5.00000 5.00000
5.00000 5.00024 6.52373 7.42985 -2.87163
11.5198 -2.25464 6.93556 -10.2414 -10.5163
0.00003 8.80933 -11.1603 -0.316041 11.3015
-9.2034 5.28388 -4.71261 0.000363572
16 24.5783 1423.9 24.5783
5.0006 5.41659 5.00002 5.00000 7.10822
5.002 5.01567 5.00259 5.0686 5.23124
5.07721 5.46723 6.28025 5.00000 5.00000
5.00000 18.7636 1.75918 -18.5704 -13.0851
-2.81531 -14.2124 -6.54604 -14.8215 14.2896
-8.27347 13.4363 3.93352 8.80061 -4.18671
19.0732 5.80417 5.57718 -9.09901 -6.20092
-14.5623 6.89918 2.80185 18.4349 12.788
-13.2784 -5.53217 14.1318 18.7019 0.2417
-19.1254 -4.41864 -18.6982
resultado ótimo. É possível fazer essa afirmação devido a simplicidade do problema para o caso
N = 4 e pelo fato de já ser conhecida a resposta para N = 8.
Para N = 16, acredita-se que a abordagem proposta encontrou um bom resultado, levando-se em
conta que a maioria dos biscoitos possuem o raio mínimo, ou bem próximo do mínimo, sendo
que apenas 2 tiveram um raio superior a 6. Para verificar a qualidade da solução, o experimento
para configuração N = 16 foi executado novamente, aumentando o número de indivíduos da
população para 50 e o número de iterações para 1000. Na Tabela 6.14 é mostrado o resultado
encontrado e a Figura 6.21 mostra a visualização desse resultado. Nota-se que o valor da função
objetivo do líder, F(x,y) diminui muito pouco.
Tabela 6.14: Resultados encontrados pela abordagem proposta para o problema do padeiro
benévolo para a configuração N = 16, aumentando o número de indivíduos e de iterações.
F(x,y) f(x,y) x y
24.3724 1360.61 24.3724
5.00000 5.00008 5.00004 6.13301 5.01725
5.00001 5.46662 5.00000 5.00032 5.47569
5.09032 5.00004 5.87569 5.00001 5.00002
5.00008 -10.7928 -18.7307 10.1606 0.573669
14.3106 1.13512 18.5866 0.44666 7.95819
-13.0018 15.7126 5.50819 -17.2674 -4.49617
-3.93944 -9.53292 -16.0874 4.94062 2.74996
-18.2304 -13.0318 10.3507 -3.45943 0.374386
17.6619 13.7118 11.1756 -8.25017 -6.63029
-8.3187 18.9676 1.01578
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Figura 6.21: Solução encontrada para o problema do padeiro benévolo com N = 16 utilizando
50 indivíduos e 1000 iterações.
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7 Conclusões e trabalhos futuros
Neste trabalho foi proposta uma abordagem usando o algoritmo Evolução Diferencial para re-
solver problemas de programação em dois níveis. A abordagem proposta usa três populações
PopA, PopB e PopC, utilizando uma técnica de cópia de indivíduos da população PopC para a
população PopB a fim de melhorar a convergência.
Primeiramente foi testado um método modificado para tratamento de restrições baseado na
abordagem de penalidade adaptativa proposta por Tessema e Yen (2009). Em 5 dos 7 casos
testados foi possível encontrar o ótimo global respeitando as restrições.
O desempenho do algoritmo para solucionar problemas em dois níveis não lineares foi testado
com oito problemas, sendo quatro deles pertencendo à subclasse de problemas min-max. A
cópia de indivíduos de uma população para outra mostrou ser vantajosa, tanto em qualidade da
solução quanto em velocidade para se chegar a essa solução. Com isso, recomenda-se o uso
do mecanismo de cópia entre populações. Note que esse aumento de velocidade para obter
a solução final só pode ser conquistado quando utiliza-se critérios de parada dinâmicos, ou
seja, quando não é arbitrado previamente o número exato de iterações executadas no algoritmo.
Como exemplo de critérios de parada dinâmicos é possível citar a estagnação da população por
um determinado número de iterações ou semelhança entre os indivíduos da população.
Em quatro dos oito problemas testados, o algoritmo DEGL/SAW alcançou 100% de sucesso.
Já o algoritmo DE padrão alcançou 100% de sucesso em apenas 2 dos oito problemas teste. Em
contrapartida, o DE padrão necessita de muito menos iterações para alcançar a convergência
em relação ao DEGL/SAW. Pelo fato do algoritmo DEGL/SAW usar o conceito de vizinhança,
seu processo de convergência é mais demorado e por vezes chega a ficar diversas iterações sem
mudança no melhor indivíduo sem que isso signifique que a população tenha convergido. Com
isso, recomenda-se o uso do algoritmo DEGL/SAW quando a qualidade da solução é o mais
importante e quando for possível dispor de mais tempo para se chegar na solução ótima. Caso
contrário, recomenda-se o uso de algoritmo de convergência mais rápida, como o DE padrão
com fator de mutação exponencial.
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Por fim, a abordagem proposta foi testada com um problema não linear e de alta dimensão do
mundo real, o padeiro benévolo, que é similar a outros problemas de empacotamento. Foram
feitos testes para três configurações do problema, N = 4, N = 8 e N = 16 e em todas elas foi
possível encontrar bons resultados, o que demonstra a eficácia da abordagem.
Como trabalho futuro, sugere-se a pesquisa de novos métodos para acelerar a convergência do
algoritmo sem afetar negativamente a qualidade da solução. Uma vez que para cada candidato
x deve ser feito um processo de otimização em y, a abordagem proposta pode se tornar inviável
para funções em que são necessárias muitas iterações para se obter o máximo ou o mínimo em
cada coordenada x.
Também recomenda-se aplicar o algoritmo proposto para encontrar todos os pontos de sela das
funções, ao invés de somente o melhor. Nesse caso, será necessário o emprego de técnicas de
memorização de mínimos ou máximos locais.
A utilização de outros métodos para tratamento de restrição também é sugerida, uma vez que
os métodos testados nesse trabalho não conseguiram obter resultados ótimos para qualquer tipo
de restrição, principalmente para restrições de igualdade.
Como última sugestão, indica-se estudar a implementação paralela do algoritmo a fim de di-
minuir o seu tempo total de execução. Cada linha de execução (em inglês: thread) pode ficar
responsável por um processo de maximização em y para uma determinada coordenada x.
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