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Abstract
In this paper we study Furuta’s finite dimensional approximations
for the flow lines of the Moment action functional for toric symplectic
orbifolds. These are the analogon of the finite dimensional approxima-
tions for the Chern-Simons-Dirac functional studied by Kronheimer and
Manolescu, see [11, 12]. The Moment action functional is the sum of
Floer’s action functional and a Lagrangian multiplier to a constraint given
by the moment map. Its flow lines are the symplectic vortex equations on
the cylinder.
We prove a compactness theorem specific for functions containing a
Lagrange multiplier which allows us to define the Conley indices of the
flow on the finite dimensional approximations. We show that these Conley
are given by the Thom space of the normal bundle of toric map space
introduced by Givental in [9]. Finally, we show how the moduli spaces of
the Morse flow lines on the finite dimensional approximations are related
to the moduli spaces of the symplectic vortex equations on the cylinder.
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1 Introduction
In [11, 12] finite dimensional approximation for the Seiberg Witten equation
were studied. In this paper we will study their analogon for the symplectic
vortex equations of toric symplectic orbifolds. The symplectic vortex equations
were introduced in [1, 2, 13] and their solutions appeared in [5, 6] as flow lines
in moment Floer homology. We prove that the finite dimensional approxima-
tions exist and show their relation to a finite dimensional model for the moduli
spaces of Floer homology for toric symplectic orbifolds considered before by
Givental in [9], see also [8, 10, 16]. To examine the relation between the original
equations and their finite dimensional approximations we prove a cobordism
theorem which relates the moduli spaces of the symplectic vortex equations to
the moduli spaces of finite dimensional Morse theories.
The idea behind these finite dimensional approximations is the following.
Assume that we have an action functional A and a metric defined on an infinite
dimensional space L . Suppose further that there are finite dimensional spaces
Lν which approximate L . We consider the sets Kν ⊂ Lν which are given by
the traces of all the flow lines of the action functional restricted to Lν which
converge at both ends, i.e.
Kν = {y(σ) : σ ∈ R, y ∈ C
∞(R, Lν), ∂sy +∇A|Lν = 0, ∃ lim
s→±∞
y(s)}.
The sets Kν are clearly invariant under the local flow of the restricted action
functional. If they are also compact one can associate to them a Conley index
Iν . For good approximations one expects that the union of these Conley in-
dices should contain all the information of the moduli space of all finite energy
gradient trajectories of the action functional A. As it was explained in [11]
these Conley indices should be the building blocks of Furuta’s pro-spectrum
with parametrized universe which in the unobstructed case reduces to the Floer
pro-spectrum introduced by Cohen, Jones and Segal in [3].
In [11, 12] Kronheimer and Manolescu studied finite dimensional approxima-
tions for the Chern-Simons-Dirac action functional which were used before by
Furuta in his celebrated proof of the 10/8-conjecture, see [7]. In [12] Manolescu
studied the case where the Chern-Simons-Dirac action functional was bounded
on its critical set. Using this he could get compactness for the sets Kν . In [11]
Kronheimer and Manolescu considered the case where the Chern-Simons-Dirac
action functional was not any more bounded on its critical set. In this case it
is not clear if the sets Kν are compact. However, Kronheimer and Manolescu
could still define something provided a twist discovered by Furuta vanishes. In
this paper we consider Furutas finite dimensional approximations for the action
functional of moment Floer homology. This action functional will in general not
be bounded on its critical set. However, we will prove that we have compactness
on the finite dimensional approximations.
Assume that a Lie group acts on a symplectic manifold by Hamiltonian
isomorphisms, i.e. there exists a moment map µ for the action. Then the
Moment action functional A is defined as Floer’s action functional together with
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a Lagrangianmultiplier to the constraint µ−1(τ), where τ is an element of the Lie
algebra of the acting Lie group. In this paper we consider as symplectic manifold
the complex vector space Cn on which the torus T k acts via a representation to
the unitary group. We put the following standing assumption
(H) The moment map µ is proper and τ ∈ tk is a regular value of µ.
Under this hypothesis the Marsden-Weinstein quotient µ−1(τ)/T k is a compact
toric symplectic orbifold.
We denote by L the space of smooth loops on Cn × tk where tk is the Lie
algebra of the torus T k. Then
A : L → R
and there is an action on L of the gauge group H consisting of smooth loops on
the torus under which the diffential of the action functional is invariant. There
is a natural splitting
H = H ×H0
such that the group H ∼= T k × Zk is finite, the group H0 is contractible and
acts freely on L , and the action functional is invariant under H0. Since the
gauge group is abelian we can find a global Coulomb section L0 in the principal
H0-bundle L . This section is H-invariant, i.e. the following diagram commutes
and is equivariant under the group H .
L0
✯
ι
✲
c
L /H0
L
❄
π
The L2-inner product endows L with an H-invariant metric g. We denote
by g¯ its quotient metric on L /H0. There are two natural H-invariant metrics
on L0
g0 = ι
∗g, g1 = c
∗g¯.
We will abbreviate
A0 = ι
∗A.
Note that flow lines of the gradient of A with respect to g are in one to one
correspondence with flow lines of the gradient of A0 with respect to g1.
We approximate L0 by finite dimensional submanifolds Lν . These are of
the form
Lν ∼= C
Nν × tk.
The restriction of the action functional is linear in tk, i.e. there exist smooth
functions fν , hν ∈ C
∞(CNν ,R) such that
A0|Lν (z, η) = fν(z) + 〈hν(z), η〉, z ∈ C
Nν , η ∈ tk.
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In particular, the critical points of A0|Lν are critical points of fν to the La-
grangian constraint h−1ν (0). It turns out that the quotient of the zero sets of
hν under the torus action are precisely the toric map spaces which were in-
troduced before by Givental in [9] as a finite dimensional approximation to the
moduli spaces of Floer homology for the symplectic orbifold µ−1(τ)/T k, see also
[8, 10, 16].
We consider the finite energy gradient flow lines of A0|Lν with respect to
the metrics g0 and g1. We show that its traces are contained in a compact set
which allows us to define the corresponding Conley indices Ig0ν and I
g1
ν . More
precisely, our first main result is the following theorem.
Theorem A The Conley indices Ig0ν and I
g1
ν are well defined and isomorphic
to the Thom space of the normal bundle of h−1ν (0) in C
Nν . In particular, they
are isomorphic to each other.
The idea of Theorem A is the following. For r ∈ [0, 1] we consider the fam-
ily of functions Fν,r ∈ C∞(CNν × tk,R) defined by
Fν,r(z, η) = rfν(z) + 〈hν(z), η〉.
Then Fν,1 = A0|Lν and for r = 0 all flow lines of Fν,0 are constant and lie in
h−1ν (0)× {0}.
We will denote by ∇0A0 the gradient of A0 with respect to the metric g0.
The submanifolds Lν of L0 are totally geodesic with respect to the metric g0
and if p ∈ Lν then
∇0A0(p) ∈ TpLν .
Hence every flow line of the restriction of A0 to Lν with respect to g0 is actually
a flow line of A0 on L with respect to g0. We will show that each flow line of
finite energy of ∇0A0 is actually contained in some finite dimensional approxi-
mation.
Theorem B Assume that y : R→ L0 satisfies
∂sy(s) +∇0A0(y(s)) = 0, s ∈ R, ∃ lim
s→±∞
y(s).
Then there exists Lν such that the trace of y is contained entirely in Lν , i.e.
y(s) ∈ Lν , s ∈ R.
Finally we prove a cobordism theorem between the moduli spaces of the gradi-
ent flow lines of A0 with respect to the metric g0 and the ones with respect to
the metric g1. More precisely, we show the following theorem.
Theorem C The metrics g0 and g1 on L0 can be connected by a path of H-
invariant metrics gr for r ∈ [0, 1] with the following property. Denote by ∇rA0
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the gradient of A0 with respect to the metric gr. Assume that yν for ν ∈ N is a
sequence of solutions of
∂syν(s) +∇rνA0(y(s)) = 0, s ∈ R, rν ∈ [0, 1]
whose energy is uniformly bounded. Then there exists a subsequence νj, a se-
quence of gauge transformations hj ∈ H and a flow line y of ∇rA0 for r ∈ [0, 1],
such that (hj)∗yνj converges with respect to the C
∞
loc-topology to y, i.e.
(hj)∗yνj
C∞loc−→j→∞ y.
The metric gr for r ∈ (0, 1] will be constructed in the following way. We deform
the action of H0 on L in an H-invariant way by free actions for which L0 is
still a global section. The metric gr is then defined by pulling back the quotient
metric on L /rH0 induced by the original L2-metric g on L .
This paper is organized as follows. In Section 2 we recall the definition of
toric symplectic orbifolds and prove a regularity criterion which will allow us
later to prove the regularity of Givental’s toric map spaces.
In Section 3 we recall the definition of the Moment action functional. We
define the global Coulomb section on the loop space and describe the two metrics
g0 and g1. We compute the gradient of the action functional with respect to
both metrics and prove an estimate for the two metrics which will allow us
later to conclude that the finite dimensional approximations are geodesically
complete.
In Section 4 we introduce the finite dimensional approximations. We prove
a regularity result for Givental’s toric map space and show that the finite di-
mensional approximations are geodesically complete for both metrics. These
properties will be crucial to prove that the Conley index is well defined.
In Section 5 we prove Theorem A. We first introduce the Conley indices.
Then we will prove a more general theorem which allows us to compute the
Conley index for a large class of functions which contain some Lagrange mul-
tiplier part. Theorem A will follows as an easy Corollary of this more general
theorem and the results obtained in Section 4.
In Section 6 we will prove Theorems B and C.
Acknowledgements: I would like to express my deep gratitude to K.Ono
for pointing my attention to the work of Furuta and Kronheimer-Manolescu. I
would like to thank him and H.Iritani for useful discussions.
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2 Toric symplectic orbifolds
Assume that for k ≤ n the torus T k = {eiv : v ∈ Rk} acts on the complex vector
space Cn via the action
ρ(eiv)z = eiAvz, z ∈ Cn, v ∈ Rk
for some (n × k)-matrix A with integer entries. We endow the Lie algebra of
the torus
Lie(T k) = tk = iRk
with its standard inner product. The action of the torus on Cn is Hamiltonian
with respect to the standard symplectic structure ω =
∑n
i=1 dxi∧dyi. Denoting
by AT the transposed matrix of A a moment map µ : Cn → tk is given by
µ(z) =
i
2
ATw, w =


|z1|2
...
|zn|2

 , (1)
i.e.
d〈µ, ξ〉 = ιXξω, ξ ∈ t
k
for the vector field Xξ on C
n given by the infinitesimal action
Xξ(z) = ρ˙(ξ)(z), z ∈ C
n.
We will assume throughout this paper hypothesis (H), i.e. the moment map is
proper and τ ∈ tk is a regular value of the moment map. It follows from (H)
that the Marsden-Weinstein quotient
C
n//T k = µ−1(τ)/T k
is a compact symplectic orbifold of dimension
dim(Cn//T k) = 2(n− k),
where the symplectic structure is induced from the standard symplectic struc-
ture on Cn.
Remark 2.1 By (3) the moment map is proper if and only if each column of
the matrix A has fixed sign, i.e. for each fixed j ∈ {1, . . . , k} the sign of Aℓj is
independent of ℓ ∈ {1, . . . , n}.
We next examine which values τ ∈ tk are regular. In order to do that we
first introduce some notation. Let I = In be the set of all strictly monotone
functions φ : {1, . . . , n1} → {1, . . . , n} for a positive integer n1 ≤ n. For each
φ ∈ I we define the n1 × k-matrix Aφ by
(Aφ)jℓ := Ajφ(ℓ), 1 ≤ ℓ ≤ n1, 1 ≤ j ≤ k.
We set
A := {Aφ : φ ∈ I , rk(Aφ) < k}. (2)
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Lemma 2.2 The element of the Lie algebra τ ∈ tk is an irregular value of the
moment map µ, iff τ = 0 or τ = Aφw where Aφ ∈ A and the real vector w has
the property that each entry is nonnegative, i.e. wj ≥ 0 for 1 ≤ j ≤ n1.
Proof: Assume that τ = Aφw where Aφ and w satisfy the assumptions of the
lemma. Choose a complex n-vector z such that
|zφ(ℓ)|
2 = 2wℓ, 1 ≤ ℓ ≤ n1, zm = 0, m ∈ {1, . . . , n} \ im(φ).
Then
µ(z) = τ
and by (3)
rk(dµ(z)) ≤ rk(Aφ) < k
which shows that τ is a nonregular value of the moment map.
Now assume that τ 6= 0 is a nonregular value of the moment map and choose
z ∈ Cn such that µ(z) = τ and rk(dµ(z)) < k. Define φ ∈ I by the property
that
φ(1) := min{j ∈ {1, . . . , n} : zj 6= 0},
φ(ℓ) := min{j ∈ {φ(ℓ−1)+1, . . . n} : zj 6= 0}, 2 ≤ ℓ ≤ #{j ∈ {1, . . . n} : zj 6= 0}.
Define the nonnegative vector w by
wℓ :=
1
2
|zφ(ℓ)|
2, 1 ≤ ℓ ≤ #{j ∈ {1, . . . n} : zj 6= 0}.
It follows that τ = Aφw which proves the lemma. 
The following Corollary of Lemma 2.2 will be used later on to prove regularity
of Givental’s spaces.
Corollary 2.3 Assume that the torus T k acts on Cn and Cm with n×k-matrix
A respectively m × k-matrix B such that for each column vector Aℓ with ℓ ∈
{1, . . . , n} of the matrix A there exists a column vector Bℓ′ of the matrix B and
a positive number λℓ such that
Aℓ = λℓBℓ′ .
Suppose that τ ∈ tk is an irregular value of the moment map µA associated to the
matrix A. Then τ is also an irregular value of the moment map µB associated
to the matrix B.
Proof: We may assume that τ 6= 0. In this case τ is an irregular nonzero value
of the moment map µA so that there exists by Lemma 2.2 an element φ ∈ In,
i.e. a strictly monotone function from {1, . . . , n1} → {1, . . . , n} for n1 ≤ n, and
a vector w with nonnegative entries such rk(Aφ) < k and Aφw = τ . Choose
functions λ : {1, . . . , n} → R+ = {r ∈ R : r > 0} and ρ : {1, . . . , n} → {1, . . . ,m}
such that
Aℓ = λ(ℓ)Bρ(ℓ) (3)
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which exist by the assumption of the Corollary. Let m1 ≤ n1 be the cardinality
of the set ρ ◦ φ{1, . . . , n1} and define the strictly monotone function φ˜ ∈ Im
from {1, . . . ,m1} to {1, . . . ,m} recursively by
φ˜(ℓ) = min
(
ρ ◦ φ{1, . . . , n1} \ φ˜{1, . . . , ℓ− 1}
)
, ℓ ∈ {1, . . .m1}.
It follows from (3) that
rk(Bφ˜) = rk(Aφ) < k.
Define for 1 ≤ j ≤ m1
w˜j :=
∑
k∈ρ−1φ˜(j)
λ(k)wφ−1k.
Then w˜j is nonnegative and we calculate
Bφ˜w˜ =
m1∑
j=1
Bφ˜(j)w˜j
=
m1∑
j=1
Bφ˜(j)
( ∑
k∈ρ−1φ˜(j)
λ(k)wφ−1(k)
)
=
m1∑
j=1
( ∑
k∈ρ−1φ˜(j)
λ(k)wφ−1(k)Bρ(k)
)
=
m1∑
j=1
( ∑
k∈ρ−1φ˜(j)
Akwφ−1(k)
)
=
n1∑
i=1
Aφ(i)wi
= Aφw
= τ.
Now Lemma 2.2 implies that τ is an irregular value of µB. This proves the
Corollary. 
3 Moment Floer homology
Let L be the loop space
L := C∞(S1,Cn × tk),
where
S1 = R/Z
is the circle. The gauge group
H = C∞(S1, T k)
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acts on L by
h∗(z, η) = (ρ(h)z, η − h
−1∂th), h ∈ H, (z, η) ∈ L .
The action functional for moment Floer homology A : L → R is given by
A(z, η) :=
∫ 1
0
λ(z)(∂tz) +
∫ 1
0
〈µ(z(t))− τ, η(t)〉dt.
Here λ denotes the Liouville 1-form
λ =
n∑
i=1
yidxi, dλ = −ω.
The first integral on the right hand side is Floer’s action functional on the space
of loops in Cn. One may think of η in the second integral as Lagrange multiplier
to the constraint µ(z) = τ .
Borrowing notation from [12] we introduce the subgroup H0 ⊂ H of ”nor-
malized gauge transformations” consisting of h ∈ H for which there exists
ξ ∈ C∞(S1, tk) with
∫ 1
0 ξdt = 0 such that
h(t) = exp(ξ(t)), t ∈ S1.
The gauge group H can be written as
H = H0 ×H
where the finite dimensional group
H = {h ∈ H : ∂t(h
−1∂th) = 0}
consists of elements h = h0 · e2πivt with h0 ∈ T k and v ∈ Zk. There is a natural
isomorphism
H ∼= T k × Zk
given by
h 7→
(
h(0),
1
2πi
(h−1∂th)(0)
)
, h ∈ H.
The action functional is invariant under H0 and H0 acts freely on L . Moreover,
using a gauge transformation h ∈ H0 we can assume that h∗η is constant. This
gauge fixing is the analogon of the Coulomb gauge fixing considered in [11, 12].
In particular, the Coulomb gauge gives a natural bijection
L /H0 ∼= C
∞(S1,Cn)× tk =: L0.
We consider as in [11, 12] the restriction of the action functional A to the space
L0
A0(z, η) = A|L0(z, η) =
∫ 1
0
λ(z)(∂tz) +
〈
η,
∫ 1
0
µ(z(t))dt− τ
〉
.
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Note that for A0 the Lagrangian multiplier η gives only a constraint on the
mean value of µ(z).
On L we have a natural H0-invariant L2-metric g defined by integration
g((zˆ1, ηˆ1), (zˆ2, ηˆ2)) =
∫ 1
0
〈zˆ1, zˆ2〉dt+
∫ 1
0
〈ηˆ1, ηˆ2〉dt
where
(zˆ1, ηˆ1), (zˆ2, ηˆ2) ∈ T(z,η)L ∼= L , (z, η) ∈ L .
Using the L2-metric on L we can define two different metrics on L0. The first
one g0 is given by the pullback of the inclusions ι : L0 → L , i.e. g0 := ι∗g. The
second one g1 is the induced metric on the quotient L0 ∼= L /H0. If (z, η) ∈ L0
and (zˆ1, ηˆ1), (zˆ2, ηˆ2) ∈ T(z,η)L0 ∼= L0 then the first metric is again given by an
inner product on the vector space L0
g0((zˆ1, ηˆ1), (zˆ2, ηˆ2)) =
∫ 1
0
〈zˆ1, zˆ2〉dt+ 〈ηˆ1, ηˆ2〉.
To give a formula for the second metric we first introduce some notation. We
define for z ∈ Cn the linear map Lz : tk → TzCn ∼= Cn by
Lzξ := Xξ(z) = ρ˙(ξ)z, ξ ∈ t
k
and denote by L∗z : TzC
n → tk its adjoint with respect to the standard inner
products on the Lie algebra tk = iRn and Cn. If ξ ∈ Lie(H0), i.e. ξ ∈ C∞(S1, tk)
and
∫ 1
0
ξdt = 0, then the infinitesimal action of ξ on (z, η) ∈ L is given by
L(z,η)ξ = (Lzξ,−∂tξ). (4)
In particular, (zˆ, ηˆ) ∈ TzL ∼= L lies orthogonal to the infinitesimal gauge action
iff
d
dt
(
L∗z zˆ + ∂tηˆ
)
= 0.
The formula for the second metric on L0 can now be written as
g1((zˆ1, ηˆ1), (zˆ2, ηˆ2)) = g((zˆ1 − Lzξ1, ηˆ1 + ∂tξ1), (zˆ2 − Lzξ2, ηˆ2 + ∂tξ2)) (5)
=
∫ 1
0
(
〈zˆ1 − Lzξ1, zˆ2 − Lzξ2〉+ 〈∂tξ1, ∂tξ2〉
)
dt
+〈ηˆ1, ηˆ2〉
where the Lie algebra elements ξ1, ξ2 ∈ Lie(H0) are determined by
d
dt
(
L∗z zˆi − L
∗
zLzξi + ∂
2
t ξi
)
= 0,
∫ 1
0
ξidt = 0, i ∈ {1, 2}.
We denote by || · ||i the length of a tangent vector with respect to the metric gi
for i ∈ {0, 1}. We clearly have
|| · ||1 ≤ || · ||0.
10
In the following proposition we will estimate the metric g0 by the metric g1. We
will use this estimate later to prove that the finite dimensional approximations
of L0 are totally geodesic with respect to g1.
Proposition 3.1 There exists a constant c > 0 such that
|| · ||0 ≤ c
(
1 + ||z||L2
)
· || · ||1.
Proof: Let (z, η) ∈ L0, (zˆ, ηˆ) ∈ T(z,η)L0 ∼= L0 and define ξ ∈ Lie(H0) by
d
dt
(
L∗z zˆ − L
∗
zLzξ + ∂
2
t ξ
)
= 0,
∫ 1
0
ξdt = 0. (6)
We calculate
0 =
∫ 1
0
〈L∗z zˆ − L
∗
zLzξ + ∂
2
t ξ, ξ〉dt
=
∫ 1
0
〈zˆ, Lzξ〉dt−
∫ 1
0
〈Lzξ, Lzξ〉 −
∫ 1
0
〈∂tξ, ∂tξ〉dt
from which we obtain by the Cauchy-Schwarz inequality
||Lzξ||
2
L2
+ ||∂tξ||
2
L2
≤ ||zˆ||L2 ||Lzξ||2.
This implies
||Lzξ||L2 ≤
||Lzξ||2L2
||Lzξ||2L2 + ||∂tξ||
2
L2
||zˆ||L2 . (7)
Using the second equation in (6), partial integration and Ho¨lders inequality we
obtain as a special case of Poincare´’s inequality
||ξ||L2 ≤ ||∂tξ||L2 . (8)
The formula Lzξ = ρ˙(ξ)z together with Ho¨lders inequality implies that there
exists a constant c0 > 0 such that
||Lzξ||L2 ≤ c0||z||L2 ||ξ||L2 . (9)
Using inequalities (7), (8), and (9) we obtain the inequality
||Lzξ||L2 ≤
c20||z||
2
L2
c20||z||
2
L2
+ 1
||zˆ||L2 . (10)
We now estimate using (5) and (10)
||(zˆ, ηˆ)||21 ≥ ||zˆ − Lzξ||
2
L2
+ ||ηˆ||2L2
≥ ||zˆ||2L2 − ||Lzξ||
2
L2
+ ||ηˆ||2L2
≥ ||zˆ||2L2 −
(
c20||z||L2
c20||z||
2
L2
+ 1
)2
||zˆ||2L2 + ||ηˆ||
2
L2
≥ ||zˆ||2L2 −
c20||z||L2
c20||z||
2
L2
+ 1
||zˆ||2L2 + ||ηˆ||
2
L2
≥
1
c20||z||
2
L2
+ 1
||(zˆ, ηˆ)||0.
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The Proposition follows now with c = max{c0, 1}. 
We denote by ∇0A0 the gradient of A0 on L0 with respect to the metric g0 and
by ∇1A0 the gradient with respect to the metric g1. We will use the notation
µ¯(z) :=
∫ 1
0
µ(z(t))dt.
Proposition 3.2 The two gradients are given by
∇0A0(z, η) = (i∂tz + iLzη, µ¯(z)− τ) (11)
and
∇1A0(z, η) = (i∂tz + iLzη + Lzξ, µ¯(z)− τ) (12)
where ξ ∈ Lie(H0) is determined by
∂tξ(t) = µ(z(t))− µ¯(z),
∫ 1
0
ξdt = 0. (13)
Proof: To determine the first gradient we compute for (zˆ, ηˆ) ∈ T(z,η)L0 ∼= L0
dA0(z, η)(zˆ, ηˆ) =
∫ 1
0
dλ(z)(zˆ, ∂tz) + 〈η,
∫ 1
0
dµ(z(t))zˆ(t)dt〉+ 〈ηˆ, µ¯(z)− τ〉
= −
∫ 1
0
ω(zˆ, ∂tz) +
∫ 1
0
ω(Xη(z), zˆ) + 〈ηˆ, µ¯(z)− τ〉
= 〈(i∂tz + iLzη, µ¯(z)− τ), (zˆ, ηˆ)〉1
which implies (11).
To compute the second gradient we make use of the fact that the action
functional A on L is invariant under H0 and hence is gradient∇A is orthogonal
to the infinitesimal gauge action. For ζ = (zˆ, ηˆ) ∈ T(z,η)L0 we denote by
ξζ ∈ Lie(H0) the Lie algebra element which is determined by
d
dt
(
L∗zzˆ − L
∗
zLzξζ + ∂
2
t ξζ
)
= 0,
∫ 1
0
ξζdt = 0.
We will abbreviate
ξ = ξ∇1A0(z,η).
We compute for the metric 〈·, ·〉 on L
〈∇1A0(z, η)− L(z,η)ξ, ζ − L(z,η)ξζ〉 = 〈∇2A0(z, η), ζ〉2
= dA0(z, η)ζ
= dA(z, η)ζ
= 〈∇A(z, η), ζ〉
= 〈∇A(z, η), ζ − L(z,η)ξζ〉
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which implies
∇1A0(z, η)− L(z,η)ξ = ∇A(z, η). (14)
By a computation similar to the computation of ∇0A0 one gets
∇A(z, η) = (i∂tz + iLzη, µ(z)− τ). (15)
Using (4),(14), and (15) we conclude that µ(z) − τ − ∂tξ is independent of
the t-variable. Observing that ξ(0) = ξ(1) we obtain the formula (13) for ξ.
Using again (14) and (15) we are able to deduce the formula (12) for the second
gradient. This completes the proof of the proposition. 
4 Finite dimensional approximation
Formulas (11) and (12) show that the gradients of Floer’s action functional
are a zero’th order perturbation of the Cauchy-Riemann operator. Following
[7, 11, 12] we will approximate the loop space by the eigenspaces of the first
order part of the gradient, which leads in our case to Fourierapproximation.
For 1 ≤ j ≤ n let m−j ≤ m
+
j be integers. We consider the finite dimensional
complex vector space
V = V{m−
j
,m
+
j
}1≤j≤n
consisting of finite Fourier series z = (z1, . . . , zn) ∈ C∞(S1,Cn) for which there
exist complex numbers zjm where 1 ≤ j ≤ n and m
−
j ≤ m ≤ m
+
j such that
zj(t) =
m
+
j∑
m=m−
j
zjme
2πimt, j ∈ {1, . . . , n}, t ∈ S1.
The action of the torus T k on Cn induces an action of T k on V by pointwise
multiplication
(γz)(t) := γ(z(t)), γ ∈ T k, z ∈ V, t ∈ S1.
Setting
N :=
n∑
j=1
(m+j −m
−
j + 1)
we will identify in the following V with CN using the map
z 7→ (z1m−
1
, . . . , z1m+
1
, z2m−
2
, . . . , znm+n ).
Denote by µV the moment map associated by (3) to the action of T
k on V . The
restriction of the action functional A0 to the finite dimensional space V × tk is
given by the formula
A0|V×tk(z, η) =
∫ 1
0
λ(z)(∂tz) + 〈η, µV (z)− τ〉, z ∈ V, η ∈ t
k. (16)
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Denote by AV the matrix corresponding to the moment map µV defined in (2).
To each column vector of AV corresponds a column vector of A, more precisely
let ρ : {1, . . . , N} → {1, . . . , n} be defined by
ρ(k) := min{j :
j∑
i=1
(m+i −m
−
i + 1) ≥ k}, 1 ≤ k ≤ N
then
(AV )k = Aρ(k), 1 ≤ k ≤ N.
Using this formula together with Remark 2.1 and Corollary 2.3 we obtain the
following proposition.
Proposition 4.1 Assume (H), i.e. the moment map µ is proper and τ is a
regular value of µ. Then µV is also proper and τ is also a regular value of µV .
Remark 4.2 It follows from Proposition 4.1 that the spaces µ−1V (τ) are compact
manifolds. Their quotients under the torus action µ−1V (τ)/T
k are therefore com-
pact symplectic orbifolds. They are the toric map spaces introduced by Givental
in [9] as an approximation to the moduli spaces of Floer homology for toric
orbifolds, see also [8, 10, 16].
We next examine the metrics g0 and g1 of L0 on the finite dimensional subman-
ifold V × tk. The metric g0 equals the metric induced by the standard scalar
product on V × tk ∼= CN × tk. It follows from (5) that g1 on V × tk is given by
a product metric
g1 = gV ⊕ gtk
where gtk is induced by the standard scalar product on t
k and gV is a Riemannian
metric on V .
Proposition 4.3 The Riemannian metric gV on V is geodesically complete.
Proof: We have to show that the length of each path γ : [a, b)→ V ∼= CN for
a, b ∈ R such that γ(s) tends to infinity as s goes to b has infinite length with
respect to gV . Define the path γ˜ : [0,∞) → CN as the reparametrisation of γ,
which is parametrized by arclength with respect to the standard metric on CN .
We estimate using Proposition 3.1
length(γ) =
∫ b
a
√
gV (γ(t))(∂tγ(t), ∂tγ(t))dt
=
∫ ∞
0
√
gV (γ˜(t))(∂tγ˜(t), ∂tγ˜(t))dt
≥
∫ ∞
0
1
c(1 + ||γ˜(t)||)
||∂tγ˜(t)||dt
≥
∫ ∞
0
1
c(1 + ||γ˜(0)||+ t)
dt
= ∞.
This proves the proposition. 
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5 Conley index
Assume that M is a finite dimensional manifold and φ is a flow on M , i.e. a
continuous map φ : M × R → M, (x, t) 7→ φt(x), which satisfies φ0 = id and
φs ◦ φt = φs+t. For a subset A ⊂M we set
InvφA = {x ∈ A : φ
t(x) ∈ A, ∀ t ∈ R}.
A subset S ⊂M is called an isolated invariant set if there exists an isolating
neighbourhood A for S, i.e. a compact set A such that
S = Invφ(A) ⊂ int(A).
In particular, S is compact and S = Invφ(S). The Conley index I(φ, S) at-
tributes to every isolated invariant set S of the flow φ an isomorphism class of
a pointed topological space, i.e. a topological space with a distinguished based
point. We refer the reader to [4, 15] for an introduction into Conley index the-
ory and to [12] for a short survey. We will use in this paper the following two
properties of the Conley index.
Property 1 (Invariance) Assume that A is an isolating neighbourhood for
Sr = InvφrA for a continuous family of flows φr , r ∈ [0, 1], then I(φ0, S0) =
I(φ1, S1).
To formulate the second property we have first to introduce some notation.
Assume that E → M is a vector bundle. Choose a bundle metric g on E and
denote by BgE and SgE the unit ball - respectively the unit sphere bundle -
bundle over M. Then the Thom space of E is defined as the pointed topological
space
TgE := BgE/SgE := ((BgE \ SgE ∪ [SgE]), [SgE])
obtained by collapsing SgE to a single point denoted by [SgE]. A set U ⊂ TgE
is open if either U is open in BgE and U∩SgE = ∅ or the set (U∩(BgE\SgE))∪
SgE is open in BgE. The pointed isomorphism class of TgE is independent of
the choice of the bundle metric g and will be denoted by TE.
Now assume that φ is a gradient flow on the manifold M , i.e. there exists a
function f ∈ C∞(M,R) and a Riemannian metric g on M such that
d
dt
φt(x) = −∇gf(φ
t(x)), x ∈M.
Now assume that the subset S ⊂M is a critical submanifold of Morse-Bott type
of the function f , i.e. S is a submanifold of M and for each x ∈ S
TxS = kerHf (x)
where Hf denotes the Hessian of f . Under this assumption there is a natural
splitting of the normal bundle NS of S in M
NS = N+f S ⊕N
−
f S
15
where for x ∈ S, (N+f S)x is spanned by the eigenvectors of the Hessian Hf (x)
to positive eigenvalues and (N−f S)x is spanned by the eigenvectors of Hf (x) to
negative eigenvalues.
We are now in the position to formulate the second property about the Conley
index we will need.
Property 2 (Nontriviality) Assume that φ is a gradient flow with respect to
the function f ∈ C∞(M,R) and S is a compact critical submanifold of Morse-
Bott type of f . Then
I(φ, S) = T (N−f S).
In this section we are interested in some special class of isolated invariant sets.
Assume that X ∈ Γ(TM) is a vector field on M . For a flow line of X , i.e. a
map y ∈ C∞(R,M) satisfying
∂sy(s) = X(y(s)), s ∈ R
we define its ω-limit sets as
ω+(y) =
∞⋂
t=0
cl
(⋃
s≥t
y(s)
)
, ω−(y) =
∞⋂
t=0
cl
(⋃
s≥t
y(−s)
)
.
We denote by SX the subset of M consisting of the traces of the flow lines of
the vector field X both of whose ω-limit sets are nonempty, i.e.
SX := {y(σ) : σ ∈ R, y ∈ C
∞(R,M), ∂sy = X(y), ω
±(y) 6= ∅}.
Remark 5.1 We point out that even for gradient vector fields the ω-limit sets
may consist of more than one point, see [14]. However, if the critical set of a
function consists of critical manifolds of Morse-Bott type then the assumption of
nonempty ω-limit sets implies that the flow line converges at both ends. In our
applications to the finite dimensional approximations of the action functional
A0 we always have Morse-Bott situations, so that for these cases the set SX
may be defined as the traces of flow lines which converge at both ends.
Assume that SX is compact. If the manifold M is not compact then the vector
field X may not generate a well-defined global flow. To overcome this problem
choose compact subsets A,A′ ⊂ M such that SX ⊂ int(A) ⊂ A ⊂ A′ and
a smooth cutoff function β such that β|A = 1 and β|M\A′ = 0. Denote by
φX = φX,β the flow of the gradient of the vector field β · X . Since β · X has
compact support the flow φX is well defined. Moreover, the set SX is an isolated
invariant set with isolating neighbourhood A. We now set
I(X) = I(φX , SX).
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It remains to check that I(X) is indeed well-defined, i.e. independent of the
choice of the cutoff function β. This follows readily from Property 1 of the
Conley index. Indeed, assume that β1 and β2 are two cutoff functions satisfying
the conditions above for compact sets A1, A
′
1 respectively A2, A
′
2 then for the
family of flows {φr}, r ∈ [0, 1] of the vector field (rβ1 + (1 − r)β2) · X the set
A1 ∩ A2 is an isolating neighbourhood of SX and hence the Conley indices for
φ0 and φ1 agree by Property 1.
We are now in position to state the main theorem of this section.
Theorem 5.2 Assume that (M, g) is a geodesically complete Riemannian man-
ifold, f ∈ C∞(M,R) and h ∈ C∞(M,Rk) for k ∈ N are smooth functions such
that h is proper and 0 is a regular value of h. Define F ∈ C∞(M × Rk,R) by
F (x, λ) = f(x) + 〈h(x), λ〉, x ∈M, λ ∈ Rk
and denote by ∇F its gradient with respect to the product metric g ⊕ gRk on
M ×Rk where gRk is the metric on R
k obtained by the standard scalar product.
Then S−∇F is compact and
I(−∇F ) = T (NMh
−1(0)) (17)
where NMh
−1(0) denotes the normal bundle of h−1(0) in M . In particular,
I(−∇F ) does not depend on f .
Definition 5.3 A vector field X ∈ Γ(TM) on a manifold M is called tame
if there exists a compact set K ⊂ M , a constant ǫ > 0,a geodesically complete
Riemannian metric g on M , and a smooth function F ∈ C∞(M,R) satisfying
the following properties
(i) X does not vanish outside of K, i.e.
X(x) = 0 =⇒ x ∈ K.
(ii) F is a Lyapunov function, i.e.
dF (x)X(x) ≤ 0, x ∈M.
(iii) X satisfies the following Palais-Smale condition
dF (x)X(x) ≤ −ǫ
√
g(X(x), X(x)), x ∈M \K.
A smooth family of vector fields Xr ∈ Γ(TM) for r ∈ [0, 1] is called tame if
there exist a compact set K ⊂M , a constant ǫ > 0, and a geodesically complete
Riemannian metric g independent of r, and a family of smooth functions Fr ∈
C∞(M,R) which are uniformly bounded on K satisfying conditions (i),(ii), and
(iii) above for every r ∈ [0, 1].
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Proposition 5.4 Assume that X ∈ Γ(TM) is a tame vector field. Then SX
is compact. Moreover, if Xr ∈ Γ(TM) for r ∈ [0, 1] is a tame family of vector
fields then I(Xr) does not depend on r ∈ [0, 1].
Proof: Assume that y ∈ C∞(R,M) is a flow line of X , i.e.
∂sy = X(y),
such that ω±(y) 6= ∅. We show that there exists a compact set K ′ ⊂ M
independent of y such that the trace of y is entirely contained in K ′, i.e.
y(σ) ∈ K ′, σ ∈ R.
Choose y± ∈ ω±(y). It follows from the Lyapunov property (ii) in Definition 5.3
that dF (y±)X(y±) = 0. Now properties (i) and (iii) imply that y± ∈ K. Since
K is compact there exists a constant m > 0 independent of y such that
|F (y±)| ≤ m.
Using again (ii) we conclude that
|F (y(σ))| ≤ m, σ ∈ R.
For s ∈ R define
τ(s) := inf
s′≥s
{y(s′) ∈ K}.
Here we use the convention that the infimum of the empty set equals infinity.
We now estimate the distance from y(s) to K by
d(y(s),K) ≤
∫ τ(s)
s
||y˙(σ)||dσ
=
∫ τ(s)
s
||X(y(σ))||dσ
≤ −
1
ǫ
∫ τ(s)
s
dF (y(σ))X(y(σ))dσ
≤ −
1
ǫ
∫ ∞
−∞
dF (y(σ))X(y(σ))dσ
= −
1
ǫ
∫ ∞
−∞
d
dσ
F (y(σ))dσ
= lim
s→∞
1
ǫ
(
F (y(−s))− F (y(s))
)
≤
2m
ǫ
.
We now define
K ′ = {x ∈M : d(x,K) ≤ 2m/ǫ}.
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Since the metric g is geodesically complete the set K ′ is compact. Hence the
set SX is compact as a closed subset of the compact set K
′.
If Xr ∈ Γ(TM) for r ∈ [0, 1] is a tame family of vector fields, we define K ′
as above, by choosing as m the uniform bound of the family of functions Fr
on K. The above estimate then shows that SXr is contained in K for every
r ∈ [0, 1]. Now choose compact sets A,A′ such that K ⊂ int(A) ⊂ A ⊂ A′ and
a smooth cutoff function β such that β|A = 1 and βM\A′ = 0. Define φr to be
the flow of the compactly supported vector field β ·Xr for r ∈ [0, 1]. Then A is
an isolating neighbourhood for SXr = InvφrA and the invariance of the Conley
indices I(Xr) follows from Property 1. This proves the Proposition. 
Lemma 5.5 Assume that (M, g) is a geodesically complete Riemannian mani-
fold and let f ∈ C∞(M,R) and h ∈ C∞(M,Rk) for k ∈ N satisfy the assump-
tions of Theorem 5.2. For r ∈ [0, 1] define the functions Fr ∈ C
∞(M × Rk)
by
Fr(x, λ) := rf(x) + 〈λ, h(x)〉, x ∈M, λ ∈ R
k.
Denote by ∇Fr the gradient of Fr with respect to the product metric g ⊕ gRk .
Then the family of vector fields Xr = −∇Fr is tame.
Proof: Since h is proper and 0 is a regular value of h there exists ǫ > 0 such
that every λ ∈ Bǫ = {µ ∈ Rk : ||µ|| ≤ ǫ} is a regular value of h. Consider the
continuous function
ρ : h−1(Bǫ)→ R, x 7→ min
{
||
k∑
i=1
λi∇hi(x)|| : λ ∈ R
k, ||λ|| = 1
}
where hi for 1 ≤ i ≤ k denotes the i-th component of the function h ∈
C∞(M,Rk). Since dh(x) is surjective for every x ∈ h−1(Bǫ) it follows that
ρ(x) > 0 and hence
δ := min{ρ(x) : x ∈ h−1(Bǫ)} > 0.
Set
c := max{||∇f(x)|| : x ∈ h−1(Bǫ)}
and define
K :=
{
(x, λ) ∈M × Rk : x ∈ h−1(Bǫ), ||λ|| ≤
c+ ǫ
δ
}
.
The set K is compact and we claim
||∇Fr(x, λ)|| > ǫ, r ∈ [0, 1], (x, λ) ∈M × R
k \K. (18)
In order to prove (18) we first compute the gradient of Fr
∇Fr(x, λ) =
(
r · ∇f(x) +
∑k
i=1 λi · ∇hi(x)
h(x)
)
.
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We first consider the case where x /∈ h−1(Bǫ). Then
||∇Fr(x, λ)|| ≥ ||h(x)|| > ǫ
and (18) holds. Now consider the case where x ∈ h−1(Bǫ) but ||λ|| > (c+ ǫ)/δ.
We estimate for every r ∈ [0, 1]
||∇Fr(x, λ)|| ≥ ||r · ∇f(x) +
k∑
i=1
λi · ∇hi(x)||
> ||
k∑
i=1
λi · ∇hi(x)|| − ||r · ∇f(x)||
≥ δ ·
(
c+ ǫ
δ
)
− c
= ǫ
which proves (18). The lemma now follows for the obvious choices of the in-
gredients in the definition of tame family, namely choose K as the compact set
in M × R, choose ǫ as the positive constant, choose g ⊕ g0 as the geodesically
complete Riemannian metric, and choose Fr itself as the family of functions. 
Proof of Theorem 5.2: We consider the homotopy of functions
Fr(x, λ) := rf(x) + 〈λ, h(x)〉, x ∈M, λ ∈ R
k
for r ∈ [0, 1]. Note that F1 = F . It follows from Proposition 5.4 and Lemma 5.5
that
I(−∇F ) = I(−∇F0). (19)
It remains to compute I(−∇F0). Using the formula for the gradient of F0(x, λ) =
〈λ, h(x)〉
∇F0(x, λ) =
( ∑k
i=1 λi · ∇hi(x)
h(x)
)
and the fact that 0 is a regular value of h we conclude that the critical set C of
F0 is a manifold and consists of
C = {(x, 0) : h(x) = 0}.
In particular, F0 is constant equal 0 on C and hence all flow lines whose limits
exist on both sides are constant paths in C. The Hessian HF0 at a point (x, 0) ∈
C is given by
HF0(x, 0) =
(
0 dh(x)∗
dh(x) 0
)
(20)
where the adjoint dh(x)∗ is taken with respect to the metric gx on TxM and
the standard scalar product on Th(x)R
k ∼= Rk. Using the assumption that 0 is
a regular value of h we conclude that
rk(HF0(x, 0)) = 2k = codimM×RkC.
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This shows that C is a critical submanifold of Morse-Bott type. The normal
bundle NC of C in M × Rk splits into the sum
NC = N+F0C ⊕N
−
F0
C
given by the positive, respectively negative, eigenvalues of the Hessian HF0 and
we conclude from property 2 of the Conley index that
I(−∇F0) = T (N
−
F0
C). (21)
In view of Lemma 5.6 below we conclude from (19) and (21) that (17) holds,
which proves the theorem. 
Lemma 5.6 The normal bundle NMh
−1(0) of h−1(0) in M and the bundle
N−F0C are isomorphic vector bundles.
There is a natural diffeomorphism from C to h−1(0) given by the map (x, 0) 7→ x.
Using (20) we conclude that N−F0C at (x, 0) is spanned by the vectors
wv :=
(
v
− 1
λ
dh(x)v
)
where v is an eigenvector of dh(x)∗dh(x) to the eigenvalue λ2, i.e.
dh(x)∗dh(x)v = λ2v.
We can now identify the vector bundle N−F0C over (x, 0) with the normal bundle
NMh
−1(0) over x by the linear extension of the map
wv 7→ v.
This finishes the proof of the lemma. 
For a finite dimensional approximation V of the loop space C∞(S1,Cn) we
define IgiV for i ∈ {0, 1} as the Conley index for the gradient of A0|V×tk with
respect to the metric gi. The proof of Theorem A is now straightforward.
Proof of Theorem A: It follows from formula (16) that the action functional
A0|V×tk is the sum of the restriction of Floer’s action functional to V and a
Lagrange multiplier to the condition µ−1V (τ). It follows from Proposition 4.1
that the map µV − τ is proper and 0 is a regular value of it. The metric g0
is obviously geodesically complete on V and for the metric g1 this follows from
Proposition 4.3. Theorem A follows now from Theorem 5.2. 
6 Cobordism
In this section we prove Theorem B and Theorem C. Theorem B follows from
the following Theorem.
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Theorem 6.1 Let (z, η) ∈ C∞(R×S1,Cn)×C∞(R, tk) be a gradient flow line
of A0 with respect to the metric g0 on L0, i.e.
∂s(z, η)(s, ·) = −∇0A0((z, η)(s, ·)), s ∈ R.
Assume the flow line converges on both ends, i.e.
lim
s→±∞
(z, η)(s) = (z±, η±) ∈ L0,
where the limits are taken with respect to the C∞-topology, exist. Denote for
1 ≤ j ≤ n
m−j := min
n∈Z
{2πn ≥
k∑
r=1
Ajrη
−
r }, m
+
j := max
n∈Z
{2πn ≤
k∑
r=1
Ajrη
+
r },
where A is as usual the n × k-matrix which defines the action of the torus on
Cn. Then the trace of the flow line (z, η) is contained in the finite dimensional
subspace V = V{m−
j
,m
+
j
}1≤j≤n
of L0, i.e.
(z, η)(s) ∈ V, ∀ s ∈ R.
Proof: The proof is based on Fourierapproximation. Let
zj(s, t) =
∞∑
m=−∞
zjm(s)e
2πimt, 1 ≤ j ≤ n.
The formula (11) shows that for j ∈ {1, . . . , n} and m ∈ Z
∂szjm(s) +
(
k∑
r=1
Ajrηr(s)− 2πm
)
zjm(s) = 0.
Using lims→±∞ ∂szjm(s) = 0 we conclude that zjm vanishes identically if m is
not contained in {m−j , . . . ,m
+
j }. 
Our next aim is to prove Theorem C. To motivate our construction of the
homotopy of metrics gr on L0 for r ∈ [0, 1] it is useful to consider the family of
action functionals
Ar : L = C∞(S1,Cn × tk)→ R, r ∈ [0, 1]
given by
Ar(z, η) :=
∫ 1
0
λ(z)(∂tz) +
∫ 1
0
〈(1− r)µ(z(t)) + rµ¯(z)− τ, η(t)〉dt.
Note that
A0 = A, Ar|L0 = A0, r ∈ [0, 1].
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The action functionals Ar for r ∈ [0, 1] are invariant under the usual action of
the finite dimensional group H and for r ∈ (0, 1] they are also invariant under
the following deformed action of the gauge group H0 on L
h∗r(z, η) = (ρ(h)z, η −
1
r
h−1∂th), h ∈ H0, (z, η) ∈ L .
Note that for each r ∈ (0, 1] the deformed action of H0 is free on L and for
each point of L0 there is exactly one gauge orbit which goes through this point.
We now define gr for r ∈ (0, 1] to be the quotient metric on L0 ∼=r L /rH0 of
the L2-metric g on L . Here the r-parameter takes account of the r-dependence
of the action of H0 on L . We denote by ∇rA0 the gradient of A0 with respect
to the metric gr. To compute it, note that t he gradient of Ar with respect to
the L2-metric g on L for r ∈ [0, 1] is given by
∇Ar(z, η) =
(
i∂tz + (1− r)iXη¯(z) + riXη(z)
(1− r)µ¯(z) + rµ(z)
)
.
As in the proof of formula (12) one shows that for (z, η) ∈ L0
∇rA0(z, η) = (i∂tz + iLzη + Lzξ, µ¯(z)− τ)
where ξ ∈ Lie(H0) is determined by
∂tξ(t) = r
2
(
µ(z(t))− µ¯(z)
)
,
∫ 1
0
ξdt = 0.
In particular,
∇rA0(z, η) = r
2∇0A0(z, η) + (1− r
2)∇1A0(z, η), r ∈ [0, 1].
The energy of a flow line is defined to be
E(z, η) =
∫ ∞
−∞
∫ 1
0
(
||∂tz + Lzη||
2 + ||µ¯(z)− τ ||2
)
dtds.
In order to prove Theorem C we first show the following lemma which provides
us with a uniform L∞-bound for zν .
Lemma 6.2 There exists a compact set K ⊂ Cn such that for each flow line
(z, η) of Ar0 for r ∈ (0, 1] whose energy is bounded, the trace of z is contained
in K, i.e.
z(s, t) ∈ K, s ∈ R, t ∈ S1.
Proof: We first examine the Laplacian of the function |z|2/2. Observe that by
(3) and Remark 2.1 for z, z′ ∈ Cn
〈µ(z), µ(z′)〉 ≥ 0.
23
Using this inequality and a computation similar to the one in the proof of [2,
Proposition 3.5] we estimate
∆|z|2/2 = |∂sz + Lzξ|
2 + |∂tz + Lzη|
2 (22)
+2
〈
µ(z), (r2 − 1)µ¯(z) + r2µ(z)− τ
〉
≥ 2r2〈µ(z), µ(z)− τ〉
≥ 2r2|µ(z)|
(
|µ(z)| − |τ |
)
.
We set
R := max
|µ(z)|≤τ
{|z|}, K := {z ∈ Cn : |z| ≤ 2R}.
We assume by contradiction that there exists (s0, t0) ∈ R× S
1 such that
z(s0, t0) ∈ C
n \K.
By the convexity property derived in (22) it follows that either for all s ≥ s0 or
for all s ≤ s0 there exists ts with
|z(s, ts)| ≥ |z(s0, t0)|.
We consider only the case where the above property holds for all s ≥ s0, the
treatment of the other case is completely analogous. Using the assumption that
the energy is bounded we conclude that there exist for each i ∈ N real numbers
σi < σ
i with the property that
σ1 ≥ s0, σ
i ≤ σi+1 ∀ i ∈ N,
∞∑
i=1
(σi − σi) =∞
such that for each s ∈ [σi, σi] for i ∈ N it exists t′s ∈ S
1 such that
z(s, t′s) ∈ K.
Abbreviating
δ := |z(s0, t0)| −R > 0
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we estimate
∞ =
∞∑
i=1
δ2(σi − σi)
≤
∞∑
i=1
∫ σi
σi
(∫ ts
t′s
||∂tz + Lzη||dt
)2
ds
≤
∞∑
i=1
∫ σi
σi
(∫ 1
0
||∂tz + Lzη||dt
)2
ds
≤
∞∑
i=1
∫ σi
σi
∫ 1
0
||∂tz + Lzη||
2dtds
≤
∫ ∞
−∞
∫ 1
0
||∂tz + Lzη||
2dtds
≤ E(z, η)
< ∞.
This contradiction proves the lemma. 
Proof of Theorem C: By Theorem 6.1 we may assume without loss of gener-
ality that rν > 0 for every ν ∈ N. Choose hν ∈ H such that
0 ≤ (hν)∗(ην)i(0) < 2π, 1 ≤ i ≤ k.
We will replace in the following (zν , ην) by (hν)∗(zν , ην). By Lemma 6.2 the
maps zν are uniformly bounded in the L
∞-topology. The proof of Theorem C
reduces now to elliptic bootstrapping for the equations
∂szν + i∂tzν + Lzνξν + iLzνην = 0 (23)
∂sην + µ¯(zν) = τ
∂tξν = r
2
ν
(
µ(zν)− µ¯(zν)
)
∫ 1
0
ξνdt = 0.
Fix N ∈ N. Using the fact that there exists a constant c0 = c0(N) such that
||∂szν + i∂tzν ||L2([−N,N ]×S1) ≤ c0||zν ||W 1,2([−N−1,N+1]×S1)
we deduce from the uniform L∞-bound on zν and the uniform bound on ην(0)
from (23) that there exists c1 > 0 such that
||zν ||W 1,2([−N,N ]×S1) + ||ην ||L2([−N,N ]) + ||ξν ||L2([−N,N ]×S1) ≤ c1. (24)
In order to get control over the higher derivatives it is useful to use the original
H0-action on L to put (23) into Coulomb gauge on the cylinder. Let ζν ∈
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C∞([−N,N ] × S1, tk) be a solution of the following Neumann problem on the
finite cylinder [−N,N ]× S1 with mean value zero
∆ζν(s, t) = r
2
νd(µ(zν)− µ¯(zν))∂szν(s, t) = ∂s∂tξν , s ∈ [−N,N ], t ∈ S
1,
∂sζν(±N, t) = 0, t ∈ S
1,∫ 1
0
ζν(s, t)dt = 0, s ∈ [−N,N ].
Define gν ∈ C∞([−N,N ]×S1, T k) as the map from the interval [−N,N ] to the
gauge group H0 which is defined by the property
∂t(g
−1
ν ∂tgν) = ζν .
Define (z˜ν , η˜ν , ξ˜ν) ∈ C∞([−N,N ]× S1,C× tk × tk) by
(z˜ν , η˜ν , ξ˜ν) := (gν)∗(zν , ην , ξν) := (ρ(gν)zν , ην − (gν)
−1∂tgν , ξν − (gν)
−1∂sgν).
Then (z˜ν , η˜ν , ξ˜ν) is a solution of the problem
∂sz˜ν + i∂tz˜ν + Lz˜ν ξ˜ν + iLz˜ν η˜ν = 0 (25)
∂sη˜ν − ∂tξ˜ν + (1− r
2
ν)µ¯(zν) + r
2
νµ(zν) = τ
∂sξ˜ν + ∂tη˜ν = 0∫ 1
0
ξ˜νdt = 0.
Combining (24) with Lemma 6.3 below we see that there exists a constant c2 > 0
such that
||z˜ν ||W 1,2([−N,N ]×S1) + ||η˜ν ||L2([−N,N ]×S1) + ||ξ˜ν ||L2([−N,N ]×S1) ≤ c2. (26)
By elliptic regularity for the Cauchy-Riemann operator it follows from (25) and
(26) that (z˜ν , η˜ν , ξ˜ν) is uniformly bounded on [−N +1, N− 1]×S1 in the W k,2-
norm for every k ∈ N. By the Sobolev embedding theorem and the theorem of
Rellich it follows that there exists a subsequence νj such that
(z˜νj , η˜νj , ξ˜νj )|[−N+1,N−1]×S1
C∞
−→j→∞ (z˜, η˜, ξ˜)
where (z˜, η˜, ξ˜) is a solution of (25) on [−N + 1, N − 1]× S1 for some r ∈ [0, 1].
Define g ∈ C∞([−N + 1, N − 1]× S1, T k) to be the map from [−N + 1, N − 1]
to H0 defined by the property that g∗η˜ is independent of the t-variable. Then
(z, η, ξ) = g∗(z˜, η˜, ξ˜)
is a solution of (23). Moreover,
(g ◦ gνj )∗(zνj , ηνj , ξνj )|[−N+1,N−1]×S1
C∞
−→j→∞ (z, η, ξ). (27)
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Since ηνj for every j ∈ N and η are independent of the t-variable it follows that
∂t
(
(g ◦ gνj )
−1∂t(g ◦ gνj
)
)
C∞
−→j→∞ 0.
It follows that
g ◦ gνj
C∞
−→j→∞ id. (28)
Combining (27) and (28) we conclude that
(zνj , ηνj , ξνj )|[−N+1,N−1]×S1
C∞
−→j→∞ (z, η, ξ).
Since N ∈ N was arbitrary the theorem follows. 
Lemma 6.3 There exists a constant c > 0 with the following property. Assume
that g± ∈ C
∞(S1,R) and h ∈ C∞([−N,N ]× S1,R) for N ∈ N satisfy∫ 1
0
g±(t)dt = 0,
∫ 1
0
h(s, t)dt = 0, s ∈ [−N,N ].
Suppose that f ∈ C∞([−N,N ] × S1,R) is a solution of the Neumann problem
on the finite cylinder [−N,N ]× S1 with mean value zero
∆f(s, t) = h(s, t), s ∈ [−N,N ], t ∈ S1, ±∂sf(±N, t) = g±(t), t ∈ S
1,∫ 1
0
f(s, t)dt = 0, s ∈ [−N,N ],
then
||f ||W 2,2([−N,N ]×S1) ≤ c
(
||h||L2([−N,N ]×S1) + ||g+||W 1,2(S1) + ||g−||W 1,2(S1)
)
.
Proof: The proof is an exercise in partial integration. We estimate∫ N
−N
∫ 1
0
(
(∂2sf)
2 + (∂2t f)
2 + 2(∂s∂tf)
2
)
dtds (29)
=
∫ N
−N
∫ 1
0
(
(∂2sf)
2 + (∂2t f)
2 − 2(∂2s∂tf)(∂tf)
)
dtds
+
∫ 1
0
∂tg+(t)∂tf(N, t)dt+
∫ 1
0
∂tg−(t)∂tf(−N, t)dt
≤
∫ N
−N
∫ 1
0
(
(∂2sf)
2 + (∂2t f)
2 + 2(∂2sf)(∂
2
t f)
)
dtds
+||∂tg+||2||∂tf(N, ·)||2 + ||∂tg−||2||∂tf(−N, ·)||2
≤ ||h||22 + 16||g+||
2
1,2 + 16||g−||
2
1,2 +
1
16
||∂tf(N, ·)||
2
2 +
1
16
||∂tf(−N, ·)||
2
2.
Using the assumption that the mean value of f(s, ·) vanishes for each s ∈
[−N,N ] we obtain the estimates
||f ||2 ≤ ||∂tf ||2 ≤ ||∂
2
t f ||2, ||∂sf ||2 ≤ ||∂s∂tf ||2. (30)
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Choose a smooth function β : [−N,N ]→ R which satisfies
β(s) = 0, s ≤ N − 1, β(N) = 1, 0 ≤ β(s) ≤ 1, s ∈ [−N,N ],
β′(s) ≤ 2, s ∈ [−N,N ].
We estimate
||∂tf(N, ·)||
2
2 =
∫ N
N−1
∂s
(
β(s)
∫ 1
0
(∂tf)
2(s, t)dt
)
ds (31)
=
∫ N
N−1
∫ 1
0
β′(s)(∂tf)
2(s, t)dsdt
+
∫ N
N−1
∫ 1
0
2β(s)∂s∂tf(s, t)∂tf(s, t)dsdt
≤ 4||∂tf ||
2
2 + 2||∂s∂tf ||
2
2
≤ 4||∂2t f ||
2
2 + 2||∂s∂tf ||
2
2.
For the last inequality we have used (30). Similarly one shows
||∂tf(−N, ·)||
2
2 ≤ 4||∂
2
t f ||
2
2 + 2||∂s∂tf ||
2
2. (32)
Combining (29) with (31) and (32) one obtains
||∂2sf ||
2
2 + ||∂
2
t f ||
2
2 + ||∂s∂tf ||
2
2 ≤ 2||h||
2
2 + 32||g+||
2
1,2 + 32||g−||
2
1,2. (33)
The lemma follows now by combining (33) with (30). 
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