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Compact quantum groups of face type, as introduced by 
Hayashi, form a class of quantum groupoids with a classical, 
ﬁnite set of objects. Using the notions of weak multiplier 
bialgebras and weak multiplier Hopf algebras (resp. due 
to Böhm–Gómez-Torrecillas–López-Centella and Van Daele–
Wang), we generalize Hayashi’s deﬁnition to allow for an 
inﬁnite set of objects, and call the resulting objects partial 
compact quantum groups. We prove a Tannaka–Kre˘ın–Woro-
nowicz reconstruction result for such partial compact quantum 
groups using the notion of partial fusion C∗-categories. As 
examples, we consider the dynamical quantum SU (2)-groups 
from the point of view of partial compact quantum groups.
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Introduction
The concept of face algebra was introduced by T. Hayashi in [13], motivated by the the-
ory of solvable lattice models in statistical mechanics. It was further studied in [14–20], 
where for example associated ∗-structures and a canonical Tannaka duality were de-
veloped. This Tannaka duality allows one to construct a canonical face algebra from 
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sion category of a quantum group at root unity, for which no genuine quantum group 
implementation can be found.
In [32,36,37], it was shown that face algebras are particular kinds of ×R-algebras [40]
and of weak bialgebras [5,3,31]. More intuitively, they can be considered as quantum 
groupoids with classical, ﬁnite object set. In this article, we want to extend Hayashi’s 
theory by allowing an inﬁnite (but still discrete) object set. This requires passing from 
weak bialgebras to weak multiplier bialgebras [4]. At the same time, our structures admit 
a piecewise description by what we call a partial bialgebra, which is more in the spirit of 
Hayashi’s original deﬁnition. In the presence of an antipode, an invariant integral and a 
compatible ∗-structure, we call our structures partial compact quantum groups.
The passage to the inﬁnite object case requires extra arguments at certain points, as 
one has to impose the proper ﬁniteness conditions on associated structures. However, 
once all conditions are in place, many of the proofs are similar in spirit to the ﬁnite 
object case.
Our main result is a Tannaka–Kre˘ın–Woronowicz duality result which states that 
partial compact quantum groups (with ﬁnite hyperobject set) are, up to the appropriate 
notion of equivalence, in one-to-one correspondence with concrete semisimple rigid tensor
C∗-categories. Here we do not assume the unit of the tensor C∗-category to be irreducible 
– this situation can also be dealt with using the notion of C∗-bicategory introduced 
in [21]. By a concrete tensor C∗-category we mean a tensor C∗-category realized inside 
a category of (locally ﬁnite-dimensional) bigraded Hilbert spaces. Of course, Tannaka 
reconstruction is by now a standard procedure. For closely related results most relevant 
to our work, we mention [48,35,16,33,12,39,34,9,29] as well as the surveys [22] and [30, 
Section 2.3].
As an application, we generalize Hayashi’s Tannaka duality [16] (see also [33]) by 
showing that any module C∗-category over a semisimple rigid tensor C∗-category has an 
associated canonical partial compact quantum group. By the results of [9], such data can 
be produced from ergodic actions of compact quantum groups. In particular, we consider 
the case of ergodic actions of SUq(2) for q a non-zero real. This will allow us to show that 
the construction of [14] generalizes to produce partial compact quantum group versions 
of the dynamical quantum SU (2)-group [11,24], see also [38] and the references therein. 
This construction will provide the right setting for the operator algebraic versions of 
these dynamical quantum SU (2)-groups, which was the main motivation for writing this 
paper. These operator algebraic details will be studied elsewhere [7].
The precise layout of the paper is as follows.
The ﬁrst section introduces the basic theory of the structures which we will be con-
cerned with. We introduce the notions of a partial bialgebra, partial Hopf algebra and 
partial compact quantum group, and show how they are related to the notion of a weak 
multiplier bialgebra [4], weak multiplier Hopf algebra [46,45] and compact quantum 
group of face type [14]. We also brieﬂy recall the notions of tensor category and tensor
C∗-category.
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nowicz duality. In the second section we develop the representation theory of partial 
compact quantum groups, and we show how it allows one to construct a concrete semisim-
ple rigid tensor C∗-category. In the third section, we show conversely how any concrete 
semisimple rigid tensor C∗-category allows one to construct a partial compact quantum 
group, and we brieﬂy show how the two constructions are inverses of each other.
In the ﬁnal two sections, we provide some examples of our structures and applications 
of our main result. In the fourth section, we ﬁrst consider the construction of a canonical 
partial compact quantum group from any module C∗-category for a semisimple rigid 
tensor C∗-category. We then introduce the notions of Morita, co-Morita and weak Morita 
equivalence [27] of partial compact quantum groups, and show that two partial compact 
quantum groups are weakly Morita equivalent if and only if they can be connected by a 
string of Morita and co-Morita equivalences. In the ﬁfth section, we study in more detail 
a concrete example of a canonical partial compact quantum group, constructed from an 
ergodic action of quantum SU (2). In particular, we obtain a partial compact quantum 
group version of the dynamical quantum SU (2)-group [11,24].
1. Partial compact quantum groups
1.1. Partial algebras
Deﬁnition 1.1. An I-partial algebra A is a set I = {k, l, · · ·}, the object set, together 
with C-vector spaces kAl, multiplication maps
M = Mk,l,m: kAl ⊗ lAm → kAm, a ⊗ b → ab
and unit elements 1k ∈ kAk such that obvious associativity and unit conditions are 
satisﬁed.
We emphasize that 1k = 0 is allowed, in which case for example kAk = {0}. Note that 
I-partial algebras can be seen as small C-linear categories, but we will use a diﬀerent 
notion of morphisms for them than the usual one of functor. Other names for I-partial 
algebra would be C-algebroid (with object set I) or C[I]-algebra.
By making M the zero map on all other tensor products, we can turn A = ⊕k,l kAl
into an associative algebra, the total algebra of A . It is a locally unital algebra by the 
orthogonal idempotents 1k.
For example, for any set I we can deﬁne a partial algebra MatI with kMatl = C for 
all k, l and each Mk,l,m scalar multiplication. The associated total algebra is the algebra 
of all ﬁnitely supported matrices based over I. For a general A , one can identify A with 
ﬁnite support I-indexed matrices (akl)k,l with akl ∈ kAl, equipped with the natural 
matrix multiplication.
Working with non-unital algebras necessitates the use of their multiplier algebra
[6,43]. Recall that a multiplier m for an algebra A consists of a couple of linear maps 
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and (am)b = a(mb) for all a, b ∈ A. They form an algebra, the multiplier algebra M(A), 
under composition for the L-maps and anti-composition for the R-maps. In case A is 
the total algebra of an I-partial algebra A , the natural homomorphism A → M(A) is 
injective, and M(A) can be identiﬁed with matrices (mkl)kl which are rcf in the sense of 
the following deﬁnition.
Deﬁnition 1.2. An assignment (k, l) → mkl into a set with distinguished zero element is 
called row-and column-ﬁnite (rcf) if it has ﬁnite support in either one of the variables 
when the other variable has been ﬁxed.
When mi ∈ M(A) are such that for each a ∈ A one has mia = 0 = ami for all but 
a ﬁnite set of i, one can deﬁne a multiplier 
∑
i mi in the obvious way. One says that 
the sum 
∑
i mi converges in the strict topology. We will often use this kind of limit 
implicitly, for example in the next deﬁnition.
Deﬁnition 1.3. Let A and B be respectively I and J-partial algebras. A ϕ-morphism
from A to B consists of a map ϕ: I → P(J), the power set of J , and a homomorphism 
f : A → M(B) such that f(1k) =
∑
r∈ϕ(k) 1r.
Note that a ϕ-morphism f splits up into linear maps frs: kAl → rBs for all r ∈
ϕ(k), s ∈ ϕ(l), which completely determine f . These components satisfy
(a) frt(1k) = δrt1r for r, t ∈ ϕ(k), and
(b) frt(ab) =
∑
s∈ϕ(l) frs(a)fst(b) for all a ∈ kAl, b ∈ lAm, r ∈ ϕ(k) and t ∈ ϕ(m),
where the last sum is ﬁnite by the rcf property of multipliers. Conversely, if one has a 
family of linear maps frs with (r, s) → frs(a) rcf on φ(k) × φ(l) for each a ∈ kAl, then 
one can meaningfully impose conditions (a) and (b) on these maps, which then determine 
a unique ϕ-morphism f . Note that if the images of ϕ are all singletons, we ﬁnd back the 
notion of (C-linear) functor.
1.2. Partial coalgebras
The notion of a partial algebra dualizes as follows.
Deﬁnition 1.4. An I-partial coalgebra A consists of a set I = {k, l, . . .}, the object set, 
together with vector spaces Akl , comultiplication maps
Δl = Δ
(
k
l
)
:Akm → Akl ⊗ Alm, a → a(l;1) ⊗ a(l;2),m
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conditions.
In the following, we will extend  as the zero functional on Akl when k = l.
1.3. Partial bialgebras
We write I2 for I × I seen as column vectors. To superimpose the notions of partial 
algebra and partial coalgebra into that of a partial bialgebra, we need the maps
ϕΔ: I2 → P(I2 × I2), ϕΔ(
(
k
m
)
) = {(( k
l
)
,
(
l
m
)) | l ∈ I},
ϕ: I2 → P(I), ϕ(
(
k
l
)
) =
{
{k} if k = l,
∅ if k = l.
We also use the natural tensor product of an I-partial algebra A and J-partial algebra 
B, which is an I × J-partial algebra A ⊗B with total algebra A ⊗B. This corresponds 
to the usual tensor product of (small) C-linear categories.
Deﬁnition 1.5. A partial bialgebra A consists of a set I, the object set, a collection of 
vector spaces kmAln with I2-partial algebra structure on the ( k
l
)A(m
n
) = kmAln, and a 
ϕΔ-homomorphism A → A ⊗ A and ϕ-homomorphism : A → MatI whose compo-
nents turn A(k l)(m n) = kmAln into an I × I-partial coalgebra.
Spelled out, this means we have maps and elements
M : krAls ⊗ lsAmt → krAmt , Δrs: kmAln → krAls ⊗ rmAsn, 1
(
k
l
) ∈ kl Akl , : kkAll → C
satisfying (co)associativity and (co)unitality, and such that moreover
(a) (1
(
k
k
)
) = 1,
(b) (ab) = (a)(b) whenever a, b are composable,
(c) Δll′(1
(
k
m
)
) = δl,l′1
(
k
l
)⊗ 1( l
m
)
, and
(d) Δrs(ab) =
∑
t Δrt(a)Δts(b) whenever a, b are composable.
Note that this sum in the last entry is ﬁnite, as it is implicit in the deﬁnition that 
the applications (r, s) → Δrs(a) are rcf for each a. We will use the Sweedler notation 
Δ(a) = a(1) ⊗ a(2) for the total comultiplication, and Δrs(a) = a(rs;1) ⊗ a(rs;2) for its 
components.
It will be convenient to consider the multipliers
λk =
∑
1
(
k
l
) ∈ M(A), ρl =∑1( kl ) ∈ M(A).
l k
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extending Δ on A and satisfying Δ(1) =
∑
k ρk ⊗ λk. It follows by elementary calcula-
tions that the total objects (A, M, Δ, , Δ(1)) form a regular weak multiplier bialgebra [4, 
Deﬁnition 2.1 and Deﬁnition 2.3]. We will call (A, Δ) the total weak multiplier bialgebra
associated to A .
Recall from [4, Section 3] that a regular weak multiplier bialgebra admits four pro-
jections ΠL, ΠR,ΠL,ΠR: A → M(A), where for example ΠL(a) = ( ⊗ id)((a ⊗ 1)Δ(1)). 
One computes that for a ∈ kmAln, one has
ΠL(a) = (a)λm = (a)λk, ΠL(a) = (a)λn = (a)λl,
ΠR(a) = (a)ρl = (a)ρn, ΠR(a) = (a)ρk = (a)ρm.
The base algebra of (A, Δ) is therefore the algebra Funf (I) of ﬁnite support functions 
on I. By [4, Theorem 3.13], the comultiplication of A is left and right full (‘the legs of 
Δ(A) span A’).
It is of more interest to consider the converse question. If (A, Δ) is a regular left 
and right full weak multiplier bialgebra, let us write AL = ΠL(A) = ΠL(A) and 
AR = ΠR(A) = ΠR(A) for the base algebras. By [4, Lemma 4.8], the algebra AL is 
anti-isomorphic to AR by the map σ: AL → AR sending ΠL(a) to ΠR(a). We then refer 
to AL as the base algebra.
Proposition 1.6. Let (A, Δ) be a regular left and right full weak multiplier bialgebra whose 
base algebra is isomorphic to Funf (I) for some set I, and such that moreover ALAR ⊆
A. Then (A, Δ) is the total weak multiplier bialgebra of a uniquely determined partial 
bialgebra A over I.
The condition ALAR ⊆ A is essential, and should be considered as a properness
condition. Indeed, this condition can be interpreted as saying that morphism spaces of 
the ‘quantum category’ associated to A are compact, which coincides with the notion of 
properness for a groupoid with discrete object set, cf. [42].
Proof. Write λk ∈ AL for the function λk(l) = δkl, and write σ(λk) = ρk ∈ AR. By 
assumption, 1
(
k
l
)
= λkρl ∈ A. Further A = AAR = AAL = ALA = ARA, cf. the proof 
of [4, Theorem 3.13]. Hence the 1
(
k
l
)
make A into the total algebra of an I2-partial 
algebra, as AL and AR elementwise commute by [4, Lemma 3.5].
Let us show that Δ(1) =
∑
k ρk ⊗ λk. By [4, Lemma 3.9], we have (ρk ⊗ 1)Δ(a) =
(1 ⊗λk)Δ(a) for all a ∈ A. By [4, Lemma 4.10] and the fact that Δ(1) is an idempotent, 
we can then write Δ(1) =
∑
k∈I′ ρk ⊗ λk for some subset I ′ ⊆ I. As by deﬁnition 
ΠL(A) = Funf (I), we deduce that I = I ′. We then have as well that Δ(1
(
k
m
)
) =∑
l 1
(
k
l
) ⊗ 1( l
m
)
by [4, Lemma 3.3], and it follows that Δ is a ϕΔ-homomorphism in 
the sense of Deﬁnition 1.5.
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( l
q
)
b) = (a)(b)
by [4, Proposition 2.6.(4)]. The counitality of  gives δkl1
(
l
m
)
= 1
(
k
m
)
1
(
l
m
)
=
( ⊗ id) (Δ(1( k
m
)
)(1 ⊗ 1( l
m
)
)
)
= (1
(
k
l
)
)1
(
l
m
)
for all k, l, m. Summing over m and 
using λl = 0, we deduce (1
(
k
l
)
) = δkl. This shows that  is a ϕ-homomorphism.
As Δ is coassociative and  satisﬁes the counit property, it is clear that the components 
of Δ and  satisfy the conditions for a partial coalgebra, which ﬁnishes the proof. 
1.4. Partial Hopf algebras
Deﬁnition 1.7. A partial bialgebra A is called a partial Hopf algebra if the total weak 
multiplier bialgebra (A, Δ) admits an antipode S: A → M(A) in the sense of [4, Theo-
rem 6.8].
By [4, Theorem 6.8, Theorem 6.12 and Proposition 6.13], the antipode is uniquely 
determined, anti-multiplicative and non-degenerate, and by [4, Corollary 6.16] moreover 
anti-comultiplicative, Δ(S(a)) = (S ⊗ S)Δop(a) for all a ∈ A. We will call S the total 
antipode of A . The next proposition will show that we have in fact in particular that 
S(A) ⊆ A.
Proposition 1.8. Let A be a partial Hopf algebra. Then S maps kmAln into nl Amk , and∑
s
a(rs;1)S(ars;2) = (a)1
(
k
r
)
,
∑
r
S(a(rs;1))a(rs;2) = (a)1
( s
n
)
, a ∈ kmAln. (1.1)
Conversely, if A is a partial bialgebra with maps S: kmAln → nl Amk satisfying the above 
identities, then the latter extend by linearity to an antipode of (A, Δ) and A is a partial 
Hopf algebra.
Proof. Let A be a partial Hopf algebra. From [4, Lemma 6.14], applied with one of 
the elements of the form 1
(
k
k
)
, we deduce S(1
(
k
m
)
a1
(
l
m
)
) = 1
(m
l
)
S(a)1
(m
k
)
, hence 
S
(
k
mA
l
n
) ⊆ nl Amk . From the identities (6.14) in [4], we obtain ab(1)S(b(2)) = aΠL(b) for 
all a, b ∈ A. Taking a = 1( k
r
)
, we ﬁnd 
∑
s b(rs;1)S(brs;2)) = (b)1
(
k
r
)
for all b ∈ kmAln. 
The other antipode identity in (1.1) follows similarly.
Conversely, assume that A is a partial bialgebra and S is deﬁned on components and 
satisﬁes (1.1). Then the linear extension of S satisﬁes
ba(1)S(a(2)) = bΠL(a), S(a(1))a(2)b = ΠR(a)b, ∀a, b ∈ A. (1.2)
Hence a(1)b(1) ⊗ a(2)b(2)S(b(3))c = a(1)b(1) ⊗ a(2)ΠL(b(2))c for all a, b, c ∈ A. As 
b(1) ⊗ ΠL(b(2)) = Δ(1)(b ⊗ 1) by an easy computation, identity [4, Theorem 6.8.(2)(vii)]
holds. In the same way one proves the identity in [4, Theorem 6.8.(2)(viii)]. Finally, [4, 
Theorem 6.8.(2)(ix)] requires 
∑
k S(ρma)λm = S(a) for all a ∈ A, but this is immediate 
from the condition S( kmAln) = nl Amk . 
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Proof. As both  ◦ S and  vanish on kmAln when k = m or l = n, it suﬃces to check the 
identity on a ∈ kkAll. But then (S(a)) = (a(kl;1))(S(a(kl;2)) =
∑
s (a(ks;1))(S(a(ks;2))). 
By partial multiplicativity of  and (1.1), this equals  
(∑
s a(ks;1)S(a(ks;2))
)
=
(a)(1
(
k
k
)
) = (a). 
Deﬁne now on I the relation k ∼ l ⇐⇒ 1( k
l
) = 0. As (1( k
k
)
) = 1, we have in 
particular 1
(
k
k
) = 0, hence this relation is reﬂexive. As S(1( k
l
)
) = 1
(
l
k
)
, this relation 
is symmetric. As Δll(1
(
k
m
)
) = 1
(
k
l
) ⊗ 1( l
m
)
, this relation is transitive. Hence ∼ is an 
equivalence relation.
Deﬁnition 1.10. The hyperobject set of a partial Hopf algebra A is the set I/∼.
For reasons of technical simplicity, and since it will be suﬃcient for our purposes, we 
will later on assume that the hyperobject set is ﬁnite. This is no real restriction, as results 
for inﬁnite hyperobject sets can then easily be derived by inductive limit arguments.
Deﬁnition 1.11. A partial Hopf algebra A will be called regular if the antipode S: A → A
is invertible.
We can characterize regularity in terms of the coopposite partial bialgebra A cop, for 
which the grading is km(Acop)
l
n = mk Anl with the same multiplication maps but Δrs(a) =
a(rs;2) ⊗ a(rs;1).
Lemma 1.12. A partial Hopf algebra A is regular if and only if the partial bialgebra A cop
is a partial Hopf algebra. In this case, S−1 is the antipode of A cop.
Proof. Note that ΠR/L is the ΠL/R-map for A cop. Hence, by Proposition 1.8, A cop is 
a partial Hopf algebra if and only if there exists a map T : A → A mapping kmAln into 
n
l A
m
k and such that ba(2)T (a(1)) = bΠR(a) and T (a(2))a(1)b = ΠL(a)b for all a, b ∈ A.
Now if S is invertible, we see that these identities indeed hold with T = S−1 by 
applying S to them and using S ◦ ΠR/L = ΠL/R. Conversely, if such a T exists, take 
a ∈ kmAln and put e = 1
(
k
m
)
and f = 1
(
l
n
)
. Then, using that we know the behavior of 
S and T on the local units, we compute on the one hand
ST (ea(1))S(a(2))a(3)f = ST (ea(1))ΠR(a(2))f = ST (ea(1)ΠR(a(2)))f = ST (a),
while on the other
ST (ea(1))S(a(2))a(3)f = S(a(2)T (ea(1)))a(3)f = S(ΠR(a(1))T (e))a(2)f
= eΠL(a(1))a(2)f = a.
Hence ST (a) = a for all a ∈ A. 
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Invariant integrals for I-partial bialgebras over a ﬁnite set I were introduced in [14]. 
A more general deﬁnition of invariant integrals for regular left and right full weak mul-
tiplier bialgebras was developed in [23], see also [2, Section 3] and the unpublished work 
[47]. We will base our deﬁnition on the characterization obtained in [47, Proposition 2.7], 
but as in [14] we will assume that our integral has been normalized on the base algebra. 
The normalization will however be diﬀerent from the one in [14], where the Dirac func-
tions λk and ρm were assigned weight one, as this normalization does not make sense in 
case I is inﬁnite.
Deﬁnition 1.13. Let A be an I-partial bialgebra. A functional φ: A → C is called an 
invariant integral if φ(1
(
k
k
)
) = 1 for all k and
(id⊗φ)Δ(a) =
∑
k
φ (λkaλk)λk, (φ ⊗ id)Δ(a) =
∑
m
φ (ρmaρm) ρm
as multipliers in M(A).
It follows from the Larson–Sweedler theorem, [47, Theorem 2.14], that if one moreover 
assumes φ to be faithful, in the sense that φ(ab) = 0 for all b (resp. all a) then a = 0
(resp. b = 0), then A is automatically a regular I-partial Hopf algebra. Conversely, 
we will show in the next section that an invariant integral on a regular I-partial Hopf 
algebra is automatically faithful.
Note that if φ is an invariant integral on an I-partial bialgebra, then φ(1
(
k
m
)
) = 1
whenever 1
(m
k
) = 0, by applying (id⊗φ) to Δkk(1(mm )). In particular, also in this case 
the relation k ∼ l ⇔ 1( k
l
) = 0 is an equivalence relation.
An invariant integral will have support on the homogeneous components of the 
form kmAkm.
Lemma 1.14. Let A be an I-partial bialgebra with invariant integral φ. Then for all a ∈ A
and all k, m ∈ I, one has φ(1( k
m
)
a) = φ(a1
(
k
m
)
).
Proof. Cf. the discussion following [47, Proposition 2.7]. Namely, if a ∈ A and s ∈ I, we 
compute
(id⊗φ)((1 ⊗ λs)Δ(a)) = ρs(id⊗φ)(Δ(a)) = (id⊗φ)(Δ(a))ρs = (id⊗φ)(Δ(a)(1 ⊗ λs)).
As both sides lie in A since (r, s) → Δrs(a) is rcf, we can apply  to conclude φ(λsa) =
φ(aλs). Similarly the identity φ(ρsa) = φ(aρs) can be derived. 
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since any other invariant integral ψ satisﬁes
φ(a) = ψ
(
1
(
k
k
))
φ(a) = (ψ ⊗ φ)(Δkk(a)) = ψ(a)φ(1
(
k
m
)
) = ψ(a), a ∈ kmAkm.
1.6. Partial compact quantum groups
Deﬁnition 1.15. A partial ∗-algebra is a partial algebra A whose total algebra A is 
equipped with an anti-linear, anti-multiplicative involution a → a∗ with 1∗k = 1k for all 
objects k.
This implies that ∗ restricts to anti-linear maps kAl → lAk.
Deﬁnition 1.16. A partial ∗-bialgebra is a partial bialgebra A whose underlying partial 
algebra has been endowed with a partial ∗-algebra structure such that Δrs(a)∗ = Δsr(a∗)
for all a ∈ kmAln. A partial Hopf ∗-algebra is a partial bialgebra which is at the same time 
a partial ∗-bialgebra and a partial Hopf algebra.
Proposition 1.17. An I-partial ∗-bialgebra A is an I-partial Hopf ∗-algebra if and only if 
the weak multiplier ∗-bialgebra (A, Δ) is a weak multiplier Hopf ∗-algebra. In that case, 
the counit and antipode satisfy (a∗) = (a) and S(S(a)∗)∗ = a for all a ∈ A.
Note that A is then automatically regular.
Proof. The if and only if part follows immediately from Proposition 1.8, the relation 
for the counit from uniqueness of the counit [4, Theorem 2.8], and the relation for the 
antipode from [46, Proposition 4.11]. 
Deﬁnition 1.18. A partial compact quantum group consists of a partial Hopf ∗-algebra A
with an invariant integral φ that is positive in the sense that φ(a∗a) ≥ 0 for all a ∈ A. 
We then write A = P(G ), where we refer to G as the partial compact quantum group 
deﬁned by A , and to A as the algebra of (regular) functions on G .
It will follow from Theorem 2.14 and [14, Theorem 3.3 and Theorem 4.4] that for I
ﬁnite, a partial compact quantum group is precisely a compact quantum group of face 
type [14, Deﬁnition 4.1]. As the total structure should not be considered compact for I
inﬁnite, we have changed the terminology to partial compact quantum group to reﬂect 
that only the parts should be considered compact.
1.7. Tensor categories
We assume that the reader is familiar with the basic notions concerning tensor cate-
gories – we refer to [28] for an overview. We will always assume that our tensor categories 
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dimensional endomorphism algebra, and will be isomorphic to a direct sum of irreducible 
(or, equivalently, simple) objects. We will in general not assume that the unit object 1
of C is simple. A tensor category will be called rigid if each object has a left and right 
dual object. By tensor functor we will mean a strongly monoidal functor.
If C is semisimple, we know by the Eckmann–Hilton argument that End(1) ∼= CI for 
some ﬁnite set I . If an identiﬁcation with such a set I has been made, we will refer 
to I as the hyperobject set of C. To each α ∈ I then corresponds a simple subobject 
1α of 1. If α, β ∈ I , we can then construct full subcategories Cαβ of C consisting of all 
objects X for which 1α ⊗ X ⊗ 1β ∼= X. The collection {Cαβ} can be looked upon as a 
particular kind of 2-category, or, seeing it as a categoriﬁcation of the notion of partial 
algebra, as a partial tensor category. In this way, one could also treat the case where I
is inﬁnite, in which case the associated total tensor category would be ‘non-unital with 
local units’. However, to be able to stick to more familiar terminology and to avoid some 
technical points, we will not discuss this more general setting which would bring nothing 
essentially new to the discussion.
We will also need the more structured notion of tensor C∗-category, by which we will 
understand a tensor category with each Mor(X, Y ) a Banach space equipped with an 
anti-linear map ∗: Mor(X, Y ) → Mor(Y, X) satisfying the appropriate submultiplicativity 
and C∗-conditions – see [26] or again [28]. Again, we stress that we do not assume the 
unit of a tensor C∗-category to be simple. In a rigid tensor C∗-category, left and right 
duals are isomorphic, and given an object X we will simply pick a dual object and denote 
it by X.
2. Representation theory of partial compact quantum groups
2.1. Corepresentations of partial bialgebras
A notion of full comodule for a general weak multiplier bialgebra was introduced in 
[2, Deﬁnition 2.1 and Deﬁnition 4.1]. It was then shown in [2, Theorem 5.1] that the 
category of full comodules forms a (possibly not semisimple) tensor category, and in [2, 
Theorem 6.2] that the category of ﬁnite-dimensional full comodules for a weak multiplier 
Hopf algebra forms a rigid (but possibly not semisimple) tensor category. However, in 
many situations the class of ﬁnite-dimensional comodules will be too small. We introduce 
here for partial bialgebras a class of ‘intermediate size’ comodules, which in the case of 
partial Hopf algebras with invariant integral will turn out to be large enough. We will 
however phrase the result in terms of corepresentations in stead of comodules, as this will 
be more appropriate when discussing matrix coeﬃcients. We then make the connection 
with the comodules from [2] in Lemma 2.6.
Deﬁnition 2.1. Let I be a set. An I × I-graded vector space V = ⊕k,l∈I kVl will be 
called row-and column ﬁnite-dimensional (rcfd) if the ⊕l∈I kVl (resp. ⊕k∈I kVl) are ﬁnite-
dimensional for each k (resp. l) ﬁxed.
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Morphisms are linear maps T that preserve the grading, and can therefore be written as 
T =
∏
k,l∈I kTl.
Deﬁnition 2.2. Let A be an I-partial bialgebra. A corepresentation X of A on an rcfd 
I × I-graded vector space V is a family of elements kmX ln ∈ kmAln ⊗ HomC( mVn, kVl)
satisfying (Δpq ⊗ id)( kmX ln) =
(
k
pX
l
q
)
13
(
p
mX
q
n
)
23
and ( ⊗ id)( kmX ln) = δk,mδl,n id kVl .
We use here the standard leg numbering notation, e.g. a23 = 1 ⊗ a.
Example 2.3.
1. Equip the vector space C(I) =
⊕
k∈I C with the diagonal I × I-grading. Then the 
family U given by kmU ln = δk,lδm,n1
(
k
m
) ∈ kmAln is a corepresentation of A on C(I), 
called the trivial corepresentation.
2. Assume given an rcfd family of subspaces mVn ⊆
⊕
k,l
k
mA
l
n with Δpq( mVn) ⊆
pVq ⊗ pmAqn for all indices. Then the elements kmX ln ∈ kmAln ⊗ HomC( mVn, kVl)
deﬁned by
k
mX
l
n(1 ⊗ b) = Δopkl (b) ∈ kmAln ⊗ kVl for all b ∈ mVn
form a corepresentation X of A on V . Corepresentations of this form will be called 
regular.
A morphism T between corepresentations (V, X ) and (W, Y ) of A will be a morphism 
T from V to W satisfying the intertwiner property (1 ⊗ kTl) kmX ln = kmY ln(1 ⊗ mTn). In 
this way, corepresentations form a category which we will denote Coreprcfd(A ).
We next consider the total form of a corepresentation. Let V be an rcfd I × I-graded 
vector space, and write pkl for the projections on the component kVl. Write End0(V )
for the algebra of endomorphisms on V having ﬁnite-dimensional support.
Deﬁnition 2.4. Let A be a partial bialgebra, and let V be an rcfd I × I-graded vector 
space. An element X ∈ M(A ⊗ End0(V )) is called a total corepresentation if for all 
k, l, m, n ∈ I
(1
(
k
m
)⊗ id)X(1( l
n
)⊗ id) = (1 ⊗ pkl)X(1 ⊗ pmn) ∈ A ⊗ End0(V ), (2.1)
and
(Δ ⊗ id)(X) = X13X23, ( ⊗ id)(X) = idV . (2.2)
Here ( ⊗ id)(X) makes sense as a multiplier by (2.1) and the fact that  has support 
on the kkAll.
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Lemma 2.5. Let X be a total corepresentation. Then the kmX ln = (1
(
k
m
)⊗id)X(1( l
n
)⊗id)
form a corepresentation X of A , and every corepresentation arises in this way from a 
unique total corepresentation.
We will in the following call X the corepresentation multiplier of X .
Recall now the notion of full right comodule for a regular weak multiplier bialgebra 
(A, Δ) [2, Deﬁnition 2.1 and Deﬁnition 4.1]. It consists of a vector space V , equipped 
with two maps λ, ρ: V ⊗ A → V ⊗ A satisfying certain assumptions. It then follows 
from [2, Theorem 4.1] that V is a ﬁrm bimodule over the base algebra. In particular, if 
(A, Δ) is the total weak multiplier bialgebra associated to a partial bialgebra, A , then 
V becomes in a natural way an I-bigraded vector space. Whenever considering full right 
comodules, we will consider V with this natural bigrading.
Proposition 2.6. Let A be a partial bialgebra. There is a natural one-to-one corre-
spondence between corepresentations of A and full right comodules for (A, Δ) on rcfd 
I-bigraded vector spaces.
Proof. Let (λ, ρ) be a full right comodule of (A, Δ) on an rcfd vector space V . Let us 
write mV = ⊕n mVn etc.
It follows from [2, Lemma 4.2.(1) and (7)] that λ maps mV ⊗ lA into Vl⊗ mA. From [2, 
Lemma 4.2.(8)] it follows that λ has range in ⊕k kV ⊗ kA. As λ(v⊗ab) = λ(v⊗a)(1 ⊗ b)
by the multiplier property with respect to ρ, and as V is rcfd, all this implies that we can 
deﬁne inside the tensor product kmAln ⊗HomC( mVn, kVl) = HomC( mVn, kmAln ⊗ kVl) an 
element kmX ln by the formula
v → (1( k
m
)⊗ idV )σλ(v ⊗ 1( ln )), v ∈ mVn,
where σ is the ﬂip map. Moreover, as λ has support on ⊕n Vn⊗ nA by [2, Lemma 4.2.(2)], 
the maps kmX ln completely determine λ.
The deﬁning identity [2, (2.12)] for λ, applied to v ⊗1( l
n
)⊗1( qn ) with v ∈ Vn, leads 
immediately to the corepresentation identities for the kmX ln. Finally, [2, Lemma 4.2] and 
the deﬁnition of the right action of the base algebra AR on V implies that for v ∈ kVl,
( ⊗ id)( kkX ll )v = (id⊗)((1 ⊗ 1
(
k
k
)
)λ(v ⊗ 1( l
l
)
))
= ρk(id⊗)(λ(ρkv ⊗ 1
(
l
l
)
)) = ρkvρl = v.
We leave it to the reader to check that conversely, each total corepresentation 
(V, X) leads to a right comodule (V, λ, ρ) by the formulas λ(v ⊗ a) = σX(a ⊗ v), and 
ρ(v ⊗ a)(ρl ⊗ 1) = (1 ⊗ a)σX(1
(
l
)⊗ v) for v ∈ Vn. n
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category with a faithful functor into VectI×Ircfd lifting kernels, cokernels and biproducts, 
cf. [2, Lemma 5.3]. In particular, one can call a corepresentation V irreducible if any 
morphism T from (resp. into) V either has all Tkl zero or injective (resp. surjective).
Moreover, from [2, Theorem 5.1] we know that the category of all full comodules 
over (A, Δ) forms a monoidal category with a strict monoidal imbedding into the tensor 
category of ﬁrm AR-bimodules, that is, I × I-graded vector spaces. The latter tensor 
product, which we will denote by ⊗I , can easily be identiﬁed concretely as follows:
k(V ⊗I W )m = ⊕l kVl ⊗ lWm.
It follows immediately that Coreprcfd(A ) is a tensor subcategory, represented faithfully 
inside VectI×Ircfd . In terms of total corepresentations, the tensor product of X and Y is 
given by X T©Y = X12Y13, with associated components
k
m(X T©Y )pq =
∑
l,n
(
k
mX
l
n
)
12
(
l
nY
p
q
)
13 ,
where the sum is actually ﬁnite because of the rcfd condition. The unit is given by the 
trivial corepresentation (C(I), U ).
2.2. Corepresentations of partial Hopf algebras
Assume now that A is a partial Hopf algebra. If V is an rcfd I × I-graded vector 
space, we will denote by λVk (resp. ρVk ) the projection in End0(V ) onto elements with 
left (resp. right) grading equal to k.
Lemma 2.7. Let (V, X ) be a corepresentation of A on an rcfd vector space. Then the 
element
X−1 = (S ⊗ id)(X) ∈ M(A ⊗ End0(V ))
is a generalized inverse of X in the sense that XX−1X = X and X−1XX−1 = X−1. 
More precisely, one has XX−1 =
∑
k λk ⊗ λVk and X−1X =
∑
l ρl ⊗ ρVl (w.r.t. strict 
convergence).
Proof. This follows immediately from Proposition 1.8 and the corepresentation iden-
tity. 
Given a corepresentation X , we then write
k
m(X−1)
l
n = (S ⊗ id)( nl Xmk ) ∈ kmAln ⊗ HomC( lVk, nVm)
for the components of X−1.
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Lemma 2.8. Let A be a partial Hopf algebra. A bigraded map T deﬁnes a morphism from 
(V, X ) to (W, Y ) if and only if one (and hence both) of the following relations hold:
Y −1(1 ⊗ T )X =
∑
m,n
ρn ⊗ mTn, Y (1 ⊗ T )X−1 =
∑
k,l
λk ⊗ kTl.
Proposition 2.9. Let A be a partial Hopf algebra. Then Coreprcfd(A ) has left duals. If 
A is regular, then Coreprcfd(A ) also has right duals.
Proof. Let (V, X ) be a corepresentation. Denote the dual of vector spaces V and linear 
maps T by V ∗ and T tr, respectively, and deﬁne the dual of an I × I-graded vector space 
V =
⊕
k,l kVl to be the space V ∧ =
⊕
k,l k(V ∧)l where k(V ∧)l = ( lVk)∗. Then using 
anti-comultiplicativity of S and Lemma 1.9, we see that V ∧ and the family Xˆ given by
k
mXˆ
l
n := (S ⊗ −tr)( nl Xmk )
form a corepresentation of A . To see that it is a left dual of X , consider the natural 
evaluation and coevaluation maps
ev:V ∧ ⊗I V → C(I), ω ⊗ v → ω(v),
coev:C(I) → V ⊗I V ∧, δk →
∑
l,i
e
(kl)
i ⊗ ω(lk)i ,
where {e(kl)i } and {ω(lk)i } are a basis and its dual basis for kVl. Note that the right 
hand sum is ﬁnite by the rcfd condition. These maps provide the duality between V and 
V ∧ in VectI×Ircfd . It then suﬃces to show that they are also morphisms from the trivial 
corepresentation to the tensor product representations of X with Xˆ . But for example 
the intertwining property of ev follows from
(1 ⊗ kevk)
∑
l,n
(
k
mXˆ
l
n
)
12
(
l
nX
k
q
)
13 = (1 ⊗ kevk)
∑
l,n
(S ⊗ −tr)( nl Xmk )12( lnXkq )13
= δm,q(1 ⊗ mevm)
∑
l,n
(S ⊗ id)( nl Xmk )13( lnXkq )13
= δm,q1
( k
q
)⊗ mevm
= kmUkq (1 ⊗ mevm).
If A is a regular partial Hopf algebra, it follows that Coreprcfd(A ) has right duals 
since X → Xˆ is then essentially surjective, with inverse X → Xˇ for
k
mXˇ
l
n := (S−1 ⊗ −tr)( nl Xmk ). 
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algebras in [2, Theorem 6.2] with respect to ﬁnite-dimensional full comodules.
2.3. Corepresentations of partial Hopf algebras with invariant integral
In the presence of an invariant integral, one can integrate morphisms of bigraded 
vector spaces to obtain morphisms of corepresentations.
Lemma 2.11. Let (V, X ) and (W, Y ) be rcfd corepresentations of a partial Hopf algebra 
A with invariant integral φ. Fix m, n ∈ I, and let T : mVn → mVn. Then the families
kTˇl := (φ ⊗ id)( nl (Y −1)mk (1 ⊗ T ) mk Xnl ),
kTˆl := (φ ⊗ id)( kmY ln(1 ⊗ T ) ln(X−1)km)
form morphisms Tˇ and Tˆ from (V, X ) to (W, Y ).
Proof. Viewing T as a linear map V → W concentrated at the component at (m, n), we 
can consider the total forms Tˇ = (φ ⊗ id)(Y −1(1 ⊗T )X) and Tˆ = (φ ⊗ id)(Y (1 ⊗T )X−1). 
We compute
Y −1(1 ⊗ Tˇ )X = (φ ⊗ id⊗ id)((Y −1)23(Y −1)13(1 ⊗ 1 ⊗ T )X13X23)
= ((φ ⊗ id)Δ ⊗ id)(Y −1(1 ⊗ T )X)
=
∑
l
ρl ⊗ (φ ⊗ id)((ρl ⊗ 1)Y −1(1 ⊗ T )X(ρl ⊗ 1))
=
∑
k,l
ρl ⊗ kTˇl.
Hence Tˇ is a morphism from X to Y by Lemma 2.8. The assertion for Tˆ follows 
similarly. 
Lemma 2.12. Let A be a partial Hopf algebra with invariant integral φ. Let (V, X ) be 
an rcfd corepresentation, and kWl ⊆ kVl an invariant family of subspaces. Then there 
exists an idempotent endomorphism T of (V, X ) such that kWl = img kTl for all k, l.
Proof. We can decompose V = ⊕ αVβ , where for α, β in the hyperobject set I we write 
αVβ for the direct sum of all kVl with k ∈ α, l ∈ β. As each αVβ is invariant, we may 
assume that V = αVβ for some α, β.
Let Y be the restriction of X to W . Fix n ∈ β. Let T be a bigraded idempo-
tent endomorphism of V with image W , and write T (m) = mTn. By Lemma 2.11, we 
obtain endomorphisms Tˇ (m) of (V, X ). Using column-ﬁniteness of V , we can deﬁne 
Tˇ =
∑
m Tˇ
(m). We claim that W is the image of Tˇ .
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(1 ⊗ T )X−1(1 ⊗ T ) = X−1(1 ⊗ T ). Then
Tˇ T = (φ ⊗ id)(X−1(1 ⊗ ρVn T )X(1 ⊗ T ))
= (φ ⊗ id)(X−1(1 ⊗ ρVn )X(1 ⊗ T ))
= (φ ⊗ id)(X−1X(λn ⊗ T ))
=
∑
l
φ(1
( n
l
)
)ρVl T =
∑
l∈β
ρVl T = T.
As kTˇl sends kVl into kWl, it follows that img Tˇ = W , which proves the claim. 
Lemma 2.13. Let A be a partial Hopf algebra with hyperobject set I , and ﬁx represen-
tatives lβ ∈ β for each β. If T is a morphism in Coreprcfd(A ) and kTlβ = 0 for all k
and β, then T = 0.
Proof. This follows from the equations in Lemma 2.8. 
Theorem 2.14. Let A be a partial Hopf algebra with invariant integral. Assume that the 
hyperobject set I is ﬁnite. Then Coreprcfd(A ) is a semisimple tensor category with left 
duals and hyperobject set I .
Proof. It is easy to verify that, for each hyperobject α, the space C(α) is an invariant 
subspace of C(I) w.r.t. the trivial representation U , and that the corresponding subrep-
resentations U (α) provide a decomposition of U into irreducible components.
By Lemma 2.12 and Proposition 2.9, it now suﬃces to show that each endomorphism 
space of Coreprcfd(A ) is ﬁnite-dimensional.
Choose a representative lβ for each β ∈ I . Assume that T is an endomorphism of 
some rcfd corepresentation (V, X ) with 
∑
k∈I kTlβ = 0 for all β. From Lemma 2.13, it 
follows that T = 0. Hence the map T →∑k,β kTlβ is an injective map from End(V, X )
into a ﬁnite-dimensional space of linear maps. 
In fact, as Coreprcfd(A ) is semisimple, it will automatically have right duals as well. 
This will also follow more concretely from Corollary 2.25 and Proposition 2.9.
For general partial Hopf algebras with invariant integrals, we have a weak form of 
semisimplicity.
Corollary 2.15. Let A be a partial Hopf algebra with invariant integral. Then every rcfd 
corepresentation of A decomposes into a (possibly inﬁnite) direct sum of rcfd irreducible 
corepresentations.
Proof. Any rcfd corepresentation is a (possibly inﬁnite) direct sum of rcfd corepresen-
tations with a singleton as left and right hyperobject support. As in Theorem 2.14, we 
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of self-intertwiners. The corollary then follows again from Lemma 2.12. 
2.4. Schur orthogonality
Our next goal is to obtain Schur orthogonality for matrix coeﬃcients of corepresen-
tations. We give a little more detail than provided in Hayashi’s paper [14].
Given ﬁnite-dimensional vector spaces V and W , the dual space of HomC(V, W ) is 
linearly spanned by functionals of the form ωf,v(T ) = (f |Tv), where v ∈ V , f ∈ W ∗, 
and (−|−) denotes the natural pairing of W ∗ with W .
Deﬁnition 2.16. Let A be a partial bialgebra. The space of matrix coeﬃcients C(X ) of 
an rcfd corepresentation (V, X ) is the sum of the subspaces
k
mC(X )ln = span
{
(id⊗ωf,v)( kmX ln) | v ∈ mVn, f ∈ ( kVl)∗
} ⊆ kmAln.
As Δpq( kmC(X )ln) ⊆ kpC(X )lq ⊗ pmC(X )qn, the kmC(X )ln form a partial coalge-
bra with respect to Δ and . Moreover, for each k, l the I × I-graded vector space 
kC(X )l := ⊕m,n kmC(X )ln is rcfd, and the inclusion above shows that it supports a 
regular corepresentation in the sense of Example 2.3.2.
Lemma 2.17. Let (V, X ) be an rcfd corepresentation of a partial bialgebra, and let f ∈
( kVl)∗. Then the family of maps
mT
(f)
n : mVn → kmC(X )ln, w → (id⊗ωf,w)( kmX ln) = (id⊗f)( kmX ln(1 ⊗ w)),
is a morphism from X to the regular corepresentation on kC(X )l.
Proof. Denote by Y the regular corepresentation on 
⊕
m,n
k
mC(X )ln. Then for all v ∈
mVn,
p
mY
q
n (1 ⊗ mT (f)n (v)) = (Δoppq ⊗ ωf,v)( kmX ln) = (id⊗ id⊗f)(( kpX lq)23( pmXqn)13(1 ⊗ 1 ⊗ v))
= (1 ⊗ pT (f)q ) pmXqn(1 ⊗ v). 
As before, we denote by V ∗ the dual of a vector space V .
Lemma 2.18. Let A be a partial Hopf algebra. Then for any a ∈ ⊕k,l kmAln, the family of 
subspaces
pV
(a)
q = {(id⊗f)(Δpq(a)): f ∈ ( pmAqn)∗}
supports a regular corepresentation such that a ∈ mV (a)n . If further (W, Y ) is an ir-
reducible regular corepresentation, then kWl = kV (a)l for all k, l and any non-zero 
a ∈ mWn.
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Next, write Δpq(a) =
∑
i b
i
pq ⊗ cipq with linearly independent (cipq)i. Then pV (a)q =
span{bipq : i}, and Δrs( pV (a)q ) ⊆ rV (a)s ⊗ rpAsq as 
∑
i Δrs(bipq) ⊗ cipq =
∑
j b
j
rs ⊗ Δpq(cjrs)
by coassociativity.
If now W is an irreducible regular corepresentation and a ∈ mWn non-zero, then 
pV
(a)
q is included in pWq. As a ∈ mV (a)n , it follows by irreducibility and Lemma 2.12
that pV (a)q = pWq. 
Proposition 2.19. Let A be a partial Hopf algebra with invariant integral. Then the total 
algebra A is the sum of the matrix coeﬃcients of irreducible rcfd corepresentations.
Proof. Let a ∈ kmAln, deﬁne pV (a)q as in Lemma 2.18 and let X be the regular corep-
resentation on V (a). Then a = (id⊗)(Δopkl (a)) = (id⊗)( kmX ln(1 ⊗ a)) ∈ kmC(X )ln. 
Decomposing (V (a), X ) by Corollary 2.15, we ﬁnd that a is contained in the sum of 
matrix coeﬃcients of irreducible rcfd corepresentations. 
Proposition 2.20. Let A be a partial Hopf algebra with invariant integral φ, and let 
(V, X ) and (W, Y ) be inequivalent irreducible rcfd corepresentations. Then for all a ∈
C(X), b ∈ C(Y ),
φ(S(b)a) = φ(bS(a)) = 0.
Proof. Since φ vanishes on S( kmAln) prAqs and on prAqsS( kmAln) unless (p, q, r, s) =
(m, n, k, l), it suﬃces to prove the assertion for elements of the form a = (id⊗ωf,v)( kmX ln)
and b = (id⊗ωg,w)( mk Y nl ) where f ∈ ( kVl)∗, v ∈ mVn and g ∈ ( mWn)∗, w ∈ kWl. Ap-
plying Lemma 2.11 to the map T : kVl → kWl with T (u) = f(u)w yields morphisms Tˇ , Tˆ
from (V, X ) to (W, Y ) which are necessarily 0. Inserting the deﬁnition of Tˇ , we ﬁnd
φ(S(b)a) = φ
(
(S ⊗ ωg,w)( mk Y nl ) · (id⊗ωf,v)( kmX ln)
)
= (φ ⊗ ωg,v)
(
l
n(Y −1)
k
m(1 ⊗ T ) kmX ln
)
= ωg,v( mTˇn) = 0.
A similar calculation involving Tˆ shows that φ(bS(a)) = 0. 
Corollary 2.21. Let A be a partial Hopf algebra with invariant integral φ. Then φ = φ ◦S.
Proof. Assume that a ∈ A lies in an irreducible regular corepresentation which is not a 
direct summand of the trivial corepresentation. Then φ(a) = φ(S(a)) = 0 by Proposi-
tion 2.20. As such a together with the 1
(
k
m
)
linearly span A, this proves the corollary. 
For the following theorem, recall from the beginning of the proof of Lemma 2.12 that 
any rcfd corepresentation (V, X ) can be decomposed into a direct sum V = ⊕ αVβ . 
Hence if V is irreducible, we have V = αVβ for unique α, β in the hyperobject set I . 
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denotes the dual left corepresentation of an rcfd corepresentation X .
Theorem 2.22. Let A be a partial Hopf algebra with invariant integral φ. Let (V, X )
be an irreducible rcfd corepresentation of A with left hyperobject support α and right 
hyperobject support β. Then there exists an isomorphism G from (V, ˆˆX ) to (V, X ). 
Moreover, with F denoting the inverse of G, the following hold.
(1) For l ∈ β and m ∈ α, the numbers dG :=
∑
k Tr( kGl) and dF :=
∑
n Tr( mFn) are 
non-zero and do not depend on the choice of l or m.
(2) For all k, m ∈ α and l, n ∈ β,
(φ ⊗ id)( ln(X−1)km kmX ln) = d−1G Tr( kGl) id mVn ,
(φ ⊗ id)( kmX ln ln(X−1)km) = d−1F Tr( mFn) id kVl .
(3) Denote by Σklmn the ﬂip map kVl ⊗ mVn → mVn ⊗ kVl. Then
(φ ⊗ id⊗ id)(( ln(X−1)km)12( kmX ln)13) = d−1G (id mVn ⊗ kGl) ◦ Σklmn,
(φ ⊗ id⊗ id)(( kmX ln)13( ln(X−1)km)12) = d−1F ( mFn ⊗ id kVl) ◦ Σklmn.
Proof. We prove the assertions and equations involving dG in (1), (2) and (3) simulta-
neously; the assertions involving dF follow similarly.
Consider the following endomorphism Fmnkl of mVn ⊗ kVl,
Fmnkl := (φ ⊗ id⊗ id)
(
( ln(X−1)
k
m)12(
k
mX
l
n)13
)
◦ Σmnkl
= (φ ⊗ id⊗ id)
(
( ln(X−1)
k
m)12Σklkl,23(
k
mX
l
n)12
)
.
By applying Lemma 2.11 with respect to the ﬂip map Σklkl, we see that the family 
(Fmnkl)m,n is an endomorphism of (V ⊗ kVl, X12) and hence Fmnkl = id mVn ⊗ kRl with 
some kRl ∈ EndC( kVl) not depending on m, n.
On the other hand, since φ = φ ◦ S by Corollary 2.21,
Fmnkl = (φ ⊗ id⊗ id)((S ⊗ id)( mk Xnl )12( kmX ln)13) ◦ Σmnkl
= (φ ⊗ id⊗ id) (((S ⊗ id)( kmX ln))13((S2 ⊗ id)( mk Xnl ))12) ◦ Σmnkl
= (φ ⊗ id⊗ id)
(
( nl (X−1)
m
k )13(Σmnmn)23(
m
k (X∧∧)
n
l )13
)
.
Hence we can again apply Lemma 2.11 and ﬁnd that the family (Fmnkl)k,l is a mor-
phism from ( mVn⊗V, ˆˆX 13) to ( mVn⊗V, X13). Now ˆˆX is also irreducible, since otherwise 
its double right dual X would split. Hence the space Mor(X , ˆˆX ) is linearly spanned by 
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depending on k, l.
We conclude from the above calculations that mTn⊗ kGl = midn⊗ kRl for all indices. 
This implies that for all m, n with mVn = 0, there exists λmn ∈ C with kRl = λmn kGl
for all k, l. As however kRl does not depend on m, n, we see λmn = λ ∈ C. In the end, 
we deduce Fmnkl = λ(id mVn ⊗ kGl).
Choose now dual bases (vi)i for kVl and (fi)i for ( kVl)∗. Then
λTr( kGl) id mVl =
∑
i
(id⊗ωfi,vi)(Fmlkl) = (φ ⊗ id)(( ll(X−1)km) kmX ll ).
By Lemma 2.13, we can choose for each l some m ∈ α with mVl = 0. Then sum-
ming the previous relation over k, the relations 
∑
k( ll(X−1)
k
m) kmX ll = 1
(
l
l
)⊗ id
mVl and 
φ(1
(
l
l
)
) = 1 give λ ·∑k Tr( kGl) = 1. It follows at once that G is not the zero morphism, 
and hence X is isomorphic to ˆˆX . Now all assertions in (1)–(3) concerning dG follow. 
Corollary 2.23. Let A be a partial Hopf algebra with invariant integral φ, let (V, X ) be 
an irreducible corepresentation of A , let F be an isomorphism from (V, X ) to (V, ˆˆX )
and G = F−1, and let a = (id⊗ωf,v)( kmX ln) and b = (id⊗ωg,w)( mk Xnl ) for f ∈ ( kVl)∗, 
v ∈ mVn, g ∈ ( mVn)∗, w ∈ kVl. Then
φ(S(b)a) ·
∑
r
Tr( rGn) = (g|v)(f |Gw), φ(aS(b)) ·
∑
s
Tr( mFs) = (g|Fv)(f |w).
Proof. Apply ωg,w ⊗ ωf,v to the formulas in Theorem 2.22.(c). 
Corollary 2.24. Let A be a partial Hopf algebra with invariant integral, and let 
((V (x), Xx))x∈I be a maximal family of mutually non-isomorphic irreducible rcfd corep-
resentations of A . Denote the regular corepresentation on kC(Xx)l by kY lx . Then there 
exists a linear isomorphism
( kV (x)l )
∗ → Mor(Xx, kY lx )
assigning to each f ∈ ( kV (x)l )∗ the morphism T (f) of Lemma 2.17, and with inverse the 
map T →  ◦ kTl. Furthermore, the map⊕
x∈I
⊕
k,l,m,n
(( kV (x)l )
∗ ⊗ mV (x)n ) → A, f ⊗ w → T (f)(w)
is a linear isomorphism.
Proof. The injectivity of the ﬁrst map follows from Corollary 2.23. Its surjectivity follows 
immediately by checking that the map T →  ◦ kTl is an inverse.
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from Proposition 2.19. 
In particular, it follows from the previous two corollaries that an invariant integral φ
is faithful, i.e. φ(ab) = 0 or φ(ba) = 0 for all b implies a = 0. This can also be proven 
more directly along the lines of [44, Proposition 3.4].
The following corollary generalizes [25, Theorem 3.3] and [14, Corollary 3.6].
Corollary 2.25. Let A be a partial Hopf algebra with invariant integral φ. Then A is 
regular.
Proof. Injectivity of S follows from Corollary 2.23. As further X ∼= ˆˆX for any irreducible 
corepresentation X , it follows that S2( kmC(X )ln) ⊆ kmC(X )ln, hence S is surjective by 
Proposition 2.19 and ﬁnite dimensionality of each kmC(X )ln. 
2.5. Unitary corepresentations of partial compact quantum groups
Let us write B(H, G) for the space of bounded morphisms between Hilbert spaces H
and G.
Deﬁnition 2.26. Let G be a partial compact quantum group. A corepresentation X
of P(G ) on a rcfd collection of Hilbert spaces kHl is called unitary if km(X−1)ln =
( lnXkm)∗ as elements inside kmP (G )
l
n ⊗ B( lHk, nHm). We also refer to X as a unitary 
representation of G .
For example, viewing C(I) as a direct sum of the trivial Hilbert spaces C, the trivial 
corepresentation U on C(I) is unitary.
It is easily seen that the tensor product of corepresentations lifts to a tensor prod-
uct of unitary corepresentations. We hence obtain a tensor C∗-category Repu,rcfd(G ) =
Corepu,rcfd(P(G )) of unitary corepresentations, where intertwiners are bounded bigraded 
maps T : H → K commuting with the corepresentations. Our aim is to show that, in case 
the hyperobject set I is ﬁnite, it is a semisimple rigid tensor C∗-category.
In the following, we use the physicist convention that inner products on Hilbert spaces 
are anti-linear in their ﬁrst argument.
Lemma 2.27. Let A deﬁne a partial compact quantum group with positive invariant 
integral φ, and let mVn ⊆
⊕
k,l
k
mA
l
n deﬁne a regular corepresentation X . Then with 
respect to the inner product given by 〈a|b〉 := φ(a∗b) each kVl is a Hilbert space and X
unitary.
Proof. Let a ∈ mVn, b ∈ mVn′ and deﬁne ωb,a: HomC( mVn, mVn′) → C by T → 〈b|Ta〉. 
Then
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k
(id⊗ωb,a)(( kmX ln′)∗ kmX ln)) =
∑
k
(id⊗φ)(Δopkl (b)∗Δopkl (a))
=
∑
k
(φ ⊗ id)(Δlk(b∗)Δkl(a))
= (φ ⊗ id)(Δll(b∗a)) = φ(b∗a)1
(
l
n
)
= δn′,n1
(
l
n
)⊗ 〈b|a〉.
Hence 
∑
k( kmX ln′)∗ kmX ln = δn,n′1
(
l
n
) ⊗ id
mVn , and X is unitary by deﬁnition of the 
generalized inverse of a corepresentation. 
Proposition 2.28. Let A deﬁne a partial compact quantum group. Then every rcfd corep-
resentation of A is isomorphic to a unitary corepresentation.
Proof. By Theorem 2.14 and Corollary 2.24, every corepresentation is isomorphic to a 
direct sum of irreducible regular corepresentations, which are unitary by Lemma 2.27. 
From Theorem 2.14, we deduce the following corollary.
Corollary 2.29. Let G be a partial compact quantum group with ﬁnite hyperobject set I . 
Then Repu,rcfd(G ) is a semisimple rigid tensor C∗-category with hyperobject set I .
Proof. Write A = P(G ). We can immediately derive the corollary from Theorem 2.14
once we know that the forgetful functor F : Corepu,rcfd(A ) → Coreprcfd(A ) is an equiv-
alence of categories.
Clearly F is faithful, and by Proposition 2.28 it is essentially surjective. To see that 
it is full, it is suﬃcient to show that F (X) ∼= F (Y ) for irreducibles X, Y iﬀ X ∼= Y . But 
if T : F (X) → F (Y ) is an isomorphism, it follows from the unitarity of X and Y that 
also the component-wise adjoint T ∗: F (Y ) → F (X) is an isomorphism, and then also 
|T | = (T ∗T )1/2 is an isomorphism from F (X) to F (X). It follows that if T = U |T |, then 
U is a unitary intertwiner from F (X) to F (Y ), hence U is an intertwiner from X to Y
in Corepu,rcfd(A ). 
2.6. Schur orthogonality for partial compact quantum groups
Proposition 2.30. Let G be a partial compact quantum group and let (H, X ) be an ir-
reducible unitary rcfd representation of G . Then one can ﬁnd an isomorphism F in 
Reprcfd(G ) between (H, X ) and (H, ˆˆX ) such that each kFl is positive.
Proof. By Proposition 2.28, there exists an isomorphism T : Xˆ → Y for some unitary 
corepresentation Y on H∗, so that in total form (1 ⊗T )Xˆ = Y (1 ⊗T ). We apply S⊗−tr
and −∗⊗−∗ tr, respectively to ﬁnd ˆˆX(1 ⊗T tr) = (1 ⊗T tr)Yˆ and (1 ⊗T ∗ tr)X = Yˆ (1 ⊗T ∗ tr).
Combining both equations, we ﬁnd ˆˆX(1 ⊗ T trT ∗ tr) = (1 ⊗ T trT ∗ tr)X. Thus, we can 
take F := T trT ∗ tr. 
306 K. De Commer, T. Timmermann / Journal of Algebra 438 (2015) 283–324The Schur orthogonality relations in Corollary 2.23 can be rewritten using the invo-
lution. If v ∈ kHl, v′ ∈ mHn and ωv,v′(T ) = 〈v|Tv′〉, then
S((id⊗ωv,v′)( kmX ln)) = (id⊗ωv,v′)( nl (X−1)mk ))
= (id⊗ωv,v′)(( mk Xnl )∗) = (id⊗ωv′,v)( mk Xnl )∗.
This equation and Corollary 2.23 imply the following corollary.
Corollary 2.31. Let G be a partial compact quantum group with associated partial Hopf 
∗-algebra A and positive invariant integral φ. Let (H, X ) be an irreducible unitary 
rcfd representation of G , let F be a positive isomorphism from (H, X ) to (H, ˆˆX ) in 
Coreprcfd(A ) and G = F−1, and let a = (id⊗ωv,v′)( kmX ln) and b = (id⊗ωw,w′)( kmX ln), 
where v, w ∈ kHl and v′, w′ ∈ mHn. Then
φ(b∗a) = 〈w|v
′〉〈v|Gw′〉∑
r Tr( rGn)
, φ(ab∗) = 〈w|Fv
′〉〈v|w′〉∑
s Tr( mFs)
.
Remark 2.32. In fact, Proposition 2.30 and Corollary 2.31 show the following. Let A
be a partial Hopf ∗-algebra admitting an invariant integral φ, which a priori we do not 
assume to be positive. Suppose however that each irreducible corepresentation of A is 
equivalent to a unitary corepresentation. Then φ is necessarily positive.
3. Tannaka–Kre˘ın–Woronowicz duality for partial compact quantum groups
In the previous section, we showed how any partial compact quantum group with ﬁnite 
hyperobject set I gave rise to a semisimple rigid tensor C∗-category with hyperobject 
set I and a faithful morphism into the tensor C∗-category of rcfd Hilbert spaces. In 
this section we reverse this construction, and show that the two structures are in duality 
with each other. We ﬁrst deal with the purely algebraic setting without C∗-structures.
Fix a (strict) semisimple tensor category C with (necessarily ﬁnite) hyperobject set 
I , and ﬁx a faithful tensor functor F : C → VectI×Ircfd with product and unit constraints ι
and μ. Then F (1α) ∼= l2(Iα) for some non-empty subset Iα ⊆ I, and {Iα} is a partition 
of I. We write k′ = α if k ∈ Iα. We write Fkl(X) = kF (X)l for k, l ∈ I and X ∈ C, so 
that each Fkl is a C-linear functor from C into the category Vectfd of ﬁnite-dimensional 
vector spaces.
For X, Y ∈ C, we write the inclusion maps associated to ι as
ι
(klm)
X,Y :Fkl(X) ⊗ Flm(Y ) ↪→ ⊕rFkr(X) ⊗ Frm(Y )
= k(F (X) ⊗I F (Y ))m →
∼= Fkm(X ⊗ Y ),
and we write the associated projection maps as
π
(klm)
X,Y :Fkm(X ⊗ Y ) → Fkl(X) ⊗ Flm(Y ).
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objects {ua}a∈I in C. We assume that the ua include the unit objects 1α for α ∈ I , so 
that we may identify I ⊆ I. For a ∈ I, there exist unique λa, ρa ∈ I with ua ∈ Cλaρa . 
For α, β ∈ I ﬁxed, we write Iαβ for the set of all a ∈ I with λa = α and ρa = β. Note 
that ua ⊗ub = 0 if ρa = λb. When a, b, c ∈ I, we write c ≤ a · b if Mor(uc, ua ⊗ub) = {0}. 
Note that with a, b ﬁxed, there is only a ﬁnite set of c with c ≤ a · b. We also use this 
notation for multiple products.
Recall that we write V ∗ for the dual of a (ﬁnite-dimensional) vector space V .
Deﬁnition 3.1. For a ∈ I and k, l, m, n ∈ I, deﬁne vector spaces
k
mA
l
n(a) = HomC(Fmn(ua), Fkl(ua))∗,
and write kmAln = ⊕a∈I kmAln(a), A(a) = ⊕k,l,m,n kmAln(a), A = ⊕k,l,m,n kmAln.
Note that kmAln(a) = 0 unless k′ = m′ = λa and l′ = n′ = ρa. We further write 
A = { kmAln | k, l, m, n}.
Deﬁnition 3.2. For r, s ∈ I, we deﬁne Δrs: kmAln → krAls ⊗ rmAsn as the direct sum over a
of the duals of the composition
HomC(Frs(ua), Fkl(ua)) ⊗ HomC(Fmn(ua), Frs(ua)) → HomC(Fmn(ua), Fkl(ua)),
sending x ⊗ y to x ◦ y.
Lemma 3.3. The couple (A , Δ) is an I ×I-partial coalgebra with counit map : kkAll(a) →
C sending f to f(idFkl(ua)). Moreover, for each ﬁxed f ∈ kmAln(a), the matrix (Δrs(f))rs
is rcf.
Proof. Coassociativity and counitality are immediate by duality, as the
HomC(Fmn(ua), Fkl(ua)) form a partial algebra with units idFkl(ua) for each ﬁxed a. 
The rcf condition follows from the fact that the total F (ua) is rcfd. 
In the next step, we deﬁne a partial algebra structure on A . First note that we can 
identify
Nat(Fmn, Fkl) ∼=
∏
a
HomC(Fmn(ua), Fkl(ua)),
where Nat(Fmn, Fkl) denotes the space of natural transformations from Fmn to Fkl. 
Similarly, we can identify
Nat(Fmn ⊗ Fpq, Fkl ⊗ Frs) ∼=
∏
HomC(Fmn(ub) ⊗ Fpq(uc), Fkl(ub) ⊗ Frs(uc)),
b,c
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natural pairing of these Nat-spaces with resp. kmAln and kmAln ⊗ rpAsq. For example, kmAln
can be identiﬁed with the subspace of functionals on Nat(Fmn, Fkl) of ﬁnite support with 
respect to I.
Deﬁnition 3.4. We deﬁne a product map
M : krAls ⊗ lsAmt → krAmt , (f · g)(x) = (f ⊗ g)(Δˆls(x)) for x ∈ Nat(Frt, Fkm),
where Δˆls(x) is the natural transformation
Δˆls(x):Frs ⊗ Fst → Fkl ⊗ Flm, Δˆls(x)X,Y = π(klm)X,Y ◦ xX⊗Y ◦ ι(rst)X,Y for X,Y ∈ C.
Note that indeed f · g has ﬁnite support as a functional on Nat(Frt, Fkm): if f is 
supported at b ∈ I and g at c ∈ I, then f · g has support in the ﬁnite set of a ∈ I with 
a ≤ b · c, since if x is a natural transformation with support outside this set, one has 
xub⊗uc = 0, and hence any of the 
(
Δˆls(x)
)
ub,uc
= 0.
Lemma 3.5. The above product maps turn (A , M) into an I × I-partial algebra.
Proof. We can extend the map (Δˆls ⊗ id) on Nat(Frt, Fkm) ⊗ Nat(Ftu, Fmn) to a map
(Δˆls ⊗ id): Nat(Frt ⊗ Ftu, Fkm ⊗ Fmn) → Nat(Frs ⊗ Fst ⊗ Ftu, Fkl ⊗ Flm ⊗ Fmn),
with
(Δˆls ⊗ id)(x)X,Y,Z =
(
π
(klm)
X,Y ⊗ idFmn(Z)
)
xX⊗Y,Z
(
ι
(rst)
X,Y ⊗ idFtu(Z)
)
.
By ﬁnite support, we then have that
((f · g) · h)(x) = (f ⊗ g ⊗ h)((Δˆls ⊗ id)Δˆmt (x)),
∀f ∈ krAls, g ∈ lsAmt , h ∈ mt Anu, x ∈ Nat(Fru, Fkn).
Similarly, ((f · g) · h)(x) = (f ⊗ g ⊗ h)((id⊗Δˆmt )Δˆls(x)). The associativity then follows 
from the 2-cocycle condition for the ι- and π-maps.
By a similar argument, one sees that the units are given by 1
(
k
l
) ∈ kl Akl (1α), which 
for α = k′ = l′ correspond to 1 in the canonical identiﬁcations
k
l A
k
l (α) = HomC(Fll(1α), Fkk(1α))∗ ∼= HomC(C,C)∗ ∼= C,
and which are zero otherwise. 
Proposition 3.6. The partial algebra and coalgebra structures on A deﬁne a partial bial-
gebra structure on A .
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Nat(Fuw, Fkm) and y ∈ Nat(Frt, Fuw), one has pointwise that Δˆls(x ◦ y) =
∑
v Δˆlv(x) ◦
Δˆvs(y). This follows from the fact that 
∑
v ι
(uvw)
X,Y π
(uvw)
X,Y
∼= idu(F (X)⊗IF (Y ))w , where we 
again note that the left hand side sum is in fact ﬁnite. 
Lemma 3.7. Deﬁne φ: A → C as the functional which is zero on kmAkm(a) with a =
1k′ , and which coincides with the canonical identiﬁcation kmAkm(1k′) ∼= C on the unit 
component for k′ = m′. Then the functional φ is an invariant integral.
Proof. The normalization condition φ(1
(
k
k
)
) = 1 is immediate by construction. Let φˆkm
be the natural transformation from Fmm to Fkk which has support on direct sums of 1k′
with itself, and with (φˆkm)1k′ = 1 for k′ = m′ and 0 otherwise. Then for f ∈ kmAkm, we 
have φ(f) = f(φˆkm). The invariance of φ then follows from the easy veriﬁcation that for 
x ∈ Nat(Frr, Fkl) one has for example x ◦ φˆrm = δk,l1
(
k
r
)
(x)φˆkm. 
Let us further impose for the rest of this section that C also admits left (and hence 
right) duality. The following lemma just writes out how the tensor functor F preserves 
duality.
Lemma 3.8. For all k, l and X ∈ C, the maps
coevklX := π
(klk)
X,Xˆ
◦ Fkk(coevX):C → Fkl(X) ⊗ Flk(Xˆ),
evklX := Fll(evX) ◦ ι(lkl)Xˆ,X :Flk(Xˆ) ⊗ Fkl(X) → C
deﬁne a duality between Fkl(X) and Flk(Xˆ).
Proposition 3.9. The partial bialgebra A is a regular partial Hopf algebra with I as its 
hyperobject set.
Proof. The statement concerning the hyperobject set I is clear by construction of the 
units 1
(
k
l
)
. By Corollary 2.25, it is now suﬃcient to prove that A is a partial Hopf 
algebra.
For any x ∈ Nat(Fmn, Fkl), let us deﬁne Sˆ(x) ∈ Nat(Flk, Fnm) by
Sˆ(x)X = (id⊗ evlkX) ◦ (id⊗xXˆ ⊗ id) ◦ (coevnmX ⊗ id).
Then the assignment Sˆ dualizes to maps S: kmAln → nl Amk by S(f)(x) = f(Sˆ(x)). We 
claim that S is an antipode for A .
Let us check for example the formula 
∑
r f(nr;1)S(f(nr;2)) = δk,m(f)1
(
k
n
)
for 
f ∈ kmAll. By duality, this is equivalent to the pointwise identity of natural transfor-
mations 
∑
r Mˆ
n
r (id⊗Sˆ)Δˆlr(x) = δk,m1
(
k
n
)
(x) idFkl for x ∈ Nat(Fnn, Fkm), where Mˆnr
and (id⊗Sˆ) are dual to respectively Δnr and id⊗S.
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Mˆnr (id⊗Sˆ)(x ⊗ y)
)
X
=
(
id⊗ evmlX
)(
xX ⊗ yXˆ ⊗ id
)(
coevnrX ⊗ id
)
.
For any x ∈ Nat(Fnn, Fkm), we therefore have(
Mˆnr (id⊗Sˆ)Δˆlr(x)
)
X
=
(
id⊗ evmlX
)(
π
(klm)
X,Xˆ
xX⊗Xˆι
(nrm)
X,Xˆ
⊗ id )( coevnrX ⊗ id ).
We sum over r, use naturality of x, and obtain∑
r
(
Mˆnr (id⊗Sˆ)Δˆlr(x)
)
X
=
(
id⊗ evmlX
)(
π
(klm)
X,Xˆ
xX⊗XˆFnn(coevX) ⊗ id
)
= δk,m1
(
k
n
)
(x)
(
id⊗ evmlX
)(
π
(mlm)
X,Xˆ
Fmm(coevX) ⊗ id
)
= δk,m1
(
k
n
)
(x)
(
id⊗ evmlX
)(
coevmlX ⊗ id
)
= δk,m1
(
k
n
)
(x) idFkl(X) . 
Assume now that C is a semisimple rigid tensor C∗-category, and F a ∗-functor from 
C to {Hilbfd}I×I . Let us show that A , as constructed above, becomes a partial Hopf 
∗-algebra with positive invariant integral. In the following deﬁnition, we borrow the 
notation used in the proof of Proposition 3.9, and we write the (left and right) dual of 
an object X as X.
Deﬁnition 3.10. We deﬁne ∗: kmAln → lnAkm by the formula f∗(x) = f(Sˆ(x)∗) for x ∈
Nat(Fnm, Flk).
Lemma 3.11. The operation ∗ is an anti-linear, anti-multiplicative, comultiplicative in-
volution.
Proof. Anti-linearity is clear. Comultiplicativity follows from the fact that (xy)∗ = y∗x∗
and Sˆ(xy) = Sˆ(y)Sˆ(x) for natural transformations. To see anti-multiplicativity of ∗, 
note ﬁrst that, since S is anti-multiplicative for A , the map Sˆ is anti-comultiplicative 
on natural transformations. Now as (ι(klm)X,Y )∗ = π
(klm)
X,Y by assumption, we also have 
Δˆls(x)∗ = Δˆsl (x∗), which proves anti-multiplicativity of ∗ on A . Finally, involutivity 
follows from the involutivity of x → Sˆ(x)∗, which is a consequence of the fact that one 
can choose evkl
X¯
= (coevlkX)∗ and coevklX¯ = (ev
lk
X)∗. 
Proposition 3.12. With the above ∗-structure, (A , Δ) deﬁnes a partial compact quantum 
group.
Proof. The only thing which is left to prove is that our invariant integral φ is a positive. 
We will use the notation from the proof of Lemma 3.7. Now it is easily seen from the 
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φ(f∗) = φ(f), since Sˆ(φˆkm) = (φˆkm)∗ = φˆmk . Hence it suﬃces to prove that the hermitian 
form 〈f |g〉 = φ(f∗g) on kmAln(a) is positive-deﬁnite.
Let us write f¯(x) = f(x∗). By deﬁnition, φ(f∗g) = (f¯ ⊗ g)((Sˆ ⊗ id)Δˆkm(φˆln)).
Assume that f(x) = 〈v′|xav〉 and g(x) = 〈w′|xaw〉 for v, w ∈ Fmn(ua) and v′, w′ ∈
Fkl(ua). Then f(x) = 〈v|xav′〉, and using the expression for Sˆ as in Proposition 3.9 we 
ﬁnd that
φ(f∗g) = 〈v ⊗ w′|(evkla )23(Δˆkm(φˆln)a¯,a)24(coevmna )12(v′ ⊗ w)〉.
However, up to a positive non-zero scalar, which we may assume to be 1 by proper 
rescaling, we have Δˆkm(φˆln)a¯,a = (evkla )∗(evkla ). Hence
φ(f∗g) = 〈v ⊗ w′|(evkla )23((evkla )∗(evkla ))24(coevmna )12(v′ ⊗ w)〉
= 〈v ⊗ w′|(evkla )23(evkla )∗24(w ⊗ v′)〉
= 〈v|w〉(evkla |v′〉2)(evkla |w′〉2)∗,
where evkla |z〉2 denotes the map y → evkla (y ⊗ z). This clearly deﬁnes a positive deﬁnite 
inner product on kmAln(a) ∼= Fmn(ua) ⊗ Fkl(ua)∗. 
For G an I-partial compact quantum group with ﬁnite hyperobject set I , let us write 
FG for the forgetful functor Repu,rcfd(G ) → HilbI×Ircfd .
Theorem 3.13. Fix a set I and a ﬁnite set I . Then the assignment G → (Repu,rcfd(G ), FG )
is (up to isomorphism/equivalence) a one-to-one correspondence between I-partial com-
pact quantum groups with hyperobject set I and semisimple rigid tensor C∗-categories 
C with hyperobject set I and faithful tensor ∗-functor into HilbI×Ircfd .
Proof. By Corollary 2.29, Repu,rcfd(G ) is a semisimple rigid tensor C∗-category with 
hyperobject set I , and FG a faithful tensor ∗-functor into HilbI×Ircfd . Conversely, the 
results of this section assign to any semisimple rigid tensor C∗-category with hyperobject 
set I and faithful tensor ∗-functor into HilbI×Ircfd an I-partial compact quantum group 
with ﬁnite hyperobject set I . Let us now show that these two maps are inverses of each 
other, up to isomorphism/equivalence.
Fix now A = P (G ), and let B be the partial Hopf ∗-algebra with invariant integral 
constructed from Corepu,rcfd(A ) with its natural forgetful functor. Then we have a map 
B → A which piecewise goes from kmBln(a) = Hom( mV (a)n , kV (a)l )∗ to kmAln(a) sending 
f to (id⊗f)(Xa), where the (V (a), Xa) run over a maximal family of non-equivalent 
irreducible unitary corepresentations of A . It is easy to check from the deﬁnition of B
that this map is a morphism of partial Hopf ∗-algebras. By Corollary 2.24, it is bijective.
312 K. De Commer, T. Timmermann / Journal of Algebra 438 (2015) 283–324Conversely, let C be a semisimple rigid tensor C∗-category with hyperobject set I and 
faithful tensor ∗-functor F into HilbI×Ircfd . Let A be the associated partial Hopf ∗-algebra. 
For each irreducible ua ∈ C, let V (a) = F (ua), and
k
m(Xa)
l
n =
∑
i
e∗i ⊗ ei ∈ kmAln ⊗ HomC(Fmn(ua), Fkl(ua)),
where ei is a basis of HomC(Fmn(ua), Fkl(ua)) and e∗i a dual basis. From the deﬁnition 
of A it easily follows that each Xa is a unitary corepresentation for A . Clearly, Xa is 
irreducible. As the matrix coeﬃcients of the Xa span A , it follows that the Xa form 
a maximal class of non-isomorphic unitary corepresentations of A . Hence we can ﬁnd 
a unique equivalence C → Coreprcfd,u(A ) sending X to (F (X), XX) and such that 
ua → Xa. From the deﬁnitions of the coproduct and product in A , it is readily veriﬁed 
that the natural morphisms ι(klm)X,Y : Fkl(X) ⊗ Flm(Y ) → Fkm(X ⊗ Y ) turn it into a 
monoidal equivalence. 
4. Examples
4.1. Hayashi’s canonical partial compact quantum groups
Let C be a semisimple rigid tensor C∗-category. A semisimple module C∗-category
D consists of a semisimple C∗-category D and a bifunctor C × D → D with natural 
coherence maps such that the obvious module axioms are satisﬁed [33,28].
Choose a labeling I for a distinguished maximal set {ua} of mutually non-isomorphic 
irreducible objects of D. Then for a, b ∈ I, we can deﬁne
F (X) = ⊕a,bFab(X), Fab(X) = Hom(ua, X ⊗ ub), X ∈ C,
where Fab(X) is a Hilbert space (possibly zero) for the inner product 〈f |g〉 = f∗g. It is 
easy to check that one obtains in a natural way a tensor ∗-functor F from C to HilbI×Ircfd , 
where the rcfd condition follows from Hom(ua, X⊗ub) ∼= Hom(X⊗ua, ub), by Frobenius 
reciprocity. It is not necessarily faithful, as some 1α may act as the zero functor, but using 
duality one sees that the tensor functor will be faithful on the full tensor C∗-subcategory 
of all X with X ⊗ 1α ∼= 1α ⊗ X ∼= 0 whenever F (1α) = 0. The associated partial Hopf 
∗-algebra A(C,D) will be called the canonical partial compact quantum group associated 
with (C, D).
For example, given a faithful tensor ∗-functor F : C → HilbI×Ircfd and deﬁning D = HilbIfd
as the category of I-graded ﬁnite-dimensional Hilbert spaces V = ⊕k kV with
k (X ⊗ V ) = ⊕lFkl(X) ⊗ lV, X ∈ C, V ∈ HilbIfd,
we get back the reconstruction obtained in the previous section.
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the module structure coming from the tensor product of C. The associated partial Hopf 
∗-algebra AC coincides with Hayashi’s construction [16] in case C has only ﬁnitely many 
irreducible object classes.
As an example coming from compact quantum group theory, let G be a compact 
quantum group with ergodic action on a unital C∗-algebra C(X). Then the collection 
of ﬁnitely generated G-equivariant C(X)-Hilbert modules forms a semisimple module 
C∗-category over Repu(G), cf. [9].
4.2. Morita equivalence
Deﬁnition 4.1. Two partial compact quantum groups G and H with ﬁnite hyperobject set 
are said to be Morita equivalent if there exists a monoidal ∗-equivalence Repu,rcfd(G ) →
Repu,rcfd(H ).
In particular, if G and H are Morita equivalent they have the same hyperobject set, 
but they need not share the same object set.
Deﬁnition 4.2. A linking partial compact quantum group consists of a partial compact 
quantum group G deﬁned by a partial Hopf ∗-algebra A over a set I with a distinguished 
partition I = I1 unionsq I2 such that the idempotents 1
( i
j
)
=
∑
k∈Ii,l∈Ij 1
(
k
l
) ∈ M(A) are 
central, and such that for each r ∈ Ii, there exists s ∈ Ii+1 such that 1
( r
s
) = 0 (with 
the indices i considered modulo 2).
If A deﬁnes a linking partial compact quantum group G , we can split the total 
algebra A into four component algebras Aij = A1
( i
j
)
= 1
( i
j
)
A. It is readily veriﬁed that 
for equal indices, the Aii together with all Δrs with r, s ∈ Ii deﬁne themselves partial 
compact quantum groups Gi, called the corner partial compact quantum groups of G . It 
is clear from the conditions on a linking partial compact quantum group that the partial 
compact quantum groups G , G1 and G2 all share the same hyperobject set.
Proposition 4.3. Two partial compact quantum groups with ﬁnite hyperobject set are 
Morita equivalent iﬀ they arise as the corners of a linking partial compact quantum 
group.
Proof. Suppose ﬁrst that G1 and G2 are Morita equivalent partial compact quantum 
groups with associated partial Hopf ∗-algebras A1 and A2 over respective sets I1 and I2. 
Then we may identify their corepresentation categories with the same abstract tensor 
C∗-category C based over their common hyperobject set I . This C comes endowed with 
two forgetful functors Fi to HilbIi×Iircfd corresponding to the respective Ai.
With I = I1 unionsq I2, we can combine the Fi into a global (faithful) tensor ∗-functor 
F : C → HilbI×Ircfd , with F (X) = F1(X) ⊕ F2(X). Let A be the associated partial Hopf 
∗-algebra constructed from the Tannaka–Kre˘ın–Woronowicz reconstruction procedure.
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if either k, l or m, n do not lie in the same Ii. Hence the 1
( i
j
)
=
∑
k∈Ii,l∈Ij 1
(
k
l
)
are 
central.
Moreover, ﬁx k ∈ Ii and any l ∈ Ii+1 with k′ = l′. Then Nat(Fll, Fkk) = {0}. It 
follows that 1
(
k
l
) = 0. Hence A deﬁnes a linking partial compact quantum group. It is 
clear that A1 and A2 are the corners of A .
Conversely, suppose that A1 and A2 arise from the corners of a linking partial compact 
quantum group deﬁned by A with invariant integral φ. We will show that the associated 
partial compact quantum groups G and G1 are Morita equivalent. Then by symmetry G
and G2 are Morita equivalent, and hence also G1 and G2.
For (V, X ) ∈ Repu,rcfd(G ), let F (V, X ) = (W, Y ) be the pair obtained from (V, X )
by restricting all indices to those belonging to I1. It is immediate that (W, Y ) is a unitary 
corepresentation of A1, and that the functor F is a tensor ∗-functor from Repu,rcfd(G ) to 
Repu,rcfd(G1). What remains to show is that F is an equivalence of categories, i.e. that 
F is faithful, full and essentially surjective.
By assumption, the hyperobject set of a linking partial compact group coincides with 
the hyperobject sets of its corners. Hence, using the assumed rigidity, we obtain that F
is faithful since End(1) ∼= End(F (1)).
To complete the proof, it is suﬃcient to show that F induces a bijection between 
isomorphism classes of irreducible unitary corepresentations of A and of A1. Note that 
by Theorem 2.14 and Lemma 2.17, each such class can be represented by a restriction 
of the regular corepresentation of A or A1, respectively.
So, let (W, Y ) be an irreducible restriction of the regular corepresentation of A1. 
Pick a non-zero a ∈ mWn, deﬁne pV (a)q ⊆
⊕
k,l
k
pA
l
q as in (2.18) and form the regular 
corepresentation (V (a), X ) of A . Then pV (a)q = pW (a)q for all p, q ∈ I1 by Lemma 2.18
2. and hence F (V, X ) = (W, Y ). Since F is faithful, (V, X ) must be irreducible.
Conversely, let (V, X ) be an irreducible restriction of the regular corepresentation of 
A . Since F is faithful, there exist k, l ∈ I1 such that kVl = 0. Applying Corollary 2.24, 
we may assume that pVq ⊆ kpAlq for some k, l ∈ I1 and all p, q ∈ I. But then F (V, X )
is a restriction of the regular corepresentation of A1. If F (V, X ) would decompose into 
a direct sum of several irreducible corepresentations, then the same would be true for 
(V, X ) by the argument above. Thus, F (V, X ) is irreducible.
Finally, assume that (V, X ) and (W, Y ) are inequivalent irreducible unitary corep-
resentations of A . Then φ(C(V, X )∗C(W, Y )) = 0 by Corollary 2.31. Since φ is faithful 
by Corollary 2.24, C(V, X ) ∩ C(W, Y ) = 0, and hence C(F (V, X )) ∩ C(F (W, Y )) = 0. 
So F (V, X ) and F (W, Y ) are inequivalent. 
If G1 and G2 are Morita equivalent compact quantum groups, the total partial compact 
quantum group coincides with the co-groupoid G constructed in [1].
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Deﬁnition 4.4. A semisimple rigid linking tensor C∗-category consists of a semisimple 
rigid tensor C∗-category C with a distinguished partition I = I1 ∪I2 of its hyperobject 
set such that for each α ∈ I1, there exists β ∈ I2 with Cαβ = {0}.
The corners Ci of C are the full semisimple rigid tensor C∗-subcategories of objects X
with X ∼= 1i ⊗ X ⊗ 1i, where 1i = ⊕α∈Ii1α.
The following notion is essentially the same as the one by M. Müger [27].
Deﬁnition 4.5. Two semisimple rigid tensor C∗-categories C1 and C2 over respective sets 
I1 and I2 are called Morita equivalent if there exists a semisimple rigid linking tensor 
C∗-category C over the set I = I1 unionsqI2 whose corners are isomorphic to C1 and C2.
We say two partial compact quantum groups G1 and G2 with ﬁnite hyperobject set 
are weakly Morita equivalent if their representation categories Repu,rcfd(Gi) are Morita 
equivalent.
One can prove directly that this is indeed an equivalence relation, but it will follow 
indirectly from the discussion below.
The following notion is dual to that of linking partial compact quantum group.
Deﬁnition 4.6. A co-linking partial compact quantum group consists of a partial compact 
quantum group G deﬁned by a partial Hopf ∗-algebra A over an index set I, together 
with a distinguished partition I = I1 ∪ I2 such that 1
(
k
l
)
= 0 whenever k ∈ Ii and 
l ∈ Ii+1, and such that for each k ∈ Ii, there exists l ∈ Ii+1 with kkAll = 0.
It is again easy to see that if we restrict all indices of a co-linking partial compact 
quantum group to one of the distinguished sets Ii, we obtain a partial compact quantum 
group Ai which we will call a corner. If we write ei =
∑
k,l∈Ii 1
(
k
l
)
, we can decompose 
the total algebra A into components Aij = eiAej , and correspondingly write A in matrix 
notation A =
(
A11 A12
A21 A22
)
, where Aii = Ai.
Lemma 4.7. If A is a co-linking partial compact quantum group, then AijAjk = Aik.
Proof. It suﬃces to show A12A21 = A11. Take k ∈ I1, and pick l ∈ I2 with kkAll = {0}. 
Then in particular, we can ﬁnd an a ∈ kkAll with (a) = 1. Hence for any m ∈ I1, we 
have 1
(
k
m
)
= 1
(
k
m
)
a(1)S(a(2)) ∈ A12A21. Hence this latter space contains all local units 
of A11. As it is a right A11-module, it follows that it is in fact equal to A11. 
It follows that A11 and A22 are Morita equivalent algebras, where for non-unital 
algebras one can deﬁne Morita equivalence by asking for the existence of a (non-unital) 
linking algebra satisfying the conclusion of the previous lemma.
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exists a co-linking partial compact quantum group having these partial compact quantum 
groups as its corners.
Lemma 4.9. Co-Morita equivalence is an equivalence relation.
Proof. The idea is standard, and consists in concretely building the appropriate co-
linking partial compact quantum groups. Let us illustrate this for transitivity. In the 
proof, we write ∼ for the relation of co-Morita equivalence.
Let G1, G2 and G3 be three partial compact quantum groups with G1 ∼ G2 and G2 ∼ G3.
Then we can build a 3 by 3 matrix algebra A{1,2,3} =
⎛⎝A11 A12 A13A21 A22 A23
A31 A32 A33
⎞⎠ having 
in the upper left and lower right 2 by 2 corners the two co-linking partial compact 
quantum groups between resp. the partial compact quantum groups G1 and G2, and G2
and G3. For example, A13 is constructed as A12 ⊗A22 A23. It is straightforward to deﬁne 
a regular weak multiplier Hopf ∗-algebra structure on A{1,2,3} satisfying the conditions 
of Proposition 1.6 and restricting to the given structures on the 2 by 2 corners.
Let now φ be the functional which is zero on the oﬀ-diagonal entries Aij and which 
coincides with the invariant positive integrals on the Aii. Then it is readily checked that 
φ is invariant. To show that φ is positive, we invoke Remark 2.32. Indeed, any irreducible 
corepresentation of A{1,2,3} has coeﬃcients in a single Aij. For those i, j with |i − j| ≤ 1, 
we know that the corepresentation is unitarizable by restricting to a corner 2 × 2-block. 
If however the corepresentation X has coeﬃcients living in (say) A13, it follows from 
the identity A12A23 = A13 that the corepresentation is a direct summand of a product 
Y T©Z of corepresentations with coeﬃcients in respectively A12 and A23. This proves 
unitarizability of X . It follows from Remark 2.32 that φ is positive, and hence A{1,2,3}
deﬁnes a partial compact quantum group.
We claim that the subspace A{1,3} (in the obvious notation) deﬁnes a co-linking 
compact quantum group between G1 and G3. In fact, it is clear that the A11 and A33
are corners of A{1,3}, and that 1
(
k
l
)
= 0 for k, l not both in I1 and I3. To ﬁnish the 
proof, it is suﬃcient to show now that for each k ∈ I1, there exists l ∈ I3 with kkAll = 0, 
as the other case follows by symmetry using the antipode. But there exists m ∈ I2 with 
k
kA
m
m = {0}, and l ∈ I3 with mmAll = {0}. As in the discussion following Deﬁnition 4.6, 
this implies that there exists a ∈ kkAmm and b ∈ mmAll with (a) = (b) = 1. Hence 
(ab) = 1, showing kkAll = {0}. 
Proposition 4.10. Assume that two partial compact quantum groups G1 and G2 with ﬁnite 
hyperobject set are co-Morita equivalent. Then they are weakly Morita equivalent.
Proof. Consider the corepresentation category C of a co-linking partial compact quantum 
group A over I = I1 ∪ I2. Let ϕ: I → I be the partition of I along the hyperobject set. 
Then by the deﬁning property of a co-linking partial compact quantum group, also I =
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have that 1i⊗C⊗1i ∼= Repu,rcfd(Gi), since any (irreducible) unitary rcfd corepresentation 
of Ai is automatically also a(n irreducible) corepresentation of A .
Fix now α ∈ I1 and k ∈ α. As A is co-linking, there exists l ∈ I2 with kkAll = {0}. By 
Lemma 2.18 there exists a non-zero regular unitary corepresentation supported inside 
⊕m,n kmAln. If then l ∈ Iβ with β ∈ I2, it follows that Cαβ = 0. By symmetry, we also 
have that for each α ∈ I2 there exists β ∈ I1 with Cαβ = {0}. This proves that the C
forms a linking partial tensor C∗-category over I = I1 ∪I2. 
Proposition 4.11. Let C be a semisimple rigid linking tensor C∗-category over I = I1 ∪
I2. Let I be a set parametrizing a maximal family of non-equivalent irreducible unitary 
rcfd corepresentations C, and let I = I1 ∪ I2 be the partition of I corresponding to the 
one of I . Then the associated canonical partial compact quantum group is a co-linking 
partial compact quantum group over I = I1 ∪ I2.
To be clear, to a ∈ I one assigns the unique α ∈ I such that 1α ⊗ ua ∼= ua, and this 
provides the corresponding partition of I = I1 ∪ I2 = ∪α∈I Iα.
Proof. Let A = AC deﬁne the canonical partial compact quantum group with object set 
I. A fortiori, 1( ab ) = 0 if a and b are not both in I1 or I2.
Fix now a ∈ Iα for some α ∈ Ii. Pick β ∈ Ii+1 with Cαβ = {0}, and let (V, X ) be 
a non-zero irreducible unitary rcfd corepresentation inside Cαβ. Applying Lemma 2.13
with respect to the identity morphism, we get that there exists b ∈ Iβ with aVb = {0}. 
As ( ⊗ id) aaXbb = id aVb , we ﬁnd that aaAbb = 0. This proves that A deﬁnes a co-linking 
partial compact quantum group. 
Note that the corners of the canonical partial compact quantum group associated with 
the semisimple rigid linking tensor C∗-category are not the canonical partial compact 
quantum groups associated to the corners of the linking tensor C∗-category, the reason 
being that the canonical construction is based only on left tensor multiplication and does 
not ‘cut down on the right’. Rather, the two corner constructions will be related by a 
Morita equivalence.
Theorem 4.12. Two partial compact quantum groups G1 and G2 with ﬁnite hyperobject 
set are weakly Morita equivalent if and only if they are connected by a string of Morita 
and co-Morita equivalences.
Proof. Clearly if two partial compact quantum groups are Morita equivalent, they are 
weakly Morita equivalent. By Proposition 4.10, the same is true for co-Morita equiva-
lence. This proves one direction of the theorem.
Conversely, assume G1 and G2 are weakly Morita equivalent. Let C be a semisimple 
rigid linking tensor C∗-category between Repu,rcfd(G1) and Repu,rcfd(G2). Then the Gi
are Morita equivalent with the corners of the canonical partial compact quantum group 
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lent. 
5. Partial compact quantum groups from reciprocal random walks
5.1. Reciprocal random walks and the Temperley–Lieb category
In this section, we investigate a special class of partial compact quantum groups con-
structed from t-reciprocal random walks [9]. We ﬁrst recall this notion, slightly changing 
the terminology for the sake of convenience.
Deﬁnition 5.1. Let t ∈ R0. A t-reciprocal random walk consists of a quadruple (Γ, w, sgn, i)
where Γ = (Γ(0), Γ(1), s, t) is a graph with source and target maps s and t, where w is 
a weight function w: Γ(1) → R+0 and sgn a sign function sgn: Γ(1) → {±1}, and where i
is an involution e → e on Γ(1) interchanging source and target, satisfying for all e the 
weight reciprocality w(e)w(e¯) = 1, the sign reciprocality sgn(e) sgn(e¯) = sgn(t), and the 
random walk property 
∑
s(e)=v
1
|t|w(e) = 1 for all v ∈ Γ(0).
By [9, Proposition 3.1], there is a uniform bound on the number of edges leaving from 
any given vertex v, i.e. Γ has a ﬁnite degree. For examples of t-reciprocal random walks, 
we refer to [9].
Let now 0 < |q| ≤ 1, and let Tq be the Temperley–Lieb C∗-tensor category, which is 
the universal tensor C∗-category with irreducible unit and duality, generated by a single 
self-adjoint object X and duality morphism R: 1 → X ⊗ X satisfying
R∗R = |q| + |q|−1, (R∗ ⊗ idX)(idX ⊗R) = − sgn(q) idX .
Then if Γ = (Γ, w, sgn, i) is a −(q + q−1)-reciprocal random walk, we have a ∗-functor 
FΓ from Tq into HilbI×Ircfd with I = Γ(0), by sending X to the bigraded Hilbert space 
HΓ = l2(Γ(1)), where the Γ(0)-bigrading is given by δe ∈ s(e)HΓt(e), and R to the 
morphism
RΓ: l2(Γ(0)) → HΓ ⊗Γ(0) HΓ, RΓδv =
∑
e,s(e)=v
sgn(e)
√
w(e)δe ⊗ δe¯.
Note that HΓ is rcfd as Γ has ﬁnite degree. Up to equivalence, FΓ only depends upon 
the isomorphism class of (Γ, w), and is independent of the chosen involution or sign 
structure. Conversely, every tensor ∗-functor from Tq into HilbI×Ircfd for some set I arises 
in this way [8].
5.2. Partial compact quantum groups from reciprocal random walks
Let Γ = (Γ, w, sgn, i) be a −(q+ q−1)-reciprocal random walk. Let us denote by A (Γ)
the I-partial compact quantum group associated to the functor FΓ by the Tannaka–
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the associated algebra A(Γ) by generators and relations. We will write Γvw ⊆ Γ(1) for 
the set of edges with source v and target w.
Theorem 5.2. The ∗-algebra A(Γ) is the universal ∗-algebra generated by self-adjoint 
orthogonal idempotents 1
( v
w
)
for v, w ∈ Γ(0) and elements (ue,f )e,f∈Γ(1) where the ue,f ∈
s(e)
s(f)A(Γ)
t(e)
t(f) satisfy u∗e,f = sgn(e) sgn(f)
√
w(f)
w(e) ue¯,f¯ and
∑
t(g)=w
u∗g,eug,f = δe,f1
( w
t(e)
)
, ∀w ∈ Γ(0), e, f ∈ Γ(1), (5.1)
∑
s(g)=v
ue,gu
∗
f,g = δe,f1
(
s(e)
v
) ∀v ∈ Γ(0), e, f ∈ Γ(1). (5.2)
The partial Hopf ∗-algebra structure is given by Δvw(ue,f ) =
∑
s(g)=v
t(g)=w
ue,g ⊗ ug,f , 
ε(ue,f ) = δe,f and S(ue,f ) = u∗f,e.
Note that the sums in (5.1) and (5.2) are in fact ﬁnite, as Γ has ﬁnite degree.
Proof. Let (H, V ) be the generating unitary corepresentation of A(Γ) on H = l2(Γ(1)). 
Then V decomposes into parts kmV ln =
∑
e,f ve,f ⊗ Ee,f ∈ kmAln ⊗ B( mHn, kHl), where 
the Ee,f are the natural matrix units and with the sum over all e with s(e) = k, t(e) = l
and all f with s(f) = m, t(f) = n. By construction V deﬁnes a unitary corepresentation 
of A(Γ), hence the relations (5.1) and (5.2) are satisﬁed for the ve,f . Now as RΓ is an 
intertwiner between the trivial representation on C(Γ(0)) = ⊕v∈Γ(0)C and V T©Γ(0) V , we 
have for all v ∈ Γ(0) that
∑
e,f,g,h∈Γ(1)
t(f)=s(h),t(e)=s(g)
ve,fvg,h ⊗ ((Ee,f ⊗ Eg,h)RΓδv) =
∑
w
1
(w
v
)⊗ RΓδv, (5.3)
hence
∑
e,g,k
t(e)=s(g),s(k)=v
sgn(k)
√
w(k)
(
ve,kvg,k¯ ⊗ δe ⊗ δg
)
=
∑
w,k
s(k)=w
sgn(k)
√
w(k)
(
1
(w
v
)⊗ δk ⊗ δk¯) .
So if t(e) = s(g) = z, we have 
∑
k,s(k)=v sgn(k)
√
w(k)ve,kvg,k¯ = δe,g¯ sgn(e)
√
w(e)1
(
s(e)
v
)
. 
Multiplying to the left with v∗e,l and summing over all e with t(e) = z, we see from (5.1)
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√
w(f)
w(e) ve¯,f¯ holds. Hence the ve,f satisfy the universal re-
lations in the statement of the theorem. The formulas for comultiplication, counit and 
antipode then follow immediately from the fact that V is a unitary corepresentation.
Let us now a priori denote by B(Γ) the ∗-algebra determined by the relations 
(5.1), (5.2) and the relation for the adjoint as above, and write B(Γ) for the associ-
ated Γ(0) × Γ(0)-partial ∗-algebra induced by the local units 1( vw ). Write Δ(1( vw )) =∑
z∈Γ(0) 1
( v
z
) ⊗ 1( zw ) and Δ(ue,f ) = ∑g∈Γ(1) ue,g ⊗ ug,f , which makes sense in 
M(B(Γ) ⊗ B(Γ)) as the degree of Γ is ﬁnite. Then an easy computation shows that ∑
t(g)=w Δ(ug,e)∗Δ(ug,f ) = δe,fΔ(1
( w
t(e)
)
). Similarly, the analogue of (5.2) holds for 
Δ(ue,f ). As also the relation for the adjoint holds trivially for Δ(ue,f ), it follows that 
we can deﬁne a ∗-algebra homomorphism Δ: B(Γ) → M(B(Γ) ⊗ B(Γ)) sending ue,f
to Δ(ue,f ) and 1
( v
w
)
to Δ(1
( v
w
)
). Cutting down, we obtain maps Δvw: rtB(Γ)
s
z →
r
vB(Γ)
s
w ⊗ vt B(Γ)wz which are easily seen to satisfy Deﬁnition 1.5. Moreover, the Δvw are 
coassociative as they are coassociative on generators.
Let now Ev,w be the matrix units for l2(Γ(0)). Then one veriﬁes again directly from the 
deﬁning relations of B(Γ) that one can deﬁne a ∗-homomorphism ˜: B(Γ) → B(l2(Γ(0)))
sending 1
( v
w
)
to δv,w ev,v and ue,f to δe,f es(e),t(e). We can hence deﬁne a map : B(Γ) →
C such that ˜(x) = (x)ev,w for all x ∈ vvB(Γ)ww, and which is zero elsewhere. Clearly it 
deﬁnes a morphism on the partial algebra B(Γ). As  satisﬁes the counit condition on 
generators, it follows by partial multiplicativity that it satisﬁes the counit condition on 
the whole of B(Γ), i.e. B(Γ) is a partial ∗-bialgebra.
It is clear now that the ue,f deﬁne a unitary corepresentation U of B(Γ) on HΓ. More-
over, from (5.1) and the formula for u∗e,f we can deduce that RΓ: CΓ(0) → HΓ ⊗Γ(0) HΓ
is a morphism from C(Γ(0)) to U T©Γ(0) U in Corepu,rcfd(B(Γ)), cf. (5.3). From the 
universal property of Tq, it then follows that we have a tensor ∗-functor GΓ: Tq →
Corepu,rcfd(B(Γ)) with GΓ(X) = U . On the other hand, as we have a Δ-preserving 
∗-homomorphism B(Γ) → A(Γ) by the universal property of B(Γ), we have a strongly 
monoidal ∗-functor HΓ: Coreprcfd,u(B(Γ)) → Corepu(A (Γ)) = Tq which is inverse to 
GΓ. Since the commutation relations of A (Γ) are completely determined by the mor-
phism spaces of Tq, it follows that we have a ∗-homomorphism A (Γ) → B(Γ) sending 
ve,f to ue,f . This proves the theorem. 
We remark that for ﬁnite graphs with their canonical weights coming from the Perron–
Frobenius eigenvalues ([8, Section 3.1]), these partial compact quantum groups were 
considered in [14, Section 6].
5.3. Partial compact quantum groups from homogeneous reciprocal random walks
Let us now consider a particular class of ‘homogeneous’ −(q+q−1)-reciprocal random 
walks. Namely, assume that there exists a ﬁnite set T partitioning Γ(1) = ∪aΓ(1)a such 
that for each a ∈ T and v ∈ Γ(0), there exists a unique ea(v) ∈ Γ(1)a with source v. Write 
av for the range of ea(v). Assume moreover that T has an involution a → a¯ such that 
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v → a¯v. In particular, also for each w ∈ Γ(0) there exists a unique fw(a) ∈ Γ(1)a with 
target w.
Let us further denote wa(v) = w(ea(v)) and sgna(v) = sgn(ea(v)). Let again A(Γ) be 
the total ∗-algebra of the associated partial compact quantum group. Using Theorem 5.2, 
we have the following presentation of A(Γ): it is generated by self-adjoint mutually 
orthogonal idempotents 1
( v
w
)
and elements (ua,b)v,w := uea(v),eb(v) for a, b ∈ T and 
v, w ∈ Γ(0) with deﬁning relations (ua,b)∗v,w = sgnb(w)
√
wb(w)
sgna(v)
√
wa(v)
(ua¯,b¯)av,bw and
∑
a∈T
(ua,b)∗a¯v,w(ua,c)a¯v,z = δw,zδb,c1
( v
bw
)
,
∑
a∈T
(ub,a)w,v(uc,a)∗z,v = δb,cδw,z1
(w
v
)
.
The element (ua,b)v,w lives inside the component vwA(Γ)
av
bw.
Let us now consider M(A(Γ)), the multiplier algebra of A(Γ). For a function f on 
Γ(0) × Γ(0), write f(λ, ρ) = ∑v,w f(v, w)1( vw ) ∈ M(A(Γ)). Similarly, for a function f
on Γ(0) we write f(λ) =
∑
v,w f(v)1
( v
w
)
and f(ρ) =
∑
v,w f(w)1
( v
w
)
. We then write for 
example f(aλ, ρ) for the element corresponding to the function (v, w) → f(av, w).
We can further form in M(A(Γ)) the elements ua,b =
∑
v,w(ua,b)v,w. Then u = (ua,b)
is a unitary m × m matrix for m = #T . Moreover,
u∗a,b = ua¯,b¯
γb(ρ)
γa(λ)
, (5.4)
where γa(v) = sgna(v)
√
wa(v). We then have the following commutation relations be-
tween functions on Γ(0) × Γ(0) and the entries of u:
f(λ, ρ)ua,b = ua,bf(a¯λ, b¯ρ), (5.5)
where f(a¯λ, ¯bρ) is given by (v, w) → f(a¯v, ¯bw). Further, Δ(ua,b) = Δ(1) 
∑
c(ua,c ⊗uc,b). 
Note that the ∗-algebra generated by the ua,b is no longer a weak Hopf ∗-algebra when 
Γ(0) is inﬁnite, but rather one can turn it into a Hopf ∗-algebroid.
Remark 5.3. The weak multiplier Hopf algebra A(Γ) is related to the free orthogonal 
dynamical quantum groups introduced in [41] as follows. Denote by G the free group 
generated by the elements of T subject to the relation a¯ = a−1 for all a ∈ T . By 
assumption on Γ, the formula (af)(v) := f(a¯v) deﬁnes a left action of G on Fun(Γ(0)). 
Denote by C ⊆ Fun(Γ(0)) the unital subalgebra generated by all γa and their inverses 
and translates under G, write the elements of T ⊆ G as a tuple in the form ∇ =
(a1, a¯1, . . . , an, a¯n), and deﬁne a ∇ × ∇ matrix F with values in C by Fa,b := δb,a¯γa. 
Then the free orthogonal dynamical quantum group ACo (∇, F, F ) introduced in [41] is 
the universal unital ∗-algebra generated by a copy of C ⊗ C and the entries of a unitary 
∇ × ∇-matrix v = (va,b) satisfying
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for all f, g ∈ C and a, b ∈ ∇. The second equation can be rewritten as v∗
a¯,b¯
= va,b(γ−1a ⊗
γb). Comparing with (5.4) and (5.5), we see that there exists a ∗-homomorphism
ACo (∇, F, F ) → M(A(Γ)),
{
f ⊗ g → f(λ)g(ρ),
va,b → ua¯,b¯.
The two quantum groupoids are related by an analogue of the unital base changes con-
sidered for dynamical quantum groups in [41, Proposition 2.1.12]. Indeed, Theorem 5.2
shows that A(Γ) is the image of ACo (∇, F, F ) under a non-unital base change from C to 
Funf (Γ(0)) along the natural map C → M(Funf (Γ(0))).
5.4. Dynamical quantum SU (2) as a partial compact quantum group
As a particular example, take 0 < |q| < 1 and x > 0, and consider the graph with 
Γ(0)x = x|q|Z and Γ(1)x = {(y, z) | y/z ∈ {|q|, |q|−1}}. Endow Γ with the involution (y, z) →
(z, y), the weight w(y, z) = z+z−1y+y−1 and the sign sgn(y, z) = σμ if y/z = |q|μ, where σ+ = 1
and σ− = − sgn(q). Consider further the set T = {+, −} with the non-trivial involution, 
and label the edges (y, z) with μ if y/z = |q|μ. Write F (y) = |q|−1 |q|y+|q|−1y−1y+y−1 , and put 
α = F
1/2(ρ−1)
F 1/2(λ−1)u−− and β =
1
F 1/2(λ−1)u−+. Then our relations for the u,ν are equivalent 
to the commutation relations
αβ = qF (ρ − 1)βα αβ∗ = qF (λ)β∗α (5.6)
αα∗ + F (λ)β∗β = 1, α∗α + q−2F (ρ − 1)−1β∗β = 1, (5.7)
F (ρ − 1)−1αα∗ + ββ∗ = F (λ − 1)−1, F (λ)α∗α + q−2ββ∗ = F (ρ), (5.8)
f(λ)g(ρ)α = αf(λ + 1)g(ρ + 1), f(λ)g(ρ)β = βf(λ + 1)g(ρ − 1). (5.9)
These are precisely the commutation relations for the dynamical quantum SU(2)-group 
as in [24, Deﬁnition 2.6], except that the precise value of F has been changed by a shift 
in the parameter domain. The (total) coproduct on Ax also agrees with the one on the 
dynamical quantum SU (2)-group. Note that the case of q a root of unity case was con-
sidered in [20, Section 5], see also [18,10] for generalizations to higher rank (in resp. the 
unitary and non-unitary case).
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