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Spin qubits involving individual spins in single
quantum dots (QDs) or coupled spins in double
quantum dots (DQDs) have emerged as potential
building blocks for quantum information process-
ing applications[1–4]. It has been suggested that
triple quantum dots (TQDs) may provide addi-
tional tools and functionalities. These include the
encoding of information to either obtain protec-
tion from decoherence or to permit all-electrical
operation [5], efficient spin busing across a quan-
tum circuit [6], and to enable quantum error
correction utilizing the three-spin Greenberger-
Horn-Zeilinger quantum state. Towards these
goals we demonstrate for the first time coherent
manipulation between two interacting three-spin
states. We employ the Landau-Zener-Stu¨ckelberg
[7, 8] (LZS) approach for creating and manipulat-
ing coherent superpositions of quantum states [9].
We confirm that we are able to maintain coher-
ence when decreasing the exchange coupling of
one spin with another while simultaneously in-
creasing its coupling with the third. Such control
of pairwise exchange is a requirement of most spin
qubit architectures [10] but has not been previ-
ously demonstrated.
Following the spin qubit proposal by Loss and DiVin-
cenzo [10] and the electrostatic isolation of single spins
in QDs [11] and DQDs [12], coherent manipulation was
demonstrated in two-level systems based on single-spin
up and down states [2] as well as two-spin singlet and
triplet states [1]. Here we demonstrate coherent manip-
ulation of a two-level system based on three-spin states.
We employ the TQD device layout shown in Fig. 1(a)
consisting of multiple metallic gates on a GaAs/AlGaAs
heterostructure. The gates are used to electrostatically
define three QDs in series within a two-dimensional elec-
tron gas 110 nm below the surface. The QDs are sur-
rounded by two quantum point contact charge detectors
(QPCs) [13]. The QPC conductance identifies the num-
ber of electrons in each QD and its derivative with respect
to a relevant gate voltage maps out the device configura-
tion stability diagram. We tune the device to the qubit
operating electronic configuration, (NL,NC,NR)=(1,1,1),
between two spin-to-charge conversion regimes (1,0,2)
and (2,0,1), where L, C, and R refer to the left, centre,
and right QDs respectively. The detuning, , controls the
energy difference between configurations (1,0,2), (1,1,1),
and (2,0,1). The exchange coupling, J , depends upon 
and the tunnel couplings.
In this paper we concentrate on two scenarios. In the
first one, at each point in the stability diagram the ex-
change coupling to the centre spin from one or both of
the edge spins is minimal (i.e. one edge spin resembles
a passive spectator). This configuration is used as a
control to confirm that our device maps onto two-spin
results in this limit [9]. In the second scenario a true
three-interacting-spin regime is achieved. (Results from
a third intermediate regime are shown in the Supplemen-
tary Information.)
The energy level spectrum of a TQD [14] consists of
quadruplets Q with total spin S=3/2 separated by the
Zeeman energy in a magnetic field and doublets ∆′ and
∆ with S=1/2. The two states of our qubit consist of
one of the quadruplets, Q3/2, and one of the doublets,
∆′1/2, where
|Q3/2〉 = |↑↑↑〉
|∆′1/2〉 = (−JLC+JRC+Ω)|↑↑↓〉−(JRC+Ω)|↑↓↑〉+JLC |↓↑↑〉√4Ω2+2Ω(2JRC−JLC)
with Ω =
√
J2LC + J
2
RC − JLCJRC , and where JLC
(JRC) is the exchange coupling between the left (right)
and centre spins. (Other three-spin states are described
in more detail in the Supplementary Information.)
Figure 1(b) illustrates the three-spin energy spectrum
as a function of detuning [zero detuning is defined as the
centre of the (1,1,1) regime as shown]. Experimentally we
can tune the (1,1,1) region size by using gate C primarily
[15]. The eigenvalues of the four lowest states relevant for
our experiments are:
EQ1/2
= −EZ/2
E∆1/2
= −(JLC + JRC − Ω + EZ)/2
EQ3/2
= −3EZ/2
E∆′1/2
= −(JLC + JRC + Ω + EZ)/2
The hyperfine interaction [16] couples the state ∆′1/2 to
the state Q3/2 (Q1/2) at their anticrossing (asymptotic
approach), see Fig. 1(c). (Q1/2 and ∆1/2 are also hyper-
fine coupled.) Figure 1(c) also illustrates the two types
of experiment we describe in this paper. With the sin-
gle anticrossing (SA) pulse based upon the methodology
in Ref. [9], the system starts in the ∆′1/2 state in the
(2,0,1) region [or (1,0,2)] and then a pulse is applied to
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FIG. 1: Device, three-spin states spectrum, and spin arch.
(a) Electron micrograph of a device identical to the one measured.
Gates 1 and 2 are connected to high frequency lines for the ap-
plication of fast voltage pulses (δV1,δV2) in addition to DC volt-
ages (V1,V2). Gate C tunes the (1,1,1) region size by shifting
the centre dot addition line. (b) Calculated energies vs. detun-
ing  for the three-spin states for a 22-mV-wide (1,1,1) region
(i.e. |+ − −|=22 mV), neglecting the hyperfine interaction. The
Zeeman splitting, Ez , originates from an applied 60 mT field. The
detuning line is describing a −45◦ angle with respect to the V1 axis
in the V1-V2 plane. The states shown in grey are split by the
tunnel couplings TRC and TLC (not drawn to scale) from the ∆
′
states. The ∆′
1/2
state is also drawn for a midsized (1,1,1) region
(green dash-dotted line) and for a narrow (1,1,1) region (green dot-
ted curve). (c) Calculated energy diagram including the effect of
hyperfine interaction resulting from the proximity of the four low-
est energy three-spin states with Sz > 0 (states with Sz <0 are
excluded for simplicity). Dotted red circles indicate pairs of states
coupled by the hyperfine interaction. The dotted red circle at =0
represents the hyperfine interaction between ∆′
1/2
and Q1/2 (the
meaning of the remaining dotted red circles is clear). The single
∆′
1/2
-Q3/2 anticrossing (SA) and double ∆
′
1/2
-Q3/2 anticrossing
(DA) pulses are drawn. (d) Numerical derivative of the left QPC
conductance with respect to V2 in the presence of a pulse across
the charge transfer line between (2,0,1) and (1,1,1) for a 9-mV-wide
(1,1,1) region . The extent of the (1,1,1) region along the detuning
line (approximately joining the centers of the two charge transfer
lines) is measured by a projection onto the gate voltage axis that
is on the same side as the QPC detector used in the measurement.
It is the resulting gate voltage range that is set equal to |+ − −|,
and this is used for comparison between regimes of (1,1,1) regions
with different widths. Black is low, orange is medium, and yellow is
high. The pulse shape is in the Supplementary Information. The
detuning line makes a −51.3◦ angle with respect to the V1 axis
in the V1-V2 plane, permitting both sides of the spin arch to be
observed. The dashed line is the theoretical fit (with detuning-
dependent interdot couplings included).
reach the (1,1,1) regime. The pulse rise time (see supple-
mentary information) ensures that Landau-Zener (LZ)
tunneling creates a coherent superposition of Q3/2 and
∆′1/2 on passage through the anticrossing. After a state
evolution time, τ , the pulse steps down, completing the
spin interferometer on the return passage through the
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FIG. 2: LZS oscillations from the two ∆′
1/2
-Q3/2 qubits
for a wide (1,1,1) region. The data in figure (a) and (b) are
taken with the right QPC and (c) and (d) with the left QPC.
(a) [c] Numerical derivative of the right [left] QPC conductance
with respect to detuning along V1 [V2] illustrating LZS oscillations
vs. pulse duration τ across the (1,0,2) [(2,0,1)] to (1,1,1) charge
transfer line at B=60 mT. Black is low, red is medium, and yellow
is high. |+− −|=27 mV along V1 [|+− −|=41.5 mV along V2].
In (a), both V2 and V1 are swept in order to detune parallel to the
pulse direction in the V1-V2 plane. (b and d) Probability of ending
in the ∆′
1/2
state as a function of τ with fits for T*2. (b) [d] The
pulse goes from (1,0,2) [(2,0,1)] to (1,1,1) and |+ − −|∼50 mV
along V1 [|+ − −|=27 mV along V2]. The experimental data are
shown as points, while the theoretical fits are shown as red lines.
The values of T*2 extracted from the single parameter fit to the LZS
model are indicated.
anticrossing. The probability of the ∆′1/2 state occupa-
tion, P∆′1/2
, is directly obtained by this projection back
into the (2,0,1) [or (1,0,2)] regime, where the required
spin-to-charge information conversion is achieved by the
Pauli Blockade [17] of the Q3/2 state. An experiment
with a double anticrossing (DA) pulse is also illustrated
in Fig. 1(c). The sequence is similar with the important
distinction that a larger pulse enables LZ tunneling pro-
cesses through both anticrossings before again projecting
back in the (2,0,1) regime having passed through both
anticrossings twice. Important calibration information is
obtained if the pulse time is longer than the coherence
time, i.e. τ>T*2, where the mixing at the ∆
′
1/2-Q3/2 an-
ticrossing is detected independently of coherence effects.
Figure 1(d) plots this against magnetic field for a 9-mV-
wide (1,1,1) regime midway between the narrow and wide
(1,1,1) regimes. The two anticrossings form a “spin arch”
which is used to extract the coupling parameters for the
model.
The distinction between our two regimes is now clear.
In the case of a wide (1,1,1) region, close to zero detuning,
both JLC and JRC ∼ 0, so E∆′1/2≈E∆1/2≈EQ1/2 . Away
from zero detuning only two of the spins are coupled:
right-centre (left-centre) at negative (positive) detuning.
Experiments using DA pulses in this regime involve cou-
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FIG. 3: Coherent three-spin state manipulation with a
narrow (1,1,1) region (a) Stability diagram in the presence of a
pulse [drawn as a white line for a given (V1,V2)], showing coherent
LZS oscillations in the (2,0,1) region with features parallel to both
charge transfer lines. The color map (black is low, red is medium,
and yellow is high) corresponds to the numerical derivative of the
left QPC conductance with respect to V2 in the presence of a pulse
across the charge transfer line between (2,0,1) and (1,1,1). The
(1,1,1) region is tuned to a width of ∼5 mV with gate C. B=25 mT.
The stability diagram also shows LZS oscillations involving (2,0,2)
and (1,1,2). (b) Calculated dP∆′
1/2
/dV2 map zooming mainly into
the (2,0,1) region of the stability diagram from (a). The dashed line
shows where the addition line is expected, although it is not part of
the calculation. B=40 mT. (c and d) Traces of dP∆′
1/2
/dV2 vs. τ .
The data points in (c) [d] are extracted from Fig. 4(b) (40 mT)
at V2=-1.0751 V (white line) [-1.074 V (blue line)]. The fits (red
lines) use B=60 mT. The values of T*2 extracted from the fits are
indicated.
pling to not only Q3/2 but also to Q1/2. Thus this regime
is not suitable for a two-level system involving three in-
teracting spins. As a control experiment, however, in
Fig. 2 we plot the coherent LZS oscillations obtained in
this regime for both positive and negative detuning with
a SA pulse. These compare to the first LZS experimental
results with DQDs from [9] later described theoretically
in [18, 19]. The degree of LZ tunneling, i.e. the relative
size of A and B in the coherent A
∣∣∣∆′1/2〉+Beiφ(t) ∣∣∣Q3/2〉
state, depends upon the speed, v, through the anticross-
ing: PLZ=e
− 2pi∆2h¯v , where 2∆ is the energy splitting at
the anticrossing. The visibility of the oscillations is a
balance between this speed and T*2. For an infinite T
*
2,
a rise time ∼0.2 µs would produce a 50/50 superposition
(see also [9]). Experimentally it is found that a 6.6 ns
pulse rise time (or 3.3 ns Gaussian time constant) leads
to oscillations with the highest visibility. The T*2, ob-
tained from a single parameter fit to the data, ranges
from 5 to 18 ns, consistent with previous DQD experi-
ments where T*2 was limited by fluctuations in the nuclear
field environment [1].
In Figures 3 and 4 we show results for experiments
with DA pulses in a narrow (1,1,1) regime, where JLC
and JRC are finite throughout and two well-defined qubit
states exist between the two anticrossings (i.e. simula-
tions based on experimentally extracted parameters con-
firm that ∆′1/2 has moved far enough below the Q1/2 state
that no experimental features are related to interactions
with the Q1/2 state). The energy level diagrams for this
regime are shown in Fig. 4(a). The stability diagram,
measured in the presence of a fixed amplitude DA pulse
at 25 mT, is shown in Fig. 3(a). The results reveal LZS
resonances parallel to both charge transfer lines, consis-
tent with theoretical simulations [Fig. 3(b)] and confirm-
ing that coherence is maintained as the ∆′1/2 state is
transformed from one dominated by coupling between
left and centre spins to one dominated by right and cen-
tre spins, effectively demonstrating coherent pairwise ex-
change control.
To gain further insight, Fig. 4(b) and (c) show exper-
imental and theoretical plots of the pulse duration de-
pendence of LZS oscillations at different magnetic fields.
Two boundaries marked with horizontal white dashed
lines can be observed at fields above 25mT. The region
between the boundaries corresponds to the regime be-
tween the two anticrossings, while the resonances corre-
spond to LZS oscillations. It can be seen (e.g. curved
dotted lines) that the resonances double back on them-
selves. This is a direct observation of tracking the reso-
nance across the maximum in the ∆′1/2 vs. detuning curve
[see Fig. 4(a) and Fig. 1(b)]. We speculate that operat-
ing at this spot may provide more protection from charge
noise, as the energy levels become locally flat vs. detun-
ing.
While the frequency of coherent oscillations grows with
field, due to the increased spacing between the two qubit
levels, it appears as if the experiment and theory differ by
20 mT for experimental data at 40 mT and by 15 mT for
data at 25 mT. We attribute this to a dynamic nuclear
polarization effect (DNP) [20]. To make this quantitative
we extract horizontal slices in Fig. 4(b) at 40mT (blue
and white lines) and fit them to obtain T*2. The data are
consistent with a 20 mT DNP effect. It is found exper-
imentally that the values of T*2 for the three-spin qubit
experiments in Fig. 3(c,d) (8 to 15 ns) are within error
identical to the values from the two-spin qubit experi-
ments. This is consistent with T*2 being dominated by lo-
cal uncorrelated nuclear field fluctuations since both sets
of qubit states differ by the same total spin [21]. Finally
we note that we also observe a resonance beyond the sec-
ond anticrossing marked with a white spot in Fig. 4(b).
This is a non-trivial feature corresponding to a resonance
condition of two interacting spin interferometers, one be-
tween the two anticrossings and a second, beyond the
second anticrossing.
In conclusion, we have demonstrated coherent control
of a qubit based on three-interacting-spin states. We
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FIG. 4: Magnetic field dependence of coherent three-spin state manipulation with a narrow (1,1,1) region. (a) Energy
spectra for the three-spin states for different magnetic fields. The color code for the states is the same as in Fig. 1(b). From left to
right we have: B=5 mT and |+ − −|=3.9 mV; B=25 mT and |+ − −|=5.1 mV; B=40 mT and |+ − −|=5.6 mV; and B=60 mT
and |+ − −|=4.6 mV. (b) Coherent oscillations shown in the τ -V2 plane as the numerical derivative of the left QPC conductance with
respect to V2 (black is low, red is medium, and yellow is high) in the presence of a pulse across the charge transfer line between (2,0,1) and
(1,1,1). The (1,1,1) region is tuned to a width of ∼5 mV with gate C. V1 is swept proportionally to V2 in order to detune parallel to the
pulse direction. The magnetic field and (1,1,1) region sizes from left to right are as in (a). The white dot in the B=40 mT map indicates
a coherent oscillation resulting from a DA pulse reaching past the far ∆′
1/2
-Q3/2 anticrossing. (c) Calculated dP∆′
1/2
/dV2 maps (black is
low, red is medium, and yellow is high) in the τ - plane for the same experimental settings as for the panels in (b). The magnetic field and
(1,1,1) region sizes from left to right are as in (a). No dephasing is included to keep the fringes clearer. The very rapid oscillations in the
upper right corner of the figures are an artefact due to the large exchange energy past the far ∆′
1/2
-Q3/2 anticrossing. At B=5 mT, the
anticrossings have merged, so there is only one boundary in the diagram (white dashed line). At B=60 mT, two ∆′
1/2
-Q3/2 anticrossings
are recovered (see the two white dashed lines). At B=25 mT, for both theory and experiment, dotted white curves are drawn as a guide
to the eye for the peak of an oscillation in between the two ∆′
1/2
-Q3/2 anticrossings. We note that a small dynamical nuclear polarisation
(DNP) effect [20] is present which depends on the size of the (1,1,1) region, details of pulse shape, and pulse orientation. In (b) and (c) (25
and 40 mT), it is found that a DNP ∼20 mT is required to properly describe the period of oscillations. This is why the stability diagram
in Fig. 3(b) is calculated at 40 mT rather than 25 mT, and why the fits in Fig. 3(c,d) are calculated at 60 mT instead of 40 mT.
have confirmed that there is no detectable change in the
coherence time in the three-spin experiments compared
to the two-spin experiments. We have realized the pair-
wise control of exchange for a three-spin system by puls-
ing the detuning energy of a triple quantum dot. The
same technique should carry over when more quantum
dots are added in series to increase the number of qubits.
Pairwise control of exchange, as demonstrated here, will
then be useful for building complex quantum algorithms
based on electron spin qubits in quantum dots.
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SUPPLEMENTARY INFORMATION
METHODS AND BACKGROUND
The device is fabricated on a GaAs/AlGaAs het-
erostructure grown by molecular beam epitaxy with
a density of 2.1×1011 cm−2 and a mobility of
1.72×106 cm2/Vs. Ohmic contacts are used to contact
the two-dimensional electron gas (2DEG) located 110 nm
below the surface. TiAu gate electrodes are patterned by
electron-beam lithography to allow electrostatic control
of the triple quantum dot (TQD). Two gates are used
to define quantum point contacts (QPCs) used as charge
detectors on the left and right of the TQD.
Charge detection measurements are made by measur-
ing either the left or right QPC conductance with a lock-
in technique using a typical root-mean-square modula-
tion in the 0.05-0.1 mV range. The QPC detector con-
ductance is tuned to below 0.1 e2/h. High frequency
pulses from two synchronized Tektronix AWG710B are
applied via a bias-tee. The pulse of duration τ is typically
≤25 ns and the waveform is typically repeated every 2 to
5 µs. In most cases, the pulse rise times are controlled by
passing the programmed rectangular pulses through low-
pass filters internal to the AWG710B or through external
Mini-Circuits SBLP filters. Typical rise times are 6.6 ns.
In other cases, we use no filters, but we program pulses
that are the convolution of a rectangular pulse with a
Gaussian (see Fig. 5). The details for the pulses used in
the experiments are in Table I.
The device is bias-cooled in a dilution refrigerator with
0.25 V on all gates. Once cold, suitable gate voltages are
applied to the gates to form the TQD potential.
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FIG. 5: Calculated pulse shapes for pulse duration τ=10 ns after
Gausian convolution, leading to rise times of 6.6, 3.5, and 0.4 ns.
The charge detection stability diagram is shown in
Fig. 12(a) for a 9-mV-wide (1,1,1) region. We focus on co-
herent spin manipulation between the three-electron spin
states of the (1,0,2), (1,1,1), and (2,0,1) electronic charge
configurations. The dashed line illustrates a possible line
of detuning, . The detuning controls the energy differ-
ence between electronic configurations with the same to-
tal electron number that differ only by one charge trans-
fer between adjacent dots. The detuning is increased
by increasing V1 and decreasing V2 to stay along the
dashed line in Fig. 12(a). We express the detuning in
millivolts along V1 and/or V2, but energies can be ob-
tained by using the appropriate lever arms obtained from
capacitance ratios and sweep angle in the stability di-
agram. At  < −, we have µ102 < µ111 < µ201, so
(1,0,2) is the ground state [µNLNCNR denotes the elec-
trochemical potential of the (NL,NC,NR) electronic con-
figuration]. At  = −, we have µ102 = µ111 < µ201.
This is the location of the stability diagram called the
charge transfer line between (1,0,2) and (1,1,1), where
a single charge is transferred from the right dot to the
centre dot. When − <  < +, we have µ111 < µ102 and
µ111 < µ201, so (1,1,1) is the ground state. At  = +,
we have µ111 = µ201 < µ102, i.e. the charge transfer line
between (1,1,1) and (2,0,1). Finally, at  > +, we have
µ201 < µ111 < µ102, so (2,0,1) is the ground state. We
assign =0 to the middle of the (1,1,1) region, and we
define the size of the (1,1,1) region as |+− −| once pro-
jected onto the gate voltage axis on the same side as the
QPC detector used in the measurement.
In the limit of large ||, the ground state has a dou-
ble electron occupation on one of the edge dots (left or
right) and a spectator electron on the other edge dot
(right or left). This double occupation reflects itself in a
large singlet-triplet energy for the doubly occupied dot
due to the onsite Coulomb repulsion and the orbital en-
ergy cost. If || is reduced, the charge spreads via hy-
bridization with the centre dot orbital due to the tunnel
6Figure |+ − −| (δV1, δV2) Duration τ Period Tm Rise time Filtered Numerically convoluted
(mV) (mV) (ns) (µs) (ns)
1d 9.0 (-8.8,11) 16 2 6.6 Yes No
2a 27 (4.0,-1.7) 1-16 2 6.6 Yes No
2c 41.5 (-4.11,7) 1-16 2 6.6 Yes No
2b, 9a 50 (4.0,-1.7) 0-25 5 6.6 Yes No
2d, 9b 27 (-3.75,6.6) 0-25 5 5.3 Yes No
3a 5 (-5.4,6) 16 2 6.6 No Yes
3c,d, 4b (40 mT) 5.6 (-5,4.6) 0-25 2 6.6 No Yes
4b (5 mT) 3.9 (-5.4.6) 0-25 2 6.6 No Yes
4b (25 mT) 5.1 (-5.4.6) 0-25 2 6.6 No Yes
4b (60 mT) 4.6 (-5.4.6) 0-25 2 6.6 No Yes
7a, 8b (left) 50 (4.0,-1.7) 100 5 6.6 Yes No
7b, 8b (right) 27 (-3.75,6.6) 100 5 3.3 Yes No
10 (top) 24 (4.0,-1.7) 0-25 5 6.6 Yes No
11 34 (-3.75,6.6) - 10 0.4 No No
12a,b 9 (-8,10) 16 2 6.6 Yes No
12c 9 (-8,10) 1-16 2 6.6 Yes No
13 9 δV1=-0.8δV2 10 2 6.6 Yes No
TABLE I: Pulse details for the experiments.
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FIG. 6: Calculated energy diagrams showing the detuning dependence of JTQD, JLC , and JRC . The exhange couplings increase when
the size of the (1,1,1) region, |+ − −|, decreases. (a) Wide (1,1,1) region: |+ − −|=22 mV. (b) Medium (1,1,1) region: |+ − −|=9 mV
(c) Narrow (1,1,1) region: |+ − −|=5.1 mV.
coupling between the edge dot and the centre dot. The
Coulomb repulsion and the orbital energy cost both de-
crease, hence the smaller singlet-triplet energy difference
when || is small [3]. We label the singlet-triplet energies
for the two pairs of adjacent dots as JLC and JRC . These
are often called “exchange energies.” Their detuning de-
pendence, assuming that significant charge hybridization
is possible only between at most one pair of dots (which
is valid for a large enough |+− −|), is given by Ref. [14]
as
JLC
α˜LC
= (− +)/2 +
√
[(− +)/2]2 +
(
TLC
α˜LC
)2
(1)
JRC
α˜RC
= (− − )/2 +
√
[(− − )/2]2 +
(
TRC
α˜RC
)2
(2)
where TLC and TRC are the left-centre and right-centre
interdot tunnel couplings respectively, and the α˜’s are ef-
fective lever arms. Eqns. (1) and (2) lead to JLC(+) =
TLC and JRC(−) = TRC , as expected. (We use the op-
posite convention for + and − as compared to Ref. [14]).
In cases where |+ − −| is not large enough to ap-
proximate the system as two pairs of dots, we need to
7generalize the singlet-triplet energy by passing from the
double dot, two-spin language where S, T+, and T0 play
a role [1, 9] to the triple dot, three-spin language. Three
spin-1/2 electrons can combine into quadruplets Q with
total spin S=3/2 and doublets ∆′ and ∆ with S=1/2
[14]. The generalized singlet-triplet energy that we are
after is given by the energy difference between Q1/2 and
∆′1/2. We label this energy as JTQD and its expression,
reproduced from Ref. [14], is given by
JTQD =
JLC + JRC +
√
J2LC + J
2
RC − JLCJRC
2
(3)
This expression has the expected two-spin limits if one
of the exchange couplings is negligible. We show the
calculated JTQD(), along with JLC() and JRC() in
Fig. 6 for the case of 22-, 9-, and 5.1-mV-wide (1,1,1)
regimes.
The LZS oscillations in the ∆′1/2 probability, P(∆
′
1/2),
are measured using standard spin-to-charge conversion
techniques [17]. Indeed, the QPC conductance mea-
surement reveals whether the electronic configuration is
(1,0,2), (2,0,1), or (1,1,1). If the measurement point is in
the (2,0,1) region, the conductance G will be G201 after
long periods of time, as (2,0,1) is the ground state in this
region. (We rely upon the finite relaxation time T1 in the
spin-to-charge conversion regimes to achieve partial ini-
tialization.) Pulsing through the ∆′1/2-Q3/2 anticrossing
in the (1,1,1) region for a duration τ allows the creation
of a superposition of three-spin states. Immediately af-
ter the pulse, back in the (2,0,1) region, the system has a
finite probability of being in a (1,1,1) charge state, such
as Q3/2, Q1/2, or ∆1/2. Without a spin flip, these states
cannot make the charge transfer back to (2,0,1), as the
energy cost would be too large. The only state that can
get from (1,1,1) to (2,0,1) is ∆′1/2. The way the spin-
to-charge conversion reveals P(∆′1/2) is that ∆
′
1/2 cor-
responds to the (2,0,1) charge state at G=G201, while
Q3/2, Q1/2, and ∆1/2 correspond to the (1,1,1) charge
state at G=G111. QPC conductance signals originating
from an average over about a million pulses such that
G201<G<G111 are linearly mapped to a finite P(∆
′
1/2)
between 1 and 0.
THEORETICAL FRAMEWORK
Based on Ref. [14], the Hamiltonian for a system of
three electron spins in the presence of a magnetic field
along zˆ is:
H = JLC
(
~SL · ~SC − 1
4
)
+ JRC
(
~SR · ~SC − 1
4
)
− Ez(SzL + SzC + SzR) (4)
where Jij is the exchange interaction between spins in
dots i and j, ~Si is the spin in dot i, EZ is the Zeeman en-
ergy, and α˜LC and α˜RC are effective lever arms from ca-
pacitance ratios and pulse angle in the V1-V2 plane that
allow the conversion from detuning  in gate voltage units
of mV into energy in µeV. According to Ref. [14], the
three-spin system is characterized by eight eigenvectors,
which are divided into two subgroups by the exchange en-
ergy: four quadruplet states Q with a total spin S = 3/2
(Sz = ±3/2,±1/2) and two pairs of doublet states ∆ and
∆′ with a total spin S = 1/2 (Sz = ±1/2).
We refer the reader to Ref. [14] for the complete list
of eigenstates and eigenvalues, and we write down only
those that play a role in the main text:
|Q1/2〉 = 1√
3
(|↑↑↓〉+ |↑↓↑〉+ |↓↑↑〉) (5)
|∆1/2〉 = 1√
4Ω2 + 2Ω(JLC − 2JRC)
((JLC − JRC + Ω)|↑↑↓〉+ (JRC − Ω)|↑↓↑〉 − JLC |↓↑↑〉) (6)
|Q3/2〉 = |↑↑↑〉 (7)
|∆′1/2〉 =
1√
4Ω2 + 2Ω(2JRC − JLC)
((−JLC + JRC + Ω)|↑↑↓〉 − (JRC + Ω)|↑↓↑〉+ JLC |↓↑↑〉) (8)
8where Ω =
√
J2LC + J
2
RC − JLCJRC and the eigenvalues are:
EQ1/2
= −EZ/2 (9)
E∆1/2
= −(JLC + JRC − Ω + EZ)/2 (10)
EQ3/2
= −3EZ/2 (11)
E∆′1/2
= −(JLC + JRC + Ω + EZ)/2 (12)
In the limits of large ||, the ∆′1/2 (∆1/2) doublet state
evolves to the D′1/2 (D1/2) and D¯
′
1/2 (D¯1/2) states of
Ref. [14], which involve a two-spin singlet or triplet plus
a spectator (decoupled) spin-1/2.
Following the terminology of Ref. [14] the Hamilto-
nian for the Landau-Zener-Stu¨ckelberg (LZS) model in
the ∆′1/2-Q3/2 system is:
H =
 EQ3/2 Γ∆′,Q3/2
Γ∗∆′,Q3/2 E∆′1/2
 (13)
where the off-diagonal term Γ∆′,Q3/2 is the ∆
′
1/2 − Q3/2
coupling originating from the hyperfine interaction be-
twen the electron spins and the nuclear spins via the xˆ
and yˆ components of the Overhauser field gradients be-
tween the dots. This Hamiltonian is equivalent in the
limit of weak “spectator dot” coupling to the two-spin
Hamiltonian in the S-T+ basis described in Ref. [16].
For situations in which the (Q1/2,∆1/2) states play a
role we use a Hamiltonian of the form:
H =

EQ1/2
Γ∆,Q1/2 0 Γ∆′,Q1/2
Γ∗∆,Q1/2 E∆1/2 0 0
0 0 EQ3/2
Γ∆′,Q3/2
Γ∗∆′,Q1/2 0 Γ
∗
∆′,Q3/2 E∆′1/2
 (14)
The (Γ∆′,Q1/2 ,Γ∆,Q1/2) couplings are due to the zˆ compo-
nent of the Overhauser field gradients between the dots.
The coupling Γ∆′,∆ is set to zero for spin conservation.
This Hamiltonian is equivalent in the limit of weak “spec-
tator dot” coupling to the two-spin Hamiltonian in the
S-T+-T0 basis.
Note that the magnitudes of the off-diagonal coupling
elements are empirically fitted to the observed magnitude
of the LZS oscillations. This has no significant effect on
the period of the LZS oscillations. The couplings are
typically ∼ 0.1-0.2 µeV (see Table II for the numerical
values used in the calculations).
The time evolution of the density matrix ρ is calculated
from the initial state at large detuning where probability
P∆′1/2
=1, as described by the following equation:
dρ
dt
= i [ρ,H/h¯] (15)
The solution of the time evolution of ρ involves a se-
ries of differential equations solved numerically by the
Runge-Kutta method. To simulate decoherence effects
appropriate off-diagonal terms are included in the deriva-
tive of the density matrix leading to exponential decay
of the resulting oscillations. The pulse shape is simu-
lated by the convolution of a rectangular pulse of length
τ with a Gaussian 1√
2pis
e−t
2/2s2 where s is the Gaussian
time constant, which is approximately equal to half of
the measured rise time from 10% to 90% (see Fig. 5).
The applied magnetic field and the nuclear field gradient
from the difference in Overhauser fields are kept con-
stant. At the end of the pulse the density matrix in
the (Q1/2,∆1/2,Q3/2,∆
′
1/2) basis is projected back onto
∆′1/2 to obtain P∆′1/2
.
MAPPING THE WIDE (1,1,1) REGIME ONTO A
TWO-SPIN EXPERIMENT
For a pulse with long duration τ=100 ns, a line, cor-
responding to the measurement location where the end
of the pulse reaches the ∆′1/2-Q3/2 anticrossing, appears
inside the stability diagram (black triangle), not far from
the charge transfer line (black circle) inside the respec-
tive spin-blockade regions of (1,0,2) and (2,0,1) (Fig. 7).
We call this new line the ∆′1/2-Q3/2 line. In the absence
of a pulse, we observe only the charge transfer line.
The location of the two ∆′1/2-Q3/2 anticrossings de-
pends on magnetic field, and the results are shown in
Fig. 8(b), where the individual spin funnels [1] measured
along two detuning axes combine to form a spin arch
across the expanded detuning range. The energy dia-
gram for the three-spin states in this case is in Fig. 8(a).
To fit the spin arch we use two-parameter, detuning de-
pendent couplings to generate JLC and JRC in Eqs. (1)
and (2). A simple constant coupling is found not to pro-
duce a good fit to the exchange couplings extracted from
experiment, and this is corrected by an exponential mul-
tiplier such that
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FIG. 7: (a) Numerical derivative of the right QPC conductance
with respect to V1 in the presence of a pulse across the charge
transfer line (black circle) between (1,0,2) and (1,1,1). The pulse is
shown as a white line for a given (V1,V2) where signal is detected
along the yellow line indicated by the black triangle when the end
of the pulse reaches the ∆′
1/2
-Q3/2 anticrossing. Black is low, red
is medium, and yellow is high transconductance. The pulse pe-
riod is chosen < T1, which is ∼10 µs in this system (not shown).
B=60 mT. (b) Numerical derivative of the left QPC conductance
with respect to V2 in the presence of a pulse across the charge
transfer line (black circle) between (2,0,1) and (1,1,1). The pulse is
shown as a white line for a given (V1,V2) where signal is detected
along the yellow line indicated by the black triangle when the end
of the pulse is on the ∆′
1/2
-Q3/2 anticrossing. B=83 mT.
TLC() =
{
TLCexp[CLC(− +)],  < +
TLC ,  ≥ +
(16)
TRC() =
{
TRCexp[CRC(− − )],  > −
TRC ,  ≤ −
(17)
The exponential form is used to ensure well-behaved
functions away from the charge transfer lines. However,
a linear fit works equally well in regions not too distant
from the charge transfer lines.
The detuning dependence of the LZS oscillations from
the two ∆′1/2-Q3/2 qubits is shown in Fig. 9. The period
of the LZS oscillations decreases as || is increased, as
expected. The single parameter fits for T*2 reveal that it
varies between 5 and 18 ns.
Figure 10 contains the investigation of the magnetic
field dependence of the LZS oscillations. The number
of oscillations grows with B, as the energy difference be-
tween the two states in the qubit grows with Ez due to
the curvature in ∆′1/2. These experimental results com-
pare very well to the calculations made with the single
qubit model also shown in Fig. 10. The truncation of the
LZS oscillations along the V1 axis in the experimental
data is due to a small spin-to-charge conversion region in
this case, perhaps from a smaller singlet-triplet spacing
for the right dot.
In order to measure the transition probability PLZ for
the avoided crossing between states ∆′1/2 and Q3/2, we
adopt the following procedure, originally used in a DQD
system [9]. From the (2,0,1) configuration, we induce the
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FIG. 8: Three-electron spin states energy diagram and spin fun-
nels. (a) Calculated energies vs. detuning  for a 22-mV-wide
(1,1,1) region, where three spin-1/2 electrons occupy the TQD in
the presence of a Zeeman splitting Ez . The detuning line is at
a −45◦ angle with respect to the V1 axis in the V1-V2 plane.
B=60 mT. The location of the ∆′
1/2
-Q3/2 anticrossings are indi-
cated by black open circles. (b) Left [right] panel: spin funnel
(half of the spin arch) in the numerical derivative of the right QPC
conductance with respect to V1 [left QPC conductance (with a
plane subtracted)] mapped in the detuning-B plane for the case of
a wide (1,1,1) region. The pulse traverses the charge transfer line
between (1,0,2) [(2,0,1)] and (1,1,1). The detuning axis is purely
along V1 [V2]. The dashed lines are theoretical fits with detuning-
dependent interdot couplings.
(1,1,1) transition by going non-adiabatically through the
avoided crossing between the ∆′1/2 and Q3/2 in 0.5 ns. In
this way, the ∆′1/2 is preserved during the sweep. Imme-
diately after that, we sweep through the avoided cross-
ing in the opposite direction and measure the probability
of returning in ∆′1/2, P∆′1/2
, as a function of the return
sweep time. Figure 11 shows the results. When the sweep
time for the return is short, i.e. in the non-adiabatic
regime where ∆E/v → 0, Landau-Zener tunneling is ef-
ficient so PLZ = 1 (see Ref. [9]). As the sweep time is
increased, PLZ shrinks so the probability of finding the
system in Q3/2 increases, which appears as an exponen-
tial decay of P∆′1/2
. The characteristic time obtained by
fitting an exponentially decaying function to the data is
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Figure |+ − −| JminTQD
JLC+JRC
2
α˜RC TRC CRC α˜LC TLC CLC Γ∆′,Q3/2
Γ
∆′,Q1/2
Γ
∆,Q1/2
(mV) (µeV) (µeV) (µeVmV ) (µeV) (
1
mV) (
µeV
mV ) (µeV) (
1
mV) (µeV) (µeV) (µeV)
1d, 6b 9.0 0.116 0.0751 62.5 8.20 0.1627 38.0 5.28 0.061 - - -
1c, 12d,e,f, 13b 9.0 0.116 0.0751 62.5 8.20 0.1627 38.0 5.28 0.061 0.2 0.2 0.2
4a (5 mT) 3.9 0.628 0.418 57.8 15.8 0.4995 39.0 13.4 0.380 - - -
4a (25 mT), 6c 5.1 0.309 0.191 57.8 15.8 0.4995 39.0 13.4 0.380 - - -
4a (40 mT) 5.6 0.229 0.140 57.8 15.8 0.4995 39.0 13.4 0.380 - - -
4a (60 mT) 4.6 0.394 0.262 57.8 15.8 0.4995 39.0 13.4 0.380 - - -
4c (5 mT) 3.9 0.628 0.418 57.8 15.8 0.4995 39.0 13.4 0.380 0.2 0.2 0.2
3b, 4c (25 mT) 5.1 0.309 0.191 57.8 15.8 0.4995 39.0 13.4 0.380 0.2 0.2 0.2
3c,d, 4c (40 mT) 5.6 0.229 0.140 57.8 15.8 0.4995 39.0 13.4 0.380 0.2 0.2 0.2
4c (60 mT) 4.6 0.394 0.262 57.8 15.8 0.4995 39.0 13.4 0.380 0.2 0.2 0.2
6a, 8a 22 0.0057 0.0037 54.0 9.39 0.3414 40.0 9.96 0.1154 - - -
8b(left) ∼50 - - 42.5 10.0 0.0 - - - - - -
2b, 9a ∼50 - - 42.5 10.0 0.0 - - - 0.15 0.0 0.0
8b(right) 27 - - - - - 35.9 5.89 0.0 - - -
2d, 9b(mid & bottom) 27 - - - - - 35.9 9.96 0.1154 0.12 0.0 0.0
9b(top) 27 - - - - - 35.9 9.96 0.1154 0.17 0.0 0.0
10 (bottom) 24 - - 42.5 9.39 0.3414 - - - 0.2 0.0 0.0
TABLE II: LZS model parameters. The column for (JRC+JLC)/2 is at the value of  that gives the minimum of JTQD.
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FIG. 9: Detuning dependence of the LZS oscillations of P∆′
1/2
vs. τ from experiments in the same conditions as in Fig. 8(b). (a)
[b] Pulses go from (1,0,2) [(2,0,1)] to (1,1,1). The experimental
data are shown as points, while the lines for the theoretical fits for
T*2 at different detunings are colour-coded by the filled circles in
Fig. 8(a).
of 260 ns. This implies that to obtain a superposition
of equal weights between ∆′1/2 and Q3/2 during a single
sweep through the anticrossing, it is necessary to sweep
through the transition for close to but less than 260 ns.
This is impractical, as the decoherence time T*2 is close
to 15 ns [9].
MID-SIZED (1,1,1) REGION RESULTS
For the 9-mV-wide (1,1,1) region of Fig. 12(a), a set of
oscillations parallel to the opposite charge transfer line
(1,0,2)-(1,1,1) are observed in the (2,0,1) spin-to-charge
conversion region when the pulse is large enough to en-
gage the third spin in the coherent modulation by reach-
ing the second (i.e. far) ∆′1/2-Q3/2 anticrossing. These
new oscillations involve the coherent spin-state manip-
ulation of three spins simultaneously. The zoomed-in
version of these oscillations in the stability diagram is
shown in Fig. 12(b). With a detuning line parallel to the
pulse direction in the stability diagram (i.e. parallel to
the centre dot addition line), it is possible to map out the
coherent behaviour among the three-spin states, as seen
in Fig. 12(c). The set of closely spaced oscillations with
negative slopes in the left part of the τ -V2 plane corre-
sponds to the LZS oscillations from the ∆′1/2-Q3/2 qubit
that is close to the (2,0,1) region, while the narrow curved
features in the right hand side of the τ -V2 plane corre-
spond to LZS oscillations involving the ∆′1/2-Q3/2 and
(∆′1/2,∆1/2)-Q1/2 interactions close to the (1,0,2) region.
The corresponding theoretical P∆′1/2
map is shown in
Fig. 12(d).
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FIG. 10: Magnetic field dependence of the LZS oscillations. White (black) is low (high) transconductance. From left to right, B[mT]=10,
30, 45, 60, and 90. The top row contains the experimental maps in the τ -detuning plane for the numerical derivative of the right QPC
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axis is purely along V1. The bottom row contains the corresponding maps of P∆′
1/2
calculated from the LZS model of Eqn. 13. White
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FIG. 11: Landau-Zener transition probability for the avoided
crossing between ∆′
1/2
and Q3/2 as a function of sweep time. The
pulse traverses the charge transfer line between (2,0,1) and (1,1,1).
The characteristic time extracted from the exponential fit is 260 ns.
In order to get a better understanding of the fringes
seen in the theoretical map of Fig. 12(d), we plot in
Fig. 12(e,f) the probabilities of finding the system in
∆′1/2, ∆1/2, Q1/2, and Q3/2 as a function of time (before,
during, and after the pulse) for the two fringes indicated
by the arrows in Fig. 12(d). Above these clear fringes
is a dense group of fringes, where the relevant energy
splittings grow sharply towards the (1,0,2) region pro-
ducing very fast oscillations that are resolution limited
by pixelation. The probability calculations at τ=16 ns
for the fringes corresponding to the arrows with the la-
bels “e” and “f” in Fig. 12(d) are shown in Fig. 12(e) and
(f), respectively. The broad fringe labelled “e” is mainly
due to the (∆′1/2,∆1/2)-Q1/2 interactions, as the prob-
abilities of finding ∆1/2 and Q1/2 are large. We stress
that ∆′1/2 does not have a direct hyperfine coupling to
∆1/2 by spin conservation, so this is why the P(∆1/2)
lags compared to P(Q1/2), as the weight in ∆1/2 depends
on its interaction with Q1/2. The well-defined fringe “f”
from Fig. 12(d) is mainly due to the ∆′1/2-Q3/2 interac-
tion. Indeed, the corresponding probability calculation in
Fig. 12(f) reveals that P(Q3/2) is greater than P(Q1/2)
and P(∆1/2), although these are not negligible.
It is possible to decouple the τ dependence from the
pulse amplitude changes that occur at small τ (reduction
of the rectangular pulse amplitude by Gaussian convolu-
tion), by fixing the value of τ (e.g. 10 ns) and stepping
the pulse amplitude. In such a map, the location of the
two ∆′1/2-Q3/2 anticrossings are observed as two oblique
yellow lines, seen in Fig. 13(a). The corresponding cal-
culated map of P∆′1/2
is shown in Fig. 13(b).
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FIG. 12: Coherent three-spin state manipulation for a 9-mV-wide
(1,1,1) region. (a) Stability diagram obtained from numerically
differentiating the left QPC detector conductance with respect to
V2 at B=60 mT. Black is low, orange is medium, and yellow is
high. Charge addition lines appear black, and charge transfer lines
appear yellow [15]. A possible detuning line is drawn as a white
dashed line. The pulse traverses the charge transfer line between
(2,0,1) and (1,1,1) and reaches near the (1,0,2) charge transfer line.
A pulse is drawn as a white line for a particular (V1,V2) where there
is a signal when the end of the pulse reaches the far ∆′
1/2
-Q3/2 an-
ticrossing. (b) Higher resolution experimental data zooming into
the spin-to-charge conversion region (2,0,1) from (a) to show the
details of the coherent features observed as lines parallel to the
(1,0,2)-(1,1,1) charge tranfser line. (c) Experimental map in the τ -
V2 plane showing the coherent behaviour of the three-electron spin
states from the numerical derivative of the left QPC conductance
with respect to V2. V1 is swept proportionally to V2 in order to de-
tune parallel to the pulse direction. The spin-to-charge conversion
is performed in the (2,0,1) region for all the coherent oscillations
observed in (c). (d) Calculated P∆′
1/2
map in the τ - plane for the
same experimental settings as in (c). No dephasing is included to
keep the fringes clearer. (e and f) Calculated probability of find-
ing the system in each of the four indicated quantum states as a
function of time before, during, and after the 16 ns pulse (shape
shown above the graphs) for the two cases indicated by arrows in
(d). Only the case shown in (f) has a reduced probability of ending
in ∆1/2 and Q1/2 and a large probability of ending in Q3/2.
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FIG. 13: (a) Experimental map in the (pulse amplitude)-V2 plane
at τ=10 ns revealing the coherent behaviour of the three-electron
spin states from the numerical derivative of the left QPC conduc-
tance with respect to V2. The pulse traverses the charge transfer
line between (2,0,1) and (1,1,1). V1 is swept proportionally to
V2 in order to detune parallel to the pulse direction. The oblique
yellow lines correspond to the two ∆′
1/2
-Q3/2 anticrossings. (b)
Calculated P∆′
1/2
maps in the (pulse amplitude)- plane for the
same experimental settings as in (a).
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