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DENSITY OF BOUNDED MAPS IN SOBOLEV SPACES INTO COMPLETE
MANIFOLDS
PIERRE BOUSQUET, AUGUSTO C. PONCE, AND JEAN VAN SCHAFTINGEN
ABSTRACT. Given a complete noncompact Riemannian manifold Nn, we inves-
tigate whether the set of bounded Sobolev maps (W 1,p ∩ L∞)(Qm;Nn) on the
cube Qm is strongly dense in the Sobolev space W 1,p(Qm;Nn) for 1 ≤ p ≤ m.
The density always holds when p is not an integer. When p is an integer, the den-
sity can fail, and we prove that a quantitative trimming property is equivalent with
the density. This new condition is ensured for example by a uniform Lipschitz
geometry of Nn. As a byproduct, we give necessary and sufficient conditions for
the strong density of the set of smooth maps C∞(Qm;Nn) inW 1,p(Qm;Nn).
1. INTRODUCTION
Bounded maps from the unit cube Qm = (−1, 1)m ⊂ Rm with m ∈ N∗ =
{1, 2, . . .} are dense in the class of Sobolev maps W 1,p(Qm;Rν), and this follows
from a straightforward truncation argument. In the setting of Sobolev maps with
values into manifolds, this elementary approach is unable to handle additional
constraints on the target.
More precisely, given a closed smooth submanifold Nn ⊂ Rν , we define the
class of Sobolev maps with values into Nn as
W 1,p(Qm;Nn) =
{
u ∈W 1,p(Qm;Rν) : u ∈ Nn almost everywhere
}
;
the space L∞(Qm;Nn) of essentially boundedmaps is defined similarly. The ques-
tion addressed in the present work is whether the set (W 1,p ∩ L∞)(Qm;Nn) is
dense inW 1,p(Qm;Nn) with respect to the strongW 1,p topology.
WhenNn is an abstract complete smooth Riemannian manifold, there exists an
isometric embedding ι : Nn → Rν such that ι(Nn) is closed [22, 24]. This allows
one to define the functional spacesW 1,p(Qm;Nn) and L∞(Qm;Nn), and different
embeddings of Nn yield homeomorphic spaces; see Section 2 below. We thus con-
sider indifferently the case whereNn is an embedded closed smooth submanifold
of Rν or an abstract complete smooth Riemannian manifold.
One of our motivations to the question above comes from the density problem
of the set C∞(Qm;Nn) of smooth maps in Sobolev spaces W 1,p(Qm;Nn) with
values into complete manifolds. Even when Nn is compact, this is a delicate prob-
lem that has been studied by many authors. Schoen and Uhlenbeck [26] estab-
lished the density when p ≥ m, and Bethuel [2] (see also Hang and Lin [16])
proved in the case 1 ≤ p < m that density holds if and only if the homotopy
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group π⌊p⌋(Nn) is trivial. The latter condition means that every continuous map
f : S⌊p⌋ → Nn on the ⌊p⌋-dimensional sphere is homotopic to a constant map,
where ⌊p⌋ is the largest integer less than or equal to p. For complete manifolds,
the same conclusions hold provided thatW 1,p(Qm;Nn) is replaced by the smaller
space (W 1,p ∩ L∞)(Qm;Nn); see Section 3 below. The strong density of smooth
maps in W 1,p(Qm;Nn) is thus equivalent to the density of (W 1,p ∩ L∞)(Qm;Nn)
in the latter space.
When p > m, Sobolev maps on the cube Qm are bounded, and even Hölder
continuous, whence W 1,p ∩ L∞ = W 1,p. When p ≤ m, we establish that the
density of bounded Sobolev maps depends on whether p is an integer or not.
Theorem 1. For every 1 ≤ p ≤ m such that p 6∈ N, the set (W 1,p ∩ L∞)(Qm;Nn) is
dense inW 1,p(Qm;Nn).
The case where p is an integer is more subtle and the answer involves analytical
properties of the manifold Nn. This surprising phenomenon arises even in the
case p = m. In the related problem of density of smooth maps in W 1,m(Qm;Nn)
whenNn is a compactmanifold, this critical case always has an affirmative answer,
regardless of πm(Nn), and is a straightforward consequence of the fact thatW 1,m
maps embed into the class of vanishing mean oscillation (VMO) maps [8, 26]. For
noncompact manifolds, this VMO property is not sufficient to imply the density
of bounded maps in W 1,m, even if Nn is diffeomorphic to the Euclidean space
Rn; see Section 4 below. In fact, for integer exponents p this density problem is
equivalent to the following analytical assumption on the targetNn:
Definition 1.1. Given p ∈ N∗, the manifold Nn satisfies the trimming property
of dimension p whenever there exists a constant C > 0 such that each map f ∈
C∞(∂Qp;Nn) with a Sobolev extension u ∈ W 1,p(Qp;Nn) also has a smooth ex-
tension v ∈ C∞(Qp;Nn) such that
‖Dv‖Lp(Qp) ≤ C‖Du‖Lp(Qp).
The use of C∞ maps is not essential, and other classes like Lipschitz maps or
continuous Sobolev maps (W 1,p∩C0) yield equivalent definitions of the trimming
property; see e.g. Proposition 6.1. The trimming property is satisfied by any mani-
fold Nn with uniform Lipschitz geometry in the sense of Definition 6.1 below, for
example whenNn is the covering space of a compact manifold [3,25] or when Nn
is a Lie group or a homogeneous space [10, 27]. We also observe that every com-
plete manifold satisfies the trimming property of dimension 1: it suffices to take as
v any shortest geodesic connecting the points f(−1) and f(1).
The answer to the density problem for integer exponents can now be stated as
follows:
Theorem 2. For every p ∈ {1, . . . ,m}, the set (W 1,p ∩ L∞)(Qm;Nn) is dense in
W 1,p(Qm;Nn) if and only if Nn satisfies the trimming property of dimension p.
As a consequence of Theorems 1 and 2, we characterize the class of complete
manifolds Nn for which smooth maps are dense in the spaceW 1,p(Qm;Nn). For
non-integer values of the exponent p we have:
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Corollary 1.1. For every 1 ≤ p ≤ m such that p 6∈ N, the set C∞(Qm;Nn) is dense in
W 1,p(Qm;Nn) if and only if π⌊p⌋(N
n) is trivial.
For integer values of p, the characterization becomes:
Corollary 1.2. Case p = 1: The set C∞(Qm;Nn) is dense in W 1,1(Qm;Nn) if and
only if π1(N
n) is trivial.
Case p ∈ {2, . . . ,m− 1}: The set C∞(Qm;Nn) is dense in W 1,p(Qm;Nn) if and
only if πp(N
n) is trivial and Nn satisfies the trimming property of dimension p.
Case p = m: The set C∞(Qm;Nn) is dense inW 1,m(Qm;Nn) if and only ifNn satis-
fies the trimming property of dimensionm.
In the more general setting of Sobolev maps into noncompact metric spaces [14,
19], Hajłasz and Schikorra [15] have recently given a necessary condition for the
density of Lipschitz maps in terms of an (m−1)-Lipschitz connectedness property.
The strategy of the proofs of Theorems 1 and 2 above is based on the good and
bad cube method introduced by Bethuel [2] for a compact manifold Nn. More pre-
cisely, we divide the domain Qm as a union of small cubes and we approximate a
map u ∈ W 1,p(Qm;Nn) in two different ways, depending on the properties of u
on each cube.
On the good cubes, we approximate u by convolution with a smooth kernel. In
general, such an approximation does not take its values in Nn, so that we must
project it back on the target manifold using a retraction Π on Nn. Such a strategy
works when
• the retraction Π is well-defined on a tubular neighborhood of positive uniform
width around Nn,
• the convolution of u with a smooth kernel takes its values in this tubular neigh-
borhood.
The first condition is automatically satisfied when Nn is compact, while the
second one holds true when u has small mean oscillation. In Bethuel’s and Hang–
Lin’s works, the latter condition on u is used to define good cubes (see also [5,
p. 797]) in the sense that a cube σmη of inradius η is good if the rescaled energy
satisfies
1
ηm−p
ˆ
σmη
|Du|p . δ,
for some small parameter δ > 0 depending on the width of the tubular neighbor-
hood; the inradius is half the edge-length of the cube. The connection between
such a condition and the oscillation of u on σmη can be made using the Poincaré–
Wirtinger inequality:
 
σmη
 
σmη
|u(x)− u(y)| dxdy ≤ C
ηm−p
ˆ
σmη
|Du|p.
Noncompact submanifolds, however, need not have a global tubular neighbor-
hood with positive uniform width. For instance, it is impossible to find such a
tubular neighborhood for any isometric embedding of the hyperbolic space in a
Euclidean space because the volumes of hyperbolic balls grow exponentially with
respect to the radius. Since geodesic balls in Nn do have a tubular neighborhood
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with uniform width, we thus modify the classical definition of a good cube by fur-
ther requiring that most of the points of u lie in a fixed geodesic ball. It is then
possible to perform the approximation by convolution and projection. The param-
eter scale of this convolution is not constant but depends on the distance to the bad
cubes. Such an adaptive smoothing (Section 5.2) is used to smoothen the transition
from good cubes to bad cubes.
On the bad cubes, wemodify u using the opening technique (Section 5.1). This op-
eration was introduced by Brezis and Li [7], and was then pursued by the authors
in [5] in the framework of higher order Sobolev spaces. More precisely, given an
ℓ-dimensional grid in the bad cubes with ℓ ∈ {0, . . . ,m − 1}, we use the opening
technique to slightly modify u near the grid to obtain a new map uop that locally
depends on ℓ variables and whose restriction to the grid belongs toW 1,p.
Taking ℓ = ⌊p⌋ for p < m, we next perform a zero-degree homogenization (Sec-
tion 5.3) which consists in propagating the values of uop on the ⌊p⌋-dimensional
grid to all m-dimensional bad cubes [2, 4, 16]. When p 6∈ N∗, the Morrey–Sobolev
embedding implies that uop is bounded on the ⌊p⌋-dimensional grid, and we end
up with a bounded Sobolev map on the bad cubes. When p ∈ N∗, the resulting
map need not be bounded, so before applying the zero-degree homogenization,
we need to do some preliminary work that relies on the trimming property of dimen-
sion p. Indeed, since uop is continuous on the (p − 1)-dimensional grid, the trim-
ming property allows one to replace uop on the p-dimensional grid by a bounded
map which coincides with uop on the (p− 1)-dimensional grid; see Section 6. The
resulting map obtained by zero-degree homogenization is now bounded as in the
non-integer case. Although we obtain a function which can be quite different from
u on the bad cubes, we can conclude using the fact that most of the cubes are good.
We now describe the plan of the paper. In Section 2, we explain why the def-
inition of the Sobolev space W 1,p(Qm;Nn) is independent of the specific isomet-
ric embedding of Nn. In Section 3, we investigate the density of smooth maps
C∞(Qm;Nn) in (W 1,p ∩ L∞)(Qm;Nn) using results from the case of compact-
target manifolds. In Section 4, we present a counterexample to the density of
bounded maps in the class W 1,m(Qm;Nn), where Nn is a suitable embedding of
Rn in Rn+1. In Section 5, we have collected the main tools that will be used in the
proofs of Theorems 1 and 2: the opening technique, the adaptive smoothing and
the zero-degree homogenization. In Section 6, we give equivalent formulations of
the trimming property and we establish the necessity of this condition for the den-
sity of bounded maps when p ∈ N∗. Finally, we present the proofs of Theorems 1
and 2 in Section 7.
2. MAPS INTO A COMPLETE MANIFOLD
2.1. Sobolev maps. In the definition of the Sobolev spaces introduced above, we
have used an isometric embedding ι : Nn → Rν of the target smooth Riemannian
manifold Nn. We claim that such a definition does not depend on the embedding,
in the following sense: if ι1 and ι2 are two isometric embeddings of Nn into Rν1
and Rν2 respectively, then the two resulting Sobolev spaces are homeomorphic.
For the convenience of the reader, we provide below a self-contained proof of this
fact. Alternatively, it is possible to define intrinsically Sobolev spaces of maps into
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complete Riemannian manifolds without reference to any isometric embedding
of the target manifold Nn. Such an approach turns out to be equivalent to the
definition that relies on an embedding of Nn, see [9, Propositions 2.7 and 4.4] and
also [13].
Proposition 2.1. Let ιk : N
n → Rνk , with k ∈ {1, 2}, be two isometric embeddings of a
complete Riemannian manifold Nn and let 1 ≤ p <∞.
(i) Given a measurable map u : Qm → Nn, ι1 ◦ u ∈ W 1,p(Qm;Rν1) if and only if
ι2 ◦ u ∈W 1,p(Qm;Rν2).
(ii) Given a sequence of measurable maps uj : Q
m → Nn, with j ∈ N, we have that
(ι1◦uj)j∈N converges to ι1◦u inW 1,p(Qm;Rν1) if and only if (ι2◦uj)j∈N converges
to ι2 ◦ u inW 1,p(Qm;Rν2).
In the proof of Proposition 2.1, we need a specific version of the chain rule for
functions of the form Φ ◦ w, where w is a Sobolev map and Φ is a C1 map such
that DΦ is bounded on the range of w, in the spirit of the composition formula
in [21, Theorem 2.1]:
Lemma 2.2. Let Mn ⊂ Rν1 be an embedded complete Riemannian submanifold and
Φ ∈ C1(Mn;Rν2). Then, for every w ∈ W 1,p(Qm;Mn) such that DΦ ◦ w ∈ L∞(Qm),
we have Φ ◦ w ∈W 1,p(Qm;Rν2) and, for almost every x ∈ Qm,
D(Φ ◦ w)(x) = DΦ(w(x)) ◦Dw(x).
The proof is based on an adaptation of the argument in [21] and relies on Mor-
rey’s characterization of Sobolev maps. To deduce Proposition 2.1, we apply this
lemma to the map Φ = ι2 ◦ ι−11 , which need not be globally Lipschitz-continuous
as in usual versions of the composition formula.
Proof of Lemma 2.2. The fact that Φ ◦ w ∈ Lp(Qm;Rν2) is a consequence of the fol-
lowing Poincaré–Wirtinger inequality:
(2.1)
ˆ
Qm
ˆ
Qm
|Φ ◦ w(x) − Φ ◦ w(y)|p dxdy ≤ C
ˆ
Qm
|Dw(x)|p dx,
where C > 0 depends on ‖DΦ ◦ w‖L∞(Qm) = ‖DΦ‖L∞(F ), and F is the essential
range of w. We recall that the essential range is the smallest closed subset F ⊂Mn
such that w(x) ∈ F for almost every x ∈ Qm, see [8, Section I.4].
To prove (2.1), we observe that, for almost every x′ ∈ Qm−1, we have w(·, x′) ∈
W 1,p(Q1;Mn). By the Morrey–Sobolev embedding, w(·, x′) can be identified to
a continuous (and thus bounded) map on Q1 with values into Mn. Hence, we
can apply the classical chain rule to Φ ◦ w(·, x′), because the restriction of Φ to
w(·, x′)(Q1) is globally Lipschitz-continuous. Hence, Φ ◦ w(·, x′) ∈ W 1,p(Q1;Rν2)
and
(2.2)
d
dx1
(Φ ◦ w)(x1, x′) = DΦ(w(x1, x′))[∂1w(x1, x′)].
SinceDΦ is bounded on the essential range F , this implies
(2.3)
∣∣∣ d
dx1
(Φ ◦ w)(x1, x′)
∣∣∣ ≤ C1|∂1w(x1, x′)|,
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for some constant C1 > 0 independent of x′. The standard one-dimensional
Poincaré–Wirtinger inequality applied to Φ ◦ w(·, x′) thus yieldsˆ
Q1
ˆ
Q1
|Φ ◦ w(t, x′)− Φ ◦ w(s, x′)|p dt ds ≤ C2
ˆ
Q1
|∂1w(t, x′)|p dt.
By integrating over x′ ∈ Qm−1, one getsˆ
Qm−1
ˆ
Q1
ˆ
Q1
|Φ ◦ w(t, x′)− Φ ◦ w(s, x′)|p dt ds dx′ ≤ C2
ˆ
Qm
|∂1w(t, x′)|p dt dx′.
The same calculation can be performed for every coordinate. Using the triangle
inequality, one has the estimate
|Φ ◦ w(x) − Φ ◦ w(y)|p ≤ C3
m∑
i=1
|Φ ◦ w(y1, . . . , yi−1, xi, xi+1, . . . , xm)
− Φ ◦ w(y1, . . . , yi−1, yi, xi+1, . . . , xm)|p.
By integration, one obtains the Poincaré–Wirtinger inequality (2.1).
We now prove that Φ ◦ w ∈ W 1,p(Qm;Rν2). For almost every x′ ∈ Qm−1, by
estimate (2.3) we have thatˆ
Qm
∣∣∣ d
dx1
(Φ ◦ w)(x1, x′)
∣∣∣p dx ≤ (C1)p ˆ
Qm
|∂1w(x)|p dx.
Since this is true for every coordinate,Morrey’s characterization of Sobolevmaps [11,
Theorem 4.21] implies that Φ ◦ w ∈ W 1,p(Qm;Rν2) and, for almost every x ∈ Qm,
it follows from the counterpart of identity (2.2) for each coordinate that
D(Φ ◦ w)(x) = DΦ(w(x)) ◦Dw(x). 
Proof of Proposition 2.1. Let u : Qm → Nn and let us assume that ι1◦u ∈ W 1,p(Qm;Rν1).
The smooth map Φ := ι2 ◦ ι−11 is defined on the embedded complete submanifold
ι1(N
n) ⊂ Rν1 with values into ι2(Nn) ⊂ Rν2 . Since ι2 ◦ ι−11 is an isometry, DΦ
is bounded on the tangent bundle T (ι1(Nn)). We can thus apply Lemma 2.2 to
w = ι1 ◦ u. This implies that ι2 ◦ u ∈ W 1,p(Qm;Rν2) and, for almost every x ∈ Qm,
we have
D(ι2 ◦ u)(x) = DΦ((ι1 ◦ u)(x)) ◦D(ι1 ◦ u)(x).
Let uj : Qm → Nn be a sequence of measurable maps such that (ι1 ◦ uj)j∈N
converges to ι1 ◦ u inW 1,p(Qm;Rν1). This implies the convergence in measure of
the functions ι1 ◦ uj and their derivatives. Since Φ is C1, one deduces the same
convergence in measure for ι2 ◦ uj = Φ(ι1 ◦ uj).
For every j ≥ 1 and almost every x ∈ Qm, the quantity |D(ι2 ◦ uj)(x) −D(ι2 ◦
u)(x)|p, which is equal to |D(Φ ◦ ι1 ◦ uj)(x)−D(Φ ◦ ι1 ◦ u)(x)|p, is dominated by
C1
(|D(Φ ◦ ι1 ◦ uj)(x)|p + |D(Φ ◦ ι1 ◦ u)(x)|p).
Lemma 2.2 and the boundedness of DΦ on T (ι1(Nn)) yield
|D(ι2 ◦ uj)(x) −D(ι2 ◦ u)(x)|p ≤ C2
(|D(ι1 ◦ uj)(x)|p + |D(ι1 ◦ u)(x)|p).
Since (D(ι2 ◦ uj))j∈N converges to D(ι2 ◦ u) in measure and the right-hand side
converges in L1(Qm), the dominated convergence theorem implies that (D(ι2 ◦
uj))j∈N converges to D(ι2 ◦ u) in Lp(Qm;Rm×ν2).
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The convergence of (ι2 ◦uj)j∈N to ι2 ◦u in Lp(Qm;Rν2) follows from the conver-
gence in measure and the convergence of the derivatives in Lp. Indeed, for every
ε > 0 we haveˆ
Qm
|ι2 ◦ uj − ι2 ◦ u|p ≤ (2ε)p|Qm|+
ˆ
{|ι2◦uj−ι2◦u|≥2ε}
|ι2 ◦ uj − ι2 ◦ u|p.
By the convergence in measure, for every j ∈ N large enough we have |{|ι2 ◦ uj −
ι2 ◦ u| ≥ ε}| ≤ |Qm|/2. Defining θε : [0,+∞)→ R by
θε(t) :=

0 if t ≤ ε,
2(t− ε) if ε < t < 2ε,
t if t ≥ 2ε,
it follows from the Poincaré inequality for functions vanishing on a set of positive
measure that ˆ
{|ι2◦uj−ι2◦u|≥2ε}
|ι2 ◦ uj − ι2 ◦ u|p ≤
ˆ
Qm
(
θε(|ι2 ◦ uj − ι2 ◦ u|)
)p
≤ C3
ˆ
Qm
|D(ι2 ◦ uj − ι2 ◦ u)|p.
By the convergence of (D(ι2 ◦uj))j∈N toD(ι2 ◦u) in Lp(Qm;Rm×ν2), we then have
lim sup
j→∞
ˆ
Qm
|ι2 ◦ uj − ι2 ◦ u|p ≤ (2ε)p|Qm|.
Since ε is arbitrary, this proves the convergence of (ι2◦uj)j∈N to ι2◦u inLp(Qm;Rν2).
The proof is complete. 
2.2. Bounded maps. Let Nn be an (abstract) complete Riemannian manifold. We
say that a measurable map u : Qm → Nn is essentially bounded if it is essentially
bounded for the geodesic distance distNn induced by the Riemannian metric on
Nn: there exists C > 0 such that, for almost every x, y ∈ Qm, distNn(u(x), u(y)) ≤
C. Since Nn is complete, this is equivalent to the existence of a compact set K ⊂
Nn such that, for almost every x ∈ Qm, u(x) ∈ K .
We now consider an isometric embedding ι : Nn → Rν . If the map u is es-
sentially bounded, then ι ◦ u ∈ L∞(Qm;Rν). In general, the converse is not true
because there exists ν ∈ N∗, depending on the dimension n, such that the mani-
fold Nn can be isometrically embedded inside a ball of any radius r > 0 in Rν , see
[23, Theorem 2; 24, Theorem 3].
We can discard this phenomenon under the additional assumption that the em-
bedding ι : Nn → Rν is a proper map from Nn to Rν ; that is, for every compact
set L ⊂ Rν , the set ι−1(L) is a compact subset of Nn. Since ι is a homeomorphism
from Nn to ι(Nn), this amounts to the property that ι(Nn) is a closed subset of
Rν . Such proper isometric embeddings of complete Riemaniann manifolds have
been constructed by a shrewd application of the classical Nash embedding theo-
rem [22].
The next proposition summarizes the preceding discussion:
8 P. BOUSQUET, A. C. PONCE, AND J. VAN SCHAFTINGEN
Proposition 2.3. IfNn is a complete Riemannian manifold, then there exists an isometric
embedding ι : Nn → Rν such that ι(Nn) is closed. For such an embedding, the map
u : Qm → Nn is essentially bounded if and only if the map ι◦u : Qm → Rν is essentially
bounded.
In the sequel, we work exclusively with proper isometric embeddings ι : Nn → Rν ,
and we systematically identify Nn with ι(Nn).
2.3. The nearest point projection. An important tool for the approximation of
Sobolev maps when Nn is a closed submanifold of Rν is the fact that Nn is a
smooth retraction of a neighborhood of itself. More precisely, the nearest point
projection Π is well-defined and smooth on an open neighborhood O ⊂ Rν of Nn.
The map Π ∈ C∞(O;Nn) satisfies the following properties:
(a) for every (y, z) ∈ O ×Nn, distRν (y,Π(y)) ≤ distRν (y, z);
(b) in particular, Π(y) = y for every y ∈ Nn.
It follows that DΠ is bounded on Nn. For our purposes in this paper, the map
Π could be replaced by any retraction Π˜ ∈ C1(O;Nn) with bounded derivative.
The existence of such a map only requires Nn to be C1, as a consequence of [28,
Theorem 10A]. In contrast, the nearest point projection onto a C1 submanifold is
merely continuous in general.
Reducing the size of O if necessary, we note that
(1) by continuity of DΠ one can assume that DΠ is bounded on O, although this
does not imply that the map Π is globally Lipschitz-continuous on O,
(2) by closedness of Nn, the map Π : O → Nn can be extended as a smooth map
fromRν to Rν , whence the chain rule of Marcus andMizel [21, Theorem 2.1] or
Lemma 2.2 above withMm = Rν can be applied to Π ◦ w when w is a Sobolev
map with values into a closed subset F ⊂ O.
We assume henceforth thatO ⊃ Nn is chosen so that the smooth mapΠ : O → Nn
satisfies Properties (1) and (2) above.
3. APPROXIMATION OF BOUNDED MAPS BY SMOOTH MAPS
3.1. High-integrability case. When p > m, maps inW 1,p(Qm;Nn) are essentially
bounded and continuous, and can be approximated uniformly via convolution
by smooth maps with values in Rν . The nearest point projection Π defined in
Section 2.3 allows one to project the sequence back to Nn.
Proposition 3.1. If p > m, then, for every u ∈ W 1,p(Qm;Nn), there exists a sequence
in C∞(Qm;Nn) converging strongly to u inW 1,p(Qm;Rν).
Proof. We first extend the map u by reflection on the larger cube Qm2 with inra-
dius equal to 2. We still denote by u the resulting map, which now belongs to
W 1,p(Qm2 ;N
n).
Given a family of mollifiers (ϕε)ε>0 of the form ϕε(z) = ϕ(z/ε)/εm with ϕ ∈
C∞c (B
m
1 ), we have
lim
ε→0
‖ϕε ∗ u− u‖W 1,p(Qm) = 0,
and thus, by the Morrey–Sobolev embedding,
lim
ε→0
‖ϕε ∗ u− u‖L∞(Qm) = 0.
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Since the map u is essentially bounded on Qm, there exists a compact setK ⊂ Nn
such that u(x) ∈ K for almost every x ∈ Qm. Take ιK > 0 such thatK +BνιK ⊂ O,
where O is the tubular neighborhood on which the nearest point projection Π is
defined and smooth, see Section 2.3. For every ε > 0 sufficiently small, (ϕε ∗
u)(Qm) ⊂ K + BνιK . Then, the C1 regularity of Π implies that Π ◦ (ϕε ∗ u) ∈
W 1,p(Qm;Nn) and such a family of maps converges to Π ◦ u = u inW 1,p(Qm;Rν).
This completes the proof. 
3.2. Critical-integrability case. When p = m, maps in W 1,m(Qm;Nn) need not
be continuous nor even bounded. However, smooth maps taking their values into
the manifold Nn are always dense in (W 1,m ∩ L∞)(Qm;Nn), and this essentially
follows from the seminal work of Schoen and Uhlenbeck for compact manifolds
[26].
Proposition 3.2. For every u ∈ (W 1,m ∩ L∞)(Qm;Nn), there exists a sequence in
C∞(Qm;Nn) converging strongly to u inW 1,m(Qm;Rν).
Once again, the proof of Proposition 3.2 is based on an approximation by a
family of mollifiers. In contrast to the case p > m considered in Proposition 3.1, the
family (ϕε ∗ u)ε>0 need not converge uniformly to u. However, as in the setting of
compact manifolds [26], one can exploit the vanishing mean oscillation property
satisfied by maps in the critical integrability space, as has been observed in [8].
Indeed, this property guarantees that the approximating sequence takes its values
in a small neighborhood of Nn. One can then project it back on Nn by using the
nearest point projection Π.
Proof of Proposition 3.2. Let u ∈ (W 1,m ∩ L∞)(Qm;Nn). As in Proposition 3.1, we
may assume that u ∈ (W 1,m ∩ L∞)(Qm2 ;Nn) and consider the maps ϕε ∗ u. Let
K ⊂ Nn be a compact subset such that u(x) ∈ K for almost every x ∈ Qm. By the
Poincaré–Wirtinger inequality, for every x ∈ Qm and every 0 < ε < 1,(
distRν ((ϕε ∗ u)(x),K)
)m ≤  
Bmε (x)
∣∣ϕε ∗ u(x)− u(y)∣∣m dy ≤ C1 ˆ
Bmε (x)
|Du|m,
for some constant C1 > 0 independent of ε. The quantity in the right-hand side
converges uniformly to 0with respect to x as ǫ tends to 0.
Taking ιK > 0 such thatK +BνιK ⊂ O, we deduce from the estimate above that
there exists ε¯ > 0 such that, for every 0 < ε ≤ ε¯ and every x ∈ Qm, we have
distRν ((ϕε ∗ u)(x),K) ≤ ιK .
We can then consider the family
(
Π ◦ (ϕε ∗ u)
)
0<ε≤ε¯
and conclude as in the proof
of Proposition 3.1. 
3.3. Low-integrability case. The low integrability case p < m is the most delicate,
but can be settled by the results and methods used to handle the density of smooth
maps when the target manifold Nn is compact. In general, smooth maps are not
dense without an additional topological assumption on Nn, but a larger class of
maps admitting (m− 1− ⌊p⌋)-dimensional singularities is dense.
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Proposition 3.3. Let 1 ≤ p < m. For every u ∈ (W 1,p ∩ L∞)(Qm;Nn), there exists a
sequence in (Rm−⌊p⌋−1 ∩ L∞)(Qm;Nn) converging strongly to u inW 1,m(Qm;Rν). If
moreover π⌊p⌋(N
n) is trivial, then such a sequence can be taken in C∞(Qm;Nn).
In the statement above we denote by Ri(Qm;Nn), for i ∈ {0, . . . ,m − 1}, the
set of maps u : Qm → Nn which are smooth on Qm \ T and such that, for every
x ∈ Qm \ T ,
|Du(x)| ≤ C
dist(x, T )
,
where T is a finite union of i-dimensional hyperplanes. Here, the set T and the
constant C > 0 depend on u.
The proof of Proposition 3.3 relies on the next lemma which allows one to iden-
tify a bounded map into a completemanifold as a map into a compactmanifold.
Lemma 3.4. Let Nn0 be a smooth compact submanifold of R
ν with boundary. Then,
for every compact set K in the relative interior of Nn0 , there exists a smooth compact
submanifold Ln without boundary of Rν × R such that
K × {0} ⊂ Ln and P (Ln) ⊂ Nn0 ,
where P : Rν × R→ Rν denotes the projection P (x, s) = x.
The idea of the proof of Lemma 3.4 is to glue together two identical copies of
Nn0 along the boundary. To avoid the creation of singularities, the gluing is done
along a tube diffeomorphic to ∂N0 × [0, 1]. To avoid the intersection between the
two copies, they are placed in distinct ν-dimensional affine hyperplanes of the
space Rν+1.
Proof of Lemma 3.4. Let K be a compact subset in the interior of Nn0 . By the collar
neighborhood theorem (see for example [20, Theorem 1.7.3]), there exist a relative
open neighborhood U of ∂Nn0 in N
n
0 and a smooth diffeomorphism
f : ∂Nn0 × [0, 1]→ Nn0 ∩ U
such that f−1(∂Nn0 ) = ∂N
n
0 × {1} and f−1(∂U ∩ Nn0 ) = ∂Nn0 × {0}. By reducing
the size of U if necessary, we can assume that U ∩K = ∅.
Let α, β : [0, 1]→ [0, 1] be two smooth functions such that
α(t) =
{
t if t < 1/4,
1− t if t > 3/4,
and β(t) =
{
0 if t < 1/8,
1 if t > 7/8.
We also require that β be nondecreasing and β′ > 0 on the interval [1/4, 3/4]. We
now define the set
Ln =
(
(Nn0 \ U)× {0, 1}
) ∪ {(f(z, α(t)), β(t)) : z ∈ ∂Nn0 , t ∈ (0, 1)}.
We observe that
(Nn0 × {0}) ∩
{(
f(z, α(t)
)
, β(t)
)
: z ∈ ∂Nn0 , t ∈ (0, 1)
}
=
{
(f(z, t), 0) : z ∈ ∂Nn0 , t ∈ (0, t0]
}
,
DENSITY OF BOUNDED MAPS IN SOBOLEV SPACES 11
where t0 = max {t : β(t) = 0}. Similarly,
(Nn0 × {1}) ∩
{(
f(z, α(t)
)
, β(t)) : z ∈ ∂Nn0 , t ∈ (0, 1)
}
=
{(
f(z, 1− t), 1) : z ∈ ∂Nn0 , t ∈ [t1, 1)},
where t1 = min {t : β(t) = 1}. This implies that Ln is a smooth submanifold of
Rν+1. By construction, Ln is compact and has no boundary. Moreover, K × {0}
is contained in Ln. The inclusion P (Ln) ⊂ Nn0 follows from the fact that Ln ⊂
Nn0 × [0, 1]. 
In the proof of Proposition 3.3 that we present below, we first observe that the
range of a map u ∈ (W 1,p∩L∞)(Qm;Nn) is contained in a compact set. Hence, the
map u can be identified to an element ofW 1,p(Qm;Ln), where Ln is the compact
manifold given by Lemma 3.4. For a compact target manifold, the density of the
class Rm−⌊p⌋−1(Qm;Ln) inW 1,p(Qm;Ln) has been proved in [2, 5, 16]. The retrac-
tion P from Lemma 3.4 then allows one to bring an approximating sequence back
to the original manifold Nn.
This approach cannot work for the density of C∞(Qm;Nn) in the space (W 1,p∩
L∞)(Qm;Nn). Indeed, there is no guarantee that themanifold Ln inherits the topo-
logical assumption satisfied by Nn. For example, by gluing two balls Bn one gets
a manifold which is diffeomorphic to the sphere Sn, while the homotopy group
πn(S
n) is nontrivial. Instead, once the density of the class Rm−⌊p⌋−1(Qm;Nn) is
proved, one can proceed along the lines of the proof in the compact setting [2,5,16].
Proof of Proposition 3.3. Given u ∈ (W 1,p∩L∞)(Qm;Nn), the essential range of u is
contained in a compact subsetK of a smooth compact submanifoldNn0 ⊂ Nn with
boundary. Let Ln be a compact smooth submanifold of Rν+1 satisfying the prop-
erties of Lemma 3.4. Then u belongs to W 1,p(Qm;Ln). By [5, Theorem 2], there
exists a sequence of maps (uj)j∈N in Rm−⌊p⌋−1(Qm;Ln) which converges to u in
W 1,p(Qm;Rν+1). This implies that the sequence (P ◦ uj)j∈N in Rm−⌊p⌋−1(Qm;Nn)
still converges to P ◦ u = u in W 1,p(Qm;Rν). Since P (Ln) ⊂ Nn0 , the sequence
(P ◦ uj)j∈N is also contained in the space L∞(Qm;Nn). This completes the proof
of the first part of the proposition.
If we further assume that π⌊p⌋(Nn) is trivial, thenwe can approximate eachmap
P (uj) ∈ Rm−⌊p⌋−1(Qm;Nn) by a sequence of smooth maps in C∞(Qm;Nn). As in
the case of compact-target manifolds, one relies here on the existence of a smooth
projection from a tubular neighborhood of a compact subset of Nn into Nn, see
Section 7 and the Claim in Section 9 of [5]. By a diagonal argument, this implies
that u itself belongs to the closure of C∞(Qm;Nn). 
4. LACK OF STRONG DENSITY IN W 1,n(Qm;Nn)
In this section we give an example of a complete manifold for which (W 1,n ∩
L∞)(Qm;Nn) is not strongly dense in W 1,n(Qm;Nn) with n ≤ m. We state the
main result of this section as follows:
Proposition 4.1. Let ν ∈ N∗, m,n ∈ N∗ be such that m ≥ n ≥ 2, and let a ∈ Sn.
For every smooth embedding F : Sn \ {a} → Rν such that lim
x→a
|F (x)| = +∞ and
DF ∈ Ln(Sn \ {a}), the closed submanifold Nn = F (Sn \ {a})
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Riemannian metric inherited from Rν is complete, but (W 1,n ∩ L∞)(Qm;Nn) is not
strongly dense inW 1,n(Qm;Nn).
For instance, one may take F (x) = λ(x)x, where λ : Sn \ {a} → R is a positive
smooth function such that λ ∈ W 1,n(Sn;R) and lim
x→a
λ(x) = +∞. This is always
possible in dimension n ≥ 2, and an example is given by setting
λ(x) =
(
log
1
distSn(x, a)
)α
for x in a neighborhood of a and any exponent 0 < α < n−1n .
Proposition 4.1 follows from the fact thatF cannot be approximated inW 1,n(Sn;Rn+1)
by a sequence in C∞(Sn;Nn). In turn, the latter is proved by contradiction: the
ranges of such approximating maps when restricted to a small neighborhood V of
a in Sn would contain a fixed compact subset K of Nn. By the area formula, the
possibility of taking V arbitrarily small contradicts the equi-integrability of the
sequence inW 1,n.
Proof of Proposition 4.1. Given a diffeomorphism f : Qn → Sn between Qn and a
closed neighborhood of a in Sn, the function
(4.1) u = F ◦ f
belongs toW 1,n(Qn;Nn). We first handle the casem = n by proving that u cannot
be approximated by bounded maps in W 1,n(Qn;Nn). We proceed by contradic-
tion: if u is in the closure of the set (W 1,n∩L∞)(Qn;Nn) then, by density of the set
C∞(Qn;Nn) in the former space (Proposition 3.2), there exists a sequence of maps
(uk)k∈N in C∞(Qn;Nn) converging strongly to u inW 1,n(Qn;Rν).
Without loss of generality, we may assume that f(0) = a. Given a compact
subset K ⊂ Nn with Hn(K) > 0, since the embedding F diverges at the point a,
there exists 0 < δ < 1 such that
K ∩ u(Qnδ ) = ∅.
By a Fubini-type argument, there exists a subsequence (ukj )j∈N such that, for al-
most every r ∈ (0, 1), (ukj |∂Qnr )j∈N converges to u|∂Qnr in W 1,n(∂Qnr ;Rν), whence
also uniformly by the Morrey–Sobolev inequality. Since for each such r ≤ δ we
haveK ∩ u(∂Qnr ) = ∅, by uniform convergence of (ukj |∂Qnr )j∈N there exists Jr ∈ N
such that, for every j ≥ Jr,
‖ukj − u‖L∞(∂Qnr ) < dist(K,u(∂Qnr )).
In particular,K ∩ ukj (∂Qnr ) = ∅.
We claim that
(4.2) K ⊂ ukj (Qnr ).
To prove this, we take a homeomorphism g : Qnr → Sn \ f(Qnr ) such that g|∂Qnr =
f |∂Qnr . Since K ∩
(
F ◦ f(Qnδ )
)
= ∅, this implies that
F ◦ g(Qnr ) = F (Sn \ f(Qnr )) ⊃ K.
By continuity of the Brouwer degree with respect to the uniform convergence, for
every y ∈ K and for every j ≥ Jr we have
deg (ukj , Q
n
r , y) = deg (F ◦ g,Qnr , y) 6= 0.
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FIGURE 1. The algebraic manifold Nn
This implies Claim (4.2).
By monotonicity of the Hausdorff measure and by the area formula, we then
have
Hn(K) ≤ Hn(ukj (Qnr )) ≤ ˆ
Qnr
jacukj ,
where jacukj =
(
det ((Dukj )
∗ ◦Dukj )
)1/2
. Using the pointwise inequality jacukj ≤
C1|Dukj |n, as j tends to infinity we get
Hn(K) ≤ C1
ˆ
Qnr
|Du|n.
Since the right-hand side tends to zero as r tends to zero, we have a contradiction.
Hence the density of bounded maps fails in the space W 1,n(Qn;Nn), and there
exists ε > 0 such that, for every w ∈ (W 1,n ∩ L∞)(Qn;Nn),
(4.3)
ˆ
Qn
|Dw −Du|n ≥ ε.
When m > n, we consider the map u ◦ P , where u is defined by (4.1) and
P : Qm = Qn × Qm−n → Qn is the projection on the first component. Given
v ∈ (W 1,n ∩ L∞)(Qm;Nn), it follows for almost every y′′ ∈ Qm−n that v(·, y′′) ∈
(W 1,n ∩ L∞)(Qn;Nn). By Fubini’s theorem and the lower bound (4.3) applied to
w = v(·, y′′), we getˆ
Qm
|Dv −D(u ◦ P )|n =
ˆ
Qm−n
( ˆ
Qn
|Dv(y′, y′′)−Du(y′)|n dy′
)
dy′′ ≥ 2m−nε.
Hence, u ◦ P does not belong to the closure of (W 1,n ∩ L∞)(Qm;Nn). 
An alternative example, this time of an algebraic complete manifold Nn for
which (W 1,n ∩ L∞)(Qn;Nn) is not strongly dense inW 1,n(Qn;Nn), is
Nn =
{
y = (y1, y
′) ∈ R+ × Rn : |y′|2 = y1
(1 + y1)2β−1
}
,
where β > nn−1 , see Figure 1. The lack of density can be obtained using the map
u : Qn → Nn defined for x ∈ Qn \ {0} by
(4.4) u(x) =
(
ϕ(|x|),
√
ϕ(|x|)
(1 + ϕ(|x|))β− 12
x
|x|
)
,
where ϕ : (0,∞) → R+ is a smooth function such that ϕ(r) = |log r|γ for r ∈
(0, 1/3), ϕ(r) = 0 for r ∈ (2/3,∞) and ϕ′/√ϕ is bounded on (1/3, 2/3). Then,
u belongs to W 1,n(Qn;Nn) provided that 1n(β−1) < γ <
n−1
n . An adaptation
of the proof of Proposition 4.1 shows that there exists no sequence of maps in
C∞(Qn;Nn) converging strongly to u inW 1,n(Qn;Nn).
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Hajłasz and Schikorra [15, Section 3] have provided examples of noncompact
manifolds Nn for which Lipschitz maps are not strongly dense in W 1,n(Qn;Nn).
Instead of taking an embedding F that blows up at some point a as we do, they
construct an embedding that is not proper but strongly oscillates in a neighbor-
hood of the point a.
5. MAIN TOOLS
In this section we explain the main tools used in the proofs of Theorems 1 and 2.
5.1. The opening technique. We recall the technique of opening of maps that
has been introduced by Brezis and Li [7] and pursued in [5, Section 2]. To il-
lustrate the main idea, we explain this tool in a model situation. Given a map
u ∈W 1,p(Rm;Rν), we wish to construct a smooth map Φ : Rm → Rm such that
(a) u ◦ Φ is constant in Qm1 ;
(b) u ◦ Φ = u in Rm \Qm4 ;
(c) u ◦ Φ ∈W 1,p(Rm;Rν) and ‖u ◦ Φ‖W 1,p(Rm) ≤ C‖u‖W 1,p(Rm).
The opening construction is based on the following elementary inequality [5,
Lemma 2.5]:  
Qm1
(ˆ
Qm5
f ◦ Φz
)
dz ≤ 6m
ˆ
Rm
f,
whose proof is based on Fubini’s theorem and is valid for every nonnegative func-
tion f ∈ L1(Rm), where Φz : Rm → Rm is defined by
Φz(x) = ζ(x+ z)− z
and ζ : Rm → Rm is any smooth function. Assuming that ζ = 0 in Qm2 and ζ = Id
in Rm \Qm3 , we then have for every z ∈ Qm1 that Φz is constant in Qm1 and Φz = Id
in Rm \Qm4 . Formally taking f = |u|p + |Du|p in the inequality above, one gets 
Qm1
‖u ◦Φz‖pW 1,p(Qm5 ) dz ≤ 6
m‖u‖pW 1,p(Rm),
and then it suffices to take z ∈ Qm1 such that
‖u ◦ Φz‖pW 1,p(Qm5 ) ≤ 2 · 6
m‖u‖pW 1,p(Rm).
This formal argument can be rigorously justified using an approximation of u by
smooth functions in W 1,p(Rm;Rν), see [5, Lemma 2.4] and also [17, Section 7].
Such an averaging procedure is reminiscent of the work of Federer and Flem-
ing [12] andwas adapted to Sobolev functions byHardt, Kinderlehrer and Lin [18].
More generally, one can open amap around a small neighborhood of 0, or along
the normals to a planar set. For example, the singleton {0} may be replaced by a
relative open subset of an ℓ-dimensional plane, with ℓ ∈ {1, . . . ,m − 1}. In this
case, we obtain an opened Sobolev map depending locally on ℓ variables, and
constant along m − ℓ normal directions. The following statement coincides with
[5, Proposition 2.2] and we omit the proof.
Proposition 5.1. Let ℓ ∈ {0, . . . ,m− 1}, η > 0, 0 < ρ < ρ and A ⊂ Rℓ be an open set.
For every u ∈ W 1,p(A×Qm−ℓρη ;Rν), there exists a smooth map ζ : Rm−ℓ → Rm−ℓ such
that
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(i) ζ is constant in Qm−ℓρη ,
(ii) {x ∈ Rm : ζ(x) 6= x} ⊂ Qm−ℓρη and ζ(Qm−ℓρη ) ⊂ Qm−ℓρη ,
(iii) if Φ : Rm → Rm is defined for every x = (x′, x′′) ∈ Rℓ × Rm−ℓ by
Φ(x) =
(
x′, ζ(x′′)
)
,
then u ◦ Φ ∈W 1,p(A×Qm−ℓρη ;Rν) and
‖D(u ◦ Φ)‖Lp(A×Qm−ℓρη ) ≤ C‖Du‖Lp(A×Qm−ℓρη ),
for some constant C > 0 depending onm, p, ρ and ρ.
We observe that (iii) implies thatΦ is constant on the (m−ℓ)-dimensional cubes
of inradius ρη which are orthogonal to A. The map u ◦ Φ thus only depends on ℓ
variables in a neighborhood of A.
In order to present the opening technique in the framework of cubications, we
first need to introduce some vocabulary. First, given a set A ⊂ Rm and η > 0, a
cubication of A of inradius η > 0 is a family of closed cubes Sm of inradius η such
that
(1)
⋃
σm∈Sm
σm = A,
(2) for every σm1 , σ
m
2 ∈ Sm which are not disjoint, σm1 ∩ σm2 is a common face of
dimension i ∈ {0, . . . ,m}.
For ℓ ∈ {0, . . . ,m}, the set Sℓ of all ℓ-dimensional faces of all cubes in Sm is
called the skeleton of dimension ℓ. We then denote by Sℓ the union of all elements
of Sℓ:
Sℓ =
⋃
σℓ∈Sℓ
σℓ.
A subskeleton Eℓ of Sℓ is simply a subfamily of Sℓ and the associated subset of Rm
is
Eℓ =
⋃
σℓ∈Eℓ
σℓ.
Accordingly, given a set A in Rm equipped with a cubication, a subskeleton of A
is a subfamily of the ℓ-dimensional skeleton of the given cubication.
We proceed to state the main result of this section, which is essentially [5, Propo-
sition 2.1].
Proposition 5.2. Let p ≥ 1, ℓ ∈ {0, . . . ,m − 1}, η > 0, 0 < ρ < 12 , and Eℓ be a
subskeleton of Rm of inradius η. Then, for every u ∈ W 1,p(Eℓ +Qm2ρη;Rν), there exists
a smooth map Φ : Rm → Rm such that
(i) for every i ∈ {0, . . . , ℓ} and for every i-dimensional face σi ∈ E i, Φ is constant on
the (m− i)-dimensional cubes of inradius ρη which are orthogonal to σi,
(ii) {x ∈ Rm : Φ(x) 6= x} ⊂ Eℓ + Qm2ρη and, for every σℓ ∈ Eℓ, Φ(σℓ + Qm2ρη) ⊂
σℓ +Qm2ρη ,
(iii) u ◦ Φ ∈ W 1,p(Eℓ +Qm2ρη;Rν), and
‖D(u ◦ Φ)‖Lp(Eℓ+Qm2ρη) ≤ C‖Du‖Lp(Eℓ+Qm2ρη),
for some constant C > 0 depending onm, p and ρ,
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(iv) for every σℓ ∈ Eℓ,
‖D(u ◦ Φ)‖Lp(σℓ+Qm2ρη) ≤ C′‖Du‖Lp(σℓ+Qm2ρη),
for some constant C′ > 0 depending onm, p and ρ.
Here Qmr (x) = x + rQ
m is the cube centered at x with inradius r. For the
convenience of the reader, and also because Assertion (ii) in Proposition 5.2 is
slightly more precise than the corresponding statement in [5], we sketch its proof.
Proof of Proposition 5.2. Let ρ = ρℓ < · · · < ρi < · · · < ρ0 < 2ρ. We define by
induction on i ∈ {0, . . . , ℓ} a map Φi : Rm → Rm such that
(a) for every r ∈ {0, . . . , i} and every σr ∈ Er, Φi is constant on the (m − r)-
dimensional cubes of inradius ρiη which are orthogonal to σr,
(b) {x ∈ Rm : Φi(x) 6= x} ⊂ Ei + Qm2ρη and, for every σi ∈ E i, Φi(σi + Qm2ρη) ⊂
σi +Qm2ρη ,
(c) u ◦ Φi ∈ W 1,p(Eℓ +Qm2ρη;Rν),
(d) for every σi ∈ E i,
‖D(u ◦ Φi)‖Lp(σi+Qm2ρη) ≤ C‖Du‖Lp(σi+Qm2ρη),
for some constant C > 0 depending onm, p and ρ.
The map Φℓ will satisfy the conclusion of the proposition.
For i = 0, E0 is the set of vertices of cubes in Em. The map Φ0 is obtained by
applying Proposition 5.1 to u around each σ0 ∈ E0 with parameters ρ0 < 2ρ and
ℓ = 0.
Assume that the maps Φ0, . . . ,Φi−1 have been constructed. We then apply
Proposition 5.1 to u ◦ Φi−1 around each σi ∈ E i with parameters ρi < ρi−1. This
gives a smooth map Φσi : Rm → Rm which is constant on the (m− i)-dimensional
cubes of inradius ρiη orthogonal to σi.
Let σi1, σ
i
2 ∈ E i such that
(σi1 +Q
m
ρi−1η) ∩ (σi2 +Qmρi−1η) 6= ∅.
We claim that for every x in this set,
(5.1) Φi−1(Φσi1(x)) = Φ
i−1(Φσi2(x)) = Φ
i−1(x).
Indeed, since σi1 and σ
i
2 are not disjoint, we can take the smallest integer r ∈
{0, . . . , i− 1} such that x ∈ τr +Qmρi−1η for some face τr ∈ Er with τr ⊂ σi1 ∩ σi2.
By the formula of Φσij given in Proposition 5.1, the points Φσi1(x), Φσi2(x) and x
belong to the same (m−r)-dimensional cube of inradius ρi−1ηwhich is orthogonal
to τr . By induction, Φi−1 is constant on the (m− r)-dimensional cubes of inradius
ρi−1η which are orthogonal to τr. This proves claim (5.1).
We can thus define the map Φi : Rm → Rm as follows:
Φi(x) =
{
Φi−1(Φσi(x)) if x ∈ σi +Qmρi−1η,
Φi−1(x) otherwise.
Assertion (a) follows from the above discussion which implies in particular that
Φi = Φi−1 on Ei−1 +Qmρi−1η.
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We proceed with the proof of assertion (b). By definition of the map Φi, we
have Φi = Φi−1 on Rm \ (Ei+Qmρi−1η). By induction, Φi−1 agrees with the identity
outside Ei−1 +Qm2ρη . Hence,
{x ∈ Rm : Φi(x) 6= x} ⊂ Ei +Qm2ρη.
Moreover, by induction, for every τ i−1 ∈ E i−1,
Φi−1(τ i−1 +Qm2ρη) ⊂ τ i−1 +Qm2ρη.
Thus for every σi ∈ E i, Φi−1(∂σi + Qm2ρη) ⊂ ∂σi + Qm2ρη . Since Φi−1(x) = x for
x 6∈ Ei−1 +Qm2ρη and (Ei−1 +Qm2ρη) ∩ (σi +Qm2ρη) ⊂ ∂σi +Qm2ρη , it follows that
(5.2) Φi−1(σi +Qm2ρη) ⊂ σi +Qm2ρη.
Now, let x ∈ σi + Qm2ρη. If x 6∈ Ei + Qmρi−1η, then Φi(x) = Φi−1(x). From (5.2),
it follows that Φi(x) ∈ σi + Qm2ρη . We now assume that x ∈ Ei + Qmρi−1η. Let
τ i ∈ E i be such that x ∈ τ i + Qmρi−1η. Then the cube τr := τ i ∩ σi is not empty,
x ∈ τr + Qm2ρη and from the form of Φτ i , we deduce that Φτ i(x) ∈ τr + Qm2ρη. In
particular, Φτ i(x) ∈ σi+Qm2ρη and thus by (5.2), Φi(x) = Φi−1(Φτ i(x)) ∈ σi+Qm2ρη.
This completes the proof of (b).
The proofs of Assertions (c) and (d) are the same as in [5] andwe omit them. 
When ℓ ≤ p+ 1, the function u ◦ Φ given by Proposition 5.2 satisfies
(5.3)
1
rm−p
ˆ
Qmr (x)
|D(u ◦ Φ)|p ≤ C
ηm−p
ˆ
τℓ−1+Qmρη
|D(u ◦ Φ)|p,
for every cube Qmr (x) ⊂ τ ℓ−1 + Qmρη and every face τ ℓ−1 ∈ Eℓ−1. This estimate
follows from the fact that Φ is constant on the (m − ℓ + 1)-dimensional cubes of
inradius ρη which are orthogonal to τ ℓ−1.
Indeed,without loss of generality, we can assume that τ ℓ−1 has the form [−η, η]ℓ−1×
{0′′}, where 0′′ ∈ Rm−ℓ+1. Accordingly, we write every y ∈ τ ℓ−1 + Qmρη as y =
(y′, y′′) ∈ Rℓ−1 × Rm−ℓ+1. By construction, for every y ∈ τ ℓ−1 +Qmρη , (u ◦ Φ)(y) =
(u ◦ Φ)(y′, 0′′). This impliesˆ
Qmr (x)
|D(u ◦ Φ)(y)|p dy
≤ C1rm−ℓ+1
ˆ
Qℓ−1r (x′)
|D(u ◦ Φ)(y′, 0′′)|p dy′
≤ C2 r
m−ℓ+1
ηm−ℓ+1
ˆ
Qℓ−1r (x′)×Q
m−ℓ+1
ρη (0′′)
|D(u ◦ Φ)(y′, y′′)|p dy′ dy′′
≤ C2 r
m−ℓ+1
ηm−ℓ+1
ˆ
τℓ−1+Qmρη
|D(u ◦Φ)(y′, y′′)|p dy′ dy′′.
In the last line, we have used the fact that Qℓ−1r (x
′) × Qm−ℓ+1ρη (0′′) ⊂ τ ℓ−1 + Qmρη
which in turn follows from the assumption Qmr (x) ⊂ τ ℓ−1 + Qmρη and the explicit
form of τ ℓ−1. Hence,
1
rm−p
ˆ
Qmr (x)
|D(u ◦ Φ)|p ≤ C3
ηm−p
( r
η
)p−ℓ+1 ˆ
τℓ−1+Qmρη
|D(u ◦ Φ)|p,
which proves estimate (5.3) since r ≤ η and ℓ ≤ p+ 1.
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5.2. Adaptive smoothing. A second tool is the adaptive smoothing, in which the
function is smoothened by mollification at a variable scale. More precisely, given
u ∈ L1loc(Rm;Rν) and a nonnegative function ϕ ∈ C∞c (Bm1 ) such that
´
Bm1
ϕ = 1,
define the map ϕψ ∗ u : Rm → Rν
(5.4) (ϕψ ∗ u)(x) =
ˆ
Bm1
u(x− ψ(x)y)ϕ(y) dy,
where ψ ∈ C∞(Ω) is a nonnegative function that plays the role of the variable
parameter. Observe that if ψ(x) > 0, then by an affine change of variable we have
(ϕψ ∗ u)(x) = 1
ψ(x)m
ˆ
Ω
u(z)ϕ
(x− z
ψ(x)
)
dz;
otherwise, ψ(x) = 0 and since
´
Bm1
ϕ = 1we have
ϕψ ∗ u(x) = u(x).
The adaptive smoothing has an immediate counterpart for functions u ∈ L1loc(Ω;Rν)
in an open subset Ω ⊂ Rm. In this case, we define ϕψ ∗ u by (5.4) at points x in the
open set
(5.5) ω =
{
x ∈ Ω : dist (x, ∂Ω) > ψ(x)}.
For Sobolev maps u the following property holds [5, Propositions 3.1 and 3.2]:
Proposition 5.3. If u ∈W 1,p(Ω;Rν) and ‖Dψ‖L∞(Ω) < 1, then ϕψ ∗ u ∈ W 1,p(ω;Rν)
where ω is given by (5.5). Moreover, the following estimates hold:
‖ϕψ ∗ u− u‖Lp(ω) ≤ sup
v∈Bm1
‖τψv(u)− u‖Lp(ω),
‖D(ϕψ ∗ u)‖Lp(ω) ≤ C
(1− ‖Dψ‖L∞(ω))
1
p
‖Du‖Lp(Ω),
and
‖D(ϕψ ∗ u)−Du‖Lp(ω)
≤ sup
v∈Bm1
‖τψv(Du)−Du‖Lp(ω) +
C′
(1− ‖Dψ‖L∞(ω))
1
p
‖Du‖Lp(A),
for some constants C,C′ > 0 depending onm and p, where A =
⋃
x∈ω∩suppDψ
Bmψ(x)(x).
In this statement, τv(u) : Ω+ v → Rν denotes the translation with respect to the
vector v ∈ Rm defined for each x ∈ Ω + v by τv(u)(x) = u(x− v).
5.3. Zero-degree homogenization. This tool has been used in problems involv-
ing compact-target manifolds [2, 4, 16], and allows one to extend a Sobolev map
u defined on the boundary of a star-shaped domain to the whole domain, by pre-
serving the range of u. We first recall the notion of a Sobolev map on skeletons [16]:
Definition 5.1. Given p ≥ 1, ℓ ∈ {0, . . . ,m}, and an ℓ-dimensional skeleton Sℓ, we
say that a map u belongs toW 1,p(Sℓ;Rν) whenever
(i) each σℓ ∈ Sℓ, the map u|σℓ belongs toW 1,p(σℓ;Rν),
(ii) each σℓ1, σ
ℓ
2 ∈ Sℓ such that σℓ1 ∩ σℓ2 ∈ Sℓ−1, we have u|σℓ1 = u|σℓ2 on σℓ1 ∩ σℓ2 in
the sense of traces.
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We then denote
‖u‖p
W 1,p(Sℓ;Rν)
=
∑
σℓ∈Sℓ
‖u‖p
W 1,p(σℓ;Rν)
.
Given ℓ ∈ {1, . . . ,m}, η > 0 and a ∈ Rm, we may consider the boundary of the
cube Qℓη(a) as an (ℓ − 1)-dimensional skeleton, and then W 1,p(∂Qℓη(a);Rν) has a
well-defined meaning in the sense of Definition 5.1.
Given i ∈ N∗ and η > 0, the homogenization of degree 0 of a map u : ∂Qiη(a)→
R
ν is the map v : Qiη(a)→ Rν defined for x ∈ Qiη(a) by
(5.6) v(x) = u
(
a+ η
x− a
|x − a|∞
)
,
where |y|∞ = max
{|y1|, . . . , |yi|} denotes the maximum norm in Ri. The basic
property satisfied by this construction is the following:
Proposition 5.4. If 1 ≤ p < i, then, for every u ∈ W 1,p(∂Qiη(a);Rν), the map v :
Qiη(a)→ Rν defined in (5.6) belongs toW 1,p(Qiη(a);Rν) and
‖Dv‖Lp(Qiη(a)) ≤ Cη
1
p ‖Du‖Lp(∂Qiη(a)).
Iterating the zero-degree homogenization described above, one extends Sobolev
functions defined on lower-dimensional subskeletons of Rm to anm-dimensional
subskeleton. We apply this strategy to prove the following proposition that will
be used in the proof of Theorems 1 and 2:
Proposition 5.5. Let ℓ ∈ {0, . . . ,m− 1}, η > 0, Em be a subskeleton of Rm of inradius
η and Sm−1 be a subfamily of Em−1. If p < ℓ + 1, then for every continuous function
u : Eℓ ∪ Sm−1 → Rν such that
(i) u|Eℓ ∈ W 1,p(Eℓ;Rν),
(ii) u|Si ∈ W 1,p(Si;Rν), for every i ∈ {ℓ+ 1, . . . ,m− 1},
there exists v ∈ W 1,p(Em;Rν) such that v(Em) ⊂ u(Eℓ ∪ Sm−1), v = u on Sm−1 in
the sense of traces, and
‖Dv‖Lp(Em) ≤ C
(
η
m−ℓ
p ‖Du‖Lp(Eℓ) +
m−1∑
i=ℓ+1
η
m−i
p ‖Du‖Lp(Si)
)
.
Proof. Let vℓ : Eℓ → Rν be defined by vℓ = u in Eℓ. We define by induction on
i ∈ {ℓ+ 1, . . . ,m− 1} a map vi : Ei → Rν as follows:
(a) for every σi ∈ E i \ Si, we apply the zero-degree homogenization on the face
σi (Proposition 5.4) to define vi on σi, so that vi = vi−1 on ∂σi in the sense of
traces and ˆ
σi
|Dvi|p ≤ C1η
ˆ
∂σi
|Dvi−1|p.
(b) for every σi ∈ Si, we take vi = u in Si, whenceˆ
σi
|Dvi|p =
ˆ
σi
|Du|p.
With this definition, we have vi ∈ W 1,p(Ei;Rν) since for any given σi1, σi2 ∈ E i
such that σi1 ∩ σi2 ∈ E i−1 we have vi|σi1 = vi|σi2 on σi1 ∩ σi2 in the sense of traces.
From (a) and (b), ˆ
Ei
|Dvi|p ≤ C2η
ˆ
Ei−1
|Dvi−1|p +
ˆ
Si
|Du|p.
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Iterating these estimates we get
ˆ
Em−1
|Dvm−1|p ≤ C3
(
ηm−1−ℓ
ˆ
Eℓ
|Dvℓ|p +
m−1∑
i=ℓ+1
ηm−1−i
ˆ
Si
|Du|p
)
.
From the construction of vi we also have
vi(Ei) ⊂ vi−1(Ei−1) ∪ u(Si).
Iterating these inclusions we deduce that
vm−1(Em−1) ⊂ vℓ(Eℓ) ∪
m−1⋃
i=ℓ+1
u(Si) ⊂ u(Eℓ ∪ Sm−1).
The map vm−1 : Em−1 → Rν extends by zero-degree homogenization on each
cube σm ∈ Em to vm : Em → Rν , with vm(Em) = vm−1(Em−1) and
ˆ
Em
|Dvm|p ≤ C4 η
ˆ
Em−1
|Dvm−1|p.
The function vm thus satisfies the required properties. 
6. TRIMMING PROPERTY
The next proposition reformulates the trimming property (Definition 1.1), re-
placing smoothmaps by continuous Sobolev maps.
Proposition 6.1. Let p ∈ N∗. The manifold Nn satisfies the trimming property of di-
mension p if and only if there exists a constant C′ > 0 such that, for each map u ∈
W 1,p(Qp;Nn) with u ∈W 1,p(∂Qp;Nn),
‖Dv‖Lp(Qp) ≤ C′‖Du‖Lp(Qp),
for some v ∈ W 1,p(Qp;Nn)∩C0(Qp;Nn) such that u = v on ∂Qp in the sense of traces.
Proof. We begin with the direct implication. For this purpose, let u ∈ W 1,p(Qp;Nn)
be such that u ∈ W 1,p(∂Qp;Nn). We regularize u in two different ways: near the
boundary ofQp, this is done by zero-degree homogenization of u|∂Qp ; far from the
boundary, we use the trimming property. We paste the two different approxima-
tions with a mollification and cut-off argument in such a way that the approximat-
ing function takes its values in a neighborhood of Nn. This allows us to project it
back on Nn.
More precisely, given 12 ≤ λ < 1, we set w : Qp → Nn to be the function defined
for x ∈ Qp by
w(x) =
{
u(x/λ) if x ∈ Qpλ,
u(x/|x|∞) if x ∈ Qp \Qpλ.
Then w ∈ W 1,p(Qp;Nn), w is continuous in Qp \ Qpλ by the Morrey–Sobolev in-
equality and
ˆ
Qp
|Dw|p ≤ C1
( ˆ
Qp
|Du|p + (1− λ)
ˆ
∂Qp
|Du|p
)
.
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Take λ < r1 < r2 < 1. If (ϕε)ε>0 is a family of smooth mollifiers with suppϕε ⊂
Bpε , then the function ϕε∗w is smooth onQpr2\Qpr1 , for every 0 < ε ≤ min {r1 − λ, 1− r2}.
Given θ ∈ C∞c (Qpr2 \Qpr1), then for ε > 0 small the function v : Qp → Nn such that
v(x) =
{
w(x) if x ∈ Qp \ (Qpr2 \Qpr1),
Π
(
(1− θ(x))w(x) + θ(x)ϕε ∗w(x)
)
if x ∈ Qpr2 \Qpr1 ,
is well-defined and belongs toW 1,p(Qp;Nn). Remember thatΠ is the nearest point
projection onto the submanifold Nn, which is smooth on a neighborhood O ⊂ Rν
of Nn and satisfies DΠ ∈ L∞(O), see Section 2.3. Here, we also use the continuity
ofw onQp\Qpλ, which implies that for ε small, the set
(
(1−θ)w+θϕε∗w
)
(Qpr2 \Qpr1)
is contained in a compact subset of O. Moreover, by Lemma 2.2, we have the
estimateˆ
Qp
|Dv|p ≤ C2
( ˆ
Qp
|Dw|p + ‖Dθ‖L∞(Qp)
ˆ
Qpr2\Q
p
r1
|w − ϕε ∗ w|p
)
.
Setting θ = 1 on ∂Qpr for some r1 < r < r2, then v ∈ C∞(∂Qpr ;Nn). Applying
the trimming property to the map v on Qpr , there exists a map v˜ ∈ C∞(Qpr ;Nn)
that coincides with v on ∂Qpr and is such thatˆ
Qpr
|Dv˜|p ≤ C3
ˆ
Qpr
|Dv|p.
Extending v˜ as v on Qp \Qpr , we deduce from the estimates above that
ˆ
Qp
|Dv˜|p ≤ C4
( ˆ
Qp
|Du|p + (1− λ)
ˆ
∂Qp
|Du|p
+ ‖Dθ‖L∞(Qp)
ˆ
Qpr2\Q
p
r1
|w − ϕε ∗ w|p
)
.
To conclude the proof we may assume that
´
Qp |Du|p > 0. Choosing λ close to 1
and then ε > 0 small, the second and third terms in the right-hand side can be
controlled by
´
Qp
|Du|p and the direct implication follows.
To prove the converse implication, we take f ∈ C∞(∂Qp;Nn) having an exten-
sion u ∈ W 1,p(Qp;Nn). By assumption, there exists a map v ∈ W 1,p(Qp;Nn) ∩
C0(Qp;Nn) such that v|∂Qp = f and
‖Dv‖Lp(Qp) ≤ C′‖Du‖Lp(Qp).
Once again, the idea of the proof is to smoothen v in two different ways. Far from
the boundary, this is done by mollification and projection. Near the boundary, we
work with a smooth extension of f .
More specifically, given 0 < λ < 1, we fix a smooth extension f˜ ∈ C∞(Qp \
Qpλ;N
n) of f . Given 0 < λ < r < r < 1, we take θ ∈ C∞c (Qp \ Qpr) such that
θ = 1 in Qp \ Qpr . We note that, for r close to 1 and for ε > 0 small, the function
v˜ : Qp → Nn such that
v˜(x) =

f˜(x) if x ∈ Qp \Qpr ,
Π
(
(1− θ(x))ϕε ∗ v(x) + θ(x)f˜ (x)
)
if x ∈ Qpr \Qpr ,
Π(ϕε ∗ v(x)) if x ∈ Qpr ,
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is well-defined and satisfies the estimate
ˆ
Qp
∣∣Dv˜∣∣p ≤ C5( ˆ
Qp
|Dv|p +
ˆ
Qp\Qpr
|Df˜ |p + ‖Dθ‖pL∞(Qp)
ˆ
Qp
r
\Qpr
|ϕε ∗ v − v|p
+ ‖Dθ‖pL∞(Qp)
ˆ
Qp\Qpr
|v − f˜ |p
)
.
Since v − f˜ = 0 on ∂Qp, it follows from the Poincaré inequality that
ˆ
Qp\Qpr
∣∣v − f˜ ∣∣p ≤ C6(1− r)p ˆ
Qp\Qpr
∣∣D(v − f˜)∣∣p.
Taking r < r < 1 and θ such that (1− r)‖Dθ‖L∞(Qp) ≤ C, we get
ˆ
Qp
∣∣Dv˜∣∣p ≤ C7( ˆ
Qp
|Dv|p +
ˆ
Qp\Qpr
|Df˜ |p + (1− r)−p
ˆ
Qpr\Q
p
r
|ϕε ∗ v − v|p
)
.
We now assume that
´
Qp
|Du|p > 0. The first integral in the right-hand side is
by assumption estimated by
´
Qp
|Du|p. Taking r close to 1 and then ε > 0 small
the second and third integrals are also bounded by
´
Qp
|Du|p, and the conclusion
follows. 
We prove the necessity part in Theorem 2.
Proposition 6.2. If p ∈ {2, . . . ,m} and if the set (W 1,p ∩ L∞)(Qm;Nn) is dense in
W 1,p(Qm;Nn), thenNn satisfies the trimming property of dimension p.
Proof. We first consider the case p = m. Let u ∈ W 1,m(Qm;Nn) be such that
u ∈ W 1,m(∂Qm;Nn). By the characterization given by Proposition 6.1, it suffices
to prove that there exists a map v ∈ W 1,m(Qm;Nn) ∩C0(Qm;Nn) such that u = v
on ∂Qm and such that ‖Dv‖Lm(Qm) ≤ C‖Du‖Lm(Qm). The idea of the proof is to
rely on the density of bounded maps to replace u by a smooth approximation of
u in the interior of the cube. Such an approximation can be made uniform on the
boundary of cubes ∂Qmr with r close to 1. We can thus create a transition layer
using a zero-degree homogenization of u and an averaging procedure, obtaining
a function that is sufficiently close to Nn.
More precisely, given 0 < λ < 1, we introduce the same map w as in the proof
of Proposition 6.1. By assumption, the mapw is the limit of a sequence of bounded
maps in W 1,m(Qm;Nn). It follows from Proposition 3.2 that there exists a se-
quence (uk)k∈N in C∞(Qm;Nn) converging strongly to w inW 1,m(Qm;Rν). Then,
for almost every λ < r < 1, there exists a subsequence (ukj |∂Qmr )j∈N converging to
w|∂Qmr in W 1,m(∂Qmr ;Rν). By the Morrey–Sobolev embedding, this convergence
is also uniform on the set ∂Qmr . Since w(∂Q
m
r ) is a compact subset of N
n, there
exist a compact set K in the domain O of the nearest point projection Π and an
integer J ∈ N such that for every j ≥ J , every z ∈ ∂Qmr and every t ∈ [0, 1],
tukj (z) + (1− t)w(z) ∈ K.
We also introduce a cut-off function θ ∈ C∞c (Qm) such that 0 ≤ θ ≤ 1 in Qm and
θ = 1 inQmr , with (1−r)‖Dθ‖L∞(Qm) ≤ C. For every j ≥ J , the map vj : Qm → Nn
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defined by
vj(x) =
{
Π
(
θ(x)ukj (rx/|x|∞) + (1 − θ(x))w(rx/|x|∞)
)
if x ∈ Qm \Qmr ,
ukj (x) if x ∈ Qmr ,
is such that vj ∈ W 1,m(Qm;Nn) ∩ C0(Qm;Nn), vj = u on ∂Qm, and
ˆ
Qm
|Dvj |m ≤ C1
( ˆ
Qmr
|Dukj |m + ‖Dθ‖L∞(Qm)(1− r)
ˆ
∂Qmr
|ukj − w|m
+ (1 − r)
ˆ
∂Qmr
(|Dukj |m + |Dw|m)
)
.
Without loss of generality, we can assume that
´
Qm
|Du|m > 0. We take j ≥ J large
enough so that the second term in the right-hand side is bounded from above by´
Qm
|Du|m. By convergence of the sequence (ukj )j∈N we may also assume thatˆ
Qmr
|Dukj |m ≤ 2
ˆ
Qmr
|Dw|m and
ˆ
∂Qmr
|Dukj |m ≤ 2
ˆ
∂Qmr
|Dw|m.
In view of the definition of w in terms of u we deduce from the estimates above
that ˆ
Qm
|Dvj |m ≤ C2
( ˆ
Qm
|Du|m + (1− λ)
ˆ
∂Qm
|Du|m
)
.
To conclude the case p = m, it suffices to choose λ sufficiently close to 1 so that the
second term in the right-hand side is bounded from above by
´
Qm
|Du|m.
We now consider the case where p < m. Under the assumption of the propo-
sition, we claim that (W 1,p ∩ L∞)(Qp;Nn) is also dense in W 1,p(Qp;Nn). We are
thus led to the first situation where p equals the dimension of the domain, and
we conclude that the manifold Nn satisfies the trimming property of dimension p.
It thus suffices to prove the claim. For this purpose, take u ∈ W 1,p(Qp;Nn) and
define the function v : Qm → Nn for x = (x′, x′′) ∈ Qp ×Qm−p by
v(x) = u(x′).
By assumption, there exists a sequence of maps (vk)k∈N in (W 1,p ∩ L∞)(Qm;Nn)
converging to v in W 1,p(Qm;Nn). Hence, there exist a subsequence (vkj )j∈N and
a ∈ Qm−p such that (vkj (·, a))j∈N converges to u inW 1,p(Qp;Nn). This proves the
claim, and concludes the proof of the proposition. 
Definition 6.1. A Riemannian manifold Nn has uniform Lipschitz geometry (or Nn
is uniformly Lipschitz) whenever there exist κ, κ′ > 0 and C > 0 such that, for every
ξ ∈ Nn,
‖DΨ‖L∞(BNn(ξ;κ)) + ‖DΨ−1‖L∞(BRn (Ψ(ξ);κ′)) ≤ C,
for some local chart Ψ : BNn(ξ;κ)→ Rn with BRn(Ψ(ξ);κ′) ⊂ Ψ(BNn(ξ;κ)).
Here, for ξ ∈ Nn and κ ≥ 0, we have denoted by BNn(ξ;κ) the geodesic ball
in Nn of center ξ and radius κ. A natural candidate for Ψ is the inverse of the
exponential map when the manifold Nn has a positive global injectivity radius
and the exponential and its inverse are uniformly Lipschitzmaps on balls of a fixed
radius. If the injectivity radius of Nn is uniformly bounded from below and the
Riemann curvature of Nn is uniformly bounded, then Nn has uniform Lipschitz
geometry. By relying on harmonic coordinates instead of the normal coordinates
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given by the exponential maps, it can be proved that it is sufficient to bound the
Ricci curvature instead of the Riemann curvature [1].
Proposition 6.3. If Nn is uniformly Lipschitz, then Nn satisfies the trimming property
of any dimension p ∈ N∗.
The proof of Proposition 6.3 is based on the following lemma that reduces the
problem to a trimming property for maps with small energy on the boundary
‖Du‖Lp(∂Qp). By the Morrey–Sobolev embedding, the range of u|∂Qp is then con-
tained on a small geodesic ball, and one can perform the extension in a suitable
local chart for manifolds having uniform Lipschitz geometry.
Lemma 6.4. Let p ∈ N∗ and α > 0. Assume that for every map u ∈ W 1,p(Qp;Nn)
satisfying u|∂Qp ∈ W 1,p(∂Qp;Nn) and
‖Du‖Lp(Qp) + ‖Du‖Lp(∂Qp) ≤ α,
there exists v ∈ (W 1,p ∩ L∞)(Qp;Nn) such that v = u on ∂Qp and
‖Dv‖Lp(Qp) ≤ C′′
(‖Du‖Lp(Qp) + ‖Du‖Lp(∂Qp))
for some constant C′′ > 0 independent u. Then, Nn satisfies the trimming property of
dimension p.
Proof of Lemma 6.4. Let u ∈W 1,p(Qp;Nn) be amap such that u|∂Qp ∈W 1,p(∂Qp;Nn).
The idea of the proof is to subdivide the domain Qp into smaller cubes, and to
apply the opening technique on each cube. The resulting map also has small
(rescaled) Sobolev energy on the boundaries of the small cubes, and so we can
locally apply the small-energy trimming property to obtain a bounded extension
of u|∂Qp . We then use an approximation argument by convolution to get a contin-
uous extension of u|∂Qp .
More precisely, for 12 < λ < 1, we introduce the map w as in the proof of
Proposition 6.1. Then, w|∂Qp = u|∂Qp , w is bounded on Qp \Qpλ and
‖Dw‖Lp(Qp) ≤ C1
(‖Du‖Lp(Qp) + (1− λ) 1p ‖Du‖Lp(∂Qp)).
Without loss of generality, we can assume that ‖Du‖Lp(Qp) > 0. We take λ > 0
such that
(1 − λ) 1p ‖Du‖Lp(∂Qp) ≤ ‖Du‖Lp(Qp).
This implies
(6.1) ‖Dw‖Lp(Qp) ≤ 2C1‖Du‖Lp(Qp).
We fix 0 < ρ < 12 . For every 0 < µ < 1 sufficiently small, we consider a
cubication Kpµ of inradius µ such that
Qpλ+2ρµ ⊂ Kpµ ⊂ Kpµ +Qp2ρµ ⊂ Qp.
We open the map w around Kp−1µ . More precisely, denoting by Φop : Rm → Rm
the smooth map given by Proposition 5.2 above, we consider
wop = w ◦ Φop.
DENSITY OF BOUNDED MAPS IN SOBOLEV SPACES 25
In particular, wop ∈ W 1,p(Qp;Nn), wop = w outside Kp−1µ + Qp2ρµ and, for every
σp ∈ Kpµ, we have
‖Dwop‖Lp(∂σp+Qp2ρµ) ≤ C2‖Dw‖Lp(σp+Qp2ρµ).
This implies that wop|∂Qp = u|∂Qp and, for every σp ∈ Kpµ,
(6.2) ‖Dwop‖Lp(σp+Qp2ρµ) ≤ C3‖Dw‖Lp(σp+Qp2ρµ).
Raising both sides to the power p and summing over all σp ∈ Kp, we also get
‖Dwop‖Lp(Qp) ≤ C4‖Dw‖Lp(Qp).
We also need the fact that the opening construction preserves the ranges of the
maps. More precisely, for every σp−1 ∈ Kp−1µ , we have
wop(σp−1 +Qp2ρµ) ⊂ w(σp−1 +Qp2ρµ).
We apply this remark to every σp−1 ⊂ ∂Kpµ to get
wop(∂Kpµ +Q
p
2ρµ) ⊂ w(∂Kpµ +Qp2ρµ).
Together with the fact that w is bounded on Qp \ Qpλ ⊃ ∂Kpµ + Qp2ρµ, this proves
that wop is bounded on Qp \Kpµ.
Since wop is (p− 1)-dimensional on ∂σp +Qpρµ for every σp ∈ Kpµ, we have
(6.3) ‖Dwop‖Lp(∂σp) ≤ C5
µ
1
p
‖Dwop‖Lp(∂σp+Qp2ρµ) ≤
C6
µ
1
p
‖Dw‖Lp(σp+Qp2ρµ).
We take µ > 0 such that, for every σp ∈ Kpµ, we have
(C3 + C6)‖Dw‖Lp(σp+Qp2ρµ) ≤ α;
this is possible by equi-integrability of the summable function |Dw|p. Then, by
estimates (6.2) and (6.3) we have
‖Dwop‖Lp(σp) + µ
1
p ‖Dwop‖Lp(∂σp) ≤ α.
By the small-energy trimming assumption applied to wop|σp for every σp ∈ Kpµ
and by a scalling argument, there exists a map wσp ∈ (W 1,p ∩ L∞)(σp;Nn) which
agrees with wop on ∂σp and is such that
(6.4) ‖Dwσp‖Lp(σp) ≤ C′′
(‖Dwop‖Lp(σp) + µ 1p ‖Dwop‖Lp(∂σp)).
We then define the map w˜ by
w˜(x) = wσp(x) when x ∈ σp and σp ∈ Kpµ
and we extend w˜ by wop outsideKpµ. Then, w˜ ∈ (W 1,p∩L∞)(Qp;Nn) and w˜|∂Qp =
u|∂Qp . By additivity of the integral and by estimates (6.3) and (6.4), we also have
‖Dw˜‖pLp(Qp) =
∑
σp∈Kpµ
‖Dwσp‖pLp(σp) + ‖Dwop‖pLp(Qp\Kpµ)
≤
∑
σp∈Kpµ
2p−1(C′′)p
(‖Dwop‖pLp(σp) + µ‖Dwop‖pLp(∂σp))
+ ‖Dwop‖p
Lp(Qp\Kpµ)
≤ C7‖Dw‖pLp(Qp).
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Applying estimate (6.1), we deduce that
(6.5) ‖Dw˜‖Lp(Qp) ≤ 2C1(C7)
1
p ‖Du‖Lp(Qp).
The map w˜ is continuous on Qp \ (Kpµ + Qp2ρµ) since it agrees with the map w
there. We introduce a cut-off function θ ∈ C∞c (Qp) such that 0 ≤ θ ≤ 1 in Qm
and θ = 1 on a neighborhood of Kpµ + Q
p
2ρµ. Given a family of mollifiers (ϕε)ε>0,
as a consequence of the VMO-property of w˜ in the critical-integrability case (see
the proof of Proposition 3.2) the Poincaré-Wirtinger inequality implies that there
exists ε > 0 such that, for every 0 < ε ≤ ε, the set (ϕε ∗ w˜)(supp θ) is contained
in the neighborhood O where the nearest point projection Π is defined. Since w˜ is
continuous on Qp \ (Kpµ +Qp2ρµ), we can define
v = Π
(
θ(ϕε ∗ w˜) + (1− θ)w˜
)
for ε sufficiently small. Thismap v is an extension of u|∂Qp in the spaceW 1,p(Qp;Nn)∩
C0(Qp;Nn). By the same calculation as in the proof of Proposition 6.1, one has the
estimate
(6.6) ‖Dv‖Lp(Qp) ≤ C8‖Dw˜‖Lp(Qp)
for ε small enough. By estimates (6.5) and (6.6), we have constructed a continuous
extension of u|∂Qp such that
‖Dv‖Lp(Qp) ≤ 2C1(C7)
1
pC8‖Du‖Lp(Qp).
Proposition 6.1 now yields the conclusion. 
We now apply Lemma 6.4 to prove that manifolds with uniform Lipschitz ge-
ometry satisfy the trimming property. Another application of such a lemma in con-
nection with the problem of weak sequential density of bounded Sobolev maps is
investigated in [6].
Proof of Proposition 6.3. Let u ∈W 1,p(Qp;Nn) be such that u|∂Qp ∈W 1,p(∂Qp;Nn).
Take 0 < κ′′ < min {κ, κ′/C}, where throughout the proof we refer to the notation
of Definition 6.1. By the Morrey–Sobolev embedding, there exists α > 0 such that
if ‖Du‖Lp(∂Qp) ≤ α, then there exists x ∈ ∂Qp such that, for almost every y ∈ ∂Qp,
we have
distNn(u(y), u(x)) ≤ κ′′.
Given a local chartΨ onBNn(u(x);κ) as in Definition 6.1, the functionΨ◦u belongs
to W 1,p(∂Qp;Rn). By the classical extension property of Sobolev functions, there
exists w ∈W 1,p(Qp;Rn) such that w = Ψ ◦ u on ∂Qp in the sense of traces, and the
following estimate holdsˆ
Qp
|Dw|p ≤ C1
ˆ
∂Qp
|D(Ψ ◦ u)|p ≤ C1Cp
ˆ
∂Qp
|Du|p.
Observe that Ψ ◦ u(∂Qp) ⊂ BRn(Ψ(u(x));κ′). Indeed, by the mean value in-
equality and the choice of κ′′, for almost every y ∈ ∂Qp we have
distRn (Ψ(u(y)),Ψ(u(x))) ≤ C distNn(u(y), u(x)) ≤ Cκ′′ < κ′.
Thus, truncating w with a retraction on the ball BRn(Ψ(u(x));κ′) if necessary, we
may further assume that the image of the extensionw satisfiesw(Qp) ⊂ BRn(Ψ(u(x));κ′),
since this does not modify the values of Ψ ◦ u|∂Qp . Defining the map v = Ψ−1 ◦
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w, by composition of Sobolev maps with smooth functions it follows that v ∈
W 1,p(Qp;Nn) and ˆ
Qp
|Dv|p ≤ Cp
ˆ
Qp
|Dw|p ≤ C2
ˆ
∂Qp
|Du|p.
In view of Lemma 6.4, the proof is complete. 
7. PROOFS OF THEOREMS 1 AND 2
Let 1 ≤ p ≤ m and u ∈ W 1,p(Qm;Nn). We begin by extending u in a neighbor-
hood of Qm and then by taking a cubication that contains Qm. More precisely,
by using reflexions across the boundary of Qm, we can extend u as a map in
W 1,p(Qm1+2γ ;N
n) for some γ > 0. We also fix 0 < ρ < 12 . Let Kmη be a cubica-
tion of Qm1+γ of inradius 0 < η ≤ γ such that
2ρη ≤ γ.
For almost every x, y ∈ Qm1+2γ , the function t 7→ u(tx + (1 − t)y) is an abso-
lutely continuous path inNn between u(x) and u(y). Hence, the geodesic distance
distNn (u(x), u(y)) between u(x) and u(y) can be estimated as follows:
distNn (u(x), u(y)) ≤
ˆ 1
0
|Du(tx+ (1 − t)y)[x− y]| dt.
As in the proof of the Poincaré-Wirtinger inequality, this implies thatˆ
Qm1+2γ
ˆ
Qm1+2γ
distNn(u(x), u(y)) dxdy ≤ C1
ˆ
Qm1+2γ
|Du|.
It follows that, for almost every y ∈ Qm1+2γ ,ˆ
Qm1+2γ
distNn(u(x), u(y)) dx <∞.
This implies that, for every a ∈ Nn, the function x 7→ distNn(u(x), a) is summable
on Qm1+2γ .
We now distinguish the cubes in the cubication Kmη in terms of good cubes and bad
cubes. In a good cube, most of the values of the function u lie in a geodesic ball centered
at some fixed point a ∈ Nn, and u does not oscillate too much; the latter is quantified in
terms of the rescaled Lp norm ofDu.
We fix a point a ∈ Nn. For every R > 0 and λ > 0, we define the subskeleton
Gmη of Kmη as the set of good cubes σm ∈ Kmη in the sense that 
σm+Qm2ρη
distNn (u(x), a) dx ≤ R and 1
η
m−p
p
‖Du‖Lp(σm+Qm2ρη) ≤ λ.
We also introduce the subskeleton of bad cubes Emη defined as the complement of
Gmη in Kmη . Thus, by definition of Emη , for every σm ∈ Emη we have
R <
 
σm+Qm2ρη
distNn (u(x), a) dx or λ <
1
η
m−p
p
‖Du‖Lp(σm+Qm2ρη).
In the proof, we do not explicitly indicate the dependence of Gmη and Emη on the
parametersR and λ.
On the bad cubes Emη , we wish to replace the function u by some nicer, bounded, func-
tion. To reach this goal, we would like to use the values of u on the lower-dimensional
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skeleton Eℓη , where ℓ = ⌊p⌋, assuming that u ∈ W 1,p(Eℓη;Nn). Indeed, for p noninte-
ger we have p > ℓ and then the Morrey–Sobolev embedding implies that u is continuous
on Eℓη . We can thus propagate the values of u inside E
m
η by zero-degree homogenization.
When p is integer, we have p = ℓ and we cannot rely on the Morrey–Sobolev embedding.
In this case, we apply the trimming property of dimension p to modify the function u on
Eℓη , keeping its values on the lower-dimensional skeleton E
ℓ−1
η .
We first quantify the total volume of bad cubes. More precisely, the Lebesgue
measure of the setEmη +Q
m
2ρη can bemade as small as we want by a suitable choice
of parametersR and η. This is a consequence of the following estimate:
Claim 1. The Lebesgue measure of the set Emη +Q
m
2ρη satisfies∣∣Emη +Qm2ρη∣∣ ≤ C( 1R
ˆ
Qm1+2γ
distNn(u(x), a) dx +
ηp
λp
ˆ
Qm1+2γ
|Du|p
)
.
Proof of the claim. By finite subadditivity of the Lebesgue measure, we have∣∣Emη +Qm2ρη∣∣ ≤ ∑
σm∈Emη
∣∣σm +Qm2ρη∣∣ ≤ C2ηm (#Emη ).
From the definition of Emη , we estimate the number #Emη of bad cubes as follows:
#Emη ≤
∑
σm∈Emη
(
1
|σm +Qm2ρη|R
ˆ
σm+Qm2ρη
distNn(u(x), a) dx
+
1
ηm−pλp
ˆ
σm+Qm2ρη
|Du|p
)
≤ C3
ηm
(
1
R
ˆ
Qm1+2γ
distNn(u(x), a) dx +
ηp
λp
ˆ
Qm1+2γ
|Du|p
)
.
Combining both estimates, we get the conclusion. ⋄
Since the cubication Kmη is prescribed independently of u, the Lp norm of Du on the
skeleton Eℓη could be very large. We thus begin by opening u in a neighborhood of E
ℓ
η,
which provides a new function uopη depending on, at most, ℓ components around each face
of Eℓη.
Throughout the proof, we denote by
ℓ = ⌊p⌋
the integer part of p. We begin by opening the map u in a neighborhood of Eℓη if
p < m and in a neighborhood of Em−1η if p = m. More precisely, if Φ
op : Rm → Rm
is the smooth map given by Proposition 5.2 with the parameter ρ, we consider the
opened map
uopη = u ◦ Φop.
When p < m, we have that uopη ∈W 1,p(Qm1+2γ ;Nn) and uopη = u in the complement
of Eℓη +Q
m
2ρη. Moreover, there exists C > 0 such that, for every σ
ℓ ∈ Eℓη , we have
(7.1) ‖Duopη ‖Lp(σℓ+Qm2ρη) ≤ C‖Du‖Lp(σℓ+Qm2ρη),
and also
(7.2) ‖Duopη −Du‖Lp(Qm1+2γ ) ≤ C‖Du‖Lp(Eℓη+Qm2ρη).
When p = m, the integer ℓmust be replaced bym− 1 in the above estimates.
DENSITY OF BOUNDED MAPS IN SOBOLEV SPACES 29
We now consider a convolution of the opened map uopη . The convolution parameter is
not constant: it is small on the good cubes and quickly becomes zero as we enter the bad
cubes. Such a transition is made in a region having width of order η.
More precisely, given 0 < ρ < ρ, we consider a smooth functionψη ∈ C∞(Qm1+2γ)
such that
(a) 0 ≤ ψη < (ρ− ρ)η,
(b) ψη = tη on Gmη , for some parameter 0 < t < ρ− ρ ,
(c) suppψη ⊂ Gmη +Qmρη ,
(d) ‖Dψη‖L∞(Qm1+2γ) < 1,
The parameter t is fixed throughout the proof and is independent of η, R and λ.
Condition (b) gives an upper bound on t, while Condition (d) imposes t to be
typically smaller than ρ and this can be achieved independently of the geometry
of the cubication Gη.
Given a mollifier ϕ ∈ C∞c (Bm1 ), for every x ∈ Qm1+γ let
usmη (x) = (ϕψη ∗ uopη )(x) =
ˆ
Bm1
uopη
(
x− ψη(x)y
)
ϕ(y) dy.
Since 0 < ψη ≤ ρη < γ, the smoothened map usmη : Qm1+γ → Rν is well-defined.
Claim 2. The map usmη satisfies the estimates
‖usmη − u‖Lp(Qm1+γ) ≤ sup
v∈Bm1
‖τψηv(u)− u‖Lp(Qm1+γ ) + C‖uopη − u‖Lp(Qm1+2γ ),(7.3)
‖Dusmη −Du‖Lp(Qm1+γ) ≤ sup
v∈Bm1
‖τψηv(Du)−Du‖Lp(Qm1+γ)
+ C‖Du‖Lp(Emη +Qm2ρη).
(7.4)
Proof of the claim. By Proposition 5.3 with ω = Qm1+γ , we have
‖usmη − uopη ‖Lp(Qm1+γ ) ≤ sup
v∈Bm1
‖τψηv(uopη )− uopη ‖Lp(Qm1+γ).
We also observe that, for every v ∈ Bm1 , we have
‖τψηv(uopη )− uopη ‖Lp(Qm1+γ)
≤ ‖τψηv(uopη )− τψηv(u)‖Lp(Qm1+γ)
+ ‖τψηv(u)− u‖Lp(Qm1+γ ) + ‖uopη − u‖Lp(Qm1+γ)
≤ ‖τψηv(u)− u‖Lp(Qm1+γ) + C‖uopη − u‖Lp(Qm1+2γ ),
and this proves (7.3).
We now consider the second estimate. Since ‖Dψη‖L∞(Qm1+2γ ) < 1, it also fol-
lows from Proposition 5.3 that
(7.5) ‖Dusmη −Duopη ‖Lp(Qm1+γ)
≤ sup
v∈Bm1
‖τψηv(Duopη )−Duopη ‖Lp(Qm1+γ ) + C1‖Duopη ‖Lp(A),
where A =
⋃
x∈Qm1+γ∩suppDψη
Bmψη(x)(x). From Property (b), we have
suppDψη ∩Qm1+γ ⊂ Qm1+γ \Gmη ⊂ Emη
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and, since ψη ≤ ρη, we deduce that A ⊂ Emη + Qmρη . By Proposition 5.2, we then
get
(7.6) ‖Duopη ‖Lp(A) ≤ C2‖Du‖Lp(Emη +Qm2ρη).
As in the proof of the first estimate, for every v ∈ Bm1 we also have
(7.7) ‖τψηv(Duopη )−Duopη ‖Lp(Qm1+γ) ≤ ‖τψηv(Du)−Du‖Lp(Qm1+γ )
+ C‖Duopη −Du‖Lp(Qm1+2γ ).
Combining estimates (7.5)–(7.7) and (7.2), we complete the proof of (7.4). ⋄
Although the smoothened map usmη need not lie on the manifold N
n, we now quantify
how far the set usmη (G
m
η ) is with respect to some large geodesic ball BNn(a;R) with R >
R. Since there are many points of u(Gmη ) on the geodesic ballBNn(a;R), we can apply the
Poincaré-Wirtinger inequality to establish such an estimate. By choosing the parameter λ
sufficiently small, we will later on be able to project back usmη to N
n, at least on the good
cubes Gmη .
Claim 3. There existsR > R such that, for every η > 0 and λ > 0, the directed Hausdorff
distance to the geodesic ball BNn(a;R) satisfies
DistBNn(a;R)(u
sm
η (G
m
η )) ≤
C′
η
m−p
p
max
σm∈Gmη
‖Du‖Lp(σm+Qm2ρη),
for some constant C′ > 0 depending onm and p.
Here, the directed Hausdorff distance from a set S ⊂ Rν to the geodesic ball
BNn(a;R) is defined as
DistBNn (a;R) (S) = sup
{
distRν
(
x,BNn(a;R)
)
: x ∈ S
}
,
where distRν denotes the Euclidean distance in Rν .
Proof of the claim. Given σm ∈ Gmη and R > 0, we consider the sets
WR =
{
z ∈ σm +Qm2ρη : distNn(u(z), a) < R
}
,
ZR =
{
z ∈ σm +Qm2ρη : distNn(u(z), a) ≥ R
}
,
and their counterparts for the map uopη obtained by the opening construction,
W op
R
=
{
z ∈ σm +Qm2ρη : distNn(uopη (z), a) < R
}
,
Zop
R
=
{
z ∈ σm +Qm2ρη : distNn(uopη (z), a) ≥ R
}
.
Observe that by definition uopη (z) ∈ BNn(a;R) for every z ∈ W opR . Assuming that
|W op
R
| > 0, then for every x ∈ σm we may estimate the distance from usmη (x) to
BNn(a;R) in terms of an average integral as follows
distRν
(
usmη (x), BNn(a;R)
) ≤  
W op
R
|usmη (x)− uopη (z)| dz.
For every x ∈ σm, we then have
distRν
(
usmη (x), BNn(a;R)
) ≤ ‖ϕ‖L∞(Bm1 )  
W op
R
 
Bm
ψη(x)
(x)
|uopη (y)− uopη (z)| dy dz,
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where ϕ is the mollifier used in the definition of usmη . Since both sets W
op
R
and
Bmψη(x)(x) are contained in σ
m + Qm2ρη , by the Poincaré–Wirtinger inequality we
deduce that
(7.8) distRν (usmη (x), BNn(a;R)) ≤
C1η
2m
|W op
R
| |Bmψη(x)(x)|
1
η
m−p
p
‖Duopη ‖Lp(σm+Qm2ρη).
Since ψη = tη on Gmη , for every x ∈ σm we have
(7.9) |Bmψη(x)(x)| ≥ C2ηm.
We now estimate from below the quantity |W op
R
|. Since σm ∈ Gmη , then by defi-
nition of Gmη the average integral satisfies 
σm+Qm2ρη
distNn(u(x), a) dx ≤ R,
hence by the Chebyshev inequality we have
(7.10)
|ZR|
|σm +Qm2ρη|
R ≤ R.
We now proceed with the choice of R. Taking any R > R such that
(7.11) |σm +Qm2ρη|R ≤
∣∣(σm +Qm2ρη) \ (∂σm +Qm2ρη)∣∣
2
R,
we have
|ZR| ≤
∣∣(σm +Qm2ρη) \ (∂σm +Qm2ρη)∣∣
2
.
Since σm is a cube of inradius η, by a scaling argument with respect to η this choice
ofR is independent of η. Since the maps uopη and u coincide in (σ
m+Qm2ρη)\(∂σm+
Qm2ρη), we have
Zop
R
⊂ ZR ∪ (∂σm +Qm2ρη).
By subadditivity of the Lebesgue measure and by the choice of R we get
|Zop
R
| ≤
∣∣(σm +Qm2ρη) \ (∂σm +Qm2ρη)∣∣
2
+
∣∣∂σm +Qm2ρη∣∣,
hence the measure of the complement setW op
R
satisfies
(7.12) |W op
R
| ≥
∣∣(σm +Qm2ρη) \ (∂σm +Qm2ρη)∣∣
2
= 2m−1(η − 2ρη)m = C3ηm.
By estimates (7.8), (7.9) and (7.12) for every x ∈ σm we deduce that with the above
choice of R we have
(7.13) distRν
(
usmη (x), BNn(a,R)
) ≤ C4
η
m−p
p
‖Duopη ‖Lp(σm+Qm2ρη).
By subadditivity of the Lebesgue measure and by the properties of the opening
construction, when p < m we have
‖Duopη ‖pLp(σm+Qm2ρη) ≤ ‖Du
op
η ‖pLp((σm+Qm2ρη)\(Eℓη+Qm2ρη))
+
∑
σℓ∈Eℓη
σℓ⊂σm
‖Duopη ‖pLp(σℓ+Qm2ρη)
≤ C5‖Du‖pLp(σm+Qm2ρη).
(7.14)
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When p = m, then ℓ must be replaced by m − 1 in the above inequality. Together
with (7.13), this implies the estimate we claimed. ⋄
We now quantify how far the smoothened map usmη is from the large geodesic ball
BNn(a;R) on the part of the bad set E
ℓ
η that lies in the transition between good and bad
cubes. The estimate uses the fact that the opened map uop depends on ℓ components nearby
Eℓη and that the convolution parameter is chosen very small in this region.
Claim 4. There existsR > R such that, for every η > 0 and λ > 0, the directed Hausdorff
distance to the geodesic ball BNn(a;R) satisfies
DistBNn (a;R)
(
usmη (E
ℓ
η ∩ suppψη)
) ≤ C′′
η
m−p
p
max
σm∈Gmη
‖Du‖Lp(σm+Qm2ρη),
for some constant C′′ > 0 depending onm and p.
Proof of the claim. Using Property (c) satisfied by the function ψη (see page 29), one
gets
Eℓη ∩ suppψη ⊂ (Eℓη ∩Gℓη) ∪
(
(Eℓ−1η ∩Gℓ−1η ) +Qmρη
)
.
By Claim 3 above it thus suffices to prove that, for every τ ℓ−1 ∈ Eℓ−1η ∩ Gℓ−1η , we
have
(7.15) DistBNn(a;R)
(
usmη (τ
ℓ−1 +Qmρη)
) ≤ C1
η
m−p
p
max
σm∈Gmη
‖Du‖Lp(σm+Qm2ρη).
For this purpose, we observe that there exists R > R such that the map uopη can be
constructed with the following additional property: for every τ ℓ−1 ∈ Eℓ−1η ∩ Gℓ−1η ,
(7.16) DistBNn (a;R)
(
uopη (τ
ℓ−1 +Qmρη)
) ≤ C2
η
m−p
p
‖Duopη ‖Lp(τℓ−1+Qmρη).
Indeed, for every σm ∈ Gmη and for every R > R such that
(7.17) |σm +Qm2ρη|R ≤
|Qmρη|
2
R,
we have, by (7.10),
|ZR| ≤
|Qmρη|
2
.
Again by a scaling argument with respect to η, this choice of R is independent
of η. For each vertex v of the cube σm and for at least half of the points x of the
cube Qmρη(v), we thus have u(x) ∈ BNn(a;R). Since the opening construction is
based on a Fubini-type argument (see the explanation preceding Proposition 5.1),
we may thus assume that for each vertex v of ∂σm ∩ E0η , the common value of uopη
in Qmρη(v) belongs to BNn(a;R).
Consider an (ℓ− 1)-dimensional face τ ℓ−1 ∈ Eℓ−1η ∩Gℓ−1η . Since p > ℓ− 1, by the
Morrey–Sobolev inequality we have, for every y, z ∈ τ ℓ−1,
distRν
(
uopη (y), u
op
η (z)
) ≤ C3η1− ℓ−1p ‖Duopη ‖Lp(τℓ−1).
On the other hand, since the map uopη is, by construction, an (ℓ − 1)-dimensional
map in τ ℓ−1 +Qmρη, we have u
op
η (τ
ℓ−1 +Qmρη) = u
op
η (τ
ℓ−1) and also
‖Duopη ‖Lp(τℓ−1) ≤
C4
η
m−(ℓ−1)
p
‖Duopη ‖Lp(τℓ−1+Qmρη).
DENSITY OF BOUNDED MAPS IN SOBOLEV SPACES 33
This implies that, for every y, z ∈ τ ℓ−1 +Qmρη,
distRν
(
uopη (y), u
op
η (z)
) ≤ C3C4
η
m−p
p
‖Duopη ‖Lp(τℓ−1+Qmρη).
Taking as z any vertex of τ ℓ−1 in G0η , we thus obtain estimate (7.16).
We now complete the proof of (7.15). Recall that the map usmη is obtained from
uopη by convolution with parameter ψη . Hence, for every τ
ℓ−1 ∈ Gℓ−1η ∩ Eℓ−1η and
for every x ∈ τ ℓ−1 +Qmρη such that ψη(x) 6= 0, by the triangle inequality we have
distRν
(
usmη (x), BNn(a,R)
)
≤ C5
 
Qm
ψη(x)
(x)
 
Qm
ψη(x)
(x)
|uopη (z)− uopη (y)| dy dz
+
 
Qm
ψη(x)
(x)
distRν
(
uopη (y), BNn(a,R)
)
dy.
Since x ∈ τ ℓ−1 + Qmρη and ψη(x) < (ρ − ρ)η, we have Qmψη(x)(x) ⊂ τ ℓ−1 + Qmρη.
Together with (7.16), this implies that, for every y ∈ Qmψη(x)(x),
distRν
(
uopη (y), BNn(a,R)
) ≤ C6
η
m−p
p
‖Duopη ‖Lp(τℓ−1+Qmρη).
By the Poincaré–Wirtinger inequality, we deduce that
(7.18) distRν (usmη (x), BNn(a,R)) ≤ C7
(
1
ψη(x)
m−p
p
‖Duopη ‖Lp(Qmψη(x)(x))
+
1
η
m−p
p
‖Duopη ‖Lp(τℓ−1+Qmρη)
)
.
Next, from the opening construction, for every cube Qmr (x) ⊂ τ ℓ−1 + Qmρη we
have
(7.19)
1
rm−p
ˆ
Qmr (x)
|Duopη |p ≤
C8
ηm−p
ˆ
τℓ−1+Qmρη
|Duopη |p.
Indeed, this follows directly from (5.3) when p < m. When p = m, one can proceed
along the lines of the proof of estimate (5.3) with ℓ replaced bym.
Combining inequalities (7.18) and (7.19) with r = ψη(x), we get
distRν (u
sm
η (x), BNn(a,R)) ≤
C9
η
m−p
p
‖Duopη ‖Lp(τℓ−1+Qmρη).
In view of the estimates satisfied by the opening construction and the fact that
τ ℓ−1 ∈ Gℓ−1η , for every x ∈ τ ℓ−1 +Qmρη such that ψη(x) 6= 0we have
distRν
(
usmη (x), BNn(a,R)
) ≤ C10
η
m−p
p
max
σm∈Gmη
‖Du‖Lp(σm+Qm2ρη),
from which (7.15) follows. If ψη(x) = 0, then usmη (x) = u
op
η (x), and the above
inequality remains true by (7.16). This completes the proof of the claim. ⋄
Up to now, the parameters λ and η were arbitrary. In the following, they will be subject
to some restrictions. Our aim is to make usmη sufficiently close to N
n on the set Eℓη ∪Gmη ,
so that we can project usmη back to the manifold N
n. We then extend the projected map to
Emη using the zero-degree homogenization.
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For a given R > 0, we take R > R satisfying the conclusions of Claims 3 and 4.
For any such R, let ιR > 0 be such that
BNn(a;R) +BνιR ⊂ O.
Remember that the geodesic ball BNn(a;R) is a relatively compact subset of Nn
and thatO is an open neighborhood ofNn inRν on which can be defined a smooth
retraction Π : O → Nn such that DΠ ∈ L∞(O); see Section 2.3. We also take λ > 0
depending on R > 0, whence also on R > 0, such that
(7.20) λ ≤ ιR
max {C′, C′′} ,
where C′, C′′ > 0 are the constants given by Claims 3 and 4, respectively. On the
one hand, for every good cube σm ∈ Gmη we have
1
η
m−p
p
‖Du‖Lp(σm+Qm2ρη) ≤
ιR
max {C′, C′′} .
By the estimate from Claim 3, this implies that
usmη (G
m
η ) ⊂ BNn(a;R) +BνιR ⊂ O.
On the other hand, Claim 4 implies that
usmη (E
ℓ
η ∩ suppψη) ⊂ BNn(a;R) +BνιR ⊂ O.
OnKmη \ suppψη , we have usmη = uopη . In particular,
usmη (E
ℓ
η \ suppψη) ⊂ Nn.
This proves that
(7.21) usmη (E
ℓ
η) ⊂ Nn ∪BNn(a;R) +BνιR ⊂ O.
We now define the projected map uprη : G
m
η ∪ Eℓη → Nn by setting
uprη = Π ◦ usmη .
On Gmη , the map u
pr
η is smooth and we have:
Claim 5. The map uprη satisfies
‖Duprη −Du‖Lp(Gmη )
≤ ‖DΠ‖L∞(O)‖Dusmη −Du‖Lp(Gmη ) +
∥∥|DΠ(usmη )−DΠ(u)| |Du|∥∥Lp(Gmη ).
Proof of the claim. Since uprη = Π ◦ usmη , u = Π ◦ u and usmη (Gmη ) is contained in a
compact subset of O, Lemma 2.2 and the triangle inequality imply
‖Duprη −Du‖Lp(Gmη ) ≤ ‖DΠ(usmη )‖L∞(Gmη )‖Dusmη −Du‖Lp(Gmη )
+
∥∥|DΠ(usmη )−DΠ(u)| |Du|∥∥Lp(Gmη ). ⋄
We now make sure that the zero-degree homogenization can be successfully performed
on Emη using the values of u
pr
η on E
ℓ
η. For this purpose, we need some local control of the
Lp norm ofDuprη in terms of the rescaled L
p norm ofDu. This is enough to get the strong
convergence inW 1,p since the bad set Emη is small.
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Claim 6. The map uprη |Eℓη belongs to W 1,p(Eℓη;Nn) and, for every τ ℓ ∈ Eℓη , we have
uprη |∂τℓ ∈W 1,p(∂τ ℓ;Nn) and also
(7.22) ‖Duprη ‖Lp(τℓ) ≤
C
η
m−ℓ
p
‖Du‖Lp(τℓ+Qm2ρη),
for some constant C > 0 depending onm and p.
Proof of the claim. By Lemma 2.2, the inclusion (7.21) and the fact that uprη = Π◦usmη ,
it is enough to prove the claim for usmη instead of u
pr
η . We first prove that, for every
τ ℓ ∈ Eℓ, the restriction usmη |τℓ belongs to W 1,p(τ ℓ;Rν) and satisfies the estimate
above. For this purpose, we can assume that
τ ℓ = (−η, η)ℓ × {0′′},
where 0′′ ∈ Rm−ℓ. Accordingly, we write every vector y ∈ Rm as y = (y′, y′′) ∈
Rℓ × Rm−ℓ. Since, for y ∈ τ ℓ +Qmρη ,
uopη (y) = u
op
η (y
′, 0′′),
and since Dψη is uniformly bounded with respect to η, for every x′ ∈ τ ℓ we have
|Dusmη (x′, 0′′)|p ≤ C1
ˆ
Bm1
|Duopη (x′ − ψη(x′, 0′′)y′, 0′′)|p dy
≤ C2
ˆ
Bℓ1
|Duopη (x′ − ψη(x′, 0′′)y′, 0′′)|p dy′.
Hence, by Fubini’s theorem,ˆ
τℓ
|Dusmη (x′, 0′′)|p dx′ ≤ C2
ˆ
Bℓ1
ˆ
τℓ
|Duopη (x′ − ψη(x′, 0′′)y′, 0′′)|p dx′ dy′.
Using the change of variables z′ = x′ − ψη(x′, 0′′)y′ with respect to the variable x′,
we get
ˆ
τℓ
|Dusmη (x′, 0′′)|p dx′
≤ C3
1− ‖Dψη‖L∞(Kmη )
ˆ
Bℓ1
dy′
ˆ
(−(1+ρ)η,(1+ρ)η)ℓ
|Duopη (z′, 0′′)|p dz′
≤ C4
ˆ
(−(1+ρ)η,(1+ρ)η)ℓ
|Duopη (z′, 0′′)|p dz′.
We observe that ˆ
(−(1+ρ)η,(1+ρ)η)ℓ
|Duopη (z′, 0′′)|p dz′ ≤
C5
ηm−ℓ
ˆ
τℓ+Qmρη
|Duopη |p.
Combining both inequalities, we getˆ
τℓ
|Dusmη |p ≤
C6
ηm−ℓ
ˆ
τℓ+Qmρη
|Duopη |p.
When p < m, we deduce that usmη |τℓ belongs to W 1,p(τ ℓ;Rν) and (7.22) holds by
the estimate in Assertion (iv) of Proposition 5.2 satisfied by the opened map uopη .
When p = m, we rely instead on the estimate (7.14), which holds with ℓ replaced
bym− 1.
36 P. BOUSQUET, A. C. PONCE, AND J. VAN SCHAFTINGEN
We can prove in a similar way that usmη |τℓ−1 belongs to W 1,p(τ ℓ−1;Rν) for ev-
ery τ ℓ−1 ∈ Eℓ−1η . Moreover, the map uopη is (ℓ − 1)-dimensional on Eℓ−1η + Qmρη
and thus continuous by the Morrey–Sobolev embedding. This implies that usmη
is continuous on a neighborhood of Eℓ−1η . Hence, the first part of the claim also
follows. ⋄
The zero-degree homogenization of uprη should be performed insideE
m
η so as to preserve
the values of uprη on the (higher-dimensional) common faces with good cubes. Such a
construction naturally yields a Sobolev map on the entire domain Emη ∪Gmη .
By construction, the map usmη is smooth on a neighborhood of E
i
η ∩Giη for every
i ∈ {ℓ, . . . ,m − 1}. In particular, uprη |Eiη∩Giη belongs toW 1,p(Giη ∩ Eiη;Rν), and we
now estimate the Lp norm of D(uprη |Eiη∩Giη) when p < m (and thus ℓ ≤ m− 1):
Claim 7. Assume that p < m. For every i ∈ {ℓ, . . . ,m− 1}, we have
‖Duprη ‖Lp(Eiη∩Giη) ≤
C
η
m−i
p
‖Du‖Lp(Eiη+Qm2ρη),
for some constant C > 0 depending onm and p.
Proof of the claim. Once again, we only need to prove the estimate with usmη instead
of uprη . Fix i ∈ {ℓ, . . . ,m− 1}. For every x ∈ Eiη ∩Giη, we have ψη(x) = tη and thus
usmη (x) =
ˆ
Bm1
uopη (x − tηy)ϕ(y) dy.
Hence, by Jensen’s inequality and a change of variable,
|Dusmη (x)|p ≤ C1
ˆ
Bm1
|Duopη (x− tηy)|p dy =
C1
(tη)m
ˆ
Bmtη(x)
|Duopη |p.
Since the parameter t < ρ is fixed, we can incorporate it in the constant. Integrating
both members with respect to the i-dimensional Hausdorff measure over Eiη ∩Giη,
by Fubini’s theorem we getˆ
Eiη∩G
i
η
|Dusmη |p ≤
C2
ηm−i
ˆ
Eiη+Q
m
2ρη
|Duopη |p.
By construction of uopη , we also haveˆ
Eiη+Q
m
2ρη
|Duopη |p ≤
ˆ
(Eiη+Q
m
2ρη)\(E
ℓ
η+Q
m
2ρη)
|Du|p +
∑
τℓ∈Eℓη
ˆ
τℓ+Qm2ρη
|Duopη |p
≤ C3
ˆ
Eiη+Q
m
2ρη
|Du|p,
and the conclusion follows. ⋄
We now proceed to construct a bounded extension ubeη toE
m
η of the map u
pr
η |Emη ∩Gmη . It
follows from Claim 6 and the Morrey–Sobolev embedding that, when ℓ < p, the projected
map uprη is bounded on E
ℓ
η. In this case, we apply the zero-degree homogenization to
extend uprη inside E
m
η using its values on E
ℓ
η. When ℓ = p, we can only infer that u
pr
η is
bounded on the lower-dimensional skeleton Eℓ−1η . We then apply the trimming property
of dimension p, restated in terms of Sobolev maps by Proposition 6.1, to obtain a new,
bounded and continuous, function on Eℓη. The quantitative character of the trimming
property ensures that this new function satisfies the same energy bounds.
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Claim 8. If ℓ < p or if ℓ = p andNn satisfies the trimming property of dimension p, then
there exists a map ubeη ∈ (W 1,p ∩ L∞)(Emη ;Nn) such that ubeη = uprη on Emη ∩Gmη and
‖Dubeη ‖Lp(Emη ) ≤ C
(
η
m−ℓ
p ‖Duprη ‖Lp(Eℓη) +
m−1∑
i=ℓ+1
η
m−i
p ‖Duprη ‖Lp(Eiη∩Giη)
)
,
for some constant C > 0 depending onm, p and Nn.
Proof of the claim. Wefirst define the extension ubeη on the subskeletonE
ℓ
η . On every
face τ ℓ ∈ Eℓη ∩ Gℓη , the map uprη is smooth, and we set ubeη = uprη in τ ℓ. When ℓ < p,
the map uprη is continuous on E
ℓ
η, and we also set u
be
η = u
pr
η on τ
ℓ ∈ Eℓη \ Gℓη . When
ℓ = p, we assume that the trimming property holds, whence by Proposition 6.1 we
may replace uprη on each face τ
ℓ ∈ Eℓη \Gℓη without changing its trace on Eℓ−1η to get
a continuous map ubeη ∈W 1,p(τ ℓ;Nn) such that
(7.23) ‖Dubeη ‖Lp(τℓ) ≤ C1‖Duprη ‖Lp(τℓ).
The map ubeη thus defined in E
ℓ
η is continuous and belongs toW
1,p(Eℓη;N
n).
The definition of the extension ubeη on E
m
η is complete when p = m. We now
proceed assuming that p < m; thus ℓ ≤ m − 1. Let Sm−1η = Em−1η ∩ Gm−1η , and
we extend ubeη to S
m−1
η as a continuous Sobolev map by u
pr
η . This is possible since
uprη = u
be
η on (E
ℓ
η ∩ Sm−1η ) ⊂ (Eℓη ∩Gℓη). We now apply Proposition 5.5 to the map
ubeη : E
ℓ
η ∪ Sm−1η → Nn. The resulting map, that we still denote by ubeη , belongs to
W 1,p(Emη ;N
n), agrees with uprη on E
m
η ∩Gmη = Sm−1η and satisfies
ubeη (E
m
η ) ⊂ ubeη (Eℓη ∪ Sm−1η ).
In particular, we have ubeη ∈ L∞(Emη ;Nn). Finally,
ˆ
Emη
|Dubeη |p ≤ C2
(
ηm−ℓ
ˆ
Eℓη
|Dubeη |p +
m−1∑
i=ℓ+1
ηm−i
ˆ
Siη
|Duprη |p
)
.
Since Siη ⊂ Eiη ∩ Giη , the required estimate follows from the above inequality and
(7.23). ⋄
We deduce from Claims 6–8 that
(7.24) ‖Dubeη ‖Lp(Emη ) ≤ C1‖Du‖Lp(Emη +Qm2ρη).
We now complete the proof of the theorem. For this purpose, let (Ri)i∈N be a
sequence of positive numbers diverging to infinity. Accordingly, Claims 3 and 4
yield a sequence (Ri)i∈N from which we define a sequence of positive numbers
(λRi)i∈N satisfying (7.20). Finally, we take a sequence of positive numbers (ηi)i∈N
converging to zero such that
lim
i→∞
ηi
λRi
= 0.
By Claim 1, we have
(7.25) lim
i→∞
|Emηi +Qm2ρηi | = 0.
We proceed to prove that
(7.26) lim
i→∞
‖Duprηi −Du‖Lp(Gmηi ) = 0.
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Indeed, from estimate (7.3) in Claim 2, we have
‖usmηi − u‖Lp(Qm1+γ) ≤ sup
v∈Bm1
‖τψηiv(u)− u‖Lp(Qm1+γ) + C‖uopηi − u‖Lp(Qm1+2γ ).
Since u = uopηi outside E
m
ηi +Q
m
2ρηi , by the Poincaré inequality for functions vanish-
ing on a set of positive measure and by property (7.25) we have
‖uopηi − u‖Lp(Qm1+2γ ) ≤ C2‖Duopηi −Du‖Lp(Qm1+2γ ) ≤ C3‖Du‖Lp(Emηi+Qm2ρηi ).
Hence,
‖usmηi − u‖Lp(Qm1+γ) ≤ sup
v∈Bm1
‖τψηiv(u)− u‖Lp(Qm1+γ) + C4‖Du‖Lp(Emηi+Qm2ρηi ),
which proves that
(7.27) lim
i→∞
‖usmηi − u‖Lp(Qm1+γ ) = 0.
By the dominated convergence theorem, we thus get
lim
i→∞
‖|DΠ(usmηi )−DΠ(u)| |Du|‖Lp(Gmηi ) = 0.
By estimate (7.4) in Claim 2, we also have
lim
i→∞
‖Dusmηi −Du‖Lp(Gmηi) = 0.
Both limits and Claim 5 imply (7.26).
Since uprηi = u
be
ηi on G
m
ηi ∩ Emηi , the function obtained by juxtaposing uprηi and ubeηi
defined by
ujxηi(x) =
{
uprηi (x) if x ∈ Gmηi ,
ubeηi (x) if x ∈ Emηi ,
belongs to (W 1,p ∩ L∞)(Qm1+γ ;Nn). Moreover, by (7.24)–(7.26) we have
(7.28) lim
i→∞
‖Dujxηi −Du‖Lp(Qm1+γ) = 0.
Finally, we establish that
(7.29) lim
i→∞
‖ujxηi − u‖Lp(Qm1+γ) = 0.
To this aim, we introduce the auxiliary sequence (vi)i∈N in the space Lp(Qm1+γ ;R
ν)
defined by
vi(x) =
{
usmηi (x) if x ∈ Gmηi ,
ubeηi (x) if x ∈ Emηi .
Observe that ujxηi = Π ◦ vi.
As a consequence of (7.27), the sequence (usmηi )i∈N converges to u in measure on
Qm1+γ . In view of (7.25), this is also true for (vi)i∈N. Since Π is continuous, (u
jx
ηi)i∈N
converges in measure to Π ◦ u = u on Qm1+γ . Together with (7.28), this implies
(7.29) as in the end of the proof of Proposition 2.1. This completes the proofs of
Theorem 1 and the sufficiency part of Theorem 2; the necessity part follows from
Proposition 6.2 above. 
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Proofs of Corollaries 1.1 and 1.2. (=⇒) Let 1 ≤ p ≤ m, and assume that the set
C∞(Qm;Nn) is dense in W 1,p(Qm;Nn). When p < m, this implies that π⌊p⌋(Nn)
is trivial as in the case when Nn is compact [4, 26], with the same proof. When
p ∈ {2, . . . ,m}, the set (W 1,p ∩ L∞)(Qm;Nn) is then dense inW 1,p(Qm;Nn), and
it follows from Proposition 6.2 that Nn satisfies the trimming property of dimen-
sion p.
(⇐=) Conversely, if 1 ≤ p ≤ m is not an integer and π⌊p⌋(Nn) is trivial, then
Proposition 3.3 implies that C∞(Qm;Nn) is dense in (W 1,p∩L∞)(Qm;Nn). It also
follows fromTheorem 1 that the set (W 1,p∩L∞)(Qm;Nn) is dense inW 1,p(Qm;Nn).
Hence, C∞(Qm;Nn) is dense inW 1,p(Qm;Nn). This completes the proof of Corol-
lary 1.1.
Finally, the sufficiency part of Corollary 1.2 follows from Theorem 2 and Propo-
sition 3.3 when p ∈ {1, . . . ,m− 1}, and from Theorem 2 and Proposition 3.2 when
p = m. This completes the proof of Corollary 1.2. 
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