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Abst rac t - -o f  the multistep quasi-Newton methods introduced by the authors in [1], the most 
successful was the so-called fixed-point method using the existing Hessian approximation tocompute, 
at each iteration, the parameters equired in the interpolation. In order to avoid the burden of 
computing the additional matrix-vector p oducts required by this approach, approximations based 
on the secant equation were proposed. In [2], a different approach to dealing with this difficulty 
was proposed, in which standard single-step quasi-Newton updates were alternated, on successive 
iterations, with two-step updates, so that approximations were no longer necessary. 
Recent work has shown that the quantities required to compute the parameters eferred to above 
may be computed exactly by means of a recurrence, so that the technique of alternation is no longer 
the only alternative if we wish to avoid approximations. In this paper, we describe the derivation of 
this recurrence. We present the results of a range of numerical experiments to compare and evaluate 
the three approaches of approximation, alternation, and recurrence. Finally, we show how the use of 
recurrences may be extended to multistep methods employing three or more steps. (~) 2005 Elsevier 
Ltd. All rights reserved. 
Keywords - -Unconst ra ined  optimisation, Quasi-Newton methods, Multistep quasi-Newton meth- 
ods. 
1. INTRODUCTION 
The problem we consider here is the unconstrained minimisation of a twice continuously dif- 
ferentiable objective function f(x) (where x E Rn). We denote the gradient and Hessian of f 
by g and G, respectively. Quasi-Newton methods for this problem imitate Newton's method, 
without requiring that the Hessian be available in explicit form. Instead, they compute ap- 
proximations {Bi} to the Hessian matrices at the various iterates {xi} which are generated. In 
standard quasi-Newton methods, the new approximation Bi+l is required to satisfy the secant 
(or quasi-Newton) equation [3] 
Bi+lSi = yi, (1) 
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where si is the step from xi to Xi+l and yi is the corresponding gradient difference 
s~ = x i+ l  - x i ;  (2) 
Yi = g(xi+l) - g(xi). (3) 
Because such methods employ data from just one step in performing the update of Bi, we refer 
to them as single-step methods. In contrast, two-step quasi-Newton methods require that the 
approximation Bi+l satisfy a condition of the following form: 
B~+l(S~ - 7~si-1) = Yi - 7iYi-a (4) 
or  
Bi+ir~ = wi, say. (5) 
The derivation of (4) is described by Ford and Moghrabi [4,5]. Quadratic curves x(T) and 
h(r)  ~ g(x(r))  (where r E R) axe constructed which interpolate, respectively, the three latest 
iterates xi-1, xi, and xi+l, and the three associated gradient evaluations (which axe assumed to 
be available). The derivatives of these two curves (evaluated at ~- = T2, where rj is the value of a- 
for which 
x(a-~) = x~-l+~) 
are then substituted into the relation (derived from the chain rule) 
G(x~+l)x'(a-2) = g'(x(a-2)), (6) 
where primes denote differentiation with respect o a-. On making substitutions for the derivatives 
into (6) and removing a common scaling factor, we obtain a relation of the form (4) for 
Bi+l .~ G(xi+l) 
to satisfy. Since equation (4),(5) has the same structural form as (1), it follows that Bi+l may then 
be obtained (for example) by use of an appropriately modified version of the BFGS formula [6-9] 
Bir~rT B~ wiw~ 
Bi+, = B, r~B,r ,  + w~r,  (7) 
& BFGS(Bi, rl, wi). (8) 
The remainder of this paper is organised as follows: in Section 2, we give a description of two 
techniques for determining a suitable parametrisation f the interpolating curve x(a-). Section 3 
covers two strategies (namely, approximation a d alternation) for reducing the computational 
effort involved in these interpolations for certain choices of a weighting matrix. In Section 4, 
we raise and answer (on the basis of numerical experiments) two questions about one of these 
strategies, while Section 5 develops an alternative strategy based on recurrences and Section 6 
presents the results of further experiments o compare all three strategies. 
2.  DETERMINING THE PARAMETRISAT ION OF  THE CURVE 
The term 7i in equation (4) is an expression depending on the three values a-o, a'l, and a-2. It 
is therefore necessary to choose these three values with care, since the updating of the Hessian 
approximation (and, therefore, the numerical performance of such an algorithm) is determined 
by the value of q'i (see equation (7)). Two successful approaches to the issue of defining suitable 
values for {a-k }~=0 for general m-step multistep methods were developed by Ford and Moghrabi [1]. 
Distances between iterates xj in R n are measured by using a norm of the general form 
IP'IIM ~ {zTMz} '/2 , (9) 
Two-Step Quasi-Newton Methods 1043 
where M is a symmetric-positive-definite matrix. We now describe in more detail how the two 
approaches work in the case when m = 2. 
The first technique for defining the set {~-k}2_0 is called the 'fixed-point' approach, because it 
computes distances between a 'fixed-point' (namely, xi+l) and all the remaining iterates involved 
in the current interpolation. Without loss of generality, we may choose r2 to be the origin for 
values of r. Then 
- r~  = r2  - r3 
-~ Ilx(r2) - x(rAIIM 
= IIx~+l - x, - l+J l lM. 
Thus, 
",-1 = -- I I~,I IM; (10) 
ro = - I1~ + s~_~ I IM. (11) 
The second technique for defining the parameters {Tk}~=O is known as the 'accumulative' 
approach. In this case, distances between successive iterates are 'accumulated' asthe iterates are 
traversed in the natural sequence. Thus, if (again, without loss of generality) we begin at the 
most recent iterate xi+l, 72 (the corresponding value of T) will be zero and the remaining values 
are then generated by the recurrence 
T# = 7"#+1 - I l s i -m+l+J l lM ,  (12) 
where, as with the 'fixed-point approach', we adopt the convention that values of v decrease as 
we progressively move to 'older' iterates. Hence, we obtain 
~'1 = - f l s ,  llM; (13) 
ro = - - ( I I~ , I IM + I [Sa - lHM)  • (14) 
By either of these means, the relative values assigned to the scalars {rk}2=o reflect he distances 
between iterates in the variable-space. Several possible choices for the weighting matrix M were 
considered by Ford and Moghrabi [1] 
M = I; (15) 
M = B~; (16) 
M = Bi+l. (17) 
3.  APPROXIMATION AND ALTERNATION 
Of the three choices for the matrix M described in the previous ection, the first may clearly be 
implemented without difficulty, requiring only the calculation of a small number of inner-products 
in addition to the computational effort normally required by a standard BFGS iteration. The 
second and third choices, however, present some problems if they are to be implemented in an 
efficient manner. (The third choice (M = Bi+l) involves still further difficulties, because Bi+l 
has not yet been determined, but we shall not address those issues here.) If we focus on the case 
when M = Bi, for example, the unthinking direct computation, by explicitly carrying out the 
matrix-vector multiplications, of expressions such as 
r Tn  -11/2 
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and 
IIs,- llB, -- {sT1B, si-1) 1/2 
will require O(n 2) operations and add significantly to the 'housekeeping' burden of each iteration. 
To avoid such costs, Ford and Moghrabi [1] made use of the two devices which we now describe. 
First, they assumed that the new iterate Xi+l has been obtained by searching along the "quasi- 
Newton" direction 
p~ ---- -B~-lg(xi) 
=-B:(Xgi,  say. 
This implies that 
and that, therefore, 
for some (known) positive scalar t~. 
inner-product 
xi+1 = xi ~ tipi 
B~s~ = -t~gi  (18) 
Thus, IlsillB~ can be computed at the cost of just one 
IIs, llB,= (--tisTg,} 1/2. 
Second, they argued that, although single-step updates were not being performed, so that the 
matrix Bi could not be expected to possess the 'secant' property 
Bisi-1 = Yi-1 (19) 
(compare (1)), it was nevertheless reasonable to assume that (19) was approximately true (because 
Bi ,~ G(xi)), in which case 
S T IIs - ll., { (20) 
at the cost of only one extra inner-product. In what follows, we shall refer to the use of techniques 
similar to the one described in the current paragraph as approzimation. 
A further development was made by the authors in [2], where they introduced the concept of 
alternation. This involves the repeated application of a cycle consisting (in its basic form) of two 
iterations, the first of which is a standard single-step BFGS iteration and the second of which is 
a two-step method. The consequence of this arrangement is that each two-step iteration can be 
implemented in the knowledge that (19) holds (because of the immediately preceding single-step 
iteration). From this it follows that expressions such as that for IlSi_lllB, in (20) are no longer 
merely approximations but are exactly true. 
4. HOW USEFUL IS  ALTERNATION?  
The experiments reported in [2] demonstrated that the numerical performance of the two- 
step fixed-point algorithm known as F2 (which uses M = Bi) could be further improved by 
the inclusion of the alternation technique described in the previous ection. The resulting al- 
gorithm (denoted by F21 in [2]) gave gains in performance on the highest-dimension functions 
considered, when compared with the standard single-step BFGS method, in the region of 33% 
in function/gradient evaluations and 40% in iterations. (On the same set of functions, the cor- 
responding ains for F2 were 27% and 30%, respectively.) These results raise two interesting 
questions (among others). 
1. Could the use of alternation benefit other two-step metric-based methods? 
2. For those methods that do benefit from the use of alternation, could the more frequent 
use of single-step iterations bring further improvements? 
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To answer the first of these questions, we conducted a series of numerical experiments on the 
accumulative algorithms denoted by A1, A2, and A3, and on the fixed-point algorithms denoted 
by F1, F2, and F3 (see [1]). (Within each group, the three algorithms correspond to the three 
choices for the matrix M defined in equations (15)-(17).) For details about the experiments, 
we refer to Section 6. For brevity, we report in Table 1 (as we do in Tables 2 and 3 below) 
only the results corresponding to the set of functions with the highest dimensions (in this case, 
between 46 and 80), since these may be expected to be the most expensive to solve and, hence, 
of the greatest importance. Each entry in the table gives, for the stated method, the number of 
function/gradient evaluations required to solve all the problems in the set, followed (in brackets) 
by the number of iterations. To provide a baseline for comparing these methods, it may be noted 
that the standard single-step BFGS method required 33,549 evaluations and 32,192 iterations on 
the same test set. 
Table 1. Two-step algorithms with 
AI 
FI 
A2 
F2 
A3 
F3 
and without alternation. 
Without Alternation With Alternation 
25,297 (23,561) 28,258 (26,615) 
25,453 (23,243) 28,208 (26,552) 
24,882 (22,930) 24,492 (22,931) 
22,167 (19,320) 21,184 (18,054) 
25,716 (24,186) 29,112 (27,585) 
25,325 (23,475) 28,703 (27,172) 
Table 2. Optimal 
{S; A2} 
{$2; A2} 
{$3; A2} 
{$4; A2} 28,863 (27,436) 
{S; F2} 21,184 (18,054) 
{$2; F2} 22,391 (19,856) 
{$3; F2} 
{$4; F2} 
frequency of single-step updates within cycles. 
Evaluations (Iterations) 
24,492 (22,931) 
27,006(25,489) 
28,099 (26,610) 
23,098 (20,342) 
24,130 (21,362) 
Table 3. Approximation, alternation, and recurrence compared. 
(S; A2} 
Technique Evaluations (Iterations) 
BFGS 33,549 (32,192) 
A2 Approximation 24,882 (22,930) 
Alternation 
A 
A2 Recurrence 
F2 Approximation 
{S; F2} Alternation 
F2 Recurrence 
24,492 (22,931) 
23,752 (22,121) 
22,167 (19,320) 
21,184 (18,054) 
22,208 (19,142) 
The results in Table 1 demonstrate very clearly that the use of alternation only benefits those 
methods (namely, A2 and F2) that are based on the use of M = Bi, and degrades performance 
significantly in all the other cases considered. The use of single-step updates in this alternating 
style is thus seen not to confer automatic improvement on a multistep method, but only does so 
in the case when the properties established by the single-step update (such as equation (19)) are 
then exploited by the succeeding multistep iteration. 
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To answer the second question, we conducted a further set of experiments, using the same 
test functions, in which the length of the cycle of iterations was varied. The following cycles 
(involving, on the basis of the results of Table 1, the methods F2 and A2) were tested: 
{Sk; F2} and {Sk; A2}, fo rk=l ,2 ,3 ,4 ,  
where S denotes one iteration of the standard single-step BFGS method and the notation S k 
indicates k successive single-step iterations before the single multistep iteration F2 or A2. The 
results of this set of experiments are presented in Table 2. 
Table 2 shows clearly that increasing the frequency of single-step iterations beyond one in each 
cycle has a detrimental effect on the performance of both F2 and A2. Combining these results 
with those in Table 1, we conclude that the most effective methods based on F2 and A2 are, in 
each case, those utilising a cycle of length 2: {S; F2} and {S; A2}. 
If we view the results of Table 2 from a different perspective, we may note that the results 
quoted above for the single-step BFGS method (which is equivalent, of course, to the 'cycle' {S}) 
are significantly worse than those for all of the alternating methods considered. This is true 
even of the methods which make relatively infrequent use of a two-step iteration, such as the 
cycles {$4; F2} and {$4; A2}. For these methods, the frequency of two-step iterations is at 
most one in five (bearing in mind that multistep methods very occasionally default o a single- 
step iteration--see the outline algorithm described in [10]). These observations provide further 
confirmation of the advantages of the multistep approach to quasi-Newton methods. 
5. THE USE OF  RECURRENCES 
We now focus attention specifically on algorithms which use M - Bi, noting (from Table 1) the 
relative success within the two groups of the methods F2 and A2 which are based on this choice 
of M. As noted previously, care needs to be exercised in such methods to avoid an excessive 
computational burden in the implementation. Typically, the three quantities requiring attention 
in this context are sTBisi, s~_lB~s~ , and S~_lB~Si_l. Of these, the first two may be dealt with in 
a straightforward manner by use of equation (18), so we concentrate our attention on the efficient 
calculation of 
hi _a_ ST_lBiSi_l. (21) 
If we make the assumption that a BFGS-type formula is being used for the matrix updates 
(although other updating formulae will give similar results), then we have 
Bi = BFGS(Bi_I, ri-1, Wi--1),  
where 
and 
(compare (4),(5)). Therefore, 
r i -1  : S i - I  - -  "Ti--ISi--2 
wi- i  = Yi-1 - -  ~/~-lYi-2 
.k i = S?_lBiSi_ 1 
= sT  BFGS(Bi_I, ri-1, wi-1)s~-x 
T 2 T 2 
:S  T 1B ' - ' s i -1  ( r , _ lB ,_ lS , _ l )  (s ,_ ,W,_ l )  
- - + 
q-i 0?-lW,-i) 
=-- t i - i sT - lg  i -1 -  rT_lB~_lr~_l + rT_iw~_l ' 
(22) 
Two-Step Quasi -Newton Methods 1047 
using (18) with i replaced by i - 1. We note that every term in the last expression is inexpensive 
to compute (requiring only inner-products), except he term 
#i- t  ~ rT_iB~-lri-1, 
which (as it stands) will require a matrix-vector product. However, using the definition of r i - i  
(see equation (22)), we have 
S T - -  2 S T ~ S 2~/i_1S/T . 2Bi_lSi_l  #i-1 = i - lB i - lS i - I  ff- 'Yi-1 i -2 /~-1  i -2  - 
= --ti-lSYi_lgi-1 q- 72_1Ai_1 -I- 2ti-l 'Yi_lS:_2gi-1, 
using (18) and (21). Further manipulation, using (22), yields the more convenient expression 
/~ ' -1  = t i - lS /T - lg i - -1  + 72-1)~ ' -1  - -  2 t i - l r /T - lg i -1  • 
Thus, we can form the following efficient recurrence for computing the sequence {hi} 
t X #i-1 = ~-lSi-lgi-1 + 7/2-1)~i-t -- 2ti-lr/X-lgi-1; 
T 2 (sT_ lW,_ t) 2 t/2_l (ri_xg,_l) (23) 
)~i = --ti-lST-lgi-1 + 
rT_ lWi_ l  /zi--I 
In passing, we note that if, at any stage, a standard single-step iteration is executed (so that 
7i-t = 0, ri-1 = si-1, wi-1 = Yi-1, and Bisi-1 = Yi-1), then )~i = s/X-tYi-1, as expected, and 
the recurrence is reinitialised. 
Multistep methods utilising data from three or more iterations can also be constructed, by 
generalising the approach outlined in Sections 1 and 2, using (for m-step methods) polynomials 
of degree m. In this more general context, it turns out to be more convenient to work with 
vector (instead of scalar) recurrences. Focussing our attention, for the sake of argument, on the 
'fixed-point' approach, examination of the expressions required for the computation of the values 
{rk}k~o (where, in line with the conventions adopted in the case of two-step methods, r,~ is taken 
to be the origin for values of r) 
- - rk=rm- - rk ,  for 0<k <m- l ,  
= llx,+1 - x , - - ,+ l+~l lB ,  
= {(s, +s,_ ,  + . . .  + +. . .  + 
shows that it is necessary to be able to calculate 1~iciently at each iteration the following vectors: 
v~i), Bis i - j  ~-- for 0 _< j < m - 1. 
First, we note (using equation (18)) that 
V(o i) = -tigi, Vi. 
/~r(i) l rn--  I To calculate the remaining vectors t - j  Jjw.l , we first observe that, from the manner in which ri 
and wi are defined, it can be shown (see [4]) that 
rn--1 
ri = 1 j  ~- J ,  i 
j=O 
rn--1 
_ (i). 
Wi = ,2~ "}'j Yi-j, 
j=o 
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.f_ (i)]m--1 (compare quations (4) and (5)). Thus, for known scalars t'rj J'j=0 
m--1 
Bi- l r i -1  : ~ ~j L , i - l~ i - l - j  
j=O 
m--1 
~'~ - (i--l). (i--l) 
Z., r j  - j  
j=0 
.x 
--= Ui_I, say, 
.¢. (i--1))m--1 is available. is computable without he need for any matrix-vector p oducts, if the set t - j  J j=0 
Now consider v~ i), for 1 < j < m - 1, where we again assume that BFGS-type updates are 
being executed 
v~ i) = Bisi-~ 
= BFGS(Bi_I, r i -1 ,  w i -1 )s i - j  
= Bi-  i-j + W,_ l  
(i--l) (WT--lS/-- j~ [/rTi-lV(i--1))j-1 
--= Vj_ 1 -]- Wi_ 1 -- Ui_ 1 . 
kW: - l r i -1  / ~ r : - ,  u i -1  
(24) 
We have already seen that the intermediate vector ui-1 can be computed without matrix-vector 
products, and relation (24) therefore shows that a similar statement holds true for determining 
I- (i)~m-1 from the previous et tv j  ~j=o • the new set tvj  Sj=0 1- (i-l)/rn--1 
6. NUMERICAL  EXPERIMENTS US ING RECURRENCES 
Our final set of experiments ested versions of the methods A2 and F2 using recurrence (23), 
in order to compare their effectiveness with the original algorithms A2 and F2, based on approx- 
imation, and with the most effective alternating methods: (S; F2} and {S; A2}. We denote the 
versions of the algorithms using the recurrence by A2 and F2, respectively. All the multistep 
algorithms (and the BFGS method) tested in these and the earlier experiments employed the 
BFGS formula to update the inverse Hessian approximations 
/-/i AS  -1 
but (in the case of the multistep methods) with the usual vectors i and Yi replaced by ri and wi 
w I Hiwi ~ rir I (Hiwir~ % riw:Hi 
H,+I = H i+ (1 + r :w i  / r :w i  \ rTw---~ " / '  (25) 
Furthermore, in the case of test functions of dimension ten or greater, the initial approximation 
to the inverse Hessian was scaled by the method of Shanno and Phua [11] before the first update 
was performed. 
The line-searches employed in all the algorithms were based upon safeguarded cubic inter- 
polation and were required to produce a point Xi+l satisfying the following standard stability 
conditions (see [12], for example): 
f(Xi+l)  <~ f (x i )  + 10-4s~g(xi); 
sTg(x,+,) > 0.gsTg(x,). 
(26) 
(27) 
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More details concerning the implementation of multistep algorithms may be found in [10], for 
example. 
As noted in Section 4, the set of test functions used in the experiments was essentially the 
same as that employed in [1]. This set includes many test functions which are well known and 
well documented in the literature (for example, [13-15]), such as the penalty I and II functions, 
the chained Wood function, the discrete boundary-value function, the trigonometric function, the 
Engvall function, the discrete integral equation function, and the Cragg-Levy function. We recall 
the remark (previously made in Section 4) that, here, we are only reporting the results relating 
to the functions with highest dimension in the test set. 
The results of the experiments carried out on the methods A2, {S; A2}, A2, F2, {S; F2}, 
and F2 are summarised in Table 3. We observe that, because of the remark immediately following 
equation (23), the alternating method {S; X} is identical to the method {S; X} for X = A2 or 
X = F2, so that such 'combined' methods do not require further attention. For convenience of 
comparison, we also include the results for the single-step BFGS method in the table. 
The results displayed in Table 3 demonstrate that use of recurrence (23) does benefit the 
method A2, and to a greater extent than is achieved by use of alternation. On the other hand, 
the situation with respect o F2 is noticeably different: alternation (as was already known-- 
see [2]) does bring about a significant improvement when applied to the basic method, but the 
use of the recurrence shows no appreciable benefit. We conclude that the use of recurrences i
capable of improving the performance of some multistep methods, but that this benefit is not 
guaranteed in all cases. 
7. SUMMARY AND CONCLUSIONS 
The construction of two-step quasi-Newton methods has been reviewed, together with the 
techniques of approximation and alternation. These are employed to reduce the level of compu- 
tation which would otherwise be necessary in implementing certain of these two-step methods. 
The usefulness of alternation in a variety of two-step methods and also the optimal frequency of 
single-step iterations within an alternation framework has been assessed experimentally. 
A new technique, based on the use of recurrences, has been introduced for multistep methods. 
For one successful two-step method (A2), the use of the relevant recurrence has been shown to 
produce a beneficial effect on the numerical performance. Further work will examine the effect 
of the scalar recurrence on other two-step methods which rely on the use of the matrix B~ (such 
as the 'minimum curvature' method B described by the authors in [16]) and investigate the use 
of the vector recurrence defined by (24) in methods involving three or more steps. 
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