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A B S T R A C T
Companies are increasingly conscious of the importance of Enterprise Architecture (EA) to represent and manage
IT and business in a holistic way. EA modelling has become decisive to achieve models that accurately represents
behaviour and assets of companies and lead them to make appropriate business decisions. Although EA re-
presentations can be manually modelled by experts, automatic EA modelling methods have been proposed to
deal with drawbacks of manual modelling, such as error-proneness, time-consumption, slow and poor re-
adaptation, and cost. However, automatic modelling is not effective for the most abstract concepts in EA like
strategy or motivational aspects. Thus, companies are demanding hybrid approaches that combines automatic
with manual modelling. In this context there are no clear relationships between the input artefacts (and mining
techniques) and the target EA viewpoints to be automatically modelled, as well as relationships between the
experts' roles and the viewpoints to which they might contribute in manual modelling. Consequently, companies
cannot make informed decisions regarding expert assignments in EA modelling projects, nor can they choose
appropriate mining techniques and their respective input artefacts. This research proposes a decision support
system whose core is a genetic algorithm. The proposal first establishes (based on a previous literature review)
the mentioned missing relationships and EA model specifications. Such information is then employed using a
genetic algorithm to decide about automatic, manual or hybrid modelling by selecting the most appropriate
input artefacts, mining techniques and experts. The genetic algorithm has been optimized so that the system aids
EA architects to maximize the accurateness and completeness of EA models while cost (derived from expert
assignments and unnecessary automatic generations) are kept under control.
1. Introduction
Enterprise Architecture (EA) is a valuable tool to represent and
manage IT and business in a holistic way by establishing connections
among technology concerns and business, strategical, and motivational
aspects. EA Management (EAM) is “a discipline for proactively and
holistically leading enterprise responses to disruptive forces by identi-
fying and analysing the execution of change toward desired business
vision and outcomes. EA delivers value by presenting business and IT
leaders with signature-ready recommendations for adjusting policies
and projects to achieve target business outcomes that capitalize on re-
levant business disruptions” [1]. One of the major benefits of EAM
perceived by companies is that it enables them to achieve the effective
alignment between business and IT [2]. EAM provides the viewpoints
mechanism, which can be used to holistically understand any system's
fundamental organization by means of all embodied viewpoints, such as
stakeholders and their concerns, processes, services, applications, IT
resources, and so forth [3]. Viewpoints are an abstraction mechanism
that represents a set of EA models, each aimed at a particular type of
stakeholder and addressing a particular set of concerns (e.g., IT infra-
structure for IT architects, or Goals and Motivations for managers).
The business-IT alignment cannot be easily achieved and, when it is,
its agile adaptation is not trivial in a world with changing markets and
volatile technologies [4]. Companies consequently tend to (re)define
business goals and processes, along with the respective functionality of
their IT (micro)services, by (re)developing and operating them in a
continuous way [5,6].
EA modelling has traditionally been carried out manually by ex-
perts. However, manual EA modelling has several inconveniences [7],
such as error-proneness, time-consumption, slow and poor re-adapta-
tion and cost. The root causes of these inconveniences are the subjective
opinion provided by experts when they create EA views, which might
lead to models with missing elements (false negatives) and irrelevant
elements (false positives), along with a lack of automation. Because of
those flaws, recent studies [5,7,8] state the need to automate EA
modelling through the use of different reverse engineering and mining
techniques in order to discover EA models from a wide variety of ar-
tefacts (e.g., information systems, enterprise service bus, databases, or
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Automatic EA modelling techniques deal with subjectivity issues
and quick re-adaptation needs. What is more, these techniques are more
efficient than manual modelling and are, thus, cheaper than manual
techniques. However, these automatic techniques hardly ever work well
for the modelling of EA viewpoints with the most abstract concepts,
such as motivational or strategy viewpoints [9]. This is because this
kind of information is usually in the hands of directors and managers
and change over time in volatile environments. Even when this kind of
information is available in documents or artefacts, it is not as up to date
as the information handled by experts.
As a result, the latest research and industry appear to demand hy-
brid approaches [7], in which some EA viewpoints can be extracted
automatically (specifically those at the process, application and infra-
structure levels), and can be combined with manual modelling. This
will allow experts to review and refine the EA models discovered and
build other missing models for viewpoints on the business, strategical
or motivational layers.
For such hybrid approaches, there are a vast number of input ar-
tefacts and experts that organizations might potentially use in EA
modelling efforts [7]. However, even if organizations understand the
importance of having accurate and complete EA models, these organi-
zations have limited resources [10] and are, therefore, reluctant to
assign more resources than those strictly required. It is important to
stress that assigning several experts to EA manual modelling projects
(which may last for weeks or even months) is very expensive. Moreover,
reverse engineering and mining tools (for automatic modelling) usually
entail even higher costs owing to licensing or associated development
projects [9].
With regard to the aforementioned challenge, we also detected the
problem that clear relationships are missing among the input artefacts,
mining techniques and the EA viewpoints to be extracted, and there are
additionally blurry relationships between experts' roles and the view-
points to which they are able to contribute. This lack of knowledge
prevents organizations from making informed decision regarding as-
signments in EA modelling projects and from choosing appropriate
mining techniques and their respective input artefacts, which leads to
undesirable situations. First, EA modelling projects exceed the budget
because unnecessary stakeholders are involved. Second, EA modelling
projects run without the optimal sources of knowledge, as a result of
which the outgoing EA models have some flaws. Finally, even if ap-
propriate input artefacts are selected, there is no information about
which mining technique should be used to extract as many elements as
possible for a model based on a certain viewpoint (without mentioning
the lack of information about how to combine such automatic model-
ling with expert-aided modelling).
This paper presents a piece of research that is part of a long-term
investigation developed using the Design Science Research Method
(DSRM) [11–13]. The main contribution of this paper is a decision
support system, whose core is a genetic algorithm, for computing op-
timal plans for EA modelling. This algorithm takes as input two lists
with the information system artefacts and experts available in the
company. As output, it provides a sorted set of steps consisting of au-
tomatic modelling using one mining technique on one of the available
artefacts, as well as manual modelling by one of the experts selected.
This decision support system is designed and developed through the
elicitation and definition of the aforementioned non-explicit and/or
unknown relationships: input artefacts and EA elements that could be
used in a certain viewpoint, depending on the mining technique that
might be employed; as well as experts and those EA elements for which
they are responsible and are able to create in models for different
viewpoints.
With regard to the first type of relationships, this research considers
insights obtained in a previous systematic mapping study conducted in
[7], while the second type of relationships are attained through an
analysis of the available viewpoints and stakeholders involved
according to the ArchiMate specification [14]. ArchiMate is considered,
by many authors, as the de facto EA modelling specification. However,
the definition of similar relationships could be defined according to one
of many other available EA framework/languages [15]. The expression
‘viewpoint elements’ will hereafter be employed to refer to those Ar-
chiMate elements that can be used in EA models concerning the specific
viewpoint. The same ArchiMate element can be used in models with
different viewpoints.
The decision support system (the artefact according the DSRM) has
been developed as a web application (so-called ArchiRev-VS) that,
bearing in mind the aforementioned relationships plus the genetic al-
gorithm, is able to compute the degree of accomplishment of all the EA
viewpoints (as described in the ArchiMate standard) regarding input
artefacts and experts that are available as well as propose optimized EA
modelling plans.
As further contribution, the genetic algorithm as the core of the
decision support systems has been validated and optimized by using
different configurations. Considering this, ArchiRev-VS aids EA archi-
tects as regards which input artefacts to use in automatic EA modelling,
and which experts to consider in manual modelling.
The remainder of this paper is organized as follows: Section 2
summarizes related work. Section 3 presents the DSR method followed
in this research. Section 4 describes the decision-making support system
for EA modelling, both the viewpoint coverage computation, and the
optimized EA modelling plan computation. Section 5 describes the
optimization of the genetic algorithm included in the ArchiRev-VS tool.
Finally, Section 6 provides a discussion regarding the implications of
this proposal.
2. Related work
As we introduced, viewpoints represent a set of EA models that
abstract information for a particular stakeholder and set of concerns.
The viewpoint abstraction is stated in ISO/IEC/IEEE 42010 (see Fig. 1),
on which most of the EA frameworks are based. Viewpoints make it
possible to manage complexity in EA, since it can be modelled in terms
of a set of different viewpoints and the correspondences between them.
This section is organized in four subsections, for both manual and
(semi)automatic modelling of viewpoints. Section 2.1 summarizes
modelling of viewpoints in a manual way. Related to the manual
modelling, Section 2.2 explains how relationships between experts and
viewpoints have been investigated to make decisions about modelling.
Section 2.3 explains how other works have addressed (semi) automatic
modelling of EA viewpoints, while Section 2.4 explains how relation-
ships between input artefacts and viewpoints have been addressed in
the literature.
2.1. Manual modelling of viewpoints
Although a certain amount of work regarding EA modelling exists
(most of which is performed manually), there is no comparable amount
of work addressing EA viewpoints as the central aspect of EA modelling.
For example, Steen et al. [16] present the design of a tool environment
for viewpoint-oriented EA, which supports the definition, generation,
editing and management of architectural views. The main benefit of
this tool environment is the possible integration of other domain-spe-
cific modelling tools managed at a certain company. Atkinson and
Tunjic [17] analyse how the ArchiMate viewpoint framework works as
regards the Orthographic Modelling approach, which applies the idea of
dimension-based view identification and selection in a pure, compre-
hensive form. The comparison shows that there are some weaknesses in
ArchiMate's viewpoint framework, and the authors explain how it could
be adapted. This research is performed using nAOMi tool, which pro-
vides an orthographic modelling environment in which to explore
viewpoint information.
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2.2. Stakeholders and viewpoint modelling decisions
Regarding the implication of stakeholders in EA modelling, Hacks
et al. [18] demonstrated that there are homogenous concerns among
stakeholders with regard to EA deliverables, although with some dif-
ferences in the case of the stakeholders' hierarchical level. These au-
thors state the need for a more differentiated understanding of stake-
holder concerns as regards EAM. In this respect, Puspitasari [19]
provides a stakeholder's expected value analysis scheme with a priority
matrix for different EA stakeholder profiles. This approach serves to
solve stakeholders' potentially conflicting expected values by prior-
itizing the value fulfilment based on a stakeholder's contributions and
concerns. Mezzanotte and Dehlinger [20] propose a behaviour-driven
EA requirements quality management program designed to encourage
stakeholder collaboration and participation in EA. These authors sug-
gest using an Architectural Design Plan (ADP) to define (among other
things) which stakeholders will be selected and assigned to the EA
project team, in addition to a rationale with which to justify why other
stakeholders are not assigned to the project. Unfortunately, this pro-
posal focuses on the procedure and does not provide much information
about stakeholders' assignments under different circumstances.
2.3. (Semi)automatic modelling of viewpoints
With regard to the (semi)automatic modelling of EA viewpoints,
some proposals consider specific reverse engineering or mining tech-
niques, as stated in a systematic mapping study provided by Pérez-
Castillo et al. [7] and as also stated by Farwick [8]. Unfortunately, most
of these techniques focus on some viewpoints in isolation as output and
consider certain artefacts as input. Nevertheless, there is not much
guidance as regards how to perform the whole viewpoint map in or-
ganizations in an integrated manner, as suggested in this study. One
exception to this is the proposal made by Brosius et al. in [21]. These
authors suggest guidance through an analysis framework in order to
coordinate heterogeneous and potentially conflicting stakeholder con-
cerns, since most EAM initiatives reach only specific stakeholders or
selected contexts. The analysis framework considers coordination by
means of its underlying formal and informal mechanisms, which are
implemented by artefacts, and also through the use of artefact mod-
alities. Although the proposal in [21] is promising, it focuses on the
coordination aspect rather than on the decision-making process. What
is more, it was not specially developed for (semi)automatic EA mod-
elling.
2.4. Input artefacts and viewpoint modelling decisions
“Almost since the inception of computing, there has been interest in
the question of how technology will change management work” [22].
There is some research about how to make decisions about EA view-
point modelling. Romero and Vallecillo [23] deal with the specifica-
tions of correspondences between views regarding different viewpoints.
These authors argue that most EA frameworks consider these specifi-
cation correspondences in a very simplistic way and that they are not
totally explicit. This work proposes some well-formed rules with which
to complement correspondence specifications in multi-viewpoint mod-
elling approaches. Similarly to our proposal, Ruiz et al. [24] employ a
simulation-based optimization method. Actually, that proposal uses two
multi-objective evolutionary algorithms, although the main application
is to manage changes in the context of IT service management instead of
EA modelling.
There are other works that focus on decision-making processes for
modelling individual concerns. For example, Zapata et al. [25] use
sentiment analysis to make decisions about the information structure
viewpoint. Kitsios and Kamariotou [26] provided a literature review of
business strategy modelling based on enterprise architecture. However,
this work does not provide a specific decision-making process for
modelling the strategy viewpoint. Alfonso-Robaina et al. [27] propose a
system based on fuzzy decision rules for modelling enterprise archi-
tecture and strategic management viewpoint. Similarly, Sohaib et al.
[28] a 2-tuple fuzzy linguistic decision-making method to make deci-
sions about IT infrastructure based on cloud computing services. In
general, the majority of EA mining approaches in literature assume that
viewpoints are populated from artefacts on a one to one basis [7].
However, this is rarely the case in practice. In general, information
contained in a viewpoint needs to be obtained from multiple artefacts of
different types. Thus, the real problem is not choosing which individual
artefact to mine for a given viewpoint but which combinations of ar-
tefacts to mine. The same happens for stakeholders and manual EA
modelling. In this context, the contribution of our paper is the decision-
making process as regards the usage made of EA viewpoint modelling
by stakeholders and also based on mining techniques and specific ar-
tefacts.
Fig. 1. Architecture viewpoint and related concepts according to ISO/IEC/IEEE 42010.
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3. Research method
As mentioned previously, this paper describes a specific piece of
research that is part of a multiyear research project, which is framed in
DSRM [11,12,29,30]. Design Science ‘is the scientific study and crea-
tion of artefacts as they are developed and used by people with the goal
of solving practical problems of general interest’ [11]. The main goal is
the design and investigation of artefacts in context. The artefacts are
designed to interact with a problem context in order to improve
something in that context [13].
DSRM advocates the use of the workflow shown in Fig. 2. Specifi-
cally, this research can, according to the classification provided by [11],
be viewed as ‘development- and evaluation-focused design science re-
search’.
This DSRM type is instantiated because this research focuses prin-
cipally on the design and development of an artefact (the third activity
in Fig. 2). The main goal is, therefore, to design and develop an artefact
using both research and creative methods to establish relationships
between input artefacts and EA viewpoint elements, depending on the
mining technique that might be employed, and experts and certain
elements that are able to model specific EA viewpoints. The two first
activities (problem explanation and requirements definition) are not
within the scope of this paper and were accomplished by means of a
systematic mapping study carried out previously [7]. The results of this
literature review allowed us to explain the problem introduced (the first
activity in Fig. 2). Moreover, an analysis of the results of the pre-
liminary study in question, along with its synthetization, provided the
requirements definition (the second activity in Fig. 2). A better un-
derstanding of the requirements can be accomplished through the de-
scription of the use cases for the target system (see Section 4.1).
In the third DSRM activity carried out in our research and the scope
of this paper, the artefact is designed and developed (cf. Section 4). As
we introduced, the target artefact is a decision-making support system
(with a genetic algorithm as a core), named ArchiRev-VS, which is able
to calculate optimum EA modelling plans. In the fourth DSRM activity,
we demonstrate the application of the artefact through the application
of the systems under different scenarios with different inputs (cf.
Section 5). The end goal of this execution is actually the optimization of
the genetic algorithm. This phase is mainly performed following the
technical action research [31].
4. ArchiRev-VS. Decision-support system for Enterprise
Architecture Modelling
This section explains how ArchiRev-VS has been designed and built
following DSRM principles.
4.1. Use cases
ArchiRev-VS might be employed by companies as an EA manage-
ment system, but also it might be useful as regards training architects
how to use different viewpoints in each situation, depending on the
types of stakeholders and aspects to focus on. For this reason, we be-
lieve ArchiRev-VS can be used as a decision-making support system. In
particular, ArchiRev-VS can be used in four uses cases (see Fig. 3),
which can be performed in isolation or in combination. Table 1 shows




















































































Fig. 3. Summary of ArchiRev-VS usage scenarios.
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4.1.1. Use case 1. Exploratory analysis
This system can be used by experts to perform exploratory analyses.
This means that enterprise architects can play with different input ar-
tefacts and roles so as to attain an overall idea of how different para-
meters affect the coverage of each viewpoint. This scenario can be
performed without knowledge of which input artefacts and roles are
available in the company. For example, a company whose IT infra-
structure is not service-oriented will probably not have an enterprise
service bus available as an input artefact from which to extract EA
models. However, this exploratory analysis could provide architects
with suggestions concerning the future to-be status of the EA. Migrating
to a service-oriented architecture may allow this company to not only
model, but also re-adapt their EA models automatically from the en-
terprise service bus.
4.1.2. Use case 2. Alleviating costs in manual EA modelling
Many companies still address EA modelling manually. Moreover,
most of these companies do not consider changing to automatic model-
ling owing to the associated initial cost. For example, they have to invest
money in order to develop ad hoc mining techniques or buy expensive
tools. In this scenario, an important use case is to detect over-assignments
to EA modelling projects, i.e., more people than is strictly necessary are
in charge of modelling EA. Executions of this system with different
configuration could detect the minimum number of different roles that
are necessary to model each EA viewpoint. The main implication is that
the total cost of manual EA modelling projects can be reduced without
reducing the accuracy and completion of outgoing models.
4.1.3. Use case 3. Choosing the most effective reverse engineering/mining
technique
Companies that already automatically generate some EA models
might be interested in ArchiRev-VS in order to compute different sce-
narios with their current input artefacts to check how different reverse
engineering and mining techniques work with each of the artefacts
available. The computed viewpoint coverage could, therefore, be used
as a decision-making mechanism with which to choose better techni-
ques, i.e. those with which to achieve/discover most of the elements
involved in each viewpoint. Additionally, the genetic algorithm directly
provides an optimized plan with a list of steps (automatic or manual) to
be performed.
4.1.4. Use case 4. Determining experts for the refining of automatic-
extracted models
Another scenario in which ArchiRev-VS could be used is in com-
panies that already use some kinds of reverse engineering or mining
techniques to discover or readapt EA models. In this case, manual op-
eration after automatic modelling is necessary in most cases, as stated
at the beginning of this paper. This system can compute different roles
that could be necessary to obtain the missing elements: those cases in
which automatic modelling was not able to discover all the viewpoint
elements. Through the computation of the optimized plan for EA
modelling (by means of the genetic algorithm) experts involved in each
modelling or refining step are delivered.
4.2. ArchiRev-VS modules
ArchiRev-VS has been developed as a utility module of a bigger
EAM suite (ArchiRev) in order to generate EA models using different
artefacts by using reverse engineering techniques. ArchiRev is available
online at [32] and ArchiRev-VS is the decision-making support system
designed and implemented in this research. Fig. 4 shows the overall
architecture of ArchiRev-VS, along with some details of the technology
stack. ArchiRev-VS follows a Model/View/Controller (MVC) archi-
tecture. The model layer manages the aforementioned relationships
among the elements of the viewpoints and the stakeholders and input
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automatically). A more detailed explanation of this is provided in
Section 4.3. The controller layer (implemented in Java) defines certain
algorithms to provide the two mentioned contributions. First, (see top
part of Fig. 4) viewpoint coverage computation that estimate the degree
to which viewpoints could be modelled with the selected artefacts and
experts. These algorithms search for the relationships mentioned pre-
viously and provide several types of elements that could be extracted
depending on the stakeholders assigned and/or the available input ar-
tefacts. This is explained in Section 4.4. Second, (see bottom part of
Fig. 4) the computation of the optimized EA modelling plan for some
selected viewpoints and certain constraints about available artefacts
and experts. This computation is carried out through a genetic algo-
rithm implemented using Jenetics [33], a genetic programming library.
This is explained in Section 4.5.
Finally, the view layer visualizes (for both functionalities) a heat
map with a certain viewpoint layout containing the estimated percen-
tages. For the optimized plan computation, the main result is a list of
modelling steps with different artefacts (together with specific mining
techniques) and experts to be used to generate EA viewpoints.
4.3. Master data generation
The cornerstone of this research is the data concerning the re-
lationships between input artefacts and EA viewpoint elements (de-
pending on the mining technique that might be employed), and asso-
ciations with experts and certain elements that they are able to model
for every viewpoint. These relationships have been coded and persisted
in a relation database in order to serve as the knowledge base of the
system. Fig. 5 shows the relational schema designed for this purpose.
The core element in this schema is the entity av_viewpoint, from which
other relationships are defined.
Table 2 provides a summary of the general information for view-
points. The first step consisted of capturing the information provided by
the ArchiMate specification regarding the definition of viewpoints [14].
ArchiMate defines 23 viewpoints organized into four viewpoint cate-
gories (entity av_category). Each viewpoint defines certain concerns
(av_concern) and purposes (av_purpose plus the multiple relationship
table av_viewpoint_purpose) that represent a subset of three possible
values: designing, deciding and informing.
Each viewpoint defines a list of ArchiMate elements that may ap-
pear in the respective view (see the av_viewpoint_element and av_element
path in Fig. 5). ArchiMate also defines a list of stakeholders (see
Table 3) for each viewpoint (represented using the
av_viewpoint_stakeholder and av_stakeholder path).
It is important to highlight that this list of stakeholders merely re-
presents the roles that are related to a certain viewpoint without in-
dicating which of them can model each element involved in the view-
point. We have, therefore, defined the relationships between
stakeholders and the elements that they can manually model for each
viewpoint. This is represented in the av_stakeholder_element entity (see
Fig. 5). This information has been defined by the authors involved in this
research during various workshops using a multi-round Delphi study as
similar works did [34]. These Delphi meetings consisted of the three
authors of this work, with one of these playing the role of facilitator. All
links between stakeholders and viewpoints were provided by each par-
ticipant in an anonymous way, then feedback was provided and con-
sensus through discussions was achieved for every viewpoint and set of
stakeholders. Eventually, we established a total of 242 relationships.
In a similar way to that which occurs with relationships between
stakeholders and elements in viewpoints, we define relationships for
input artefacts as persisted through av_input_artifact (see possible values
in Table 3), reverse engineering or mining techniques (av_technique)
and elements (av_element) that can be discovered. These relationships,
therefore, provide links among three different entities by means of the
entity called av_mining_point (see Fig. 5). These relationships were de-
signed in the aforementioned workshops based on Delphi technique,
although they were based to a great extent on the main insights ex-
tracted by means of the systematic mapping study conducted previously
[7]. This research defines a total of 781 relationships. Please note that
both types of relationships could be customized in each company ac-
cording to each stakeholder's responsibility and knowledge or de-
pending on the specific techniques/tools that allow further or different
elements to be discovered for each viewpoint. These relationships are
stored in a relational database and there exist many applications to
visualize these relationships in some tables and change it easily by any
people independently of their skills. A script with which to build the
fully functional database is available at [35].
4.4. Viewpoint coverage computation
ArchiRev-VS can compute the theoretical viewpoint coverage con-
cerning different input artefacts and/or stakeholders that have been
chosen previously. The viewpoint coverage (CV) is defined for each
viewpoint v according to the formula in Eq. (1), which capture the idea
of how much of the total possible population of elements in a viewpoint
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Fig. 4. Software architecture for ArchiRev-VS.
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Fig. 5. Relational schema for viewpoints, artefacts, mining techniques, and stakeholders.
Table 2
Overview of ArchiMate viewpoint specifications.
Cat. Viewpoint Concerns Purpose
Designing Deciding Informing
Basic Organization Identification of competencies, authority, responsibilities • • •
Information structure Consistency, completeness, structure and dependencies of the data and
information used
•
Technology Stability, security, dependencies, costs of the infrastructure •
Physical Relationships and dependencies of the physical environment and how this
relates to IT infrastructure
•
Product Product development, value offered by the products of the enterprise • •
Application usage Consistency, completeness, reduction of complexity • •
Technology usage Dependencies, performance, scalability •
Business process cooperation Dependencies between business processes, consistency, completeness,
responsibilities
• •
Application cooperation Consistency, completeness, relationships and dependencies between
applications, orchestration/choreography of services, reduction of complexity
•
Service realization Consistency, completeness, added value of business processes, responsibilities • •
Implementation and
deployment
Structure of application platforms and how they relate to supporting
technology
• •
Layered Consistency, reduction of complexity, impact of change, flexibility • • •
Motivation Requirements realization Motivation, architecture tactics, architecture strategy • • •
Stakeholder Motivation, architecture mission, architecture strategy • • •
Motivation Motivation, architecture tactics, architecture strategy • • •
Goal realization Motivation, architecture tactics, architecture mission, architecture strategy • •
Strategy Resource map Motivation, architecture tactics, architecture strategy • •
Strategy Strategy development • •
Capability map Motivation, architecture tactics, architecture strategy • •
Outcome realization Business-oriented results • •
Implementation and
migration
Project Motivation, architecture vision and policies • •
Implementation and
migration
Motivation, architecture vision and policies • •
Migration History of models • • •
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elements that could be discovered automatically for some of the reverse
engineering techniques and their given artefacts, or elements manually
modelled by the selected stakeholders. The percentage (see Eq. (1)) is
then computed with these elements and divided by the total number of
elements (according the ArchiMate standard) that can be used in the
viewpoint.
= +C Elements discovered automatically Elements modelled manually
Total eleme ts for v in ArchiMaten ( )v
(1)
The computation of the viewpoint coverage is the key aspect for the
algorithms of ArchiRev-VS (see Appendix I). The system accepts as
input two different lists with (i) artefacts that might be available in the
organization to be used with each mining technique; and (ii) the sta-
keholders that are active in the organization and that might be assigned
to the EA modelling project. These two input lists are the subsets of the
elements available for each computation (see Table 3). Having selected
this input, there are three possible computations regarding the nature of
EA modelling: (i) automatic that considers only input artefacts and
mining techniques (see Algorithm 1 in Appendix I), (ii) manual that
considers only stakeholders for the computation of the viewpoint
coverage (see Algorithm 2 in Appendix I), and finally (iii) hybrid that
considers both, i.e., it first prioritizes automatic EA modelling and then
computes viewpoint coverage for those elements that it was not pos-
sible to discover automatically.
Algorithm 1 calculates the coverage for automatic modelling. For
each viewpoint, it computes the elements that can be discovered from
the selected artefacts. Together with the viewpoint coverage, Algorithm
1 builds a map that relates input artefacts, techniques and elements.
Individual percentages from formula (1) could subsequently be visua-
lized in order to compare how each technique performs for each
viewpoint elements. As occurs with Algorithm 1, Algorithm 2 computes
both the viewpoint coverage percentage and a map relating stake-
holders and elements for each viewpoint. A third algorithm based on
the composition of the other two algorithms has been designed for
computing viewpoint coverage for hybrid modelling. Overall, this al-
gorithm applies Algorithm 1 and Algorithm 2 in a row with one par-
ticularity. Elements that are discovered (during coverage computation
for automatic modelling) are not considered during the queries exe-
cuted in Algorithm 2. Please note that all the algorithms are based on
database queries that check relationships that have been established in
this research (cf. Section 4.3). Query 1 in Appendix I illustrates one of
A B C 
D 
E 
Fig. 6. ArchiRev-VS main user interface with a hybrid (semiautomatic) modelling results.
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these queries when used in Algorithm 1. It is fully operative with the
database that can be built using the script available in [35].
Fig. 6 shows the main user interface for the system developed. The
snapshot shows the result for a semiautomatic modelling, using source
code and RDBMS as input artefacts, and considering domain, in-
formation and business architects as stakeholders. The user interface of
the tool is divided into 5 main panels (A to E in Fig. 6). The objective of
panels A and B is to provide input for coverage computation. These
panels consist of two picker lists from which to choose both a subset of
artefacts (panel A) and a subset of stakeholders (panel B). It is not
necessary to choose elements from both lists. For example, the input
artefacts list could be empty when conducting manual modelling
computations, for which only a list of selected stakeholders is manda-
tory. Panel C in Fig. 6 contains the buttons used to perform the three
types of computations mentioned previously. Panel E in Fig. 6 performs
the computation (through the genetic algorithm) of the best EA mod-
elling plan for the input selected in panels A, B and D.
Panel D in Fig. 6 provides a layout containing the 23 viewpoints
considered (see Table 2). This layout arranges viewpoints in four groups
according to categories, i.e. strategy (top), basic viewpoints (bottom
left), motivation (bottom right), and implementation and migration
(right-hand side). It organizes viewpoints according to the category but
also as regards the abstraction level and the ArchiMate layer. Thus, for
example, physical and technology viewpoints are at the bottom, while
the strategy viewpoint is located at the top. After performing one of the
three available coverage computations, the viewpoints are coloured as a
heat map regarding the viewpoint coverage, CV (cf. formula (1)). We
believe that this visualization (based on a heat map) facilitates the
understanding of the situation regarding the whole set of EA view-
points. Please note that each viewpoint in panel D (see Fig. 6) has two
buttons with the CV percentage computed for the current execution. On
clicking these buttons, further panels are shown with further, fine-
grained information (see Fig. 7).
On the one hand, the detailed information panel for automatic
modelling (top part in Fig. 7) shows the sorted list for all the techniques
that are related to the selected input artefacts. Moreover, this panel can
visualize the elements that each technique is able to discover. This
panel is useful as regards selecting those reverse engineering techniques
that are most effective in the current scenario.
On the other hand, the detailed information panel for coverage of
manual modelling (bottom part in Fig. 7) shows the stakeholders that
are able to model the majority of the elements required in the current
viewpoint. This panel also provides a matrix of the stakeholders and
elements that could be modelled for everyone.
4.5. Optimized EA modelling plan computation
The second major functionality of ArchiRev-VS [32] is the compu-
tation of an optimized plan for modelling EA viewpoints. This compu-
tation can be calculated for a subset of target viewpoints (as selected
previously). This is also computed for those input artefacts and experts
that are available in a certain company. Even if there are plenty of input
artefacts and experts, the modelling plan could be computed for cases in
which some input artefacts or experts are not considered.
This computation has been designed and implemented as a genetic
algorithm to provide the modelling plan. We have selected genetic al-
gorithm since this problem can be seen as feature selection problem
(formulated as a combinatorial problem), in which the best set of pairs
of input artefacts and mining techniques, plus experts have to be se-
lected. Feature selections problems consists of the identification of the
most relevant features for a predictive model. Irrelevant and redundant
features are removed since these do not contribute or even decrease the
overall performance of the predictive model. In our case, an exhaustive
selection of features (input artefacts, mining techniques, and experts).
In particular, our problem consists of 833 features ((37 input artefact ×
22 mining techniques= 814 pairs)+ 19 stakeholders= 833). The
number of all the possible combinations can be calculated with the
combinatorial formula in Eq. (2), where n is the number of features and
















A genetic algorithm is a “stochastic method for function optimiza-
tion based on the mechanics of natural genetics and biological
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Fig. 8. Genetic algorithm parametrized for computing optimized plans for EA
modelling.
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evolution” [36]. Genetic algorithms follow the rules of natural selection
and biological evolution. Genetic algorithms (see Fig. 8) “repeatedly
modify a population of individual solutions from an initial population”.
Then a fitness value is computed for each individual (according to their
adaptation to the environment) and some of them are selected to be
parents. Those produce offspring where genes are cross over from one
individual to another. Some mutation operations are also introduced in
this point according to the stochastic nature. Over successive genera-
tions, the population evolves toward an optimal solution. The overall
structure and steps of a standard genetic algorithm can be seen in left
side of Fig. 8. This algorithm is well-known and has been applied to a
wide range of domains. Hence, next subsections focus on explaining
how this algorithm has been applied and parametrized to compute
optimal plans for EA modelling (see right side of Fig. 8). As usual in
evolutionary programming, some of these parameters have been opti-
mized by trial and error (cf. Section 5).
4.5.1. Initialization
The population size is the first important parameter for the in-
itialization phase and next generations. Population size refers to the
number of individuals (i.e., genotypes) with different genes grouped
into chromosomes. Fig. 9 (left side) shows the aggrupation of the data
used during the algorithm. At the initialization stage, genes of in-
dividuals are randomly generated. In our algorithm, we consider two
chromosomes (see right side of Fig. 9): the set of selected pairs of input
artefacts and mining technique, and the set of experts. These contains
Boolean genes that specify if each input artefact or expert is considered.
After initialization, for next generations, population depends on cross-
over, offspring and mutation phases. Population size influences the
overall performance of genetic algorithms. Small populations might not
be enough to get the optimal solution (e.g., because of premature
convergence in a local optimal). While, larger populations might cause
an algorithm to slow down. Extensive research suggests defining the
optimal size of population by trial and error [37,38]. We carried out
this process and determined an optimal size of 60 (cf. Section 5).
4.5.2. Fitness assignment
After the population have been initialized, the fitness of every in-
dividual must be computed. The greater fitness, the greater probability
of being selected for recombination. Thus, the core part of the genetic
algorithm is its fitness function. In our case we have designed a function
that trust on the concept of viewpoint coverage we introduced in pre-
vious section (see formula (1)). In general words, what this function
does is to compute the number of ArchiMate elements (for each view-
point) that are able to be modelled using the input artefacts, mining
techniques and experts represented in genes of each individual.
Nevertheless, this function computes three different concepts (AM –
Average Mining, CV – Completed Viewpoints, and UE – Unused Elements)
for the three kind of mining (automatic (a), manual (m) and hybrid (h))
which are grouped in the single formula (3).
= + + +
+ + + + +
F G W AM W AM W AM W CV
W CV W CV W UE W UE W UE
( ) · · · ·
· · · · ·
a a m m h h a a
m m h h a a m m h h
1 1 1 2
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Fig. 9. Data model of genetic algorithms and the specific data structure used.
Table 4
Possible configurations for computing optimized EA modelling plans.
Parameters Modelling Prioritize automatic • •
Prioritize manual • •
Best • •
Performance Maximize overall performance • • •




AMh Wh1 0.15 0.15 0.50
CVa Wa2 0.35
CVm Wm2 0.35
CVh Wh2 0.15 0.15 0.50
UEa Wa3 0.15 0.15 0.15 0.35
UEm Wm3 0.35 0.35 0.35 0.15
UEa Wh3 0.50 0.50
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Combinations of these expressions lead to fitness function with 9
values with their respective weights. In following paragraphs these
three expressions are explained and illustrated through the formula for
automatic modelling. Similar expressions are used for manual and hy-
brid modelling.
AM (Average Mining) represents the percentage of elements ex-
tracted for each viewpoint on average. Formula (4) illustrates AMa as
defined for automatic extraction based on pairs {i,t} of the Cartesian
product of input artefacts, I, and mining techniques, T. This is computed
regarding each viewpoint v in V, the set with the selected EA view-
points. Technically, the number of ArchiMate elements covered in each
case are computed with a database query similar to Query 1. Possible
decimal values of formula (4) ranges from 0 to 1 and represent the
percentage in which the selected viewpoints can be modelled. In a si-
milar manner to AM, CV (Completed Viewpoints) computes the per-
centage of viewpoints fully completed, i.e., for which AM is 1. Formula
(5) computes this concept for automatic modelling. The third compo-
nent, UE (Unused Elements) represents the number of unused pairs of
input artefacts and mining techniques as well as unused stakeholders in
manual modelling. Roughly, UE is the proportion of genes that are zero
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The rationale of this fitness function is that the solution proposed
follows a minimax approach, i.e., this function tries to maximize the
viewpoint coverage while resources are minimal. Thus, it allows mod-
eling as more viewpoints as possible, while this is achieved with
minimal, non-overlapped resources, i.e., reducing cost for companies.
Additionally, together with the algorithm, the fitness function is para-
metrizable by considering 9 different weights for the previous expres-
sions. Such weights changes in every configuration according to the
values presented in Table 4. Parametrization consists of two para-
meters. First, the prioritization for one of the three types of modelling:
automatic, manual or hybrid. Second, the maximization strategy. This
strategy might be focus on the overall performance (i.e., total number
of covered elements in accordance to AM), or it may be focus on
maximizing fully completed viewpoints (in accordance to CV). These
two parameters, with three and two values respectively, lead to 6
possible combinations. These combinations can be selected by the user
by clicking in the configuration button to the left of the button labelled
as ‘Best Plan’ in Panel E (see Fig. 6).
4.5.3. Selection
In this phase, those genotypes more fitted to the environment are
recombined for the next generation. We distinguish two different selec-
tions: survivor and offspring selection. First, survivor selection indicates
what individuals survive to the next generation. In this case, we chose a
linear rank selector. This is similar to a roulette-wheel selector, in which
the selection probability is proportional to the fitness of individuals.
However, linear rank selector fix problems when the fitness values differ
very much. If the best genotype fitness is too high, e.g. 90%, then other
genotypes have a neglectable probability to be selected [39]. Thus,
linear-ranking selection sorts individuals according to their fitness values
and the selection probability for each individual is linearly assigned.
After this selector, offspring selector is then used for selecting the
offspring population. In this case we used a tournament selector. It
takes samples of two or more individuals and chooses the individual
with greater fitness value for each sample. The worst genotype will
never survive while the best one will win all tournaments in which is
involved. The size s of samples must be determined. For larger samples,
weak genotypes have a neglectable chance of being selected. On the
other hand, small samples might lead to local optimal results. In our
algorithm we establish 20% of the population size. After algorithm
optimization (cf. Section 5) the population size was established in 60, as
a result, the size of tournament selector samples is defined as 12.
Regarding linear rank, that is a fitness proportional selectors, “the
tournament selector is often used in practice because of its lack of
stochastic noise. Tournament selectors are also independent to the
scaling of the genetic algorithm fitness function” [33]. In addition to
the tournament selection, we consider elitism selection that makes the
fittest individuals to survive directly for the next generation, i.e., with
no recombination. This is typically used in genetic algorithm to im-
prove performance, since it does not spent time re-discovering better
solutions found so far. The problem is that the algorithm might con-
verge to a local optimum. As a result, the number of genotypes selected
by elitism must be low. We select the 2 best individuals in each gen-
eration.
4.5.4. Crossover
The crossover phase recombines individuals previously selected to
generate a new population. This phase takes two individuals at random
and combines their genes into new individuals, until the new popula-
tion as the target size. The algorithm we have designed uses a uniform
crossover, which swaps genes between parent chromosomes with a
certain swap probability. Uniform crossover is a more exploitative ap-
proach, i.e., it provides a better search of the design space, than other
approaches that maintains whole fragments of chromosomes [40]. This
phase is parametrized by three different factors. Section 5 shows how
these values were optimized by trial and error.
• Offspring fraction defines the percentage of offspring to be eval-
uated in the next generation. This is established at 0.7.
• Crossover probability determines if a crossover will happen, other-
wise, the offspring are identical to the parents. This is established to
0.8.
Fig. 10. Optimized EA modelling plan provided by ArchiRev-VS.
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• Swap probability determines the probability with which genes are
swapped during crossover. This is established to 0.6.
4.5.5. Mutation
Despite the crossover phase, the new population could present low
diversity regarding their ancestors. As a result, the mutation phase is
aimed at improving diversity and, consequently, extending the search
space and avoiding the mentioned local optimums. Mutation changes
the value of individual genes with a certain probability. The mutation
probability is usually low, but this value depends on how crossover
phase was designed. If mutation is the only source of exploration,
mutation probability should be higher. The mutation probability was
established to 0.1 by trial and error (cf. Section 5).
4.5.6. Generations and solution presentation
The previous phases are iteratively executed (see Fig. 8) until a
stopping criterion is met. Our criteria consist of two conditions, a
maximum number of generations and the steady fitness strategy, which
finishes the evolution if the best fitness hasn't changed after a given
number of generations. The maximum number of generations is defined
as 100. During the optimization of the population size, this value was
set up to the maximum number, i.e., only the steady fitness limit was
considered in practice. In such scenario, the mean of generations was
between 33 and 37 while the maximum generations for one of the cases
were 69. As a result, we believe 100 generation at maximum is rea-
sonable. Regarding the steady fitness limit, it was established at 10. It is
reasonable to think that crossover nor mutation can generate a better
population after 10 generations obtaining the same fitness.
The output of the genetic algorithm is a genotype with two chro-
mosomes with two sets of genes (see Fig. 9), representing two sets of (i)
pairs of input artefacts and mining techniques for automatic modelling,
and (ii) stakeholders for manual modelling. The information of the best
genotype is decoded and presented in ArchiRev-VS once the execution
of the genetic algorithm is completed. The top panel in Fig. 10 provides
the two mentioned sets together with the modelling order according to
its contribution to the overall viewpoint coverage. For every step, the
system provides the set of elements that should be modelled according
to the knowledge of the expert or regarding the capabilities of the
mining technique. Also, the ‘Refined elements’ column shows the ele-
ments a stakeholder (who did a manual modelling of specific view-
points in a previous step) is able to refine in a following step regarding
an automatic modelling. In this way, a stakeholder can be alerted to
review the work done automatically for some viewpoints. The bottom
panel in Fig. 10 provides the evolution of the genetic algorithm
throughout the different generations. In this plot, max and min re-
present the maximum and minimum fitness values achieved for in-
dividuals of the population in each generation.
5. Validation and genetic algorithm optimization
This section presents the validation and optimization of the genetic
algorithm. This validation has been planned, designed and conducted
based on the Goal/Question/Metric (GQM) approach.
5.1. Goals, research questions and metrics
The object of study is ArchiRev-VS, the tool designed and developed
and, in particular, the genetic algorithm. While, the purpose of the study
is twofold. First, Goal 1 tries to demonstrate the feasibility of the pro-
posed system to figure out optimal EA modelling plans. According to
DSRM, this kind of validation focuses on assessing if the artefact fulfils
the goals for which it was designed and build. In our case, it tries to
demonstrate that ArchiRev-VS can provide EA modelling plans in a
reasonable time. We are conscious that further, stronger empirical va-
lidation is necessary to determine if the provided EA modelling plans
Table 5
Overview of different configurations for the optimization of the genetic algorithm.
Optimized parameters
RQ 2.1. Population size RQ 2.2. Offspring fraction RQ 2.3. Crossover/swap probability and mutation rate
Configuration Priority Automatic, manual, hybrid Automatic, manual, hybrid Only hybrid
Population size ? 60 60
Elitism 2 12 (20%) 12 (20%)
Tournament sample 2 2 2
Offspring fraction 0,6 ? 0,7
Crossover probability 0,2 0,2 ?
Swap probability 0,2 0,01 ?
Mutation rate 0,01 0,2 ?
Maximum generations ∞ 100 100






5 1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 0 1 1 0 1 5 0 2 0 0
T ime (second s) p er populaon si ze







5 1 0 2 0 3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 0 1 1 0 1 5 0 2 0 0
Maximum fitness p er popu laon si ze
automa c manual hybrid
Fig. 11. Optimization results for population size.
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are useful for real companies and its execution lead to success in terms
of quality of EA models and modelling costs. This kind of validation
must be done in a long-term period and it is key to conduct first the kind
of validation proposed in this paper in order to appeal companies to use
ArchiRev-VS. Then, Goal 2 is aimed to present how the genetic algo-
rithm has been optimized.
Goal 1. Demonstrate feasibility of ArchiRev-VS
RQ 1.1. Does ArchiRev-VS produce EA modelling plans?
RQ 1.2. Do the EA modelling plans provide optimum sets of input
artefacts and experts that are combined for automatic and manual
modelling?
Goal 2. Optimize the performance of the genetic algorithm in
ArchiRev-VS
RQ 2.1. How does population affect the fitness value?
RQ 2.2. How does offspring fraction affect the fitness value?
RQ 2.3. How do crossover & mutation rate affect the fitness value?
RQ 2.2. What is the time spent by genetic algorithm to compute EA
modelling plans?
The main output metrics are fitness value (see formula (3) in Section
4.5.2), which is produced by the genetic algorithm as well as the ex-
ecution time. On the other hand, the input metrics are those used to
parametrize the genetic algorithm. Different configurations are pre-
sented in Table 5.
5.2. Population effect analysis
The population size is one of the most critical success factors in
evolutionary algorithms. This optimization was made, as other studies
[37,38], by trial and error. It consists of testing several population sizes
with a fixed configuration and then evaluates various characteristics. In
case of population size, the analysed characteristics are maximum fit-
ness value per generation as well as the execution time. It is well known
that greater populations might lead to low performance algorithms
without better results.
The remaining parameters were fixed as depicted in Table 5. Col-
umns represent target parameters to be optimized, while rows indicate
how other parameters where fixed during optimization. In this case,
these values are taken from the same range than other genetic algo-
rithms defined.
During all optimizations, three different executions are considered
according to the priority parameter for the fitness function, i.e., automatic,
manual and hybrid, since this factor might influence the maximum fitness
value per generation as well as other measured characteristics. Fig. 11
shows the results for the population optimization after testing for different
sizes. The top part in Fig. 11 shows the maximum fitness value achieved
for each execution, which present an upward trend up to size of 60 in-
dividuals. After that, the three cases present an asymptotic behaviour. The
bottom part in Fig. 11 shows the average of time spent per generation.
Time values are normalized regarding the number of generations to be
comparable for all the different population sizes. Time present a slightly
upward trend, although it dramatically grows for sizes higher to 100 in-
dividuals. Since no better results are achieved with sizes higher to 60,
there is no reason for limiting the overall performance. As a result, the
population size is established in 60 individuals.
5.3. Offspring fraction effect analysis
Another parameter to be optimized is the offspring fraction (Of), that
is used during crossover phase. This is defined as the percentage of off-
spring to be evaluated in the next generation. While, 1-Of is the pro-
portion of the selected survivors for the next generation. Different values
(0.1, 0.2, …, 1) were tested with the configuration shown in Table 5. We
used the ‘default’ setup and a population size of 60 as optimized pre-
viously. Fig. 12 presents results for all executions performed.
The analysis of the best fitness achieved for each execution shows
that there are not significant differences. Meanwhile, genotypes altered
on average grow significantly (see bottom plot in Fig. 12), which is also
associated with a greater computational time. Despite there are no huge
differences in fitness values, altering ratio must be high to explore the
search space and avoid local optimums. Hence, we chose 70% as the
optimum offspring fraction.
5.4. Crossover & mutation effect analysis
Crossover and swap probabilities are also optimized. In this case,
these two values are analysed in combination with the mutation rate
since these three values are all together an impact in the overall diversity
of genotypes and, thus, its influence on fitness should not be assessed in
isolation. The optimization was conducted with several executions with
some fixed parameters according to Table 5, as well as through the ex-
ecution with different values for the three parameters under evaluation.
In this case, hybrid modelling was the only prioritization values selected,
since it was observed in previous optimization tasks that the fitness va-
lues kept the same trend for the three different prioritization values.
Fig. 13 shows the results for this optimization. The three box plots to
the left show the distribution of maximum fitness achieved for each
execution, while plot to the right show the respective evolution time on
average (i.e., normalized for the number of generations). Crossover
probability shows a slightly gain when it is higher, although its time
grows dramatically. The fitness for swap probability follows a curve
with a maximum in 0.6. In this case, although the evolution time fol-
lows an upward trend, the grow is moderated with regard to the
crossover probability. Finally, mutation rate provides better results up
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Fig. 12. Optimization results for offspring fraction.
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dramatically. This phenomenon happens because higher mutation rates
can lead to mutate those genes that contribute in a greater extent with
the optimal solution and move to local optimums instead. Bottom part
of Fig. 13 also provides a scatter plot for the combination of the three
parameters under study. It can be noticed that the best combination is
achieved for crossover probability of 0.8, swap probability of 0.6, and
mutation rate of 0,1.
5.5. Execution time analysis
Finally, we analysed the computation time of the genetic algorithm.
Instead of optimizing the genetic algorithm, the goal of this analysis is to
assess if the time for computing optimized EA modelling plans is rea-
sonable and also the proposal is scalable for context with more inputs.
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inputs (100 executions for each). The goal is to analysis the behaviour
of the genetic algorithm with input of different size, i.e., different se-
lected input artefacts and stakeholders that lead to three different
lengths of chromosomes. Thus, we tested with large, medium and small
input configurations, with respectively 37-19, 18-9, and 9-5 input ar-
tefacts-stakeholders. These configurations approximately correspond
with the 100%, 50% and 25% of the total available inputs.
The genetic algorithm was parametrized as it was previously opti-
mized, except for the steady fitness limit that was reduced from 10 to 5
for limiting unnecessary computations.
Table 6 shows the computation time on average (i.e., mean values for
the 100 executions) for the main phases of the genetic algorithm (se-
lection, altering and fitness evaluation). About the total time, small input
can be computed in 14 s on average, while larger input needs around a
minute and a half, since the search space is higher for larger chromo-
somes. Regarding relative weights of every phase, the most time-con-
suming is the fitness evaluation phase with 99.9%. Actually, selection
and altering time are neglectable in comparison. This is explained due to
the fitness value is based on the viewpoint coverage computation (cf.
Section 4.5.2) that is, in turn, based on database queries. Although da-
tabase queries seem the bottle neck of the system, it might be optimized
for future releases since this issue is more associated with the usage of
technology rather than a structural or bad design of the genetic algo-
rithm. Even so, we believe total time is reasonable for a decision-making
support system that explores thousands of combinations.
Fig. 14 shows the scatter plot for the total evolution time regarding
the number of evolutions. This plot presents results for the three con-
figurations of input (small, medium and large) and their 100 execu-
tions. Additionally, the trend lines are shown together with the corre-
lation values (R2) for hypothesised statistical linear relationships. The
three correlation values are close to 1, hence we can state the linear
correlation exist between the number of evolutions and time. Ad-
ditionally, the number of evolutions is directly related to the amount of
selected inputs (the number of genes). As a result, we can expect the
total time does not grow in an exponential manner for bigger search
spaces, and the scalability of the system is ensured.
6. Conclusions
The main contribution of this research is the design and im-
plementation of ArchiRev-VS, A decision-making support system for EA
Modelling. This system allows computing how different input artefacts
and assigned experts can help enterprise architects to understand how
each artefact or expert contributes to achieving each EA viewpoint. The
novelty of this work is that this system computes optimum EA model-
ling plans through a genetic algorithm. This computation can be
parametrized. Enterprise Architects could define some prioritizations,
e.g., reduce EA modelling costs, maximize EA model precision, auto-
mate as many viewpoints as possible, among other goals.
The relevance of this work is that the proposed system can help
enterprise architects with a difficult decision: which input artefacts
(plus the respective reverse engineering technique) they should employ
in automatic EA modelling, and which experts could be assigned to
manual modelling. The proposal copes with this by providing enterprise
architects with some knowledge about the capability of those artefacts
and experts as regards modelling different EA viewpoints. The main
implications of this research are the following:
• It provides a catalogue (in a relational database) of mining techni-
ques plus input artefacts that can be used, together with ArchiMate
elements that can be discovered and modelled from them. The main
implication is that it is the first attempt to integrate all mining ef-
forts made in the EA modelling field to date, signifying that this
catalogue could be used for further research in this field.
• It provides a similar (what/who) catalogue regarding the ArchiMate
elements that specific experts can model. Although this catalogue
could be viewed as a collection of guidelines, it could also be cus-
tomized to each company as regards available roles. The catalogue
could, on the contrary, additionally be used by organizations in
order to discover what the missing roles that they should establish
are in order to ensure an effective EA capability.
• The proposed decision-support system aids EA architects for making
more informed decisions. On the one hand, the extra costs owing to
over assignments in manual modelling could be saved by reducing
the number of experts. On the other hand, most optimal reverse
engineering and input artefacts could be chosen to achieve accurate
and complete EA models to avoid unnecessary manual refinements
by experts afterwards. Enterprise architects can be trained with the
proposed system and make better decisions to improve the (semi)
automatic EA modelling and the continuous adaptations required.
Despite its benefits, this proposal has some limitations. The main
limitation is the way in which the viewpoint coverage is computed (see
formula (1)). It trusts on types of ArchiMate elements, which might be
completed in the future with knowledge concerning ArchiMate re-
lationships among those elements in order to mitigate this threat.
Moreover, although we have defined a connection between input ar-
tefacts and ArchiMate elements, the actual accomplishment of each
reverse engineering/mining technique depends on many other factors,
e.g., how the technique is implemented, configured, etc. This in-
formation should be investigated in the future. The same rationale is
applicable to manual modelling by experts. However, please bear in
mind that as a decision-support system, ArchiRev-VS provides a certain
level of confidence since it provides a good approximation with which
Table 6
Average of time (s) for the three configurations and its relative weight in the total time.
Selection % Selection Altering % Altering Evaluation % Evaluation Total evolve time
Small 0.002 0.011% 0.005 0.036% 14.251 99.952% 14.258
Medium 0.005 0.012% 0.003 0.007% 43.145 99.980% 43.154























Fig. 14. Time analysis for the three different configurations of input.
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to make informed decisions.
As mentioned, this research is part of a long-term investigation
using DSRM and certain research tasks are planned or under develop-
ment. We have planned to conduct some case studies in real companies
in order to model EA viewpoints regarding some EA modelling plans
carried out through ArchiRev-VS. This kind of validation is aimed at
assessing whether or not computed and actual values are correlated
after modelling, as well as to measure satisfaction of companies and the
perceived value of the system by companies.
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