We consider a non-parametric Bayesian model for conditional densities. The model is a finite mixture of normal distributions with covariate dependent multinomial logit mixing probabilities. A prior for the number of mixture components is specified on positive integers. The marginal distribution of covariates is not modeled. We study asymptotic frequentist behavior of the posterior in this model. Specifically, we show that when the true conditional density has a certain smoothness level, then the posterior contraction rate around the truth is equal up to a log factor to the frequentist minimax rate of estimation. As our result holds without a priori knowledge of the smoothness level of the true density, the established posterior contraction rates are adaptive. Moreover, we show that the rate is not affected by inclusion of irrelevant covariates in the model.
1. Introduction. Nonparametric estimation of conditional distributions is important in empirical work across many fields. The Bayesian approach to this problem has several attractive properties. First, it does not require fixing a bandwidth or similar tuning parameters. Instead, it provides estimates of the objects of interest where these tuning parameters are averaged out with respect to their posterior distribution. Second, the Bayesian approach performs well in out-of-sample prediction and Monte Carlo exercises (Geweke and Keane (2007) , Villani et al. (2009) , Dunson et al. (2007) , Dunson and Park (2008) , Li et al. (2010) , Norets and Pelenis (2012) , Villani et al. (2012) , Norets and Pelenis (2014) ). The present paper contributes to the literature on theoretical properties of these models and provides an explanation for their excellent performance in applications.
We focus on mixtures of Gaussian densities with covariate dependent mixing weights and a variable number of mixture components for which a prior on positive integers is specified. Con-ditional on the number of mixture components, we model the mixing weights by a multinomial logit with a common scale parameter. The marginal distribution of covariates is not modeled. This model is closely related to mixture-of-experts (Jacobs et al. (1991) , Jordan and Xu (1995) , Peng et al. (1996) , Wood et al. (2002) ), also known as smooth mixtures in econometrics (Geweke and Keane (2007) , Villani et al. (2009 ), Norets (2010 ). We study asymptotic frequentist properties of the posterior distribution in this model.
Understanding frequentist properties of Bayesian nonparametric procedures is important because frequentist properties, such as posterior consistency and optimal contraction rates, guarantee that the prior distribution is not dogmatic in a precise sense. It is not clear how to formalize this using other approaches, especially, in high or infinite dimensional settings. There is a considerable literature on frequentist properties of nonparametric Bayesian density estimation (Barron et al. (1999) , Ghosal et al. (1999) , Ghosal and van der Vaart (2001) , Ghosal et al. (2000) , Ghosal and van der Vaart (2007) , Huang (2004) , Scricciolo (2006) , van der Vaart and van Zanten (2009), Rousseau (2010) , Kruijer et al. (2010) , Shen et al. (2013) ). There are fewer results for conditional distribution models in which the distribution of covariates is left unspecified. Norets (2010) studied approximation bounds in Kullback-Leibler distance for several classes of conditional density models. Norets and Pelenis (2014) consider posterior consistency for a slightly more general version of the model we consider here and kernel stick breaking mixtures for conditional densities. Pati et al. (2013) studies posterior consistency when mixing probabilities are modeled by transformed Gaussian processes. Tokdar et al. (2010) focused on logistic Gaussian process priors for showing posterior consistency in conditional density estimation. Shen and Ghosal (2014) obtain posterior contraction rates for a compactly supported conditional density model based on splines.
In this article, we show that under reasonable conditions on the prior, the posterior in our model contracts at an optimal rate up to a logarithmic factor. The assumed prior distribution does not depend on the smoothness level of the true conditional density. Thus, the obtained posterior contraction rate is adaptive across all smoothness levels. An interpretation of this is that the prior puts sufficient amount of weight around conditional densities of all smoothness levels and, thus, the posterior can concentrate around the true density of any smoothness nearly as quickly as possible. Adaptive posterior convergence rates in the context of density estimation have been obtained by Huang (2004) , Scricciolo (2006) , van der Vaart and van Zanten (2009), Rousseau (2010) , Kruijer et al. (2010) , and Shen et al. (2013) . If the joint and condi-tional densities have the same smoothness, adaptive posterior contraction rates for multivariate joint densities obtained in van der Vaart and van Zanten (2009) and Shen et al. (2013) imply adaptive rates for the conditional densities. However, it is important to note here that when the conditional density is smoother than the joint density, it is not clear if the optimal adaptive rates for the conditional density can be achieved with a model for the joint distribution. A closely related concern, which is occasionally raised by researchers using mixtures for modeling a joint multivariate distribution and then extracting conditional distributions of interest, is that many mixture components might be used primarily to provide a good fit to the marginal density of covariates and, as a result, the fit for conditional densities deteriorates. In our settings, this problem does not arise as we put a prior on the conditional density directly and do not model the marginal density of the covariates. The resulting convergence rate depends only on the smoothness level of the conditional density.
Our results hold for expected total variation and Hellinger distances for conditional densities, where the expectation is taken with respect to the distribution of covariates. The use of these distances allows us to easily adapt a general posterior contraction theorem from Ghosal et al. (2000) to the case of a model for conditional distribution only. An important part of our proof strategy is to recognize that our model for conditional density is consistent with a joint density that is a mixture of multivariate normal distributions so that we can exploit approximation results for mixtures of multivariate normal distributions obtained in de Jonge and van Zanten (2010) and Shen et al. (2013) . Our entropy calculations improve considerably the bounds obtained in Norets and Pelenis (2014) .
The paper is organized as follows. Section 2 presents the assumptions on the true conditional density, the proposed prior distributions, and the main theorem on posterior convergence rates.
The prior thickness results are given in Section 3. Section 4 describes the sieve construction and entropy calculations. The presence of irrelevant covariates is analyzed in Section 5. We conclude with a discussion of the results in Section 6.
Main results.
2.1. Notation. Let Y ⊂ R dy be the response space, X ⊂ R dx be the covariate space, and Z = Y × X . Let F denote a space of conditional densities with respect to the Lebesgue measure,
is a random sample from the joint density f 0 g 0 , where f 0 ∈ F and g 0 is a density on X with respect to the Lebesgue measure. Let P 0 and E 0 denote the probability measure and expectation corresponding to f 0 g 0 . For f 1 , f 2 ∈ F,
denote analogs of the Hellinger and total variation distances correspondingly.
Let us denote the largest integer that is strictly smaller than β by ⌊β⌋.
τ 0 ≥ 0, and β > 0, a class of locally Hölder functions, C β,L,τ 0 , consists of f :
Operator " " denotes less or equal up to a multiplicative positive constant relation. J(ǫ, A, ρ)
denotes the ǫ-covering number of the set A with respect to the metric ρ. For a finite set A, let |A| denote the cardinality of A. The set of natural numbers is denoted by N. The mdimensional simplex is denoted by ∆ m−1 . I k stands for the k × k identity matrix. Let φ µ,σ denote a multivariate normal density with mean µ ∈ R k and covariance matrix σ 2 I k (or a diagonal matrix with squared elements of σ on the diagonal, when σ is a k-vector).
2.2.
Assumptions about data generating process. First, we assume that f 0 ∈ C β,L,τ 0 . Second, we assume that X = [0, 1] dx . Third, g 0 is assumed to be bounded above. Fourth, for all k ≤ ⌊β⌋ and some ǫ > 0,
Finally, for all x ∈ X , all sufficiently large y ∈ Y and some positive (c, b, τ ),
2.3. Prior. The prior, Π, on F is defined by a location mixture of normal densities
and a prior on θ = (µ
, and m ∈ N. The covariate dependent mixing weights are modeled by multinomial logit with restrictions on the coefficients and a common scale parameter σ. To facilitate simpler notations and shorter proofs, we assume σ to be the same for all components of (y, x), except for Section 5.
Extensions to component-specific σ's, which would result in near optimal posterior contraction rates for anisotropic f 0 , can be done along the lines of Section 5 in Shen et al. (2013) .
We assume the following conditions on the prior. Prior for σ is inverse Gamma. Note that this differs from the usual conditionally conjugate inverse Gamma prior for σ 2 , which assigns lower probability to values of σ near 0. This assumption is in line with the previous work on adaptive posterior contraction rates for mixture models, see Kruijer et al. (2010) . Prior for (α 1 , . . . , α m ) given m is Dirichlet(a/m, . . . , a/m), a > 0.
's are independent from other parameters and across j, and µ y j is independent of µ x j . Prior density for µ x j is bounded away from 0 on X . Prior density for µ y j is bounded below by
2.4. Results. To prove the main result, we adapt a general posterior contraction theorem to the case of conditional densities. We define the Hellinger, total variation, and Kullback-Leibler distances for conditional distributions as special cases of the corresponding distances for the joint densities. Therefore, the proof of the following result is essentially the same as the proof of Theorem 2.1 in Ghosal and van der Vaart (2001) and is omitted here.
8)
and for Kullback-Leibler neighborhood
Then, there exists M > 0 such that
Theorem 2.2. Under the assumptions in Sections 2.2-2.3, the sufficient conditions of Theorem 2.1 hold with
The proof of the theorem is divided into two main parts. First, we establish the prior thickness condition (2.9) in Theorem 3.1. Then, the conditions on the sieve are established in Theorems 4.1 and 4.2.
3. Prior thickness. The prior thickness condition is formally proved in Theorem 3.1. Let us briefly describe the main steps of the proof placing it in the context of the previous literature.
First, we recognize that the covariate dependent mixture defined in (2.3) is consistent with the following mixture of normals for the joint distribution of (y, x),
where µ j = (µ y j , µ x j ). Second, we bound the Hellinger distance between conditional densities f 0 (y|x) and p (y|x, θ, m) by a distance between the joint densities f 0 (y|x)u(x) and p(y, x|θ, m), where u(x) is a uniform density on X . It is important to note that f 0 (y|x)u(x) has the same smoothness level as f 0 (y|x).
Third, we obtain a suitable approximation for the joint distribution f 0 (y|x)u(x) by mixtures p(y, x|θ, m) using modified results from Shen et al. (2013) . The idea of the approximation argument was introduced in Rousseau (2010) in the context of approximation of a univariate density by mixtures of beta densities. Kruijer et al. (2010) used this idea for obtaining approximation results for mixtures of univariate normal densities. de Jonge and van Zanten (2010) extended the idea to approximation of multivariate functions, but the function they approximate were not necessarily densities and their weights α j 's could be negative. Shen et al. (2013) use the same techniques with an additional step to approximate multivariate densities by mixtures with α j 's belonging to a simplex. It is not clear whether the mixing weights they obtain are actually non-negative. In Lemma 7.2 in the appendix, we state a modified version of their Theorem 3 that ensures non-negativity of the weights. With a suitable approximation at hand, verification of condition (2.9) proceeds along the lines of similar results in Ghosal and van der Vaart (2001), Ghosal and van der Vaart (2007) , Kruijer et al. (2010) , and, especially, Shen et al. (2013) , with modifications necessary to handle the case of conditional distributions.
Theorem 3.1. Suppose the assumptions from Sections 2.2-2.3 hold. Then, for any C > 0 and all sufficiently large n,
2)
(τ, τ 1 , τ 2 ) are defined in Sections 2.2 and 2.3.
Proof. By Lemma 7.1, for p(·|·, θ, m) defined in (3.1),
where u(x) is a uniform density on X .
For σ n = [ǫ n / log(1/ǫ n )] 1/β , ǫ defined in (2.1), a sufficiently small δ > 0, b and τ defined in (2.2), a 0 = {(8β + 4ǫ + 16)/(bδ)} 1/τ , a σn = a 0 {log(1/σ n )} 1/τ , and b 1 ≥ max{1, 1/2β} satisfying ǫ b 1 n {log(1/ǫ n )} 5/4 ≤ǫ n , the proof of Theorem 4 in Shen et al. (2013) implies the following three claims. First, there exists a partition of {z ∈ Z : ||z|| ≤ a σn }, {U j , j = 1, . . . , K} such that for j = 1, . . . , N , U j is a ball with diameter σ nǫ 2b 1 n and center z j = (x j , y j ); for j = N + 1, . . . , K, U j is a set with a diameter bounded above by σ n ; 1
. . , N , and µ ⋆ j ∈ U j for j = N + 1, . . . , K such that for m = K and a positive constant C 3 ,
Third, there exists constant B 0 > 0 such that
For θ in set
where the penultimate inequality follows from the fact that |log x − x + 1| ≤ C 4 |x − 1| 2 for x in a neighborhood of 1 and some Next, for θ ∈ S θ ⋆ , let us consider a lower bound on the ratio p(y|x, θ, m)/f 0 (y|x). Note that sup y,x f 0 (y|x) < ∞ and p(y|x, θ, m) ≥ σ dx p(y, x|θ, m). For z ∈ Z with z ≤ a σn , there exists J ≤ K for which ||z − µ J || ≤ σ n . Thus, for all sufficiently large n such that σ 2 n /σ 2 ≤ 2,
Denote the lower bound in (3.6) by λ n and consider all sufficiently large n such that λ n < e −1 .
for some constant C 8 . The last inequality follows from (3.5) and tail condition in (2.2). Also
and, thus,
bounded by C 9 log(1/λ n ) 2 σ 2β n ≤ Aǫ 2 n for some constant A. Finally, we calculate a lower bound on the prior probability of m = K and {θ ∈ S θ ⋆ }. By (2.4), for some C 10 > 0,
From Lemma 10 of Ghosal and van der Vaart (2007) , for some constants C 11 , C 12 > 0 and all sufficiently large n,
(3.8) For π µ denoting the prior density of µ y j and some C 13 , C 14 > 0, (2.5) implies
For the assumed inverse gamma prior for σ, the mean value theorem implies
It follows from (3.7) -(3.10), that for all sufficiently large n, s = 1 + 1/β + 1/τ , and some
The last expression of the above display is bounded below by exp{−Cnǫ 2 n } for any C > 0, ǫ n = n −β/(2β+d) (log n) t , any t > (ds + max{τ 1 , 1, τ 2 /τ })/(2 + d/β), and all sufficiently large n.
Since the inequality in the definition of t is strict, the claim of the theorem follows immediately.
4. Sieve construction. For H ∈ N, 0 < σ < σ, and µ, α > 0, let us define a sieve
In the following theorem, we bound the covering number of F in norm
Theorem 4.1. For 0 < ǫ < 1 and σ ≤ 1,
.
For α ≤ 1/2, all sufficiently large H, large σ and small σ, and positive constants b 4 and b 5 ,
Proof. We will start with the first assertion. Fix a value of m. Define set S m µ y to contain centers of |S m µ y | = ⌈16µd y /(σǫ)⌉ equal length intervals partitioning [−µ, µ] . Similarly, define set S m µ x contain centers of |S m µ x | = ⌈48d x /(σ 2 ǫ)⌉ equal length intervals partitioning [0, 1] . For N α = ⌈log(α −1 )/ log(1 + ǫ/(12m))⌉, define
and note that for any γ ∈ [α, 1] there exists j ≤ N α such that 0 ≤ (γ − γ j )/γ j ≤ ǫ/(12m).
Let us consider an arbitrary α ∈ ∆ m−1 . Since S m α is permutation invariant, we can assume without loss of generality that α m ≥ 1/m. By definition of S m α , there exists
Below we show that 
Let K j = exp{−0.5||x − µ x j || 2 /σ 2 }. The proof of Proposition 3.1 in Norets and Pelenis (2014) implies the following inequality for any
It is easy to see that
Since |α j −α j |/α j ≤ ǫ/12 and ǫ < 1, the above display is bounded by ǫ/4 if we can show
Now since |1 − e x | < 2|x| for |x| < 1,
This concludes the proof for the covering number.
Next, let us obtain an upper bound for Π(F c ). From the assumptions in Section 2.3
For all sufficiently large H,
Observe that α j |m ∼ Beta(a/m, a(m − 1)/m). Considering separately a(m − 1)/m − 1 < 0 and
Thus, 
Now observe that
Theorem 4.2. For n ≥ 1, let ǫ n = n −β/(2β+d) (log n) t ,ǫ n = n −β/(2β+d) (log n) t 0 for t 0 > (ds + max{τ 1 , 1, τ 2 /τ })/(2 + d/β) and define F n as in (4.1) with ǫ = ǫ n , H = nǫ 2 n /(log n), α = e −nH , σ = n −1 , σ = e n , and µ = n 1/τ 3 . Then for all t > t 0 + max{0, (1 − τ 1 )/2}, and some constants c 1 , c 3 > 0 and every c 2 > 0, F n satisfies (2.7) and (2.8) for all large n.
Also,
Hence, Π(F c n ) ≤ e −(c 2 +4)nǫ 2 n for any c 2 if ǫ 2 n (log n) τ 1 −1 /ǫ 2 n → ∞, which holds for t > t 0 + max{0, (1 − τ 1 )/2}.
5. Irrelevant covariates and posterior contraction rate. In applications, researchers often tackle the problem of selecting a set of relevant covariates for regression or conditional distribution estimation. In the Bayesian framework, this is usually achieved by introducing latent indicator variables for inclusion of covariates in the model, see, for example, Bhattacharya et al. (2014) , Shen and Ghosal (2014) , Yang and Tokdar (2014) . It is straightforward to extend the results of the previous sections to a model with latent indicator variables for covariate inclusion and show that the posterior contraction rate will not be affected by the irrelevant covariates.
In this section, we show that even without introduction of the indicator variables, irrelevant covariates do not affect the posterior contraction rate in a version of our model with component specific scale parameters.
Corollary 5.1. Assume f 0 depends only on the first d 0 x < d x covariates (x 1 , . . . , x d 0 x ) and satisfies the assumptions in Section 2.2. Assume the same prior distribution as in Section 2.3, except for l = 1, . . . , d y and k = 1, . . . , d x , σ y l and σ x k have inverse Gamma independent prior distributions. Then, the posterior contracts at the rate specified in Theorem 2.2 with
Proof. First, consider the prior thickness result in Theorem 3.1. Let
When µ x jk = 0 for k > d 0 x and all j, p(·|·, θ, m) does not depend on x k for k > d 0 x , and, similarly to (3.3), 
As in the proof of Theorem 3.1,
n for some C 5 > 0, all θ ∈ S θ ⋆ , and m = K. Next let us establish an analog of (3.6). Note that for any θ ∈ S θ ⋆ and J ≤ K exp{−0.5
and, thus, for z = (y, x) such that ||(y, x 1 , . . . , x d 0 x )|| ≤ a σn , (3.6) holds. The rest of the proof The presence of the component specific scale parameters and the dimension of x affect only constants in the sieve entropy bound and the bound on the prior probability of the sieve complement. Thus, Theorem (4.2) holds with d replaced by d 0 .
6. Discussion. We showed above that under a reasonable prior distribution, the posterior contraction rate in our model is bounded above by ǫ n = n −β/(2β+d) (log n) t for any t > [d(1 + 1/β + 1/τ ) + max{τ 1 , 1, τ 2 /τ }]/(2 + d/β) + max{0, (1 − τ 1 )/2}.
Rate n −β/(2β+d) is minimax for estimation of multivariate densities when their smoothness level is β and dimension of (y, x) is d. Since the total variation distance between joint densities for (y, x) is bounded by the sum of the integrated total variation distance between the conditional densities and the total variation distance between the densities of x, the minimax rate for estimation of conditional densities of smoothness β in integrated total variation distance cannot be faster than n −β/(2β+d) . Thus, we can claim that our Bayesian nonparametric model achieves optimal contraction rate up to a log factor. We are not aware of analogous results for estimators based on kernels or mixtures. In the classical settings, Efromovich (2007) develops an estimator based on orthogonal series that achieves minimax rates for one-dimensional y and x. In a recent paper, Shen and Ghosal (2014) consider a compactly supported Bayesian model for conditional densities based on tensor products of spline functions. They show that under suitable sparsity assumptions, the posterior contracts at an optimal rate even when the dimension of covariates increases exponentially with the sample size. An advantage of our results is that we do not need to assume a known upper bound on the smoothness level and the boundedness away from zero for the true density. The analysis of the posterior contraction rates in our model under sparsity and increasing dimension of covariates is an important direction for future work.
Appendix.
Lemma 7.1. Suppose f, f 0 ∈ F, g 0 (x) ≤ḡ < ∞, g(x) and u(x) are densities on X , u(x) ≥ u > 0. Then,
Proof. Observe that 
