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Abstract
We study bootstrap percolation processes on random simplicial complexes of some
fixed dimension d ≥ 3. Starting from a single simplex of dimension d, we build our
complex dynamically in the following fashion. We introduce new vertices one by one, all
equipped with a random weight from a fixed distribution µ. The newly arriving vertex
selects an existing (d−1)-dimensional face at random, with probability proportional to
some positive and symmetric function f of the weights of its vertices, and attaches to it
by forming a d-dimensional simplex. After a complex on n vertices is constructed, we
infect every vertex independently at random with some probability p = p(n). Then, in
consecutive rounds, we infect every healthy vertex the neighbourhood of which contains
at least r disjoint (k − 1)-dimensional, fully infected faces. Using a reduction to the
generalised Pólya urn schemes, we determine the value of critical probability pc =
pc(n;µ, f), such that if p ≫ pc then, with probability tending to 1 as n → ∞, the
infection spreads to the whole vertex set of the complex, while if p ≪ pc then the
infection process stops with healthy vertices remaining in the complex.
Keywords: simplicial complexes, bootstrap percolation, preferential attachment, Pólya urns, phase
transitions
AMS Subject Classification 2010: 05C80, 90B15, 60K37
1 Introduction
The development of network science during the last 25 years has led to the development of
a number of models whose aim is to describe the evolution of complex networks. This term
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broadly refers to autonomous networks that emerge as a result of collective human activity or
natural processes. One of the most significant classes of models that allow us to understand
the evolution of the real-world networks are the preferential attachment models. There, nodes
arrive in the network one by one and connect to some of the existing nodes with probability
proportional to their popularity. The latter is usually quantified as an increasing function of
their degree. This leads to a mathematical explanation of the rich-get-richer phenomenon,
as popular vertices with time tend to accumulate many more neighbours.
Preferential attachment models have been originally introduced in biology (see the work of
Yule [29] on the evolution of species). Also, in linguistics Simon [27] introduced them as a
tool to describe the statistics of language. Much later, Barabási and Albert [7] suggested
that such mechanisms could be used as a model of complex networks. Their model was
shortly afterwards defined rigorously by Bollobás, Riordan, Spencer and Tusnády [10], who
rigorously proved the emergence of the predicted effects in such graphs.
Among the phenomenona that we can observe in the preferential attachment random graph
models, and which can also be observed in complex networks, are degree distributions with
tails following a power law (we call such networks scale free), as well as the logarithmic or
doubly logarithmic diameter, or the typical distance between two random vertices (we say
that such networks form small or ultra-small worlds, respectively). See, for example, [20] for
a detailed exposition of results on these models.
The simplest case of a preferential attachment model is that of the plane-oriented random
recursive tree introduced by Szymański [28]. There, one builds a tree, where vertices arrive
sequentially and become connected to one of the existing vertices selected with probabil-
ity proportional to their degree. The limiting (as the number of vertices increases) degree
distribution in this model was determined by Kuba and Panholzer [24] in great detail. We
remark that if the neighbouring vertex is selected uniformly, one gets the well-known random
recursive tree model.
Soon after the introduction of the Barabási-Albert model, Bianconi and Barabási [9] intro-
duced a generalisation of it. Here, every vertex is equipped with an independent random
fitness sampled from a given distribution, and then newly arriving vertices connect to an old
vertex v with probability proportional to the degree of v multiplied by its fitness. Depend-
ing on the properties of the fitness distribution, this generalisation leads to interesting new
phenomena that do not occur in the Barabási-Albert model. As observed in [9], and proved
rigorously by Borgs et al. [11] and later by Dereich and Ortgiese [14], condensation can oc-
cur in the Bianconi-Barabási model, which is the phenomenon when a vanishing fraction of
vertices with very high fitness is incident to a positive fraction of the total number of edges
in the graph.
Rudas, Tóth and Valkó [26] introduced the following generalisation of the Bianconi-Barabási
model. Instead of having an attachment law based on a multiplicative fitness attached
to every vertex, the newly arriving vertex connects to an old vertex v with probability
proportional to some increasing function of the degree of v. A more comprehensive overview
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of the other generalisations and variations of the preferential attachment model can be found
in [20] and [8].
Higher dimensional models: simplicial complexes
In the context of simplicial complexes, the above models result in 1-dimensional structures,
which only represent information about pairs of participating vertices. Models involving
higher dimensional interactions (between larger sets of vertices), and thus encoding more
complexity, are less well-studied.
An (abstract) simplicial complex K (V ) on a ground set V is a set of subsets of V that is
downwards closed: for any set σ ∈ K (V ), if σ′ ⊆ σ, then σ′ ∈ K too. We call the elements of
V the vertices of K (V ). Any σ ∈ K (V ) is called a face, and we say that σ has dimension s if
σ contains s+1 elements - we also call it an s-face or an s-simplex. For s ∈ N0 := {0, 1, 2, . . .},
we let K(s) (V ) denote the subset of K (V ) consisting of all elements of dimension s. The
dimension of K (V ) is defined to be the maximum s such that K(s) (V ) is non-empty.
In this paper we study the so-called bootstrap percolation processes on (random) simplicial
complexes, which we now introduce.
A bootstrap process on simplicial complexes
Bootstrap processes on graphs were introduced by Chalupa, Leath and Reich in 1979 [13]
as a simplified model that describes magnetization in crystallic structures. In the classical
setting, the bootstrap process is an infection process on the vertex set of a graph G = (V,E)
which may be either finite or infinite. Each vertex in V has one of two possible states: it is
either infected or healthy. A bootstrap process with infection threshold r is a process that
evolves in rounds. Let At ⊆ V be the subset of V consisting of all those vertices that are
infected after step t. Then At+1 consists of At together with those vertices in V \ At which
have at least r neighbours in At. The process (At)t≥0 is non-decreasing and we say that it
percolates, if A = ∪t≥0At = V .
In this paper, we shall consider a generalisation of the above process to simplicial complexes.
Let K (V ) be a simplicial complex of dimension d with V as its ground set. For natural
numbers r and k with rk ≤ d, we will define the (r, k)-bootstrap process on K (V ) as follows.
In this setting too, the members of the ground set have two states: they are infected or
healthy. We call a face σ ∈ K(k) (V ) critical with respect to A ⊆ V if all but one of its
members are in A. If A ⊆ V is a subset of active vertices, we let F (k)cr (A) be the set of all
critical k-faces with respect to A. We call these faces A-critical.
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Let At be the set of infected vertices after t rounds. In round t+ 1 we set,
At+1 := At ∪ {v ∈ V \ At : ∃ σ1, . . . , σr ∈ F (k)cr (At),
{v} = σi ∩ σj for all 1 ≤ i < j ≤ r}.
In other words, if v is healthy after t rounds, it becomes infected in the (t+ 1)th round if it
completes the infection of at least r At-critical faces, which are pairwise disjoint apart from
containing v.
For a subset A ⊆ V we again set A = ∪∞t=0At, for A0 = A. Analogously to the bootstrap
processes on graphs, we say that A percolates, if A = V .
There are other models of high-dimensional bootstrap processes on hypergraphs - see for
example [22, 25].
Our model: inhomogeneous dynamic simplicial complexes
A model of randomly evolving simplicial complexes are Random Apollonian Networks, first
introduced by Andrade et al. [4] and Doye and Massen [15], independently. This model
(in dimension d ≥ 3) proceeds recursively as follows. We begin with a (d − 1)-dimensional
complex, and at each step we select a (d − 1)-face σ uniformly at random. Then, a new
vertex v arrives and all (d− 1)-faces containing v and any of the (d− 1)-element subsets of σ
are added to the complex, after which σ is removed. It is easy to see that the probability of
the degree of a vertex w growing as a result of one of the faces containing w being selected is
proportional to its degree and this model gives rise to a preferential attachment mechanism.
Kolossváry et al. [23] and Frieze and Tsourakakis [19] determined the degree distribution of
this model, showing that it gives rise to a power law with exponent 2d−3
d−2
= 2 + 1
d−2
. The
same model has been considered under the name random stack-triangulations by Albenque
and Marckert in [2].
In this paper, we consider a general model of inhomogeneous simplicial complexes inspired
by the above models. The construction of our random simplicial complexes relies on a fitness
function f : Rd → R and a probability measure µ on (0, 1] that has finite support. To define
our model, let us first introduce some notation. For 0 ≤ s ≤ d − 1, let Cs := {(x0, . . . , xs) :
0 < x0 ≤ . . . ≤ xs ≤ 1}. To each vertex v of the simplicial complex, we associate a positive
weight wv. For a (d − 1)-face σ = {i0, . . . , id−1}, by listing weights in non-decreasing order,
weights induce a unique face type ω(σ) := (wi0, . . . , wid−1) ∈ Cd−1.
Throughout this work, we make the following assumption:
A1. f is positive, symmetric and bounded.
For x ∈ Cd−1 we call f(x) the fitness of x. As f is symmetric, this notion extends in the
obvious way to faces: we write f(σ) for f(ω(σ)).
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We can now define a process of simplicial complexes (Kn)n≥0 (of fixed dimension d ≥ 3). We
will consider two different versions of the model: model A and model B. The dynamics of
the process is as follows: First, let K0 be an arbitrary d-dimensional simplicial complex, with
vertex set V0 ⊆ −N and each vertex assigned a fixed positive weight. Set A0 := K(d−1)0 ; we
will call the faces in the consecutive sets At active faces. Then, recursively for n ≥ 0:
(i) Define the random empirical measure
Πn =
∑
σ∈An
δω(σ) (1)
on Cd−1 and the random finite discrete probability distribution on An:
Πˆn =
∑
σ∈An f(σ)δσ∫
Cd−1
f(x)Πn(dx)
.
(ii) Select a face σ′ ∈ An according to the distribution Πˆn.
(iii) The simplex σ∗ := σ′ ∪ {n + 1} is added to Kn: letting 2σ∗ denote the powerset of
σ∗, we set Kn+1 := Kn ∪ 2σ∗ and Vn+1 = Vn ∪ {n + 1} and say that face σ′ has been
subdivided. Vertex n+1 is assigned weight wn+1 drawn according to the distribution µ
independently of the history of the process.
(iv) In Model A we set An+1 := An ∪ (2σ∗)(d−1); while in Model B, we set An+1 := (An ∪
(2σ
∗
)d−1) \ {σ′}.
Note that by construction, only the active faces σ ∈ K(d−1)n with σ ∈ An can be subdivided
at time n+ 1.
In [17], the distribution of the degrees is considered in both models. There it is shown that
when d ≥ 3 its tails are bounded from below by a power law.
We define
Z(St) :=
∑
σ∈At
f(σ) =
∫
Cd−1
f(x)Πn(dx).
We let PK0 (·) and EK0 [·] denote the probability measure of the process and the corresponding
expectation operator when K0 is the initial simplicial complex. For n ∈ N, we let PK0,n (·)
denote the probability measure of the above process after n steps. We observe that the study
of Model B is additionally motivated by the fact that it gives rise to a simplicial complex
the geometric realisation of which is a topological manifold.
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Some more notation
Another notion that will be at the core of our results is that of the star of a vertex. For
v ∈ V , the star of v in a simplicial complex K, which we denote by stK(v), is the set of
those (d − 1)-faces which contain v. The link of a vertex v in K, denoted by lkK(v), is the
simplicial complex obtained from stK(v) by removing v from the simplices in stK(v), i.e.,
lkK(v) = {σ \ {v} : σ ∈ stK(v)}.
We shall say that an event occurs almost surely (a.s.), if it occurs with probability 1. We fur-
ther say that a sequence of events {An} occurs with high probability (w.h.p.) if the probability
of An tends to 1 as n→∞.
Finally, we point out that we use the interval notation for real numbers in the context of
discrete time. So, for example, in that context (a, b) denotes the set of natural numbers
between a and b. Closed or semi-open intervals have analogous meaning.
1.1 The ⋆-process
Start with a (d− 1)-face σ0 (on the vertex set {−d, . . . ,−1}) and subdivide it with a vertex
labelled v0. Thereby, form the simplicial complex S0 induced by the (d− 1)-faces containing
vertex v0, taking the downwards closure of them. We call v0 the centre of S0. Set A⋆0 :=
stS0(v0). Then conditional on St:
(i) Select a face σt from A⋆t with probability proportional to its fitness, and subdivide this
with a new vertex t+1. Form the simplicial complex St+1 discarding the only new face
which does not contain v0.
(ii) In model A we set A⋆t+1 := stSt+1(v0); while in model B, we set A⋆t+1 := stSt+1(v0)\{σs :
0 ≤ s ≤ t}.
If the centre of S0, that is, v0, has weight x, we call this process an x⋆-process. In fact, the
Markovian nature of this process implies that its limiting behaviour does not depend on σ0.
However, the value of x determines its transition law and thereby the limiting behaviour.
Similarly to the previous section, we define
Z⋆(St) :=
∑
σ∈A⋆t
f(σ).
1.2 Almost sure limits in models A and B and the ⋆-process
Of particular importance are the limiting distributions of the types in these simplicial com-
plexes. The following results also appear in [17].
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Proposition 1. There exists a probability measure π on Cd−1 such that almost surely Πn/|An| →
π weakly as n → ∞. In particular, if {Yn}n≥1 is the Cd−1-valued Markov chain describing
the type of the face chosen to be subdivided in the nth step, then in distribution, Yn → Y∞,
as n→∞, for a Cd−1-valued random variable Y∞ whose law is π.
Furthermore, almost surely
Z(Kn)
n
→ λ :=
∫
f(w)π(dw) > 0,
as n→∞.
For the x⋆-process one can show a similar result except that now the limit depends on x.
Proposition 2. For x ∈ (0, 1] let (Sn)n≥0 be an x⋆-process. There exists a measure π⋆x on
Cd−1 such that almost surely
Z⋆(Sn)
n
→ λx :=
∫
f(y)π⋆x(dy) > 0,
as n→∞.
We postpone the proof of the above propositions to Section 2.
1.3 Main result: the critical density
We will consider the evolution of the bootstrap percolation process on Kn in the case where
the initially infected set A0 is a binomial subset of Vn, that is, vertices in Vn become initially
active with probability p = p(n) independently. We denote the corresponding probability
measure by Ap,n
Our aim is to find a critical value pc(n) for the infection probability, such that if p≪ pc(n),
then no evolution occurs with high probability, whereas if p ≫ pc(n), then the process
percolates. We define λ⋆ = maxx∈Supp(µ) λx. As the main result of this paper, we prove the
following theorem.
Theorem 1. Let pc(n) = n
−λ⋆/(kλ). Let (At)t∈N∪{0} be the (r, k)-bootstrap process on Kn with
A0 sampled according to Ap,n. Let ω : N→ R such that ω(n)→∞, as n→∞.
1. For any δ > 0 there exists n0 such that for all n > n0 if p = ω(n)pc, then
(PK0,n ⊗ Ap,n) ({A0} = Vn) > 1− δ.
2. If λ⋆/λ > 1/r, then for p = pc/ω(n) we have (PK0,n ⊗Ap,n) ({A1 = A0}) > 1− δ.
If λ⋆/λ = 1/r, then the same holds provided p = pc(log n)
−1/rk/ω(n).
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This critical behaviour was also proved for the classic (graph) bootstrap process on the
Barabási-Albert model by the first author and Abdullah [1] as well as by Ebrahimi et
al. [16]. In a different context, such a phenomenon was also shown in inhomogeneous random
graphs [3, 18] as well as in random graphs on the hyperbolic plane [12]. In [18] it is proved
that in the class of inhomogeneous random graphs (Chung-Lu model) such a transition occurs
essentially only when the degree distribution follows a power law with exponent less than 3.
Sketch of proof
We prove Theorem 1 in Section 3. The idea of the proof is as follows. In the supercritical
case, we show that w.h.p. Kn contains a face σ, all vertices of which have degrees high
enough to contain at least r disjoint (k − 1)-dimensional faces in their link that are initially
fully infected. This leads to a complete infection of the d vertices of σ at time 1. Then,
since d ≥ rk, the infection spreads to the rest of the complex through the natural “closing of
d-dimensional simplices”.
The proof of the subcritical case uses a first moment argument. Namely, we show that with
high probability no vertex has a degree high enough to have a chance to see at least r disjoint
(k − 1)-dimensional faces in its link that are initially fully infected. Consequently, A1 = A0
and, in particular, we have no percolation.
One of the main assumptions in Theorem 1 is the requirement that λ⋆/λ ≥ 1/r. This
condition is critical for the first moment argument in the lower bound on pc to hold (however
it plays no role in the proof of the upper bound, which holds regardless of the value of λ⋆/λ).
An important class of models for which Theorem 1 does apply are the d-dimensional Random
Apollonian Networks, which exhibit λ⋆/λ = d−2
d−1
. In Section 4 we present a much broader
class of models, with a non-trivial weight distribution µ and fitness function f , for which the
assumptions of Theorem 1 hold.
The d = 2 case
So far, in our discussion we have assumed that d ≥ 3. It is however interesting to ask
what happens when d = 2, i.e., when new vertices arrive and connect to existing edges by
forming triangles. Here, however, there is a very significant qualitative difference between
models A and B. In particular, in model A an equivalent of Theorem 1 also holds. On the
other hand, in model B, when any edge can only be selected once in the whole evolution
of the simplicial complex by an incoming vertex, the 1-skeleton of Kn, that is, the graph
(K(0)n ,K(1)n ), is outerplanar, with the edges of the outer face constituting the set of active
edges. Consequently, at any point in time, every vertex of the complex is incident to exactly
two active edges and we have no preferential attachment mechanism. (It can be shown easily
that for d = 2, in model B we have λx = 0 for all weights x.) This results in the distributions
of vertex degrees having exponential tails.
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The condition that rk ≤ d = 2 allows only two interesting bootstrap percolation processes:
the r = 1, k = 2 process in which a vertex becomes infected if it completes an infected
triangle, and the r = 2, k = 1 process in which a vertex becomes infected if it has at least
two infected neighbours. In the first model, a set A percolates if and only if it contains an
infected edge. In the latter, A needs to contain an infected edge or a pair of infected vertices
at distance 2. The concentration of degrees then leads to the critical probability of the order
of n−1/2.
Organisation of the paper
The rest of this paper is structured as follows. In Section 2 we recall the generalised Pólya
urn schemes, we define the reduction of the growth of random simplicial complexes to the
evolution of Pólya urns, and using this reduction we prove some results about the distribution
of vertex degrees in our complexes. In Section 3 we prove Theorem 1, and in Section 4 we
provide some examples of weight distributions and fitness functions for which Theorem 1
applies. Finally, in Section 5 we state some open problems and possible generalisations of
our work.
2 Reduction to generalised Pólya urn schemes
In this section we recall some results about the generalised Pólya urn schemes, and we show
a coupling between the growth of our random complex and the evolution of the profile of an
urn. Having established this coupling, we then exploit the theory of Pólya urns, in particular
some results obtained by Athreya and Karlin, and by Janson, to obtain bounds on the tails
of the distribution of vertex degrees, as well as on its moments. These bounds are then used
in Section 3 to prove Theorem 1.
Recall that in this paper, we shall consider the case where the vertex weight distribution µ
is a point measure that is finitely supported in (0, 1]: µ =
∑K
i=1 µiδxi for some µ1, . . . , µK > 0
adding up to one and x1, . . . , xK ∈ (0, 1].
Then there are a finite number of face types, which by the fact that f is symmetric depend on
the multiset of weights of the vertices contained in a face. We can view these types as colours
in an urn scheme with a finite number of colours. More specifically, a face σ has colour ω(σ)
which belongs to the set of multisets of size d whose elements are in {x1, . . . , xK}. (Note
that there are q :=
(
d+K−1
d
)
such multisets.) Furthermore, the multiset ω(σ) has fitness
f(ω(σ)) > 0.
The evolution of the simplicial complex in our model can be seen as an urn scheme which
contains balls, each having a type/colour from a set of q types/colours. Each type has a
positive weight. Model A corresponds to the following replacement scheme. At each step,
a ball is selected with probability proportional to the weight of its type. Then, d balls are
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added to the urn, where the types of the balls are random and are determined as follows.
The weight of the newly arrived vertex is sampled according to µ. This together with each
one of the d (d− 1)-subsets of the sampled face creates d multisets of weights. These are the
new balls that are added. Model B is similar, but the ball that has been selected is removed
from the urn.
Such general urn schemes embedded in continuous time were considered by Athreya and
Karlin [6]. Let X(t) = (X1(t), . . . , Xq(t)) be the composition vector of an urn containing
balls with q possible types. For each i = 1, . . . , q, a ball of type i has activity/fitness ai > 0.
A ball of type i dies with rate ai and at the moment of its death it produces balls of all types
according to a given distribution.
Let Mij(t) = E [Xj(t) | Xr(0) = δir, r = 1, . . . , q]; in other words, Mij(t) is the expected
number of balls of type j at time t given that the initial configuration consists of a single
ball of type i. Furthermore, M(t) = exp(At), where A is the infinitesimal generator of the
process: Aij = aiBij , where Bij is the expected number of balls of type j a ball of type i
produces upon its death. (In model B, when j = i, we subtract 1 to account for the ball of
type i that has died.)
The basic assumption on M is the irreducibility assumption: there exists t0 such that for all
i, j = 1, . . . q we have Mij(t0) > 0. If this is the case, then A has a unique eigenvalue λ of
maximum real part, which is real and there exist left and right eigenvectors u, v, respectively,
with positive entries such that Av = λv and uTA = λuT . We assume that they are normalised
so that u · v = 1, where · denotes the usual dot product of two vectors in Rq.
Let τn be the stopping time which is the time when the nth split occurs, and let Xn = X(τn);
this is the composition vector of the urn after n balls have split.
The next theorem follows from Proposition 2 in [6] together with Theorem 5 from [5].
Theorem 2. Let ρ = ν(u1, . . . , uq)
T , where ν = λ (
∑q
i=1 aiui)
−1. Then almost surely
Xn
n
→ ρ as n→∞. (2)
Proof. By Proposition 2 in [6] we know that there is an almost surely finite random variable
W such that Xne
−λτn → Wu as n → ∞. Theorem 5 from [5] says that we simultaneously
have nνe−λτn → W as n → ∞. Hence, as Xne−λτn = Xnνn nνe−λτn , we see that Xnνn → u, and
the theorem follows.
Propositions 1 and 2 are straightforward consequences of the above theorem.
Proof of Proposition 1. Consider model A; the proof in model B is analogous. Here, we have
|An| = dn+d+1, and so Πn|An| = Πndn+d+1 . Since Πn(ω(σ)) is equal to the number of active faces
of type ω(σ), we can associate it with the number of balls of colour ω(σ), denoted Xω(σ)(n),
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in the appropriate generalised Pólya urn scheme. By Theorem 2 we have
Xn
n
→ λ(u1, . . . , uq)
T∑q
i=1 aiui
,
therefore, slightly abusing the notation, we obtain that
Πn
dn+d+1
→ π := λ
∑q
i=1 uiδω(i)
d
∑q
i=1 aiui
.
The almost sure convergence of Πn
|An|
implies the existence of the almost sure limit of Z(Kn)
n
.
However, with a bit more work we will be able to identify this limit as the maximum real
eigenvalue λ of the infinitesimal generator matrix A of the appropriate generalised Pólya urn
scheme.
By the fact that u is a left eigenvector of A with eigenvalue λ and with l1 being the all-1s
vector in Rq, we can see that
q∑
i=1
ui = u
T l1 =
1
λ
uTA l1.
Any row i in the matrix A sums to the expected number of balls that are created when a ball
of colour i dies, multiplied by the activity ai of balls of that colour. In model A the number
of balls created is always equal to d, therefore we have
1
λ
uTA l1 =
1
λ
uT (a1d, . . . , aqd)
T =
d
λ
( q∑
i=1
aiui
)
,
and π, the limit of Πn/|An| is indeed a probability distribution. Finally, recalling that the
fitness f(ω(σ)) of a face σ is equivalent to the activity ai of the appropriately coloured ball
in the generalised Pólya urn scheme, we get
Z(Kn)
n
= d
∫
Cd−1
f(x)Πn(dx)
dn
→ d
∫
Cd−1
f(x)π(dx) = d
q∑
i=1
ai
λui
d
∑q
j=1 ajuj
= λ.
The proof of Proposition 2 in analogous.
2.1 The distribution of degrees
In this section, we will give estimates on the tails of the distribution of the degree of vertex
i0 at time n, as well as on the expected rate of growth of the rth power of the degree. To
this end, we shall use the continuous time embedding of the generalised Pólya process.
We will consider the generalised Pólya urn which corresponds to the ⋆-process rooted at i0.
Let Y
(i0)
t := X
(i0)
t+τi0
= (X
(i0)
1 (t+ τi0), . . . , X
(i0)
q (t+ τi0)) denote the composition vector of the
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generalised Pólya urn representing the star of i0. We will use a result of Janson [21] (Lemma
10.2, p. 232) which bounds the expectation of the rth norm of Y
(i0)
t .
Lemma 1. If vertex i0 has fitness x, then for all t ≥ 0 we have
‖Y (i0)t ‖r =
(
E
[ q∑
i=1
(
X
(i0)
i (t+ τi0)
)r])1/r ≤ Ceλxt.
Since (
∑q
i=1 xi)
r ≤ qr∑qi=1 xri where xi ≥ 0 for all i, we obtain the following bound.
Corollary 1. With i0 as above, for all t ≥ 0 we have
E
[( q∑
i=1
X
(i0)
i (t+ τi0)
)r]
≤ qrCerλxt.
But note that
∑q
i=1X
(i0)
i (t+τi0) is equal to the number of vertices that have become adjacent
to i0 by time t+τi0 . Note also that the degree of i0 by time t is in fact equal to d+
∑q
i=1X
(i0)
i (t+
τi0), as i0 has degree d the moment it is generated. So if we denote by Dt(i0) the degree of
i0 at time t+ τi0 , we then deduce that for all t ≥ 0
E [Drt (i0)] = E
[(
d+
q∑
i=1
X
(i0)
i (t+ τi0)
)r]
= E

 r∑
i=0
(
r
i
)
dr−i
( q∑
i=1
X
(i0)
i (t+ τi0)
)i
≤ 2rdrE
[( q∑
i=1
X
(i0)
i (t+ τi0)
)r]
≤ (2dq)rCerλxt, (3)
where C is as in Lemma 1.
Furthermore, we will make use of the following result of Athreya and Karlin (see Theorem 6
in [5]) regarding the times of arrival of the vertices.
Theorem 3. The value of τn − logn/λ converges almost surely to a finite valued random
variable.
From Theorem 3 we obtain the following immediate corollary.
Corollary 2. For any δ > 0 and for any ε > 0 there exists n0 ∈ N such that
PK0
(∣∣∣∣τn − τi − 1λ log
n
i
∣∣∣∣ < ε, i = n0, . . . , n
)
> 1− δ. (4)
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We denote the event in Corrollary 2 by Eε,n0,n.
Theorem 3 also allows us to control the time of the nth split.
Lemma 2. For any δ > 0 there exists some positive constant C and n1 ∈ N such that for
n ≥ n1 we have
PK0
(∣∣∣∣∣τn − log nλ
∣∣∣∣∣ > C
)
≤ δ. (5)
Proof. Let us show that by taking C sufficiently large the probability that τn >
logn
λ
+C can
be made arbitrarily small for large n. The opposite direction then follows analogously.
Let W be the random variable that is the a.s.-limit of τn − logn/λ, which is finite almost
surely by Theorem 3, and let K be such that
PK0 (W > K) ≤ δ/2.
Let n1 be such that for n ≥ n1 we have
PK0
(∣∣∣∣∣W −
(
τn − logn
λ
)∣∣∣∣∣ > K
)
≤ δ/2.
Then by the triangle inequality for all n ≥ n1 we have that
PK0
(
τn − log n
λ
> 2K
)
≤ PK0 (W > K) + PK0
(∣∣∣∣∣W −
(
τn − logn
λ
)∣∣∣∣∣ > K
)
≤ δ.
Corollary 2 and Lemma 2 allow us to deduce a bound on the lower tail of the distribution of
the degree of a vertex.
Lemma 3. Let i0 be a vertex of weight x. Then for any δ > 0 there exists some positive
constant c such that for n large enough we have
PK0
(
Dn(i0) > c
(
n
i0
)λx/λ)
> 1− δ. (6)
Proof. Let n2 = max{n0, n1}, where n0 and n1 are as in Corollary 2 and Lemma 2 respectively.
By Corollary 2 we know that there is some ε > 0 such that with probability at least 1− δ/2
we have
τn − τmax{n2,i0} >
1
λ
log
n
max{n2, i0} − ε.
Let τ ⋆j denote the moment of the jth split in the continuous time embedding of the generalised
Pólya urn scheme process we can couple with the companion x⋆-process associated with
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vertex i0. By Lemma 2 we obtain that for α > 0, if n is large enough then with probability
at least 1− δ/2 we have
τ ⋆α(n/max{n2,i0})λx/λ ≤
log
(
α
(
n
max{n2,i0})
)λx/λ)
λx
+ C
=
1
λ
log
n
max{n2, i0} +
1
λx
logα + C.
Hence, if α > 0 is small enough then by the union bound with probability at least 1− δ we
have
τ ⋆α(n/max{n2,i0})λx/λ ≤
1
λ
log
n
max{n2, i0} +
1
λx
logα+ C
≤ 1
λ
log
n
max{n2, i0} − ε
≤ τn − τmax{n2,i0}.
Hence, in the continuous time embedding of the urn scheme, the time from the max{n2, i0}th
split to the nth split is longer than the time from the birth of the vertex i0 to its degree
reaching value at least α(n/max{n2, i0})λx/λ.
Recalling that n2 is a constant we then see that there is some constant c such that
PK0
(
Dn(i0) > c
(
n
i0
)λx/λ)
> 1− δ
as desired.
Analogously to Lemma 3, we can prove the following bound on the upper tail of the distri-
bution of Dn(i).
Lemma 4. Let i0 be a vertex of weight x. Then for any δ > 0 there exists some positive
constant C such that for n large enough we have
PK0
(
Dn(i0) < C
(
n
i0
)λx/λ)
> 1− δ. (7)
✷
We will use Corollary 2 in order to bound the rth moment of the degree of vertex i0 at the
time the nth vertex arrives, that is, at τn. In particular, for n0 ≤ i0 ≤ n we have the following
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inequality:
EK0
[
1(Eε,n0,n)Drτn−τi0 (i0)
]
≤ EK0

1(Eε,n0,n)Dr1
λ
ln
(
n
i0
)
+ε
(i0)


≤ EK0

Dr
1
λ
ln
(
n
i0
)
+ε
(i0)


(3)
≤ (2dq)rCer
λx
λ
ln
(
n
i0
)
+rλxε
≤ C∗ ·
(
n
i0
) rλx
λ
,
where C∗ = (2dq)rCerλxε. Thus, recalling that λ⋆ = maxx∈Supp(µ) λx, we deduce that for all
n0 ≤ i0 ≤ n we have
EK0
[
1(Eε,n0,n)Drτn−τi0 (i0)
]
≤ C∗ ·
(
n
i0
) rλ⋆
λ
. (8)
We will use this bound later to complete a first moment argument towards the proof of the
subcritical case in Theorem 1.
3 Proof of Theorem 1
3.1 Supercritical case
The idea of the proof of the supercritical case is as follows. First, we wait until a (d − 1)-
dimensional face σ consisting of d vertices of weight xmax, with λxmax = λ
⋆, is created. Then,
we observe the companion process associated with a fixed vertex v0 ∈ σ. By Lemma 3, with
probability close to 1 the degree of v0 by time n/d is at least c1 · nλ⋆/λ for some constant
c1 > 0, implying that at time n/d the star of vertex v0 contains at least c2 · nλ⋆/λ active
(d − 1)-dimensional faces. Next, we look at the faces in the star of v0 that were active at
time n/d, and we show that some positive proportion of these will be subdivided at least
once in the time interval (n/d, 2n/d], with every such face σ0 upon subdivision producing an
active face having at most d − 1 vertices (including v0) in common with σ0. We then show
that a positive proportion of these faces will be subdivided in the time interval (2n/d, 3n/d],
producing an active face having at most d − 2 vertices (including v0) in common with σ0.
We repeat this argument d− 1 times, consequently producing at least c · nλ⋆/λ faces at time
n that all contain v0, and are otherwise pairwise disjoint. Then, a simple concentration
argument shows that if p ≫ n−λ⋆/(kλ) then v0 will be contained in at least r k-dimensional
(and otherwise disjoint) faces that are critical with respect to the initially infected set, with
v0 being the only initially uninfected vertex in these faces. Hence v0 becomes infected in
one step, and by the union bound with probability close to 1 the same applies to the other
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vertices of σ. Once the (d − 1)-dimensional face σ is infected, by the fact that d ≥ rk, the
infection spreads to every vertex of the complex.
Proof of the upper bound in Theorem 1. Let ρ = (ρ1, . . . , ρq) be as in Theorem 2, let δ > 0,
and let
ε = min
1≤i≤q
ρi/2 > 0.
Let Xℓ denote the composition vector of the generalised Pólya urn that corresponds to Kℓ,
for any ℓ ∈ N0. By the almost sure convergence of Xℓ/ℓ to ρ, as ℓ → ∞, we know that for
any δ > 0 there is some Mε,δ such that for all ℓ ≥ Mε,δ with probability at least 1 − δ/2
we have ‖Xℓ/ℓ− ρ‖∞ ≤ ε, and consequently Aℓ contains at least one face consisting only of
vertices of weight xmax. Hence, let σ ∈ AMε,δ be such a face.
Let v0 ∈ σ be fixed, and let A⋆ℓ denote the set of active faces in stKℓ(v0), the star of v0 after
step ℓ. By Lemma 3, there exists a β > 0 such that with probability at least 1− δ/(2d) we
have Dn/d(v0) > β(n/v0)
λ⋆/λ, which implies that for some constant α0 > 0 at time n/d vertex
v0 is in at least α0n
λ⋆/λ different (d− 1)-dimensional faces contained in A⋆n/d. We would like
to claim that with high probability there are at least r pairwise disjoint (excluding v0) such
faces, in which all vertices other than v0 are initially infected; however, some neighbours of
v0 could be contained in a large number of faces in stKn/d(v0), making it harder to find the
desired structure.
The total fitness of the faces in A⋆n/d is therefore at least α0nλ⋆/λf ′, where f ′ is the minimum
fitness of a face containing a vertex of weight xmax (in our case v0). We will call the faces
in A⋆n/d 0-new; let B0 denote the set of 0-new faces. We claim that in the time interval
(n/d, 2n/d] at least some constant proportion of the 0-new faces becomes subdivided at least
once.
Claim 1. Given that |B0| ≥ α0nλ⋆/λ, there is some α1 > 0 such that w.h.p. at least α1nλ⋆/λ
members of B0 are subdivided during the interval (n/d, 2n/d].
Proof of Claim 1. Indeed, until at least α0n
λ⋆/λ/2 of the 0-new faces become subdivided at
least once, the total fitness of such faces that have not been subdivided at all is at least
α0n
λ⋆/λf ′/2. On the other hand, recalling that |Aℓ| ≤ dℓ + d + 1 ≤ (d + 1)ℓ < 2dℓ, for any
n/d ≤ ℓ < 2n/d the total fitness of the faces in Aℓ is at most 4nf˜ , where f˜ = maxx∈Cd−1 f(x).
For j ≥ 1, let τj > n/d be the stopping time of the jth subdivision of a 0-new face after
step n/d. (Also, set τ0 := ⌊n/d⌋.) Set Ej = τj − τj−1 to be the number of steps between the
(j−1)th subdivision of a 0-new face and the jth subdivision of a 0-new face within the interval
(n/d, 2n/d] - we call this the duration of the jth epoch. The above observation implies that
for j ≤ α0nλ⋆/λ/2, each subdivision that takes place inside the jth epoch is a subdivision of a
0-new face with probability at least p :=
(
α0n
λ⋆/λf ′/2
)
/(4nf˜) uniformly over the history of
the process up to that point. Thus, for such j, we have PKn/d (τj − τj−1 ≥ k) ≤ (1− p)k. We
conclude that the random variable Ej is stochastically bounded from above by a geometrically
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distributed random variable with parameter equal to p, which we denote by Yj. Furthermore,
the collection Yj, j ≤ α0nλ⋆/λ/2, form an independent family.
Now, let α1 <
α0
8
f ′
f˜
and assume that Kn/d has at least α0nλ⋆/λ 0-new faces in the star of v0.
The stochastic domination yields PKn/d
(∑
j≤α1nλ
⋆/λ Ej > n/d
)
≤ P
(∑
j≤α1nλ
⋆/λ Yj > n/d
)
.
But E
[∑
j≤α1nλ
⋆/λ Yj
]
≤ 8α1
α0
f˜
f ′
n. If α1 is small enough so that
8α1
α0
f˜
f ′
< 1/d, Chebyschev’s
inequality implies that the above probability is o(1). In other words, with probability 1−o(1),
at least α1n
λ⋆/λ 0-new faces are subdivided during the interval (n/d, 2n/d].
Hence, given any σ0 ∈ B0, label the vertices of σ0 \ {v0} as v1, . . . , vd−1 in an arbitrary way
(vertices that belong to multiple faces in B0 receive one label from each of these faces). If σ0 is
subdivided for the first time in the time interval (n/d, 2n/d], label the vertex that subdivides
σ0 with w1, and let σ
1 = (v0, w1, v2, . . . , vd−1); we say that σ
1 is 1-new, and we denote the set
of 1-new faces with B1. If σ1 is subdivided during the time interval (n/d, 2n/d], we remove
σ1 from B1 and we simply relocate the labels: we remove the label from the vertex w1, we
place it on the vertex that subdivided the face σ1. We then remove the label from the face
σ1, and finally we again define σ1 = (v0, w1, v2, . . . , vd−1), which we declare 1-new and place
it in B1. We repeat this procedure whenever a face in B1 becomes subdivided in the time
interval (n/d, 2n/d]. Note that σ1 is the unique 1-new face that contains the vertex w1.
As in the above claim, one can show that there is some constant α2 > 0 such that w.h.p. at
least α2n
λ⋆/λ faces in B1 are subdivided at least once during the time interval (2n/d, 3n/d].
When a 1-new face σ1 = (v0, w1, v2, . . . , vd−1) ∈ B1 becomes subdivided for the first time in
that interval, we label the vertex that subdivided itw2, we define σ
2 = (v0, w1, w2, σ3, . . . , σd−1),
and we declare σ2 to be a 2-new face; we denote the set of 2-new faces with B2. We then
proceed as in the case of the 1-new faces - if a 2-new face σ2 ∈ B2 is subdivided in the
time interval (2n/d, 3n/d], we move the label w2 to the new vertex and we again redefine σ
2.
Consequently, at time 3n/d we have at least α2n
λ⋆/λ faces in B2 with the additional property
that any such face σ2 = (v0, w1, w2, σ3, . . . , σd−1) is the unique 2-new face containing any of
the vertices w1, w2.
For 3 ≤ i ≤ d − 1, we proceed in a similar fashion in the time intervals (in/d, (i + 1)n/d],
w.h.p. obtaining the set Bi of at least αinλ⋆/λ i-new faces, with the property that each such
face contains at least i vertices that do not belong to any other i-new face. Taking i = d− 1
we see that for some αd−1 > 0, at time n vertex v0 belongs to at least αd−1n
λ⋆/λ faces in
Bd−1 that are disjoint apart from containing v0. Since in the supercritical regime we have
p≫ n−λ⋆/(kλ), by Chernoff bounds we immediately obtain the fact that with high probability
v0 is contained in at least r faces in Bd−1 that are critical with respect to the initially infected
set, with v0 being the only initially uninfected vertex.
We continue the proof of the upper bound by taking the union bound over the vertices in
the initially selected face σ containing only vertices of weight xmax. Hence, for any δ > 0, if
p≫ n−λ⋆/(kλ), then with probability at least 1− δ− o(1) after the first step of the bootstrap
process the infected set contains a fully infected (d − 1)-dimensional face. Since we have
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d ≥ rk, in consecutive steps of the bootstrap process infection spreads from that face to
the rest of the complex. Consequently, since δ > 0 was arbitrary, percolation occurs with
probability 1− o(1).
3.2 Subcritical case
Next, we show that under the assumptions in Part 2 of Theorem 1 the initially infected set is
stable with high probability, i.e., the infection does not spread at all, and in particular there
is no percolation. Recalling that At is the set of vertices that are infected at time t, this is
equivalent to showing that A1 \ A0 = ∅.
Proof of the lower bound in Theorem 1. Since p = o(1), w.h.p. after the initial infection is
seeded there are some initially healthy vertices in the complex, which need to be infected in
the bootstrap percolation process. Let v be a vertex in our complex and assume that v is
initially healthy but becomes infected in the first step of the process. Hence, the link lkKn(v)
of v contains r pairwise disjoint (k − 1)-dimensional fully infected faces. Crucially, by the
definition of our complex, any such face must be contained fully in one of the d-dimensional
simplices containing v, which is trivially at most the degree of v.
Hence, conditioned on the degree of v at time n, the probability that v becomes infected in
the first step of the process is at most
(
Dn(i)
(
d
k
)
pk
)r
.
Let δ > 0 and let n0 = n0(δ) be as in Corollary 2. Suppose that p = n
−λ⋆/(kλ)/ω(n) for some
ω(n) → ∞ (note that this clearly holds if we have p ≪ n−λ⋆/(kλ)(log n)−1/rk). By Lemma 4
and the union bound, there is some C = C(δ, n0 + |K(0)0 |) such that the probability that all
of the vertices in K(0)0 ∪ {1, 2, . . . , n0} have degree at most Cnλ⋆/λ is at least 1 − δ. Hence,
the probability that at least one of them becomes infected in the first step of the bootstrap
process is at most
PK0
(
(A1 \ A0) ∩
(
K(0)0 ∪ {1, . . . , n0}
)
6= ∅
)
≤ δ + (n0 + |K(0)0 |)
(
Cnλ
⋆/λ
(
d
k
)
pk
)r
≤ δ + (n0 + |K(0)0 |)C ′
(
nλ
⋆/λn−λ
⋆/λ(ω(n))−k
)r
= δ + o(1). (9)
For the vertices arriving after time n0, we use (8) to bound the probability that at least one
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of them becomes infected in the first step of the process. We have
PK0 ((A1 \ A0) ∩ {n0 + 1, . . . , n} 6= ∅)
≤ PK0
(
E cε,n0,n
)
+ PK0 (Eε,n0,n, {(A1 \ A0) ∩ {n0 + 1, . . . , n} 6= ∅})
≤ PK0
(
E cε,n0,n
)
+
n∑
i=n0+1
PK0 (Eε,n0,n, i ∈ A1 \ A0)
= PK0
(
E cε,n0,n
)
+
n∑
i=n0+1
EK0 [1(Eε,n0,n)1(i ∈ A1 \ A0)] .
Let I ij be the event that the jth r-tuple of disjoint (excluding i) k-dimensional faces in stKn(i)
is critical with respect to the initially infected set. By Corollary 2 we have 1−PK0 (Eε,n0,n) ≤ δ,
so we continue with
PK0 ((A1 \ A0) ∩ {n0 + 1, . . . , n} 6= ∅) ≤ δ +
n∑
i=n0+1
EK0 [1(Eε,n0,n)1(i ∈ A1 \ A0))]
≤ δ +
n∑
i=n0+1
EK0

1(Eε,n0,n)
(dk)
r
Drn(i)∑
j=1
1(I ij)


= δ +
n∑
i=n0+1
EK0
[
1(Eε,n0,n)
(
d
k
)r
Drn(i)1(I
i
1)
]
= δ +
n∑
i=n0+1
EK0 [1(Eε,n0,n)Drn(i)]
(
d
k
)r
prk
(8)
≤ δ +
n∑
i=n0+1
C ′ ·
(
n
i
) rλ⋆
λ
prk,
for some constant C ′ > 0. Assume first that p = n−λ
⋆/(kλ)/ω(n) and rλ
⋆
λ
> 1. We have
PK0 ((A1 \ A0) ∩ {n0 + 1, . . . , n} 6= ∅) ≤ δ +
n∑
i=n0+1
C ′ ·
(
n
i
) rλ⋆
λ
n
−rkλ⋆
kλ (ω(n))−rk
≤ δ + C ′(ω(n))−rk
∞∑
i=1
i−
rλ⋆
λ
≤ δ + C ′′(ω(n))−rk = δ + o(1). (10)
Suppose now that rλ
⋆
λ
= 1 and p = n−λ
⋆/(kλ)(log n)−1/rk/ω(n). Following the above argument,
we obtain
PK0 ((A1 \ A0) ∩ {n0 + 1, . . . , n} 6= ∅) ≤ δ +
n∑
i=n0+1
C ′ · n
i
(n logn)−1(ω(n))−rk
≤ δ + C ′(ω(n))−rk log−1 n
n∑
i=1
i−1
≤ δ + C ′′(ω(n))−rk = δ + o(1). (11)
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By (9) and (10) (or (11), if rλ
⋆
λ
= 1), since δ > 0 was arbitrary, we see that no vertex
becomes infected in the first step of the process and consequently w.h.p. we do not have
percolation.
4 Examples
The value of the ratio rλ
⋆
λ
, crucial to Theorem 1, depends not only on the distribution µ of
the vertex weights, but also on the fitness function f . For that reason, designing a universal
tool verifying whether rλ
⋆
λ
> 1 for given families of pairs (µ, f) appears to be a difficult
task. However, in the case of d-dimensional Random Apollonian Networks with all (d− 1)-
dimensional faces having equal fitness, say γ > 0, we have λ = (d − 1)γ and λ = (d − 2)γ,
so consequently rλ
⋆
λ
= r d−2
d−1
. For d ≥ 4 this is larger than 1 for all r ≥ 2, while for d = 3
the ratio equals 1 for r = 2 and is larger than 1 for all r ≥ 3, so we can apply Theorem 1 to
these models.
Let us consider the following example of model B, where the selected face is removed from
further consideration, constituting a generalisation of the Random Apollonian Networks with
d = 3. Assume that we have a two-point distribution of the weights of the vertices of the
complex, i.e., that for some 0 < α ≤ 1 and 0 < β < 1 we have µ(1) = β = 1 − µ(α), and
that the fitness function is f(x0, x1, x2) = x0 + x1 + x2 (note that taking α = 1 recovers the
Random Apollonian Network model in three dimensions).
This leads to four types of the 2-dimensional faces: (α, α, α), (α, α, 1), (α, 1, 1), and (1, 1, 1).
Recall from Section 2 that λ is the largest (real) eigenvalue of the matrix A defined as
Ai,j = aiBij , where ai is the fitness of the face of type i, and Bi,j is the expected number of
faces of type j produced by a face of type i upon subdivision (minus 1 if i = j to account
for the face that is being subdivided). Hence we have a1 = 3α, a2 = 2α + 1, a3 = α + 2, and
α4 = 3, as well as
B =


3(1− β) 3β 0 0
1− β β + 2(1− β) 2β 0
0 2(1− β) 2β + (1− β) β
0 0 3(1− β) 3β

− I
=


2− 3β 3β 0 0
1− β 1− β 2β 0
0 2(1− β) β β
0 0 3(1− β) 3β − 1

 .
Hence, we have
A =


3α(2− 3β) 9αβ 0 0
(2α + 1)(1− β) (2α+ 1)(1− β) 2(2α+ 1)β 0
0 2(α+ 2)(1− β) (α + 2)β (α + 2)β
0 0 9(1− β) 3(3β − 1)

 ,
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and the largest eigenvalue of A is
λ =
8α + 7β(1− α) + 1 +√16α2 − 8α + 1 + α2β2 − 2αβ2 + β2 + 14β + 2αβ − 16α2β
2
.
This is a real eigenvalue since for all 0 < α ≤ 1
16α2 − 8α+ 1 + α2β2 − 2αβ2 + β2 + 14β + 2αβ − 16α2β
= (4α− 1)2 + β2(α− 1)2 + β(14 + 2α− 16α2) ≥ 0.
We make the following claim.
Claim 2. We have λ1 ≥ λα.
Sketch of the proof of Claim 2. Consider a 2-dimensional simplex σ0. Let S
(x)
0 and S
(x′)
0 be
the simplicial complexes that are the result of the subdivision of σ0 by a vertex of weight α
and 1, respectively. Next, consider two ⋆-processes (S
(α)
t )t≥0 and (S
(1)
t )t≥0. embedded into
continuous time. This means that to each face σ a Poisson process of rate f(σ) is associated
up until the moment σ is subdivided. Moreover, these processes are independent. We can
represent the evolution of these ⋆-processes by ternary trees. Each time a face is subdivided,
this event is represented by the birth of two children of the leaf that corresponds to this face.
Only leaves give birth and to each leaf a Poisson point process with rate equal to the fitness
of the corresponding face is associated.
Let T αt and T 1t be the corresponding ternary trees. Using a common sequence of subdividing
vertices, one can couple them so that a.s. in the coupling space T αt ⊂ T 1t , for all t ≥ 0.
Now, observe that f is such that when a face is subdivided, the total fitness of the two faces
it produces is greater than the fitness of the subdivided face. As the total fitness is the total
fitness of the faces which correspond to leaves, it follows that a.s. Z⋆(S
(α)
t ) ≤ Z⋆(S(1)t ). The
theory of generalised Pólya urns shows that Z⋆(S
(α)
t )e
−λαt and Z⋆(S
(α)
t )e
−λ1t have finite a.s.
limits. Hence, it cannot be the case that λα > λ1.
Hence, to find the value of λ⋆ we analyse the 1⋆-process. We can have only three types of
faces containing a vertex of weight 1, namely (α, α, 1), (α, 1, 1), and (1, 1, 1), with fitnesses
a∗1 = 2α+1, a
∗
2 = α+2, and a
∗
3 = 3 respectively. Remembering that in the companion process
we only keep faces that contain the fixed centre of the star, we have
B∗ =


2(1− β) 2β 0
1− β β + (1− β) β
0 2(1− β) 2β

− I
=


1− 2β 2β 0
1− β 0 β
0 2(1− β) 2β − 1

 ,
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and consequently
A∗ =


(1 + 2α)(1− 2β) 2(1 + 2α)β 0
(2 + α)(1− β) 0 (2 + α)β
0 6(1− β) 3(2β − 1)

 .
The largest eigenvalue of A∗ is
λ⋆ = 1 + 2α(1− β) + 2β.
We want to verify whether
λ⋆
λ
=
2 + 4α(1− β) + 4β
8α+ 7β(1− α) + 1 +√16α2 − 8α + 1 + α2β2 − 2αβ2 + β2 + 14β + 2αβ − 16α2β
≥ 1
2
,
which is equivalent to testing the condition
√
16α2 − 8α+ 1 + α2β2 − 2αβ2 + β2 + 14β + 2αβ − 16α2β ≤ 3 + β − αβ. (12)
By taking squares we see that equality in (12) can only hold when
0 = 16α2 − 16α2β + 8αβ − 8α+ 8β − 8 = 8(1− β)(2α2 − α− 1)
= (1− β)(2β + 1)(1− α),
i.e., when β = 1, α = 1, or β = −1/2. Only the α = 1 solution lies in our domain, and it
corresponds to the Random Apollonian Network model discussed already at the beginning
of this section. Since our formulae for λ, λ⋆ are continuous in α, β, it now suffices to observe
that plugging in α = β = 0 into (12) gives 1 < 3, and so the strict inequality must hold for
all 0 < α, β < 1.
5 Open problems and further generalisations
The condition rλ
⋆
λ
> 1 in Theorem 1 allows us to use a first moment argument to show that if
p≪ pc then w.h.p. the initially infected set is stable, i.e., after the initial infection is seeded,
no further infections occur. If this condition does not hold then we can expect the initially
infected set to grow, but when is the growth substantial enough to cause percolation?
Another interesting (however quite general) question could ask about the properties of the
weight distribution µ and the fitness function f that ensure good lower bounds on the ratio
λ⋆/λ, so that Theorem 1 can be applied (at least for r large enough). In Section 4 we show
that for d = 3, all two-point distributions on {α, 1}, with α ∈ (0, 1], and f(x, y, z) = x+y+z,
lead to the bound λ⋆/λ ≥ 1/2 (with equality if and only if α = 1, i.e., the weight distribution
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has mass on one point only). A more general theory related to this problem would be
welcome.
Furthermore, in this paper we assume that µ has finite support. Thus, for example, in the
proof of the supercritical case we rely on the appearance of vertices of maximum weight.
However, this would not work in the case where µ is continuous and has not an atom at the
maximum of its support. It seems that in this case one would need a different argument.
Finally, in our process we only infect a new vertex v if its link contains at least r fully infected
disjoint (k−1)-dimensional faces. What if we drop the requirement that the faces need to be
disjoint? To be able to infect the last vertex to arrive, we still need to ask for the condition(
d
k
)
≥ r to hold (which, for any k < d, is a strictly weaker condition than d ≥ rk). However,
allowing the infected faces in the link to intersect introduces a lot of difficulties, the most
significant of which appears to be the need to control the rate of growth of the codegrees
(recall that the ratio λ⋆/λ gives the rate of growth of the largest degrees). The recent paper of
Morrison and Noel [25] treats this model of bootstrap process on hypergraphs which certain
regularity conditions on the co-degrees. In our context, at the moment this appears to be a
challenging task.
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