In many real tasks the features are evolving, with some features vanished and some other features being augmented. For example, in environment monitoring some sensors expired whereas some new ones were deployed; in mobile game recommendation some games dropped whereas some new ones were added. Learning with such incremental and decremental features is crucial but rarely studied, particularly when the data comes like a stream and thus it is infeasible to keep the whole data for optimization. In this paper, we study this challenging problem and present the OPID approach. Our approach attempts to compress important information of vanished features into functions of survived features, and then expand to include the augmented features. It is an one-pass learning approach, which only needs to scan each instance once and does not need to store the whole data, and thus satisfies the evolving streaming data nature. After tackling this problem in one-shot scenario, we then extend it to multi-shot case. Empirical study on a broad range of data sets shows that our approach can address this problem effectively.
Ç

INTRODUCTION
I N many real applications, the features are evolving, with some features vanished and some other features being augmented. For example, as shown in Fig. 1 , in the research of environment monitoring, in order to detect the environment in full aspects, different kinds of sensors, such as trace metal, radioisotope, volatile organic compound and biological sensors [1] , are deployed in a dynamic way. Due to the differences in working ways and conditions, such as optical, electrochemical or gravimetric [2] , some sensors expired whereas some new sensors were deployed. If we regard the output of each sensor as a feature, the data features are both incremental and decremental. In the mobile game recommendation system in Android market [3] , there are many people rating for many games. Some games dropped whereas some new ones were added with time elapsing. This scenario also happens in object location and indoor surveillance. The sensor can expire in object location and the people may be out of the scope of some cameras in indoor surveillance. They are all feature evolution.
Compared with traditional problems, there are at least two challenges in analyzing this kind of data. (1) In these applications, the instances are coming like a stream. It is different from traditional learning paradigm since the features and instances are evolving simultaneously. (2) Due to the streaming nature, it is infeasible to keep the whole data. Similar to the setting of online learning, it requires us not to store all the data and to access the data only once, in the one-pass way.
Notice that the ability of adapting to environmental change is one of the fundamental requirements for learnware [4] , whereas an important aspect is the ability of handling evolvable features. Learning from data with incremental and decremental features and evolving instances simultaneously is crucial but rarely studied. Several related works have been proposed to solve part of this problem. To address the instance evolving problem, online learning, which can be traced back to Perceptron algorithm [5] , is a standard learning paradigm and there are plenty of researches recently [6] , [7] , [8] , [9] . One-pass learning, a special case of online learning, has also attracted many research interests in recent years [10] , [11] . To solve feature incremental and decremental problem, there are some researches concerning missing and corrupted features, such as [12] , [13] , [14] , [15] . Although these methods have achieved prominent performances in their learning settings, they cannot fulfill the requirements arisen from the above-mentioned real applications since they only focus on one aspect of the instance and feature evolution problem, either instance evolution or feature evolution. Direct combination of two types of previous methods cannot deal with the problem well.
In this paper, at first, we try to address this problem in the one-shot case by proposing One-Pass Incremental and Decremental learning approach (OPID), which contains two stages, i.e., Compressing stage (C-stage) and Expanding stage (E-stage). In C-stage, we propose a new one-pass learning method by compressing important information of vanished features into functions of survived features. Here, the important information refers to as the data structure for classification and it is characterized by the classifier, which is trained on both vanished and survived features. Besides, it only accesses the instance once and extracts useful information to assist the following learning task. In E-Stage, accompanied by the learning model trained in C-stage, we present a new learning method which can include augmented features and inherit the classification results from C-stage. Besides, we also extend OPID to the multi-shot case and propose Multi-shot OPID (MOPID). Theoretical and experimental results are provided for illustration. Our contributions are summarized as follows.
(1) We propose the OPID approach to solve this crucial, but rarely studied problem. As far as we know, this is the first research about the problem with simultaneous instance and feature evolution. (2) We propose to tackle this problem in a two-stage way. In C-stage, we propose a new one-pass learning method for compressing. In E-stage, we present a new learning method to inherit the classification results from C-stage. (3) We develop an efficient algorithm to address the optimization problem and give theoretical analyses about their convergence behaviors. (4) We evaluate OPID systematically on ten data sets from a broad range, together with an example on our collected real data. Experimental results indicate that OPID outperforms other compared algorithms in almost all cases. The rest of the paper is organized as follows. Section 2 will formulate this problem and we propose the OPID approach. The extension of OPID to the multi-shot scenario are introduced in Section 3. Experimental results on benchmark and real data sets are displayed in Section 4. Finally, we conclude this paper in Section 5.
ONE-PASS INCREMENTAL AND DECREMENTAL LEARNING APPROACH (OPID)
We will first give some notations. After that, we propose a general framework for the joint feature and instance evolution problem. Finally, the optimization methods, together with some theoretical results, are provided.
Notations
In our work, we mainly focus on the learning problem in two stages, i.e., C-stage and E-stage with simultaneous feature and instance evolution. In C-stage, data is collected in a mini-batch style. Assume that there are T 1 batches in total. In each batch, for each instance, the feature set can be divided into two parts. The first part contains features which will vanish in E-stage and the other part consists of the features which survive for both stages. They are named as vanished features and survived features, respectively. In Estage, we assume that there are two batches of data. One batch is employed for training and the other is used for testing. The feature set can also be divided into two parts. The first part contains the features that are survived in both stages. The second part contains augmented features, which is referred to as augmented features in the following. As pictured in Fig. 2 , in the i-batch of C-stage, data points can be represented by two matrices, i.e., X ðvÞ i 2 R n i Âd ðvÞ and X ðsÞ i 2 R n i Âd ðsÞ , where n i is the number of points in this batch, d ðvÞ and d ðsÞ are the numbers of vanished features and survived features, respectively. Here, the superscripts 'ðvÞ' and 'ðsÞ' correspond to vanished features and survived features, respectively. The jth row of X ðvÞ i is an instance with only vanished features. Correspondingly, the jth row of X ðsÞ i is an instance with only survived features. The label matrix of instances in the i-batch is denoted by Y i 2 R n i Âc with c as the number of class. Its ðk; lÞ-element Y i ðk; lÞ ¼ 1 if and only if the kth instance in the i-batch belongs to the lth category and Y i ðk; lÞ ¼ 0 otherwise.
In E-stage, we want to make prediction when we only get one batch of training data. We assume that there are only two batches in this stage. The first batch contains training data, represented by X ðsÞ T 1 þ1 2 R n T 1 þ1 Âd ðsÞ and X ðaÞ T 1 þ1 2 R n T 1 þ1 Âd ðaÞ , where n T 1 þ1 is the number of training points in this stage, d ðaÞ is the number of augmented features and the superscript 'ðaÞ' corresponds to augmented features. Similarly, the jth row of X ðsÞ T 1 þ1 consists of survived features and the jth row of X ðaÞ T 1 þ1 contains augmented features. The label matrix is denoted by Y T 1 þ1 . Similarly, the second batch contains testing points with the same structure as that of the training points in the first batch.
According to above notations, our main task is to classify data points represented by
, which is learned in onepass way. Concretely, in the T th step, we can only access the data fX T ; Y T g, without saving the past data fX i ; Y i g T À1 i¼1 . Here, a tilde and a bar above the symbol represent variables in Cstage and E-stage, respectively.
It is noteworthy that we can also use f X T 1 þ1 ; Y T 1 þ1 g merely to train a classifier in E-stage. Nevertheless, in many real applications, since n T 1 þ1 is often comparable to that of n i for i ¼ 1; 2; . . . ; n T 1 and they are often small due to the limitation of storage, training with only the instances in E-stage usually With time elapsing, we have three types of features: vanished feature, survived feature and augmented feature, together with data in two stages, i.e., C-stage and E-stage. leads to low prediction accuracy. It is better to learn a classifier with the assistance of the model in C-stage.
OPID Approach
We investigate a real application problem with complicated settings, and it is difficult to use traditional approaches to solve this problem directly. There are two stages and both the instances and features are evolving. In our paper, we tackle this problem in the following way.
1. In C-stage, we learn a classifier based on fX i ;
in one-pass way. That is, we only access training examples once. Besides, the learned classifier should provide useful classification information to help the training in E-stage. 2. In E-stage, under the guidance of the classifier learned in C-stage, we learn a new classifier by utilizing training data in E-stage, i.e., f X T 1 þ1 ; Y T 1 þ1 g.
C-Stage
In this stage, there are two different kinds of features. If we combine them to learn a unified classifier, it cannot be used in E-stage directly, since the features are different in two stages. Notice that, there are features surviving in both stages. It is better to compress the discriminative information characterized by data with vanished features into functions of survived features. In other words, we want to use the model trained in survived features to represent important information of both vanished features and survived features. The most direct way for compressing the classification information contained in both vanished and survived features is to add some consistency constraints on the classifiers trained on data sets with different features. LetH and H ðsÞ be the function space for all features (including vanished features and survived features) and the survived features. In C-stage, we learn two classifiersh 2H andh ðsÞ 2 H ðsÞ with some consistency constraints between them. Denote the loss function on all features and survived features as' and' ðsÞ , the expected classifiers in C-stage can be learned by optimizing the problem on all batches in one-pass way.
Here, D is employed to measure the consistency between two classifiers on each batch. We denote ½T 1 ¼ f1; 2; . . . ; T 1 g for the convenience of presentation. For illustration, we assumeh andh ðsÞ are two linear classifiers, i.e.,hðX i Þ ¼ hW;X i i andh ðsÞ ðX ðsÞ i Þ ¼ hW ðsÞ ; X ðsÞ i i, with square loss. The Frobenius norm (denoted by k Á k) is employed as the measurement of consistency. The optimization problem in Eq. (1) has the following concrete form.
whereW and W ðsÞ are classifier coefficients defined on all features and survived features respectively. > 0 is the parameter to determine the importance of consistency constraint and r > 0 is the parameter for regularization. Denotẽ h ðsÞ Ã as the optimalh ðsÞ and W ðsÞ Ã as its coefficient. As seen from the formulation in Eq. (2), it is an extension of traditional regularized least square classifier by adding the consistency constraint. Obviously, the data structure information contained in vanished features has been considered by training classifier on all features and survived features. The constraint that two classifiers have similar prediction results can adjust the classifier trained on survived features. Besides, as what we have mentioned above, only the data in the most recent batch can be kept and the optimization problem should be one-pass. We will propose two types of one-pass learning methods in following section.
E-Stage
Since the survived features are common in both stages, we can expand the classifier trained on survived features in Cstage, i.e.,h ðsÞ Ã , to accommodate the augmented features in E-stage. Since it can take X ðsÞ T 1 þ1 as the input, we can use this classifier to make predication in E-stage directly. Nevertheless, this kind of strategy has two shortages. (1) It does not consider the label information and augmented features of training data in E-stage. (2) This kind of prediction can only be used in the one-shot case. It is difficult to extend it to the multi-stage scenario.
To inherit the classifier trained in C-stage, we propose to use the stacking strategy [16] , [17] . Concretely, denote Z ðsÞ T 1 þ1 ¼h ðsÞ Ã ðX ðsÞ T 1 þ1 Þ as the prediction made by employing the classifier trained in C-stage, we take this prediction as a new representation of X ðsÞ T 1 þ1 as in stacking. After that, we train a classifier h ðsÞ on Z ðsÞ T 1 þ1 and simultaneously, another classifier h is trained on
. It can be regarded as the expansion of the optimal classifier in C-stage to include augmented features.
Before going into the next step, one point should be mentioned here. We take Z ðsÞ T 1 þ1 as the new representation because of the following reasons, together with some numerical results in Section 4.4.2 for demonstration.
(1) The prediction Z ðsÞ T 1 þ1 is computed by the classifier trained on C-stage. It is a compact representation of X ðsÞ T 1 þ1 . If the classifierh ðsÞ Ã is good enough, the composite of h ðsÞ will not degrade the performance by our following strategy.
(2) We can use training data in E-stage to improveh ðsÞ Ã . This composite works sinceh ðsÞ Ã and h ðsÞ are trained on different data sets.
(3) As P T 1 i¼1 n i is often much larger than n T 1 þ1 , compared with the classifier trained on X ðsÞ T 1 þ1 merely,h ðsÞ Ã is a better classifier and it could extract more discriminative information. In other words, compared with X ðsÞ T 1 þ1 , Z ðsÞ T 1 þ1 is a more compact and accurate representation. To integrate two classifiers h ðsÞ and h, we combine two classifiers like ensemble methods [17] . The reason is that we not only can reuse the classifier trained in C-stage to improve performance, but also take augmented features into consideration by ensemble.
Concretely, we employ ensemble method to unify two classifiers by optimizing the following problem.
where w 1 ! 0; w 2 ! 0; w 1 þ w 2 ¼ 1, are the weights to balance two classifiers. ' ðsÞ and ' are two surrogate loss function defined on Z ðsÞ T 1 þ1 and Z T 1 þ1 respectively. For simplicity, we use the L 2 -regularized Logistic Regression model for each classifier. Take the binary classification problem as an example, the objective functions are ' ðsÞ h ðsÞ ðZ ðsÞ T 1 þ1 Þ; y T 1 þ1
where v ðsÞ and v are coefficients. z ðsÞ T 1 þ1;j and z T 1 þ1;j are the jth row, corresponding to the jth instances, of Z ðsÞ T 1 þ1 and Z T 1 þ1 . a 1 and a 2 are balance parameters. y T 1 þ1;j is 1 or À1 for binary classification.
As seen from the optimization problem in Eq. (4), when we get the optimal classifiers h and h ðsÞ , they can be used to classify data X T 1 þ2 by taking Z T 1 þ2 and Z 
Discussion on Related Work
The consistent constraint, which we have added in C-stage, is also widely used in multi-view learning. For example, in [11] , [18] , [19] , they all required the consistency among different views. Nevertheless, these methods cannot be used to solve our problem directly due to the feature evolving character of our problem. Besides, compared with the abovementioned multi-view learning approaches, our compressing formulation in Eq. (1) is designed with different motivations. In multi-view learning, the data points in different views are treated equally and they are combined to achieve a better classifier. While in our methods, we want to compress the valuable information into the classifier in survived features. Then, it can be used to improve the classification performance in E-stage. In other word, the classifier trained on survived features is emphasized in our method. In multiview learning, it is unusual to enforce the consistency between a part of features in one view and all features, because the goal of multi-view learning is to exploit the two views to generate a stronger model, whereas our goal is to compress information into the survived features. Besides, by assuming that all the features are known, we have also taken the method, i.e., OPMV [11] , as an ideal case and made comparison with it in Section 4.4.1. See more discussions there. Another related learning paradigm is transfer learning [20] , [21] , [22] , [23] , [24] , [25] . There are two different types of methods, homogeneous transfer and heterogeneous transfer [20] . Traditional transfer learning techniques cannot address our setting directly by regarding C-stage as source domain and E-stage as target domain. In homogeneous scenarios, it assumes that two domains share some data sets, which is unrealistic in our one-pass learning setting. In heterogeneous scenarios, traditional approaches either learn a pair of feature mapping to transform the heterogeneous source and target domain data to a common latent space, or learn a feature mapping to transform heterogenous data from one domain to another domain directly [20] . They cannot be used to solve simultaneous feature and instance evolving problem directly. For example, Xu et al. have proposed several transfer learning approaches [22] , [23] , [24] , [25] , which have been successfully applied to visual event recognition, but cannot be employed directly to solve our problem. For illustration, we will compare with a popular method, i.e., TCA [21] , as an ideal case in Section 4.4.1.
Besides, Learning Using Privileged Information (LUPI) [26] , which assumes that the training data contains additional features (i.e., privileged information) that are not available at the testing stage, has been applied to web data for action and event recognition [27] . It aims to exploit hidden information other than training samples that are available during training [26] . Formally, it learns from a set of triplets ðx 1 ; x Ã 1 ; y 1 Þ; . . . ; ðx m ; x Ã m ; y m Þ, where ðx i 2 X; y i Þ is a training point and its label as in the classical paradigm and x Ã i 2 X Ã is the additional information belonging to different feature spaces of X [26] . It is clear that OPID is very different from LUPI. First, as shown in Fig. 2 , if one regards the whole feature space in C-stage of OPID as X , such that the instances in OPID satisfyX i 2 X, then there would be no X Ã . Second, if the survived features X ðsÞ i are regarded as X Ã (or X ), then there would be no X (or X Ã ) because X 
Optimization
In the following, we will show how to solve the optimization problem in C-stage in one-pass way in two different situations. After that, we will propose a new method to ensemble classifiers in E-stage automatically.
Optimization in C-Stage
The optimization problem in Eq. (1) can be divided into T 1 subproblems. Thus, it is direct to use the traditional online learning method, such as Greedy Projection (GP) [28] , to solve it by scanning the data only once.
Concretely, for the sake of convenience, denote the joint ðh;h ðsÞ Þ and ðH; H ðsÞ Þ in Eq. (1) as h andH respectively, where h is the joint function andH is the joint space. Define the distance between h 1 2H and h 2 2H as dðh 1 ; h 2 Þ. The GP algorithm using the following updating rule ðh tþ1 ;h 
where rL t is the gradient and P is the projection function with the definition PHðhÞ ¼ min h 1 2H dðh 1 ; hÞ. h t is the step size for the tth iteration. With the following mild assumption, we can derive the regret bound in solving the optimization problem in Eq. (1) by GP.
Assume that the optimization problem in Eq. (1) is convex.
Assume H and H ðsÞ are two convex sets in RKHS and bounded. In other words, 
Proof. First, begin with arbitrary fL 1 ; L 2 ; Á Á Ág, run the algorithm and compute fh 1 ;
Set h Ã to be a statically optimal vector. Because h Ã 2H,
Define for all t, y tþ1 ¼ h t À h t g t . Observe that h tþ1 ¼ P ðy tþ1 Þ, we will attempt to bound the regret of not playing action h Ã on round t.
For all h 2H, ðy À hÞ 2 ! ðP ðyÞ À hÞ 2 , g t k k rL k k. So
By summing, we get
Plugging this into the above equation yields Eq. (7) . t u
As for the generalization error of this problem, it is difficult to employ traditional strategies since this is a new setting and traditional i.i.d. assumption does not hold in this case. We would like to validate the effectiveness by experimental comparison.
Specially, since we aim to trainh ðsÞ to assist the classification in E-stage, the most direct way is to employ a linear classifier. In this case, we will provide another effective onepass learning method as follows.
First, the optimal solution to the problem in Eq. (2) can be derived in a closed form.
Proposition 2. The optimal solution to Eq. (2) can be obtained by solving
and I is an identity matrix.
Proof. Take the derivative of the objective function in Eq. (2) with respect toW and W ðsÞ and set them to zeros, we have the following equations.
Denote A ½T and B ½T as shown in Eqs. (8) and (9). The above optimization problem becomes
It is just the results shown in Proposition 2. t u Based on the above deduction, we turn to solve the problem in Eq. (2) in one-pass way quickly. There are totally two cases.
(1) The data size is larger than the dimensionality. As seen from the results shown in Eq. (9), in the T th time, we only access the instance fX i ;
The counterpart optimization problem is the same as Eq. (2), except that the sum of subscript i is from 1 to T .
Notice that the solution to problem in Eq. (2) is determined by A ½T and B ½T defined in Eqs. (8) and (9). This evokes us to get the following updating rule.
with
According to this result, in time T þ 1, we only need to update A ½T þ1 and B ½T þ1 by adding the matrices calculated based on the data in batch T þ 1. In other words, we just need to store the matrices A ½T and B ½T and update them based on Eq. (10) in each iteration.
This approach has the following advantages: (1) It just needs to store two matrices with size ðd ðvÞ þ 2d ðsÞ Þ Â ðd ðvÞ þ 2d ðsÞ Þ and ðd ðvÞ þ 2d ðsÞ Þ Â c. When d ðvÞ þ 2d ðsÞ < P T 1 i¼1 n i , it needs less space than storing the whole data. Through this way, we can get the optimal solution to Eq. (2) by scanning the total data only once. (2) We only make matrix multiplication in updating A ½T and B ½T , the computational cost is small. In Eq. (8), the most time-consuming step is computing the inverse of a matrix with size ðd ðvÞ þ 2d ðsÞ Þ Â ðd ðvÞ þ 2d ðsÞ Þ. Thus, this method is very efficient with large data size and small data dimensionality.
(2) The data size is smaller than the dimensionality. Compared with the data size, when the number of features, i.e., d ðvÞ þ d ðsÞ , is rather large, it is unwise to compute the inverse of A ½T 1 directly. In this case, we propose another one-pass learning approach for solving the optimization problem in Eq. (8).
Define A ½0 ¼ rI and B ½0 ¼ 0, the updating rule shown in Eq. (10) can be initialized from T ¼ 0. Note that A À1 ½0 ¼ ð1=rÞI. If we can replace the updating rule of A ½T þ1 in Eq. (10) by the updating rule of A À1 ½T þ1 with less computational cost in each iteration, the computational burden in calculating A À1 ½T 1 will release. Notice that, the added matrix in updating A ½T þ1 is not a full rank matrix if n T þ1 is smaller than minfd ðvÞ ; d ðsÞ g. We will use this property to compute the inverse with low cost.
The proof is based on the Woodbury equation [29] and shown as follows.
Proof. Note that, the updating rule of A ½T þ1 is shown in Eq. (10) . We now decompose the adding part as
Using the Woodbury equation, we have
It is the results shown in Proposition 3. t u
Traditional researches show that the Woodbury formula has numerical stability problem [30] . Thus, before using Eq. (12) to compute the inverse of A ½T þ1 , we first employ conditional number to measure its stability. If this number is too large, we will enlarge the regularization parameter r in Eq. (2) . Based on the results in [30] , if A ½T and A ½T þ1 are well conditioned, it is stable to use the Woodbury formula.
Similarly, it is also the one-pass way in updating A À1
½T þ1
and we need to access the whole data only once. In each iteration shown in Eq. (12), the most computational step is calculating the inverse of a matrix with size 3n T þ1 Â 3n T þ1 . If the batch size n T þ1 is small, its computational cost is limited and we can compute A À1 ½T 1 in a quick way. Especially, if n i ¼ 1 for i 2 ½T 1 as in traditional online learning, we only need to compute the inverse of a 3 Â 3 matrix.
Besides, a byproduct of this kind of iteration is that we can get the optimal solution at any time T , since we have derived A À1
½T directly. If we use the iteration method shown in Eq. (10), we need to calculate A À1 ½T at each time T . When this requirement is frequent, the computational cost will increase since we need to compute the matrix inverse for each requirement.
Optimization in E-Stage
The optimization problem in Eq. (3), with concrete form defined in Eq. (4), has been widely investigated in previous works and the details are omitted. We use the implementation of LibLinear [31] to solve them and the parameters w 1 and w 2 are tuned by cross validation. Concretely, we predefine the grid of w 1 as f0:1; 0:2; . . . ; 0:9g and then use five-folder cross validation to determine w 1 and w 2 .
Note that in Eq. (3), the interaction between two classifiers is a balance of classification results by tuning the weights. It is not the direct interaction between data itself, but the combination of classification results. Besides, we also face the problem of parameter determination. Facing these problems, we think the more direct way is combining all the features as in stacking [16] and training a unified classifier on the stacked representations with auto-determined parameters. It evokes us to propose the following formulation.
where ' is a general loss on the joint representations. Here, we use the square root of balance parameters to guarantee their convexity and avoid the trivial solution. The parameters can be learned automatically.
Taking regression with kernels as an example, we have the following concrete formulation.
where FðÁÞ is a mapping function and g is the parameter for regularization. e is a column vector of all ones and b is a column vector of bais. The feature numbers of Z ðsÞ T 1 þ1 and Z T 1 þ1 are c, c þ d ðaÞ , and c is often much smaller than c þ d ðaÞ . To alleviate the influence caused by the unbalance, each regularizer is divided by the corresponding feature number.
Compared with the original formulation in Eq. (3), the extended formulation in Eq. (14) has the following advantages. (1) It is a direct combination of two kinds of features to train a unified classifier. The original formulation in Eq. (3) trains classifier separately and uses a balance weight to join the results. (2) We can learn the balance weight automatically. If the classification results of X ðsÞ T 1 þ1 , i.e., Z ðsÞ T 1 þ1 are accurate, the corresponding coefficient w 1 will be large and the first term will dominate the classifier.
We now turn to the solution of this problem. It is not easy to solve the problem in Eq. (14) directly. After some deductions, it is equal to
The optimization problem in Eq. (15) seems very similar to traditional regularized square loss regression problem with kernel. Nevertheless, they are different since the regularization parameter is fixed in traditional method, while it is considered as an optimization parameter in our setting.
There are two groups of optimization variables, i.e., the coefficients for classification and the balance parameters. It is difficult to determine them together and we propose to optimize them alternatively.
(1) Fix V ðsÞ , V, b and optimize w 1 and w 2 . The optimal balance parameters w 1 and w 2 can be computed in a closed form as in the following proposition.
is
Proof. The optimization problem is
Replace w 2 with w 2 ¼ 1 À w 1 in the above equation, take derivative of this objective function with respect to w 1 and set it to zero, we have
By solving this problem and using w 2 ¼ 1 À w 1 , we have
Note that the above solution satisfies the constraint w 1 ! 0; w 2 ! 0 automatically. Thus, it is the optimal solution and the results in Proposition 4 hold. t u
(2) Fix w 1 and w 2 and optimize V ðsÞ , V, b. When w 1 and w 2 are fixed, the optimal solution to the problem in Eq. (15) can also be obtained in a close form as shown in the following proposition.
Proposition 5. When w 1 and w 2 are fixed, the optimal solution to the problem in Eq. (15) can be derived by solving
where,
and H ¼ I À ð1=n T 1 þ1 Þee > is the centralization matrix.
Proof. Take the derivative of it with respect to V ðsÞ , V, b > and set them to zeros, we have F Z ðsÞ
By solving the last equation in the above to derive b > , substituting it back and making some notations shown in Proposition 5, we can get the results in Proposition 5. t u
One point should be mentioned here. There is a mapping function F in this formulation. If we do not know its concrete form, the kernel trick [32] can be employed to make prediction for testing data. Concretely, the optimization problem in Eq. (18) can be derived by
After some deductions as in kernel trick, we have
Note that G G and b can be calculated by the inner product of mapping results, without knowing the concrete form of F. V, however, cannot be expressed without getting the form of F. In other words, we cannot get the classifier explicitly. Nevertheless, our task is to classify testing data, we will show that the testing can be performed even when we do not know the explicit classifier.
Algorithm 1. OPID
Input: Training data and label fX i ; 
It is clear that we can also use the kernel trick to compute the matrix in the second line of Eq. (25), together with the results that b > can also be expressed by kernel matrix. We conclude that we can use kernel trick to predict the labels of testing data, without knowing the concrete form of mapping function F. If we take the updating rule in Eq. (10) and train a classifier in E-stage by optimizing Eq. (14), the procedure of OPID is listed in Algorithm 1.
Finally, we would like to analyze the computational complexity of Algorithm 1 briefly. The most computational steps are the deriving of W ðsÞ Ã by solving Eq. (8) and V (containing V ðsÞ and V) by solving Eq. (22) . The computational complexity in solving Eqs. (8) and (22) are Oððd ðvÞ þ 2d ðsÞ Þ 3 Þ and Oððn T 1 þ1 Þ 3 Þ respectively.
MULTI-SHOT OPID
In above formulations, we propose our basic strategy in one-shot way. In this section, we will extend it to the multi-shot scenario and propose multi-shot OPID approach. Similar to the notations shown in Fig. 2 , we briefly summarize the notations in multi-shot scenario in Fig. 3 .
Assume that there are totally R stages for training. The ith stage contains T i mini-batches and the features also consist of two parts, survived features and augmented features. Note that, the augmented feature in ith stage is the survived features in ði þ 1Þth stage. Denote T ¼ P T R i¼1 as the total number of training batches.
Different from the one-shot scenario, we have two tasks in the multi-shot scenario. For clarity, we will describe how to solve these problems in two-shot cases and the extension to any number of shots is direct.
(1) Task 1. We also have the same task as in the one-shot case. Concretely, with the help of model trained on T batches data, we aim to classify data in the ðR þ 1Þth stage with training data fX ðsÞ T þ1 ; X ðaÞ T þ1 ; Y T þ1 g and testing data fX ðsÞ T þ2 ; X ðaÞ T þ2 g.
(2) Task 2. Different from the one-shot scenario, the data in multi-shot will evolve for a long time. Thus, it is necessary to predict at any batch in any training stage. In the two-shot case, there are totally three stages and R ¼ 2. The notations in the first two stages are the same as in the one-shot scenario. Briefly, a tilde above the symbol represents variable in the first stage and a bar represents variable in the second stage. Note that, in this setting, the first stage is C-stage, the last stage is E-stage, whereas the second stage is both E-stage (corresponding to Stage 1 (Cstage)) and C-stage (corresponding to Stage 3 (E-stage)).
For the first task, i.e., we would like to make prediction in the last stage, we can use the OPID approach on the last adjacent two stages directly. Since the features in Stage 1 and Stage 3 are totally different, we do not use the classifier trained on Stage 1 to assist classification in Stage 3. Only the data in the most adjacent stage can help since they share common features. Concretely, when we make prediction in the third stage, we can use the compressing strategy shown in Eq. (1) on data in Stage 2 to derive the optimal classifier. After that, we use the expanding strategy shown in Eq. (3) (or Eq. (13)) to make predictions in Stage 3.
For the second task, it is more complicated than the first problem. Without loss of generality, assume that we want to make prediction for the ðt þ 1Þth batch in Stage 2, i.e., the data fX ðsÞ T 1 þtþ1 ; X ðaÞ T 1 þtþ1 g, with t 2 ½T 2 À 1. One direct and simple way is to use the OPID to make prediction. The training data in E-stage of OPID is still X ðsÞ
whereas the testing data X ðsÞ T 1 þ1 , X ðaÞ T 1 þ1 in E-stage of OPID should be replaced by X ðsÞ T 1 þtþ1 , X ðaÞ T 1 þtþ1 . Then, previous OPID approach can be used to solve this problem directly. Nevertheless, this strategy neglects the new-coming labeled data in Stage 2. They are just used for testing, without employing them for training. This situation will become much worse when the number of batches in Stage 2 is comparable with that in Stage 1.
To overcome this problem, recall the basic idea in compressing step of OPID, we can also compress the useful information in survived features to the augmented features in Stage 2. This will not cause additional computation cost since in Task 1, we also need to perform compressing strategy in Stage 2 to assist the task in Stage 3. To make prediction for the ðt þ 1Þth batch in Stage 2, the compressing and expanding steps can be summarized as following.
Algorithm 2. Multi-Shot OPID
Input: Training data and label shown in Fig. (3) 
Multi-Shot Compressing
Step. This step aims to compress the useful data information in Stage 2 into the augmented features. In Eq. (1), we replaceX i , X ðsÞ i and Y i by X T 1 þj , ½X ðsÞ T 1 þj ; X ðaÞ T 1 þj , X ðaÞ T 1 þj and Y T 1 þj respectively. Besides, we also replace the summation of i from 1 to T 1 with the summation of j from 1 to t. The optimal classifier trained on the augmented features is used to derive the projections of X The pseudo-code of multi-shot OPID is summarized in Algorithm 2. As for the computational complexity of Algorithm 2, since it employs OPID in Algorithm 1 for multiple times, it consumes R À 1 times computational cost of OPID, where R is the number of stages.
EXPERIMENTAL RESULTS
In this section, we perform experiments to evaluate the performance and efficiency of OPID. 
Configuration
The following eight data sets from different application domains are employed in our experiments. They are three digit data sets: Mnist, 1 Gisette 2 and USPS, 3 three DNA data sets: DNA, 4 Splice 5 and Protein, 6 the Vehicle data: SensIT Vehicle, 7 and the image data set: Satimage. 8 The digit data sets are employed as toy examples and the rest data sets are all collected in a sequential way. For example, the SensIT Vehicle data is collected from a sensor networks. Due to the life variance of different kinds of sensors, it is a typical feature and instance evolution system. Experimental setting details in one-shot scenario are shown in Table 1 .
There are two implementations (Eqs. (3) and (14)) of our algorithm. We name the OPID method with ensemble (Eq. (3)) as OPIDe and the implementation in Eq. (14) is still named as OPID. For simplicity, in both one-shot and multishot scenarios, (1) We assume that the points number of each minibatch is the same. In other words, we assume that
In all the training and testing batches, the number of points in each category is equal. (2) In R training stages, we fix the total number of examples and vary the points number in each batch. Companied with this, the number of training and testing examples also changes in the last testing stage. We randomly split the original data as training and testing. The multi-class problem is solved by one-vs-rest strategy.
In multi-shot scenario, we split the data in three stages for illustration. Besides above mentioned settings, its additional settings are: (1) We split all the batches in one-shot scenario into two stages with equal number of data points.
(2) All the features are divided into four equal parts with the original order. Stage 1 and Stage 2 share the second part. Stage 2 and Stage 3 share the third part. The first part is the vanished features in Stage 1 the last part is the augmented features in Stage 3.
We will compare OPID with other related methods. To show whether the classifier trained in C-stage is helpful, we also train a SVM classifier on the whole training data in Estage. For simplicity, this method is notated by SVM. Besides, to show the effectiveness of expanding in E-stage, we also train the same kind of classifiers on training data in E-stage with survived features and augmented features respectively. They are named as SVM ðsÞ and SVM ðaÞ . Besides, if we ignore the vanished features and augmented features, we can train a classifier on training data in both Cstage and E-stage with only survived feature in one-pass way. We name this method as SVM ðoÞ and using the popular Pegasos algorithm [34] for implementation. Finally, a ensemble of the SVM learned from survived features in Cstage and the SVM trained from the whole data in E-stage is also compared. It is named as SVMe and can demonstrate the effectiveness of our expanding strategy.
One-Shot Classification Accuracy Comparison
To show the effectiveness of our method, we take FðxÞ ¼ x in Eq. (14) and thus the classifiers are linear. Then, for fairness, SVM, SVM ðsÞ , SVM ðaÞ , SVM ðoÞ , SVMe and the classifiers in Eq. (3) are all linear. We implement it using the LibLinear toolbox [31] with L 2 -regularized logistic regression model with different kinds of training data. With 50 independent random splitting, the mean classification accuracy results of different methods on different data sets are presented in Table 2 . Together with these results, the paired t-test is also conducted. There are several observations.
(1) When we use the classifier trained in C-stage to assist learning in E-stage, the testing performance increases significantly, especially when the training points in E-stage are rare. This is consistent with intuition since the assistance from C-stage will be weaker with more training points. (2) Compared with the accuracy of SVM ðaÞ , our methods have a remarkable improvement. It means that our methods could, to some extent, inherit the benefit from C-stage. (3) Compared with SVM ðoÞ , since our methods also consider the vanished and augmented features, OPID and OPIDe achieve better performances. Compared with the results of SVMe, our methods perform better in most cases. It indicates that our expanding strategy can inherit the classification information in an effective way. (4) Compared OPID with OPIDe, it seems that OPID performs slightly better than OPIDe in most data sets. The t-test results show that their performances tie in most cases. Nevertheless, their performances are also data dependent. (5) It seems that our methods achieve more significant improvement on biological data sets (DNA, Splice, Protein) than image data sets (Mnist, Gisette and Satimage). It may be caused by the fact that the biological data is more time dependent than the image data and it is more consistent with our settings.
Multi-Shot Classification Accuracy Comparison
Following the setup in Section 4.1, we divide all the training patches in C-stage in one-shot scenario into two stages with equal number of batches. If the total batch number is odd, the batch number in each stage is the floor of total batch number divided by 2. The data in E-stage in one-shot scenario is assigned as instances in the third stage. Note that, as mentioned in Section 4.1, the feature type is different from that in the one-shot case. Similar to the case in the oneshot scenario, we name our method in the multi-shot scenario as MOPIDe and MOPID correspondingly. There are totally two tasks in the multi-shot scenario. For the second task, data in the last batch in Stage 2 is assigned for testing and its previous batch for training. The other batches in Stage 2 are used for training compressing classifiers in one-pass way. Tables 3 and 4 are the testing accuracy of the first and second tasks. As seen from these results, we have the following observations.
(1) The accuracies of MOPID and MOPIDe are both better than other compared methods in most cases, no '==' denote respectively that OPID(or OPIDe) is significantly better/tied/worse than the compared method by the t-test [33] with confidence level 0.05. '-' means that the result is unavailable. From the third column to the fifth column, two symbols are the comparisons to OPIDe and OPID respectively. In the sixth column, '==' denote respectively that OPID is significantly better/tied/worse than OPIDe. The highest mean accuracy is also boldfaced. The other settings are the same as that in Table 2 . The other settings are the same as that in Table 2 .
matter which task we choose. For example, as illustrated by the statistical results, our methods win in most cases and are never worse than other methods. (2) Comparing the results in Table 3 with that in Table 2 , it seems that the improvement of our methods with respect to other methods is larger in one-shot case.
The reason is that, in one-shot scenario, the training data is much more than that in the multi-shot scenario. Another reason is that the number of survived features is larger in one-shot scenario. It demonstrates that our methods can extract and transfer useful information from C-stage to E-stage. (3) Comparing the results in Table 3 with that in Table 4 , it seems that the accuracies of our methods in Task 2 are slightly higher than their counterparts in Task 1. It is caused by the fact that we have also performed compressing in Stage 2 and the compressing is integrated into the expanding in Task Two. It can also demonstrate the effectiveness of our strategy in tackling the second task. (4) The statistical results in Tables 3 and 4 indicate that the improvement of MOPID with respect to MOPIDe is larger in the second task. MOPID wins 13 times and never loses in Task 2, whereas MOPID loses 2 times and never wins in Task 1. The reason may be that the numbers of two kinds of features in Task 2 are more balanced and the strategy shown in Eq. (14) favors the case with balanced feature numbers.
Performance Analyses
There are totally four groups of experiments in this section. We compare our method with the results in the ideal case, in which the features are assumed to be not vanished. Then, we show the effectiveness of using compact representation shown in Eq. (3) . We also present some experimental results with different numbers of survived features and the influences of parameters are also discussed.
The Effectiveness of Compressing and Expanding
To show the effectiveness of compressing and expanding,e propose to compare our method with three 'ideal cases'. We assume that all the vanished features are known in E-stage and all the augmented features are known in C-stage. (1) In the first case, taking all the data with three types of features as the input, we use traditional one-pass learning methods by employing the online SVM algorithm with the Pegasos implementation.
(2) If we consider different types of features as different views, we can also employ the one-pass multiple view learning approaches. We joint the vanished and survived features as the first view, the survived and augmented features as the second view. Then, the one-pass multiple view learning approach, named as OPMV [11] , is employed as the benchmark. (3) If different types of features have different characters, transfer learning may be another effective learning paradigm. As in OPMV, we assume that the data points in the first and second views are coming from the source domain and target domain respectively. One popular transfer learning approach named as TCA [21] is used for comparison. Note that, all these methods cannot be used to solve the problem in our setting directly. We conduct experiments on eight data sets. The comparison results are shown in Fig. 4 and we have the following observations.
(1) Comparing OPID and OPIDe with the benchmarks, it seems that OPID and OPIDe have achieved almost the same accuracy, even though we cannot access the vanished features in E-stage and the augmented features in C-stage. It means that by compressing, our methods have inherited the information characterized by the vanished features. (2) On some data sets, such as DNA, our methods even perform better than the benchmark. It indicates that our methods can extract the discriminative information, which is helpful to improve the classification performance, in an efficient way. (3) Compared with TCA, the representative method of transfer learning, OPID and OPIDe perform better in most data sets, except USPS. It may be caused by the slightly strict assumption of TCA that there are common components between two domains.
Why to Use Compact Representation
As mentioned above, in E-stage, we have used the compact representation computed by classifier trained in C-stage, i.e., Z Fig. 5 . We have the following observations.
(1) Compared with the experimental results with original representations, only the original SVM classifier using the compact representations could achieve even higher accuracy when the number of training points is small. It indicates that compact representations are very informative for classification. This may be caused by the fact that the classifier in Cstage is trained by a considerable amount of data. (2) Compared with the results of SVM on compact representations, our OPID approach achieves better performances. It can also validate the effectiveness of our expanding strategy.
The Influence of Survived Features
To illustrate the effectiveness of survived features, we vary the percentages of survived features and compare our methods with other related works in one-shot scenario. As in the setting in Section 4.2, we conduct experiments on four data sets. Similar to the way of assigning three kinds of features, we select different percentages of features in the middle as the survived features. The rest are assigned as vanished features and augmented features with equal feature number. For illustration, we set n i ¼ 120; 120; 240; 100 for Mnist0vs3vs5, DNA, SensIT Vehicle and Gisette. The comparison results are shown in Fig. 6 and there are at least three observations from these results.
(1) Our proposed methods outperform traditional methods, no matter what the percentage of survived features is. It validates the effectiveness of our method in dealing with the problem in this setting. Besides, compared with other approaches, the variance of our methods w.r.t. the number of survived feature is smaller. It may be caused by the fact that our method is designed for this problem setting whereas other methods aim at solving the general classification problem. (2) With the increasing number of survived features, OPID and OPIDe achieve higher accuracies on the SensIT Vehicle data. Nevertheless, their performances have a little turbulence on Gisette data. The reason may be that compared with SensIT Vehicle data whose total feature number is 100, the feature number of Gisette is 4955. It tends to be suffered from the curse of dimensionality [35] . (3) The performance of SVM ðaÞ decreases drastically in most cases. The reason is that the feature number of input data of SVM ðaÞ is monotonically decreasing and we use linear classifier for evaluation. In other words, the input data with fewer features can be regarded as a subset of the data points with more features.
Influence of Parameters
In this section, we will show the influence of two most important parameters, in Eq. (2) and g in Eq. (14) . is used to measure the importance of compressing and g is a parameter to balance the importance of two ensemble classifiers. In the following experiments, we will vary them within a range i.e., f1; 2; . . . ; 9g and show the classification accuracy in one-shot case. Note that, OPIDe is only related to and the performance of OPID is influenced by both and g. The results are shown in Fig. 7 . . Parameter influence of OPID and OPIDe in one-shot scenario. The x-axis represents the variable , y-axis represents g and z-axis is the accuracy. Since OPIDe does not has the parameter g, we draw its results in a x-z plane with y ¼ 0.
(1) Although the performances of both OPID and OPIDs are affected by the choice of parameters, their performances do not change drastically when the parameters vary within a certain range. In other words, the performances of our methods are not so sensitive to parameters. (2) Compared with , the influence of g towards OPID is more heavy. As seen from the surfaces in all sub-figures, the changes in x-axis (corresponding to g) are larger than that in y-axis (corresponding to ). It may be caused by the fact that g is employed to ensemble the classifiers and it is more direct to have influence on the final result. 
Computational Time Comparison
We present the computational time of different methods shown in Table 2 . With the same setting as that in Table 2 , we conduct experiments on 10 data sets and compare our method with SVM, SVM ðsÞ , SVM ðaÞ and SVM ðoÞ . For justice, these methods are all implemented in their original formulation, without using other accelerating strategies. Similar to the setting in Table 2 , we fix number of training points and randomly select training points for 50 runs. With a The settings are the same as that in Table 2 in main body. The listed results are CPU time (in second) with naive Matlab implementation. Table 5 .
(1) On most data sets, the naive implementations of SVM, i.e., SVM, SVM ðsÞ and SVM ðaÞ , cost the least time. This is because that these methods only focus on the training in E-stage, without considering data in C-stage. Among the other four methods, our methods consume less time than SVM ðoÞ and SVMe in most cases. (2) For different methods, the time cost is dominated by different factors. For example, comparing the results on SensIT Vehicle and Gisette data sets, we know that SVMe and our methods are heavily affected by the dimensionality since they need to solve the problem in Eq. (8) with complexity Oððd ðvÞ þ 2d ðsÞ Þ 3 Þ. SVM ðoÞ , however, is heavily affected by the number of points since it is an online method. (3) In most cases, the training time increases with the addition of n i . However, it is violated on Gisette data. In this case, the dimensionality is large and the updating of A ½T þ1 in Eq. (10) may cost more time. If n i increases, the number of mini-batch is less and the total time cost decreases.
Experiments on Real Data
Finally, we conducted experiments on a real data set. It is collected by ourselves since our setting of feature and instance evolving is relatively novel so that the required data set is not widely available yet. We used the RFID sensor to locate the moving goods since it is widely used for detection, tracking and identification [36] . In our case, we want to utilize the RFID technique to predict whether the moving goods, which are attached by RFID tags, are out of the specific area or not. This scenario can be regarded as an analog of the indoor surveillance system. Concretely, we arranged several RFID aerials around the specific area to receive the tag signals. In each round, with the movement of goods, the RFID aerials received the tag signals and we recorded its RSSI and AOA. When some aerials expired, we arranged new aerials beside the old ones to guarantee the effectiveness of tracking. So in the first stage, we had the observations of both vanished features and survived features. With some aerials expired and some new aerials arranged, we got the data with survived and augmented features. The RFID data we collected totally satisfy our assumptions. The details of the real data set are presented in Table 6 . We collected 450 and 40 data sets for C-stage and E-stage respectively. Besides, to track the good more accurately, we arranged more sensors and the number of augmented features is larger than the vanished features.
We have split the data in E-stage into two parts for training and testing randomly for 200 rounds. With different percent of training points, the mean and standard deviation of the testing accuracies are reported in Table 7 . As seen from the results, we can draw the same conclusion as that in Table 2 . Our approaches outperforms the others. Besides, with small number of training points, the improvement is more significant. The reason may be that the inherited discrimination information in C-stage plays a more important role when the training points in E-stage are rare.
CONCLUSION
In this paper, we study the problem of learning with incremental and decremental features, and propose the one-pass learning approach that does not need to keep the whole data for optimization. Our approach is particularly useful when both the data and features are evolving, where robust learning performances are needed. It is also well scalable because it only needs to scan each instance once. In practice, our methods benefit OPID in two aspects: (1) In C-stage, we compress the useful information into a compact classifier in one-pass way. (2) In E-stage, we inject the benefits of the compact classifier from C-stage. Empirical studies show that OPID is effective to solve the problem with both feature and instance evolution. In this paper, we only focus on classification problem and take classifier reusage as an example. How to solve other tasks, such as clustering, ranking etc. is an interesting future work. Besides, how to design more elegant classifiers is also worth studying. OPIDe: win/tie/loss 6/0/0 6/0/0 6/0/0 6/0/0 3/3/0 -0/1/5 OPID: win/tie/loss 6/0/0 6/0/0 6/0/0 6/0/0 6/0/0 0/5/1 -
The other settings are the same as that in Table 2 .
