Background: If positive-outcome bias exists, it threatens the integrity of evidence-based medicine.
P
OSITIVE-OUTCOME BIAS (POB) is defined as the increased likelihood that studies with a favorable or statistically significant outcome will be published than will studies of similar quality that show unfavorable or "no-difference" results. [1] [2] [3] [4] [5] [6] Although POB is not limited to the peer review process, manuscript review is considered an important locus of this phenomenon. When investigators 1, 3, [6] [7] [8] [9] have looked downstream at the published literature, they have suggested the presence of bias in peer review, but the authors of more rigorous studies 4, 5, [10] [11] [12] [13] [14] [15] [16] [17] have drawn mixed conclusions on this point. Because of numerous confounding factors (including differences in study quality, sample size, and clinical relevance), the existence of this phenomenon is almost always inferred rather than proved, even when appropriate denominators are compared.
To better characterize whether POB exists, we posed 3 hypotheses and tested them by submitting 2 versions of a fabricated manuscript to peer review at 2 cooperating journals. The manuscript versions were substantially identical except that one version was "positive" in that it found a difference between the treatment groups and the other version concluded with a nodifference finding. First, we hypothesized that the percentage of reviewers who would recommend publication of the positive manuscript version would be higher than the percentage who would recommend publication of the no-difference version. Second, to determine whether reviewers would scrutinize the no-difference versions more stringently, we inserted identical purposefully placed "errors" in each of the 2 versions of the test manuscript and hypothesized that reviewers would identify fewer of those errors in the positive version. Third, to ascertain whether study outcomes affected reviewers' perceptions of the (identical) "Methods" sections, we hypothesized that reviewers would score the "Methods" section in the positive-outcome manuscript ver-sion higher than they would score the identical section in the no-difference version.
METHODS

STUDY INFRASTRUCTURE, INCLUSION, AND TEST MANUSCRIPT DISTRIBUTION
The institutional review board of the University of Washington School of Medicine, Seattle, approved this CONSORT (Consolidated Standards of Reporting Trials)-conforming study (Figure) . 18 Two versions of a nearly identical fabricated manuscript describing a randomized controlled trial were created (eAppendices 1 and 2; http://www.archinternmed.com) and were sent to peer reviewers at 2 leading orthopedic journals; the reviewers were blinded to the manuscript's authorship and other administrative details, which is the standard practice for both journals. The 2 manuscript versions were identical except that in the positive version, the data point pertaining to the principal study end point favored the primary hypothesis, and the conclusion was worded accordingly, whereas in the nodifference version, the data did not show a statistically significant difference between the 2 study groups, and the conclusion was worded accordingly. We intentionally placed 5 errors in each manuscript.
The editors in chief of the 2 participating journals, The Journal of Bone and Joint Surgery (American Edition) (JBJS) and Clinical Orthopaedics and Related Research (CORR), identified a large number of experienced reviewers with expertise in the subject area of the manuscript (general orthopedics, spine, and joint replacement) and then sent all of them an e-mail notifying them that some time in the next year they might receive a manuscript as part of a study about peer review and that if they wanted to decline to participate they should contact the editor. Potential reviewers were not made aware of the study's hypotheses, that the manuscript they received would be fabricated, or when they might receive the manuscript. The university-based study researchers were blinded to all identifying information about the reviewers themselves.
FABRICATED TEST MANUSCRIPTS
Two versions of the fabricated test manuscript on the subject of antibiotic prophylaxis for clean orthopedic surgery were created (eAppendices 1 and 2), one with a positive conclusion (showing that the administration of an antibiotic for 24 hours postoperatively, in addition to a preoperative dose, was more effective than the single preoperative dose alone in the prevention of a surgical-site infection) and the other with a nodifference conclusion. Both manuscript versions were amply, and identically, powered. The manuscripts consisted of identical "Introduction" and "Methods" sections, "Results" sections that were identical except for the principal study end point (and data tables) being either statistically significantly different or not, and "Comment" sections that were substantially the same. To test the second hypothesis of this project (that error detection rates might differ according to whether a positive or a no-difference manuscript was being reviewed), 5 errors were placed in both versions of the fabricated manuscript. These consisted of 2 mathematical errors, 2 errors in reference citation, and the transposition of results in a table; these errors were identical, and identically placed, in both manuscript versions. Because the "Methods" sections in the positive and nodifference manuscript versions were verbatim identical, in principle they should have received equal scores from reviewers who rated the manuscripts for methodological validity.
The test manuscript was created purposefully to represent an extremely well-designed, multicenter, surgical, randomized controlled trial. It was circulated to reviewers before the journals involved began requiring prospective registration of clinical trials, and, thus, the fact that the trial was not so registered would not have been a "red flag" to peer reviewers. At both journals, peer review was blinded, and funding sources for blinded manuscripts under review are not disclosed to peer reviewers.
RANDOMIZATION AND REVIEW
Participating reviewers were randomized to receive either the positive or the no-difference version of the fabricated test manuscript. Block randomization was used, with blocks of 20 manuscripts (10 positive and 10 no-difference) used to assign reviewers for each journal approximately the same number of each manuscript version to review overall. Once a reviewer was invited to review a version of the manuscript, that reviewer's name was removed from the eligible pool at both journals (for those reviewers who review at both journals) to ensure that no reviewer was contacted twice during the study. The manuscripts were distributed to participating reviewers between December 1, 2008, and February 28, 2009. Reviewers at CORR were given 3 weeks to complete the reviews, and those at JBJS were given 25 days. These are the usual periods for review at these journals. At the end of the review period, the reviews were forwarded by each journal to the universitybased investigators, who were blinded to identifying information about the reviewers and to which version of the manuscript was being reviewed while they were analyzing the reviews. Once all the reviews had been received, each reviewer was sent a second notification indicating that he or she had participated in the study and identifying the test manuscript explicitly to prevent inappropriate application of its content to clinical practice.
STUDY END POINTS
The 3 hypotheses were tested by assessing the difference between the 2 groups of reviews with respect to 3 outcomes: the acceptance/rejection recommendation rates resulting from the peer reviews of the 2 versions of the manuscript (accept or reject; the a priori primary study end point), the reviewers' methods quality scores (range, 0-10), and the number of purposefully placed errors in each manuscript that were detected (range, 0-7). The maximum number of errors that could be detected was 7, not 5, because subsequent to manuscript distribution we found 2 inadvertent errors in addition to the 5 intentional errors in both manuscript versions; the 2 inadvertent errors were minor discrepancies between the contents in the abstract and the body of the manuscript, and they were identical, and identically located, in both manuscript versions. We included these errors in the error detection end point of the present study, rendering the denominator 7 errors for detection by the reviewers. We had to accommodate some differences between the reviewer recommendation formats of the 2 participating journals. At both journals, reviewers are asked to use a similar 4-grade scale regarding recommended manuscript disposition, and at both journals it is the editors, not the reviewers, who ultimately determine manuscript disposition. Although the exact verbiage varies slightly between the journals, the editors agreed that in practice, the grading process is similar at the 2 journals: A indicates accept or accept with minor revisions; B, accept with major revisions; Cϩ, major revision needed (but publication unlikely); and C, reject. Both journals solicit free-text comments from reviewers. In addition, CORR reviewers are asked to give a numerical score of 1 to 10 for various elements of the manuscript, including the validity of the methods used. To generate numeric methods scores for JBJS reviews that could be compared with the numeric grades of the "Methods" sections generated by reviewers at CORR, 2 of us (G.B.E. and W.J.W.) read each JBJS review, which had been blinded by a third one of us (S.S.L.) to redact the overall recommendation for publication and to remove any indication in the "Comment" section of which version of the manuscript was being reviewed; each review was then assigned a numerical score of 1 to 10 assessing methodological validity by each of the 2 readers. This scoring process was conducted independently by each of the 2 readers, not as part of a discussion or consensus-driven process. Differences of less than 2 points on the 10-point Likert scale were averaged; differences of 2 points or more were to be adjudicated by the senior author (S.S.L.). None required adjudication. Error detection was evaluated by having 1 study investigator review the free-text fields of all the reviews for mention of the 5 intentionally placed errors plus the 2 inadvertent ones.
POWER ANALYSIS
A power analysis was conducted to estimate the number of subjects (peer reviewers at JBJS and CORR) needed to achieve a power of 0.80 and an ␣ value (1-tailed) of 0.05 to discern a difference in rejection rates of 15% (eg, 5% vs 20% and 10% vs 25%) between the 2 versions of the manuscript. 19 One-tailed testing was chosen because to this point, there has been no evidence in the literature of a publication bias favoring nodifference results. This resulted in an estimate of the need to recruit a minimum of 118 peer reviewers for each version of the test manuscript (for a difference between 5% and 20%) to 156 peer reviewers (for a difference between 10% and 25%). The fabricated manuscript was sent to 124 reviewers at JBJS and to 114 reviewers at CORR, for a total of 238 peer reviewers. At JBJS, 102 of the 124 reviewers (82.3%) returned a review of the manuscript, and at CORR, 108 of the 114 reviewers (94.7%) returned a review of the manuscript. Of the 124 reviewers at JBJS, 59 (47.6%) received the positive version and 65 (52.4%) received the no-difference version. Of the 114 reviewers at CORR, 62 (54.4%) received the positive version and 52 (45.6%) received the no-difference version. Differences in outcome with respect to the primary study hypothesis were observed between the 2 participating journals; thus, the results were both pooled and analyzed separately for each journal.
STATISTICAL ANALYSIS
A logistic regression analysis was performed to examine differences in the proportions of acceptance/rejection rates for (1) 20 Analysis of variance was used to test for significant differences in methods scores and number of errors detected in a 2 (version)ϫ2 (journal) design. All the analyses were run using a software program (SPSS, version 17.0; SPSS Inc, Chicago, Illinois).
RESULTS
We observed consistency between the 2 journals in reviewing the positive-outcome manuscripts more favorably than the no-difference manuscripts; however, the magnitude of this effect varied and was somewhat stronger for one journal than for the other (Table) Reviewers for both journals identified more errors in the no-difference version (mean, 0.85; 95% CI, 0.68-1.03) than in the positive version (0.41; 95% CI, 0.23-0.57) (PϽ.001) (Table) . When examining the results for each journal separately, we found that reviewers at CORR detected more errors in the no-difference manuscript version (mean, 1.00; 95% CI, 0.74-1.26) than in the positive version (0.52; 95% CI, 0.29-0.75) (P=.02). The same finding held at JBJS; reviewers detected more errors in the no-difference version (mean, 0.71; 95% CI, 0.47-0.96) than in the positive version (0.28; 95% CI, 0.03-0.53) (P=.005).
Reviewers' scores for methodological validity likewise suggested the presence of POB, despite the "Methods" sections of the 2 versions being identical (Table) . The analysis of variance for methods scores again indicated a significant effect across both journals based on outcome (positive vs no-difference) and between the 2 journals but no significant interaction effect (outcomeϫjournal), again showing that although the magnitude of the finding differed between the 2 journals, the direction of the finding was the same: positive-outcome manuscripts received higher scores for methodological validity than did nodifference manuscripts. Methods scores assigned by reviewers for both journals were higher for the positive version (mean, 8.24; 95% CI, 7.91-8.64) than for the nodifference version (7.53; 95% CI, 7.14-7.90) (P=.005).
Examining the results for each journal separately, with the numbers available we observed no difference between the CORR reviewers' methods scores awarded to the positive manuscript version (mean, 7.87; 95% CI, 7.38-8.36) vs the no-difference manuscript (7.38; 95% CI, 6.83-7.93) (P=.22). In contrast, at JBJS, scores for methodological validity were higher for the positive manuscript version (mean, 8.68; 95% CI, 8.14-9.22) than for the nodifference version (7.66; 95% CI, 7.14-8.19) (P =.005).
COMMENT
We found evidence of POB in the review processes of both journals studied. Although the strength of this framing effect varied between the 2 journals, the overall effect for the pooled sample of reviewers at both journals favored the positive-outcome manuscript version in terms of more frequent recommendations to publish, less-intensive error detection, and higher methods scores.
Significant differences in the frequency of error detection suggested heightened scrutiny of the nodifference manuscript compared with that of the positiveoutcome manuscript, and methods scores were significantly higher for the positive version despite the "Methods" sections being identical between the 2 test manuscript versions. Although the magnitude of these findings varied between the 2 journals surveyed, the direction of the findings was consistent across both journals and for all 3 primary study end points (recommendation to publish, error detection, and methods scores). This study was designed for analysis of the pooled sample (both journals combined); although the final sample size was slightly below the desired power threshold, the results were significant, indicating that there was no type II error in the pooled sample. The sample size was underpowered for analysis at the level of the individual journals, although despite this, significant differences also were detected at the level of the individual journals for 4 of the 6 primary study end points surveyed. It is possible that had the sample size been larger, other differences would have been significant as well.
To the extent that POB exists, it would be expected to compromise the integrity of the literature in many important ways, including, but not limited to, inflation of apparent treatment effect sizes when the published literature is subjected to meta-analysis. To our knowledge, although numerous studies 1,3,5-10,13-16 have inferred POB by comparing denominators of studies submitted (or initiated) with those published, we identified no other experimental studies in the biomedical literature with which we could directly compare these results. Mahoney, 21 in 1977, reported on a form of confirmatory bias that he defined as the tendency to emphasize and believe experiences that support one's views and to ignore or discredit those that do not and used a qualitative analysis to conclude that it was present during peer review. A POB is not the same thing as a confirmatory bias as defined by Mahoney, but there may be some overlap in terms of the psychological influences, in particular, in the way that the results of a study might exert a framing effect on how a reader perceives that study's methodological rigor. 21 A study using methods superficially similar to ours was published in 1990, 22 and the data were republished with some additional reviews of a test manuscript 23 ; that work was widely criticized for obvious methodological and ethical shortcomings. 24, 25 The present study avoided the methodological and ethical concerns (which centered on the topic of informed consent) raised 24, 25 about that earlier work. 22, 23 There were subtle differences between the journals studied in terms of the strength of the evidence for POB (Table) . Possible explanations for the observed differences between the 2 journals are necessarily somewhat speculative but could include insufficient sample size for perjournal analysis and potential differences in manuscript management, reviewer pools, and review processes.
Reviewers detected relatively few of the intentionally placed errors. We expected this to be the case because it was important for the study design to place enough errors to allow reasonable statistical comparisons, but we did not want the test manuscripts to suffer from the appearance of careless science or poor proofreading. Accordingly, the errors inserted were relatively subtle, and error detection was, accordingly, relatively infrequent overall. Still, the difference was statistically significant at both journals, and the effect size (comparing the frequency of error detection in the positive with the nodifference manuscript versions) was large. It is possible that the Hawthorne effect (the idea that observed study subjects behave differently because they are being observed) may have played a role in the findings. 26 Two of the 238 reviewers invited to participate made comments or queries that revealed a suspicion about the test manuscript's authenticity based on a feature of the electronic manuscript distribution program that struck them as unusual. Both of these reviewers were at CORR (although the same program is used by JBJS), and both returned reviews. It is possible that more reviewers noticed this finding but did not query the editors. If anything, however, one might surmise that heightened scrutiny might cause reviewers to be more, rather than less, careful about POB, so the Hawthorne effect in this form should have diminished rather than increased the effect of POB. The reviewers were not informed of the purpose of the study or the experimental hypotheses, and we received no communication at any point that suggested that they learned of these hypotheses through other means.
The journals use slightly different manuscript review formats, which required us to convert JBJS reviewers' qualitative comments about the test manuscript's "Methods" section into quantitative scores to evaluate those comments statistically. The fact that this conversion was performed by us, and not by the reviewers themselves, could be perceived as a potential limitation of this experimental approach. However, this is not likely to have been a major limitation because the scoring was done independently by 2 investigators on blinded redacted manuscripts (so that the scorers did not know whether the comments had been made about the positive or the nodifference manuscript version), and the scorers had a high degree of interobserver agreement.
It has been proposed that bias of the sort observed by Mahoney 21 and herein is not just a part of evidencebased medicine or peer review but is part of human cognitive behavior (finding what one seeks); indeed, Mahoney 21 pointed this out and suggested that Francis Bacon identified the phenomenon nearly 400 years ago. Previous studies 14, 27, 28 have found that the "newsworthy" (defined as a positive finding) is more likely to draw a favorable response from peer reviewers and, indeed, that work with positive outcomes is more likely to be submitted to peer review in the first place. 4 If so, then that, along with the evidence identified in this experimental study, highlights the importance of sensitivity to this issue during peer review. It is possible that registries of prospective trials will mitigate POB at the level of scientists; journal editors should consider providing specific guidance to reviewers on the subject of the review of nodifference manuscripts to minimize the impact of POB on manuscript acceptance. Journals should specifically encourage authors to submit high-quality no-difference manuscripts and should look for opportunities to publish them, whether in the "traditional" print versions of the journal, in online journal appendices, or in partnership with open-source media. 
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