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学習を用いた技術の発展は目覚ましい．DQN (Deep Q-Network) を用いたコンピュー
タゲームの学習 [Mnih 15]や Alpha-Goによる囲碁の学習 [Silver 16]などでは人間並み
もしくは人間以上の成績を上げるほどまでになった．また，強化学習の適用対象がコン












理性 [Lewis 14]は，神経科学 (脳)，認知科学 (心)および人工知能 (機械)の三分野を統合
すると主張されている [Gershman 15]．また，そもそも認知の高度な機能と見なされて
きた抽象化や階層性 [Tenenbaum 11] がむしろ計算論的な制約に由来するものという有
力な議論も情報理論の枠組みを利用して展開されている [Genewein 15]．限定合理性の
中で人間が意思決定を行うための方針としては満足化の原理（または満足化の戦略）が代
表的である [Simon 55, Simon 56]．満足化の原理によれば人間は最適化を目指して行動





をモデル化しコンピュータの計算に応用したものは Biology-based algorithms (BBA)と
呼ばれ，これまでも多くの研究例がある [Siddique 15]．しかし，今まで満足化の原理は







という性質を理論的に示す．次に regretの有限性を示す．一般的に K 本腕バンディット
問題のアルゴリズムの性能は regretと呼ばれる期待損失をどれだけ小さくできるかで表
される．regretは試行回数に対して少なくとも対数オーダーで増加することが理論的に知
られている [Lai 85]．それゆえ試行を繰り返せば regretは無限に増加する．しかし，RS
では報酬分布の一部の情報を利用できると仮定すれば，満足化は最適化に一致し，その場
合，regret は無限大に発散せず有限の値で抑えられる (つまり，上に有界になる) という
注目すべき性質が成り立つ．これらの性質については，シミュレーションによっても成立





「2　満足化のモデル」では最初に K 本腕バンディット問題を説明した後， RS の基本
的な考え方と定式化を説明する．「3　理論的な解析」で本題である RSの理論的解析を行




















の K本腕バンディット問題を扱う．エージェントには未知の報酬確率 {p1, p2, . . . , pK}に
従って，報酬 0または 1をもたらす，K 種類の行動 {a1, a2, . . . , aK}があるとする．エー
ジェントは 1回の試行で１つの行動を選択する．その結果として，選択した行動に伴う報
酬確率に従って，エージェントは確率的に報酬を得たり (報酬 1)，得なかったりする (報酬
0)．エージェントはこの試行を繰り返す．ここでの目標は累積報酬の最大化である．報
酬確率の分布 {pi}に依らずにアルゴリズムの性能を評価する指標として期待損失を表す
regret がある．最大の報酬確率をとる行動の添え字を i∗ とする (i.e. pi∗ = maxi pi) と，





(pi∗ − pi)E[ni(n)]. (2.1)
ここで ni(n)は n step目の終了時点までの行動 ai の選択回数である (step数を明示しな
い場合は単に ni と書く)．E[ · ]は期待値である．regretは，「最初から最適行動を選んで
いた場合の累積期待報酬に比べてどのくらい実際の選択行動の累積期待報酬が劣っている
か」という期待損失を表す．regretの最小値はゼロであり，値が小さいほどアルゴリズム
の性能がよいといえる．実際には step数 n に対して少なくとも O(log n) で増大するこ
とが理論的に知られている [Lai 85]．
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行動 ai の基本的な価値付けは次で定義される報酬平均 Ei である．





ここで nri は，行動 ai を行って報酬 r を得た回数である．行動 ai を選択した回数 ni は
ni = n1i + n
0
i を満たし，n = ∑
K
i=1 ni とする．一般に価値関数が最も高くなる行動を選
ぶ方法を greedy法という．報酬平均 Ei を行動 ai の価値関数として greedy法を用いる












行うこととなる．これを素朴満足化ポリシー (PS: policy satisficing)と呼ぶ．
2.3 満足化価値関数 (RS)
基準との比較は行動 ai の報酬平均 Ei と満足化の基準 ℵとの差
δi = Ei − ℵ (2.3)
が使われる．




そこで RS (risk-sensitive satisficing) 価値関数 を次のように定義する [高橋 16,
Oyo 17]．
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RSi = niδi = ni(Ei − ℵ). (2.4)
エージェントは最大の RSi 値を持つ行動 ai を選択するものとする．この形式は，次の
2つの合理的な満足化行動を統合している．
不満足の時は楽観的探索を行う．つまり全ての行動について δi < 0であれば，より ni
が小さい行動が優先される．すなわち，「実際は Pi > ℵ となる ai が存在するかもしれ
ないが，ai をこれまで試してみてたまたま外れが多かったため Ei < ℵ なのかもしれず，
もっと試せば Ei > ℵ となるかもしれない」と考える．これは「不確実ならば楽観的に」
という Cesa-Bianchi らによる強化学習における合理的な最適化理論のコンセプトであ
り [Bubeck 12]，UCB (後述の 4.1参照)も同じ考え方である．
満足であれば RS は悲観的知識利用を行う．つまり，δi を正とする ai が一つのみ存在
すれば，エージェントはそれを選択し続ける．δi を正とする行動が複数あれば，ni が大き
いものが優先される．つまり，「選択した回数 ni が大きいものほど，Ei > ℵ という大小
関係が信頼できる」という考え方に基づいている．
なお， [篠原 07]で因果推論で用いられていた指標 S0 ( [Takahashi 11]では価値関数と
しても使用)は，RSで満足化基準 ℵ = 0.5とした価値関数に等しいことが分かっている (
5.2を参照)．
2.4 満足化基準の決め方




たい二日に一度くらい食物を得たいとすれば ℵ = 0.5以上に設定すればよい．
ℵ の値が最適行動と次善行動の 2 つの間であれば，ℵ を超える満足化は単純に最適化
である．このように最適化は満足化の特別な場合と見なすことができる．この時の ℵ を
「最適切基準」と呼ぶ．全ての行動で報酬確率が最大となるものを p1，報酬確率が 2番目
のものを p2 とすれば，もっとも単純には次のように設定すれば ℵは最適切基準となる：
ℵ = (p1 + p2)/2. (2.5)
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命題 1 (満足化の理論的な保証). 行動 ai の報酬確率を pi とする (i = 1, 2, . . . , K)．報酬確
率が満足化基準 ℵより大きい行動の集合を AU，ℵより小さい集合を AL とする．つまり，









RS(ai, s) ∈ AU
)
= 1 (s → ∞). (3.3)
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RS(ai, s) = aj
}










証明. (Claim A) i ∈ IL のとき，RS(ai, s) → −∞ (s → ∞)を仮定する．もし #Ni < ∞
となれば，ある番号以上の sにおいて RS(ai, s)が定数となり矛盾するため，#Ni = ∞が
成立する．
逆に #Ni = ∞のとき，大数の法則より任意の正の数 ϵを取ると，ϵに対応する Sが存
在し，Sより大きい任意の整数 s ∈ Ni に対し，P
(
|E(ai, s)− pi| < (ℵ − pi)/2
)
> 1 − ϵ
とできる．|E(ai, s)− pi| < (ℵ − pi)/2ならば，E(ai, s) < pi + (ℵ − pi)/2となり，こ
れを RSの式に代入すると，















となる．s → ∞ とすれば，式 (3.5)→ −∞ となるため，P
(




> 1 − ϵ.したがって，ϵは任意より P
(
RS(ai, s) → −∞
∣∣ #Ni = ∞) = 1.
Claim B.
ある i ∈ IUについて P(#Ni = ∞) = 1. (3.6)
証明. (Claim B) 任意の i ∈ IU に対して #Ni < ∞ であるとする．このとき，任意の
i ∈ IU に対して，ある番号以上の sについて RS(ai, s)は定数である．またこのとき，い
ずれかの j ∈ IL について #Nj = ∞となる．Claim Aにより,
P
(
ある j ∈ ILについて RS(aj, s) → −∞




となる．ところが，次の (i)と (ii)はお互いに矛盾する：(i) RS(aj, s) → −∞であること，
(ii)任意の i ∈ IU に対して RS(ai, s)がある番号以上で定数であること．よって，
P
(













ある j ∈ ILについて RS(aj, s) → −∞
∣∣ 任意の i ∈ IU
に対して#Ni < ∞
)
P(任意の i ∈ IUに対して#Ni < ∞) (3.9)






RS(ai, s) ∈ AU
)
= 1 (s → ∞). (3.3)
証明. (命題 1) Claim B より，ある k ∈ IU について #Nk = ∞ と仮定してよい．大数の
法則より任意の正の数 ϵ に対し，ある S があり，任意の S より大きい整数 s ∈ Nk に対
し， P
(
|E(ak, s)− pk| < (pk − ℵ)/2
)
> 1 − ϵとできる．|E(ak, s)− pk| < (pk − ℵ)/2
ならば，


















十分大きい s について RS(ak, s) > 0
)
> 1 − ϵ．ϵ は任意であるから
P
(
十分大きい sについて RS(ak, s) > 0
)
= 1．
ここで，いずれかの i ∈ IL について，#Ni = ∞ となるものと仮定する．Claim A
より RS(ai, s) → −∞ が成り立つとしてよい．一方，十分大きいすべての s について
RS(ak, s) > 0 となることから，RS(ai, s) → −∞ より #Ni < ∞ が導かれる．しかし，
#Ni = ∞と #Ni < ∞はお互いに矛盾するので，最初の仮定は誤りである．よって，任意
の i ∈ IL に対して P(#Ni < ∞) = 1が成立する．したがって，






RS(ai, s) ∈ AU
)
= 1 (s → ∞) が明らかに従
う．
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3.2 regretの理論解析
基準 ℵ を最適切基準に設定した RS では regret は有限な値で抑えられることを示す．
命題１の証明同様に step数 sと選択行動 ai を明示した記号を用いる．
命題 2 (RS の regretの有限性). 全ての行動で報酬確率 pi が最大となるものを p1，報酬
確率が 2番目のものを p2 とする．更に ℵ = (p1 + p2)/2となるように ℵ を設定してお
く (最適切基準)．
このとき，RSでは次が成り立つ．
「regret(s) < f (s)となる step数 sの単調増加な関数 f (s)が存在して，f (s) → M (s →
∞) M : 定数となる．すなわち，regret(s) < Mである．」
以下の証明は RS の類似モデルである TOW (Tug –of–war)ダイナミクスのモデル (以
下，TOWという)に対する論文 [Kim 15, Kim 16, Kim 18]を参照して考えたものである
(RSと TOWの類似点と相違点は 5.3を参照)．ただし，それらの論文では 2本腕で報酬確
率の分散が同じケースに限定して regretが有限であることを解析している．(報酬確率が
ベルヌーイ分布に従う 2値のバンディット問題では，行動 ai の分散を Vi とすると等分散
であることは，p1 ̸= p2 であれば，V1 = V2 ⇔ p1(1 − p1) = p2(1 − p2) ⇔ p1 + p2 = 1
となり，非常に強い仮定を置いた特殊なケースである．)
ここでは一般化して，K 本腕でかつ等分散性を仮定しないで証明を行う．





1, 2, . . . , K) とする．RS(ai, s) の期待値 E と分散 V は E[RS(ai, s)] = ni(s) (pi − ℵ)，
V[RS(ai, s)] = ni(s)σ2i ，ただし σ
2
i = pi(1 − pi)となる．また，




= n1i (s)− ni(s)ℵ
= (Xi,1 − ℵ) + (Xi,2 − ℵ) + · · ·+ (Xi,ni(s) − ℵ) (3.11)
と書けることに注意しておく．ただし，Xi,j = 1 or 0で行動 ai が j 回目に選択された時
の報酬を示す．∆RSi(s) = RS(a1, s)− RS(ai, s) (i ̸= 1)と定義すると
E[∆RSi(s)] = n1(s)(p1 − ℵ)− ni(s)(pi − ℵ)
= {(p1 − pi)/2}(n1(s) + ni(s))
+ {(p1 + pi)/2 − ℵ}(n1(s)− ni(s)). (3.12)




ここで (p1 + p2)/2 = ℵより
E[∆RSi(s)] = {(p1 − pi)/2}(n1(s) + ni(s))
+ {(pi − p2)/2}(n1(s)− ni(s)). (3.14)
命題 1より step数 sが十分に大きければ確率 1で n1(s) → sとなることから，
E[∆RSi(s)] = {(p1 − pi)/2}s + {(pi − p2)/2}s
= {(p1 − p2)/2}s. (3.15)
V[∆RSi(s)] ≤ (n1(s) + ni(s))σ21,i ≤ sσ21,i,
ただしσ1,i = max(σ1, σi). (3.16)
となる．*1








2/2) dt である．(n + 1) step 目において行動 ai を選択する確率 P[s = n +
1, I = i]は，
P[s = n + 1, I = i] ≤ P[RS(aj, n) ≤ RS(ai, n) (∀j ̸= i)]




























































































































(n → ∞). (3.22)
3.3 シミュレーションによる検証
証明した性質をシミュレーションで検証した．基準 ℵは命題 2と同じく報酬確率 pi を
p1 > p2 > pi (i ̸= 1, 2) として ℵ = (p1 + p2)/2と設定した．いずれも 1000回シミュ
レーションして平均を求めた．パフォーマンスの指標としては，regret の他に，各 step
において最適な行動を選んだ比率「正確さ」 (accuracy) を用いる．つまり，t step 目の
accuracyは次のようになる．
accuracy = (t step 目で報酬確率 p1 である行動 a1 を選択した回数) ／ 全シミュレー
ション回数 (ここでは 1000回).
最適切に設定した RSであれば報酬確率の差が小さい場合でもその差を検出できるか試
すため 2本腕の場合で報酬確率 p1 > p2 として (p1, p2) = (0.51, 0.49), (0.501, 0.499)で
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図 3.1 K = 2 の場合の RS のシミュレーション．報酬確率は (0.51, 0.49) または
(0.501, 0.499) とした．(a) accuracy および (b) regret のプロット．(b) の上部の点線
は命題 2で計算された regretの上界を示す．
調べた．結果は図 3.1のとおり．regretの図の上部の点線は命題 2で示した上界を示す．
(0.501, 0.499)のように差が 0.002しかなくても 100万 step経過すればほぼ accuracyが
1になることが分かる．また regretは命題 2で求めた上界 (式 (3.22))を超えていないこ
とが確認できる．
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図 3.2 K = 10の場合の RS のシミュレーション．それぞれのシミュレーションにお
いて報酬確率は [0, 1] からの一様乱数により生成されている．(a) accuracyおよび (b)
regretのプロット．(b)の上部の点線は命題 2により計算された regretの上界を示す．
次に命題 1 と命題 2 は K 本腕 (K ≥ 2) で示したので K = 10 でも成立を確認するた
めシミュレーションした．報酬確率は [0, 1] の乱数で生成した．結果は図 3.2 のとおり．
K = 10でも accuracyが 1に近づくことや，regretが命題 2で示した上界 (式 (3.22))を
超えていないことが分かる．なお，K = 10 の regret の上界が K = 2 に比べて実際の











いう考え方に基づいたアルゴリズムとして UCB (upper confidence bd) [Auer 02] があ
る．UCBの regretは理論限界である対数オーダーとなることが保証されている．ここで
は UCB1のパフォーマンスを改良した UCB1-Tuned (以降 UCB1Tという)を導入する．






, Vi(ni)} . (4.1)
ここで Vi(ni) = vi +
√
2 ln n/ni であり，vi は行動 ai の報酬の分散，1/4は二項分布に
従う確率変数の分散の上限である．このアルゴリズムでは UCB1Tを各行動の価値とした
greedy法のもと，報酬平均である第一項 Ei が利益追求の傾向を，行動 ai の試行につれ




RS ではバンディット問題において満足化が最適化となるためには，基準 ℵ の設定に，
最適と次善の行動の報酬確率という，通常は未知の報酬分布に関する情報が必要となり，
チートであることは間違いない．ただし，適切な基準の範囲，即ち最適行動と次善行動の




る [Auer 02]．以下に示すように無作為選択の確率である ϵn を徐々に下げてアニーリン
グしていくことで，ϵn-greedy の regret は理論限界である対数オーダーとなることが保
証されている．ϵn-greedyではパラメータを c > 0かつ 0 < d < 1とし，K 本腕におい








それぞれの n = 1, 2, . . . に対して，an を報酬平均が最大となる行動とすれば，確率 1− ϵn
で an を選択し，確率 ϵn で無作為に行動を選択する．ここで dは次を満たす必要がある．
p1 を報酬確率の最大値として
∆i = p1 − piとして 0 < d ≤ min
i ̸=1
∆i. (4.3)
上記のように dを決めるためにはmin ∆i を計算する必要があるが，これには最適行動の
報酬確率 p1 と次善行動の報酬確率 p2 の差 p1 − p2 を事前に知っておく必要があり RSと
同様にチートといえる．またパフォーマンスはパラメータ c > 0の値に敏感で cの最適値
を見つけることは難しい [Auer 02]．
一方，RSの基準 ℵを決めるためにはパラメータ cのようなものは不要で，最適行動と




UCB1T，PS，ϵn-greedy，及び RS の性能を K = 100 で比較した．性能の指標は
accuracyと regretとし，報酬確率は [0, 1]から乱数で選び，1000回シミュレーションし
て平均を求めた．4.2で述べたように ϵn-greedyのパラメータ c を決めるのが難しいが，
ここでは 10,000 step時点での regretを目安とし，これが最小になるのは試行錯誤の結果
c = 1 × 10−5 付近と経験的に分かったため，c = 1 × 10−6, 1 × 10−5, 1 × 10−4 の結果を
比較対象として示す．d は d = p1 − p2 とした．RS と PS については，その満足化行動
が最適化行動となり，その効率化について評価できるよう ℵ = (p1 + p2)/2の最適切基
準を与える．
結果は図 4.1のとおり．accuracyは RSが最も速く 1に近づく．regretについては PS
は ℵ を超える報酬確率を持つ行動が見つからない限りランダムに行動を選択するため
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図 4.1 K = 100の場合のシミュレーション．報酬確率は [0, 1]からの一様乱数で生成．
RS，UCB1T，PSおよび ϵn-greedy: (a) accuracyおよび (b) regret．







最適切に基準 ℵ を設定した RS が他のアルゴリズムよりも性能が良い理由を定性的に
考察する．(n + 1) step目に i番目の行動を選択時に，RSの値が n step目からどのよう
に変化するか考える．まず RSの式を再掲する．
RS(ai, n) = ni(n) · (E(ai, n)− ℵ) = n1i (n)− ni(n)ℵ. (4.4)
ここで n1i (n)は行動 ai の選択で 1が出た回数であった．(n + 1) step目では確率 pi で
RS(ai, n + 1) = n1i (n) + 1 − (ni(n) + 1)ℵ = RS(ai, n) + 1 − ℵ (4.5)
となり，確率 (1 − pi)で
RS(ai, n + 1) = n1i (n)− (ni(n) + 1)ℵ = RS(ai, n)− ℵ (4.6)
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と変化する．RSi の変化 ∆RS(ai, n) = RS(ai, n+ 1)− RS(ai, n)の期待値 E[∆RS(ai, n)]
は，
E[∆RS(ai, n)] = pi(1 − ℵ) + (1 − pi)(−ℵ) = pi − ℵ (4.7)
となる．よって
pi > ℵであればE[∆RS(ai, n)] > 0, (4.8)
pi < ℵであればE[∆RS(ai, n)] < 0 (4.9)
となり，これはどの step nでも変わらない．
このことから RS では最適切に ℵ を設定していれば，最適でない行動では
E[∆RS(ai, n)] < 0となり，その行動を選択し続ければ RS(ai, n) の値は減少し他の行動
の RS の値は変化しないので局所解 (最適でない行動を選択し続けること) に陥ることな
く，いつかは別の行動を選択する．最適な行動であれば E[∆RS(ai, n)] > 0となり，平均
的にはそこにとどまるようになる．E[∆RS(ai, n)] = pi − ℵ であるため最適でない行動





V(ai, n) = n1i /ni なので行動 ai を選択する時，E[∆Q(ai, n)]は，




















となる．選択しなかった行動の価値関数は変化しない．E[∆Q(ai, n)] は pi > Ei なら正，
逆なら負であり，これは RS とは異なり，報酬確率 pi の大きさに関わらず両方考えられ
る．行動 ai の選択回数 ni が大きければ E[∆Q(ai, n)] ≈ 0となって Q(ai, n) はほとんど
変化しなくなる．また，ni が大きければ Ei ≈ pi になる．このことは最適な行動を見つけ
られない可能性を示している．例えば行動が 2つのケース (p1 > p2)で，最適な行動 a1
の選択時にたまたま報酬があまり得られなかったため，E1 < p2，かつ E1 < E2 となった
場合を考えてみよう．行動 a2 の選択回数 n2 が大きくなると E2 の値は E2 ≈ p2 でほと
んど変わらなくなるが，E1 < p2 のため E1 < E2 の関係が固定されることになってしま
う．そのため行動 a2 の選択から抜けられなくなり，局所最適に陥いることになる．そこ




次に UCB 族の中で最も単純なアルゴリズム UCB1 について同じように
E[∆UCB1(ai, n)]を計算する．UCB1の行動 ai の step nでの価値関数は


































































E[∆UCB1(aj, n)] = Ej +
√















ln (n + 1)−
√
ln n) (4.13)
となる．式 (4.12)の第 1項は式 (4.10)と同じであり，第 2項と第 3項は行動 ai が選択さ
れ続けるならばゼロになる．したがって，式 (4.12)だけでは前述のように局所最適に陥る
可能性がある．しかし，UCB1は選択しない行動 aj も式 (4.13)のように価値関数が変化
する．しかも，この選択しない行動の価値関数は式 (4.11)の第 2項より，正の無限大に増
加することが分かる．これにより，局所最適を回避している．
式 (4.12) で第 1 項は pi > Ei なら正，逆なら負であり，これは報酬確率 pi の大きさ
に関わらず両方考えられる．第 2項と第 3項をまとめた括弧内は n ≥ 3であれば負にな





RSi = niδi = ni(Ei − ℵ). (4.14)
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図 4.2 RSやUCBがどのような報酬確率の行動を平均的に選択するかを示したプロッ
ト．報酬確率は [0, 1]を K 等分した値．(a) K = 10及び (b) K = 100のプロット．
もし δi だけを考慮するならば報酬平均 Ei に単に 定数 (−ℵ) が付いただけであり，報酬
平均を価値関数とする場合と挙動は変わらない．また，もし ni だけを考慮するならば，
ℵ = 0 とするのと同じで niEi = n1i となり，最初に報酬が得られた行動をずっと選択し
続けることになってしまう．δi を作るのと，ni を掛けることの両方があることによって，
RSの値の変化の期待値 E[∆RS(ai, n)]が step数 nによらない定数になる．そして，その






で確認する．行動数 K を K = 10または K = 100とし，報酬確率は [0, 1]を K 等分した
値，つまり，(0.1, 0.2, . . . , 0.9, 1.0)または (0.01, 0.02, . . . , 0.99, 1.00)とした．満足化基準
は ℵ = 0.95または ℵ = 0.995の最適切基準とした．1000回シミュレーションして平均
した結果は図 4.2のとおりであった．縦軸は各 stepにおいて，どの報酬確率の行動が選
















多くなく，それらも RS とコンセプトが異なることを示す．次に RS がもう一つのモデ
ル S0 の一般化として見なせることを示す．S0 は競合的な評価がある種のタスクでは高
い性能のカギとなるという考えに基づいている．最後に，RS と命題 2 の証明で参照し











最近の，かつ包括的な研究としては [Reverdy 17] がある．これは最適性のあるバン
ディットアルゴリズムや PAC 学習などを参照しながら，満足化 satisfice をその語源で
ある満足 satisfy と十分 suffice の二つに分解し，通常のバンディット問題を包括するよ
うな一般的な問題設定と (オーダーが) 最適なアルゴリズムを提案するものである．アル
ゴリズムは標準的な UCB [Auer 02]を作りかえたものであるため，本研究の提案する価
値関数との違いも前述の UCB との違いと同様である．また問題としては報酬がガウシ
アンの場合に議論を限っている．彼らの研究では regretの概念を拡張したうえで，確率
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(1 − δ) で満足化基準を超える行動を見つけることを目標としたアルゴリズムを開発して
おり，δ > 0であれば regretが有限になることを証明している．
しかし，彼らの研究は，あくまで regret の定義を変更した結果であることに注意が必
要である．彼らの研究は一定の確率 (1 − δ)で満足化基準を超えているかどうかで regret
を計算しており，δの確率で発生する regretをゼロとする定義が採用されている．実際，








5.2 指標 S0 の一般化としての RS 価値関数
本論文で扱った RSは [篠原 07]が導入した S0モデルを特殊な形式で含む．この S0モ
デルは後に RS (rigidly symmetric)モデルとよばれ [中野 08]，その後価値関数として用
いられた [Takahashi 11]．S0を 2本腕バンディット問題に用いたところ，より複雑な LS
とほぼ同様な性能が示されている [Takahashi 11]．満足化の観点からのこれらの挙動の
解析は 2013 年に最初に公表された [大用 13, 大用 15]．2011 年に満足化の要求水準が変
数とされた [大用 11]．続いて 2012 年に 2 つから任意の数の行動へのモデルの一般化が
提案された [Kohno 12]．しかし，LSは RSよりはるかに複雑で，解析もかなり間接的で
あった．ここでは RSと S0の等価性とその条件を示す．なお，本内容は [高橋 16]の記載
と同じ内容である．*1

































*1 TOW モデルとの関係を考察するうえで RS の満足化基準が持つ認知的意味を明らかにしておく必要が
あったため再掲した．
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と与える．これは，A で報酬を得ることと B で報酬を得ないことを同一視するもので，








ならば Aをそうでなければ Bを選択することになる．これを考慮すると 3つ目の行動 C
を考えると推移律が成り立つことが分かる．つまり A の B に対する価値関数 S0(A) を
SAB(A) と表せば，SAB(A) < SBA(B)，SBC(B) < SCB(C) ならば SAC(A) < SCA(C)
となる．このことから比較可能な行動数は K = 2 とは限らないことが分かる．不等式
(5.3)は
a1A − a0A > a1B − a0B (5.4)
と変形でき，本論文中の記号を用いると a1X = nXEX，a
0
X = nX(1 − EX)が成り立つこと
から
nAEA − nA(1 − EA) > nBEB − nB(1 − EB) (5.5)
⇔ nA(2EA − 1) > nB(2EB − 1) (5.6)
⇔ nA(EA − 0.5) > nB(EB − 0.5) (5.7)
となり，式 (5.7)の両辺は式 (2.4)，(2.3)で ℵ = 0.5と定数にした形式と一致する．推移
性から任意の行動の組の価値が比較可能であるため，それぞれの行動について独立に式
(2.4)を計算し，その値が最大のものを選べば良いことになる．
このように RS は S0を行動数 K = 2から任意の K ≥ 2へと，また満足化基準として
働く定数 0.5を変数 ℵ ∈ [0, 1]として一般化したものともいえる．
5.3 TOWと RS の類似点と相違点，RS の優位点
命題 2 の regret の証明で TOW ダイナミクスモデルに言及した [Kim 15, Kim 16,
Kim 18](以下，簡単に TOWという)．ここで，RS と TOWを比較し，TOWに対する
RS の相対的な利点について記述する．およそ 2010 年から TOW の研究 [Kim 10] が始
まったが，TOWには様々なバリエーションが存在する．ここでは，RS に最も近い最近
の論文 [Kim 16, Kim 18]で提案された TOWに注目する．行動 k を i 回目に選択して得
られる報酬を Xk, i で表す．TOW では行動 k の価値関数 Sk は以下の形で表せることに
なる：
Sk = Xk,1 + Xk,2 + · · ·+ Xk,nk − Knk
= (Xk,1 − K) + (Xk,2 − K) + · · ·+ (Xk,nk − K), (5.8)
ここで K はあるパラメータである．
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TOWの論文 [Kim 16, Kim 18]に従い，ここではそれに限定しないものとする．
RSでは行動 kの価値関数 RSk は以下のように変形できる．






= (Xk,1 − ℵ) + (Xk,2 − ℵ) + · · ·+ (Xk,nk − ℵ). (5.9)
式 (5.8)と式 (5.9)により，パラメータ K を満足化基準 ℵに対応させれば，TOWと式変
形した RSは同じ形をしていることが分かる．このため TOWの regretの計算方法が RS
でも利用でき，TOWと同じく上に有界であることが示せたのである．ただし，3.2でも
述べたように TOW の論文では 2 本腕で報酬確率の分散が同じケースに限定して分析を
している．















命題 1や命題 2では満足化基準 ℵ は固定されていることが前提であった．しかし，基
準 ℵが stepごとに変化する場合でも (確率的に変化する場合でさえ)，その変化が一定の
範囲内であれば，証明を少し変更するだけで同様の命題が成立することが分かる．ここで
は基準 ℵが変化する場合に成り立つよう命題 1と命題 2を拡張し、それらの証明を示す．
またシミュレーションによる確認も行う．
命題 3 (命題 1の基準 ℵ を変数にしたバージョン). 命題 1において基準 ℵ が時間的・確
率的に変化しても集合 AU，集合 AL が変わらないとする．すなわち，変化する ℵの最小
値，最大値を ℵmin，ℵmax とし，AL に属する報酬確率の最大値を pl，AU に属する報酬





pi| < (ℵmin − pi)/2
)
> 1 − ϵとして |E(ai, s)− pi| < (ℵmin − pi)/2ならば，
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命題 1の証明は大数の法則を使う箇所を次のように変えれば良い．P
(
|E(ak, s)− pk| <
(pk − ℵmax)/2
)
> 1 − ϵとして |E(ak, s)− pk| < (pk − ℵmax)/2ならば，
















命題 4 (命題 2の基準 ℵを変数にしたバージョン). 満足化基準 ℵが p2 < ℵ < p1 を満た
すように時間的・確率的に変化する場合，元の命題 2と同じく regretは上に有界となる．
証明. 基準 ℵ を p2 < ℵ < p1 を満たす変数とし ℵ の最大値，最小値を ℵmax，ℵmin と





(i = 1, 2, . . . , K)とする．ここで，RSbd(a1, s)を








= RS(a1, s) (6.3)
と定義する．また，i ̸= 1では RSbd(ai, s)を








= RS(ai, s) (6.4)
と定義する (bd は境界 (bound) の意味)．したがって ℵi = ℵmax (i = 1),ℵmin (i ≥ 2)




(i = 1, 2, . . . , K)となる．
RSbd(ai, s)の期待値 Eと分散 Vは，E[RSbd(ai, s)] = ni(s)(pi −ℵi)，V[RSbd(ai, s)] =
ni(s)σ2i .ただし σ
2
i = pi(1 − pi) となる．ここで ∆RSi(s) = RS(a1, s)− RS(ai, s) (i ̸=
1)，∆RSbd,i(s) = RSbd(a1, s) − RSbd(ai, s) (i ̸= 1) と定義すれば，RS(a1, s) ≥
RSbd(a1, s)かつ RS(ai, s) ≤ RSbd(ai, s) (i ̸= 1)より，∆RSi(s) ≥ ∆RSbd,i(s)が成立す
ることに注意しておく. さて，∆RSbd,i(s)の期待値 E[∆RSbd,i(s)]は，
E[∆RSbd,i(s)] = n1(s)(p1 − ℵmax)− ni(s)(pi − ℵmin)
= n1(s)(p1 − ℵmax) + ni(s)(ℵmin − pi)
≥ n1(s)(p1 − ℵmax) + ni(s)(ℵmin − p2) (∵ i ̸= 1, p2 ≥ pi)
≥ (n1(s) + ni(s))min
(
(p1 − ℵmax), (ℵmin − p2)
)
(∵ p1 − ℵmax > 0,ℵmin − p2 > 0) (6.5)
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となる．*1
命題 3 より step 数 s が十分に大きければ確率１で n1(s) → s となることから，
E[∆RSbd,i(s)] ≥ s · min
(
(p1 − ℵmax), (ℵmin − p2)
)
となる．また，∆RSbd,i(s) の分散
V[∆RSbd,i(s)] は，V[∆RSbd,i(s)] ≤ (n1(s) + ni(s))σ21,i ≤ sσ21,i となる．ただし σ1,i =
max(σ1, σi)とする．




(n + 1) step目において行動 ai を選択する確率 P[s = n + 1, I = i]は，
P[s = n + 1, I = i] ≤ P[RS(aj, n) ≤ RS(ai, n) (∀j ̸= i)]
≤ P[∆RSi(n) ≤ 0]

















ここで ϕi = min
(
(p1 − ℵmax), (ℵmin − p2)
)
/(σ1,i) と置いた．以降は，命題 1と同じな
ので省略する．regretの上界は式 (3.22)の ϕi をこの ϕi に置き換えたものとなる．
*1 注：命題１の証明同様，ここでは近似計算を行っているため，その誤差のために上界の値は正確なもので
ない可能性があるが，シミュレーションで確認できたように実際に上界として成立している．
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6.2 シミュレーションによる検証
満足化基準が時間的に変動したり確率的に値が変わるケースについて，証明した性質が
成り立つことをシミュレーションで確認する．2本腕のケースで報酬確率は p1 = 0.6と
p2 = 0.4とし，満足化基準 ℵ が p1 と p2 の間を変動する２つのケースを考えた．1つ目
は基準 ℵが [0.41, 0.59]の間を ℵ = 0.5+ 0.09 ∗ sin(2 ∗ π ∗ step/100)の式に従って step
ごとに周期的に変動するケースで，２つ目は [0.41, 0.59]の一様分布から毎 stepで乱数を
取って基準 ℵとして設定するケースである．*2 比較のため満足化基準 ℵを中点の 0.5に固
定したケースも併せて示した．
1000回のシミュレーションを平均した結果を図 6.1，図 6.2に示す．どちらのケースも




図 6.1 K = 2 の場合の RS のシミュレーション．報酬確率は (0.4, 0.6)．満足化
基準 ℵ は fix で 0.5 に固定，periodic で [0.41, 0.59] の間を周期的に振動させた．
(ℵ = 0.5+ 0.09 ∗ sin(2 ∗ π ∗ step/100)) (a) accuracy及び (b) regretのプロット．(b)
の上部の点線は命題 2または命題 4で計算された regretの上界を示す．
*2 注：ℵの変動範囲を [0.4, 0.6]としなかったのは，命題 3の証明で pl = ℵmin であれば，P
(
|E(ai , s)− pi | <
(ℵmin − pi)/2
)
> 1 − ϵが成立しなくなるためである．pu = ℵmax の時も同様に証明が成立しない．
ℵが範囲に含まれないケース（ℵmin ≤ pl または pu ≤ ℵmax）では 2つの性質はいずれも成立しないこと
がシミュレーションで確認できる．
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図 6.2 K = 2の場合の RSのシミュレーション．報酬確率は (0.4, 0.6)．満足化基準 ℵ
は fixで 0.5に固定，randomで [0.41, 0.59]の一様分布から stepごとに取って変化さ






本研究では，満足化の戦略を組み込んだ RS と呼ばれる単純な数理モデル [高橋 16,





















36 第 7章 本研究の成果と今後の発展
RSに内在するメカニズムの一端を解明できたといえる．
更に前述した 2つの性質を拡張し示した．満足化基準 ℵ が変動する場合であっても最
大の報酬確率 p1 と次に大きい報酬確率 p2 の間の区間に ℵが入っていれば，たとえ ℵが
確率的に変動する場合であっても，満足化の達成や有限の regretが成立することを理論
的に示した．これまでの先行研究では RSの ℵを最適切に設定する場合，p1 と p2 の中点
とすることが多かったが，ℵは中点でなくても良いと理論的に示せたことにまず意義があ
















命題 2や命題 4では，満足化基準 ℵ を最適水準に設定できると仮定した．エージェン
トが常に最適切基準を得るとは限らないので，将来の研究方向はオンラインで最適切基
準を学習できるアルゴリズムを開発することだろう．予備的な結果として，RS の性質









今後考えられる RS の更なる応用としては並列化がある．例えば N 体のエージェント
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