Abstract
Introduction
In recent years, bacterial foraging behaviors (i.e. bacterial chemotaxis) as a rich source of potential engineering applications and computational model have attracted more and more attentions. A few models have been developed to model the bacterial foraging behaviors and been applied for solving practical problems [1, 2] . Among them, Bacterial Foraging Optimization (BFO) is a population-based numerical optimization algorithm in the literature. Until date, BFO has been applied successfully to some engineering problems, such as optimal control [3] , harmonic estimation [4] , transmission loss reduction [5] and machine learning [6] , etc. However, experimentation with complex and multimodal benchmark functions reveal that the BFO algorithm possesses a poor convergence behavior compared to other nature-inspired algorithms and its performance also heavily decreases with the growth of the search space dimensionality. It should be noted that even the most successful natureinspired optimization techniques (e.g. Genetic Algorithm (GA) [7] and Particle Swarm Optimization (PSO) [8] ) are also sensitive to the increase of the problem complexity and dimensionality, due to their stochastic nature. Cooperative search is one of the solutions to this problem that have been extensively studied in the past decade. The basic approach involves having more than one search module running and exchanging information among each other in order to explore the search space more efficiently and reach better solutions [9] . In order to improve the BFO's performance on complex optimization problems, this paper applies cooperative search technique to the BFO and presents the Cooperative Bacterial Foraging Optimization (CBFO) algorithm. In order to evaluate the performance of the CBFO, extensive studies based on a set of 4 widely used benchmark functions have been carried out. For comparison purposes, we also implemented the original BFO, the standard PSO and the simple real-coded GA on these functions respectively. The simulation results are encouraging: the CBFO algorithm shows remarked performance improvement over the original BFO. The rest of the paper is organized as follows. In Section 2, we will give the briefly reviews of the bacterial chemotaxis and the original BFO algorithm. A discussion of the artificial bacterial behaviors in BFO model is also presented in this section. Section 3 summarizes the state of the art on the cooperative search methods. Then our Cooperative Bacterial Optimization algorithm will be introduced and its implementation details will be given in Section 4. Section 5 tests the algorithms on the benchmarks, and gives out the results. Finally, section 6 outlines the conclusions.
2.Bacterial

Foraging Optimization Algorithm
The motile bacteria such as E. coli and salmonella propel themselves by rotating their flagella. To move forward, the flagella counterclockwise rotate and the organism "swims" (or "runs"). While a clockwise rotation of the flagellum causes the bacterium randomly "tumble" itself in a new direction and then swim again (Adler, 1966) . Alternation between "swim" and "tumble" enable the bacterium search for nutrients in random directions. Swimming is more frequent as the bacterium approaches a nutrient gradient. Tumbling, hence direction changes, is more frequent as the bacterium moves away from some food to search for more. Basically, bacterial chemotaxis is a complex combination of swimming and tumbling that keeps bacteria in places of higher concentration of nutrients. It is can also be considered as the optimization process of the exploitation of known resources, and costly exploration for new, potentially more valuable resources.In what follows we briefly outline the original BFO algorithm step by step: [substep a] For i=1=1, 2,…, S, take a chemotactic step for bacterium i as follows.
[substep b] Compute fitness function, J (i,j,k,l).
[substep c] Let J last =J(i,j,k,l) to save this value since we may find better value via a run.
This results in a step of size C(i) in the direction of the tumble for bacterium i.
[
(i) Let m=0 (counter for swim length).
(ii) While m< N s (if has not climbed down too long)
• Let m=m+1.
. then anther step of size C(i) in this same direction will be taken as equation (1) and use the new generated
• Else let m= N s . be the health of the bacteria. Sort bacteria in order of ascending values (J health ).
[ 
Taxonomy of the Cooperative Search Algorithms
In this section we review the classification of cooperative search algorithms [10] , which can also be used to guide the readers in classifying the kind of algorithms we are dealing with in this work. In used in it, and the other is based on the level of space decomposition achieved by the cooperative system (see Fig.  1 ).The first taxonomy gives rise to four different categories:
Serial homogenous cooperation: this is concerned with having different instances of the same algorithms searching in a sequential manner. Each algorithm provides a partial solution to the problem. These partial solutions are used to provide a complete solution that is evaluated and used in subsequent runs. Parallel homogenous cooperation: this category involves having different instances of the same algorithm running in parallel and searching for a solution with the information passed between these algorithms. Serial heterogeneous cooperation: this class involves having different algorithms running in a pipeline fashion. The output of each algorithm supplied as an input to the next algorithm. Parallel heterogeneous cooperation: same as the second class but with different running algorithms. The second taxonomy gives rise to three different categories:
Implicit space decomposition: this category involves the decomposition of the search space between different algorithms, which refers to having different algorithms (or different instances of the same algorithm) looking for a solution and sharing useful information between them. Explicit space decomposition: in this class, each algorithm searches for a sub-solution in a different sub-space of the problem. That is, each algorithm provides a partial solution and these partial solutions are combined into the complete solution. This approach was originally introduced using genetic algorithms (Potter and Jong, 1994) and also applied to the original PSO algorithm (Bergh and Engelbrecht, 2004). Table I C(k+1) = C(k)/α; // α is user-defined constant.
End for
Hybrid approach: This class refers to the idea of having a cooperative system that employs both methods of space decomposition.
Furthermore, these types of cooperation are related to each other. For example, the explicit space decomposition class is similar to the homogeneous serial class in the first taxonomy.
4.
Cooperative
Bacterial Foraging Optimization(The CBFO-H Algorithm)
The CBFO-H Algorithm consists of two search stages working in a serial fashion. The first stage, which applied the original BFO model with a large run-length unit parameter C L , runs for a number of iterations to locate promising regions that including the global optimum. Then the algorithm passes the best found solutions to the next stage. The second stage reinitializes the bacteria colony in these best-so-far positions with a smaller run-length unit parameter C S . and applies the explicit space decomposition cooperative approach to the BFO. This approach relies on splitting the search space (n-dimensional vector) into n/2 subspaces (which is 2-dimensional vector), where each subspace is optimized by a separate bacteria colony. The overall solution is the vector combining the best bacterium of each colony. This algorithm works by sequentially passing over the colonies: to evolve all the bacteria in colony j, the other n/2-1 components in the overall solution are kept constant (with their values set to the global best bacteria from the other n/2-1 colonies); then the j th colony evolves and replace the j th component of the overall solution by its best bacterium. End for EVOLUTION: Evolution is added to run-length unit by:
If ( t mod β= 0) // β is userdefined constant.
C(t+1) = C(t)/α; // α is userdefined constant.
End if End for
The pseudocode of CBFO-H is described in Table II , where 
Experiments
This experiment runs 30 times respectively for BFO and CBFO-S on each benchmark function. The total numbers of chemotactic steps were set to be 1000 (i.e. N re = 5 and N ed = 2 for BFO; N p = 5 for CBFO-S). Table V , it is shown as 0 in the table. Fig. 4 shows the search progresses of the average values found by the two algorithms over 30 runs for functions f 1 ~ f 4 . From the results, we observe that CBFO-S achieved better results on all test problems than the original BFO. As we can see in Fig. 4 , under the influence of the serial heterogeneous cooperative approach: the bacteria colony starts exploring the search space at the primordial phase (in this way, the bacteria do not waste much time before finding the promising regions that contains the local optima because of the large runlength unit that encourages long-range search); in the succeeding phases, by refining the parameters C, the bacteria slow down near the optima to pursue the more and more precise solutions. 
Conclusions
This paper applied the cooperative approaches to the Bacterial Foraging Optimization (BFO) and proposed the Cooperative Bacterial Foraging Optimization (CBFO) model with two variants, namely CBFO-S and CBFO-H, which can be classified into the serial heterogeneous cooperation on the implicit space decomposition level and the serial heterogeneous cooperation on the hybrid space decomposition level respectively. These cooperative approaches used here resulted in a significant improvement in the performance of the original Bacterial Foraging Optimization algorithm in terms of convergence speed, accuracy and robustness. Four widely used benchmark functions have been used to test the CBFO algorithms in comparison with the original BFO, the stand PSO and the real-coded GA. The simulation results are encouraging: the CBFO-S and CBFO-H are definitely better than the original BFO for all the test functions and the CBFO-H appears to be comparable with the PSO and GA.
There are ways to improve our proposed algorithms. The further research efforts should focus on the tuning of the user-defined parameters for CBFO algorithms based on extensive evaluation on many benchmark functions and real-world problems. Moreover, the selfadaptive mechanisms for the parameters of CBFO may be worthy to undertake to obtain some additional improvements (e.g. which can remove the need of specifying a particular parameter setting of CBFO for a particular problem).
