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 Real world problems such as scientific, engineering, industrial problems are in 
the form of the multi-objective optimization problems. In order to achieve 
optimum solutions of such problems, multi-objective optimization algorithms 
are utilized. In this study, the problem is estimation of single-phase 
transformer parameters which is one of the engineering problems. This 
estimation is provided by artificial bee colony (ABC) algorithm. ABC is 
developed as a metaheuristic method and simulates foraging of bees. Since the 
problem is a multi-objective optimization problem, multi-objective ABC 
(MOABC) is proposed to estimate parameters in the study. This study aims to 
estimate equivalent circuit parameters using current and voltage values at any 
known load. Through algorithm, difference between actual and estimated 
parameter values that is the error has been tried to minimize. The successful 
results show that the proposed method can be used for a single-phase 
transformer parameters estimation. 
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1. Introduction 
Many engineering problems in the world have more than one objective. The main goal of the problems is to 
find optimum solutions for all objectives simultaneously. For this reason, the results are a set of optimum 
solution. In multi-objective problems (MOPs), problem solvers suggest this set of solutions to decision 
markers generally and decision makers decide an optimum solution from the set according to importance of 
the problem type. The set of optimum solutions is named as Pareto-optimal set [1]. Pareto-optimal set stores 
solutions which are not worse than each other. Namely, a Pareto-optimal solution is better than at least one of 
all objectives. These solutions are also named as non-dominated solutions [1]. This domination term is 
described as detailed in Section II. At this point, at the stage of proposing set of solutions, multi-objective 
optimization algorithms (MOAs) are utilized. In order to solve MOPs, proposed optimization algorithms are 
generally meta-heuristic algorithms. For instance, Multi-objective genetic algorithm is proposed to solve 
many MOPs such as flow shop scheduling [2] and fuzzy rule selection [3]. Multi-objective particle swarm 
optimization is also proposed to solve MOPs such as job-shop scheduling problem [4] and electromagnetic 
absorber design [5]. 
This study is focused on parameter estimation problem of a single-phase transformer being one of the 
engineering problems. Transformers are used as an electric machine to convert energy from one voltage to 
another voltage. In order to estimate transformer parameters, two experimental tests and some computations 
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are required. This study provides parameters without any experimental test using proposed method with 
known current and voltage values at any known load. 
So far, identification of the transformer parameter is realized as single optimization problem as [6], [7], [8]. 
However, in non-convex multi-objective optimization problems, results cannot be reached some optimum 
solutions when objectives of the problem are combined to do single objective problem [1]. Because of this 
reason, the transformer parameter estimation problem is solved as multi-objective optimization problem using 
Multi-Objective Artificial Bee Colony algorithm (MOABC) in this study. The algorithm is a population-based 
and stochastic optimization method. Foraging of real honey bees is simulated by the ABC. The original 
version of the ABC is for single optimization problems. Therefore, MOABC algorithm is utilized to identify 
transformer parameter being multi-objective problem.  
In this paper, firstly described multi-objective optimization problems; then MOABC algorithm is described in 
detail; then introduced the problem and implementation of the MOABC to the problem. Finally, reported 
experimental results and conclusion. 
2. MaterialandMethods 
2.1. Multi-ObjectiveOptimizationProblems 
MOPs involves more than one objective to find minimum or maximum solutions. In single objective 
optimization, there is sightful and only one purpose: to be minimized or maximized. On the contrary, in 
MOPs, there are conflicting objectives in some cases.  
General form of MOPs can be expressed as (1), (2) and (3); 
𝑥 = { 𝑥1, 𝑥2, … , 𝑥𝐷 } 
(1) 
Minimize or Maximize  𝑓(𝑥) = { 𝑓1(𝑥), 𝑓2(𝑥), … , 𝑓𝑚(𝑥) } (2) 
𝑠. 𝑡. 𝑔𝑝(𝑥) ≤ 0 ;    𝑝 = 1,2, … , 𝑃 
(3) ℎ𝑛(𝑥) = 0 ;  𝑛 = 1,2, … , 𝑁 
where 𝑥 is a solution vector, 𝐷 is dimension of the problem. Also, 𝑓(𝑥) is called objective vector, 𝑔 and ℎ 
functions are constraints of the problem. 
In MOPs, unlike single objective problems, the optimum solution is a solution set. Because, the solutions are 
trade-off and are known as Pareto-optimal set. This set refers to Pareto dominance [9], [10], [11]. The term of 
dominanceis frequently encountered term in MOPs. The states of dominance can be expressed by the 
following conditions [1]; 
 
If the solution 𝑥1 dominates 𝑥2, both case 1 and case 2 are verified; 
 
Case 1: The objective values (𝑓1 𝑎𝑛𝑑 𝑓2) are compared and the solution 𝑥1 is found no worse than the solution 
𝑥2 for all objective. 
 
Case 2: At least one objective, the solution 𝑥1 outperforms the solution 𝑥2. 
 
Ifthesolution𝑥1 dominates all other solutions in the population, it is called non-dominated solution. Desired of 
MOPs, the solution set consists of non-dominated solutions. Representing of Pareto-optimal set andconcept of 
dominanceareillustrated as Fig. 1 fortwoobjectives (𝑓1 𝑎𝑛𝑑 𝑓2) to be minimized [12]. 
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Figure 1. (a) Representing of Pareto-optimal set (b) Concept of Dominance 
Tofind optimal set of MOPs, thealgorithmshavesomemechanisms. Twoimportantparts of themareExternal 
Archive and Update External Archive. 
2.1.1. External Archive (EA) 
In MOPs, despite of the fact that more than one objective, the algorithms generate an optimal solution set. The 
set maintains non-dominated solutions. To store these solutions, external archive can be used as [13], [14]. 
The archive is initialized in the first phase. Then, objective values of the solutions are compared and non-
dominated solutions are stored in the EA. Also, EA is updated in every cycle. 
2.1.2. Update External Archive 
In every cycle, the EA is updated. In this paper, updating procedure is associated with domination procedure. 
Every solution in population of the algorithm is respectively compared with the EA solutions. The solution in 
the EA dominated by population member is removed from the archive, and the dominant solution of the 
population is added into the EA. Not only dominant solutions are added, but also non-dominated solutions in 
the population are joined into the EA. 
2.2. Multi-ObjectiveArtificialBeeColonyAlgorithm 
The basic artificial bee colony algorithm (ABC) has been proposed by Karaboga [15] in 2005. ABC is a 
nature-spired algorithm. In nature, honey bees search food sources and when they find any source, they share 
the knowledge about the source with the other bees by dancing. Inspired by this communication, ABC 
algorithm is developed. Employed, onlooker and scout bees are the types of artificial bee in the algorithm. 
Also, initially, the initial parameters of colony size, maximum cycle and limit value are set. Limit value is the 
abandonment value of the food source. Initial population is generated by randomly and other phases are 
follows; 
Employed bees: This type of bees calculates nectar amounts of the neighbor food sources. After comparing 
existing source and neighbor source, employed bees select the better source. 
Onlooker bees: Using the information about the quality of food sources, onlooker bees interpret the sources. 
Then, all onlooker bees choose a food source and are fed. 
Scout bees: In the ABC, employed bee turns into a scout bee when the food source is consumed (reaches the 
limit value). 
The basic form of the algorithm is introduced for single optimization problems. In this study, the optimization 
problem has three objectives to be minimized. Therefore, the focus of the study is multi-objective ABC 
(MOABC) algorithm.  
In MOABC, defining initial values of the food sources are the same with the basic ABC. It can be showed as 
(4); 
𝑥𝑖𝑗 = 𝑥𝑗
𝑚𝑖𝑛  + 𝑟𝑎𝑛𝑑(0,1)(𝑥𝑗
𝑚𝑎𝑥 − 𝑥𝑗
𝑚𝑖𝑛) (4) 
𝑋𝑖𝑗 is 𝑗. dimension of 𝑖. food source where 𝑖 = (1, … , 𝐹𝑁 (𝐹𝑜𝑜𝑑 𝑁𝑢𝑚𝑏𝑒𝑟)) and 𝑗 = (1, … , 𝐷(𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛)). 
The maximum and minimum bounds of the dimension is respectively 𝑥𝑗
𝑚𝑎𝑥, 𝑥𝑗
𝑚𝑖𝑛.  
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One of the most important modification in MOABC is to determine neighbor food source. In the algorithm, 
each employed bee, which performs this part, utilizes EA member specified randomly to optimize its solution. 
It can be defined the following equation (5); 
𝒗𝒊𝒋 = 𝒙𝒊𝒋  + 𝝓𝒊𝒋(𝒙𝒊𝒋 − 𝐄𝐱𝐀𝐫𝒌𝒋) (5) 
𝑉 is neighbor solution of 𝑋𝑖 and 𝑗 is the random parameter of 𝑋 food source, and 𝑘 is the random member of 
the EA. 𝜙𝑖𝑗 is a value between [-1,1].  Whenever the neighbor solution is determined, space bound is 
controlled. If a parameter exceeds the bounds, the parameter pulls the limits.  
After determining the parameters, fitness values for all objectives of the two solutions are compared. This 
process uses greedy selection mechanism. Namely, the solution dominating the other solution is selected. If 
the selected solution is neighbor solution, then the abandonment value of the source is reset. Vice versa, 
abandonment value of the source is incremented. Fitness value is determined as (6); 
𝒇𝒊𝒕𝒏𝒆𝒔𝒔𝒊 =  {
𝟏/(𝟏 + 𝒇𝒊 )                   , 𝒇𝒊 ≥ 𝟎
𝟏 + 𝒂𝒃𝒔(𝒇𝒊)                  , 𝒇𝒊 < 𝟎 
 (6) 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖 is fitness value of 𝑖. food source for minimization problems. If the problem is maximization, 𝑓𝑖 
denotes the fitness value. 
After employed bees, new tasks are realized by onlooker bees. The mission is to choose a food source to 
optimize the solution using tournament selection for each onlooker bee. In tournament selection, two random 
food source is chosen from the population and onlooker bee choses the solution has better fitness value, and 
the neighbor food source is determined as employed bee part. Then, greedy selection is applied in this part, 
too. Abandonment value is updated according to which source is selected. 
The last type of bee is scout bee. Scout bee part is completely as basic ABC. If a food source reaching the 
limit value, then the food source is exhausted. The parameters of the food source are randomly determined 
again and abandonment value is reset. 
After completing all bee parts, updating EA procedure occurs. Each bee in the population is compared with 
the EA members according to fitness values. If the solution 𝑥𝑖 dominates the member of EA, the EA member 
is removed and the solution 𝑥𝑖 is inserted into the EA. If the solution 𝑥𝑖 and EA member are non-dominated 
solutions, then the solution 𝑥𝑖 is inserted into the EA. 
Pseudocode of MOABC algorithm can be expressed as Fig. 2. 
 
Figure 2. Pseudocode of the MOABC algorithm 
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3. TransformerEquivalentCircuitAndParameterEstimation Using MOABC 
Transmission of electricalpowerfromtheplace of productiontootherregions is providedbyalternativecurrent. 
Duetothehighvoltage of thealternatingcurrentelectricalpower, transformersareused. A 
transformerprovidestotransformfromthehighvoltage of electricalpowertolowvoltageorviceversa. 
Whiledoingthistransformation, nochange in thefrequency. A transformerstructureconsists of 
twowindingbeingcalledprimaryandsecondarywinding. Thetransformers can be classified as single-
phaseandpoly-phasetransformers. Insingle-phasetransformers, primarywinding is 
forinputsignalwithsinglephase, andsecondarywinding can be oneormoreaccordingtoaim. On theotherhand, in 
poly-phasetransformers, number of primarywinding is twoormore, andsecondarywinding can be 
oneormoreaccordingtoaim. Poly-phasetransformersareoftenwrapped in threephases, andalsothisinformation 
can be found in detail in [16]. 
Inthisstudy, single-phasetransformersarefocuses on andtheequivalentcircuit of a single-phasetransformer is 
illustrated as Fig. 3. Whenestimation of thetransformerparameters is examined, twotestsarerequired: no-
loadandshortcircuitoperation. Thesetestsareexamined in detail in [16]. Owingtothisstudy, 
onlyfromcurrentandvoltage at anyknownload, thetransformerparametersareobtainedwithoutany test. 
Eachequation of transformerparameters is obtainedfromKirchhoff’scircuitlawsandtherebythreeobjectives of 
the problem areidentified. 
 
Figure 3. Equivalenttransformercircuitreferringtotheprimary 
whereRp is primarywindingresistance, Xp is primarywindingleakagereactance, Vp is primaryvoltage, Ip is 
primarycurrent, a is transformingratio, Rs is secondarywindingresistance, Xs is 
secondarywindingleakagereactance, Isissecondarycurrent, Vs is secondaryvoltage, Rc is resistance of 
coreandXm is magnetizingreactance in theFig. 2. 
𝐸𝑟𝑟1  =  | |𝐼𝑝|  −   𝐴𝑐𝑡𝐼𝑝| (7) 
𝐸𝑟𝑟2  =  | |𝐼𝑠|  −   𝐴𝑐𝑡𝐼𝑠| (8) 
𝐸𝑟𝑟3  =  | |𝑉𝑠|  −   𝐴𝑐𝑡𝑉𝑠| (9) 
where Err1 is theerror of theIp, Err2is theerror of the Is’(Is/a), Err3is theerror of theVs’(aVs). Ip, Is 
andVsareobtainedbyKirchhoffCircuitLaws.  
Inthisstage, MOABC createsrandomlyinitialparameterswhich of Rp, Xp, Rs’(a2Rs), Xs’(a2Xs), 
RcandXmandcalculatesfitnessvalues of theobjectivesbenefitingfromtheparameters. Then, non-
dominatedsolutionsarestored in the EA. Whilestoppingcriteria is not met, eachbeetriestoimprovethesolutions. 
Whenreachingstoopingcriteria, MOABC determinesPareto-optimal solutions of the problem in thearchive. 
AccordingtotheEuclidiandistancemethod, thebestsolution is selectedthroughthe EA members. Finding 
minimum solution in the EA is associatedwithparameters of the problem. 
4. ExperimentalResults 
MOABC is used to estimate transformer parameters according to current and voltage at any known load in 
this study. The performance of the MOABC is investigated in two different load. 
In Case I, the transformer parameters (Rp, Xp, Rs’, Xs’, Rc and Xm) are determined using MOABC at a ZL1 load 
(ZL1=50+i30). Actual data can be obtained by experimental tests which are no-load and short-circuit 
operation. This study assumes that the actual parameters are already known. Then, current and voltage (Ip, 
Is’and Vs’) are calculated according to estimated parameters. Actual data, estimated data and error rate are 
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showed in Table I. The results show that proposed method is very satisfied for estimation parameters of the 
single-phase transformer. 
This study is for estimation of the parameters even if at different load operations. Therefore, the results are 
demonstrated at the another ZL2 load (ZL2=22.3607) in Case II as Table II.The results show again superior 
performance of MOABC algorithm to estimate same parameters at another load. 
 
Table 1. Case I: EstimatedParameters of theSingle-PhaseTransformerobtainedby MOABC algorithm at ZL1 
load. 
Parameters and 
Transformer Data 
Actual Data  
Estimated Data by 
MOABC 
Error (%) 
Rp () 1 1.054 -5.4 
Xp () 2 1.978 1.1 
Rs’ () 1.4 1.433 -2.36 
Xs’ () 1.8 1.870 -3.89 
Rc () 6400 6339.49 0.95 
Xm () 1100 1092.50 0.68 
Ip (A) 3.65 3.6500 0 
Is’ (A) 3.50 3.6279 -3.65 
Vs’ (V) 205.37 211.42 -2.95 
 
Table 2.Case II: EstimatedParametersobtainedby MOABC at ZL2load. 
Parameters and 
Transformer Data 
Actual Data  
Estimated Data 
by MOABC 
Error (%) 
Rp () 1 1.2320 -23.2 
Xp () 2 2.1693 -8.47 
Rs’ () 1.4 1.1617 17.02 
Xs’ () 1.8 1.6326 9.3 
Rc () 6400 6442.27 -0.66 
Xm () 1100 1088.43 1.05 
Ip (A) 8.47 8.4648 0.06 
Is’ (A) 8.45 8.4514 -0.02 
Vs’ (V) 202.27 202.33 -0.03 
5. Conclusion 
This paper is focused on MOABC algorithm to estimate single-phase transformer parameters via current and 
voltage values at any known load. ABC algorithm simulates honey bee behavior. The reason for choosing this 
algorithm is simple implementation and minimum control parameters. In optimization process, the algorithm 
tries to minimize error between actual and estimated data. Proposed MOABC uses Pareto-optimality concept 
to achieve optimum solutions of the problem. Through the non-dominated solutions, one optimum solution is 
selected using Euclidian distance method. The results of the proposed method show that using MOABC 
algorithm to estimate transformer equivalent circuit parameters very satisfactory results is obtained. 
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