Introduction
In this paper we study the existence of periodic solutions for Hamiltonian systems of ordinary differential equations i = J(H(z,t) + f(t)) (0.1) where H : R 2 , x R -R and f : R --R 2 n. Here z = (p, q) E R 2 n, 'denotes derivative with respect to t, H is the partial derivative of H with respect to z and j= (, 0-I is the standard symplectic form in R 2 . We consider the following basic hypotheses on H and f
(HO) H is of class C1, (H1) H(p, q, t) = H(p, q, t + 2;r) V(p, q) C R 2 ., Vt e R.
(fO) f is continuous, and
(fl) f (t) = f (t + 2r) Vt ER.
In the study of equation (0.1) the assumption that H is superquadratic has been considered by many authors. This condition is usually expressed in the following form (S) There are constants p > 2, r > 0 such that
O < pH(z,t) < z. H,(z,t) VzER 2 "
, Iz I> r, Vt E R.
Here, and in the rest of the paper, • denotes the usual inner product in R 2" and its associated norm.
There has been a considerable amount of work in the study of periodic solutions of (0.1) and variations under condition (S). See, for example [16] , [18] , [2] , [1] and [12] . Foro t We also mention the recent book by Mawhin and Willem [14] where the reader can find an extensive bibliography.
In this work we assume that the Hamiltonian H satisfies the following periodicity on condition on the q-variables INf N I w L N We call such an H a spatially periodic Hamiltonian. Under hypothesis (H2), condition (S) cannot longer be true. Instead, we assume a version of (S) for the variables p (H3) There are constants 1A > 1, r > 0 such that O<pH(p,q,t)<p. Hp(p,q,t) VIpJ!r, VqER", Vt E R.
We note that we only require pt > 1, i.e. the Hamiltonian has to be superlinear in the variable p.
To begin we will consider the case of the function f being identically zero. Then the system Z = JH (z,t) (0.2) possesses at least n + 1 2ir-periodic solutions.
Strengthening hypothesis (114) we can also treat the case of a forced Hamiltonian.
Set f(t) = (fp(t), fq(t)) and consider

(f2) f2fq(t),dt = o.
We will prove the following theorem. Remark 0.1 By replacing 27r by any T > 0 we obtain the corresponding results for T-periodic solutions for (0.1) and (0.2). We can also generalize (H2) by assuming that H has a different period for each component of q. Equation (0.1), under spatially periodic assumptions has been studied by several authors. However in all cases the growth of the Hamiltonian is assumed to be at most quadratic. When
Theorem 0.2 Suppose f satisfies (f) -(f2) and H satisfies (HO)
with L(q,t) an n x n symmetric matrix, H satisfying (HO), (H1) and (H2), and f = (0, fq) satisfying (fM), (fl) and (f2), Rabinowitz in [201 showed the existence of at least n + 1 2r-periodic solutions for (0.1). See also results of Fonda and Mawhin [9] , Liu [13] , where V is assumed periodic only in some of the variables. In [131 some resonant problems are also considered. If H(p,q,t) satisfies (H0), (H1) and (H2) and also
and H is of class C 2 , f = 0 the existence of at least 2n + 1 2ir-periodic solutions for (0.1), was proved by Conley and Zehnder [5] . Another proof was given by Chang [3] .
Assuming that H is only C', Liu [13] and Szulkin [23] obtained the same conclusion. When
with A an n x n symmetric matrix, satisfies (HO), (H1) and (H2), and G,, is bounded, Chang [4] showed the existence of at least n + 1 27r-periodic solutions of (0.1). See also Fonda and Mawhin [9] . In [4] , some intermediate situations, assuming that H is periodic only in some of the variables q and some resonant problems are considered. In [131 and [23] similar results where obtained assuming that G is only C'. We also mention the work of Josellis [11] for related results.
The proof of Theorems 0.1 and 0.2 is based on a generalization of the Saddle Point Theorem of Rabinowitz [17] . We consider a functional I : E x M ) R of class C', where E is a Hilbert space and M is a compact manifold. Assuming that I satisfies a saddle point condition on E, uniformly on M, we prove that I possesses at least cd(M) + 1 critical points, where cl(M) denotes the cup length of the manifold M. This generalization of the Saddle Point Theorem was proved recently by Liu [13] using a notion of pseudo-category and a Galerkin approximation. Our version of the theorem considers slightly different hypotheses and the proof proceeds in a more standard way. The key ingredient in the proof is an intersection result we prove in Appendix A.
This paper is organized in 3 sections and 2 appendices. In Section 1 we prove some Saddle Point type theorems that we will use in the applications. In Section 2 we begin the proof of Theorems 0.1 and 0.2 by introducing the framework in which we study the problem. We introduce several splittings of the Sobolev space of interest and also we prove some estimates for various norms in the subspaces introduced. In Section 3 we prove Theorems 0.1 and 0.2 by verifying the hypothesis of the Saddle Point type theorems proved in Section 1. Appendix A is devoted to the proof of an intersection lemma. Appendix B has some remarks about the deformation Lemma.
The author wants to thank Professor Paul Rabinowitz for his valuable help, encouragement and suggestions. He also wants to thank Professor Edward Fadell for many conversations.
Saddle Point Type Theorems
In this section we prove a saddle point type theorem for functionals defined in E x M, where E is a Hilbert space and M is a compact manifold. When M reduces to a point our theorem becomes the Saddle Point Theorem of Rabinowitz [17] and [2] .
We assume that E has a splitting E = X D Y with X # {0}. The subspaces X and Y are not necessarily orthogonal and both of them can be infinite dimensional. Let jj denotes the norm in E and let We consider a functional I : E x M -R R of class C 1 having the following structure
where < .,.> denotes the inner product in E, and
is compact in the sense that Vb(B x M) is precompact whenever B C E is bounded. Here Vb represents the partial gradient of b with respect to z E E, and (13) The subspace X is invariant for the linear operator L.
We will also need some compactness for the functional I as expressed via the PalaisSmale condition:
possesses a convergent subsequence.
Here we denote by dI the differential of I. Our saddle point type theorem is a multiplicity result expressed in terms of a topological invariant of the manifold M, namely the cup length. Let Z be a topological space. Let us consider ft*(Z), the Alexander-Spanier (A.S.) cohomology of Z with coefficients in R, and let us denote by ,-the cup product in f/*(Z). See Spanier [22] for definition and properties of A.S. cohomology theory. The proof of this theorem goes in the standard way. We start by defining certain classes of functions and sets.
A function h belongs to the class F if it satisfies the following conditions:
is continuous, and h(t,.,.) is a homeomorphism for every
R is continuous and it maps bounded sets into bounded sets.
Here PE denotes the projection from E x M onto E. We note that the class F is not empty because h(t, z, 0) -(z, 0) belongs to F. Also the composition of two functions in F belongs to F as can be easily seen. Now, for every k = 1,2,... ,m, with m = ce(M) + 1, we define a class of sets Ak.
A set A belongs to the class Ak if it satisfies:
Here cat denotes the Ljusternik Schnirelmann (L.S.) category. We refer the reader to [21] for its definition and its basic properties that we will use later. The classes of sets Ak that we have defined are clearly not empty since Am contains Q x M. Also they are ordered by inclusion
The following intersection lemma is a key ingredient in our proof. We delay its proof to Appendix A.
Lemma 1.1 (Intersection Lemma) If h E 1' and we define
In what follows we will use the following notation. For c E R we set
Proof of Theorem 1.1. We define the following values
By (14) (iii) the values ck are bounded from above. On the other hand, if A E Ak,
by (14) (ii), the numbers ck are bounded from below by fl. Then, taking in account the ordering in the sets Ak, we have that
Let us show now that each value Ck is a critical value of the functional I. We write c = ck. Let us assume that K, = 0 and define =
-a). From the Deformation
Lemma (Appendix B), we get 0 < F < E and r7. Choose A E Ak, such that
We claim that 77(1, A) E Ak. In fact, noting that from (14) (i) we have that for every
by the Deformation Lemma, (dO), (d2) and (d6), we conclude that 77 E r. If h E r is 
) is a homeomorphism, by the invariance and monotonicity properties of L.S. category we have
which implies
A= h-(1,Q x M ,(KU')) E Ak and AC I,+,, U.
Then, arguing as before we have 77(1, A) E Ak, and by the Deformation Lemma
contradicting the definition of c.O1 In our applications we will need a variation of Theorem 1.1 we consider next. Let G : E ) E be a homeomorphism satisfying
Theorem 1.2 Let I: E x M -
R be a C 1 functional satisfying the P.S. condition. Suppose that I also satisfies (I), (12) , (3) and there is a homeomorphism G in E satisfying (gl) and (g2) for which (14' ) There are constants a < P such that (i)
There is a constant -y such that
Then I possesses at least ct(M) + 1 critical points with critical values greater than or equal to 83.
Proof. The proof follows the same lines as that of Theorem 1.1. Only the Intersection Lemma changes. We need to obtain an estimate on the category of the set
Then by (g2) we see that
Now we are in the same situation we were in Theorem 1.1.0 2 Application to spatially periodic Hamiltonian systems. Preliminaries
Our goal is to apply the Saddle Point type theorems proved in Section 1 to the study of periodic solutions of spatially periodic Hamiltonian system. In this section we set up the basic framework in which we treat the problem. We consider the Hilbert space Both A and B can be extended continuously to the whole space E, and the bilinear form B induces a linear, bounded selfadjoint, operator L : 6 --, E defined by 
The following proposition gives the relation between the critical points of I and the solution of (0.1).See [19] .
Proposition 2.1 z E C is a critical point of I if and only if z is 2r-periodic, continuously differentiable and it satisfies = J(H.(z,t) + f). (2.6)
We devote the rest of the section to defining some splittings of S and to obtaining some estimates involving the norms of various subspaces of S. Let us consider first the usual decomposition of C. Let {ej,. .. e 2 ,} be the canonical basis of R 2 and define the following subspaces
Then we have the decomposition: S = E + ( E-( E 0 . We observe that A is positive over E+, negative over E-and it vanishes over E°. Moreover an equivalent and more convenient norm on C is defined by
(2.7)
where z = z + z -+ zo, z + E E+, z -E E-and zo E E 0 , and j ] denotes the usual norm in R 2 . We will consider also the space LO E LO'(Sl, R 2' ) for o" > 1. Clearly the following decomposition of £ holds C = Ep E Eq E E°. In our applications we will need another decomposition of E, namely
(2.9)
By analyzing the Fourier series of elements in E it is easy to see that (2.9) holds. We define X =E-E , Y = Eq and E = XE Y. 
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Since, z(t) E {0} x W' and i(t) E R" x {O} we easily see that B, (3.1) the Hamiltonian )' -,atisfies the growth condition (G), and assuming (fO) and (fl) we can define th, funct unal I as in (2.5).
We can define a Zn-action on E by the following formula mz=(p,q+m), Me Z", z = (p,q) E. ( 
3.3)
If we consider £ = E e E0, we easily see that £/Z" -E x T", where T n denotes the n-dimensional torus. Because of (H2), (f2) and the definition of A, we see that I(mz) = I(z) Vm E Zn h , Vz E E so that I is Zn-invariant and then we can define I on ExTn. If (w,) E E x T" we see that
where b(w, 0) is given by
Here, and also in the future, we identify (w,0) with z(t) = w(t) + qo where qo is a representative of the class 0.
In E, we consider the splitting E = X E Y, where X = E-q E and Y = Eq. Then one can see that X is an invariant subspace for L. This observation and the discussion given above prove the following lemma.
Lemma 3.1 The functional I : E x Tn -R satisfies hypothesis (I0)-(12). If the space E is decomposed as above, then I also satisfies (13).
We show next that the functional I satisfies the P.S. condition. (14) is satisfied.
Proof of Theorem 0.1. Since we are only assuming (H4), the functional (2.4) may not be defined on all of E. Using a procedure employed by Rabinowitz, we will define a modified Hamiltonian that satisfies (H4') and then show that the solutions obtained for this modified problem are indeed solutions of the original problem.
Let K > 0 and x E C'(R+,R+) such that X(y) = 1 if 0 < y < K, X(y) = 0 if y>!K+1andx'(y)<0forK<y<K+1. We define (1 -x(I p 1) Certainly HK satisfies (HO), (Hi) and (H2) and it is not hard to check that it also satisfies (H3). Note that the inequality (3.2) still holds for HK with a 3 and a 4 independent of K if K is large. We also see that for some constants the following inequalities hold From (3.20) and (H4) we see that (H4') is satisfied. Therefore the functional
HK(p,q,t) = X(I p J)H(p,q,t) +
is well defined in £, it is of class C 1 , and by Lemmas 3.1 and 3.2, it satisfies (I1)- (13) 
(3.25)
Note that b 6 and b 7 are independent of K. From (3.25) follows the existence of a constant c such that IK() 5 c Vz-+ po E E-6 E°, (3.26) and there exists R > 0 so that for
Inequality (3.23) still holds if we change z by z + qo, where qo r E°.The same is true for inequalities (3.26) and (3.27). Then we see that hypothesis (14) of Theorem 1.1 is satisfied. It is well known the cup length of the n-dimensional torus Tn is n, see for example [21] . Consequently, from Theorem 1.1, IK possesses at least n + 1 critical points. We show next that the critical points of IK obtained by the minimax method of Theorem 1.1 are bounded independent of K. Let (wK, OK) E E x T ' be a critical point obtained from Theorem 1. 
IzI-+pOlII<R
where, as we noted earlier c is independent of K. Letting q% be a representative of OK and decomposing WK = PK + qg we have from (113) and (3.2) that c> (1 --)/(a3 11 P III -27ra4), 
Then there exists a continuous function a : R + Proof of Theorem 0.2. Since H satisfies (HO)-(H3) and (H4'), from Lemma 3.1 and 3.2, the functional
defined in E x Tn satisfies the hypothesis (I1)- (13) of Theorem 1.2. Now we prove it also satisfies (14') for a certain G. Since H satisfies (H4'), after integrating we obtain constants c 4 , cS H(p,q,t) <_ c 4 I p J"+1 +cs (3.36) and then, perhaps with a different constant c 6 H(p,q,t) < c4 J P-I +c 6 (3.37)
with -' > 2. We consider as before the splitting E = X ( Y. We consider z E E decomposed as
Since E also admits the splitting E = E + ED E-ED EO, every q E Y can be decomposed as q=q++q-, q+EE + , q-EE-.
We define G: E -i. E as G(z) = z-+ p 0 + q+ -( I q 11,)q-where d is the function defined in Lemma 3.3. It is easy to check that G is a homeomorphism by giving an explicit formula for G 1 .
From the definition of G, it is clear that for every x = x-+ po E X, G(x) = x. Thus (gl) is true. In order to check (g2), let us consider Px and Py, the projections onto X and Y induced by the splitting E = X (D Y, and PE-the projection onto E-induced by the splitting E = E + E E-E) E°. Let h E F, where r is the class of functions defined in Section 1. Then
Since a is a bounded function and P o Px is continuous
is compact, so that (g2) is satisfied.
Now we study hypothesis (14'). First consider I over G(Y). Let q E Y, and z = G(q).
By the definition of G, z = q+ + aq-, where q = q+ + q-, q+ E E + , q-E Eand a = (I q 111'). By Lemma 2.1, and (2.8) we have We note that 4 E Ep. Hence if Pp denotes the projection onto E induced by the splitting E = E, E Eq, and using (2.16) Recalling that a = 5 (11 q 11,) , and taking A =11 q 1I., Lemma 3.3 yields the existence of a constant 8 so that
We consider now I over X =E-E EO. Let X E E-E EPO with x = x-+ po, x-E E-, pO E E. Then This Appendix is devoted to the proof of the Intersection Lemma. This lemma can be proved by studying a more general problem having to do with the continuation of solutions of certain equations.
Let us consider a Hilbert space X and let Q = {x E X / 1 x 11:5 R} where R> 0 and 1I -11 denotes the norm in X. Let M be a compact manifold and let us assume we have a homotopy
satisfying the following conditions:
We consider the projection g : Q x M ) M, and we abuse notation by denoting also by g several of its restrictions. We define the set
then we have the following proposition Here /:* denotes the A.S. cohomology.
Remark 4.1 The set
is exactly {0} x M. Thus g : So -) M induces an isomorphism in cohomology. The hypothesis on the homotopy H allow us to continue So to S without losing the fact that g induces a monomorphism.
Proof. We start noting that the set S is a compact subset of Q x M. Hence by the continuity property of A.S. cohomology ft*(S) = lirn ft*(V), where the direct limit is taken over all neighborhoods of S in Q x M. Since M is a compact manifold, its cohomology ring is finitely generated. Consequently in order to prove the proposition, it is enough to show that g by the basic relation between cross product and cup product in cohomology. Since h is a monomorphism, from (4.3) it follows that g* is a monomorphism, and so the proof is complete. 0 Now we can prove the Intersection Lemma. We will need to introduce the cup length of a subspace of a topological space. The following proposition relates the cup length with the L.S. category. The proof of this proposition can be obtained by modifying appropriately the arguments given in [21] to prove the case A = Y. For a proof in details see [8] . 
