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A B S T R A C T
Image restoration is a critical preprocessing step in computer vi-sion, producing images with reduced noise, blur, and pixel defects.
This enables precise higher-level reasoning as to the scene content in
later stages of the vision pipeline (e.g., object segmentation, detection,
recognition, and tracking). Restoration techniques have found exten-
sive usage in a broad range of applications from industry, medicine,
astronomy, biology, and photography. The recovery of high-grade re-
sults requires models of the image degradation process, giving rise
to a class of often heavily underconstrained, inverse problems. A fur-
ther challenge specific to the problem of blur removal is noise ampli-
fication, which may cause strong distortion by ringing artifacts. This
dissertation presents new insights and problem solving procedures
for three areas of image restoration, namely (1) model foundations,
(2) Bayesian inference for high-order Markov random fields (MRFs),
and (3) blind image deblurring (deconvolution).
As basic research on model foundations, we contribute to reconcil-
ing the perceived differences between probabilistic MRFs on the one
hand, and deterministic variational models on the other. To do so, we
restrict the variational functional to locally supported finite elements
(FE) and integrate over the domain. This yields a sum of terms de-
pending locally on FE basis coefficients, and by identifying the latter
with pixels, the terms resolve to MRF potential functions. In contrast
with previous literature, we place special emphasis on robust regu-
larizers used commonly in contemporary computer vision. Moreover,
we draw samples from the derived models to further demonstrate the
probabilistic connection.
Another focal issue is a class of high-order Field of Experts MRFs
which are learned generatively from natural image data and yield
best quantitative results under Bayesian estimation. This involves min-
imizing an integral expression, which has no closed form solution in
general. However, the MRF class under study has Gaussian mixture
potentials, permitting expansion by indicator variables as a techni-
cal measure. As approximate inference method, we study Gibbs sam-
pling in the context of non-blind deblurring and obtain excellent re-
sults, yet at the cost of high computing effort. In reaction to this, we
turn to the mean field algorithm, and show that it scales quadrati-
cally in the clique size for a standard restoration setting with linear
degradation model. An empirical study of mean field over several
restoration scenarios confirms advantageous properties with regard
to both image quality and computational runtime.
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This dissertation further examines the problem of blind deconvo-
lution, beginning with localized blur from fast moving objects in the
scene, or from camera defocus. Forgoing dedicated hardware or user
labels, we rely only on the image as input and introduce a latent vari-
able model to explain the non-uniform blur. The inference procedure
estimates freely varying kernels and we demonstrate its generality by
extensive experiments.
We further present a discriminative method for blind removal of
camera shake. In particular, we interleave discriminative non-blind
deconvolution steps with kernel estimation and leverage the error
cancellation effects of the Regression Tree Field model to attain a de-
blurring process with tightly linked sequential stages.
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Z U S A M M E N FA S S U N G
Bildwiederherstellung ist ein entscheidender Vorverarbeitungs-schritt im maschinellen Sehen (Computer Vision), welcher Bilder
mit weniger Rauschen, Unschärfe und Pixelfehlern erzeugt. Dies er-
möglicht es, präzise Folgerungen über den Bildinhalt auf einer hö-
heren Abstraktionsebene in den späteren Stadien der Vision-Bearbei-
tungskette zu ziehen (z.B. Objektsegmentierung, -detektion, -erken-
nung und -verfolgung). Bildwiederherstellungstechniken haben um-
fangreiche Verwendung in einer breiten Auswahl von Anwendungen
aus Industrie, Medizin, Astronomie, Biologie und Fotografie gefun-
den. Die Berechnung von hochwertigen Ergebnissen erfordert Model-
le des Bildverschlechterungsprozesses, die zu einer Klasse von oft
stark unterbestimmten, inversen Problemen führen. Eine weitere, für
die Entfernung von Unschärfe spezifische Herausforderung, ist die
Verstärkung des Rauschens, welche eine schwere Verzerrung durch
Wellenartefakte verursachen kann. Die vorliegende Dissertation prä-
sentiert neue Erkenntnisse und Problemlösungsverfahren für drei Be-
reiche der Bildwiederherstellung, nämlich (1) Modellgrundlagen, (2)
Bayessche Inferenz für Markov Random Fields (MRFs) mit hoher Cli-
quengröße und (3) blinde Bildschärfung (Dekonvolution).
Als Basisforschung zu Modellgrundlagen tragen wir dazu bei, die
Unterschiede in der Wahrnehmung von probabilistischen MRFs ei-
nerseits und deterministischen Variationsmodellen andererseits aus-
zugleichen. Dazu beschränken wir das Variationsfunktional auf Fini-
te Elemente (FE) mit lokalem Träger und integrieren über den De-
finitionsbereich. Dies ergibt eine Summe von Termen, die lokal von
FE-Basiskoeffizienten abhängen, und indem wir die letzteren mit Pi-
xeln gleichsetzen, lösen sich die Terme zu MRF-Potentialfunktionen
auf. Im Gegensatz zur bisherigen Literatur legen wir eine besonde-
re Betonung auf robuste Regularisierungsfunktionen, die in der zeit-
genössischen Computer Vision üblich sind. Außerdem erzeugen wir
Zufallsstichproben aus den abgeleiteten Modellen, um die probabilis-
tische Verbindung weiter zu belegen.
Ein weiteres Schwerpunktthema ist eine Klasse von Field of Ex-
perts MRFs mit hoher Cliquengröße, welche generativ aus natürli-
chen Bilddaten gelernt sind und quantitativ beste Ergebnisse unter
Bayes-Schätzung liefern. Dies beinhaltet die Minimierung eines Inte-
gralausdrucks, wozu i.A. keine geschlossene Lösung existiert. Aller-
dings hat die betrachtete Klasse von MRFs Gaussian Mixture Poten-
tiale, welche eine Erweiterung durch Indikatorvariablen als techni-
sche Maßnahme zulassen. Als approximative Inferenzmethode unter-
suchen wir Gibbs-Sampling im Kontext nicht-blinder Dekonvolution
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und erhalten exzellente Resultate, jedoch auf Kosten eines hohen Re-
chenaufwands. Als Reaktion darauf wenden wir uns dem Mean Field
Algorithmus zu und zeigen, dass dieser quadratisch in der Cliquen-
größe skaliert, falls eine in der Bildwiederherstellung übliche Formu-
lierung mit linearem Verschlechterungsmodell zu Grunde liegt. Eine
empirische Studie der Mean Field Methode über mehrere Wiederher-
stellungsszenarien bestätigt die vorteilhaften Eigenschaften in Bezug
auf sowohl Bildqualität als auch Rechenzeit.
In dieser Dissertation wird zudem das Problem der blinden De-
konvolution untersucht, beginnend mit lokaler Unschärfe, die durch
schnell bewegte Objekte in der Szene, oder durch begrenzte Schärfen-
tiefe verursacht wird. Dabei verzichten wir auf dedizierte Hardware
oder Markierungen des Anwenders, verwenden nur das Bild als Ein-
gabe und führen ein mit latenten Variablen versehenes Modell ein,
um die nicht einheitliche Unschärfe zu erklären. Der Inferenzprozess
schätzt frei variierende Faltungskerne, und wir belegen dessen allge-
meine Anwendbarkeit durch umfangreiche Experimente.
Außerdem präsentieren wir eine diskriminative Methode zur blin-
den Entfernung von Verwacklungsunschärfe. Insbesondere verzah-
nen wir diskriminative, nicht-blinde Dekonvolutionsschritte mit Fal-
tungskernschätzung und setzen die Fehler ausgleichende Wirkung
des Regression Tree Field Modells ein, um einen Dekonvolutionspro-
zess mit eng verknüpften, sequentiellen Stufen zu gewinnen.
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With 77% of Americans owning a smartphone in early 2017 (PewResearch Center, 2017), mobile phone cameras are ubiquitous.
Their popularity lies partly rooted in being easily available to capture
the spontaneous moment, while permanent connectivity paired with
social networking applications allows to immediately share photos
and engage with a broad online community. In fact, smartphones are
the most popular cameras on the photo sharing application Flickr
(Flickr, 2017). However, mobile phone imagery is often damaged by
displeasing blur and noise artifacts. One reason is that mobile phones
are frequently challenging to hold steady while tapping to focus and
activating the shutter release. Additionally, the camera lens is easily
smudged by fingerprints or dust, causing image details to smear and
lose clarity.
Nevertheless, the more computers “weave themselves into the fabric
of everyday life” (Weiser, 1991), the more processing power to recover
from imaging errors is at our immediate disposal (e.g., smartphones
have adequate processors and memory for many applications). The
rapid rise of cloud computing1 also gives access to vast internet-based
computing resources, which constantly scale to meet changing de-
mands. Moreover, there is an unprecedented volume of data available
over the internet for the training and evaluation of image enhance-
ment algorithms. E.g., in 2016, more than 1.5 million photos were
uploaded to Flickr every day on average (Michel, 2017).
In a parallel development, many businesses and industries are be-
coming increasingly software-oriented, while cameras are manufac-
tured as ever more sophisticated tools, e.g., being 3D-printed to such
a miniature scale they can be injected by a syringe (Gissibl et al., 2016).
Against this technological backdrop, we specify the following, main
topical focus of this dissertation.
1 Amazon cloud computing reports rises in sales of 55%, 70%, and 49% in 2016, 2015,
and 2014 (Amazon.com, Inc., 2017).
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1.1 problem statement
The goal of computer vision is to draw information from images auto-
matically. As stated by Horn (1986), “A machine vision system analyzes
images and produces descriptions of what is imaged.” Unsurprisingly, the
performance of such systems depends substantially on the quality of
the input images: The sharper and clearer they are, the easier it is to
make inferences regarding their content. For example, removing blur
may significantly enhance face recognition (Nishiyama et al., 2011).
Correspondingly, image restoration is the subdiscipline of computer
vision concerned with recovering a clean image from one corrupted
by noise, blur or defective pixels. This dissertation addresses several
problems in modeling and inference for image restoration, with im-
age deblurring2 as a main underlying theme.
1.2 motivation
Digital image enhancement is of fundamental importance for indus-
try and the sciences, while playing a central role in the art of photog-
raphy. In the following, we present a diverse list of applications.
industry. In photogrammetry as well as for the aerial inspection
of essential civil infrastructures such as power lines, cooling tow-
ers, bridges, train tracks, and pipelines, the use of unmanned aerial
vehicles (UAVs) can lead to blurred imagery due to the motion of
the drone, especially in cases of sudden turbulences or high wind
speeds. Additional processing to recover image details may be re-
quired (Hammer et al., 2007; Sieberth et al., 2014). Image enhance-
ment is also relevant for quality control of moving parts on a con-
veyor belt, e.g., in the context of automatically inspecting food prod-
ucts such as fruits, vegetables, and grains (Brosnan and Sun, 2004;
Topalova and Tzokev, 2010). Another industrial area to benefit from
modeling image degradation is visual tracking, where low-quality,
motion blurred video frames occur frequently and need to be pro-
cessed robustly (Bascle et al., 1996; Jin et al., 2005; Wu et al., 2011).
The accuracy of biometric systems such as face or iris recognition
can also be improved by careful consideration or outright removal of
camera defocus (Kang and Park, 2007; Ahonen et al., 2008; Nishiyama
et al., 2011).
medicine . Medical data originating e.g. from magnetic resonance
imaging (MRI), computed tomography (CT) scans or ultrasound imag-
ing contain random noise arising from the respective physical pro-
cedures leading to image acquisition. As such random fluctuations
2 Throughout this thesis, the terms “deblurring” and “deconvolution” are used inter-
changeably.
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adversely affect further processing steps for diagnostic analysis such
as segmentation of salient image structures, noise removal is an essen-
tial technological component (Manjón et al., 2008; Li et al., 2014). In
addition, we note that for MRI, object motion including the heart beat
can cause images to be damaged by blur in a locally restricted area
(Hirsch et al., 2010). To give another, more specific example, blind
deblurring of CT scans permits to recover fine details of the tempo-
ral bone, which is the part of the human skull supporting the inner
ear structure. This facilitates the preoperative planning of cochlear
implants to counteract severe hearing impairment (Jiang et al., 2003).
Moreover, liquid lens cameras have properties such as reduced vol-
ume and absence of moving parts which make them relevant to la-
paroscopic surgery, a minimally invasive technique requiring only
small incisions for the insertion of surgical instruments including a
fiber optic camera. Tzeng et al. (2010) enhance the resulting images,
which are distorted by the chromatic aberration of unfocused red and
blue color channels.
astronomy. Astronomical images are degraded by the Earth’s at-
mospheric turbulence, which leads to refractive index fluctuations
along the optical path and causes non-stationary blur in the sense that
it changes temporally and spatially across the image plane. The estab-
lished technique of lucky imaging consists of taking many images of
very short exposures in an attempt to capture near-static atmospheric
conditions and then combining the best images to one (Tubbs, 2003).
Recent blind deblurring approaches for this task also demonstrate
high performance (Harmeling et al., 2009; Hirsch et al., 2010; Zhu and
Milanfar, 2013). Furthermore, the particular statistics of astronomical
images motivate custom noise removal techniques (Burger et al., 2011;
Beckouche et al., 2013).
biology. Fluorescence microscopy is an important tool for biolog-
ical analysis due to the detailed and accurate 3D images of cellular
structures it produces. Thereby, the sample under study is stained
with chemicals if it is not of naturally fluorescing material. Subse-
quently exciting the specimen by illumination causes it to emit light
which is filtered and captured by the imaging system. Different focal
calibrations of the microscope yield 2D sample slices situated at vary-
ing depths. However, a significant source of image degradation is the
light emitted by out-of-focus planes, which causes sample-specific dis-
tortion. Specialized image restoration techniques nonetheless permit
to recover intricate cellular details (Sarder and Nehorai, 2006; Kenig
et al., 2010; Keuper et al., 2013).
photography. Adams (1995a,b,c) places great emphasis on the
craft and technical equipment involved in the art of photography. In
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today’s digital darkroom (Holzmann, 1988), computer algorithms form
the centerpiece. Digital photography editing not only allows to en-
hance composition, contrast, brightness, hue, and saturation, but also
includes image restoration functionality such as spot removal, noise
suppression, and image sharpening. Support for camera shake reduc-
tion was introduced to Adobe Photoshop CC in 2013 (Wang, 2013).
Today, many applications with similar functionality run directly on
smartphones. One may further remark that post-processed photos are
particularly widespread in social networking services such as Twitter,
Instagram, and Flickr. In that regard, a recent study by Bakhshi et al.
(2015) reveals that on Flickr, filtered images are 21% more likely to be
viewed and 45% more likely to elicit interaction from other users in
the form of commentary.
1.3 challenges
Having shed light on various applications of image restoration, we
now clarify the main obstacles to overcome in this research area.
inverse problems . Computer vision utilizes forward models to
describe how the world is projected onto the camera plane, but its
true nature is the inverse endeavor, i.e., the description of the original
scene from the observed pixel data. In the context of image restora-
tion, a general forward model is
y = Kx+ n, (1.1)
where y ∈ Rn denotes the observed image, K ∈ Rn,m is a linear
matrix, x ∈ Rm is the hidden image, and n ∈ Rn is additive noise.
Equation (1.1) encompasses the problems of denoising (where K = I,
the identity matrix), deblurring (where K expresses convolution), and
superresolution (where K expresses blur and downsampling). The
difficulty of inverting Equation (1.1) to solve for x lies in missing infor-
mation. In general, m > n, and the noise perturbation n is unknown.
The matrix K may not be invertible and is unspecified in the cases
of blind deblurring and superresolution (Michaeli and Irani, 2013).
As Lanczos (2012) remarks, “... a lack of information cannot be remedied
by any mathematical trickery”. We will see below that the common ap-
proach to circumvent this is to reformulate the problem.
ill-posedness and ill-conditionedness . Let us consider
the easier problem of non-blind image deconvolution, in which case
the blur matrix K is known. If we further assume a noiseless system
and uniform blur, i.e., Kx = k⊗ x for some kernel k, Equation (1.1) is
equivalent to
F(y) = F(k) ·F(x) (1.2)
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in frequency domain, with [·] denoting element-wise product. We
note that in case the kernel k has zero frequencies, which may oc-
cur for motion or defocus blur, Equation (1.2) is ill-posed in the sense
that many solutions for the hidden image x exist. On the other hand,
if the kernel is invertible, the presence of noise is a disturbing factor,
since the noise contribution F(n)/F(k) can heavily degrade the result,
especially when the kernel has frequencies of very small magnitude.
The ill-posedness of blind deblurring is perhaps best illustrated by
the undesirable no-blur solution, which also occurs in practice when
deblurring algorithms fail: Equation (1.2) is trivially fulfilled when
the sought after blur k and sharp image x equal the identity kernel δ
and blurred input y, respectively.
modeling and inference . It is common to mitigate inverse
problems by determining approximate solutions. We will give an in-
structive example for the case of non-blind deblurring in the begin-
ning of this paragraph. A first step is to relax the equality constraint
of Equation (1.2) by a least-squares cost term, namely ‖y − Kx‖2.
To control noise amplification upon kernel inversion, we further im-
pose quadratic penalties ‖∇x‖2 = ‖fx ⊗ x‖2 + ‖fy ⊗ x‖2 on the im-
age gradients, with fx and fy denoting derivative filters. In sum-
mary, the objective function to optimize for the hidden image x is
‖y−Kx‖2 + λ‖∇x‖2, where the parameter λ modulates the influence
of data and smoothness terms on the result, allowing to adapt to im-
age noise of differing magnitude. In the case of a uniform blur k, it
is not hard to verify that the cost function minimum is specified in
closed form by the expression
x = F−1
(
F(k) ·F(y)
|F(k)|2 + λ (|F(fx)|2 + |F(fy)|2)
)
, (1.3)
which follows the Wiener filter paradigm (Wiener, 1964; Levin et al.,
2009; Xu and Jia, 2010)3 . Let us now illustrate the modeling chal-
lenges faced by contemporary research, contrasting with elements of
the traditional derivation above where feasible.
Image Formation. Implicit in Equations (1.2) and (1.3) is the as-
sumption of spatially invariant blur, i.e., the same kernel acts on ev-
ery site of the image plane. However, in the case of camera shake,
in-plane rotation causes the blur to vary spatially. A more accurate
forward model is to describe the blurred image as an aggregation
of latent image homographies expressing a discrete range of cam-
era poses and weighted by exposure time (Whyte et al., 2010; Gupta
et al., 2010; Tai et al., 2011), although we note that uniform deblur-
ring nonetheless demonstrates high benchmark performance (Köhler
3 Note that Equation (1.3) uses element-wise multiplication, division, and squared
modulus notation.
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et al., 2012; Xu et al., 2013). Furthermore, the type of localized blur
caused by rapid object motion in the scene or camera defocus is also
incompatible with the invariant convolution model. Spatially limited
blur estimation procedures are needed in this case. In particular, it is
essential to distinguish between clean and corrupted image regions
(Levin, 2007; Chakrabarti et al., 2010; Schelten and Roth, 2014). Let us
next consider different schools of thought to image restoration and
their intrinsic challenges.
Deterministic Variational Approaches. Deterministic approaches
rooted in the calculus of variations model the observed and unknown
images as spatially continuous functions u, f : Ω ⊂ R2 → R, respec-
tively. The task of image restoration is then formulated as minimizing
an energy functional of the form
E(f;u) =
∫
Ω
(u−Kf)2 + λ
∫
Ω
ϕ(∇f), (1.4)
where K is a linear convolution operator and ϕ denotes a smoothing
function (Aubert and Kornprobst, 2006). The minimum is searched
for in a predefined (e.g., Sobolev) space. Solutions necessarily fulfill
the associated Euler-Lagrange partial differential equation (PDE), but
solving it is generally intractable analytically. Hence stable numeri-
cal discretizations must be found, which is often challenging (Pock
et al., 2007). In the case that ϕ is the well-understood total variation
penalty |∇f|, and if the functional of Equation (1.4) is discretized di-
rectly by finite differences (FDs) or finite elements (FEs), a profound
solution from convex analysis is Chambolle’s minimization method
(Chambolle, 2004; Zach et al., 2007; Aubert et al., 2009).
Bayesian Methods. One way to address the inherent uncertainty
of inverse problems in computer vision is to use probabilities, i.e., the
unknowns are regarded as random variables following some distribu-
tion. In general terms, the object of interest is the posterior probability
of the unknowns given the measured variables, e.g., p(x, k|y) for the
case of blind deconvolution. The posterior may be recast using Bayes’
theorem as a product of likelihood and prior terms, that is,
p(x, k|y) ∝ p(y|x, k)p(x), (1.5)
assuming a non-informative prior on the kernel, i.e., p(k) ∝ 1, and sta-
tistical independence of the unknown image and blur. The likelihood
p(y|x, k) is derived from a forward model, which is relaxed to observe
random noise deviations typically modeled as Gaussian (Equation
(1.1)). Note that we have already discussed the difficulty of accurately
identifying the image formation process in an earlier paragraph. On
the other hand, the search for good image priors p(x) is also severely
challenging. To begin with, the derivative histograms of natural im-
ages have a higher kurtosis than the normal distribution (Huang and
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Mumford, 1999; Huang, 2000), a property which manifests itself in
a more tightly peaked and heavy-tailed curve as compared to the
standard Gaussian bell shape. Thus, computationally convenient, spa-
tially uniform Gaussian priors on image filter responses, which also
underpin the Wiener filter variant of Equation (1.3), are too crude to
yield high-grade results in practice. Markov random fields (MRFs) (Be-
sag, 1974; Geman and Geman, 1984) are perhaps the most widespread
type of prior in use today. These undirected graphical models impose
local constraints on lattice-like data and are hence ideally suited for
image processing. MRFs are typically determined by potential func-
tions exerting unary influence or acting on the responses of image
filters covering pairwise or higher-order (e.g., 15× 15) neighborhoods
(cliques). In the rudimentary case study leading to Equation (1.3), the
filters are typically hand-picked as simple, e.g., 2-tap derivatives with
squared norm potentials. By contrast, modern research papers learn
the filters and / or potentials from natural image data (Zhu and Mumford,
1997; Roth and Black, 2005; Weiss and Freeman, 2007; Gao and Roth,
2012), which leads to vast improvements in quantitative experiments
and a better understanding of images and their inherent statistical
properties4. The complexity of prior learning may be attributed to
the cumbersome, high dimensionality of the underlying image space,
which makes it difficult to handle computationally (Weiss and Free-
man, 2007; Keogh and Mueen, 2010).
With regard to the question of inference, given a loss (i.e., cost)
function L, it is consistent with Bayesian decision theory to determine
the optimal estimate x̂ by minimizing the expected loss under the
posterior distribution, e.g.,
x̂ = argmin
x˜
∫
L(x˜, x)p(x|k, y)dx, (1.6)
in case the blur is also known. For the squared loss L(x˜, x) = ‖x˜− x‖2,
which also lies at the heart of the well-known peak signal-to-noise
ratio (PSNR), the Bayes optimal estimate is the posterior mean. This
is also known as the minimum mean squared error (MMSE) estimate.
For structural similarity index (SSIM), a more advanced image metric,
no similar relation is known. It quickly becomes evident that approx-
imate algorithms to solve Equation (1.6) are required for all but the
simplest posterior densities and loss functions. One option is to use
Markov chain Monte Carlo (MCMC) techniques such as Gibbs sam-
pling (Geman and Geman, 1984; Jensen et al., 1995) and essentially
perform integration by averaging over samples (Schmidt et al., 2010,
2011; Sollweck, 2012). This approach holds the promise of high accu-
racy, but the required computing time is often prohibitive, i.e., it is
challenging to find efficient sampling schemes. A different approach
is termed variational Bayesian inference (Jordan et al., 1999; Winn
4 These image models are also called generative.
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and Bishop, 2005), and consists of fitting a simpler, surrogate density
to the original one (Miskin and MacKay, 2000; Schelten and Roth,
2012; Wipf and Zhang, 2014). In case the approximation factorizes
in every variable, we speak of the mean field procedure. Variational
methods are often more efficient than sampling, but the challenge lies
in maintaining control over the error arising by design from the less
expressive functional form of the approximate distribution.
Discriminative Methods. As noted above, it is highly complex to
conceive viable model forms and accompanying learning schemes for
natural image priors. Although research into generative image mod-
eling has progressed far, computational efficiency often remains an
issue, while samples drawn from prior distributions still differ sub-
stantially from the appearance one might expect of natural scenes
(e.g., Levi, 2009). In contrast to Bayesian methods, the discriminative
approach obviates the need for image priors by striving to directly
determine the posterior probabilities, e.g., p(x|k, y), for the case of
non-blind deconvolution. The underlying principle is formulated by
Vapnik (1998), “If you possess a restricted amount of information for solv-
ing some problem, try to solve the problem directly and never solve a more
general problem as an intermediate step”. Of course, modeling the pos-
terior is also a very difficult undertaking. A popular approach is to
use conditional random fields (CRFs). These are MRFs whose poten-
tial functions are determined from the input data, e.g., the corrupted
image and blur kernel. However, finding an effective mapping from
image data to potentials is not easy. One successful approach is to
use decision trees (Nowozin et al., 2011). To guarantee efficient learn-
ing and inference, Jancsary et al. (2012a,b) further propose to restrict
the CRF class by regressing the parameters of Gaussian random fields
from the input image. The resulting model is known as Regression
Tree Fields (RTFs). With regard to training, discriminative approaches
are often powerful enough to completely memorize data. If proper
precautions are not taken, this can lead to overfitting on the train-
ing set, i.e., poor generalization to new data. Learning may be par-
ticularly problematic if the sample size of training data is too small
to adequately represent the variability encountered in real-world ap-
plications. To counteract overfitting, the model parameters must be
calibrated, e.g., the decision tree parameters used for the RTF must
be chosen with care using measures such as cross-validation. On the
other hand, aforementioned adaptability to the training data clearly
offers leverage. In image deconvolution, it can lead to effective miti-
gation of artifacts caused by kernel estimation defects (Schmidt et al.,
2013). Correspondingly, an alternating cascade of kernel estimation
and image prediction is more than the sum of its parts when trained
discriminatively (Schelten et al., 2015).
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1.4 contributions
The goal of this thesis is to advance the state of the art in low-level
vision5, particularly in the field of image restoration. Broadly speak-
ing, we make contributions to the areas of modeling and inference in
image restoration, while a recurring theme throughout this disserta-
tion is the open problem of image deconvolution. In more detail, the
contributions of this thesis may be summarized as follows.
• With regard to model foundations, we contribute towards recon-
ciling two seemingly conflicting schools of thought, determinis-
tic variational models and probabilistic MRFs by establishing a
connection between them. The MRF structure arises by restrict-
ing the variational functional to linear combinations of finite
elements with local support and explicitly integrating over the
domain variable. It is important to note that similar relations
have been shown by Szeliski (1990a). In contrast to previous
work, however, we focus on variational models having modern,
non-quadratic regularizers, which generally exhibit higher ac-
curacy in low-level vision applications due to their resistance
towards outliers.
• We give a detailed study of a Gibbs sampling-based, Bayesian
approach to non-blind deblurring. The results confirm the ad-
vantageous effect of MMSE estimation for a generatively learned,
high-order prior (Schmidt et al., 2010). Please note that the in-
tegrated noise estimation is not our contribution, but of Schmidt
(2016).
• We investigate fully factorized mean field inference for continuous-
valued, high-order MRFs, and find that for a class of MRFs with
Gaussian scale mixture (GSM) potentials, the updates scale quadrat-
ically in the clique size. We contribute an extensive experimental
validation on a diverse array of applications spanning denois-
ing, noise estimation, non-blind deblurring, and layer separa-
tion.
• We present a new approach for blind removal of localized blur,
which is caused by fast object motion in the scene or camera
defocus. The model employs a pixel-wise hidden variable to
switch between blurs to explain different areas across the im-
age plane. Another feature is non-parametric kernel estimation,
which leads to improved generalization and is different from
most previous methods (e.g., Levin, 2007; Chakrabarti et al.,
2010).
5 Low-level computer vision is an umbrella term comprising processing tasks such as
image restoration, edge detection, segmentation, and optical flow.
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• We introduce a new method for blind deblurring of camera
shake based on interleaving discriminatively trained, sharp im-
age predictions with kernel re-estimation steps. The discrimina-
tive predictions are carried out using the RTF model of Jancsary
et al. (2012a,b), which is partly trained using a new set of realis-
tic blur kernels from human hand motion. The kernel data was
recorded at Microsoft Research Cambridge and is not a contribu-
tion of this dissertation.
1.5 thesis overview
The content on the upcoming pages of this thesis is structured as
follows.
• Chapter 2 gives an overview of the related work relevant to
this thesis. The literature covered here includes foundations of
low-level vision, approximate probabilistic inference methods,
as well as specific foundations and specialized techniques for
image deblurring.
• Chapter 3 is concerned with model foundations of image restora-
tion. In particular, we draw a link between MRFs and varia-
tional approaches. This chapter is based on the paper “Connect-
ing non-quadratic variational models and MRFs” (Schelten and
Roth, 2011a) presented at CVPR. Further material was previ-
ously published in a tech report of the same title (Schelten and
Roth, 2011b).
• Chapter 4 demonstrates non-blind deblurring via Gibbs sampling-
based Bayesian inference. This chapter corresponds to the paper
“Bayesian deblurring with integrated noise estimation” (Schmidt
et al., 2011) presented at CVPR. As noted in Section 1.4, inte-
grated noise estimation is not our contribution, but of Schmidt
(2016).
• Chapter 5 contains a study of efficient Bayesian inference for
MRFs with high-order cliques based on the mean field approxi-
mation. Applications are shown in denoising, noise estimation,
non-blind deblurring, and layer separation. This research also
appeared at DAGM as “Mean field for continuous high-order
MRFs” (Schelten and Roth, 2012).
• Chapter 6 introduces a new model for localized blur removal.
This work was published at ICPR under the title “Localized
image blur removal through non-parametric kernel estimation”
(Schelten and Roth, 2014).
• Chapter 7 puts forward a discriminative method for blind de-
blurring. This material corresponds to the paper “Interleaved
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regression tree field cascades for blind image deconvolution”
(Schelten et al., 2015) presented at WACV.
• Chapter 8 provides a summary as well as an outlook on the
further development of the ideas presented in this dissertation.
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To reiterate from Chapter 1, image restoration refers to the task of re-covering a clean image given an input suffering from data faults
such as flawed pixels, sensor noise, and blur of various sources. The
nature and limitations of the imaging process dictate that such defects
cannot be precluded entirely. However, there is a widespread need for
accurate imaging across many areas of science and engineering. This
has led to a large body of previous work in image restoration, which
would be impossible to enumerate exhaustively in this dissertation.
Instead, the goal of this chapter is to embed the thesis into an appro-
priate context of related publications. We begin by reviewing previ-
ous work on variational models in Section 2.1, placing a focus on their
discretization. Section 2.2 gives an overview of pertinent literature on
Markov random fields (MRFs), specifically concerning high-order gen-
erative models and Bayesian inference techniques. Finally, Section 2.3
covers related work in image deconvolution, including the more spe-
cialized areas of localized and discriminative deblurring. Please note
that the topical organization of literature chosen below is nonexclu-
sive in the sense that different approaches may share characteristics
across categories.
2.1 variational models
background. Variational models typically incorporate (1) a data
fidelity term, and (2) an extra regularization term to mitigate ill-
posedness. Using an additional regularization term is a general math-
ematical technique (Tikhonov and Arsenin, 1977) that is particularly
suited to image restoration, which abounds with underdetermined
problems. Early regularization terms on the image gradients tended
to be quadratic, thus poorly representing the statistics of natural im-
ages and leading to unnaturally oversmoothed images. To address
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this, Rudin et al. (1992) put forth the total variation (TV) model for
image reconstruction, which combines a quadratic data term with
the L1-norm penalty on the image gradients. We also refer to this
as the Rudin-Osher-Fatemi (ROF) model, and it remains popular to-
day, since it preserves image edges, and due to its convexity, gives
access to a rich toolbox of optimization methods. A variation of the
ROF functional generalized to other modern penalties forms the ba-
sis of our argumentation in Chapter 3. Nevertheless, one negative
effect of TV regularization is staircasing, which designates the phe-
nomenon of smooth slopes in the true signal being reconstructed
as piecewise constant. An effective countermeasure is to additionally
regularize higher derivatives (Chambolle and Lions, 1997; Chan et al.,
2000; Bredies et al., 2010; Chan et al., 2010).
solution methods . One approach to solving variational prob-
lems is to explicitly evaluate the variational functional for a general
linear combination of basis functions and minimize the resulting ex-
pression w.r.t. the basis coefficients (Ritz, 1909; Bathe, 2014). The Ritz
method is an integral part of our approach in Chapter 3. Another pos-
sibility is to derive and solve the associated Euler-Lagrange partial
differential equation, which any minimizer must necessarily fulfill
(Gelfand and Fomin, 2003; Evans, 2010). As a general remark, we
note that while variational functionals are formulated for functions
defined on the continuous domain, any solution approach on a digital
computer must involve some form of discretization. In the following,
we consider two discretization methods, finite differences (FDs) and
finite elements (FEs). Both types of discretization often lead to large,
sparse systems of linear equations, motivating specialized precondi-
tioning schemes (Szeliski, 1990b, 2006; Pentland, 1994; Chan et al.,
1999; Krishnan et al., 2013) to compute iterative solutions (Saad, 2003).
Finite Differences. The finite difference method (FDM) reduces
continuous functions to a grid of values sampled at regularly spaced
intervals in the domain, and the derivatives are expressed by finite
difference approximations using the discrete grid (Grossmann et al.,
2007). Solving the variational problem equates to searching for the
optimal set of function values. Let us consider instructive examples
of this technique. Chambolle (2004) discretizes the TV functional by
finite differences and then introduces a minimization algorithm with
proven convergence to the exact optimum: By use of a dual variable,
minimizing the energy is shown to correspond to a nonlinear pro-
jection, which is in turn implemented by an efficient fixed point al-
gorithm. This fast, duality-based procedure is embedded into a real-
time optical flow method by Zach et al. (2007). To give another exam-
ple for the usage of finite differences, Pock et al. (2007) apply algo-
rithmic differentiation to the computer programs implementing dis-
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cretized variational objectives. This yields higher-order derivatives,
which permits the use of fast Newton-type optimization. Grabner
et al. (2008) also utilize this approach for medical registration with
graphics processing unit (GPU) acceleration.
Finite Elements. The finite element method (FEM) restricts the
space of admissible functions to a linear basis of typically polyno-
mial, locally defined functions termed finite elements (Courant, 1943;
Bathe, 2014). Conceptually, the variational problem is broken down
to a more tractable, finite-dimensional form, with the basis coeffi-
cients as the unknowns. Besides the standard polynomial elements,
radial basis functions are a popular choice (Broomhead and Lowe,
1988; Buhmann, 2000; Morse et al., 2005; Gelas et al., 2007). Let us
consider informative examples of this technique in computer vision.
In multiresolution surface interpolation from noisy depth measure-
ments with missing data, as may arise e.g., from structured light or
stereo procedures, the work of Terzopoulos (1983, 1984, 1986, 1988)
illustrates a variational approach with controlled-continuity terms al-
lowing for surface discontinuities, i.e., the resulting FE discretization
is piecewise smooth. For application in superresolution or denoising,
Viola et al. (2012) acquire a resolution-independent, i.e., continuously
defined, latent image by fitting a regularized, piecewise linear FE ele-
ment approximation to the input pixels. The fit is computed by mini-
mizing an energy functional w.r.t. not only the FE parameters, but also
the vertices and edges of the triangle mesh. This approach is further
improved by MacCormick and Fitzgibbon (2013), who add curvature
regularization to the latent image computation.
2.2 markov random fields
In contrast to variational models operating on the continuous domain,
MRFs model spatially discrete random variables. An MRF fulfills the
property that any variable is conditionally independent of the others
given its set of neighboring variables as specified by an undirected
graph (Li, 2009; Barber, 2012). The graph describes the independence
structure of a distribution. We note that the variables may have both
discrete or continuous values. One virtue of MRFs is the “knock-on ef-
fect” (Blake et al., 2011), which denotes that interactions between vari-
ables need only be formulated over short distances, but information
is transmitted over longer ranges. Another benefit is the number of
available inference methods, among which belief propagation (Pearl,
1982, 1988; Yedidia et al., 2003; Felzenszwalb and Huttenlocher, 2006)
and graph cuts (Boykov et al., 2001; Kolmogorov and Zabih, 2004;
Rother et al., 2004) feature prominently. The ensuing lines will place
a particular emphasis on certain instances of Markov chain Monte
Carlo (MCMC) and variational inference.
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background. The Ising model of ferromagnetism (Lenz, 1920;
Ising, 1925) is perhaps the first example of a MRF. Further, Besag
(1974) studies MRFs as conditional probability models consisting of
spatially distributed variables on a lattice with applications in plant
ecology. This work establishes important foundations with contribu-
tions including a proof of the Hammersley-Clifford theorem (Ham-
mersley and Clifford, 1971; Clifford, 1990), the introduction of Gaus-
sian MRFs (Rue and Held, 2005), and early insights into approximate
inference techniques. Due to the local similarities between pixel val-
ues as well as the spatial grid structure of image data, MRFs are a
natural choice for modeling images. This was recognized early on by
Geman and Geman (1984), who introduce a MRF image prior and
the Gibbs sampling algorithm, which belongs to the class of MCMC pro-
cedures to sample from complex distributions (Gelfand and Smith,
1990; Neal, 1993). It is a viable approach if samples can be drawn ef-
ficiently from the conditionals of a probability. In its basic form, the
algorithm updates each variable by sampling conditioned on the oth-
ers. In the limit, the samples will stem from the joint distribution. The
algorithm is often run for several burn-in steps and samples are only
extracted every n-th cycle to reduce dependencies. One approach to
increase efficiency consists of sampling groups of variables simultane-
ously. This is termed block Gibbs sampling (Jensen et al., 1995; Jensen
and Kong, 1999). Let us continue with a discussion of MRFs as gen-
erative models for natural images in the next paragraph.
learned high-order mrf priors . Handpicked constraints on
the responses of two-tap derivative filters give rise to simple MRF
image priors with pairwise cliques. However, further ranging connec-
tions clearly hold the potential for richer models and are in fact used
to capture higher frequency content such as image texture. The im-
mediate notion of augmenting by higher than first-order derivatives
naturally increases expressiveness, yet still entails hand-selection of
model components. An effective measure to limit such manual input
is to learn high-order MRF priors from image data, which is often
plentiful. Let us here focus on previous work of this type. For appli-
cation in texture modeling and synthesis, Zhu and Mumford (1997);
Zhu et al. (1997, 1998) propose the Filters, Random Fields and Max-
imum Entropy (FRAME) model, which is characterized by discrete-
valued potentials learned from observed filter responses through the
maximum entropy principle (Jaynes, 1957). Note that the filters are
selected automatically during training from a preconfigured bank of
image filters containing, e.g., Gabor filters (Gabor, 1946; Daugman,
1985). Beyond texture images, the general-purpose Product of Ex-
perts (POE) framework of Hinton (1999, 2002) captures natural image
patches by a product of distributions (experts) on the scalar responses
of filters (Welling et al., 2003; Teh et al., 2003). POE potentials are inte-
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grated into a MRF prior on entire images by the Field of Experts (FOE)
model (Roth and Black, 2005, 2009), which admits the training of both
potentials and filters from natural image data. Weiss and Freeman
(2007) advance likelihood bounds for FOEs with Gaussian scale mix-
ture (GSM) potentials, a probability class comprising the previously
used Student-t distribution. Using an auxiliary-variable block Gibbs
sampler (Levi, 2009), it is possible to train FOE image priors with
GSM potentials and achieve high-grade restoration performance in
peak signal-to-noise ratio (PSNR) by averaging over samples to ap-
proximate the posterior mean (Schmidt et al., 2010). This equates to
computing the Bayesian minimum mean squared error (MMSE) esti-
mate, and we extend this approach to non-blind deblurring in Chap-
ter 4. For the same model form, Gao and Roth (2012) obtain enhanced
performance in sample statistics and image denoising by introduc-
ing refinements of the learning procedure, such as circular-boundary,
toroidal sampling, which induces an accelerated exploration of the
sample space.
variational inference . For many MRFs in computer vision,
determining optima or expected values is intractable due to the com-
plexity of the graph structure and the high dimensionality of the
underlying image space. This motivates the use of approximate in-
ference methods. E.g., as discussed in the previous paragraph, ex-
pectations may be approximated by averaging over samples from a
MCMC method. However, determining when the Markov chain has
reached the desired distribution is a challenging problem, and re-
quired runtime is often prohibitive. By contrast, let us here review
deterministic, variational approaches. These follow the strategy of
approximating the intractable model by a simpler proxy distribution,
which is then used for further reasoning (Neal and Hinton, 1999; Jor-
dan et al., 1999; Jaakkola, 2001; Wainwright and Jordan, 2008). The
approximation is calculated by minimizing the Kullback-Leibler (KL)
divergence between the proxy and the true probability, a requirement
that also admits message passing schemes (Winn and Bishop, 2005;
Minka, 2005). The standard approach is to assume a surrogate distri-
bution consisting of separate factors for each random variable. This
method is known as mean field and originates from statistical physics
(Parisi, 1998). In the remainder of this paragraph, we will list various
instances of the technique in computer vision. For low-level applica-
tions such as surface reconstruction from sparse and irregular depth
data, early work of Geiger and Girosi (1991) employs variational in-
ference complemented with the additional annealing technique of
gradually lowering the system temperature to find improved optima
(Kirkpatrick et al., 1983). Iteratively decreasing the noise estimate is
also an effective measure for kernel estimation in blind deblurring,
where variational methods are used to increase robustness (Miskin
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and MacKay, 2000; Fergus et al., 2006; Levin et al., 2011; Babacan
et al., 2012; Wipf and Zhang, 2014). In Chapter 6, we broaden this
paradigm to the removal of localized image blur. Moreover, Wein-
man et al. (2008); Pal et al. (2012) show how to use efficient, sparse
variational updates to learn conditional random field (CRF) models
for stereo. To further give an example of complex graph structure,
previous work advanced by Krähenbühl and Koltun (2011) pertains
to CRFs with Gaussian feature space potentials acting on all possible
pairs of pixels in the image. Approximate variational inference is per-
formed efficiently by Gaussian filtering. Vineet et al. (2014) extend
this inference type to high-order models and product label spaces.
We note that both above approaches are presented in the context of
discrete-valued problems such as image segmentation and labeling,
whereas in Chapter 5, we consider mean field as a fast method for
inference in continuous valued, high-order MRFs using image restora-
tion as a testbed.
connections to variational models . Having listed signif-
icant previous work on MRFs, let us now turn to linking them with
the variational models covered in Section 2.1. It is not hard to intuit
similarities between these approaches, yet the question is how to con-
solidate such connections. Thereby, the difficulty lies in overcoming
the gap between rather unalike concepts such as the use of spatially
discrete random variables on the one hand, and continuous-domain
functions on the other. There is little previous research stating un-
equivocal model links. A definite exception is the work of Szeliski
(1990a), who for low-level vision applications such as structure from
motion, considers variational energy functionals defined with quad-
ratic regularizers (the membrane and thin-plate functionals, see Ter-
zopoulos, 1986, 1988) and deduces a Gaussian MRF formulation by
virtue of discretizing with FEs. The associated covariance matrix al-
lows to additionally quantify the uncertainty of the computed esti-
mates, which is, e.g., useful information for camera motion estima-
tion (Szeliski, 1988, 1990a). By contrast, Chapter 3 of this thesis goes
beyond the above work to establish model connections for more ad-
vanced, non-quadratic penalty functions, which preserve edges and
lead to considerably more accurate results in image restoration, but
are generally more challenging w.r.t. optimization and integration as
required by a Ritz approach.
2.3 image deblurring
While the previous two sections covered aspects of variational mod-
els and MRFs, we now take a closer look at the particular task of im-
age deblurring. The problem is generally formulated as extracting an
unknown signal from a given convolution with another, where the
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latter is also unknown in the more difficult, and arguably more re-
alistic, blind scenario. Such deconvolution problems are not restricted
to camera sensors, but occur in many areas of signal analysis. Exam-
ples include the enhancement of resolution in seismic data (Wiggins,
1978; Mendel, 1983), and the removal of reverberations in acoustics
(Bell and Sejnowski, 1995; Naylor and Gaubitch, 2010). Specifically,
the problem statement for image deblurring is to find a sharp expla-
nation of an image degraded by a potentially unknown blur and fur-
ther corrupted by noise (Kundur and Hatzinakos, 1996a,b; Campisi
and Egiazarian, 2007; Chaudhuri et al., 2014; Wang and Tao, 2014). In
the following, we discuss selected solution techniques to convey the
most important concepts in preparation for the upcoming chapters.
2.3.1 Fundamentals
Publications on image deblurring can be sorted into two problem cat-
egories, namely non-blind and blind. The ensuing text covers related
work for both, with the objective of laying the groundwork for a dis-
cussion of more specialized research on localized and discriminative
methods in Sections 2.3.2 and 2.3.3.
non-blind deblurring . The problem of restoring a sharp im-
age from a blurred one given the blur kernel is known as non-blind
deblurring. Using a Bayesian formulation with Poisson shot noise as-
sumption, Richardson (1972) and Lucy (1974) iteratively calculate a
maximum likelihood estimate. Although fast and widely used, the
Richardson-Lucy algorithm frequently amplifies noise and leads to
unacceptable ringing artifacts in the deblurring result. By contrast,
Levin et al. (2007) obtain much crisper results using a natural (peaky
and heavy tailed) image prior. The authors further elucidate how non-
blind deblurring cannot generally equate to straightforward kernel
inversion due to possible zeros in the kernel spectrum and blow-up
of additive noise contributions at kernel frequencies of small magni-
tude. Nevertheless, it must be mentioned that the shape of natural
image priors leads to more involved solution procedures. One option
to cope with this challenge is the approach of Krishnan and Fergus
(2009), who use a fast type of half-quadratic minimization (Geman
and Reynolds, 1992; Geman and Yang, 1995), which iterates between
solving a circulant system of linear equations by fast Fourier trans-
form (FFT), and a pixel-wise, one-dimensional minimization problem
by use of look-up tables or analytically in special cases. Regarding the
trade off between runtime and precision, our contribution of Chapter
4 is at the opposite end of the spectrum. We show that in combina-
tion with a generative prior, excellent results in non-blind deblurring
are achieved by Gibbs sampling-based Bayesian estimation (Schmidt
et al., 2011). While our results are based on FOE priors for the en-
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tire image, Zoran and Weiss (2011, 2012) learn a Gaussian mixture
model (GMM) for patches of natural images, which, when integrated
into a general framework combining a data formation term with the
Expected Patch Log Likelihood (EPLL), yields state of the art non-
blind deblurring results. Note that we will review recent, discrimina-
tive methods for non-blind deblurring in Section 2.3.3.
blind deblurring . Reversing image blur without knowledge
of the blur kernel is referred to as blind deblurring. Early work of
Miskin and MacKay (2000) treats the task of separating a weighted
sum of blurred cartoon images, which is achieved by a variational
approximation to the true posterior. However, this simple class of im-
ages is modeled as having independent, identically distributed pixels,
an assumption which is limited in scope. In the course of adapting
the latter work to color photographs, Fergus et al. (2006) determine
an influential algorithmic paradigm, with the most widely adopted
components being gradient domain, coarse-to-fine kernel estimation,
accurate image prior modeling, and the observation of variable uncer-
tainties. Going further, the theoretical underpinning for many blind
methods, including the two already mentioned in this paragraph, is
provided by Levin et al. (2009, 2011). The authors investigate the
shortcomings of optimizing simultaneously w.r.t. both the hidden im-
age and blur kernel and use estimation theory to advocate estimating
the kernel after marginalizing over the unknown image variables1.
Typically, the marginalization is carried out by variational inference.
Wipf and Zhang (2014) clarify how this leads to a particularly robust
maximum a-posteriori (MAP) problem. With regard to a TV image
prior, Perrone and Favaro (2014, 2016) show that the key to success
lies in detaching the application of non-negativity and normalization
constraints on the blur kernel during optimization. Further, we note
that the difficulty of blind deblurring lies partly rooted in the fact
many image priors favor blurred images over sharp ones. Krishnan
et al. (2011) address this with an improved regularization term, which
assigns higher cost to both blurry and oversharpened images. The
proposed gradient measure is the L1-norm divided by the L2-norm.
This expression has the decisive property that blur decreases the de-
nominator at a faster pace than the numerator, thus increasing the
cost and guiding the optimization away from the blurred image.
Edge Maps. Several previous publications limit the kernel com-
putation to image areas containing critical gradient information, thus
making gains in runtime and robustness. E.g., for lesser blur distor-
tion, Joshi et al. (2008) reconstruct step edges at selected locations in
1 Moreover, the publication includes a widely used benchmark data set of test images
for the quantitative evaluation of camera shake removal. Further available bench-
marks are from Köhler et al. (2012); Sun et al. (2013); Mai and Liu (2015); Lai et al.
(2016).
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the image and use the predicted pixels to estimate the kernel. In a
similar vein, Cho et al. (2011) recover small-scale kernels by estimat-
ing their Radon transform from the deformation of step edges. Cop-
ing with larger blur, Cho and Lee (2009) compute the kernel from
relevant edge locations obtained from the current image estimate by
application of bilateral filtering (Tomasi and Manduchi, 1998), shock
filtering (Osher and Rudin, 1990), and thresholding of the gradient
magnitude. This permits to estimate the hidden variables using sim-
ple Gaussian priors, which leads to fast processing in the frequency
domain. Xu and Jia (2010) develop a related approach based on mask-
ing out image areas with finer structure for improved blur prediction.
The expensive sparsity requirement on the kernel is imposed as a sep-
arate step following the multiscale routine. We use this two-phase al-
gorithm to initialize the deconvolution procedure of Chapter 7. Later
work of Xu et al. (2013) obviates the shock filtering and instead pur-
sues a more principled L0 optimization to obtain salient gradients
for kernel estimation. Further, Sun et al. (2013) estimate the blur and
latent image by reconstructing edge, junction, and corner structures
using a patch prior of image primitives.
Non-Uniform Blur. Although the uniform convolution model uti-
lized by most deblurring methods has computational advantages, in
practice, camera motion causes non-uniform blur. E.g., for in-plane
rotational motion of the camera about the optical axis, the further
the image region lies from the center point, the more severe the blur
degradation becomes. This has been addressed by several authors
(Whyte et al., 2010; Gupta et al., 2010; Tai et al., 2011), who model
the image formation as a weighted sum of sharp image homogra-
phies. Thereby, each weight encapsulates the time the camera spends
in a particular pose stemming from a discretized space of possible
motions. Note that the weight set generalizes the conventional con-
cept of the convolutional blur kernel. However, the calculation of
image homographies is computationally expensive. One remedy is
the Efficient Filter Flow (EFF) framework (Hirsch et al., 2010), which
recreates smoothly varying blur by overlapping uniformly convolved
regions and leads to considerable speed-ups in practice (Harmeling
et al., 2010; Hirsch et al., 2011; Whyte et al., 2011; Xu et al., 2013).
Finally, we note that for small camera motion, it suffices to estimate
locally linear kernels (Kim and Lee, 2014; Sun et al., 2015).
Inertial Sensors. In contrast to purely image-based approaches,
Joshi et al. (2010) leverage information from motion sensors affixed to
the camera. In particular, gyroscopes and accelerometers yield mea-
surements which, when integrated over time, allow to estimate the
camera’s relative rotational and translational motion. With these, it
is feasible to derive image homographies expressing spatially variant
22 related work
blur. The authors address the inherent problems of sensor drift and
scene depth estimation by computing the motion which is optimal
under a joint score of observation model and latent image prior. Sim-
ilarly, Horstmeyer (2010) utilizes inertial measurement devices fas-
tened to the camera, while Šindelárˇ and Šroubek (2013); Šindelárˇ et al.
(2014a,b); Hu et al. (2016) rely on built-in smartphone motion sensors.
2.3.2 Localized Deblurring
Beyond camera shake degradation, fast moving objects in the scene
may also be rendered blurry, and defocus can arise in case of suf-
ficiently large depth variations in the scene. We refer to this type
of image corruption as localized blur, since the crucial difference to
camera shake is that only restricted subsets of pixels are affected. Be-
cause of the spatially limited region of interest (ROI), camera motion
deblurring algorithms fail on localized blur, motivating the need for
specialized solutions.
user assistance . One solution approach is to query the user
for brush strokes marking the blurred object and background. This
permits to compute the object alpha matte (Levin et al., 2006, 2008a),
which often tapers heavily toward the borders. In fact, Jia (2007) shows
that the transparency at the boundary of motion blurred objects con-
tains sufficient information to estimate the kernel and deblur the ob-
ject. Besides brush strokes, Shan et al. (2007) also require user sup-
plied points to identify and remove the blur of a rigid object under-
going rotational motion. To address both fore- and background blur,
Dai and Wu (2009) propose a refined two-layer image recovery model
which further reconstructs the alpha matte of the sharp object, albeit
given the user initialization.
hardware modifications . Conventional imaging technology
can be modified to better cope with localized blur. To begin, Raskar
et al. (2006) show that fluttering the camera shutter during exposure
leads to a more benign blur of moving objects in the scene, in the
sense that high frequencies can be reconstructed by deconvolution.
Levin et al. (2007) overlay the traditional lens with an occlusion pat-
tern. This generates defocus blur having a distinctive set of zeros in
the frequency domain for different scene depths. It follows that an
all-focus image can be recovered by non-blind deblurring with differ-
ent scalings of the aperture filter. For objects moving horizontally at
different velocities, Levin et al. (2008b) demonstrate that camera mo-
tion during exposure produces a uniform, high frequency conserv-
ing image blur. There is accordingly no need to segment the image
into static background and moving objects for non-blind deblurring.
Moreover, Martinello and Favaro (2011) restore a sharp image from
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simultaneous motion and defocus blur using an aperture fragmenta-
tion that preserves richer frequency content than a standard lens.
automatic image based methods . Beyond user interaction
and hardware measures, there is also previous work relying solely
on image input. One research direction goes into video data, which
adds a temporal dimension to exploit. E.g., for consecutive frames of
a video with a moving object, Bar et al. (2007) propose a modified
Mumford-Shah formulation to simultaneously segment the moving
object, estimate its speed and remove the blur. Rather than video data,
we will here focus on single image input.
Candidate Kernels. To facilitate the task of localized deblurring,
one can approximate motion blur by box filters, and camera defo-
cus by Gaussian filters. The optimal blur is then searched for among
a finite set of options, e.g., box filters from a matrix of speeds and
orientations, and/or Gaussian filters spanning a range of strengths.
One way to find the responsible blur is image statistics. Levin (2007)
matches per-filter derivative histograms to determine which kernel
caused the localized blur. Chakrabarti et al. (2010) compute the most
likely candidate blur under a sparse distribution of image gradients.
The blurred object is segmented with a variant of GrabCut (Rother
et al., 2004), i.e., by graph cut minimization of an energy composed
of the likelihood of a pixel being blurred or sharp, a GMM to describe
the fore- and background color, and a simple Potts prior to enforce
spatial coherence. As opposed to binary blur/no-blur segmentations,
another line of work employs learned models to compute local blur
likelihoods, which then serve as unary terms of a multilabel energy
minimization problem. In particular, Couzinié-Devy et al. (2013) use
dictionary and Gabor filters to extract feature vectors for every pixel,
which are then provided as input to a learned, logistic regression
model expressing the probability of each blur. As a general remark,
we note that the search space of candidate kernel methods can be ex-
tended by rotating or scaling the image to estimate blurs outside of
the specified set (Sun et al., 2015).
Freely Varying Kernels. Instead of positing the appearance of lo-
calized blur in advance, it is also feasible to calculate kernels with
freely varying elements. In that regard, Kim et al. (2013) advance a
convex optimization algorithm which estimates object motion and
camera shake blurs, while simultaneously segmenting the image into
the affected regions. In a different approach, Shi et al. (2014) develop
blur detection features to identify the corrupted area, whereupon the
blur can be removed locally with a uniform method; the proposed
features are based on image derivative statistics, average power spec-
trum, and learned filters. In Chapter 6, we contribute a marginal like-
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lihood, latent variable framework that is general enough to cope with
both motion and defocus blur (Schelten and Roth, 2014).
2.3.3 Discriminative Deblurring
The vast majority of the previously referenced methods adhere to the
Bayesian paradigm and reformulate the posterior using image likeli-
hood and prior models. In recent years, however, promising research
has been made into discriminative procedures for deblurring. These
approaches directly model the posterior, and we will discuss non-
blind and blind instances in this subsection.
non-blind methods . Schuler et al. (2013) carry out a regular-
ized inversion of the blur kernel (Wiener, 1964) and remove the re-
sulting, heavy image corruption by patch-wise application of a mul-
tilayer perceptron learned on a large database of images. The draw-
back is that the neural network needs to be trained specifically for
each input kernel, such that in practice, the method is only feasible
in controlled scenarios with invariant blur. A more general approach,
which also allows for unseen kernels, is based on the Regression Tree
Field (RTF) model (Jancsary et al., 2012a,b). The latter defines a class
of Gaussian CRFs having potentials regressed locally from the input
image by decision trees. Training is conducted in a loss-based fash-
ion, allowing for different image quality metrics. Schmidt et al. (2013,
2016) subsume the standard deblurring likelihood into a Gaussian
CRF with unknown regularization parameters to be regressed by the
RTF framework. Sharp image prediction proceeds iteratively over a
cascade of RTFs, each receiving the previous result for refined fea-
ture extraction. Schmidt and Roth (2014) also rely on a cascade ar-
chitecture, but propose the faster shrinkage fields model for prediction,
which is derived from a variant of half-quadratic optimization and
has an overall complexity of O(n logn) in the number of pixels. The
model achieves high-grade results by loss-based learning of its pa-
rameters, including those governing the shrinkage functions, which
are responsible for reducing distortion such as noise.
blind methods . To extract image features advantageous to ker-
nel calculation, Schuler et al. (2016) propose a layered neural network.
This feature extraction is combined with simple kernel and latent im-
age estimation steps to form one level of a stacked architecture, which
may be learned in its entirety using back-propagation. In a differ-
ent approach to the alternating estimation of image and kernel, Zuo
et al. (2015) train per-iteration parameters of hyper-Laplacian gradi-
ent priors by loss minimization. Besides increasing performance, this
frees the user of tediously hand-tuning parameters. Uniquely, Mai
and Liu (2015) investigate how to merge several kernels from differ-
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ent blind methods into an enhanced estimate. The authors rely on
the RTF framework to not only fuse kernel values coordinate-wise,
but also account for dependencies between adjacent blur elements.
Interleaved Cascades. Chapter 7 of this thesis proposes interleaved
cascades of RTFs (Schelten et al., 2015), whereby the hidden image is
recovered by a sequence of RTF predictions interwoven by, and cus-
tom trained to, kernel estimation steps. Furthermore, Xiao et al. (2016)
advance an interleaved cascade of shrinkage fields expressly designed
with high-order filters to address the particular statistics of text im-
ages, which tend to contain high frequency content vastly different
from natural images.
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Spatially discrete Markov random fields (MRFs) and spatially con-tinuous variational approaches are ubiquitous in low-level vi-
sion, including image restoration, segmentation, optical flow, and
stereo. Even though both families of approaches are fairly similar
on an intuitive level, they are frequently seen as being technically
rather distinct since they operate on different domains. In this chap-
ter, we explore their connections and develop a direct, rigorous link
with a particular emphasis on first-order regularizers. By represent-
ing spatially-continuous functions as linear combinations of finite el-
ements with local support and performing explicit integration of the
variational objective, we derive MRF potentials that make the result-
ing MRF energy equivalent to the variational energy functional. In
contrast to previous attempts, we provide an explicit connection for
modern non-quadratic regularizers and also integrate the data term.
The established connection opens certain classes of MRFs to spatially-
continuous interpretations and variational formulations to a broad
range of probabilistic learning and inference algorithms.
3.1 introduction
Many vision problems, particularly in low-level vision require some
form of regularization and are posed as energy minimization prob-
lems. Two basic approaches dominate the literature: Spatially contin-
uous variational approaches on one hand (Rudin et al., 1992; Schnörr
et al., 1996), and spatially discrete MRF approaches on the other hand
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(Besag, 1974; Geman and Geman, 1984). Variational approaches orig-
inate in the calculus of variations1 and assume that, while camera
sensors may only yield spatially discrete measurements, the under-
lying quantity of interest, such as the intensity of incident light on
the sensor, is ultimately spatially continuous. MRF approaches take
a different route: They assume that in order to be realizable on a
digital computer, a finite representation needs to be ultimately used.
Hence, the desired output as well as any intermediate representation
are taken to be spatially discrete. Beyond that, variational models of
low-level vision are typically seen as deterministic, while MRFs ad-
mit a probabilistic view and regard the measurements and the output
(at least in the probabilistic case) as inherently uncertain.
An important question is thus whether and how these approaches
can be related. Superficially, both formulations are clearly similar. Yet,
variational models and MRFs seem to operate on different levels: Vari-
ational approaches involve functions on the entire domain, whereas
MRFs impose local constraints through cliques of pixels. The question
of their relationship has been posed since the early days of regulariza-
tion, but explicit links have been demonstrated only for a few cases,
such as for quadratic regularizers (Szeliski, 1990a). Hence, their tech-
nical relationship has remained somewhat nebulous, and even nowa-
days most work in low-level vision is firmly rooted in one or the other
paradigm. In this chapter, we show that this need not be the case.
In particular, we address the widely perceived chasm between mod-
ern first-order variational and MRF approaches. Starting from a stan-
dard variational formulation for image restoration (Rudin et al., 1992),
we show that if we minimize the spatially continuous energy func-
tional over a finite element (FE) space of a certain degree, an explicit
connection to an equivalent spatially discrete MRF can be established
without having to approximate the spatially continuous energy func-
tional. The nodes in the MRF are still continuous valued, however.
The degree of the underlying FE representation in the variational for-
mulation is directly linked to the size of the cliques in the equivalent
MRF. In contrast to common FE approaches to variational problems,
we do not perform additional discretization steps, but instead carry
out an explicit, and usually analytical integration of the domain vari-
able. Compared to previous work (Szeliski, 1990a), our approach not
only applies to quadratic, but to a wide range of modern first-order
regularizers. This link also demonstrates that certain MRFs have an
explicit spatially continuous interpretation, which further tightens
the connection between statistical and variational approaches (Scharr
et al., 2003). Moreover, this opens variational approaches to direct
and explicit probabilistic interpretations and to standardized infer-
1 The calculus of variations can also be used for approximate inference in probabilistic
models. In this chapter, however, we take “variational” to mean non-probabilistic
computer vision approaches based on spatially continuous energy functionals.
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ence techniques, such as graph cuts (Boykov et al., 2001), belief prop-
agation (Yedidia et al., 2003), or more advanced variants (Wainwright
et al., 2005; Kumar et al., 2009). As an example, we demonstrate sam-
pling the corresponding MRF prior and posterior (see Figure 3.3).
Beyond the main goal of establishing such a connection, our ap-
proach also compares favorably to the common finite difference (FD)
method: Conceptually, our approach does not require to approximate
the original spatially continuous energy functional; rather the func-
tional is directly evaluated and minimized over a finite dimensional
function space. Practically, our method improves the performance in
an image restoration application.
3.2 background
variational approaches . Variational approaches to low-level
vision aim to minimize an energy functional that is comprised of a
data fidelity term and a spatial term, e.g.:
E(f;u) = ED(f;u) + λES(f) (3.1)
=
∫
Ω
(f− u)2 dx+ λ
∫
Ω
ϕ(∇f) dx. (3.2)
This example is a slight generalization of the standard Rudin-Osher-
Fatemi (ROF) formulation for image restoration (Rudin et al., 1992).
The data fidelity term ED(f;u) ensures that the restored image f :
Ω → R, a spatially continuous function, is close to the noisy input
u : Ω→ R, which is also assumed to be spatially continuous. Similar
data fidelity terms can be used for other problems, such as optical
flow (Papenberg et al., 2006). The spatial term ES(f) regularizes the
problem by encouraging spatial smoothness, and depending on the
choice of ϕ(·) allows for discontinuities; λ controls the amount of
regularization. Here we take image restoration as a representative
example, but note that many variational formulations for optical flow,
stereo, and other problems can be treated similarly.
There is a large variety of different approaches for solving varia-
tional problems. The traditionally most popular approach is to ana-
lytically derive the Euler-Lagrange partial differential equations and
to subsequently discretize and solve them numerically (e.g., Rudin
et al., 1992; Papenberg et al., 2006). As noted by Pock et al. (2007),
the derivation and solution of these equations can be tedious, and
the resulting algorithm may not have an interpretation in terms of
energy minimization. To address this, Pock et al. (2007) discretize the
energy functional using FDs and propose minimization algorithms
via algorithmic differentiation. Such finite difference methods (FDMs)
have found widespread use (e.g., Chambolle, 2004).
The third main category of solution methods, which we will rely
on here, is based on finite element functions (Bathe, 2014). The finite
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element method (FEM) uses local, usually piecewise polynomial rep-
resentations for the sought after function. Like FD discretizations,
FEMs approximately solve the original problem, but do so by restrict-
ing the space of functions over which the functional is minimized
rather than approximating the functional itself, which can be intu-
itively viewed as a discretization of the function space. An advantage
of FEMs is that different implementations can be compared in terms
of the original spatially continuous energy. A variety of FE basis func-
tions have been used, including standard finite element polynomials
(Bathe, 2014), as well as B-splines (Ramani et al., 2007; Bernard et al.,
2008) and radial basis functions (Morse et al., 2005; Gelas et al., 2007).
While not as popular as FDMs, FEMs are also common in low-level
vision. For example, Wang et al. (2006) use discontinuous FEs to per-
form image denoising while explicitly preserving edges. Vlasenko
and Schnörr (2009) rely on a mixed FEM to derive a numerically sta-
ble discretization of a variational model for fluid flow estimation. In
the context of surface reconstruction, Terzopoulos (1983) applies fi-
nite elements as discretization method to solve a corresponding varia-
tional principle. This work further investigates theoretical guarantees
such as existence, uniqueness and convergence for both conforming
and nonconforming elements, where the latter class is distinguished by
relaxed differentiability requirements. Terzopoulos (1986) introduces
spline functionals with weighting functions to allow for discontinu-
ities, which enhances the precision of depth reconstruction. Further-
more, Terzopoulos (1988) demonstrates computationally efficient sur-
face reconstruction from multiple scales with discontinuity preserv-
ing interpolation by use of a variational approach with ensuing finite
element discretization.
In contrast to using the FE approach solely for the purpose of solv-
ing variational problems, the focus of this Chapter lies on linking
modern variational models to MRFs.
markov random field approaches . Most MRF approaches to
low-level vision rely on a probabilistic formulation. Again using im-
age restoration as an example (Geman and Geman, 1984), the pos-
terior of the restored image2 o ∈ RN×N given the noisy input i ∈
RN×N is formulated in terms of a likelihood and a prior:
p(o|i) ∝ p(i|o) · p(o). (3.3)
The likelihood p(i|o) is an observation model and intuitively takes the
role of the data term from Equation (3.1). The prior p(o) models the
a-priori spatial regularity and intuitively corresponds to the spatial
term from before. Note, however, that input i and output o are now
2 Note that images are to be interpreted as matrices or vectors throughout the thesis.
As the correct interpretation is evident from the context, we have opted to keep the
notation uncluttered.
3.2 background 31
spatially discrete and represented as arrays of N×N pixels; depend-
ing on the context, we also treat them as vectors. Please note that the
arrays i and o denote the discrete analogs of the spatially continuous
functions u and f; we use the different notation to explicitly illustrate
that point.
The intuitive connection to variational models becomes even more
apparent if we invoke the Gibbs measure notation
p(o|i; T) =
1
Z(i, T)
exp
{
−
1
T
E(o; i)
}
∝ exp
{
−
1
T
(
ED(i; o) + ES(o)
)}
,
(3.4)
where E(o; i) is the posterior MRF energy, and ED and ES are the re-
spective MRF energies for the likelihood and the prior. The “tempera-
ture” T controls the shape of the distribution (for notational simplicity,
we assume T = 1 in the following); the partition function Z(i, T) en-
sures normalization. The goal of this chapter is to develop an explicit
formal connection between the variational energy functional E(f;u)
from Equation (3.1) and the posterior MRF energy E(o; i).
The key property of MRFs, e.g. of the prior p(o), is that a node (here,
pixel) is conditionally independent of the rest (of the image) given
its Markov blanket. By virtue of the Hammersley-Clifford theorem
(Besag, 1974), the distributions factorize into products over the cliques
C of the underlying graph
p(o) =
1
Z
∏
c∈C
ψc(o(c)) =
1
Z
exp
{
−
∑
c∈C
ρc(o(c))
}
, (3.5)
where o(c) denotes all pixels belonging to clique c, ψc(·) are the fac-
tors, and ρc(·) are the corresponding potential functions. In the most
frequent case of pairwise MRFs, the cliques consist of spatially neigh-
boring pairs of pixels (Geman and Geman, 1984). In high-order MRFs
(e.g., Roth and Black, 2009), cliques consist of larger spatial neighbor-
hoods of pixels.
A wide variety of different algorithms have been applied to MRF
inference. Most often, the maximum a-posteriori (MAP) estimate
o∗ = arg max
o
p(o|i) = arg min
o
E(o; i) (3.6)
is computed. In the continuous-valued case3, gradient methods are
frequently used, which again bears similarities to the variational ap-
proach. In the discrete-valued case, belief propagation (Yedidia et al.,
2003), graph cuts (Boykov et al., 2001), and more advanced variants
(Wainwright et al., 2005; Kumar et al., 2009) have enjoyed enormous
popularity in recent years. As an alternative to MAP, it is possible to
compute the minimum mean squared error (MMSE) estimate, which
3 While MRFs are spatially discrete, they may well be continuous-valued.
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(a) FDM (b) Linear FEM (c) Bilinear FEM (d) Biquadratic
FEM
Figure 3.1: Factor graph structure of variational models. (a) Triple cliques of
a standard FD discretization of the ROF model (Chambolle, 2004).
(b) Triple cliques of linear FEs. (c) 2× 2 cliques of bilinear FEs.
(d) 3× 3 cliques of biquadratic FEs (only one clique shown for
clarity).
has been shown to outperform standard MAP estimation in the con-
text of generatively trained models (Schmidt et al., 2010). Finally, we
note that a statistical MRF formulation enables learning of model
parameters (Roth and Black, 2009), which is paramount in complex
models with many parameters.
3.3 connecting variational models and mrfs
previous work . The first connections between statistical models,
such as MRFs, and variational problems have been developed early
on. Szeliski (1990a) described a close relation between quadratic reg-
ularization and Gaussian MRFs using FEs. Starting from a first-order
smoothness functional, the membrane model (Terzopoulos, 1986)
ES(f) =
1
2
∫∫
(f2x1 + f
2
x2
) dx, (3.7)
Szeliski (1990a) uses linear FEs to derive the discretization
ES(o) =
1
2
∑
k,l
(ok+1,l − ok,l)
2 + (ok,l+1 − ok,l)
2, (3.8)
consisting only of forward differences. For image restoration, Szeliski
(1990a), moreover, proposes the data term
ED(i; f) =
1
2
∑
m
am (f(x1,m, x2,m) − im)
2 , (3.9)
which is discretized as
ED(i; o) =
1
2
∑
k,l
ak,l (ok,l − ik,l)
2
= 12(o− i)
TA(o− i).
(3.10)
The diagonal matrix A = diag{ak,l|k, l} contains optional weights.
Combining the discretized data and smoothness functionals results
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in a quadratic form E(o) = 12o
TBo − oTd + e. Invoking the Gibbs
measure notation (see Equation (3.4)) yields the correspondence of
the above functionals to a Gaussian MRF. These well-studied MRFs
result in an elegant framework for computing estimates as well as
their uncertainty from the posterior. Beyond this case of global quad-
ratic regularizers, Kulkarni et al. (1994) furthermore relate MRFs and
certain segmentation functionals.
While Szeliski (1990a) noted that non-quadratic regularizers can, in
principle, be related to probability densities through Gibbs distribu-
tions, no explicit formulas for the potentials nor study of feasibility
was provided. However, modern variational techniques tend to rely
on non-quadratic penalties, which are robust toward outliers (Rudin
et al., 1992; Aubert et al., 2009). Our key contribution is to revisit
this relation and generalize it to the considerably more involved case
of modern, non-quadratic regularizers, as well as to provide concise
formulas for the equivalent MRF potentials.
finite difference approximations . An approximate connec-
tion between variational models and MRFs, which quite surprisingly is
rarely made, exists through finite difference discretizations. To be im-
plemented on a computer, energy functionals have to be discretized
somehow, which often happens using FDs (Chambolle, 2004; Pock
et al., 2007). A standard FD discretization for the ROF model (Equa-
tion (3.1) with ϕ(y) = |y|) is to use forward differences. E.g., Cham-
bolle (2004) considers
EROF(o; i) =
∑
k,l
(ok,l − ik,l)
2 (3.11)
+ λ
∑
k,l
√
(ok+1,l − ok,l)2 + (ok,l+1 − ok,l)2.
By defining appropriate prior potentials
ψSc(o(c)) = exp{−λ
√
(ok+1,l − ok,l)2 + (ok,l+1 − ok,l)2} (3.12)
with triple cliques c = {(k, l), (k+ 1, l), (k, l+ 1)} as well as per-pixel
likelihood potentials ψDk,l(ik,l;ok,l) = exp{−(ok,l − ik,l)
2} an MRF
whose energy is equal to Equation (3.11) is given as
pROF(o|i) ∝
∏
k,l
ψDk,l(ik,l;ok,l) ·
∏
c
ψSc(o(c)). (3.13)
Note that this MRF is not pairwise, since the prior potentials ψSc in-
volve 3 variables. The corresponding triple cliques are illustrated in
Figure 3.1(a). One drawback of this FD approach is that different dis-
cretizations lead to different approximative functions, and thus can-
not be compared in terms of the original variational objective. An
implementation using finite elements with analytic integration, as is
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pursued here, guarantees exact energy values in the sense that the
original energy functional is evaluated instead of an approximation
thereof.
finite element (ritz) approach . Variational problems as in
Equation (3.1) are typically formulated for infinite-dimensional func-
tion spaces F, e.g., the space of bounded variation (Aubert et al., 2009).
To simplify the following treatment, we assume a generic variational
model
E(f;u) =
∫
Ω
L(f,u) dx → min
f∈F
, (3.14)
where L is a real-valued expression depending on f,u, and deriva-
tives thereof. To be implemented in practice, either the energy needs
to be approximated in a finite-dimensional way (see Equation (3.11)),
or the function space F over which the functional is minimized needs
to be restricted. Such a smaller, restricted space of solutions is typ-
ically defined in terms of a finite set of basis functions bk(x); the
functions are consequently determined by their basis parameters. In
contrast to typical approaches (Ramani et al., 2007), we identify the
basis parameters directly with the pixels, which means that the spa-
tially discrete input and output images, i and o, relate to the spatially
continuous input and output functions, f and u, as
u(x; i) =
K∑
k=1
ikbk(x) and f(x; o) =
K∑
k=1
okbk(x). (3.15)
In this setting, the energy functional from Equation (3.14) is equiva-
lent to a spatially discrete energy E(o; i)
E(f;u) =
∫
Ω
L
(
f(x; o),u(x; i)
)
dx = E(o; i), (3.16)
since the value of the functional only depends on the input and the
output image. Such explicit integration is a classical approach and
was described in an early work by Ritz (1909).
connection to mrfs . To complete the connection to MRFs, we
opt for basis representations with local support, such as FE represen-
tations (Bathe, 2014), which have been used in image restoration for
a long time (Terzopoulos, 1988). The assumption of a basis represen-
tation with local control deserves some discussion: On one hand real
optical systems pose limitations that make (piecewise) smooth func-
tions appear very reasonable. On the other hand, variational prob-
lems with sub-linear regularizing terms4 have been shown to be ill-
posed (Aubert et al., 2009) in the space of functions with bounded
4 The regularizing term ϕ(·) is called sub-linear, if lim
x→+∞ϕ(x)x = 0.
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variation, yet work well in practice when restricting the function
space as done here.
We partition the domain Ω ⊂ R2 into disjoint regions Ωk (with
Ω = ∪kΩk and Ωi ∩Ωj = ∅, ∀i 6= j), such that each region is over-
lapped with the same number of local basis functions (note that the
regions Ωk do not represent the support of the bases bk). Then the
values of the function on each region Ωk are governed by those basis
parameters that control the non-zero basis elements; we denote their
indices as c(k) ⊂ {1, . . . ,K}. Consequently, we have that
E(f;u) =
∫
Ω
L
(
f(x; o),u(x; i)
)
dx (3.17)
=
K∑
k=1
∫
Ωk
L
(
f(x; o),u(x; i)
)
dx (3.18)
=
K∑
k=1
∫
Ωk
L
(
f(x; oc(k)),u(x; ic(k))
)
dx (3.19)
=
K∑
k=1
ρ(oc(k), ic(k)). (3.20)
This means that if we restrict ourselves to bases with local support the
energy functional E(f;u) is equivalent to an MRF energy with cliques
C = {c(k)|k = 1, . . . ,K} and potential functions
ρ(oc(k), ic(k)) =
∫
Ωk
L
(
f(x; oc(k)),u(x; ic(k))
)
dx, (3.21)
where the cliques exert local control over the values on each region
Ωk. Figure 3.1 illustrates the factor graph structure of the equivalent
MRF for linear, bilinear, and biquadratic FE bases. Figure 3.2 shows
the connection between the integration region Ωk and the respective
cliques in the equivalent MRF.
A key characteristic of our approach lies in the rigorous realiza-
tion of the Ritz method: We aim to eliminate the domain variable x
in Equation (3.21) by explicit integration in closed form, rather than
making discrete approximations as is frequently done (Ramani et al.,
2007). We rely on FE bases of low degree for this purpose, which allow
closed form integration in a number of important cases including non-
quadratic regularizers. This not only yields closed form expressions
for the MRF potentials in such cases, but demonstrates that a direct
equivalence between large classes of variational models and MRFs
can be established assuming an implementation with localized basis
representations. The crux is of course, whether the integral required
to eliminate the domain variable can be computed.
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Figure 3.2: FE implementation with local support and MRF cliques. One local
integration area Ωk is shaded gray. The relevant control points,
which also form one of the cliques of the equivalent high-order
MRFs are bold red. Localized basis functions are shown in blue.
3.4 implementation
To illustrate the connection between variational approaches and MRFs
by use of the FEM in combination with explicit integration, we discuss
three different implementations of the basic image restoration model
from Equation (3.1).
3.4.1 Linear Finite Elements
Linear FEs rely on a triangular subdivision of the domain (Figure
3.2(a)), where each triangle supports a planar surface that interpo-
lates the pixel values on three vertices. In contrast to Szeliski (1990a),
where the data term was defined in a discrete fashion and only the
spatial term was integrated, we assume that both output and input
are spatially continuous and carry out an analytic integration. In
more detail, for two-dimensional linear elements on triangular do-
mains, the element functions have the form b(x,y) = αx + βy + γ,
where the coefficients α,β and γ are linear combinations of the pix-
els on one triangle. Specifically, we assume that the pixel values pi
are numbered according to Figure 3.2(a) and the origin is in the up-
per left corner, at pixel p1. We further assume unit distance between
pixels.
Then the FE representation for the upper left triangle element is
given as
b1(x,y; p) = (p3 − p1)x+ (p2 − p1)y+ p1, (3.22)
and for the lower right triangle element
b2(x,y; p) = (p4 − p2)x+ (p4 − p3)y+ (p2 + p3 − p4). (3.23)
data term . The data term has the form∫
(f(x,y; o) − u(x,y; i))2 dxdy. (3.24)
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Hence on an upper left triangle (see Figure 3.2(a)), the data term
thus reduces to an evaluation of an integral of the type
∫1
0
∫1−y
0 (ax+
by+ c)2 dxdy, which gives 112(a
2 + b2 + 4bc+ 6c2 + ab+ 4ac). The
lower right triangle results in an integral of type
∫1
0
∫1
1−x(ax+ by+
c)2 dydx, which yields 112(3a
2 + 5ab+ 3b2 + 8ac+ 8bc+ 6c2). The
data term on the square area of both triangles, which is controlled by
4 pixels, is an expression in oˆ = (o1,o2,o3,o4)T and iˆ = (i1, i2, i3, i4)T
and is equal to the quadratic form 12(oˆ − iˆ)
TM(oˆ − iˆ), with the sym-
metric, positive definite matrix
M =

1/6 1/12 1/12 0
1/12 1/3 1/6 1/12
1/12 1/6 1/3 1/12
0 1/12 1/12 1/6
 . (3.25)
Since the entire data term is composed of a sum of such contributions
by 4 pixels, it can be written as a quadratic form 12(o− i)
TA(o− i) for
a sparse, symmetric, positive definite matrix A. The matrix A is a non-
diagonal band matrix, which reflects the pixel correlation induced by
the FEM. This is in contrast to Szeliski (1990a), where A is diagonal
(see Equation (3.10)). We conclude that the variational data term thus
corresponds to a Gaussian MRF likelihood p(i|o) with correlated pix-
els, and show in Section 3.5 that this data term leads to increased
performance.
spatial term . Linear FEs are not classically differentiable across
patch boundaries, but they admit weak derivatives (Evans, 2010), which
are equal a.e. (almost everywhere) to the patch-wise defined classical
derivatives. Linear FEs are particularly advantageous since any type
of first-order spatial term (with an arbitrary penalty ϕ(·)) becomes
analytically integrable. This is because the partial derivatives on the
triangle elements are constant a.e. Since both the horizontal and the
vertical derivative of linear finite elements are piecewise constant a.e.,
it follows from Equations (3.22) and (3.23) that the spatial term ES(o)
has the form
2ES(o) =
∑
i,j<N
ϕ
(
(oi+1,j − oi,j,oi,j+1 − oi,j)T
)
+
∑
i,j>1
ϕ
(
(oi,j − oi−1,j,oi,j − oi,j−1)T
)
,
(3.26)
which may seem unorthodox compared to standard FDs, since the
corresponding MRF energy contains a combination of forward and
backward differences. Note that this does not become apparent in the
previously considered quadratic case (see Equation (3.8)). It is also
important to note that in contrast to Equation (3.8) the non-quadratic
case results in high-order cliques; the triple cliques of the correspond-
ing MRF prior are shown in Figure 3.1(b). These properties are a
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rigorous consequence of FE calculus, and the experimental results in
Section 3.5 further indicate a well-founded effect.
optimization. Since the main focus of this work is on bridg-
ing the gap between variational and MRF approaches to low-level
vision, we focus on regularizers common in the context of varia-
tional models. Due to its convexity, the total variation (TV) regular-
izer enjoys particular popularity (Rudin et al., 1992; Chambolle, 2004;
Pock et al., 2007; Aubert et al., 2009). We therefore choose it as main
model for our implementation. The TV model penalizes discontinu-
ities by use of the Euclidean norm ϕ(x) =
√
x21 + x
2
2. To cope with
the non-differentiability at (0, 0)T, a common relaxation is the func-
tion
√
x21 + x
2
2 + 
2 (Charbonnier et al., 1997). We will refer to this TV
relaxation as TV + . Furthermore, we also consider an anisotropic
variant of TV (+ ), in which each partial derivative is penalized sep-
arately.
If we integrate TV +  using linear FEs as in Equation (3.26), the
MAP estimate of the resulting MRF is readily obtained by gradient de-
scent. In the non-differentiable case of TV, an effective method for
inference is much less obvious. We opt for an adaption of Cham-
bolle’s fast duality-based algorithm (Chambolle, 2004) to the FE case.
The ensuing text gives an overview of the derivations. Please refer
to Appendix A for further details. First, the spatial term consisting
of forward and backward differences gives rise to a discrete gradi-
ent operator ∇ : X → Y for spaces of matrices X = RN×N and
Y = RN×2N ×RN×2N. Intuitively, the first N columns of Y accom-
modate the forward differences of ∇ and the second N the backward
differences. The divergence operator div : Y → X is defined as the
negative adjoint of the gradient operator. The FEM-induced data term
leads to the Euler equation
0 ∈ A(o− i) + λ∂ES(o), (3.27)
where ES(o) is Equation (3.26) for ϕ(x) = |x|, and ∂ES is the subdiffer-
ential of ES (Hiriart-Urruty and Lemaréchal, 1993a,b). By introducing
the relation v = 1λA(i − o), the solution can be obtained from mini-
mizing
vTA−1v− vT
(
2i
λ
)
+
2
λ
E∗S(v), (3.28)
where E∗S denotes the Fenchel conjugate of ES. The characteristic func-
tion property of E∗S permits the solution of Equation (3.28) by opti-
mization of the quadratic objective
vTA−1v− vT
(
2i
λ
)
subject to (3.29)
v ∈ {div(p) : p ∈ Y, |pi,j| 6 1}. (3.30)
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A fixed point algorithm for the completion of this task can be derived
via the Karush-Kuhn-Tucker conditions.
3.4.2 Bilinear Finite Elements
Beyond linear FEs, we can also use bilinear FEs with square integra-
tion regions (see Figure 3.2(b)). Bilinear dependence on the domain
variables yields the patch-wise expression
f(x,y; o) =
1∑
k,j=0
ck,jx
kyj, (3.31)
where the ck,j are linear combinations of the 2× 2 clique of pixels
o(c), which exert local control (see Figure 3.2(b)). For simplicity, we
assume that the coordinate system of each patch is the unit square.
We note that the data term equals the patch-wise sum of integrated
squared differences of bilinear functions of the form Equation (3.31).
As such, the data term reduces to the straightforward, patch-wise in-
tegration of polynomials. The spatial term poses greater challenges.
However, for anisotropic regularizers that penalize horizontal and
vertical derivatives separately, bilinear finite elements enable exact
integration in certain cases. Below, we illustrate this with two such
cases. Please note that bilinear elements are not differentiable across
patch boundaries, but weak derivatives exist and are equal a.e. to the
patch-wise defined classical derivatives.
tv +  case . For the anisotropic TV +  model, the spatial term in-
volves the patch-wise integration of
√
(∂xf)2 + 2 +
√
(∂yf)2 + 2 .
The partial derivatives of the function in Equation (3.31) are linear in
one domain variable (x or y). A table of integrals (Gradshteyn and
Ryzhik, 2014) yields that the integral of
√
(az + b)2 + 2 over the
interval [0 , 1] equals
F(a , b) =

√
b2 + 2 , if a = 0
a+b
2a X −
b
2a Y +
2
2aZ , otherwise
(3.32)
for X =
√
(a + b)2 + 2 , Y =
√
b2 + 2 and Z = log(X + a +
b) − log(Y + b). It follows that the spatial term reduces to summing
over patch-wise contributions of the form F(a , b) + F(a , c), where
the arguments a , b , and c are the corresponding coefficients of Equa-
tion (3.31). Thus, implementing the variational model with bilinear
FEs yields a MRF with 2 × 2 cliques, since each contribution to the
energy depends on 2 × 2 neighboring pixels. Figure 3.1(c) depicts
the corresponding factor graph. At this point, it is worthwhile to ar-
gue the differentiability of Equation (3.32). The smoothness of the
integrand, together with Leibniz’s rule for differentiation under the
40 connecting non-quadratic variational models and mrfs
integral, imply that the term in Equation (3.32) is infinitely differen-
tiable. Explicit integration of the data and spatial terms thus leads
to a patch-wise sum of smooth, closed-form functions in the output
pixels.
lorentzian case . To demonstrate a non-convex instance of a
variational model, we stick to the previous setting, and change only
the penalty function in the spatial term. A classical non-convex pen-
alty function is the Lorentzian ρ(x) = log
(
1+
(
x
s
)2) (Black and Ran-
garajan, 1996). An anisotropic, decoupled application of the Loren-
tzian to each partial derivative leads to the penalty term ρ(∂xf) +
ρ(∂yf). A table of integrals (Gradshteyn and Ryzhik, 2014) yields that
the integral of log
(
1+ (az+ b)2
)
over the interval [0, 1] is5
G(a,b) =
log
(
1+ b2
)
, if a = 0
−2+ log(X) + baY +
2
aZ, otherwise,
(3.33)
for X = 1+(a+b)2, Y = log(X)− log(1+b2) and Z = arctan(a+b)−
arctan(b). The spatial term is therefore composed of a sum of patch-
wise contributions of the form G(a,b)+G(a, c), where the arguments
a,b and c are the corresponding coefficients of Equation (3.31). Again,
the explicit integration of data and spatial term yields a sum of closed-
form, smooth functions with local pixel dependence. Thus, here as
well we obtain a MRF with 2× 2 cliques. The smoothness of the term
in Equation (3.33) is argued analogously to that of Equation (3.32).
3.4.3 Biquadratic Tensor Product B-splines
Although the experimental results clearly justify the use of linear and
bilinear FEs, (bi)linear functions may still be viewed as simplistic: E.g.,
for gray-level pixels in [0, 255], the derivatives can have only limited
magnitude, and furthermore, bilinear functions are not smooth across
patch boundaries. Higher degree elements can address these issues.
On the other hand, higher degree polynomials pose a greater chal-
lenge for explicit integration. We here consider biquadratic tensor
product B-splines, which have the patch-wise form
f(x,y; o) =
2∑
k,j=0
ck,jx
kyj, (3.34)
where the coefficients ck,j are linear combinations of the 3× 3 clique
of pixels o(c), which exert local control (see Figure 3.1(d) and Fig-
ure 3.2(c)).
The data term is the sum of patch-wise integrated squared differ-
ences of two expressions of the form of Equation (3.34), which de-
pend on the input and output pixels o and i. Since it only involves
5 The constant s is incorporated into the coefficients a,b for ease of notation.
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polynomials, the data term reduces to a straightforward patch-wise
integration. The challenge lies in the spatial term. For biquadratic
B-splines in combination with the anisotropic TV +  model, each par-
tial derivative term can be evaluated similarly. Therefore, it suffices
to explain our approach on one of them, say ∂xB. Using the term of
Equation (3.32), we note that for functions a and b, quadratic in y,∫1
0
∫1
0
√
(∂xB)
2 + 2 dxdy =
∫1
0
F(a,b; o) dy, (3.35)
where we write F(a,b; o) to emphasize the dependence on the pixels,
as a purely notational measure. The integral in Equation (3.35) cannot
be carried out in closed form, but can be approximated by a numer-
ical quadrature scheme of the form
∑
k F(a,b; o)|yk ·wk, where we
again note that a and b are functions in y. In our implementation,
we rely on a composite Simpson rule (Stoer and Bulirsch, 2002) as
a quadrature scheme, which is of order 4. We do not claim that this
choice of quadrature is optimal, but rather wish to demonstrate the
feasibility of our approach using a simple method. Due to the smooth-
ness of the term in Equation (3.32), the numerical scheme is guaran-
teed to converge to the true value of the integral as the step size goes
to zero (Stoer and Bulirsch, 2002). Consequently, for each step size
we obtain an MRF with 3× 3 cliques as illustrated in Figure 3.1(d). De-
creasing step sizes yield a sequence of MRFs of fixed clique size, whose
potentials converge to the true potential that is equivalent to the vari-
ational formulation (due to the convergence of the quadrature). This
demonstrates how the interest in higher-order element spaces can be
reconciled with feasible integration. Although the integration is semi-
numeric and as such of an approximative nature, the convergence is
mathematically rigorous. For inference we rely on gradient descent.
We call attention to the fact that the gradient
∑
k∇oF(a,b; o)|yk ·wk
approximates the true gradient due to
∂ok
∫1
0
∫1
0
√
(∂xB)
2 + 2 dxdy =
∫1
0
∂okF(a,b; o) dy, (3.36)
by Leibniz’s rule of differentiation under the integral. We also note
that the above semi-numeric technique can be carried out for the non-
convex Lorentzian penalty function defined in Section 3.4.2.
3.5 experimentation
To demonstrate that the derived explicit connection between non-
quadratic variational approaches and MRFs is not only of theoret-
ical interest, but also provides practical advantages, we perform a
series of image denoising experiments comparing standard finite dif-
ference discretizations and the MRFs obtained from explicitly inte-
grated FEs. In both cases, the MRFs are derived from first-order vari-
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(a) (b) (c) (d)
(e) T = 0.01 (f) T = 1 (g) T = 8 (h) T = 20
Figure 3.3: Metropolis sampling (Gaussian proposals, 100.000 iterations
burn in) of the linear FEM, TV +  model: (a) Clean input BSDS
image crop. (b) Noise level σ = 25, PSNR 21.19 dB. (c) Posterior
mean estimate, T = 1, PSNR 25.96 dB. (d) Marginal variance esti-
mate, T = 1. (e–f) Prior sampling at different temperatures T .
ational models, however in case of FDs the equivalence is only ap-
proximate, whereas it is exact for our FE approach. As is typical in
the literature (e.g., Portilla et al., 2003), we assume i. i. d. Gaussian
noise with known variance. We use and compare two regularizers:
(1) the differentiable TV +  penalty ( = 0.01, except in case of bilin-
ear FEs where  = 1 is required for numerical stability), and (2) the
non-differentiable TV penalty. Unless otherwise mentioned, we use
an isotropic (i.e. gradient-magnitude based) regularizer. Restoration
performance is evaluated using both PSNR and the more advanced,
perceptually motivated structural similarity index (SSIM). For each
permutation of method, noise level and metric, the regularization pa-
rameter λwas determined using an exhaustive grid search on 20 sepa-
rate training images by maximizing the performance of the respective
metric. In case of differentiable penalties, we compute the MAP esti-
mate of the posterior MRF using conjugate gradients [CG]. For the
MRFs derived using the non-differentiable TV model, we rely on the
popular duality-based method [DM] of Chambolle (2004), or a varia-
tion thereof (see Sec. 3.4). Note that for the convex penalties consid-
ered here, applying inference algorithms such as belief propagation
or graph cuts will likely not be beneficial. Nonetheless, the connection
between variational approaches and MRFs developed here allows to
apply such inference techniques to variational problems with non-
convex regularizers, or to move beyond MAP estimation. We leave
this for future work.
We evaluate the average image restoration performance for a vari-
ety of models and methods on 68 images (as used, e.g., by Roth and
Black (2005)). Table 3.1 summarizes the results, Figure 3.4 gives a vi-
sual example. We make three main observations: (1) When comparing
the same variational model, the proposed FE-MRF performs at least
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Table 3.1: Average restoration performance on 68 test images (from Roth and
Black (2005)).
σ = 15 σ = 25
MRF / variational model / algorithm PSNR SSIM PSNR SSIM
FD-MRF, TV, [DM] 29.63 0.829 27.08 0.747
Linear FE-MRF, TV, [DM] 29.63 0.832 27.19 0.750
FD-MRF, TV + , [CG] 29.69 0.833 27.22 0.751
FD-MRF w/ FE data term, TV + , [CG] 29.75 0.836 27.29 0.756
FD-MRF w/ FE spatial term, TV + , [CG] 29.72 0.834 27.24 0.754
Linear FE-MRF, TV + , [CG] 29.80 0.837 27.32 0.757
FD-MRF, anisotropic TV + , [CG] 29.57 0.829 27.12 0.747
Bilinear FE-MRF, anisotropic TV + , [CG] 29.73 0.826 27.11 0.751
FoE (Roth and Black, 2005) 27.44 0.746
BLS-GSM (Portilla et al., 2003) 28.02 0.789
as well as the FD-MRF and in most cases substantially better (approx-
imately, by 0.1 dB in PSNR). (2) The TV +  penalty leads to consistently
better results than standard TV regularization, which is in line with
findings in the context of optical flow (Werlberger et al., 2009), likely
because staircasing is avoided by a near-quadratic regularization near
zero. The performance of the bilinear FE-MRF versus a corresponding
FD-MRF is mixed, which may also be due to an observed numerical
instability of the former. (3) By separating the contribution of the FE
spatial term and the FE data term, we find that each improves upon
the pure FD-MRF. The correlated data term contributes the strongest.
For comparison, we also report results for two competitive denois-
ing approaches (Portilla et al., 2003; Roth and Black, 2005), for which
code is publicly available. While we note that the standard first-order
variational model does not perform at the level of these more sophis-
ticated techniques (or more recent ones (Lyu and Simoncelli, 2007;
Jain and Seung, 2009)), it is simpler and enjoys widespread use to
date. For completeness and to allow comparison with other methods,
we also report results on a variety of standard images considered in
the literature (e.g., Portilla et al., 2003). Table 3.2 gives these results in
terms of PSNR and SSIM.
One advantage of the derived equivalence of variational models
and MRFs is that we can apply probabilistic methods to variational
models. Of the many possibilities, we here consider sampling. Fig-
ure 3.3 demonstrates standard Metropolis sampling from the prob-
abilistic model induced by a variational formulation with a TV + 
regularizer and using the proposed linear FE-MRF. Samples from the
posterior can, for example, be used to estimate the posterior mean
(MMSE estimate) and the marginal variance (see Figure 3.3(c),(d)). In
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Table 3.2: Restoration performance by MAP inference on the standard test
images Barbara, Boat, Fingerprint, Lena, and Peppers (Portilla
et al., 2003)), numbered from one to five.
Image-wise performance in PSNR
σ MRF, model, algorithm 1 2 3 4 5
15 FDM, TV, [DM] 27.90 30.47 28.17 32.28 31.33
Lin. FE, TV, [DM] 27.56 30.63 28.32 32.29 30.89
FDM, TV + , [CG] 27.96 30.45 28.02 32.31 31.12
Lin. FE, TV + , [CG] 27.73 30.71 28.83 32.53 30.86
FDM, aniso. TV + , [CG] 27.84 30.43 27.68 32.12 31.07
Bilin. FE, aniso. TV + , [CG] 27.82 30.68 28.36 32.29 30.89
25 FDM, TV, [DM] 25.30 28.15 25.52 30.00 28.59
Lin. FE, TV, [DM] 24.86 28.31 25.50 30.24 27.81
FDM, TV + , [CG] 25.46 28.21 25.24 30.12 28.39
Lin. FE, TV + , [CG] 25.26 28.46 26.05 30.40 27.88
FDM, aniso. TV + , [CG] 25.37 28.18 24.95 29.91 28.38
Bilin. FE, aniso. TV + , [CG] 25.16 28.42 25.63 30.19 27.98
Image-wise performance in SSIM
σ MRF, model, algorithm 1 2 3 4 5
15 FDM, TV, [DM] 0.812 0.814 0.917 0.858 0.882
Lin. FE, TV, [DM] 0.803 0.819 0.923 0.859 0.878
FDM, TV + , [CG] 0.822 0.814 0.917 0.855 0.876
Lin. FE, TV + , [CG] 0.809 0.820 0.930 0.859 0.880
FDM, aniso. TV + , [CG] 0.813 0.811 0.910 0.852 0.875
Bilin. FE, aniso. TV + , [CG] 0.806 0.819 0.923 0.858 0.880
25 FDM, TV, [DM] 0.720 0.748 0.865 0.796 0.820
Lin. FE, TV, [DM] 0.706 0.754 0.861 0.812 0.835
FDM, TV + , [CG] 0.727 0.747 0.848 0.810 0.829
Lin. FE, TV + , [CG] 0.720 0.756 0.874 0.812 0.831
FDM, aniso. TV + , [CG] 0.719 0.743 0.840 0.803 0.823
Bilin. FE, aniso. TV + , [CG] 0.713 0.756 0.865 0.807 0.828
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(a) Full size image (b) Image detail (c) Noisy image, noise
level σ = 25
(d) FDM-MRF,
TV + , [CG]
(e) Linear FE-MRF,
TV + , [CG]
Figure 3.4: Image denoising with a non-quadratic variational model and
the corresponding MRF realizations. The FE-MRF result exhibits
fewer speckle artifacts (best viewed on screen). The image is from
the USC-SIPI database (Weber, 2018).
the future, posterior samples may also be used to infer MAP estimates
of non-convex regularizers via simulated annealing. Figure 3.3(e)-(h)
shows how sampling the equivalent MRF can also give insights into
the generative properties of the underlying variational model.
3.6 conclusions
In this chapter we investigated the connections of modern, non-quad-
ratic first-order variational models and Markov random fields. Based
on finite elements and explicit integration, we derived localized po-
tential functions of an equivalent MRF, which provided a rigorous con-
nection between the two approaches. We demonstrated the feasibility
of the approach with several examples, and adapted a duality-based
inference algorithm to MAP inference in MRFs derived from FE im-
plementations of TV-based variational models. Moreover, we gave an
experimental analysis of the derived connection in an image denois-
ing application, where we found improved performance compared to
standard discretization schemes for variational models. Finally, we
illustrated the connection to probabilistic models by sampling the
equivalent MRF prior and posterior. Future work should consider
applying probabilistic learning and inference to the MRFs equivalent
to the variational formulation, such as learning the penalty function,
performing MAP estimation for non-convex penalties, or carrying out
MMSE estimation, e.g. by variational inference. In addition, the estab-
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lished connection allows to investigate the generative properties of
variational models. Future work may also consider second-order pri-
ors and other problem domains, such as correspondence problems or
segmentation.
4
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Conventional non-blind image deblurring methods involve nat-ural image priors and maximum a-posteriori (MAP) estimation.
As a consequence of MAP estimation, separate pre-processing steps
such as training of the regularization parameter are necessary to
avoid user interaction. Moreover, MAP estimates involving standard
natural image priors have been found lacking in terms of restoration
performance. To address these issues, we introduce a Bayesian frame-
work for non-blind deblurring. Thereby, a sampling-based technique
allows to perform deblurring using the Bayesian minimum mean
squared error (MMSE) estimate, which requires no regularization pa-
rameter and yields higher performance than MAP estimates when
combined with a learned high-order image prior. Another advantage
of the proposed framework is that it permits integrated estimation of
the unknown noise strength. A quantitative and qualitative evalua-
tion demonstrates favorable deblurring results.
4.1 introduction
Although image blur is sometimes used for artistic purposes, it fre-
quently corrupts valuable image information and produces visually
disturbing images. Deblurring techniques thus attempt to restore a
sharp explanation from a blurred input image. This chapter is con-
cerned with non-blind deblurring, where the blur is assumed to be
known, which is an important component of the more general blind
deblurring problem (Levin et al., 2009). Even when the image blur is
known, for example from inertial sensors (Joshi et al., 2010), deblur-
ring is a difficult problem, partly rooted in the loss of image informa-
tion due to the presence of zeros in the kernel spectrum, as occurs,
47
48 bayesian deblurring
e.g., in the case of motion and defocus blur. This is further exacer-
bated by image noise, which arises from the image capturing process.
The simplest conceivable approach of deblurring by inverting the blur
matrix cannot effectively overcome these difficulties (see Section 1.3
for a more extensive discussion of these challenges).
Instead, most techniques rely on standard natural image priors
based on Markov random fields (MRFs) to regularize the problem
and to avoid restoration artifacts. The restored image is coupled to
the blurred input through a likelihood model, which requires the im-
age noise level to be known. To compute the deblurred image, most
approaches rely on MAP estimation (e.g., Levin et al., 2007; Krishnan
and Fergus, 2009). However, such conventional MAP approaches have
shortcomings: (1) For best results, the influence of prior and likeli-
hood needs to be calibrated with a regularization parameter. This pa-
rameter depends on the noise magnitude; therefore, a set of suitable
regularization parameters must be determined in an off-line training
step for a necessarily limited set of noise levels, which must be given
by the user or estimated in a separate process prior to deblurring.
(2) Conventional MAP estimates have been found to either exhibit
oversmoothing or residual high-frequency artifacts (Cho et al., 2010;
Schmidt et al., 2010).
In the non-blind image recovery procedure presented in this chap-
ter, we replace MAP with MMSE estimation based on Gibbs sampling
(Schmidt et al., 2010), which reduces oversmoothing and allows to
eliminate the regularization parameter when combined with an ap-
propriate image prior. Furthermore, we employ a learned high-order
MRF prior (Roth and Black, 2009) for regularization. Another advan-
tage of our Bayesian approach is that unknown parameters, such as
the noise variable, can be eliminated by approximately integrating
over them using Markov chain Monte Carlo (MCMC) sampling.
We evaluate our non-blind deblurring approach experimentally and
find both quantitatively and qualitatively favorable performance in
comparison to other popular methods.
4.2 related work
This section is designed to present a selection of related publications
pertaining directly to the subject matter at hand. To understand how
the research enumerated below links into a larger context of deblur-
ring literature, we refer the reader to Section 2.3.
The practical significance of non-blind deblurring not only includes
applications with known blur kernel (e.g., Levin et al., 2007), but also
stems from the design of state-of-the-art blind deblurring algorithms.
Levin et al. (2009) theoretically and practically demonstrate the sta-
bility of first estimating the kernel from a marginalized density, and
then inferring a sharp image by non-blind deblurring with the kernel
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estimate. Although some algorithms differ from this and alternate
between kernel and latent image estimation (e.g., Shan et al., 2008),
non-blind deblurring forms an important element of not only state-
of-the-art image-based blind methods (Fergus et al., 2006; Yuan et al.,
2007; Joshi et al., 2008; Shan et al., 2008; Cho and Lee, 2009), but also
of highly competitive hardware-based techniques (Ben-Ezra and Na-
yar, 2004; Tai et al., 2008; Joshi et al., 2010).
A classical approach to the problem of non-blind deblurring is the
Lucy-Richardson method (Richardson, 1972; Lucy, 1974), which is
known to cause ringing artifacts, but frequently is used as a base-
line (Shan et al., 2008; Krishnan and Fergus, 2009). Ringing can be
reduced if a pair of blurred and noisy images is available (Yuan et al.,
2007). More recent deblurring approaches involve natural image pri-
ors and MAP estimation. Krishnan and Fergus (2009) propose a fast
MAP algorithm with a first-order prior by exploiting a half-quadratic
scheme (Geman and Yang, 1995). Shan et al. (2008) use a likelihood
model based on derivatives of up to second order and a two-level
prior. Levin et al. (2007) propose a MAP algorithm with a high-order
prior involving second-order derivative filters. This method is widely
used due to its leading performance (Cho and Lee, 2009; Levin et al.,
2009; Joshi et al., 2010), or is often compared to experimentally (Shan
et al., 2008; Krishnan and Fergus, 2009).
As discussed above, standard MAP approaches to deblurring have a
number of disadvantages. On one hand, conventional MAP estimates
have been found to yield either oversmoothed results lacking textu-
ral detail, or results with high-frequency artifacts. Cho et al. (2010)
address this issue with a content-aware prior, which adapts the im-
age model locally to the properties of the respective image region.
Schmidt et al. (2010) replace MAP with MMSE estimation, and show
improved results for image denoising. We here follow the approach
of Schmidt et al. (2010) and generalize it to non-blind deblurring.
Furthermore, the sampling-based approach lends itself to the task
of noise level estimation.
By contrast, conventional MAP methods typically rely on the specifi-
cation of the noise magnitude or regularization weight, which may be
pre-determined for the case of a fixed camera setup or estimated as
an additional processing step. One previous approach is to use vari-
ational inference, which involves fitting an easier to handle probabil-
ity to the posterior. The approximate distribution permits to analyti-
cally derive marginal expected values of unknown variables such as
the hidden image and noise magnitude. Particularly, the variational
method of Miskin and MacKay (2000) for blind deblurring has a si-
multaneous noise estimation component, but the assumption of i. i. d.
pixels is a limiting factor, and experiments are restricted to cartoon
images. The variational framework is also used by Fergus et al. (2006)
for blur kernel estimation. However, the noise is not estimated in the
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spatial, but in the gradient domain, which is equipped with a con-
ventional prior. This stands in contrast to the MCMC-based non-blind
deconvolution presented in this chapter, which permits high-order
Field of Experts (FOE) priors and spatial noise estimation.
The difficulty of specifying viable regularization parameters is not
exclusive to deblurring. For stereo vision, Zhang and Seitz (2007) pro-
pose simultaneous depth field and MRF parameter estimation. In the
context of optical flow computation, Krajsek and Mester (2006) ap-
proximately marginalize over the displacement field using Laplace’s
method, which permits them to maximize the marginal likelihood
w.r.t. the model parameters. By contrast, our approach relies on Gibbs
sampling, which is typically more accurate as approximate inference
procedure.
4.3 deblurring with high-order priors
As is usual in the deblurring literature, we assume that the unknown
sharp image x ∈ Rm is blurred with a blur matrix K ∈ Rn×m and
corrupted with additive white Gaussian noise n:
y = Kx+ n, n ∼ N(0,σ2I). (4.1)
Here, y ∈ Rn is the observed, blurred image. We note that all sub-
sequent derivations also hold for the case of spatially varying, non-
uniform blur. However, since there is little ground-truth data avail-
able for spatially varying blur, our experiments are limited to spa-
tially uniform blur. In other terms, we usually assume that Kx ≡ k⊗ x
corresponds to a convolution of the desired image x with the blur ker-
nel k.
In this chapter, we consider the problem of non-blind image deblur-
ring with a known blur matrix K. Taking a Bayesian approach thus
amounts to formulating the posterior
p(x|y, K,σ) ∝ p(y|x, K,σ) · p(x). (4.2)
The assumption of additive white Gaussian noise gives rise to the
likelihood
p(y|x, K,σ) = N(y; Kx,σ2I). (4.3)
The term p(x) denotes a natural image prior. This prior is necessary,
since simply inverting the blur matrix K to recover the original image
x is infeasible due to the presence of noise or a misspecified blur
kernel. Hence, deblurring techniques employ sparse image priors to
regularize the solution to this ill-posed problem (e.g., Levin et al.,
2007; Krishnan and Fergus, 2009).
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high-order mrf prior . Instead of the hand-defined and fre-
quently gradient-based priors prevalent in deblurring, we here rely
on a learned high-order prior, specifically Fields of Experts (FOEs)
(Roth and Black, 2009). These high-order MRFs are based on spatially
extended cliques, and capture the properties of a natural image x in
terms of responses to a bank of learned, linear filters:
p(x) =
1
Z
e−‖x‖
2/2
∏
c∈C
N∏
i=1
φ
(
JTi x(c);αi
)
(4.4)
Here, the response to the learned, linear filters Ji is modeled as the
product of expert functions φ with parameters αi, which are learned
as well. Moreover, the MRF cliques are denoted as c ∈ C, and Z de-
notes the partition function. The broad Gaussian factor e−‖x‖2/2 en-
sures that the model is normalizable.
Instead of the original Student-t experts (Roth and Black, 2009), we
follow Schmidt et al. (2010) and model the expert functions using
Gaussian scale mixtures (GSMs) (Wainwright and Simoncelli, 2000) as
φ(JTi x(c);αi) =
∑J
j=1
αijN(JTi x(c); 0,η
2
ij). (4.5)
Apart from being a more faithful model of natural images, this formu-
lation admits efficient Gibbs sampling-based inference (Levi, 2009),
which we later exploit for our integrated noise estimation approach.
To that end, the FOE density from Equation (4.4) can be augmented
with discrete latent variables z to yield the joint distribution
p(x, z) ∝ e−‖x‖2/2
∏
c∈C
N∏
i=1
αizicN(J
T
i x(c); 0,η
2
izic
), (4.6)
from which the FOE model in Equation (4.4) arises by marginalizing
over the latent variables z.
The advantage of the augmented distribution p(x, z) is that the con-
ditional distributions are tractable. Specifically, p(x|z) is a multivariate
Gaussian and p(z|x) is a discrete distribution (Schmidt et al., 2010). To
verify these claims in higher detail, we first remark that
N∑
i=1
∑
c∈C
−
(
JTi x(c)
)2
2η2izic
= −
1
2
xT
(
N∑
i=1
TJiZiT
T
Ji
)
x, (4.7)
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whereby TJi denotes the Toeplitz matrix expressing convolution by
the filter Ji, and Zi is the diagonal matrix with entries
{
η−2izic , c ∈ C
}
.
Using the identity from Equation 4.7, we obtain
p(x|z) ∝ p(x, z) (4.8)
∝ e−‖x‖2/2
∏
c∈C
N∏
i=1
N
(
JTi x(c); 0,η
2
izic
)
(4.9)
∝ e−‖x‖2/2
∏
c∈C
N∏
i=1
exp
(
−
(
JTi x(c)
)2
2η2izic
)
(4.10)
∝ exp
(
−
‖x‖2
2
+
N∑
i=1
∑
c∈C
−
(
JTi x(c)
)2
2η2izic
)
(4.11)
= exp
(
−
1
2
xT
(
I+
N∑
i=1
TJiZiT
T
Ji
)
x
)
(4.12)
∝ N (x; 0, P−1z ) , (4.13)
with precision matrix Pz = I +
∑N
i=1 TJiZiT
T
Ji , see Schmidt (2010).
The matrix Pz is the same as in denoising and depends on the linear
filters Ji and the current value of the auxiliary variables z. Further-
more, we observe that given the image x, the discrete indicator vari-
ables zic are conditionally independent and distributed according to
p(zic|x) ∝ αizicN(JTi x(c); 0,η2izic), (4.14)
an uncomplicated expression to sample from.
4.4 bayesian deblurring using sampling
To infer the deblurred image from the posterior in Equation (4.2), we
extend the approach of Schmidt et al. (2010) and in contrast to pre-
vious deblurring methods compute the posterior mean, or Bayesian
minimum mean squared error (MMSE) estimate:
xˆ = arg min
x˜
∫
‖x˜− x‖2p(x|y, K,σ) dx (4.15)
= arg min
x˜
∫ (‖x˜‖2 − 2x˜Tx+ ‖x‖2)p(x|y, K,σ) dx (4.16)
= arg min
x˜
(‖x˜‖2 − 2x˜TE[x|y, K,σ]) (4.17)
= E[x|y, K,σ]. (4.18)
The advantage over the more common MAP approach, at least for
image denoising (Schmidt et al., 2010), is that that it leads to superior
results, both for smooth and textured image regions. Secondly, MMSE
estimates yield a higher correlation between the image restoration
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performance and the generative quality of the model. This on one
hand lets us take advantage of powerful learned priors, and on the
other hand allows us to work without any regularization parameter
that balances the prior and the likelihood, which is very desirable
especially when the noise level is not known.
We perform MMSE estimation by extending the sampling approach
of Schmidt et al. (2010) to image deblurring. To that end, we note that
the posterior can be augmented with discrete latent variables z:
p(x, z|y, K,σ) ∝ p(y|x, K,σ) · p(x, z). (4.19)
Due to the Gaussian form of the likelihood from Equation (4.3) we
obtain the conditional distributions
p(z|x, y, K,σ) ∝
∏
c∈C
N∏
i=1
αizicN
(
JTi x(c); 0,η
2
izic
)
(4.20)
p(x|z, y, K,σ) ∝ N (y; Kx,σ2I) ·N (x; 0, P−1z ) (4.21)
∝ N
(
x; P−1K
(
KTy
σ2
)
, P−1K
)
·N (x; 0, P−1z ) (4.22)
∝ N
(
x; Q−1z
(
KTy
σ2
)
, Q−1z
)
(4.23)
using the notation PK = 1σ2K
TK and Qz = Pz + PK. Equation (4.23)
follows from a standard rule for the product of two Gaussians. Note
that the conditional p(z|x, y, K,σ) = p(z|x) is not affected by the like-
lihood term and hence is the same as in the denoising case (Schmidt
et al., 2010). Sampling from Equation (4.20) is easy, because the distri-
bution decomposes and each zic can be sampled independently from
a univariate discrete distribution.
The conditional distribution p(x|z, y, K,σ), on the other hand, is a
generalization of the denoising case (where K = I). Equation (4.21)
is a Gaussian in x with precision (inverse covariance) matrix Qz =
Pz +PK and mean µ = Q−1z KT
y
σ2
, and can be sampled by solving two
large sparse systems of linear equations (Levi, 2009; Schmidt, 2010),
one of which to determine the mean µ. We outline this scheme in the
following. To begin with, Qz can be written as the matrix product
VZVT, where
V =
[
TJ1 . . . TJN I K
T
]
, (4.24)
Z =

Z1 0 . . . 0
0 Z2
...
...
. . .
ZN
 · I
0 . . . I/σ2

. (4.25)
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A sample xˆ(t) from N(0, Q−1z ) is generated by solving
VZVTxˆ(t) = V
√
Zs, s ∼ N(0, I). (4.26)
Finally, we obtain a sample x(t) from p(x|z, y, K,σ) as µ+ xˆ(t).
Sampling from the posterior (Equation (4.2)) thus proceeds using a
Gibbs sampler that alternates between sampling from Equations (4.20)
and (4.21) to obtain a sequence of samples {{z(1), x(1)}, . . . , {z(T), x(T)}}.
The MMSE estimate of x is approximated by averaging samples x(t)
from the posterior after B burn-in iterations (B < t 6 T ); the sam-
ples of z are simply discarded at the end. Alternatively, we can use a
Rao-Blackwellized MMSE estimator of x by averaging the conditional
expectations from Equation (4.21) (see Papandreou and Yuille, 2010):
xˆRB ≈ 1
T −B
∑T
t=B+1
Q−1z(t)K
T y
σ2
. (4.27)
We find that essentially the same performance can be achieved using
either estimator, although many fewer iterations of the Gibbs sampler
are necessary to satisfy our conservative convergence criteria (similar
to Schmidt et al. (2010)) when using Rao-Blackwellization. Hence, all
results in the remainder of the chapter were obtained using this ap-
proach.
4.5 integrated noise estimation1
MAP solutions in low-level vision typically require a regularization
variable λ to properly adjust the weighting of prior and likelihood
components factoring into the posterior. This variable must be altered
with the noise magnitude to obtain optimal performance. In practice,
a look-up table or function mapping from noise level to regulariza-
tion parameter is often generated prior to method application. In the
conventional MAP setting, the user is expected to specify an estimate
of the noise level, whereby any error in selection can have substantial
ramifications on algorithm performance. On this subject, Figure 4.1
depicts the dependence of deblurring results on the choice of noise
magnitude; it is evident that an accurate specification of noise level
is paramount to achieving the best results of any displayed deblur-
ring procedure. A distinctive feature of the MMSE-oriented deblurring
method which we propose in Section 4.4 is its independence of any
regularization variables determined from prior offline training. All
other procedures in Figure 4.1, on the other hand, need to be instan-
tiated with a favorable choice of regularizing parameter.
In this section, we expand the approach of Section 4.4 by integrated
noise estimation. In more detail, we follow the Bayesian paradigm
1 This summary of the noise estimation approach of Schmidt (2016) is given for com-
pleteness to illustrate another advantage of the Bayesian approach to deblurring. It
is not an original contribution of the present work.
4.5 integrated noise estimation 55
1 2 3 4 5 6
22
23
24
25
26
27
28
σ
PS
NR
 
 
Ours (3×3 FoE)
5 × 5 FoE (MAP)
Levin et al.
Krishnan & Fergus
Lucy−Richardson
Figure 4.1: Dependence of deblurring results on the noise level. Average
results for 8 images and various assumed noise levels (ground
truth σGT = 2.55). All methods suffer from an incorrect choice
of σ. Especially for MAP-based approaches the best performance
is achieved for σ < σGT. The trained regularization parameter is
thus not fully representative of the test set.
and eliminate the noise standard deviation σ by simply integrating
over it (approximately):
p(x|y, K) =
∫
p(x,σ|y, K) dσ. (4.28)
For this purpose, we incorporate the noise variable σ into an ex-
panded joint probability p(x, z,σ|y, K). Note that in practice, we find
it sufficient to employ a non-informative prior p(σ) = const. on the
noise level, as the corrupted/hidden image pair and blur kernel exert
powerful enough constraints to guide the noise estimation. To execute
the approximate integration of Equation (4.28), we expand the Gibbs
sampling scheme delineated in Section 4.4 by additionally sampling
from p(σ|x, z, y, K), the conditional probability for the noise level. Fol-
lowing Fergus et al. (2006), the latter probability may be reformulated
as a Gamma distribution G(x;a,b) = x
a−1e−x/b
ba Γ(a) on the noise precision,
p(σ|x, z, y, K) ∝ N(y; Kx,σ2I) (4.29)
∝ σ−n exp
(
−
‖y−Kx‖2
2σ2
)
(4.30)
∝ G
(
1
σ2
;
n
2
+ 1,
2
‖y−Kx‖2
)
. (4.31)
The Gibbs sampling pattern alternates between σ, z and x. Thus, the
noise level must not be known in advance. Rather, it is implicitly
estimated in the following MMSE solution for the deblurred image:
xˆ = arg min
x˜
∫∫
‖x˜− x‖2p(x,σ|y, K) dx dσ = E[x|y, K]. (4.32)
In practice, we compute this result by replacing the ground-truth
noise level in Equation (4.27) with the corresponding sample σ(t).
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If we wish to estimate the noise magnitude σ, it is equally viable to
approximate the MMSE solution
σˆ = arg min
σ˜
∫∫
‖σ˜− σ‖2p(x,σ|y, K) dx dσ = E[σ|y, K] (4.33)
by the average of noise level samples σ(t). Another option is to com-
pute the Rao-Blackwellized MMSE solution as
σˆRB ≈ 1
T −B
∑T
t=B+1
(
n+ 2
‖y−Kx(t−1)‖2
)−1/2
, (4.34)
which is derived from the conditional means of Equation (4.31).
In comparison to the estimation method of Fergus et al. (2006), our
MCMC approach extends effortlessly to high-order image priors and
determines the noise magnitude in the spatial domain. Further, in
contrast to conventional MAP methods, we integrate our noise esti-
mation technique into the deblurring algorithm by formulating the
noise level as an additional posterior variable and marginalizing over
it. The benefit is that noise estimation is automatically tailored to the
given restoration scenario, in this case image deconvolution.
A further interesting facet occurs when the blur reduces to the
identity K = I. In this case, sampling from p(x, z,σ|y, K) becomes
a method for blind denoising (without knowledge of the noise level).
4.6 experiments
In this section, we evaluate our approach for non-blind deblurring ex-
perimentally2. To separate the contribution of our general approach
from the effects of the learned, high-order prior, we also report re-
sults for a learned pairwise MRF. If unspecified, the experimental dis-
cussion below refers to using the 3× 3 FOE. To facilitate comparisons,
we use the parameters of the learned pairwise MRF and 3× 3 FOE
models from Schmidt et al. (2010).
non-blind deblurring . A general problem with the evaluation
of non-blind deblurring algorithms is the scarcity of ground-truth
data or even realistic blur kernels. We use the eight publicly available
blur kernels from Levin et al. (2009) on eight different images of size
128× 128 pixels each, to synthetically blur 64 images overall; the im-
ages were randomly cropped from the denoising test set of 68 images
proposed by Roth and Black (2009). After blurring the images, we
added white Gaussian noise of varying strength to obtain three test
sets for noise levels 1%, 3%, and 5% (σ = 2.55, 7.65, 12.75). To simu-
late realistic conditions, all pixel values were subsequently rounded
2 MATLAB code is available at http://www.visinf.tu-darmstadt.de/media/visinf/
software/deblurring_demo-10.zip
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Results in PSNR (dB)
σ = 2.55 σ = 7.65 σ = 12.75
Method GT NE GT NE GT NE
Richardson (1972); Lucy (1974) 25.38 25.34 21.85 21.88 19.83 19.86
Krishnan and Fergus (2009) 26.97 26.86 24.91 24.88 23.93 23.94
Levin et al. (2007) 28.03 27.96 25.36 25.36 24.29 24.34
5× 5 FOE (MAP) 28.44 28.33 25.66 25.59 24.48 24.43
(Roth and Black, 2009)
Ours (pairwise MRF) 28.24 28.17 25.63 25.58 24.51 24.48
Ours (3× 3 FOE) 28.66 28.61 25.68 25.64 24.46 24.43
Results in SSIM
σ = 2.55 σ = 7.65 σ = 12.75
Method GT NE GT NE GT NE
Richardson (1972); Lucy (1974) 0.703 0.697 0.423 0.425 0.244 0.245
Krishnan and Fergus (2009) 0.800 0.793 0.671 0.669 0.608 0.605
Levin et al. (2007) 0.823 0.817 0.689 0.686 0.625 0.624
5× 5 FOE (MAP) 0.842 0.835 0.711 0.708 0.646 0.642
(Roth and Black, 2009)
Ours (pairwise MRF) 0.833 0.830 0.700 0.696 0.633 0.629
Ours (3× 3 FOE) 0.850 0.846 0.711 0.707 0.640 0.637
Table 4.1: Average deblurring results for 64 test images. GT denotes that the
ground truth noise parameter σwas used, NE indicates that σwas
assumed to be unknown and an estimate was used instead. For all
methods except ours, the approach of Zoran and Weiss (2009) was
used for noise estimation prior to deblurring.
to one of 256 discrete intensities. We deblurred with a slightly per-
turbed version of the true blur kernel by adding white Gaussian noise
with variance 10−6 to it. The motivation is to mimic a more realistic
scenario where the estimated blur kernel always contains some error.
We compare our approach against the standard MAP-based meth-
ods of Levin et al. (2007) and Krishnan and Fergus (2009), as well
as the classical Lucy-Richardson algorithm (Richardson, 1972; Lucy,
1974). Both Levin et al. (2007) and Krishnan and Fergus (2009) use
image priors with hyper-Laplacian potential functions e−ρ(x) with
ρ(x) = |x|α. We used the original implementation of Levin et al. (2007)
unchanged with α = 4/5, and chose α = 2/3 for the original imple-
mentation of Krishnan and Fergus (2009) to achieve best performance.
In addition, we also applied the 5× 5 FOE prior from Roth and Black
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Figure 4.2: Sorted PSNR differences for the 64 deblurred images between our
method (3 × 3 FOE) and all others. Noise estimates (using the
method of Zoran and Weiss (2009)) instead of the ground truth σ
were used for the other approaches. Everything below the black
dashed line means that our method (3× 3 FOE) was better than
the competing one. Best viewed in color.
(2009) to the non-blind deblurring case, and used an expectation max-
imization (EM) algorithm (see Levi, 2009) to perform MAP estimation.
For all competing methods, the regularization parameters were de-
termined (per noise level) on a separate training set of 16 images, us-
ing each of the eight blur kernels from Levin et al. (2009) twice. Since
our approach does not necessarily require the noise level as input, we
also instantiated competing methods with noise estimates, which are
here acquired by the algorithm of Zoran and Weiss (2009).
The quantitative deblurring results for the 64 images and three
noise levels are summarized in Table 4.1. Figure 4.2 visually illus-
trates the performance difference of our approach to various base-
lines. The results show that Lucy-Richardson (Richardson, 1972; Lucy,
1974) and the very fast method of Krishnan and Fergus (2009) are far
behind the other methods for all noise levels, particularly behind ours
(at least 0.5dB worse on average). We find that our method particu-
larly outperforms competing approaches for the smallest – and for
many applications likely the most realistic – noise level. For exam-
ple, the widely used method of Levin et al. (2007) is outperformed by
about 0.6dB. An interesting observation is also that deblurring with
the 5 × 5 FOE prior from Roth and Black (2009) outperforms Levin
et al. (2007). This shows that the learned, high-order MRF prior is
at least partly responsible for the observed performance difference
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to Levin et al. (2007). Nonetheless, our Bayesian approach with inte-
grated noise estimation still performs about 0.25dB better than using
a 5× 5 FOE with MAP estimation, despite using smaller 3× 3 cliques.
Interestingly, even when combined with a simple pairwise MRF our
method comes close in performance to the 5× 5 FOE. This demon-
strates that the proposed MMSE approach improves performance.
A qualitative comparison on two larger images that were not part of
the test set can be seen in Figures 4.3 and 4.4. We observe in both im-
ages that our method is especially good at preserving textural detail,
while at the same time allowing for very smooth regions, which ap-
pear too crisp or show artifacts in case of the competing methods (e.g.
the sky in Figure 4.3 or the background near the top of Figure 4.4).
computational considerations . It is not surprising that the
Bayesian approach taken in this chapter is computationally more ex-
pensive than MAP estimation (energy minimization). The reported re-
sults are intended to show the performance limits of our method
and consequently use conservative thresholds for assessing sampler
convergence. For practical purposes it is easily possible to relax the
convergence criteria with little to no influence on the deblurring per-
formance. For the 64 test images in Table 4.1 and σ = 2.55/7.65/12.75,
a simple MATLAB implementation achieves an average runtime of
4.6/3.9/3.9minutes, while staying within 0.03dB of the quoted results.
A similar MAP implementation used for the 5× 5 FOE (Roth and Black,
2009) is only about 4 times faster. The methods of Krishnan and Fer-
gus (2009) and Levin et al. (2007) are optimized for speed and need
at most a few seconds per image. While much faster, their deblurring
performance is significantly worse (1.7dB and 0.6dB). Furthermore,
they require additional effort for determining suitable regularization
parameters.
4.7 conclusions and future work
Based on posterior sampling, we presented a comprehensive Bayesian
framework for non-blind deblurring. We achieved improved applica-
tion performance by exploiting learned, high-order priors and relying
on MMSE estimation. In an experimental evaluation, our framework
was demonstrated to outperform conventional MAP deblurring algo-
rithms using standard quantitative measures. A further merit of the
proposed approach is the integrated treatment of unknown parame-
ters such as the noise standard deviation.
Future work in Bayesian inference needs to engineer less compu-
tationally intensive sampling algorithms. Another avenue for future
research is to estimate additional parameters of the problem at hand;
for deblurring in particular, estimating a non-parametric blur kernel
in an integrated fashion would extend our framework to the problem
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(a) Original (b) Blurred input image, PSNR
= 23.89dB, SSIM = 0.588
(c) Ours (3 × 3 FOE), PSNR =
29.05dB, SSIM = 0.864
(d) Ours (pairw. MRF), PSNR =
28.84dB, SSIM = 0.842
(e) 5 × 5 FOE (MAP), model of
Roth and Black (2009), PSNR
= 28.81dB, SSIM = 0.844
(f) Levin et al. (2007), PSNR =
28.54dB, SSIM = 0.826
(g) Krishnan and Fergus (2009),
PSNR = 28.38dB, while SSIM
= 0.825
(h) Method of Richardson (1972)
and Lucy (1974), PSNR =
27.01dB, SSIM = 0.693
Figure 4.3: Deblurring example (cropped; image from BSDS). Our method
simultaneously preserves rock texture and smooth sky. The 15×
15 blur kernel shown in (b) is spatially resized and its entries are
scaled for better visualization. Best viewed on screen.
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(a) Original (b) Blurred input image, PSNR
= 19.24dB, SSIM = 0.480
(c) Ours (3 × 3 FOE), PSNR =
32.09dB, SSIM = 0.920
(d) Ours (pairwise MRF), PSNR
= 30.31dB, SSIM = 0.878
(e) 5 × 5 FOE (MAP), model of
Roth and Black (2009), PSNR
= 31.71dB, SSIM = 0.914
(f) Levin et al. (2007), PSNR =
31.33dB, SSIM = 0.898
(g) Krishnan and Fergus (2009),
PSNR = 28.30dB, while SSIM
= 0.873
(h) Method of Lucy (1974) and
Richardson (1972), PSNR =
26.23dB, SSIM = 0.708
Figure 4.4: Deblurring example (cropped; image from Levin et al. (2009)).
The blur exhibits sparseness typical to camera shake. Our
method simultaneously preserves clothing texture and smooth
background regions. The 23× 23 blur kernel shown in (b) is spa-
tially resized and its entries are scaled for better visualization.
Best viewed on screen.
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of blind deblurring. Finally, future work should also be devoted to
gathering ground-truth data for spatially varying blur and evaluat-
ing our and other approaches on this task.
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Probabilistic inference beyond maximum a-posteriori (MAP) esti-mation is of interest in computer vision, both for learning appro-
priate models and in applications. Yet, common approximate infer-
ence techniques, such as belief propagation (BP), have largely been
limited to discrete-valued Markov random fields (MRFs) and mod-
els with small cliques. Oftentimes, neither is desirable from an ap-
plication standpoint. This chapter studies mean field inference for
continuous-valued MRF models with high-order cliques. Mean field
can be applied effectively to such models by exploiting that the fac-
tors of certain classes of MRFs can be formulated using Gaussian
mixtures, which allows retaining the mixture indicator as a latent
variable. We use an image restoration setting to show that resulting
mean field updates have a computational complexity quadratic in
the clique size, which makes them scale even to large cliques. We con-
tribute an empirical study with four applications: Image denoising,
non-blind deblurring, noise estimation, and layer separation from a
single image. We find mean field to yield a favorable combination
of performance and efficiency, e.g. outperforming MAP estimation
in denoising while being competitive with expensive sampling ap-
proaches. Novel approaches to noise estimation and layer separation
demonstrate the breadth of applicability.
5.1 introduction
Probabilistic models have found widespread use in all areas of com-
puter vision. Applying them to a concrete problem entails computing
a solution by means of inference. The approach used most widely is
MAP estimation, which corresponds to a Bayes-optimal prediction un-
der the 0/1-loss (see e.g. Pletscher et al. (2011)). In many applications
the 0/1-loss is not appropriate, since it penalizes all incorrect solu-
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Figure 5.1: Empirical runtime comparison of mean field and Gibbs sam-
pling (Schmidt et al., 2010) for denoising with an MRF with 3× 3
cliques.
tions equally. One alternative is to compute the Bayesian minimum
mean squared error (MMSE) estimate, which amounts to estimating
the posterior mean (Portilla et al., 2003). However, this is challenging
in the context of MRF models1. Standard approaches to computing the
posterior mean are based on sum-product BP (Lasowski et al., 2011;
Potetz, 2007) or sampling algorithms (Schmidt et al., 2010), which
often come at a high computational cost.
In this chapter we study mean field (Geiger and Girosi, 1991) as ef-
ficient alternative for MRFs with continuous variables. To that end we
follow Levin et al. (2011) to assume that the factors can be represented
as Gaussian mixture models, which allows retaining the mixture in-
dices as explicit latent variables. These in turn make it convenient to
derive simple update equations. But unlike Levin et al. (2011), our fo-
cus is on MRFs of high-order, which have found increased adoption
in recent years (Ishikawa, 2009; Roth and Black, 2009). In particular,
we argue and show that for a certain class of problems, one of the key
advantages of the mean field method is its computational efficiency
even in the presence of high-order factors: The effort of an update
cycle scales quadratically in the clique size of the MRF. This is in
contrast to the runtime of classical, discrete BP, which scales exponen-
tially in the clique size (Potetz, 2007).
To demonstrate the practical benefits of using mean field for infer-
ence in continuous high-order MRFs, we study four applications in
the context of image restoration, where accurate probabilistic mod-
els are available (e.g. Schmidt et al. (2010)). Using image denoising
and non-blind deblurring as a testbed, we demonstrate that mean
field inference yields a favorable combination of efficiency and perfor-
1 Even though we focus on MRFs, our discussion also applies to conditional random
fields.
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mance, outperforming MAP estimation while being much faster than
sampling-based inference. We also contribute novel mean field meth-
ods for noise estimation and layer separation. Noise estimates are ob-
tained by maximizing a marginalized density using the expectation
maximization (EM) algorithm and mean field to approximate intracta-
ble expectations. Layer separation from a single image is a massively
inverse problem with a multimodal likelihood. One novelty of our
mean field approach is the extraction of an explicit noise layer.
5.2 related work
Geiger and Girosi (1991) were among the first to apply mean field to
MRFs in vision. In particular, they used formulations based on a line
process. Our approach is related in that it also uses discrete latent
variables, but employs multinomial rather than binary ones, which
correspond to the component indices of a Gaussian mixture. More-
over, the work of Geiger and Girosi (1991) is limited to pairwise MRFs,
whereas we apply mean field to high-order MRFs.
Although recent work puts forward efficient algorithms for discrete
mean field (Krähenbühl and Koltun, 2011), this chapter focuses on
continuous variables, combined with learned mixture model priors.
Mean field has been used for continuous MRFs with mixture model
potentials, for example in deblurring (Chantas et al., 2008; Levin et al.,
2011), reflectometry (Romeiro and Zickler, 2010), and layer separation
of cartoon images (Miskin and MacKay, 2000). In contrast to previ-
ous work, we study the impact of mean field for MMSE estimation in
generatively trained, high-order models, derive a polynomial update
complexity for a certain class of problems, and develop new methods
for noise estimation and natural image layer separation. We also pro-
vide a quantitative evaluation of mean field for non-blind deblurring,
whereas previous work in deblurring has focused on mean field for
kernel estimation in the gradient domain (Fergus et al., 2006; Levin
et al., 2011) instead of image restoration in the spatial domain; Sec-
tion 5.4 demonstrates the latter.
One advantage of continuous variables and mixture models is that
the mean field update scheme scales quadratically in the clique size
for typical problems of image restoration. This is notable compared
to other approximate inference algorithms that allow moment estima-
tion, such as BP. In the classical, discrete case, the factor-to-variable
messages of BP involve a brute-force summation, which incurs an ex-
ponential update complexity in the clique size (Potetz, 2007). While
BP can be sped up for certain model classes, such techniques have
been limited to pairwise potentials (Felzenszwalb and Huttenlocher,
2006; Lasowski et al., 2011) or graphs with 2× 2 cliques (Lan et al.,
2006; Potetz, 2007) in practice. Non-parametric BP (Sudderth et al.,
2003) remains challenging due to the need to approximate a product
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of Gaussian mixtures of exponential size for every message compu-
tation. On the other hand, Gibbs sampling for mixture model pri-
ors (Schmidt et al., 2010) scales poorly to larger inputs (Figure 5.1),
and determining convergence of Monte Carlo methods is not always
straightforward. This stands in contrast to mean field, which is guar-
anteed to converge (Minka, 2005).
5.3 mean field for continuous high-order mrfs
free energy. A key challenge in probabilistic inference is to com-
pute moments or modes of probabilities, whose exact computation
is often prohibitive, necessitating approximate inference techniques.
The objective of mean field is to approximate an intractable model
by a tractable density. The moments of the approximate density then
serve as approximations for the true moments. Given a true, intracta-
ble posterior p(x|y) the approximation q(x) is determined by minimiz-
ing the Kullback-Leibler divergence KL(q(x)‖p(x|y)) (Minka, 2005).
This can be achieved by minimizing the free energy
F(q) = −
∫
q(x) logp(x, y)dx+
∫
q(x) logq(x)dx, (5.1)
as follows from Equations (2) and (3) of Winn and Bishop (2005).
mrfs with mixture potentials . Even though mean field is in
principle applicable to arbitrary continuous MRFs where the factors
are modeled as Gaussian mixtures, we choose a specific model family
for concreteness. We use a variant of Field of Experts (FOE) (Schmidt
et al., 2010; Weiss and Freeman, 2007), a continuous high-order MRF in
which the potentials are formulated as a Gaussian scale mixture (GSM)
(Wainwright and Simoncelli, 2000). This not only provides us with a
suitable testbed for mean field inference, but after expansion with
indicator variables also fulfills the requirement that the potentials are
in the exponential family (Minka, 2005). This class of image priors is
based on learned, zero-mean, linear image filters Fγ, whose response
at factor (clique) xk of the image x is modeled by a learned Gaussian
scale mixture expert (potential)
φγ(FTγxk) =
J∑
j=1
piγjN
(
FTγxk|0,σ
2
γj
)
. (5.2)
The filters Fγ have zero mean in order to be invariant to global gray-
level shifts. Multiplying over all filters and cliques, and a broad Gaus-
sian factor ( = 10−8) yields the prior
p(x) ∝ e−‖x‖2
∏
k
∏
γ
φγ(FTγxk). (5.3)
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Figure 5.2: Illustration of the high-order factor graph representation (a) and
the fully factorized approximation (b) for a MRF with 2×2 cliques
and 2 filters.
Following Levin et al. (2011), GSMs (and any Gaussian mixture) can
be made tractable for mean field inference by expanding with indica-
tor variables, which represent the indices of the mixture components.
Each pair of clique and filter (expert) is equipped with a discrete
variable zkγ ∈ {1, ..., J} such that p(zkγ) = piγzkγ . The resulting, fully
expanded prior is
p(x, z) ∝ e−‖x‖2
∏
k
∏
γ
piγzkγN
(
FTγxk|0,σ
2
γzkγ
)
, (5.4)
with the property that
∑
z p(x, z) = p(x). Figure 5.2(a) shows an ex-
ample factor graph for this model. Note that after augmenting with
indicator varibles the model continues to be of high order, since the
indicators zkγ are shared across the whole clique, preventing further
factorization. The key benefit is that the prior of Equation (5.4) is in
the exponential family and thus readily admits mean field inference.
mean field approximation. As concrete application we con-
sider Bayesian image restoration p(x|y,θ) ∝ p(y|x,θ)p(x) of an ob-
served image y, where p(y|x,θ) is a likelihood model with parame-
ters θ. For example, θ may be a blur kernel K in image deblurring.
We make the assumption that the likelihood p(y|x,θ) is proportional
to a Gaussian in x with precision matrix P and mean P−1b (see Sec-
tion 5.4 for concrete examples). Augmented by indicator variables,
the Bayesian formulation takes the form p(x, z|y,θ) ∝ p(y|x,θ)p(x, z).
The conventional choice of mean field approximation is the fully-
factorized model
q(x, z) = q(x)
∏
k
∏
γ
q(zkγ), (5.5)
where q(x) = N (µ, C) with a diagonal covariance matrix C. Fig-
ure 5.2(b) shows the corresponding factor graph. We here follow the
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fully-factorized approach. Mean field proceeds by updating variables
in turn, while holding the others fixed. Detailed update equations
arise by inserting q(x, z) into the free energy from Equation (5.1), in-
tegrating and differentiating. The updates resemble the case of pair-
wise MRFs (see Levin et al. (2011) for detailed derivations), with the
difference being that the filters Fγ cover more than two pixels. The
update of the indicator distributions q(zkγ) has linear complexity in
the clique size and number of pixels:
q(zkγ = j0) ∝ piγj0
σγj0
exp
{
−
E[(FTγxk)2]
2σ2γj0
}
. (5.6)
On the other hand, to update q(x) = N(µ, C) we require the matrix
A = P+ I+
∑
γ
TTFγWγTFγ . (5.7)
The ensuing text sheds light on how the matrix A is used to update
the pixel distributions. Here, the Wγ denote diagonal matrices with
positive entries (Levin et al., 2011) whereas the TFγ denote convolu-
tion matrices, such that TFγx ≡ Fγ ⊗ x. The matrix A is symmetric
and positive definite. Updating the diagonal covariance C of the ap-
proximate q(x) = N(µ, C) then proceeds by inverting the diagonal
elements of A, such that Cii = (Aii)−1. Since computing the diago-
nal elements of A needs only linear cost in the clique size and number
of pixels, this step is also efficient. The bottleneck of each update cycle
lies in updating the mean µ, which requires minimizing the quadratic
objective
Q(µ) =
1
2
µTAµ− bTµ. (5.8)
We here quantify this effort as follows.
polynomial updates . The mean field algorithm updates each
component of µ sequentially while holding the others fixed. This
update scheme for the elements of µ corresponds to a Gauss-Seidel
solver of the system Aµ = b (Levin et al., 2011). It is important to
note that the clique size C of the MRF p(x|y,θ) is given by the size
of the largest prior filter among {Fγ}, whereas the Gaussian likeli-
hood contributes P pairwise connections to other pixels. The update
of µi costs O(C2 + P) operations (equating the derivative ddµiQ(µ) to
zero and solving yields the update equation). By contrast, an update
of classical, discrete BP in an MRF has exponential complexity in the
clique size (Potetz, 2007), which is prohibitively slow for high-order
cliques and large label spaces.
5.4 applications and experiments
To study the application of mean field to continuous high-order MRFs
we consider four different applications in image restoration. We use
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Fields of Experts as image priors, which have served as a testbed for
various studies on approximate inference methods (Ishikawa, 2009;
Lan et al., 2006; Potetz, 2007). Specifically, we use the 3× 3 FOE and
pairwise MRF of Schmidt et al. (2010), which allow to assess efficiency
and runtime of inference methods for high-order models.
image restoration. We consider the following generic formula-
tion for image restoration: Given a blur kernel K and degraded image
y, recover x such that y = K⊗ x+ n. Here, we make the widespread
assumption of additive Gaussian noise n ∼ N(0,σ2I). It is convenient
to represent the blur using a convolution matrix TK. Denoising is a
special case of TK = I being the identity matrix. A Bayesian approach
gives rise to p(x|y, TK) ∝ p(y|x, TK)p(x), where the likelihood takes
the form p(y|x, TK) = N(y|TKx,σ2I). For non-trivial blur (TK 6= I), the
posterior is highly connected – hence efficient inference is paramount.
For image restoration, Equation (5.7) takes the form
A = σ−2TTKTK + I+
∑
γ
TTFγWγTFγ . (5.9)
To evaluate the applicability of continuous mean field to denois-
ing, we compare to MAP estimation on the one hand, and on the
other to MMSE estimation using Gibbs sampling based on the mod-
els from Schmidt et al. (2010). The motivation is twofold: Comparing
with MAP estimation in generative models establishes a baseline to
be outperformed by MMSE estimation via approximate inference2.
A comparison with Gibbs sampling allows to assess the potential
advantages in terms of efficiency (see Figure 5.1). Additionally, we
also compare with MAP estimation in a standard pairwise MRF with
Laplacian potentials: φ(y) = exp(−(y2 + )
1
2 ) for small . These po-
tentials are in wide use in vision (e.g. Levin and Weiss (2007)) and
are also closely related to popular total variation (TV) regularizers
(Rudin et al., 1992). This puts the performance of mean field into rela-
tion with a model/inference combination standard to vision. For both
MAP and mean field, we use a regularization parameter λ ∈ (0, 1),
such that the influences of prior and likelihood are calibrated3 via
p(y|x, TK)λp(x)1−λ. Notably, the parameter λ for mean field is trained
on a separate set of images, whereas for the MAP methods, it is op-
timized on the test set to demonstrate the highest achievable perfor-
mance.
The results are summarized in Table 5.1. Mean field not only out-
performs the baseline of MAP estimation in the generative model,
2 We note that it is possible to incorporate the loss function during training of a ran-
dom field (Pletscher et al., 2011), but our focus is on Bayesian prediction with prob-
abilistic models.
3 Although the use of a regularization parameter changes the model and weakens
the principled Bayesian approach, it is likely indispensable to mitigate the effects of
minimizing exclusive divergence (Minka, 2005).
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Table 5.1: Denoising results on 10 BSDS images reduced to half of their ini-
tial size (Lan et al., 2006; Schmidt et al., 2010). Average PSNR (dB)
and runtime for different noise levels. The term “w/ λ” denotes
usage of a regularization parameter, while “Lapl.” abbreviates the
Laplacian model. Average runtime measured on a 2.67GHz Core
i7 processor.
σ = 5 σ = 10 σ = 20
PSNR t PSNR t PSNR t
pairw. MRF CG w/ λ 35.61 8m 30.84 9m 26.55 9m
Mean field w/ λ 36.65 8s 32.22 44s 28.26 22s
Gibbs sampling 36.41 57s 32.09 2m 28.32 3m
pairw. Lapl. CG w/ λ 36.36 8s 31.91 12s 28.11 23s
3× 3 FOE CG w/ λ 36.83 9m 32.19 16m 27.98 28m
Mean field w/ λ 36.83 89s 32.36 63s 28.40 72s
Gibbs sampling 37.23 8m 32.85 12m 28.91 18m
but also does better than the (best-case) Laplacian MRF. To compare
with Gibbs sampling, we use the publicly available code of Schmidt
et al. (2010). In the pairwise MRF, mean field is competitive with
Gibbs sampling, sometimes even outperforming it, while being many
times faster. It is interesting to note that the regularization param-
eter λ helps overcoming some of the deficiencies of the mean field
approximation. In case of a 3× 3 model, mean field falls somewhat
below the performance of Gibbs sampling, most likely due to the
full factorization of the approximate distribution being less accurate
here. Nonetheless, we find a clear improvement over the pairwise
model without incurring a large penalty in terms of computational ef-
ficiency; mean field remains many times faster than Gibbs sampling.
We also remark that mean field inference even for the pairwise MRF
outperforms the results obtained for a high-order 2× 2 FOE model us-
ing graph cuts (Ishikawa, 2009) (8–12 minutes on a 2.33GHz Xeon
E5345 processor), as well as sum-product (Potetz, 2007) (30–60 min-
utes on a 2.2GHz Opteron 275) and max/sum-product BP (Lan et al.,
2006) (8 hours on a 3GHz Xeon) in terms of image quality and effi-
ciency. Note that the runtime is also competitive with MAP estimation
by conjugate gradient (CG) descent in the simple pairwise Laplacian
model, although specifically tailored optimization techniques may im-
prove the runtime of both methods. As further runtime comparison
to Gibbs sampling, we test both methods on a sequence of square im-
ages of ascending size (24, 25, 26..., 29). Figure 5.1 demonstrates em-
pirically that mean field scales well to large images, whereas Gibbs
sampling quickly incurs high runtime.
With regard to non-blind image deblurring, we use a benchmark
of 64 images, each blurred with one of 8 realistic blur kernels (Levin
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(a) Ground truth image (b) Blurred, 1% noise level, PSNR
17.15, SSIM .339
(c) Mean field, PSNR 29.53, SSIM
.876
(d) Levin et al. (2007), PSNR 29.33,
SSIM .841
(e) Krishnan and Fergus (2009),
PSNR 26.47, SSIM .822
(f) Lucy (1974), PSNR 24.20, SSIM
.621
Figure 5.3: Deblurring on a standard image and blur kernel (Levin et al.,
2011) with 1% additive noise (σ = 2.55). The 27×27 blur kernel is
displayed in the upper left corner of the blurry image, enlarged
and scaled to full intensity. The result of mean field has sharp
details and fewer ringing artifacts.
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Table 5.2: Deblurring results on 64 test images and five noise levels corre-
sponding to 1%− 5% of the highest intensity, 255. PSNR (dB), and
SSIM values denote averages over all images. Mean field performs
better on the majority of noise levels.
Performance in PSNR
Method σ = 1% σ = 2% σ = 3% σ = 4% σ = 5%
Lucy (1974) 25.38 23.27 21.85 20.84 19.83
Krishnan and Fergus (2009) 26.97 25.69 24.91 24.34 23.93
Levin et al. (2007) 28.03 26.28 25.36 24.74 24.29
Mean field 28.20 26.42 25.44 24.77 24.25
Performance in SSIM
Method σ = 1% σ = 2% σ = 3% σ = 4% σ = 5%
Lucy (1974) .703 .542 .423 .334 .224
Krishnan and Fergus (2009) .800 .724 .671 .632 .608
Levin et al. (2007) .823 .741 .689 .652 .625
Mean field .833 .747 .692 .650 .616
et al., 2011). We consider additive noise levels σ corresponding to a
range of 1%− 5% of the maximum gray intensity 255. Table 5.2 sum-
marizes quantitative results over 64 images; MMSE estimation with
mean field outperforms standard non-blind MAP methods (Krishnan
and Fergus, 2009; Levin et al., 2007) on the majority of noise levels.
Moreover, Figure 5.3 illustrates a qualitative advantage: Mean field
yields a deblurring result with both sharp details and fewer ringing
artifacts. Previous work in deblurring (e.g., Fergus et al. (2006)) has
largely focused on using mean field for kernel estimation in the gra-
dient domain instead of image restoration in the spatial domain, as
we demonstrate here.
noise estimation. Given an input image y = x+ n, the task in
noise estimation is to determine the standard deviation of (assumed)
Gaussian noise n ∼ N(0,σ2I) on the latent image x. Much like Levin
et al. (2011) for kernel estimation, we use the EM algorithm to maxi-
mize the incomplete-data likelihood p(y|σ), which under the assump-
tion of a flat prior p(σ) ∝ 1 also maximizes p(σ|y). It is convenient to
choose the factorization p(x, y,σ) = p(y|x,σ)p(x), using the standard
likelihood p(y|x,σ) = N(x,σ2I). The E–step requires evaluating the
moments of p(x|y,σold) ∝ p(y|x,σold)p(x), which is intractable for
loopy MRFs. Instead, we leverage mean field to compute an approxi-
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Table 5.3: Noise estimation results on 68 test images (Roth and Black, 2009).
Relative absolute error (Zoran and Weiss, 2009) (RAE = |σest −
σ|/σ), and relative squared error (RSE = |σest − σ|2/σ2) are re-
ported in percent. The entries denote averages over all images.
Performance in RAE
Method σ = 10 σ = 20 σ = 30 σ = 40 σ = 50 σ = 60
Zoran and Weiss (2009) 12.58 9.04 8.98 10.31 12.46 14.96
EM & mean field 14.34 9.00 6.53 5.96 7.24 9.66
Performance in RSE
Method σ = 10 σ = 20 σ = 30 σ = 40 σ = 50 σ = 60
Zoran and Weiss (2009) 2.41 1.17 1.20 1.51 2.03 2.69
EM & mean field 4.76 1.95 0.96 0.70 0.83 1.25
mation q(x) of p(x|y,σold). The M–step consists in updating the noise
estimate by
σnew = argmax
σ
Eq[logp(x, y|σ)] =
√
Eq[‖x−y‖2]
N , (5.10)
where N denotes the number of elements in x and Eq[‖x − y‖2] =∑N
i=1 µ
2
i + Cii − 2µiyi + y
2
i , for the approximate probability q(x) =
N(µ, C). We test on a benchmark of 68 images and find superior re-
sults on multiple noise levels (Table 5.3) compared to a recent, state
of the art method (Zoran and Weiss, 2009), which leverages a connec-
tion between white noise and kurtosis values. The results of Table 5.3
are obtained for the high-order 3 × 3 FOE, and although many EM
iterations are required, mean field admits efficient inference.
layer separation. To show the versatility of mean field as in-
ference algorithm, we lastly consider the problem of recovering two
hidden images given their sum y = x1 + x2, which can occur when
light is reflected off glass. This massively inverse problem may be al-
leviated by user input (Levin and Weiss, 2007). Here, the user marks
a set of points S1 and S2 of the input image y as edges belonging to
layers x1 and x2, respectively: Figure 5.4 depicts a problem instance.
We denote by S1 and S2 the diagonal matrices that pick out image el-
ements corresponding to the indices collected in S1 and S2, such that
e.g., ‖S1y‖2 =
∑
k∈S1 y
2
k. These matrices allow to encode the user
marks into Gaussians: For zero-mean prior filters Fγ, we model the
user input by
p(y|x1, x2,S1,S2) = N(x1 + x2,σ2I)
∏
k=1,2
N(xk, M−1k ), (5.11)
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(a) Input image (b) First inferred layer (c) Second inferred layer
(d) User marks (e) Noise layer
Figure 5.4: Layer separation by mean field inference of a standard input mix-
ture (Levin and Weiss, 2007). The input image is corrupted by
additive Gaussian noise of standard deviation 1. Our method re-
covers two hidden layers and pushes noise into a residual layer
by mean field inference. The layers are scaled to the full intensity
range for better visualization. Best viewed on screen.
where the matrices Mk =
∑
γ
(
SkTFγ
)T (SkTFγ) constrain the filter
responses of layer xk to be close to those of y at user marked coordi-
nates. In the case of pairwise derivative filters {Fγ} = {[1,−1], [1,−1]T },
this constrains the layer derivatives to be close to those of the input
mixture at locations marked by the user. We remark that the likeli-
hood of Equation (5.11) is riddled with local optima, and the prob-
lem remains massively inverse even under user input. Bayes’ rule
gives rise to p(x1, x2|y,S1,S2) ∝ p(y|x1, x2,S1,S2)p(x1)p(x2). Besides
introducing a mean field-based technique, the novelty of our formu-
lation lies in the likelihood of Equation (5.11), which allows for slack
in the summation through an additional noise layer. In contrast, previ-
ous work (Levin and Weiss, 2007) enforces exact summation to the
input y = x1 + x2 by setting x2 = y− x1. This pushes existing image
noise into the recovered layers. Our approach avoids this by separat-
ing an additional noise layer. To obtain an MMSE estimate, we infer
the hidden layers by mean field. Figure 5.4 depicts a result: Hidden
image layers are extracted from a user marked mixture corrupted by
Gaussian noise. The input image has challenging details and texture
exacerbated by the image noise. Nonetheless, our method separates
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meaningful layers, which gives another example of the efficacy of
mean field for generative image models.
5.5 conclusion
This chapter studied mean field for continuous high-order MRFs, par-
ticularly those formulated with Gaussian mixture potentials. We not
only addressed an increasing interest in Bayesian estimation beyond
the 0/1-loss, but also computational limitations of existing, largely
discrete inference algorithms. In particular, we showed fully factor-
ized mean field updates to scale quadratically in the clique size of
the prior. A broad application study in denoising, deblurring, noise
estimation, and layer separation indicated that mean field exhibits a
favorable combination of efficiency, versatility, and performance.
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We address the problem of estimating and removing localizedimage blur, as it for example arises from moving objects in a
scene, or when the depth of field is insufficient to sharply render
all objects of interest. Unlike the case of camera shake, such blur
changes abruptly at the object boundaries. To cope with this, we pro-
pose an automated sharp image recovery method that simultaneously
determines blurred regions and estimates their responsible blur ker-
nels. To address a wide range of different scenarios, our model is
not restricted to a discrete set of candidate blurs, but allows for arbi-
trary, non-parametric blur kernels. Moreover, our approach does not re-
quire specialized hardware, an alpha matte, or user annotation of the
blurred region. Unlike previous methods, we show that localized blur
estimation can be accomplished by incorporating a pixel-wise latent
variable to indicate the active blur kernel. Furthermore, we generalize
the marginal likelihood technique of blind deblurring to the case of lo-
calized blur. Specifically, we integrate out the latent image derivatives
to permit marginal density estimates of both blur kernels and their
regions of influence. We obtain sharp images in applications to both
object motion blur and defocus blur removal. Quantitative results on
two novel datasets as well as qualitative results comparing to a range
of specialized methods demonstrate the versatility and effectiveness
of our non-parametric approach.
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(a) (b)
Figure 6.1: Examples of motion blur unaligned with the image axes. (a) Fast
moving vehicle at an angle (Raskar et al., 2006). (b) Rotational
motion (Levin et al., 2008b).
6.1 introduction
In many realistic conditions, images are degraded by localized image
blur. For example, if limited illumination necessitates a slow camera
shutter, rapidly moving (foreground) objects frequently cause motion
blur. Another example is defocus blur, when image regions of interest
have been rendered out of focus. In digital photography, this is often
undesirable. Removing the object blur, while preserving sharp image
regions, is thus an important application. The challenge in both cases
is that neither the blur nor the extent of the affected region is known.
While it may be possible to address these problems with user input,
specialized hardware, or multiple exposures, our focus lies on auto-
matic solutions that operate on a single image. In this chapter, we de-
velop an integrated approach for blind removal of spatially-varying
blur, which is able to determine the extent of blurred regions and
simultaneously estimate the non-parametric blur kernel causing the
loss of image details.
Most blind deblurring techniques focus on removing spatially uni-
form blur, (e.g., Xu and Jia (2010)), or smoothly varying blur, such as
from camera rotation (Whyte et al., 2010). These approaches cannot
handle abruptly varying object blur; strong image artifacts arise when
applying them nevertheless. To remove spatially localized blur, the
blurry pixels must first be identified as such, while any sharp region
should remain intact. This is a massively inverse problem, since un-
known blurs, the locations where they apply, and the latent image all
have to be estimated. Existing approaches to localized blur use a vari-
ety of constraints to regularize the problem, for example by relying on
an alpha matte (Jia, 2007; Dai and Wu, 2009), thus on user interaction,
or by employing modified hardware (Martinello and Favaro, 2011). In
contrast, we develop an automatic approach that requires only a sin-
gle image as input. Other existing methods for recovering localized
blur provide additional constraints by choosing a likely blur from a
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predefined candidate set. For example, in the case of motion blur, these
are often box filters with known orientation (Levin, 2007; Chakrabarti
et al., 2010; Couzinié-Devy et al., 2013), typically horizontal and ver-
tical. However, image blur is not always perfectly aligned with the
image axes (see Figure 6.1); restricting the kernel to axis-aligned mo-
tion can even cause strong deblurring artifacts (Figure 6.6(c)).
To address this limitation, we propose a novel approach for estimat-
ing and subsequently removing localized, non-parametric blurs of any
type. In particular, we develop a probabilistic blur model, whereby
each pixel is augmented with a latent variable that indicates which
blur kernel is active at that site. To regularize the problem, we use
a spatial prior on these latent indicators modeling the coherence of
realistic objects and background areas. Moreover, we robustly infer
the indicator variable configuration and blur kernels using the well-
proven variational Bayes framework, by integrating over the latent
image derivatives in a novel, generalized version of the marginalized
maximum a-posteriori (MAP) approach (Levin et al., 2011). On the one
hand, this allows to identify the different image areas that are affected
by each blur (see Figure 6.8), and on the other, to estimate arbitrary,
non-parametric blur kernels (Figure 6.3(b), 6.5(b)). We evaluate our
joint estimation approach both quantitatively and qualitatively. First,
we analyze the basic properties of our method, showing that it per-
forms almost as well as if the ground-truth blur locations were given,
despite inferring many more unknowns. Second, we show that our
approach can cope with realistic cases of object blur, in which the im-
age blur is not perfectly horizontal or vertical, but may slightly devi-
ate from the axes (as it occurs, e.g., in Figure 6.1). This is unlike most
previous work that assumes perfectly axis-aligned blur to keep the
hypothesis space manageable. Further, qualitative results and com-
parisons to other methods for object motion deblurring and defocus
blur removal illustrate the versatility of our approach. For example,
we show that our method can simultaneously cope with motion and
defocus blur when these occur in a single image.
6.2 related work
There is a large body of literature on blind deblurring—the prob-
lem of recovering a sharp image from a blurry input without knowl-
edge of the blur kernel causing the image degradation (see Kundur
and Hatzinakos (1996a); Wang and Tao (2014) for overviews of stan-
dard techniques). Variational Bayesian inference was recognized early
on as an effective algorithm to cope with the ill-posedness inherent
to blind deblurring (Miskin and MacKay, 2000; Fergus et al., 2006).
Other work followed suit (Whyte et al., 2010; Levin et al., 2011; Wipf
and Zhang, 2013). We adopt this algorithm here as well, as it is the-
oretically well-founded and performs well in practice (Levin et al.,
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2011; Wipf and Zhang, 2013). However, our work extends and im-
proves on previous variational deblurring algorithms by estimating
not only blur kernels, but also a map of pixels each kernel acts upon.
The majority of deblurring approaches work under the assumption
of a uniformly blurred image (e.g., Cho and Lee (2009); Levin et al.
(2011)). In a strict sense, however, the assumption of spatially uniform
blur is almost always violated in practice. For example, in the case of
camera shake, a rotational motion component can cause the blur ker-
nel to vary smoothly over the image, which requires a more accurate
model of the image formation process (Whyte et al., 2010). In con-
trast to camera shake, the primary focus of this chapter lies on blur
arising from independent object motion in a static scene (Figure 6.7),
or from defocused objects at a certain depth in the scene (Figure 6.5).
This type of image blur exhibits abrupt, rather than smooth, spatial
changes within the image, and we refer to it as localized blur.
To mitigate the ill-posedness of localized blur analysis, more than
one input image can be used (Bar et al., 2007). Alternatively, hardware
approaches include a fluttered shutter (Raskar et al., 2006), aperture
patterns (Levin et al., 2007; Martinello and Favaro, 2011), or cam-
era motion during exposure (Levin et al., 2008b). We here focus on
the purely image-based setting with only a single input image, as it
is characteristic of the majority of usage scenarios. This challenging
inverse problem has been regularized through user assistance (Jia,
2007; Dai and Wu, 2009). Here, the user marks the blurred object
by brush strokes, so that the corresponding alpha matte can be ex-
tracted and used for further processing. In contrast, we propose to
identify the blurred pixels without user supervision in this chapter.
Our automatic algorithm is based only on the raw pixel information
of a single, standard camera image. Methods of this type (Levin, 2007;
Chakrabarti et al., 2010; Couzinié-Devy et al., 2013; Kim et al., 2013)
often limit the space of blur kernels, or they do not treat the case
of defocus blur. In this chapter, we put forward a novel, Bayesian
model of localized image blur, which incorporates a latent variable
to switch pixel-wise between different blur kernels. We demonstrate
that our model obtains high quality results, yet is flexible enough to,
for example, permit removing both defocus and motion blur even in
the case when these occur simultaneously in a single image.
6.3 localized blur model
In contrast to the spatially uniform blur case, we here allow for sev-
eral blur kernels k = {ki} to act upon disjoint regions of the image. To
express this formally, we augment each blurry pixel yn with a latent
indicator variable hn. Each hn ∈ {0, 1}M is a binary, unit-sum vector
indicating the blur kernel that is active at the n-th pixel. Denoting
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the set of latent variables for all pixels as h = {hn}, we express the
likelihood of an image y under spatially-varying blur as
p(y|x, h, k) =
∏
n
∏
i
N
(
yn|ki ⊗ xn,σ2
)hni , (6.1)
where xn denotes the n-th clique of the sharp image that, under con-
volution, gives rise to a single blurry pixel yn. Here, σ2 denotes the
variance of additive Gaussian noise used to model the fluctuations in
the imaging process. In practice, we estimate the blurs and indicator
variables in the gradient domain, such that the likelihood is
p(y|∂x, h, k) =
∏
n,i
[∏
j
N
(
(∂jy)n|ki ⊗ (∂jx)n,σ2
) ]hni
. (6.2)
While our localized blur model can, in principle, be used with any
number of blurs, we restrict ourselves to the case of M = 2 kernels
here. In most experiments, we fix one kernel as the δ (identity) filter to
explain the sharp regions. This is accurate enough for many images,
which often contain only a single, blurred region of interest (ROI). We
used this approach for all experiments except Figure 6.9.
Estimating spatially-varying blur is a massively inverse problem
and thus requires incorporating appropriate prior knowledge. As is
usual in the blind deblurring literature, we first rely on an image prior
on the latent image x. We specifically use a gradient prior, modeled as
a Gaussian scale mixture (GSM), i.e., a weighted sum of zero-mean nor-
mal distributions p(u) =
∑
l pilN(u|0,σ
2
l ), where the positive weights
pil sum to unity. We capture the derivative statistics of natural im-
ages by fitting a GSM to a characteristic, heavy-tailed histogram of
derivative responses arising of 200 images extracted from the BSDS500
dataset. The resulting gradient prior is
p(∇x) = p(∂1x) · p(∂2x) =
∏
j
∏
n
p
(
(∂jx)n
)
. (6.3)
Note that the GSM parameters (pil,σl) are spatially invariant across
the image. Such an image prior alone is not sufficient for reliably re-
covering the blur and estimating where in the image it occurs. To
address that we observe that blur degradation tends to occur in con-
nected regions (object motion or defocus blur). We encode this prior
knowledge on the indicator variables h with a pairwise Markov ran-
dom field (MRF), specifically using a Potts prior
p(h) ∝
∏
(l,m)∈N
exp (−λ · [hl 6= hm]) , (6.4)
where N denotes a set of pairwise, neighboring cliques (in the exper-
iments, 8-neighborhood), λ is a regularization weight, and [·] denotes
the Iverson bracket.
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To estimate the blur kernels and their spatial extent, we adopt a
Bayesian approach and formulate the posterior over the unknowns
as
p(∇x, h, k|y) ∝ p(y|∇x, h, k)p(∇x)p(h). (6.5)
This is a significantly more challenging inverse problem than uniform
blind deblurring, which only consists of estimating a single blur ker-
nel to explain the input image. In contrast, we here need to not only
infer blur kernels, but also a plausible configuration of the latent in-
dicator variables. Once blur kernels and indicator variables are deter-
mined, we recover the actual intensities of the desired sharp image in
a non-blind deblurring step as detailed below.
6.4 inference
Building upon the robust and well-proven marginalized MAP frame-
work to deblurring (Levin et al., 2011), our goal is to infer the blur
kernels k and latent variables h by maximizing the densities
p(k|y) =
∫
p(∇x, h, k|y) d∇x dh, and (6.6)
p(h|y) =
∫
p(∇x, h, k|y) d∇x dk. (6.7)
Since exact inference is intractable, we use variational Bayesian (mean
field) approximate inference (Minka, 2005). To fulfill the necessary
exponential family constraint, the GSMs p of the gradient prior must
therefore be augmented with latent mixture coefficients. For this we
introduce a binary-valued, unit-sum vector v such that p(v) =
∏
l pi
vl
l ,
and formulate
p(u|v) =
∏
l
N(u|0,σ2l )
vl . (6.8)
The length of v equals the number of GSM components (we used 13).
Performing this common expansion (e.g., Levin et al. (2011)) for each
pixel n of each derivative j yields vectors vnj, which we summarize
as t = {vnj}. This augmentation preserves the original gradient prior,
i.e.
∑
t p(∂x, t) = p(∂x), but allows to conveniently approximate the
expanded posterior
p(∇x, h, k, t|y) = p(y|∇x, h, k)p(∇x, t)p(h) (6.9)
by a tractable, fully-factorized density
q(∇x, h, k, t) = q(∇x)q(h)q(k)q(t) (6.10)
using variational Bayesian inference. The marginals q(h) and q(k)
of the approximate density then serve as surrogates for the actual
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Figure 6.2: Quantitative evaluation on BSDS images. (a) Cumulative his-
togram of error ratio reporting the percentage of test instances
with an error ratio below a certain value. Despite estimating the
blur location, our method (ours w/ h prior) performs close to blind
deblurring with known ground-truth blur location (uniform + gt-
loc). Standard uniform deblurring or not using the indicator prior
(ours w/o h prior) performs much worse. (b) Example input image
with blurred sub-region marked by a red rectangle. (c) Our de-
blurring result. The images are best viewed by zooming in using
a computer display.
marginals p(h|y) and p(k|y) of the posterior. As the update steps
of variational Bayesian inference are somewhat involved, we include
them in Appendix B.
We use coarse-to-fine estimation to aid and accelerate convergence,
which is a standard approach to overcome ill-posedness in blind de-
blurring. Note that in our case the problem is even more difficult
due to the need to distinguish blurred from sharp pixels. At each
scale s, we run variational inference to fit an approximate density
q(∂sx , hs, ks, ts) to the posterior p(∂sx , hs, ks, ts|ys); for ease of notation,
we omit the scale index for probability densities, i.e. p ≡ ps, q ≡ qs.
When moving to the next finer level s− 1, we initialize the new indi-
cator and kernel distributions q(hs−1) and q(ks−1) by resizing and
interpolating the parameters of q(hs) and q(ks). The multiscale varia-
tional inference procedure yields indicator and kernel densities q(h0)
and q(k0) at the finest level, from which we obtain the final estimates
h = argmaxq(h0), k = argmaxq(k0), (6.11)
which generalizes marginalized MAP deblurring (Levin et al., 2011).
Let us briefly consider the intricacies of double blur initialization
at the highest level of the pyramid, where the kernels are of small
size (e.g., 7× 7). In case one blur is held fixed as the identity kernel
throughout the procedure, the other may also be initialized as iden-
tity. This is done for all experiments except Figure 6.9, where two
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(a) (b)
PSNR SSIM MAE
Blurry input 25.59 0.816 6.13
Our algorithm 26.37 0.835 6.04
Uniform (Levin et al., 2011) 18.73 0.562 20.80
Chakrabarti et al. (2010) & non-blind 26.21 0.818 6.24
(c)
Figure 6.3: Synthetic motion deblurring of VOC objects. (a) Example mo-
tion blurred image with ground truth blur in top right corner.
[While the foreground object is from the VOC database, the background
is a resized version of Wikimedia Commons file “Kooperative kleinräu-
mige Nischenvielfalt.jpg” by EwigLernender, licensed under CC BY-SA
3.0.] (b) Our deblurring result with estimated kernel in top right
corner. (c) Average values over 10 motion blurred images. The
first row specifies the quality of the blurry input images. Values
printed in red are worse than those of the input images.
varying kernels are estimated. These must be initialized differently,
as the variational update pattern (see Appendix B) would otherwise
result in identical blur estimates. For the image in Figure 6.9, we have
tested that the procedure succeeds under initialization with (1) δ and
Gaussian blur, and (2) horizontal box filter and Gaussian blur, with
the latter producing the better, depicted result. Triple blur estimation
with horizontal and vertical box filters, as well as Gaussian blur as ini-
tial values also succeeds. Future work must determine which starting
values are optimal over a range of images. Intuition may be gained
from the initialization of EM clustering (Gupta and Chen, 2011).
From the inferred indicator variables, we can look at a particular
slice li = {hni}, which is a binary image labeling where a value of
1 indicates that the i-th blur kernel is active at a pixel. Figure 6.8
shows an example of a pixel labeling inferred by our approach. Note
that the labelings allow to cope with partial occlusions of blurred
image regions (Figures 6.5, 6.9). After blur kernels and blur maps
have been determined, they can be used to remove the blur in a non-
blind deblurring step. In the common case of a single blur restricted
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(a) (b) (c)
Figure 6.4: Comparison to user assisted removal of spatially-varying blur.
(a) Input (Dai and Wu, 2009). (b) Our result. (c) Result of Dai
and Wu (2009). Note that the latter method requires the user to
mark the blurred object, while our algorithm is automatic. The
images are best viewed by zooming in using a computer display.
to a partial region of an otherwise sharp image, we formulate the
data term Edata ≡ Edata(x, h, k, y) for non-blind deblurring as
Edata = ‖y− k1 ⊗ (l1  x) − (1− k1 ⊗ l1) x‖2, (6.12)
which for both motion and defocus blur accurately models the trans-
parency at the object boundary (Köhler et al., 2013). In the general
case of more than one non-trivial blur (different from the delta ker-
nel), we use Edata = ‖y −
∑
i ki ⊗ (li  x)‖2. We then recover the
sharp image by minimizing
Edata(x, h, k, y) + γ
∑
j,n
|(∂jx)n|
0.8 (6.13)
w.r.t. x using iteratively re-weighted least-squares. The objective func-
tion in Equation (6.13) combines the data term with a sparsity prior
on the image derivatives weighted by γ > 0. The term | · |0.8 is chosen
as a robust penalty function (Levin et al., 2007), while in practice, the
weight γ should be adjusted to the magnitude of image noise. Note
that in regions unaffected by any blur, minimizing the energy (6.13)
simply corresponds to denoising.
6.5 experimental evaluation
6.5.1 Quantitative Experiments
cumulative histogram of error ratio. To quantitatively
measure our model’s capacity to identify image blur, we use a data
set consisting of 32 BSDS500 images in which a sub-region has been
synthetically blurred by one of 8 different box filters; the remain-
der of the test image was left sharp. We rely on the SSD error ratio
SSDest/SSDgt (Levin et al., 2011) as performance metric, adapted to
our context as the ratio between SSD error after deblurring with the
estimated values for kernel and pixel labeling (SSDest), and SSD error
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(a) (b)
Figure 6.5: Defocus blur removal. (a) Input image with unfocused back-
ground occluded by an in-focus foreground object (Zhang and
Cham, 2009). (b) All-focus result: Our algorithm automatically
sharpens the blurred background while preserving foreground
pixels. The estimated defocus blur is shown in the top left cor-
ner.
after deblurring with the ground-truth values for kernel and label-
ing (SSDgt). Figure 6.2 displays a cumulative histogram of error ratio
on the dataset. We make several observations: (1) We compare to a
state-of-the-art uniform deblurring method (Levin et al., 2011) that
has been applied only to the blurry region, thus assumes knowing
the extent of the blurry region in advance. Despite solving a much
harder problem, our approach performs quite close to this impracti-
cal upper bound. (2) If we apply the same uniform method to the
entire image instead of limiting it to the extent of the blurred region,
the image quality sharply deteriorates, even below the level of the
input image. A correct labeling of the regions affected by blur is thus
crucial. (3) Comparing to a variant of our technique that does not
rely on the spatial Potts prior on the indicator variables shows that
this prior knowledge is a key factor in our algorithm’s success.
realistic motion blur . To understand the benefits of our non-
parametric approach to localized blur, we first study the orientations
of realistic motion blur. We cropped motion blurred patches from 94
images of a real motion blur dataset (Shi et al., 2014), and estimated
a 51 × 51 blur kernel on each patch using a uniform blind deblur-
ring method (Xu and Jia, 2010). We then matched every estimated
blur to one of 180 candidate orientations by computing the corre-
lation values (up to shifts) of angled box filters with the estimated
blur and then choosing the orientation with the highest score. Of the
measured orientations, 61% are tilted away from horizontal or ver-
tical, while 86% lie in a range of ±20° around the axes. Based on
these observations, we designed a test data set with ground truth by
simulating images affected by object motion blur. In particular, we
extracted foreground objects from images of the VOC data set using
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(a) (b) (c)
Figure 6.6: Motion deblurring. (a) Motion blurred input image (frame from
the face sequence of Portz et al., 2012). (b) Our result. (c) Result
of Chakrabarti et al. (2010) + non-blind. Our algorithm removes
the foreground motion blur without harming the integrity of the
background.
the given ground-truth object segmentation. The motion blurred ob-
ject is then inserted over a realistic, static background image. This is
done by warping the object along a linear blur trajectory and alpha
matting it onto the background at single pixel intervals. The orienta-
tion of the blur trajectories is sampled uniformly from an interval of
±20° around the horizontal and vertical axes, with the sample being
accepted if physically plausible. The final simulated image is then
obtained by averaging these frames. We created 10 such images as
test data. Figure 6.3 shows an instance of the dataset together with
deblurring results on ten images as measured by average peak signal-
to-noise ratio (PSNR), structural similarity index (SSIM), and mean ab-
solute error (MAE). The table shows that our approach clearly out-
performs a recent high-grade motion blur segmentation and kernel
estimation method (Chakrabarti et al., 2010) when combined with
the same non-blind deblurring algorithm as for our model. As can be
expected from the previous results, uniform deblurring (Levin et al.,
2011) also fails on this data set. These results thus demonstrate that
(1) to cope with realistic blur scenarios, commonly used restrictions
to the space of possible blur kernels (e.g., Chakrabarti et al. (2010))
should be avoided, and (2) that identifying the extent of the blur is
very important for high image quality.
6.5.2 Qualitative Results
Figures 6.4–6.9 show results on several instances of real, blurred im-
ages from other publications. Note that for these qualitative results,
the free parameters (such as the kernel size) were calibrated per im-
age to showcase optimal performance. This is common practice in
blind deblurring (Köhler et al., 2012).
In Figure 6.4, we compare our automatic algorithm to user guided
defocus removal (Dai and Wu, 2009). Here, the user manually marks
the blur degraded ROI, which permits to extract a complete alpha
matte of the blurred object. This naturally facilitates kernel estima-
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(a) (b)
(c)
(d)
Figure 6.7: Motion deblurring. (a) Input image jogger from the database of
Chakrabarti et al. (2010). (b) Our deblurring result. (c), (d) Image
details before and after removal of motion blur.
tion and boundary handling. Nevertheless, we observe that our au-
tomatic procedure yields a visually pleasing result of similar quality.
Figure 6.5 depicts a further instance of real defocus blur removal,
where the blurred background is partially occluded by a foreground
object. Our method successfully restores detail to the background
while leaving the foreground object sharp, all without any user assis-
tance. Figure 6.6 displays an example of motion blur as it may occur
with a low-grade webcam. We here observe that our approach is able
to counteract the motion blur while leaving the sharp image region
untouched. In comparison, the localized blur estimation method of
Chakrabarti et al. (2010) does not cope with the motion blur nearly as
well as our approach. Figure 6.7 shows another instance of successful
motion blur removal.
Figure 6.9 contains a particularly challenging instance of spatially-
varying blur: The foreground object is blurred by motion, while the
background is out of focus. Figure 6.8 shows that our algorithm cor-
rectly identifies the motion blurred pixels, while on the other hand, a
recent motion blur segmentation method (Chakrabarti et al., 2010) er-
roneously labels the unfocused image background as motion blurred.
In Figure 6.9, we can moreover observe that our algorithm succeeds
in automatically sharpening both motion and defocus blurred regions
using distinct blur kernel estimates for each automatically identified
region. For comparison, we include a deblurring result obtained us-
ing a camera aperture designed specifically for the purpose of remov-
ing motion and defocus blur (Martinello and Favaro, 2011). Despite
being independent of any dedicated hardware, our approach achieves
at least competitive results, since the defocused background does not
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(a) (b)
Figure 6.8: Motion blur detection. (Figure 6.9 shows the blurry input image).
(a) Pixels labeled as motion blurred by our algorithm. (b) Motion
blur segmentation of Chakrabarti et al. (2010). Note that in the
latter instance, the defocused region is wrongly labeled as mo-
tion blurred. See Figure 6.9 for our deblurring result.
suffer from over-sharpening artifacts and the result from the motion
blurred object is sharper and contains fewer artifacts.
6.5.3 Runtime
With regard to computational effort, we measured runtimes on the
VOC data set (Figure 6.3) consisting of 10 color images with an exam-
ple size of 500× 375. On average, a MATLAB implementation of our
algorithm took 4.7 minutes, comprising 3.5 minutes for estimating
the localized blur, and 1.2 minutes for the final non-blind deblurring
step. Note that our framework is very general, since kernels are esti-
mated from a real-valued, non-parametric space, allowing for many
different cases including object motion, camera shake, and defocus
blur. To further put this into context, we measured 2 minutes on av-
erage for the uniform baseline (Levin et al., 2011), which also uses
variational inference. A specialized algorithm using a candidate set
of just 24 axis-aligned motion blurs (Chakrabarti et al., 2010) required
1.8 minutes on average (1 minute for localized blur estimation, and
50 seconds for non-blind deblurring). However, the restoration per-
formance is significantly worse than our method by 0.16/0.017/0.20
in PSNR/SSIM/MAE. Measurements were made on a machine with a
3.20GHz Core i7 3930K processor.
6.6 conclusion
We considered the problem of estimating and removing localized ob-
ject blur, which exhibits sudden changes across the image plane. To
address this, we used a new Bayesian formulation that incorporates
pixel-wise latent variables indicating which blur kernel is active. Our
approach generalizes marginalized MAP and allows estimating non-
parametric blurs, instead of limiting the kernels to a discrete candi-
date set. Quantitative experiments showed that our approach allows
to better cope with motion blurs tilted around the image axes, as we
90 localized image blur removal
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Figure 6.9: Simultaneous removal of motion and defocus blur. (a) Top: A
complex scene having both motion and defocus blur (Martinello
and Favaro, 2011). (b) Our deblurring result. (c) The result of
Martinello and Favaro (2011). Note that the latter method relies
on a customized camera aperture, while our algorithm is applica-
ble to off-the-shelf camera images. Our approach better recovers
the motion blurred bus.
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found to occur frequently in practice. High-quality instances of real
motion and defocus blur removal demonstrate the effectiveness of
our technique. Our non-parametric framework can successfully han-
dle blurs of very different types, and we demonstrated results with
performance competitive to user- or hardware-assisted techniques,
despite our method being automatic.
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Image blur from camera shake is a common cause for poor imagequality in digital photography, prompting a significant recent in-
terest in image deblurring. The vast majority of work on blind de-
blurring splits the problem into two subsequent steps: First, the blur
process (i.e., blur kernel) is estimated; then the image is restored
given the estimated kernel using a non-blind deblurring algorithm.
Recent work in non-blind deblurring has shown that discriminative
approaches can have clear image quality and run-time benefits over
typical generative formulations. In this chapter, we propose a cas-
cade for blind deblurring that alternates between kernel estimation
and discriminative deblurring using Regression Tree Fields (RTFs). We
further contribute a new dataset of realistic image blur kernels from
human camera shake, which we use to train the discriminative com-
ponent. Extensive qualitative and quantitative experiments show a
clear gain in image quality by interleaving kernel estimation and dis-
criminative deblurring in an iterative cascade.
7.1 introduction
Camera shake causes light quantities of several, spatially distinct lo-
cations of the scene to coincide at a single coordinate of the image
plane during exposure. Modern cameras stabilize the lens or the sen-
sor, but this can only counteract relatively small camera motion. Be-
sides limiting the user experience in consumer digital photography,
image blur from camera shake is also encountered in scientific and
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(a) Blurry (b) Deblurred
Figure 7.1: Deconvolution with interleaved RTF cascade. Blurred input from
Jia (2013).
industrial applications, causing wide interest in removing the effects
of such blur (Wang and Tao, 2014).
The most widely adopted restoration approach is to first estimate
the blur kernel (Fergus et al., 2006; Joshi et al., 2010; Xu and Jia, 2010;
Whyte et al., 2010; Levin et al., 2011; Krishnan et al., 2011; Hirsch et al.,
2011; Xu et al., 2013), often by making some statistical assumptions
on the unknown sharp image. In a separate, non-blind step the sharp
image is then restored given the kernel estimate, which is held fixed
during the procedure. Many modern non-blind deblurring algorithms
adopt a generative approach and impose prior knowledge on the im-
age (Krishnan and Fergus, 2009; Schmidt et al., 2011; Zoran and Weiss,
2011). While accurate generative models exist, e.g., high-order Markov
random fields (MRFs) (Schmidt et al., 2011), their extensive compu-
tational demands prohibit the use as part of the kernel estimation
phase. The origins of our work lie in recent discriminative approaches
to non-blind deblurring, which use a neural network (Schuler et al.,
2013), or prediction cascades of RTFs (Schmidt et al., 2013) or shrink-
age fields (Schmidt and Roth, 2014). Their benefit is that they deliver
high-quality image estimates, which outperform most generative ap-
proaches, at a fraction of the computational cost. However, their use
in kernel estimation or blind deblurring has not been considered so
far.
In this chapter, we propose an RTF cascade for blind deblurring, which
alternates between discriminative deblurring and re-estimating the
blur kernel using the refined image prediction. This generalizes pre-
vious work on RTF cascades for non-blind deblurring (Schmidt et al.,
2013) to the blind deblurring task. One feature of discriminative de-
blurring approaches is that typical errors made by the kernel estima-
tion procedure are learned during training, so they can be compen-
sated for in the image recovery procedure. Kernel estimation and non-
blind deblurring are therefore trained as inter-related components. To
the best of our knowledge, we are the first to use discriminative image
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prediction custom trained to the blur updates of a blind deconvolu-
tion procedure.
To train a powerful discriminative model for image restoration, the
training data should cover a rich variety of camera motions to avoid
overfitting. We address this by further contributing a novel dataset
of blur kernels obtained by photographing an isolated point light
source under human camera shake, and use this data to train our
model. We evaluate our approach extensively, and find that it clearly
outperforms other recent methods from the literature.
7.2 related work
An early approach for camera shake removal was proposed by Fer-
gus et al. (2006), using a variational Bayesian approach. Later research
(Levin et al., 2011; Wipf and Zhang, 2013) showed that estimating the
blur kernel by (approximately) marginalizing over the latent sharp
image allows to cope with the ill-posed nature of the problem and
also yields high-quality results in practice. Maximum a-posteriori
(MAP) approaches to kernel estimation typically excel in terms of fast
running time (Cho and Lee, 2009). However, a naïve implementation
is likely to favor the trivial no-blur solution (Levin et al., 2009). For-
tunately, this can be circumvented by intermediate shock or bilateral
filtering of the latent image (Xu and Jia, 2010; Cho and Lee, 2009), al-
ternating minimization schemes (Perrone and Favaro, 2014), or clever
design of the image prior (Krishnan et al., 2011; Xu et al., 2013; Shan
et al., 2008; Michaeli and Irani, 2014).
Blind deblurring algorithms often rely on first detecting a set of use-
ful image edges, from which the blur kernel can be estimated robustly
(Joshi et al., 2008; Sun et al., 2013). In particular, Xu and Jia (2010) esti-
mate the blur on salient edge locations and enforce the expensive ker-
nel sparsity constraint only once, at the end of the multi-scale blur es-
timation procedure. Since this method yields a favorable combination
of efficiency and performance (see, e.g., Köhler et al. (2012)), we use
it to bootstrap our approach. However, note that our framework can
also operate over multiple image scales, taking a delta kernel as initial
input. An alternative to image-based blur estimation is to use motion
sensor data recorded during exposure to reconstruct the kernel (Joshi
et al., 2010). Another technique to boost restoration performance is
to use context-specific sharp image examples (Sun et al., 2014). We
focus here on the more common post-capture scenario, where only
the blurry image is given.
Discriminative approaches to image restoration often take the form
of conditional random fields (CRFs). Due to their computational ad-
vantages, Gaussian CRFs have attracted particular attention. Tappen
et al. (2007) were among the first to propose discriminatively trained
Gaussian CRFs. A more recent variant is termed Regression Tree
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Figure 7.2: White LED point light source setup.
Fields (RTFs) (Jancsary et al., 2012a). The parameters of these Gaus-
sian CRFs are determined by non-parametric regression trees; we
provide more technical details on their application to image deblur-
ring in Section 7.4. RTFs have proven effective in a variety of restora-
tion tasks, including denoising, inpainting, and colorization (Jancsary
et al., 2012a,b). Recently, two different kinds of discriminative non-
blind deblurring approaches have been proposed: (1) using a neural
network (Schuler et al., 2013), and (2) based on stacked CRF cascades
(Schmidt et al., 2013; Schmidt and Roth, 2014). We here choose to rely
on RTF cascades (Schmidt et al., 2013), since they do not require the
test-time blur kernel to be known at training time, which is a prerequi-
site for using them as a component in a blind deblurring approach. In
our work, we further explore the capacity of discriminative cascades
by generalizing them to blind image deblurring through interleaving
the discriminative prediction stages with blur kernel estimation.
To generalize well, a discriminative model must be exposed to a
sufficiently large variety of training data. However, publicly available
blurs resulting from real camera shake are limited to 8 instances in
the dataset of Levin et al. (2009), and 12 instances from the dataset of
Köhler et al. (2012). In our work, we capture realistic blurs by record-
ing human camera shakes, and we validate the novel data by using it
to train a state-of-the-art discriminative deblurring model. Note here
that the recorded data is publicly available1, and may benefit other
research too, e.g., generative blur modeling.
7.3 recording natural camera shake
Training a good regressor generally requires many instances of real-
istic data. To generate realistic blur kernels for training our RTF cas-
cade, we recorded trajectories of a point light source under camera
shake. For this we used a white light-emitting diode (LED) (OSA Opto
Light Series 400 white) as light source, placed within a cardboard box.
We limited the spatial area of the light source as well as the overall
amount of emitted light by placing a blue tack onto the LED, then
1 https://bitbucket.org/visinf/projects-interleaved-rtf
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piercing it finely with a needle, producing a white point light source
of high intensity; the cardboard box is shown in Figure 7.2.
We placed the box in an entirely dark room and recorded images
from approximately 2 to 4 meters distance with a handheld Pana-
sonic Lumix DMC-LX3 CCD camera. Capturing was done in 12 bit
RAW format in manual mode at different focus depths (ISO 80, 500ms
exposure, F2.0). We converted the images to raw tagged image file
format (TIFF) using dcraw (v9.17, with dcraw -T -v -4 -D), then re-
moved the constant black level. Because of the low ISO, almost no
dark current noise remained in the digitized signal. Also, there were
no saturated pixels. However, because of optical dispersion and differ-
ent spectral sensitivities, the four color channels in the RAW frame (R,
G1, G2, B) had different intensities and spatial blur. Thus, the RAW
RGGB signal resembled a checkerboard pattern that could not be re-
moved by applying a scalar gain factor to each channel. Because the
green channels are the most sensitive, we simply used the G1 chan-
nel and discarded the other channels. We centered and normalized
the blur kernel. Note that we did not observe any aliasing artifacts
in the obtained blur kernels. Figure 7.3 shows examples of recorded
camera shakes. Overall, we generated 192 blur kernels. Note that this
data set captures the physical process and human aspects of camera
shake. Future research could involve recording spatially varying blur
using a grid of LED point light sources.
Figure 7.3: Instances of realistic blur kernels used for model training (Sec-
tion 7.4.3). The blurs were obtained by recording the trajectory
of a point light source under human camera shake.
7.4 blind deconvolution cascades
7.4.1 Standard Non-blind RTF Cascades
As is most common, we model the formation process of image blur as
convolution under additive noise, y = k⊗ x+ n. Thereby, y denotes
the blurry input image, k the blur kernel, x the unknown sharp image,
and n the additive noise. Specifically, we follow the standard assump-
tion of normally distributed, white noise n ∼ N(0,σ2I). However, we
could use a more realistic noise model such as Foi et al. (2008) as well.
Solving for the sharp image given the blur kernel is an ill-posed, dif-
ficult problem. This is partly due to sensor noise being amplified by
simply inverting the kernel. Furthermore, the inverse is not properly
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defined if the blur kernel contains zero frequencies. Therefore, it is
necessary to impose additional knowledge. In contrast to the many
generative approaches to deconvolution, we here choose a recent, dis-
criminative framework for image recovery, namely Regression Tree
Fields (RTFs) (Jancsary et al., 2012b), to model the parameters of the
posterior probability p(x|y, k) directly.
RTFs are Gaussian CRFs that derive their expressiveness from in-
ferring the parameters of the local potentials using regression trees
acting locally on input image features. Each tree stores at its leaves a
linear term and precision matrix to define the quadratic energy con-
tribution from the local factor variables. Regressing the potential pa-
rameters allows to overcome the apparent simplicity of Gaussian po-
tentials, while taking full advantage of their inherent efficiency. Note
that both the regression trees and the potential parameters stored at
the leaves are learned in a principled, joint fashion to minimize a
loss function (here, negative peak signal-to-noise ratio (PSNR) on the
training data. For more details on RTFs, we refer to Jancsary et al.
(2012a,b).
An RTF model for deblurring can be formulated as a Gaussian CRF
of the form
p(x|y, k) ∝ N (x|µ(y, k), C(y, k)) , (7.1)
whereby the parameters of the mean µ(y, k) and covariance matrix
C(y, k) are partly regressed from the input image y by the RTF frame-
work, with the blur kernel k being held fixed as a constant. In more
detail, let Tk denote the Toeplitz matrix expressing convolution by
blur kernel k, such that the identity Tkx ≡ k⊗ x is fulfilled. Moti-
vated by generative approaches to deblurring, Schmidt et al. (2013)
show that the covariance and mean of the Gaussian CRF in Equation
(7.1) may be chosen as
C(y, k) =
(
W(y) +
1
σ2
TTk Tk
)−1
(7.2)
µ(y, k) = C(y, k)
(
w(y) +
1
σ2
TTk y
)
, (7.3)
whereby the matrix W(y) and vector w(y) are regressed from the
input image by the RTF framework. Overall, inference consists of re-
gressing the CRF parameters and subsequently computing the pre-
diction as argmaxx p(x|y, k) = µ(y, k).
However, it is not easy to regress optimal potential parameters from
the input image immediately, because the blur strongly obfuscates
the image content, for example by creating ghosting-like overlays of
edges in uniform regions. This can be overcome by stacking RTFs into
a cascade (Schmidt et al., 2016), which generates a sequence of it-
eratively refined sharp image estimates (x1, . . . , xN). At each level
of the cascade, the corresponding RTF parameters are regressed not
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only from the input image, but also from the improved previous
prediction, which facilitates the procedure. In particular, the matrix
Wi(y, xi−1) and vector wi(y, xi−1) are regressed at the i-th level of
the cascade. Figure 7.4(a) depicts a schematic illustration of the non-
blind RTF cascade model from Schmidt et al. (2013).
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Figure 7.4: Comparison of standard, (Schmidt et al., 2013), versus our pro-
posed interleaved RTF cascade schemes. (a) Standard non-blind
RTF cascade: The blur kernel is set to the initial blur estimate
k0 and stays invariant over the cascade. (b) Interleaved RTF cas-
cade: The kernel is re-estimated over cascade stages using the
refined image predictions xi. In the experiments, we mostly use
Xu and Jia (2010) to obtain the initial blur estimate, but we can
also initialize with the delta kernel by using several interleaved
RTF cascades to operate over the scales of an image pyramid.
7.4.2 Interleaved RTF Cascades
Besides their quantitative and qualitative benefits in terms of image
quality and efficiency, a distinctive feature of discriminative decon-
volution methods is their adaptability to kernel estimation (errors).
In particular, RTF cascades yield best results when trained with blur
kernels of similar kind as those provided at test time (Schmidt et al.,
2013). In this chapter, we interleave the image prediction steps in the
RTF cascade with kernel re-estimation. Note that we here focus on
uniform blur. Although the image formation model of spatially vary-
ing blur is more involved, the procedure detailed below is in principle
equally valid.
We design an interleaved procedure by updating the blur kernel us-
ing the improved latent image prediction available at every cascade
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level, such that each RTF stage is provided with a refined kernel es-
timate. Note that the cascade is initialized with the kernel estimate
k0 of an auxiliary method2. For higher stages i = 1, . . . ,N of the in-
terleaved cascade, the output xi of the i-th RTF is used to compute a
refined kernel estimate ki. Figure 7.4(b) depicts a schematic illustra-
tion of the interleaved RTF prediction cascade.
Specifically, we compute the kernel update using the image deriva-
tives by minimizing with respect to k the objective function
f(k) = ‖∇y− k⊗∇xi‖2 + γ‖k‖1. (7.4)
Hereby, we let ∇x = (∂1x,∂2x) = (f1 ⊗ x, f2 ⊗ x) denote the canon-
ical image gradients computed with the standard derivative filters
f1 = [1,−1] and f2 = [1,−1]T . For the gradient image, we define
convolution by the blur kernel to apply component-wise, such that
k⊗∇x = (k⊗ ∂1x, k⊗ ∂2x). Note further that the objective for ker-
nel re-estimation (Equation 7.4) consists of a squared residuals term
motivated by a Gaussian noise assumption, and an L1-norm penalty
to encourage kernel sparsity, which is weighted by a constant γ > 0.
The regularization parameter γ can be learned from data (see Sec-
tion 7.4.3), but even simply setting γ = 1 already yields very good
results. Algorithm 1 summarizes the proposed interleaved RTF cas-
cade for blind deblurring.
We optimize the kernel update objective f(k) of Equation (7.4) us-
ing iteratively reweighted least squares (IRLS). This means iteratively
solving varying least-squares problems until the distance between
consecutive solutions passes below a convergence threshold. Specif-
ically, at the j-th iteration of IRLS, we compute
kj = argmink ‖∇y− k⊗∇xi‖2 + γkT diag(z)k. (7.5)
Thereby, the n-th element of the weighting vector z is determined by
zn = 1/max(k
j−1
n , ), where we fixed  = 10−5 in the experiments.
Minimizing the quadratic expression in Equation (7.5) is equivalent
to solving a linear system of equations Ak = b. The left-hand side
matrix of this system is A =
∑
h
∑
c[∂hx]c[∂hx]
T
c + γdiag(z), using
[·]c to denote the c-th kernel-sized clique. On the other hand, the right-
hand side vector is b =
∑
h
∑
c[∂hx]c(∂hy)c, using (∂hy)c to denote
the pixel situated at the center of the c-th kernel-sized clique in the
derivative image ∂hy. Note that this system is generally not amenable
to solving by fast Fourier transform (FFT). Hence we use conjugate
gradients with Jacobi preconditioning, computing the diagonal of the
system matrix as
∑
h 1⊗ [∂hx]◦2+γz, where [·]◦2 denotes component-
wise Hadamard square, while 1 constitutes an image of ones and has
size dim(x) − dim(k) + [1, 1]T .
2 In the experiments, we mostly use Xu and Jia (2010) to perform this step, but we can
also initialize with the delta kernel when estimating the blur over the scales of an
image pyramid. (In this case, the final kernel estimate at one scale is upsampled to
serve as the initial estimate for the next interleaved RTF cascade, see Figure 7.9.)
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Algorithm 1 Interleaved RTF cascade (Test-time deblurring)
input: Blurry image y, initial blur kernel k0
output: Deblurred image xN, refined blur kernel kN
for i = 1, ...,N do
[update latent image using i-th RTF regressor]
xi :=
(
Wi(y, xi−1) +
1
σ2
TTki−1Tki−1
)−1
×(
wi(y, xi−1) +
1
σ2
TTki−1y
)
[update blur kernel]
ki := argmink ‖∇y− k⊗∇xi‖2 + γ‖k‖1
end for
7.4.3 Learning
training data . We compiled sharp images for use as ground-
truth data from two different benchmark datasets, the Berkeley seg-
mentation data set and benchmark (BSDS 500, Arbelaez et al., 2011),
and PASCAL visual object classes (PASCAL VOC, Everingham et al.,
2010, 2015). Please note that the training images stem from entirely
different sources than those used in the experimental evaluation (Sec-
tion 7.5). As blur data we used 95 realistic blur kernels generated by
recording the trajectory of a light source under human camera shake
(see Section 7.3). We complemented these with synthetic blurs cre-
ated by projecting randomly sampled motions in 3D space onto the
camera plane (Schmidt et al., 2013). Note that none of these kernels is
used at test time. To obtain blurry images, we synthetically convolved
the ground-truth images and added Gaussian noise of standard devi-
ation equal to 0.2% of the maximum pixel intensity. We used 336 clean
and corrupted image pairs and blur kernels to train our models.
Table 7.1: Average PSNR (dB) values on the test set of Levin et al. (2011).
Method ∅ PSNR
Fergus et al. (2006) 29.38
Cho and Lee (2009) 29.71
Xu et al. (2013) 29.74
Levin et al. (2011) 30.05
Method ∅ PSNR
Standard RTF 31.16
Interleaved RTF 31.50
learning the latent image prediction. At each level of
the cascade, we learn a separate RTF model for image restoration. Be-
sides the blurry input image, each model receives as additional input
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Table 7.2: Average PSNR (dB) values on the test set of Köhler et al. (2012).
Method ∅ PSNR
Krishnan et al. (2011) 25.73
Hirsch et al. (2011) 27.77
Whyte et al. (2011) 28.07
Cho and Lee (2009) 28.98
Xu and Jia (2010) 29.54
Method ∅ PSNR
Std. RTF 29.91
Interlvd. RTF 30.11
the previous image prediction and is further parameterized by a blur
kernel of increasing refinement. This is different from Schmidt et al.
(2013), where the blur kernel remains fixed throughout all stages. We
remark that the RTF models learned at every level adapt precisely
to the kernel re-estimation and to the preceding image predictions
given as inputs (see Table 7.3). The resulting, interleaved cascade thus
forms a unit of inter-related components and needs to be trained
together. We opt for regression trees of depth 7. To leverage more
discriminative features than simple pixel intensities, we rely on the
Field of Experts (FOE) filter bank of Gao and Roth (2012), i.e., each
model receives as additional features the filter responses of the pre-
vious prediction. Per depth level, we use 40 iterations of the limited-
memory Broyden–Fletcher–Goldfarb–Shanno (LBFGS) algorithm to op-
timize the model parameters, with another 100 clean-up cycles after
splitting the leaves at the final level 7. To accelerate the learning pro-
cedure, we did not use the original size images, but 125× 125 sized
pairs of degraded and sharp crops. Learning a cascade of depth 3
(plus evaluating the full interleaved model on the training images for
each additional level) took 10 days on a machine with a 3.20GHz In-
tel Core i7 3930K CPU. Training time could be reduced by parallel
computing on several machines.
learning the blur kernel update . With regard to updating
the blur kernel, the regularization parameter γ weighting the influ-
ence of likelihood and prior in the objective function for the kernel up-
date (Equation 7.4) may also be learned from data in a loss-based fash-
ion. We opt for a blur kernel loss function based on the outlier resis-
tant L1 metric, namely (k, kgt) = ‖k− kgt‖1/|k|, where |k| denotes
the number of kernel elements. Note here that care must be taken to
align the blur kernels with each other before evaluating the distance,
since a translation in the kernel simply leads to a translation in the de-
blurred image, and this should not be penalized. Although we could
also optimize w.r.t. image quality, it is more efficient to compute the
kernel loss, which obviates the more expensive image prediction step.
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Hence at the i-th level of the interleaved cascade, a weight γi can be
learned to optimize the empirical risk 〈(ki, kgt)〉 = 1N
∑
n (k
n
i , k
n
gt)
over the training data. Since this is a unimodal objective function, a
simple 1D line search suffices to find the optimum.
Table 7.3: Performance of RTF cascade models in average PSNR (dB) on the
test set of Levin et al. (2011). Training and prediction are per-
formed with interleaved or without re-estimation of the blur ker-
nel over cascade levels.
Prediction
Training Interleaved Standard
Interleaved 31.50 30.67
Standard 30.81 31.16
7.5 experiments
Table 7.1 gives the performance of the proposed, interleaved RTF cas-
cade on the benchmark of Levin et al. (2011). Our interleaved algo-
rithm outperforms the blind deblurring methods Fergus et al. (2006);
Levin et al. (2011); Xu et al. (2013); Cho and Lee (2009) on this bench-
mark with a very large margin of at least 1.45 dB. We further eval-
uated the non-blind, standard RTF cascade on this benchmark, us-
ing the blur estimate of Xu and Jia (2010) as input. This guarantees
a fair comparison to the interleaved RTF cascade, which, although
bootstrapped with Xu and Jia (2010), re-estimates the blur iteratively
over the prediction stages. We remark that standard RTF cascades are
state-of-the-art in non-blind deblurring and outperform many exist-
ing sparsity-based methods (Schmidt et al., 2013). Table 7.1 shows
that our interleaved RTF cascade achieves significantly better results
than the state-of-the-art non-blind cascade of Schmidt et al. (2013) by
0.34 dB in PSNR. This demonstrates how useful it is to re-estimate
the blur kernel between discriminative image updates in a learned
cascade.
Table 7.2 gives results on the benchmark of Köhler et al. (2012).
Here, our interleaved algorithm achieves substantially better results
than a multitude of other methods (Xu and Jia, 2010; Krishnan et al.,
2011; Hirsch et al., 2011; Cho and Lee, 2009; Whyte et al., 2011) by at
least 0.57 dB. Note that several images of the dataset of Köhler et al.
(2012) are very challenging, having spatially varying blur of over 100
pixels. The interleaved algorithm again outperforms its standard, non-
blind counterpart by a significant margin of 0.2 dB.
Figures 7.1, 7.5 and 7.6 show that our method preserves challeng-
ing regions of image texture faithfully, while suppressing ringing and
noise artifacts in smooth regions or on the image boundary. Notably,
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(a) Sharp reference (b) Blurry input
(c) Interleaved RTF (d) Xu and Jia (2010)
(e) Cho and Lee (2009) (f) Whyte et al. (2011)
(g) Hirsch et al. (2011) (h) Krishnan et al. (2011)
Figure 7.5: Qualitative comparison of deconvolution algorithms on a bench-
mark image of Köhler et al. (2012). The reference image shown
in (a) is the first frame of the recorded motion. The interleaved
RTF simultaneously recovers sharp edges such as the patterns of
the flags, while keeping boundary artifacts at a minimum.
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(a) Sharp reference (b) Blurry
(c) Interleaved (d) Standard
Figure 7.6: Qualitative comparison of interleaved versus standard RTF cas-
cade on a benchmark image (Köhler et al., 2012). The interleaved
RTF cascade recovers a higher level of image details and yields a
more realistic deblurring result.
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(a) Interleaved RTF cascade
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(b) Standard RTF cascade
Figure 7.7: Average blur kernel error versus image quality over interleaved
and standard RTF cascade levels on the test set of Levin et al.
(2011). The kernel error is quantified in mean absolute distance
(k, kgt) = ‖k − kgt‖1/|k| to the ground truth blur (letting |k|
denote the number of kernel elements). The interleaved RTF cas-
cade simultaneously enhances the image and blur kernel.
Figure 7.5 demonstrates visibly superior performance of the inter-
leaved cascade over a wide variety of blind deconvolution methods,
while Figure 7.6 shows that interleaving with kernel updates yields
a noticeably higher degree of realism in the deblurred image than
using the standard cascade.
We further analyze the benefit of custom, discriminative training
of the interleaved cascade to the refined kernel estimates available
at each stage. Table 7.3 gives results for prediction with and with-
out interleaved kernel updates, using RTF cascades learned with and
without interleaved kernel updates. We observe that it is important
to train the image prediction step based on the refined blur estimates
to unlock the full potential of our approach. Simply interleaving a
pre-trained standard cascade with blur updates leads to substantially
inferior results. Note further that learning the image restoration steps
expressly to extract maximum effect from the refined kernel estimates
is a key benefit of discriminative updates.
To gain more insight into the role of kernel refinement over cascade
stages, we rely on the dataset of Levin et al. (2011), since it includes
ground truth blur kernels to evaluate with. In particular, we mea-
sure the mean absolute distance of the (aligned) blur estimates to the
ground truth kernels. Figure 7.7 depicts the average kernel error ver-
sus the average image quality over all 32 image and kernel pairs of
the benchmark, shown after each of three cascade levels. We observe
that the increasing image quality over the cascade allows to improve
the kernel estimate and vice versa, while on the other hand, holding
the blur fixed over the cascade leads to inferior overall performance.
We further examine the blur refinement effect of our algorithm in a
visual study, relying once more on the 8 ground-truth camera shakes
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Figure 7.8: Kernel refinement on the dataset of Levin et al. (2009). For all of
the 8 blurs in the test set, a triple is displayed horizontally. From
left to right, each triple consists of: (1) The estimate of Xu and Jia
(2010) used to initialize the interleaved cascade, (2) the refined
blur estimate at the final level of the cascade, (3) the ground-truth
kernel. Each triple is scaled jointly to the full intensity range.
108 interleaved rtf cascades
(a) Blurry, SSIM 0.841 (b) Deblurred, SSIM 0.943
(c) Kernel estimates over scale. Rightmost: Ground-truth blur.
Figure 7.9: Multiscale interleaved RTF regression with delta kernel initializa-
tion. Each level of the pyramid is equipped with a progressively
more powerful interleaved RTF cascade. Image and ground-truth
kernel from Levin et al. (2009).
of Levin et al. (2011). Fig 7.8 shows three versions of each camera
movement: The kernel estimate of Xu and Jia (2010) used as initial-
ization to the interleaved restoration process, the blur estimate from
the last stage of the interleaved cascade, and the ground-truth ker-
nel provided with the benchmark. We observe that the interleaved
estimation procedure substantially enhances the initial estimate.
To measure running times, we used a 3.20GHz Intel Core i7 3930K
processor. For a kernel size of 41× 41, blind deconvolution with our
interleaved cascade algorithm needed 98.66s for an image of size
800× 800. For comparison, we measured 156.49s for the efficient de-
blurring algorithm of Krishnan et al. (2011). Note that as a prototype,
our implementation is not optimized for fast running time.
Finally, to demonstrate that our approach does not require a spe-
cific auxiliary method for initialization, Figure 7.9 shows an instance
of multiscale interleaved RTF regression with delta kernel initializa-
tion. Hereby, interleaved cascades are used to predict image and ker-
nel estimates at each level of a Gaussian pyramid. The estimates
at one level are enlarged to serve as inputs for the next finer level.
Note that the model trained with initial blur estimation from another
method (Xu and Jia, 2010) cannot be used with delta blur initializa-
tion. Instead, going from coarse to fine, we trained progressively more
powerful interleaved models to account for the higher level of image
details and texture.
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In this chapter, we put forth a novel, interleaved RTF cascade model
for blind deblurring that consolidates discriminative image predic-
tion with blur estimation, whereby each step is trained expressly to
fit to the other. The model is validated by extensive experimentation,
namely (1) quantitative insights into the effects of interleaving with
kernel updates, (2) solid results on two standard benchmarks, and (3)
qualitative comparisons to other deblurring methods including stan-
dard RTF cascades. To train our model, we used a novel dataset of
human camera shakes, which was generated by recording LED trajec-
tories with a handheld camera. Code and data are available online3.
Future work must first investigate predicting not only the image,
but also the kernel by use of the RTF framework. This idea is given a
more detailed treatment in a separate paragraph of Section 8.2. An-
other item of future research is to generalize the proposed interleaved
framework to spatially-varying blur. In that regard, kernel data for
discriminative training may be obtained by supplanting the single
point light source by a grid of LEDs. Additionally, the uniform image
formation model must be replaced by a spatially-varying one (e.g.,
Hirsch et al., 2011).
3 https://bitbucket.org/visinf/projects-interleaved-rtf
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These final observations first of all provide a summary of the con-tributions made in this thesis. Thereby, we (1) place the content of
each chapter into a larger context, (2) identify the overarching themes
and connecting elements of this dissertation, and (3) make reference
to relevant current developments in research and technology. The sec-
ond component of this chapter provides a rough plan of potential
future approaches to extend our research into novel directions be-
yond the results of this thesis. The ideas on further research presented
below critically reexamine some of the material contained in earlier
chapters. Throughout our review of previous results and while out-
lining directions of future research, we cite selected publications to
clarify our contributions in relation to the research field. The cover-
age of related work is somewhat reduced in this closing text. Please
refer to earlier chapters for more details on the relevant literature.
8.1 summary
8.1.1 Foundations of Low-level Vision
Our first contribution in Chapter 3 of this dissertation may be cat-
egorized as pure research into low-level vision. To be specific, we
established a link between two model types which permeate the field,
namely Markov random fields (MRFs) on the one hand, and varia-
tional models on the other.
contributions . Let us reiterate a critical difference, namely that
variational models operate on functions defined almost everywhere on
the continuous domain, whereas MRFs express the probabilistic de-
pendencies of a discrete set of random variables. In Chapter 3, we
connected the two classes by (1) approximating spatially continuous
functions via linear combinations of finite elements with local area
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of support, (2) equating the basis coefficients with pixel intensities,
and (3) integrating over the domain variable. These measures lead us
from a given variational model to its equivalent MRF energy. Our im-
plementation of the derived connection placed primary emphasis on
robust penalty functions. This goes beyond previous work on model
connections focusing on quadratic regularizers (Szeliski, 1990a). In
particular, we derived MRFs corresponding to the ubiquitous total
variation (TV) model (Rudin et al., 1992) and drew samples to esti-
mate first and second-order moments, thereby illustrating the access
to probabilistic inference by virtue of the constructed connection. We
further modified the duality based maximum a-posteriori (MAP) ap-
proach of Chambolle (2004) as a step toward fast inference for a vari-
ant of TV potential ensuing from finite element discretization.
8.1.2 High-order Bayesian Restoration
Having examined a connection between two basic models for low-
level vision in Chapter 3, we continued with more specialized re-
search into image restoration in Chapters 4 and 5, where we con-
sidered high-order, filter-based MRF models. Recall that the merit of
expanding from conventional pairwise to larger filters is heightened
model expressiveness, as simple gradient models tend to produce
piece-wise constant restoration results, whereas wider ranging neigh-
borhoods also account for more intricate image structures such as tex-
ture. Of course, such high-order models need to be correctly designed
as a prerequisite. An established design approach is the Field of Ex-
perts (FOE) framework (Roth and Black, 2009), one aspect of which
is that the resulting, generatively learned MRFs perform best under
Bayesian estimation (Schmidt et al., 2010). In accordance with this
insight, we presented an extensive study of two implementations of
Bayesian inference in Chapters 4 and 5, namely Gibbs sampling and
mean field, respectively.
gaussian scale mixtures . Focal to both procedures is the use
of Gaussian scale mixtures (GSMs) (e.g., Portilla et al., 2003), which has
twofold reasons. First, this function class comprises sufficiently kur-
totic elements to suitably reflect the statistics of natural images. Sec-
ond, GSMs are amenable to expansion by latent variables indicating
a mixture component. The correspondingly augmented joint distribu-
tions have the crucial property of reducing to Gaussians conditioned
on the indicators. This enables both, drawing samples as part of the
Gibbs process, and updating the approximate distribution as part of
the mean field procedure. Let us proceed by reviewing our findings
in more detail.
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contributions . In Chapter 4, we made use of Gibbs sampling
to carry out non-blind deblurring in a Bayesian setting with a high-
order, generative FOE. We documented competitive results in compar-
ison to a variety of standard MAP algorithms (e.g., Levin et al., 2007;
Krishnan and Fergus, 2009; Roth and Black, 2009). From a qualitative
viewpoint, both smooth and textured image regions were faithfully
reconstructed by our approach. However, it is no surprise that Gibbs
sampling incurs high runtime requirements. To address this issue,
we studied mean field as a Bayesian inference method in Chapter
5. Thereby, we measured a considerable runtime speed-up and as-
certained that in an image restoration setting, the update operations
have quadratic complexity in the clique size, which indicates graceful
scaling to larger cliques. Experiments in denoising attested to better
performance than employing MAP estimation for the same genera-
tive FOE, while remaining in competitive distance to the more thor-
ough, but computationally intensive Gibbs sampling algorithm. We
validated the mean field approach extensively in denoising, non-blind
deblurring, noise estimation and layer separation, while conducting
numerous comparisons to other methods in the literature (e.g., Levin
et al., 2007; Ishikawa, 2009; Zoran and Weiss, 2009).
8.1.3 Blind Image Deconvolution
Whereas the contributions advanced in Chapters 3 through 5 essen-
tially revolve around applications of non-blind nature such as denois-
ing or deblurring with known kernel1, we subsequently turned our
focus to blind image deconvolution. In that regard, one promising av-
enue of research is to mitigate the problem complexity by augmenting
the traditional camera hardware, e.g., with on-board motion sensors,
dual-lens technology, or a coded aperture. We remark that many such
hardware measures rely on further processing, and it is reasonable
to assume that in the future, camera technology will evolve to be-
come heavily interwoven by software and computation. On the latter
subject, we presented two purely algorithmic procedures for image
deblurring in Chapters 6 and 7, which are of Bayesian and discrim-
inative design, respectively. The two methods also address different
respective blur categories, and we review them in more detail below.
localized blur removal . In Chapter 6, we considered blur
generated from fast moving objects in the scene, or from camera defo-
cus occurring for regions of interest situated outside the depth of field.
We referred to this type of blur as localized, since it is restricted to cer-
tain image area. For such image degradation, any successful restora-
tion approach must both identify the blurred pixels and compute a
1 Recall that denoising can be viewed as the degenerate case of non-blind deblurring
with the identity kernel.
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corresponding kernel estimate. To achieve this, we proposed a new
generative model equipped with a set of latent indicator variables
to designate pixel-wise which blur is active. In contrast to various
other methods relying on further data, such as user input (Dai and
Wu, 2009), or specialized hardware (Martinello and Favaro, 2011), our
approach only reads in the pixels as input. Another distinguishing
factor, which produced a performance advantage in the experimental
comparison, is that our method estimates non-parametric, freely vary-
ing kernels, whereas other image-based procedures tend to assume a
fixed family of blurs, e.g., box filters stemming from a finite, discrete
range of speeds (Chakrabarti et al., 2010; Couzinié-Devy et al., 2013).
Our Bayesian approach proved to be versatile in the sense that it can
handle both motion and defocus blur concurrently.
discriminative blind deblurring . While Bayesian methods
generalize well and allow to create synthetic data, their downside
is often the cost in computation time. Application-specific discrimi-
native models, on the other hand, frequently have favorable perfor-
mance in both image quality and runtime. Hence in Chapter 7, we
investigated a discriminative approach to blind removal of camera
shake. We opted for the Regression Tree Field (RTF) framework (Janc-
sary et al., 2012a) to realize the required prediction steps, since RTFs
combine the accuracy of regression trees with the tractability of Gaus-
sian conditional random fields (CRFs). Our main contribution is to
generalize the stacked RTF cascade architecture (Schmidt et al., 2016),
which was previously used exclusively for non-blind deblurring, to
the blind scenario by interleaving image predictions with kernel re-
estimation. This is one of the first discriminative approaches to blind
deblurring (see also Zuo et al. (2015); Xiao et al. (2016); Schuler et al.
(2016)).
8.2 perspectives and future work
inclusive kullback-leibler divergence . The Bayesian tech-
niques studied in Chapters 4 and 5 require estimating expected val-
ues. Similarly, the kernel estimation procedure of Chapter 6 involves
integrating approximately over image variables as suggested by the
framework of Levin et al. (2009). Throughout this thesis, we have
relied on sampling-based inference or mean field to calculate such
approximations. The latter algorithm minimizes the so-called exclu-
sive Kullback-Leibler (KL) divergence KL(q‖p) between the approxi-
mate and true distributions q and p, respectively. However, it can be
argued (Minka, 2005) that for estimating moments or marginals, a
more appropriate optimization target is KL(p‖q), which differs in a
deceptively simple swap of the variables. This measure is termed in-
clusive KL-divergence, since it leads to proxy distributions extending
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across several modes of the true probability. For the case of models
with continuous variables, which have been our focus in this thesis,
a procedure to minimize the inclusive distance term is expectation
propagation (EP), initially conceived as a message-passing scheme
(Minka, 2001). We note that the double loop variant advanced by
Seeger and Nickisch (2011) is fast and guaranteed to converge, while
Papandreou and Yuille (2011) further demonstrate how to robustly
perform the required variance computation. As both of the latter pub-
lications consider log-concave potentials, particularly Laplacians, an
unanswered question is whether EP is an effective method for the
learned FOE potentials considered in this dissertation, which are gen-
erally less controllable and tougher to optimize. Future work must
also investigate in how far EP leads to refined kernel estimates when
utilized in a marginalized MAP approach as followed in Chapter 6. A
positive answer would have a broad impact on the study of decon-
volution problems ranging from reflectometry (Romeiro and Zickler,
2010) to image restoration (Wipf and Zhang, 2014).
regression tree field kernel prediction. One intriguing
aspect of the interleaved cascade discussed in Chapter 7 is how the
image predictions attenuate errors in the kernel estimation. Although
we have already trained the regularization parameter in a loss-based
fashion (see Section 7.4.3), a sound question is whether we can do
better by accomplishing the kernel update directly within the RTF
framework. To that end, we remark that the deblurring likelihood is
proportional to a Gaussian in the kernel k,
p(y|x, k) ∝ N(y; k⊗ x,σ2I) ∝ N(k; M−1v, M−1). (8.1)
Thereby, we used the notation M = 1
σ2
∑
i xix
T
i and v =
1
σ2
∑
i xiyi,
where xi denotes the i-th kernel-sized hidden image clique trans-
formed to a column vector, and yi is the pixel at the center of the
corresponding clique in the blurry image y. In the following, let us
assume that we have at our disposal earlier estimates k0 and x of
the kernel and latent image, respectively2. To obtain the blur update,
we may appeal to a generative approach, similar to (Schmidt et al.,
2016). Assuming a Gaussian kernel prior p(k) = N(k; W−1w, W−1),
we verify that
p(k|y, x) ∝ p(y|x, k)p(k) (8.2)
∝ N(k; M−1v, M−1) ·N(k; W−1w, W−1) (8.3)
∝ N(k; (M+W)−1(v+w), (M+W)−1). (8.4)
At this point, the matrix W = W(k0) and vector w = w(k0) can be
regressed from the earlier kernel estimate as CRF parameters using
2 For process initialization, the blur and sharp image can be set to the identity kernel
and input image resp., i.e., k0 ≡ δ, and x ≡ y. Kernel estimation can be pursued over
multiple scales, as is standard.
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the RTF framework as desired initially. Preliminary experiments sug-
gest the use of mean absolute error for loss-specific learning, in case a
distance measure to ground-truth kernels is to be optimized. Another
option as target function is a quality metric operating on the restored
images directly, such as PSNR or SSIM; this is likely more challenging
with regard to training. Note that previous work on kernel fusion
with RTFs (Mai and Liu, 2015) differs from the procedure outlined
above in relying on the outcomes of several deblurring algorithms
running in advance. A further distinction is that our design connects
the current image estimate with the blur prediction step. If the pro-
posed approach succeeds in recovering kernels of improved clarity,
one can expect substantial performance gains.
user-specific camera motion. A well-established fact in ex-
perimental psychology is that humans can recognize familiar people
based on their gait, that is, by seeing only the motion of point light
sources attached to an individual’s limbs (Johansson, 1973). Com-
puter vision systems are also capable of person recognition from
stride (Wang et al., 2003; Man and Bhanu, 2006; Tao et al., 2007). How-
ever, to the best of our knowledge, it is an open question whether cam-
era shake ultimately has a comparable, biometric nature, although a
preliminary analysis hints at individual traits (Horstmeyer, 2010). If
corroborated by a larger study, one could investigate the viability of
a deblurring system learning over time to compensate optimally for
user-specific hand motion during exposure time. This would consti-
tute a step toward building a personalized camera with the aid of
machine learning.
A
C H A M B O L L E ’ S A L G O R I T H M E X T E N D E D T O
F I N I T E E L E M E N T S
Chambolle’s duality-based minimization algorithm for total variation
(TV) (Chambolle, 2004) can be adapted for maximum a-posteriori
(MAP) inference in linear FE-MRFs. Although Subsection 3.4.1 pro-
vides an overview on how to extend the original technique, for the
convenience of the reader, we here further illustrate the arguments.
(For the necessary concepts from convex analysis, such as conjugates
and subdifferentials, see e.g. Hiriart-Urruty and Lemaréchal (1993a,b)).
Computing the MAP estimate of the Markov random field (MRF) ob-
tained from the Rudin-Osher-Fatemi (ROF) model (Rudin et al., 1992)
consists of solving
min
o∈X
1
2λ
(o− i)TA(o− i) + ES(o), (A.1)
where ES(o) is the spatial term from Equation (3.26) with ϕ(y) = |y|.
Taking note that o, i are matrices in X = RN×N, and following the
design of Chambolle (2004), we define a gradient operator
∇ : X→ Y, where Y = RN×2N ×RN×2N, (A.2)
that computes both forward and backward differences as
(∇o)i,j =
1
2
(
(∇o)1i,j , (∇o)2i,j
)
. (A.3)
Here,
(∇o)1i,j =

oi+1,j − oi,j if i, j < N,
oi,j−N − oi−1,j−N if i > 1, j > N+ 1,
0 otherwise,
(A.4)
(∇o)2i,j =

oi,j+1 − oi,j if i, j < N,
oi,j−N − oi,j−N−1 if i > 1, j > N+ 1,
0 otherwise.
(A.5)
As a consequence, we obtain the formula
ES(o) =
∑
i,j
∣∣∣(∇o)i,j∣∣∣ , (A.6)
117
118 chambolle’s algorithm extended to finite elements
where |y| =
√
y21 + y
2
2 for all y = (y1,y2) ∈ R2. The discrete diver-
gence div : Y → X is defined as the negative adjoint of ∇, which
yields
(2div (p))i,j (A.7)
=

p1i,j − p
1
i−1,j if 1 < i < N, j < N,
p1i,j if i = 1, j < N,
−p1i−1,j if i = N, j < N,
0 otherwise
(A.8)
+

p1i+1,j − p
1
i,j if 1 < i < N,N+ 1 < j,
p1i+1,j if i = 1,N+ 1 < j,
−p1i,j if i = N,N+ 1 < j,
0 otherwise
(A.9)
+

p2i,j − p
2
i,j−1 if i < N, 1 < j < N,
p2i,j if i < N, j = 1,
−p2i,j−1 if i < N, j = N,
0 otherwise
(A.10)
+

p2i,j+1 − p
2
i,j if 1 < i,N+ 1 < j < 2N,
p2i,j+1 if 1 < i, j = N+ 1,
−p2i,j if 1 < i, j = 2N,
0 otherwise,
(A.11)
for every p =
(
p1, p2
) ∈ Y. In analogy to Chambolle (2004), we derive
for the conjugate of ES,
E∗S(v) =
0 if v ∈ K,
+∞ otherwise , (A.12)
where K =
{
div(p) : p ∈ Y, ∣∣pi,j∣∣ 6 1}. A sufficient condition for a
minimum of Equation (A.1) is
0 ∈ A(o− i) + λ∂ES(o), (A.13)
where 0 refers to the zero matrix. Equation (A.13) corresponds to
1
λ
A(i− o) ∈ ∂ES(o), (A.14)
which is equivalent to
o ∈ ∂E∗S
(
1
λ
A(i− o)
)
. (A.15)
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This can be rewritten as
0 ∈ i− o
λ
−
i
λ
+
1
λ
∂E∗S
(
1
λ
A(i− o)
)
, (A.16)
which is equivalent to
0 ∈ A−1
(
1
λ
A(i− o)
)
−
i
λ
+
1
λ
∂E∗S
(
1
λ
A(i− o)
)
. (A.17)
If we define v as 1λA(i− o), the condition becomes
0 ∈ A−1v− i
λ
+
1
λ
∂E∗S(v), (A.18)
which implies that v minimizes
vTA−1v− vT
(
2i
λ
)
+
2
λ
E∗S(v). (A.19)
Once v is determined, the solution o follows by straightforward der-
ivation. The properties of E∗S yield that v is the element of K with
minimal
Q(v) := vTA−1v− vT
(
2i
λ
)
. (A.20)
Therefore we need to solve the constrained quadratic minimization
problem
min
{
Q (div (p)) : p ∈ Y, ∣∣pi,j∣∣2 − 1 6 0} . (A.21)
The Karush-Kuhn-Tucker conditions are
−
(
∇
(
A−1 div(p) −
i
λ
))
i.j
+ diag
(
αi,j
)
pi,j = 0, (A.22)
where the non-negative αi,j are Lagrange multipliers, and where we
used that
∇p (Q (div (p))) = −∇
((∇pQ) (div (p))) . (A.23)
(Please note the distinction between the gradient w.r.t. p and the gra-
dient operator defined in Equations (A.2)–(A.5)). A fixed point algo-
rithm can now be derived just as in Chambolle (2004). We observe
stable convergence for the same parameter τ = 0.25 of the original
paper.

B
M E A N F I E L D U P D AT E S F O R L O C A L I Z E D I M A G E
B L U R R E M O VA L
The objective of variational Bayesian (mean field) inference is to min-
imize the KL divergence between a tractable, approximate density q
and the true distribution p. We choose a fully-factorized approximate
density. Inference proceeds by updating groups of variables in turn,
while keeping the others fixed. See Chapter 5 for more details on the
inference procedure and how to derive the updates. We denote the
approximate gradient and kernel distributions by q(∂x) =
∏
j q(∂jx)
and q(k) =
∏
i q(ki), where each of the factors is Gaussian with di-
agonal covariance, q(∂jx) = N(nj, Cj), and q(ki) = N (µi,Σi). On
the other hand, the indicator densities q(h) and q(t) are simply prod-
ucts of discrete distributions in each variable, q(h) =
∏
n q(hn) and
q(t) =
∏
n,j q(vnj).
b.1 blur indicators
The update takes the form q∗(hn) =
∏
i r
hni
ni with rni defined by
log rni =−
1
2σ2
∑
j
Eq
[((
∂jy
)
n
− ki ⊗
(
∂jx
)
n
)2]
− λ
∑
l:(l,n)∈N
∑
hl
q(hl)[hli 6= 1] + const.
(B.1)
Thereby, the expectation Eq over all variables is
Eq
[((
∂jy
)
n
− ki ⊗
(
∂jx
)
n
)2]
=
(
nTjnµi
)2
+ nTjnΣinjn
+ µTi Cjnµi + Tr(CjnΣi) − 2(∂jy)nµ
T
i njn.
(B.2)
The n-th clique of nj forms the column vector njn, while the clique
covariances form the diagonal matrix Cjn.
b.2 blur kernels
To compute the update q∗(ki) = N
(
µ∗i ,Σ
∗
i
)
, we use the auxiliary
matrix and vector
Ai =
∑
n,j
rninjnnTjn + rniCjn (B.3)
bi =
∑
n
rni
∑
j
(∂jy)nnjn. (B.4)
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The mean µ∗i is the solution to the quadratic program
min
1
2
µTi Aiµi − b
T
i µi subject to µi > 0. (B.5)
Further, diag
(
Σ∗i
)
is the component-wise inverse of diag (Ai).
b.3 gsm indicators
The update takes the form q∗(vnj) =
∏
lφ
vnjl
njl , where
φnjl ∝ pil
σl
exp
(
−
1
2σ2l
(
m2jn +Cjnn
))
. (B.6)
Here, Cjnn is the n-th diagonal entry of covariance Cj.
b.4 gradients
To compute the update q∗(∂jx) = N(n∗j , C
∗
j ), we define the auxiliary
matrix and vector
Dj = Mj +
1
σ2
∑
i
TTµiRiTµi +
1
σ2
∑
i
Λi (B.7)
ej =
1
σ2
∑
i
TTµiRi · ∂jy. (B.8)
The n-th entry of the diagonal matrix Mj is
∑
lφnjl/σ
2
l , while addi-
tionally, Ri = diag(rni). The Toeplitz matrix Tµi denotes convolution
by the kernel means µi. Further,
Λi = diag
(
TTdiag(Σi) diag (Ri)
)
, (B.9)
where Tdiag(Σi) denotes convolution by the kernel covariances. Then
n∗j = (Dj)
−1ej, and diag
(
C∗j
)
is determined as the component-wise
inverse of diag
(
Dj
)
.
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