Abstract. Many parametric spectral methods are based on the classical algorithm of the French engineer G. de Prony for exponential analysis. A drawback of this method is that it cannot take into consideration any discontinuities due to the starting and ending of the exponential components at different instants.
French engineer G. de Prony for exponential analysis. A drawback of this method is that it cannot take into consideration any discontinuities due to the starting and ending of the exponential components at different instants.
We introduce a short-time Prony method that allows to extract the characteristics from such a signal and we illustrate the new method on a number of power system signals. All parameters in the signals can be extracted with high accuracy and we show how to monitor the occurrence of the transients dynamically.
INTRODUCTION
A transient is used to refer to any signal or wave that is short lived. Transient detection has applications in many highly dynamic signals such as power line analysis, speech and image processing, turbulent flow applications, to name just a few. In a power system signal, transients are observed as short lived high-frequency oscillations superimposed on the voltages or currents of the fundamental frequency which is 50/60 Hz, as well as exponential components. They can be caused by lightnings, equipment faults, switching operations and so on.
Transient detection is a relatively common problem in many applications. They are often sinusoidal in nature and a lot of research has gone into the automation of their detection. We analyze how a sparsity based method can contribute to the power system analysis. A drawback of the standard Prony method for exponential analysis, is that it does not take into consideration the discontinuities due to the switching, in other words due to the exponential components to start and end at different instants.
In Section 2 the standard Prony method is recalled, while in Section 3 a short-time version of it is developed. The latter is applied successfully to a number of power signal simulations in Section 4. We use a damped sinusoidal model that is related to the phenomena typically observed at power system plants.
THE STANDARD PRONY METHOD
Let i , ! i , i and i respectively denote the damping, frequency, amplitude and phase in each component of the signal
Let us assume that the frequency content in (1) is limited by
as required by the Shannon-Nyquist theorem, and let (t) be sampled at the equidistant points t j = j for j = 0, 1, . . . , 2n 1, . . . with  1/⌦. In the sequel we denote
The aim now is to find n, 1 , . . . , n , ↵ 1 , . . . , ↵ n from the measurements f 0 , . . . , f 2n 1 , f 2n , . . . and the form (1) of the model for (t). The inherent structure present in (1) allows to separate the computation of the nonlinear parameters i from that of the linear parameters ↵ i , as already dsicovered by the French engineer de Prony [7] . Let us define the Hankel matrices
It is known [3, p. 603 
and it is proved in [5] that, in the absence of noise,
From these statements the number of components n can be obtained as the (numerical) rank of H (r)
⌫ for ⌫ > n. In practice, when the signal (t) is affected by noise, the numerical rank is determined as the number of singular values of H (r) ⌫ that rise above the noise level. In (4) this means that one finds n singular values clearly above the noise level and the remaining ⌫ n at or below the noise level.
We further denote
The i can be retrieved [4] as the generalized eigenvalues of the problem
where v i are the generalized right eigenvectors. Then from the values i , the i can uniquely be retrieved because of the restriction |=( i )| < ⇡.
To conclude, one finds the ↵ i from the interpolation conditions
either by solving the system in the least squares sense in the presence of noise or by solving a subset of n consecutive interpolation conditions in case of a noisefree (t). Note that
and that the coefficient matrix of (6) is therefore a Vandermonde matrix. We now present a reformulation of the exponential analysis problem using tools from rational approximation theory [1] .
With f j = (t j ) we define the noisefree
Since
we can rewrite
So we see that F (t) is a rational function of degree n 1 in the numerator and n in the denominator, with poles 1/ i . From Padé approximation theory we know that the Padé approximant r n 1,n (t) to F (t) of degree n 1 in the numerator and n in the denominator, reconstructs F (t), in other words r n 1,n (t) = F (t).
The partial fraction decomposition (8) is related to the Laplace transform of the exponential model (1), which explains why this approach is known as the Padé-Laplace method. When the signal (t) is noisy, then the samples equal f j + ✏ j instead of f j where ✏ j denotes a noise term. Let us denote the noisy series by
It is clear that the Padé approximant r n 1,n (t) does not reconstruct F (t)+✏(t) now as the latter is not a rational function anymore. For a novel way to make use of the Padé-Laplace reformulation in this situation, we refer the reader to [2] .
A SHORT-TIME PRONY METHOD
When the model (1) changes dynamically across the time window used to collect the samples f j , due to the fact that exponential components are switched on or off during the sampling, then the standard Prony method or its Padé-Laplace reformulation cannot be applied. In this section we adapt the model to allow for the components to start and/or end during the time of observation, to
where s i and e i are the start and end times of the i-th signal component and u(t) is the unit step function. For ease of notation we still denote f j for the time sample at time t j = j . From the context it will always be clear whether f j comes from (t) as in (1) or (t) as in (9) . We also retain the notation i = exp( i ), i = 1, . . . , n.
We now combine the sampling of (9) with a window function w(j r) that is only nonzero in the time interval [r , (r + 2⌫ 1) ] with ⌫ n(r) where n(r) denotes the number of exponential components switched on somewhere in the course of the time interval [r , (r + 2⌫ 1) ]. Obviously n(r)  n. In our experiments we used the rectangular window function
The Hankel matrix H (r) ⌫ as defined in (2), makes use of the samples f r , . . . , f r+2⌫ 1 of (9). We consider its (numerical) rank stable when it does not alter while increasing r to r + ⇢ with ⇢ > 0. Note that during the inspection of the (numerical) rank of the matrices H ⌫ fluctuates while increasing r, we know that components are being switched on or off, and the extraction of their characteristics using Prony's method should be postponed to a stable time window because the signal is not following a model of type (1) in the observed window.
The width of the time window here is related to the number n(r) of components in (9) that are switched on in the considered time interval. A smaller time window allows more easily to find stable intervals, while a larger time window allows to work with more components. This is very similar to a similar conclusion for the short-time Fourier transform, where a narrow window gives good time resolution but poor frequency resolution and a wide window gives better frequency resolution but poor time resolution.
Then some words on the numerical computation of the i and ↵ i in practice, from noise corrupted samples f j . When the largest time window of stability for the computation of ⌫ generalized eigenvalues in total (comprising the n(r) active ones representing the signal space and ⌫ n(r) additional ones modeling the noise space), is [r , (r + ⇢ + 2⌫ 1) ], then the i = exp( i ) present in that time window are computed in the least squares sense rather than from (5) ,
where the subscript of the Hankel structured matrix now indicates its dimension. Several popular exponential analysis implementations that can be used for this purpose are given in [9, 8, 4] . To adapt the Padé-Laplace formulation to work with a window function, we consider
Since this time interval delivers enough samples f j for the computation of the Padé approximant r n(r) 1,n(r) (t r ), namely at least 2n(r), the reformulation still holds.
SIMULATION RESULTS
We describe some experiments that illustrate the use of the short-time Prony method. The considered synthesized electric signals are taken from [6] . Since these are a linear combination of switched cosine functions, more precisely
each term is represented by 2 exponential terms with complex conjugate values i . The characteristics of the test signals are given in Table 1 . Besides the start and end moments s i and e i of each component in seconds, we also list the sample numbers S i and E i at which the switch occurs. All signals are monitored for a total time span of 128 samples, numbered from 0 to 127. The sampling rate is given by 1/ (in Hz) where is the time step. Each signal is then corrupted by 32 dB white Gaussian noise, which for some test signals is quite a lot more than in [6] . After extracting the frequencies ! i and damping factor i , the computed coefficient i exp( i s i ) needs to be corrected using the s i obtained from the singular value plots, in order to have the correct amplitude i .
In Figure 1 the four test signals are graphed over the entire observation window. We remark that all signals are dead at t = 127 , in other words f 127 = 0. For each noise corrupted signal we graph in Figure 2 the dynamic evolution of the numerical rank of a particular Hankel matrix by displaying how the ⌫ singular values of H (r) ⌫ change when r is ranging from 0 to 129 2⌫ (the value of r is on the x-axis). We display respectively the singular values of H (r) 4 for 1 (t), H (r) 6 for 2 (t), H (r) 6 for 3 (t) and H (r) 8 for 4 (t), and this for 0  r  129 2⌫. Let us discuss these graphs before turning to the reconstruction of the signal parameters.
In 1 (t) the Hankel matrices H
indicate a numerical rank of zero. Then there is a switch from no components at all to one component at sample 37 which enters the Hankel matrix H (31) 4 for which neither statement (3) nor statement (4) hold. Nothing can be deduced . From H (37) 4
on only one component is present and this for the remainder of the interval. The numerical rank is stable and equal to 2. The single component can be identified from the signal samples f r , 37  r  126.
In 2 (t) three different components show up, but consecutively: the switches happen at the time samples indexed 37, 75 and 127. So the numerical rank of the observed Hankel matrix is unstable while samples from different signals move out and in because the conclusions (3) and (4) for r + 10 = 127. So the numerical rank instability is observed for 27  r < 37, 65  r < 75 and at r = 117. Except for these unstable rank windows, the numerical rank equals 2. Each of the components can be identified separately: the first from H The results for 3 (t) and 4 (t) are more interesting. In 3 (t) the exponential model (1) is interrupted from H components two and three strictly follow (1) but this window involving the samples 67 to 79 is barely enough to allow their identification. However, exponential component three can be computed from the samples 80 to 126.
In 4 (t) a similar situation arises, but now there is a sufficiently large window of stability, when r + 14 = 99, to allow for the identification of the last three components while they strictly adhere to model (1) . The numerical rank is stable and equal to 6 in that window. The remaining first component can be identified from the samples 0 to 39 since H (r) 8 indicates a stable numerical rank of 2 for 0  r  25. All reconstructions of ↵ i and i have been made from the largest stable time windows, as mentioned in (10) and can be found in Table 2 . The displayed values are an average of reconstructions over a 100 different noise realizations. We remark that the damping factors i are more noise sensitive than the other parameters.
CONCLUSION
We have introduced a short-time Prony method that allows to extract the characteristics from a signal in which the exponential components are switched on and off, a situation that the standard Prony method is unable to deal with. The new method was illustrated on a number of power system signals taken from [6] . All parameters in the sinusoidal model (9) could be extracted with high accuracy and the occurrence of the transient could be monitored from the dynamics of the singular values of particular Hankel matrices.
