Higher Eisenstein elements, higher Eichler formulas and rank of Hecke
  algebras by Lecouturier, Emmanuel
ar
X
iv
:1
70
9.
09
11
4v
2 
 [m
ath
.N
T]
  3
 A
pr
 20
18
HIGHER EISENSTEIN ELEMENTS, HIGHER EICHLER FORMULAS AND
RANK OF HECKE ALGEBRAS
EMMANUEL LECOUTURIER
Abstract. Let N and p be primes such that p divides the numerator of N−1
12
. In this paper,
we study the rank gp of the completion of the Hecke algebra acting on cuspidal modular forms
of weight 2 and level Γ0(N) at the p-maximal Eisenstein ideal. We give in particular an explicit
criterion to know if gp ≥ 3, thus answering partially a question of Mazur.
In order to study gp, we develop the theory of higher Eisenstein elements, and compute
the first few such elements in four different Hecke modules. This has applications such as
generalizations of the Eichler mass formula in characteristic p.
1. Introduction and results
Let p ≥ 2 and N be two prime numbers such that p divides the numerator of N−112 , whose
p-adic valuation is denoted by t ≥ 1. This is the situation of an Eisenstein prime extensively
studied in [25].
Let ν = gcd(N − 1, 12). We fix in all the article a surjective group homomorphism log :
(Z/NZ)× → Z/ptZ. Let T˜ (resp. T) be the Zp-Hecke algebra acting on the space of modular
forms (resp. cuspidal modular forms) of weight 2 and level Γ0(N). Let I˜ (resp. I) be the ideal
of T˜ (resp. T) generated by the Hecke operators Tn −
∑
d d, where the sum is over the divisors
of n prime to N .
Let P˜ = I˜ + (p) and P = I + (p); these are maximal ideals. The kernel of the natural map
T˜ → T is Zp · T0 for some T0 ∈ T˜. A particular choice of T0 will be made later using modular
forms. Let T˜ (resp. T) be the P˜-adic (resp. P-adic) completion of T˜ (resp. T). Let gp ≥ 1
be the rank of T as a Zp-module. Barry Mazur asked what can be said about gp, and more
generally about the Newton polygon of T [25, p. 140]. This is one of the main motivation of
this paper, and we provide a partial answer to Mazur’s question.
Lo¨ıc Merel was the first to give explicit information about gp. For simplicity, in the rest of
the introduction, we assume that p ≥ 5.
Theorem 1.1. [31, The´ore`me 2] We have gp > 1 if and only if
N−1
2∑
k=1
k · log(k) ≡ 0 (modulo p).
We prove the following deceptively simple generalization.
Theorem 1.2. We have gp > 2 if and only if
N−1
2∑
k=1
k · log(k) ≡
N−1
2∑
k=1
k · log(k)2 ≡ 0 (modulo p).
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The obvious generalization does not hold. More precisely, there seems to be no link between
the vanishing of
∑N−1
2
k=1 k · log(k)3 and the fact that gp > 3. For instance, if p = 5 and N = 3671,
we have gp = 5 but
∑N−1
2
k=1 k · log(k)3 6≡ 0 (modulo p), and if p = 7 and N = 4229, we have gp = 3
and
∑N−1
2
k=1 k · log(k)3 ≡ 0 (modulo p).
Frank Calegari and Matthew Emerton have identified T˜ with a universal deformation ring
for the residual representation ρ =
(
χp 0
0 1
)
, where χp is the reduction modulo p of the pth
cyclotomic character. They deduce a characterization of gp in terms of the existence of certain
Galois deformations of ρ. Using class field theory, they were able to prove the following result.
Theorem 1.3. If gp ≥ 2 then the p-Sylow subgroup of the class group of Q(N 1p ) is not cyclic.
The converse of Theorem 1.3 happens to be false in general if p > 5. Recently, Preston Wake
and Carl Wang–Erickson [42] have built on the work of Calegari and Emerton which tackled the
determination of gp through the theory of deformations of Galois representations. It would be
interesting to compare their results to ours. In particular, they give another proof of Theorem
1.1 and they proposed our Theorem 1.2 as a conjecture.
Our work is of a different nature. If we compare to the standard conjectures on special values
of L-functions, we work on the “analytic side” of the problem, while Calegari–Emerton and
Preston–Wake study the “algebraic side”.
Let us say a few words about the proof of Merel’s theorem. The essential point is the computa-
tion of the Eisenstein element of H1(X0(N), cusps,Q)+ (the fixed part by complex conjugation
of the singular homology relative to the cusps of the modular curve X0(N) of level Γ0(N)). It is
an element annihilated by I˜.
The main idea of this paper is to determine, in well-chosen Hecke modules, the so called higher
Eisenstein elements, which have the property to be annihilated by a power of I˜. Results such
as Theorem 1.1 and Theorem 1.2 are by-products of our study of higher Eisenstein elements.
Unfortunately we could only determine a few of them so that we do not have a general formula
for gp.
We first describe the higher Eisenstein elements in the space of modular form. If f is a modular
form, let a0(f) be its constant coefficient at the cusp ∞. For simplicity, we assume that p ≥ 5.
There are modular forms f0, f1, ..., fgp in M2(Γ0(N),Z/pZ), such that the following property
hold. For any prime number ℓ not dividing N and any integer i such that 0 ≤ i ≤ gp, we have:
(Tℓ − ℓ− 1)(fi) = ℓ− 1
2
· log(ℓ) · fi−1 (modulo Z · f0 + ...+ Z · fi−2).
By convention, we let f−1 = 0. This determines f0 up to an element of (Z/pZ)
×. We normalize
f0 so that its q-expansion at the cusp ∞ is
N − 1
24
+
∑
n≥1
 ∑
d|n
gcd(d,N)=1
d
 · qn (modulo p).
This is, of course, the unique (normalized) Eisenstein series of weight 2 and level Γ0(N). Note that
the constant coefficient of f0 is 0 modulo p. The image of fi inM2(Γ0(N),Z/pZ)/ (Z · f0 + ...+ Z · fi−2)
is uniquely determined.
We can show that the constant coefficients of f1, ..., fgp−1 are 0 modulo p, and that the
constant coefficient of fgp is non-zero modulo p. In particular, the following assertions are
equivalent.
(i) We have a0(f1) = 0.
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(ii) We have gp ≥ 2.
(iii) We have
∑N−1
2
k=1 k · log(k) ≡ 0 (modulo p).
If gp ≥ 2, then f2 exists and the following assertions are equivalent.
(i) We have a0(f2) = 0.
(ii) We have gp ≥ 3.
(iii) We have
∑N−1
2
k=1 k · log(k) ≡
∑N−1
2
k=1 k · log(k)2 ≡ 0 (modulo p).
We prove the following finer result.
Theorem 1.4. (i) We have
a0(f1) ≡ 1
6
·
N−1
2∑
k=1
k · log(k) (modulo p).
(ii) Assume that gp ≥ 2. We have
a0(f2) =
1
12
·
N−1
2∑
k=1
k · log(k)2 (modulo p).
Contrary to point (i), point (ii) does not seem to follow from manipulation on the q-expansion
of modular forms.
There is a notion of higher Eisenstein elements modulo pr for any integer r such that 1 ≤ r ≤ t.
Theorem 1.4 generalizes modulo pr, but we shall work modulo p in this introduction because
this is most relevant with respect to the study of gp.
The quantity
∑N−1
2
k=1 k · log(k) can thus be interpreted as the constant coefficient of an higher
Eisenstein series, and also as a derivative of an L-function. Similarly, we can think of
∑N−1
2
k=1 k ·
log(k)2 as the second derivative of an L-function. This point of view has been made precise in
[22], where these quantities are related to derived Stickelberger elements and to the class group
of the cyclotomic field Q(ζp, ζN ), proving a kind of class number number formula. Here, ζp and
ζN are respectively pth and Nth primitive roots of unity. These results on class groups will in
fact be essential for us to construct the second higher Eisenstein element in the space of odd
modular symbols.
We construct higher Eisenstein elements in three other Hecke modules. Before we give our
results, we briefly define what we mean by higher Eisenstein elements in general. Let M be
a T˜-module such that M ⊗
T˜
T˜ is free of rank one over T˜. Let M0 ⊂ M be the submodule
annihilated by T0 ∈ T˜. There is a sequence of elements e0, e1, ..., egp in M/p ·M , called the
higher Eisenstein elements, satisfying the following properties.
(i) We have e0 6= 0.
(ii) For all prime number ℓ not dividing N and all integer i such that 0 ≤ i ≤ gp, we have:
(Tℓ − ℓ− 1)(ei) = ℓ− 1
2
· log(ℓ) · ei−1 (modulo Z · e0 + ...+ Z · ei−2)
(with the convention e−1 = 0). In the case p = ℓ = 2 (which is excluded in this
introduction but will be considered in the paper), the term ℓ−12 · log(ℓ) is replaced by
log(x) where 2 = x2 modulo N .
The following additional properties hold.
a) The element e0 is unique, up to a scalar in (Z/pZ)
×. There is an element e˜0 ∈M congruent
to e0 modulo p, and which is annihilated by I˜. Furthermore, e˜0 is unique up to multiplication
by an element of 1 + pZp.
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b) We have e0, ..., egp−1 ∈M0/p ·M0 and egp 6∈M0/p ·M0.
c) If we fix e0 in (M
0/p ·M0)[I], then the image of ei in (M0/p ·M0)/ (Z · e0 + ...+ Z · ei−2)
is uniquely determined.
Again, there is an analogous theory modulo pr, for any integer r such that 1 ≤ r ≤ t, which we
avoid in this introduction. Many of our definitions and theorems are valid modulo appropriate
powers of p. The reader should consider all statements modulo p as simplifications.
Most of our paper is devoted to the study of higher Eisenstein elements in three different
modules, using completely different methods.
1.1. The supersingular module. Consider the free Zp-module M := Zp[S] on the set S of
isomorphism classes of supersingular elliptic curves over FN . If E ∈ S, let j(E) ∈ FN2 be the
j-invariant of E and [E] ∈ Zp[S] be the element corresponding to E. The element e˜0 (unique up
to Z×p ) is well-known:
e˜0 =
∑
E∈S
1
wE
· [E] ∈M
where wE ∈ {1, 2, 3} is half the number of automorphism of E.
We determine completely the element e1 (which is unique modulo (Z/pZ) · e0). Let
H(X) =
N−1
2∑
i=0
(N−1
2
i
)2
·X i ∈ FN [X ]
be the classical Hasse polynomial and
P (X) = ResT (H
′(T ), 256 · (1− T + T 2)3 − T 2 · (1− T )2 ·X) ∈ FN [X ]
where ResX means the resultant relatively to the variable X . Since p > 2, we can extend log to
a morphism F×N2 → Z/pZ, still denoted by log.
Theorem 1.5. We have, modulo (Z/pZ) · e0:
e1 =
1
12
·
∑
E∈S
log(P (j(E))) · [E] .
There is a bilinear pairing
• :M ×M → Zp
such that [E] • [E′] = 0 if E 6= E′ and [E] • [E] = wE . This induces a perfect pairing:
• :M/p ·M ×M/p ·M → Z/pZ .
It is not hard to show that ei • ej only depends on i+ j and that
ei • ej ≡ 0 (modulo p)⇐⇒gp ≥ i+ j + 1 .
Thus, the determination of gp is equivalent to the determination of the ei •ej modulo p. We now
state two results about this pairing.
Theorem 1.6. (i) We have
e1 • e0 = 1
12
·
∑
λ∈L
log(H ′(λ)) .
(ii) We have
e2 • e0 = e1 • e1 =
∑
λ∈L
1
24
· log(H ′(λ))2 − 1
18
· log(λ)2
where L ⊂ F×N2 is the set of roots of H (these are simple roots).
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This gives us criteria to determine wether gp ≥ 2 and gp ≥ 3 respectively.
One can in fact compute directly in an elementary way the discriminant of H (modulo N),
which gives us in particular the following formula:
e1 • e0 = 1
3
·
N−1
2∑
k=1
k · log(k) .
This gives an other proof of Theorem 1.1.
The quantity ei • e0 is the degree of ei. For i = 0, Eichler mass formula (in characteristic 0)
tells us that
e0 • e0 ≡ N − 1
12
≡ 0 (modulo p).
We thus feel justified to call our formulas for e0 • ei “higher Eichler’s formulas”. We can only
state them for i ∈ {1, 2} (cf. Theorem 1.15).
1.2. Odd modular symbols. Consider M− = H1(Y0(N),Zp)
−, the largest torsion-free quo-
tient of H1(Y0(N),Zp) on which the complex conjugation acts by multiplication by −1, where
Y0(N) is the open modular curve. Let M+ = H1(X0(N), cusps,Zp)+, the fixed subspace by the
complex conjugation of the homology (relative to the cusps) of the classical modular curveX0(N).
There is a perfect T˜-equivariant bilinear pairing, called the intersection pairing, M+×M− → Zp.
We denote this pairing by •.
Let
ξΓ0(N) : Zp[Γ0(N)\ SL2(Z)]→ H1(X0(N), cusps,Zp)
be the usual Manin surjection, given by
ξΓ0(N) (Γ0(N) · g) = {g(0), g(∞)}
where, if α, β ∈ P1(Q), we denote by {α, β} the cohomology class of the image of the geo-
desic path between α and β in the modular curve X0(N) (via the complex upper-half plane
parametrization). There is a natural identification Γ0(N)\ SL2(Z) ∼−→ P1(Z/NZ) given by
Γ0(N) ·
(
a b
c d
)
7→ [c : d] .
We denote by m−i , i = 1, ..., gp the higher Eisenstein elements inM
−/p ·M−. The element m˜−0
is easy to describe as a generator of the kernel of the map H1(Y0(N),Zp)
− → H1(X0(N),Zp)−.
Since X0(N) has two cusps, this kernel is isomorphic to Zp. We normalize m˜
−
0 so that
{0,∞} • m˜−0 = −1 .
The element m−1 was essentially determined by Mazur [25, Proposition 18.8]. For any x ∈
(Z/NZ)×, we have in Z/pZ:(
(1 + c) · ξΓ0(N)([x : 1])
) •m−1 = log(x) ,
where c is the complex conjugation.
The analogous statement modulo pt shows that
(1)
I·H1(X0(N),Zp)+ =
(1 + c) · ∑
x∈(Z/NZ)×
λx · ξΓ0(N)([x : 1]) such that
∑
x∈(Z/NZ)×
λx · log(x) ≡ 0 (modulo pt)
 .
This shows that I ·H1(X0(N),Zp)+ is generated by the elements
(1 + c) · ξΓ0(N) ([x · y : 1]− [x : 1]− [y : 1])
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for x, y ∈ (Z/NZ)×. Our main result about the higher Eisenstein elements inM− is the determi-
nation of m−2 , which exists if and only if gp ≥ 2. We describe m−2 with coefficients not in Z/pZ,
but in a certain K-group, which is cyclic of order p (see below). If A is a ring, let K2(A) be the
second K-group of A defined by Quillen. Let Λ = Zp[Z/pZ] and J be the augmentation ideal
of Λ. Let K be the unique subfield of Q(ζN ) of degree p over Q where ζN is a primitive Nth
root of unity. The group Gal(K/Q) is canonically isomorphic to (Z/NZ)× ⊗ Z/pZ via the Nth
cyclotomic character. Since we have fixed a choice of log, we can identify canonically Gal(K/Q)
with Z/pZ. We let OK be the ring of integer of K and K = K2(OK [ 1Np ])/p · K2(OK [ 1Np ]).
Note that K is equipped with a canonical action of Λ. We prove the following result about the
structure of K.
Theorem 1.7. (i) The group K/J · K is cyclic of order p.
(ii) The group J ·K/J2 ·K is cyclic of order dividing p, with equality if and only if ∑N−12k=1 k ·
log(k) ≡ 0 (modulo p).
If x and y are in Z[ζN ,
1
Np ], we denote by {x, y} ∈ K2(Z[ζN , 1Np ]) the Steinberg symbol
associated to x and y. We also let (x, y) be the image of {x, y} via the normmapK2(Z[ζN , 1Np ])→
K.
Proposition 1.8. There is a unique group isomorphism ι : K/J · K ≃ Z/pZ such that for all u,
v ∈ (Z/NZ)×, we have
ι(1− ζuN , 1− ζvN ) ≡ log
(u
v
)
(modulo p).
Thus, we have a K-theoretic version of m−1 , given by
ι−1
(1 + c) · ∑
x∈(Z/NZ)×
λx · ξΓ0(N)([x : 1])
 •m−1
 = ∑
x∈(Z/NZ)×
λx · (1− ζxN , 1− ζN )
=
 ∏
x∈(Z/NZ)×
(1− ζxN )λx , 1− ζN
 .
Let ∆ = [1] − [0] ∈ Λ; it is a generator of J . The multiplication by ∆ induces a surjective
morphism K/J · K → J · K/J2 · K since ∆ is a generator of J . By Theorem 1.7, it is an
isomorphism if and only if gp ≥ 2. In this case, let δ : J · K/J2 · K ∼−→ K/J · K be the inverse
isomorphism, and δ′ = δ ◦ ι−1 : Z/pZ ∼−→ J · K/J2 · K.
We found our formula for m−2 under the influence of the work of Alexander Goncharov and
Romyar Sharifi (cf. [17] et [14]). Our formula is conditional on a conjecture inspired by conjec-
tures of Sharifi. Let
ξΓ1(N) : Zp[Γ1(N)\PSL2(Z)] → H1(X1(N), cusps,Zp)
be the Manin surjective map, given by
ξΓ1(N) (Γ1(N) · g) = {g(0), g(∞)} .
Let
M0Γ1(N) =
{
Γ1(N) ·
(
a b
c d
)
∈ Γ1(N)\PSL2(Z), gcd(c · d,N) = 1
}
and let C0Γ1(N) be the set of cusps of X1(N) above the cusp Γ0(N) · 0 of X0(N). The Manin
surjective map induces a surjection
ξ0Γ1(N) :M
0
Γ1(N)
→ H1(X1(N), C0Γ1(N),Zp) .
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Let ̟′ :M0Γ1(N) → K2
(
Z[ζN ,
1
Np ]
)
⊗Z Zp be the Zp-linear map defined by
̟′
(
Γ1(N) ·
(
a b
c d
))
=
{
1− ζcN , 1− ζdN
}⊗ 1
(it does not depend on the choice of
(
a b
c d
)
).
One easily shows that ̟′ factors through ξ0Γ1(N), thus inducing a group homomorphism
̟ : H1(X1(N), C
0
Γ1(N)
,Zp)→ K2
(
Z[ζN ,
1
Np
]
)
⊗Z Zp .
The natural analogue of Sharifi’s conjecture (proved by Fukaya Takako and Kazuya Kato in [40,
Theorem 5.2.3]) would be the following conjecture.
Conjecture 1.9. The map ̟ is annihilated by the Hecke operators Tn −
∑
d
n
d · 〈d〉 for any
integer n ≥ 1 (where the sum is over the divisors of n prime to N and 〈d〉 is the dth diamond
operator).
Conjecture 1.9 seems to have been considered by Sharifi himself. We refer to sections 4.32
and 4.5 for a more detailed discussion about Conjecture 1.9.
Theorem 1.10. Assume that Conjecture 1.9 holds. Assume gp ≥ 2, i.e.
N−1
2∑
k=1
k · log(k) ≡ 0 (modulo p).
Let x, y ∈ (Z/NZ)×. Then, we have the following equality in J · K/J2 · K:
δ′
((
2 · (1 + c) · ξΓ0(N)([x · y : 1]− [x : 1]− [y : 1])
) •m−2 ) = (1 − ζxN , 1− ζN )
− (1− ζxN , 1− ζyN )− (1− ζyN , 1− ζN ) .
1.3. Even modular symbols. We denote by m+i , i = 1, ..., gp the higher Eisenstein elements
in M+/p ·M+.
Merel determined the element m˜+0 (unique up to Z
×
p ) in terms of Manin symbols. We recall
his result below, using a slightly different formula.
We will need to use the Bernoulli polynomial functions. Recall that B1 : R → R is the
function defined by B1(x) = x− ⌊x⌋ − 12 if x 6∈ Z and B1(x) = 0 if x ∈ Z.
Consider the boundary map ∂ : H1(X0(N), cusps,Zp) → Zp[cusps]0 given by ∂({α, β}) =
(Γ0(N) · β)− (Γ0(N) · α).
Theorem 1.11 (Merel). Let F0,p : P
1(Z/NZ)→ Zp be such that if x = [c : d] ∈ P1(Z/NZ), we
have:
6 · F0,p(x) =
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
.
This is independent of the choice of c and d such that x = [c : d]. We have
m˜+0 =
∑
x∈P1(Z/NZ)
F0,p(x) · ξΓ0(N)(x) ∈M+.
Furthermore, one has ∂m˜+0 =
N−1
12 · ((Γ0(N) · 0)− (Γ0(N) · ∞)), i.e. m˜+0 • m˜−0 = N−112 .
We warn the reader that m˜+0 is
1
12 · E where E is computed in [31, Corollaire 4].
Our main result about M+ is a formula for m
+
1 .
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Theorem 1.12. Let F1,p : P
1(Z/NZ)→ Z/pZ be such that
12 · F1,p([c : d]) =
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log
(
s2
d− c
)
−
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2 6≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log((d− c)s1 + (d+ c)s2))
if [c : d] 6= [1 : 1] and F1,p([1 : 1]) = 0.
We have the following equality in M+/pM+:
m+1 =
∑
x∈P1(Z/NZ)
F1,p(x) · ξΓ0(N)(x) .
Furthermore, one has ∂m+1 =
(
1
3
∑N−1
2
k=1 k · log(k)
)
· ((Γ0(N) · 0)− (Γ0(N) · ∞)), i.e.
m+1 •m−0 =
1
3
N−1
2∑
k=1
k · log(k) .
The last assertion, combined with the first equality of point (i) of Theorem 1.13 below gives
another proof of Theorem 1.1.
1.4. Comparison. We get additional results by comparing our results in the three above set-
tings. First, combining our results in the spaces of even and odd modular symbols, a computation
gives us the following formulas.
Theorem 1.13. (i) We have m+0 •m−1 = m+1 •m−0 = 13 ·
∑N−1
2
k=1 k · log(k).
(ii) We have m+1 •m−1 = m+2 •m−0 = m+0 •m−2 = 16 ·
∑N−1
2
k=1 k · log(k)2.
This proves Theorem 1.2. Note that all equalities but the last of each line follows formally
from algebraic properties of pairing of Hecke modules.
In particular, the boundary of m+2 is
(
1
6 ·
∑N−1
2
k=1 k · log(k)2
)
· ((Γ0(N) · 0) − (Γ0(N) · ∞)).
However, we do not know an expression for m+2 in terms of Manin symbols similar to Theorems
1.11 and 1.12. It is unclear to us whether such an expression is to be expected as a quadratic
expression of logarithms or as a formula in some algebraic number theoretic group considered in
section 1.2.
We also get the following result relating the three Hecke modules.
Theorem 1.14. Let i and j be integers such that 0 ≤ i, j ≤ gp and i+ j ≤ gp. We have:
m+i •m−j = ei • ej .
Furthermore, this quantity depends only on i + j. It is 0 if i + j < gp and it is non-zero if
i+ j = gp.
The combination of Theorem 1.6, Theorem 1.13 and Theorem 1.14 allows us to deduce the
following identity. We were not able to find an elementary proof of it.
Theorem 1.15. Assume that
∑N−1
2
k=1 k · log(k) ≡ 0 (modulo p). We then have∑
λ∈L
1
4
· log(H ′(λ))2 − 1
3
· log(λ)2 ≡
N−1
2∑
k=1
k · log(k)2 (modulo p) .
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This is most advanced instance (known to us) of what we call an higher Eichler mass formula.
We do not know how to connect the algebraic objects of section 1.2 with supersingular j (or λ)
invariants.
Obviously, there is a theory of higher Eisenstein elements for all levels and all weights. We
finish this introduction by giving some reasons as to why we focus on the prime level and weight
2 cases.
(i) Mazur’s original question about the rank gp was in this setting.
(ii) It is known that in this case, the Hecke algebra has nice properties. For example it is a
Gorenstein ring at the Eisenstein maximal ideals, and the Eisenstein ideal I is locally
principal, i.e. I/I2 is cyclic.
(iii) We know, thanks to Mazur, some multiplicity one results for the homology of X0(N).
(iv) There is an explicit and simple description of m−1 coming from the Shimura covering
X1(N) → X0(N). Mazur deduced from this a description of I/I2 in terms of modular
symbols.
(v) In this case, the supersingular module presents itself. Our methods in turn has appli-
cations to supersingular elliptic curves.
(vi) The Galois cohomology group arising in the determination of m−2 is well-understood
thanks to the results of [22].
It is not clear to us in which settings we can obtain similar results. Mazur’s question makes
sense in any weight and level (although there are possibly several maximal Eisenstein ideals).
However, we do not know multiplicity one in general, and Eisenstein ideals are not locally prin-
cipal in general neither. See the list of alternative settings already proposed by Mazur in [25, p.
39].
2. The formalism of higher Eisenstein elements
2.1. Algebraic setting. In this section, we develop the theory of higher Eisenstein elements in
a tentative axiomatic setting. Let T˜ be a Zp-algebra which is free of finite rank as a Zp-module.
Let I˜ be an ideal of T˜ and Ann
T˜
(I˜) be the annihilator of I˜ in T˜. Let T = T˜/Ann
T˜
(I˜) and I ⊂ T
be the image of I˜ in T. Let T˜ be the I˜-adic completion of T˜, and T be the I-adic completion of
T. Let t ≥ 1 be an integer.
We assume the following hypotheses.
(i) We have T˜/I˜ ≃ Zp. In particular, the ideal P˜ := I˜ + (p) of T˜ is the unique maximal
ideal containing I˜.
(ii) The Zp-module AnnT˜(I˜) is free of rank one.
(iii) The Zp-module T is free.
(iv) The group T/I is cyclic of order pt.
(v) The T/I-module I/I2 is free of rank one. We fix a group isomorphism e : I/I2
∼−→ Z/ptZ.
If η ∈ I˜, we denote by e(η) the image by e of the class of η in I/I2.
(vi) The ring T is Gorenstein, i.e. the T-module HomZp(T,Zp) is free of rank one.
Since T˜ is a Noetherian ring, if M is a finitely generated T˜-module then the I˜-adic completion
of M is canonically isomorphic to M ⊗
T˜
T˜ [1, Proposition 10.13].
Theorem 2.1 (Construction of higher Eisenstein elements). Let M be a T˜-module which is free
of finite rank over Zp. Assume that M ⊗T˜ T˜ is free of rank one over T˜. Let M0 ⊂ M be the
submodule annihilated by Ann
T˜
(I˜). Let r be an integer such that 1 ≤ r ≤ t.
There exists a maximal positive integer n(r, p) and a sequence of elements e0, e1, ..., en(r,p)
in M/pr ·M , called the higher Eisenstein elements of M , such that the following properties hold.
(i) We have e0 6∈ p · (M/pr ·M)
9
(ii) For all η ∈ I˜, we have
η(ei) ≡ e(η) · ei−1 (modulo Z · e0 + ...+ Z · ei−2)
(with the convention e−1 = 0).
We have the following properties.
a) The element e0 is unique up to (Z/p
rZ)×. There exists e˜0 ∈M [I˜] whose class in M/pr ·M
is e0. Furthermore, the element e˜0 is unique up to Z
×
p , and e˜0 6∈M0.
b) We have e0, ..., en(r,p)−1 ∈M0/pr ·M0 and en(r,p) 6∈M0/pr ·M0 .
c) If we fix e0 in (M
0/pr ·M0)[I], then for every integer i such that 1 ≤ i ≤ n(r, p) the image
of ei in (M/p
r ·M) / (Z · e0 + ...+ Z · ei−2) is uniquely determined.
d) The integer n(r, p) is the largest integer n ≥ 1 such that the group I˜n · (T˜/pr · T˜)/I˜n+1 ·
(T˜/pr · T˜) is cyclic of order pr. Furthermore, we have n(r, p) ≤ rkZp(T) with equality if r = 1.
In particular, the integer n(r, p) only depends on T˜ and r, and not on the choice of M .
Proof. By hypothesis (i), there is a unique maximal ideal P˜ containing I˜ in T˜. We denote by
MP˜ the P˜-adic (or equivalently I˜-adic) completion of M .
Lemma 2.2. (i) The algebra T˜ is flat as a T˜-module.
(ii) The canonical map M →MP˜ is surjective.
(iii) Let M be a T˜-module which is free as a Zp-module. Then the natural morphism of
T˜-modules
HomZp(MP˜,Zp)→ HomZp(M,Zp)P˜
is an isomorphism.
Proof. The ring T˜ has finitely many maximal ideals, i.e. is a semi-local ring since it is a finitely
generated Zp-module. The ring T˜ is p-adically complete and semi-local, so is the direct sum of
its completions at its maximal ideals [7, Chap. III, §2, no. 12]. Thus, any module over T˜ is the
direct sum of its completions at the maximal ideals of T˜. Lemma 2.2 follows immediately. 
Let M∗ := HomZp(M,Zp), equipped with its natural structure of T˜-module. The T˜-module
(M∗)P˜ is free of rank one by Lemma 2.2 (iii) and hypothesis (vi). Since M is free over Zp, we
have:
M/pr ·M = Hom(M∗/pr ·M∗,Z/prZ) .
Thus, we have:
(M/pr ·M)[I˜n] = Hom
(
M∗/(pr + I˜n) ·M∗,Z/prZ
)
.
We get a canonical group isomorphism
(2)
(M/pr ·M)[I˜n]/(M/pr ·M)[I˜n−1] ∼−→ Hom
(
I˜n−1 · (M∗/pr ·M∗)/I˜n · (M∗/pr ·M∗),Z/prZ
)
.
Since (M∗)P˜ is free of rank one over T˜ and that P˜ is the unique maximal ideal of T˜ containing
I˜, we have group isomorphisms
(3) (M∗/pr ·M∗)/I˜n · (M∗/pr ·M∗) ≃ T˜/(pr + I˜n) · T˜ ≃ T˜/(pr + I˜n) · T˜ .
Let J be the image of I˜ in T˜/pr · T˜. By (2) and (3), we get a (non-canonical) group isomorphism
(4) (M/pr ·M)[I˜n]/(M/pr ·M)[I˜n−1] ∼−→ Hom(Jn−1/Jn,Z/prZ) .
In particular, for n = 1, we have group isomorphisms:
(M/pr ·M)[I˜] ≃ Hom
(
T˜/(pr + I˜) · T˜,Z/prZ
)
≃ Z/prZ ,
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where the last isomorphism follows from Hypothesis (i).
This shows the existence of e0 ∈ (M/pr ·M)[I˜] such that e0 6∈ p · (M/pr ·M). Furthermore e0
is unique up to (Z/prZ)×. Similarly, we have isomorphisms of Zp-modules:
(5) M [I˜] ≃ HomZp(T˜/I˜,Zp) ≃ Zp .
This shows the existence of e˜0 ∈ M [I˜] which reduces to e0 modulo pr, and its unicity up to a
scalar.
Lemma 2.3. We have M [I˜] = Ann
T˜
(I˜) ·M .
Proof. The inclusion Ann
T˜
(I˜) ·M ⊂ M [I˜] is obvious. We first claim that M/Ann
T˜
(I˜) ·M is
torsion-free. For any ideal Q of T˜ different from P˜, we have
(6) Ann
T˜
(I˜) ·MQ = 0 .
By the proof of Lemma 2.2, M is the direct sum of its completions at the maximal ideals of T˜.
Thus, we have a canonical isomorphism of T˜-modules:
(7) Ann
T˜
(I˜) ·M ∼−→ Ann
T˜
(I˜) ·MP˜ .
By (6) and (7), we have an isomorphism of Zp-modules
(8) M/Ann
T˜
(I˜) ·M ≃
(
MP˜/AnnT˜(I˜) ·MP˜
) ⊕
Q6=P˜
MQ ,
where the sum is over the maximal ideals Q of T˜ different from P˜. Since MP˜ is free of rank one
over T˜, we have an isomorphism of T˜-modules
(9) MP˜/AnnT˜(I˜) ·MP˜ ≃ T˜/AnnT˜(I˜) · T˜ .
As in (8), we have an isomorphism of Zp-modules
(10) T˜/Ann
T˜
(I˜) · T˜ ≃ T˜/Ann
T˜
(I˜) · T˜
⊕
Q6=P˜
T˜Q .
By hypothesis (iii), the former Zp-module is torsion-free. By (8), (9) and (10), the Zp-module
M/Ann
T˜
(I˜) ·M is torsion-free.
By (5) the Zp-module M [I˜] is free of rank one. Since M [I˜] is a direct summand of the Zp-
module M , the Zp-module M [I˜]/AnnT˜(I˜) ·M is a free Zp-module of rank zero or one. If the
rank of M [I˜]/Ann
T˜
(I˜) ·M is one, then Ann
T˜
(I˜) ·M = 0. By (7), we get Ann
T˜
(I˜) · T˜ = 0. As
above, this implies Ann
T˜
(I˜) = 0, so T˜ = T. This contradicts hypothesis (iv). This concludes the
proof of Lemma 2.3. 
Lemma 2.4. We have M0 = I˜ ·M .
Proof. The inclusion I˜ ·M ⊂ M0 is obvious. Since MP˜ is free of rank one over T˜, we have
isomorphisms of Zp-modules:
M/I˜ ·M ≃ T˜/I˜ ≃ Zp .
We thus have a surjective group homomorphism
Zp ≃M/I˜ ·M →M/M0 .
The Zp-moduleM/M
0 is torsion-free by definition ofM0 and the fact thatM is a free Zp-module.
Thus, we have either M0 = I˜ ·M or M0 = M . If M0 = M , then we have Ann
T˜
(I˜) ·M = 0,
which is impossible by Lemma 2.3. 
Denote by ϕ : M →MP˜ the canonical map.
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Lemma 2.5. The element ϕ(e˜0) is a generator of MP˜[I˜]. In particular, the element e0 is sent
to a generator of (MP˜/p
r ·MP˜)[I˜].
Proof. This follows from Lemma 2.3 since
M [I˜] = Ann
T˜
(I˜) ·M ≃ Ann
T˜
(I˜) ·MP˜ =MP˜[I˜ ] ,
where the middle isomorphism follows from (7). 
Lemma 2.6. The canonical map I˜ → I induces a group isomorphism I˜/I˜2 ∼−→ I/I2.
Proof. We have, by definition and by Hypothesis (v), a surjective group homomorphism I˜/I˜2 →
I/I2 ≃ Z/ptZ. It remains to show that the kernel of the map I˜/I˜2 → I/I2 is zero. This kernel is
the image of I˜ ∩Ann
T˜
(I˜) in I˜/I˜2. Thus, it suffices to prove that I˜ ∩Ann
T˜
(I˜) = 0. By hypothesis
(ii), there exists T0 ∈ T˜ such that AnnT˜(I˜) = Zp · T0. Let x ∈ I˜ ∩ AnnT˜(I˜). For the sake of a
contradiction, assume that x 6= 0. Then there exists n ∈ Zp\{0} such that x = n · T0. Since the
image of x in T˜/I˜ ≃ Zp is zero, we have T0 ∈ I˜, so AnnT˜(I˜) ⊂ I˜. This contradicts hypothesis
(iv). 
By Lemma 2.6, the ideal I˜ · T˜ is principal. In particular, for every n ≥ 1 the group I˜n−1 ·
(T˜/pr · T˜)/I˜n · (T˜/pr · T˜) is cyclic of order ≤ pr. Thus, Jn−1/Jn is cyclic of order ≤ pr. We
let n(r, p) be the largest integer n ≥ 1 such that the group Jn/Jn+1 has order pr. By (4), there
exists e0, e1, ..., en(r,p) satisfying properties (ii), and n(r, p) is the largest such integer.
To prove property (a), it suffices to prove that e˜0 6∈M0. Assume for the sake of a contradiction
that e˜0 ∈ M0. By Lemma 2.4, we have e˜0 ∈ I˜ ·M . Using Lemma 2.3, we get AnnT˜(I˜) ·M ⊂
I˜ ·M . Since MP˜ is free of rank one over T˜, we have AnnT˜(I˜) · T˜ ⊂ I˜ · T˜. As in (6), we get
Ann
T˜
(I˜) · T˜ ⊂ I˜ · T˜, which contradicts Hypothesis (iv). Property (c) follows from (4).
Lemma 2.4 shows that e0, ..., en(r,p)−1 ∈ M0/pr ·M0. Assume en(r,p) 6∈ M0/pr ·M0. By
Lemma 2.4, we have en(r,p) ∈ I˜ · (M/pr · M). Let fi be the image of ei in MP˜/pr · MP˜.
There exists fn(r,p)+1 ∈MP˜/pr ·MP˜ satisfying Property (ii). By Lemma 2.5, the group (T˜/pr ·
T˜)[I˜n(r,p)+2]/(T˜/pr ·T˜)[I˜n(r,p)+1] is cyclic of order pr. Thus, Jn(r,p)+1/Jn(r,p)+2 is cyclic of order
pr, which contradicts the definition of n(r, p).
We finally show Property (d). The map r 7→ n(r, p) is obviously a decreasing function of r.
Thus, it suffices to prove n(1, p) = rkZp(T). Let η be a generator of I˜ · T˜ and R(X) ∈ Zp[X ]
be the characteristic polynomial of η acting on the free Zp-module T˜. We then have a ring
isomorphism
(11) T˜ ≃ Zp[X ]/(R(X)) .
We have rkZp(T˜) = rkZp(T) + 1 by hypothesis (ii), so deg(R) = rkZp(T) + 1. By Hypothesis i,
we have R(0) = 0. Since T˜ is local, we have R(X) ≡ XrkZp (T)+1 (modulo p). Thus, we have a
ring isomorphism:
T˜/p · T˜ ≃ (Z/pZ)[X ]/(XrkZp (T)+1)
such that η (modulo p) is sent to X . Thus, Jn/Jn+1 is isomorphic to (Xn)/(Xn+1), which is
non-zero if and only if n ≤ rkZp(T), and also if and only if n ≤ n(1, p) by definition. Thus we
have n(1, p) = rkZp(T). This concludes the proof of Theorem 2.1. 
Another characterization of n(r, p) that will be used later.
Proposition 2.7. The integer n(r, p) is the largest integer k ≥ 1 such that pt is in Ik + pr · I.
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Proof. We apply Theorem 2.1 with M = T˜, which obviously satisfies the hypotheses of the
theorem. Let T0 be a generator of the Zp-module AnnT˜(I˜). By hypothesis (iv), we can assume
that T0 − pt ∈ I˜. We can choose e˜0 = T0 by Lemma 2.3. Since r ≤ t, the image of T0 − pt in
M/pr ·M is e0. By Lemma 2.4, we have M0 = I˜.
Lemma 2.8. The integer n(r, p) is the largest integer k ≥ 1 such that e0 ∈ I˜k · (M/pr ·M).
Proof. By Theorem 2.1, if η ∈ I˜\I˜2, there exists c ∈ (Z/prZ)× such that ηn(r,p) · en(r,p) = c · e0.
Thus, we have e0 ∈ I˜n(r,p) · (M/pr · M). Assume for the sake of a contradiction that e0 ∈
I˜n(r,p)+1 · (M/pr ·M), then we have ηn(r,p) · en(r,p) ∈ I˜n(r,p)+1 · (M/pr ·M). The group
I˜n(r,p) ·
(
T˜/pr · T˜
)
/I˜n(r,p)+1 ·
(
T˜/pr · T˜
)
is cyclic of order pr, so we have en(r,p) ∈ I˜ · (M/pr ·M). By Lemma 2.4, we have en(r,p) ∈
M0/pr ·M0. This contradicts Theorem 2.1 b). 
By lemma 2.8, the integer n(r, p) is the largest integer k ≥ 1 such that T0−pt ∈ I˜k+pr ·T˜. Since
T0− pt ∈ I˜ and I˜ ∩ (pr) = pr · I˜, it is also the largest integer k ≥ 1 such that T0− pt ∈ I˜k+ pr · I˜.
This concludes the proof of Proposition 2.7 since Ker
(
T˜→ T
)
= Zp · T0 and that the unique
α ∈ Zp such that α · T0 − pt ∈ I˜ is α = 1. 
2.2. The Newton polygon of T˜. As in (11), there is a (non-canonical) ring isomorphism
T˜ ≃ Zp[X ]/(R(X))
for some monic polynomial R =
∑rkZp (T˜)+1
i=0 ai ·X i ∈ Zp[X ]. Recall that the Newton polygon of
R is the lower convex hull of the points {(i, vp(ai)), i ∈ {0, ..., rkZp(T˜) + 1}} (where vp is the
usual p-adic valuation and we omit the points with ai = 0). The Newton polygon of R only
depends on T˜. The Newton polygon of T˜ is by definition the Newton polygon of R, and we
denote it by NP(T˜).
We now recall a finer invariant of T˜ than NP(T˜), introduced in by Wake–Wang-Erickson in
[42, Section 8]. By convention, we let vp(0) =∞. Define a sequence z0, ..., zrkZp (T˜)+1 inductively
by z0 = vp(a0) and zi = min(zi−1, vp(ai)) (by convention, min(z,∞) = z for any z ∈ Z ∪ {∞}).
One easily sees that NP(T˜) is the lower convex hull of the points {(i, zi), i ∈ {0, ..., rkZp(T˜)+1}}
(we omit the points with zi =∞). Let i ∈ {0, ..., rkZp(T˜) + 1}. Then zi is the supremum of the
set of integers r ≥ 1 such that there exists a surjective ring homomorphism
f : Zp[X ]/(R(X))։ (Z/p
rZ)[x]/(xi+1)
such that f(X) = x (this supremum can be ∞) [42, Lemma 8.1.2]. We choose R so that X
corresponds to a generator of I˜ · T˜ via (11). By Hypothesis (i) we have a0 = 0. By Hypothesis
(iv) and Lemma 2.6, we have vp(a1) = t. Thus, we have z0 =∞ and zi ≤ t for all i ≥ 1.
By Theorem 2.1 d), one easily sees that for all integer r such that 1 ≤ r ≤ t, the integer n(r, p)
is the largest integer i ≥ 1 such that there exists a surjective ring homomorphism
f ′ : Zp[X ]/(R(X))։ (Z/p
rZ)[x]/(xi+1)
such that f ′(X) = x. Thus, for all r ∈ {1, ..., t} and i ∈ {1, ..., rkZp(T˜) + 1}, we have:
n(r, p) = max{j ∈ {1, ..., rkZp(T˜) + 1}, zj ≥ r}
and
zi = max{r′ ∈ {1, ..., t}, n(r′, p) ≥ i} .
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Hence, knowing the sequence (n(r, p))1≤r≤t amounts to knowing the sequence (zi)0≤i≤rkZp (T˜)+1.
Thus, the sequence (n(r, p))1≤r≤t is a finer invariant of T˜ than NP(T˜) (cf. [42, 8.1.3] for an
example where the Newton polygon does not determine the (zi)0≤i≤rkZp (T˜)+1).
2.3. Pairing between higher Eisenstein elements. The proof of the following is easy and
left to the reader.
Proposition 2.9. Let M and M ′ be two T˜-modules satisfying the assumptions of Theorem 2.1.
Let 1 ≤ r ≤ t be an integer. Let e0, ..., en(r,p) (resp. e′0, ..., e′n(r,p)) be the elements of M/pr ·M
(resp. M ′/pr ·M ′) constructed in Theorem 2.1. Let
• : M ×M ′ → Z/prZ
be a perfect T˜-equivariant bilinear pairing. Let i ∈ {0, ..., n(r, p)}. Then an element m (resp.
m′) of I˜i · (M/pr ·M) (resp. I˜i · (M ′/pr ·M ′)) is in I˜i+1 · (M/pr ·M) (resp. I˜i+1 · (M ′/pr ·M ′))
if and only if m • e′i ≡ 0 (modulo pr) (resp. ei •m′ ≡ 0 (modulo pr)).
Corollary 2.10. Keep the notation of Proposition 2.9 and consider the elements e0, ..., en(r,p),
e′0, ..., e
′
n(r,p) modulo p
r. The product
ei • e′j
only depends on i+j, is zero modulo pr if i+j < n(r, p) and non-zero modulo pr if i+j = n(r, p).
(Note that if i + j > n(r, p), the product is not well-defined since ei is only defined modulo e0,
..., ei−1 and the same for e
′
j).
In particular, we have n(r, p) ≥ 2 if and only if e1 • e′0 ≡ 0 (modulo p), and rkZp(T) ≥ 3 if
and only if e1 • e′0 ≡ e1 • e′1 ≡ 0 (modulo p).
2.4. The special case of weight 2 and prime level. In this section, as well as in the rest of
the article, let T˜ be the the Hecke algebra with Zp coefficients acting faithfully on the space of
modular forms of weight 2 and level Γ0(N). The ideal I˜ is the Eisenstein ideal, generated by the
Hecke operators Tℓ − ℓ − 1 if ℓ 6= N and by UN − 1. We easily see that T is the Hecke algebra
acting faithfully on the space of cuspidal modular forms of weight 2 and level Γ0(N).
We now check the hypotheses of section 2. Hytothesis (i) is obvious. Hypothesis (ii) follows
from the fact that there is a unique Eisenstein series of weight 2 and level Γ0(N) since N is prime.
Hypothesis (iii) is obvious. Hypothesis (iv) follows from [25, Proposition II.9.7]. Hypothesis (v)
follows from [25, Propositions II.18.7 and II.18.10]. Hypothesis (vi) follows from [25, Corollary
II.16.3]. Thus, we can apply Theorem 2.1. As in [13, Proposition 1.8 (ii)], we let T0 ∈ T˜ be such
that Ann
T˜
(I˜) = Zp · T0 and T0 − N−1ν ∈ I˜ (where ν = gcd(N − 1, 12)).
By [25, Proposition 18.9], there is a group isomorphism e : I/I2
∼−→ Z/ptZ such that for all
prime ℓ not dividing N , we have:
e(Tℓ − ℓ− 1) = ℓ− 1
2
· log(ℓ)
where, if p = ℓ = 2, this equality means
e(T2 − 3) = log(x)
where x2 ≡ 2 (modulo N).
Remark 1. In order to study gp, only higher Eisenstein elements modulo p (and not modulo p
r
for r > 1) are important.
In practice, when we construct the ei’s, we need only to check condition (ii) of Theorem 2.1
for Hecke operators Tℓ − ℓ− 1 for primes ℓ outside a finite set.
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Proposition 2.11. We keep the notation of Theorem 2.1. Let S be a finite set of rational primes
containing N . Let i be an integer such that 1 ≤ i ≤ n(r, p) and m ∈ M/pr ·M be such that for
all ℓ 6∈ S prime, we have:
(Tℓ − ℓ− 1)(m) = ℓ− 1
2
· log(ℓ) · ei−1 .
Then we have
m ≡ ei (modulo the subgroup generated by e0, ..., ei−1).
Proof. The element m − ei ∈ M/pr is annihilated by Tℓ − ℓ − 1 for all prime ℓ 6∈ S. It thus
suffices to prove the following result.
Lemma 2.12. Let W ⊂ M/pr ·M be set of elements annihilated by Tℓ − ℓ − 1 for ℓ prime not
in S. Then W = (Z/prZ) · e0.
Proof. We prove it by induction on r. Let T be the Zp-subalgebra of T˜ generated by the operators
Tℓ for ℓ 6∈ S.
Assume first that r = 1. Let w ∈ W . By the Deligne–Serre lifting lemma [11, Lemme
6.11], there is a finite extension O ⊂ Qp of Zp (O is a discrete valuation ring) and an element
w˜ ∈M ⊗ZO which is proper for the action of T and such that the eigenvalue of w˜ for Tℓ modulo
π (an uniformizer of O) is the eigenvalue of w for Tℓ if ℓ 6∈ S.
The strong multiplicity one theorem shows that T ⊗Zp Qp = T⊗Zp Qp. Thus, there is a ring
homomorphism
ϕ : T→ Qp
such that for all t ∈ T , ϕ(t) is the eigenvalue of t on w˜. There is an associated semi-simple Galois
representation ρϕ : Gal(Q/Q) → GL2(Qp). The associated semi-simple residual representation
must be the direct sum of the trivial character and the Teichmu¨ller character. This shows that,
in fact, for all prime ℓ not dividing N , Tℓ − ℓ− 1 annihilates w. We conclude that w and e0 are
proportional modulo p, which concludes the case r = 1.
Now, let r ≥ 1 be any integer. By the case r = 1, there exists λ ∈ Z such that
w − λ · e0 ∈ p ·M/pr ·M .
The the element
x− λ · e0
p
∈M/pr−1 ·M
is annihilated by Tℓ − ℓ− 1 for all ℓ 6∈ S. By induction this concludes the proof of Lemma 2.12.


3. The supersingular module
We keep the notation of Chapters 1 and 2. In particular, p ≥ 2 is a prime such that pt divides
exactly the numerator of N−112 . Let r be an integer such that 1 ≤ r ≤ t.
3.1. Preliminary results and notation. Let S be the set of isomorphism classes of supersingu-
lar elliptic curves over FN , andM := Zp[S] be the free Zp-module with basis the elements of S. If
E ∈ S, we denote by [E] the corresponding element inM and we let wE = Card(Aut(E))2 ∈ {1, 2, 3}.
The ring T˜ acts on M in the following way. If n ≥ 1, we have
Tn([E]) =
∑
C
[E/C]
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where C goes through the cyclic subgroup schemes of order n in E. If n and N are coprimes,
these subgroup schemes correspond to the subgroups of E(FN ) isomorphic to Z/nZ. We also
have
UN ([E]) = [E
(N)]
where UN is the Nth Hecke operator and E
(N) is the Frobenius transform of E.
Theorem 3.1. [13, Theorem 0.5] The T˜-module M ⊗
T˜
T˜ is free of rank one.
Thus, we can apply Theorem 2.1 toM . One easily sees thatM0 is the augmentation subgroup
of M . There is a T˜-equivariant bilinear pairing
• :M ×M → Zp
given by [E] • [E′] = 0 if [E] 6= [E′] and [E] • [E] = wE .
We let
e˜0 =
∑
E∈S
1
wE
· [E] ∈ Qp[S] .
The following result is well-known.
Proposition 3.2. (i) We have e˜0 ∈M [I˜].
(ii) We have:
e˜0 • e˜0 = N − 1
12
.
Proof. We first check that e˜0 ∈ M . This is obvious if p ≥ 5, so we need to check it when
p ∈ {2, 3}. If p = 2 (resp. if p = 3), there is some E in S with wE = 2 (resp. wE = 3) if and
only if 4 divides N − 3 (resp. 3 divides N − 2). Since p divides the numerator of N−112 , we have
e˜0 ∈M .
The fact that e˜0 is annihilated by I˜ is an easy and well-known computation. The last assertion
is equivalent to Eichler mass formula:
(12)
∑
E∈S
1
wE
=
N − 1
12
.

We let e0 be the image of e˜0 inM/p
r ·M . We denote by e0, e1, ..., en(r,p) the higher Eisenstein
elements in M/pr ·M . In this chapter, we give an explicit formula for e1.
One idea would be to consider the element whose coefficient in [E] is log(S′(j(E))), where
S(X) ∈ FN [X ] is the monic polynomial whose roots are the j-invariants of elements in S. It
turns out that this element is not e1. For reasons we do not fully understand, this idea leads us
to e1 after adding an auxiliary Γ(2)-structure. In other words, we replace the j-invariants by the
Legendre λ-invariants. The analogue of the polynomial S in this context is the well-known Hasse
polynomial. In the next section, we mainly study the relation between the Hasse polynomial and
the Hecke operators.
3.2. The Hasse polynomial. Recall the definition of the Hasse polynomial :
H(X) =
N−1
2∑
i=0
(N−1
2
i
)2
·X i ∈ FN [X ] .
Let
P (Y ) = ResX(H
′(X), 256 · (1−X +X2)3 −X2 · (1 −X)2 · Y ) ∈ FN [Y ] .
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3.2.1. The discriminant of the Hasse polynomial. The computation of e1 • e0 is related to the
discriminant Disc(H) of the Hasse polynomial.
Theorem 3.3. Let m = N−12 . We have, in FN :
Disc(H) =
(−1)m(m−1)2
m!
·
m∏
k=1
k4k .
In particular, we have Disc(H) 6= 0, so the roots of H are simples.
Proof. The following Picard–Fuchs differential equation is well-known (cf. the proof of [39,
Theorem V.4.1]).
Lemma 3.4. Let A = 4X(1−X) and B = 4(1−2X). Then for all n ≥ 0, we have the following
differential equation:
(13) A ·H(n+2) + (n+ 1) ·B ·H(n+1) − (2n+ 1)2 ·H(n) = 0
where H(n) is the nth derivative of H.
For all n ≥ 0, let rn = Res(H(n), H(n+1)), where Res is the resultant. Note that r0 =
(−1)m(m−1)2 Disc(H). We can rewrite the differential equation (13) as
A ·H(n+2) + (n+ 1) · B ·H(n+1) = (2n+ 1)2 ·H(n)
and then take the resultant of both sides with H(n+1). Thus, for all 0 ≤ n ≤ m− 2, we have:
rn = (−4)m−n−1 · (2n+ 1)2n+2 ·H(n+1)(0) ·H(n+1)(1) · rn+1 .
Note that rm−1 = Res(H
(m−1),m!) = m!. We have to compute an := H
(n)(0) and bn := H
(n)(1).
We immediately see that an = n! ·
(
m
n
)2
. We can again use the differential equation (13) to
compute bn. For all 0 ≤ n ≤ m− 1, we get:
bn = − 4(n+ 1)
(2n+ 1)2
· bn+1 .
Furthermore, we have bm = m!. We thus have, for all 0 ≤ n ≤ m:
bn = m! ·
m−1∏
i=n
−4 · (i+ 1)
(2i+ 1)2
.
Thus, we have:
m−1∏
i=1
H(i)(0) ·H(i)(1) = m!m−1 ·
m−1∏
i=1
i! ·
(
m
i
)2
·
(−4 · (i+ 1)
(2i+ 1)2
)i
.
This gives us, after simplification:
Res(H,H ′) = r0 = m!
m ·
m−1∏
i=1
(2i+ 1)2 · (i + 1)i · i! ·
(
m
i
)2
.
A direct computation finally shows that:
Res(H,H ′) = m!−1 ·
m∏
k=1
k4k .
This concludes the proof of Theorem 3.3. 
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3.2.2. Relation between the Hasse polynomial and the modular polynomials. We denote by L the
set of roots of H in FN . By Theorem 3.3, the roots of H are simples, so Card(L) =
N−1
2 .
Let L′ be the set of isomorphism classes of triples (E,P1, P2) where E is a supersingular elliptic
curve over FN and (P1, P2) is a basis of the 2-torsion E[2](FN ). Each such triple is isomorphic
to a unique triple of the form (Eλ : y
2 = x(x − 1)(x − λ), (0, 0), (1, 0)) where λ ∈ FN\{0, 1}.
We call λ the lambda-invariant of (E,P1, P2). The relation between the j-invariant and the
lambda-invariant is:
(14) j =
256 · (1− λ+ λ2)3
λ2 · (1− λ)2 .
We identify L′ with the set of supersingular lambda-invariants. It is well-known that λ ∈ L′
if and only if H(λ) = 0 [39, Theorem V.4.1(b)]. Thus, one can (and do) identify L′ and L.
Since the supersingular Legendre elliptic curves in characteristic N are defined over FN2 , we
have L ⊂ FN2 .
If λ and λ′ are in FN\{0, 1} (not necessarily in L) and ℓ ≥ 3 is a prime number different from
N , we say that λ and λ′ are ℓ-isogenous, and we write λ ∼ℓ λ′, if there is a rational isogeny
φ : Eλ → Eλ′ of degree ℓ preserving the Γ(2)-structure, i.e. φ(0, 0) = (0, 0) and φ(1, 0) = (1, 0).
It is well-known (cf. for instance [5, Proposition 2.2]) that there exists a unique polynomial
ϕℓ ∈ Z[X,Y ] which is monic in X and Y , and such that we have λ ∼ℓ λ′ if and only if ϕℓ(λ, λ′) =
0. The polynomial ϕℓ(X,Y ) is the “Legendre version” of the classical ℓth modular polynomial.
The following result is the key to compute e1.
Theorem 3.5. Let ℓ be a prime number not dividing 2 ·N and let λ ∈ L. We have, in FN2 :
(15)
∏
λ′∼ℓλ
H ′(λ′) = ℓℓ−1 ·H ′(λ)ℓ+1 .
Remark 2. Equation (15) makes sense even if λ ∈ FN\ ({0, 1} ∪ L), but it does not hold in
general. The supersingularity of λ is used crucially in Lemma 3.9 below.
Proof. The idea is to reinterpret H(λ) and H ′(λ) as modular forms of level 1, and more precisely
as Eisenstein series. If k ≥ 2 is an integer, let
Ek = 1 +
(−1)k−1 · 4k
Bk
·
∑
n≥1
σk−1(n)q
n
be the unique Eisenstein series of weight k and level SL2(Z) with constant coefficient 1.
Recall that a modular form of level SL2(Z) with coefficients in an FN -algebra A can be
considered, following Deligne and Katz [21, p. 77-78], as a rule on pairs (E,ω) were E is an
elliptic curve over A and ω is a differential form generating H0(E,Ω1) over A.
Recall that if λ ∈ FN\{0, 1}, we have denoted by Eλ the Legendre elliptic curve y2 = x(x −
1)(x − λ). We let ωλ = dxy . The following fact, essentially due du Katz, is crucial to interpret
H ′(λ).
Lemma 3.6 (Katz). Let m = N−12 . For all λ ∈ FN\{0, 1}, we have the following equality in
FN :
EN+1(Eλ, ωλ) =
3
m+ 1
· (m ·H(λ)− (λ− 1) ·H ′(λ)) + (λ+ 1) ·H(λ) .
Proof. Recall the following (unpublished) theorem of Katz [20, Theorem 3.1]. Let (E,ω) be a
pair of the form
(
y2 = 4x3 − g2x− g3, dxy
)
. Then, 112 · EN+1(E,ω) is the coefficient of xN−2 in
the polynomial
(
4x3 − g2x− g3
)N−1
2 .
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Let λ ∈ FN\{0, 1}, and f(x) = 4x(x − 1)(x − λ). The pair
(
y2 = f(x), dxy
)
is isomorphic to
the pair
(
y2 = g(x), dxy
)
with g(x) = f(x + c) = 4x3 − g2x − g2 (for some g2 and g3), where
c = λ+13 .
We have
EN+1(Eλ, ωλ) = EN+1
(
y2 = f(x), 2 · dx
y
)
= 2−(N+1) ·EN+1
(
y2 = g(x),
dx
y
)
,
so 2
N+1
12 ·EN+1 (Eλ, ωλ) is the coefficient of xN−2 in g(x)
N−1
2 = f(x+ c)
N−1
2 . We have(
f
N−1
2
)(N−2)
(c) =
(
f
N−1
2
)(N−2)
(0) + c ·
(
f
N−1
2
)(N−1)
(0)
where
(
f
N−1
2
)(k)
is the kth derivative of f
N−1
2 , since (f
N−1
2 )(k) = 0 if k ≥ N . A direct compu-
tation finally shows that
2N+1
12
· EN+1(Eλ, ωλ) = 2
N−1
m+ 1
· (m ·H(λ) − (λ− 1) ·H ′(λ)) + λ+ 1
3
· 2N−1 ·H(λ) .

Let ℓ be a prime number not dividing 2·N . If ϕ : Eλ → Eλ′ is an isogeny of degree ℓ preserving
the Γ(2)-structure then
ϕ∗(ωλ′) = cϕ · ωλ
for some cϕ ∈ F×N . Note that there are only two ℓ-isogenies Eλ → Eλ′ . These are ϕ and −ϕ.
Consequently, c2ϕ only depends on λ and λ
′ (satisfying ϕℓ(λ, λ
′) = 0). In fact one can show that
(16) c2ϕ =: c(λ, λ
′)
is a rational function of λ and λ′. More precisely, we have [23, Lemma 8]:
(17) c2ϕ = −ℓ ·
λ(1 − λ)
λ′(1− λ′) ·
∂Y ϕℓ(λ
′, λ)
∂Xϕℓ(λ′, λ)
.
Note that this equality is true in Q(λ, λ′) and is deduced in FN (λ, λ
′) by reducing modulo N
our objects (elliptic curves, isogenies...).
Lemma 3.7. We have, over any field of characteristic 6= 2, without assuming that Eλ is super-
singular: ∏
ϕ
c2ϕ = ℓ
2
where the product is over a choice of non isomorphic degree ℓ + 1 isogenies with origin Eλ and
preserving the Γ(2)-structure. Equivalently, we have the following equality in Q(λ):
ResX(∂Y ϕℓ(X,λ), ϕℓ(X,λ))
ResX(∂Xϕℓ(X,λ), ϕℓ(X,λ))
= ℓ−(ℓ−1) .
Proof.
Lemma 3.8. Let F be a separably closed field of characteristic different from 2. For all λ ∈
F\{0, 1}, we have in F :
(18)
∏
λ′∼ℓλ
λ′ = λℓ+1
and
(19)
∏
λ′∼ℓλ
(1− λ′) = (1− λ)ℓ+1 .
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Proof. This is well-known, cf. for instance [6, p. 122]. 
The equivalence between the two equalities comes from the relation∏
ϕ
c2ϕ = ℓ
ℓ+1 · ResX(∂Y ϕℓ(X,λ), ϕℓ(X,λ))
ResX(∂Xϕℓ(X,λ), ϕℓ(X,λ))
which is a direct consequence of (17) and Lemma 3.8. Let Fℓ(λ) =
∏
ϕ c
2
ϕ. This is a rational
fraction in λ, which has no poles or zeros outside 0 and 1. Thus, we have Fℓ(λ) = Cℓ ·λnℓ ·(λ−1)mℓ
where nℓ, mℓ ∈ Z and Cℓ ∈ F×N .
The relations
ϕℓ(X,Y ) = X
ℓ+1Y ℓ+1 · ϕℓ(X−1, Y −1)
and ∏
λ′ s.t. ϕℓ(λ′,λ)=0
λ′ = λℓ+1
show that Fℓ(λ) = Fℓ(λ
−1). This last relation shows that nℓ = −(nℓ+mℓ). One can easily show
that ϕℓ(1−X, 1−Y ) = ϕℓ(X,Y ). This is deduced for example from the fact that λ
(
−1
z
)
= 1−λ(z)
if z is in the complex upper-half plane. The relation ϕℓ(1 −X, 1 − Y ) = ϕℓ(X,Y ) shows that
Fℓ(1−λ) = Fℓ(λ), so nℓ = mℓ. Since nℓ = −(nℓ+mℓ), we have nℓ = mℓ = 0, so Fℓ is a constant.
In order to show that Cℓ = ℓ
2, it suffices to prove it over C using the q-expansions, where
q = eiπz. More precisely, let λ = λ(q) be fixed, where q = eiπz. The ℓ+ 1 roots of ϕℓ(λ,X) are
the λi = λ
(
e
iπ·(z+2i)
ℓ
)
where i ∈ {0, 1, ..., ℓ− 1} and λℓ = λ(qℓ). We thus have
Cℓ = c(λ, λℓ)
2 ·
ℓ−1∏
i=0
c(λ, λi)
2
where c was defined in (16).
This last factor is a constant function of z. Note that c(λ, λℓ) =
ℓ
c(λℓ,λ)
. By [6, (4.6.1) p. 137],
for all i ∈ {0, 1, ..., ℓ− 1} we have:
c(λ, λi) =
θ3
(
e
iπ·(z+2i)
ℓ
)2
θ3 (eiπz)
2 ,
where θ3(q) =
∑
n∈Z q
n2 . Thus, c(λ, λi) goes to 1 when z goes to i∞. Similarly, c(λℓ, λ) goes to
1 when z goes to i∞. This shows Cℓ = ℓ2. 
In order to conclude the proof of Theorem 3.5, we need one last result, which is only true in
characteristic N and which uses the supersingularity is used in an essential way.
Lemma 3.9. [37, The´ore`me B] Let λ ∈ L and ϕ : Eλ → Eλ′ be an isogeny of degree ℓ. We have:
EN+1(Eλ′ , ωλ′) = ℓ · EN+1(Eλ, ϕ∗(ωλ′)) .
Using Lemma 3.6 and (19), we get∏
λ′∼ℓλ
H ′(λ′) = ℓℓ+1 ·
∏
ϕ
c−(N+1)ϕ ·H(λ)ℓ+1 .
Lemma 3.7 shows that
∏
ϕ c
N+1
ϕ = (ℓ
2)
N+1
2 = ℓ2, which concludes the proof of Theorem 3.5. 
We let
(20) ϕ2(X,Y ) := Y
2 · (1−X)2 + 16 ·X · Y − 16 ·X ∈ Z[X,Y ] .
The following result motivates the definition of ϕ2.
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Proposition 3.10. Let z ∈ C and λ = λ(q) (where q = eiπz). We have in C[Y ]:(
Y − λ(e iπz2 )
)
·
(
Y − λ(e iπ(z+2)2 )
)
=
1
(1− λ)2 · ϕ2(λ, Y ) .
Proof. We have:
(Y − λ(e iπz2 ))(Y − λ(e iπ(z+2)2 )) = Y 2 − (λ(q 12 ) + λ(−q 12 )) · Y + λ(q 12 )λ(−q 12 )
where q
1
2 := e
iπz
2 . For clarity, let λ1 = λ(q
1
2 ) et λ2 = λ(−q 12 ). We have the following q-expansion
identity:
λ(q) = 16q
∞∏
n=1
(
1 + q2n
1 + q2n−1
)8
.
We follow [6, p.63] by letting Q0 =
∏∞
n=1(1− q2n), Q1 =
∏∞
n=1(1+ q
2n), Q2 =
∏∞
n=1(1 + q
2n−1)
and Q3 =
∏∞
n=1(1− q2n−1). We have:
(21) λ(q) = 16q ·
(
Q1
Q2
)8
and
(22) λ(q
1
2 ) · λ(−q 12 ) = −162q
∞∏
n=1
(1 + qn)16
(1− q2n−1)8 = −16
2q ·
(
(Q1 ·Q2)2
Q3
)8
.
We have [6, p.64,65]:
(23) Q1 ·Q2 ·Q3 = 1
and
(24) Q82 = Q
8
3 + 16q ·Q81 .
By (22) and (23), we have:
(25) λ(q
1
2 ) · λ(−q 12 ) = −162q(Q1 ·Q2)3·8 = −162q ·
(
Q1
Q2
)3·8
·Q6·82 .
By (23) and (24), we have:
Q3·82 ·
(
Q1
Q2
)8
·
(
1− 16q ·
(
Q1
Q2
)8)
= 1
which gives
(26) Q6·82 =
162q2
λ2 · (1− λ)2 .
By (25) and (26), we have:
λ(q
1
2 ) · λ(−q 12 ) = −16 · λ(q)
(1− λ(q))2
that is λ1λ2 =
−16λ
(1−λ)2 . By [6, p.115, (4.3.6)], we have λ(−q) = λ(q)1−λ(q) , which gives
(1− λ1) · (1− λ2) = 1 ,
that is
λ1 + λ2 = λ1 · λ2 = −16 · λ
(1 − λ)2 .
This concludes the proof of Proposition 3.10. 
The following result is the analogue of Theorem 3.5 for ℓ = 2.
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Theorem 3.11. Let λ ∈ L and let λ1 and λ2 be the roots of the polynomial ϕ2(X,λ). We have:
λN−1 ·H ′(λ1) ·H ′(λ2) = λ
2 · (λ− 1)
4
·H ′(λ)2 .
Proof.
Lemma 3.12. Keep the notation of Theorem 3.11, except that λ ∈ FN\{0, 1} is now arbitrary.
We have:
(27) λN−1 ·H(λ1) ·H(λ2) = H(λ)2
Proof. It suffices to prove the following identity, in FN [X ]:
(28) ResX(H(X), ϕ2(X,Y )) = H(Y )
2 .
We have
ResX(H(X), ϕ2(X,Y )) =
∏
λ′∈L
ϕ2(λ
′, Y ) =
∏
λ′∈L
λ′2 · (λ′1 − Y ) · (λ′2 − Y ) ,
where λ′1 et λ
′
2 are the roots of ϕ2(λ
′, Y ) = 0 (if ϕ2(λ
′, Y ) has double roots then we let λ′1 = λ
′
2).
Since
∏
λ′∈L λ
′ = 1, we get
(29) ResX(H(X), ϕ2(X,Y )) =
∏
λ′∈L
(λ′1 − Y ) · (λ′2 − Y ) .
If λ′ ∈ L then λ′1 and λ′2 are also in L, since by Proposition 3.10 the elliptic curves Eλ′1 and Eλ′2
are 2-isogenous to Eλ. If λ
′ ∈ FN\{0, 1,−1} (resp. λ′ = −1) then the polynomial ϕ2(λ′, Y ) has
two distinct roots (resp. a double root Y = 2). Conversely, if λ1 ∈ FN\{0, 1, 2} (resp. λ1 = 2)
then the polynomial ϕ2(X,λ1) has two distinct roots (resp. a double root X = −1). Thus, we
have ∏
λ′∈L
(λ′1 − Y ) · (λ′2 − Y ) =
∏
λ′∈L
(λ′ − Y )2 = H(Y )2 .

We are going to differentiate (27) two times. Let K = FN (λ) be the function field of P
1(λ).
We have a derivation ddλ which sends λ to 1. Let F = K(λ1) where λ1 has minimal polynomial
X2 + −2λ
2+16λ−16
λ2 X + 1 over K.
Lemma 3.13. The FN -derivation
d
dλ of K extends in an unique way to a FN -derivation
∂
∂λ of
F . More precisely, we have in F :
∂λ1
∂λ
= −
∂
∂Y ϕ2(λ1, λ)
∂
∂Xϕ2(λ1, λ)
.
Proof. This follows from the fact that ϕ2 is irreducible of degree 2 as a polynomial in X over
FN (Y ), and that N is prime to 2. 
Let λ2 be the other root of X
2 + −2λ
2+16λ−16
λ2 X + 1 in F .
Lemma 3.14. We have:
∂λ1
∂λ
· ∂λ2
∂λ
=
4
λ · (λ− 1)
Proof. It is just a formal computation. 
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By differentiating (27) two times (λ is considered as a formal variable), we get:
(30)
4 · λN−1
λ · (λ− 1) ·H
′(λ1) ·H ′(λ2) = H ′(λ)2 +G(λ, λ1, λ2)
where G(λ, λ1, λ2) is a sum of two terms of the form H(λ), H(λ1) or H(λ2) times a polynomial
in λ, λ1, λ2,
∂λ1
∂λ et
∂λ2
∂λ . If λ ∈ L then we have H(λ) = H(λ1) = H(λ2) = 0. By (30), we get
4 · λN−1
λ · (λ− 1) ·H
′(λ1) ·H ′(λ2) = H ′(λ)2 .
This concludes the proof of Theorem 3.11. 
3.3. The supersingular module of Legendre elliptic curves. Keep the notation of sections
3.1 and 3.2. We denote by v the p-adic valuation of N2 − 1 (thus, v = t if p ≥ 5, v = t + 1 if
p = 3 and v = t+ 3 if p = 2).
In view of the properties satisfied by the Hasse polynomial, the higher Eisenstein element e1
is more easily determined after adding an auxiliary Γ(2)-structure.
Let T˜′ be the full Zp-Hecke algebra acting faithfully the space of modular forms of weight 2
and level Γ0(N) ∩ Γ(2). If n ≥ 1 is an integer, we denote by T ′n the nth Hecke operator in T˜′.
The ring T˜ acts on the Zp-module M
′ := Zp[L]. If ℓ is a prime not dividing 2 ·N and λ ∈ L, we
have in M ′:
T ′ℓ([λ]) =
∑
λ′∈L
ϕℓ(λ,λ
′)=0
[λ′] .
Let
e˜′0 =
∑
λ∈L
[λ] ∈M ′ .
Theorem 3.15. Let Λ : F×N2 → Z/pvZ be a surjective group homomorphism. Let e′0 be the
image of e˜′0 in M/p
v ·M and let
e′1 =
∑
λ∈L
Λ(H ′(λ)) · [λ] ∈M ′/pv ·M ′ .
For all prime ℓ not dividing 2 ·N , we have in M ′/pv ·M ′:
(T ′ℓ − ℓ− 1)(e′0) = 0
and
(T ′ℓ − ℓ− 1)(e′1) = (ℓ− 1) · Λ(ℓ) · e′0 .
Proof. The first equality is obvious. The second equality is a direct consequence of Theorem
3.5. 
We let π :M ′ →M be the forgetful map. It is a Zp-equivariant group homomorphism defined
by π([λ]) = [Eλ] ∈ S (recall that Eλ is the Legendre elliptic curve y2 = x(x− 1)(x− λ)). For all
prime ℓ not dividing 2 ·N and all x ∈M ′, we have in M :
(31) π (T ′ℓ(x)) = Tℓ (π(x)) .
We have, in M :
(32) π(e˜′0) = 6 · e˜0 .
Theorem 3.15, (31) and (32) allow us to compute e1. However, some complications arise when
p ∈ {2, 3}, so we treat the cases p ≥ 5, p = 3 and p = 2 separately.
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3.4. The case p ≥ 5. In this section, we assume p ≥ 5. Keep the notation of sections 3.1, 3.2
and 3.3.
Theorem 3.16. Assume that p ≥ 5. We extend log to a surjective group morphism log : F×N2 →
Z/prZ.
(i) We have, in M/pr ·M modulo the subgroup generated by e0:
12 · e1 =
∑
E∈S
log(P (j(E))) · [E]
where j(E) is the j-invariant of E (the fact that P (j(E)) 6= 0 is included in the state-
ment).
(ii) We have, in Z/prZ:
e1 • e0 = 1
12
·
∑
λ∈L
log(H ′(λ))
=
1
3
·
N−1
2∑
k=1
k · log(k) .
(iii) Assume e1 • e0 = 0. We have, in Z/prZ:
72 · e1 • e1 = 3 ·
(∑
λ∈L
log(H ′(λ))2
)
− 4 ·
(∑
λ∈L
log(λ)2
)
.
Proof. We prove (i). We choose Λ : F×N2 → Z/pvZ so that for all x ∈ F×N2 , we have Λ(x) ≡
log(x) (modulo pr). We abuse notation and still denote by π : M ′/pr ·M ′ → M/pr ·M the
forgetful map. Let e′′1 be the image of e
′
1 in M
′/pr ·M ′. Let ℓ be a prime not dividing 2 ·N . By
Theorem 3.15, (31) and (32) we have in M/pr ·M :
(Tℓ − ℓ− 1)(π(e′′1 )) = 6 · (ℓ− 1) · log(ℓ) · e0 .
By Proposition 2.11, we have
π(e′′1 ) = 12 · e1 (modulo the subgroup generated by e0).
Let E ∈ S. The coefficient of π(e′′1) in [E] is by definition∑
λ∈L
j(Eλ)=j(E)
log(H ′(λ)) .
By (14), we have ∑
λ∈L
j(Eλ)=j(E)
log(H ′(λ)) = log(P (j(E))) .
This concludes the proof of Theorem 3.16.
We prove (ii). We have:
12 · e1 • e0 =
∑
E∈S
log(P (j(E))
=
∑
λ∈L
log(H ′(λ))
= log(Disc(H))
= 4 ·
N−1
2∑
k=1
k · log(k) .
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The first equality follows from (i). The last equality follows from Theorem 3.3, using the fact
that log
((
N−1
2
)
!
)
= 0 (since p > 2 and
(
N−1
2
)
!4 = 1 in FN ).
We prove (iii). We identify an element of L with its λ-invariant. For E ∈ S, let FE ⊂ L be
the fiber above E, i.e. the set of λ ∈ L such that π([λ]) = [E]. There exists λ ∈ L such that
(33) FE =
{
λ,
1
λ
, 1− λ, λ− 1
λ
,
λ
λ− 1 ,
1
1− λ
}
(we do not count multiplicity). Let cE ∈ {1, 2, 3, 6} be the cardinality of FE . We have wE = 6cE .
We have, by definition of P , for any E ∈ S and λ ∈ FE :
(34) P (j(E))wE = H ′(λ) ·H ′
(
1
λ
)
·H ′(1− λ) ·H ′
(
λ− 1
λ
)
·H ′
(
λ
λ− 1
)
·H ′
(
1
1− λ
)
.
We have H(X) = (−1)m ·H(1 −X) and that H( 1X ) = X−m ·H(X) where m = N−12 . Indeed,
H is monic and the roots of H are permuted by the transformation λ 7→ 1 − λ and λ 7→ 1λ . By
differentiating these two relations with respect to X and using (34), we get:
(35) P (j(E))wE = H ′(λ)6 · λ4 · (1− λ)4 .
Thus, we have, in Z/prZ:
122 · e1 • e1 =
∑
E∈S
wE · log(P (j(E)))2
=
1
6
·
(∑
λ∈L
6 · log(H ′(λ)) + 4 · log(λ) + 4 · log(1− λ)
)2
= 6 ·
(∑
λ∈L
log(H ′(λ))2
)
− 8 ·
(∑
λ∈L
log(λ)2
)
This concludes the proof of Theorem 3.16 
Remarks 1. (i) Theorem 3.16 (ii) will be proved independently using modular symbols in
Section 6.2.
(ii) Theorem 3.16 (ii) is the first instance of what we call a higher Eichler mass formula, by
analogy with the classical Eichler mass formula (12).
(iii) In Corollary 6.8, we will show (using modular symbols) that if e1 •e0 = 0, then e1 •e1 =
12 ·∑N−12k=1 k · log(k)2. This is the second instance of a higher Eichler mass formula.
We have note been able to prove this identity directly. See Conjecture 3.21 (iii) for a
generalization when e1 • e0 6= 0.
3.5. The case p = 3. In this section, we assume p = 3. Keep the notation of sections 3.1, 3.2
and 3.3.
Theorem 3.17. Extend and lift log to a surjective group homomorphism log : F×N2 → Z/3r+1Z.
We have, in
(
M/3r+1 ·M) / (Z · (3 · e0)):
12 · e1 ≡ 2 · log(2) · e˜0 +
∑
E∈S
log(P (j(E))) · [E] .
Proof. It obviously suffices to prove Theorem 3.17 when r = t, which we assume until the end
of the proof. Note that v = t + 1, so we can let Λ = log. We abuse notation and still denote
by π : M ′/3t+1 ·M ′ → M/3t+1 ·M the forgetful map. Let ℓ be a prime not dividing 2 ·N . By
Theorem 3.15, (31) and (32) we have in M/3t+1 ·M :
(Tℓ − ℓ− 1)(π(e′1)) = 6 · (ℓ− 1) · log(ℓ) · e0 .
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By Proposition 2.11, we have
π(e′1) = 12 · e1 (modulo the subgroup generated by the image of e˜0 in M/3t+1 ·M).
Let E ∈ S. The coefficient of π(e′1) in [E] is by definition∑
λ∈L
j(Eλ)=j(E)
log(H ′(λ)) .
By (14), we have ∑
λ∈L
j(Eλ)=j(E)
log(H ′(λ)) = log(P (j(E))) .
Thus, there exists C3 ∈ Z/3t+1Z, uniquely defined modulo 3, such that we have in M/3t+1 ·M :
(36) 12 · e1 = C3 · e˜0 +
∑
E∈S
log(P (j(E))) · [E] .
By pairing (36) with e˜0, we get in Z/3
t+1Z:
12 · e1 • e0 = C3 · e˜0 • e˜0 + log(Disc(H)) .
By Corollary 6.3, Theorem 6.4, Eichler mass formula (12), Theorem 3.3 and Lemma 5.12
(which are independent of the results of this section), we have in Z/3t+1Z:
−3 ·
N−1∑
k=1
k2 · log(k) = C3 · N − 1
12
− 3 ·
N−1∑
k=1
k2 · log(k)− N − 1
6
· log(2) .
This concludes the proof of Theorem 3.17. 
Remark 3. One could use Theorem 3.17 to compute e1 • e1 if t ≥ 2 and r ≤ t− 1.
3.6. The case p = 2. In this section, we assume p = 2. Keep the notation of sections 3.1, 3.2
and 3.3.
Theorem 3.18. Let Λ˜ : F×N2 → Z/2t+3Z be a surjective group homomorphism such that for all
x ∈ F×N , we have Λ˜(x) ≡ 2 · log(x) (modulo 2r+1). Let ǫ2 ∈ {1,−1} be defined by
Λ˜
((
N − 1
2
)
!
)
≡ 2t+1 · ǫ2 (modulo 2t+3).
Let Λ be the reduction of Λ˜ modulo 2r+3. We have, in M/2r+3 ·M modulo the subgroup generated
by 8 · e0:
24 · e1 = 2 · C2 · e˜0 +
∑
E∈S
Λ(P (j(E))) · [E] .
where
C2 ≡ 2
t+2
N − 1 · ǫ2 (modulo 4).
Proof. It obviously suffices to prove Theorem 3.18 when r = t (so v = r + 3), which we assume
until the end of the proof. We abuse notation and still denote by π :M ′/2t+3 ·M ′ →M/2t+3 ·M
the forgetful map. Let ℓ be a prime not dividing 2 ·N . By Theorem 3.15, (31) and (32) we have
in M/2t+3 ·M :
(Tℓ − ℓ− 1)(π(e′1)) = 12 · (ℓ− 1) · log(ℓ) · e0 .
By Proposition 2.11, there exists C′2 ∈ Z/2t+3Z (uniquely defined modulo 8) such that we have,
in M/2t+3 ·M modulo the subgroup generated by the image of e˜0 in M/2t+3 ·M :
(37) 24 · e1 = C′2 · e˜0 +
∑
E∈S
Λ˜(P (j(E))) · [E] .
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By pairing (37) with e˜0, we get in Z/2
r+3Z:
24 · e1 • e0 = C′2 · e˜0 • e˜0 + Λ˜(Disc(H)) (modulo 2t+3).
By Corollary 6.3, Theorem 6.4, Eichler mass formula (12) and Theorem 3.3 (which are inde-
pendent of the results of this section), we have in Z/2t+3Z:
−2t+2 + 8 ·
N−12∑
k=1
k · log(k)
 ≡ C′2 · N − 112 + 8 ·
N−12∑
k=1
k · log(k)
 − Λ˜((N − 1
2
)
!
)
.
Thus, we have in Z/2t+3Z:
2t ·
(
4 +
C′2
3
· N − 1
2t+2
− 2 · ǫ2
)
= 0 .
Thus, we have
C′2 ≡ 6 ·
2t+2
N − 1 · (ǫ2 − 2) ≡ 2 · C2 (modulo 8).
This concludes the proof of Theorem 3.18. 
The following result is an elementary consequence of Theorem 3.18, for which we have not
found an elementary proof.
Corollary 3.19. There exists λ ∈ L such that H ′(λ) is not a square of F×N2 .
Proof. If E ∈ S, let FE be defined as in (33). By (35), for all λ ∈ FE we have:
P (j(E))wE = H ′(λ)6 · λ4 · (1− λ)4 .
Thus exists E ∈ S such that P (j(E)) is not a fourth power in F×N2 if and only if there is
λ ∈ L such that H ′(λ) is not a square of F×N2 . Such a E exists by Theorem 3.18 since we have
C2 ∈ (Z/4Z)×. 
The following conjecture was checked numerically for N < 2000 (without assuming N ≡
1 (modulo 8) anymore). We do not know the significance of this empirical fact.
Conjecture 3.20. Assume N ≡ 1 (modulo 4). For all λ ∈ L, H ′(λ) is not a square of F×N2 .
Remark 4. Conjecture 3.20 does not hold if N ≡ 3 (modulo 4), since in this case there exists
λ ∈ FN ∩ L, so H ′(λ) ∈ F×N is a square of F×N2 [5, Proposition 4.3].
3.7. Conjectural identities satisfied by the supersingular lambda invariants. In this
section, we collect various (often conjectural) arithmetic properties satisfied by the elements of
L. These identities are motivated by the theory of the Eisenstein ideal.
Conjecture 3.21. Assume p ≥ 5. Extend log to a surjective group homomorphism log : F×N2 →
Z/prZ.
(i) We have
∑
λ∈L log(λ)
2 = −32 · log(2) ·
(∑N−1
2
k=1 k · log(k)
)
.
(ii) There exists λ ∈ L such that log(λ) 6= 0.
(iii) We have
∑
λ∈L log(H
′(λ))2 = 4 ·
(∑N−1
2
k=1 k · log(k)2
)
−3 ·16 · log(2) ·
(∑N−1
2
k=1 k · log(k)
)
.
(iv) Assume
∑N−1
2
k=1 k · log(k) = 0. For all λ ∈ L, we have∑
λ′∈L\{λ}
log(λ′ − λ) · log(H ′(λ′)) = log(H ′(λ))2 .
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(v) Assume
∑N−1
2
k=1 k · log(k) = 0. For all λ ∈ L, we have∑
λ′∈L\{λ}
log(λ′ − λ) · log(λ′) = log(λ)2 .
Remarks 2. (i) These conjectures have been numerically checked (using SAGE) for N <
1000.
(ii) Using (derivatives of) the relations H(1−X) = (−1)m ·H(X) and H( 1X ) = X−m ·H(X)
(where m = N−12 ), we easily prove that∑
λ∈L
log(H ′(λ)) · log(λ) =
∑
λ∈L
log(H ′(λ)) · log(1−λ) = −
∑
λ∈L
log(λ)2 = −2 ·
∑
λ∈L
log(λ) · log(1−λ)
which allows us to reformulate Conjecture 3.21 (i).
(iii) The term log(2) in Conjecture 3.21 (i) comes from a criterion of Ribet concerning the
existence of congruences between cuspidal newforms of weight 2 and level Γ0(2N), and
Eisenstein series [44, Theorem 2.4].
(iv) It seems that Akshay Venkatesh found a proof of Conjecture 3.21 (i) using the Hecke
operator U2.
(v) We will show in Proposition 3.28 that (ii) holds if log(2) 6≡ 0 (modulo p).
(vi) If
∑N−1
2
k=1 k · log(k) = 0, Conjecture 3.21 (iii) is proved in Corollary 6.8, using modular
symbols.
(vii) Conjecture 3.21 (iv) and (v) are suggested by the theory of the refined L -invariant
of de Shalit [10], Oesterle´, Mazur–Tate [26] and Mazur–Tate–Teitelbaum [27], and its
generalization to level Γ(2) ∩ Γ0(N) studied in [4].
We end this section with (conjectural) relations analogous to the ones of Conjecture 3.21 for
p = 3 and p = 2.
Conjecture 3.22. Assume p = 3. Extend and lift log to a surjective group homomorphism
log : F×N2 → Z/pr+1Z.
(i) There exists λ ∈ L such that log(λ) 6≡ 0 (modulo 3) (i.e. λ is not a cube of F×N2).
(ii) We have
∑
λ∈L
log(λ)2 = 4 · log(2) ·
N−12∑
k=1
k · log(k)
 (modulo 9) .
Furthermore, both sides of the equality are congruent to 0 modulo 3.
(iii) For al λ ∈ L, we have:∑
λ′∈L\{λ}
log(λ′ − λ) · log(H ′(λ′)) = log(H ′(λ))2 (modulo 3)
(iv) For al λ ∈ L, we have:∑
λ′∈L\{λ}
log(λ′ − λ) · log(λ′) = log(λ)2 (modulo 3)
Remarks 3. (i) Conjecture 3.22 (i) should be true even if N 6≡ 1 (modulo 9) (which is
assumed since p = 3).
(ii) Conjecture 3.22 (ii), (iii) and (iv), although similar to 3.21, is not modulo 3r+1 in
general.
The following result, in which N is an arbitrary odd prime, is kind of opposite to Conjecture
3.22 (i).
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Proposition 3.23. For all λ ∈ L, λ(1−λ)2 is a cube of F×N2 .
Proof. Since j = 256·(λ
2−λ+1)3
λ2·(1−λ)2 , it suffices to show that supersingular j-invariants are cubes of
F×N2 . This is well-known [32, Theorem 1.2 (b)]. 
We conclude this section by stating a result which goes in the opposite direction of Conjecture
3.21 (ii).
Proposition 3.24. [2, Proposition 3.1] Every λ ∈ L is a fourth power modulo N (we do not
assume anything on N). If N2 ≡ 1 (modulo 8), then every λ ∈ L is a eighth power modulo N .
3.8. Eisenstein ideals of level Γ0(N) ∩ Γ(2). Assume p ≥ 3. Keep the notation of sections
3.1, 3.2 and 3.3. Extend log to a surjective group homomorphism log : F×N2 → Z/prZ.
In view of the role played by the Hasse polynomial, we reformulate the problem of Eisenstein
elements in the context of the congruence subgroup Γ0(N)∩Γ(2). The modular curve X(Γ0(N)∩
Γ(2)) has 6 cusps. Thus, the space of Eisenstein series of weight 2 and level Γ0(N) ∩ Γ(2) has
dimension 5. It admits a basis of eigenforms for the Hecke operators Tℓ (ℓ prime 6= 2, N), U2 and
UN . These Eisenstein series are characterized by the pair (aN , a2) of their Fourier coefficients (at
the cusp ∞) at N and 2, which belongs to {(1, 1), (1, 2), (1, 0), (N, 1), (N, 0)}. Since pt divides
N − 1, these coefficients are in {(1, 1), (1, 2), (1, 0)} modulo pt. We define three Eisenstein ideals.
For α ∈ {0, 1, 2}, let Iα be the ideal of the Hecke algebra acting onM2(Γ(2)∩Γ0(N)) generated
by the Tℓ − ℓ − 1 (ℓ prime number different from 2 and N), U2 − α and UN − 1. Recall that
these Hecke operators generate a Zp-algebra T˜
′ acting on M ′ = Zp[L]. We have described the
action of Tℓ (given by the modular polynomial ϕℓ) and UN (given by [λ] 7→ [λN ]). We are going
do describe U2 (this might be well-known, be we could not find a reference).
Proposition 3.25. For all λ ∈ L, we have in M ′:
U2([λ]) = [λ1] + [λ2]
where λ1 et λ2 are the roots of the polynomial ϕ2(λ, Y ).
Proof. This follows from Proposition 3.10. 
Define the following elements in M ′/pr ·M ′, if p ≥ 5:
• e00 =
∑
λ∈L log(λ) · [λ]
• e10 =
∑
λ∈L(log(1− λ)− 2 · log(λ)− 4 · log(2)) · [λ]
• e20 =
∑
λ∈L[λ]
If p = 3, we define in the same way e00 and e
2
0. To define e
1
0, note that by Proposition 3.23, for
all λ ∈ L there exists aλ ∈ F×N2 such that 1−λλ2·24 = a3λ. We then let
e10 =
∑
λ∈L
aλ · [λ] ∈M ′/3r ·M ′
(this does not depend on the choice of aλ since r ≤ t < v = v3(N − 1) = t+ 1).
Proposition 3.26. For all α ∈ {0, 1, 2}, eα0 is annihilated by the ideal Iα.
Proof. The property for Tℓ − ℓ− 1 for a prime ℓ 6= 2, N follows from Lemma 3.8. The fact that
these elements are killed by UN − 1 is obvious. The property for U2 is a formal computation
using Proposition 3.25. 
Conjecture 3.27. The elements e10 and e
0
0 are non-zero modulo p.
Remarks 4. (i) The fact that e00 6= 0 is equivalent to Conjecture 3.21 (ii) if p ≥ 5 and to
Conjecture 3.22 (i) if p = 3.
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(ii) By [36, Theorems 1.2 and 1.3], the Z/prZ-module (M ′/pr ·M ′)[Iα] is free of rank one.
Thus, if Conjecture 3.27 is true, we have (M ′/pr ·M ′)[Iα] = Z/prZ · eα0 .
Proposition 3.28. Assume that 2 is not a pth power modulo N , i.e. log(2) 6≡ 0 (modulo p).
Then Conjecture 3.27 holds.
Proof. Assume that for all λ ∈ L, log(λ) ≡ 0 (modulo p). We use the same notation as in
Proposition 3.25. We have
log(λ1 · λ2) ≡ 0 ≡ log
( −16 · λ
(1− λ)2
)
≡ log(−16) (modulo p) .
This is a contradiction since p ≥ 3 and log(2) 6= 0. Thus, we have e00 is non-zero modulo p.
Assume that for all λ ∈ L,
log(1− λ)− 2 · log(λ)− 4 · log(2) ≡ 0 (modulo p).
We use the same notation as in Proposition 3.25. We then have
0 ≡ log ((1− λ1)(1 − λ2))
≡ 2 · log(λ1) + 2 · log(λ2) + 8 · log(2)
≡ 2 · log
( −16 · λ
(1 − λ)2
)
+ 8 · log(2) (modulo p).
Thus, we have log(λ)− 2 · log(1− λ) + 8 · log(2) ≡ 0 (modulo p), so −3 · log(λ) ≡ 0 (modulo p).
If p > 3, this is a contradiction by the previous case. If p = 3, we just work modulo 9 instead of
working modulo 3. 
We now want to determine (M ′/pr ·M ′)[I2α]. The only result we got in this direction is the
following.
Theorem 3.29. Let
e21 := e
0
0 +
1
2
· e10 +
1
2
·
∑
λ∈L
log(H ′(λ)) · [λ] .
(i) We have, for all prime number ℓ not dividing 2 ·N :
(Tℓ − ℓ− 1)(e21) =
ℓ− 1
2
· log(ℓ) · e20 .
(ii) We have:
(U2 − 2)(e21) = log(2) · e00
(iii) We have
(UN − 1)(e21) = 0 .
In particular, we have e21 ∈ (M ′/pr ·M ′)[I2α].
Proof. Point (i) follows from Proposition 3.26 and Theorem 3.5. Point (ii) follows from Propo-
sition 3.25. Point (iii) is obvious. 
Remark 5. Although we will not need it, results of Yoo show that (M ′/pr ·M ′)[I22 ] = Z/prZ ·
e20 ⊕ Z/prZ · e21.
We have note been able to conjecture any explicit formula for the higher Eisenstein elements
corresponding to I0 and I1. We have no conjecture for the analogous element e
2
2 annihilated by
I32 (when it exists, i.e. when n(r, p) ≥ 2). The degree of e22 is e1 • e1, which is
1
24
·
(∑
λ∈L
log(H ′(λ))2
)
− 1
18
·
(∑
λ∈L
log(λ)2
)
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if p ≥ 5 by Theorem 3.16 (iii).
One idea would be to express e22 in terms of log(H
′(λ))2, log(λ)2, log(1− λ)2 or more general
quadratic formula in the logarithms of differences of supersingular invariants. More precisely,
define the following elements of M ′/pr ·M ′:
(i)
α1 =
∑
λ∈L
∑
λ′∈L
λ′ 6=λ
log(λ′ − λ)2
 · [λ]
(ii)
α2 =
∑
λ∈L
 ∑
λ′,λ′′∈L
λ′ 6=λ,λ′ 6=λ′′,λ 6=λ′′
log(λ′ − λ) · log(λ′′ − λ)
 · [λ]
(iii)
α3 =
∑
λ∈L
 ∑
λ′,λ′′∈L
λ′ 6=λ,λ′′ 6=λ′,λ 6=λ′′
log(λ′ − λ) · log(λ′′ − λ′)
 · [λ]
(iv)
α4 =
∑
λ∈L
log(λ)2 · [λ]
(v)
α5 =
∑
λ∈L
log(1− λ)2 · [λ]
(vi)
α6 =
∑
λ∈L
log(λ) · log(1− λ) · [λ]
Then we have checked numerically for N = 181 and p = 5 that e22 modulo p is not a linear
combination of the elements αi.
4. Odd modular symbols: extension of the theory of Sharifi
We keep the notation of chapters 1 and 2. In all this chapter, unless explicitly stated, we
assume p ≥ 5. Let r be an integer such that 1 ≤ r ≤ t.
4.1. Odd and even modular symbols. In this section, we do not assume p ≥ 5. Thus, we
only assume that p ≥ 2 is a prime such that pr divides the numerator of N−112 .
LetM− = H1(Y0(N),Zp)
− (resp. H− = H1(X0(N),Zp)
−) be the largest torsion-free quotient
of H1(Y0(N),Zp) (resp. H1(X0(N),Zp)) anti-invariant by the complex conjugation. Let M+ =
H1(X0(N), cusps,Zp)+ (resp. H+ = H1(X0(N),Zp)+) be the subspace of H1(X0(N), cusps,Zp)
(resp. H1(X0(N),Zp)) fixed by the complex conjugation. With the notation of Theorem 2.1, we
easily see that H+ = (M+)
0.
The intersection product induces perfect T˜-equivariant pairings:
• : M+ ×M− → Zp
and
• : H+ ×H− → Zp .
In order to apply the theory of higher Eisenstein elements as in chapter 2, we need to check
the hypotheses of Theorem 2.1 as a variant of Mazur’s well-known result [25, Proposition II.18.3].
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Proposition 4.1. The T˜-modules M+ ⊗T˜ T˜ and M− ⊗T˜ T˜ are free of rank 1.
Proof. Since M+ and M
− are dual T˜-modules, it suffices to prove that M+ ⊗T˜ T˜ is free of rank
one over T˜ by Lemma 2.2 (iii). By [25, Proposition II.18.3], H+ ⊗T T is free of rank one over
T. We now prove that this implies that M+⊗T˜ T˜ is free of rank one over T˜. Consider the exact
sequence of Zp-modules
(38) 0→ H+ →M+ π−→ Zp → 0 ,
where the map π sends {0,∞} to 1. It is a T˜-equivariant exact sequence if we identify Zp with
T˜/I˜ with its obvious T˜-module structure. By Lemma 2.2 (i), T˜ is flat over T˜. Thus, (38) gives
an exact sequence of T˜-modules
(39) 0→ H+ ⊗T T→M+ ⊗T˜ T˜
π′−→ T˜/I˜ · T˜→ 0 .
We claim that the map e : T˜ → M+ ⊗T˜ T˜ given by T 7→ {0,∞} ⊗ T is an isomorphism of
T˜-modules. This follows (39), the fact that π′ ({0,∞}⊗ T ) is the image of T in T˜/I˜ · T˜ and the
fact that the restriction of e to I˜ · T˜ gives an isomorphism of T-modules I˜ · T˜→ H+ ⊗T˜ T˜. The
latter fact comes from [25, Theorem II.18.10] and the fact that the map I˜ → I is an isomorphism
of T˜-modules. 
Thus, Theorem 2.1 holds for M− and M+. Recall (cf. Section 1.2) that we have denoted by
m−0 , m
−
1 , ..., m
−
n(r,p) the higher Eisenstein elements in M
−/pr ·M−. Recall also that we have
fixed an element m˜−0 ∈ M−[I˜] reducing to m−0 modulo pr, such that {0,∞} • m˜−0 = −1. The
kernel of the map M− → H− is Zp · m˜−0 . If i ∈ {1, ..., n(r, p)}, we denote by m−i the image of
m−i in H
−. Since m−1 is uniquely defined modulo the subgroup generated by m
−
0 , the element
m−1 is uniquely defined and is annihilated by the Eisenstein ideal I. If i > 1, the element m
−
i is
uniquely defined modulo the subgroup generated by m−1 , ..., m
−
i−1.
By intersection duality, the elements m−i can be considered as elements of HomZ(H+,Z/p
rZ).
If k ∈ {1, ..., n(r, p)} then m−k modulo pr can also be considered as a group homomorphism
Ik−1 · (H+/pr ·H+)/Ik · (H+/pr ·H+)→ Z/prZ .
Indeed, we have an exact sequence of abelian groups:
0→ Hom((H+/pr ·H+)/Ik · (H+/pr ·H+)/,Z/prZ)→ Hom((H+/pr ·H+)/Ik+1 · (H+/pr ·H+)/,Z/prZ)
→ Hom(Ik · (H+/pr ·H+)/Ik+1 · (H+/pr ·H+),Z/prZ)
→ 0 .
Equivalently, for all k ∈ {0, 1, ..., n(r, p)} the element m−k is uniquely determined by its pairing
with I˜k · (M+/pr ·M+). The element m−1 was essentially determined by Mazur [25, II.18.8]
(although it was not formulated in this way). Recall the Manin surjective map
ξΓ0(N) : Z[P
1(Z/NZ)]→ H1(X0(N), cusps,Zp)
whose definition is recalled in Section 1.2. The Zp-moduleH1(X0(N),Zp) is generated by the ele-
ment ξΓ0(N)([x : 1]) for x ∈ (Z/NZ)× [31, Proposition 3]. The groupH1(X0(N),Zp) is acyclic for
the complex conjugation [31, Proposition 5]. In particular, we haveH+ = (1+c)·H1(X0(N),Zp),
where c is the complex conjugation. Thus, the element m−1 is uniquely determined by its pairing
with (1 + c) · ξΓ0(N)([x : 1]) for x ∈ (Z/NZ)×. This was essentially computed by Mazur [25,
II.18.8] (although Mazur does not take into account the complex conjugation).
Theorem 4.2. For all x ∈ (Z/NZ)×, we have in Z/prZ:(
(1 + c) · ξΓ0(N)([x : 1])
) •m−1 = log(x) .
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Proof. We easily check that there is a unique group homomorphism f : H+ → Z/prZ such that
for all x ∈ (Z/NZ)×, we have in Z/prZ:
f
(
(1 + c) · ξΓ0(N)([x : 1])
)
= log(x) .
We easily see (cf. [25, II.18.8]) that the map f annihilates I ·H+. Let ℓ be a prime not dividing
2 ·N . A simple computation shows that we have, in H+:
(Tℓ − ℓ − 1)({0,∞}) = −(1 + c) ·
ℓ−1
2∑
i=1
{0, i
ℓ
} .
Thus, we have in Z/prZ:
f ((Tℓ − ℓ− 1)({0,∞})) = ℓ− 1
2
· log(ℓ) · ({0,∞} •m−0 ) = ((Tℓ − ℓ− 1)({0,∞})) •m−1 .
The elements (Tℓ − ℓ − 1)({0,∞}) generate H+/I · H+ when ℓ goes through the primes not
dividing 2 ·N [25, II.18.10]. Thus, for all x ∈ H+ we have in Z/prZ:
f(x) = x •m−1 .
This concludes the proof of Theorem 4.2. 
Remark 6. Let f : H+ → A where A is an abelian group. By intersection duality, f corresponds
to an element fˆ ∈ H1(X0(N), A)−. Merel gave a formula for fˆ in terms of Manin symbols (cf.
Lemma 5.4 for the case where 3 is invertible in A). This allows us to compute m−1 in terms of
Manin symbols. If p 6= 3 the formula is given in Lemma 5.2 (i).
The aim of this chapter is to determine the element m−2 modulo p
r when n(r, p) ≥ 2 and
p ≥ 5. We have seen that m−2 can be considered as a group isomorphism
I · (H+/pr ·H+)/I2 · (H+/pr ·H+)→ Z/prZ .
We will construct such a map, using the modular curve X1(N) and its Eisenstein ideals.
4.2. Refined Hida theory. In this section, we will use the following notation.
• σ =
(
0 −1
1 0
)
and τ =
(
0 −1
1 −1
)
∈ SL2(Z).
• If Γ is a subgroup of Γ0(N) containing Γ1(N), let XΓ be the compact modular curve
associated to Γ.
• C0Γ (resp. C∞Γ ) is the set of cusps of XΓ above the cusp Γ0(N) · 0 (resp. Γ0(N) · ∞) of
X0(N).
• CΓ = C0Γ ∪ C∞Γ
• H˜ ′Γ = H1(XΓ, CΓ,Zp), H˜Γ = H1(XΓ, C0Γ,Zp) and HΓ = H1(XΓ,Zp).
• ∂ : H˜ ′Γ → Zp[CΓ]0 is the boundary map, sending the geodesic path {α, β} to [β] − [α]
where α, β ∈ P1(Q).
•
(
H˜Γ
)
+
is the subgroup of elements of H˜Γ fixed by the complex conjugation. A similar
notation applies to HΓ.
• DΓ ⊂ (Z/NZ)× is the subgroup generated by the classes of the lower right corners of
the elements of Γ and by the class of −1.
• ΛΓ = Zp[(Z/NZ)×/DΓ].
• If Γ1 and Γ2 are subgroups of SL2(Z) such that Γ1(N) ⊂ Γ1 ⊂ Γ2 ⊂ Γ0(N), we let
J1→2 = Ker(ΛΓ1 → ΛΓ2). It is a principal ideal of ΛΓ1 , generated by [x] − 1 where x is
a generator of Ker((Z/NZ)×/DΓ1 → (Z/NZ)×/DΓ2).
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• T˜′Γ (resp. T˜Γ, resp. TΓ) is the Zp-Hecke algebra acting faithfully on H˜ ′Γ (resp. H˜Γ,
resp. HΓ) generated by the Hecke operators Tn for n ≥ 1 and the diamond operators.
The dth diamond operator is denoted by 〈d〉. By convention, it corresponds on modular
form to the action of a matrix whose lower right corner is congruent to d modulo N .
We will need some “refined Hida control” results, describing the kernel of the various maps in
homology induced by the degeneracy maps between the various modular curves.
Manin proved [24, Theorem 1.9] that we have a surjection
ξΓ : Zp[Γ\PSL2(Z)]→ H1(XΓ, CΓ,Zp)
such that ξΓ(Γ · g) is the class of the geodesic path {g(0), g(∞)}, where XΓ is the compact
modular curve associated to Γ. Furthermore, he proved that the kernel of ξΓ is spanned by the
sum of the (right) σ-invariants and τ -invariants.
Recall that Γ1(N) ⊂ Γ ⊂ Γ0(N). Consider the bijection
κ : Γ\PSL2(Z) ∼−→
(
(Z/NZ)2\{(0, 0)})/DΓ
given by κ(Γ · g) = [c, d] where g =
(
a b
c d
)
and [c, d] is the class of (c, d) modulo DΓ. By abuse
of notation, we identify Γ\PSL2(Z) and
(
(Z/NZ)2\{(0, 0)})/DΓ.
The map (Z/NZ)×/DΓ → C0Γ (resp. (Z/NZ)×/DΓ → C∞Γ ) given by u 7→ 〈u〉 · (Γ · 0) (resp.
u 7→ 〈u〉 · (Γ · ∞)) (where 〈·〉 denotes the diamond operator) is a bijection. If u ∈ (Z/NZ)×/DΓ,
we denote by [u]0Γ (resp. [u]
∞
Γ ) the image of u in C
0
Γ (resp. C
∞
Γ ). In other words, we have
[u]0Γ = Γ · cd for some coprime integers c and d not divisible by N , and such that the image of d
in (Z/NZ)×/DΓ is u. Similarly, [u]
∞
Γ = Γ · aN ·b for some coprime integers a and b not divisible
by N , and such that the image of a in (Z/NZ)×/DΓ is u
−1.
Let
(
a b
c d
)
∈ SL2(Z). We describe ∂(ξΓ([c, d])) in the various cases that can happen.
• If c ≡ 0 (modulo N) then a ≡ d−1 (modulo N). Thus, we have ∂(ξΓ([c, d])) = [d]∞Γ −
[d]0Γ.
• If d ≡ 0 (modulo N) then we have b ≡ −c−1 (modulo N). Thus, we have ∂(ξΓ([c, d])) =
[c]0Γ − [c]∞Γ .
• If c · d 6≡ 0 (modulo N) then we have ∂(ξΓ([c, d])) = [c]0Γ − [d]0Γ.
In particular, the set of [c, d] such that ∂(ξΓ([c, d])) ∈ Z[C0Γ] coincides with the set of [c, d]
such that c · d 6≡ 0 (modulo N). Let M0Γ be the sub-Zp-module of Zp[
(
(Z/NZ)2\{(0, 0)})/DΓ]
generated by the symbols [c, d] with c · d 6≡ 0 (modulo N).
The following statement is well-known, but we could not find a reference.
Proposition 4.3. The map ξΓ induces a surjective homomorphism
ξ0Γ :M
0
Γ → H˜Γ
whose kernel is R0Γ = (M
0
Γ)
τ + (M0Γ)
σ +
∑
d∈(Z/NZ)× Zp · [−d, d] where (M0Γ)τ (resp. (M0Γ)σ) is
the subgroup of elements of M0Γ fixed by the right action of τ (resp. σ).
Proof. Let ξ′Γ = ξΓ ◦ κ−1 : Zp[
(
(Z/NZ)2\{(0, 0)})/DΓ]→ H˜ ′Γ and ξ0Γ be the restriction of ξ′Γ to
M0Γ. The computation of ∂ shows that ξ
0
Γ takes values in H˜Γ. Let y ∈ H˜Γ. Since ξ′Γ is surjective,
there is some element x =
∑
[c,d]∈((Z/NZ)2\{(0,0)})/DΓ
λ[c,d] · [c, d] ∈ Zp[
(
(Z/NZ)2\{(0, 0)})/DΓ]
such that ξ′Γ(x) = y. Since ∂ξ
′
Γ(x) ∈ Zp[C0Γ], we have λ[d,0] = λ[0,d] for all d ∈
(
(Z/NZ)2\{(0, 0)})/DΓ.
Since ξ′Γ([0, d] + [d, 0]) = 0, the element y is in the image of ξ
0
Γ. Thus, we have proved that ξ
0
Γ is
surjective.
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Let x =
∑
[c,d]∈((Z/NZ)2\{(0,0)})/DΓ
λ[c,d] · [c, d] − µ[c,d] · [c, d] ∈ Ker(ξ0Γ) = Ker(ξ′Γ) ∩ M0Γ
with λ[c,d] = λ[c,d]·τ and µ[c,d] = µ[c,d]·σ for all [c, d] ∈
(
(Z/NZ)2\{(0, 0)})/DΓ. We also have
λ[d,0] = µ[d,0] and λ[0,d] = µ[0,d] for all d ∈ (Z/NZ)×/DΓ. Note that for all d ∈ (Z/NZ)×/DΓ,
we have:
(40) [d,−d] = ([d, 0] + [0, d] + [d,−d])− ([d, 0] + [0, d]) ∈ Ker(ξ0Γ) .
Hence, x−∑d∈(Z/NZ)×/DΓ λ[d,0] · [d,−d] ∈ (M0Γ)σ + (M0Γ)τ and x has the form sought after.

Corollary 4.4. The map H˜Γ1 → H˜Γ2 is surjective.
Proof. The map M0Γ1 →M0Γ2 is surjective. We conclude using Proposition 4.3. 
The ring ΛΓi acts naturally on R
0
Γi
, MΓi and H˜Γi (for i = 1, 2).
Proposition 4.5. (i) The kernel of the homomorphism H˜Γ1 → H˜Γ2 is J1→2 · H˜Γ1 .
(ii) The kernel of the homomorphism HΓ1 → HΓ2 is J1→2 ·HΓ1 .
Proof. We prove point (i). Consider the following commutative diagram, where the rows are
exact:
0 // R0Γ1
//

M0Γ1
//

H˜Γ1 //

0
0 // R0Γ2
//M0Γ2
// H˜Γ2 // 0
It is clear that the kernel of the middle vertical arrow is J1→2 ·M0Γ1 . The cokernel of the left
vertical map is zero by Proposition 4.3 (using p > 3). The snake lemma concludes the proof of
point (i).
We now prove point (ii). Using point (i), it suffices to show that HΓ1 ∩
(
J1→2 · H˜Γ1
)
=
J1→2 ·HΓ1 . Consider the following commutative diagram, where the rows are exact:
0 // HΓ1 //

H˜Γ1 //

Zp[C
0
Γ1
]0 //

0
0 // HΓ1 // H˜Γ1 // Zp[C
0
Γ1
]0 // 0
Here, the vertical maps are induced by the action of [d] − 1 where d is a fixed generator of
Ker((Z/NZ)×/DΓ1 → (Z/NZ)×/DΓ2), and Zp[C0Γ1 ]0 is the augmentation subgroup of Zp[C0Γ1 ].
Note that J1→2 is principal, generated by [d] − 1. Thus, to prove (ii) it suffices to show (using
the snake Lemma) that the map H˜Γ1 [J1→2]→ Zp[C0Γ1 ]0[J1→2] is surjective.
It suffices to show that the boundary map M0Γ1 [J1→2] → Zp[C0Γ1 ]0[J1→2] is surjective. Since
we can identify C0Γ1 with (Z/NZ)
×/DΓ1 , the action of (Z/NZ)
×/DΓ1 on C
0
Γ1
is free. Thus,
any element of Zp[C
0
Γ1
]0[J1→2] is of the form
∑
x∈C0Γ1
λx · (
∑m−1
k=0 [d
k−1]) · [x] where m is the
order of d. We have
∑
x∈C0Γ1
λx = 0. Thus, Zp[C
0
Γ1
]0[J1→2] is spanned over Zp by the elements
(
∑m−1
k=0 [d
k−1]) · ([u]− [v]) for u, v ∈ C0Γ1 . If we identify u and v with elements of (Z/NZ)×/DΓ1
and lift them to elements of (Z/NZ)×, (
∑m−1
k=0 [d
k−1]) · ([u]− [v]) is the boundary of the Manin
symbol (
∑m−1
k=0 [d
k−1]) · [u, v], which is annihilated by J1→2. This concludes the proof of point
(ii).

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We have the analogous (certainly well-known) statement for the Hecke algebras.
Proposition 4.6. The kernel of the restriction map T˜Γ1 → T˜Γ2 (resp. TΓ1 → TΓ2) is J1→2 · T˜Γ1
(resp. J1→2 · TΓ1).
Proof. We prove the first assertion. There is an isomorphism of T˜Γi-modules
(41) HomZp(T˜Γi ,Zp) ≃M2(Γi,Zp) ,
where M2(Γi,Zp) = M2(Γi,Z) ⊗Z Zp and M2(Γi,Z) is the set of modular form for Γi whose
q-expansion at the cusp ∞ has coefficients in Z. We have
M2(Γ2,Zp) = M2(Γ1,Zp)[J1→2],
where the action of ΛΓ1 on M2(Γ1,Zp) is via the diamond operators. This proves the first
assertion using (41). The proof of the second assertion is identical, replacing M2(Γi,Zp) by the
space of cusp forms S2(Γi,Zp). 
4.3. Eisenstein ideals of X
(pr)
1 (N). We keep the notation of section 4.2 and add the following
ones.
• Pr = (Z/NZ)×/ ((Z/NZ)×)p
r
.
• P ′r = ((Z/NZ)×)p
r
.
• Λr = Zp[Pr ].
• Jr ⊂ Λr is the augmentation ideal.
• J ′r = Ker (Zp[(Z/NZ)×]→ Λr).
• Γ(pr)1 (N) ⊂ Γ0(N) is the subgroup of Γ0(N) corresponding to the matrices whose diag-
onal entries are in P ′r modulo N .
• If Γ = Γ(pr)1 (N), we let X(p
r)
1 (N) = XΓ, H˜
(pr) = H˜Γ,
(
H˜(p
r)
)
+
=
(
H˜Γ
)
+
, H(p
r) = HΓ,(
H(p
r)
)
+
= (HΓ)+, T˜
′
(pr)
= T˜′Γ, T˜
(pr) = T˜Γ, T
(pr) = TΓ, C
(pr)
0 = C
0
Γ and C
(pr)
∞ = C∞Γ .
• If Γ = Γ0(N), we recall that H˜ = H˜Γ, H = HΓ, T˜ = T˜Γ and T = TΓ.
• We define two Eisenstein ideals in T˜′(p
r)
, T˜(p
r) and T(p
r). The set C
(pr)
∞ is annihilated by
the Eisenstein ideal I˜ ′∞ of T˜
′
(pr)
generated by the operators Tn−
∑
d|n,gcd(d,N)=1〈d〉 · nd .
Similarly, C
(pr)
0 is annihilated by the Eisenstein ideal I˜
′
0 of T˜
′
(pr)
generated by the
operators Tn −
∑
d|n,gcd(d,N)=1〈d〉 · d.
• We denote by I˜∞ and I˜0 (resp. I∞ and I0) the respective images of I˜ ′∞ and I˜ ′0 in T˜(p
r)
(resp. T(p
r)).
The main goal of this section is to give an explicit description of H˜(p
r)/I˜∞ · H˜(pr). The Hecke
algebra T˜′
(pr)
(resp. T˜(p
r), T(p
r)) acts faithfully on the space of modular forms of weight 2 and
level Γ
(pr)
1 (N) (resp. which vanish at the cusps in C
(pr)
0 , resp. which are cuspidal).
Let
ζ(p
r) =
∑
x∈(Z/NZ)×
B2
( x
N
)
· [x−1] ∈ Λr
and
δ(p
r) =
∑
x∈Pr
[x] ∈ Λr .
The following lemma will be useful in our proofs. It is an immediate consequence of Nakayama’s
lemma, since Λr is a local ring.
36
Lemma 4.7. Let f : M1 → M2 be a morphism of finitely generated Λr-modules. Let f : M1 →
M2/Jr ·M2 be the map obtained from f . Then f is surjective if and only if f is surjective.
The following result is analogous to Mazur’s computation of T/I [25, Proposition II.9.7]. In
fact, our proof uses Mazur’s results and techniques.
Theorem 4.8. Assume that p ≥ 5.
(i) The map Λr → T˜(pr) given by [d] 7→ 〈d〉 gives an isomorphism of Λr-modules
Λr/(ζ
(pr))
∼−→ T˜(pr)/I˜∞ .
(ii) The map Λr → T(pr) given by [d] 7→ 〈d〉 gives an isomorphism of Λr-modules
Λr/
(
ζ(p
r), pt−r · δ(pr)
)
∼−→ T(pr)/I∞ .
(iii) The groups T˜(p
r)/I˜∞ and T
(pr)/I∞ are finite.
Proof. The assertion (iii) follows from (i), (ii) and the well-known property of Stickelberger
elements (non vanishing of L(χ, 2) for any even Dirichlet character χ).
We first prove the following result.
Lemma 4.9. Let I be an ideal of Λr and
E∞ :=
∑
n≥1
 ∑
d|n
gcd(d,N)=1
[d] · n
d
 · qn ∈ Λr[[q]] .
(i) The series N−124·pr · δ(p
r) + E∞ is the q-expansion at the cusp ∞ of a modular form of
weight 2 and level Γ
(pr)
1 (N) over Λr.
(ii) The following assertions are equivalent.
(a) There exists α ∈ Λr/I such that the image Fα of α+ E∞ in (Λr/I)[[q]] satisfies:
• Fα is the q-expansion at the cusp ∞ of a modular form of weight 2, level
Γ
(pr)
1 (N) over Λr/I which vanishes at the cusps in C
(pr)
0 .
• For all d ∈ P , we have 〈d〉Fα = [d] · Fα.
(b) We have ζ(p
r) ∈ I.
(iii) The following assertions are equivalent.
(a) There exists α ∈ Λr/I such that the image Fα of α+ E∞ in (Λr/I)[[q]] satisfies:
• Fα is the q-expansion at the cusp ∞ of a cuspidal modular form of weight 2,
level Γ
(pr)
1 (N) over Λr/I.
• For all d ∈ P , we have 〈d〉Fα = [d] · Fα.
(b) We have ζ(p
r) ∈ I and pt−r · δ(pr) ∈ I.
Proof. Fix an embedding ofQp →֒ C. For any non-trivial character ǫ : Pr → C×, the q-expansion
∑
n≥1
 ∑
d|n,
gcd(d,N)=1
ǫ(d) · n
d
 · qn ∈ C[[q]]
is the q-expansion at the cusp ∞ of an Eisenstein series of weight 2 and level Γ(pr)1 (N), which we
denote by Eǫ,1 (cf. for instance [12, Theorem 4.6.2]). Furthermore, we have already seen that
N−1
24 +
∑
n≥1
(∑
d|n,gcd(d,N)=1
n
d
)
· qn is the q-expansion at the cusp ∞ of an Eisenstein series of
level Γ0(N), denoted by E2.
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Using our fixed embedding Qp →֒ C, we get a natural injective ring homomorphism ι : Λr →∏
ǫ∈Pˆr
C where Pˆr is the set of characters of Pr.
Thus, we have shown that F∞ :=
N−1
24·pr · δ(p
r)+E∞ ∈ Λr[[q]] is the q-expansion at the cusp ∞
of a modular form of weight 2 and level Γ
(pr)
1 (N) (still denoted by F∞) over
∏
ǫ∈Pˆr
C. By the
q-expansion principle [21, Corollary 1.6.2], such a modular form is over Λr. This proves point (i)
of Lemma 4.9.
We now prove point (ii). Since for all d ∈ Pr we have 〈d〉Eǫ,1 = ǫ(d) · Eǫ,1, the q-expansion
principle shows that
(42) 〈d〉F∞ = [d] · F∞ .
Let α ∈ Λr such that point (a) of (ii) holds and let F∞ be the image of F∞ modulo I. The
element F := Fα − F∞ = α − N−124·pr · δ(p
r) ∈ Λr/I ⊂ (Λr/I)[[q]] is the q-expansion at the cusp
∞ of a modular form of weight 2 and level Γ(pr)1 (N) over Λr/I. Furthermore, for all d ∈ Pr, we
have by the assumptions on Fα and (42):
〈d〉F = 〈d〉Fα − 〈d〉F∞ = [d] · Fα − [d] · F∞ = [d] · F .
Lemma 4.10. Let I be an ideal of Λr and F ∈ Λr/I. Assume that F is the q-expansion of
a modular form of weight 2 and level Γ
(pr)
1 (N) over Λr/I such that for all d ∈ Pr, we have
〈d〉F = [d] · F . Then we have F = 0.
Proof. We prove by induction on n ≥ 0 that F ∈ Jnr · (Λr/I). This is true if n = 0. Assume
that this is true for some n ≥ 0. By the q-expansion principle, F is the q-expansion at the cusp
∞ of a modular form over the Z[ 1N ]-module Jnr · (Λr/I) (cf. [21, Section 1.6] for the notion
of a modular form over an abelian group). Let F be the image F by the map Jnr · (Λr/I) ։
Jnr · (Λr/I)/Jn+1r · (Λr/I). The diamond operators act trivially on F . Thus, F is the q-expansion
at the cusp ∞ of a modular form of weight 2 and level Γ0(N) with coefficients in the module
Jnr ·(Λr/I)/Jn+1r ·(Λr/I). Note that Jnr ·(Λr/I)/Jn+1r ·(Λr/I) is a quotient of Jnr /Jn+1r ≃ Z/prZ.
Since p ≥ 5 and gcd(N, p) = 1, [25, Lemma 5.9, Corollary 5.11] shows that F = 0, i.e. we have
F ∈ Jn+1r · (Λr/I). This concludes the induction step. Since
⋂
n≥0 J
n
r · (Λr/I) = 0, we have
F = 0. This concludes the proof of Lemma 4.10. 
By Lemma 4.10, we have F = 0, i.e. Fα = F∞. Let wN be the Atkin–Lehner involution. By
[43, Proposition 1], the q-expansion at the cusp ∞ of wN (Eǫ,1) is
1
N
·
 ∑
x∈(Z/NZ)×
ǫ(x) · e 2iπxN
·
−N
4
·
 ∑
x∈(Z/NZ)×
ǫ(x)−1 · B2( x
N
)
 +∑
n≥1
∑
d|n
gcd(d,N)=1
ǫ
(n
d
)−1
· n
d
· qn
 ∈ Λr[[q]] .
Furthermore, we have wN (E2) = −E2.
Let µ ∈ Zp be the primitiveNth root of unity corresponding to e 2iπN under our fixed embedding
Qp →֒ C. Let Λ′r = (Zp[µ])[Pr ] and G′ =
∑
x∈(Z/NZ)× µ
x · [x] ∈ Λ′r. The element G′ is invertible
in Λ′r since its degree is −1, which is prime to p, and Λ′r is a local ring whose maximal ideal is
J ′ + (̟) where J ′ is the augmentation ideal of Λ′r and ̟ is a uniformizer of Zp[µ].
By reformulating Weisinger’s formula, the q-expansion principle shows that the q-expansion
at the cusp ∞ of F0 := wN (F∞) is
(43) − 1
4
· G′ · ζ(pr) + G′ ·
∑
n≥1
 ∑
d|n, gcd(d,N)=1
[n
d
]−1
· n
d
 · qn .
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Since the constant coefficients of the modular form associated to Fα = F∞ at the cusps of
C
(pr)
0 are zero, this proves that G′ · ζ(p
r) ∈ I. Since G′ is a unit of Λr, we have ζ(pr) ∈ I.
Conversely, if ζ(p
r) ∈ I then the image F∞ of F∞ in (Λr/I)[[q]] is the q-expansion at the cusp
∞ of a modular form of weight 2 and level Γ(pr)1 (N) over Λr/I whose constant coefficient at the
cusp 0 is zero. Since the diamond operators act transitively on C
(pr)
0 , equation (42) shows that
the constant terms of the modular form associated to F∞ at any cusp of C
(pr)
0 is zero. This
proves point (ii).
The proof of point (iii) is similar to the proof of point (ii). This concludes the proof of Lemma
4.9. 
We now prove that Theorem 4.8 follows from Lemma 4.9. The ring homomorphism Λr →
T˜
(pr)/I˜∞ is surjective since we have Tn −
∑
d|n, gcd(d,n)=1
n
d · 〈d〉 ∈ I˜∞ for all n ≥ 1. Let K be
its kernel. There is some α ∈ Λr such that the image of α + E∞ in Λr/K is the q-expansion
at the cusp ∞ of a modular form of weight 2 and level Γ(pr)1 (N) over Λr/K satisfying the two
properties of Lemma 4.9 (ii) (a), and K is the smallest such ideal of Λr. By Lemma 4.9 (i), we
have K = (ζ(p
r)). Point (ii) of Theorem 4.8 follows in a similar way. 
In the following result, we extend the winding homomorphism of Mazur [25, p. 137].
Theorem 4.11. The Λr-module
(
H˜(p
r)
)
+
/I˜∞ ·
(
H˜(p
r)
)
+
is isomorphic to Λr/(ζ
(pr)).
Proof. We first define a homomorphism of Λr-modules e˜ : I˜∞ →
(
H˜(p
r)
)
+
as follows.
We have a map I˜ ′∞ →
(
H˜(p
r)
)
+
given by η 7→ η · {0,∞}. This induces the desired map
I˜∞ →
(
H˜(p
r)
)
+
. Indeed, if η ∈ I˜ ′∞ maps to 0 in I˜∞ then η ∈ I˜ ′∞∩I˜ ′0, so in particular η annihilates
all the Eisenstein series of M2(Γ
(pr)
1 (N),C). There is an Eisenstein series E ∈ M2(Γ(p
r)
1 (N),C)
such that the divisor of the meromorphic differential form E(z)dz is (0)− (∞). This Eisenstein
series induces (via integration) a morphism H1(Y
(pr)
1 (N),Z) → C. By intersection duality, we
get an element E ∈ H1(X(p
r)
1 (N), C
(pr)
0 ∪ C(p
r)
∞ ,C). Since E is annihilated by I˜ ′∞ ∩ I˜ ′0, so is
E . Since E − {0,∞} ∈ H1(X(p
r)
1 (N),C) and η acts trivially on H1(X
(pr)
1 (N),C), we see that
η · {0,∞} = 0.
Let e : I → H+ be the winding homomorphism of Mazur, denoted by e+ in [25, Definition,
p. 137]. We denote by a bold letter the various T˜(p
r) or T-modules involved completed at I˜∞ or
at I. Thus, for example,
(
H˜
(pr)
)
+
(resp. H+) is the I˜∞ (resp. I)-adic completion of
(
H˜(p
r)
)
+
(resp. H+). Let e˜ : I˜∞ →
(
H˜1
)
+
(resp. e : I → H+) be the map obtained after completion at
the ideal I˜∞ (resp. I).
Lemma 4.12. The map
(
H˜(p
r)
)
+
→ H+ defines by passing to completion a group isomorphism(
H˜
(pr)
)
+
/Jr ·
(
H˜
(pr)
)
+
∼−→ H+.
Proof. By point (ii) of Lemma 2.2, we have
(
H˜
(pr)
)
+
=
(
H˜(p
r)
)
+
/
(⋂
n≥0 I˜
n
∞
)
·
(
H˜(p
r)
)
+
and
H+ = H+/
(⋂
n≥0 I
n
)
·H+. By Proposition 4.5, it suffices to show that the image of
⋂
n≥0 I˜
n
∞
in T is
⋂
n≥0 I
n. Since Λr is a local ring, by Theorem 4.8 (i) there is a unique maximal ideal of
T˜
(pr) containing I˜∞, which we denote by m˜. By Theorem 4.8 (iii), the group T˜
(pr)/I˜∞ is finite,
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so there exists an integer n0 ≥ 1 such that m˜n0 ⊂ I˜∞. Thus, we have
⋂
n≥0 I˜
n
∞ =
⋂
n≥0 m˜
n.
Similarly, there is a unique maximal ideal m of T containing I, and we have
⋂
n≥0 I
n =
⋂
n≥0m
n.
Any maximal ideal m˜′ of T˜(p
r) contains the image of Jr by the map Λr → T˜(pr). Indeed, we
have an injective ring homomorphism Λr/m
′ →֒ T˜(pr)/m˜′ where m′ is the pre image of m˜′ in Λr.
Since T˜(p
r)/m˜′ is a finite field, Λr ∩ m˜′ is a maximal ideal of Λr and therefore contains Jr. If m′
is a maximal ideal of T, there exists a unique maximal ideal m˜′ of T˜(p
r) projecting to m′. The
existence is obvious and the unicity follows from the fact that if m˜1 and m˜2 are two such ideals,
then m˜1 = m˜1+Jr = m˜2+Jr = m˜2 by the previous remark and Proposition 4.6. The rings T˜
(pr)
and T are semi-local and p-adically complete, so we have T˜(p
r) =
⊕
m˜′∈SpecMax(T˜(pr))(T˜
(pr))m˜′
and T =
⊕
m′∈SpecMax(T) Tm′ , where the subscript means the completion. By the previous
discussion, the map (T˜(p
r))m˜′ → Tm′ is surjective if m˜′ projects to m′. We have
⋂
n≥0 m˜
n =⊕
m˜
′∈SpecMax(T˜(p
r))
m˜
′ 6=m˜
(T˜(p
r))m˜′ and
⋂
n≥0m
n =
⊕
m
′∈SpecMax(T)
m
′ 6=m
Tm˜′ . Thus, the map
⋂
n≥0 m˜
n →⋂
n≥0m
n is surjective. 
Thus, we get a commutative diagram:
I˜∞
e˜
//

(
H˜
(pr)
)
+

I
e
// H+
Since e is surjective (it is even an isomorphism by [25, Theorem 18.10]), Lemmas 4.7 and 4.12
show that e˜ is surjective. By the Eichler–Shimura isomorphism (over C), the Zp-rank of these
two modules must be equal to the Zp-rank of T˜1. Thus, e˜ is an isomorphism.
By passing to the quotient map, e˜ gives rise to an isomorphism of Λr-modules I˜∞/I˜
2
∞ ≃(
H˜(p
r)
)
+
/I˜∞. The Λr-module
(
H˜(p
r)
)
+
/I˜∞, and so I˜∞/I˜
2
∞, is cyclic since it is cyclic modulo
Jr by Proposition 4.5. By Nakayama’s Lemma the I˜∞ is principal. Since a generator of I˜∞ is
not a zero-divisor, we get:
T˜
(pr)/I˜∞ ≃ I˜∞/I˜2∞ .
This concludes the proof of Theorem 4.11 by Theorem 4.8. 
The following result will be useful later.
Proposition 4.13. We have I˜0 ·
(
H˜(p
t)
)
+
=
(
H(p
t)
)
+
.
Proof. The inclusion I˜0 ·
(
H˜(p
t)
)
+
⊂
(
H(p
t)
)
+
is obvious. We have
(
H˜(p
t)
)
+
/
(
H(p
t)
)
+
=
Zp[C
(pt)
0 ]
0. The Λt-module Zp[C
(pt)
0 ]
0 is isomorphic to Jt. Let M =
(
H˜(p
t)
)
+
/I˜0 ·
(
H˜(p
t)
)
+
;
this is a Λt-module. By Proposition 4.5, we have M/Jt ·M = H+/I ·H+. In particular, M is a
cyclic Λt-module, which we write Λt/K where K ⊂ Λt is an ideal.
We have K ⊂ δ(pt) ·Λt. Indeed, we have a surjection of Λt-modules Λr/K ։ Jt ≃ Λt/δ(pt) ·Λt.
This induces a surjection Λt/K ։ Λt/((δ
(pt)) + J) · Λt ≃ Z/ptZ. Since Λt is a local ring with
maximal ideal Jt + (p), the image of 1 ∈ Λt in Λt/K is mapped to the image of a unit of Λt in
Λt/δ
(pt) · Λt. Thus we have K ⊂ δ(pt) · Λt. We now prove the reverse inclusion.
Since M/Jt ·M ≃ Z/ptZ, there is an element β = δ(pt) · α in K such that α ∈ 1 + Jt + (p).
In particular, α is a unit and K = δ(p
t) · Λr. Thus, we have M ≃ Jt and the surjective map(
H˜(p
t)
)
+
/I˜0 ·
(
H˜(p
t)
)
+
→
(
H˜(p
t)
)
+
/
(
H(p
t)
)
+
is an isomorphism of free Zp-modules. 
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Corollary 4.14. The natural map H˜ → H gives an isomorphism(
H(p
t)
)
+
/(I0 + Jt) ·
(
H(p
t)
)
+
∼−→ I ·H+/I2 ·H+ .
Proof. This follows from Propositions 4.5 and 4.13. 
Note that Lemma 4.14 gives another proof of the fact that the image of
(
H(p
t)
)
+
in H+ is
I ·H+, which was first proved by Mazur [25, Section II, Lemma 18.7].
4.4. Algebraic number theoretic criterion for n(r, p) ≥ 2. We keep the notation of section
4.3, and add the following ones.
• Fix an algebraic closure Q of Q.
• If n is a positive integer, let µn be the group of nth roots of unity in Q.
• Let ζpr , ζN ∈ Q be primitive prth and Nth roots of unity respectively.
• Let χp : Gal(Q/Q) → Z×p be the pth cyclotomic character and ωp : Gal(Q(ζp)/Q) ∼−→
(Z/pZ)× be the Teichmu¨ller character.
• If M is a Zp[Gal(Q(ζp∞)/Q)]-module, and i ∈ Z, we denote by M(i) the maximal
quotient of M where Gal(Q(ζp∞)/Q) acts by χ
i
p. Let
M (i) = {m ∈M, ∀g ∈ Gal(Q(ζp∞)/Q), g(m) = χip(g) ·m} .
Note that if the action of Gal(Q(ζp∞)/Q) on M factors through Gal(Q(ζpr )/Q) and if
i 6= 0, then M (i) is necessarily a Z/prZ-module.
• We normalize class field theory by sending geometric Frobenius substitutions to uni-
formizers.
• For simplicity, we denote the augmentation ideal Jr of Λr by J .
Let Kr be the unique degree p
r-extension of Q contained in Q(ζN ), and Lr = Kr(ζpr ). Let
Or = OKr [ 1Np ] where OKr is the ring of integers of Kr and let Ar = Or[ζpr ]. Let Sr (resp.
Tr) be the set of infinite places of Kr (resp. Lr) and finite places of Kr (resp. Lr) dividing
Np. Let KS be the maximal extension of Kr unramified outside Sr. Let Γr = Gal(KS/Kr)
and Γ′r = Gal(KS/Lr). The group Γ
′
r is a normal subgroup of Γr, and we have canonical group
isomorphisms
Γr/Γ
′
r ≃ Gal(Lr/Kr) ≃ Gal(Q(ζpr )/Q) ≃ (Z/prZ)×
(the last one coming from the prth cyclotomic character). The Nth cyclotomic character gives
a group isomorphism Gal(Kr/Q) ≃ (Z/NZ)×/ ((Z/NZ)×)p
r
. Thus, we have a canonical ring
isomorphism
Λr
∼−→ Zp[Gal(Kr/Q)] .
We let Kr = K2(Or)/pr ·K2(Or); it is equipped with a structure of Λr-module since Gal(Kr/Q)
acts on K2(Or). The aim of this section is to understand (partially) the filtration of Kr given
by the powers of J .
Recall that 1p ∈ Or. The Chern character induces an isomorphism of Λr-modules
K2(Or)/pr ·K2(Or) ≃ H2e´t(Or, µ⊗2pr )
[41]. We have a canonical isomorphism
H2e´t(Or, µ⊗2pr ) ≃ H2(Γr, µ⊗2pr ) .
Since the real places and the places dividing p of Kr are in Sr, the p-cohomological dimension
of Γr is ≤ 2 [34, Proposition 8.3.18]. Thus, by [34, Proposition 3.3.11], the corestriction gives an
isomorphism
(44) H2(Γ′r, µ
⊗2
pr )Γr/Γ′r
∼−→ H2(Γr, µ⊗2pr )
41
where H2(Γ′r, µ
⊗2
pr )Γr/Γ′r is the group of coinvariants of H
2(Γ′r, µ
⊗2
pr ) for the action of Γr/Γ
′
r.
Theorem 4.15. (i) The group Kr/J · Kr is cyclic of order pr.
(ii) The group following assertions are equivalent.
(a) The group J · Kr/J2 · Kr is cyclic of order pr.
(b) We have n(r, p) ≥ 2, i.e. ∑N−12k=1 k · log(k) ≡ 0 (modulo pr).
Remarks 5. (i) The group J · Kr/J2 · Kr is cyclic in any case, since Kr/J · Kr is cyclic.
(ii) We give another criterion equivalent to (a) and (b) in Lemma 4.19 in terms of certain
norm residue symbols.
(iii) We give in Proposition 4.30 an explicit isomorphism betweenKr/J ·Kr and (Z/NZ)×[pr].
(iv) If r = 1, one can show that Theorem 4.15 is a consequence of [22, Theorem 1.7].
Proof. Kummer theory gives us an exact sequence of Gal(Lr/Q)-modules:
(45) 0→ Pic(Ar)⊗Z Z/prZ→ H2(Γ′r, µpr )→ H2(Γ′r,A×r )[pr]→ 0 .
By [34, Proposition (8.3.11) (iii)], we have an isomorphism of Gal(Lr/Q)-modules:
H2(Γ′r,A×r )[pr] ≃ Ker
⊕
q∈Tr
Z/prZ→ Z/prZ
 .
where Gal(Lr/Q) acts on the right-hand side by permuting the elements of Tr via the natural left
action of Gal(Lr/Q) on Tr. Thus, we get the following Gal(Lr/Q)-equivariant exact sequence
(by tensoring by µpr ):
(46) 0→ Pic(Ar)⊗ µpr → H2(Γ′r, µpr)⊗ µpr → Ker
⊕
q∈Tr
µpr → µpr
→ 0 .
Over Lr, we have µpr ≃ Z/prZ. Thus H2(Γ′r, µpr ) ⊗ µpr = H2(Γ′r, µ⊗2pr ). Taking Gal(Lr/Kr)-
coinvariants in (46), we get (using (44)) an exact sequence of Gal(Lr/Q(ζpr))-modules:
(47) H1(Gal(Lr/Kr),M)→ (Pic(Ar)⊗Z Z/prZ)(−1) → Kr →M(0) → 0
where M := Ker
(⊕
q∈Tr
µpr → µpr
)
.
Lemma 4.16. We have H1(Gal(Lr/Kr),M) = 0 and M(0) ≃ Z/prZ.
Proof. Recall that Gal(Lr/Kr) ≃ Gal(Q(ζpr )/Q) ≃ (Z/prZ)× is a cyclic group. Thus we have
H1(Gal(Lr/Kr),M) ≃ MGal(Lr/Kr)/Norm(M) where Norm(M) = {
∑
g∈Gal(Lr/Kr)
g · m,m ∈
M}. Recall that the action of Gal(Lr/Kr) on M permutes the primes in Tr and acts on µpr via
the pth cyclotomic character. Fix a prime n ∈ Tr dividing N . Any other such prime equals g(n)
for some g ∈ Gal(Lr/Kr). We have
MGal(Lr/Kr) =

⊕
g(n)∈Tr
g∈Gal(Lr/Kr)
ζχp(g), ζ ∈ µpr

where
⊕
g(n)∈Tr
g∈Gal(Lr/Kr)
ζχp(g) is the element of M whose component at g(n) is ζχp(g). Furthermore,
this is by definition an element of Norm(M). This shows that MGal(Lr/Kr) = Norm(M), and
therefore H1(Gal(Lr/Kr),M) = 0. The computation of M(0) = H0(Gal(Lr/Kr),M) is similar.

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By Lemma 4.16 and (47), we have a canonical short exact sequence of Λr-modules:
(48) 0→ (Pic(Ar)⊗Z Z/prZ)(−1) → Kr → Z/prZ→ 0 .
Lemma 4.17. The group Kr/J ·Kr is cyclic of order pr. Furthermore, the image of the injective
map (Pic(Ar)⊗Z Z/prZ)(−1) → Kr is J · Kr.
Proof. As before, by [34, Proposition 3.3.11], the corestriction gives a group isomorphism
Kr/J · Kr ∼−→ H2e´t(Z[
1
Np
], µ⊗2pr ) .
The latter group is (as before by Tate) isomorphic to K2(Z[
1
Np ])/p
r ·K2(Z[ 1Np ]). Since Z[ 1Np ] is
euclidean, by [19, The´ore`me 1] and the well-known description ofK2(Q), we get thatK2(Z[
1
Np ])/p
r·
K2(Z[
1
Np ]) is cyclic of order p
r.
The second assertion follows from the short exact sequence (48) since J acts trivially on the
right-hand side term Z/prZ. 
Lemma 4.17 proves point (i) of Theorem 4.15. Fix a prime n above N in Q(ζpr ). There is
a canonical Gal(Lr/Q)-equivariant group isomorphism Pic(Ar) ∼−→ Cr/C where Cr is the class
group of Lr and C is the subgroup of Cr generated by the classes of the primes in Tr (cf. for
instance [34, Proposition (8.3.11) (ii)]). Thus, Lemma 4.17 gives a canonical group isomorphism
(49) J · Kr/J2 · Kr ∼−→ (Cr/(C + J · Cr + pr · Cr))(−1) .
We have denoted (abusively) by J the augmentation ideal of Z[Gal(Lr/Q(ζpr ))], which acts on
Cr, although J is properly speaking the augmentation ideal of Λr ≃ Zp[Gal(Lr/Q(ζpr ))] (the
point of this abuse is that Cr is not a p-group a priori, so we have to work with Z-coefficients).
Let NCr be the kernel of the norm from Cr to the class group of Q(ζpr ). The group NCr/J · Cr
is well understood in this case, thanks to genus theory. We now explain the result, following [16].
Let Gal(Lr/Q(ζpr))
(Gal(Q(ζpr )/Q)) be the product of copies of Gal(Lr/Q(ζpr )) indexed by the
elements Gal(Q(ζpr )/Q) (which we identify with Gal(Lr/Kr) as usual). It is equipped with
an action of Gal(Q(ζpr )/Q) given as follows. If τ0 ∈ Gal(Q(ζpr )/Q) and (gτ )τ∈Gal(Q(ζpr )/Q) ∈
Gal(Lr/Q(ζpr))
(Gal(Q(ζpr )/Q)), then we let
τ0 · (gτ )τ∈Gal(Q(ζpr )/Q) = (gτ ·τ−10 )τ∈Gal(Q(ζpr )/Q) .
Let f : Q(ζpr )
× → Gal(Lr/K)(Gal(Q(ζpr )/Q)) be given by
f(x) =
((
x, Lr/Q(ζpr )
τ(n)
))
τ∈Gal(Q(ζpr )/Q)
where
(·,Lr/Q(ζpr )
τ(n)
)
is the norm residue symbol of the extension Lr/Q(ζpr ) at the prime τ(n).
The group homomorphism f is Gal(Q(ζpr )/Q)-equivariant. This follows from the equality, for
all x ∈ Q(ζpr )× and τ ∈ Gal(Q(ζpr )/Q), in Gal(Lr/Q(ζpr )):
(50)
(
x, Lr/Q(ζpr )
τ(n)
)
=
(
τ−1(x), Lr/Q(ζpr )
n
)
.
We let U = f(Z[ζpr ]
×). By local class field theory, the kernel of the restriction of f to U is
the set of elements of U which are everywhere locally norms of element of Lr. Since Lr/Q(ζpr)
is cyclic, the Hasse norm theorem shows that this kernel is Z[ζpr ]
× ∩ NormLr/Q(ζpr )(Z[ζpr ]×).
Thus, we have a canonical isomorphism
(51) U
∼−→ Z[ζpr ]×/
(
Z[ζpr ]
× ∩ NormLr/Q(ζpr )(Z[ζpr ]×)
)
.
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Let a be an ideal class in NCr and I be a fractional ideal of Lr whose class is in a. There is
some α ∈ Q(ζpr )× such that NormLr/Q(ζpr )(I) = (α). One easily checks that the map a 7→ f(α)
modulo U is well-defined, i.e. is independent of the choice of I and α. We have thus constructed
a canonical Gal(Q(ζpr )/Q)-equivariant group homomorphism
fˆ : NCr → Gal(Lr/Q(ζpr ))(Gal(Q(ζpr )/Q))/U .
The following result follows from [22, Proposition 3.1] applied with E = Q(ζpr ) and F = Lr.
Lemma 4.18. (i) The kernel of fˆ is J · Cr.
(ii) The image of fˆ is Gal(Lr/Q(ζpr))
(Gal(Q(ζpr )/Q)),0/U , where
Gal(Lr/Q(ζpr ))
(Gal(Q(ζpr )/Q)),0 = {(gτ )τ∈Gal(Q(ζpr )/Q) ∈ Gal(Lr/Q(ζpr ))(Gal(Q(ζpr )/Q)),
∏
τ∈Gal(Q(ζpr )/Q)
gτ = 1} .
We get a group isomorphism
(52) fˆ ′ : ((NCr/J · Cr)⊗Z Zp)(−1)
∼−→
(
Gal(Lr/Q(ζpr ))
(Gal(Q(ζpr )/Q)),0/U
)
(−1)
.
There is a group isomorphism(
Gal(Lr/Q(ζpr ))
(Gal(Q(ζpr )/Q)),0
)
(−1)
∼−→ Gal(Lr/Q(ζpr ))
given by
(gτ )τ∈Gal(Q(ζpr )/Q) 7→
∏
τ∈Gal(Q(ζpr )/Q)
g
χ−1p (τ)
τ .
Note that Gal(Lr/Q(ζpr)) ≃ Z/prZ is a p-group, so gχ
−1
p (τ)
τ makes sense. By [22, Lemma 2.7],
we have
(53)
(
Z[ζpr ]
× ⊗Z Zp
)
(−1)
= 0
(we are using the fact that χ−1p 6≡ χp (modulo pr) since p > 3). Thus, the image of U in(
Gal(Lr/Q(ζpr ))
(Gal(Q(ζpr )/Q)),0
)
(−1)
is trivial. Consequently, we have
(54)
(
Gal(Lr/Q(ζpr ))
(Gal(Q(ζpr )/Q)),0/U
)
(−1)
≃ Z/prZ .
Since p does not divide the numerator of B2 =
1
6 , the Herbrand–Ribet theorem shows that
(Pic(Z[ζp])⊗Z Zp)(−1) is trivial. By Nakayama’s lemma, it follows that
(55) (Pic(Z[ζpr ])⊗Z Zp)(−1) = 0
Thus, we have (Cr ⊗Z Zp)(−1) = (NCr ⊗Z Zp)(−1) and
(56) ((NCr/J · Cr)⊗Z Zp)(−1) = ((Cr/J · Cr)⊗Z Zp)(−1) .
Since the primes above p in Lr are fixed by Gal(Lr/Kr), we have
(57) (Cr/(C + J · Cr + pr · Cr))(−1) = (Cr/(C′ + J · Cr + pr · Cr))(−1)
where C′ ⊂ Cr is generated by the classes of primes above N in Cr.
The multiplication by a generator of J gives a surjective group homomorphism Kr/J · Kr ։
J · Kr/J2 · Kr. Thus, J · Kr/J2 · Kr is a cyclic group of order dividing pr. By (49), (52), (54),
(56) and (57), the group J · Kr/J2 · Kr is cyclic of order pr if and only if fˆ ′((C′⊗Z Zp)(−1)) = 0.
Let I be the group of fractional ideals of Q(ζpr ). By (53) and (55), we have
(58) (I ⊗Z Zp)(−1) = (Q(ζpr )× ⊗Z Zp)(−1) .
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Recall that we have fixed a prime ideal n above N in I. By (58), the image of n in (I ⊗ZZp)(−1)
is some x ∈ (Q(ζpr )×⊗ZZp)(−1). We let u˜ be any lift of x in Q(ζpr )×⊗ZZp and u be the image
of u˜ in Q(ζpr )
× ⊗Z Z/prZ. By the discussion above, J · Kr/J2 · Kr is a cyclic group of order pr
if and only if we have, in Gal(Lr/Q(ζpr )):∏
τ∈Gal(Q(ζpr )/Q)
(
u, Lr/Q(ζpr)
τ(n)
)χ−1p (τ)
= 1 .
(this does not depend on the choice of u˜). By (50), this is equivalent to(∏
τ∈Gal(Q(ζpr )/Q)
τ−1(u)χ
−1
p (τ), Lr/Q(ζpr )
n
)
= 1 .
Note that we have written the Zp-module structure of Q(ζpr )
× ⊗Z Z/prZ multiplicatively. Let
uχ−1p =
∏
τ∈Gal(Q(ζpr )/Q)
τ(u)χp(τ) ∈ (Q(ζpr )× ⊗Z Z/prZ)(−1) .
(again, this does not depend on the choice of u˜). To conclude the proof of Theorem 4.15, it
suffices to prove the following result.
Lemma 4.19. The following assertions are equivalent.
(i) We have
(u
χ
−1
p
,Lr/Q(ζpr )
n
)
= 1.
(ii) We have
∑N−1
2
k=1 k · log(k) ≡ 0 (modulo pr).
Proof. We first relate uχ−1p to a Gauss sum. Let ωN : (Z/NZ)
× → Z×N be the Teichmu¨ller
character, characterized by ωN(a) ≡ a (modulo N) for all a ∈ (Z/NZ)×. Let
Gr =
∑
a∈(Z/NZ)×
ωN (a)
−N−1pr · ζaN ∈ Z[ζpr , ζN ],
where we view ω
N−1
pr
N as taking values in the p
rth root of unity of Z[ζpr ] using the choice of n.
Galois theory shows that Gprr ∈ Q(ζpr ). Thus, we have Gr ∈ Lr. Let
Gr,χ−1p =
∏
τ∈Gal(Q(ζpr )/Q)
τ(Gr)χp(τ) ∈ (L×r ⊗Z Z/prZ)(−1) .
Lemma 4.20. The inclusion Q(ζpr ) →֒ Lr gives a group isomorphism
(Q(ζpr )
× ⊗Z Z/prZ)(−1) ∼−→
(
(L×r ⊗Z Z/prZ)(−1)
)Gal(Lr/Q(ζpr ))
where the Gal(Lr/Q(ζpr )) in the exponent means the invariants by Gal(Lr/Q(ζpr )).
Proof. The long exact sequence of cohomology attached to the short exact sequence of Gal(Lr/Q(ζpr ))-
modules 1→ µpr → L×r p
r
−→ (L×r )p
r → 1 gives us, using Hilbert 90:
(59) 1→ µpr → Q(ζpr )× p
r
−→ Q(ζpr )× ∩ (L×r )p
r → H1(Gal(Lr/Q(ζpr)), µpr )→ 1
and
(60) 1→ H1(Gal(Lr/Q(ζpr )), (L×r )p
r
)→ H2(Gal(Lr/Q(ζpr )), µpr ) .
The long exact sequence of cohomology attached to the short exact sequence of Gal(Lr/Q(ζpr ))-
modules 1→ (L×r )p
r → L×r → L×r ⊗Z Z/prZ→ 1 gives us, using Hilbert 90:
(61)
1→ Q(ζpr )×∩(L×r )p
r → Q(ζpr )× → (L×r ⊗ZZ/prZ)Gal(Lr/Q(ζpr )) → H1(Gal(Lr/Q(ζpr)), (L×r )p
r
)→ 1 .
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Since p > 3, we have χ−1p 6≡ χp (modulo p), so we get:
(62) H1(Gal(Lr/Q(ζpr )), µpr )
(−1) = H2(Gal(Lr/Q(ζpr)), µpr )
(−1) = 1 .
Combining (59) and (62), we get
(63)
(
Q(ζpr )
× ∩ (L×r )p
r
/(Q(ζpr )
×)p
r
)(−1)
= 1 .
Combining (60) and (62), we get
(64) H1(Gal(Lr/Q(ζpr )), (L
×
r )
pr )(−1) = 1 .
Combining (61) and (64), we get
(65)
(
(L×r ⊗Z Z/prZ)(−1)
)Gal(Lr/Q(ζpr ))
=
(
Q(ζpr )
×/Q(ζpr)
× ∩ (L×r )p
r
)(−1)
.
We have an exact sequence
(66)
1→ Q(ζpr )×∩(L×r )p
r
/(Q(ζpr )
×)p
r → Q(ζpr )×/(Q(ζpr )×)pr → Q(ζpr )×/Q(ζpr )×∩(L×r )p
r → 1 .
Lemma 4.21. We have
H1
(
Gal(Q(ζpr )/Q),
(
Q(ζpr )
× ∩ (L×r )p
r
/(Q(ζpr )
×)p
r
)
⊗Z/prZ µpr
)
= 1 .
Proof. Since Gal(Q(ζpr )/Q) is cyclic, the Herbrand quotient of
(
Q(ζpr )
× ∩ (L×r )p
r
/(Q(ζpr )
×)p
r)⊗Z/prZ
µpr is well-defined, and is trivial since this last group is finite by Kummer theory. By (63), we
have
H0
(
Gal(Q(ζpr )/Q),
(
Q(ζpr )
× ∩ (L×r )p
r
/(Q(ζpr )
×)p
r
)
⊗Z/prZ µpr
)
= 1 .
Using the previous remark on the Herbrand quotient, this proves that
H1
(
Gal(Q(ζpr )/Q),
(
Q(ζpr )
× ∩ (L×r )p
r
/(Q(ζpr )
×)p
r
)
⊗Z/prZ µpr
)
= 1 .

Combining Lemma 4.21, (63) and (66), we get a group isomorphism:
(67)
(
Q(ζpr )
×/(Q(ζpr )
×)p
r
)(−1) ∼−→ (Q(ζpr )×/Q(ζpr )× ∩ (L×r )pr)(−1) .
To conclude the proof of Lemma 4.20, it suffices to combine (61), (64) and (67).

We have Gr,χ−1p ∈
(
(L×r ⊗Z Z/prZ)(−1)
)Gal(Lr/Q(ζpr ))
. By Lemma 4.20, there is a unique
gr,χ−1p ∈ (Q(ζpr )× ⊗Z Z/prZ)(−1) such that Gr,χ−1p is the image of gr,χ−1p in (L×r ⊗Z Z/prZ)(−1).
Lemma 4.22. There exists α ∈ (Z/prZ)× such that gr,χ−1p = uαχ−1p .
Proof. Let IQ(ζpr ) (resp. CQ(ζpr )) be the group of fractional ideals (resp. the class group) of
Q(ζpr ). Similarly, let ILr be the group of fractional ideals of Lr. We have an exact sequence
1→ Z[ζpr ]× → Q(ζpr )× → IQ(ζpr ) → CQ(ζpr ) → 1 .
The snake lemma gives an exact sequence
(68) 1→ CQ(ζpr )[pr]→ (Q(ζpr )×/Z[ζpr ]×)⊗Z Z/prZ→ IQ(ζpr ) ⊗Z Z/prZ .
Lemma 4.23. We have (CQ(ζpr )[pr])(−1) = 1.
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Proof. It suffices to show that (CQ(ζpr )[pr])(−1)[p] = 1, i.e. that (CQ(ζpr )[p])(−1) = 1. If M is
a Gal(Q(ζp)/Q)-module and i ∈ Z, let M [i] (resp. M[i]) be the subgroup (resp. the maximal
quotient) of M on which Gal(Q(ζp)/Q) acts by ω
i
p. It suffices to show that (CQ(ζpr )[p])[−1] = 1.
It suffices to show that (CQ(ζpr ))[−1] = 1, or equivalently that (CQ(ζpr ))[−1] = 1. By Nakayama’s
lemma, it suffices to show that (CQ(ζp))[−1] = 1, which follows from the Herbrand–Ribet theorem
since p does not divide B2 =
1
6 . 
By (68), we get an embedding
(69)
(
(Q(ζpr )
×/Z[ζpr ]
×)⊗Z Z/prZ
)(−1) →֒ (IQ(ζpr ) ⊗Z Z/prZ)(−1) .
Lemma 4.24. The map(
Q(ζpr )
× ⊗Z Z/prZ
)(−1) → ((Q(ζpr )×/Z[ζpr ]×)⊗Z Z/prZ)(−1)
is an isomorphism.
Proof. We have an exact sequence
(70)
1→ Z[ζpr ]×/Z[ζpr ]×∩ (Q(ζpr )×)pr → Q(ζpr )×⊗ZZ/prZ→ (Q(ζpr )×/Z[ζpr ]×)⊗ZZ/prZ→ 1 .
To prove Lemma 4.24, it suffices to prove that
(71) H0
(
Gal(Q(ζpr )/Q),
(
Z[ζpr ]
×/Z[ζpr ]
× ∩ (Q(ζpr )×)pr
)
⊗Z/prZ µpr
)
= 1
and
H1
(
Gal(Q(ζpr )/Q),
(
Z[ζpr ]
×/Z[ζpr ]
× ∩ (Q(ζpr )×)pr
)
⊗Z/prZ µpr
)
= 1 .
Since Gal(Q(ζpr )/Q) is cyclic and
(
Z[ζpr ]
×/Z[ζpr ]
× ∩ (Q(ζpr )×)pr
)⊗Z/prZ µpr is a finite group,
a Herbrand quotient argument like in Lemma 4.21 shows that it suffices to prove (71). We have
an exact sequence
1→ Z[ζpr ]×∩(Q(ζpr )×)pr/(Z[ζpr ]×)pr → Z[ζpr ]×/(Z[ζpr ]×)pr → Z[ζpr ]×/Z[ζpr ]×∩(Q(ζpr )×)pr → 1 .
To prove (71), it thus suffices to prove that
(72) (Z[ζpr ]
× ⊗Z Z/prZ)(−1) = 1
and
(73) H1
(
Gal(Q(ζpr )/Q),
(
Z[ζpr ]
× ∩ (Q(ζpr )×)pr/(Z[ζpr ]×)pr
)
⊗Z/prZ µpr
)
= 1 .
The equality (72) follows from [22, Lemma 2.7]. As before, a Herbrand quotient argument shows
that to prove (73), it suffices to prove
H0
(
Gal(Q(ζpr )/Q),
(
Z[ζpr ]
× ∩ (Q(ζpr )×)pr/(Z[ζpr ]×)pr
)
⊗Z/prZ µpr
)
= 1 ,
which follows from (72). 
By (69) and Lemma 4.24, we get an embedding
(74)
(
Q(ζpr )
× ⊗Z Z/prZ
)(−1) →֒ (IQ(ζpr ) ⊗Z Z/prZ)(−1) .
By (74), in order to prove Lemma 4.22 it suffices to prove that there exists α ∈ (Z/prZ)×
such that uχ−1p and g
α
r,χ−1p
have the same image in (IQ(ζpr ) ⊗Z Z/prZ)(−1). Let IN ⊂ IQ(ζpr )
be the subgroup generated the ideals above N in Q(ζpr ). This is a direct summand of the free
Z-module IQ(ζpr ). Thus, we have an embedding (IN ⊗Z Z/prZ)(−1) →֒ (IQ(ζpr ) ⊗Z Z/prZ)(−1).
Furthermore, the group (IN ⊗Z Z/prZ)(−1) is cyclic of order pr.
By definition, the image of uχ−1p in (IQ(ζpr )⊗ZZ/prZ)(−1) is a generator of (IN⊗ZZ/prZ)(−1).
To conclude the proof of Proposition 4.22, it suffices to prove that the image of gr,χ−1p in
(IQ(ζpr ) ⊗Z Z/prZ)(−1) is a generator of (IN ⊗Z Z/prZ)(−1). We first prove that this image
lies in (IN ⊗Z Z/prZ)(−1). Let N be the unique prime ideal of Lr above the fixed prime ideal n
of Q(ζpr ) dividing N . If τ ∈ Gal(Q(ζpr )/Q), let Repr(τ) be the unique integer in {1, ..., pr − 1}
such that τ(ζpr ) = ζ
Repr(τ)
pr . We have the following prime ideal decomposition in Lr (cf. for
instance [15, Section 4]):
(75) (Gr) =
∏
τ∈Gal(Q(ζpr )/Q)
τ(N)Repr(τ
−1) .
This allows us to compute the image of Gr,χ−1p in ILr ⊗Z Z/prZ, which is
(76)
 ∏
τ∈Gal(Q(ζpr )/Q)
τ(N)Repr(τ
−1)

∑pr−1
k=1 k
2
= 1
since
∑pr−1
k=1 k
2 ≡ 0 (modulo pr). The kernel of the map IQ(ζpr ) ⊗Z Z/prZ → ILr ⊗Z Z/prZ is
IN ⊗Z Z/prZ. By (76), the image of gr,χ−1p in (IQ(ζpr ) ⊗Z Z/prZ)(−1) is in (IN ⊗Z Z/prZ)(−1).
Thus, there exists α ∈ Z/prZ such that gr,χ−1p = uαχ−1p . In order to prove that α ∈ (Z/p
rZ)×, it
suffies to prove the following result.
Lemma 4.25. The element gr,χ−1p is not a pth power in (Q(ζpr )
× ⊗Z Z/prZ)(−1).
Proof. For the sake of a contradiction, assume that gr,χ−1p is a pth power in (Q(ζpr )
× ⊗Z
Z/prZ)(−1). In particular, the image of Gr,χ−1p in L×r ⊗Z Z/pZ is trivial. Thus, we have
(77)
∏
τ∈Gal(Q(ζp)/Q)
τ
 ∏
τ ′∈Gal(Q(ζpr )/Q(ζp))
τ ′(Gr)
ωp(τ) = 1 in (L×r ⊗Z Z/pZ)(−1) .
Note that
∏
τ ′∈Gal(Q(ζpr )/Q(ζp))
τ ′(Gr) = NormLr/Kr(ζp)(Gr).
Lemma 4.26. (i) The map (Kr(ζp)
× ⊗Z Z/pZ)(−1) → (L×r ⊗Z Z/pZ)(−1) is injective.
(ii) The map (L×1 ⊗Z Z/pZ)(−1) → (Kr(ζp)× ⊗Z Z/pZ)(−1) is injective.
Proof. This follows by considering the cohomology of the exact sequences 1 → µp → L×r →
(L×r )
p → 1 and 1→ µp → Kr(ζp)× → (Kr(ζp)×)p → 1 as in the proof of Lemma 4.20. 
By (77), we get that
(78)
∏
τ∈Gal(Q(ζp)/Q)
τ
(
NormLr/Kr(ζp)(Gr)
)ωp(τ)
is a pth power in (Kr(ζp)
× ⊗Z Zp)(ω−1p ) .
Here, if M is a Zp[Gal(Q(ζp)/Q)], module, we let M
(ω−1p ) be the submodule of M on which
Gal(Q(ζp)/Q) acts by ω
−1
p .
Lemma 4.27. We have, in (Kr(ζp)
× ⊗Z Zp)(ω−1p ):∏
τ∈Gal(Q(ζp)/Q)
τ(NormLr/Kr(ζp)(Gr))ωp(τ) =
∏
τ∈Gal(Q(ζp)/Q)
τ(G1)ωp(τ) .
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Proof. Using (75), one checks that both sides have the same image in (IKr(ζp)⊗Z Zp)(ω
−1
p ). One
then uses the fact that the map (Kr(ζp)
×⊗ZZp)(ω−1p ) → (IKr(ζp)⊗ZZp)(ω
−1
p ) is injective by [22,
Lemma 2.7] since ω−1p 6= ωp and ω−1p is odd. 
By Lemma 4.26 (ii), (78) and Lemma 4.27, we get that
∏
τ∈Gal(Q(ζp)/Q)
τ(G1)ωp(τ) is a pth
power in L×1 ⊗Z Zp. This contradicts [22, Proposition 3.4]. 
This concludes the proof of Lemma 4.22. 
By Lemma 4.22, in order to conclude the proof of Lemma 4.19, it suffices to prove the following
result.
Lemma 4.28. The following assertions are equivalent.
(i) We have
(g
r,χ
−1
p
,Lr/Q(ζpr )
n
)
= 1.
(ii) We have
∑N−1
2
k=1 k · log(k) ≡ 0 (modulo pr).
Proof. Let L : QN(ζN )× ⊗Z Z/prZ→ Z/prZ be the group homomorphism defined by
L(a⊗ b) = log
(
a
(1 − ζN )vN (a)
)
· b
where a ∈ QN (ζN )×, vN (a) is the N -adic valuation of a (normalized by vN (1 − ζN ) = 1),
a
(1−ζN )vN (a)
is the reduction of a
(1−ζN )vN (a)
modulo (1− ζN ) and b ∈ Z/prZ. We have
N =
N−1∏
i=1
(ζiN − 1) ,
so
(79) L(N ⊗ 1) = L
(
N
(ζN − 1)N−1 ⊗ 1
)
≡ log((N − 1)!) ≡ 0 (modulo pr).
Let N′ be the prime above n in Q(ζpr , ζN ). We let L′ : Q(ζN , ζpr )× ⊗Z Z/prZ→ Z/prZ be the
composition of L with the group homomorphism Q(ζN , ζpr ) ⊗Z Z/prZ → QN (ζN )× ⊗Z Z/prZ
induced by the N′-adic completion. Let L′′ : Q(ζpr )× ⊗Z Z/prZ → Z/prZ be the composition
of L′ with the group homomorphism Q(ζpr )× ⊗Z Z/prZ→ Q(ζN , ζpr )× ⊗Z Z/prZ.
One easily sees that the N-adic completion of Lr is the extension of QN obtained by adjoining
a prth root of N . The classical properties of the norm residue symbol (recalled for instance in
[22, Section 3.1]) show that
(g
r,χ
−1
p
,Lr/Q(ζpr )
n
)
= 1 if and only if L′′
(
gr,χ−1p −N ⊗ v
)
= 0 where
v ∈ Z/prZ is the n-adic valuation of gr,χ−1p . By (79), this is equivalent to L′′(gr,χ−1p ) = 0. By
definition of gr,χ−1p , this is equivalent to L′(Gr,χ−1p ) = 0 where Gr,χ−1p is viewed abusively as an
element of Q(ζN , ζpr )
× ⊗Z Z/prZ.
It is well-known (cf. for instance [15, Section 2]) that we have, for all τ ∈ Gal(Q(ζpr )/Q):
τ(Gr)
(ζN − 1)Repr(τ)·
N−1
pr
≡ − 1
(Repr(τ) · N−1pr )!
(modulo N′).
where we recall that Repr(τ) is the unique integer in {0, 1, ..., pr−1} such that τ(ζpr ) = ζRepr(τ)pr .
Thus, we have in Z/prZ:
(80) L′(Gr,χ−1p ) =
pr−1∑
a=1
gcd(a,p)=1
a · log
(
− 1
(a · N−1pr )!
)
.
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In order to conclude the proof of Lemma 4.28, it suffices to prove the following identity.
Lemma 4.29. We have:
pr−1∑
a=1
gcd(a,p)=1
a · log((a · N − 1
pr
)!) ≡ −2 · (p− 1)
3
·
N−1
2∑
k=1
k · log(k) (modulo pr) .
Proof. We prove this by induction on r. Let s be an integer such that 1 ≤ s ≤ r. We follow
the computations of the forthcoming work of Karl Schaefer and Eric Stubley, but we do them
modulo ps and not modulo p as they do. We have, in Z/psZ:
N−1∑
k=1
k2 · log(k) =
ps−1∑
a=1
N−1
ps −1∑
b=0
(a+ b · ps)2 · log(a+ b · ps)
=
ps−1∑
a=1
N−1
ps −1∑
b=0
a2 · log(a+ b · ps)
=
ps−1∑
a=1
a2 ·
N−1
ps −1∑
b=0
log(
a
ps
+ b)
where in the last equality we used the fact that
∑ps−1
a=1 a
2 ≡ 0 (modulo ps).
Let ΓN : ZN → Z×N be the Morita N -adic Gamma function. This is the unique continuous
function ZN → Z×N satisfying ΓN (n) = (−1)n ·
∏
1≤i≤n−1, pgcd(n,N)=1 i if n > 1 is an integer. We
will use the following properties of ΓN :
(i) ΓN(0) = 1.
(ii) If x, y ∈ ZN are such that x ≡ y (modulo N), then ΓN(x) ≡ ΓN (y) (modulo N).
(iii) If x ∈ ZN is such that for all integer k in {0, ..., N−1ps −1} we have x+k 6≡ 0 (modulo N),
then we have
N−1
ps −1∏
k=0
ΓN (x+ k) = (−1)
N−1
ps · ΓN (x+
N−1
ps )
ΓN (x)
.
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Thus, we have:
N−1∑
k=1
k2 · log(k) =
ps−1∑
a=1
a2 · log
(
ΓN (
a
ps +
N−1
ps )
ΓN (
a
ps )
)
=
ps−1∑
a=1
a2 · log
(
ΓN (
a−1
ps )
ΓN (
a
ps )
)
=
ps−1∑
a=1
(
(a+ 1)2 − a2) · log(ΓN ( a
ps
))
=
ps−1∑
a=1
(
(a+ 1)2 − a2) · log(ΓN (−N − 1
ps
· a))
=
ps−1∑
a=1
(
(ps − a+ 1)2 − (ps − a)2) · log(ΓN (1 + a · N − 1
ps
))
=
ps−1∑
a=1
(
(ps − a+ 1)2 − (ps − a)2) · log((a · N − 1
ps
)!) .
Similarly, we have in Z/psZ:
N−1∑
k=1
k · log(k) =
ps−1∑
a=1
N−1
ps −1∑
b=0
(a+ b · ps) · log(a+ b · ps)
=
ps−1∑
a=1
a ·
N−1
ps −1∑
b=0
log(
a
ps
+ b)
=
ps−1∑
a=1
a · log
(
ΓN (
a
ps +
N−1
ps )
ΓN (
a
ps )
)
=
ps−1∑
a=1
a · log
(
ΓN (
a−1
ps )
ΓN (
a
ps )
)
=
ps−1∑
a=1
(a+ 1− a) · log(ΓN ( a
ps
))

Since
∑N−1
k=1 k · log(k) = 0, we get
∑ps−1
a=1 log(ΓN (
a
ps )) ≡ 0 (modulo ps). Thus, we have:
N−1∑
k=1
k2 · log(k) ≡ −2 ·
ps−1∑
a=1
a · log((a · N − 1
ps
)!) .
By Lemma 5.12 (which is independent of everything else in this paper), we have:
(81)
ps−1∑
a=1
a · log((a · N − 1
ps
)!) ≡ 2
3
·
N−1
2∑
k=1
k · log(k) (modulo ps).
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This proves Lemma 4.29 for r = 1. Assume that Lemma 4.29 is true for all 1 ≤ s < r. We have:
pr−1∑
a=1
a · log((a · N − 1
pr
)!) ≡
r−1∑
s=0
pr−s−1∑
a=1
gcd(a,p)=1
ps · a · log(N − 1
pr
· ps · a) (modulo pr).
By the induction hypothesis and (81), we have:
pr−1∑
a=1
gcd(a,p)=1
a · log((a · N − 1
pr
)!) ≡ 2
3
· (1 −
r−1∑
s=1
ps · (1− p))
Since
∑r−1
s=1 p
s ≡ − pp−1 (modulo pr), this concludes the induction, and thus the proof of Lemma
4.29. 
This concludes the proof of Lemma 4.19. 
This concludes the proof of Theorem 4.15. 
By point Theorem 4.15 (i), we have a group isomorphism Kr/J · Kr ≃ Z/prZ. Such an
isomorphism follows canonically from the choice of log we have made throughout the article. If
x, y ∈ Z[ζN , 1Np ]×, we let (x, y)r be the image of the Steinberg symbol {x, y} ∈ K2(Z[ζN , 1Np ])
in Kr via the norm map K2(Z[ζN , 1Np ])→ K2(Or).
Proposition 4.30. There is a unique group isomorphism
ιr : Kr/J · Kr ∼−→ Z/prZ
such that for all u and v in (Z/NZ)×, we have
ιr ((1− ζuN , 1− ζvN )r) ≡ log
(u
v
)
∈ Z/prZ .
Proof. By Matsumoto’s Theorem [38, Theorem 4.3.15], we have a map K2(Q(ζN )) → Z/prZ
given by the Hilbert symbol
{x, y} 7→ log
(
yv(x)
xv(y)
)
.
Here, v is the N -adic valuation and y
v(x)
xv(y)
is the reduction modulo the prime above N in Z[ζN ]
of y
v(x)
xv(y)
. Composing with the (injective) map K2(Z[ζN ,
1
Np ]) → K2(Q(ζN )), we get a map
ϕ : K2(Z[ζN ,
1
Np ]) → Z/prZ such that ϕ({1 − ζuN , 1 − ζvN}) ≡ log(uv ) modulo pr. The map
ϕ is Gal(Q(ζN )/Q)-equivariant, where the action of Gal(Q(ζN )/Q) on Z/p
rZ is trivial. By
[34, Proposition 3.3.11], this induces the map ιr of the statement (which is unique because the
elements log(uv ) generate Z/p
rZ). 
Let ∆r = [x] − [1] ∈ Λr where x ∈ Pr is such that log(x) ≡ 1 (modulo pr). The element
∆r is a generator of J . The multiplication by ∆r gives a natural surjective homomorphism
δ′r : Kr/J · Kr → J · Kr/J2 · Kr, which is an isomorphism if and only if n(r, p) ≥ 2. In this case,
we define δr : Z/p
rZ
∼−→ J · Kr/J2 · Kr by δr = δ′r ◦ ι−1r .
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4.5. Refined Sharifi theory. We follow the notation of sections 4.2, 4.3 and 4.4. In this section,
we explain, inspired by Sharifi [14], the link between H1(X
(pr)
1 (N), C
(pr)
0 ,Zp) and the K-group
Kr studied in section 4.4.
As in section 4.2, if u, v ∈ (Z/NZ)×, we have the Manin symbol ξΓ1(N)([u, v]) ∈ H˜Γ1(N).
Recall that M0Γ1(N) = Zp[((Z/NZ)
×)2/±]. Following Goncharov [17], consider the map
̟′ :M0Γ1(N) → K2
(
Z[ζN ,
1
Np
]
)
⊗Z Zp
given by
̟′ ([u, v]) = {1− ζuN , 1− ζvN} ⊗ 1 .
Lemma 4.31. The map ̟′ is even with respect to the complex conjugation c. It factors through
ξΓ1(N). Hence we get a map
̟ :
(
H˜Γ1(N)
)
+
→ K2
(
Z[ζN ,
1
Np
]
)
⊗Z Zp
such that
̟
(
(1 + c) · ξΓ1(N)([u, v])
)
= {1− ζuN , 1− ζvN} .
Proof. The proof is the same as the proof of [8, Theorem 5.1] (also independently found by
Sharifi). We give the proof here for the convenience of the reader. By Proposition 4.3, it suffices
to prove the following equalities for all u, v ∈ (Z/NZ)×:
(i) ̟′([−u, v]) = ̟′([u, v]).
(ii) ̟′([u, v]) +̟′([−v, u]) = 0.
(iii) If u+ v 6= 0, we have ̟′([u, v]) +̟′([−(u + v), u]) +̟′([v,−(u+ v)]) = 0.
(iv) ̟′([u,−u]) = 0.
These equalities follow from those general identities.
(a) The Steinberg relations. If x ∈ Z[ζN , 1Np ]× and 1 − x ∈ Z[ζN , 1Np ]×, then we have
{x, 1− x} = 0.
(b) Antisymmetry. For all x, y ∈ Z[ζN , 1Np ]×, we have {x, y} = −{y, x}.
(c) For all root of unity ζ of order prime to p and all x ∈ Z[ζN , 1Np ]×, we have {ζ, x} = 0.
We prove (i). We have ̟′([−u, v]) = {1− ζ−uN , 1− ζvN} = {ζuN − 1, 1− ζvN} − {ζuN , 1 − ζvN} =
{ζuN − 1, 1− ζvN} = {1− ζuN , 1− ζvN} = ̟′([u, v]).
We prove (ii). We have̟([−v, u]) = {1−ζ−vN , 1−ζuN} = {1−ζvN , 1−ζuN} = −{1−ζuN , 1−ζvN} =
−̟([u, v]).
We prove (iii). Note that we have
ζvN · (1− ζuN )
1− ζu+vN
+
1− ζvN
1− ζu+vN
= 1 .
This shows that {
ζvN · (1 − ζuN )
1− ζu+vN
,
1− ζvN
1− ζu+vN
}
= 0 .
Using the facts above and the bilinearity of {·, ·}, this proves (iii). We have: {1− ζ−uN , 1− ζuN} =
{1− ζuN , 1− ζuN} = 0, which proves (iv). 
The following conjecture is inspired by the work of Sharifi. We refer to [14, Section 2] for
details about Sharifi’s conjectures. However, our situation is not considered by Sharifi and
Fukaya–Kato, who consider modular curves of level divisible by p [40, Section 5.2].
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Conjecture 4.32. The map ̟ is annihilated by the Hecke operator Tn−
∑
d|n,gcd(d,N)=1
n
d · 〈d〉
for all n ≥ 1 such that gcd(n, p) = 1.
We end this section by stating a conjecture about our K-groups generalizing Theorem 4.15.
The norm map gives a group homomorphism K2
(
Z[ζN ,
1
Np ]
)
⊗Z Zp → Kr sending {x, y}⊗ 1 to
(x, y)r. By Proposition 4.5, the map ̟ induces a Λr-module homomorphism
̟(p
r) :
(
H˜(p
r)
)
+
→ Kr
such that
̟(p
r)
(
(1 + c) · ξ
Γ
(pr )
1 (N)
([u, v])
)
= (1− ζuN , 1− ζvN )r
for all u, v ∈ (Z/NZ)×. By Proposition 4.30, the map ̟(pr) is surjective modulo J , so it is
surjective.
Conjecture 4.33. The map ̟(p
r) induces an isomorphism of Λr-modules(
H˜(p
r)
)
+
/
(
I˜∞ + (p
r)
)
·
(
H˜(p
r)
)
+
∼−→ Kr .
The Λr-module Kr is cyclic generated by (1− ζxN , 1− ζyN )r for all x, y ∈ (Z/NZ)× such that
xy−1 is not a pth power. Using Stickelberger theory, one can show that the annihilator of Kr
in Λr contains (p
r) + (ζ(p
r)). Theorem 4.11 gives us the following structure theorem for the
Λr-module Kr.
Proposition 4.34. Assume Conjecture 4.32. Then Conjecture 4.33 is true if and only if the
annihilator of Kr in Λr is (ζ(pr)) + (pr).
If r = 1, this is true if and only if the Fp-rank of K1 is the largest integer i ∈ {1, 2, ..., p− 1}
such that for all 1 ≤ j < i, we have∑
k∈(Z/NZ)×
B2
(
k
N
)
· log(k)j ≡ 0 (modulo p)
(this is a particular case for χ = ω−1p of [22, Conjecture 1.10]).
Using the computer software PARI/GP, Nicolas Mascot checked the truth of the last condition
(when r = 1) of Proposition 4.34 for p = 5 and N ≤ 12791, thus proving Conjecture 4.33
(assuming Conjecture 4.32) for theses values of N and p. He did the computation with K1
replaced by the ω−1p -part C(ω−1p ) of the class group of Lr modulo p, since one can show that
C(ω−1p ) and K1 are isomorphic Λ1-modules.
4.6. Evidence in favor of Conjecture 4.32. We follow the notation of section 4.5. We give
some evidence in favor of Conjecture 4.32.
The following result was proved in level Γ1(p) and weight 2 by Busioc [8, Theorem 1.1] (and
independently by Sharifi) and her proof can be adapted directly to our case. We reproduce it
here for the convenience of the reader.
Theorem 4.35. The map ̟ is annihilated by the Hecke operators T2− 2−〈2〉 and T3− 3−〈3〉.
Proof. The proof relies on explicit formulas for Hecke operators acting on Manin symbols [29].
For each integer n ≥ 1 prime to N , let
Xn =
{(
a b
c d
)
∈M2(Z), a > b ≥ 0, d > c ≥ 0, ad− bc = n
}
.
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This is a finite set [29, Lemma 8]. By [29, Theorem 2 and Proposition 20], for all Γ0(N) · γ ∈
Γ0(N)\ SL2(Z) we have in H1(X1(N), cusps,Z):
(82) Tn
(
ξΓ1(N)(Γ0(N) · γ)
)
=
∑
α∈Xn
ξΓ1(N) (Γ0(N) · γ · α) .
We first prove that ̟ is annihilated by the Hecke operator T2 − 2− 〈2〉. We have
X2 =
{(
1 0
0 2
)
,
(
2 0
0 1
)
,
(
1 0
1 2
)
,
(
2 1
0 1
)}
.
Let u, v ∈ (Z/NZ)×. By (82), we have:
(83) T2
(
ξΓ1(N)([u, v])
)
= ξΓ1(N)([u, 2v])+ξΓ1(N)([2u, v])+ξΓ1(N)([u+v, 2v])+ξΓ1(N)([2u, u+v]) .
Assume first that u+ v 6= 0. By (83), we have in Kr:
̟
(
(1 + c) · T2
(
ξΓ1(N)([u, v])
))
= {1−ζuN , 1−ζ2vN }+{1−ζ2uN , 1−ζvN}+{1−ζu+vN , 1−ζ2vN }+{1−ζ2uN , 1−ζu+vN } .
The following identity was discovered by McCallum and Sharifi [28]:
(84)
(1− ζu+vN ) · (1 − ζuN )
1− ζ2uN
+
ζuN · (1− ζ2vN ) · (1 − ζuN )
(1 − ζ2uN ) · (1− ζvN )
= 1 .
Using (84) and the properties of {·, ·} stated in the proof of Lemma 4.31, we have inK2
(
Z[ζN ,
1
Np ]
)
:
0 =
{
(1− ζu+vN ) · (1− ζuN )
1− ζ2uN
,
ζuN · (1− ζ2vN ) · (1− ζuN )
(1− ζ2uN ) · (1 − ζvN )
}
= {1− ζu+vN , 1− ζ2vN }+ {1− ζu+vN , 1− ζuN} − (1− ζu+vN , 1− ζ2uN } − {1− ζu+vN , 1− ζvN}
+ {1− ζuN , 1− ζ2vN } − {1− ζuN , 1− ζ2uN } − {1− ζuN , 1− ζvN} − {1− ζ2uN , 1− ζ2vN }
− {1− ζ2uN , 1− ζuN}+ {1− ζ2uN , 1− ζvN}
= {1− ζuN , 1− ζ2vN }+ {1− ζ2uN , 1− ζvN}+ {1− ζu+vN , 1− ζ2vN }+ {1− ζ2uN , 1− ζu+vN }
+ {1− ζu+vN , 1− ζuN} − {1− ζu+vN , 1− ζvN} − {1− ζuN , 1− ζvN} − {1− ζ2uN , 1− ζ2vN } .
Furthermore, we have seen that the Manin relations hold, i.e. :
{1− ζuN , 1− ζvN}+ {1− ζu+vN , 1− ζuN} − {1− ζu+vN , 1− ζvN} = 0 .
Using 83, we get:
̟
(
(1 + c) · T2
(
ξΓ1(N)([u, v])
))
= 2 · {1− ζuN , 1− ζvN}+ {1− ζ2uN , 1− ζ2vN } .
Since 〈2〉 · ξΓ1(N)([u, v]) = ξΓ1(N)([2u, 2v]), we have:
̟
(
(1 + c) · (T2 − 2− 〈2〉)
(
ξΓ1(N)([u, v])
))
= 0 .
If u + v = 0, then we have ξΓ1(N)([u, v]) = 0 by the Manin relations. Thus, we also have in
Kr:
̟r
(
(1 + c) · (T2 − 2− 〈2〉)
(
ξΓ1(N)([u, v])
))
= 0 .
The proof that̟′ is annihilated by the Hecke operator T3−3−〈3〉 is the same as for T2−2−〈2〉,
using the identity (discovered by Sharifi in an unpublished work)
ζv−uN · (1− ζ3uN ) · (1− ζvN )
(1− ζuN ) · (1− ζ3vN )
+
(1 − ζv−uN ) · (1− ζvN ) · (1− ζu+vN )
1− ζ3vN
= 1 .

Remark 7. We were not able to prove that T5 − 5− 〈5〉 annihilates ̟r.
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Another evidence in favor of Conjecture 4.32 is that the analogous conjecture when p divides
the level has been proved by Fukaya and Kato [40, Theorem 5.2.3]. Their methods are p-adic,
so it is not clear how to generalize them in our setting.
We end this section by recalling briefly a construction due to Goncharov, used by Fukaya and
Kato. If u ∈ (Z/NZ)×, one can defined a Siegel unit g0, u
N
∈ O(Y1(N)Z[ζN , 1N ])× ⊗Z Z[
1
N ], where
O(Y1(N)Z[ζN , 1N ])× is the ring of global sections of the open modular curve Y1(N) over Z[ζN ,
1
N ].
We refer to [14, Section 2.3.1] for its definition. The specialization of g0, u
N
at the cusp Γ1(N) ·∞
is 1− ζuN . We define a map
g : Z[
(
(Z/NZ)×
)2
/± 1]→ K2
(
O(Y1(N)Z[ζN , 1N ])
×
)
⊗Z Z[ 1
N
]
by g([u, v]) = {g0, uN , g0, vN } where {·, ·} is the Steinberg symbol. Goncharov proved that an
analogous map at level Γ(N) factors through the Manin relations [17, Corollary 2.17]. His proof
in fact shows that g factors through ξΓ1(N). Thus, we get a map
Γ : H1(X1(N), C
0
Γ1(N)
,Z)→ K2
(
O(Y1(N)Z[ζN , 1N ])
×
)
⊗Z Z[ 1
N
] .
We expect that Γ commutes with the action of the Hecke operators Tn and 〈n〉 for n prime to N .
This was proved by Fukaya and Kato when p divides the level [40, Remark 3.3.16]. If this is true,
then Conjecture 4.32 is true by specializing at the cusp Γ1(N) · ∞. This is the idea behind the
proof of [40, Theorem 5.2.3]. However, we were not able to prove that Γ is Hecke-equivariant.
4.7. Construction of the element m−2 under Conjecture 4.32. In this section, we assume
Conjecture 4.32 but not yet that n(r, p) ≥ 2. We follow the notation of sections 4.2, 4.3, 4.4 and
4.5.
We first construct an explicit group homomorphism:
ψ : I ·H+/I2 ·H+ → Jt · Kt/J2t · Kt.
Recall the Eisenstein ideals I˜0 and I˜∞ defined in section 4.3, annihilating the cusps Γ
(pt)
1 (N)·0
and Γ
(pt)
1 (N) · ∞ respectively. Since we assume that Conjecture 4.32 holds, ̟(p
t) induces a
surjective morphism of Λt-modules ϕ :
(
H˜(p
t)
)
+
→ Kt annihilating I˜∞ ·
(
H˜(p
t)
)
+
. Let ϕ′ be the
restriction of ϕ to I˜0 ·
(
H˜(p
t)
)
+
. We claim that the image of ϕ′ is Jt · Kt. Since ϕ is surjective,
it suffices to note that we have Tℓ − ℓ · 〈ℓ〉 − 1 ∈ I˜0 and Tℓ − 〈ℓ〉 − ℓ ∈ I˜∞, so
(〈ℓ〉 − 1) · (ℓ− 1) ∈ I˜0 + I˜∞
for all prime number ℓ different from N . Similarly, we see that ϕ′ induces a surjective group
homomorphism
ϕ′′ : I˜0 ·
(
H˜(p
t)
)
+
/(I˜20 + J · I˜0) ·
(
H˜(p
t)
)
+
→ Jt · Kt/J2t · Kt .
By Proposition 4.13 and Corollary 4.14, we have
I˜0 ·
(
H˜(p
t)
)
+
/(I˜20 + J · I˜0) ·
(
H˜(p
t)
)
+
=
(
H(p
t)
)
+
/(I0 + J) ·
(
H(p
t)
)
+
≃ I ·H+/I2 ·H+ .
Thus, we have a canonical group isomorphism
ψ′ : I ·H+/I2 ·H+ ∼−→ I˜0 ·
(
H˜(p
t)
)
+
/(I˜20 + J · I˜0) ·
(
H˜(p
t)
)
+
.
We then let
ψ = ϕ′′ ◦ ψ′ : I ·H+/I2 ·H+ → Jt · Kt/J2t · Kt .
As in section 4.14, we abuse notation and denote Jr by J .
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Proposition 4.36. If n(r, p) ≥ 2, the map ψ induces a surjective group homomorphism:
ψr : I · (H+/pr ·H+)/I2 · (H+/pr ·H+)→ J · Kr/J2 · Kr .
Proof. The norm map yields a canonical surjective group homomorphism Jt · Kt/J2t · Kt →
J · Kr/J2 · Kr. Thus, ψ gives a surjective group homomorphism
ψr : I ·H+/I2 ·H+ → J · Kr/J2 · Kr .
To construct ψr, it suffices to show that ψr vanishes on the image of (p
r · H+) ∩ (I · H+) in
I ·H+/I2 ·H+. It suffices to prove that
(85)
(
I2 ·H+ + (pr ·H+) ∩ (I ·H+)
)
/
(
I2 ·H+ + pr · I ·H+
)
= 0
Since I · (I2 ·H+ + (pr ·H+) ∩ (I ·H+)) ⊂ (I2 ·H+ + pr · I ·H+), it suffices to show (85)
after completion at I. Using the winding isomorphism [25, p. 137], it suffices to show that
(86)
(
(pr · I) ∩ I2 + I3) / (pr · I2 + I3)⊗T T = 0 .
Lemma 4.37. We have
(
(pr · I) ∩ I2)⊗T T = (pt · I + pr · I2)⊗T T.
Proof. We have pt · I + pr · I2 ⊂ (pr · I) ∩ I2 since pt ∈ I and r ≤ t. Let η be a generator of
I · T, and x ∈ (pr · I) ∩ I2. We can write x = pr · η · u = η2 · v for some u, v ∈ T. Since η is
not a zero divisor in T, we have pr · u = η · v ∈ I. Let m ∈ Z such that u −m ∈ I. We have
pr ·m ∈ I ∩ Zp = pt · Zp. Thus, we have x ∈ pt · I + pr · I2. 
Since n(r, p) ≥ 2, we have by Proposition 2.7, pt · I ⊂ I3 + pr · I2. This ends the proof of the
proposition. 
If n(r, p) ≥ 2, the group J · Kr/J2 · Kr is cyclic of order pr by Theorem 4.15. As explained in
Section 4.1, the map ψr gives the construction of the higher Eisenstein element m
−
2 .
4.8. Explicit computation of m−2 . In this section, we assume that Conjecture 4.32 holds and
that n(r, p) ≥ 2. We keep the notation the previous sections of Chapter 4.
Recall that by intersection duality, we can consider m−2 as a group homomorphism
I · (H+/pr ·H+)/I2 · (H+/pr ·H+)→ J · Kr/J2 · Kr .
By Proposition 4.13, an element of I ·H+ is the image of an element of
(
H(p
r)
)
+
, which can be
written as ∑
[u,v]∈((Z/NZ)×)2/P ′r
λ[u,v] · (1 + c) · ξΓ(pr)1 (N)([u, v])
for some λ[u,v] ∈ Zp, with the boundary condition
∑
[u,v] λ[u,v] · ([v]− [u]) = 0 in Λr.
Equivalently, we have
I ·H+ =
 ∑
x∈(Z/NZ)×
λx · (1 + c) · ξΓ0(N)(x),
∑
x
λx · log(x) ≡ 0 (modulo pt)
 .
An element
∑
x∈(Z/NZ)× λx·[x] ∈ Zp[(Z/NZ)×] satisfies
∑
x∈(Z/NZ)× λx·log(x) ≡ 0 (modulo pt)
if and only if it is in the subgroup generated by the square of the augmentation ideal of
Zp[(Z/NZ)
×] and by [1]. Thus, any such element is a linear combination of elements of the
form [x · y]− [x]− [y]. Therefore, m−2 is determined by the values(
(1 + c) · ξΓ0(N)([x · y : 1]− [x : 1]− [y : 1])
) •m−2
for all x, y ∈ (Z/NZ)×.
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Theorem 4.38. Assume that Conjecture 4.32 holds. Assume that n(r, p) ≥ 2, i.e. that
N−1
2∑
k=1
k · log(k) ≡ 0 (modulo pr).
Let x, y ∈ (Z/NZ)×. Then we have the following equality in J · Kr/J2 · Kr:
δr
((
2 · (1 + c) · ξΓ0(N)([x · y : 1]− [x : 1]− [y : 1])
) •m−2 ) = (1 − ζxN , 1− ζN )r
− (1− ζxN , 1− ζy
−1
N )r − (1− ζy
−1
N , 1− ζN )r
where (·, ·)r : Z[ζN , 1Np ]× × Z[ζN , 1Np ]× → Kr and δr : Z/prZ
∼−→ J · Kr/J2 · Kr were defined in
Section 4.4.
Proof. Let π :
(
H˜(p
r)
)
+
→ H+ be the canonical map. The group homomorphism
ϕ :
(
H˜(p
r)
)
+
→ Kt
gives a surjective group homomorphism
ϕr :
(
H˜(p
r)
)
+
→ Kr/J · Kr .
Similarly, the group homomorphism
ϕ′ : I˜0 ·
(
H˜(p
r)
)
+
→ Kt
gives a surjective group homomorphism
ϕ′r : I˜0 ·
(
H˜(p
r)
)
+
→ J · Kr/J2 · Kr .
For all x, y ∈ (Z/NZ)×, we have in H+:
(87) ξΓ0(N)([x · y : 1]− [x : 1]− [y : 1]) = π(ξΓ(pr )1 (N)([x, y
−1]− [x, 1] + [y−1, 1])) .
Furthermore ξ
Γ
(pr)
1 (N)
([x, y−1]− [x, 1] + [y−1, 1]) ∈ (H(pr))
+
since
∂
(
ξ
Γ
(pr)
1 (N)
([x, y−1]− [x, 1] + [y−1, 1])
)
= [x]0
Γ
(pr)
1 (N)
− [y−1]0
Γ
(pr)
1 (N)
−
(
[x]0
Γ
(pr)
1 (N)
− [1]0
Γ
(pr)
1 (N)
)
+ [y−1]0
Γ
(pr)
1 (N)
− [1]0
Γ
(pr)
1 (N)
= 0
(cf. the computation of ∂ in Section 4.2). Thus, to prove Theorem 4.38 it suffices to prove that
for all h ∈ I˜0 ·
(
H˜(p
r)
)
+
, we have in J · Kr/J2 · Kr:
(88) δr
(
2 · π(h) •m−2
)
= −ϕ′r(h) .
Let ℓ be a prime not dividing N . Note that
Tℓ − ℓ · 〈ℓ〉 − 1 = Tℓ − ℓ− 〈ℓ〉 − (ℓ− 1) · (〈ℓ〉 − 1) ∈ I∞ − (ℓ− 1) · (〈ℓ〉 − 1) .
Since Conjecture 4.32 is assumed to be true, for all u ∈
(
H˜(p
r)
)
+
we have in J · Kr/J2 · Kr:
(89) ϕ′r((Tℓ − ℓ〈ℓ〉 − 1)(u)) = −(ℓ− 1) · ([ℓ]− 1) · ϕr(u) .
By construction, for all [x, y] ∈M0
Γ
(pr)
1 (N)
, we have in Z/prZ:
(90) ιr
(
ϕr((1 + c) · ξΓ(pr)1 (N)([x, y]))
)
= log
(
x
y
)
=
(
(1 + c) · ξΓ0(N) ([x : y])
) •m−1 .
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Combining (89) and (90), we have in J · Kr/J2 · Kr:
ϕ′r((Tℓ − ℓ〈ℓ〉 − 1)(u)) = −δr
(
2 · ℓ− 1
2
· log(ℓ) · (π(u) •m−1 )
)
= −δr
(
2 · (Tℓ − ℓ− 1)(π(u)) •m−2
)
= −δr
(
2 · π((Tℓ − ℓ〈ℓ〉 − 1)(u)) •m−2
)
.
By Proposition 4.13, the elements (Tℓ− ℓ〈ℓ〉− 1)(u) span
(
H(p
r)
)
+
when ℓ and u varies. This
concludes the proof of (88). 
5. Even modular symbols
In this chapter, unless explicitly stated, we allow p = 2 and p = 3. We keep the notation of
chapters 1, 2 and 4. We assume as usual that p divides the numerator of N−112 . We let v be the
p-adic valuation of N − 1. We extend log to a group homomorphism (Z/NZ)× → Z/pvZ (still
abusively denoted by log).
Recall that in Theorem 1.11, we defined an element m˜+0 ∈ H1(X0(N), cusps,Q)+ (independent
of the choice of p). We have, in fact, m˜+0 ∈ H1(X0(N), cusps,Zp)+ even if when p ∈ {2, 3} the
formula defining F0,p is not p-integral. We fix this choice of m˜
+
0 for the rest of the paper.
Let r be an integer such that 1 ≤ r ≤ t. We denote by m+0 , ..., m+n(r,p) the higher Eisenstein
elements in M+/p
r ·M+, where m+0 is the image of m˜+0 in M+/pr ·M+.
In this chapter, we give an explicit formula for m+1 modulo p
t if p ≥ 3, and a formula for m+1
modulo pt−1 if t ≥ 2 and p = 2. In particular, we prove Theorem 1.12. The formula when p = 3
(resp. p = 2) is given in Theorem 5.21 (resp. Theorem 5.23).
5.1. Some results about the homology of X0(N) and X1(N). In this section, we gather
some useful results about the homology of X0(N) and X1(N).
Proposition 5.1. Let n ≥ 1 be an integer.
(i) The inclusion M+ →֒ H1(X0(N), cusps,Zp) gives a T˜-equivariant group isomorphism
M+/p
n ·M+ ∼−→ H1(X0(N), cusps,Z/pnZ)+ .
(ii) The surjection H1(Y0(N),Zp)։M
− gives a T˜-equivariant group isomorphism
H1(Y0(N),Z/p
nZ)−
∼−→M−/pn ·M− .
Proof. Point (ii) follows from point (i) by intersection duality. Thus, we only need to prove (i).
The multiplication by pn gives an exact sequence of T˜-modules
(91) 0→ H1(X0(N), cusps,Zp) p
n
−→ H1(X0(N), cusps,Zp)→ H1(X0(N), cusps,Z/pnZ)→ 0 .
There is an action of Z/2Z on each of the groups involved in (91), given by the complex conjuga-
tion. Furthermore, (91) is Z/2Z-equivariant. The long exact sequence of cohomology associated
to Z/2Z yields an exact sequence:
(92)
0→M+ p
n
−→M+ → H1(X0(N), cusps,Z/prZ)+ → H1 (Z/2Z, H1(X0(N), cusps,Zp)) [pn] .
We have a Z/2Z-equivariant exact sequence
0→ H1(X0(N),Zp)→ H1(X0(N), cusps,Zp)→ Zp → 0 ,
where the action of Z/2Z on Zp is trivial. The long exact sequence in cohomology yields an
exact sequence
H1 (Z/2Z, H1(X0(N),Zp))→ H1 (Z/2Z, H1(X0(N), cusps,Zp))→ H1 (Z/2Z,Zp) .
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We have H1(Z/2Z,Zp) = 0 and H
1 (Z/2Z, H1(X0(N),Zp)) = 0 [31, Proposition 5]. Thus, we
have H1 (Z/2Z, H1(X0(N), cusps,Zp)) = 0, which concludes the proof of Proposition 5.1 by
(92). 
Thus, we will abuse notation and writeH1(X0(N), cusps,Z/p
nZ)+ (resp. H1(Y0(N),Z/p
nZ)−)
for M+/p
n ·M+ (resp. M−/pn ·M−).
Let π : X1(N) → X0(N) be the standard degeneracy map. This produces by pull-back and
push-forward two maps
π∗ : H1(X0(N), cusps,Z)→ H1(X1(N), cusps,Z)
and
π∗ : H1(X1(N), cusps,Z)→ H1(X0(N), cusps,Z) .
We will freely abuse notation and still denote the pull-back maps for different coefficient rings
than Z by π∗ and π∗.
Proposition 5.2. (i) For any integer n ≥ 1, the kernel of π∗ : H1(X0(N), cusps,Z/pnZ)→
H1(X1(N), cusps,Z/p
nZ) is cyclic of order pmin(n,t), annihilated by the Eisenstein ideal
I˜ and by 1 + c where c is the complex conjugation. If p 6= 3, a generator of this kernel
is pmax(n−t,0) · E−p , where
E−p :=
1
3
·
∑
x∈R
x 6∼[1:1]
log
(
x− 1
x+ 1
)
· ξΓ0(N)(x) ∈ H1(X0(N),Z/ptZ) .
Here, R is the set of equivalences classes in P1(Z/NZ) for the equivalence relation
[c : d] ∼ [−d : c].
(ii) If p ≥ 3, then for any integer n ≥ 1, the pull-back map
M+/p
n ·M+ → H1(X1(N), cusps,Z/pnZ)
is injective.
(iii) For any integer n ≥ 1, the kernel of the pull-back map
M+/2
n ·M+ → H1(X1(N), cusps,Z/2nZ)
is spanned by the reduction of 2n−1 · m˜+0 modulo 2r.
Proof. We prove (i). Let U = (Z/NZ)×/µ12, where µ12 is the 12-torsion subgroup of (Z/NZ)
×.
We have a commutative diagram whose rows are exact and whose vertical maps are surjective:
(93) Γ1(N) //
γ 7→{z1,γ(z1)}

Γ0(N)

a b
c d

 7→d
//
γ 7→{z0,γ(z0)}

(Z/NZ)×

// 0
H1(Y1(N),Z) // H1(Y0(N),Z)
ϕ
// U // 0
where z1 ∈ Y1(N) (resp. z0 ∈ Y0(N)) is any fixed point. The complex conjugation acts on Γ0(N)
via
(
a b
c d
)
7→
(−1 0
0 1
)−1(
a b
c d
)(−1 0
0 1
)
=
(
a −b
−c d
)
. Thus, the map ϕ is annihilated by
1 + c. The map ϕ is also annihilated by I˜ [25, II.18]. By intersection duality, we get an exact
sequence
0→ Hom(U,Z/pnZ)→ H1(X0(N), cusps,Z/pnZ) π
∗−→ H1(X1(N), cusps,Z/pnZ) .
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The intersection duality is Hecke equivariant and changes the sign for the complex conjugation.
This proves the first assertion of (i). The map ϕ : H1(Y0(N),Z)→ U corresponds by intersection
duality to an element E− of H1(X0(N), cusps, U), which is a generator of the kernel of π∗ :
H1(X0(N), cusps, U) → H1(X1(N), cusps, U). The following general result, essentially due to
Merel [30] and Rebolledo [35], allows us to compute E− in terms of Manin symbols.
Lemma 5.3. Keep the notation of Section 4.2. Let A be an abelian group in which 3 is invertible.
Let f : H1(XΓ, CΓ,Z) → A be a group homomorphism and fˆ ∈ H1(YΓ, A) be the element
corresponding to f by intersection duality. Let RΓ be the set of equivalence classes in Γ\PSL2(Z)
for the equivalence relation Γ · g ∼ Γ · g · σ. The image of fˆ in H1(XΓ, A) is
∑
Γ·g∈RΓ
f (ξΓ(Γ · g)) · ξΓ(Γ ·g)+ 1
3
·
∑
g·Γ∈Γ\PSL2(Z)
(
2 · f (ξΓ(Γ · g · τ)) + f
(
ξΓ(Γ · g · τ2)
)) · ξΓ(Γ ·g) .
Proof. We follow the notation of [30, Section 1]. Note that Merel assumes that
(−1 0
0 −1
)
∈ Γ,
but he uses the coset Γ\ SL2(Z). Since we have Γ\ SL2(Z) = Γ\PSL2(Z), this assumption of
Γ is not important. Let H be the upper-half plane and π : H ∪ P1(Q) → XΓ be the canonical
surjection. Let ρ = e
2πi
3 and δ be the geodesic path between i and ρ. Let R = π (SL2(Z) · ρ)
and I = π (SL2(Z) · i). These sets are disjoints. If Γ · g ∈ Γ\PSL2(Z), let ξ′Γ(Γ · g) be the class
of π(g · δ) in H1(YΓ, R ∪ I,Z). Let f ′ : H1(XΓ − (R ∪ I), cusps,Z) → A be the composition f
with the canonical map H1(XΓ− (R∪ I), cusps,Z)→ H1(XΓ, cusps,Z). By intersection duality,
f ′ corresponds to an element fˆ ′ ∈ H1(YΓ, R ∪ I, A). By [30, Proposition 1], we have
(94) fˆ ′ =
∑
g·Γ∈Γ\PSL2(Z)
f (ξΓ(Γ · g)) · ξ′Γ(Γ · g) .
We have fˆ ′ ∈ H1(YΓ, A) since f ′ factors through H1(XΓ, cusps,Z). Consider the image fˆ ′′ of fˆ ′
in H1(XΓ, R∪I, A). We have fˆ ′′ ∈ H1(XΓ, A). Lemma 5.3 follows from the following result. This
is a slight generalization of [35, The´ore`me 2.2] (Rebolledo’s result assumes that 6 is invertible in
A).
Lemma 5.4. Let
x =
∑
Γ·g∈Γ\PSL2(Z)
λΓ·g · ξ′Γ(Γ · g) ∈ H1(XΓ, R ∪ I, A) .
Assume that x ∈ H1(XΓ, A). We have, in H1(XΓ, cusps, A):
x =
∑
Γ·g∈RΓ
λΓ·g · ξΓ(Γ · g) + 1
3
·
∑
Γ·g∈Γ\PSL2(Z)
(2 · λΓ·g·τ + λΓ·g·τ2) · ξΓ(Γ · g) .
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Proof. For simplicity, we write λg for λΓ·g. We have in H1(XΓ, cusps∪R ∪ I, A):
x =
∑
Γ·g∈Γ\PSL2(Z)
λg · {g(i), g(ρ)}
=
∑
Γ·g∈Γ\PSL2(Z)
λg · {g(i), g(∞)} −
∑
Γ·g∈Γ\PSL2(Z)
λg · {g(ρ), g(∞)}
=
∑
Γ·g∈RΓ
(λg · {g(i), g(∞)}+ λg·σ · {g · σ(i), g · σ(∞)})
− 1
3
·
∑
Γ·g∈Γ\PSL2(Z)
(
λg · {g(ρ), g(∞)}+ λg·τ · {g · τ(ρ), g · τ(∞)} + λg·τ2 · {g · τ2(ρ), g · τ2(∞)}
)
=
∑
Γ·g∈RΓ
(λg · {g(i), g(∞)}+ λg·σ · {g · σ(i), g · σ(∞)})
− 1
3
·
∑
Γ·g∈Γ\PSL2(Z)
(
λg · {g(ρ), g(∞)}+ λg·τ · {g · τ(ρ), g · τ(∞)} + λg·τ2 · {g · τ2(ρ), g · τ2(∞)}
)
.
Note that σ(i) = i, σ(∞) = 0, τ(ρ) = ρ and τ(∞) = 0. Since the boundary of x is zero,
we have λg·σ = −λg and λg = −λg = −λg·τ − λg·τ2 [30, The´ore`me 3]. Thus, we have in
H1(XΓ, cusps∪R ∪ I, A):
x =
∑
Γ·g∈RΓ
λg · ({g(i), g(∞)} − {g(i), g(0)})
− 1
3
·
∑
Γ·g∈Γ\PSL2(Z)
(−(λg·τ + λg·τ2) · {g(ρ), g(∞)}+ λg·τ · {g(ρ), g(0)}+ λg·τ2 · {g(ρ), g · τ(0)})
=
∑
Γ·g∈RΓ
λg · {g(0), g(∞)}
− 1
3
·
∑
Γ·g∈Γ\PSL2(Z)
λg·τ · {g(∞), g(0)}+ λg·τ2 · {g(∞), g · τ(0)} .
We have:
{g(∞), g · τ(0)} = {g(∞), g · τ(∞)}+ {g · τ(∞), g · τ(0)} = −{g(0), g(∞)}− {g · τ(0), g · τ(∞)} .
Thus, we have:
x =
∑
Γ·g∈RΓ
λg · {g(0), g(∞)}
+
1
3
·
∑
Γ·g∈Γ\PSL2(Z)
λg·τ · {g(0), g(∞)}
+
1
3
·
∑
Γ·g∈Γ\PSL2(Z)
λg·τ2 · {g(0), g(∞)}
+
1
3
·
∑
Γ·g∈Γ\PSL2(Z)
λg·τ · {g(0), g(∞)} .
This concludes the proof of Lemma 5.4. 
This concludes the proof of Lemma 5.3. 
62
We identify H1(X0(N), cusps, U) with H1(X0(N), cusps,Z) ⊗Z U . The homomorphism ϕ :
H1(Y0(N),Z)→ U induces a map ϕ′ : H1(X0(N),Z)→ U . It is given by
ϕ′
(
ξΓ0(N)
(
Γ0(N) ·
(
a b
c d
)))
= c · d−1 ,
where gcd(c,N) = gcd(d,N) = 1 and if x ∈ Z is prime to N , then x is the image of x in U . By
Lemma 5.3, we have in H1(X0(N), cusps,Z)⊗Z U :
E− =
∑
x∈R
x 6∼∞
ξΓ0(N)(x)⊗ x+
1
3
·
∑
x∈P1(Z/NZ)
x 6=0,∞
ξΓ0(N)(x)⊗
−1
x · (x+ 1)
=
1
3
·
∑
x∈R
x 6∼∞
ξΓ0(N)(x) ⊗
x− 1
x+ 1
.
This concludes the proof of point (i).
Point (ii) is an immediate consequence of point (i). We now prove point (iii). We have
ϕ ((1 + c) ·H1(Y0(N),Z)) = U2, where U2 is the subgroup of squares in U . We have an exact
sequence:
H1(Y1(N),Z)→ H1(Y0(N),Z)/(1 + c) ·H1(Y0(N),Z)→ U/U2 → 0 .
Let H1(Y0(N),Z)
− (resp. H1(Y1(N),Z)
−) be the largest torsion-free quotient of H1(Y0(N),Z)
(resp. H1(Y1(N),Z)) annihilated by 1 + c.
Lemma 5.5. The kernel of the map H1(Y0(N),Z) → H1(Y0(N),Z)− is (1 + c) ·H1(Y0(N),Z)
where c is the complex conjugation.
Proof. The kernel of the map H1(X0(N),Z)→ H1(X0(N),Z)− is (1 + c) ·H1(Y0(N),Z) by [31,
Proposition 5]. We have an exact sequence
0→ H1(X0(N),Z)→ H1(X0(N), cusps,Z)→ Z→ 0 .
Since the cusps are fixed by the complex conjugation, this gives on the plus subspaces an exact
sequence:
0→ H1(X0(N),Z)+ → H1(X0(N), cusps,Z)+ → Z→ 0 .
By intersection duality, we get a commutative diagram whose rows are exact:
0 // Z //

H1(Y0(N),Z) //

H1(X0(N),Z) //

0
0 // Z // H1(Y0(N),Z)
− // H1(X0(N),Z)
− // 0
.
By the snake lemma, the kernel of the mapH1(Y0(N),Z)→ H1(Y0(N),Z)− is (1+c)·H1(Y0(N),Z).

By Lemma 5.5, we have an exact sequence:
H1(Y1(N),Z)
− → H1(Y0(N),Z)− → U/U2 → 0 .
By intersection duality, we have an exact sequence
0→ Hom(U/U2,Z/2nZ)→M+/2n ·M+ → H1(X1(N), cusps,Z2)+ ⊗Z2 Z/2nZ .
Note that H1(X1(N), cusps,Z2)+⊗Z2 Z/2nZ is a subgroup of H1(X1(N), cusps,Z2)⊗Z2 Z/2nZ,
which we identify with H1(X1(N), cusps,Z/2
nZ). The map ϕ : H1(Y0(N),Z)→ U is annihilated
by the Eisenstein ideal. The map H1(Y0(N),Z)
− → U/U2 is also annihilated by the Eisenstein
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ideal. Thus, the image of Hom(U/U2,Z/2nZ) in M+/2
n ·M+ has order 2 and is Eisenstein, so
is generated by 2n−1 · m˜+0 modulo 2n. 
Remark 8. Proposition 5.2 (iii) is another way to express that the Shimura subgroup and the
cuspidal subgroup of J0(N) intersect at a point of order 2 [25, Proposition II.11.11].
5.2. The method used to compute m+1 . In this section, we give the idea that lead us to the
proof of Theorems 1.12 and 5.21. This section is not necessary for the proof, and is mainly for
the convenience of the reader.
We begin by describing the first higher Eisenstein element in the space of modular forms.
Following [13], let N be the Z-module of weight 2 modular forms f of level Γ0(N) and weight
2 for which an(f) ∈ Z if n ≥ 1 and a0(f) ∈ Q, where
∑
n≥0 an(f) · qn is the q-expansion of f
at the cusp ∞. We let M = N ⊗Z Zp. By [25, Corollary II.16.3] and [13, Theorem 0.5 and
Proposition 1.9], the T˜-module M⊗
T˜
T˜ is free of rank one. By [13, Proposition 1.3 (i)], the
pairing M× T˜ → Qp given by (f, T ) 7→ a1(T (f)) takes values in Zp and induces a canonical
T˜-equivariant isomorphism M ∼−→ HomZp(T˜,Zp). Let T0 ∈ T˜ be such that
(95) a1(T0(f)) =
24
ν
· a0(f)
for all f ∈ N . We have Ker(T˜→ T) = Zp · T0. By [13, Proposition 1.8 (ii)], we have
(96) T0 − N − 1
ν
∈ I˜ .
This is coherent with the choice of section 2.4.
Let f˜0 ∈ M be the modular form whose q-expansion at the cusp ∞ is
N − 1
24
+
∑
n≥1
 ∑
d|n
gcd(d,N)=1
d
 · qn .
Let f0, ..., fn(t,p) be the higher Eisenstein elements of M/pt · M. We normalize f0 to be the
image of f˜0 in M/pt · M. The image of f1 in (M/pt · M)/Z · f0 is uniquely determined.
Proposition 5.6. There is an element f ′1 in M/pt · M such that for all prime number ℓ not
dividing N we have
aℓ(f1) =
ℓ− 1
2
· log(ℓ)
(with the usual interpretation if ℓ = p = 2, cf. chapter 1). The images of f ′1 and f1 in
(M/pt ·M) /Z · f0 coincide.
Proof. Let φ : T˜→ Zp be the Zp-linear homomorphism corresponding to f˜0, given by
φ(Tn) =
n∑
d|n
gcd(d,N)=1
d
and
φ(T0) =
N − 1
ν
.
If T ∈ T˜, we have by definition T − φ(T ) ∈ I˜. The winding homomorphism of Mazur yields
a map α : I˜/I˜2 → Z/ptZ sending Tℓ − φ(Tℓ) to ℓ−12 · log(ℓ) for all prime ℓ not dividing N . The
map ψ : T˜ → Z/ptZ given by ψ(T ) = α(T − φ(T )) is a group morphism, so defines a modular
form f ′1 with an(f
′
1) = ψ(Tn) for all integers n ≥ 0. In particular, we have aℓ(f ′1) = ℓ−12 · log(ℓ).
64
It is straightforward to check that (Tℓ − ℓ− 1)(f ′1) = ℓ−12 · log(ℓ) · f0 for all prime ℓ not dividing
N . This concludes the proof of Proposition 5.6. 
Remark 9. Theorem 1.4 (which will be proved in chapter 6) shows that we have
a0(f
′
1) = a0(f1) =
1
6
·
N−1
2∑
k=1
k · log(k).
The key fact is that f ′1 is related to an Eisenstein series of level Γ1(N) and weight 2. If
ǫ : (Z/NZ)× → C× is an even character, there is an Eisenstein series Eǫ,1 ∈M2(Γ1(N), ǫ) whose
q-expansion at the cusp ∞ is:
2 ·
∑
n≥1
∑
d|n
ǫ(d) · n
d
 qn
(cf. for instance [12, Theorem 4.6.2]). Similarly, there is an Eisenstein series E1,ǫ ∈M2(Γ1(N), ǫ)
whose q-expansion at the cusp ∞ is:
L(−1, ǫ) + 2 ·
∑
n≥1
∑
d|n
ǫ(d) · d
 qn.
Let ǫ : (Z/NZ)× → C× be the even character defined by
ǫ(x) = e
2iπ·log(x)
pt .
We now define
(97) E =
E1,ǫ − τ(ǫ) · Eǫ−1,1
4
where τ(ǫ) =
∑N−1
a=1 ǫ(a) ·e
2·i·π·a
N . The key observation is that the q-expansion of E is f˜0+π ·f ′1+
O(π2) where π = 1− ζpt is a uniformizer of Zunrp [ζpt ]. Thus, there should be a way to compute
m+1 using Eisenstein elements in H1(X1(N), cusps,C)+. Formulas for all the Eisenstein elements
of level Γ(N) have recently been given in [3], where Γ(N) ⊂ SL2(Z) is the subgroup of matrices
congruent to the identity modulo N .
5.3. Eisenstein elements of level in H1(X1(N), cusps,C). Recall that we have defined B1 :
R→ R by
B1(x) = x− ⌊x⌋ − 1
2
if x 6∈ Z and B1(x) = 0 else, where ⌊x⌋ is the integer part of x. Following [31, Section 2.2], let
D2 : R→ R be given by D2(x) = 2 · (B1(x) − B1(x + 12 )). It is a periodic function with period
1 such that D2(0) = D2
(
1
2
)
= 0, D2(x) = −1 if x ∈]0, 12 [ and D2(x) = 1 if x ∈] 12 , 1[.
For the convenience of the reader, we state the main result of [3]. As in section 4.2, let
ξΓ(N) : Z[Γ(N)\PSL2(Z)]→ H1(X(N), cusps,Z)
be the Manin surjective map. Since N is odd, we have canonical identifications
SL2(Z/NZ)/ ± 1 ≃ Γ(N)\PSL2(Z) ≃ ±Γ(2N)\Γ(2) .
Let F : (Z/NZ)2 → C be defined by
F (x, y) =
∑
(s1,s2)∈(Z/2NZ)2
e
2iπ·(s1(x
′+y′)+s2(x
′−y′))
2N · B1
( s1
2N
)
B1
( s2
2N
)
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where (x′, y′) ∈ (Z/2NZ)2 is a lift of (x, y) such that x′+ y′ ≡ 1 (modulo 2). We have F (x, y) =
F (−x,−y).
If P ∈ (Z/NZ)2, let
E˜P =
∑
γ∈SL2(Z/NZ)/±1
F (γ−1P ) · ξΓ(N)(γ) ∈ H1(X(N), cusps,C) .
We have E˜P = E˜−P . Let EP be the image of E˜P to H1(X1(N), cusps,C).The following result is
an easy consequence of the work of Debargha and Merel ([3]).
Theorem 5.7. Let ℓ be a prime not dividing N . For all x ∈ (Z/NZ)×, we have:
Tℓ(E(x,0)) = ℓ · E(x,0) + E(ℓ−1x,0)
and
Tℓ(E(0,x)) = ℓ · E(0,ℓx) + E(0,x)
where Tℓ is the ℓth Hecke operator.
Proof. Recall the notation of section 4.2 for the cusps of X1(N). For all prime ℓ not dividing
N , the Hecke operator Tℓ − ℓ − 〈ℓ〉 (resp. Tℓ − ℓ〈ℓ〉 − 1) annihilates C∞Γ1(N) (resp. C0Γ1(N)),
where 〈ℓ〉 is the ℓth diamond operator. By definition we have 〈ℓ〉 · [x]∞Γ1(N) = [ℓ · x]∞Γ1(N) and
〈ℓ〉 · [x]0Γ1(N) = [ℓ · x]0Γ1(N).
LetEN be theC-vector space generated by the elements E(x,0) and E(0,x) for all x ∈ (Z/NZ)×/±
1. Let ∂N : H1(X1(N), cusps,C)→ C[CΓ1(N)]0 be the boundary map. By [3, Theorem 1], the re-
striction of ∂N to EN gives a Hecke-equivariant isomorphism EN
∼−→ C[CΓ1(N)]0. By [3, Theorem
13], for all x ∈ (Z/NZ)×/± 1 we have
∂N (E(x,0)) = 2N ·
 ∑
µ∈(Z/NZ)×
(F (µ · (1, 0)) + 1
4
) · [(µ · x)−1]∞Γ1(N)
− N
2
·
 ∑
c∈CΓ1(N)
[c]

and
∂N (E(0,x)) = 2N ·
 ∑
µ∈(Z/NZ)×
(F (µ · (1, 0)) + 1
4
) · [µ · x]0Γ1(N)
− N
2
·
 ∑
c∈CΓ1(N)
[c]
 .
Thus, for all prime ℓ not dividing N we have
∂N (〈ℓ〉E(x,0)) = 〈ℓ〉∂N (E(x,0)) = ∂N (E(ℓ−1x,0)) .
By injectivity of ∂N , we have 〈ℓ〉E(x,0) = E(ℓ−1x,0). Similarly, we have (Tℓ − ℓ − 〈ℓ〉)(E(x,0)) = 0
since it is true after applying ∂N . This proves the first relation of Theorem 5.7. The second
relation is proved in a similar way. 
The counterparts of the modular forms Eǫ,1 and E1,ǫ of section 5.2 are the following modular
symbols
E∞ =
∑
x∈(Z/NZ)×/±1
[x] · E(x,0) ∈ H1(X1(N), cusps,C[(Z/NZ)×/± 1])
and
E0 =
∑
x∈(Z/NZ)×/±1
[x]−1 · E(0,x) ∈ H1(X1(N), cusps,C[(Z/NZ)×/± 1]) .
As an immediate application of Theorem 5.7, for all prime ℓ not dividing N we have
(98) (Tℓ − ℓ− [ℓ])(E∞) = 0
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and
(99) (Tℓ − ℓ · [ℓ]− 1)(E0) = 0 .
Let
E ′ = π∗(m˜+0 ) ∈ H1(X1(N), cusps,Zp) .
Recall that there is a canonical bijection Γ1(N)\PSL2(Z) ∼−→ (Z/NZ)2\{(0, 0)}/±1 (cf. Section
4.2), and that we denote by [c, d] the class of (c, d) in (Z/NZ)2\{(0, 0)}/ ± 1 for any (c, d) ∈
(Z/NZ)2\{(0, 0)}. We sometimes abusively view [c, d] as an element of Γ1(N)\PSL2(Z).
Lemma 5.8. We have
6 · E ′ =
∑
[c,d]∈(Z/NZ)2\{(0,0)}/±1
 ∑
(s1,s2)∈(Z/2NZ)
2
s1(d−c)+s2(d+c)≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
) · ξΓ1(N)([c, d])
= −
∑
[c,d]∈(Z/NZ)2\{(0,0)}/±1
 ∑
(s1,s2)∈(Z/2NZ)
2
s1(d−c)+s2(d+c)6≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
) · ξΓ1(N)([c, d]) .
Proof. The second equality follows from the first equality and from the identity
∑
(s1,s2)∈(Z/2NZ)2
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
=
 ∑
s∈(Z/2NZ)2
(−1)s · B1
( s
2N
)2 = 0 .
Let (t1, t2) ∈ (Z/NZ)2. Then∑
(s1,s2)∈(Z/NZ)
2
(s1,s2)≡(t1 ,t2) (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
=
1
4
·D2
(
t1
N
)
D2
(
t2
N
)
.
Thus, we have
∑
[c,d]∈(Z/NZ)2\{(0,0)}/±1
 ∑
(s1,s2)∈(Z/2NZ)
2
s1(d−c)+s2(d+c)≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
) · ξΓ1(N)([c, d])
=
∑
[c,d]∈(Z/NZ)2\{(0,0)}/±1
 ∑
(t1,t2)∈(Z/NZ)
2
(t1:t2)=(c+d:c−d)∈P
1(Z/NZ)
1
4
·D2
(
t1
N
)
D2
(
t2
N
) · ξΓ1(N)([c, d]) .
Note that for all [u : v] ∈ P1(Z/NZ) = Γ0(N)\ SL2(Z), we have
π∗(ξΓ0(N)([u : v])) =
∑
[c,d]∈(Z/NZ)2\{(0,0)}/±1
[c:d]=[u:v]
ξΓ1(N)([c, d]) .
The first equality of the lemma then follows from the above computation Theorem 1.11. 
Define two maps G∞, G0 : Γ1(N)\ SL2(Z)→ Z[ 12N ][(Z/NZ)×/± 1] as follows.
Let γ =
(
a b
c d
)
∈ PSL2(Z). We define
G∞(Γ1(N) · γ) =
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2 6≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· [(d− c)s1+(d+ c)s2]−1
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and
G0(Γ1(N) · γ) =
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· [(b− a)s1 + (b+ a)s2] .
Let
E ′∞ =
∑
Γ1(N)·γ∈Γ1(N)\PSL2(Z)
G∞(Γ1(N)·γ)·ξΓ1(N)(Γ1(N)·γ) ∈ H1(X1(N), cusps,Z[
1
2N
][(Z/NZ)×/±1])
and
E ′0 =
∑
Γ1(N)·γ∈Γ1(N)\PSL2(Z)
G0(Γ1(N)·γ)·ξΓ1(N)(Γ1(N)·γ) ∈ H1(X1(N), cusps,Z[
1
2N
][(Z/NZ)×/±1]) .
Lemma 5.9. For all prime ℓ not dividing N , we have
(Tℓ − ℓ− [ℓ])(E ′∞) = 0
and
(Tℓ − ℓ · [ℓ]− 1)(E ′0) = 0 .
Proof. Consider the following two elements of C[(Z/NZ)×/± 1]:
G =
∑
x∈(Z/NZ)×
e
2iπx
N · [x]
and
δ =
∑
x∈(Z/NZ)×
[x] .
An easy computation shows that we have, in H1(X1(N), cusps,C[(Z/NZ)
×/± 1]):
2
N
· E∞ =
∑
[c,d]∈(Z/NZ)2\{(0,0)}/±1
ξΓ1(N)([c, d]) ·
∑
x∈(Z/NZ)×
(s1,s2)∈(Z/2NZ)
2
(−1)s1+s2 · B1
( s1
2N
)
B1
( s2
2N
)
[2x] · e 2iπx((d−c)s1+(d+c)s2)N
= 6 · δ · E ′ + [2] · G · E ′∞ .
The last equality follows from Lemma 5.8. By (98), the operator Tℓ − ℓ− [ℓ] annihilates E∞.
Furthermore, Tℓ − ℓ− 1 annihilates E ′ and [ℓ]− 1 annihilates δ, so Tℓ − ℓ− [ℓ] annihilates δ · E ′.
Thus, Tℓ − ℓ− [ℓ] annihilates G · E ′∞.
Lemma 5.10. The element G is not a zero divisor of C[(Z/NZ)×/± 1].
Proof. It suffices to prove that if α : (Z/NZ)× → C× is any character such that α(−1) = 1,
then we have
∑
x∈(Z/NZ)× e
2iπx
N · α(x) 6= 0. This is a well-known fact on Gauss sums. 
By Lemma 5.10, the operator Tℓ−ℓ−[ℓ] annihilates E ′∞, as wanted. The proof that Tℓ−ℓ·[ℓ]−1
annihilates E ′0 is similar. 
Let U = E′0+E′∞2 ∈ H1(X1(N), cusps,Z[ 12N ][(Z/NZ)×/ ± 1]). This is the modular symbol
counterpart of (97). Let J ⊂ Z[(Z/NZ)×/ ± 1] be the augmentation ideal. By Lemma 5.8, we
have U ∈ J ·H1(X1(N), cusps,Z[ 12N ][(Z/NZ)×/± 1]). Lemma 5.9 shows that we have
(100) (Tℓ − ℓ− 1)(U) = ([ℓ]− 1) · E
′
∞ + ℓ · E ′0
2
This is the fundamental equality which allow us to compute m+1 . We will study the cases p ≥ 5,
p = 3 and p = 2 separately.
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5.4. The case p ≥ 5. The following theorem is a generalization of Theorem 1.12 modulo pt.
Theorem 5.11. Assume that p ≥ 5. Let F1,p : P1(Z/NZ) → Z/ptZ be defined as follows. Let
[c : d] ∈ P1(Z/NZ). If [c : d] 6= [1 : 1], let
12 · F1,p([c : d]) =
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log
(
s2
d− c
)
−
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2 6≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log((d− c)s1 + (d+ c)s2)) .
This is independent of the choice of c and d. Let F1,p([1 : 1]) = 0. We have:
m+1 ≡
∑
x∈P1(Z/NZ)
F1,p(x) · ξΓ0(N)(x) in
(
M+/p
t ·M+
)
/Z ·m+0
Proof. Let β : J/J2 → Z/ptZ be given by [x] − 1 7→ log(x) for x ∈ (Z/NZ)×. This induces a
map β∗ : J ·H1(X1(N), cusps,Z[ 12N ][(Z/NZ)×/± 1])→ H1(X1(N), cusps,Z/ptZ).
By (100) and Lemma 5.8, we have:
(101) (Tℓ − ℓ− 1)(β∗(U)) ≡ 6 · ℓ− 1
2
· log(ℓ) · E ′ (modulo pv) .
Let F ′1,p : P
1(Z/NZ)→ Z/ptZ be defined by
12 · F ′1,p(x) =
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log((b− a)s1 + (b+ a)s2)
−
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2 6≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log((d − c)s1 + (d+ c)s2))
where as above a and b are such that
(
a b
c d
)
∈ SL2(Z/NZ). This expression does not depend
on the choice of c and d by Lemma 5.8. This also does not depend on the choice of a and b.
For all [c : d] ∈ P1(Z/NZ), we have F ′1,p([−c : d]) = F ′1,p([c : d]). Thus, we have
∑
x∈P1(Z/NZ) F
′
1,p(x)·
ξΓ0(N)(x) ∈ H1(X0(N), cusps,Z/ptZ)+. The element 16 ·β∗(U) is the image of
∑
x∈P1(Z/NZ) F
′
1,p(x)·
ξΓ0(N)(x) via the pull-back map H1(X0(N), cusps,Z/p
tZ)+ → H1(X1(N), cusps,Z/ptZ)+. By
(101) and Proposition 5.2 (ii), for any prime ℓ not dividingN we have inH1(X0(N), cusps,Z/p
tZ)+:
(102) (Tℓ − ℓ− 1)
 ∑
x∈P1(Z/NZ)
F ′1,p(x) · ξΓ0(N)(x)
 = ℓ− 1
2
· log(ℓ) ·m+0 .
If
(
a b
c d
)
∈ SL2(Z) and (s1, s2) ∈ (Z/2NZ)2 are such that (d−c)s1+(d+c)s2 ≡ 0 (modulo N)
and d 6≡ c (modulo N), then we have (b − a)s1 + (b + a)s2 ≡ 2d−c · s2 (modulo N). By Lemma
5.8, we have:
12 ·
∑
x∈P1(Z/NZ)
F1,p(x) · ξΓ0(N)(x) = 12 ·
∑
x∈P1(Z/NZ)
F ′1,p(x) · ξΓ0(N)(x) − 6 · log(2) ·m+0 .
By (102), we have:
(Tℓ − ℓ− 1)
 ∑
x∈P1(Z/NZ)
F1,p(x) · ξΓ0(N)(x)
 = ℓ− 1
2
· log(ℓ) ·m+0 .
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This concludes the proof of Theorem 5.11. 
5.5. A few identities in (Z/NZ)× and in ((Z/NZ)×)
⊗2
. In this section, we establish a few
identities which will be useful to determine m+1 when p ∈ {2, 3} and also in chapter 6. We do
not impose any restriction on p. If i is a non-negative integer, we let
Fi =
N−1
2∑
k=1
log(k)i ∈ Z/pvZ .
We have F0 = F1 = 0 if p > 2 and 2 ·F0 = 4 ·F1 = 0 if p = 2. We have F2 = 0 if p > 3, 3 ·F2 = 0
if p = 3 and 4 · F2 = 0 if p = 2. If 0 ≤ i ≤ 2, we easily check that Fi =
∑N−1
k=N+12
log(k)i (we use
the fact that N−12 is even if p = 2).
Lemma 5.12. We have, in Z/pvZ:
4 ·
N−1
2∑
k=1
k · log(k) = −3 ·
N−1∑
k=1
k2 · log(k)− log(2) · N − 1
6
−F1 .
Proof. Let f : R → R be defined by f(x) = (x − ⌊x⌋)2 and let g : R → R given by g(x) =
f(2x)− 4f(x). If x ∈ [0, 12 [, we have g(x) = 0 and if x ∈ [ 12 , 1[, we have g(x) = −4x+1. We thus
have, in Z/pvZ:
∑
k∈(Z/NZ)×
g(
k
N
) · log(k) = −4 ·
N−1∑
k=N+12
k · log(k) + log
(
(−1)N−12 ·
(
N − 1
2
)
!
)
= −4 ·
N−1
2∑
k=1
(N − k) · log(−k) + log
(
(−1)N−12 ·
(
N − 1
2
)
!
)
= 4 ·
N−1
2∑
k=1
k · log(k) + F1 .
On the other hand, we have in Z/pvZ:∑
k∈(Z/NZ)×
g(
k
N
) · log(k) =
∑
k∈(Z/NZ)×
(f(
2k
N
)− 4 · f( k
N
)) · log(k)
= −3 ·
∑
k∈(Z/NZ)×
f(
k
N
) · log(k)− log(2) ·
∑
k∈(Z/NZ)×
f(
k
N
)
= −3 ·
N−1∑
k=1
k2 · log(k)− log(2) · N − 1
6
.

We have the following variant of lemma 5.12.
Lemma 5.13. We have, in Z/pvZ:
4 ·
N−1
2∑
k=1
k · log(k)2 = −3 ·
N−1∑
k=1
k2 · log(k)2 + log(2)2 · N − 1
6
− 2 · log(2) ·
N−1∑
k=1
k2 · log(k) + 3 · F2 .
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Proof. Let f, g : R→ R be as in the proof of Lemma 5.13. We have:
∑
k∈(Z/NZ)×
g(
k
N
) · log(k)2 = −4 ·
N−1∑
k=N+12
k · log(k)2 + F2
= −4 ·
N−1
2∑
k=1
(N − k) · log(−k)2 + F2
= 4 ·
N−1
2∑
k=1
k · log(k)2 − 3 · F2 .
On the other hand, we have in Z/pvZ:
∑
k∈(Z/NZ)×
g(
k
N
) · log(k)2 =
∑
k∈(Z/NZ)×
(
f(
2k
N
)− 4 · f( k
N
)
)
· log(k)2
=
∑
k∈(Z/NZ)×
(−4) · f( k
N
) · log(k)2 + f(2k
N
) · (log(2k)− log(2))2
= −3
∑
k∈(Z/NZ)×
f(
k
N
) · log(k)2 + log(2)2 ·
∑
k∈(Z/NZ)×
f(
2k
N
)
− 2 · log(2) ·
∑
k∈(Z/NZ)×
f(
2k
N
) · log(2k)
= −3 ·
N−1∑
k=1
k2 · log(k)2 + log(2)2 · N − 1
6
− 2 · log(2) ·
N−1∑
k=1
k2 · log(k) .

Lemma 5.14. We have, in Z/pvZ:
N−1
2∑
t1, t2=1
t1 6=t2
log(t1 − t2) = −2 ·
N−1
2∑
k=1
k · log(k)
and
N−1
2∑
t1,t2=1
log(t1 + t2) = 2 ·
N−1
2∑
k=1
k · log(k)−F1 .
Proof. We first compute S1 :=
∑N−1
2
t1, t2=1
t1 6=t2
log(t1−t2) ∈ Z/pvZ. When t1 and t2 vary in {1, ..., N−12 },
the quantity t1 − t2 varies in X := {−N−12 + 1, ..., N−12 − 1}. If k 6= 0 ∈ X , then the number of
such t1 and t2 such that k = t1− t2 is min(N−12 −k, N−12 )−max(1−k, 1)+1. If 1 ≤ k ≤ N−12 −1,
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this number is N−12 − k. If −N−12 + 1 ≤ k ≤ −1, this number is N−12 + k. Thus, we have
S1 =
−1∑
k=−N−12
(
k +
N − 1
2
)
· log(k) +
N−1
2∑
k=1
(
−k + N − 1
2
)
· log(k)
= 2 ·
N−1
2∑
k=1
(
−k + N − 1
2
)
· log(k)
= −2 ·
N−1
2∑
k=1
k · log(k) .
The proof of the second equality is similar and is left to the reader. 
In a similar way, we have the following result (whose proof is left to the reader).
Lemma 5.15. We have, in Z/pvZ:
N−1
2∑
t1, t2=1
t1 6=t2
log(t1 − t2)2 = −2 ·
N−1
2∑
k=1
k · log(k)2
and
N−1
2∑
t1,t2=1
log(t1 + t2)
2 = 2 ·
N−1
2∑
k=1
k · log(k)2 −F2 .
Lemma 5.16. We have, in Z/pvZ:∑
(t1,t2)∈(Z/NZ)
2
t1 6=t2
D2
(
t1
N
)
·D2
(
t2
N
)
· log(t1 − t2) = −
∑
(t1 ,t2)∈(Z/NZ)
2
t1 6=−t2
D2
(
t1
N
)
·D2
(
t2
N
)
· log(t1 + t2)
= −8 ·
N−1
2∑
k=1
k · log(k) + 2 · F1
= 6 ·
N−1∑
k=1
k2 · log(k) + log(2) · N − 1
3
.
Proof. The first equality of Lemma 5.16 follows from the change of variable t2 7→ −t2, using
D2(−x) = −D2(x) for all x ∈ R. We have, in Z/pvZ:
∑
(t1,t2)∈(Z/NZ)
2
t1 6=t2
D2
(
t1
N
)
D2
(
t2
N
)
log(t1 − t2) = 2
N−1
2∑
t1, t2=1
t1 6=t2
log(t1 − t2)− 2
N−1
2∑
t1,t2=1
log(t1 + t2)
= −8
N−1
2∑
k=1
k · log(k) + 2 · F1 .
where in the last equality, we have used Lemma 5.14. This shows the second equality of Lemma
5.16. The third equality follows from Lemma 5.12 and 4 · F1 = 0. 
Similarly, using Lemmas 5.13 and 5.15 we get the following result (which will be used in
chapter 6).
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Lemma 5.17. We have, in Z/pvZ:∑
(t1 ,t2)∈(Z/NZ)
2
t1 6=t2
D2
(
t1
N
)
·D2
(
t2
N
)
· log(t1 − t2)2 = −
∑
(t1,t2)∈(Z/NZ)
2
t1 6=−t2
D2
(
t1
N
)
·D2
(
t2
N
)
· log(t1 + t2)2
= −8 ·
N−1
2∑
k=1
k · log(k)2 + 2 · F2
= 6 ·
N−1∑
k=1
k2 · log(k)2 − log(2)2 · N − 1
3
+ 4 · log(2) ·
N−1∑
k=1
k2 · log(k)− 4 · F2 .
The following identity will be useful in chapter 6.
Lemma 5.18. For any a ∈ (Z/NZ)×, we have in Z/pvZ:∑
k∈(Z/NZ)×
k 6=a
log(k − a) · log(k) = − log(a)2 + log(−1) · log(a) + F2 .
Proof. We make the change of variable k = a · s. We get, in Z/pvZ:∑
k∈(Z/NZ)×
k 6=a
log(k − a) · log(k) =
∑
s∈(Z/NZ)×
s 6=1
log(s− 1) · log(s)− log(a)2 + log(a) ·
∑
s∈(Z/NZ)×
s 6=1
log(s)
+ log(a) ·
∑
s∈(Z/NZ)×
s 6=1
log(s− 1)
=
∑
s∈(Z/NZ)×
s 6=1
log(s− 1) · log(s)− log(a)2 + 2 · log(a) ·
∑
s∈(Z/NZ)×
log(s)
− log(−1) · log(a)
= − log(a)2 + log(−1) · log(a) +
∑
s∈(Z/NZ)×
s 6=1
log(s− 1) · log(s) .
Since 2 ·∑s∈(Z/NZ)× log(s) = log((N − 1)!2) = 0, we have in Z/pvZ:
(103)
∑
k∈(Z/NZ)×
k 6=a
log(k − a) · log(k) = − log(a)2 + log(−1) · log(a) +
∑
s∈(Z/NZ)×
s 6=1
log(s− 1) · log(s) .
Lemma 5.19. We have, in Z/pvZ:∑
s∈(Z/NZ)×
s 6=1
log(s− 1) · log(s) = F2 .
Proof. We treat the cases p = 2 and p > 2 separately. Assume first that p > 2. In this case, we
have F2 = 0. On the other hand, the left-hand side is easily seen to be zero, using the change of
variable s 7→ 1s . During the rest of the proof, we assume that p = 2 (so N ≡ 1 (modulo 8)). We
define three equivalence relations∼1, ∼2 and ∼3 in (Z/NZ)×\{1,−1}, characterized by x ∼1 −x,
x ∼2 1x , x ∼3 1x and x ∼3 −x for all x ∈ (Z/NZ)×. For i ∈ {1, 2, 3}, let Ri ⊂ (Z/NZ)× be a set
of representative for ∼i. We can and do choose R1, R2 and R3 so that R3 ⊂ R1∩R2. We denote
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by Ri the complement of Ri in (Z/NZ)
×\{1,−1}. Let ζ4 ∈ R2 be the unique element of order
4. If x ∈ R3 and x 6= ζ4, there is a unique element [x] of R2 such that [x] 6= x and [x] ∼3 x. We
have [x] = −x or [x] = − 1x . We get a partition
R2 = {ζ4}
⊔
x∈R3
x 6=ζ4
{x, [x]} .
We have, in Z/pvZ:∑
s∈(Z/NZ)×
s 6=1
log(s− 1) · log(s) =
∑
s∈(Z/NZ)×
s 6=1,−1
log(s− 1) · log(s)
=
∑
s∈R2
log(s− 1) · log(s) +
∑
s∈R2
log(s− 1) · log(s)
=
∑
s∈R2
log(s− 1) · log(s)− log
(
1
s
− 1
)
· log(s) .
In the first equality, we have used the fact that log(−1) · log(−2) = 0 since log(2) ≡ 0 (modulo 2)
by the quadratic reciprocity law (recall that N ≡ 1 (modulo 8)). Thus, we have:
(104)
∑
s∈(Z/NZ)×
s 6=1
log(s− 1) · log(s) =
∑
s∈R2
log(s)2 − log(−1) · log(s) .
We have: ∑
s∈R2
log(s) ≡ log(ζ4) +
∑
s∈R3
s 6=ζ4
log(s) + log([s]) (modulo 2).
We have log(s) + log([s]) ≡ 0 (modulo 2), and log(ζ4) ≡ 0 (modulo 2). Thus, we have:
(105)
∑
s∈R2
log(−1) · log(s) = 0 .
By (104) and (105), have:
(106)
∑
s∈(Z/NZ)×
s 6=1
log(s− 1) · log(s) =
∑
s∈R2
log(s)2 .
We have:
F2 =
∑
s∈R1
log(s)2
= log(ζ4)
2 + 2 ·
∑
s∈R3
s 6=ζ4
log(s)2
= log(ζ4)
2 +
∑
s∈R3
s 6=ζ4
log(s)2 + log([s])2 =
∑
s∈R2
log(s)2 .
Combining the latter equality with (106), this concludes the proof of Lemma 5.19. 
Lemma 5.18 follows from (103) and Lemma 5.19. 
The following identity will be useful to compute m+1 when p = 2 (Theorem 5.23).
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Lemma 5.20. Assume that p = 2, so that N ≡ 1 (modulo 8). For all x ∈ (Z/NZ)×\{1,−1},
we have in Z/2Z:
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2≡0 (modulo N)
1 = log
(
x+ 1
x− 1
)
=
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2≡0 (modulo N)
log
(
2
1− x · s2
)
+
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log ((1 − x)s1 + (1 + x)s2) .
Proof. The integer
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2≡0 (modulo N)
1
is the number of s2 ∈ {1, 2, ..., N−12 } such that the representative of x+1x−1 · s2 ∈ Z/NZ in
{1, 2, ...., N − 1} is in {1, 2, ..., N−12 }. By Gauss’s Lemma [18, p. 52], this number is congru-
ent to N−12 − log
(
x+1
x−1
)
modulo 2. Since N−12 is even, we get in Z/2Z:
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2≡0 (modulo N)
1 = log
(
x+ 1
x− 1
)
.
To conclude the proof of Lemma 5.20, it suffices to prove the following equality in Z/2Z:
(107)
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2≡0 (modulo N)
log
(
2
1− x · s2
)
+
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log ((1 − x)s1 + (1 + x)s2) = log
(
x+ 1
x− 1
)
.
We denote by S the left hand side of (107). Since N ≡ 1 (modulo 8), the class of 2 in (Z/NZ)×
is a square i.e. log(2) ≡ 0 (modulo 2), and we have log(−1) ≡ 0 (modulo 4).
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We have, in Z/2Z (using the first equality):
S = log
(
x+ 1
x− 1
)
· log(x− 1) +
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2≡0 (modulo N)
log(s2)
+
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log ((1− x)s1 + (1 + x)s2)
= log
(
x+ 1
x− 1
)
· log(x− 1) +
N−1
2∑
s1,s2=1
log(s2) +
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log
(
(1− x) · s1
s2
+ (1 + x)
)
= log
(
x+ 1
x− 1
)
· log(x− 1) +
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log
(
(1− x) · s1
s2
+ (1 + x)
)
=
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log
(
s1
s2
− x+ 1
x− 1
)
.
In the last equality, we have used:
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
1 ≡
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2≡0 (modulo N)
1 ≡ log
(
x+ 1
x− 1
)
(modulo 2),
which follows from:
N−1
2∑
s1,s2=1
1 =
(
N − 1
2
)2
≡ 0 (modulo 2).
Let f : (Z/NZ)× → Z be such that if y ∈ (Z/NZ)×, f(y) is the number of elements (s1, s2) ∈
{1, 2, ..., N−12 }2 such that s1s2 ≡ y (modulo N). We have shown that we have, in Z/2Z:
(108) S =
∑
y∈(Z/NZ)×
y 6= x+1
x−1
log
(
y − x+ 1
x− 1
)
· f(y) .
As above, by Gauss’s lemma and the fact thatN ≡ 1 (modulo 4), we have f(y) ≡ log(y) (modulo 2).
By (108), we have in Z/2Z:
S =
∑
y∈(Z/NZ)×
y 6= x+1
x−1
log
(
y − x+ 1
x− 1
)
· log(y) .
By Lemma 5.18 and the fact that N ≡ 1 (modulo 8), we have in Z/2Z:
S = − log
(
x+ 1
x− 1
)2
+
N − 1
12
= log
(
x+ 1
x− 1
)
.
This concludes the proof of Lemma 5.20. 
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5.6. The case p = 3. In this section, we focus on the case p = 3. We determine the image of m+1
in (M+/3
t ·M+) /Z·m+0 . It suffices to determine the image of 6·m+1 in
(
M+/3
t+1 ·M+
)
/Z·3·m+0 .
The formula given is a minor variation of Theorem 5.11. Recall that we lift log to a group
homomorphism (Z/NZ)× → Z/3t+1Z (still denoted by log).
Theorem 5.21. Assume that p = 3. We have, in
(
M+/3
t+1 ·M+
)
/Z · 3 ·m+0 :
6 ·m+1 ≡ log(2) · m˜+0 +
∑
x∈P1(Z/NZ)
F1,3(x) · ξΓ0(N)(x) ,
where F1,3 : P
1(Z/NZ)→ Z/3t+1Z is defined by
F1,3([c : d]) =
1
2
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log
(
s2
d− c
)
− 1
2
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2 6≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log((d− c)s1 + (d+ c)s2))
if [c : d] 6= [1 : 1] and F1,3([1 : 1]) = 0.
Proof. Let β : J/J2 → Z/3t+1Z be given by [x]− 1 7→ log(x) for x ∈ (Z/NZ)×. This induces a
map β∗ : J ·H1(X1(N), cusps,Z[ 12N ][(Z/NZ)×/± 1])→ H1(X1(N), cusps,Z/3t+1Z).
Let F ′1,3 : P
1(Z/NZ)→ Z/3t+1Z be defined by:
F ′1,3([c : d]) =
1
2
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log((b − a)s1 + (b+ a)s2)
− 1
2
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2 6≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log((d− c)s1 + (d+ c)s2))
where
(
a b
c d
)
∈ SL2(Z). By Lemma 5.8, this does not depend on the choice of
(
a b
c d
)
. We
also have, for all [c : d] ∈ P1(Z/NZ):
F ′1,3([c : d]) =
1
8
∑
(s1,s2)∈(Z/NZ)
2
(d−c)s1+(d+c)s2≡0 (modulo N)
D2
(s1
N
)
D2
(s2
N
)
· log((b − a)s1 + (b+ a)s2)
− 1
8
∑
(s1,s2)∈(Z/NZ)
2
(d−c)s1+(d+c)s2 6≡0 (modulo N)
D2
(s1
N
)
D2
(s2
N
)
· log((d− c)s1 + (d+ c)s2)) .
For all [c : d] ∈ P1(Z/NZ), we have F ′1,3([−c : d]) = F ′1,3([c : d]). Thus, we have∑
x∈P1(Z/NZ)
F ′1,3(x) · ξΓ0(N)(x) ∈ H1(X0(N), cusps,Z/3t+1Z)+ .
By construction, the pull-back of
∑
x∈P1(Z/NZ) F
′
1,3(x)·ξΓ0(N)(x) inH1(X1(N), cusps,Z/3t+1Z)+
is β∗(U).
By (101), Lemma 5.8 and Proposition 5.2 (ii), for all prime ℓ not dividing N we have in
M+/3
t+1 ·M+:
(Tℓ − ℓ− 1)
 ∑
x∈P1(Z/NZ)
F ′1,3(x) · ξΓ0(N)(x)
 = 6 · ℓ− 1
2
· log(ℓ) ·m+0 .
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Thus, there exists K3 ∈ Z/3t+1Z such that we have:
6 ·m+1 ≡ K3 ·m+0 +
∑
x∈P1(Z/NZ)
F ′1,3(x) · ξΓ0(N)(x) in
(
M+/3
t+1 ·M+
)
/Z · 3 ·m+0 .
Note that K3 is only uniquely defined modulo 3. We have, in Z/3
t+1Z:
6 ·m+1 •m−0 = K3 · (m˜+0 • m˜−0 )− F ′1,3([0 : 1]) + F ′1,3([1 : 0]) .
Recall that m˜+0 • m˜−0 = N−112 . We also have in Z/3tZ:
m+1 •m−0 = m+0 •m−1 = −
1
4
·
(
N − 1
6
· log(2) +
N−1∑
k=1
k2 · log(k)
)
.
The first equality follows from Corollary 6.3 and the second equality follows from Theorem 6.4
(these results essentially come from [31] and are thus independents of the results of this chapter).
We have, using Lemma 5.16:
F ′1,3([0 : 1]) = −
1
8
∑
(s1,s2)∈(Z/NZ)
2
s1+s2 6≡0 (modulo N)
D2
(s1
N
)
D2
(s2
N
)
· log(s2 + s1)
=
3
4
N−1∑
k=1
k2 · log(k) + log(2)
2
· N − 1
12
Note also that we have F ′1,3([1 : 0]) = −F ′1,3([0 : 1]). We thus get, in Z/3t+1Z:
−1
2
·
(
N − 1
2
· log(2) + 3
N−1∑
k=1
k2 · log(k)
)
= (K3 − log(2)) · N − 1
12
− 3
2
N−1∑
k=1
k2 · log(k) .
We thus have K3 ≡ log(2) (modulo 3).
If
(
a b
c d
)
∈ Γ(2) and (s1, s2) ∈ (Z/2NZ)2 are such that (d−c)s1+(d+c)s2 ≡ 0 (modulo N)
and d 6≡ c (modulo N), then we have (b − a)s1 + (b + a)s2 ≡ 2d−c · s2 (modulo N). By Lemma
5.8, we have in M+/3
t+1 ·M+:∑
x∈P1(Z/NZ)
F1,3(x) · ξΓ0(N)(x) =
∑
x∈P1(Z/NZ)
F ′1,3(x) · ξΓ0(N)(x)− 3 · log(2) ·m+0 .
This concludes the proof of Theorem 5.21. 
5.7. The case p = 2. We now study the case p = 2 using a similar method, although our result
is only partial. Recall that R is the set of equivalence classes in P1(Z/NZ) for the equivalence
relation [c : d] ∼ [−d : c].
We first give a formula for m˜+0 in terms of Manin symbols.
Theorem 5.22. Assume that p = 2. Let F0,2 : P
1(Z/NZ)→ Zp be given by
F0,2([c : d]) = −N − 1
12
+
1
3
·
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2≡0 (modulo N)
1 .
If [c : d] ∈ P1(Z/NZ)\{[1 : 1], [−1 : 1]}, we have F0,2([−d : c]) = −F0,2([c : d]). Thus, for all
x ∈ P1(Z/NZ) the element F0,2(x) · ξΓ0(N)(x) of M+ only depends on the class of x in R. We
have in M+:
m˜+0 =
∑
x∈R
F0,2(x) · ξΓ0(N)(x) .
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Proof. Recall [31, Lemme 3, Corollaire 4] that we have in H1(X0(N), cusps,Qp)+:
(109) 12 · m˜+0 = E
where
E =
∑
x∈P1(Z/NZ)
F ′0,2(x) · ξΓ0(N)(x)
and
F ′0,2([c : d]) =
1
2
·
∑
(s1,s2)∈(Z/NZ)
2
(d−c)s1+(d+c)s2≡0 (modulo N)
D2
(s1
N
)
·D2
(s2
N
)
.
Assume that c 6= ±d. We have, in Z:
F ′0,2([c : d]) =
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2≡0 (modulo N)
1−
N−1
2∑
s1=1
N−1∑
s2=
N+1
2
(d−c)s1+(d+c)s2≡0 (modulo N)
1
= 2 ·
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2≡0 (modulo N)
1−
N−1
2∑
s1=1
N−1∑
s2=1
(d−c)s1+(d+c)s2≡0 (modulo N)
1
= −N − 1
2
+ 2 ·
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2≡0 (modulo N)
1 .
Thus, for all [c : d] 6= [1 : ±1] ∈ P1(Z/NZ) we have
(110) F ′0,2([c : d]) = 6 · F0,2([c : d]) .
Thus, we have
E = 6 ·
∑
x∈P1(Z/NZ)
F0,2(x) · ξΓ0(N)(x) .
By (109), we get:
(111) m˜+0 =
1
2
·
∑
x∈P1(Z/NZ)
F0,2(x) · ξΓ0(N)(x) .
For all [c : d] ∈ P1(Z/NZ), we have
F ′0,2([−d : c]) =
1
2
·
∑
(s1,s2)∈(Z/NZ)
2
(c+d)s1+(c−d)s2≡0 (modulo N)
D2
(s1
N
)
·D2
(s2
N
)
=
1
2
·
∑
(s1,s2)∈(Z/NZ)
2
(c+d)s1+(d−c)s2≡0 (modulo N)
D2
(s1
N
)
·D2
(
−s2
N
)
= −1
2
·
∑
(s1,s2)∈(Z/NZ)
2
(c+d)s1+(d−c)s2≡0 (modulo N)
D2
(s1
N
)
·D2
(s2
N
)
= −F ′0,2([c, d]) .
By (111) and (110), for all [c : d] 6= [1 : ±1] ∈ P1(Z/NZ), we have F0,2([−d : c]) = −F0,2([c : d]).
Since ξΓ0(N)([−1 : 1]) = ξΓ0(N)([1 : 1]) = 0, we have in M+:
m˜+0 =
∑
x∈R
F0,2(x) · ξΓ0(N)(x) .
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Remark 10. By combining Theorem 5.22, Lemma 5.20 and Proposition 5.2 (iii), we get a new
proof of Proposition 5.2 (i) when p = 2 and r = 1.
Theorem 5.23. Assume that p = 2 and that t ≥ 2, i.e. N ≡ 1 (modulo 16). We have:
6 ·m+1 ≡ m+0 +
∑
x∈R
F1,2(x) · ξΓ0(N)(x) in
(
M+/2
t ·M+
)
/Z · 2 ·m+0
where F1,2 : P
1(Z/NZ)→ Z/2t+1Z is defined by
F1,2([c : d]) =
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2≡0 (modulo N)
log
(
2
d− c · s2
)
−
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2 6=0 (modulo N)
log((d− c)s1 + (d+ c)s2)
if [c : d] 6= [1 : 1] and F1,2([1 : 1]) = 0 (this does not depend on the choice of c and d).
Proof. Let γ =
(
a b
c d
)
∈ PSL2(Z) with c 6= ±d. We have
G∞(Γ1(N) · γ) = 1
4
∑
(s1,s2)∈(Z/NZ)
2
(d−c)s1+(d+c)s2 6≡0 (modulo N)
D2
(s1
N
)
D2
(s2
N
)
· [(d− c)s1 + (d+ c)s2]−1
=
1
2
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2 6≡0 (modulo N)
[(d− c)s1 + (d+ c)s2]−1
− 1
2
N−1∑
s1=
N+1
2
N−1
2∑
s2=1
(d−c)s1+(d+c)s2 6≡0 (modulo N)
[(d− c)s1 + (d+ c)s2]−1
=
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2 6≡0 (modulo N)
[(d− c)s1 + (d+ c)s2]−1
− 1
2
N−1∑
s1=1
N−1
2∑
s2=1
(d−c)s1+(d+c)s2 6≡0 (modulo N)
[(d − c)s1 + (d+ c)s2]−1
= −N − 1
2
· δ + 1
2
·
N−1
2∑
s2=1
[(d+ c)s2]
−1 +
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2 6≡0 (modulo N)
[(d− c)s1 + (d+ c)s2]−1
where δ =
∑
x∈(Z/NZ)×/±1[x]. We thus get
G∞(Γ1(N) · γ) =
(
1
2
− N − 1
2
)
· δ +
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2 6≡0 (modulo N)
[(d− c)s1 + (d+ c)s2]−1 .
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Similarly, noting (d − c)s1 + (d + c)s2 ≡ 0 (modulo N) implies (b − a)s1 + (b + a)s2 ≡
2·s2
d−c (modulo N), we get:
G0(Γ1(N) · γ) = −1
2
· δ +
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2≡0 (modulo N)
[
2
d− c · s2
]
.
Note that for all [c, d] ∈ (Z/NZ)2\{(0, 0)}/ ± 1, we have G∞([−d, c]) = −G∞([c, d]) and
G0([−d, c]) = −G0([c, d]). Recall also that ξΓ1(N)([−d, c]) = −ξΓ1(N)([c, d]) and that ξΓ1(N)([1, 1]) =
0. Let R1 be the set of equivalence classes in (Z/NZ)
2\{(0, 0)}/±1 under the equivalence relation
[c, d] ∼ [−d, c]. We thus have:
U =
∑
[c,d]∈R1
[c,d] 6∼[1,1]
ξΓ1(N)([c, d])·
(−N − 1
2
· δ +
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2 6=0 (modulo N)
[(d− c)s1 + (d+ c)s2]−1
+
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2≡0 (modulo N)
[
2
d− c · s2
]
) .
By Lemma 5.8 and the definition of U , we have U ∈ J ·H1(X1(N), cusps,Z[(Z/NZ)×/± 1]),
where as above J is the augmentation ideal of Z[(Z/NZ)×/ ± 1]. Let β : J/J2 → Z/2t+1Z be
the group homomorphism given by [x]− [1] 7→ log(x). Let
β∗ : J ·H1(X1(N), cusps,Z[(Z/NZ)×/± 1])→ H1(X1(N), cusps,Z/2t+1Z)
be the map induced by β. We have:
(112) β∗(U) =
∑
[c,d]∈R1
[c,d] 6∼[1,1]
F ′1,2([c, d]) · ξΓ1(N)([c, d]) ,
where F ′1,2 : (Z/NZ)
2\{(0, 0)}/± 1→ Z/2t+1Z is defined by
F ′1,2([c, d]) =
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2≡0 (modulo N)
log
(
2
d− c · s2
)
−
N−1
2∑
s1,s2=1
(d−c)s1+(d+c)s2 6≡0 (modulo N)
log((d− c)s1 + (d+ c)s2) .
Formula (112) makes sense because
(113) F ′1,2([−d, c]) = −F ′1,2([c, d]),
so F ′1,2([c, d]) · ξΓ1(N)([c, d]) does not depend on the choice of [c, d] in its equivalence class in R1.
By (100), for all prime ℓ not dividing 2 ·N we have in H1(X1(N), cusps,Z/2t+1Z):
(114) (Tℓ − ℓ− 1)(β∗(U)) = 6 · ℓ− 1
2
· log(ℓ) · E ′ .
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Note that for all λ ∈ (Z/NZ)× and [c, d] ∈ (Z/NZ)2\{(0, 0)}/± 1, we have
(115) F ′1,2([λ · c, λ · d]) = F ′1,2([c, d]) .
Thus F ′1,2 induces the map F1,2 : P
1(Z/NZ) → Z/2t+1Z defined in the statement of Theorem
5.23. Let
V =
∑
x∈R
F1,2(x) · ξΓ0(N)(x) ∈ H1(X0(N), cusps,Z/2t+1Z) .
One easily sees that for all [c, d] ∈ (Z/NZ)2\{(0, 0)}/± 1, we have
(116) F ′1,2([−c, d]) = F ′1,2([c, d]) .
Thus, we have V ∈ H1(X0(N), cusps,Z/2t+1Z)+.
Let ζ4 be a primitive fourth root in (Z/NZ)
×. For all λ, x ∈ (Z/NZ)×, we have (using the
Manin relations) in H1(X1(N), cusps,Z):
(117) ξΓ1(N)([x, x · ζ4]) = −ξΓ1(N)([x · ζ4,−x])
and
(118) ξΓ1(N)([x,−x · ζ4]) = −ξΓ1(N)([x · ζ4, x]) .
We also have, in H1(X0(N), cusps,Z):
(119) ξΓ0(N)([ζ4]) = ξΓ0(N)([−ζ4]) = 0 .
By (117) and (118), the element
α :=
∑
x∈(Z/NZ)×/〈ζ4〉
ξΓ1(N)([x, x · ζ4]) + ξΓ1(N)([x,−x · ζ4])
is well-defined in H1(X1(N), cusps,Z/2Z), where 〈ζ4〉 is the subgroup generated by ζ4. Thus,
the element 2t · α is well-defined in H1(X1(N), cusps,Z/2t+1Z). We have
2t · α ∈ (1 + c) ·H1(X1(N), cusps,Z/2t+1Z) ,
where c is the complex conjugation.
By (113), we have F ′1,2([1, ζ4]) = −F ′1,2([ζ4,−1]). Since [ζ4,−1] = [ζ4 · 1, ζ4 · ζ4], by (115) we
also have F ′1,2([ζ4,−1]) = F ′1,2([1, ζ4]). Thus, we have 2 · F ′1,2([1, ζ4]) = 0, i.e. F ′1,2([1, ζ4]) ≡
0 (modulo 2t). Thus, there exists K2 ∈ Z/2Z such that for all x ∈ (Z/NZ)×, we have
(120) F ′1,2([x, x · ζ4]) = K2 · 2t .
By (116), for all x ∈ (Z/NZ)×, we have
(121) F ′1,2([x,−x · ζ4]) = K2 · 2t .
For any integer r ≥ 1, let π∗r : H1(X0(N), cusps,Z/2rZ) → H1(X1(N), cusps,Z/2rZ) be the
pull-back map. By construction and by (119), we have
(122) π∗t+1(V) = β∗(U) +K2 · 2t · α .
Lemma 5.24. We have, in H1(X1(N),Z/2
t+1Z):
2t · α = π∗t+1
∑
x∈R
x 6∼1
log
(
x+ 1
x− 1
)
· ξΓ0(N)(x)
 .
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Proof. Recall the notation of Lemma 5.3, applied to Γ = Γ1(N). We identify as before Γ1(N)\PSL2(Z)
with (Z/NZ)2\{(0, 0)}/±1. We let R1 ⊂ RΓ1(N) be the subset of equivalence classes of elements
[c, d] with c · d 6≡ 0 (modulo N). We have, in H1(X1(N), cusps,Z/2t+1Z):
(123) π∗t+1
∑
x∈R
x 6∼1
log
(
x+ 1
x− 1
)
· ξΓ0(N)(x)
 = 2t · α+ ∑
[c,d]∈R1
log
(
d− c
d+ c
)
· ξΓ1(N)([c, d]) .
To conclude the proof of Lemma 5.24, it suffices to prove the following result.
Lemma 5.25. We have, in H1(X1(N),Z/2
t+1Z):∑
[c,d]∈R1
log
(
d− c
d+ c
)
· ξΓ1(N)([c, d]) = 0 .
Proof. Consider the morphism h : Z[Γ1(N)\PSL2(Z)] → Z/2t+1Z given by [c, d] 7→ log
(
c
d
)
if c · d 6≡ 0 (modulo N) and [c, d] 7→ 0 else. This factors through ξΓ1(N), and we let g :
H1(X1(N), cusps,Z) → Z/2t+1Z be the induced map. Let f : H1(X1(N),Z) → Z/2t+1Z be
the restriction of g to H1(X1(N),Z), and fˆ ∈ H1(X1(N),Z/2t+1Z) be the element correspond-
ing to f by intersection duality. By Lemma 5.3, we have:
fˆ =
∑
[c,d]∈R1
(
log
( c
d
)
+
2
3
· log
(
d
−(c+ d)
)
+
1
3
· log
(−(c+ d)
c
)
− 2
3
· log
(
c
d− c
)
− 1
3
· log
(
c− d
d
))
· ξΓ1(N)([c, d])
=
1
3
·
∑
[c,d]∈R1
log
(
d− c
d+ c
)
· ξΓ1(N)([c, d]) .
To prove that fˆ = 0, it suffices to prove that f = 0. Let∑
[c,d]∈(Z/NZ)2\{(0,0)}/±1
c·d 6≡0 (modulo N)
λ[c,d] · ξΓ1(N)([c, d]) ∈ H1(X1(N),Z) .
We have (cf. Section 4.2), in Z[(Z/NZ)×/± 1]:∑
[c,d]∈(Z/NZ)2\{(0,0)}/±1
c·d 6≡0 (modulo N)
λ[c,d] · ([c]− [d]) = 0 .
Thus, we have
f
 ∑
[c,d]∈(Z/NZ)2\{(0,0)}/±1
c·d 6≡0 (modulo N)
λ[c,d] · ξΓ1(N)([c, d])
 = ∑
[c,d]∈(Z/NZ)2\{(0,0)}/±1
c·d 6≡0 (modulo N)
λ[c,d] · (log(c)− log(d)) = 0 .
This concludes the proof of Lemma 5.25. 
This concludes the proof of Lemma 5.24. 
By (122), Lemma 5.24 and (114), for all prime ℓ not dividing 2·N , we have inH1(X1(N), cusps,Z/2t+1Z):
π∗t+1
(Tℓ − ℓ− 1)
V −K2 ·∑
x∈R
x 6∼1
log
(
x+ 1
x− 1
)
· ξΓ0(N)(x)
 − 6 · ℓ− 1
2
· log(ℓ) ·m+0
 = 0 .
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Thus, we have in H1(X1(N), cusps,Z/2
t+1Z):
(124) π∗t+1
(Tℓ − ℓ− 1)
V − 6 ·m+1 −K2 · ∑
x∈R
x 6∼1,0
log
(
x+ 1
x− 1
)
· ξΓ0(N)(x)

 = 0 .
By (124) and Proposition 5.2 (i), for all prime ℓ not dividing 2·N , we have inH1(X0(N), cusps,Z/2t+1Z):
(1 + c) · (Tℓ − ℓ− 1)
(V − 6 ·m+1 ) = 0 ,
where c is the complex conjugation. By (116), we have (1 − c) · (Tℓ − ℓ − 1)
(V − 6 ·m+1 ) = 0.
Thus, for all prime ℓ not dividing 2 ·N , we have in H1(X0(N), cusps,Z/2tZ):
(Tℓ − ℓ− 1)
(V − 6 ·m+1 ) = 0 .
Thus, there exists a constant C2, uniquely defined modulo 2, such that we have:
6 ·m+1 ≡ C2 ·m+0 + V in
(
M+/2
t ·M+
)
/Z · 2 ·m+0 .
To conclude the proof of Theorem 5.23, it suffices to prove that m+0 ≡ V modulo 2. This follows
from Theorem 5.23 and Lemma 5.20. 
6. Interplay between higher Eisenstein elements and connection with Galois
deformations
In this chapter, we relate the various Hecke modules (and their higher Eisenstein elements)
that were considered in chapters 3, 4 and 5. We assume as usual that p divides the numerator
of N−112 (we allow p = 2 and p = 3). We keep the notation of chapters 1, 2, 4 and 5. In
particular M = Zp[S] is the supersingular module, M+ = H1(X0(N), cusps,Zp)+ and M
− =
H1(Y0(N),Zp)
−. Recall also that we let ν = gcd(N − 1, 12). We fix an integer r such that
1 ≤ r ≤ t. We denote by f0, f1, ..., fn(r,p) the higher Eisenstein elements if M/pr · M (where
M was defined in section 5.2). The q-expansion of an element f ∈M at the cusp ∞ is denoted
as usual by
∑
n≥0 an(f) · qn.
6.1. Higher Eisenstein elements in the module M of modular forms.
Proposition 6.1. (i) We have, for all m ∈M :
T0(m) =
12
ν
· (m • e˜0) · e˜0 .
(ii) We have, for all m+ ∈M+:
T0(m+) =
12
ν
· (m+ • m˜−0 ) · m˜+0 .
(iii) We have, for all m− ∈M−:
T0(m
−) =
12
ν
· (m˜+0 •m−) · m˜−0 .
Proof. We have
(125) I˜ · T0 = 0
since the Hecke operators of I˜ · T0 annihilate all the modular forms of weight 2 and level Γ0(N).
We first prove (i). By (125), for all m ∈ M the element T0(m) is annihilated by I˜, so is
proportional to e˜0. Thus, for all m ∈M there exists Cm ∈ Zp such that
T0(m) = Cm · e˜0 .
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We thus have, in Zp:
(126) Cm · (e˜0 • e˜0) = T0(m) • e˜0 = m • T0(e˜0) .
By (96), we have T0(e˜0) =
N−1
ν ·e˜0. Recall that by Eichler mass formula, we have e˜0•e˜0 = N−112 .
By (126), we get:
Cm =
12
ν
· (m • e˜0) .
We now prove (ii). As above, for all m+ ∈M+ there exists Cm+ ∈ Zp such that
T0(m+) = Cm+ · m˜+0 .
We thus have, in Zp:
(127) Cm+ · (m˜+0 • m˜−0 ) = T0(m+) • m˜−0 = m+ • T0(m˜−0 ) .
By (96), we have T0(m˜
−
0 ) =
N−1
ν · m˜−0 . Recall that we have m˜+0 • m˜−0 = N−112 . By (127), we get:
Cm+ =
12
ν
· (m+ • m˜−0 ) .
The proof of (iii) is similar. 
Let M1 and M2 be T˜-modules equipped with a T˜-equivariant bilinear pairing • :M1 ×M2 →
Zp. By (95), for any m1 ∈ M1 and m2 ∈ M2 we have an element of M whose q-expansion at
the cusp ∞ is
(128)
ν
24
· (m1 • T0(m2)) +
∑
n≥1
(m1 • Tn(m2)) · qn .
We apply this remark to the cases (M1,M2) = (M,M) and (M1,M2) = (M+,M
−). We choose
the pairing • already described in the previous chapters for these couples.
Proposition 6.2. Let x ∈ M (resp. x+ ∈ M+, resp. x− ∈ M−) be such that e˜0 • x = 1 (resp.
x+ • m˜−0 = 1, resp. m˜+0 • x− = 1). For all integers i such that 0 ≤ i ≤ n(r, p), let
Ei =
ei • e0
2
+
∑
n≥1
(ei • Tn(x)) · qn,
E+i =
m+i •m−0
2
+
∑
n≥1
(m+i • Tn(x−)) · qn
and
E−i =
m+0 •m−i
2
+
∑
n≥1
(Tn(x+) •m−i ) · qn
in
(
1
2Z⊕ q · Z[[q]]
)⊗Z Z/prZ. Note that the image of Ei in((
1
2
Z⊕ q · Z[[q]]
)
⊗Z Z/prZ
)
/ (Z ·E1 + ...+ Z ·Ei−1)
is uniquely determined, and similarly for E+i and E
−
i .
For all integers i such that 0 ≤ i ≤ n(r, p), we have:∑
n≥0
an(fi) · qn ≡ Ei ≡ E+i ≡ E−i in
((
1
2
Z⊕ q · Z[[q]]
)
⊗Z Z/prZ
)
/ (Z · E1 + ...+ Z · Ei−1) .
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Proof. By (95), the image of the group homomorphismM→ Qp given by f 7→ a0(f) is contained
in ν24 · Z. Thus, the q-expansion at the cusp ∞ gives an injective group homomorphism ι :
M/pr · M →֒ ( 12Z⊕ q · Z[[q]]) ⊗Z Z/prZ. The fact that Ei, E+i and E−i lie in ι (M/pr ·M)
follows from Proposition 6.1 and (128). We abuse notation and consider Ei, E
+
i and E
−
i as
elements of M/pr · M.
One easily sees that we have E0 = E
+
0 = E
−
0 = f0. Furthermore, for all prime ℓ not dividing
2 ·N and all 1 ≤ i ≤ n(r, p), we have
(Tℓ − ℓ− 1)(Ei) ≡ ℓ− 1
2
· log(ℓ) ·Ei−1 in (M/pr · M) / (Z ·E0 + ...+ Z ·Ei−1) .
Proposition 6.2 follows immediately by induction on i. 
By comparing the constant coefficients of the various modular forms of Proposition 6.2, we
get the following comparison result, which is Theorem 1.14 if r = 1.
Corollary 6.3. For all 0 ≤ i, j ≤ n(r, p) such that i+ j ≤ n(r, p), we have in Z/prZ:
ei • ej = m+i •m−j .
By Corollary 2.10, the common quantity of Corollary 6.3 depends only on i+ j, is 0 if i+ j <
n(r, p) and is non zero if i+ j = n(r, p).
6.2. Computation of m+i •m−j when i+ j = 1. By Corollary 6.3, we have in Z/prZ:
(129) e0 • e1 = e1 • e0 = m+1 •m−0 = m+0 •m−1 .
Theorem 3.16 shows that if p ≥ 5 then e1 • e0 = 13 ·
∑N−1
2
k=1 k · log(k). In fact, one can compute
m+0 •m−1 directly even for p ≤ 3, using Merel’s work.
Theorem 6.4. We have
m+0 •m−1 = −
1
12
· log
ǫ · ζ · N−12∏
k=1
k−4·k
 ∈ Z/prZ
where ǫ = 1 if N 6∈ 1 + 8Z, ǫ = −1 if N ∈ 1 + 8Z, ζ = 1 if N 6∈ 1 + 3Z and ζ = 2N−13 if
N ∈ 1 + 3Z.
If p = 2, ǫ · ζ ·∏N−12k=1 k−4·k ≡ x4 (modulo N) is a 4th power of (Z/NZ)×, and the meaning of
the right-hand side is − 13 · log(x), which is
−1
3
· (2t−1 −
N−1
2∑
k=1
k · log(k)) .
If p = 3, ǫ · ζ ·∏N−12k=1 k−4·k ≡ x3 (modulo N) is a 3rd power of (Z/NZ)×, and the meaning of
the right-hand side is − 14 · log(x), which is
−1
4
N−1∑
k=1
k2 · log(k) .
Proof. This follows from [31, The´ore`me 1]. The last assertion in the case p = 3 follows from
Lemma 5.12. 
Corollary 6.5. Assume p = 2. We have n(r, p) ≥ 2 if and only if ∑N−12k=1 k · log(k) ≡
2t−1 (modulo 2r).
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Remark 11. In the case r = 1, g2 = n(1, p) was determined completely in terms of the class
group of Q(
√−N) in [9, Theorem 1.1 and p.133]: we have g2 = 2m−1 − 1 where m is the 2-adic
valuation of the order of this class group.
Corollary 6.6. Assume p = 3. We have n(r, p) ≥ 2 if and only if ∑N−1k=1 k2 · log(k) ≡
0 (modulo 3r).
6.3. Computation of m+i • m−j when i + j ≤ 3 and p ≥ 5. In all this section, we assume
p ≥ 5. Theorem 1.2 is a consequence of the following result.
Theorem 6.7. Assume that we have 1 ≤ r ≤ t and n(r, p) ≥ 2 (i.e. ∑N−12k=1 k · log(k) ≡
0 (modulo pr)). We have:
m+1 •m−1 ≡
1
6
N−1
2∑
k=1
k · log(k)2 (modulo pr).
Proof. By Theorems 5.11 and 4.2, we have in Z/prZ:
24 ·m+1 •m−1 =
∑
x∈(Z/NZ)×
x 6=1
log(x) ·
 ∑
(s1,s2)∈(Z/2NZ)
2
(1−x)s1+(1+x)s2≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log
(
s2
1− x
)
− log(x) ·
 ∑
(s1,s2)∈(Z/2NZ)
2
(1−x)s1+(1+x)s2 6≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log((1 − x)s1 + (1 + x)s2)

=
1
4
∑
x∈(Z/NZ)×
x 6=1
log(x) ·
 ∑
(s1,s2)∈(Z/NZ)
2
(1−x)s1+(1+x)s2=0
D2
(s1
N
)
D2
(s2
N
)
· log
(
s2
1− x
)
− log(x) ·
 ∑
(s1,s2)∈(Z/NZ)
2
(1−x)s1+(1+x)s2 6=0
D2
(s1
N
)
D2
(s2
N
)
· log((1− x)s1 + (1 + x)s2)

=
1
4
∑
(s1,s2)∈(Z/NZ)
2
s1 6=±s2
D2
(s1
N
)
D2
(s2
N
)
· (log
(
s1 + s2
s1 − s2
)
· log
(
s2 − s1
2
)
−
∑
x 6=0,
s1+s2
s1−s2
log(x) · log((x − 1)s1 + (x+ 1)s2)).
Since n(r, p) ≥ 2, we have ∑N−12k=1 k · log(k) ≡ 0 (modulo pr). By Lemma 5.16, we have:
∑
(s1,s2)∈(Z/NZ)
2
s1 6=±s2
D2
(s1
N
)
D2
(s2
N
)
· log
(
s1 + s2
s1 − s2
)
≡ 0 (modulo pr).
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Thus, we have:
96 ·m+1 •m−1 =
∑
(s1,s2)∈(Z/NZ)
2
s1 6=±s2
D2
(s1
N
)
D2
(s2
N
)
· (log
(
s1 + s2
s1 − s2
)
· log(s2 − s1)
−
∑
x 6=0,
s1+s2
s1−s2
log(x) · log((1 − x)s1 + (1 + x)s2)).
Lemma 5.18 shows that∑
x 6=0,
s1+s2
s1−s2
log(x) · log((1 − x)s1 + (1 + x)s2) = − log(s2 − s1) · log
(
s1 + s2
s1 − s2
)
− log
(
s1 + s2
s1 − s2
)2
.
We conclude that
96 ·m+1 •m−1 =
∑
(s1,s2)∈(Z/NZ)
2
s1 6=±s2
D2
(s1
N
)
D2
(s2
N
)
·
(
log
(
s1 + s2
s1 − s2
)
log(s2 − s1) + log(s2 − s1) log
(
s1 + s2
s1 − s2
)
+ log
(
s1 + s2
s1 − s2
)2)
=
∑
(s1,s2)∈(Z/NZ)
2
s1 6=±s2
D2
(s1
N
)
D2
(s2
N
)
· (log(s1 + s2)2 − log(s1 − s2)2)
= 16 ·
N−1
2∑
k=1
k · log(k)2
where the last equality follows from Lemma 5.17. 
Combining Corollary 6.3, Theorem 3.16 (iii) and Theorem 6.7, we get the following identity.
Corollary 6.8. Assume n(r, p) ≥ 2, i.e. ∑N−12k=1 k · log(k) ≡ 0 (modulo pr). We have, in Z/prZ:∑
λ∈L
3 · log(H ′(λ))2 − 4 · log(λ)2 = 12 ·
N−1
2∑
k=1
k · log(k)2 .
We now compute the pairings m+0 • m−2 and m+1 • m−2 using the formula for m−2 given in
Theorem 4.38. Recall that we defined function F0,p, F1,p : P
1(Z/NZ) → Z/prZ in Theorems
1.11 and 5.11 (F0,p really takes values in Zp, but we abuse notation and consider it modulo p
r).
Recall the group isomorphism δr : Z/p
rZ→ J · Kr/J2 · Kr defined in Section 4.4.
Theorem 6.9. Assume that Conjecture 4.32 holds. Assume that n(r, p) ≥ 2, i.e. that ∑N−12k=1 k ·
log(k) ≡ 0 (modulo pr). Let g ∈ (Z/NZ)× be a generator such that log(g) ≡ 1 (modulo pr). We
have:
δr(m
+
0 •m−2 ) =
1
4
N−1∑
i=1
N−1∑
j=i
F0,p(g
j)
 ·(1− ζgi−1N , 1− ζN
1− ζg−1N
)
r
.
Proof. We have, in H1(X0(N), cusps,Z/p
rZ):
m+0 =
N−1∑
i=1
F0,p(g
i) · ξΓ0(N)([gi : 1]) .
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The hypothesis n(r, p) ≥ 2 can be rewritten as
(130)
N−1∑
i=1
i · F0,p(gi) ≡ 0 (modulo pr).
Thus, we have in H1(X0(N), cusps,Z/p
rZ):
m+0 =
N−1∑
i=1
F0,p(g
i) · (ξΓ0(N)([gi : 1])− i · ξΓ0(N)([g : 1])) .
We have
ξΓ0(N)([g
i : 1])− i · ξΓ0(N)([g : 1]) =
(
ξΓ0(N)([g
i : 1])− ξΓ0(N)([gi−1 : 1])− ξΓ0(N)([g : 1])
)
+
(
ξΓ0(N)([g
i−1 : 1])− (i − 1) · ξΓ0(N)([g : 1])
)
.
By induction on i, we get (using ξΓ0(N)(1) = 0):
ξΓ0(N)([g
i : 1])− i · ξΓ0(N)([g : 1]) =
i∑
j=1
(
ξΓ0(N)(g
j)− ξΓ0(N)(gj−1)− ξΓ0(N)([g : 1])
)
.
Thus, we have in H1(X0(N), cusps,Z/p
rZ)+:
2 ·m+0 =
N−1∑
i=1
N−1∑
j=i
F0,p(g
j)
 · (1 + c) · (ξΓ0(N)([gi : 1])− ξΓ0(N)([gi−1 : 1])− ξΓ0(N)([g : 1])) ,
where c is the complex conjugation. By Theorem 4.38, we have:
(1 + c)· (ξΓ0(N)([gi : 1])− ξΓ0(N)([gi−1 : 1])− ξΓ0(N)([g : 1])) •m−2 =
1
2
·
(
(1 − ζgi−1N , 1− ζN )r − (1− ζg
i−1
N , 1− ζg
−1
N )r − (1− ζg
−1
N , 1− ζN )r
)
By the bilinearity of (·, ·)r, we have:
(1 − ζgi−1N , 1− ζN )r − (1− ζg
i−1
N , 1− ζg
−1
N )r =
(
1− ζgi−1N ,
1− ζN
1− ζg−1N
)
r
.
Using (130), this concludes the proof of Theorem 6.9. 
Since m+1 •m−1 = m+0 •m−2 , Theorems 6.7 and 6.9 give us the following identity.
Corollary 6.10. Assume that Conjecture 4.32 holds. Assume that n(r, p) ≥ 2, i.e. that∑N−12k=1 k·
log(k) ≡ 0 (modulo pr). Let g ∈ (Z/NZ)× be a generator such that log(g) ≡ 1 (modulo pr). We
have the following equality in J · Kr/J2 · Kr:
δr
N−12∑
k=1
k · log(k)2
 = 3
2
·
N−1∑
i=1
N−1∑
j=i
F0,p(g
j)
 ·(1− ζgi−1N , 1− ζN
1− ζg−1N
)
r
.
Remark 12. We have not been able to prove directly this identity, without using the theory of
higher Eisenstein elements.
Similar computations give us the following result.
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Theorem 6.11. Assume that Conjecture 4.32 holds. Assume that n(r, p) ≥ 3, i.e. that∑N−12k=1 k ·
log(k) ≡∑N−12k=1 k · log(k)2 ≡ 0 (modulo pr). Let g ∈ (Z/NZ)× be a generator such that log(g) ≡
1 (modulo pr). We have:
δr(m
+
1 •m−2 ) =
1
4
N−1∑
i=1
N−1∑
j=i
F1,p(g
j)
 ·(1− ζgi−1N , 1− ζN
1− ζg−1N
)
r
.
As a corollary, we get our most advanced numerical criterion for bounding n(r, p) from below.
Corollary 6.12. Assume that Conjecture 4.32 holds. Assume that n(r, p) ≥ 3, i.e. that∑N−12k=1 k·
log(k) ≡∑N−12k=1 k · log(k)2 ≡ 0 (modulo pr). Let g ∈ (Z/NZ)× be a generator such that log(g) ≡
1 (modulo pr). We have n(r, p) ≥ 4 if and only if we have, in J · Kr/J2 · Kr:
N−1∑
i=1
N−1∑
j=i
F1,p(g
j)
 ·(1− ζgi−1N , 1− ζN
1− ζg−1N
)
r
= 0 .
6.4. Computation of m+1 •m−1 when p = 3. In this section, we assume p = 3.
We give a formula for m+1 •m−1 modulo 3t. We are only able to simplify the formula for this
intersection product modulo 3t−1. Note that we do not have an explicit formula for m−2 , but
nevertheless it is possible to compute m+0 •m−2 = m+1 •m−1 .
For a and b in (Z/NZ)×, we let [a, b] be the reduction modulo N of the interval [a, b], where
a and b are representatives of a and b in {−N, ...,−1} and {1, 2, ..., N} respectively.
Let µ′3 the set of cubic primitive roots of unity in (Z/NZ)
×. Recall that σ =
(
0 −1
1 0
)
and
τ =
(
0 −1
1 −1
)
∈ SL2(Z). There is a right action of SL2(Z) on P1(Z/NZ) given by x ·
(
a b
c d
)
=
ax+c
bx+d if x ∈ P1(Z/NZ). The set (Z/NZ)×\{1,−1} ⊂ P1(Z/NZ) is stable under σ.
Let log3 : Z[(Z/NZ)
×\{1,−1}]→ Z/3t+1Z be given by
log3
 ∑
x∈(Z/NZ)×\{1,−1}
λx · [x]
 = ∑
x3∈µ′3
∑
y∈[−x3,x3]
(λyσ − λy) · log(x3) .
The following lemma summarizes the properties log3 we will need.
Lemma 6.13 (Merel). (i) If a ∈ (Z/NZ)×\{1,−1} is fixed by τ , then log3([a]) ≡ log(a) (modulo 3t+1).
(ii) If a ∈ (Z/NZ)×\{1,−1} is fixed by σ, then log3(a) ≡ 0 (modulo 3t+1).
Proof. Point (i) (resp. point (ii)) follows from [31, Lemme 6] (resp. [31, Lemme 7]). 
By Lemma 6.13, the group homomorphism Z[(Z/NZ)×\{1,−1}] → Z/3t+1Z given by [x] 7→
log(x) − log3(x) annihilates the Manin relations, and thus induces a group homomorphism
ϕ3 : H1(X0(N),Z/3
t+1Z)→ Z/3t+1Z .
Theorem 6.14. Assume p = 3. Assume n(r, p) ≥ 2, i.e. ∑N−1k=1 k2 · log(k) ≡ 0 (modulo 3r).
Then we have in Z/3r+1Z:
12 ·m+1 •m−1 = log(2) · ϕ3(m+0 ) + ϕ3
 ∑
x∈(Z/NZ)×\{1,−1}
F1,3(x) · ξΓ0(N)([x : 1])

where F1,3 : P
1(Z/NZ)→ Z/3t+1Z is defined in Theorem 5.21.
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Proof. By Theorem 5.21, we have H1(X0(N), cusps,Z/3
t+1Z)+:
6 ·m+1 = log(2) ·m+0 +
∑
x∈(Z/NZ)×\{1,−1}
F1,3(x) · ξΓ0(N)([x : 1]) .
Let G0 : (Z/NZ)
×\{1,−1} → Z/3tZ be such that
m+0 =
∑
x∈(Z/NZ)×\{1,−1}
G0(x) · ξΓ0(N)([x : 1]) .
Let G1 : (Z/NZ)
×\{1,−1} → Z/3tZ be such that
m+1 =
∑
x∈(Z/NZ)×\{1,−1}
G1(x) · ξΓ0(N)([x : 1]) .
By Theorem 5.21 and [31, Proposition 3], we have the following equality in (Z/3t+1Z)[(Z/NZ)×\{1,−1}]:
6 ·
∑
x∈(Z/NZ)×\{1,−1}
G1(x) · [x] = log(2) ·
∑
x∈(Z/NZ)×\{1,−1}
G0(x) · [x]
+
∑
x∈(Z/NZ)×\{1,−1}
F1,3(x) · [x] + aσ + aτ
where aσ (resp. aτ ) is an element of (Z/3
t+1Z)[(Z/NZ)×\{1,−1}] fixed by σ (resp. by τ). By
definition, we have in Z/3rZ:
m+1 •m−1 =
1
2
·
∑
x∈(Z/NZ)×\{1,−1}
G1(x) · log(x) .
By Lemma 6.13 (i), we get in Z/3r+1Z:
12 ·m+1 •m−1 = log(2) · ϕ3(m+0 ) + ϕ3
 ∑
x∈(Z/NZ)×\{1,−1}
F1,3(x) · ξΓ0(N)([x : 1])

which concludes the proof of Theorem 6.15. 
Corollary 6.15. Assume t ≥ 2, i.e. N ≡ 1 (modulo 27). Assume 1 ≤ r ≤ t− 1. If n(r, p) ≥ 2,
i.e. if
∑N−1
k=1 k
2 · log(k) ≡ 0 (modulo 3r), then we have in Z/3rZ:
m+1 •m−1 = −
1
4
·
N−1∑
k=1
k2 · log(k)2 .
Proof. Since r ≤ t − 1, the map log3 is zero modulo 3r+1. Thus, for all x ∈ (Z/NZ)×\{1,−1}
we have ϕ3(ξΓ0(N)(x)) ≡ log(x) (modulo 3r+1). In particular, we have
ϕ3(m
+
0 ) ≡ 2 ·m+0 •m−1 (modulo 3r+1).
We get, by Theorem 6.4:
ϕ3(m
+
0 ) ≡ −
1
2
·
N−1∑
k=1
k2 · log(k) (modulo 3r+1).
Thus, we have in Z/3r+1Z:
(131) 6 ·m+1 •m−1 = −
1
2
· log(2) ·
N−1∑
k=1
k2 · log(k) +
∑
x∈(Z/NZ)×\{1,−1}
F1,3(x) · log(x) .
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Recall that F1,3 : P
1(Z/NZ)→ Z/3t+1Z is defined by
F1,3([c : d]) =
1
2
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log
(
s2
d− c
)
− 1
2
∑
(s1,s2)∈(Z/2NZ)
2
(d−c)s1+(d+c)s2 6≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log((d− c)s1 + (d+ c)s2))
if [c : d] 6= [1 : 1] and F1,3([1 : 1]) = 0. We have, in Z/3t+1Z:
2·
∑
x∈(Z/NZ)×\{1,−1}
F1,3(x) · log(x)
=
∑
x∈(Z/NZ)×
x 6=1
log(x) ·
 ∑
(s1,s2)∈(Z/2NZ)
2
(1−x)s1+(1+x)s2≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log
(
s2
1− x
)
− log(x) ·
 ∑
(s1,s2)∈(Z/2NZ)
2
(1−x)s1+(1+x)s2 6≡0 (modulo N)
(−1)s1+s2 B1
( s1
2N
)
B1
( s2
2N
)
· log((1 − x)s1 + (1 + x)s2)

=
1
4
∑
x∈(Z/NZ)×
x 6=1
log(x) ·
 ∑
(s1,s2)∈(Z/NZ)
2
(1−x)s1+(1+x)s2≡0 (modulo N)
D2
(s1
N
)
D2
(s2
N
)
· log
(
s2
1− x
)
− log(x) ·
 ∑
(s1,s2)∈(Z/NZ)
2
(1−x)s1+(1+x)s2 6≡0 (modulo N)
D2
(s1
N
)
D2
(s2
N
)
· log((1− x)s1 + (1 + x)s2)

=
1
4
∑
(s1,s2)∈(Z/NZ)
2
s1 6=±s2
D2
(s1
N
)
D2
(s2
N
)
· (log
(
s1 + s2
s1 − s2
)
· log
(
s2 − s1
2
)
−
∑
x 6=
s1+s2
s1−s2
log(x) log((1 − x)s1 + (1 + x)s2)).
Since r + 1 ≤ t, Lemma 5.18 shows that we have, in Z/3r+1Z:
∑
x 6=
s1+s2
s1−s2
log(x) log((1 − x)s1 + (1 + x)s2) = − log(s2 − s1) log
(
s1 + s2
s1 − s2
)
− log
(
s1 + s2
s1 − s2
)2
.
Thus we have, in Z/3r+1Z:
2
∑
x∈(Z/NZ)×\{1,−1}
F1,3(x) · log(x) = 1
4
∑
(s1,s2)∈(Z/NZ)
2
s1 6=±s2
D2
(s1
N
)
D2
(s2
N
)
·
(
log(s1 + s2)
2 − log(s1 − s2)2 − log(2) · log
(
s1 + s2
s1 − s2
))
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Using Lemmas 5.16 and 5.17 and the assumption r + 1 ≤ t, we get in Z/3r+1Z:∑
x∈(Z/NZ)×\{1,−1}
F1,3(x) · log(x) = −3
2
·
N−1∑
k=1
k2 · log(k)2 + 1
2
· log(2) ·
N−1∑
k=1
k2 · log(k) .
By (131), we have in Z/3r+1Z:
6 ·m+1 •m−1 = −
3
2
·
N−1∑
k=1
k2 · log(k)2 .
This concludes the proof of Theorem 6.15. 
Corollary 6.16. Assume that t ≥ 2, i.e. that N ≡ 1 (modulo 27). Assume that 1 ≤ r ≤ t− 1.
The following assertions are equivalent:
(i) n(r, p) ≥ 3
(ii)
∑N−1
k=1 k
2 · log(k) ≡∑N−1k=1 k2 · log(k)2 ≡ 0 (modulo 3r).
Remark 13. Corollary 6.16 does not hold in general if N 6≡ 1 (modulo 27). For instance, if
N = 1279 and r = 1 then g3 = 2 and
∑N−1
k=1 k
2 · log(k) ≡∑N−1k=1 k2 · log(k)2 ≡ 0 (modulo 3). If
N = 1747 and r = 1 then g3 = 3 and
∑N−1
k=1 k
2 · log(k)2 6≡ 0 (modulo 3).
6.5. Computation of m+1 •m−1 when p = 2. In this section, we assume that p = 2. We give a
formula for m+1 •m−1 modulo 2t−1. Note that we do not have an explicit formula for m−2 modulo
2t−1, but nevertheless it is possible to compute m+0 •m−2 = m+1 •m−1 modulo 2t−1.
Theorem 6.17. Assume that t ≥ 2, i.e. that N ≡ 1 (modulo 16). Let r be an integer such that
1 ≤ r ≤ t− 1 and n(r, p) ≥ 2 (i.e. ∑N−12k=1 k · log(k) ≡ 0 (modulo 2r) by Corollary 6.5). We have,
in Z/2r+1Z:
6 ·m+1 •m−1 =
N−1
2∑
k=1
k · log(k) +
N−1
2∑
k=1
k · log(k)2 .
Proof. Recall that we have normalized m˜−0 , and thus m
−
1 , so that for all x ∈ P1(Z/NZ)\{0,∞}
we have, in Z/2tZ:
(1 + c) · ξΓ0(N)(x) •m−1 = log(x) .
For all x ∈ (Z/NZ)×, we have in Z/2t+1Z:
(132) F1,2(x) = F1,2(−x) .
By Theorem 5.23, Theorem 6.4 and (132), we have in Z/2r+2Z:
(133) 12 ·m+1 •m−1 = −
2
3
·
2t−1 − N−12∑
k=1
k · log(k)
 + ∑
x∈R′
F1,2(x) · log(x) ,
where R′ is any set of representative in (Z/NZ)×\{1,−1} for the equivalence relation x ∼ − 1x .
Let F˜1,2 : (Z/NZ)
× → Z/2t+2Z be defined by
F˜1,2(x) =
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2≡0 (modulo N)
log
(
2
1− x · s2
)
−
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2 6=0 (modulo N)
log((1− x)s1 + (1 + x)s2) .
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By definition, for all x ∈ (Z/NZ)× we have
(134) F1,2(x) ≡ F˜1,2(x) (modulo 2t+1).
Lemma 6.18. For all x ∈ (Z/NZ)×, we have in Z/2t+2Z:
F˜1,2
(
− 1
x
)
= −F˜1,2(x) + N − 1
2
+
N − 1
2
· log
(
x− 1
x+ 1
)
.
Proof. Let x ∈ (Z/NZ)×. We have, in Z/2t+1Z:
F˜1,2(x) + F˜1,2
(
− 1
x
)
=
N−1
2∑
s2=1
N−1
2∑
s1=1
(1−x)s1+(1+x)s2≡0 (modulo N)
log
(
2
1− x · s2
)
+
N−1
2∑
s2=1
N−1∑
s1=
N+1
2
(1−x)s1+(1+x)s2≡0 (modulo N)
log
(
2 · x
1− x · s2
)
−
N−1
2∑
s2=1
N−1
2∑
s1=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log ((1− x)s1 + (1 + x)s2)
−
N−1
2∑
s2=1
N−1∑
s1=
N+1
2
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log
(
1
x
· ((1− x)s1 + (1 + x)s2)
)
=
N−1
2∑
s2=1
N−1∑
s1=1
(1−x)s1+(1+x)s2≡0 (modulo N)
log
(
2
1− x · s2
)
+ log(x) · N (x)
−
N−1
2∑
s2=1
N−1∑
s1=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log ((1− x)s1 + (1 + x)s2)
+ log(x) ·
((
N − 1
2
)2
−N (x)
)
,
where N (x) is the number of s ∈ {1, 2, ..., N−12 } such that the representative of s · x−1x+1 in
{1, ..., N − 1} is in {N+12 , ..., N − 1}. Thus, we have in Z/2t+2Z:
F˜1,2(x) + F˜1,2
(
− 1
x
)
=
N−1
2∑
s2=1
N−1∑
s1=1
(1−x)s1+(1+x)s2≡0 (modulo N)
log
(
2
1− x · s2
)
−
N−1
2∑
s2=1
N−1∑
s1=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log ((1− x)s1 + (1 + x)s2)
=
N − 1
2
· log
(
2
1− x
)
+ log
((
N − 1
2
)
!
)
− N − 1
2
· (N − 2) · log(1 + x)−
N−1
2∑
s2=1
N−1∑
s1=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log
(
s2 − x− 1
x+ 1
· s1
)
.
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Since N ≡ 1 (modulo 8), we have log(2) ≡ 0 (modulo 2) by the quadratic reciprocity law. Thus
we have in Z/2t+2Z:
F˜1,2(x) + F˜1,2
(
− 1
x
)
=
N − 1
2
· log
(
x+ 1
x− 1
)
+ log
((
N − 1
2
)
!
)
−
N−1
2∑
s2=1
(log ((N − 1)!)− log(s2))
=
N − 1
2
· log
(
x+ 1
x− 1
)
+ 2 · log
((
N − 1
2
)
!
)
=
N − 1
2
+
N − 1
2
· log
(
x+ 1
x− 1
)
.
This concludes the proof of Lemma 6.18. 
Let ζ4 be an element of order 4 in (Z/NZ)
×. Since t ≥ 2, we have 2t · log(ζ4) = 0 in Z/2t+2Z.
Since F1,2(ζ4) ≡ 0 (modulo 2t), we have in Z/2t+2Z:
(135) F˜1,2(ζ4) · log(ζ4) = 0
Similarly, we have in Z/2t+2Z:
(136) F˜1,2(−1) · log(−1) = 0
By Lemma 6.18, (135) and (136), we have in Z/2t+2Z:
∑
x∈(Z/NZ)×
F˜1,2(x) · log(x) =
∑
x∈R′
F˜1,2(x) · log(x) + F˜1,2
(
− 1
x
)
· log
(
− 1
x
)
= 2 ·
∑
x∈R′
F˜1,2(x) · log(x) +
∑
x∈R′
N − 1
2
· log(x) + N − 1
2
· log(x) · log
(
x− 1
x+ 1
)
+ log(−1) ·
∑
x∈R′
F˜1,2(x) .
By (132), we have
∑
x∈R′ F1,2(x) ≡ 0 (modulo 2). By Lemma 5.18 and the fact that log(−1) ·
log(−2) ≡ 0 (modulo 4), we have
2 ·
∑
x∈R′
log(x) · log
(
x− 1
x+ 1
)
≡
∑
x∈(Z/NZ)×\{1,−1}
log(x) · log
(
x− 1
x+ 1
)
≡ 0 (modulo 4).
Thus, we have in Z/2t+2Z:
(137)
∑
x∈(Z/NZ)×
F˜1,2(x) · log(x) = 2 ·
∑
x∈R′
F˜1,2(x) · log(x) .
By (133) and (137), we have in Z/2t+2Z:
(138) 24 ·m+1 •m−1 = −
4
3
·
2t−1 − N−12∑
k=1
k · log(k)
+ ∑
x∈(Z/NZ)×
F˜1,2(x) · log(x) .
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We have, in Z/2t+2Z:
∑
x∈(Z/NZ)×
F˜1,2(x) · log(x) =
∑
x∈(Z/NZ)×
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2≡0 (modulo N)
log
(
2
1− x · s2
)
· log(x)
−
∑
x∈(Z/NZ)×
N−1
2∑
s1,s2=1
(1−x)s1+(1+x)s2 6≡0 (modulo N)
log ((1− x)s1 + (1 + x)s2) · log(x)
=
N−1
2∑
s1,s2=1
s1 6=s2
log (s2 − s1) · log
(
s1 + s2
s1 − s2
)
−
N−1
2∑
s1,s2=1
∑
x∈(Z/NZ)×
x 6≡
s1+s2
s1−s2
(modulo N)
log ((1− x)s1 + (1 + x)s2) · log(x)
=
N−1
2∑
s1,s2=1
s1 6=s2
log (s2 − s1) · log
(
s1 + s2
s1 − s2
)
−
N−1
2∑
s1,s2=1
s1 6=s2
log(s2 − s1) ·
(
log((N − 1)!)− log
(
s1 + s2
s1 − s2
))
+
N−1
2∑
s1,s2=1
s1 6=s2
∑
x∈(Z/NZ)×
x 6≡
s1+s2
s1−s2
(modulo N)
log
(
x− s1 + s2
s1 − s2
)
· log(x)
= 2 ·
N−1
2∑
s1,s2=1
s1 6=s2
log (s2 − s1) · log
(
s1 + s2
s1 − s2
)
+ log(−1) ·
N−1
2∑
s1,s2=1
s1 6=s2
log(s2 − s1)
+
N−1
2∑
s1,s2=1
s1 6=s2
∑
x∈(Z/NZ)×
x 6≡
s1+s2
s1−s2
(modulo N)
log
(
x− s1 + s2
s1 − s2
)
· log(x) .
By Lemmas 5.14 and 5.18, we have in Z/2t+2Z:
∑
x∈(Z/NZ)×
F˜1,2(x) · log(x) = 2 ·
N−1
2∑
s1,s2=1
s1 6=s2
log (s1 − s2) · log
(
s1 + s2
s1 − s2
)
+
N−1
2∑
s1,s2=1
s1 6=s1
(
log(−1) · log
(
s1 + s2
s1 − s2
)
− log
(
s1 + s2
s1 − s2
)2
+ F2
)
.
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Since N ≡ 1 (modulo 8), 4 · F2 = 4 · F1 = 0 and log(−1) ≡ 0 (modulo 4), we have in Z/2t+2Z:
(139)∑
x∈(Z/NZ)×
F˜1,2(x) · log(x) = 2 ·
N−1
2∑
s1,s2=1
s1 6=s2
log (s1 − s2) · log
(
s1 + s2
s1 − s2
)
−
N−1
2∑
s1,s2=1
s1 6=s1
log
(
s1 + s2
s1 − s2
)2
.
We have in Z/2t+2Z:
N−1
2∑
s1,s2=1
s1 6=s2
log(s1 + s2)
2 =
N−1
2∑
s1,s2=1
log(s1 + s2)
2 −
N−1
2∑
s=1
log(2 · s)2
=
N−1
2∑
s1,s2=1
log(s1 + s2)
2 −F2 .
By Lemma 5.15 and the fact that 2 · F2 = N−12 , we have in Z/2t+2Z:
(140)
N−1
2∑
s1,s2=1
s1 6=s2
log(s1 + s2)
2 =
N − 1
2
+ 2 ·
N−1
2∑
k=1
k · log(k)2
and
(141)
N−1
2∑
s1,s2=1
s1 6=s2
log(s1 − s2)2 = −2 ·
N−1
2∑
k=1
k · log(k)2 .
By (139), (140) and (141), we have in Z/2t+2Z:
(142)
∑
x∈(Z/NZ)×
F˜1,2(x)· log(x) = N − 1
2
+4 ·
N−1
2∑
k=1
k · log(k)2+4 ·
N−1
2∑
s1,s2=1
s1 6=s1
log(s1+s2)· log(s1−s2) .
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We have, in Z/2t+2Z:
2 ·
N−1
2∑
s1,s2=1
s1 6=s1
log(s1 + s2) · log(s1 − s2) =
N−1
2∑
s1=1
N−1∑
s2=1
s2 6=s1,N−s1
log(s1 + s2) · log(s1 − s2)
=
N−1
2∑
s1=1
∑
s2∈(Z/NZ)
×
s2 6=±s1
log(s1 + s2) · log(s1 − s2)
=
N−1
2∑
s1=1
∑
s2∈(Z/NZ)
×
s2 6=2·s1,s1
log(s2) · log(2 · s1 − s2)
=
N−1
2∑
s1=1
∑
s2∈(Z/NZ)
×
s2 6=2·s1
log(s2) · log(s2 − 2 · s1)
+ log(−1) ·
N−1
2∑
s1=1
log(2 · s1)−
N−1
2∑
s1=1
log(s1)
2
= −F2 +
N−1
2∑
s1=1
∑
s2∈(Z/NZ)
×
s2 6=2·s1
log(s2) · log(s2 − 2 · s1) .
In the last equality, we have used the fact that log(2) ≡ 0 (modulo 2) by the quadratic reciprocity
law, since N ≡ 1 (modulo 8).
2 ·
N−1
2∑
s1,s2=1
s1 6=s1
log(s1 + s2) · log(s1 − s2) = −F2 +
N−1
2∑
s1=1
(
log(−1) · log(2 · s1)− log(2 · s1)2 + F2
)
= −F2 −
N−1
2∑
s1=1
log(2 · s1)2
= −2 · F2 .
By (142), we have in Z/2t+2Z:
∑
x∈(Z/NZ)×
F1,2(x) · log(x) = N − 1
2
+ 4 ·
N−1
2∑
k=1
k · log(k)2 .
By (138), we have in Z/2r+3Z:
24 ·m+1 •m−1 =
4
3
·
N−1
2∑
k=1
k · log(k) + 4 ·
N−1
2∑
k=1
k · log(k)2
= 4 ·
N−1
2∑
k=1
k · log(k) + 4 ·
N−1
2∑
k=1
k · log(k)2 .
In the last equality, we have used the fact that
∑N−1
2
k=1 k · log(k) ≡ 0 (modulo 2r). This concludes
the proof of Theorem 6.17. 
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Corollary 6.19. Assume that t ≥ 2, i.e. that N ≡ 1 (modulo 16). Let r be an integer such that
1 ≤ r ≤ t− 1. Assume that n(r, p) ≥ 2, (i.e. ∑N−12k=1 k · log(k) ≡ 0 (modulo 2r) by Corollary 6.5).
The following assertions are equivalent:
(i) We have n(r, p) ≥ 3.
(ii) We have
N−1
2∑
k=1
k · log(k) +
N−1
2∑
k=1
k · log(k)2 ≡ 0 (modulo 2r+1)
Remark 14. By Remark (11), the integer n(1, p) is odd when p = 2. In particular, if n(1, p) ≥ 2
then n(1, p) ≥ 3. If N ≡ 1 (modulo 16), this means by Corollary 6.19 that ∑N−12k=1 k · log(k) ≡
0 (modulo 2) implies
∑N−1
2
k=1 k · log(k) +
∑N−1
2
k=1 k · log(k)2 ≡ 0 (modulo 4). We have not found an
elementary proof of this fact.
6.6. The q-expansion of the second higher Eisenstein element f2 via Galois deforma-
tions. Recall that we keep the notation of chapter 4, and in particular those of section 4.4. In
this section, we assume p ≥ 5, r = 1 and n(r, p) ≥ 2. Theorem 6.21 below aims at giving a rather
explicit description of the higher Eisenstein element f2.
Our proof relies on the results of [9] and [22], some of which we now recall. If i ∈ Z, let K(i) be
the number field defined in [9, Proposition 5.4]. In particular, K(i) is an abelian Galois extension
of Q(ζp) of exponent p, unramified outside N and p over Q and such that Gal(Q(ζp)/Q) acts
by multiplication by ωip on Gal(K(i)/Q(ζp)). We have K(1) = Q(N
1
p , ζp) and K(0) = L1. If F
is a number field, we let CF = Pic(OF ) ⊗Z Z/pZ, where Pic(OF ) is the class group of F . The
following result follows easily from the proof of [9, Proposition 5.4].
Proposition 6.20. Let i ∈ {−1, 0, 1}, so that in particular we have (CQ(ζp))(i) = 0. Then
Gal(K(i)/Q(ζp)) is cyclic of order p, and global class field theory gives a canonical Gal(Q(ζp)/Q)-
equivariant group isomorphism
β(i) : Gal(K(i)/Q(ζp))
∼−→ U⊗1−i ⊗ µ⊗ip ,
where U := (Z/NZ)×/ ((Z/NZ)×)
p
is equipped with the trivial action of Gal(Q(ζp)/Q) (the
group law of U is denoted multiplicatively).
Proof. As in the proof of [9, Proposition 5.4], global class field theory gives a canonical Gal(Q(ζp)/Q)-
equivariant group isomorphism
α(i) :
(
(Z[ζp]/(N))
× ⊗Z Z/pZ
)
(i)
∼−→ Gal(K(i)/Q(ζp)) .
Let S be the set of prime ideals above N in Z[ζp]. The Chinese remainder theorem shows that
there is a canonical group isomorphism
f : (Z[ζp]/(N))
× ∼−→
∏
n∈S
(Z[ζp]/n)
×
.
We let Gal(Q(ζp)/Q) acts on
∏
n∈S (Z[ζp]/n)
×, via the formula
g · (xn)n∈S =
(
g(xg−1(n))
)
n∈S
,
where g ∈ Gal(Q(ζp)/Q). The isomorphism f is then Gal(Q(ζp)/Q)-equivariant.
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To conclude the proof of Proposition 6.20, it suffices to construct a canonical Gal(Q(ζp)/Q)-
equivariant group isomorphism
γ(i) :
(∏
n∈S
(Z[ζp]/n)
× ⊗Z Z/pZ
)
(i)
∼−→ U⊗1−i ⊗ µ⊗ip .
We then let β(i) := γ(i) ◦ α−1(i) . There is a canonical group isomorphism
(Z[ζp]/n)
× ⊗Z Z/pZ ∼−→ (Z[ζp]/n)× [p]
given by
x⊗ 1 7→ xN−1p .
We thus get a canonical group isomorphism(∏
n∈S
(Z[ζp]/n)
× ⊗Z Z/pZ
)
(i)
∼−→
(∏
n∈S
(Z[ζp]/n)
×
[p]
)
(i)
.
Note that there is a canonical group isomorphism U⊗1−i ⊗ µ⊗ip ∼−→ V ⊗
(
µp ⊗ Vˆ
)⊗i
where
V = (Z/NZ)×[p] and Vˆ = Hom(V,Z/pZ). Thus, it suffices to construct a canonical group
isomorphism
γ′(i) :
(∏
n∈S
(Z[ζp]/n)
× [p]
)
(i)
∼−→ V ⊗ (µp ⊗ Vˆ )⊗i .
Let ζp ∈ µp. If n ∈ S, let ζn ∈ V be the reduction of ζp modulo n and ζˆn ∈ Vˆ be given by
ζˆn(ζn) = 1. The element ζp⊗ ζˆn ∈ µp⊗ Vˆ only depends on n, and not on the choice of ζp. We let
γ′(i) ((xn)n∈S) =
∑
n∈S
xn ⊗ (ζp ⊗ ζˆn)⊗i .
This is independent of the choice of ζp, so this is canonical. This concludes the proof of Propo-
sition 6.20. 
Let ℓ be a rational prime not dividing N such that ℓ ≡ 1 (modulo p). Let λ be any prime
above (ℓ) in Z[ζp]. We define
βℓ = β(1)(Frobλ) · β(−1)(Frobλ) ∈ µp ⊗
(
U⊗2 ⊗ µ⊗−1p
)
= U⊗2 .
This does not depend on the choice of λ dividing (ℓ).
Let K = Q(N
1
p ). Genus theory shows that CK is non-zero [22, Section 5]. By [9, Theorem
1.3 (ii)], if gp ≥ 2 then the rank of the Fp-vector space CK is ≥ 2. The group CK(1) has an action
of Gal(K(1)/Q(ζp)) (a cyclic group of order p) and of Gal(K(1)/K) = Gal(Q(ζp)/Q) = (Z/pZ)
×
(via the Teichmu¨ller character). Let J be the augmentation ideal of (Z/pZ)[Gal(K(1)/Q(ζp))].
If χ : Gal(K(1)/K)→ (Z/pZ)× is a character, let
eχ =
1
p− 1 ·
∑
g∈Gal(K(1)/K)
χ−1(g) · [g] ∈ (Z/pZ)[Gal(K(1)/K)]
be the idempotent associated to χ. Let χ0 be the trivial character and ωp be the Teichmu¨ller
character (considered as a character Gal(K(1)/K) via the canonical restriction isomorphism
Gal(K(1)/K)
∼−→ Gal(Q(ζp)/Q)). If V is a (Z/pZ)[Gal(K(1)/K)]-module, we let V (χ) = eχ ·V ⊂
V and V(χ) = V/
(⊕
χ′ 6=χ eχ′ · V
)
. The map V (χ) → V(χ) is a group isomorphism.
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Since [K(1) : K] = p− 1 is prime to p, the natural map CK → CK(1) is injective, and its image
is (CK(1))(χ0). There exists a generator ∆ of J such that for all character χ as above, we have
[22, Lemma 2.1]:
∆ · eχ = eχ·ωp ·∆ .
Thus, the multiplication by ∆ induces a natural surjective group homomorphism
(CK(1)/∆ · CK(1))(ω
−1
p ) → (∆ · CK(1)/∆2 · CK(1))(χ0)
which gives a surjective group homomorphism:
(143) δ : (CK(1)/∆ · CK(1))(ω−1p ) → (∆ · CK(1)/∆2 · CK(1))(χ0) .
The group (CK(1)/∆ · CK(1))(ω−1p ) is cyclic of order p.
It was proven in [22, Section 5] that the above map is an isomorphism if and only if gp ≥ 2
(which is assumed in this section). Thus, we have a map
CK = (CK(1))(χ0) → (CK(1)/∆2 · CK(1))(χ0)
and an exact sequence
0→ (∆ · CK(1)/∆2 · CK(1))(χ0) → (CK(1)/∆2 · CK(1))(χ0) → (CK(1)/∆ · CK(1))(χ0) → 0
with
(∆ · CK(1)/∆2 · CK(1))(χ0) ≃ (CK(1)/∆ · CK(1))(χ0) ≃ Z/pZ .
If ℓ is a prime such that ℓ 6≡ 1 (modulo p), let pℓ be the unique prime of OK above ℓ with
residual degree 1 and pℓ be the image of the class of pℓ in (CK(1)/∆2 ·CK(1))(χ0). There is a unique
group isomorphism α : (CK(1)/∆ · CK(1))(χ0) ∼−→ U such that for any prime ℓ 6≡ 1 (modulo p), we
have
(144) α(pℓ) = ℓ
1
2 ,
where ℓ is the image of ℓ in U . We let
π : (CK(1)/∆2 · CK(1))(χ0) → U
be the morphism induced by α.
Theorem 6.21. Assume that gp ≥ 2, so that f2 ∈M/p ·M exists (and is uniquely determined
modulo the subgroup generated by f0 and f1).
Let P be the set of prime numbers different from N . Let A0 = (ℓ + 1)ℓ∈P and A1 =(
ℓ−1
2 · log(ℓ)
)
ℓ∈P
in (Z/pZ)(P).
There exists C ∈ (Z/pZ)× and a group homomorphism π′ : (CK(1)/∆2 · CK(1))(χ0) → U⊗2
whose image in Hom((CK(1)/∆2 · CK(1))(χ0), U⊗2)/π ⊗ U is non-zero and uniquely determined,
such that we have, in (U⊗2)(P) modulo the subgroup generated by A0 ⊗ U⊗2 and A1 ⊗ U⊗2:
(145) (aℓ(f2)⊗ γ⊗2)ℓ∈P =
(
(ℓ
⊗2
)
1
4 · ǫℓ
)
ℓ∈P
where γ ∈ U is such that log(γ) ≡ 1 (modulo p) and ǫℓ ∈ U⊗2 is defined as follows.
• If ℓ ≡ 1 (modulo p), then we let ǫℓ = βCℓ .
• If ℓ 6≡ 1 (modulo p), then we let
ǫℓ =
(
π′(pℓ) · (ℓ
⊗2
)
1
8
)ℓ−1
.
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Proof. By [9, Corollary 1.6], if gp ≥ 2 then there exists a Galois representation:
ρ : Gal(Q/Q)→ GL2
(
(Z/pZ)[x]/x3
)
which satisfies certain deformation conditions defined in [9, p. 100]. We denote by F the number
field cut out by the kernel of ρ. By [9, Proposition 5.5], one can assume that ρ has the following
form:
ρ =
(
ωp · (1 + a · x+ a′ · x2) x · β1 + x2 · b
x · β−1 + x2 · c 1 + d · x+ d′ · x2
)
.
where a, a′, b, c, d, d′ and β−1 are maps Gal(Q/Q)→ Z/pZ.
We can choose ρ such that for all ℓ 6= N , if Frobℓ is any Frobenius element at ℓ, we have:
(146) a(Frobℓ) =
log(ℓ)
2
.
The cocycle β−1 : Gal(Q/Q)→ Z/pZ satisfies, for all g, g′ ∈ Gal(Q/Q):
β−1(g · g′) = β−1(g) + ωp(g)−1 · β−1(g′) .
Furthermore, the restriction of β−1 to Gal(Q/Q(ζp)) is uniquely determined since we have fixed
the choices of β1, a and the conjugacy class of ρ.
Since det(ρ) = ωp, we have:
(147) a+ d = 0
and
(148) a′ + d′ = ω−1p · β1 · β−1 − a · d .
Furthermore, as in [9, Section 5.2] the subgroup ρ(Gal(F/Q)) of GL2((Z/pZ)[x]/x
3) is gen-
erated by {(
α 0
0 1
)
, α ∈ (Z/pZ)×
}
∪Ker (SL2((Z/pZ)[x]/x3)→ SL2(Z/pZ)) .
Since ρ is a group homomorphism, we have for all g, g′ ∈ Gal(Q/Q):
a′(gg′) = a′(g) + a′(g′) + a(g) · a(g′) + ωp(gg′)−1 · β1(g) · β1(g′) .
Since the restriction of β1 to Gal(Q/K) is trivial, the restriction of a
′′ := a′ − a22 to Gal(Q/K)
is a group homomorphism.
Lemma 6.22. The commutator subgroup of ρ(Gal(F/K)) is generated by the matrices
(
1 x2
0 1
)
,(
1 0
x 1
)
and
(
1 0
x2 1
)
, and the abelianization of ρ(Gal(F/K)) is isomorphic to (Z/pZ)2 ×
(Z/pZ)×.
Proof. The subgroup ρ(Gal(F/K)) of ρ(Gal(F/Q)) consists of those matrices in ρ(Gal(F/Q))
whose upper-right coefficient is 0 modulo x2. Let A =
(
a1 0
a3 a4
)
, B =
(
b1 b2
b3 b4
)
, C =
(
c1 0
c3 c4
)
and D =
(
d1 d2
d3 d4
)
be in M2(Z/pZ) and let α, β in Z/pZ
×. Let ∆α =
(
α 0
0 1
)
and ∆β =(
β 0
0 1
)
. A formal computation shows that we have, in GL2((Z/pZ)[x]/x
3):(
∆α + x ·A+ x2 · B
) · (∆β + x · C + x2 ·D) · (∆α + x · A+ x2 · B)−1 · (∆β + x · C + x2 ·D)−1
=
(
1 0
0 1
)
+ x ·
(
0 0
β−1
αβ · a3 + 1−ααβ · c3 0
)
+ x2 ·
(
0 (1 − β) · b2 + (α− 1) · d3
X 0
)
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where
X =
1
αβ
·
(
1− β
α
· a1a3 + 1
β
· a3c1 − 1
α
· a1c3 + a4c3 + α− 1
β
· c1c3 − a3c4 + (β − 1) · b3 + (1− α) · d3
)
.
Thus, the commutator of ρ(Gal(F/K)) is{(
1 u · x2
v · x+ w · x2 1
)
, u, v, w ∈ Z/pZ
}
.
Thus, the commutator of ρ(Gal(F/K)) has order p3 and is generated by
(
1 x2
0 1
)
,
(
1 0
x 1
)
and(
1 0
x2 1
)
. The second claim follows immediately. 
By Lemma 6.22, the kernel of the couple (a, a′′) cuts out an abelian extension H of K such
that Gal(H/K) ≃ (Z/pZ)2. By [9, proof of Lemma 5.13], H is unramified everywhere over K.
Furthermore, as a subquotient of the image of ρ, Gal(H/K) is generated by the image of the
matrices
(
1 + x2 0
0 1− x2
)
and
(
1 + x 0
0 (1 + x)−1
)
.
Let H be the maximal abelian extension of K(1) unramified everywhere such that Gal(H/K1)
is a group of exponent p, and let G = Gal(H/K(1)). Global class field theory gives us a canonical
Gal(K1/Q)-equivariant group isomorphism CK(1) ≃ G. We claim that the compositum K(0)K(1)
is unramified everywhere over K(1). One only needs to check that K(0)K(1) is unramified at
the primes above N in K(1). This follows from the fact that ρ(IN ) is cyclic of order p, where
IN ⊂ Gal(Q/Q) is the inertia at N , and that K(1) totally ramified of ramification index p at the
primes above N in Q(ζp). Thus, we have K(0)K(1) ⊂ H.
Lemma 6.23. We have the following inclusions of subgroups of G:
Gal(H/K(0)K(1)) = eχ0(∆ · G) ·
∏
χ6=χ0
eχ(G)
and
Gal(H/H(ζp)) = eχ0(∆2 · G) ·
∏
χ6=χ0
eχ(G) .
Here, χ runs trough the set of characters Gal(K(1)/K)→ (Z/pZ)×.
Proof. The first equality comes from genus theory: K(0)K(1) is the largest extension ofK(1) which
is unramified everywhere, abelian over Q(ζp) and such that Gal(K(1)/K) ≃ Gal(Q(ζp)/Q) acts
by χ0.
Since Gal(K(1)/K) acts trivially on Gal(H(ζp)/K(1)), we have∏
χ6=χ0
eχ(G) ⊂ Gal(H/H(ζp)) .
Since Gal(H/H(ζp)) is a subgroup of index p of Gal(H/K(0)K(1)), it suffices to prove the following
inclusion:
eχ0(∆
2 · G) ·
∏
χ6=χ0
eχ(G) ⊂ Gal(H/H(ζp)) .
Since ∆ · eω−1p = eχ0 ·∆, it suffices to show the following lemma.
Lemma 6.24. The compositum K(1)K(−1) contained in H. We have
Gal(H/K(1)K(−1)) = eω−1p (∆ · G) ·
∏
χ6=ω−1p
eχ(G)
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and
∆ ·Gal(H/K(1)K(−1)) ⊂ Gal(H/H(ζp)) .
Proof. The compositum K(1)K(−1) is unramified everywhere over K(1) [9, Section 5.2], so is
contained in H The first equality comes from genus theory: K(−1) is the largest extension of
K(1) which is unramified everywhere, abelian over Q(ζp) and such that Gal(Q(ζp)/Q) acts by
ω−1p .
Let M = K(1) · K(−1) · H ; this is an abelian extension of K(1) contained in F . The group
ρ(Gal(F/M)) is the set of matrices of the form Id + x2 ·
(
0 a
b 0
)
where a and b are in Z/pZ.
Thus, Gal(F/M) is a normal subgroup of Gal(F/Q(ζp)), which means that M is Galois over
Q(ζp). There is an action of Gal(K(1)/Q) on Gal(M/Q(ζp)). It suffices to show that we have
∆ ·Gal(M/K(1)K(−1)) ⊂ Gal(M/H(ζp)) .
In fact, we shall prove that we have ∆·Gal(M/K(1)K(−1)) = 0. The group ρ
(
Gal(M/K(1)K(−1))
)
is generated by the images of
(
1 + x2 0
0 1− x2
)
and
(
1 + x 0
0 (1 + x)−1
)
. This follows in-
deed from the description of ρ (Gal(H/K)) given above. Let s be the image of
(
1 x
0 1
)
in
ρ (Gal(M/Q(ζp))). The image of s in ρ
(
Gal(K(1)/Q(ζp))
)
generator of ρ
(
Gal(K(1)/Q(ζp))
)
.
We have to show that the commutators(
1 x
0 1
)
·
(
1 + x2 0
0 1− x2
)
·
(
1 x
0 1
)−1
·
(
1 + x2 0
0 1− x2
)−1
and (
1 x
0 1
)
·
(
1 + x 0
0 (1 + x)−1
)
·
(
1 x
0 1
)−1
·
(
1 + x 0
0 (1 + x)−1
)−1
are in ρ (Gal(F/M)).
If A, B, C and D are in M2(Z/pZ), the commutator of 1+ x ·A+ x2 ·B and 1+ x ·C+ x2 ·D
is 1 + x2 · (AC − CA) (in GL2((Z/pZ)[x]/x3)). Thus, these two commutators are respectively
0 and
(
1 −2x2
0 1
)
. These matrices are in ρ(Gal(F/M)), which concludes the proof of Lemma
6.23. 

By Lemma 6.23, Global class field theory gives a canonical group isomorphism
̟ : (CK(1)/∆2 · CK(1))(χ0) ∼−→ Gal(H/K) .
The group homomorphism log ◦π : (CK(1)/∆2 · CK(1))(χ0) → Z/pZ is the composition of the
restriction of a to Gal(H/K) with ̟. We let
π′ : (CK(1)/∆2 · CK(1))(χ0) → U⊗2
be the group homomorphism such that log⊗2 ◦π′ is the composition of the restriction of a′′ to
Gal(H/K) with ̟, where log⊗2 : U⊗2
∼−→ Z/pZ is defined by log⊗2(a⊗ b) = log(a) · log(b). The
group homomorphisms π′ and π⊗ γ are not proportionals (recall that γ is a generator of U such
that log(γ) = 1).
Lemma 6.25. For each prime ℓ 6= N , let aℓ ∈ Z/pZ be defined by the following equality in
(Z/pZ)[x]/x3:
Tr (ρ (Frobℓ)) = ℓ+ 1 + x · ℓ− 1
2
· log(ℓ) + x2 · aℓ ,
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where Frobℓ is any Frobenius substitution at ℓ in Gal(F/Q).
We have, in (Z/pZ)(P) modulo the subgroup generated by A0 := (aℓ(f0))ℓ∈P and A1 :=
(aℓ(f1))ℓ∈P :
(aℓ(f2))ℓ∈P = (aℓ)ℓ∈P .
Proof. By [9, Theorem 1.5], the Galois representation ρ corresponds to a ring homomorphism ϕ :
T˜→ (Z/pZ)[x]/x3 where we recall that T˜ is the completion of the full Hecke algebra of weight 2
and level Γ0(N) at the p-maximal Eisenstein ideal. Furthermore, we have by construction ϕ(Tℓ) =
Tr(ρ(Frobℓ)). We have normalized ρ such that Tr(ρ(Frobℓ)) ≡ ℓ+1+x · ℓ−12 · log(ℓ) (modulo x2).
Thus, we have
(149) ϕ(Tℓ − ℓ− 1) ≡ x · ℓ− 1
2
· log(ℓ) (modulo x2) .
The morphism ϕ corresponds a to a modular form F in M2(Γ0(N), (Z/pZ)[x]/x
3). For each
n ≥ 1, let an(F ) be the nth Fourier coefficient of F at the cusp ∞. We write
an(F ) = a
0
n(F ) + x · a1n(F ) + x2 · a2n(F )
in (Z/pZ)[x]/x3 where ain(F ) ∈ Z/pZ for i ∈ {0, 1, 2}. The q-expansion
∑
n≥0 a
0
n(F ) · qn in
Z/pZ[[q]] is the q-expansion of the (normalized) Eisenstein series f0 of weight 2 and level Γ0(N).
Thus, x ·∑n≥0(a1n(F )+x ·a2n(F )) · qn is the q-expansion of a modular form (namely F − f0). By
the q-expansion principle [21, Corollary 1.6.2],
∑
n≥0(a
1
n(F ) + x · a2n(F )) · qn is the q-expansion
at ∞ of a modular form in M2
(
Γ0(N), (Z/pZ)[x]/x
2
)
. Thus, by specializing at x = 0, we get
that
∑
n≥0 a
1
n(F ) · qn is the q-expansion at ∞ of a modular form in M2(Γ0(N),Z/pZ), which
we call F1. Again, by the q-expansion principle,
∑
n≥2 a
2
n(F ) · qn is the q-expansion at ∞ of a
modular form in M2(Γ0(N),Z/pZ), which we call F2.
We have, for every prime ℓ 6= N :
(Tℓ−ℓ−1)(F ) = (Tℓ−ℓ−1)(f0)+x·(Tℓ−ℓ−1)(F1)+x2·(Tℓ−ℓ−1)(F2) = x·(Tℓ−ℓ−1)(F1)+x2·(Tℓ−ℓ−1)(F2) .
Thus, we have:
(Tℓ − ℓ− 1)(F ) ≡ x · (Tℓ − ℓ− 1)(F1) (modulo x2) .
On the other hand, we have (Tℓ − ℓ− 1)(F ) = ϕ(Tℓ − ℓ− 1) · F . By (149), we get:
(Tℓ − ℓ − 1)(F1) = ℓ− 1
2
· log(ℓ) · f0 .
Thus, F1 is the first higher Eisenstein element f1 (modulo the subgroup generated by f0). Sim-
ilarly, F2 is the second higher Eisenstein element f2 (modulo the subgroup generated by f0 and
f1), which concludes the proof of Lemma 6.25. 
By Lemma 6.25 and (148), we have in (Z/pZ)(P) modulo the subgroup generated by A0 and
A1:
(aℓ(f2))ℓ∈P = (ℓ · a′(Frobℓ) + d′(Frobℓ))ℓ∈P
=
(
(ℓ− 1) · a′(Frobℓ) + β1(Frobℓ) · β−1(Frobℓ)
ℓ
+ a(Frobℓ)
2
)
ℓ∈P
=
(
(ℓ− 1) · (a′′(Frobℓ) + log(ℓ)
2
8
) +
β1(Frobℓ) · β−1(Frobℓ)
ℓ
+
log(ℓ)2
4
)
ℓ∈P
where in the second equality we used (147) and (148) and in the last equality we used (146) and
the definition of a′′.
If ℓ 6≡ 1 (modulo p), then we may choose Frobℓ in Gal(F/K). With this choice, we have
β1(Frobℓ) = 0 and a
′′(Frobℓ) = log
⊗2 (π′(pℓ)). If we change π
′ by a multiple of π, we only
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change the right-hand side of (145) by a multiple of A1. Thus, the choice of π
′ is only well-
defined up to a multiple of π.
If ℓ ≡ 1 (modulo p), we have Frobℓ ∈ Gal(F/Q(ζp)). The restriction of β1 to Gal(F/Q(ζp))
factors through Gal(K(1)/Q(ζp)), thus giving a group isomorphism β
′
1 : Gal(K(1)/Q(ζp))
∼−→
Z/pZ. Fix a group isomorphism logζ : µp
∼−→ Z/pZ. Then β′1 and logζ ◦β(1) are proportionals.
Similarly, β−1 gives a group isomorphism β
′
−1 : Gal(K(−1)/Q(ζp))
∼−→ Z/pZ which is proportional
to
(
log⊗2⊗ log⊗−1ζ
)
◦β(−1), where log⊗−1ζ : µ⊗−1p ∼−→ Z/pZ is induced by logζ . Thus, there exists
C ∈ (Z/pZ)× (independant of ℓ) such that β1(Frobℓ) · β−1(Frobℓ) = C · log⊗2(βℓ).
This concludes the proof of Theorem 6.21. 
Remark 15. The constant C is an invariant of the conjugacy class of the modular Galois
representation ρ : Gal(Q/Q) → GL2
(
T/
(
p ·T+ I2)) coming from J0(N)[I2 + (p)](Q). The
forthcoming thesis of Jun Wang (a Phd student of Sharifi) seems to imply that, at least con-
ditionnally on a conjecture of Sharifi (which seems related to our Conjecture 4.32), we have
C = 1.
Corollary 6.26. Let P ′ be the set of prime numbers ℓ satisfying the following conditions.
• We have ℓ 6= N, p
• We have ℓ ≡ 1 (modulo p).
• The prime N is a pth power modulo ℓ.
The element (aℓ(f2))ℓ∈P′ of (Z/pZ)
(P′) is well-defined modulo the element X = (ℓ+1)ℓ∈P′ . We
have the following equality modulo (Z/pZ) ·X in (Z/pZ)(P′):
(aℓ(f2))ℓ∈P′ =
(
log(ℓ)2
4
)
ℓ∈P′
.
Proof. This follows from Theorem 6.21 and the fact that if ℓ ≡ 1 (modulo p), the following
assertions are equivalent:
• We have β(1)(Frobℓ) = 1.
• The prime ℓ splits completely in Q(ζp, N 1p )
• We have ℓ ≡ 1 (modulo p) and N is a pth power modulo ℓ.

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7. Tables and summary of our results
The following table for gp was extracted from the data of [33] (Naskrecki extended his com-
putations to N < 13000, and kindly sent the result to us). We give the 5-uples (N, p, t, gp,m),
where N , p, t and gp were defined in the article, and m is the number of conjugacy class of
newforms which are congruent to the Eisenstein series modulo p. The range is N < 13000, and
we only display the data where p ≥ 5 and gp ≥ 3.
Table 1. Numerical data for gp
N p t gp m
181 5 1 3 1
1571 5 1 3 1
2621 5 1 3 1
3001 5 3 6 3
3671 5 1 5 1
4931 5 1 3 1
5381 5 1 3 1
5651 5 2 4 2
5861 5 1 4 1
6451 5 2 3 2
9001 5 3 4 2
9521 5 1 3 1
10061 5 1 3 1
11321 5 1 3 1
N p t gp m
12101 5 2 4 2
12301 5 2 3 2
12541 5 1 3 1
12641 5 1 4 1
12791 5 1 3 1
4159 7 1 4 1
4229 7 1 3 1
4957 7 1 3 1
7673 7 1 3 1
10627 7 1 3 1
11159 7 1 3 1
1321 11 1 3 1
6761 13 2 3 2
1381 23 1 3 1
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Let r be an integer such that 1 ≤ r ≤ t = vp
(
N−1
12
)
. The following tables summarize our results about the integer n(r, p) using the
three T˜-modules M , M− and M+ studied in this paper (the equalities below take place in Z/p
rZ unless explicitly stated otherwise).
Table 2. The case p ≥ 5
n(r, p) ≥ 2 n(r, p) ≥ 3 n(r, p) ≥ 4
M
∑
λ∈L log(H
′(λ)) = 0
∑
λ∈L 3 · log(H ′(λ))2 − 4 · log(λ)2 = 0 ?
M+
∑N−1
2
k=1 k · log(k) = 0
∑N−1
2
k=1 k · log(k)2 = 0 ?
M−
∑N−1
2
k=1 k · log(k) = 0
∑N−1
i=1 ,
(∑N−1
j=i F0,p(g
j)
)
·
(
1− ζgi−1N , 1−ζN1−ζg−1N
)
r
= 0
in J · Kr/J2 · Kr
∑N−1
i=1
(∑N−1
j=i F1,p(g
j)
)
·
(
1− ζgi−1N , 1−ζN1−ζg−1N
)
r
= 0
in J · Kr/J2 · Kr
Table 3. The case p = 3
n(r, p) ≥ 2 n(r, p) ≥ 3, t ≥ 2 and r ≤ t− 1
M+
∑N−1
k=1 k
2 · log(k) = 0 ∑N−1k=1 k2 · log(k)2 = 0
Table 4. The even modular symbols M+, p = 2
n(r, p) ≥ 2 n(r, p) ≥ 3, t ≥ 2 and r ≤ t− 1
M+ 2
t−1 −∑N−1k=1 k · log(k) = 0 ∑N−12k=1 k · (log(k) + log(k)2) ≡ 0 (modulo 2r+1)
1
0
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