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Resumo
A utilização de sistemas automáticos de analise de jogo de futebol é uma realidade. Estes
sistemas são por norma complexos e proporcionam um grande conjunto de informações úteis
que podem ser utilizadas tanto em análise de jogo por parte de canais televisivos, como por
treinadores das equipas para melhor planeamento de jogo. Um dos enfoques principais destes
sistemas centra-se na deteção e seguimento dos jogadores no terreno de jogo. Dada a sua
complexidade, os custos de aquisição e utilização destes sistemas tornam-se elevados.
Naturalmente, estes sistemas são também desejados pelas equipas com menores recursos.
Esta dissertação contribui para a criação de um sistema de deteçao e seguimento de jogadores
que funciona utilizando imagens captadas por uma câmara convencional e de acesso comum
com o principal objetivo de proporcionar um meio de obter o posicionamento dos jogadores em
campo de uma forma mais flexível.
O sistema desenvolvido disponibiliza um conjunto de algoritmos para diversas fases do proces-
samento. Para a deteção dos jogadores são disponibilizados métodos baseados em subtração
de fundo bem como um método baseado em caraterísticas da imagem. Relativamente ao
seguimento, são utilizados filtros de partículas ou filtros de Kalman.
A avaliação do sistema é feita através de métodos estatísticos, comparando os resultados do
sistema com anotações obtidas manualmente para três sequências de imagem extraídas de
jogos de futebol filmados com esse intuito. Os resultados obtidos demonstram que o sistema
funciona mesmo em situações complexas.
Palavras-Chave: Deteção de Jogadores de Futebol; Seguimento de Múltiplos Jogadores de
Futebol; Avaliação de Deteção e Seguimento.
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Abstract
The use of automatic analysis of football game is a reality. These systems are generally complex
and provide a wide range of useful information that can be used both in game analysis by
television channels or by coaches for better planning the team strategy. One of the main
approaches of these systems focuses on detecting and tracking of the players on the field.
Given its complexity, the costs of acquisition and use of these systems are elevated.
Naturally, these systems are also desired by teams with fewer resources. This dissertation
contributes to the creation of a system for detecting and tracking of players that works using
images taken by a conventional and accessible camera with the main objective of providing a
means to get the positioning of players in a more economic way.
The developed system offers a set of algorithms for various stages of the process. For the
players detection there is provided methods based on background subtraction as well as one
method based on image features. For traking its used either particle filters or Kalman filters.
The system evaluation is done using statistical methods, comparing the results provided by the
system with the results obtained by manually annotating three image sequences extracted from
filmed football matches. The results show that the system works even in complex situations.
Keywords: Detection of Football Players; Tracking of Multiple Football Players; Detection and
Tracking Evaluation.
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Capítulo 1
Introdução
1.1 Motivação
O futebol é um desporto muito divulgado a nível mundial com a existência de grande número
de equipas. Cada equipa tem a sua própria tática imposta pelo treinador e todos os seus
jogadores tem a sua forma própria de participar no jogo. O treinador de uma equipa introduz
uma série de taticas de jogo e a forma como comanda os jogadores no campo depende muito
das características de cada jogador bem como das movimentações dos jogadores das equipas
adversárias. Deste modo o treinador de uma equipa necessita formalizar um plano de jogo
adequado e quanto mais informação tenha à sua disposição, mais facilmente concebe esse
plano de forma a garantir uma maior eficácia da sua equipa.
A inovação tecnológica introduzida no futebol levou à criação de sistemas de análise de jogo
com base em filmagens. Estes sistemas analisam as movimentações dos jogadores coletiva e
individualmente com o objetivo de obter diversas estatísticas que ajudam os treinadores a pla-
near os jogos. Exemplo de sistemas interativos de análise de jogo são o Amisco [1], SportVU [4]
ou PROZONE3 [3] que utilizam tecnologias e algoritmos sofisticados para obter informações
importantes sobre vários aspetos do jogo, tais como estudos da aptidão e capacidade tática
dos jogadores e das equipas presentes em jogo.
No entanto, o custo e complexidade destes sistemas tornam-os inacessíveis para grande parte
das equipas. Porém, são fortemente desejados, porque a quantidade e qualidade dos dados
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que proporcionam sobre a equipa fazem deles uma ótima fonte de informação de confiança
para o treinador. Assim, surge a necessidade de criar sistemas de análise de jogo que utilizem
componentes menos sofisticadas e de mais simples implementação, mas que consigam de
igual modo obter informações importantes para o treinador.
Um ponto fulcral nestes sistemas é a deteção dos jogadores em campo bem como a perceção
das suas movimentações, visto toda a análise de jogo ser baseada no posicionamento dos
jogadores. Esta deteção trata de situar na imagem ou no campo os jogadores com base em
processamento de imagem. Este processo deve ser automático e todos os jogadores devem
ser encontrados. Porém, alguns jogadores podem estar parcial ou totalmente ocultados por
outros jogadores no campo de visão da imagem e por isso devem ser introduzidos mecanismos
de deteção desses jogadores.
A perceção da movimentação dos jogadores obriga ao acompanhamento (seguimento) das
suas deteções imagem após imagem. Este processo é importante porque a identificação
atribuída a cada jogador deve ser a mesma ao longo de todo o jogo. Com base nestas
movimentações podem ser derivadas estatísticas de jogo com a finalidade de ajudar as equipas
e treinadores.
Devido à elevada importância destes mecanismos, os sistemas profissionais apostam principal-
mente no seu desenvolvimento de modo a garantir a fiabilidade e completude da obtenção do
posicionamento contínuo dos jogadores. Com base nestas informações pode ser aplicados mé-
todos estatísticos para compreensão de tátitas utilizadas, distâncias percorrias pelos jogadores
ou mesmo perceber quais os jogadores com maior influência em jogo.
1.2 Objetivos
O objetivo desta tese é contribuir para a criação de um sistema para o levantamento semiauto-
mático do posicionamento e movimentação dos jogadores em campo outdoor com base numa
infraestrutura de baixo custo. Pretende-se recorrer a câmaras comuns e processar os filmes
adquiridos em computadores pessoais, usando ferramentas disponíveis em código aberto.
A concretização do objetivo anterior levou à definição dos seguintes objetivos intermédios:
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1. Definição e instalação de um sistema de recolha de imagens num campo de futebol,
usando câmaras fixas de baixo custo.
2. Revisão de trabalho relevante na área de processamento de imagem.
3. Projeto e desenvolvimento de um sistema de deteção e seguimento de jogadores.
1.3 Estrutura do documento
No capitulo 2 é apresentada uma breve revisão literária de alguns métodos de deteção e
seguimento que influenciaram a formulação do sistema apresentado. Uma descrição completa
do sistema é apresentada no capítulo 3, contendo alguns exemplos visuais de diversas fases
do processamento. No capítulo 4 é apresentado um conjunto de sequências de imagem com
diversas caraterísticas que são utilizadas para avaliar o sistema. Neste capítulo são ainda
apresentadas diversas metodologias de avaliação do sistema que resultam da aplicação do
sistema às sequências selecionadas e são apresentados resultados comparativos com a dete-
ção e seguimento dos jogadores obtida manualmente para as sequências. Para finalizar são
apresentadas conclusões e trabalho futuro no capítulo 5.
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Capítulo 2
Estado da arte
A construção do sistema de seguimento proposto nesta dissertação envolve dois tópicos fun-
damentais: a deteção de jogadores num campo de jogo e o seu acompanhamento ao longo de
imagem sucessivas. Para o seguimento de alguma pessoa ou objeto é necessário encontra-
lo primeiro na imagem. Devido a esta necessidade são abordadas algumas metodologias de
deteção relacionadas com técnicas de segmentação de imagem, nomeadamente com extração
de regiões de interesse e técnicas de subtração de fundo. O segundo tópico está relacionado
com técnicas de seguimento de objetos entre imagens e por isso são abordadas algumas
técnicas de estimação que em conjunto com métodos de deteção são utilizadas para obter
o seguimento de objetos ou pessoas. Esta divisão entre dois tópicos é justificada pela ele-
vada importância que os métodos de deteção têm em sistemas de seguimento. Na secção
2.1 são abordadas diversas metodologias de deteção por forma a perceber como podem ser
encontradas pessoas ou objetos de interesse em imagens. Na secção 2.2 são abordados
alguns sistemas de seguimento completos, que utilizam métodos de deteção em conjunto com
métodos de estimação para conseguir seguir pessoas ou objetos.
2.1 Metodologias de Deteção de Objetos
O objetivo principal em deteção é geralmente encontrar regiões de interesse nas imagens a
fim de serem utilizadas em procedimentos mais avançados, como seguimento de objetos ou
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pessoas. Nesta revisão literária de metodologias de deteção de objetos são essencialmente
estudados dois tópicos. O primeiro baseia-se em técnicas de segmentação de imagem que
através das informações inerentes nos píxeis das imagens obtém regiões de interesse. O
segundo utiliza não só informações inerentes da imagem mas também de processos baseados
em aprendizagem.
2.1.1 Segmentação
Como um dos pressupostos do sistema está no facto de ser utilizado uma câmara estática, a
utilização de métodos de subtração de fundo tornam-se mais apropriados. Uma vez que esta
técnica utiliza a propriedade do fundo ser estático, devido à não movimentação da câmara, para
gerar um modelo de fundo e por sua vez originar as regiões de interesse através da subração
desse modelo a imagens a processar.
A subração de fundo é uma técnica genérica para este tipo de situações, contudo existe um
diverso número de problemas típicos presentes nas imagens que influenciam o desempenho
da técnica. Um grande conjunto destes problemas é descrito em [47], onde os autores sugerem
que um sistema de manutenção de fundo ideal deve ser suficientemente bom para não falhar
quando algumas das seguintes situações ocorrem: movimentação de objetos do fundo mas
sem serem primeiro plano; variações da iluminação por causa da mudança da hora do dia;
variações de iluminação provocadas pelo ligar de luzes; variação constante do fundo, como
árvores a oscilar devido ao vento; objetos de primeiro plano com caraterísticas muito próximas
do fundo; a necessidade de treinar o modelo de fundo sem a existência de objetos de primeiro
plano, isto é bootstraping; um objeto que pode movimentar-se mas que está parado por algum
tempo não pode ser considerado fundo bem como um objeto que é inicialmente considerado
como fundo e movimenta-se deve ser detetado como primeiro plano; objeto de primeiro plano
que possa apresentar sombras e o problema de Foreground aperture isto é, quando existem
alterações dos píxeis internos de objetos que se movem pode provocar que não seja detetado
o objeto completo como primeiro plano.
Em seguida são apresentados alguns algoritmos de segmentação baseados em subração de
fundo.
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Em [46] foi apresentado um método de subtração de fundo que utiliza um conjunto de distri-
buições Gaussianas com o intuito de modelar os valores de cor de cada píxel da imagem. É
atribuído uma mistura a cada píxel e os componentes dessa mistura são adaptativos. Este
método tem como objetivo criar uma representação do fundo de uma cena e com base em
novas imagens realizar uma comparação com o modelo atual de forma a identificar píxeis com
probabilidade de pertencerem ao modelo abaixo de um limite. Dessa forma é possível identificar
objetos em primeiro plano numa sequência de imagens. Devido ao facto do modelo de fundo ser
constantemente atualizado, problemas relacionados com iluminação tornam-se mais simples
de resolver pois os Gaussianos adaptam-se às diferenças presentes na cena. Objetos parados
tendem a ser absorvidos pelo fundo.
Em [32] os autores apresentam uma abordagem ao problema de modelação do fundo. Para a
representação do modelo de fundo os autores utilizam uma abordagem estatística em que são
geradas probabilidades que representam se um dado píxel é considerado fundo ou não. Essas
probabilidades são geradas a partir de vectores de características dos píxeis A obtenção dos
píxeis de primeiro plano é feita através de subtração de fundo com a utilização do novo modelo.
Um algoritmo para subtracção de fundo baseado em mistura de Gaussianos é apresentado
em [54]. Este algoritmo utiliza equações recursivas para constantemente actualizar os parâme-
tros do modelo de fundo à medida que novas imagens são processadas. Os autores utilizam
uma constante que decresce à medida que as imagens são processadas, proporcionando um
peso para a estimação dos parâmetros do modelo. Assim, imagens mais antigas tem menos
importância na atualização do modelo do que as imagens mais recentes. Como o modelo é
adaptativo, se um objecto de primeiro plano estiver parado durante algum tempo, pode ser
englobado no modelo de fundo devido à constante atualização do modelo de representação do
fundo.
Em [25] os autores apresentam um algoritmo de três camadas para efectuar a subtracção de
fundo. Este método consiste num tratamento a nível de píxeis, regiões e imagens. O método
proposto apresenta soluções para os problemas de re-alocação de objectos do fundo, iniciali-
zação do modelo de fundo com objetos movíveis e adaptação a diferenças de luminosidade.
Ao nível de píxeis, o modelo de fundo é gerado com base nas informações de cor e gradiente.
Os autores utilizam uma versão modificada do algoritmo de mistura de Gaussianos [46] para
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efetuarem a subtração do fundo com base nas cores e utilizam o algoritmo K-Means [28] em
conjunto com o algoritmo de Expectation Maximization (EM) [37] para efetuar a manutenção
do modelo de fundo. Para a subtracção baseada em gradiente, é criada uma distribuição
Gaussiana que modela a cor do fundo e é derivado a magnitude e direcção do gradiente de cada
imagem. Com base nos resultados obtidos da abordagem a nível dos píxeis, são detectadas
regiões em que exista um grande gradiente na imagem.
Em [47] é apresentado o Wallflower, um algoritmo de três fases que é utilizado para subtracção
de fundo. Este algoritmo consiste em tratamento da imagem ao nível dos píxeis, regiões e
imagens: Ao nível dos píxeis são feitas predições probabilísticas do fundo; ao nível de regiões
é feito o preenchimento das regiões dos objectos de primeiro plano e ao nível da imagem são
detectadas mudanças invulgares na imagem e é adaptado o fundo para melhor segmentação.
Este algoritmo tenta resolver alguns dos problemas relacionados com subtração de fundo como
influência da luminosidade e manutenção do modelo de fundo no nível dos píxeis. A nível das
regiões, são consideradas dependências entre píxeis para solucionar o problema de Foreground
Aperture e por fim, a nível de imagem, é tratado o problema de ligação de luzes, ou seja,
mudanças bruscas de luminosidade nas imagens são tratadas com a utilização de modelos de
fundo que conseguem caracterizar melhor a situação.
Em [30] é apresentado um algoritmo que realiza segmentação de imagem em tempo real, onde
são utilizados codebooks que representam o modelo de fundo das imagens; estes baseia-se em
informação proveniente dos píxeis. Cada codebook é composto por vários codewords; estes
codewords consistem em informações provenientes da cor dos píxeis. O algoritmo gera vários
codebooks, um para cada píxel sendo que entre píxeis o número de codewords associados
pode variar. A forma como é feita a deteção de objetos é com a comparação da cor e brilho
das imagens com o modelo de fundo e a classificação de cada píxel é feita com base em dois
critérios. Se a cor e brilho estiverem conforme os limites respetivos em relação a um codebook,
então este é considerado fundo, caso contrário é classificado como primeiro plano.
Um método de deteção baseado em redes neuronais artificiais e subtração de fundo é apre-
sentado em [34]. Este método soluciona vários dos problemas genéricos como mudanças
de iluminação, sombras e inicialização do modelo com objetos em movimento, bootstraping e
deteção de objetos que contém características de cor muito próximas do fundo. É classificado
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pelos autores como um método não paramétrico, multimodal, recursivo e baseado em píxeis. A
modelação do fundo é efetuada através de um conjunto de redes neuronais associadas a cada
píxel da imagem que é inicializada com um conjunto de imagens. Após a fase de inicialização o
modelo de fundo é atualizado e utilizado para obter uma subtração atualizada a cada imagem.
Em [48] é apresentado um algoritmo para subtração de fundo sem necessidade de atualização
do modelo de fundo através de Independent Component Analysis (ICA). Como os objetos em
primeiro plano são independentes do fundo, este algoritmo identifica-os e realiza a subtração.
Para a análise de componentes independentes é efetuado um processo de treino e fase de
deteção. Na fase de treino são utilizadas imagens contendo elementos de primeiro plano e
imagens contendo apenas o fundo com o objetivo de gerar o modelo. A fase de deteção aplica
o modelo gerado para identificar objetos de primeiro plano.
Uma revisão de alguns métodos de subtração de fundo é apresentada em [44]. Nesta revisão
são apresentadas informações sobre a velocidade de processamento e requisitos de memória
dos algoritmos, sendo que todos os métodos têm como objetivo serem utilizados em tempo real,
pelo que existe uma exigência em termo de velocidade. Os métodos revistos são os seguintes:
Running Gaussian Average [53], Temporal Median Filter [12], Mistura de Gaussianos [46],
Kernel Density Estimation (KDE) [17], Sequencial Kernel Density Approximation (SKDA) [20],
Cooccurence of Image Variations [45] e Eigenbackgrounds [42].
A ideia base do primeiro algoritmo, Running Gaussian Average, centra-se em obter uma função
de densidade de probabilidades adaptável aos últimos valores de um dado píxel, que utiliza uma
média baseada no valor atual do píxel e na média anterior para que não seja necessário gerar
repetitivamente uma função de densidade de probabilidades a cada nova imagem, e um desvio
padrão. Desta forma cada píxel é representado por 2 valores, poupando assim a utilização de
memória. Para a subtração do fundo são utilizados os valores representativos de cada píxel em
conjunto com um limite conforme uma inequação.
O segundo algoritmo, Temporal median filter, é muito simples; utiliza os últimos valores de cada
píxel para gerar uma média e gera com base nessas médias o modelo de fundo.
O KDE é um método de subtracção de fundo que cria um modelo de fundo baseado nos últimos
valores do fundo. A função de densidade de probabilidade do fundo é obtida a partir da soma
de Kernels Gaussianos centrados nos últimos valores do fundo. Cada píxel é classificado como
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sendo fundo ou primeiro plano com base na sua probabilidade associada.
O SKDA é outro método de subtracção de fundo que utiliza a técnica de mean shift [11]
para a inicialização do modelo de fundo. O mean shift é uma técnica utilizada para derivar
a moda de uma função de densidade de probabilidades com base num conjunto pequeno de
informações. A inicialização serve para identificar um conjunto de Gaussianos derivados da
função de densidade de probabilidades do fundo de um conjunto inicial de imagens. De seguida
são usadas heurísticas para actualizar o modelo em tempo real.
A penúltima técnica revista, Cooccurence of Image Variations utiliza co-ocorrências espaciais
presentes nas variações das imagens para conseguir uma subtracção do fundo. Esta técnica
está dividida entre treino e classificação, em que são obtidas as variações das imagens e
posteriormente usadas para classificar blocos de píxeis vizinhos, com base em vetores próprios.
Por fim, o método de Eigenbackgrounds divide-se entre treino e classificação e são utilizados
valores próprios, neste caso, utilizados globalmente e não em blocos. O método consiste na
subtracção da média a cada imagem e no cálculo de uma matriz de covariância em conjunto
com uma matriz de vetores próprios. Com a informação resultante são feitas novas projecções
de cada imagem e calculadas as diferenças entre elas, enquanto os objectos de primeiro plano
são obtidos com base nas diferenças das imagens.
Os autores fazem uma comparação da velocidade de processamento, memória utilizada e nível
de precisão dos algoritmos, onde o primeiro algoritmo apresentado demonstra ser o mais rápido
e com menos limitações de memória, mas com precisão média. Em contraste a mistura de
Gaussianos [46] e o KDE demonstram ter elevada precisão.
2.1.2 Deteção
Duas técnicas de deteção que utilizam aprendizagem no seu processamento são apresentadas
em seguida. Estas técnicas abordam o problema de deteção não tendo em conta somente
as informações derivadas dos píxeis das imagens e por isso são menos influenciadas por
caraterísticas das imagens, ao contrário de técnicas baseadas em subtração de fundo.
Em [31], é apresentado um método de deteção de objetos baseado em aprendizagem. Este
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método aprende um conjunto de características locais ao redor de pontos de interesse obtidos
por um conjunto de treino e categoriza estas caraterísticas. Com base neste procedimento são
aprendidas formas de objetos com o objetivo de poder encontrar estas formas em imagens de
teste. Ao ser reconhecida uma forma na imagem, o objeto completo associado à deteção é
removido do fundo.
Em [13], é apresentado um método de deteção de pessoas baseado em Histogram of Oriented
Gradients (HOG). Com este método são encontradas caraterísticas presentes nos gradientes
de porções das imagens e que são utilizados para detetar pessoas. Estas características são
classificadas com a utilização de uma Support Vector Machine (SVM) [50] com o objetivo de
determinar se pertencem a objetos ou não. Para efeitos de deteção de pessoas os autores
apresentam ainda um conjunto de dados com humanos em diversas posições e que são utili-
zadas para treinar o classificador SVM a fim de classificar corretamente as pessoas detetadas
pelo algoritmo.
2.2 Sistemas de Seguimento
Para finalizar são apresentados alguns sistemas de seguimento. Estes sistemas combinam
técnicas de deteção e estimação com o objetivo de seguirem pessoas ou objetos representados
em sequências de imagens.
Em [33], é apresentado um sistema de deteção de pessoas em conjunto com um método
de seguimento. A deteção de movimentações é realizada com base na diferença entre duas
imagens seguidas. São obtidos histogramas de projeção horizontal e vertical da diferença das
imagens de forma a identificar mais precisamente as regiões da imagem que contém objectos
em movimento. De seguida aplica-se uma filtragem da imagem resultante da diferenciação
de imagens por forma a remover ruído. As regiões na imagem que contêm pessoas são
caracterizadas por picos nos histogramas de projeção e em todas as deteções é efetuado um
procedimento de divisão de regiões a fim de separar regiões contendo múltiplas pessoas. O
sistema de seguimento consiste num agrupamento das várias deteções divididas por cada pes-
soa. Para cada pessoa detetada, é efetuado um procedimento de associação entre deteções
antigas e recentes com base numa função de similaridade onde é escolhido o candidato mais
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similar para cada seguimento.
No algoritmo de deteção e seguimento de pessoas apresentado em [16], a subtração de fundo
é o método utilizado pelos autores para a identificação de pessoas em primeiro plano. Esta
subtração de fundo é realizada adaptativamente onde é constantemente atualizado um modelo
de fundo que é utilizado na subtração. Um procedimento de análise de componentes conexos
é utilizado para a obtenção de blobs representativos de pessoas. O seguimento de pessoas
detetadas é efetuado com base num método estatístico derivado da regra de Bayes [5]. Por
forma a identificar a cada imagem os melhores pares entre deteção e conjunto de seguimento
anterior são comparadas as distâncias euclidianas entre eles.
Em [21], os autores apresentam um sistema de monitorização e seguimento de pessoas em
ambientes outdoor utilizando uma câmara fixa e em escala de cinzentos ou infravermelhos. A
segmentação da imagem é feita utilizando subtração de fundo e, dessa subtração é obtida uma
máscara binária das regiões de interesse. Essa máscara e utilizada para uma análise de forma
com o objetivo de obter o seguimento das regiões de interesse. A análise de forma é feita com
base num modelo cardboard humano de forma a modelar e prever a localização das diferentes
partes do corpo. Para segmentação é utilizado o método de subtração de fundo, onde o fundo é
obtido com base numa imagem da cena sem pessoas. A modelação é criada obtendo os valores
mínimos, médios e máximos da intensidade de cada píxel e são obtidos durante um processo
de treino. A atualização deste modelo é feita com base em partes das imagens com locais que
não contém humanos. O algoritmo utiliza um modelo de segunda ordem de movimento para
cada objeto a ser seguido de forma a estimar a sua próxima localização e um retângulo mínimo
de cobertura do objeto, que é posteriormente comparado com o retângulo mínimo de cobertura
obtido no passo de deteção. No caso de um objecto que estava a ser seguido ser dividido em
múltiplos objetos, é realizada uma análise a esses objectos de forma a identificar se de facto
são dois objetos distintos. O inverso também é tratado, isto é, quando objetos a ser seguidos
são unificados num só objeto. Neste caso é seguido a junção de objetos até que seja possível
obter uma separação devido a identificação das formas originais dos objectos.
É descrito em [35] um algoritmo de seguimento de pessoas, que funciona em tempo real e é
passível de ser utilizado na análise de jogos de futebol. As imagens utilizadas neste sistema são
provenientes de uma câmara fixa pelo que a técnica utilizada para a segmentação e localização
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de regiões de interesse na imagem é a subtração de fundo. Para a segmentação, os autores
utilizam uma janela sobre a imagem de modo a analisar uma função de energia obtida dos
píxeis presentes nessa janela por forma a caraterizar o fundo e localizar pontos em movimento.
É utilizado um procedimento de classificação que atribui uma classe a cada um dos jogadores
detetados de forma a distinguir o jogador e as equipas. Para o seguimento é calculada a
distribuição de probabilidade posterior sobre os estados e condicionada pelas observações,
derivado da regra de Bayes [5]. Desta forma a probabilidade relativa às observações é derivada
de uma função com parâmetros relativos ao número máximo de jogadores no campo, posição
da câmara e persistência de observações e de classificação.
Em [36], os autores apresentam um sistema de seguimento com uma abordagem baseada
em deteção. Para a deteção utilizam uma mistura de modelos de partes deformáveis com
múltiplas escalas que são treinados com o uso de Support Vector Machines (SVMs) [50].
Segundo os autores, esta abordagem de múltiplas partes para deteções proporciona uma
maior flexibilidade e robustez na representação relativamente à utilização de um único modelo
para obter as deteções. Para o seguimento, os autores utilizam filtros de Kalman [36] que,
com base nas informações espaciais dos detetores, cria estimações para as posições reais
de cada alvo. A associação de dados funciona como ponte de ligação entre o resultado do
detetor e os filtros de Kalman, associando cada deteção com o melhor filtro. Esta associação
é realizada com a utilização do algoritmo Joint Probabilistic Data Association (JPDA) [19] que
calcula as probabilidades de associação entre todas as possíveis associações de deteção e
alvo garantindo que cada deteção tem somente um alvo associado e esse alvo é a melhor
opção a tomar.
Em [10], os autores apresentam um algoritmo de seguimento utilizando filtro de partículas em
conjunto com um método de seguimento por deteção. A abordagem apresentada envolve a
integração do detetor no processo de seguimento e um processo de associação de deteções
a alvos. O processo de associação é realizado com base num algoritmo onde a confiança
atribuída a cada par de alvo e deteção é obtida tendo em conta diversas características dos
objetos detetados. As deteções são obtidas utilizando os detetores baseados em Implicit Shape
Model (ISM) [31] e HOG [13] e os resultados utilizados para criar uma confiança da deteção
e uma distância entre cada partícula do filtro associado e a deteção. A estas confianças é
adicionado o resultado de um classificador, que é treinado para cada alvo, e aplicado a cada
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partícula. Esta combinação de resultados é utilizada de modo a atribuir um peso a cada
partícula para posteriormente atualizar o filtro de partículas associado.
Em [7], os autores apresentam um algoritmo para o problema de seguimento de múltiplas
pessoas com uma abordagem baseada na minimização de uma função de energia. Por forma
a obter uma boa minimização da função proposta, os autores introduzem uma estratégia de
otimização. Esta função de energia é gerada com base em informações de todos os alvos em
todas as imagens num espaço de tempo, sendo que deste modo a função consegue incorporar
todo o tipo de movimentos e interações presentes no espaço de tempo escolhido. Esta função
é calculada no espaço de coordenadas do mundo, pelo que é realizada uma projeção de todas
as coordenadas para esse efeito. A função de energia depende da imagem e é composta por
diversos termos – funções de energia auxiliares – geradas dos seguintes modelos: modelo
de observação que envolve as confianças de detetores aplicados na imagem, nomeadamente
HOG [13] e histogramas do fluxo ótico [52]; modelo dinâmico que envolve vetores de velocidade
de cada alvo; exclusão mútua que garante a inexistência de sobreposições, tratando assim de
possíveis ocultações e atribuindo penalizações a alvos mais próximos; persistência dos alvos
que mantêm a garantia de todos os alvos presentes no espaço de seguimento não desapa-
recem, conseguindo assim resolver problemas de ocultação com a junção de seguimento de
alvos e um fator de regularização que torna a função de energia global mais simplificada.
É introduzido em [41] um sistema de seguimento que deteta e segue jogadores de hóquei. Este
sistema combina a aplicação do algoritmo de aprendizagem AdaBoost [51] e uma mistura de
filtros de partículas. Para o modelo de observação são realizadas comparações entre histogra-
mas de cor no espaço HSV onde a distância entre histogramas calculada pelo coeficiente de
Bhattacharyya [27] é utilizada como base para a função de similaridade. O AdaBoost é utilizado
como detetor de pessoas e, sempre que é gerada uma nova deteção, é inicializado um novo
modelo de observação para esse objeto, por forma a iniciar o seu seguimento. O detetor é
inicialmente treinado com imagens de jogadores de hóquei para garantir uma maior confiança
na deteção. Na estimação da posição dos jogadores são combinados os resultados da deteção
derivada do AdaBoost com as previsões obtidas da mistura de filtros de partículas da imagem
anterior.
Em [22], os autores apresentam um algoritmo de seguimento onde as trajetórias das pessoas
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são baseadas em vídeos capturados com uma câmara não calibrada. O algoritmo realiza
subtração de fundo para obtenção de objetos de interesse sendo aplicado um detetor de cantos
Harris [24] ao objeto identificado. A subtração de fundo é realizada utilizando a diferença de
imagens da qual é obtida uma representação binária da imagem de forma a ser distinguido o
fundo do primeiro plano. Com o objeto identificado pela subtração de fundo, é realizada uma
delimitação manual do retângulo mínimo que contém o objeto para simplificação do algoritmo e
com isso é aplicado o detetor Harris para a identificação dos pontos de interesse. Estes pontos
são utilizados para a geração de um centro de massa. Por fim a trajetória é obtida pelo conjunto
de centros de massa identificados.
Em [40], é apresentado um sistema de seguimento de objetos através da utilização de filtros
de Kalman não Gaussianos e do algoritmo de Multiple Hypothesis Tracking (MHT). Com a utili-
zação do MHT são geradas múltiplas hipóteses de seguimento de cada objeto com a intenção
de ser mantido para cada objeto o melhor conjunto de seguimento possível. As hipóteses
são atualizadas no decorrer do processamento e são escolhidas as hipóteses com melhor
probabilidade associada.
Em [6], é apresentado um sistema de seguimento de pessoas onde as imagens são obtidas
por uma câmara monocular. Este sistema combina seguimento e deteção com o objetivo de
obter as posições das pessoas bem como as posições dos seus membros. A deteção de
pessoas é efetuada com base num modelo de articulações onde são detetadas articulações
nas imagens em conjunto com caraterísticas locais. Estas deteções providenciam hipóteses do
posicionamento das pessoas na imagem que são conjugadas com um modelo de seguimento
de membros.
Um sistema de seguimento de jogadores de futebol baseado em grafos é apresentado em [18].
Neste sistema as deteções são obtidas com base numa subtração de fundo obtida por métodos
estatísticos e são identificados jogadores como blobs com base numa análise de componentes
conexos. Com base nos blobs é gerado um grafo onde cada blob corresponde a um nó e as
arestas de ligação entre nós representam a distância entre cada blob. A cada blob é aplicado
um procedimento de classificação para identificar as equipas de cada jogador encontrado. No
caso de blobs corresponderem a múltiplos jogadores é realizada uma divisão desses blobs.
Como são obtidos múltiplos blobs a cada imagem, o grafo de representação tende a crescer
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e o seguimento de cada jogador é efetuado identificando o nó correspondente no grafo e
posteriormente seguindo a ligação mais próxima desse nó.
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Capítulo 3
Descrição do Sistema de Seguimento
Neste capítulo faz-se a descrição do sistema de seguimento de jogadores de futebol proposto
nesta tese. É apresentada a arquitetura geral em termos de diagrama de blocos, sendo cada
bloco detalhado de seguida. O sistema disponibiliza algumas alternativas para os algoritmos a
usar, sendo a escolha feita na configuração inicial.
3.1 Arquitetura do sistema
A figura 3.1 mostra o diagrama de blocos de mais alto nível do sistema de seguimento. Trata-se
de uma cadeia de processamento de 3 etapas, que recebe à entrada uma sequência de ima-
gens de um filme e produz à saída uma sequência correspondente de anotações das imagens
Figura 3.1: Arquitetura geral do sistema de seguimento
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dessa sequência. As anotações indicam as localizações e identificações dos jogadores em
cena. O sistema tem um funcionamento sequencial: o processamento de uma imagem apenas
é iniciado depois de ter sido concluído o processamento da anterior.
Na figura 3.2 está presente os resultados obtidos em cada bloco, desenhados sobre imagens
reais. A imagem (a) demonstra apenas os resultados da deteção obtida naquele instante, em
(b) já está presente o seguimento de um jogador previamente detetado. Por ultimo em (c) são
assumidas as correspondências e cada deteção fica com uma identificação associada bem
como é atualizado o seguimento do jogador.
(a) (b)
(c)
Figura 3.2: Resultados da execução dos diversos módulos desenhados sobre imagens reais
O módulo Deteção de jogadores, cuja descrição detalhada é apresentada na secção 3.2, é
responsável pelo processamento individual das imagens no sentido de nelas identificar jogado-
res. Cada imagem é processada isoladamente, sem se considerarem as deteções obtidas nas
imagens anteriores. São propostos 3 métodos diferentes para o fazer, deixando ao critério do
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utilizador a escolha do método a utilizar. Existe uma linha de realimentação do módulo para
ele próprio, ilustrada na figura 3.1, para indiciar que pode haver internamente alguma memória
imposta pelo método utilizado.
A entrada deste módulo é uma sequência de imagens extraída do vídeo a processar. A saída
é constituída por uma lista de potenciais jogadores em cena detetados pelo módulo. Poderão
existir falsos negativos – jogadores em cena não detetados – e falsos positivos – deteções
classificadas como jogadores que efetivamente não o são. Como exemplos, um falso nega-
tivo poderá ocorrer devido à ocultação de um jogador por outro, enquanto um falso positivo
poderá ocorrer porque a sombra de um objeto voador projetada no relvado foi classificada
como jogador. A lista é anónima, no sentido em que os jogadores não estão identificados. A
saída é implementada por uma lista de tuplos, cada tuplo representando um potencial jogador e
contendo a Região de Interesse que define a posição na imagem do jogador e as coordenadas
de imagem do ponto central inferior dos seus pés.
O módulo Associação de jogadores (secção 3.3), atribui uma associação entre jogadores
identificados no módulo anterior e novos jogadores detetados, garantindo tanto quanto possível
que ao longo da sucessão de imagens seja dada a cada jogador sempre a mesma identificação.
À entrada, este módulo recebe a lista anónima de potenciais jogadores gerada pelo módulo
de Deteção e a lista com identificações produzida no fim do ciclo anterior pela cadeia de
processamento. À saída, produz uma lista com identificações que vai alimentar o módulo de
seguimento de jogadores. Do tratamento cruzado das duas listas à entrada poderá resultar o
aparecimento de novos jogadores e o desaparecimento de outros.
A saída deste módulo é definida por uma lista de tuplos, cada tuplo representa uma associação
obtida entre a deteção de um potencial jogador e um jogador previamente seguido.
O módulo Seguimento de jogadores, cuja descrição detalhada é apresentada na secção 3.4,
é responsável pelo seguimento dos jogadores ao longo do jogo. Usando a deteção produzida
pelo módulo anterior como observação, faz uma estimação da posição real dos jogadores no
terreno de jogo. Para este módulo são também propostas duas metodologias que podem ser
escolhidas pelo utilizador. A linha de realimentação neste módulo, visível na figura 3.1, mostra
que o módulo mantém memória para realizar a sua tarefa.
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3.2 Deteção de jogadores
Como referido atrás, o módulo de Deteção isolada de jogadores é responsável pelo tratamento
individual de uma imagem com o propósito de identificar os potenciais jogadores nela presentes.
Disponibiliza 3 métodos alternativos para fazer a deteção, tal como se pode constatar do
diagrama de blocos da arquitetura deste módulo mostrado na figura 3.3. Na versão atual do
sistema, a escolha do método a usar é feita manualmente pelo utilizador.
Figura 3.3: Arquitetura do módulo de deteção isolada de jogadores
Independentemente do método usado, o módulo tenta descobrir todos os jogadores em cena
e para cada um deles indica uma estimação da localização na imagem da posição central dos
seus pés.
Dois dos métodos implementados são baseados na análise da máscara de primeiro plano,
uma imagem binária que separa o fundo do primeiro plano, obtida com base num processo de
subtração de fundo. Um dos métodos, processa essa máscara através de histogramas verticais
e horizontais, produzindo diretamente a posição dos pés dos jogadores. O outro, recorrendo a
um algoritmo de expansão de regiões, produz regiões que são usadas para medir a posição dos
pés dos jogadores. O terceiro método não usa a máscara de primeiro plano e é baseado em
aprendizagem supervisionada. Este método utiliza um classificador baseado em descritores
resultantes da aplicação do algoritmo Histogram of Oriented Gradients (HOG), previamente
treinado, para extrair a posição dos jogadores diretamente da imagem de cor.
A escolha destes três métodos para a deteção deriva do facto de essencialmente serem gené-
ricos e de serem focados em diferentes caraterísticas da imagem. Desta forma é possível ter
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um espectro mais alargado de resultados.
Nas sub-secções seguintes faz-se uma análise mais detalhada de cada um destes módulos.
3.2.1 Delimitação da região do campo
No sistema proposto, a câmara encontra-se numa posição fixa ao longo de toda a filmagem.
Em consequência, o terreno de jogo ocupa sempre a mesma zona de imagem. Este facto
é aproveitado para, por aplicação de uma máscara, remover da imagem as partes que não
correspondem a terreno de jogo e que poderiam causar entropia no funcionamento do sistema.
Frequentemente, nestas áreas externas podem movimentar-se pessoas que poderiam ser in-
terpretadas como jogadores pelo sistema de deteção. A par da melhoria no desempenho da
deteção, devido à redução de falsos positivos, a aplicação da máscara produz também uma
melhoria de desempenho em termos de tempo de processamento, devido à redução da área
de imagem a ser tratada.
A definição da zona útil é feita por indicação sobre a imagem dos quatros cantos do terreno
de jogo. Estes quatro pontos correspondem aos vértices de um trapézio sobre a imagem
que representam a zona a preservar. Este processo podia ser automático, mas fica fora dos
objetivos propostos.
3.2.2 Subtração de fundo
A subtração de fundo é uma técnica que tem como objetivo separar objetos em primeiro plano
por identificação e remoção dos píxeis que pertençam ao fundo. O processo pressupõe a
existência de um modelo estático ou dinâmico do fundo usado para classificar os píxeis. O
resultado do processamento é uma representação binária da imagem contendo o valor 1 para
os píxeis classificados como primeiro plano e 0 para os classificados como fundo.
No sistema proposto, optou-se pela utilização de uma versão adaptativa do algoritmo de mistura
de Gaussianos apresentada em [54] e implementado na biblioteca OpenCV [2] versão 2.4.4.
Com este método, o modelo de fundo consiste num conjunto de funções de probabilidade que
representam a informação visual de cada píxel. Para cada píxel da imagem é gerado uma
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mistura de Gaussianos com número de componentes adaptativos que se adequa à informação
em cena e que é utilizada para obter a probabilidade de um píxel ser considerado fundo. A
aplicação deste algoritmo envolve dois passos importantes, que se repetem a cada imagem.
No primeiro, é feita a atualização do modelo do fundo. Este modelo é usado no segundo passo
para se proceder à subtração propriamente dita do fundo. Desta forma o modelo de fundo
adapta-se à evolução da informação de cor presente nas imagens e melhora a qualidade das
deteções.
A escolha adequada do espaço de cores a usar é determinante na eficácia do algoritmo de
subtração de fundo. Foram ensaiados três espaços de cores distintos, o Red, Green and
Blue (RGB) [43], CIELAB (Lab) [23] e o Hue, Saturation, and Value (HSV) [26], estando os
resultados patentes na figura 3.4. Pode-se comprovar visualmente que a aplicação do algoritmo
de subtração de fundo usando o espaço de cores Lab apresenta um menor número de píxeis
dispersos pela imagem que não correspondem a jogadores. Ao mesmo tempo, os píxeis que
representam jogadores têm um agrupamento mais compacto. Foi, por isso, o espaço de cores
escolhido para usar no sistema.
Embora a subtração de fundo forneça uma boa cobertura dos objetos em primeiro plano, há
todavia um número considerável de píxeis mal classificados, quer falsos positivos – píxeis
classificados como fundo que são primeiro plano, quer falsos negativos – píxeis classificados
como primeiro plano que na realidade não o são. Os falsos negativos são visíveis na imagem (c)
da figura 3.4, aquela que resulta do espaço de cores escolhido para a subtração de fundo, as
manchas a branco representativas de jogadores estão povoadas de píxeis a preto (e como tal
classificados como fundo), tal como é possível ver na imagem (a) da figura 3.5, que resulta
de um zoom da imagem anterior. Exemplos de falsos positivos são visíveis no canto superior
direito da imagem (c) da figura 3.4.
De forma a reduzir o número de falsos negativos e de falsos positivos, à máscara de primeiro
plano resultante do algoritmo de subtração de fundo são aplicados duas filtragens com base
nos operadores morfológicos básicos – erosão e dilatação. A escolha das caraterísticas dos
filtros a aplicar pretende preservar as características naturais da imagem, eliminando somente
o ruído.
A primeira filtragem reduz o número de falsos negativos através da aplicação de uma operação
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(a) (b)
(c) (d)
Figura 3.4: Resultados da aplicação do algoritmo de subtração de fundo usando três espaços de cores distintos.
Em (a) está a imagem original; em (b), (c) e (d) estão os resultados da subtração de fundo usando, respetivamente,
os espaços de cores RGB, Lab e HSV.
de fecho. O propósito desta operação morfológica é a eliminação de pequenos buracos dentro
de regiões de interesse. O efeito desta operação é visível na imagem (b) da figura 3.5, que
resultou da aplicação de uma operação de fecho com um elemento estruturante de 7x7 à
imagem (a) da mesma figura. O tamanho do elemento estruturante utilizado foi determinado
intrinsecamente.
A segunda filtragem reduz o número de falsos positivos através da aplicação de uma operação
de erosão. Pequenos pontos brancos dispersos pela imagem são removidos por esta operação.
Na imagem (c) da figura 3.5, que resultou da aplicação de uma operação de erosão com um
elemento estruturante de 3x3 à imagem (b) da mesma figura, é visível a transformação de
alguns píxeis de primeiro plano para fundo. A utilização deste elemento estruturante na erosão
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(a) (b) (c)
Figura 3.5: Resultado da aplicação da filtragem morfológica: (a) imagem antes de filtragem; (b) imagem após
aplicação do fecho e (c) imagem após aplicação de fecho e erosão
tem como objetivo garantir que não são consideradas regiões contendo somente um píxel.
Uma nota final relativamente à subtração de fundo: quando nas imagens há sombras, elas
são classificadas como primeiro plano. Optou-se por não efetuar nenhum processamento
específico relativamente à remoção de sombras nesta fase, adiando o seu tratamento para
fases posteriores da cadeia de processamento visto serem utilizadas para auxiliar a deteção
dos jogadores.
3.2.3 Processamento de blobs por histogramas
Um blob representa um conjunto de píxeis com interesse do ponto de vista do processamento
em questão. No sistema aqui descrito, pretende-se que um blob represente o conjunto de píxeis
que na imagem representam um jogador. Formalmente, um blob é definido como um conjunto
de coordenadas de imagem.
O módulo de processamento de blobs com base em histogramas (ver diagrama da figura 3.3)
recebe à entrada a máscara de primeiro plano produzida pelo módulo de subtração de fundo
e produz à saída a lista dos jogadores detetados na imagem. Em termos gerais, a máscara à
entrada é transformada num conjunto inicial de blobs que, por análise e refinamento, dá origem
ao conjunto de blobs dos jogadores. Cada um destes blobs é depois analisado no sentido de
medir a posição dos pés do jogador que representa.
O módulo divide-se internamente na cadeia de processamento representada na figura 3.6. Na
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Figura 3.6: Cadeia de processamento de deteção de jogadores com base em histogramas
primeira etapa, a máscara de primeiro plano é convertida num conjunto inicial de blobs através
da Análise de Componentes Conexas [15]. No entanto, nem todos os blobs identificados nessa
operação correspondem a jogadores em cena. Pode haver dois tipos de anomalias: alguns
blobs podem corresponder simplesmente a ruído que escapou às filtragens anteriores; outros
blobs podem conter dois ou mais jogadores porque, dada a sua proximidade na cena, foram
englobados no mesmo componente conexa.
A etapa seguinte, eliminação de blobs pequenos, retira da lista de blobs aqueles cujas di-
mensões são demasiado pequenas para poderem corresponder a jogadores. A avaliação da
dimensão é feita em relação à dimensão média dos blobs, que se considera representar a di-
mensão média de um blob contendo um jogador. Um exemplo da aplicação deste procedimento
de limpeza de blobs é apresentado na figura 3.7. Na imagem (a) da figura existe um grande
número de blobs que foram inicialmente considerados como deteções. Com a aplicação deste
procedimento, é possivel verificar na imagem (b) que grande parte dos blobs pequenos foram
removidos.
(a) (b)
Figura 3.7: Resultado da eliminação de blobs pequenos: (a) imagem antes de remoção; (b) imagem após remoção
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Devido ao efeito perspetiva resultante do posicionamento da câmara em relação ao terreno de
jogo, os blobs relevantes da zona inferior da imagem possuem maior dimensão que os da zona
superior, sendo por isso necessário ter em atenção este efeito na avaliação. Assim, a imagem
é dividida horizontalmente em 3 regiões, sendo em cada uma efetuado o cálculo do tamanho
médio dos blobs, de acordo com a equação
mi =
1
Ni
Ni∑
j=1
si,j , (3.1)
onde Ni representa o número de blobs da região i, e si,j o número de píxeis presentes no
blob j da região i. São retirados da lista todos os blobs para os quais a inequação seguinte é
verdadeira:
si,j <
mi
4
. (3.2)
O valor de 14 foi obtido intrinsecamente através de experiências e deve-se ao facto de ser
assumido que todos os blobs que representam jogadores seguem um tamanho próximo da
média.
Nas duas etapas seguintes, divisão de blobs por histogramas, pretende-se identificar e dividir
os blobs que contêm mais que um jogador. A análise dos blobs é feita avaliando a distribuição
de píxeis na vertical e na horizontal. O histograma vertical de um blob b é um vetor Vb, tal que,
para j = 0, 1, · · · , w − 1,
Vb(j) =
h−1∑
i=0
1b(i, j) , (3.3)
onde w e h são respetivamente as colunas e linhas da imagem e 1b é a função caraterística de
b, que devolve 1 se (i, j) ∈ b e 0 caso contrário. Similarmente, o histograma horizontal de um
blob b é um vetor Hb, tal que, para i = 0, 1, · · · , h− 1,
Hb(i) =
w−1∑
j=0
1b(i, j) , (3.4)
onde w, h e 1b têm o mesmo significado que no caso anterior.
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Se um blob só contém um jogador, os seus histogramas vertical e horizontal apenas possuem
um pico. Assim, quando há dois ou mais picos é feita uma análise desses picos para verificar se
correspondem a diferentes jogadores. Picos separados por vales acentuados são considerados
como representando diferentes jogadores. Nestes casos, os blobs são separados pelo vale. O
algoritmo utilizado para a obtenção dos picos dos histogramas é apresentado em 1.
Algorithm 1 Obtenção dos picos do histograma H
m← MAX(H)
R← NEWREGIONSTACK()
last← 0
for h in H do
if h in valley then
last← x
else if last in valley then
R← ADDREGION()
ADDTOREGION(h)
else
ADDTOREGION(h)
end if
end for
for r in R do
if HORIZONTAL(H) then
return r.last
else
return MAX(r)
end if
end for
Após a análise de histogramas tem-se uma lista de blobs, cada um representado um jogador.
Estes blobs são usados na última etapa para calcular a posição dos pés dos jogadores neles
contidos. Na figura 3.8 apresenta-se um exemplo de uma imagem onde está assinalado um
blob contendo dois jogadores. A divisão fez-se através do histograma horizontal. As posições
calculadas dos pés dos jogadores são indicadas pelas cruzes a verde. Um outro cenário é
apresentado na figura 3.8b onde dois jogadores estão lado a lado mas considerados no mesmo
blob. Neste caso a divisão é feita utilizando o histograma vertical.
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(a) (b)
(c) (d)
Figura 3.8: Exemplo de aplicação do método de deteção com base em histogramas. Em (a) está a imagem original
mostrando as posições encontradas para os jogadores e assinalando um região com dois jogadores próximos.
Em (b) está representada a mesma imagem mas com apagamento dos píxeis que não fazem parte dos blobs
encontrados. Em (c) e (d) estão apresentados respetivamente o histograma vertical e horizontal do blob que contém
dois jogadores
3.2.4 Processamento de blobs por expansão de regiões
O módulo de processamento de blobs por expansão de regiões (ver figura 3.3) recebe à entrada
a máscara de primeiro plano produzida pelo módulo de subtração de fundo e produz à saída
a lista de blobs que representam jogadores. O módulo divide-se internamente na cadeia de
processamento representada na figura 3.9.
Na primeira etapa, a máscara de primeiro plano é processada de forma a remover conjuntos es-
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parsos de pontos considerados de primeiro plano e separar conjuntos concentrados de pontos
ligados por estreitos. Estes pontos gozam da propriedade de estarem a uma curta distância de
um píxel de fundo. A máscara é sujeita a uma função de transformada de distância que substitui
o valor de cada píxel pela distância Euclidiana desse píxel ao píxel de fundo mais próximo. A
seguir, faz-se uma binarização colocando a zero todos os píxeis cujo valor seja inferior a um
determinado limiar e a 1 os restantes.
Esta nova máscara é sujeita a uma análise de componentes conexos de forma a obter um con-
junto de blobs. Estes blobs correspondem a jogadores, mas foram “encolhidos” pela aplicação
da transformada de distância. Por isso, são usados como marcadores para um procedimento de
expansão de regiões com base no algoritmo de Watershed [49]. A máscara de fundo (dual da
máscara de primeiro plano) é usada para delimitar a área de expansão. À saída tem-se a lista
dos blobs dos jogadores detetados em cena. Estes blobs são processados de modo a obter as
posições dos pés desses jogadores. Um exemplo da aplicação da transformada de distância é
apresentado na figura 3.10, onde é visível que quanto mais próximos do fundo estão os píxeis,
mais escuro é a sua representação visual e que blobs ligados por estreitos são divididos.
Figura 3.9: Cadeia de processamento de deteção de jogadores com base em expansão de regiões
3.2.5 Deteção e classificação de jogadores com base no HOG
O terceiro método previsto no sistema para a deteção (ver figura 3.3) utiliza um algoritmo de
deteção de pessoas com base em HOG [13]. O algoritmo calcula descritores com base nas
orientações dos gradientes presentes numa janela que percorre toda a imagem.
Por forma a identificar jogadores é utilizado um classificador previamente treinado com o con-
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(a) (b)
(c)
Figura 3.10: Aplicação do processamento de blobs por expansão de regiões. Em (a) está a imagem original
sobreposta pela máscara de fundo; em (b) a aplicação da transformada de distância e em(c) a nova máscara
de fundo resultante do processo que é utilizada para a obtenção dos blobs
junto de descritores de pessoas Dailmler, apresentado em [38]. O classificador utilizado é
uma Support Vector Machine (SVM) [50]. Dado um conjunto de descritores de treino, cada
um classificado como pertencendo a uma de duas classes, uma SVM constrói um modelo que
posteriormente é usado para classificar novos dados nessas classes. No caso apresentado,
o conjunto de treino modela a SVM para classificar os descritores como sendo ou não uma
pessoa.
O resultado da aplicação do algoritmo é a lista das regiões de imagem cujos descritores foram
classificados como pessoas. Na figura 3.11 podem ver-se as deteções obtidas com o uso deste
método aplicados a uma frame de uma das sequências de teste descritas no capítulo 4.
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Figura 3.11: Aplicação do detetor de pessoas
3.2.6 Cálculo das posições dos pés dos jogadores
Na figura 3.3 aparecem dois blocos etiquetados Cálculo das posições dos pés dos jogadores.
A razão é porque, embora o objetivo seja o mesmo nos dois casos, os dados à entrada são
distintos. Nos métodos baseados em subtração de fundo, são produzidas listas de blobs repre-
sentando jogadores. No último método, é produzida uma lista de regiões contendo jogadores.
Em qualquer dos casos o módulo tem como funcionalidade a criação de uma listagem das
posições dos pés dos jogadores detetados. Considera-se que a parte inferior dos pés de um
jogador estão centrados na linha inferior do retângulo mínimo que inclui o esse jogador. Esse
ponto é escolhido devido à frontalidade da câmara relativa ao campo e ser, por isso, o local
mais próximo dos pés. Uma ilustração representativa é apresentada na figura 3.12.
3.3 Associação de jogadores
O módulo de associação de jogadores apresentado na figura 3.1 tem o papel de calcular as
correspondências entre os jogadores detetados na imagem atual e os jogadores que estão
a ser seguidos após a imagem anterior. Pode ser decomposto na cadeia de processamento
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Figura 3.12: Retângulo mínimo sobre um jogador com uma marca em cruz na posição dos pés obtida segundo a
metodologia tomada
apresentada na figura 3.13.
Figura 3.13: Arquitetura do módulo de associação de jogadores
O cálculo das correspondências é feito com base numa análise de distâncias. Seja Jd o
conjunto ordenado das posições dos pés dos jogadores detetados na imagem atual e Js o
conjunto ordenado das posições estimadas dos pés dos jogadores a serem seguidos após a
imagem anterior. Para cada par (p, q) ∈ Jd × Js, é calculada a distância Euclidiana entre p e q,
preenchendo-se com esses dados uma matriz M de tamanho n×m, onde n = |Jd| e m = |Js|.
M guarda as distâncias Euclidianas de todas as associações possíveis.
A matriz M é usada pelo algoritmo de Munkres [39] para determinar a associação que corres-
ponde à melhor solução global, significando isso que a soma das distâncias das associações
atribuídas é mínima. A opção por este algoritmo prende-se com a sua simplicidade de imple-
mentação.
A velocidade de deslocação dos jogadores é limitada superiormente, pelo que entre imagens
consecutivas a distância percorrida tem também um limite máximo. Esse limite pode ser usado
para invalidar algumas das associações feitas pelo algoritmo anterior. Assim, após a obtenção
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das associações, é realizado um procedimento de filtragem que anula as associações cujas
distâncias sejam superiores a um limite máximo estabelecido. Desta forma é garantido que
todas as associações respeitam um limite máximo de afastamento. Uma vez que a análise de
distâncias é feita em coordenadas de imagem, o limite máximo de afastamento é função da
distância da câmara ao campo e da postura da câmara.
O resultado final do módulo de associação de jogadores é uma lista de observação de joga-
dores. Esta lista corresponde à lista de jogadores detetados enriquecida com os jogadores
associados, quando tal aconteceu.
3.4 Seguimento de jogadores
A última etapa da cadeia de processamento da figura 3.1 corresponde ao módulo de segui-
mento de jogadores. A arquitetura deste módulo é apresentada na figura 3.14. O seguimento
propriamente dito é realizado por filtros de Bayes, numa implementação em filtros de Kalman ou
filtros de partículas, havendo um filtro por cada jogador a ser seguido. A escolha do tipo de filtros
a usar é definida na configuração inicial do sistema. Uma explicação mais pormenorizada do
funcionamento de cada um dos filtros implementados está presente nas próximas subsecções.
O submódulo de gestão de jogadores é responsável pelo lançamento de novos filtros e pela
destruição de existentes. Sempre que na lista de observação recebida há jogadores sem filtro
associado, é lançado e inicializado um novo. No sentido oposto, um filtro em funcionamento é
removido após estar sem receber observações durante várias imagens consecutivas. O jogador
associado passa a não ser seguido. Para os restantes a observação da nova posição do jogador
é usada no cálculo da nova estimação.
As novas posições estimadas pelos vários filtros são agrupadas pelo submódulo de listagem
atualizada de jogadores na lista de jogadores a serem seguidos e que será usada no próximo
ciclo do sistema.
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Figura 3.14: Arquitetura do módulo de seguimento de jogadores
3.4.1 Filtros de Kalman
Filtros de Kalman [36] são estimadores recursivos que tentam reduzir a covariância do erro de
estimação e funcionam a partir da combinação de um passo de previsão, onde são obtidos
estimativas para a média e covariância do estado do sistema antes de obter uma observação,
e de um passo de atualização onde são geradas as estimativas.
Neste sistema, um filtro de Kalman é usado para estimar a posição dos pés de cada jogador a
ser seguido. A variável de estado representa a posição e a velocidade dos pés do jogador em
coordenadas de imagem definida por:
x = [u, v, u˙, v˙]T , (3.5)
onde u e v representam a posição dos pés do jogador sobre as linhas e colunas da imagem, e
u˙ e v˙ representam as respetivas velocidades. Assume-se que não há componente de controlo,
donde resulta que a fase de predição é dada por
xt = Axt−1 + εt, com εt ∼ N(0, Q) (3.6)
onde Q é a matriz de covariância do ruído de estimação e a matriz de transição de estado A é
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dada por
A =

1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1
 (3.7)
Assume-se também que a posição dos pés é eventualmente observável, donde resulta que a
fase de atualização é dada por
zt = Hxt−1 + νt, com νt ∼ N(0, R) (3.8)
onde R é a matriz de covariância do ruído de observação e a matriz de observação H é dada
por
H =
1 0 0 0
0 1 0 0
 (3.9)
Esta observação é a posição do jogador obtido pelo processo de Deteção.
No caso de não existir observação, é aplicado o processo de predição e utilizada a sua esti-
mação para a atualização do filtro. Devido à não aplicação da fase de atualização, a matriz de
covariância do processo é deteriorada. No entanto, logo após uma nova observação, o ganho
do processo será bastante elevado, fazendo como que o filtro volte rapidamente a seguir o
jogador, diminuindo a covariância do processo.
3.4.2 Filtros de partículas
Os filtros de partículas [14],[10],[41] são estimadores recursivos, que assentam num conjunto de
partículas para definir a função de densidade de probabilidade do vetor de estado representativo
do sistema. Cada partícula representa um possível valor para o vetor de estado. Ao contrário
dos filtros de Kalman, não é necessário a existência de um modelo linear de movimentação. É
atribuído um filtro de partículas a cada jogador que está a ser seguido, sendo a sua atualização
independente da atualização dos filtros dos outros jogadores.
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O vetor de estado representa a posição dos pés do jogador em coordenadas de imagem e é
definido por:
x = [u, v]T , (3.10)
onde u e v representam a posição dos pés do jogador sobre as linhas e colunas da imagem.
Esta posição é observável sempre que o módulo de associação de jogadores consegue fazer a
sua associação a um dos jogadores detetados na imagem atual.
As partículas devem ser pesadas de acordo com a sua verosimilhança relativamente ao valor
medido. Considerou-se que este peso é dado pela expressão
w(x
[i]
t ) = ρ exp
{
−(zt − x[i]t ))2
2σ2
}
(3.11)
onde x[i]t e zt representam respetivamente o vetor de estado da partícula i e a medição na
imagem t, σ2 representa a variância, obtida com base na distribuição das partículas, e ρ é um
fator de normalização que garante que
∑N
i=1w(x
[i]
t ) = 1, onde N é o número de partículas. A
posição estimada para o jogador é dada pelo somatório pesado das partículas, i.e.
xˆt =
N∑
i=1
(x
[i]
t w(x
[i]
t )) (3.12)
O número N de partículas a ser utilizado é diretamente proporcional à qualidade das esti-
mações, ou seja, aumentando o número de partículas aumenta-se a probabilidade de mais
partículas serem propagadas para o local real. Por outro lado o processamento computacional
necessário para a utilização de mais partículas aumenta consideravelmente. Devido a estes
fatores é utilizado o número de 150 partículas por cada filtro.
Depois desta operação, procede-se à fase de re-amostragem, na qual são escolhidas aleato-
riamente N novas partículas a partir das partículas anteriores seguindo uma função de distri-
buição proporcional ao seu peso. Desta forma as partículas com maior peso são naturalmente
selecionadas mais vezes sendo assim possível obter um conjunto de boas partículas a cada
ciclo do algoritmo. Este processo possui uma elevada importância dado que garante que todas
as partículas a utilizar tenham sempre uma boa contribuição, eliminando partículas que não
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conseguem seguir o modelo.
Finalmente, procede-se à propagação das partículas. Esta propagação tem como objetivo mo-
vimentar as novas partículas conforme a movimentação esperada pelo jogador a ser seguido.
Esta propagação é efetuada com base na diferença entre a estimativa anterior e a nova e em
conjunto com um erro associado. Desta forma as partículas seguem a direção para onde o joga-
dor se movimenta. O erro associado a este processo introduz uma variância na distribuição das
partículas o que se traduz numa maior aleatoriedade no movimento das partículas, garantindo
assim que as partículas não sigam uma direção fixa. Com isto, movimentações esporádicas
dos jogadores são captadas por algumas partículas e por isso o filtro de partículas tem uma
maior capacidade para seguir jogadores.
Em situações onde não está disponível uma medição, o filtro de partículas apenas aplica a fase
de propagação de forma aleatória à volta da posição atual das partículas.
Um exemplo da aplicação deste filtro aplicado a uma das sequências utilizadas no capítulo 4 é
apresentado na figura 3.15.
Figura 3.15: Distribuição das partículas sobre os jogadores
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Capítulo 4
Avaliação do Sistema
Neste capítulo apresenta-se a avaliação do sistema apresentado no capítulo anterior. Foram
realizadas filmagens de desafios de futebol de 7 num ambiente outdoor, com base nos quais
se construíram 3 sequências de imagens usadas no processo de avaliação. O capítulo começa
por apresentar o procedimento de aquisição dos filmes, de construção das sequências de teste
e da anotação dessas sequências de modo a permitir a avaliação do desempenho do método
em apreço. A seguir avalia as diferentes fases do método.
A avaliação é feita em duas etapas. Primeiro, os resultados da aplicação do procedimento
de deteção dos pés dos jogadores às 3 sequências de teste são apresentados, analisados e
avaliados. São considerando e comparados os diferentes algoritmos propostos. A seguir, faz-se
uma avaliação do método como um todo, contabilizando as contribuições das diferentes etapas.
São consideradas as 6 configurações possíveis, que resultam das 3 alternativas para a deteção
dos pés e das 2 alternativas para o seguimento.
4.1 Geração das sequências de teste
4.1.1 Procedimento de filmagem
O cenário escolhido para a filmagem de jogos foi um campo multiusos de uma Escola Secun-
dária. É um campo de relva sintética com várias marcações, dada a sua multidisciplinaridade.
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Para a captura de imagens foram usadas duas câmaras, a câmara de um Apple iPhone5 e
uma câmara de videovigilância Axis modelo 207W, ambas montadas em suportes fixos. O
equipamento foi instalado no último andar de um edifício junto do campo, com vista parci-
almente frontal para o mesmo, dado que as posições mais próximas do campo dificultavam
a visualização de todos os jogadores. Foi possível cobrir uma boa percentagem do campo,
como se pode constatar na figura 4.1, estando as imagens obtidas apenas cortadas nos cantos
inferiores.
A câmara Axis tem como resolução máxima 640x480 píxeis e utiliza compressão de vídeo com
o codec MPEG-4. A lente desta câmara tem um tamanho de 4.0 mm e um ângulo horizontal de
55 graus. Por outro lado a câmara do iPhone proporciona uma resolução máxima de gravação
de vídeo de 1080p e um ângulo horizontal próximo de 60 graus. O iPhone utiliza ainda um
mecanismo interno de melhoramento da qualidade de imagem pelo que a focagem é realizada
automaticamente.
No total, foram recolhidos 182 minutos de filme com a câmara Axis e 28 minutos com o iPhone,
utilizando uma resolução de 640x480 píxeis e uma taxa de 30 fotogramas por segundo nos dois
casos. As recolhas foram efetuadas durante vários dias com situações atmosféricas diferentes
mas em horários semelhantes.
As imagens recolhidas têm caraterísticas que podem dificultar o seu processamento. Como o
campo se situa em ambiente aberto, as condições meteorológicas influenciam as cores e outras
características do campo e dos elementos nele presentes. Devido à cobertura parcial do campo
referida atrás, há ocultações completas devido a movimentos para fora do ângulo de visão da
câmara.
Com a utilização da câmara do iPhone não é necessário realizar ajustamentos para que a
imagem resultante tenha boa qualidade, onde os jogadores e campo são bem definidos. Por
outro lado a câmara Axis requer uma focagem manual para que a imagem obtida tenha a melhor
qualidade possível. Isto é, se a imagem for ajustada para melhor perceber jogadores mais
próximos, os seus contornos são melhorados e por isso jogadores mais afastados obtém uma
representação mais ruidosa. Por outro lado se a focagem for realizada para que exista uma boa
representação de jogadores mais afastados, a focagem de linhas de campo e jogadores mais
próximos fica da mesma forma menos detalhada. Devido a este facto foi necessário realizar
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uma focagem manual que mantivesse um equilíbrio entre a representação visual de jogadores
mais próximos e de jogadores mais afastados. Esta focagem foi efetuada em todos os diferentes
dias de obtenção de imagens pelo que as caraterísticas visuais presentes em todos os vídeos
são ligeiramente diferentes.
4.1.2 Escolha das sequências
Como o tempo de filmagem obtidas com o iPhone é bastante inferior ao tempo de filmagens
utilizando a câmara Axis, decidiu-se utilizar um vídeo de referência do iPhone e dois vídeos da
câmara Axis. O primeiro tem como características principais ser realizado num dia com céu
limpo, pelo que existe projeção de sombras sobre o relvado. O segundo vídeo foi filmado num
dia enevoado e por isso na totalidade do vídeo não existem sombras projetadas. O terceiro
vídeo tem como características ser obtido num dia de céu limpo pelo que existem sombras
projetadas sobre o campo e todos os jogadores efetuam várias movimentações, incluindo
guarda-redes. De cada um desses vídeos foi obtido um segmento de 1 minuto e 30 segundos
que contivesse situações de jogo que representassem potenciais problemas específicos de
forma a testar o método desenvolvido. As jogadas presentes no primeiro segmento situam-se
mais sobre a posição central e inferior do campo, existindo também um elevado número de
ocultações parciais. O segmento dois caracteriza-se por um elevado número de jogadas reali-
zadas na parte superior do campo, incluindo um livre direto e lançamento de bola lateral. Neste
segmento existem também diversas ocultações mas situadas tipicamente em localizações mais
afastadas da câmara. Por fim, o segmento três caracteriza-se por um número elevado de
jogadas na parte superior do campo bem como um elevado número de ocultações parciais.
Sobre todos os segmentos obtidos existem ocultações totais provocadas pela movimentação
de jogadores em locais sem cobertura de câmara. Na figura 4.1 são apresentadas algumas
imagens extraídas das três sequências, sendo visível as suas principais caraterísticas.
Visto que as diferenças entre imagens utilizando a taxa original não eram muito significativas e
pelo facto da obtenção de anotações manuais sobre todas essas imagens seria muito demo-
rado, optou-se por gerar sequências de imagem com taxa de amostragem de 5 fotogramas
por segundo dos três segmentos escolhidos anteriormente. Estas sequências amostradas
contem 453 imagens onde a diferença entre imagens apresenta movimentações significativas
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(a) Imagem 86 da sequência 1 (b) Imagem 209 da sequência 1
(c) Imagem 107 da sequência 2 (d) Imagem 299 da sequência 2
(e) Imagem 48 da sequência 3 (f) Imagem 178 da sequência 3
Figura 4.1: Exemplo de algumas imagens presentes nas três sequências de teste
das posições dos jogadores. Resultado visível na figura 4.2. Por motivos de existência de
algumas imagens danificadas nas sequências obtidas pela câmara Axis, foi decidido a elimi-
nação destas imagens. Resultando numa diminuição da segunda e terceira sequências em
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Figura 4.2: Imagens 10 e 11 obtidas da sequência 1, demonstrando a movimentação visivel dos jogadores
10 e 17 imagens, respetivamente. Visto estas imagens danificadas estarem distribuídas em
posições aleatórias da sequência original, considera-se que a alteração do intervalo temporal
entre imagens desprezável.
4.1.3 Anotação das sequências
Para realizar uma avaliação cuidada sobre o desempenho do método proposto nas diversas
sequências obtidas, é necessário a existência de um conjunto de posições ideais de cada um
dos jogadores presentes nas sequências de teste, garantindo a identidade do jogador ao longo
da sequência.
A anotação efetuada consiste num conjunto de localizações em coordenadas de imagem que
representam a posição dos pés de cada um dos jogadores. Para casos de ocultações parciais
foi marcada como posição dos pés o local onde possivelmente estariam os pés, com base na
movimentação que o jogador realizou. Para cada jogador em campo é mantido uma identifi-
cação única à qual são atribuídas as diferentes posições ao longo das imagens. Em casos de
ocultações completas é registada como nula a posição nessa imagem até que o jogador volte
a ser visível.
Para realizar a anotação foram analisadas manualmente todas as imagens das três sequências
em causa e identificada a posição na imagem onde estão localizados os pés de cada um dos
jogadores. Em casos onde os jogadores estão de pernas afastadas considerou-se como posi-
ção dos pés o local central entre cada um dos pés do jogador. Estas posições são guardadas
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num documento e caracterizadas por uma lista de posições para cada imagem, para cada
sequência.
4.2 Avaliação da Deteção de Jogadores
Nesta fase do processo de avaliação pretende-se medir o desempenho da primeira etapa da
cadeia de processamento, designada Deteção no capítulo 3. Trata-se de uma deteção feita a
cada imagem, apenas usando informação dessa imagem.
Há 3 alternativas para os algoritmos que podem ser usados, sendo todas cobertas no processo
de avaliação. Nos resultados apresentados os 3 algoritmos são etiquetados Histogram, Wa-
tershed e HOG, correspondendo respetivamente à deteção usando subtração de fundo com
divisão de blobs usando histogramas, à deteção usando subtração de fundo com divisão de
blobs usando o algoritmo de Watershed e à deteção por aplicação do algoritmo HOG.
4.2.1 Metodologia
Realizam-se dois tipos de avaliação. Em primeiro lugar avaliam-se as deteções em termos de
quantidade. Esta avaliação é baseada nas contagens de True Positives (TP), False Positives
(FP) e False Negatives (FN) que contabilizam, respetivamente, o número de jogadores cor-
retamente detetados, o número de deteções que não correspondem a jogadores e o número
de jogadores não detetados. As medidas estatísticas usadas são a precisão, a sensibilidade
(recall) e a média harmónica das duas anteriores (f-score), cujas definições são mostradas nas
expressões 4.1 a 4.3.
Precision =
TP
TP + FP
(4.1)
Recall =
TP
TP + FN
(4.2)
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F1 = 2 ∗ Precision ∗Recall
Precision+Recall
(4.3)
A Precision indica a qualidade do detetor em encontrar somente os jogadores, o Recall avalia
o facto de serem detetados todos os jogadores, independente da existência falsas deteções.
A medida F1 avalia as deteções considerando a Precision e o Recall e traduz-se numa
capacidade geral das deteções. Todas estas medidas indicam resultados entre 0 e 1, pelo
que quanto mais próximo de 1 as medidas forem, melhor é a avaliação.
Em segundo lugar avaliam-se as deteções positivas em termos de qualidade. Utilizando apenas
o conjunto dos verdadeiros positivos, determina-se o Root Mean Square Error (RMSE) das
posições dos pés dos jogadores estimados pelo algoritmo relativamente às suas reais posições.
O RMSE de uma sequência de estimativas ωˆ é dado pela expressão
RMSE =
√∑n
i=1 d(ωi, ωˆi)
2
n
(4.4)
onde ω é a sequência de valores reais, n é a dimensão das sequências e d(a, b) é uma função
que devolve a distância Euclidiana entre a e b.
A associação das deteções a cada imagem com as anotações é realizada pelo método de
vizinho mais próximo onde a distância entre os pontos é caracterizada pela distância Euclidiana
entre eles. Para todas as associações estabelecidas, se a distância entre deteção e anotação
for superior a um limite, a associação é considerada como nula e é gerado um falso positivo
e um falso negativo. O limite de distância corresponde ao limite indicado na secção 3.3. Nos
casos onde a distância entre pontos supera o limite a associação não é aceite; a deteção em
causa é considerada como um falso positivo e a anotação não associada é considerada como
um falso negativo.
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4.2.2 Resultados
Os 3 algoritmos de deteção de jogadores foram aplicados às 3 sequências de teste e calcula-
das, para cada sequência, as 4 medidas estatísticas referidas atrás.
Os resultados relativos à avaliação quantitativa são mostrados nos gráficos da figura 4.3 Cada
linha da figura 4.3 representa as sequências 1, 2 e 3 e cada coluna representa respetivamente
a avaliação do algoritmo Histogram, Watershed e HOG.
Figura 4.3: Avaliação por sequência da precisão, sensibilidade e f-score utilizando as três metodologias de deteção
Na tabela 4.1 estão indicados os valores médios das curvas dos gráficos presentes na fi-
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gura 4.3.
Tabela 4.1: Tabela com valores médios da avaliação por sequência da precisão, sensibilidade e f-score utilizando as
três metodologias de deteção
Avaliação Algoritmo Histogram Algoritmo Watershed Algoritmo HOG
Sequência 1 Precision 0.854 0.788 0.386
Recall 0.959 0.879 0.747
F1-score 0.899 0.827 0.506
Sequência 2 Precision 0.830 0.951 0.220
Recall 0.858 0.822 0.625
F1-score 0.834 0.875 0.322
Sequência 3 Precision 0.697 0.906 0.212
Recall 0.932 0.863 0.607
F1-score 0.792 0.880 0.310
Por análise desses gráficos e dos respetivos valores médios, pode verificar-se que para a
sequência 1 os melhores resultados são obtidos por aplicação do algoritmo Histogram, en-
quanto que para as sequências 2 e 3 os melhores resultados correspondem ao algoritmo
Watershed.
Para a sequência 1, estes resultados são comprovados pelo facto de existirem várias jogadas
com ocultações parciais na parte inferior do campo. Como os blobs representativos dos joga-
dores nestes casos têm uma dimensão elevada, a divisão por Histogramas consegue identificar
melhor a posição exata dos pés dos jogadores. Este resultado leva a um aumento muito sentido
dos níveis de Recall.
Pode também verificar-se que a existência de ocultações provoca uma perda de desempenho.
Isto é visível na sequência 2, que possui ocultações mais centralizadas na parte superior do
campo e onde o Recall é inferior ao obtido nas outras sequências. A razão pela qual o Recall
é inferior está no facto de em diversas situações existir um elevado número de jogadores
muito próximos e por isso somente um jogador é detetado, que na realidade corresponde a
múltiplos jogadores. Esta observação é visível nas imagens da figura 4.4, onde é detetado
somente um blob num local onde estão múltiplos jogadores e ilustrado por um círculo amarelo
na imagem 4.4a. Nesta sequência a grande variação dos diferentes algoritmos está nos níveis
de precisão, registando no algoritmo de Watershed os valores mais elevados. Estes resultados
são comprovados pelo facto de não serem obtidas demasiadas deteções. Isto significa que
embora não tenha sido possível detetar alguns dos jogadores, as deteções obtidas são bastante
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representativas.
(a) (b)
Figura 4.4: Resultado do algoritmo de deteção Watershed aplicado à imagem 55 da sequência 2: (a) imagem
contendo as deteções; (b) máscara de fundo utilizada para a obtenção das deteções
Relativo à sequência 3 observa-se que o segundo algoritmo obtém resultados muito superiores
em comparação com os restantes, principalmente nos níveis de Precision. Resultado observá-
vel na tabela 4.1. Embora a grande divisão de blobs obtida pelo algoritmo Histogram contribua
para um nível superior de Recall, são obtidos demasiados potenciais jogadores o que leva a
níveis baixos de Precision. Como esta divisão de blobs é menos sensível no caso da utilização
do algoritmo de Watershed, os níveis de Precision são elevados, tal como na sequência 2.
Finalmente, pode constatar-se que, para as 3 sequências, o detetor baseado em HOG apre-
senta sempre os piores resultados. Isto, muito provavelmente, deve-se à necessidade de ser
realizado um processo de treino específico. Visto que muitas das deteções obtidas não eram
jogadores, o que originou níveis de Precision muito reduzidos. Por outro lado os níveis de
Recall são elevados o que demonstra que de facto a maioria dos jogadores foi encontrado.
Deste modo optou-se por não realizar a avaliação integrada da deteção de jogadores sobre as
configurações que utilizam esse detetor. Uma vez que os resultados do seguimento dependem
diretamente da qualidade das medições de localização.
Os resultados relativos à avaliação da localização das deteções são mostrados nos gráficos da
figura 4.5 e na tabela 4.2. Os gráficos nesta figura representam a distribuição do erro quadrático
médio sobre a localização da posição dos pés dos jogadores detetados em comparação com
as posições anotadas obtidos pela utilização dos três algoritmos e os valores na tabela cor-
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respondem aos valores médios destes gráficos. A curva do RMSE de cada um dos algoritmos
é sobreposta no mesmo gráfico de forma a conseguir ser visivelmente possível perceber o
algoritmo de deteção que melhores resultados obtém. Os valores obtidos confirmam uma das
conclusões com que se ficou da avaliação quantitativa: o algoritmo Histogram apresenta melhor
desempenho na sequência filmada com o iPhone, enquanto que o algoritmo Watershed vence
nas sequência obtidas com a câmara de videovigilância. Pode também inferir-se que o algoritmo
HOG é muito sensível à qualidade da imagem, registando valores elevados de RMSE para todas
as sequências.
Figura 4.5: Cálculo do RMSE das sequências 1, 2 e 3 utilizando os 3 algoritmos
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Tabela 4.2: Tabela com valores médios do RMSE utilizando as três metodologias de deteção
Algoritmo Histogram Algoritmo Watershed Algoritmo HOG
Sequência 1 4.350 7.932 9.054
Sequência 2 5.076 3.620 12.178
Sequência 3 5.347 4.652 11.575
4.3 Avaliação Integrada da Deteção de Jogadores
Nesta fase do procedimento de avaliação pretende-se medir o desempenho do processo de
deteção de jogadores após as 3 etapas da cadeia de processamento.
Das 3 alternativas que podem ser usadas para a etapa de deteção apenas duas foram usadas
nesta fase. Dados os resultados menos positivos obtidos pelo algoritmo HOG foi decidido não o
aplicar nesta fase da avaliação. Às 2 alternativas que sobram são adicionadas as 2 alternativas
para a etapa de seguimento, filtro de Kalman e filtro de partículas, o que resulta num total de 4
possíveis algoritmos de processamento. Nos resultados apresentados, estes 4 algoritmos são
etiquetados Histogram-Kalman, Histogram-Particle, Watershed-Kalman e Watershed-Particle.
Além destes, são ainda reutilizadas as etiquetas Histogram e Watershed com os mesmos
significados que anteriormente.
4.3.1 Metodologia
A metodologia seguida tem por mote a análise da contribuição das etapas Associação e Segui-
mento sobre a deteção dos jogadores. Embora no processo total sejam obtidos jogadores com
identificações associadas, para esta avaliação apenas são utilizadas as localizações estimadas
dos jogadores. Esta análise é efetuada devido ao facto das localizações obtidas pelo processo
completo poderem ser diferentes das localizações obtidas na etapa da deteção e, também pelo
facto de existir a possibilidade de serem seguidos mais jogadores considerados pelo algoritmo,
do que os potenciais jogadores indicados pela deteção.
Por isso, a quantidade de jogadores seguidos na etapa de seguimento pode ser diferente do
número de deteções obtidas devido a ocultações ou sombras, por exemplo. Assim, em vez de
se apresentarem os valores obtidos para as 4 medidas estatísticas usadas na secção anterior,
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optou-se por apresentar as diferenças entre os valores obtidos apenas após a etapa Deteção e
os valores obtidos com as 3 etapas de processamento.
Numa primeira fase é avaliado o desempenho da precisão obtida no processo completo em
relação à precisão obtida na primeira etapa, de forma a perceber se o processo completo
introduz falsas deteções. De igual modo é realizado uma avaliação comparativa sobre o Recall.
Estas duas avaliações iniciais são ilustradas por um exemplo comparativo visto que as conclu-
sões retiradas deste exemplo são as mesmas que são obtidas pelas outras combinações de
comparações devido às características inerentes no processo. Nomeadamente o resultante de
Histogram com Histogram-Kalman e Histogram-Particle e Watershed com Watershed-Kalman e
Watershed-Partile.
Por fim são comparados para cada sequência os resultados de RMSE obtidas pelas diferentes
combinações de processos.
A obtenção destas medições pressupõe dois tipos de associações. A primeira associação é
realizada entre os jogadores verdadeiros, presentes nas anotações e os potenciais jogadores
obtidos pela fase de deteção. A segunda associação é realizada entre as anotações e os
jogadores resultantes do seguimento. Mais uma vez é utilizado o algoritmo de vizinho mais
próximo para a realização das associações.
4.3.2 Resultados
Para a avaliação ilustrativa da diferença de precisão, foi utilizado o algoritmo Histogram e
a combinação Histogram-Kalman, aplicados à sequência 1. A observação da diferença é
efetuada através da sobreposição no mesmo gráfico dos valores de precisão obtidos pelos
dois algoritmos. Este gráfico é apresentado na figura 4.6.
No gráfico da figura 4.6, é notável visualmente que o algoritmo Histogram tem geralmente
melhores resultados que o algoritmo Histogram-Kalman. Traduzindo-se num valor médio de
precisão de 0.854 no algoritmo Histogram e 0.696 no algoritmo Histogram-Kalman. Estes
resultados são justificados em grande parte pelo número de falsos positivos ser muitas das
vezes superior no algoritmo Histogram-Kalman que no algoritmo Histogram devido ao segui-
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Figura 4.6: Diferença entre a precisão obtida com o algoritmo Histogram-Kalman e o algoritmo Histogram aplicados
na sequência 1
mento de antigos falsos positivos, que ainda são considerados como jogadores no processo de
seguimento. No caso onde o algoritmo Histogram-Kalman tem melhores resultados, existe pelo
menos um jogador seguido que não foi associado a um jogador real. Esta situação acontece
quando a distância da associação é superior ao limite estabelecido e por isso, esse jogador
é considerado como um falso positivo e por consequente o jogador real traduz-se num falso
negativo. A primeira ocasião acontece tipicamente quando a sombra de um jogador está a
ser seguida e, num dado instante deixa de ser detetada pela etapa de deteção. No entanto
essa sombra continua a ser seguida até que atinja limites de confiança demasiado baixos e por
consequente é removida. Esta situação é ilustrada na figura 4.7, onde uma sombra continua a
ser seguida mesmo depois de deixar de ser detetada.
Na figura 4.8 são apresentados os resultados de uma comparação entre o Recall obtido pelo
algoritmo Watershed e pelo algoritmo Watershed-Particle aplicados na sequência 2. A dife-
rença é apresentada na forma de sobreposição das curvas do valor de Recall obtidos pelos
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(a) (b)
Figura 4.7: Resultado da aplicação do algoritmo Histogram-Kalman à sequência 1: (a) imagem 7 da sequência
contendo a vermelho o seguimento do jogador e da sombra; (b) imagem 10 contendo a vermelho o seguimento do
jogador que é detetado e a amarelo o seguimento da sombra anteriormente detetada
algoritmos.
Figura 4.8: Diferença entre o Recall obtido com o algoritmo Watershed-Particle e o algoritmo Watershed aplicados
na sequência 2
No gráfico da figura 4.8 é visualmente percetível que os níveis de Recall obtidos pelos dois
algoritmos é similar. Contudo o algoritmo Watershed-Particle obtem valores de Recall superi-
ores ao algoritmo Watershed. Sendo os valores médios de 0.822 para o algoritmo Watershed
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e 0.874 para o algoritmo Watershed-Particle. Isto acontece devido à capacidade do sistema de
seguir durante algum tempo jogadores ou potenciais jogadores que não tem deteção associada.
Deste modo, o número de jogadores mapeados com jogadores reais aumenta e isso traduz-
se num aumento generalizado do valor de Recall. Em casos de ocultação de jogadores o
sistema consegue estimar a movimentação do jogador durante algum tempo e isso provoca um
aumento de verdadeiros positivos no caso desse jogador ocultado ser associado a um jogador
real. Embora os valores de Recall obtidos sejam geralmente superiores com o algoritmo
Watershed-Particle em relação ao algoritmo Watershed, o inverso também acontece. Nestes
casos acontece mais uma vez a situação da inexistência de associação de jogadores a ser
seguidos a jogadores reais.
Uma observação interessante do Recall originado pelas três fases é que situa-se muito pró-
ximo de 1. O que significa que é possível quase sempre mapear todos os jogadores reais.
Esta observação é visível na distribuição de Recall apresentada na figura 4.9, obtida sobre a
sequência 2 e com a utilização do algoritmo Watershed-Particle.
Figura 4.9: Distribuição do Recall obtido com o algoritmo Watershed-Particle aplicado na sequência 2
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Na figura 4.10 são apresentados dois gráficos por sequência, distribuídas pelas 3 linhas, onde
verticalmente é feita a divisão sobre os métodos utilizados. Na primeira coluna estão os gráficos
construídos com base nos valores de RMSE obtidos pelo algoritmo Histogram, Histogram-
Kalman e Histogram-Particle. Analogamente, na segunda coluna estão os gráficos de RMSE
resultantes dos algoritmos Watershed, Watershed-Kalman e Watershed-Particle.
Estas representações têm como objetivo dar a perceber quais as melhores metodologias no que
toca à qualidade da localização real dos jogadores. Como forma de auxilio a estas observações,
estão presentes nas tabelas 4.3 e 4.4 os valores médios do RMSE obtido em cada um dos
gráficos presentes na figura 4.10.
Tabela 4.3: Tabela com valores médios do RMSE obtidos com somente o processo de deteção e com todo o
processamento, para todas as sequências, com base no algoritmo Histogram
Algoritmo Algoritmo Algoritmo
Histogram Histogram-Kalman Histogram-Particle
Sequência 1 4.350 4.134 4.938
Sequência 2 5.076 5.022 5.532
Sequência 3 5.347 4.907 5.455
Tabela 4.4: Tabela com valores médios do RMSE obtidos com somente o processo de deteção e com todo o
processamento, para todas as sequências, com base no algoritmo Watershed
Algoritmo Algoritmo Algoritmo
Watershed Watershed-Kalman Watershed-Particle
Sequência 1 7.932 7.494 8.007
Sequência 2 3.620 3.859 4.083
Sequência 3 4.652 4.857 5.113
Por observação da figura 4.10 e das tabelas associadas, é notável que na sequência 1 a
utilização do algoritmo Histogram proporciona resultados superiores, não só na fase inicial
mas também nos resultados finais que envolvem associação e seguimento, traduzindo-se em
valores baixos de RMSE. Desta sequência destaca-se ainda a qualidade das localização obti-
das com base no algoritmo Histogram-Kalman, visto a sua curva no gráfico ser geralmente a
mais próxima de 0 e o valor médio da respetiva curva ser o mais baixo para esta sequência.
Nas restantes sequências é constatável que a utilização do algoritmo Watershed ou derivados
proporcionam resultados superiores ao algoritmo Histogram e seus derivados, sendo principal-
mente notável esta diferença de resultados na sequência 2 que na sequência 3 devido à grande
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diferença de resultados.
4.4 Avaliação global
Nesta fase do procedimento de avaliação pretende-se medir o desempenho das etapas Asso-
ciação e Seguimento.
4.4.1 Metodologia
A avaliação do seguimento e das associações é realizada globalmente por forma a ter em conta
a totalidade das sequências. Com essa finalidade são utilizadas algumas métricas de avaliação
adaptadas para o algoritmo apresentado, derivadas de métricas apresentadas em [9], [8] e [29].
As métricas utilizadas são o False Alarm Rate (FAR), Tracker Detection Rate (TRDR), Multiple
Object Tracking Precision (MOTP) e Multiple Object Tracking Accuracy (MOTA), caracterizadas
em seguida. TRDR e FAR caracterizam a qualidade do seguimento total sobre as diferentes
sequências e representam respetivamente, a capacidade de detetar todos os jogadores e a
avaliação de falsos alarmes resultantes de falsas deteções. MOTP representa a precisão
do seguimento de múltiplos objetos, isto é, indica um valor de referência para a precisão da
localização dos objetos, independente de trocas de identidade ou da capacidade do algoritmo
de seguir os objetos. Por fim, a métrica MOTA representa a exatidão do seguimento de múltiplos
objetos onde é considerada a capacidade de manutenção do seguimento consistente de todos
os jogadores ao longo da sequência, bem como a capacidade de detetar todos os jogadores
corretamente. Deste modo a métrica MOTA indica uma avaliação global de todo o processo
descrito. Estas métricas são calculadas da seguinte forma:
TRDR =
TTP
TTG
(4.5)
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FAR =
TFP
TTP + TFP
(4.6)
MOTP =
∑
t dt
TTP
(4.7)
MOTA = 1− TFN + TFP + TTI
TTG
(4.8)
As variáveis Total True Positives (TTP), Total Ground Truths (TGT), Total False Positives (TFP),
Total False Negatives (TFN) e Total Identity Switches (TIS) representam respetivamente o
número total de verdadeiros positivos, jogadores reais presentes em cena, falsos positivos,
falsos negativos e trocas de identidade. Este ultimo valor representa o número de vezes que
uma deteção é erradamente associada a um jogador previamente seguido. No cálculo da
métrica MOTP, dt representa a soma da distância Euclidiana entre os verdadeiros positivos
e respetivos ground truths associados, sobre todas as imagens. Com base nesta distância
é percetível as proximidades das posições dos jogadores obtidas pelo processo completo em
relação às localizações reais dos jogadores.
4.4.2 Resultados
Os algoritmos Histogram-Kalman, Histogram-Particle, Watershed-Kalman e Watershed-Particle
foram aplicados às sequências 1, 2 e 3 e determinaram-se as 4 métricas atrás referidas. Os
resultados obtidos estão resumidos na tabela 4.5.
Com base nas avaliações obtidas, conclui-se que as características inerentes nas sequências
de imagem utilizadas influenciam o desempenho de diversos métodos utilizados. Caso existam
sombras projetadas sobre o campo e os jogadores se movimentam próximos da câmara, a utili-
zação da metodologia Histogram-Kalman ou Histogram-Particle é aconselhável pois a obtenção
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Tabela 4.5: Resultados da avaliação do seguimento obtido pela utilização dos diversos algoritmos apresentados
Metodologia TRDR FAR MOTP MOTA
Sequência 1 Histogram-Kalman 0.995 0.323 4.822 0.428
Watershed-Kalman 0.939 0.415 8.680 0.147
Histogram-Particle 0.994 0.308 5.743 0.453
Watershed-Particle 0.929 0.418 9.405 0.140
Sequência 2 Histogram-Kalman 0.930 0.370 6.128 0.235
Watershed-Kalman 0.873 0.153 4.585 0.665
Histogram-Particle 0.927 0.371 6.920 0.239
Watershed-Particle 0.868 0.156 4.886 0.661
Sequência 3 Histogram-Kalman 0.985 0.498 5.980 -0.228
Watershed-Kalman 0.904 0.265 5.757 0.479
Histogram-Particle 0.984 0.497 6.722 -0.220
Watershed-Particle 0.894 0.250 6.158 0.506
da divisão dos blobs representativos dos jogadores por parte do método Histogram é bastante
dependente do tamanho dos blobs em causa. Pelos resultados obtidos é também constatável
que a utilização do algoritmo Watershed em situações de muitas ocultações, existentes na
sequência 1, traduz-se em resultados fracos.
No caso da não existência de sombras e da dispercidade de jogadores, representada na sequên-
cia 2, o algoritmo de Watershed consegue obter resultados significativamente superiores. Os
resultados com a aplicação do algoritmo Histogram são menos satisfatórios devido à sobre-
segmentação de jogadores, o que leva a um maior número de trocas de identidade devido da
existência de múltiplos potenciais jogadores próximos e que na realidade só deviam de ser um.
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Figura 4.10: Cálculo comparativo do RMSE das sequências 1, 2 e 3. Na primeira coluna estão representados a
vermelho, verde e azul as curvas dos algoritmos Histogram, Histogram-Kalman e Histogram-Particle. Analogamente
são representados os algoritmos derivados do algoritmo de Watershed na segunda coluna
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Esta sobre-segmentação está ainda mais patente na sequência 3 visto existirem diversas ocul-
tações e pelo tamanho dos blobs representativos dos jogadores serem muito pequenos, levando
a uma errada divisão de blobs e traduzindo-se num aumento de falsos positivos.
Nas figuras 4.11, 4.12 e 4.13 é visualizável o seguimento dos jogadores obtido utilizando
as metodologias selecionadas na tabela 4.5 para a respetiva sequência. A linha a vermelho
representa o conjunto temporal de estimações de posições dos jogadores. Linhas mais ex-
tensas representam jogadores com velocidade de deslocação mais elevada. Por outro lado
linhas curtas podem representar jogadores que recentemente começaram a ser seguidos ou
que se mantém na mesma posição durante algum tempo, traduzindo-se numa velocidade de
deslocamento mais diminuta. Neste último caso e devido à utilização de subtração de fundo,
o jogador parado pode ser considerado como fundo devido à constante atualização do modelo
de fundo e por isso originar um falso negativo: observável nas imagens da figura 4.12, onde os
guarda-redes das duas equipas passam a ser avaliados como fundo pois não se movimentam.
4.5 Discussão dos Resultados
Com base nos resultados obtidos é notável que o principal fator de influencia nos resultados
do seguimento é a deteção dos jogadores. Uma vez que os resultados de seguimento são
similares entre filtro de Partículas e filtros de Kalman.
Uma outra observação é que os filtros de Partículas obtém normalmente bons resultados em
situações com ocultações. Contudo a precisão da estimação obtida com o uso de filtros de
Kalman é superior. Em situações com menor número de ocultações os filtros de Kalman
demonstram superioridade, uma vez que as deteções são constantes e o modelo de movimento
associado a cada jogador torna-se bem adaptado à movimentação do jogador.
Relativamente ao processo de deteção existem diferenças substancias entre os métodos im-
plementados, e por isso o seu desempenho depende essencialmente nas caraterísticas das
imagens utilizadas no processo. O algoritmo Histogram tem bons resultados em casos onde
existem sombras perpendiculare ao jogador mas necessita que os blobs representativos dos
jogadores tenham um bom número de píxes para que os histogramas gerados sejam mais
precisos. O algoritmo baseado em HOG consegue detetar muitos jogadores mas necessita de
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um conjunto de treino específico pois em diversas situações são detetados porções de relvado
sem nenhum jogador estar lá situado. Por fim o algoritmo Watershed apresenta geralmente os
melhores resultados no que toca a deteção pois é menos sujeito à divisão de blobs. Por outro
lado nem sempre deteta todos os jogadores que estão muito ocultados.
Segundo os resultados obtidos, é notável que a qualidade da câmara bem como o estado do
tempo tem uma elevada influencia nos resultados do sistema. Levando à conclusão de que
o sistema desenvolvido tem melhor aproveitamento quando não existem sombras, bem como
quando a qualidade das imagens é superior. Isto é, quanto maior for o número de píxeis que
representam um jogador na imagem, melhor capacidade tem o sistema de detetar seguir os
jogadores.
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(a) Imagem 100 da sequência 1
(b) Imagem 110 da sequência 1
(c) Imagem 120 da sequência 1
Figura 4.11: Seguimento dos jogadores na sequência 1, aplicando a metodologia Histogram-Kalman
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(a) Imagem 90 da sequência 2
(b) Imagem 100 da sequência 2
(c) Imagem 110 da sequência 2
Figura 4.12: Seguimento dos jogadores na sequência 2, aplicando a metodologia Watershed-Kalman
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(a) Imagem 84 da sequência 3
(b) Imagem 94 da sequência 3
(c) Imagem 104 da sequência 3
Figura 4.13: Seguimento dos jogadores na sequência 3, aplicando a metodologia Watershed-Particle
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Capítulo 5
Conclusão
5.1 Conclusões
A utilização de sistemas automáticos de análise de jogos de futebol é hoje uma realidade
presente nas equipas com elevado suporte financeiro. As equipas com menor orçamento
também os desejam e o rápido desenvolvimento tecnológico e a redução de custos dessa
tecnologia apontam para que esse desejo não seja uma utopia. Esta tese abordou esse tema e
faz uma contribuição no sentido da implementação de um desses sistemas a custos reduzidos.
A ideia geral é a criação de um sistema de deteção e seguimento de jogadores de futebol
recorrendo a um sistema de gravação de jogos usando câmaras de baixo custo. Conseguiram-
se montar dois sistemas de gravação, um usando a câmara de um iPhone5 e outro usando
uma câmara de videovigilância. Os resultados obtidos mostraram que ambos são viáveis para
a construção do sistema desejado.
Em relação ao processamento das imagens, definiu-se um sistema de software que processa
as imagens de um filme dado e deteta e segue os jogadores em campo. Na versão atual a
câmara tem de estar fixa e é requerida uma configuração inicial do sistema.
Embora os resultados obtidos tenham espaço para vários melhoramentos, são indicadores
de que a obtenção de uma solução é viável. Estando-se ainda numa fase de avaliação dos
algoritmos mais apropriados, o sistema opta por disponibilizar alternativas para a cadeia de
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processamento, disponibilizando três alternativas para a fase de deteção de jogadores e duas
para a fase de seguimento. Desta forma foi possível comparar resultados obtidos pelos di-
ferentes métodos e constatar que em geral a utilização do método de deteção baseado em
expansão de regiões em conjunto com filtros de Kalman para a estimação do posicionamento
dos jogadores é a melhor escolha.
5.2 Trabalho Futuro
A validação do sistema de uma forma mais profunda exige que se façam mais testes, cobrindo
novas situações metereológicas (por exemplo, chuva), fazendo testes de significância estatística
na comparação de métodos, etc.
No sistema implementado as câmaras foram colocadas num edifício próximo do campo de
futebol de forma a ser possível captar a totalidade do terreno de jogo. Apesar disso duas
pequenas faixas, na vizinhança das linhas de canto de parte mais próxima da câmara foram
cortadas. Adicionalmente, dada a grande distância as dimensões das manchas de imagem que
representam jogadores é pequena dificultando o processamento. Seria interessante avaliar o
sistema usando duas ou mais vistas, com cobertura total do campo e imagens mais próximas.
Numa fase mais avançada, em que os algoritmos estejam mais bem conseguidos, poder-se-ia
construir um interface gráfico que facilitasse a utilização do sistema, por exemplo apoiando o
utilizador na configuração inicial do sistema ou um mecanismo semi-automático de análise do
vídeo a processar por forma a escolher a metodologia mais eficaz.
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