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In this paper we establish the existence and uniqueness of strong
solutions to the obstacle problem for a class of parabolic sub-
elliptic operators in non-divergence form structured on a set of
smooth vector ﬁelds in Rn , X = {X1, . . . , Xq}, q  n, satisfying
Hörmander’s ﬁnite rank condition. We furthermore prove that any
strong solution belongs to a suitable class of Hölder continuous
functions. As part of our argument, and this is of independent
interest, we prove a Sobolev type embedding theorem, as well as
certain a priori interior estimates, valid in the context of Sobolev
spaces deﬁned in terms of the system of vector ﬁelds.
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1. Introduction
Obstacle problems form an important class of problems in analysis and applied mathematics as
they appear, in particular, in the mathematical study of variational inequalities and free boundary
problems. The classical obstacle problem involving the Laplace operator is to ﬁnd the equilibrium
position of an elastic membrane, whose boundary is held ﬁxed, and which is constrained to lie above
a given obstacle. This problem is closely related to the study of minimal surfaces and to inverse
problems in potential theory. Other applications where obstacle problems occur, involving the Laplace
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ﬁnancial mathematics, shape optimization, ﬂuid ﬁltration in porous media, constrained heating and
elasto-plasticity. As classical references for obstacle problems and variational inequalities, as well as
their applications, we mention Frehse [19], Kinderlehrer and Stampacchia [25,26] and Friedman [23].
For an outline of the modern approach to the regularity theory of the free boundary, in the context
of the obstacle problem, we refer to Caffarelli [11].
In this paper we take the ﬁrst steps towards developing a theory for the obstacle problem for
a general class of second order parabolic sub-elliptic partial differential equations in non-divergence
form modeled on a system of vector ﬁelds satisfying Hörmander’s ﬁnite rank condition. In particular,
we consider operators
L=
q∑
i, j=1
aij(x, t)Xi X j +
q∑
i=1
bi(x, t)Xi − ∂t, (x, t) ∈ Rn+1, n 3, (1.1)
where q n is a positive integer, and the functions {aij(·,·)} and {bi(·,·)} are bounded and measurable
on Rn+1. In (1.1) the system X = {X1, . . . , Xq} is a set of vector ﬁelds in Rn with C∞-coeﬃcients, i.e.,
X = (X1, . . . , Xq)T = C(x) · ∇ (1.2)
where ∇ = (∂x1 , . . . , ∂xn )T , C = {cik} is a q × n-matrix with entries ci j ∈ C∞(Rn), and · denotes the
Euclidean scalar product in Rn . While we in this paper prove, under appropriate assumptions on
the system of vector ﬁelds, the operator and the obstacle, the existence and uniqueness of strong
solutions to a general obstacle problem for the operator in (1.1), one of us in a subsequent paper,
see [20], establish further regularity and optimal regularity, in the interior as well as at the initial
state, of strong solutions. Furthermore, this paper and [20] are the ﬁrst papers in sequel devoted to
the obstacle problem for parabolic sub-elliptic partial differential equations modeled on a system of
vector ﬁelds satisfying Hörmander’s ﬁnite rank condition. In particular, in future papers we intend to
study the underlying free boundary with the ambition to develop a complete regularity theory for the
associated free boundary.
Recall that the Lie-bracket between two vector ﬁelds Xi and X j is deﬁned as [X]i, j = [Xi, X j] =
Xi X j − X j Xi and for an arbitrary multiindex α = (α1, . . . ,αl), αk ∈ {1, . . . ,q}, |α| = l, we deﬁne
[X]α =
[
Xαl ,
[
Xαl−1 , . . . , [Xα2 , Xα1 ]
]]
.
Throughout the paper we assume that there exists an integer s, s < ∞, such that the system X =
{X1, . . . , Xq} satisﬁes the Hörmander’s ﬁnite rank condition of order s introduced in [24], i.e.,
Lie(X1, . . . , Xq) =
{[X]α: αi ∈ {1, . . . ,q}, |α| s} spans Rn at every point. (1.3)
Let d(x, y) denote the Carnot–Carathéodory distance, induced by {X1, . . . , Xq}, between x, y ∈ Rn, for
the deﬁnition we refer to the bulk of the paper, and let Bd(x, r) = {y ∈ Rn: d(x, y) < r}, whenever
x ∈ Rn and r > 0. For (x, t), (y, s) ∈ Rn+1 we deﬁne the parabolic Carnot–Carathéodory distance as
dp(x, t, y, s) =
(
d(x, y)2 + |t − s|)1/2. (1.4)
Concerning the q × q matrix-valued function A = A(x, t) = {aij(x, t)} = {aij} we assume that A = {aij}
is real symmetric, with bounded and measurable entries, and that
λ−1|ξ |2 
q∑
i, j=1
aij(x, t)ξiξ j  λ|ξ |2 whenever (x, t) ∈ Rn+1, ξ ∈ Rq, (1.5)
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further regularity beyond being only bounded and measurable. In fact, we assume that
aij,bi ∈ C0,αloc
(
Rn+1
)
whenever i, j ∈ {1, . . . ,q}, (1.6)
where C0,αloc (R
n+1), α ∈ (0,1), is the space of functions which are bounded and Hölder continuous on
every compact subset of Rn+1, where Hölder continuity is deﬁned in terms of the parabolic distance
induced by the vector ﬁelds, see Section 2.1. In particular, let ΩT = Ω × (0, T ) where Ω ⊂ Rn is a
bounded domain, i.e., an open, bounded and connected set, and T > 0. We then assume that there
exists a constant cα , 0< cα < ∞, depending on α, such that
∣∣aij(x, t) − aij(y, s)∣∣+ ∣∣bi(x, t) − bi(y, s)∣∣ cα(dp(x, t, y, s))α, (1.7)
whenever (x, t), (y, s) ∈ ΩT , i, j ∈ {1, . . . ,q}. Note that in general Ω ⊂ Rn will denote an open,
bounded and connected subset and when posing the problem in the context of Ω we will, for tech-
nical reasons, always assume that there is an open subset Ω˜ ⊂ Rn such that Ω is a compact subset of
Ω˜ and
X = {X1, . . . , Xq} is deﬁned on Ω˜.
To formulate the obstacle problem, let L be as in (1.1) and assume (1.3). Let ΩT = Ω × (0, T )
be as above and let ∂pΩT = (∂Ω × (0, T )) ∪ (Ω × {t = 0}) denote the parabolic boundary of ΩT , let
f , γ , g,ϕ : ΩT → Rn+1 be such that g  ϕ on ΩT and assume that f , γ , g , ϕ are continuous and
bounded on ΩT . We consider the problem,{
max{Lu(x, t) + γ (x, t)u(x, t) − f (x, t),ϕ(x, t) − u(x, t)} = 0, in ΩT ,
u(x, t) = g(x, t), on ∂pΩT . (1.8)
Concerning the domain Ω we assume the following,
there exist, for all ς ∈ ∂Ω and in sense of Deﬁnition 3.1 below, an exterior
normal v to Ω relative to Ω˜ , where Ω˜ is a neighborhood of Ω and C(ς)v 	= 0,
where C is the matrix-valued function in (1.2). (1.9)
Concerning the obstacle ϕ we assume that ϕ is Lipschitz continuous on ΩT , where Lipschitz con-
tinuity is deﬁned in terms of the parabolic Carnot–Carathéodory distance, i.e., ϕ satisﬁes (1.7) with
α = 1 whenever (x, t), (y, s) ∈ ΩT . We also assume that there exists a constant c ∈ R+ such that
q∑
i, j=1
ζiζ j
∫
ΩT
Xi X jψ(z)ϕ(z)dz c|ζ |2
∫
ΩT
ψ(z)dz (1.10)
for all ζ ∈ Rq and for all ψ ∈ C∞0 (ΩT ) such that ψ  0. When we in the following write that a
constant c depends on the operator L, c = c(L), we mean that the constant c depends on n, q,
X = {X1, . . . , Xq}, {aij}qi, j=1, {bi}qi=1 and λ. Furthermore, if α and ΩT are given, then c depends on
‖aij‖C0,α(ΩT ) , ‖bi‖C0,α(ΩT ) , and not on any other properties of these coeﬃcients. In the following,
the function spaces C(ΩT ) and L∞(ΩT ) consist of the functions in ΩT which are continuous and
bounded on ΩT , respectively. Given 1 p < ∞, S p and S ploc are Sobolev type spaces, adapted to the
vector ﬁelds {X1, . . . , Xq, ∂t}, deﬁned in the bulk of the paper. We say that u ∈ S1loc(ΩT ) ∩ C(ΩT ) is
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boundary datum is attained at all points of ∂pΩT .
The main purpose of this paper is to prove the following theorem.
Theorem 1.1. Assume that L, Ω and ϕ satisfy (1.3), (1.5), (1.6), (1.9) and (1.10) and let T > 0. Let γ , g, f ,ϕ:
ΩT → R be such that g  ϕ on ΩT and assume that f , γ , g, ϕ are continuous and bounded on ΩT . Then
there exists a unique strong solution to the obstacle problem in (1.8). Furthermore, given p, 1 p < ∞, and an
open subset U ⊂⊂ ΩT there exists a positive constant c, depending on L, U , Ω , T , p, ‖ f ‖L∞(ΩT ) , ‖γ ‖L∞(ΩT ) ,‖g‖L∞(ΩT ) and ‖ϕ‖L∞(ΩT ) , such that
‖u‖S p(U )  c. (1.11)
To brieﬂy put Theorem 1.1 into context we in the following differentiate between the case when
q = n and X = {X1, . . . , Xq} is identical to {∂x1 , . . . , ∂xn }, in the following referred to as the elliptic–
parabolic case, and the case when q n− 1, in the following referred to as the sub-elliptic–parabolic
case. In the elliptic–parabolic case there is an extensive literature on the existence of generalized
solutions to the obstacle problem in (1.8) in Sobolev spaces, starting with the pioneering papers [30,
28,29,22]. Furthermore, the most extensive and complete treatment of the obstacle problem for the
heat equation is due to Caffarelli, Petrosyan and Shahgholian [12] and we refer to [12] for further
references. In the sub-elliptic–parabolic case (in the sense deﬁned above) there are, to our knowledge,
no results concerning the problem in (1.8). In fact, the only related results that we are aware of are
the results established in [17,32,21] which concern the obstacle problem for a class of second order
differential operators of Kolmogorov type of the form
L =
m∑
i, j=1
aij(x, t)∂xi x j +
m∑
i=1
bi(x, t)∂xi +
n∑
i, j=1
bijxi∂x j − ∂t . (1.12)
In (1.12) (x, t) ∈ Rn+1, m is a positive integer satisfying m n, the functions {aij(·,·)} and {bi(·,·)} are
continuous and bounded and the matrix B = {bij} is a matrix of constant real numbers. The structural
assumptions imposed in [17,32,21] on the operator L imply that L is a hypoelliptic ultraparabolic
operator of Kolmogorov type. Note however, that the operator in (1.12) is different from the class of
operators considered in this paper due to the fact that in (1.12) space and time are interlinked through
the lower order term Y =∑ni, j=1 bijxi∂x j − ∂t , in this case explicit fundamental solutions are available
when the coeﬃcients are frozen as well. Finally, focusing on the stationary version of the problem
in (1.8) we note that in [14] the obstacle problem is considered for the strongly degenerate case of
sub-Laplacian on Carnot groups. The paper [13] addresses, in the same framework, the study of the
regularity of the free boundary. In particular, the sub-Laplacian considered in [14] can be considered
as a special case of the stationary versions of the more general operators studied in this paper.
Our proof of Theorem 1.1 is based on the classical penalization technique. In particular, we consider
a family (βε)ε∈(0,1) of smooth functions. For ﬁxed ε ∈ (0,1) let βε be an increasing function such that
βε(0) = 0, βε(s) ε, whenever s > 0, (1.13)
and such that
lim
ε→0βε(s) = −∞, whenever s < 0. (1.14)
As a key step in the proof of Theorem 1.1 we consider the penalized problem
{Lδu,δ + γ δu,δ = f δ + βε(u,δ − ϕδ) in ΩT ,
u = gδ on ∂ Ω , (1.15),δ p T
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subscripts in uε,δ indicate that the solution depends on ε and δ. In particular, we ﬁrst prove that
a classical solution to the problem in (1.15) exists. Note that by a classical solution we mean that
uε,δ ∈ C2,α(ΩT ) ∩ C(ΩT ) where the Hölder space C2,α(ΩT ) is deﬁned and adapted to the vector
ﬁelds {X1, . . . , Xq, ∂t}, see the bulk of the paper, and hence (1.15) is satisﬁed pointwise. To do this
we use a monotone iterative method and we proceed in a way similar to the proof of Theorem 3.2
in [17]. Using this method uε,δ is the limit of an iteratively constructed sequence {u jε,δ}∞j=1 where
u jε,δ ∈ C2,α(ΩT ) ∩ C(ΩT ). A key step in the argument is to ensure compactness in C2,αloc (ΩT ) ∩ C(ΩT )
of the sequence constructed and to do this we use certain a priori estimates. In particular, we need
the following interior Schauder estimate proved by Bramanti and Brandolini, see Theorem 10.1 in [5].
Theorem 1.2. Assume that L satisﬁes (1.3), (1.5) and (1.6); let Ω ⊂ Rn, T > 0 and let ΩT = Ω × (0, T ]. Let
U be a compact subset of ΩT and let α ∈ (0,1). Then there exists a positive constant c, depending only on L,
U , Ω , T , α, such that the following estimate holds for every u ∈ C2,αloc (ΩT ) such that Lu ∈ C0,α(ΩT ),
‖u‖C2,α(U )  c
(‖u‖L∞(ΩT ) + ‖Lu‖C0,α(ΩT )).
Based on Theorem 1.2 we can conclude that there exists a solution uε,δ to the problem in (1.15)
such that uε,δ ∈ C2,αloc (ΩT ) ∩ C(ΩT ). The ﬁnal step is then to consider limits as ε and δ tend to 0 and
to prove, in particular, that uε,δ → u where u is a strong solution to the obstacle problem in (1.8).
However, the penalization technique only allows us to establish quite weak bounds on uε,δ if we want
those bounds to be independent of ε and δ. In order to use these bounds to prove that, as ε and δ
tend to 0, the function uε,δ converges weakly in S ploc , for 1 p < ∞, to a function u, we prove and
use the following theorem.
Theorem 1.3. Assume that L satisﬁes (1.3), (1.5) and (1.6); let Ω ⊂ Rn, T > 0 and let ΩT = Ω × (0, T ]. Let
U be a compact subset of ΩT and let 1 p < ∞. Then there exists a positive constant c, depending only on L,
U , Ω , T , p, such that
‖u‖S p(U )  c
(‖u‖Lp(ΩT ) + ‖Lu‖Lp(ΩT ))
whenever u ∈ S p(ΩT ).
To be able to subsequently conclude that, in fact, u,δ → u in C1,αloc (ΩT ) ∩ C(ΩT ), we also prove
the following theorem.
Theorem 1.4. Assume that L satisﬁes (1.3), (1.5) and (1.6); let Ω ⊂ Rn, T > 0 and let ΩT = Ω × (0, T ]. Let
Q be the homogeneous dimension of the free Lie-group associated to {Xi}qi=1 , see (4.1) and Theorem 4.2. Let U
be a compact subset of ΩT and let Q + 2 < p < 2(Q + 2). Then there exists a positive constant c, depending
only on L, U , Ω , T , p, such that for α = (p − (Q + 2))/p and for every u ∈ S p(ΩT )
‖u‖C1,α(U )  c‖u‖S p(ΩT ).
Indeed, a substantial part of this paper is devoted to the proofs of Theorem 1.3 and Theorem 1.4.
There are two main diﬃculties to overcome in the proofs of these theorems. The ﬁrst diﬃculty stems
from the initial lack of an appropriate homogeneous Lie group structure associated to correspond-
ing operator with frozen coeﬃcients and, as a consequence, the lack of an associated homogeneous
fundamental solution. The second diﬃculty stems from the fact that we consider operators with only
Hölder continuous coeﬃcients. Since the work of Rothschild and Stein, see [33], the classical approach
to overcome the ﬁrst diﬃculty and to redeem the lack of an appropriate homogeneous Lie group
structure is to use the “lifting-approximation” technique introduced in [33]. Using this technique one
can “lift” the problem to a setting where such a homogeneous Lie group structure is available. In
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culty we develop certain (local) approximation type results based on the corresponding operator with
frozen coeﬃcients. While writing this paper we were unable to ﬁnd Theorem 1.4 in the literature and
hence we considered Theorem 1.4 as a new contribution. However, while completing the paper we
discovered a very recent preprint by Bramanti and Zhu [9] where estimates similar to Theorem 1.4
are established but for operators of the type
L =
q∑
i, j=1
aij(x)Xi X j + a0(x)X0. (1.16)
In [9] the authors establish Schauder estimates as well as local Lp estimates
‖Xi X ju‖Lp(Ω ′) + ‖X0‖Lp(Ω ′)  c
{‖Lu‖Lp(Ω) + ‖u‖Lp(Ω)}.
The operators in (1.16) are more general compared to the operators we consider in the sense that
in [9] the authors allow for more general drift terms X0 and for weaker regularity condition on the
coeﬃcients aij (aij ∈ VMO(Ω)). On the other hand the operator considered here, L, include lower
order terms. The strategy used to prove Lp estimates in this paper as well as in [9] is much in
line with [3] where Lp-estimates for operators H = ∑qi, j=1 aij(x)Xi X j are established. The natural
approach, in either case, is to lift the vector ﬁelds into a higher dimensional space where the lifted
vector ﬁelds are free on a homogeneous group as stated above and along the road-map given by
Rotschild and Stein [33]. In [9] this is more complicated compared to our setting since also the vector
ﬁeld X0 has to be lifted while in our case ∂t is already left invariant and homogeneous of degree 2.
We emphasize though that this paper and [9] have different focus. In this paper the main objective
is to prove Theorem 1.1 and to do so we have to prove the Lp-estimate in Theorem 1.3. We have
tried to emphasize the idea of the proof, not going too much into details. In [9] the aim is to prove
Schauder- and Lp-estimates. In conclusion we ﬁnd it, though some of the proofs in this paper partly
overlap with proofs in [9], motivated to include the proof of Theorem 1.3 since in our case the proofs
can be somewhat simpliﬁed, something which makes it easier for the reader to embrace the essence
of the proofs. In the context of the circle of techniques and ideas used in this paper it is also fair to
mention [2,4–8,18].
Finally we note that our main result concerning the obstacle problem, Theorem 1.1, states that the
solution u satisﬁes u ∈ S ploc(ΩT ) for any ﬁnite p, 1 p < ∞. While we in this paper lay out the basic
existence theory for the obstacle problem in (1.8) one of us, as mentioned above, in [20] establishes
higher regularity for u. Furthermore, using the embedding theorem, Theorem 1.4, we see that u is
continuous and hence the deﬁnition of the regions
E = {(x, t) ∈ ΩT : u(x, t) = ϕ(x, t)},
C = {(x, t) ∈ ΩT : u(x, t) > ϕ(x, t)},
makes sense. E and C are usually referred to as the coincidence and continuation sets, respectively.
The boundary of E , denoted F , is called the associated free boundary or optimal exercise boundary.
This paper, and the results in [20] concerning the optimal regularity of u, pave the way for a more
thorough study of the associated free boundary F and its regularity. We intend to conduct this study
in a future paper.
The rest of the paper is organized as follows. Section 2 is of a preliminary nature and we here
introduce function spaces and deﬁne molliﬁers and regularizations. Section 3 is devoted to the proof
of Theorem 1.1 assuming Theorem 1.3 and Theorem 1.4. In Section 4 we outline, quite brieﬂy, the
essence of the lifting technique of Rothschild and Stein. Theorem 1.3 and Theorem 1.4 are then proved
in Section 5 and Section 6 respectively.
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In this section, which is of preliminary nature, we deﬁne function spaces and introduce cer-
tain smooth molliﬁers to be used throughout the paper. For a more complete account of several
of these matters, as well as an extensive account of stratiﬁed Lie groups and potential theory for sub-
Laplacians, we refer to the excellent monograph written by Bonﬁglioli, Lanconelli and Uguzzoni [10].
In the following we assume that X = {X1, . . . , Xq} satisﬁes (1.3). Let the set X-subunit be the
collection of all absolutely continuous paths γ such that
γ ′(t) =
q∑
j=1
λ j(t)X j
(
γ (t)
)
a.e. with
q∑
j=1
λ2j (t) 1 a.e.
For x, y ∈ Ω we deﬁne the Carnot–Carathéodory distance, CC-distance for short, as
d(x, y) = inf{ρ | γ : [0,ρ] → Rn, γ ∈ X-subunit, γ (0) = x, γ (ρ) = y},
and for (x, t), (y, s) ∈ ΩT we deﬁne the parabolic Carnot–Carathéodory distance, dp(x, t, y, s), CCP-
distance for short, as in (1.4). Note that the CC-distance and the CCP-distance are in fact distances, or
metrics, and not only a quasi-distances. In particular, CC- and CCP-distances are locally doubling with
respect to Lebesgue measure, i.e., there exists a constant c such that∣∣Bd(x,2r)∣∣ c∣∣Bd(x, r)∣∣ (2.1)
holds, at least for x in a compact set and for r  r0, for some r0. Continuing there exist constants
c1, c2, depending on Ω , such that
c1|x− y| d(x, y) c2|x− y|1/s for all x, y ∈ Ω, (2.2)
where s is the rank in the Hörmander condition, see Proposition 1.1 in [31]. Finally, in the following
we will often write dX and dp,X for d and dp , respectively, to indicate the dependence on the par-
ticular system of vector ﬁelds X . It is also fair to mention that balls in these metrices need not be
compact for large values of r, r  r1, therefore it is understood that we always limit ourselves to balls
Bd(x, r) or Bdp ((x, t), r) with radius r  r1. Note that r1 will depend on Ω respectively ΩT and the
system X at hand.
2.1. Function spaces
Let U ⊂ Rn+1 be a bounded domain and let α ∈ (0,1]. Given U and α we deﬁne the Hölder space
C0,α(U ) as C0,α(U ) = {u : U → R: ‖u‖C0,α(U ) < ∞}, where
‖u‖C0,α(U ) = |u|C0,α(U ) + ‖u‖L∞(U ),
|u|C0,α(U ) = sup
{ |u(x, t) − u(y, t)|
dp((x, t), (y, s))α
: (x, t), (y, t) ∈ U , (x, t) 	= (y, s)
}
.
Given a multiindex I = (i1, i2, . . . , im), with 1  i j  q, 1  j  m, we deﬁne |I| = m and X Iu =
Xi1 Xi2 · · · Ximu. Given U , α and an arbitrary non-negative integer k we let Ck,α(U ) = {u : U →
R: ‖u‖Ck,α(U ) < ∞}, where
‖u‖Ck,α(U ) =
∑
|I|+2hk
∥∥∂ht X Iu∥∥C0,α(U ).
M. Frentz et al. / J. Differential Equations 252 (2012) 5002–5041 5009Sobolev spaces are deﬁned as
S p(U ) = {u ∈ Lp(U ): Xiu, Xi X ju, ∂tu ∈ Lp(U ), i, j = 1, . . . ,q}
and
‖u‖S p(U ) = ‖u‖Lp(U ) +
q∑
i=1
‖Xiu‖Lp(U ) +
q∑
i, j=1
‖Xi X ju‖Lp(U ) + ‖∂tu‖Lp(U ).
Let U˜ ⊂ Rn+1 be a domain, not necessarily bounded. If u ∈ Ck,α(V ) for every compact subset V of U˜ ,
then we say that u ∈ Ck,αloc (U˜ ). Similarly, if u ∈ S p(V ) for every compact subset V of U˜ , then we say
that u ∈ S ploc(U˜ ). Finally, to indicate that the function spaces are deﬁned with respect to the vector
ﬁelds X = {X1, . . . , Xq}, we sometimes write Ck,αX , Ck,αX,loc , S pX , S pX,loc for Ck,α , Ck,αloc , S p , S ploc .
2.2. Molliﬁers and regularization
Let X = {X1, . . . , Xq} be a system of smooth vector ﬁelds satisfying (1.3) and let Γ (x, t, y, s) be
the fundamental solution to the operator H =∑qi=1 X2i − ∂t . Using Γ we will next introduce certain
molliﬁers. In particular, let η ∈ C∞0 (R) be a positive test function with
∫
η(t)dt = 1, let δ > 0 and let
φδ(x, y, t) = δ−1Γ (x, t + δ, y, t)η(t/δ).
Proceeding as in Theorem 11.2 in [5], and using known properties of Γ exploited by Kusuoka and
Stroock in [27, p. 422], we have the following theorem which enables us to regularize functions in a
way which is adapted to the vector ﬁelds Xi .
Lemma 2.1. Let f ∈ C0,α(Rn+1) and δ ∈ (0,1), and deﬁne
f δ(x, t) =
∫
Rn+1
φδ(x, y, t − s) f (y, s)dy ds
where φδ is deﬁned as above for some test function η. Then there exists a constant c = c(α, X) such that
‖ f δ‖C0,α(Rn+1)  c‖ f ‖C0,α(Rn+1) , and
lim
δ→0
∥∥ f δ − f ∥∥L∞(Rn+1) = 0.
In particular, f δ(x, t) ∈ C∞(Rn+1).
More generally, let X = {X1, . . . , Xq} be a system of smooth vector ﬁelds satisfying (1.3) and as-
sume that A = {aij} satisﬁes (1.5) and (1.6). Assume also that the sub-Laplacian ∑qi=1 X2i coincides
with the standard Laplacian
∑q
i=1 ∂
2
xi outside of a ﬁxed compact set in R
n . Let L be deﬁned as in (1.1).
Under these assumptions the authors in [6] establish the existence of a fundamental solution Γ to
the operator L on Rn+1 and prove a number of important properties of the fundamental solution. In
particular, Γ is a continuous function away from the diagonal of Rn+1 ×Rn+1 and Γ (x, t, ξ, τ ) = 0 for
t  τ . Moreover, Γ (·,·, ξ, τ ) ∈ C2,αloc (Rn+1 \ {(ξ, τ )}) for every ﬁxed (ξ, τ ) ∈ Rn+1 and L(Γ (·,·, ξ, τ )) = 0
in Rn+1 \ {(ξ, τ )}. For every ψ ∈ C∞0 (Rn+1) the function
w(x, t) =
∫
n+1
Γ (x, t, ξ, τ )ψ(ξ, τ )dξ dτR
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n+1) and we have Lw = ψ in Rn+1. Furthermore, in Theorem 12.1 in [6] the fol-
lowing result on the Cauchy problem is proved. Let μ  0 and T2 > T1 be such that (T2 − T1)μ is
small enough, let 0 < β  α, let g ∈ C0,β (Rn × [T1, T2]) and f ∈ C(Rn) be such that |g(x, t)|, | f (x)|
c exp(μd(x,0)2) for some constant c > 0. Then the function
u(x, t) =
∫
Rn
Γ (x, t, ξ, T1) f (ξ)dξ +
t∫
T1
∫
Rn
Γ (x, t, ξ, τ )g(ξ, τ )dξ dτ , x ∈ Rn, t ∈ (T1, T2],
belongs to the class C2,βloc (R
n × (T1, T2)) ∩ C(Rn × [T1, T2]) and u solves the Cauchy problem
Lu = g in Rn × (T1, T2), u(·, T1) = f (·) in Rn.
The following result on bounds on the fundamental solution is proved in Theorem 10.7 in [6].
Lemma 2.2. Let X = {X1, . . . , Xq} be a system of smooth vector ﬁelds satisfying (1.2) and (1.3), and assume
that A = {aij} satisﬁes (1.5) and (1.6). Let L be deﬁned as in (1.1). Then the fundamental solution, Γ , for L on
Rn+1 , satisﬁes the following estimates. There exist a positive constant C = C(X, λ, cα) and, for every T > 0, a
positive constant c = c(T ) such that, if 0< t − τ  T , x, ξ ∈ Rn, then
(i) c−1
∣∣Bd(x,√t − τ )∣∣−1e−Cd(x,ξ)2/(t−τ )  Γ (x, t, ξ, τ ) c∣∣Bd(x,√t − τ )∣∣−1e−C−1d(x,ξ)2/(t−τ ),
(ii)
∣∣XiΓ (·, t, ξ, τ )(x)∣∣ c(t − τ )−1/2∣∣Bd(x,√t − τ )∣∣−1e−C−1d(x,ξ)2/(t−τ ),
(iii)
∣∣Xi X jΓ (·, t, ξ, τ )(x)∣∣+ ∣∣∂tΓ (x, ·, ξ, τ )(t)∣∣ c(t − τ )−1∣∣Bd(x,√t − τ )∣∣−1e−C−1d(x,ξ)2/(t−τ ).
3. Proof of Theorem 1.1
The purpose of this section is to prove Theorem 1.1 assuming Theorem 1.3 and Theorem 1.4. To do
this we, in particular, assume that Ω satisﬁes (1.9). To have (1.9) properly deﬁned we introduce the
following deﬁnition.
Deﬁnition 3.1. A vector v in Rn is an exterior normal to a closed set S ⊂ Rn relative to an open set
U at a point x0 if there exists an open standard Euclidean ball BE in U \ S centered at x1 such that
x0 ∈ BE and v = λ(x1 − x0) for some λ > 0.
To prove Theorem 1.1 we will, as outlined in the introduction, use the classical penalization tech-
nique and we let (βε)ε∈(0,1) be a family of smooth functions satisfying (1.13) and (1.14) stated in the
introduction. For δ ∈ (0,1) we let Lδ denote the operator obtained from L by regularization of the
coeﬃcients aij , bi , i, j = 1, . . . ,q, using a smooth molliﬁer as in Lemma 2.1, that is,
Lδ =
q∑
i, j=1
aδi j(x, t)Xi X j +
q∑
i=1
bδi (x, t)Xi − ∂t, (x, t) ∈Rn+1.
We also regularize ϕ , γ and f and denote the regularizations ϕδ , γ δ and f δ respectively. Especially,
we are able to extend these functions by continuity to a neighborhood of ΩT . As stated in the in-
troduction, see the discussion above (1.10), we assume that ϕ is Lipschitz continuous on ΩT and we
denote its Lipschitz norm (on ΩT ) μ. Then, since g  ϕ on ∂pΩT we see that
gδ := g +μδ  ϕδ on ∂pΩT .
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{Lδu + γ δu = f δ + βε(u − ϕδ) in ΩT ,
u = gδ on ∂pΩT (3.1)
and we prove that a classical solution to this problem exists. To do this we will use the following
classical result due to Bony, see Theoreme 5.2 in [1].
Theorem 3.2. Let U ⊂ Rn be a bounded domain, T > 0 and let L :=∑ri=1 Y 2i + Y0 + γ = ∑ni, j=1 a∗i j∂xi x j +∑n
i=1 a∗i ∂xi + ∂t + γ . Assume that the vector ﬁelds (Y0, Y1, . . . , Yr) satisfy Hörmander’s ﬁnite rank condition,
that γ (x) γ0 < 0 for all (x, t) ∈ UT and that a∗i j , a∗i , γ ∈ C∞(UT ). In addition, assume that for all (x, t) ∈ UT
and for all ξ ∈ Rn the quadratic form ∑ni, j=1 a∗i j(x, t)ξiξ j  0. Further, assume that D is a relatively compact
subset of U and that at every point x0 ∈ ∂D there exists an exterior normal v such that
n∑
i, j=1
a∗i j(x0, t)vi v j > 0, (3.2)
for all t ∈ [0, T ]. Then, for all g ∈ C(∂DT ) and f ∈ C(DT ), the Dirichlet problem{
Lu = − f , in DT ,
u = g, on ∂pDT ,
has a unique solution u ∈ C(DT ). Furthermore, if f ∈ C∞(DT ), then u ∈ C∞(DT ) and if f and g are both
positive then so is u.
To prove Theorem 1.1 we will ﬁrst prove the following theorem.
Theorem 3.3. Assume that L satisﬁes (1.3), (1.5) and (1.6), let Ω ⊂ Rn be a bounded domain, T > 0 and
consider ΩT . Assume that at every point x0 ∈ ∂Ω there exists an exterior normal satisfying the condition (3.2)
in Theorem 3.2. Let g ∈ C(∂pΩT ) and let h = h(z,u) be a smooth Lipschitz continuous function, in the standard
Euclidean sense, on ΩT × R. Then there exists a classical solution u ∈ C2,α(ΩT ) ∩ C(ΩT ) to the problem{Lδu = h(·,u) in ΩT ,
u = g on ∂pΩT .
Furthermore, there exists a positive constant c, only depending on h and ΩT , such that
sup
ΩT
|u| ecT (1+ ‖g‖L∞(∂pΩT )). (3.3)
Proof. To prove Theorem 3.3 we will use the same technique as in the proof of Theorem 3.2 in [17],
i.e., a monotone iterative method. To start the proof we note that there exists, since h = h(z,u) is
a Lipschitz continuous function in the standard Euclidean sense, a constant μ such that |h(z,u)| 
μ(1+ |u|) for (z,u) ∈ ΩT × R. We let
u0(x, t) = ect
(
1+ ‖g‖L∞(∂pΩT )
)− 1, (3.4)
and we recursively deﬁne, for j = 1,2, . . . ,
{Lδu j −μu j = h(·,u j−1) −μu j−1 in ΩT ,
u = g on ∂ Ω . (3.5)j p T
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in [1] and since the coeﬃcients of the operator Lδ are smooth in a neighborhood of ΩT it follows that
Lδ can be rewritten as a Hörmander operator in line with Theorem 3.2. Hence, using Theorem 3.2
we can conclude that a classical solution u j ∈ C∞(ΩT ) exists. In particular u j ∈ C(ΩT ) and combining
Theorem 3.2 with (2.2) it follows that u j ∈ C2,αloc (ΩT ).
We prove, by induction, that {u j}∞j=1 is a decreasing sequence. By deﬁnition u1 < u0 on ∂pΩT and
we can choose the constant c appearing in the deﬁnition of u0, depending on h, so that
Lδ(u1 − u0) −μ(u1 − u0) = h(·,u0) −Lδu0 = h(·,u0) + c(1+ u0) 0
holds. Thus, by the maximum principle stated at the end of Theorem 3.2 we can conclude that u1 < u0
on ΩT . Assume, for ﬁxed j ∈ N, that u j < u j−1. Then by the inductive hypothesis we see that
Lδ(u j+1 − u j) −μ(u j+1 − u j) = h(·,u j) − h(·,u j−1) −μ(u j − u j−1)
= h(·,u j) − h(·,u j−1) +μ|u j − u j−1| 0.
Hence, by the maximum principle u j+1 < u j which proves that {u j}∞j=1 is a decreasing sequence. By
repeating this calculation for u j + u0, we get the following bounds
−u0  u j+1  u j  u0. (3.6)
As u j ∈ C2,αloc (ΩT ) ∩ C(ΩT ) we can now use Theorem 1.2 to conclude that
‖u j‖C2,α(U )  c
(
sup
ΩT
|u j| + ‖δu j‖C0,α(ΩT )
)
 c
(
u0 +
∥∥h(·,u j−1)∥∥C0,α(ΩT ) + ∥∥μ(u j − u j−1)∥∥C0,α(ΩT )), (3.7)
whenever U is a compact subset of ΩT . Thus ‖u j‖C2,α(U ) is clearly bounded by some constant c
independent of j due to (3.6)–(3.7) and the fact that h is Lipschitz. Thus {u j}∞j=1 has a convergent
subsequence in C2,αloc (ΩT ) and in the following we by {u j}∞j=1 will denote the convergent subsequence.
As j → ∞ in (3.5) we have
{Lδu = h(·,u) in ΩT ,
u = g on ∂pΩT .
We next prove that u ∈ C(ΩT ) by a barrier argument. For ﬁxed (ς, τ ) ∈ ∂pΩT and ε > 0, let V be
an open neighborhood of (ς, τ ) such that
∣∣g(x) − g(ς)∣∣ ε whenever z = (x, t) ∈ V ∩ ∂pΩT .
Let w : V ∩ ΩT → R be a function with the following properties:
(i) Lδw −1 in V ∩ ΩT ,
(ii) w > 0 in V ∩ ΩT \ {(ς, τ )} and w(ς, τ ) = 0.
That such a function w exists follows from (1.9), see Deﬁnition 3.1 and Remark 3.4 below. We deﬁne
v±(z) = g(ς) ± (ε + kw(z)) whenever z = (x, t) ∈ V ∩ ∂pΩT
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Lδ(u j − v+) h(·,u j−1) −μ(u j−1 − u j) + k 0
and that u j  v+ on ∂(V ∩ ΩT ). Thus, the maximum principle asserts that u j  v+ on V ∩ ΩT and
likewise u j  v− on V ∩ ΩT . Note that k can be chosen to depend on the Lipschitz constant of h, μ
and u0 only and, in particular, k can be chosen independent of j. Passing to the limit we see that
g(ς) − ε − kw(z) u(z) g(ς) + ε + kw(z), z ∈ V ∩ ΩT ,
and hence
g(ς) − ε  lim inf
z→(ς,τ )u(z) limsupz→(ς,τ )
u(z) g(ς) + ε
where the limit z → (ς, τ ) is taken through z ∈ V ∩ ΩT . Since ε can be chosen arbitrarily we can
conclude that u ∈ C(ΩT ). Finally, (3.3) follows from an application of the maximum principle. 
Remark 3.4. Let ς ∈ ∂Ω and consider (ς, τ ) ∈ ∂PΩT . Using (1.9), see Deﬁnition 3.1, we see that there
exists a standard Euclidean ball in Rn with center x0 ∈ Ω˜ \ Ω and with radius ρ , BE (x0,ρ), such
that BE(x0,ρ) ⊂ Ω˜ and BE (x0,ρ) ∩ Ω = {ς}. Consequently there exists a neighborhood V of (ς, τ )
such that in V ∩ΩT the point (ς, τ ) is the point closest to (x0, τ ) in the standard Euclidean elliptic–
parabolic metric. Using (x0, τ ) we deﬁne, for K  1,
w(x, t) = e−K |ς−x0|2 − e−K (|x−x0|2+|t−τ |2).
w(ς, τ ) = 0 and that w(x, t) > 0 for (x, t) ∈ V ∩ΩT . To see that Lδw −1, note that it follows, since
the coeﬃcients of the operator Lδ are smooth in a neighborhood of V ∩ΩT , that Lδ can be rewritten
as a Hörmander operator in line with Theorem 3.2. In particular, using the notation of Theorem 3.2
we have
Lδw(x, t) = −e−K (|x−x0|2+|t−τ |2)
(
4K 2
n∑
i, j=1, i 	= j
a∗i j
(
xi − xi0
)(
x j − x j0
)
− 2K
n∑
i=1
a∗ii + a∗i
(
xi − xi0
)− 2K (t − τ )
)
,
where a∗i j,a
∗
i denote the coeﬃcients of the Hörmander operator. Hence, choosing K large enough we
see that Lδw(x, t)−1 on V ∩ ΩT .
Proof of Theorem 1.1. We ﬁrst note, using Theorem 3.3, that the problem in (3.1) has a classical
solution uε,δ ∈ C2,α(ΩT ) ∩ C(ΩT ). Secondly we can, without loss of generality, assume that γ < 0
since if this is not the case then we can simply achieve this by considering v := e2(t−T )‖γ ‖L∞(ΩT )u
instead of u. In particular, we can rewrite Lu in terms of Lv to ﬁnd out that
Lu = e−2(t−T )‖γ ‖L∞(ΩT )(Lv + 2‖γ ‖L∞(ΩT )u).
Using this, we see that u is a solution to the obstacle problem if and only if
max
{Lv − (γ − 2‖γ ‖L∞(ΩT )e−2(t−T )‖L∞(ΩT ))v − f e2(t−T )‖L∞(ΩT ) , ϕe2(t−T )‖L∞(ΩT ) − v}= 0.
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The assumption γ < 0 enable us to use the maximum principle. To proceed we now ﬁrst prove that
∣∣βε(uε,δ − ϕδ)∣∣ c (3.8)
for some constant c independent of ε and δ. By deﬁnition βε  ε and hence we only need to prove
the estimate from below. Since βε(uε,δ − ϕδ) ∈ C(ΩT ) this function achieves a minimum at a point
(ς, τ ) ∈ ΩT . Assume that βε(uε,δ(ς, τ )−ϕδ(ς, τ )) 0 since otherwise we are done. If (ς, τ ) ∈ ∂pΩT ,
then since g  ϕ
βε
(
uε,δ(ς, τ ) − ϕδ(ς, τ )
)= βε(gδ(ς, τ ) − ϕδ(ς, τ )) 0.
On the other hand, if (ς, τ ) ∈ ΩT , then the function uε,δ −ϕδ also reaches its (negative) minimum at
(ς, τ ) since βε is increasing. Now, due to the maximum principle,
Lδuε,δ(ς, τ ) −Lδϕδ(ς, τ ) 0−γ δ(ς, τ )
(
uε,δ(ς, τ ) − ϕδ(ς, τ )
)
.
Using this, (1.10) and the assumption that bi ∈ L∞(ΩT ) we conclude that Lδϕδ  η for some constant
η independent of δ. As a consequence, since γ , f ∈ L∞(ΩT ),
βε
(
uε,δ − ϕδ
)= Lδuε,δ(ς, τ ) + γ δ(ς, τ )uε,δ(ς, τ ) − f δ(ς, τ )
 Lδϕδ(ς, τ ) + γ δ(ς, τ )ϕδ(ς, τ ) − f δ(ς, τ ) c
for some constant c independent of ε and δ and hence (3.8) holds. We next use (3.8) to prove that
uε,δ → u for some function u ∈ C2,α(ΩT ) ∩ C(ΩT ) and that u is a solution to the obstacle problem
(1.8). To do this we ﬁrst prove that there exist constants c1 and c2 such that
‖uε,δ‖L∞(ΩT )  c2
(‖g‖L∞(ΩT ) + ‖ f ‖L∞(ΩT ) + c1). (3.9)
To start with we deﬁne
vδ(x, t) = vδ(t) = max
∂pΩT
|uε,δ| + Aet max
ΩT
∣∣ f δ + βε(uε,δ − ϕδ)∣∣,
where A is a constant to be chosen later. Then, recalling that for a Hölder continuous function φ there
exists a constant c such that ‖φδ‖L∞(ΩT )  c‖φ‖L∞(ΩT ) for all δ ∈ (0,1), we get the following bound
Lδ(uε,δ − vδ)= f δ + βε(uε,δ − ϕδ)− aδuε,δ + et max
ΩT
∣∣ f δ + βε(uε,δ − ϕδ)∣∣
 c2
(‖ f ‖L∞ + c1) 0,
for some constants c1 and c2 if A is chosen large enough. Clearly vδ  uε,δ on ∂pΩT so by the weak
maximum principle, Theorem 13.1 in [6], vδ  uε,δ on ΩT and the estimate (3.9) follows. Then we use
(3.8) and (3.9) together with Theorem 1.3 to conclude that for every U ⊂⊂ ΩT and p  1 the norm
‖uε,δ‖S p(U ) is bounded uniformly in ε and δ. Consequently {u,δ} converges weakly to a function u
on compact subsets of ΩT as ε, δ → 0 in S p , and by Theorem 1.4 in C1,α . Also, by construction,
limsup
ε,δ→0
βε
(
uε,δ − ϕδ
)
 0
and therefore Lu + γ  f a.e. in ΩT . In the set {u  ϕ} ∩ ΩT equality holds. Together with the
estimate (3.8) this shows that max{Lu + γ u − f ,ϕ − u} = 0 on ΩT . Proceeding as in the end of
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hence u is a strong solution to the obstacle problem (1.8). The bound (1.11) is a direct consequence
of the above calculations. 
4. A parabolic version of the lifting-approximation technique of Rothschild and Stein
As was pointed out in Folland [15], to develop the theory for elliptic operators one studied oper-
ators with constant coeﬃcients ﬁrst and was later on able to use perturbation arguments to develop
the theory for elliptic operators with variable coeﬃcients. Elliptic operators with constant coeﬃcients
are in fact translation invariant operators on the Abelian Lie group Rn . By treating hypoelliptic op-
erators as translation invariant operators on a non-Abelian Lie group where the Lie algebra has a
structure reﬂecting the commutators in the original problem Folland in [15] started to develop the-
ories for singular integrals. It has turned out that on the Lie group one is able to establish results
in harmonic analysis similar to those in the Euclidean case. The lifting-approximation technique of
Rothschild and Stein [33] will lift the original vector ﬁelds to higher-dimensional ones that are free
on a homogeneous Lie group where we have access to a toolbox enabling us to prove Theorem 1.3
and Theorem 1.4. We start by introducing some notation.
4.1. Homogeneous groups: the free Lie group based on q generators and s steps
Let s, q be positive integers. Let G(s,q) denote the free Lie algebra of step s on q generators, and
let N = dimG(s,q). In particular, G(s,q) is the Lie algebra which has q generators and s steps, but
otherwise as few relations among the commutators as possible. G(s,q) is nilpotent of order s and it
has the universal property that if Gˆ is any other nilpotent Lie algebra of step s with q generators, then
there exists a surjective homomorphism of G(s,q) onto Gˆ . Moreover, G(s,q) is a graded Lie algebra.
Let e1, . . . , eq be the generators of G(s,q). If we deﬁne, for all multi-indices α,
eα =
[
eαd ,
[
eαd−1 , . . . [eα2 , eα1 ] . . .
]]
,
then there exists a set A of multi-indices α so that {eα}α∈A is, considering G(s,q) as a vector space,
a basis for G(s,q). Thus G(s,q) can be identiﬁed with RN and the Campbell–Hausdorff series
(∑
α∈A
uαeα
)
◦
(∑
α∈A
vαeα
)
=
∑
α∈A
(uα + vα)eα + 1
2
[∑
α∈A
uαeα,
∑
α∈A
vαeα
]
+ · · · ,
or equivalently X ◦ Y = log(eXeY ) = X + Y + 12 [X, Y ] + 112 [X, [X, Y ]] − 112 [Y , [X, Y ]] + · · · , deﬁnes a
multiplication, ◦, called translation, in RN , as pointed out in Sanchez and Calle [34, see Section 1,
p. 145]. Note that the sum is ﬁnite for nilpotent Lie algebras. In the following we denote the group
(RN ,◦) by N(s,q). Then N(s,q) is a simply connected Lie group associated to the Lie algebra G(s,q).
N(s,q) is often referred to as the free Lie group associated to G(s,q). N(s,q) can be endowed with
a natural family of automorphisms called dilations. In particular, one can deﬁne dilations in N(s,q)
which act, for suitable ﬁxed integers 0< α1  · · · αN , as
D(λ) : (v1, . . . , vN ) −→
(
λ
α1 v1, . . . , λ
αN vN
)
.
Then G := (N(q, s), D(λ)) = (RN ,◦, D(λ)) is a homogeneous Lie group, in the sense of Stein, see
pp. 618–622 in [35], and the number
Q =
N∑
αi (4.1)
i=1
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other quasidistance which possesses some tractable properties to be used in the forthcoming sections.
To begin with, on G we deﬁne a homogeneous norm ‖ · ‖ for v ∈G, through the relation
{‖v‖ = ρ iff |D( 1ρ )v| = 1,
‖0‖ = 0, (4.2)
where | · | denotes the standard Euclidean norm. The homogeneous norm ‖ · ‖ satisﬁes the following
properties:
(i) ‖D(λ)v‖ = λ‖v‖ for every v ∈G, λ > 0.
(ii) The set {v ∈G : ‖v‖ = 1} and the Euclidean unit sphere coincides.
(iii) The function v → ‖v‖ is smooth outside the origin.
(iv) There exists c= c(G)1 such that ‖v ◦ ν‖ c(‖v‖ + ‖ν‖) and ‖v−1‖ c‖v‖ whenever v, ν ∈G.
While property (i)–(iii) is obvious, a proof of property (iv) is contained in [35, p. 620]. Using the
homogeneous norm ‖ · ‖ we deﬁne a quasidistance by
dG(u, v) :=
∥∥v−1 ◦ u∥∥ whenever u, v ∈G.
In particular, there exists a constant cdG  1 such that
dG(x, y) 0 and dG(x, y) = 0 ⇒ x = y,
dG(x, y) = dG(y, x),
dG(x, y) cdG
(
dG(x, z) + dG(z, y)
)
, (4.3)
whenever x, y, z ∈G. A quasidistance d′ is said to be equivalent to d if there exist positive constants
c1, c2 such that c1d(x, y)  d′(x, y)  c2d(x, y) whenever x, y ∈ G. Let ξ ∈ RN and let r > 0, then
BG(ξ, r) := {ζ ∈ RN : dG(ξ, ζ ) < r} denote the metric ball with center ξ and radius r. In particular,
observe that BG(0, r) = D(r)BG(0,1). Moreover, one can prove that the Lebesgue measure in RN is
the Haar measure in G, see p. 619 in [35], and consequently, the Euclidean volume of the dG -balls
satisfy ∣∣BG(ξ, r)∣∣= ∣∣BG(0,1)∣∣rQ whenever ξ ∈G, r > 0,
where Q is the homogeneous dimension of G. The convolution of two functions f , g deﬁned on G is
deﬁned as
( f ∗ g)(ζ ) =
∫
RN
f
(
ζ ◦ ξ−1)g(ξ)dξ
whenever the integral is well deﬁned. Let P be a differential operator and let τξ be the left translation
operator, i.e., (τξ f )(ζ ) = f (ξ ◦ ζ ) whenever f is a function on G. P is said to be left invariant if
P (τξ f ) = τξ (P f ).
Further, we say that P is homogeneous of degree δ if, for every test function f , λ > 0 and ξ ∈ RN ,
P
(
f
(
D(λ)ξ
))= λδ(P f )(D(λ)ξ).
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f
(
D
(
(λ)ξ
))= λδ f (ξ) whenever λ > 0 and ξ ∈ RN .
Note that if P is a differential operator homogeneous of degree δ1 and if f is a function homogeneous
of degree δ2 then f P is a differential operator homogeneous of degree δ1 − δ2 and P f is a function
homogeneous of degree δ2 − δ1. Now, let Yi , for i = 1, . . . ,q, denote the left invariant vector ﬁeld on
G which coincides with ∂
∂ξi
at 0. The vector ﬁelds {Yi}qi=1 are homogeneous of degree 1 and satisfy
a Hörmander rank condition of order s in RN and the Lie algebra generated by {Yi}qi=1 equals G(q, s),
see Section 7 in [33]. In particular, any homogeneous differential operator can be written as a linear
combination of left invariant, homogeneous vector ﬁelds with polynomials as coeﬃcients. This also
implies that the formal transpose of Yi , denoted Y ∗i , is simply −Yi .
Finally, given G we let G′ =G× R. Then G′ is also a homogeneous Lie group with translations
(ξ, t) ◦ (η, s) = (ξ ◦ η, t + s) (4.4)
and dilations
D(λ)(ξ, t) = (D(λ)ξ,λ2t). (4.5)
In particular, G′ is homogeneous of degree Q ′ = Q + 2. Also, note that a homogeneous norm ‖ · ‖p
can be deﬁned as in (4.2), having the same properties as ‖ · ‖, i.e., property (i)–(iv) below (4.2).
Remark 4.1. Note that, in the case when we deal with free vector ﬁelds, balls can be uniformly
estimated, i.e.,
crQ 
∣∣Bd(z, r)∣∣ CrQ ,
crQ +2 
∣∣Bdp ((z, t), r)∣∣ CrQ +2,
where Q is as in (4.1). The fact that we have uniform estimates for d- and dp-balls when the inducing
vector ﬁelds are free stems from the polynomial estimate of Nagel, Stein and Wainger in [31]. To
further explain this let {Zi}qi=1 be a set of (smooth) free vector ﬁelds on a homogeneous Lie group
and assume that {Zi}qi=1 satisﬁes Hörmander’s ﬁnite rank condition of some order s. Let Z1, . . . , Zm ,
(m > q), be the set of vectors Z1, . . . , Zq together with their commutators of order  s and let I =
(i1, . . . , iN ) denote a multiindex such that {Zi1 , . . . , ZiN } span RN . Then
0< C1 
|Bd,Z (z, r)|∑
I |λI (z)|rδ(I)
 C2 < ∞
where δ(I)=
∑N
i=1 deg(Zi j ) and λI (z) = det(Yi1 , . . . , YiN )(z). When the vector ﬁelds are free of step s
the only relations between them are the ones forced by the Jacobi identity and anti-commutativity.
These preserve degrees, and hence, for any basis consisting of elements amongst {Zi}mi=1, δ(I) must
be the same. Note however that this is not necessarily the case for the original vector ﬁelds {Xi}qi=1
since the only assumptions made are that the vector ﬁelds are smooth and satisfy Hörmander’s ﬁnite
rank condition. In this case we can only use (2.2) to estimate the Euclidean volume of d- and dp-balls,
and this will not be uniform from above and below.
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We here brieﬂy outline the lifting and approximation of vector ﬁelds introduced by Rothschild and
Stein [33]. In particular, we ﬁrst state the lifting theorem, see Theorem 4 in Rothschild and Stein [33].
Theorem 4.2. Assume that the real-valued C∞-vector ﬁelds X = {X1, . . . , Xq}, deﬁned on a bounded domain
Ω ⊂ Rn, satisfy (1.3). Let G(s,q) be the free nilpotent Lie algebra of step s with q generators and let N =
dim(G(s,q)). Then, in terms of new variables h = h = (h1, . . . ,hN−n) ∈ RN−n, for x0 ∈ Ω , there exist smooth
functions ci j(x,h), deﬁned in a neighborhood Uˆξ0 of ξ0 = (x0,0) ∈ Ω × RN−n, such that the vector ﬁelds
{ Xˆ1, . . . , Xˆq} deﬁned by
Xˆi = Xi +
N−n∑
j=1
ci j(x,h)∂h j , i = 1, . . . ,q,
are free up to step s at every point in Uˆξ0 . In particular, the Lie algebra of step s generated by { Xˆ1, . . . , Xˆq} at
every point in Uˆξ0 can be identiﬁed with G(s,q).
Before we state the approximation part of the lifting-approximation theorem we need to introduce
some additional notation.
Deﬁnition 4.3. A differential operator D on a graded nilpotent Lie group is of local degree  δ, δ  0,
if, after taking the Taylor expansion at 0 of its coeﬃcients, each term obtained is homogeneous of
degree  δ.
Remark 4.4. We will make the above deﬁnition more explicit in the case of vector ﬁelds, which is our
motivation. For a C∞-function f (υ) we can write its Taylor expansion of degree K at υ = 0 as
f (υ) =
K∑
k=0
Jk∑
j=1
ckj pkj(υ) + o
(|υ|K ).
The error term o(|υ|K ) is a C∞-function, the ckj ’s are constants and pkj denotes monomials of de-
gree k. By deﬁnition a monomial of degree k is also homogeneous of degree a jk for some k a jk  ks
where s is the step of the Lie algebra and hence the maximal power appearing in the dilation D(λ).
For any positive integer K we can rewrite the Taylor expansion of f in terms of homogeneous poly-
nomials, i.e.,
f (υ) =
K∑
k=0
Jk∑
j=1
c˜kj p˜kj(υ) + o
(‖υ‖K ),
where o(‖υ‖K ) is a C∞-function, the c˜kj ’s are constants and p˜kj are monomials, homogeneous of
degree k. Hence, if P is a vector ﬁeld of local degree  δ,
P =
∑
α∈A
ca(υ)
∂
∂υα
,
then, for any integer K , we can write
P =
∑
α∈A
(
K∑
k=0
Jk∑
j=1
cαkj pkj(υ)
)
∂
∂υα
+ g(υ) ∂
∂υα
,
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In particular, for j ∈ {1, . . . , Jk}, the p jk ∂∂υα ’s are all homogeneous of degree |α| − k δ.
We can now state the approximation theorem, see Theorem 5 and Lemma 8.5 in Rothschild and
Stein [33].
Theorem 4.5. Assume that the real-valued C∞-vector ﬁelds X = {X1, . . . , Xq}, deﬁned on a bounded domain
Ω ⊂ Rn, satisfy (1.3) and ﬁx x0 ∈ Ω . Let G(s,q), N, ξ0 , Uˆ = Uˆξ0 and { Xˆ1, . . . , Xˆq} be deﬁned as in Theorem 4.2
and let G be the Lie group associated with G(s,q), as in Section 4.1. Let { Xˆα(ξ)}α∈A , be a basis for RN for all
ξ ∈ Uˆ and deﬁne the map
Θ(ξ,η) = Θξ(η) = (υα)α∈A
through
ξ = exp
(∑
α∈A
υα Xˆα
)
η,
and note that it is well-deﬁned for all ξ,η ∈ Uˆ . Then, there exists an open neighborhood U of 0 ∈ RN , and open
neighborhoods V ,W of ξ0 ∈ RN , with W ⊂⊂ V , such that the following holds:
(i) Θξ |V is a diffeomorphism onto the image for every ξ ∈ V .
(ii) U ⊆ Θξ (V ) for every ξ ∈ W .
(iii) Θ ∈ C∞(V × V ).
(iv) For ﬁxed ξ , in the coordinate system given by Θξ ,
Xˆi = Yi + Rξi on U ,
where Yi are the homogeneous, left invariant vector ﬁelds on G described above (4.4) and R
ξ
i are differ-
ential operators of local degree 0 depending smoothly on ξ .
(v) For ﬁxed ξ and for α ∈ A, in the coordinate system given by Θξ , we can write
Xˆα = Yα + Rξα on U ,
where Yα is a left invariant vector ﬁeld and where R
ξ
α is a differential operator of local degree  |α| − 1
depending smoothly on ξ .
The map Θ deﬁned in Theorem 4.5 can be used to deﬁne a metric on the homogeneous group G.
Some important properties of the map Θ , and the metric induced, are stated in the next theorem;
the two ﬁrst statements are taken from Rothschild and Stein [33, pp. 284–287], while the third one
is taken from Bramanti and Brandolini [3, Theorem 1.7].
Theorem 4.6. Under the assumptions in Theorem 4.5, let Θ and V be as in Theorem 4.5 and deﬁne, for
ξ,η ∈ V ,
ρ(ξ,η) = ∥∥Θ(ξ,η)∥∥
where ‖ · ‖ is the homogeneous norm deﬁned in (4.2). Then, for η, ξ, ζ ∈ V :
(i) Θ(η, ξ) = Θ(ξ,η)−1 = −Θ(ξ,η).
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∥∥Θ(ξ,η) − Θ(ζ,η)∥∥ cρ(ρ(ξ, ζ ) + ρ(ξ, ζ )1/sρ(ξ,η)1−1/s)
where s is the step of the Lie algebra, and a constant cˆρ
ρ(ζ,η) cˆρ
(
ρ(ξ, ζ ) + ρ(η, ξ)).
(iii) Under the change of coordinates υ = Θξ (η), the measure element becomes:
dη = c(ξ)(1+ O (‖υ‖))dυ,
where c(ξ) is a smooth function, bounded away from zero in V . The same is true when the change of
coordinates is given by υ = Θη(ξ).
Corollary 4.7. Under the assumptions in Theorem 4.5, let U = V × [τ1, τ2], where V is as in Theorem 4.5 and
where max{|τ1|, |τ2|} < ∞. For (η, s), (ξ, t) ∈ U deﬁne
ρp
(
(η, s), (ξ, t)
)=√∥∥Θ(η, ξ)∥∥2 + |t − s|, (4.6)
where ‖ · ‖ is the homogeneous norm deﬁned in (4.2). Then there exists a constant C such that
ρp
(
(ζ, τ ), (η, s)
)
 C
(
ρp
(
(ξ, t), (ζ, τ )
)+ ρp((η, s), (ξ, t)))
holds for (η, s), (ξ, t) and (ζ, τ ) in U .
Recall that given G we deﬁned G′ =G×R and although we consider a parabolic problem we em-
phasize that we do not need to lift ∂t , since this vector ﬁeld is already left invariant and homogeneous
of degree 2 with respect to the translations and dilations deﬁned in (4.4) and (4.5).
We conclude this section by stating a lemma concerning homogeneous spaces. The proof is an
immediate consequence of Proposition 1.9 in [3] and (4.6).
Lemma 4.8. Under the assumptions in Theorem 4.5, let ΩˆT = Ω × I × (0, T ), where I is a box centered at the
origin in RN−n. For ρp (the parabolic distance in (4.6)), μ (the Lebesgue measure) and for every (ξ0, t0) ∈ ΩˆT ,
there exists a neighborhood SˆT = S × I × (t1, t2) ⊂ ΩˆT of (ξ0, t0), such that ( Sˆ,ρp,μ), is a homogeneous
space. That is, there exists a constant c such that
μ
(
Bρp
(
(x,h, t),2r
))
 cμ
(
Bρp
(
(x,h, t), r
))
,
for all r > 0 and for all (x,h, t) ∈ Sˆ (such that the balls above are deﬁned). Furthermore, let Q ′ = Q +2, where
Q is the homogeneous dimension in (4.1), thenμ(Bρp ((x,h, t), r) is equivalent to r
Q ′ , when r is small enough,
uniformly in (x,h, t) ∈ Sˆ .
5. Proof of Theorem 1.3
The proof heavily relies on the lifting and approximation technique of Rothschild and Stein [33].
At ﬁrst we will look at the problem when bi = 0 in (1.1). The idea is to work with the lifted problem,
that is we lift both the vector ﬁelds {Xi}qi=1 and the operator L, see below, so that we are working
with free vector ﬁelds on a homogeneous group. If we, in addition, look at the lifted approximated
problem we deal with free vector ﬁelds homogeneous of degree 1 and we can use results of Folland
[15] concerning the fundamental solution, i.e., the fundamental solution will be homogeneous. By
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the fundamental solution to the lifted problem. This is used to establish Lp estimates which in turn
can be used to prove Theorem 1.3 in the lifted case. Finally we use this to prove Theorem 1.3 as
stated.
5.1. Estimates and representation formulas on G′
In the following we will use the notation of Theorem 4.2 and Theorem 4.5. We consider the oper-
ator
L=
q∑
i, j=1
aij(x, t)Xi X j − ∂t, (x, t) ∈ Rn × R, (5.1)
and assume that L satisﬁes (1.3), (1.5) and (1.6). Unless otherwise stated, L denotes the operator in
(5.1) throughout the section, and shall not be mistaken for (1.1). We lift the vector ﬁelds Xi(x), deﬁned
in Rn , to new vector ﬁelds Xˆi(ξ) deﬁned in RN using Theorem 4.2. The coeﬃcients of the operator L
are “lifted” through aˆi j(ξ, t) = aij(x, t) for ξ = (x,h) ∈ Rn × RN−n . Finally, the lifted operator is deﬁned
by
Lˆ=
q∑
i, j=1
aˆi j(ξ, t) Xˆi Xˆ j − ∂t, (ξ, t) ∈ RN+1. (5.2)
Now, let I be a rectangular neighborhood of the origin in RN−n . Given I , a bounded domain Ω ⊂ Rn
and T > 0 we deﬁne the sets Ωˆ = Ω × I and ΩˆT = Ω × I × (0, T ). In the following, let (ξ0, t0) =
(x0,0, t0) ∈ ΩˆT be ﬁxed, then freeze the coeﬃcients {aˆi j}qi, j=1 of the operator Lˆ at (ξ0, t0) and deﬁne
the operator
Lˆξ0,t0 =
q∑
i, j=1
aˆi j(ξ0, t0) Xˆi Xˆ j − ∂t . (5.3)
Note that Lˆξ0,t0 is a parabolic and hypoelliptic operator of Hörmander type with constant coeﬃcients.
Based on Theorem 4.5 we also introduce the operator
L˜ξ0,t0 =
q∑
i, j=1
aˆi j(ξ0, t0)YiY j − ∂t, (5.4)
where {Yi}qi=1 are the left-invariant vector ﬁelds on the Lie group G, see Section 4.1, homogeneous of
degree 1, given in Theorem 4.5. In particular, the operator L˜ξ0,t0 is deﬁned on the Lie group G′ =G×R
and we recall that G′ is a homogeneous Lie group of degree Q ′ = Q + 2, deﬁned in Section 4.1.
Furthermore, L˜ξ0,t0 is left-invariant with respect to G′ , homogeneous of degree 2 and the formal
transpose of L˜ξ0,t0 , is given by
L˜∗ξ0,t0 =
q∑
i, j=1
aˆi j(ξ0, t0)YiY j + ∂t . (5.5)
Note that L˜∗ξ0,t0 is hypoelliptic. The following theorem concerns the existence as well as some crucial
properties of the fundamental solution to the lifted, frozen and approximated operator L˜ξ0,t0 . All
statements are due to the work of Folland [15] and Folland and Stein [16].
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is given by (5.4). Then, L˜ξ0,t0 has a fundamental solution Γ L˜ξ0,t0 with the following properties:
(i) Γ L˜ξ0,t0 (·,·) ∈ C∞(RN × R \ {0}).
(ii) Γ L˜ξ0,t0 (·,·) is homogeneous of degree (2 − Q ′) = −Q , where Q is the homogeneous dimension of the
Lie group, see (4.1).
(iii) For f ∈ C∞0 (RN+1) and (ξ, t) ∈ RN+1 ,
f (ξ, t) = (L˜ξ0,t0 f ∗ Γ L˜ξ0,t0 (·,·))(ξ, t) =
∫
RN+1
Γ L˜ξ0,t0
(
(η, s)−1 ◦ (ξ, t))L˜ξ0,t0 f (η, s)dηds,
andmoreover, let Γ
L˜ξ0,t0
i j (ξ, t) = YiY j[Γ L˜ξ0,t0 (·,·)](ξ, t), then, for i, j = 1,2, . . . ,q, there exist constants
αi j = αi j(ξ0, t0) such that
YiY j f (ξ, t) = P .V .
∫
RN+1
Γ
L˜ξ0,t0
i j
(
(η, s)−1 ◦ (ξ, t))L˜ξ0,t0 f (η, s)dηds
+ αi jL˜ξ0,t0 f (η, t). (5.6)
(iv) Γ
L˜ξ0,t0
i j (·,·) ∈ C∞(RN × R \ {0}).
(v) Γ
L˜ξ0,t0
i j (·,·) is homogeneous of degree −Q ′ = −(Q + 2).
(vi) For every 0< r < R < ∞, and with σ denoting the Euclidean surface measure,
∫
r<‖(η,s)‖<R
Γ
L˜ξ0,t0
i j (η, s)dηds =
∫
‖(η,s)‖=1
Γ
L˜ξ0,t0
i j (η, s)dσ(η, s) = 0.
In addition we quote the following uniform bounds on Γ L˜ξ0,t0 , uniform in the sense that they are
independent of the choice of (ξ0, t0), see [4, Theorem 12 (case B)].
Theorem 5.2. Let Γ L˜ξ0,t0 be the fundamental solution to L˜ξ0,t0 . For every multiindex β and for every k ∈ N,
there exists a constant c1 = c1(β,k,G, λ), where G is the Lie group deﬁned in Section 4.1 and λ is as in (1.5),
independent of (ξ, τ ), such that for any i, j = 1, . . . ,q,
sup
(ξ,t)∈RN+1,‖(ξ,t)‖=1
∣∣∣∣
(
∂
∂ξ
)β(
∂
∂t
)k
Γ
L˜ξ0,τ0
i j (ξ, t)
∣∣∣∣ c1.
Moreover, for the αi j ’s appearing in (5.6) the uniform bound
sup
(ξ,τ )∈RN+1
∣∣αi j(ξ, t)∣∣ c2
holds for some constant c2 = c2(G, λ).
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Next we deﬁne frozen kernels of type l and variable kernels of type l. Using these deﬁnitions we
are able to give a short description of how to proceed in order to prove Theorem 1.3, in particular,
how to proceed in order to ﬁnd a parametrix for Lˆξ0,t0 . This will motivate deﬁnitions and estimates
established below. We will use the notation presented in the previous subsection.
Deﬁnition 5.3. A kernel kξ0,t0 (ξ, t, η, s) is called a frozen kernel of type l, for some non-negative
integer l if, for every positive integer m, we can ﬁnd test functions a0,b0 and ai,bi (i = 1, . . . , Hm),
differential operators Di homogeneous of degree  2 − l and a differential operator D0, for which,
D0Γ
L˜ξ0,t0 (·,·) has m1 derivatives with the respect to the vector ﬁelds Yi and m2 derivatives ∂t , where
m1 + 2m2 =m, such that
kξ0,t0(ξ, t, η, s) =
Hm∑
i=1
ai(ξ, t)bi(η, s)
[
DiΓ
L˜ξ0,t0 (·,·)](Θ(η, ξ), t − s)
+ a0(ξ, t)b0(η, s)
[
D0Γ
L˜ξ0,t0 (·,·)](Θ(η, ξ), t − s).
Note that DiΓ
L˜ξ0,t0 (·,·), i = 1, . . . , Hm , then will be a homogeneous function of degree  l − Q ′ .
Furthermore, we say that T (ξ0, t0) is a frozen operator of type l  1 if kξ0,t0 (ξ, t, η, s) is a frozen
kernel of type l and
T (ξ0, t0) f (ξ, t) =
∫
kξ0,t0(ξ, t, η, s) f (η, s)dηds,
and we say that T (ξ0, t0) is a frozen operator of type 0 if kξ0,t0 (ξ, t, η, s) is a frozen kernel of type 0
and
T (ξ0, t0) f (ξ, t) = P .V .
∫
kξ0,t0(ξ, t, η, s) f (η, s)dηds + α(ξ0, t0, ξ, t) f (ξ, t),
where α is a bounded function.
Deﬁnition 5.4. If kξ0,t0 (ξ, t, η, s) is a frozen kernel of type l, we say that k(ξ, t, η, s) := kξ,t(ξ, t, η, s) is
a variable kernel and, for l 1,
T f (ξ, t) =
∫
k(ξ, t, η, s) f (η, s)dηds
is a variable operator of type l. If k(ξ, t, η, s) is a variable kernel of type 0 we say that
T f (ξ, t) = P .V .
∫
k(ξ, t, η, s) f (η, s)dηds + α(ξ, t, ξ, t) f (ξ, t)
is a variable operator of type 0 whenever α is a bounded function.
Now, consider the operator L in (5.1). To proceed towards the proof of Theorem 1.3 we in the
next section construct a parametrix for the operator Lˆξ0,t0 in (5.3). To develop the parametrix, and
the associated estimates, we will develop an operator-type calculus along the lines of Rothschild and
Stein [33]. Note that at this stage all results established are of local character. To outline this further,
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negative, a ≡ 1 on BE ((ξ0, t0), r/2) and b ≡ 1 on BE ((ξ0, t0), r). Given the ﬁxed cut-off functions a
and b, we deﬁne
kξ0,t0(ξ, t, η, s) =
a(ξ, t)
c(ξ)
Γ L˜ξ0,t0
(
Θ(η, ξ), t − s)b(η, s). (5.7)
In (5.7) c(ξ) is the Jacobian determinant of the mapping η = Θ−1ξ (u) at u = 0, see Theorem 4.6. Given
kξ0,t0 we deﬁne the operator P (ξ0, t0) by
P (ξ0, t0) f (ξ, t) =
∫
RN×R
kξ0,t0(ξ, t, η, s) f (η, s)dηds. (5.8)
In the next section we will prove that the operator P (ξ0, t0) is a parametrix for the operator Lˆξ0,t0 .
More precisely, we will prove that there exist two frozen operators of type 2, P (ξ0, t0), P∗(ξ0, t0),
and 2q2 frozen operators of type 1, Sij(ξ0, t0), S∗i j(ξ0, t0), (i, j = 1, . . . ,q) such that for every test
function f we have
Lˆξ0,t0 P (ξ0, t0) f (ξ, t) = a(ξ, t) f (ξ, t) +
q∑
i, j=1
aˆi j(ξ0, t0)Sij(ξ0, t0) f (ξ, t)
and
P∗(ξ0, t0)Lˆξ0,t0 f (ξ, t) = a(ξ, t) f (ξ, t) +
q∑
i, j=1
aˆi j(ξ0, t0)S
∗
i j(ξ0, t0) f (ξ, t). (5.9)
However, to prove this several estimates for singular integrals have to be established and in par-
ticular, we have to understand properties of the operators deﬁned based on kernels of the type
kξ0,t0 (ξ, t, η, s), Xˆi(ξ)kξ0,t0 (ξ, t, η, s), Xˆi(ξ) Xˆ j(ξ)kξ0,t0 (ξ, t, η, s) and ∂tkξ0,t0 (ξ, t, η, s). Hence, to show
that P (ξ0, t0) is a parametrix for Lˆξ0,t0 we need to establish estimates for singular integrals. Note
that although the setting is different from Rothschild and Stein [33] our outline is much in line with
Rothschild and Stein [33]. Furthermore, to pass from estimates for the operator Lˆξ0,t0 to estimates
involving Lˆ we note that
Lˆξ0,t0 f (ξ, t) = Lˆ f (ξ, t) + (Lˆξ0,t0 − Lˆ) f (ξ, t)
= Lˆ f (ξ, t) +
( q∑
i, j=1
(
aˆi j(ξ0, t0) − aˆi j(·,·)
)
Xˆi Xˆ j f
)
(ξ, t). (5.10)
Let Tξ0,t0 = Xˆk Xˆh P∗(ξ0, t0). Then using (5.10) we see that
Tξ0,t0 Lˆξ0,t0 f (ξ, t) = Tξ0,t0 Lˆ f (ξ, t) + Tξ0,t0
( q∑
i, j=1
(
aˆi j(ξ0, t0) − aˆi j(·,·)
)
Xˆi Xˆ j f
)
(ξ, t),
and in particular, by letting (ξ0, t0) = (ξ, t),
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q∑
i, j=1
[
aˆi j(·,·), Tξ,t
]
( Xˆi Xˆ j f )(ξ, t)
+ additional terms. (5.11)
In (5.11) the commutator of the operator is deﬁned by multiplication with the function, that is
[a, T ] f = T (af )−aT f . Combining (5.9) and (5.11) we see that we can express Xˆk Xˆh f (ξ, t), in a neigh-
borhood of (ξ0, t0) using, in particular, the commutator [aˆi j(·,·), Tξ0,t0 ]. Using this approach we have
to understand the continuity of [aˆi j(·,·), Tξ0,t0 ] in Lp in order to proceed towards the proof of Theo-
rem 1.3. In particular, Section 5.2.1 below is devoted to such estimates and we establish the estimates
by proceeding along the lines of the proof of Theorem 2.11 in [3].
5.2.1. Operator-type calculus part I – operators of higher order
Lemma 5.5. Assume that kξ0,t0(ξ, t, η, s) is a frozen kernel of type l  1 and let Xˆi denote the lifted vector
ﬁelds in Theorem 4.2. Then, for i = 1, . . . ,q, [( Xˆikξ0,t0 )(·,·, η, s)](ξ, t) is a frozen kernel of type l − 1. Further,
if kξ0,t0 (ξ, t, η, s) is a frozen kernel of type l 2, then [(∂tkξ0,t0 )(·,·, η, s)](ξ, t) is a frozen kernel of type l− 2.
Proof. To begin with we prove the ﬁrst statement. For every positive integer m we can ﬁnd an
integer Hm , test functions ai,b j and differential operators D j such that, by using Theorem 4.5,
Xˆikξ0,t0 (ξ, t, η, s) is equal to
Hm∑
j=1
(
Xˆia j(ξ, t)
)
b j(η, s)
[
D jΓ
L˜ξ0,t0 (·,·)](Θ(η, ξ), t − s) (5.12)
+
Hm∑
j=1
a j(ξ, t)b j(η, s)
[(
Yi + Rξi
)
D jΓ
L˜ξ0,t0 (·)](Θ(η, ξ), t − s) (5.13)
+ ( Xˆia0(ξ, t))b0(η, s)[D0Γ L˜ξ0,t0 (·,·)](Θ(η, ξ), t − s) (5.14)
+ a0(ξ, t)b0(η, s)
[(
Yi + Rξi
)
D0Γ
L˜ξ0,t0 (·,·)](Θ(η, ξ), t − s). (5.15)
For properties of D j ’s we refer to Deﬁnition 5.3. The ﬁrst term (5.12) is by deﬁnition a frozen
kernel of type l. Since Yi is homogeneous of degree 1, by looking at (5.13), it follows that if
[( Xˆikξ0,t0 )(·,·, η, s)](ξ, t) is a frozen kernel, it must be of type  l − 1, since Yi D j will be homo-
geneous of degree  1+ 2− l = 2− (l − 1). Using that Rξi is of local degree  0 and Remark 4.4, for
any K  0, we can express Rξi D jΓ
L˜ξ0,t0 (·,·) as
(∑
α∈A
(
K∑
k=0
Rk∑
r=1
cαkr(η, s)pkr(·,·) ∂D jΓ
L˜ξ0,t0 (·,·)
∂vα
)
+ ciα(η, s)giα(·,·) ∂D jΓ
L˜ξ0,t0 (·,·)
∂vα
)(
Θ(η, ξ), t − s),
where cαkr, ciα ∈ C∞(RN+1), giα(u) = o(‖u‖K ) and pkr are polynomials, homogeneous of degree k
(and for all pairs α,k in the sum above |α| − k  0). In particular, the homogeneous degree of
pkr(·,·) ∂D jΓ
L˜ξ0,t0 (·,·)
∂vα
will be larger than or equal to k−|α|− l− (Q ′ −2)−Q ′ + (2− l), that is, Rξi D j
will be homogeneous of degree  2−l. Likewise, the homogeneous degree of giα(·,·) ∂DmΓ
L˜ξ0,t0 (·,·)
∂vα
will
be −Q ′ +(2−l), since a Taylor expansion of g at the origin only contains monomials of degree  K .
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can be differentiated m times with respect to the vector ﬁelds Yi and that [(Yi + Rξi )D0Γ L˜ξ0,t0 (·,·)]
in (5.15) can be differentiated m − 1 times with respect to the vector ﬁelds Yi , since Yi are homoge-
neous of degree 1 in the coordinate system given by (Θ(η, ξ), t − s). Thus, [( Xˆikξ0,t0 )(·,·, η, s)](ξ, t) is
in fact a frozen kernel of degree  l − 1. The proof of the second statement is immediate since ∂t is
homogeneous of degree 2. 
For operators we have an analogous statement.
Lemma 5.6. Let Xˆi denote the lifted vector ﬁelds in Theorem 4.2. If T (ξ0, t0) is a frozen operator of type l 1,
then Xˆi T (ξ0, t0) is a frozen operator of type l−1 for i = 1, . . . ,q. Furthermore, if T (ξ0, t0) is a frozen operator
of type l 2, then ∂t T (ξ0, t0) is a frozen operator of type l − 2.
Proof. The ﬁrst statement is an immediate consequence of Lemma 5.5 and the deﬁnition of a frozen
operator of type l, if l  2. When l = 1 this must be shown, and one can proceed as in the proof of
Lemma 2.9 in [3] once noted that the homogeneous norm ‖ · ‖p , see below (4.5), behaves similarly to
‖ · ‖ in (4.2). The idea is that if T (ξ0, t0) is a frozen operator of type 1, then T (ξ0, t0) is deﬁned by a
frozen kernel of the kind
kξ0,t0(ξ, t, η, s) = a(ξ, t)b(η, s)Y jΓ L˜ξ0,t0
(
Θ(η, ξ), t − s).
By looking at Xˆi T (ξ0, t0), and in particular looking at Xˆikξ0,t0(ξ, t, η, s) in the distributional sense,
taking the limit of a sequence of regularized versions of the singular part of the kernel, one can
conclude that Xˆi T (ξ0, t0) indeed is a frozen operator of type l−1. The second statement is somewhat
simpler since ∂t is left invariant and homogeneous of degree 2. We omit the details. 
5.2.2. Operator-type calculus part II – operators of order 0 and estimates of commutators
Theorem 5.7. Let T be a variable operator of type 0 and let U be a domain in RN+1 . Then for every p ∈ (0,∞)
there exists a constant c = c(p, T ) such that, for every f ∈ Lp(U ) and a ∈ C0,α(U ),
‖T f ‖Lp(U )  c‖ f ‖Lp(U )∥∥T (af ) − aT f ∥∥Lp(U )  c‖a‖C0,α(U )‖ f ‖Lp(U ).
In addition, for every a ∈ C0,α(U ) and for every ε > 0 there exists r = r(p, T ,‖a‖C0,α , ε) > 0 such that for
every (ξ0, t0) ∈ RN+1 and for every f ∈ Lp(U ) with sprt f ⊆ BE((ξ0, t0), r),∥∥T (af ) − aT f ∥∥Lp(U )  ε‖ f ‖Lp(U ).
The proof is technical and can be constructed using the same technique as in the proof of Theo-
rem 2.11 in [3]. Our case is simpler in the sense that we have Hölder continuous coeﬃcients instead
of VMO coeﬃcients. On the other hand we deal with the parabolic version instead of the elliptic one.
The idea is to establish estimates for singular and fractional integrals of the type
K f (ξ, t) =
∫
k(ξ, t, η, s) f (η, s)dηds
on a homogeneous space, given that the kernel k satisﬁes certain conditions (on growth, mean
value, . . . ). We start by looking at commutators of operators with positive kernels and establish Lp
bounds for the operator K f as well as for the commutator of the operator [a, K ] f in terms of ‖ f ‖Lp
respectively ‖a‖C0,α‖ f ‖Lp . To prove the theorem we divide the proof into two parts, one for the
bounded part and one for the unbounded part of the operator. To prove the theorem for the bounded
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the unbounded part of the variable kernel of type 0 we rewrite it as an inﬁnite sum of constant
kernels of type  0, with functions as coeﬃcients, i.e.,
Kξ,t(ξ, t, η, s) =
∞∑
m=0
gm∑
k=1
ckm(ξ, t)Kkmξ0,t0(ξ, t, η, s).
Above gm is the dimension of the space of spherical harmonics of degree m in RN+1 and ckm ∈
C∞(RN+1). Then we prove that the constant kernels satisfy the requirements necessary to use the
estimates previously established for singular and fractional integrals. To get back to the variable op-
erator we use bounds on the coeﬃcients ckm , stemming from the expansion of the variable kernel in
spherical harmonics. Note that it is crucial that we can use the norm ‖ · ‖ introduced in (4.2), and in
particular its parabolic counterpart ‖ · ‖p introduced below (4.5). This has to do with the properties
of ‖ · ‖p stated below (4.2), especially property (ii), that is, the unit sphere deﬁned in terms of ‖ · ‖p
coincides with the Euclidean unit sphere, since this is necessary for us to be able to use spherical
harmonics.
5.3. Construction of a parametrix for Lˆξ0,t0
Theorem 5.8. For every test function a and every (ξ0, t0) ∈ ΩˆT , there exist two frozen operators of type 2,
P (ξ0, t0), P∗(ξ0, t0), and 2q2 frozen operators of type 1, Si j(ξ0, t0), S∗i j(ξ0, t0), (i, j = 1, . . . ,q) such that for
every test function f we have
Lˆξ0,t0 P (ξ0, t0) f (ξ, t) = a(ξ, t) f (ξ, t) +
q∑
i, j=1
aˆi j(ξ0, t0)Sij(ξ0, t0) f (ξ, t)
and
P∗(ξ0, t0)Lˆξ0,t0 f (ξ, t) = a(ξ, t) f (ξ, t) +
q∑
i, j=1
aˆi j(ξ0, t0)S
∗
i j(ξ0, t0) f (ξ, t). (5.16)
Proof. Let kξ0,t0 (ξ, t, η, s) denote the frozen kernel deﬁned in (5.7) and let P (ξ0, t0) denote the cor-
responding frozen operator deﬁned in (5.8). In particular, note that P (ξ0, t0) is a frozen operator of
type 2. By a formal calculation we see that Lˆξ0,t0 P (ξ0, t0) f (ξ, t) equals
Lˆξ0,t0
(
a(ξ, t)/c(ξ)
)( ∫
RN×R
Γ L˜ξ0,t0
(
Θ(η, ξ), t − s)b(η, s) f (η, s)dηds)
+
q∑
i, j=1
(
aˆi j(ξ0, t0) + aˆ ji(ξ0, t0)
)(
Xˆi
(
a(ξ, t)/c(ξ)
))
×
∫
RN×R
((
Y j + Rηj
)
Γ L˜ξ0,t0 (·,·))(Θ(η, ξ), t − s)b(η, s) f (η, s)dηds
+ a(ξ, t)
c(ξ)
∫
N
δ0
(
Θ(η, ξ), t − s)b(η, s) f (η, s)dηdsR ×R
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q∑
i, j=1
aˆi j(ξ0, t0)
a(ξ, t)
c(ξ)
×
∫
RN×R
((
Yi R
η
j + Rηi Y j + Rηi Rηj
)
Γ L˜ξ0,t0 (·,·))(Θ(η, ξ), t − s)b(η, s) f (η, s)dηds.
By the change of variables u = Θ(ξ,η), see Theorem 4.6, we see that
a(ξ, t)
c(ξ)
∫
RN×R
δ0
(
Θ(η, ξ), t − s)b(η, s) f (η, s)dηds
= a(ξ, t)
c(ξ)
∫
δ0(u, t − s)b
(
Θ−1(ξ,u), s
)
f
(
Θ−1(ξ,u), s
)
c(ξ)
(
1+ O (‖u‖))du ds
= a(ξ, t)b(ξ, t) f (ξ, t) = a(ξ, t) f (ξ, t). (5.17)
In particular, Lˆξ0,t0 Pξ0,t0 f (ξ, t) − a(ξ, t) f (ξ, t) equals
Aξ0,t0(ξ, t)
( ∫
RN×R
Γ L˜ξ0,t0
(
Θ(η, ξ), t − s)b(η, s) f (η, s)dηds)
+
q∑
i, j=1
Bξ0,t0i j (ξ, t)
∫
RN×R
((
Y j + Rηj
)
Γ L˜ξ0,t0 (·,·))(Θ(η, ξ), t − s)b(η, s) f (η, s)dηds
+
q∑
i, j=1
C ξ0,t0i j (ξ, t)
∫
RN×R
((
Yi R
η
j + Rηi Y j + Rηi Rηj
)
Γ L˜ξ0,t0 (·,·))(Θ(η, ξ), t − s)b(η, s) f (η, s)dηds,
where we have used the notation Aξ0,t0 (ξ, t) = (∑qi, j=1 aˆi j(ξ0, t0) Xˆi Xˆ j −∂t)((a(ξ, t)/c(ξ)), Bξ0,t0i j (ξ, t) =
2aˆi j(ξ0, t0) Xˆi((a(ξ, t)/c(ξ)) and C
ξ0,t0
i j (ξ, t) = aˆi j(ξ0, t0)(a(ξ, t)/c(ξ). Now, since a is a test function, and
since c(ξ) is a smooth function, bounded and bounded away from zero, (a(ξ, t)/c(ξ), Xˆi((a(ξ, t)/c(ξ))
and Xˆi Xˆ j((a(ξ, t)/c(ξ)) are all test functions. Further, by Theorem 4.5 Yi are homogeneous of degree
1 while Ri are homogeneous of degree 0. Based on the deﬁnition of frozen operators we can therefore
conclude that
Lˆξ0,t0 P (ξ0, t0) f (ξ) = a(ξ, t) f (ξ, t) +
q∑
i, j=1
aˆi j(ξ0, t0)Sij(ξ0, t0) f (ξ, t) − ∂t f (ξ, t),
where P (ξ0, t0) is a frozen operator of type 2 and Sij(ξ0, t0) are frozen operators of type 1. The second
assertion follows from the ﬁrst one, noting that the approximation theorem can be transposed, that
is, Xˆ Ti f (Θ(η, ·), t −·)(ξ, t) = (Y Ti + RηTi ) f (Θ(η, ξ), t − s). Also, note that we have to justify the formal
computation in (5.17). This can be done using a regularized version of the fundamental solution,
reasoning as Folland–Stein do in Proposition 16.2 in [16]. We omit the details. 
5.4. Estimates in Lp-spaces
The next step is a proposition which proves the a priori S p interior estimate for the lifted oper-
ator and for test functions f with support in a ball in the metric induced by the lifted vector ﬁelds.
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tions when a cutoff function is applied, and a Sobolev type interpolation inequality.
5.4.1. Approximation by test functions
We begin by introducing radial cutoff functions, and we refer to Lemma 6.2 in [5]
Lemma 5.9. For any 0< ρ < r and (ξ, t) ∈ RN+1 there exists a function φ ∈ C∞0 (RN+1) such that
(i) 0 φ  1, φ = 1 on the dp-ball Bdp ((ξ, t),ρ) and sprtφ ⊂ Bdp ((ξ, t), r),
(ii) for any positive integers h and k we have
∣∣∂ht Dkφ∣∣ := ∑
1i jq
∣∣∂ht Xˆi1 · · · Xˆikφ∣∣ c(h,k)(r − ρ)k+2h .
We will write Bdp ((ξ, t),ρ) ≺ φ ≺ Bdp ((ξ, t), r) to indicate that φ ∈ C∞(RN+1) is a function satis-
fying property (i)–(ii) above.
Proposition 5.10. Let με(ξ, t) = ε−(N+1)μ(ε−1|(ξ, t)|) be a spherically symmetric molliﬁer with support in
the Euclidean ball BE ((ξ, t), ε) such that
∫
RN+1 μ(|(ξ, t)|)dξ dt = 1. Let 1 p < ∞ and assume that Ωˆ ′T ⊂⊂
ΩˆT . If f ∈ S pXˆ (ΩˆT ) then
lim
ε→0‖με ∗ f − f ‖S pXˆ (Ωˆ ′T ) = 0.
In addition, for any test function φ ∈ C∞0 (ΩˆT ) we have that f φ ∈ S p0, Xˆ (ΩˆT ).
Proof. To prove this statement we will use that C0,α0 (R
N+1) is dense in Lp for α ∈ (0,1], p ∈ [1,∞),
a proof is contained in [8]. Hence, we assume that f ∈ C0,α0 (ΩˆT ). Then
|με ∗ f − f | =
∣∣∣∣
∫
RN+1
με(η, s)
(
f (ξ − η, t − s) − f (ξ, τ ))dηds∣∣∣∣

∣∣∣∣
∫
RN+1
με(η, s)‖ f ‖C0,α (ΩˆT )dp(η, s,0,0)α dηds
∣∣∣∣.
This expression converges to zero, uniformly in (ξ, t), as ε → 0 and therefore ‖με ∗ f − f ‖Lp(Ωˆ ′T ) → 0
as ε → 0, using a standard covering argument. Recall that the vector ﬁelds Xˆi are smooth, i.e.,
Xˆi = ∑Nk=1 aik(ξ)∂ξk where aik ∈ C∞(RN ). Assume that Xˆi f ∈ C0,α0 (ΩˆT ). Next step is to consider
| Xˆi(με ∗ f ) − Xˆi f |, which is bounded by
∣∣∣∣∣
∫
RN+1
με(η, s)
(
n∑
i=1
ai(ξ)∂ξi f (ξ − η, t − s) − Xˆi f (ξ, t)
)
dηds
∣∣∣∣∣

∣∣∣∣∣
∫
N+1
με(η, s)
n∑
i=1
(
ai(ξ) − ai(ξ − η)
)
∂ξi f (ξ − η, t − s)dηds
∣∣∣∣∣
R
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∣∣∣∣∣
∫
RN+1
με(η, s)
(
n∑
i=1
ai(ξ − η)∂(ξ−η)i f (ξ − η, t − s) − Xˆi f (ξ, t)
)
dηds
∣∣∣∣∣

∣∣∣∣∣
∫
RN+1
με(η, s)
n∑
i=1
(
ai(ξ) − ai(ξ − η)
)
∂ξi f (ξ − η, t − s)dηds
∣∣∣∣∣
+
∣∣∣∣
∫
RN+1
με(η, s)‖ Xˆi f ‖C0,α0 (ΩˆT )dp(η, s,0,0)
α dηds
∣∣∣∣.
Since a ∈ C∞(RN+1) and Xˆi f ∈ C0,α0 (RN+1), ‖ Xˆi(με ∗ f ) − Xˆi f ‖Lp(Ωˆ ′T ) → 0 as ε → 0. The same
approach can be used to prove that ‖ Xˆi Xˆ j(με ∗ f )− Xˆi Xˆ j f ‖Lp(Ωˆ ′T ) → 0 as ε → 0, while it is straight-
forward to prove that ‖∂t(με ∗ f ) − ∂t f ‖Lp(Ωˆ ′T ) → 0 as ε → 0. This concludes the proof. 
5.4.2. Local Lp-estimates
Below we establish local estimates and interpolation inequalities to be used in order to establish
global Lp-inequalities in the next subsection.
Proposition 5.11. Let p ∈ (1,∞) and (ξ, t) ∈ ΩˆT ⊂ RN+1 . Then there exists an r0 = r0(p, ΩˆT , Lˆ) > 0 such
that for every test function f with sprt f ⊆ Bdp, Xˆ ((ξ, t), r0) we have
‖ f ‖S p
Xˆ
 c
(‖Lˆ f ‖Lp + ‖ f ‖Lp ). (5.18)
Proof. A proof of this statement is contained in [3], see Theorem 3.2, in the case where Lˆ =∑q
i, j=1 aˆi j Xˆi Xˆ j . We follow along the same lines to ﬁnd bounds for ‖ Xˆi f ‖Lp and ‖ Xˆi Xˆ j f ‖Lp in terms
of ‖Lˆ f ‖Lp and ‖ f ‖Lp . To begin with we let Xˆi Xˆ j act on both sides of (5.16)
Xˆi Xˆ j P
∗(ξ0, t0)Lˆξ0,t0 f (ξ, t) = Xˆi Xˆ j
(
a(ξ, t) f (ξ, t)
)
+
q∑
k,l=1
aˆkl(ξ0, t0) Xˆi Xˆ j S
∗
kl(ξ0, t0) f (ξ, t). (5.19)
Since S∗kl(ξ0, t0) is a frozen operator of type 1, we can perform the same calculations as in [33],
see (14.8), to rewrite Xˆ j S∗kl(ξ, t0) as
q∑
m=1
T klm(ξ0, t0) Xˆk + T kl0 (ξ0, t0), (5.20)
where T klm are frozen operators of type 1 for m ∈ {0,1, . . . ,q}. In [33] the term ∂t is absent, but we can
still use the same calculations since [ Xˆi, ∂t] = 0 for all i ∈ {1, . . . ,q}. Using (5.20) in (5.19), together
with Lemma 5.6 we see that T (ξ0, t0)Lˆξ0,t0 f (ξ, t) is equal to
Xˆi Xˆ j
(
a(ξ, t) f (ξ, t)
)+ q∑
k,l,m=1
aˆkl(ξ0, t0)
(
T klm(ξ0, t0) Xˆm f (ξ, t) + T kl0 (ξ0, t0)
)
, (5.21)
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the approximation of Xˆi with Yi + Ri as in Theorem 4.5 and are therefore only valid locally. We can
also write
Lˆξ0,t0 = Lˆ+ (Lˆξ0,t0 − Lˆ) = Lˆ+
q∑
i, j=1
(
aˆi j(ξ0, t0) − aˆ(ξ, t)
)
Xˆi Xˆ j
so that
T (ξ0, t0)Lˆξ0,t0 f (ξ, t) = T (ξ0, t0)Lˆ f (ξ, t)
+ T (ξ0, t0)
( q∑
i, j=1
(
aˆi j(ξ0, t0) − aˆ(·,·)
)
Xˆi Xˆ j f (·,·)
)
(ξ, t). (5.22)
Now we let (ξ0, t0) = (ξ, t) in (5.21) and use (5.22) to ﬁnd that, for every test function f with support
where a = 1,
Xˆi Xˆ j f (ξ, t) = T Lˆ f (ξ, t) −
q∑
i, j=1
T
(
aˆ(·,·) Xˆi Xˆ j f
)
(ξ, t) − aˆi j(ξ, t)T ( Xˆi Xˆ j f )(ξ, t)
−
q∑
k,l,m=1
aˆkl(ξ, t)
(
T klm f (ξ, t) Xˆm + T kl0
)
f (ξ, t). (5.23)
Above T and T klim are variable operators of type 0. We apply Theorem 5.7 to the terms in (5.23) to
discover that for every p, 1 < p < ∞, every ε > 0 and every test function f with support small
enough (depending on ε)
‖ Xˆi Xˆ j f ‖Lp  c‖Lˆ f ‖Lp + ε
q∑
i, j=1
‖ Xˆi Xˆ j f ‖Lp + c
∑
m
‖ Xˆm f ‖Lp + c‖ f ‖Lp . (5.24)
To ﬁnd bounds for ‖∂t f ‖Lp , we use the equation itself to ﬁnd that
∥∥∂t f (ξ, t)∥∥Lp  c
q∑
i, j=1
∥∥ Xˆi Xˆ j f (ξ, t)∥∥Lp + ∥∥Lˆ f (ξ, t)∥∥Lp . (5.25)
Combining (5.24) and (5.25), we get
‖ f ‖S p
Xˆ
 c
{
‖Lˆ f ‖Lp + ‖ f ‖Lp +
q∑
i=1
‖ Xˆi f ‖Lp
}
.
To remove ‖ Xˆi f ‖Lp above we let Xˆi act on (5.16). By reasoning as above, (5.18) follows which com-
pletes the proof. 
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such that for every ε > 0 (small enough) there exists a positive constant c = c(ε) such that if f ∈
C∞0 (Bdp, Xˆ ((0,0), r)), then
‖ Xˆi f ‖Lp  ε
∥∥( − ∂t) f ∥∥Lp + c(ε)‖ f ‖Lp
for i = 1, . . . ,q, and  =∑qi=1 Xˆ2i . The Lp-norms are taken on the ball Bdp, Xˆ ((0,0), r).
Proof. The proof is similar to the proof of Theorem 3.6 in [3]. However, we would like to point
out that to prove Claim 3.7, which is used in the proof of Theorem 3.6 in [3], we have to use the
Marcinkiewicz inequality, see Theorem 1 in [36]. 
Theorem 5.13. Assume that Bdp, Xˆ ((0,0), R) is bounded. Then, for any f ∈ S
p
Xˆ
(Bdp, Xˆ (r)), p ∈ [1,∞), r ∈
(0, R), let
Φk = sup
r/2<ρ<r
(
(r − ρ)k∥∥Dk f ∥∥Lp(Bd
p, Xˆ
(ρ))
)
,
for k ∈ {1,2}, where D1 =∑qi=1 Xˆi and D2 =  − ∂t :=∑qi=1 Xˆ2i − ∂t . Let Φ0 = ‖ f ‖Lp(Bdp, Xˆ (r)) . Then, for
any δ > 0 small enough,
Φ1  δΦ2 + c(δ)Φ0.
Proof. We have adapted the proof of Theorem 21 in [4]. To simplify notation, throughout the proof, all
balls are taken with respect to dp, Xˆ . Let f ∈ S pXˆ (B(r)) and let φ be a cutoff function as in Lemma 5.9.
By Proposition 5.10 f φ ∈ S p
0, Xˆ
(B(r)) and it is suﬃcient to prove the statement for f φ ∈ C∞0 (B(r)).
For ε > 0, small enough, we use the interpolation inequality in Theorem 5.12 to obtain the following
bound for ‖ Xˆi( f φ)‖Lp(B(r))
ε
{∥∥φ( − ∂t) f ∥∥Lp(B(r)) + 2
∥∥∥∥∥
q∑
i=1
Xˆi f Xˆiφ
∥∥∥∥∥
Lp(B(r))
+ ∥∥ f ( − ∂t)φ∥∥Lp(B(r))
}
+ c(ε)‖ f φ‖Lp(B(r)).
Recall that φ = 1 on B(ρ) and that sprtφ ⊂ B(r), so
∥∥D1 f ∥∥Lp(B(ρ))  c
(
ε
{∥∥( − ∂t) f ∥∥Lp(B(r)) + 2 c( Xˆ)(r − ρ)
q∑
i=1
‖ Xˆi f ‖Lp(B(r))
+ c( Xˆ)
(r − ρ)2 ‖ f ‖Lp(B(r))
}
+ c(ε)‖ f ‖Lp(B(r))
)
for r/2< ρ < r. We multiply both sides by (r − ρ) and choose cε = δ ρr (r − ρ) to get
(r − ρ)∥∥D1 f ∥∥Lp(B(ρ))  δ ρr (r − ρ)2
{∥∥( − ∂t) f ∥∥Lp(B(r)) + 2 c( Xˆ)(r − ρ)
q∑
i=1
‖ Xˆi f ‖Lp(B(r))
+ c( Xˆ)
(r − ρ)2 ‖ f ‖Lp(B(r))
}
+ c(δ)(r − ρ)‖ f ‖Lp(B(r))
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q∑
i=1
‖ Xˆi f ‖Lp(B(r))
+ (2δc( Xˆ) + c(δ)(r − ρ)) · ‖ f ‖Lp(B(r))
for r/2 < ρ < r. For δ small enough this is equivalent to Φ1  δΦ2 + c(δ)Φ0, which concludes the
proof. 
5.4.3. Global Lp-estimates
Theorem 5.14. Let E ⊂ RN+1 be a bounded domain and let E ′ ⊂⊂ E. If f ∈ S p
Xˆ
(E), then there exists a constant
c = c(p, Lˆ, E, E ′) such that
‖ f ‖S p
Xˆ
(E ′)  c
{‖Lˆ f ‖Lp(E) + ‖ f ‖Lp(E)}.
Proof. We have adapted the proof of Theorem 3 in [4] to ﬁt our setting. To simplify notation below
we let B(r) := Bdp, Xˆ (r). Now, let f ∈ S
p
Xˆ
(E) and ﬁx r0 = r0(p, Lˆ) such that Proposition 5.11 is valid
for r < r0. Take a ball B(r) ⊂ E and let φ be a radial cutoff function as in Lemma 5.9, i.e., φ = 1 on
B(ρ) and φ = 0 outside B(r). By Proposition 5.10 f φ ∈ S p
0, Xˆ
(E) and it will be suﬃcient to prove the
statement for f φ ∈ C∞0 (E). We use Proposition 5.11 to get
‖ f φ‖S p
Xˆ
(B(r))  c
{∥∥Lˆ( f φ)∥∥Lp(B(r)) + ‖ f φ‖Lp(B(r))}.
For ρ ′ = (1+ ρ)/2,
‖ f ‖S p
Xˆ
(B(ρ))  c
{∥∥Lˆ( f φ)∥∥Lp(B(ρ ′)) + ‖ f φ‖Lp(B(ρ ′))}
 c
{
‖Lˆ f ‖Lp(B(ρ ′)) + c( Xˆ)
(r − ρ)
q∑
i=1
‖ Xˆi f ‖Lp(B(ρ ′)) + c( Xˆ)
(r − ρ)2 ‖ f ‖Lp(B(ρ ′))
}
.
Now, if we multiply both sides with (r − ρ)2, we can use Theorem 5.13 to obtain
(r − ρ)2‖ f ‖S p
Xˆ
(B(ρ))  c
{
(r − ρ)2‖Lˆ f ‖Lp(B(ρ ′) + c( Xˆ)(r − ρ)2δ
(∥∥( f − ∂t) f ∥∥Lp(B(ρ ′))
+ c(δ)‖ f ‖Lp(B(ρ ′) + c( Xˆ)‖ f ‖Lp(B(ρ ′)
}
.
Now, choosing δ small enough, we get
‖ f ‖S p
Xˆ
(B ′ρ)  c
{‖Lˆ f ‖Lp(Br) + ‖ f ‖Lp(Br)}.
A standard covering argument then proves the theorem. 
5.5. Proof of Theorem 1.3
Let ΩT ⊂ Rn+1 be a bounded domain, Ω ′T ⊂⊂ ΩT , and assume that u ∈ S pX (ΩT ). Let I ⊂ RN−n be
a bounded box, I ′ ⊂⊂ I , and set ΩˆT = ΩT × I , Ωˆ ′T = Ω ′T × I ′ . For (ξ, t) ∈ ΩˆT , set
uˆ(ξ, t) = uˆ(x,h, t) = u(x, t).
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Xˆi uˆ(ξ, t) = Xiu(x, t), ∂t uˆ(ξ, t) = ∂tu(x, t) and Lˆuˆ(ξ, t) = Lu(x, t).
Hence
‖uˆ‖Lp(ΩˆT ) = |I|1/p‖u‖Lp(ΩT ),
where |I| denotes the (N − n)-dimensional Lebesgue measure of I . As a consequence, using Theo-
rem 5.14, we have
‖u‖S p(Ω ′T )  c‖uˆ‖S pXˆ (Ωˆ ′T )  c
{‖Lˆuˆ‖Lp(ΩˆT ) + ‖uˆ‖Lp(ΩˆT )} c{‖Lu‖Lp(ΩT ) + ‖u‖Lp(ΩT )},
and the theorem is proved for the case bi = 0. For non-vanishing bi , let Ω ′T ⊂⊂ V ⊂⊂ ΩT , I ′ ⊂⊂
I ′′ ⊂⊂ I and set Vˆ = V × I ′′ . Then we use the previous result, Theorem 5.13 and that bi ∈ C0,α(ΩT )
to obtain, for L˜=∑aij Xi X j − ∂t and L=∑aij Xi X j +∑bi Xi − ∂t ,
‖u‖S p(Ω ′T )  c
{‖L˜u‖Lp(V ) + ‖u‖Lp(V )}
 c
{‖Lu‖Lp(ΩT ) + ∥∥(L˜−L)u∥∥Lp(V ) + ‖u‖Lp(V )}
 c
{
‖Lu‖Lp(ΩT ) + cb
q∑
i=1
‖Xiu‖Lp(V ) + ‖u‖Lp(V )
}
 c
{
‖Lu‖Lp(ΩT ) + cb
q∑
i=1
‖ Xˆi uˆ‖Lp(Vˆ ) + ‖u‖Lp(V )
}
 c
{
‖Lu‖Lp(ΩT ) + cb
(
δ
∥∥∥∥∥
( q∑
1
Xˆ2i − ∂t
)
uˆ
∥∥∥∥∥
Lp(ΩˆT )
+ c(δ)‖uˆ‖Lp(ΩˆT )
)
+ ‖u‖Lp(V )
}
 c
{
‖Lu‖Lp(ΩT ) + cb
(
δ
∥∥∥∥∥
( q∑
1
Xˆ2i − ∂t
)
uˆ
∥∥∥∥∥
Lp(ΩT )
+ c(δ)‖u‖Lp(ΩT )
)
+ ‖u‖Lp(V )
}
.
By choosing δ small enough, the conclusion follows.
6. Proof of Theorem 1.4
To prove Theorem 1.4 we will use the lifting technique of Rothschild and Stein [33]. We will also
use two technical lemmas and for proofs we refer to the next subsection. Note that these lemmas only
are applicable when we use the lifted vector ﬁelds { Xˆ}qi=1 and not for the more general vector ﬁelds
{Xi}qi=1. This has to do with the fact that the lifted vector ﬁelds are free, and hence the Euclidean
volume of d- and dp-balls are uniformly bounded from above and below in terms of rQ , where Q is
the homogeneous dimension in (4.1), see Remark 4.1. We begin by proving Theorem 1.4 in the lifted
case and then Theorem 1.4 as stated follows directly by Proposition 6.3 below.
Lemma 6.1. Assume thatL given by (1.1) satisﬁes (1.3), (1.5) and (1.6). Let Lˆ denote its lifted counterpart as in
Section 5.1 and let Γ Lˆ denote the fundamental solution to Lˆ, see Theorem 2.2. Let Q denote the homogeneous
dimension in (4.1). If dp, Xˆ (z, ζ )  Mdp, Xˆ (z, z′) for some M  2cdG , where cdG is as in (4.3), then, for i ∈{1,2, . . . ,q}
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dp, Xˆ (z, ζ )
Q +1 , (6.1)
∣∣ XˆiΓ Lˆ(z, ζ ) − XˆiΓ Lˆ(z′, ζ )∣∣ cΓ dp, Xˆ (z, z′)
dp, Xˆ (z, ζ )
Q +2 , (6.2)
for some constant cΓ depending on M, ΩT , {Xi}qi=1, λ and the C0,α-norms of the coeﬃcients {aij}qi, j=1 ,
{bi}qi=1 .
Lemma 6.2. Let { Xˆi}qi=1 be smooth vector ﬁelds, free on a bounded domain U ⊂ RN+1 and assume that { Xˆi}qi=1
satisfy (1.3). Let p ∈ (1,∞). Fix ω ∈ U and deﬁne, for σ > 0, g ∈ Lp(U )
T ′α g(z) =
∫
{ζ∈U : dp, Xˆ (z,ζ )σdp, Xˆ (z,ω)}
g(ζ )
dp, Xˆ (z, ζ )
Q +α dζ
and
T ′′β g(z) =
∫
{ζ∈U : dp, Xˆ (z,ζ )<σdp, Xˆ (z,ω)}
g(ζ )
dp, Xˆ (z, ζ )
Q +β dζ,
where dp, Xˆ is the parabolic CC-distance induced by { Xˆ1, . . . , Xˆq,dt}. Then, if (2− α)p < Q + 2, there exists
a constant cT ′ such that
∣∣T ′α g(z)∣∣ cT ′ ‖g‖Lp(U )dp, Xˆ (z,ω) (2−α)p−(Q +2)p ,
and if (2− β)p > Q + 2, there exists a constant cT ′′ such that
∣∣T ′′β g(z)∣∣ cT ′′ ‖g‖Lp(U )dp, Xˆ (z,ω) (2−β)p−(Q +2)p .
The following proposition, proved in [5, Proposition 8.3], enables us to prove Theorem 1.4 for
lifted variables instead of the original ones. Before we state the proposition, recall that, given vector
ﬁelds X = {Xi}qi=1, deﬁned on Rn , we can use Theorem 4.2 to lift the vector ﬁelds to new ones,
Xˆ = { Xˆi}qi=1, deﬁned on RN , N  n. We also lift functions f : Rn+1 → R to new ones fˆ : RN+1 → R by
letting fˆ (x,h, t) = f (x, t) for (x,h, t) ∈ Rn ×RN−n ×R. For a ball in the parabolic Carnot–Carathéodory
distance Bdp ,X (r) we denote its lifted counterpart Bˆdp , Xˆ (r) := Bdp ,X (r)× I , where I is a neighborhood
of the origin in RN−n .
Proposition 6.3. Assume that the function f is deﬁned on Ω × (0, T ] ⊂ Rn+1 and let fˆ be the corresponding
lifted function, using the notation above. If fˆ ∈ C0,α
Xˆ
(Bˆdp , Xˆ ) then there exists a constant C such that
C−1‖ fˆ ‖Cα
Xˆ
(Bˆdp , Xˆ )
 ‖ f ‖CαX (Bdp ,X )  C‖ fˆ ‖CαXˆ (Bˆ Xˆ ).
Further, for i j ∈ {1, . . . ,q},
C−1‖ Xˆi1 · · · Xˆik fˆ ‖Cα
Xˆ
(Bˆdp , Xˆ )
 ‖Xi1 · · · Xik f ‖CαX (Bdp ,X )  C‖ Xˆi1 · · · Xˆik fˆ ‖CαXˆ (Bˆdp , Xˆ ).
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the lifted variables. For uˆ ∈ S p(ΩˆT ) the result then follows by a density argument and the use of a
cut-off function. Below, we will use z = (x, t), z′ = (x′, t′) and ζ = (ξ, τ ) to denote points in ΩˆT . By
deﬁnition
‖uˆ‖C1,α
Xˆ
(ΩˆT )
= ‖uˆ‖L∞(ΩˆT ) + ‖ Xˆi uˆ‖L∞(ΩˆT ) + sup
{ |uˆ(z) − uˆ(ζ )|
dp, Xˆ (z, ζ )
α
; z, ζ ∈ ΩˆT , z 	= ζ
}
+ sup
{ | Xˆi uˆ(z) − Xˆi uˆ(ζ )|
dp, Xˆ (z, ζ )
α
; z, ζ ∈ ΩˆT , z 	= ζ )
}
.
These terms will be treated separately. To start with, note that uˆ and Xˆi uˆ, i ∈ {1,2, . . . ,q}, can be
represented by
uˆ(z) =
∫
ΩˆT
Γ Lˆ(z, ζ )Lˆuˆ(ζ )dζ and Xˆi uˆ(z) =
∫
ΩˆT
XˆiΓ
Lˆ(z, ζ )Lˆuˆ(ζ )dζ
since uˆ is a test function. We apply Lemma 6.1 and the triangle inequality to get
∣∣uˆ(z) − uˆ(z′)∣∣ ∫
ΩˆT
∣∣Γ Lˆ(z, ζ ) − Γ Lˆ(z′, ζ )∣∣ · ∣∣Lˆuˆ(ζ )∣∣dζ

∫
{ζ∈ΩˆT : dp, Xˆ (z,ζ )Mdp, Xˆ (z,z′)}
cΓ
dp, Xˆ (z, z
′)
dp, Xˆ (z, ζ )
Q +1
∣∣Lˆuˆ(ζ )∣∣dζ (6.3)
+
∫
{ζ∈ΩˆT : dp, Xˆ (z,ζ )<Mdp, Xˆ (z,z′)}
∣∣Γ Lˆ(z, ζ )∣∣ · ∣∣Lˆuˆ(ζ )∣∣dζ (6.4)
+
∫
{ζ∈ΩˆT : dp, Xˆ (z,ζ )<Mdp, Xˆ (z,z′)}
∣∣Γ Lˆ(z′, ζ )∣∣ · ∣∣Lˆuˆ(ζ )∣∣dζ. (6.5)
These will be treated separately, but ﬁrst, note that by Lemma 2.2,
∣∣Γ Lˆ(z, ζ )∣∣ c(T )∣∣Bd, Xˆ (x,√c(t − τ ))∣∣−1 exp
(
−dXˆ (x, ξ)
2
c(t − τ )
)
 c(ΩT , c)dp, Xˆ (z, ζ )
−Q .
Above we also used that gne−g2 is bounded for non-negative g and that the Euclidean volume of d-
balls are bounded by CrQ , where Q is as in (4.1). Hence, (6.4) and (6.5) are bounded by respectively
∫
{ζ∈ΩˆT :dp, Xˆ (z,ζ )<Mdp, Xˆ (z,z′)}
c|Lˆuˆ(ζ )|
dp, Xˆ (z, ζ )
Q
dζ
∫
{ζ∈ΩˆT :dp, Xˆ (z,ζ )<Mdp, Xˆ (z,z′)}
c|Lˆuˆ(ζ )|
dp, Xˆ (z
′, ζ )Q
dζ . (6.6)
M. Frentz et al. / J. Differential Equations 252 (2012) 5002–5041 5037Before we continue, note that since ΩˆT is a bounded domain and by assumption uˆ ∈ S p(ΩˆT )
so uˆ ∈ S p/2(ΩˆT ) and ‖uˆ‖S p/2(ΩˆT )  c(ΩˆT )‖uˆ‖S p(ΩˆT ) . Now we will apply Lemma 6.2 to (6.3) and
(6.6). In the integral (6.3) we choose α = 1 in Lemma 6.2 to conclude that (6.3) is bounded by
c‖uˆ‖S p(ΩˆT )dp, Xˆ (z, z′)
p−(Q +2)
p/2 for p/2< Q +2. For the ﬁrst term in (6.6) we choose β = 0 in Lemma 6.2
to show that the integral is bounded by c‖uˆ‖S p(ΩˆT )dp, Xˆ (z, z′)
p−(Q +2)
p/2 for p > Q + 2. Finally, we note
that dp, Xˆ (z
′, ζ )  cdG (dp, Xˆ (z′, z) + dp, Xˆ (z, ζ ))  cdG (1 + M)dp, Xˆ (z′, z), where cdG is the constant in
(4.3), and we use this in the second integral in (6.6). Then we apply Lemma 6.2 and choose β = 0 to
ﬁnd the bound c‖uˆ‖S p(U )dp, Xˆ (z, z′)
p−(Q +2)
p/2 for p > Q + 2. To sum up, for Q + 2< p < 2(Q + 2)
∣∣uˆ(z) − uˆ(z′)∣∣ c‖uˆ‖S p(ΩˆT )dp, Xˆ(z, z′)2 p−(Q +2)p ,
or equivalently |uˆ|C0,α(ΩˆT )  c‖uˆ‖S p(ΩˆT ) . Likewise,
∣∣ Xˆi uˆ(z) − Xˆi uˆ(z′)∣∣
∫
ΩˆT
∣∣ XˆiΓ Lˆ(z, ζ ) − XˆiΓ Lˆ(z′, ζ )∣∣∣∣Lˆuˆ(ζ )∣∣dζ

∫
{ζ∈ΩˆT : dp, Xˆ (z,ζ )Mdp, Xˆ (z,z′)}
cΓ
dp, Xˆ (z, z
′)
dp, Xˆ (z, ζ )
Q +2
∣∣Lˆuˆ(ζ )∣∣dζ (6.7)
+
∫
{ζ∈ΩˆT : dp, Xˆ (z,ζ )<Mdp, Xˆ (z,z′)}
c
dp, Xˆ (z, ζ )
Q +1
∣∣Lˆuˆ(ζ )∣∣dζ (6.8)
+
∫
{ζ∈ΩˆT : dp, Xˆ (z,ζ )<Mdp, Xˆ (z,z′)}
c
dp, Xˆ (z
′, ζ )Q +1
∣∣Lˆuˆ(ζ )∣∣dζ. (6.9)
Using Lemma 6.2 and the fact that Lˆuˆ(ζ ) ∈ Lp(U ), reasoning as above, we see that the integrals in
(6.7)–(6.9) are all bounded by c‖uˆ‖S p(U )dp, Xˆ (z, z′)
p−(Q +2)
p for Q + 2< p. Put together,
∣∣uˆ(z) − uˆ(z′)∣∣+ ∣∣ Xˆi uˆ(z) − Xˆi uˆ(z′)∣∣ c‖uˆ‖S p(ΩˆT )dp, Xˆ(z, z′) p−(Q +2)p
for Q + 2 < p < 2(Q + 2). Now, since ΩˆT is bounded, this implies that ‖uˆ‖C0,α(ΩˆT )  c‖uˆ‖S p(ΩˆT )
which proves Theorem 1.4 in case of lifted approximated vector ﬁelds { Xˆi}. By using Proposition 6.3
the theorem is proved in the general case. 
6.1. Proof of technical lemmas
Proof of Lemma 6.1. We will use that
∣∣Γ Lˆ(x, t, ξ, τ ) − Γ Lˆ(x′, t′, ξ, τ )∣∣ ∣∣Γ Lˆ(x, t, ξ, τ ) − Γ Lˆ(x′, t, ξ, τ )∣∣
+ ∣∣Γ Lˆ(x′, t, ξ, τ )− Γ Lˆ(x′, t′, ξ, τ )∣∣,
and treat these terms separately. Below we assume, without loss of generality, that t′  t . As a ﬁrst
step, we also assume that d(x, x′)  11+ε
√
c(t − τ ) for some ε > 0. Then by Lemma 10.13 in [6] we
have
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 d
(
x, x′
) q∑
i=1
max
(∣∣ XˆiΓ Lˆ(y, t, ξ, τ )∣∣: y ∈ BdXˆ (x, (1+ ε)d(x, x′)))
 c(ΩT )
d(x, x′)√
t − τ
·
q∑
i=1
sup
(∣∣BdXˆ (y,√c(t − τ ))∣∣−1 exp
(
−d(y, ξ)
2
c(t − τ )
)
: y ∈ BdXˆ
(
x, (1+ ε)d(x, x′)))
 c(ΩT ,q, c)
d(x, x′)√
t − τ
∣∣BdXˆ (x,√c(t − τ ))∣∣−1 exp
(
− d(x, ξ)
2
c(t − τ )
)
.
Now, if d(x, x′) 11+ε
√
c(t − τ ),
∣∣Γ Lˆ(x, t, ξ, τ ) − Γ Lˆ(x′, t, ξ, τ )∣∣
 c
(∣∣BdXˆ (x,√c(t − τ ))∣∣−1 exp
(
− d(x, ξ)
2
c(t − τ )
)
+ ∣∣BdXˆ (x′,√c(t − τ ))∣∣−1 exp
(
−d(x
′, ξ)2
c(t − τ )
))
 cd
(
x, x′
)
(t − τ )−1/2
·
(∣∣BdXˆ (x,√c(t − τ ))∣∣−1 exp
(
− d(x, ξ)
2
c(t − τ )
)
+ ∣∣BdXˆ (x′,√c(t − τ ))∣∣−1 exp
(
−d(x
′, ξ)2
c(t − τ )
))
.
Using the doubling property (2.1) and the fact that gne−u2 is bounded, for non-negative g , we end up
with the following estimate
∣∣Γ Lˆ(x, t, ξ, τ ) − Γ Lˆ(x′, t, ξ, τ )∣∣
 c(ΩT ,q)dp
(
x, t, x′, t′
)
(t − τ )−1/2
·
{∣∣BdXˆ (x,√c(t − τ ))∣∣−1 exp
(
− d(x, ξ)
2
c(t − τ )
)
+ ∣∣BdXˆ (x′,√c(t − τ ))∣∣−1 exp
(
−d(x
′, ξ)2
c(t − τ )
)}
 c(ΩT ,q, c) · dp
(
x, t, x′, t′
)(
c(t − τ ))−(Q +1)/2
·
{
exp
(
− d(x, ξ)
2
c(t − τ )
)
+ exp
(
−d(x
′, ξ)2
c(t − τ )
)}
 c(ΩT ,q, c) · dp
(
x, t, x′, t′
)
·
{
1
dp(x, t, ξ, τ )Q +1
(
dp(x, t, ξ, τ )√
c(t − τ )
)Q +1
exp
(
−d(x, ξ)
2 + |t − τ |
c(t − τ )
)
+ 1
dp(x, t, ξ, τ )Q +1
(
dp(x′, t, ξ, τ )√
c(t − τ )
)Q +1
exp
(
−d(x
′, ξ)2 + |t′ − τ |
c(t − τ )
)}
 c(ΩT ,q, c)
{
dp(x, t, x′, t′)
dp(x, t, ξ, τ )Q +1
+ dp(x, t, x
′, t′)
dp(x′, t′, ξ, τ )Q +1
}
= c(ΩT ,q, c)
{
dp(z, z′)
d (z, ζ )Q +1
+ dp(z, z
′)
d (z′, ζ ))Q +1
}
.p p
M. Frentz et al. / J. Differential Equations 252 (2012) 5002–5041 5039In the next-to-last inequality, we used that dp(z, ζ )  Mdp(z, z′) to get dp(x, t, ξ, τ )  cdp(x′, t, ξ, τ )
and in the last inequality we used that τ < t′  t .
The next step is to deal with |Γ Lˆ(x′, t, ξ, τ ) − Γ Lˆ(x′, t′, ξ, τ )|. In this case we ﬁrst note that
∣∣Γ Lˆ(x′, t, ξ, τ )− Γ Lˆ(x′, t′, ξ, τ )∣∣

∣∣t − t′∣∣ sup
s∈[t′,t]
∣∣∂tΓ Lˆ(x′, s, ξ, τ )∣∣
 cdp
(
x, t, x′, t′
)2
sup
s∈[t′,t]
(s − τ )−1∣∣BdXˆ (x,√c(s − τ ))∣∣−1 exp
(
−d(x
′, ξ)2
c(s − τ )
)
 cdp
(
x, t, x′, t′
)2
sup
s∈[t′,t]
(s − τ )−(Q +2)/2 exp
(
−d(x
′, ξ)2 + |s − τ |
c(s − τ )
)
.
Then, continuing the estimate we deduce that
∣∣Γ Lˆ(x′, t, ξ, τ )− Γ Lˆ(x′, t′, ξ, τ )∣∣
 c(U , c)dp
(
x, t, x′, t′
)2
· sup
s∈[t′,t]
1
dp((x′, s), (ξ, τ ))Q +2
(
d(x′, ξ)2 + |s − τ |
c(s − τ )
)(Q +2)/2
exp
(
−d(x
′, ξ)2 + |s − τ |
c(s − τ )
)
 c(U , c)dp
(
x, t, x′, t′
)2
sup
s∈[t′,t]
1
dp((x′, s), (ξ, τ ))Q +2
= c(U , c) dp(x, t, x
′, t′)2
dp(x′, t′, ξ, τ )Q +2
 c(U , c,M) dp(z, z
′)
dp(z′, ζ )Q +1
.
The last inequality is due to the fact that dp(z, ζ ) Mdp(z, z′). Moreover,
dp(z, ζ ) cdG
(
dp
(
z, z′
)+ dp(z′, ζ )) cdG
(
1
M
dp(z, ζ ) + dp
(
z′, ζ
))
,
i.e., M−cdMcd dp(z, ζ ) dp(z
′, ζ ). Altogether, since M  2cdG , we deduce that
∣∣Γ Lˆ(x, t, ξ, τ ) − Γ Lˆ(x′, t′, ξ, τ )∣∣ c(U ,q, c,M, Q ) dp(z, z′)
dp(z, ζ )Q +1
,
which proves (6.1). Note that Q in turn depends on the constant in the doubling condition, which
depends on the operator L. The proof of (6.2) is analogous. 
Proof of Lemma 6.2. To prove the ﬁrst assertion we introduce the level sets
Sk :=
{
ζ ∈ U : 2k−1σdp, Xˆ (w, z) dp, Xˆ (z, ζ ) 2kσdp, Xˆ (w, z)
}
for k = 1,2, . . . . Then, by using the Hölder inequality and that |Bdp , Xˆ ((z, t), r)|  c(U )rQ +2 (see Re-
mark 4.1),
5040 M. Frentz et al. / J. Differential Equations 252 (2012) 5002–5041T ′α g(z) =
∞∑
k=1
∫
Sk
g(ζ )
dp, Xˆ (z, ζ )
Q +α dζ

∞∑
k=1
∫
Sk
g(ζ )
(2k−1σdp, Xˆ (w, z))Q +α
dζ
= c(σ , Q ,α) dp, Xˆ (w, z)−(Q +α)
∞∑
k=1
2−(Q +α)k
∫
Sk
g(ζ )dζ
 c(σ , Q ,α) dp, Xˆ (w, z)
−(Q +α)
∞∑
k=1
2−(Q +α)k
([
2kσdp, Xˆ (w, z)
]Q +2) p−1p ‖g‖Lp(Sk)
 c(σ , Q ,α) ‖g‖Lp(U )dp, Xˆ (w, z)
(2−α)p−(Q +2)
p
∞∑
k=1
2
(2−α)p−(Q +2)
p k,
which converges for (2− α)p < Q + 2. The second assertion follows similarly. 
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