We present a series of numerical simulation experiments set up to illustrate the fundamental physics processes underlying the nonlinear dynamics of Alfv enic modes resonantly excited by energetic particles in tokamak plasmas and of the ensuing energetic particle transports. These phenomena are investigated by following the evolution of a test particle population in the electromagnetic fields computed in self-consistent MHD-particle simulation performed by the HMGC code. Hamiltonian mapping techniques are used to extract and illustrate several features of wave-particle dynamics. The universal structure of resonant particle phase space near an isolated resonance is recovered and analyzed, showing that bounded orbits and untrapped trajectories, divided by the instantaneous separatrix, form phase space zonal structures, whose characteristic non-adiabatic evolution time is the same as the nonlinear time of the underlying fluctuations. Bounded orbits correspond to a net outward resonant particle flux, which produces a flattening and/or gradient inversion of the fast ion density profile around the peak of the linear wave-particle resonance. The connection of this phenomenon to the mode saturation is analyzed with reference to two different cases: a Toroidal Alfv en eigenmode in a low shear magnetic equilibrium and a weakly unstable energetic particle mode for stronger magnetic shear. It is shown that, in the former case, saturation is reached because of radial decoupling (resonant particle redistribution matching the mode radial width) and is characterized by a weak dependence of the mode amplitude on the growth rate. In the latter case, saturation is due to resonance detuning (resonant particle redistribution matching the resonance width) with a stronger dependence of the mode amplitude on the growth rate. [http://dx
I. INTRODUCTION
In burning plasmas, shear-Alfv en modes can be driven unstable by resonant interactions with energetic ions produced by additional heating or nuclear fusion reactions. In fact, these particles are characterized by velocities of the order of the Alfv en speed, the typical group velocity of shear Alfv en waves parallel to the equilibrium magnetic field. The Alfv enic fluctuation spectrum generated in this way can in turn affect energetic ion confinement, preventing their thermalization in the plasma core and, possibly, increasing the thermal load on the material wall. The assessment of plasma operation in next generation Tokamak experiments, thus, strongly relies on the comprehension of Alfv en mode dynamics, with regard to both the linear stability properties (which modes are expected to be unstable) as well as the nonlinear saturation mechanisms (which saturation level is expected for fluctuation amplitudes and what are the ensuing effects on the fast ion confinement).
Due to the relevance of these issues, there exists a very rich literature investigating linear stability of Alfv en modes and their nonlinear saturation, including theoretical and numerical analyses, as well as comparisons of corresponding predictions with experimental observations. Recent reviews also exist, focusing on general aspects and applications to the International Thermonuclear Experimental Reactor (ITER), 1 on theoretical analyses, 2-4 on basic physics properties and experimental evidences, 5 on applications of model theoretical descriptions to interpretation of experimental observations, 6 and on numerical investigations and application to tokamak experiments. 7 Most available literature focuses on tokamak plasmas; however, some works have addressed similarities and differences of Alfv en wave interactions with energetic particles in tokamaks and stellarators. 8, 9 Nonlinear Alfv en wave and energetic particle physics can be understood and discussed along two main routes: 3 (i) nonlinear interactions of Alfv enic fluctuations with energetic particles; and (ii) wave-wave interactions and the resultant spectral energy transfer. Although the second route is very important 3 and plays crucial roles in multi-scale dynamics of burning plasmas, 10 most nonlinear investigations address the first route, as effects of the Alfv enic fluctuation spectrum on energetic particles in fusion devices are of significant concern. The first route is also the subject of the present work, where we introduce novel numerical diagnostics techniques developed ad hoc for representing energetic particle phase space; i.e., for isolating and understanding the fundamental processes of resonant Alfv en wave-energetic particle interactions, nonlinear saturation of the Alfv en fluctuation spectrum and energetic particle transports. a) Electronic mail: sergio.briguglio@enea.it As discussed in Refs. 4 and 11, there are two "paradigms" currently adopted for investigating nonlinear interactions of Alfv enic fluctuations with energetic particles. The "bump-on-tail" paradigm 4, 11 applies only when the plasma is sufficiently close to marginal stability such that energetic particle orbit nonlinear distortions are small compared to fluctuation wavelengths. It is based on the Ansatz that resonant wave-particle interactions can be investigated by analogy with Langmuir waves in a 1D Vlasov system in the presence of sources and collisions. [12] [13] [14] [15] The "fishbone" paradigm, 4 ,11 meanwhile, takes into account the selfconsistent interplay of nonlinear dynamic evolutions of fluctuation structures and energetic particle transports, which are generally important when resonant structures in the energetic particle phase space (also dubbed "phase-space zonal structures" [16] [17] [18] ) coherently evolve with the underlying nonlinear mode structures due to phase-locking. 11, [16] [17] [18] [19] [20] Strictly speaking, these two paradigms apply to limiting cases. For example, the "bump-on-tail" paradigm can be adopted for weak Toroidal Alfv en Eigenmodes (TAE's) 21 close to marginal stability; and the "fishbone" paradigm well describes fast growing Energetic Particle Modes (EPM's) 22 driven by sufficiently strong fast ion pressure gradients. It has been shown that weak TAEs saturate because of wave-particle trapping, [12] [13] [14] [23] [24] [25] [26] [27] causing the resonant fast ion phase-space gradients to vanish locally. As the fraction of particles trapped within the wave grows with the mode amplitude, the free energy source is progressively depleted. Saturation is reached when a significant fraction of linearly resonant particles is trapped. Being this fraction proportional to the linear growth rate of the mode, a direct dependence of the saturation amplitude on the growth rate itself is established, corresponding to dB=B $ ðc=xÞ 2 , consistent with the case of a plasma wave excited by a cold electron beam in a 1D uniform plasma. [28] [29] [30] [31] Fast growing EPMs, meanwhile, saturate because of secular radial motion of energetic particles, locked in phase (avalanche 32, 33 ) with the convective amplification of the soliton-like EPM mode structure, which continues until plasma nonuniformity (in general, increasing continuum damping) quenches the process. 4, 11, 16, 17, 32, 33 The theoretical framework for bridging these two limiting paradigms and discussing the fundamental processes underlying nonlinear Alfv en wave interactions with energetic particles both in extreme and intermediate cases is laid out in Refs. 4, 11, and [16] [17] [18] . There, the concept of "resonance detuning," due to the nonlinear change in the wave-particle phase, is introduced along with that of "radial decoupling," occurring when the nonlinear particle excursion becomes comparable with the perpendicular wavelength. Both mechanisms occur in nonuniform plasmas and are due to resonant wave-particle interactions. However, only the first one is accounted for by analyses adopting the "bumpon-tail" paradigm discussed above; while both are generally important for the "fishbone" paradigm. The relative role of "resonance detuning" and "radial decoupling" depends on the relative ordering of finite wave-particle radial interaction length and radial mode width, which, in turn, depend on the considered resonance (precession or precession bounce, for magnetically trapped particles; and transit, for circulating particles) and nonuniform plasma equilibrium (magnetic shear, in particular). 4, 16, 18 Meanwhile, depending on the dispersive properties of the considered fluctuation, phaselocking may also modify the relative importance of "resonance detuning" and "radial decoupling" as in the case of EPM 32, 33 and fishbones. 34 A systematic and thorough analysis of these process and, more generally, of the nonlinear dynamics of "phase-space zonal structures" [16] [17] [18] on the basis of numerical simulation results is lacking; and it is the main aim of the present paper. Our investigation is based on numerical simulations performed by the HMGC code, 36 which is capable of addressing the different processes selfconsistently, thereby shedding light on the various nonlinear dynamics that will be important in burning plasma relevant conditions.
The HMGC code, based on the hybrid MHD gyrokinetic model 35 and originally developed at the Frascati laboratories, has been used to investigate energetic particle driven modes (such as TAEs and EPMs [37] [38] [39] , as well as to analyze modes observed in existing devices (JT-60U, 40 DIII-D 41 ) or expected in forthcoming burning plasmas (ITER 32, 42 ) and proposed experiments (the Fusion Advanced Studies Torus (FAST) [43] [44] [45] 48 in the zero pressure limit for the bulk plasma, with being the inverse aspect ratio. The reduced MHD equations are closed by the energetic particle pressure gradient, computed by solving the nonlinear Vlasov equation in the drift-kinetic limit via particle-in-cell methods. Thus, fast ion finite Larmor radius effects are neglected, but finite magnetic drift orbit width effects are retained consistently. 46, 47 Energetic particle dynamics are self-consistently retained and are treated nonperturbatively: their pressure term contributes to determine both structure and evolution of electromagnetic fields. Recently, an extended version of HMGC (XHMGC) has been developed to include kinetic thermal ion compressibility and diamagnetic effects, in order to account for thermal ion collisionless response to low-frequency Alfv enic modes driven by energetic particles. 49 This extended version can also handle up to three independent particle populations kinetically, assuming different equilibrium distribution functions, as, e.g., bulk ions, energetic ions and/or electrons accelerated by neutral beam injection (NBI), ion/electron cyclotron resonance heating (ICRH/ECRH), fusion generated alpha particles, etc. In the present paper, however, these extended physics simulation capabilities will not be used, as they are not needed to analyze the cases discussed in this work: namely, a n ¼ 6 TAE (with n being the toroidal mode number), in a low shear, large aspect ratio, circular magnetic surface equilibrium; and a weakly unstable n ¼ 2 EPM, in a stronger magnetic shear equilibrium. Both modes fall in an intermediate regime (c/x of order of few percent) between the quasi-marginally stable "bump-on-tail" regime and the strongly unstable "fishbone" one. Focusing on them will allow to elucidate the role of "radial decoupling" and "resonance detuning" without entering the extreme dynamic regime of EPM avalanches. 4, 32, 33 In order to investigate the nonlinear dynamics of shearAlfv en modes and the corresponding behaviour of energetic ions, we look at the evolution of a suited set of test particles 50 in the perturbed electromagnetic fields obtained by self-consistent HMGC simulations. Several features of the wave-particle nonlinear interactions are evidenced by resorting to Hamiltonian mapping techniques: each test particle is represented by a marker in the plane (H, P / ), where H is the wave-particle phase and P / is the toroidal angular momentum. Coordinates of each particle are computed at the times it crosses the equatorial plane. Drift motions induced by the interaction with perturbed fields give rise to bounded orbits in the (H, P / ) phase-space for particles not too far from the resonant P / . It is shown that bounded orbits correspond to a net outward particle flux, which produces a flattening of the fast ion density profile near the resonance. Such density flattening involves an increasingly wider region as the mode amplitude increases. At the same time, it causes an increasing reduction of the free energy source for the system instability. Mode saturation is reached when the region affected by density flattening extends to the whole potentially resonant phase-space region. We show that the two different cases considered in this paper are paradigmatic of two distinct regimes: in the low shear case, for not too little mode growth rates, the potentially resonant region is limited by the radial mode width rather than the finite wave-particle radial interaction length introduced above 4, 16, 18 (or "resonance width", for brevity, as it will be referred to in what follows); in the larger shear case, for not too large growth rates, the region is limited by the resonance width. We find that in the former case the saturation mechanism ("radial decoupling") yields a weaker scaling of the saturation mode amplitude with the growth rate than that obtained in the latter case ("resonance detuning"). This corresponds to the fact that the resonance width has a stronger dependence on the growth rate than the mode width. This also shows the important role of magnetic shear in determining mode saturation, nonlinear dynamics and energetic particle redistribution. For the sake of simplicity, numerical simulations below refer to fluctuations excited by transit resonance with circulating energetic particles. Precession and precession-bounce resonance with magnetically trapped particles deserve a separate in depth analysis due to the implications they may have on non-local behaviors. 4, 16, 18 Furthermore, the case of a TAE mode dominated by "radial decoupling" and of a EPM mode with prevalent "resonance detuning" have been selected to illustrate that, depending on mode drive and plasma equilibrium nonuniformity, nonlinear dynamics may be more complicated than one may expect on the basis of "bump-on-tail" and "fishbone" paradigms taken as limiting cases.
The paper is organized as follows. Section II describes thermal plasma and energetic particle equilibrium profiles adopted for the reference cases considered for our study. Section III analyzes the structure of wave-particle resonances in energetic particle velocity space during the linear phase of mode evolution. The selection criteria of testparticles suited for the investigation of the nonlinear mode-particle dynamics are described in Sec. IV, and the corresponding diagnostics based on Hamiltonian mapping techniques are presented in Sec. V. The issue of the finite radial mode and resonance widths is discussed in Sec. VI. Section VII analyzes test particle numerical results, giving evidence to several aspects of linear and nonlinear modeparticle interactions. The mechanisms that cause mode saturation are examined in Sec. VIII, focused on the flattening of density gradient produced by the nonlinear particle flux; and in Sec. IX, where the relative importance of the radial mode and resonance width in determining the saturation level is examined in the two considered reference cases. Conclusions are drawn in Sec. X.
II. REFERENCE THERMAL PLASMA AND ENERGETIC PARTICLE EQUILIBRIA
Our analysis will mainly focus on a specific case, which has been recently adopted 51 as a benchmark case for the comparison of different simulation codes with respect to the linear dynamics of energetic-particle driven TAEs in the framework of the Energetic particle Topical Group of the International Tokamak Physics Activity (ITPA). A circular shifted magnetic-surface Tokamak equilibrium is considered, characterized by major radius R 0 ¼ 10 m, minor radius a ¼ 1 m, safety factor q ¼ q 0 þ (q a À q 0 ) (r/a) 2 , q 0 ¼ 1.71, q a ¼ 1.87 and on-axis magnetic field B 0 ¼ 3T. The bulk plasma is characterized by flat ion (Hydrogen) and electron densities, n i ¼ n e ¼ 2 Â 10 19 m
À3
, and temperatures, T i ¼ T e ¼ 1 keV. The fast ("Hot") particle population (deuterons) has a Maxwellian initial distribution function
with E being the kinetic energy of the energetic particle, À3 . These parameters yield v H0 =v A0 ' 0:3 and q H0 =a ' 0:03, with v H0 ðT H0 =m H Þ 1=2 ; v A0 being the on-axis Alfv en velocity, q H0 v H0 =X H0 and X H0 being the energetic particle on-axis cyclotron frequency.
As in the ITPA benchmark, 51 a single toroidal mode number, n ¼ 6, is retained: this corresponds to neglecting fluid mode-mode coupling in the evolution of electromagnetic fields, while fully taking into account wave-particle nonlinearities. Poloidal harmonics are instead retained in the range m ¼ 8 Ä 13.
HMGC evolves visco-resistive MHD equations; viscosity and resistivity are fixed as s A0 =a 2 ¼ 10 À8 (with s A0 ¼ R 0 =v A0 being the on-axis Alfv en time) and S À1 ¼ 10 À6 , with the Lundquist number defined as S 4pa 2 =ðgc 2 s A0 Þ. The evolution of the perturbed magnetic energy is shown, for this reference case, in We shall refer to this case as "case 1."
We will also consider a different case ("case 2"), in order to examine how the nonlinear dynamics depend on the typical equilibrium and/or mode scale lengths: a weakly unstable n ¼ 2 EPM in an equilibrium characterized by larger magnetic shear than the previous case; q a ¼ 1.1, q a ¼ 1.9 giving qðrÞ ¼ 1:1 þ 0:8ðr=aÞ 2 : The bulk plasma density profile is chosen in such a way to have aligned toroidal frequency gaps in the Alfv en continuum: n i ¼ n i0 q 2 0 =q 2 ; but still sufficiently separate in radial location (due to choice of low n ¼ 2) that EPM nonlinear dynamics is local and not affected by avalanches. 4, 16, 32, 33 The energetic particle initial distribution function is assumed to be Maxwellian, with flat temperature and density profile given by n H ¼ n H0 expðÀ19:53 s 4 Þ: The other relevant dimensionless parameters are the following: Figures 3 and 4 show the time evolution of perturbed magnetic energy (normalized to a 3 B 2 0 =8p) and, respectively, the linear mode structure and power spectrum for this second reference case. A first saturation is reached at t ' 1225 s A0 , followed by a rich nonlinear activity exhibiting damping, further growth and saturation phases, with nonlinear oscillations. The dominant poloidal harmonics are now m ¼ 2 and 3, and the observed frequency and growth rate are xs A0 ' 0:524; In the following, unless stated explicitly, we will refer to case 1. ðr; h; /; M; U; #Þ are the gyrocenter coordinates (r is the radial coordinate, h and / are the poloidal and toroidal angle, respectively, M is the conserved magnetic momentum, U is the parallel velocity and # the gyrophase) and D z c !Z is the Jacobian of the transformation from canonical z c to gyrocenter coordinates. The power transfer from energetic particles to the wave is given by ÀdE H =dt: We can compute such quantity in the following way. Let us discretize the distribution function (times D z c !Z ) according to with Z l ¼ Z l (t) being the gyrocenter coordinates of the l-th macroparticle, F H ¼ F H0 þ dF H , and
Here, we have used the subscripts 1 and 2 to indicate the linear and nonlinear contributions in the perturbed fields to the phase-space velocities dZ i /dt, and taken into account that, as the unperturbed distribution function does not depend on /, it contributes to the /-averaged quantity only when multiplied by the nonlinear terms. The quantity p l will be indicated, in the following, as the "l-th macroparticle power transfer". It corresponds to the power transfer weighted by the distribution function and integrated in h and /; the overall cancellation, at each time, of the large contribution to the power transfer yielded by the linear terms in the fluctuating fields has been explicitly enforced. Note that such enforcement would not be possible if we computed the particle power transfer as p l ¼ 2p½ w l þ D l F H0 ðZ l ÞðdE=dtÞ l , through a direct computation of the particle kinetic energy variation (that is, without splitting the different contributions related to linear or nonlinear terms in the perturbed fields).
We can compute P on a discrete grid r i , M j , U k in the following way
In the above expressions, S r , S M and S U are smoothing function normalized according to
needed to collect the singular contributions of the macroparticles on the discrete grid. In HMGC, they are triangle functions centered, for each i, at x ¼ x i and null outside the interval ½x iÀ1 ; x iþ1 . The power transfer will be then approximated by
In Fig. 5 , the density of the wave-particle power exchange (in arbitrary units) proportional to P i2mode Dr i P i;j;k , is shown on the velocity-space grid ðM j ;Û k Þ, withM MX H0 =T H0 andÛ U=v H0 : The integration over the minor radius r is limited to the region where the mode is localized. Positive sign corresponds to destabilization of the mode.
IV. TEST PARTICLE SELECTION: A PROPER RESONANT PARTICLE SAMPLE
In order to get information about the resonant particle behaviour and its connection with mode saturation, we follow the evolution of a set of test particles (resonant particle sample) in the fields computed from the self-consistent simulation. In principle, the same information could be obtained by the direct analysis of the behaviour of the simulation particles (that is, particles used in the self-consistent simulation to sample the whole phase space). The advantage of a test particle approach is that it allows us for a zoomed investigation of specific phase space regions (in particular, those where the resonances are localized) by simply evolving the selected test-particle set in the stored self-consistent fluctuating fields, without requiring a new heavy self-consistent simulation per each different choice of the phase space zoom.
At t ¼ 0, we set h ¼ 0 for all test particles. The other coordinates are initialized in such a way that test particles correspond to a set of resonant particles driving the mode unstable during the linear phase (resonant particle sample). To this aim, we identify, from plots like that shown in Fig. 5 , a set of coordinates r ¼ r 0 , M ¼ M 0 and U ¼ U 0 around which the linear drive (that is the particle-wave power transfer) is significant. Following Ref. 50 , we then define the quantity C xP / À nE, with P / m H RU þ e H R 0 ðw À w 0 Þ=c being the toroidal angular momentum. Such a quantity is a constant of the (perturbed) motion, provided that the perturbed field is characterized (as in the considered case) by a single toroidal mode number and constant frequency, as it can be easily recovered from the equations of motion in the Hamiltonian form
and
where H is the single particle Hamiltonian, characterized by time and toroidal angle dependence in the form
. At the leading order, we can approximate
We can then compute the value C 0 C(r 0 , 0, M 0 , U 0 ), corresponding to the considered resonance. Selection of test particle coordinates for the resonant particle sample proceeds as follows: several different values of the radial coordinate r (around the mode localization) are chosen. Once r is fixed, the value of the parallel velocity U is obtained by matching
. For each set of these coordinates, several equispaced values of / are chosen in the open interval ½0; 2p½. Fixing two constants of motions in the same way for all test particles corresponds to cutting the phase space into infinitesimal slices that do not mix together even during the nonlinear evolution of the mode and looking at the dynamics characterizing one of these slices (M ¼ M 0 and C ¼ C 0 ); that is, the nonlinear evolution of an isolated linear resonance. Note that this method remains valid for frequency chirping modes, provided j _ xjՇjc 2 j, with c being the characteristic linear growth rate. In fact, in this limit, the resonance frequency shift in one nonlinear time ($c À1 ) is jDxjՇjcj, the typical resonance width. Thus, resonant particle samples belonging to separate linear resonances will not mix nonlinearly, even for frequency chirping modes. In the present case, we fix M ¼ 0:2 andĈ C=T H0 ¼ À4:74 (corresponding toÛ ¼ 1:24 atr r=a ¼ 0:52: a resonance peak yielded by copassing particles), and distribute particles in the radial interval 0:25 r 0:8.
In general, fixing constants of motion in such a way that the test-particle set corresponds to a relevant resonant-particle sample does not ensure that this set represents adequately the whole resonant-particle population of the self-consistent simulation. In principle-as discussed in Sec. VI with reference to case 2-, several different portions of the phase space (corresponding to different C values) could play an important role in the linear destabilization of the mode, with resonances peaked around different radial positions; and the nonlinear dynamics of each of such portions could evolve, nonlinearly, in a different way from the others. We can quantify the representativeness of test particles by comparing both radial profile and time evolution of the power transfer integrated over the test-particle set with that integrated over the whole particle population of the self-consistent simulation. Fig. 6 compares the radial profile of the power transfer for the two populations. We see that the two profiles exhibit both close peaks and comparable width. Note that, if separated peaks were found, we could improve the selection of the test-particle population, by looking for a better choice of r 0 , M 0 and U 0 (that is, a better choice of C 0 ). The radial width of the two profiles cannot instead be controlled, as it depends on given features of the dynamical system: namely, the spatial scales characterizing equilibrium gradients, mode and resonances. We will discuss this issue further in Sec. VI.
In the present case, we expect, on the basis of the good agreement of the two profiles, that the test-particle set FIG. 5 . Power exchange between the energetic particles and the mode in the normalized (M, U) space, integrated over a radial shell around the mode localization (0:448 r=a 0:552). Positive sign corresponds to power transfer from particles to mode; that is, to mode destabilization. The solid and dashed lines approximately indicate the loss cone for the inner and outer radial surface of the considered shell, respectively. It is apparent that the main contribution to the drive is given, here, by circulating particles.
represents the whole resonant-particle population fairly well. This is confirmed by comparing the time evolution of the power transfer integrated over the two different populations, (Fig. 7) . We see that the agreement is quite satisfactory until saturation is reached (t ' 1700 s A0 ). We can then be confident that investigation of the dynamics of the resonant particle sample yields relevant information of the nonlinear evolution of the self-consistent wave-particle interactions.
Two remarks have to be done concerning the results shown in Fig. 6 . First, power transfer has been computed referring each particle contribution to the radial coordinate assumed by the same particle when it crosses the equatorial plane in its outmost position. Let us call, conventionally, such coordinate the "equatorial" radial coordinate to distinguish it from the "instantaneous" radial coordinate. In the following, when reporting the radial dependence of quantities integrated over the particle population or the test-particle set, r will represent the equatorial radial coordinate, unless explicitly stated. The second remark is a technical one, concerning the weight of each test particle contributing to the power transfer (as well as, in the following, to other integrated quantities). We can compute the (constant) phasespace volume element corresponding to each test particle in the coordinates
The infinitesimal quantity
is the same for all test particles (as we are initializing test particles with fixed M and C, h ¼ 0 and several equispaced r and /). Then, we obtain, from Eqs. (18) and (19) 
where j@Z=@Z W j is the Jacobian of the coordinate transformation Z ! Z W : Note that if multi-C test particle sets are considered (see Sec. VI), the element DC is not necessarily the same for all particles. In our case, we will determine the different values C 0i by fixing several equispaced values of parallel velocity U 0i and computing C 0i ¼ Cðr 0 ; 0; M 0 ; U 0i Þ.
With such choice, we will get
V. HAMILTONIAN MAPPING TECHNIQUES FOR PHASE-SPACE NUMERICAL DIAGNOSTICS
Test particle coordinates are collected every time (t ¼ t j ) the particle crosses the equatorial plane (h ¼ 0) at its outmost R position. The wave phase seen by the particle at those times is
where (m, n) are poloidal and toroidal mode numbers, respectively, and r sign(U). The resonance condition is
with the integer k denoting the "bounce harmonics". It can be written in the form
with, for circulating particles,
FIG. 7. Power transfer rate integrated over the whole simulation particle population (blue) compared with the same quantity integrated over the test particle population only (red). The agreement is fairly good until saturation is reached (t ' 1700 s A0 ).
FIG. 6. Radial profiles of the power transfer rate integrated over test-particle (red) and selfconsistent-simulation (blue) populations. The two profiles exhibit both close peaks and comparable width. Note that the "instantaneous" radial coordinate has been considered here.
Here, 4, 16, 18 
is the precession frequency, D/ is the change in toroidal angle over the bounce time s b (i.e., the time needed to complete a closed orbit in the poloidal plane), defined as
with q being the safety factor and the integral taken along the particle orbit; and
is the bounce frequency (in our case, transit frequency). Equation (26) can be solved with respect to r, yielding r ¼ r res ðx; M 0 ; C 0 ; kÞ, or P / , yielding P / ¼ P / res ðx; M 0 ; C 0 ; kÞ: In the present case, the relevant bounce harmonic is k ¼ 1, as shown in Fig. 8 . In the unperturbed motion, dP / =dt ¼ 0. Then, during the linear phase of the mode evolution, the particle trajectories in the (H, P / ) plane essentially reduce to fixed points for P / ¼ P / res , while they correspond to drift along the H axis in the positive (negative) direction, for P / greater (less) than P / res . This is represented in Fig. 9 where P / is given in units of m H av H0 and H is reported to the interval ½0; 2p½. Here and in the following, each marker is doubled by a twin marker in the interval ½2p; 4p½, in order to yield a better visualization of the relative dynamics. Moreover, for simplicity, we shall indicate the quantity mod½DH j ; 2p=ðt jþ1 À t j Þ (with mod½DH j ; 2p= defined as DH j modulo 2p) as dH/dt.
In the nonlinear phase, P / varies because of the modeparticle interaction (e.g., radial E Â B drift). Even particles that were initially resonant are brought out of resonance, getting nonzero dH/dt and drifting in phase until the drift in P / is inverted. Particles that cross the P / ¼ P / res line revert values of dH/dt as well. Thus, their orbits are bounded and they would properly close if the field amplitude were constant in time. This is true for particles born close to the resonance, while particles born with P / far from the resonance maintain drifting orbits, as they do not cross P / ¼ P / res . In the following, we will refer to particles that cross P / ¼ P /res (and, then, change the sign of dH/dt) as particles "captured" by the wave. Once the particle orbit becomes topologically closed, we will describe the particle as "trapped" in the wave, adopting the standard classification. As the fluctuating field strength increases, the P / drift increases and more and more particles are captured and eventually trapped. This can be seen from Fig. 10 .
Let us look, now, at the whole resonant-particle sample. At each time step, each marker in the plane (H, P / ) refers to the last crossing of the equatorial plane of a test particle. We consider two kinds of plots. A first kind, where the color (red or blue) of each marker depends on the birth P / value (less or greater than P / res ). In the second kind of plots, marker color depends on the macroparticle power transfer (normalized to the instantaneous field energy) and evolves in time. In Figs. 11-13 plots of these kinds are represented for the linear phase of the mode evolution and for two different times of the nonlinear phase. We observe the formation of wave-trapped particle structures, while, correspondingly, the maximum-drive structures move outward (lower P / ) and FIG. 8 . The quantity x res ðr; M 0 ; C 0 ; kÞ is plotted for various values of k (red dashed lines) and compared with the mode frequency x (black solid line). We see that the relevant resonance order, in the present case, is k ¼ 1. Different from Fig. 6 , the "equatorial" radial coordinate, generally adopted in the present paper, has been considered here. inward (higher P / ) with respect to the resonance, with decreasing intensity.
VI. MODE WIDTH VS. RESONANCE WIDTH
Before analyzing the nonlinear wave-particle dynamics, let us further consider the issue of the radial width of the wave-particle power transfer profile. In Section V, we have noted that, once the values of M and C are fixed, the resonance condition x À x res ðr; M; C; kÞ ¼ 0 identifies a radial position r ¼ r res ðx; M; C; kÞ, where the resonance takes place. If the mode is characterized, in the linear phase, by a wave-particle power transfer that we generally assume to be of the order of the linear growth rate c, the resonance will be anyway significant in a radial layer, around r res , approximately defined by the following condition:
jx À x res ðr; M; C; kÞjՇc:
This is represented in Fig. 14 , where the width Dr res of the resonant layer is shown. Equation (32) is only a kinematic condition related to the single particle motion; the effectiveness of resonant wave-particle power exchange also depends on the structure of the perturbed field and of the particle distribution function in the resonant layer. 4, 16, 18 This can be easily understood by looking at the power transfer radial profile. We can write this quantity, at the lowest order, in the following way:
where j b Á rb is the equilibrium magnetic field curvature and we have used the explicit form of the gyrocenter equations of motion. We have also neglected the term due to parallel electric field fluctuation as well as the nonlinear terms (in the fluctuating fields) appearing in the equations of motions, as all these contributions are typically small for shear Alfv en waves considered here. The quantity dF H obeys to the Vlasov equation in the form
FIG. 10. Trapped and passing test particle orbits in the (H, P / ) plane during the nonlinear phase of the mode evolution. Different colours have been adopted here for different markers, in order to distinguish them.
FIG. 11. Test particle markers in the (H, P / ) plane during the linear phase of the mode evolution. (a) Each marker is coloured according to the birth P / value of the particle (red for P / < P / res , blue otherwise); (b) each marker is coloured according to the macroparticle power transfer (timevarying color).
Taking into account that
It is apparent that the radial structures of perturbed field and gradient of the distribution function will determine the radial shell where a significant power exchange can occur. For fixed radial mode and distribution function structures, P(r) will be predominantly given by particles with M and U values (that is, M and C values) corresponding to a resonant layer (associated to the resonant denominator) characterized by a nonnegligible overlap with that shell. Each (M, C) value, as noted in Section V, identifies one individual wave-particle resonance condition in the form of Eq. (26), extended over the resonant layer defined by Eq. (32). In the limit of small growth rates and/or large 
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dx res /dr, the resonant layer corresponding to each individual resonance will be narrower than the overall P(r); and, generally, P(r) will be the envelope of a continuous distribution of narrow resonances. In the opposite limit, each individual resonant layer will be larger than P(r). The two limits are sketched in Fig. 15 , which considers two situations corresponding, ceteris paribus, to small and large growth rate, respectively. In the latter case, once fixed M ¼ M 0 and C ¼ C 0 , with M 0 and C 0 corresponding to the resonance peak, the test particle sample population is representative of the whole resonant particle population. Indeed, the resonant layer corresponding to such test particle choice essentially includes the entire mode-particle interaction region. In the opposite limit, a multi-C (and/or multi-M) test particle sample could be needed to be representative of the whole resonant particle population. In the present case, Fig. 6 suggests that the individual resonance is wider than or of the same order of the interaction region. This is confirmed by Fig. 16(a) , comparing the power transfer radial profile for the selected test-particle sample with the resonance width Dr res Figure 16( Samples corresponding to resonances separated by more than the singleresonance width from the peak one yield negligible contribution to the power transfer. (c) Normalized multi-C set power transfer radial profile (black) compared with that related to the single-C set corresponding to the C value adopted in our analysis (Ĉ ¼ À4:74, close to the peak value) and with the resonance width (dashed-blue).
width from the peak one yield negligible contribution to the power transfer. We then expect that, in this case, a single-C sample, with C value close to resonance peak, is as adequate as the multi-C set in representing the whole resonant particle population power transfer. This is confirmed by Fig. 16(c) , where the multi-C set power transfer radial profile is compared with the single-C one adopted in our analysis (Ĉ ¼ À4:74, corresponding to U/v H0 ¼ 1.24 at r/a ¼ 0.52).
For different choices of plasma equilibrium and/or considered fluctuations, the situation could be quite different. Figure 17 shows the same plots shown in Fig. 16 for case 2 discussed in Sec. II. In such case, the single-C test-particle sample cannot properly represent the whole resonant particle population, and a multi-C approach is needed, consistently with the larger value of dx res /dr, mainly due to larger shear. Figure 17 refers to ten test-particle samples, corresponding to equi-spaced parallel velocity values between U/v H0 ¼ 1.2 and U/v H0 ¼ 2.0 at r/a ¼ 0.38.
VII. SPATIOTEMPORAL STRUCTURES OF WAVE-PARTICLE RESONANCES
We have already noted (Figs. 11-13 ) that, in the nonlinear phase, the instantaneous P / corresponding to the resonant structures is shifted away from P / res , associated to the original (linear phase) resonance; that is, we observe increasing values of jP / À P / res j for such structures. Let us compare the P / coordinate of the marker corresponding, at each time, to the maximum power transfer with its birth value P /0 . In Fig. 18 , this comparison is shown for ingoing and outgoing resonant structures. We note that, in the nonlinear phase, the mode is driven by different particles (born at different P /0 values) at different times. It is then clear that the trajectory of the maximum-drive structures in the (H, P / ) plane should not be identified with that of the markers that, at a certain time, belong to those structures. This can also be seen from Fig. 19 , which directly compares evolution of maximum-drive structures and test particle markers. In the upper, middle and lower frames test-particle markers are colored according to their power transfer computed at t ¼ t p , with t p ¼ 500s A0 , t p ¼ 900s A0 and t p ¼ 1470s A0 , respectively In the left, central and right frames of each row test particles are plotted in the (H, P / ) positions they have at t ¼ 500s A0 , t ¼ 900s A0 and t ¼ 1470s A0 , respectively. In each frame, the black markers contain the region characterized by a power transfer greater than half of the maximum rate obtained at the considered time t. In such way the frames on the "diagonal" of the frame matrix show the drive structures at the three times considered. The off-diagonal frames illustrate the evolution of the set of the "row-time" most destabilizing particles at earlier or later times (below and above diagonal, respectively). It is apparent that the evolution of particles driving the mode is different from that of maximum-drive structures. Note that this is true both in the linear (t ¼ 500s A0 , t ¼ 900s A0 ) and in the nonlinear phase (t ¼ 1470s A0 ).
We can note the same features in Fig. 20 , which shows the trajectories in the (H, P / ) plane of four different particles (each represented by a different color), chosen as the most destabilizing ones at four different times: t ¼ 900, 1300, 1400, and 1470s A0 , respectively. The position of each particle when it becomes the most destabilizing particle is marked by a black dot. So, the black boxes correspond to the trajectory of a maximum-drive structure, while the colored dots correspond to the individual particle trajectories, which neither coincide with nor are tangent to those of maximumdrive structures.
Other interesting features of wave-particle interactions can be illustrated by the analysis of test-particle behaviors. Figure 21 reports the orbits of three of the particles considered in Fig. 20 (namely, those corresponding to the maximum drive at t ¼ 900, 1400, and 1470s A0 ), colored according the instantaneous power transfer. First, as it also appears from Fig. 18 , macro-particles driving the mode during the nonlinear phase (t ¼ 1400, 1470s A0 ) were originally out of resonance (P /0 "far" from P / res , with corresponding large H drift during the linear phase). Furthermore, they yield significant drive to the mode on the opposite side of the resonance with respect to their initial position; that is, adopting the terminology introduced in Sec. V, only after being "captured" by the fluctuating field. Eventually, these macro-particles will be trapped into bounded orbits.
The second feature is that only a small portion of the trapped particle orbit yields relevant contribution to the mode drive. Except for that portion, the macroparticle contribution (that is, the contribution of the set of physical particles belonging to the infinitesimal phase-space volume represented by the test particle) becomes small or even negative, although its average contribution over the full orbit remains positive.
The third interesting feature we can emphasize from the analysis of test-particle dynamics is that the time needed to complete a bounded orbit is of the same order of the nonlinear saturation time scale: the mode evolution does not cover, in the considered case, multiple wave-particle trapping times. This is shown in Fig. 22 in a more quantitative way, where the P / range covered by the largest bounded orbit at each time is plotted (red line). The blue line represents the same quantity for orbits that have completed two bounces. We see that saturation (t ' 1700 s A0 ) occurs before any test particle has completed two bounces.
Finally, it is interesting to note that, in the nonlinear phase, most destabilizing particles exchange energy with relatively large value of jP / À P / res j; that is, large values of jx À x res ðr; M; C; kÞj: In the framework of linear analysis, we would then expect that such energy exchange takes place at large values of dH/dt. However, this is not the case, as we can see from Fig. 23 
withp l ðtÞ p l ðtÞ= P p j ðtÞ>0 p j ðtÞ, are plotted versus time (Figs. 23(a) and 23(b), respectively) ; here, p l is defined by Eq. (11) and sums are taken only over test particles yielding energy to the wave. The same quantities are plotted against each other, along with x À x res ðr; M; C; kÞ, in Fig. 23(c) . Note that, in the linear limit
Thus, it is apparent that the nonlinear evolution of dH/dt cannot be computed only in terms of the x res (r, M, C, k) evolution due to the nonlinear radial drift of the resonant structures: the perturbed poloidal and toroidal velocities of the particle, d _ h and d _ /, have to be retained on the same footing.
VIII. SATURATION MECHANISM: DENSITY FLATTENING
In Fig. 7 , we have noted that the energetic particle drive (measured by the test particle sample) fast decreases in the time interval t ¼ 1400 Ä 1700 s A0 . Below, we analyze the reasons of such decrease and the consequent mode saturation.
In Section VII, we have seen that saturation occurs on a time scale of the same order as the wave-particle trapping time. Saturation cannot then be explained, in the present case, in terms of models assuming a clear time scale separation, s NL ) x À1 wp , with s NL being the nonlinear (saturation) time scale and x wp the wave-particle trapping frequency.
In Fig. 24 the density profile of test particle markers is reported for two times during the nonlinear phase of the mode evolution (left frames, showing the unperturbed density profile and the linear-phase power transfer profile) along with the corresponding plots of the markers in the (H, P / ) plane. We see that the formation of mutually penetrating structures in such plane, corresponding to particles captured and eventually trapped by the wave field, yields an exchange of low-density (outer) resonant macroparticles with highdensity (inner) ones: there are more particles moving outward than inward. This causes a density profile flattening (and, eventually, its inversion) in the region where the linear wave-particle interaction is strongest, and a consequent steepening of the same profile at the boundaries of that region. In particular, in the limit of negligible growth rate and uniform field amplitude, with consequent isochronous FIG. 19 . Comparison between the evolution of the maximum-drive structures and that of the particle set belonging to such structures at different times. Test-particle markers are coloured according to their power transfer computed at fixed times t ¼ t p , with t p ¼ 500s A0 in the upper frames, t p ¼ 900s A0 in the middle frames and t p ¼ 1470s A0 in the lower frames, respectively. In each row, test particles are plotted according to their (H, P / ) positions at t ¼ 500s A0 (left frames), t ¼ 900s A0 (central frames) and t ¼ 1470s A0 , (right frames). Then, the frames along the diagonal show the drive structures at the three times considered. The off-diagonal frames show instead the evolution of the "row-time" most destabilizing particles at earlier or later times (below and above diagonal, respectively). In each frame, the black markers contain the region characterized by a power transfer rate greater than half of the maximum rate obtained at the considered time.
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motion of particles captured in the wave field, we would get density flattening after particle orbits have completed one quarter bounce, while density profile inversion would occur after half bounce. Time and radial dependence of the mode amplitude cause quantitative, but not qualitative modification of this simplified picture, on the time scale that characterizes this phenomenon (shorter than of the order of x À1 wp ). In the following, for the sake of simplicity, we will refer to such a density profile distortion as "density flattening", without discriminating, unless needed, between flattening and inversion. It is, however, worthwhile emphasizing that the resonant particle redistribution analyzed here is qualitatively different from density flattening that occurs on time scales much longer than x À1 wp , as consequence of phase mixing, collisions and/or quasilinear particle diffusion due to the presence of a broad fluctuation spectrum with many overlapping resonances 52, 53 (cf. Ref. 18 for more in depth discussions). Figure 25 compares the radial position of the density gradient maxima created by the local density profile flattening with the largest radial width of orbits that have completed, respectively, a quarter, half and a full bounce in the wave field. We see that the largest gradient splitting essentially follows the completion of a quarter closed orbit.
Note that the density profile distortion is apparent because we consider a single-M and single-C test-particle sample, corresponding to a single resonance radial position r res .
FIG. 20. Test particle trajectories in the (H, P / ) plane. Four macroparticles are considered, chosen as the most destabilizing ones, for t ¼ 900s A0 (violet), t ¼ 1300s A0 (blue), t ¼ 1400s A0 (green) and t ¼ 1470s A0 (orange). The arrow indicates the rotation direction of the trajectories during the nonlinear phase. The black boxes correspond to the position of the different particles when they become the most destabilizing particle: they indicate the trajectory of the ingoing maximum-drive structure. It is apparent that the latter trajectory neither coincides with nor is tangent to any of the former. Integrating over a broader (M, C) domain could involve populations not resonating at all or, in cases different form case 1, resonating at different radial positions, then hiding the distortion effect.
FIG. 21. Test particle orbits in the (H,
In order to investigate in a more quantitative way the relationship between density flattening, nonlinear wave-particle resonance and mode drive, we measure the rate of distortion of the radial density profile n(r, t) by the following quantity:
where rnðr; tÞ.
We have already observed in Sec. VII that, in general, different particles drive the mode at different times (cf. Figs.  18 and 19 with the following comments) . To examine whether and how the density profile distortion is related to resonant particles, we can characterize each test particle, at each time, by its power transfer (normalized to the instantaneous maximum value among all the test particles). Defining a threshold b < 1 in the normalized power transfer, we can divide particles into two different groups: those whose normalized power transfer never exceeds, in the course of the whole mode evolution considered in the numerical simulation, such a threshold, and those for which the threshold is exceeded, at least within a certain time window. We can then separate the whole test particle population into different classes, according to the best drive performance reached by particles during the mode evolution. Figure 26 shows, with reference to case 1, the fraction of population belonging to each class for a certain partition: namely, particles that never drive the mode and particles whose best (and positive) drive performance falls in left-open intervals of width Db ¼ 0.1. We see that there is no particle belonging to the former group; this means that all the considered particles sometimes FIG. 22 . P / extension of the largest closed orbit that, at each time, has completed one (red) or two (blue) bounces. Note that mode saturation occurs at t ' 1700 s A0 , before any test particle has completed two bounces. contribute to drive the mode, consistent to the fact that the sample was chosen around a resonance in the phase space. We also observe that there is a large population fraction whose contribution to the drive never exceeds a normalized value of b ¼ 0.1. The fraction value falls down dramatically in the next class (0:1 < b 0:2), and then it continuously increases for the upper classes, until reaching a relatively large value (above 10%) for the upmost one (0:9 < b 1): this means that if a particle yields a nonnegligible contribution to the drive during its motion, it is relatively likely that such contribution is large. On the basis of such distribution, in the following we will look at a single threshold, b ¼ 0.2, and conventionally indicate as resonant particles those that exceed, in the course of mode evolution, this threshold; as nonresonant particles, the others. Correspondingly, we shall indicate by C res ðtÞ and C nonres ðtÞ the quantities, analogous to that defined in Eq. (39), obtained when looking only at the density of particles belonging to one or the other of these two classes. Figure 27 compares the time evolution of the density distortion rate, C, with C res and C nonres . Although, in general, the absolute value that appears in Eq. (39) causes C to be different from the sum of C res and C nonres , we see that the total-density distortion is essentially due to resonant particles, the relevance of noresonant ones being negligible.
It is also worthwhile investigating whether, at each time, the resonant-particle density distortion rate is mainly due to particles characterized by a power transfer greater than 0.2 at that specific time. Figure 28 indicates that the answer is negative: although the relative weight of "instantaneously" resonant-particle rate is generally large, the analogous rate related to the density of particles affecting the drive at earlier or later times of the mode evolution is not negligible at all, FIG. 24 . Radial density of the test-particle set at two times during the nonlinear phase of the mode evolution (left frames, red). The unperturbed density and power transfer profiles are also reported (blue). Times are the same considered in Figs. 12 and 13 respectively: t ¼ 1470s A0 (top) and t ¼ 1640s A0 (bottom). The corresponding plots of the markers in the (H, P / ) plane are reproduced in the central and right frames. especially in the late nonlinear phase. Note, however, that normalizing these two specific quantities to the number of particles belonging to the corresponding particle subset, the average instantaneously-resonant distortion rate per particle is much larger than that computed over the remaining resonant-particle subset (cf Fig. 29(a) ); the two groups yield values of the same order because the former is always much less numerous than the latter (Fig. 29(b) ).
It is also interesting to compare the time evolution of dP tot =dt (with P tot being the overall particle power transfer) with that of the density distortion rate. We find that ÀdP tot =dt is very well correlated with the instantaneously resonant particle rate (Fig. 30(a) ), but not as well with the full resonant particle rate (Fig. 30(a) ). This shows that the progressive reduction of the overall drive, along with the consequent mode saturation, is primarily caused by the flattening of the density profile of particles at the instantaneous peak of power transfer to the wave. This is consistent with the role played by the gradient of the distribution function and the resonant denominator in Eq. (35) , with the latter quantity selecting the instantaneously resonant phase-space region. The fact that the full resonant-particle distortion rate remains relatively large even after the saturation has been reached can be explained considering that the formation of phase space zonal structures [16] [17] [18] -i.e., the (n ¼ 0, m ¼ 0) structures made of particles captured by the resonance, with the definition introduced in Sec. V-proceeds because of the finite amplitude of the saturated mode; indeed, we have already observed in Sec. VII that particles strongly resonant in the nonlinear phase will undergo further radial excursion even after decreasing their wave-power transfer (Fig. 21(b) and Fig. 21(c) ).
IX. SATURATION MECHANISM: RADIAL DECOUPLING VS. RESONANCE DETUNING
The density flattening is a local phenomenon, with a radial extension limited by the phase space region characterized by bounded resonant particle trajectories. While the power transfer is reduced in the region where the density profile is flattened, it is preserved and possibly increased where the density gradient maintains a significant amplitude. FIG. 27 . Time evolution of the density distortion rate C, defined in Eq. (39), compared with that of C res and C nonres (as defined in the text). The totaldensity distortion is essentially due to resonant particles, the relevance of nonresonant ones being negligible.
FIG. 26. Fraction of particle population, corresponding to the test particle set adopted for case 1, belonging to different classes, according to the best drive performance reached during the mode evolution. No particles have negative best performance: this means that all the considered particles sometimes contribute to drive the mode. A large population fraction is confined in the very weak drive class 0 < b < 0.1. The fraction value falls down dramatically in the next class (0.1 < b < 0.2). Then, it continuously increases for the upper classes, until reaching a relatively large value (above 10%) for the upmost one (0.9 < b < 1).
FIG. 28. Density distortion rate for the "resonant" particles (C res , shown in Fig. 27 ), compared with the analogous quantities computed for the subsets of particles whose drive performance exceeds b ¼ 0.2 at the specific time considered ("instantaneously resonant" particles) or at earlier or later times ("other resonant" particles). Although the distortion rate computed for the instantaneously resonant particles is large, the analogous quantity related to the other resonant particles is not negligible at all, especially in the late nonlinear phase. This is the case of the region not yet involved by the density flattening, but also, and in a special way, of the largegradient zones that form on both sides of the flat-density region. Correspondingly, a splitting of the resonant structures is observed, as discussed in Sec. V and shown in Fig.  31 , where the radial profile of the power transfer is plotted for the same two times considered in Fig. 24 . Two contributions are computed separately, related to test particles having values of H around the ingoing and the outgoing structures, respectively. The linear-phase structure (the same for both groups of test particles) is also plotted for comparison, along with the actual density profile and the unperturbed one.
If the radial dependence of the power transfer rate (cf. the symbolic expression given in Eq. (35)) were due to the density gradient only, the resonant structure splitting would not be necessarily accompanied by a decrease of the effective drive nor by the consequent mode saturation. Correspondingly, the flattening/splitting process could proceed indefinitely, until linear instability of the underlying plasma equilibrium and energetic particle distribution function prevents it. On the contrary, for finite mode and/or resonance widths (smaller than the equilibrium density gradient width), the density flattening, whose radial extension increases with mode amplitude along with the wave-particle trapping region, subtracts a finite and increasing fraction FIG. 29 . Average distortion rate per particle (a) and relative numerosity (b), for the two subsets (instantaneously resonant particles and other resonant particles) considered in Fig. 28 . The distortion rate per particle is much higher for the instantaneously resonant particles. The two subsets give rise, as a whole, to comparable rates because such particles always represent a relatively small fraction of the whole resonant particle group.
FIG. 30.
Time derivative of the overall particle power transfer compared with the rate of density profile distortion for the instantaneously resonant particle set (a) and the full resonant particle set (b). from the effective drive. As soon as density flattening affects the whole region where wave-particle power transfer can take place, the drive vanishes, the mode saturation is reached and the splitting process itself stops. This is shown in Fig.  32 , where the radial position of the peaks of the separate resonant structures is reported versus time and compared with the radial profile of the linear power transfer and the time evolution of the mode growth rate.
Consistent with the definitions introduced in Sec. I, 4, 11, [16] [17] [18] 20 when the most stringent constraint over the radial width of the region where wave-particle power transfer can take place comes from the mode width, we dub the saturation mechanism radial decoupling, indicating that potentially resonant particles get decoupled from the radial mode structure. If such constraint comes from the resonance width, we refer to the mode saturation mechanism as resonance detuning.
The two different limits correspond to different scaling of the saturation field amplitude with the mode growth rate. 20, 37 This can be qualitatively understood on the basis of the following argument. The width of the density flattening region scales with A 1=2 (with A representing the field amplitude), since this is the scaling expected for the separatrix width of resonant particles trapped in the wave (with consequent density flattening) and untrapped particles. 54, 55 We can also assume, from Eq. (32) , that the resonance width scales as c, while the mode width is expected to exhibit a much weaker dependence on the mode growth rate (let us assume, for the sake of simplicity, no dependence at all). Thus, resonance detuning would yield saturation when the density flattening width matches the resonance width, or A $ c 2 ; [12] [13] [14] [28] [29] [30] while radial decoupling would require the matching with the mode width, or A $ c 020,37 (consistent with the fact that increasing the growth rate and, hence, the resonance width does not increase the mode capability of extracting power from the particles). Such scalings are based on a simplified picture of the saturation process, and they should be considered as qualitative behaviors; nevertheless, we can expect a weakening of the c dependence of the saturation amplitude as the transition from resonance detuning to radial decoupling takes place. More articulate saturation models, following the same qualitative arguments, are discussed in Ref. 20 and explain that, when the different length scales of radial mode structures become important in the wave-particle power exchange, the transition between A $ c 2 (vanishing drive) to A $ c 0 (strong drive) can go through A $ c p (2 < p < 4); 4, 20, 37 and not be necessarily characterized by a progressive weakening of the power scaling from p ¼ 2 to p ¼ 0.
In Sec. VI, we noted that in case 1 the mode width is of the same order or even narrower than the linear resonance width. In such a case, the two saturation mechanisms generally play equivalent roles, but we can expect that considering, for the same equilibrium, stronger modes (that is, larger growth rates and resonance widths) the prevalence of the radial decoupling mechanism becomes apparent. This is confirmed by Fig. 33 , which compares the results reported in Figs. 16(a) and 32 for the reference case with those obtained for a larger growth rate mode (xs A0 ' 0:289, cs A0 ' 0:021, saturation reached at t ' 760s A0 ). If resonance detuning were responsible for the limit imposed to the resonantstructure splitting, we should get a proportional increase of the maximum splitting. Instead, it is clear that splitting depends very weakly on the linear growth rate (and the linear resonance width). This can also be seen from Fig. 34 , where the maximum radial splitting is compared with the mode and resonance widths for different values of the growth rate. Consistently, we find that the saturation amplitude has a weaker c scaling than the quadratic dependence expected for dominant resonance detuning. This is shown in Fig. 35 , where the amplitude of the perturbed poloidal magnetic field is reported for different values of c/x.
We now explore the conditions under which resonance detuning is more relevant than radial decoupling as saturation mechanism. We have observed how in different cases, characterized by lower growth rates and/or higher shear (that is, stronger radial dependence of x res ) or larger mode width, the linear resonance is narrower than the mode. An example of this condition has been shown, for case 2, at the end of Sec. VI (Fig. 17) . In these cases, we have seen that the linear power transfer profile for a single-(M, C) test-particle set is limited by resonance (rather than mode) width, so that a multi-(M, C) approach can be required to properly represent the whole resonant particle population (characterized by an overall power transfer profile with mode-size width). Consistent with these results, Fig. 36 shows that, in such a situation, the linear resonance width also plays the main role in controlling the resonant-structure splitting for the single-(M, C) test-particle set. In fact, the mode width (represented, here, by the multi-C power transfer profile) would allow, by itself, for further splitting of the resonant structures. This is confirmed by the results plotted in Fig. 37 , which shows the width of the relevant regions versus the growth rate of the mode. Correspondingly, a stronger scaling of the saturation field amplitude with c/x is recovered, close to quadratic (cf. Fig. 38 ). The dispersion of the obtained values around the latter scaling is the natural consequence of the fact that, different from the ideal framework in which such scaling is obtained, the 3D system investigated by our simulations is anyway characterized by mode structures and plasma nonuniformities. 4 It is worthwhile noting, as discussed above in this Section, that shear-Alfv en fluctuations are generally characterized by "internal" length scales finer than the mode width 2,4,10,17 due to the properties of the shear Alfv en continuous spectrum. Thus, the effect of plasma non-uniformities and radial mode structures can become important even when the linear resonance width is a fraction of the mode width. 4, 16 Radial decoupling and resonance detuning may, thus, play comparable roles even in the saturation of relatively weak modes. 4, 20, 37 The investigation of these effects is, however, outside the scope of the present analysis.
The simple interpretation of a mode saturation reached because the density flattening reduces the drive in the whole region where the resonant particles can interact with the perturbed field could underestimate important aspects of the nonlinear mode-particle dynamics. In particular, radial decoupling could be contrasted (and the consequent saturation delayed, and reached at a higher field amplitude level) if the mode structure can evolve, nonlinearly, to adapt to the radial drift of the maximum density gradient and the resonant structure. 4, 32, 33, [37] [38] [39] [40] Resonance detuning, meanwhile, could lose effectiveness if mode structure and frequency modifications consistent with resonant particle nonlinear dynamics (phase-locking 4, 11, [16] [17] [18] [19] [20] [32] [33] [34] ) and/or perturbed field contributions to the poloidal and toroidal velocities of the particle (cf. Sec. VII) are able to keep jdH=dtj small, in spite of the distance between the linearresonance and the location where the power transfer is peaked because of the nonlinear evolution of phase space zonal structures. [16] [17] [18] FIG . 36. (a) splitting of the power transfer peaks (red) corresponding to a single-C test-particle set for case 2, compared with the radial profile of the linear power transfer for the same set (black) and a multi-C one (green). (b) linear resonance width. Saturation is reached at t ' 1230s A0 (indicated by a vertical continuous black line). Both the linear power transfer profile for the single-C test-particle set and the resonant-structure splitting are limited by resonance width. Fig. 34 , for case 2. In this case, the main role in determining mode saturation is played by the resonance detuning mechanism.
FIG. 37. Same as
FIG. 38. Amplitude of the perturbed poloidal magnetic field versus c/x for case 2. A stronger scaling than that obtained for case 1 is observed, close to the quadratic scaling (shown for comparison), expected for a purely resonance detuning saturation mechanism.
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In the first reference case considered in this paper (case 1), no significant frequency or mode structure modifications are observed in the nonlinear phase (cf. Fig. 39 with Fig.  2 ). Concerning the nonlinear contribution to the resonance condition, we have already noted (Fig. 23) that the nonlinear wave-particle power exchange is characterized by values of jdH=dtj much smaller than expected on the basis of the linear-phase relationship dH=dt ¼ x À x res ðrÞ, computed at the radial position of maximum power transfer. In other words, the nonlinear modifications of the resonance are significant and they correspond to an increased power transfer efficiency. We then expect that they contribute to postponing mode saturation, at least in the low growth rate limit, in which resonance detuning and radial decoupling play comparable roles. We can prove this by an a contrario argument. Let us introduce a model power transfer with radial profile approximated by the following expression:
with subscript 0 denoting quantities computed in the linear-phase. Comparing Eq. (40) with Eq. (35), it can be recognized that the model expression is obtained by neglecting all nonlinear physics except those due to resonant particle density gradient. That is, assuming prescribed mode structure (justified on the basis of the comparison between Fig. 2 and Fig. 39 ) as well as wave-particle resonance. Figure 40 compares the time evolution of the integrated wave-particle power transfer with the integrated power transfer corresponding to this model. We see that, although the model properly includes the density profile evolution, the actual nonlinear decrease of the integrated power transfer is slower than the predicted one. This suggests that nonlinear modifications of the resonance condition play an important role in the nonlinear mode evolution and saturation. With reference to case 2, we observe analogous features of the behaviour of the resonant denominator jdH=dtj in the nonlinear phase (cf. Fig. 41 ): its absolute value is kept much lower than expected from its linear-phase radial dependence (jx À x res ðrÞj), computed at the nonlinear radial position of the most destabilizing particles.
As to mode structure and frequency, no significant modification occurs until the first saturation is reached, at t ' 1225s A0 (cf. Fig. 3 ), as can be seen comparing Fig. 4 saturation, at t ¼ 1200s A0 ). Nevertheless, the first saturation is followed, in this case, by complex nonlinear oscillations. Different from case 1, the mode adjusts both its radial localization and frequency in order to maximize resonant wave-particle power exchange, typical of EPM nonlinear evolution. 4, 10, 17, 32, 33 The detailed investigation of this further nonlinear evolution, however is beyond the scope of the present work and will be the subject of a separate paper.
X. CONCLUSIONS
In this paper, the nonlinear evolution of shear-Alfv en modes, driven unstable by energetic ions in Tokamak magnetic equilibria, has been investigated by looking at the dynamics of a test particle population in the electromagnetic fields computed by self-consistent HMGC hybrid MHDparticle simulations. The test particle set has been selected by fixing the values of two constants of the perturbed motion: namely, the magnetic momentum M and the quantity C ¼ xP / À nE; the latter quantity is a constant of motion, provided that the perturbed field is characterized by a single toroidal mode number n and a constant frequency x. Two different case have been analyzed: a n ¼ 6 TAE, in a low shear, large aspect ratio, circular magnetic surface equilibrium; and a weakly unstable n ¼ 2 EPM, in a stronger magnetic shear equilibrium. These reference cases have been selected to illustrate the roles of resonance detuning vs. radial decoupling in nonlinear mode dynamics and saturation, as well as energetic particle transport. In particular, the fact that the TAE case is dominated by radial decoupling and the weak EPM case by resonance detuning shows that, depending on mode growth rate and plasma equilibrium nonuniformity, nonlinear dynamics may be different from that expected on the basis of the theoretical paradigms (bump-on-tail and, respectively, fishbone paradigms) currently adopted in the investigation of Alfv en wave-energetic particle interactions.
Hamiltonian mapping techniques have been used to examine the evolution of resonant phase-space structures and its connection with the mode saturation. In particular, representing each test particle by a marker in the (H, P / ) space, with coordinates computed, for each particle, at the equatorial-plane crossing times, the universal structure of resonant particle phase space near an isolated resonance can be recovered and illustrated, with bounded orbits and untrapped trajectories divided by the instantaneous separatrix in the time-evolving mode structure. Furthermore, the present numerical simulation results allow us to demonstrate that, in general, the characteristic time of phase space zonal structures evolution is the same as the nonlinear time of the underlying fluctuations. That is, wave-particle nonlinear dynamics in nonuniform plasmas are generally non-adiabatic.
Bounded orbits correspond to particles captured in the potential well of the Alfv en wave and give rise to a net outward particle flux. Such flux produces a flattening (and eventually gradient inversion) of the radial profile of the resonant energetic particle density in a region around the linear resonance peak. A detailed analysis shows that there is a strong correlation between the decreasing rate of power transfer to the fluctuation by resonant energetic particles and the distortion of the density profile of the instantaneously resonant particles. This fact can be easily understood considering that flattening and/or inversion of the gradients of the distribution function in the instantaneously resonant phase-space region causes the subtraction of phase-space portions to the drive; thus, drive decrease is associated to the widening of the no longer destabilizing region. Saturation is reached when the subtracted phase-space portion, whose radial width increases with the mode amplitude, covers the whole potentially resonant region. Such a correlation disappears if we look at the overall density-profile distortion, as the latter involves also particles that are no longer resonant, simply because of the finite mode amplitude, and proceeds even after the power transfer has been strongly reduced and saturation has been reached.
The two different cases examined in this paper correspond to different characteristics of the potentially resonant region, depending on the relative size of finite interaction length of resonant particles and characteristic length scale of perpendicular mode structures. In the low shear case, this region is radially limited by the mode width more than the wave-particle resonance width (especially for relatively large growth rates). In the larger shear case, the region is limited by the resonance width. We refer to the former situation as to radial decoupling saturation mechanism; to the latter, as to resonance detuning. As the resonance width has typically a stronger dependence on the mode growth rate than the mode width, the mode amplitude at saturation exhibits a stronger growth rate dependence in the resonance detuning than in the radial decoupling regime. This is confirmed by the scalings of the mode amplitude at saturation obtained in the two considered cases.
The present work consists of a series of carefully diagnosed numerical simulation experiments set up to isolate and illustrate the fundamental physics processes underlying the nonlinear dynamics of Alfv enic modes resonantly excited by a sparse supra-thermal particle population in tokamak plasmas; and of the ensuing energetic particle transports. Further to the saturation processes, several other phenomena, which are undoubtedly of interest for the physics involved and have possible practical impacts on energetic particle confinement studies in fusion plasmas, have been enlightened by the present investigation. In particular, we have demonstrated that, in addition to nonlinear radial energetic particle excursions, nonlinear particle motions in poloidal and toroidal direction are crucial for properly describing the nonlinear resonance condition. This effect clearly impacts on resonance detuning. Further investigation and ad hoc numerical simulation experiments in the spirit adopted in the present work will be devoted to a deep analysis of richer nonlinear dynamics, observed in case 2 but not examined in the present paper, related to the capability of the mode to adjust its spatial and frequency structure, after the first saturation has been reached, in such a way to maintain the power extraction from energetic particles. 
