is a subgroup of S called the symmetry group of f. n Quite surprisingly, symmetry groups of functions has received some attention only recently in connection with applications in computer science on one hand, and universal algebra on the other hand. Symmetry groups of boolean functions appear naturally in the study of parallel complexity of Ž w x w x. formal languages for details and further references see 6 ; cf. also 5 . More precise knowledge on symmetry groups of algebraic operations is Ž needed in investigation of sizes of clones and free spectra of algebras see, w x . Ž e.g., 7, 11, 20 . It seems that symmetries of functions especially those of . boolean functions are worthy of study not only from a purely algebraic or combinatorial point of view, but as well as a tool to provide possibly new insight into the permutation group theory.
In this paper we deal with the symmetry groups of boolean functions, . boolean function f s f x , x , . . . , x will be called representable by a 1 2 n k-¨alued boolean function, or briefly, k-representable. A group G is said to be representable if it is k-representable for some k G 2. The main question we are interested in is which subgroups of S are representable by boolean n Ž w x functions, i.e., 2-representable in 6 such groups were called strongly . representable .
Generally, it is not difficult to see that every abstract group is isomor-Ž w x . phic to some representable group cf. 6, Theorem 11 . What we need Ž however what is needed in problems in computer science and universal . algebra mentioned above is an answer to the following more concrete problem: Given n ) 1, what groups are representable by functions in n variables?
In Section 2 we recall basic facts to use later in the proofs and show a counterexample to the last statement in the representation theorem forw x mulated by Clote and Kranakis. In 6, Theorem 13 they claim that every representable subgroup of S is 2-representable. Yet, the proof contains a n Ž . gap. On page 572, in line 3 from the bottom, the claim that S g is Ž . properly contained in S h has no ground. It seems that the authors have Ž . Ž . just overlooked the possibility that while S g must be different from S h , it does not need to be contained in the latter at all. This possibility makes the problem here, in fact, much more complicated than it would seem at first sight. After finding the gap I was convinced that the theorem is simply false. Yet, for a long time I could not find any counterexample. Finally, I have discovered this quite surprising example: The subgroup D of S of 4 even symmetries of the square is 3-representable, but not 2-representable Ž . Theorem 2. 3 . This example is surprising not only because it is so simple, but also because it seems quite exceptional. I did not succeed in generalizing it in any way. Moreover, so far, I found no other example like this; all other permutation groups I have checked are 2-representable or not representable at all. The next sections are devoted to investigating this very problem. Ž Here, it turns out that the problem in question and probably many . similar problems in permutation groups requires a quite new approach. Representability and k-representability are properties that are invariant under isomorphism of permutation groups, but not under isomorphism of abstract groups. Therefore, it seems, that the most advanced parts of finite permutation group theory, like the O'Nan᎐Scott theorem for finite primi-Ž w x. tive permutation groups see, e.g., 12, 4 will have rather little application here. Also more related to this question, the study of the abstract group of w x automorphisms 2, 21 , the study of permutation groups through invariant w x w x relations 14, 19 , the theory of V-rings 10, 13 , or the classifications of w x boolean functions 9 seem to have no tools that would be suitable for our question.
In this situation, we check first the simplest classes of permutation groups and then try to make a transition to more complex classes. A natural attempt is, of course, trying to reduce our problem to transitive and, if possible, to primitive permutation groups. Yet, at this point, it turns out that ''reduction results'' considered and used so far, while satisfactory from the abstract group point of view, are useless for us, since they involve loss of information about how the permutation groups involved act, which Ž w x is the most essential for our purpose see 8, p. 63; 18, p. 13 ; also cf. w x . remarks about transitive constituents in 4, p. 3 . Also the chapter on w x constructions of permutation groups in 14 mentions no other construction but those used in the abstract group theory.
Therefore, in Section 4 we define suitable construction and formulate necessary reduction results. Among them we distinguish the most natural and transparent constructions and show that the class of 2-representable groups is closed on them. More generally, we show that no new representable group, which is not 2-representable may be constructed using these natural constructions and ''known'' permutation groups. The only exception is the construction that shows how the above mentioned group D is built up from smaller groups: this construction preserves 2-representability except for the case of D itself. This shows that D is indeed exceptional.
An intriguing question whether there are other examples of representable but not 2-representable groups remains open. We conjecture that there are k q 1-representable permutation groups that are not k-representable for all k G 2, since both in our research and analyzing the Clote᎐Kranakis proof we found no indication that this may fail to hold. Other open questions are suggested at the end of the paper.
w x In Section 6 we show how two other important results from 6 which depended on the last statement of their representation theorem can be suitably mended, and give a new, simpler proof of one of them. We suggest also an application of our results to finding subgroups of a given permutation group. w x Our terminology agrees generally with that of 18 . The main difference that should be observed by the reader is that in this paper we read products of permutations from right to left. Two permutation groups isomorphic as permutation groups are considered, basically, as identical. In particular, we are interested in representatives of conjugate classes of Ž subgroups of S rather than in particular groups as those representing n . really different kinds of symmetry on n-element objects . Consequently, the set V of elements being permuted is always identified with V s Ä 4 1, 2, . . . , n , unless otherwise stated. The symmetric and alternating groups on V are denoted simply by S and A . The identity permutation in S is n n n denoted just by 1, if no confusion can arise.
For specific boolean n-tuples we adopt the convention to write them as Ž .
i i strings of 0's and 1's without commas . In this notation, 0 and 1 denote i consecutive 0's or 1's, respectively, and round brackets are used to denote orbits or blocks.
BASIC FACTS
We start from an observation, which we shall use later, that the family of permutation groups representable by boolean functions contains, in particular, all automorphism groups of graphs. define an n-ary boolean function f by putting f s 1 for those n-tuples that represent edges in E, and f s 0, otherwise. It is clear that permutations leaving f invariant are precisely the automorphisms of graph D. Hence, the first claim. The second claim follows now immediately from the well-known fact that every abstract group is isomorphic to the automorphism group of a Ž w x. graph see, e.g., 21 .
The theorem above does not hold for directed graphs. For instance, Ž . groups C generated by a cycle s 1, 2, . . . , n for n s 3, 4, 5 are examn n ples of automorphism groups of directed graphs that, as we will see later, are not k-representable for any k.
To check whether a group G : S is representable we have to check n n Ž . first how G acts on the set 2 of arguments of an n-ary boolean function . The natural action here is given by
The basic role in this study plays the set of orbits Similarly, the next orbit shows that 1, 3 , 2, 4 is a block system. It follows that P contains no transposition, and now it is easy to see that P s D. 
Ž .
Suppose, in turn, that D s S h for some two-valued boolean
CONSTRUCTING PERMUTATION GROUPS
Searching for another example like that in Theorem 2.3, we first observe that the most common classes of permutation groups are representable by 2-valued boolean functions. The following observations are due to P. Clote w x and E. Kranakis 6, Sect. 4 . For all n G 2 we have: 
Ž .
² : 5 Cycle group. C s , where is the cyclic permutation above.
n n n C is representable by a boolean function for n / 3, 4, 5. To see it, it is n enough to modify the function f representing the dihedral group above in such a way that reflection no longer leaves f invariant. For example, put f s 1 for all n-tuples representing the edges of C n , and in addition, for all n-tuples x , where x s 11010 ny 4 and g C . Otherwise, put f s 0.
It is important to note that C for n s 3, 4, 5 are not representable at n all, neither by a boolean function, nor by a k-valued boolean function for any k. Indeed, for n s 3 we have C s A , and for n s 4, 5 it is easy to
Now we would like to show that other, more complex permutation groups constructed from those considered so far are also representable by boolean functions. Of course, we are interested only in constructions whose ingredients and results are permutation groups acting on concrete sets.
The simplest and most natural from this point of view is a direct product of two permutations groups G : S and H : S acting on disjoint sets.
n m
We denote it just by G = H, since no abstract form of direct product is considered here. The set G = H acts on is usually identified with Ä 4Ž Ä 4 1, 2, . . . , n q m i.e., S is assumed to act on n q 1, . . 
At first, if z s xy and z s x y for some x g 2 n , y g 2 m , and g G,
Ž . To prove the converse inclusion we first note that S f : S = S . Indeed, it follows easily from the fact that f u s r for u s 1 0 , and Ž . f z -r for every z / u with 1 occurring precisely n times in z. This is so, because the only case in the definition of f, apart from the last one, when z may have precisely n 1's is the second one, while the values of are 2 less than r.
Theorem 3.1 shows that we cannot expect to find a new representable group which is not 2-representable using the operation of direct product: neither starting from 2-representable groups, nor using nonrepresentable groups. Instead, the second part of this theorem shows how to produce new nonrepresentable groups: every direct product having a nonrepresentable factor is such a one.
In many cases, the bound r 2 y r G k in Theorem 3.1 can be improved by one. In particular, using similar arguments as those in Theorem 3.1 one can prove that the class of all 2-representable groups together with the 3-representable group D from Theorem 2.3 is closed under the operation of direct product, so even using D as a factor of direct product we cannot expect to produce another such a group.
INTRANSITIVE PRODUCT
We would like to get a result stronger than Theorem 3.1, which would allow us to restrict our search to transitive groups. To this end we need a full description of how intransitive groups are constructed from transitive ones.
From the abstract group theory point of view, a sufficient information is that an intransitive permutation group is a subdirect product of its transitive constituents. We need to have a full description how the action of the resulting group is composed from the actions of components.
Let G , H : S and G , H : S be permutation groups such that H permutation induced in G by . 2 The intransitive product is a good tool to construct further nonrepresentable groups. 
We have used here a simple fact that if H is a normal subgroup of G,
Ž . 1 2 parts of the definition it follows, as in the proof of Theorem 4.3 , that Ž . S h : G = G . 1 2 To complete the definition of h we consider the orbits of G and G in ŽBecause of the symmetry we can make the restriction i F nr2 and u v jF mr2 , which again makes room for some improvement on the rank of u v .
In the last step for every
A, B g O H , 1 F i F nr2 , we put u v i Ž . h ABs 1 whenever A s B, and h s 0
representability.
To conclude this section, note that the three special cases we dealt with covered most of the constructions of intransitive permutation groups from the transitive constituents we were able to visualize. The reader may check that it is not easy to give an example not covered by these cases.
IMPRIMITIVE PRODUCT
In this section we investigate from the same point of view the reduction of imprimitive groups to primitive ones. w x The well-known reduction result in this case 18, Proposition 7.2, p. 13 is far from being satisfactory for us. I have found nowhere the following details of this reduction, even in an implicit form. Ž . Let X be an mn-element set m, n ) 0 . In this section, it will be convenient to denote the elements of X as those of the m = n-matrix,
We will refer to m rows and n columns of the corresponding matrix w i x Ž . X s a and identify S s S X . Ž w x and S acts on the column indices. In 14, p. 66 the first factor is referred n to as acti¨e, and the second one as passi¨e; note that many authors write . these factors in the reverse way. It is easy to observe that W s X X , X R C C Ä 4 is normal in W, and X l X s 1 . In particular, W is a semidirect C R product of X and X with respect to the action X on X induced by
Ž w x . conjugation cf. 14, p. 66; 8, p. 88 .
Every imprimitive permutation group on X for which the rows of X form a system of imprimitivity is a subgroup of W. The details are the following.
Let a group G be a subsemigroup of a semigroup S. Then a function of G into S will be called a semihomomorphism if
for all , g G. We use this notion in a special case when S is the semigroup of all subsets of the wreath product W, and is a function of a subgroup G of X into a set of left cosets of a subgroup of X . The group P in the theorem above will be called the imprimiti¨e product of G by H with respect to semihomomorphism and will be denoted by P s G X X H. The group G will be usually identified with the corresponding subgroup of S acting on row indicies, while H : X will be 
Ž . tions g X for which there is g X such that g P. By we R C denote the set of all permutations with this property. Then is a semihomomorphism of G into the set X rH of all the left cosets of H in X and
Proof. First we prove that is a function into X rH. To this end C Ž . suppose that g with g G. In particular, g X and g P. C 
Ž .
Then g P for every g H. Hence, = H. To prove the equal-Ž . ity, suppose, in addition, that g , that is, g X and g P. Then
Ž .Ž . g P, and consequently, g P. It follows that g P l X C s H, and hence g H, as required. Ž . We show that for all , g G the condition s proper, thus showing that is an semihomomorphism and completing the proof.
It is usually not easy to find and visualise an imprimitive product with a nontrivial semihomomorphism. A relatively easy example is the imprimitive product D X X C Ž4. of dihedral group D : S permuting rows by 4 2 4 4 the parallel power H s C Ž4. : S with the semihomomorphism gener-
We leave the reader to check that this definition is correct and D X X is a subgroup of C 4 , nor is a homomorphism. 2 The simplest case of imprimitive product arises when is a constant function of G : X whose only value is a subgroup H : X . It is easy to R C see that such a function is a semihomomorphism if and only if G is Ž . contained entirely in the normalizer N H of H in the wreath product W s X X . Indeed, from the condition defining semihomomorphism, for R C ,gG, we get H s y1 H H, and consequently, H = y1 H , as required.
Identifying G with a subgroup of S , and H with a subgroup of S m we m n Ž . see that the condition with the normalizer N H formulated above is trivially satisfied in two cases: when H s K m or H s K Ž m. . In the first case, G X X H is a usual wreath product G X K. In the second case, we call G X X H the parallel wreath product and denote it briefly G X X K. ŽNote that G X X K acts on X just like the direct product G = K with G w x. permuting rows and K permuting whole columns; cf. 14, p. 64 .
Generally, a similar result to that for intransitive products holds.
x For the usual wreath product it was observed in 6, Theorem 15 1 .
Proof.
Suppose that H is not representable. Then, there is f H Ž . preserving orbits of O H . It follows that, in particular, g X . Hence, by
On the other hand, even if G is not representable, G X X H may be representable. An easy example to check is C X S . For special cases 3 3 distinguished above the following holds. 
Ž . Ž .
Proof. Let G s S g and H s S h , where g, h are k-valued boolean functions. We may assume that m, n ) 1. A k-valued boolean function f Ž . such that S f s G X H is constructed as follows. Let x s x x . . . x g 2 m n with x g 2 n for all 1 F i F m.
2 m i
If x s 1 n for some 1 F j F n and x s 0 n for i / j, then we put One sees easily that for larger m, n there is room in our proof for improvements like those in Theorem 3.1. In contrast, for m s n s 2 it turned out to be too little room for our argument. Our result shows that the group D is indeed exceptional from the point of view of representability by boolean functions. It is the only permutation group that can be obtained by natural and simple construction from known groups, that is representable, but is not 2-representable.
As in Section 4 we have also a result concerning imprimitive products with nontrivial semihomomorphism. This concerns a case of the following generalization of the parallel wreath product. 
Ž .

GXXH
will be called the general parallel wreath product with respect to homomorphism and denoted briefly G X X H. Note that Ž G X X H is a subgroup of G X X S all of whose elements with n
R n w x We note that the construction of metacirculant graphs in 1 is based on permutation groups which are general parallel wreath products of cycle groups. The following result applies, in particular, for such groups, and more generally, for all general parallel wreath products with the first factor being a semiregular permutation group. pro¨ided it is different from D s S X X S . 2 2 Proof. As in the proof of the previous theorem, we assume that Ž . Ž . G s S g and H s S h , where g and h are k-valued boolean function, and m, n ) 1. For simplicity we assume also that a s 1. A k-valued Ž . boolean function f such that S f s G X X H is defined as follows.
We start from the function f constructed as in the proof of Theorem 5. Ž . Ž . f y s f y s f y , which is a contradiction proving that f is welldefined.
Ž . Now, it is easy to see that G X X H : S f . To prove the equality, h x , we infer that g H , and consequently, g H , a contradic-1 0 tion.
APPLICATIONS
As the first application of our approach we give a new proof of the w x algebraic result contained in Theorem 17 from 6 . w x Let G s be a permutation group generated by a single permutation . Let s . . . be a decomposition of into k disjoint cycles of 
Ž .
i j w x The proof given in 6 is long and tedious. Moreover, most of it Ž . including the most complicated case is left to the reader. We give a simpler and more transparent proof based on one of our reduction theorems and on applying connection with the automorphism groups of graphs.
Ž w x. w x THEOREM 6.1 P. Clote . Suppose
. that G acts on the set V s 1, 2, . . . , 3k i.e., s 3i q 1, 3i q 2, 3i q 3 i Ž . and k G 2. We consider graph P s V, E , consisting of k circulants 3i q 2, 3i q 3 , i s 0, 1, . . . , k y 1 here, we adopt the con-. vention to denote circulant graphs as the corresponding cycles joined by Ž Ž . . Ž additional edges 3i q j, 3 i q 1 q j for all i -k y 1 and j s 1, 2, 3 see Ž .. Ž . Fig. 1 a . Clearly, the automorphism group A P of P contains G. From Ž . Ž . Theorem 2.1 we know that A P s S f for some boolean function f : 3 k Ž . 2 ª 2, and from the proof of this theorem we know that f x s 0, whenever the number of occurrences of 1 in x is other than two. We Ž . modify f to exclude some permutations from S f and obtain G. First, we Ž . G s C Ž k . are 2-representable for all k G 2. 5 one of the form considered above, and hence G is 2-representable, or else there is a cycle of length other than 3, 4, 5 and a permutation on the remaining elements such that s and itself generates a group that is 2-representable by induction hypothesis. In the latter case, by Theorem 4.1, G is an intransitive product of cyclic groups generated by and , Ž . respectively divided by certain subgroups . Using Theorem 4.4 we conclude that G is 2-representable, which completes the proof.
The theorem above shows that minimal subgroups of S are all 2-n w x w x representable. Using a result of 3 , in 6, Theorem 14 it was proved also Ž . that with known exceptions which are not representable maximal groups in S are also 2-representable. Since both the formulation of this result FIG. 2 . All conjugacy types of subgroups of S . 5 
Ž
. classification of subgroups of S see Fig. 2 . While it is a rather tedious 5 Ž task to make up such a list oneself checking that no conjugacy type is . Ž omitted , combining our results with a list of primitive groups like, e.g., w x. that in 17 yields Fig. 2 almost immediately .
In Fig. 2 a line going upward from a type X to a type Y means that every group of conjugacy type Y contains a subgroup of conjugacy type X. In notation we apply the convention to ignore the S factor in intransitive 1 products. In such a way, analogous diagrams for S , S , and S may be 4 3 2 shown here as subdiagrams. Primitive groups are indicated by filled circles. To see how useful our results are the reader may wish to draw the analogous diagrams for S and S . 6 7 Using our results it is not difficult to check that the only nonrepre-Ž . sentable groups here, apart from A and C for n ) 2, are AGL 5 , S X X S , which is 3-representable. 2 2 
PROBLEMS
The first natural question to ask is whether there are other representable permutation groups that are not 2-representable, and if so, whether such groups are rather exceptional or there are many of them. Ž . Note, that if the latter is true as we conjecture , then k-representability could serve as a certain measure of complexity of a permutation group.
On the other hand, our approach opens a new area of research that, as we believe, may be quite fruitful. Other natural special cases of intransitive and imprimitive products should be considered. Similar questions as those considered here for symmetry groups of boolean functions should be asked for automorphism groups of graphs and other structures representing permutation groups. w x For example, my student W. Peisert 15 shows that the question whether the direct product of permutation groups representable as auto-Ž . morphism groups of graphs is also representable in such a way leads to nontrivial and interesting questions concerning self-complementary graphs.
It would also be interesting to consider the structure of finite classical groups from this point of view. A specific question is whether something can be said about representability of these groups by boolean functions. The same questions may be even more interesting when considered for the family of regular permutation groups. Generally, more links with classical theory are certainly a direction worth pursuing.
