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Abstract
This thesis presents a theoretical investigation of exciton polaritons in strongly-
coupled exciton-photon microcavity systems. Two dierent systems, a coupled quan-
tum well (CQW) embedded in a planar microcavity and a quantum dot (QD) in-
side a micropillar cavity, are studied using suitable theoretical models. The exciton-
polariton states are calculated and their optical properties are investigated in detail,
showing a good agreement with experimental observations.
For a CQW structure, the excitonic states in the presence of the electric eld
applied in the growth direction are calculated by solving the Schrodinger equation
in real space. The eld dependence of exciton transition energy, binding energy,
oscillator strength, lifetime and absorption are studied. The exciton ground state
experiences a crossover from direct to indirect state at low electric eld. A single
state-basis calculation in which only the electron and hole ground states are taken
into account is also made and compared with the full accurate calculation model.
The polariton eect in a microcavity-embedded CQW is investigated based on
a microscopic theory. The light-matter interaction is treated by solving coupled ma-
terial and Maxwell's equations. The reectivity and absorption spectra are calculated
for dierent detunings using the scattering matrix method. When a cavity mode is
tuned to an exciton mode (zero detuning), an anticrossing of two polariton modes is
observed, showing that the system is in the strong coupling regime. In addition, the
fractions of direct exciton, indirect exciton and cavity mode contributed to the polari-
ton states are calculated using the microscopic theory. The resulting polariton state
with comparable contribution of all three components called dipolariton is observed.
viii
Finally, the dynamics of the strongly-coupled exciton-cavity system in the QD-
micropillar system is studied using the four wave mixing (FWM) theory applied to
the Jaynes-Cummings model. Spectrally resolved and time-resolved FWM signals are
calculated for dierent temperatures. The temperature plays the role of the parame-
ter controlling the detuning. The beat periods of the rst and second rungs of the JC
ladder are also investigated, showing that the second rung has a
p
2 shorter period
compared to the beat period of the rst rung. To reveal the coherent coupling between
two distant QDs, the FWM signals are Fourier-transformed into a two-dimensional
frequency domain. It is found that the o-diagonal components in these 2D spectra
are nonzero, demonstrating the coherent coupling between isolated QDs. In addi-
tion, the phase correction method is developed. This procedure is neccessary for a
comparison with the experiment which has random phases for dierent detunings.
A quantitative agreement between the prediction and measurement is achieved and
demonstrated.
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Chapter 1
Introduction
An exciton is a combined state of electron in the conduction band and hole in the
valence band bound via the Coulomb interaction. Excitons in bulk semiconductors
can move freely in all directions, while excitons in nanostructures are conned in one
direction (quantum well), two directions (quantum wire) or three directions (quantum
dot), due to the discontinuity of the band structure. Excitons in a quantum well
(QW) are an attractive system for investigation due to their potential applications in
electro-optic and optoelectronic devices. Their electronic and optical properties have
been studied both experimentally and theoretically in the past decade. In particular,
an indirect exciton - a bound state of the electron and hole residing in dierent QW
layers - exists in couple quantum well (CQW) structures in the presence of the electric
eld perpendicular to the QW layer. A large spatial separation between electron and
hole gives rise to a long radiative lifetime of the indirect exciton [1{5].
When a conned structure is embedded into a microcavity, the coupling be-
tween an exciton in the conned structure and the electromagnetic eld in a cavity
leads to a formation of a quasiparticle called a microcavity polariton. This research
eld is known as cavity quantum electrodynamics (cQED). A photon in a cavity is
absorbed by an exciton and the exciton then re-emits a photon into a cavity. The en-
ergy exchange between exciton and photon takes place until the photon leaks out from
the cavity or the exciton decays through other nonradiative channels. Theoretically,
the resulting polariton eigenenergies and eigenstates are obtained by diagonalizing
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the Hamiltonian. The eigenenergies are dierent from those of the bare exciton and
photon modes and are split into upper and lower polariton branches. In the strong
coupling regime, the anticrossing between the resulting polariton states is observed
at the resonance. This energy splitting is called the vacuum Rabi splitting. The
strong coupling phenomenon was initially predicted in bulk semiconductors by J.
Hopeld [6{8] and is also observed later in atomic systems by Y. Kaluzny [9]. The
progress in fabrication and theoretical study of microcavity polaritons is extremely
rapid since that rst observation [10{14]. The rst evidence of the strong coupling in
a semiconductor microcavity was reported by C. Weisbuch et al [15].
The strong coupling regime is also achieved in QD-microcavity systems. These
structures have been widely investigated because of their potential applications in
quantum information devices such as a quantum computer in which quantum bits
(qubits) with the quantum states (j0i or j1i) can be used to store the information.
Experiments were performed in QED circuits in which microwave photons are cou-
pled to the superconducting qubits [16, 17]. To achieve the strong coupling in QD
microcavities, a cavity with high quality factor (Q-factor) and small photon mode
volume is required [18{21]. There are many designs used in experiments in order to
study the light-matter strong-coupling such as semiconductor micropillars [22, 23],
microdisks [18] or photonic crystals [19, 20]. Dierent structures are suitable for
dierent applications.
This thesis presents a theoretical investigation of exciton polaritons in semicon-
ductor microcavities. We concentrate on two dierent structures: a CQW embedded
in planar microcavity and QD-micropillar system. For the CQW-microcavity sys-
tem, the excitonic states and their optical properties are calculated by solving the
Schrodinger equation for an exciton. The polariton eect is included within the frame-
work of the microscopic theory. The reectivity and absorption spectra of polariton
states are studied using the scattering matrix method. The contributions of exciton
and photon components to the polariton states are also investigated. In addition,
the calculated result is compared to the experimental observation. In the case of
QD-microcavity system, the exciton-photon interaction is studied applying the four
wave mixing (FWM) theory to the Jaynes-Cummings (JC) and Tavis-Cummings (TC)
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models. The spectrally and time-resolved FWM signals are calculated for dierent
temperatures. In addition, the two-dimensional (2D) frequency domain representa-
tion is considered in order to study the coherent coupling of isolated QDs. The phase
correction is developed in order to compare the prediction with the experiment.
1.1 Overview
In the rst chapter, the background information for the work presented in
the remainder of the thesis is provided. A brief discussion about an exciton in bulk
semiconductors and nanostructures is presented. The exciton-photon interaction in
semiconductor microcavities is introduced.
Chapter two entitled \Quantum well excitons" is a theoretical study of ex-
citonic states in CQW structures in the presence of an electric eld. The optical
properties of excitons are calculated as function of the electric eld, demonstrating
the direct-indirect transition of the exciton ground state. The calculated results show
a quantitative agreement with the PL measurement [24].
Chapter three entitled \Quantum well polaritons" presents the calculation of
polariton states in the same CQWs now embedded in a semiconductor microcavity.
The exciton-photon interaction is treated by solving coupled material and Maxwell's
equations. The complex dielectric constant, reectivity and absorption spectra are
calculated for dierent incident angles of light. The exciton and photon contribution
to the polariton is also studied.
Chapter four entitled \Polariton in a quantum dot-microcavity system" is de-
voted to the interaction of a QD exciton with a photon in a micropillar cavity. The
dynamics is described by using the JC model for a single-QD system and Tavis-
Cummings model for a multiple-QD system. The optical nonlinearities are investi-
gated in such systems. The basic concept of the FWM theory used is also explained.
The coherent coupling of isolated QDs is demonstrated using the two-dimensional
Fourier transforming. Theoretical results are compared to the experimental data
by performing the phase correction to the two-dimensional FWM signal. The main
conclusions and future prospects are outlined in Chapter ve.
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Figure 1.1: Schematic diagram of (a) Wannier-Mott and (b) Frenkel excitons.
1.2 Excitons in bulk semiconductors
In a semiconductor, an absorbed photon can promote an electron from the
valence band into the conduction band leaving a positively charged hole in the valence
band. The electron in the conduction band and a hole in the valence band are then
bound together due to the Coulomb interaction. This bound e-h pair is called an
exciton. An exciton is electrically neutral and unstable, as electron and hole can
eventually recombine. There are two dierent types of exciton: (i) Wannier-Mott
and (ii) Frenkel excitons as shown in Fig. 1.1. The Wannier-Mott excitons are weakly
bound and usually observed in semiconductors. The attraction between electrons and
holes is weak, so that the e-h separation is much larger than the inter atomic spacing.
By contrast, the Frenkel excitons have a much smaller radius in comparison with the
size of the unit cell. The e-h pair is tightly bound and it is associated with a few
atoms. The Frenkel excitons are typically found in molecular crystals.
In this study, we consider Wannier-Mott excitons in semiconductor structures
only. Therefore, it is sucient to treat the electron and hole in the eective mass
approximation. The Hamiltonian for the e-h pair is then given by
H^ =  h
2r2e
2me
  h
2r2h
2mh
  e
2
b jre   rhj + Eg ; (1.1)
where h is the reduced Plank constant, e is the electric charge, me(h) is the electron
(hole) eective mass, re(h) is the spatial coordinate for electron (hole), b is the dielec-
tric constant of the material and Eg is the band gap of the material. The rst two
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terms represent the kinetic energy of electron and hole respectively, while the third
term is the Coulomb attraction between electron and hole. To simplify Eq.(1.1), we
make a coordinate transformation, going to the centre of mass coordinate,
R =
mere +mhrh
me +mh
; (1.2)
and the relative coordinate,
r = re   rh : (1.3)
The Hamiltonian in Eq.(1.1) can then be rewritten as
H^ =  h
2r2R
2MX
  h
2r2r
2
  e
2
br
+ Eg ; (1.4)
where MX = me +mh is the total mass,  =

1
me
+ 1
mh
 1
is the reduced mass and
r = jrj. Due to the form of Eq. (1.4), we can separate the variables as: (i) the free
motion of the centre of mass and (ii) the relative motion. As a result, the exciton
wave function is factorised as
(r;R) = eiKR	(r) ; (1.5)
where 	(r) is a hydrogen-like wave function and K is the exciton wave vector of the
center of mass motion.
1.3 Excitons in nanostructures
1.3.1 Quantum wells
A single quantum well (SQW) semiconductor structure typically consists of a
thin semiconductor layer sandwiched between much thicker layers of a wider energy
gap semiconductor. The band diagram is demonstrated in Fig. 1.2. Due to the dis-
continuity of the conduction and valence bands, the electrons and holes are conned
in the QW layer. The thickness of the QW layer must be comparable to or smaller
than the exciton Bohr radius, in order to observe the quantum connement eects.
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Figure 1.2: Energy band diagram of a single quantum well structure consisting of a
QW layer surrounded by two thick barriers.
This is called a one-dimensional (1D) connement because the electron and hole are
conned in one direction (growth direction: z axis) and free to move in two other
directions (x-y plane). As a result, only the in-plane wavevector kjj is conserved due
to the breaking of translational symmetry along z direction and the electron and hole
energies are quantized along the growth direction. These discrete energy levels also
shown in Fig. 1.2 give rise to continuous bands due to the electron and hole motion
in the x-y plane, often called subbands. The exciton wave function in a SQW then
takes the form
(re; rh) = e
ikjjRjj	(ze; zh; ) ; (1.6)
where  is the in-plane coordinate. The exciton wave function can be factorised as
	(ze; zh; ) = 'e(ze)'h(zh)(), which is an approximation in which the higher states
are neglected due to a large energy separation between the levels. The z-components
'e(ze); 'h(zh) are determined by solving the Schrodinger equation with a 1D square-
well conning potential V (z) for the electron (hole)
  h
2
2me(h)
d2'e(h)
dz2
+ Ve(h)(z) = E
e(h)'e(h)(z) ; (1.7)
where me(h) is the electron (heavy hole) eective mass and E
e(h) is the electron (hole)
eigenenergy. The hole eective mass is an anisotropic and can be approximated using
16
Kohn-Luttinger parameters. Below is the example of the wave function in square-well
potentials: innite and nite potential wells, in the absence of electric eld.
Innite potential wells
Consider a QW in which the potential is zero inside the well and innite elsewhere, so
that there is no probability for carriers to tunnel out of the well. The wave function
of the n-th state for electron or hole then has the form
'n(z) =
8<: Asin [kn (z   Lw=2)] jzj  Lw=2 inside the wells0 jzj > Lw=2 outside (1.8)
where z=0 corresponds to the center of the well. The wave function must vanish
everywhere outside the well and also at the edges of well due to the continuity of
the wave function and its derivative. From this boundary condition (BC) at the well
edges, the wave number kn is given by
kn =
n
Lw
; (1.9)
corresponding to the energy
En =
h2k2n
2mw
=
h2
2mw

n
Lw
2
; (1.10)
where Lw is the well width,m

w is the electron (hole) eective mass of the well material.
Finite potential wells
In the case of a nite potential well, the potential is zero in the well but the barrier
potential is nite: V (z) = V0 outside the well. Therefore, there is a nite number
of bound states with the energy E < V0. The wave function inside the well (i.e. for
jzj  Lw=2) is given by
'n(z) =
8<: B sin(knz) n even;Bcos(knz) n odd; (1.11)
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with En =
h2k2n
2mw
. Due to a nite potential, the carriers can tunnel into the barrier
with a constant exponential decay
'n(z) = Ce
nz jzj > Lw=2 ; (1.12)
with V0   En = h
22n
2mb
, where mb is the eective mass in the barrier material. The
eigenenergy En can be found from secular equation obtained from BCs.
1.3.2 Coupled quantum wells and Stark effect
The coupled quantum well (CQW) structure consists of two QWs separated
by a barrier layer as shown in Fig. 1.3(a). For a suciently thin barrier, the tunneling
of carriers through the barrier makes the two QWs electronically coupled to each
other. As a result, an electron and a hole can either reside in one of the two QWs or
their wave functions are distributed between both QWs. In the case of the Coulomb
bound electron and hole residing in the same QW, they form a direct exciton. If they
are located in dierent QWs, an indirect exciton is created. A small overlap integral
of indirect exciton leads to a longer exciton lifetime compared to that in SQWs. The
binding energy also reduces due to the large separation of carriers.
CQW exciton in the presence of electric eld
In a symmetric CQW structure with no electric eld applied, the tunneling through
the middle barrier causes the splitting of the degenerate single-particle states into
doublets with symmetric and antisymmetric states in each. Only the transitions
between states having the same parity are optically allowed because the integral of the
wave function overlap is nonzero. The Coulomb-coupled e-h pairs form the excitonic
states that are optically either bright or dark. When electric eld is applied in the
growth direction [Fig. 1.3(b)], it breaks down the symmetry of the system making
all these excitons bright. The transition from states with well-dened parity to the
ones with the electron (hole) located in one of the two QWs can form combinations
of direct and indirect uncorrelated e-h pair states. These dierent pair states are
18
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Figure 1.3: Energy band diagram of a coupled quantum well structure consisting of two
QW layers separated by a thin barrier in (a) no eld and (b) the presence of electric
eld.
Coulomb coupled with each other and form an exciton in which the direct or indirect
pair can dominate.
Quantum-conned Stark eect
In the presence of an electric eld in the z direction, the electron and hole in the QW
layer are pushed in the opposite direction and their energies are lowered. This red
shift of the energy level is called the quantum-conned Stark eect and is given by
E =  pzF ; (1.13)
where pz = ez is the electric dipole moment for electron and hole respectively and F
is the electric eld in the growth direction (z-axis). The shift of the exciton transition
energy is determined by the sum of the electron and hole energy shifts,
jEX j = jze   zhj eF ; (1.14)
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At very small electric elds, the dipole moment is proportional to the eld pz / F ,
giving rise to a quadratic Stark shift. However, the e-h separation is limited by the
QW width. Therefore, at higher elds the e-h dipole saturates at a value of ed, where
d is the width of the QW. As a result, the Stark shift increases linearly with the
electric eld. The Stark eect is more prominent in CQW as compared to SQW
structures due to the possibility for electron and hole to conne in dierent QWs
[25{29]. At zero electric eld, the symmetric and antisymmetric states are formed in
CQW structures. As the electric eld increases, these coupled states move in opposite
direction. The symmetric state experiences the red shift to lower energy levels, while
the antisymmetric state is a blue-shifted to higher energy levels. The Stark shifts of
exciton transitions associated with these two electron and two hole coupled states is
the sums of individual shifts of each electron-hole pair. As a result, there are two
exciton transitions having large Stark shifts and two exciton transitions with small
Stark shifts. These properties of CQW structures have attracted a great deal of
interest for potential applications in optoelectronics.
1.4 Quantum dot excitons
In a quantum dot (QD), the electron and hole are conned in all three dimen-
sions. This means that the wave function can be fully localized in the QD and the
energy level is purely discrete level like in atoms. Therefore, the QDs are considered
as articial atoms. The connement energy is proportional to 1=d2 where d is the
size of the dot. For example, the energy levels in a rectangular box dot with innite
potential wells are given by
Ee(h)(nx; ny; nz) =
2h2
2me(h)

n2x
d2x
+
n2y
d2y
+
n2z
d2z

; (1.15)
where nx; ny; nz denote the quantized levels in each direction. The e-h pair or exciton
in a QD can be treated as a boson or fermion, depending on the size of the dot.
If the QD has a radius smaller than the exciton Bohr radius, the exciton is treated
as a fermion satisfying the Pauli exclusion principle and is said to be in the strong
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Figure 1.4: Schematic of QW absorption (a) a light of angular frequency propagating
in the z direction irradiates on a QW structure and (b) the band diagram of SQW
showing the interband (orange) and intraband (green) transitions.
connement regime. If the size of the QD is larger than the exciton Bohr radius, the
exciton can be treated as a boson. In this case, the exciton is in the weak connement
regime. In this work, we consider only the fermionic case and the light-matter coupling
is modeled by a JC Hamiltonian model.
1.5 Light absorption
We consider a QW irradiated by light of angular frequency ! propagating in
the z direction Fig.1.4(a). An electron in the valence band with an initial energy Ei is
excited to a nal state of energy Ef in the conduction band by absorbing of a photon
and leaving a hole in the valence band. According to the Pauli exclusion principle,
the nal state must be empty. This transition between the valence and conduction
subbands is called the interband transition as shown in Fig.1.4(b). The transition
rate is given by Fermi's golden rule
Wi!f =
2
h
jMj2 g(h!) (1.16)
=
2
h
jhf j   er  E jiij2 g(h!) (1.17)
where M is the matrix element of the electron-photon coupling, r is the position
vector of the electron, E is the electric eld amplitude of the light wave and g(h!) is
the electron density of states in the conduction band.
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Selection rule
The light is incident on a QW structure in the z direction, so that the polarization
of light is in the x-y plane. The matrix element has the form
M = jMj = hf jxj ii =
Z
	f (r)x	i(r)dr ; (1.18)
We consider the interband transition from the n-th hole state to the n0-th electron
state. The initial and nal wave functions are described by the Bloch function [30].
	i  jii = 1p
A
uv(r)'hn(z)e
ikxy rxy (1.19)
	f  jfi = 1p
A
uc(r)'en0(z)e
ik0xy rxy : (1.20)
Here, rxy is the coordinate in x  y plane. The condition kxy = k0xy is required due to
the conservation of momentum. Substituting Eq.(1.19) and Eq.(1.20) into Eq.(1.18),
the matrix element is written as
M = dcvMnn0 ; (1.21)
with
dcv = huc jxjuvi =
Z
uc(r)xuv(r)d
3r (1.22)
Mnn0 = he; n0jh; ni =
Z
'en0(z)'hn(z)dz ; (1.23)
where dcv is the valence-conduction band dipole moment and Mnn0 is the e-h overlap
integral. In the case of an innite QW, the overlap is given by
Mnn0 =
2
Lw
Z Lw=2
 Lw=2
sin

knz +
n
2

sin

k0nz +
n0
2

dz ; (1.24)
The integral is unity if n = n0 and zero otherwise, giving rise to the selection rule
n = 0 for the innite QW. This means that the transition is allowed only if electron
and hole states have the same parity. This condition is only approximately true
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for a nite QW since the dierent eective masses and potential proles of electon
and hole gives rise to the dierent penetration into the barrier and non-orthogonal
wave functions. However, the e-h overlap for n 6= 0 transitions is still close to
zero and the transition is forbidden if n is an odd number because of the opposite
parity. Transitions of the electron (hole) between dierent subbands in the conduction
(valence) band, called intraband transitions (or intersubband transitions) are also
shown in Fig.1.4(b).
1.6 Microcavity polaritons: Weak and strong
coupling regimes
A typical semiconductor microcavity consists of a cavity layer sandwiched
between two distributed Bragg reectors (DBRs) as shown in Fig. 1.5(a). A DBR is
usually made of alternating =4 layers of dierent semiconductor materials, with high
and low refractive indices. The incident light is reected at the DBR interface and only
a single wavelength, namely that as a cavity mode, is transmitted (indicated as a sharp
peak in the reectivity spectra). This creates also a stop-band in the transmission
spectrum. Hence, the DBR behaves as a high reective mirror for wavelengths within
the stop-band. When the quantum conned structure is embedded in the cavity, an
exciton in such a structure can interact with a photon inside the cavity and forms
an exciton-photon quasiparticle called a polariton. An exciton mode coupled to one
photon gives rise to two polariton modes (double peaks are seen in the reectivity
spectra). The lower energy mode is called lower polariton (LP) branch, while the
upper polariton (UP) branch refers to the mode with higher energy. In the strong
coupling regime, the photon is bounced back and forth between the two DBR mirrors
and is absorbed by an exciton. The excited exciton then emits a photon into the
cavity by the radiative emission. The whole sequence of absorption and emission
takes place until the photon leaks out from the cavity with decay rate of 
C
or the
exciton decays through the non-radiative channel by the rate 
X
[Fig. 1.5(b)]. The
energy exchange between the exciton and photon is a reversible process, known as
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Figure 1.5: (a) Sketch of a semiconductor microcavity structure consisting of a cavity
layer between two DBR mirrors. The quantum conned structure is embedded inside
the cavity. (b) Schematic of a single two-level atom with the decay rate X (including
non-radiative dephasing rate and radiative decay rate of exciton outside the cavity)
coupled to a single photon in a cavity with a photon loss rate C by the coupling
strength g.
the Rabi oscillation. The two polariton energies are given by [12]
E1;2 =
!
C
+ !
X
2
  iC + X
2

s
!
C
+ i
C
  !
X
  i
X
2
2
+ g2 ; (1.25)
 = !
C
  !
X
; (1.26)
where !
C
; !
X
are the uncoupled cavity and exciton mode energies [dotted lines in
Fig. 1.6(a)]. The three parameter g; 
C
; 
X
in Eq.(1.25) can be used to dene the dif-
ferent regimes of exciton-light coupling. In the weak coupling regime (g < 
C
; 
X
), the
real part of the energies E1;2 are degenerate at zero detuning when the exciton mode
is tuned to the cavity mode, corresponding to the crossing of the exciton and photon
modes. In this case, the exciton decays well before any re-absorption/re-emission.
The decay rate of irreversible emission can be enhanced by the Purcell eect [31]. In
contrast, if the rate of absorption or emission of a photon by the exciton is faster than
the photon decay rate from the cavity and the exciton decay rate (g > 
C
; 
X
), the
system is in the strong coupling regime. The polariton dispersions are demonstrated
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Figure 1.6: Real part and imaginary part of two eigenstates of polariton in the strong
and weak coupling regimes: (a),(c) show the anticrossing and crossing of lower polari-
ton (LP) and upper polariton (UP) energies at resonance, indicating that the system
is in the strong and weak coupling regimes respectively. The vacuum Rabi splitting
in the strong coupling regime is 
 = 2g. (b),(d) the linewidth of polariton states, the
exchange of the linewidth is observed in the case of the strong coupling regime.
in Fig. 1.6(a) and 1.6(c) for the strong and weak coupling regimes respectively, show-
ing the anticrossing and crossing of the two polariton states at the resonance [13].
In the strong coupling regime, the energy splitting is characterized by the vacuum
Rabi splitting (
 = 2g). The exchange of linewidths between two polariton states are
clearly observed at the anticrossing, see Fig. 1.6(b). At resonance, the two polariton
states have the same linewidth which is the average of two linewidths, (
X
+ 
C
)=2,
because the states are the mixed of half-exciton and half-photon [18, 23, 32]. By
contrast to the strong coupling regime, the linewidths of two polariton states in the
weak coupling regime do not exchange their linewidths as shown in Fig. 1.6(d).
The average lifetime of photon inside the cavity before it escapes is propor-
tional to the Q-factor of the cavity mode which is dened as the ratio of a resonant
cavity frequency (!
C
) to the full width at half maximum (FWHM) of the cavity mode
(!
C
), Q = !
C
=!
C
. For an ideal cavity, the Q-factor is innite. This means that a
photon never goes away from the ideal cavity. In reality, the Q-factor and lifetime of
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photon are nite. The photon can escape from the cavity due to the scattering by
defects, interaction with the crystal lattice, etc.
1.7 Summary
In this chapter, the basic concepts necessary for this thesis are explained. The
chapter begins with the physics of excitons in bulk semiconductors and semiconductor
nanostructures, in particular, QW (1D connement) and QD (3D connement) semi-
conductors. The energy levels of electron and hole are quantized due to the quantum
connement in a nanostructure. In QWs, the energy is quantized along z axis and
particles can move freely in the x-y plane. For QDs, the particles are conned in all
directions, so that their energy spectrum contains discrete levels. The eect of the
applied electric eld on excitons is also discussed, including formation of direct and
indirect excitons and their quantum conned Stark eect.
The interaction between excitons in dierent systems and photons in a micro-
cavity is in the focus of this research study. In a microcavity embedded nanostructure,
a photon is re-absorbed and re-emitted by an exciton until the photon and exciton
leak out of the cavity or decay via other nonradiative channels. In the strong cou-
pling regime, the anticrossing of two polariton branches occurs and the energy split-
ting called the vacuum Rabi splitting is observed. Details of the theory and specic
models used in this work are explained in more detail in the following chapters.
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Chapter 2
Quantum Well Excitons
In this chapter, we present an ecient numerical approach which is used to calculate
the optical properties of excitons in CQWs in the presence of an electric eld. We
are interested in optically allowed transitions in such systems and thus consider ex-
citonic states with zero in-plane and angular momenta only. The optical properties
including the exciton transition and binding energies, oscillator strength, lifetime and
absorption are calculated as function of the electric eld. The calculated results are
compared to dierent experimental observations.
In CQW structures, the two QW layers are separated by a thin barrier. The
electrons and holes reside in a QW layer due to the discontinuity in the band struc-
ture between the QW layer and the barrier. An electron and a hole localised in the
same well form a direct exciton, while an indirect exciton is formed by an electron
and a hole from dierent wells. As a result of a spatial separation between electron
and hole, the indirect excitons in CQW have a long radiative lifetime and large dipole
moment as compared to direct excitons. Due to these properties, indirect excitons
have attracted much attention in the literature. When the electric eld is applied
perpendicular to the QW layer, the energies of electron and hole ground states are
shifted to lower energy due to the quantum-conned Stark eect (QCSE), resulting
in the decrease of the exciton transition and binding energies and the increase of its
radiative lifetime [33{39].
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Dierent theoretical approaches have been used to calculate the excitonic
states in QW structures, ranging from variation methods [39{51] to direct diago-
nalizations in which the exciton wave function is expanded into a large basis [28] or
the Schrodinger equation is discretized in the momentum space [2]. In this chapter,
we present a straightforward way of solving the Schrodinger equation for an exciton
in real space [52]. The single-particle states for electron and hole are written as a
linear combination of Airy functions [35, 38, 53, 54] and the exciton wave function is
expanded into a basis of uncorrelated electron-hole (e-h) pair states. In the following
sections in this chapter, we explain the analytical and numerical method we used in
our model and present results of calculation of the optical properties of excitons in
CQWs.
2.1 Excitonic Hamiltonian
In the eective mass approximation, the excitonic Hamiltonian can be divided
into three parts: the rst two, H^e and H^h, take into account the electron and hole
quantization in heterostructure potentials Ve and Vh and the third one, H^X , is re-
sponsible for the e-h in-plane relative motion and Coulomb binding:
H^(ze; zh; ) = H^e(ze) + H^h(zh) + H^X(ze; zh; ) + Eg ; (2.1)
with
H^e;h(z) =  h
2
2
@
@z
1
me;h(z)
@
@z
+ Ve;h(z) eFz ; (2.2)
H^X =   h
2
2

@2
@2
+
1

@
@

  e
2
"b
p
(ze   zh)2 + 2
; (2.3)
where h is reduced Planck constant, e is the electric charge, ze(zh) is the electon (hole)
coordinate in the QW growth direction (z axis),  is the in-plane coordinate, "b is
the background dielectric constant that we assume to be z-independent, me(h) the
electron (hole) eective mass, and Eg is the bandgap of the well material. Due to the
strong QW connement, the heavy-hole subband is split o considerably and can be
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approximated by an anisotropic eective mass using the Kohn-Luttinger parameters
1 and 2 [55]; leading to
1
mh
=
1
m0
(1   22) ; (2.4)
1

=
1
me
+
1
m0
(1 + 2) ; (2.5)
where  is the exciton in-plane reduced mass, and m0 is the free electron mass. We
assume a rectangular form of the heterostructure connement potentials,
Ve;h(z) =
8<: 0 inside the wells;Ve;h > 0 outside; (2.6)
and similar step-like proles for the electron and hole eective masses in the growth
direction. The exciton wave function is expanded into a complete set of e-h pair
states,
	(ze; zh; ) =
X
n
n(ze; zh)n() ; (2.7)
and
n(ze; zh) = ~ 
e
i (ze)
~ hj (zh) ; n = (i; j) ; (2.8)
where n is the unied pair index for the basis state which corresponds to the dierent
electron and hole subbands (i; j). In this work, we truncate the innite series by
taking into account a few lowest e-h pair state n = 1; 2; : : : ; N . We use N up to 8
(2 electron and 4 hole states) in the case of large electric elds (F>70 kV/cm). A
larger N used in the calculation provides a better accuracy. In a single quantum
well (SQW) structure, the energy separation between subbands for both electron and
hole is very large compared to the exciton binding energy, so that only the wave
function of the single-particle ground state is sucient for the expansion of exciton
basis and the higher subbands are less important. The situation is dierent in the
case of CQW structures in which the two QWs are electronically coupled to each
other. The energy separation between ground state and excited state is much smaller
compared to SQW. Therefore, the electron and hole excited states need to be taken
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into account in order to obtain qualitatively correct results [44, 49, 56, 57]. The
electron and hole single-particle wave functions [ ~ ei (z);
~ hj (z)] can be calculated by
solving Schrodinger's equation with the Hamiltonian in Eq.(2.2) and the in-plane wave
function [n()] is then obtained from the full Hamiltonian Eq.(2.1). The numerical
method will be explained in more details in Sections 2.3 and 2.5. In addition, the
code for this calculation is available online [58].
2.2 Structures and parameters
Our model provides a general method of excitonic state calculation in arbi-
trary CQW structures. However, we study in this work only two specic structures
used in experiments: symmetric 8-4-8-nm GaAs/Al0:33Ga0:67As CQW [24, 59, 60] and
asymmetric 10-4-10-nm In0:08Ga0:92As/GaAs/In0:1Ga0:9As CQW [61{64]. These two
structures consist of two QW layers separated by a thin barrier and surrounded on
both sides by thick barriers of the same kind. The electric eld is applied in the
growth direction. The band diagrams are demonstrated in Fig. 2.1. The background
dielectric constant (b) and reduced mass () are assumed to be z-independent. The
AlxGa1 xAs (InxGa1 xAs) alloy parameters are linearly interpolated between those
of GaAs and AlAs (InAs) as shown in Table 2.1.
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Figure 2.1: Band diagram of a symmetric 8-4-8-nm GaAs/Al0:33Ga0:67As (a) and asym-
metric 10-4-10-nm In0:08Ga0:92 (b) CQW structures.
30
Parameter GaAs/AlxGa1 xAs GaAs/InxGa1 xAs
Well width (Lw) 8 nm 10 nm
Barrier width (Lb) 4 nm 4nm
Energy band oset (Eg) 1.247x [44] 1.5837x - 0.475x
2 [65]
Potential Ve : Vh ratio 65:35 [2] 65:35
Background dielectric 12.5 [44] 11 [66]
constant (b)
Electron mass (me) 0.0665 + 0.0835x [67] 0.0665 - 0.0435x [68]
Hole mass (mh) 0.34 + 0.41x [67] 0.34 - 0.02x [68]
Reduced mass () 0.0421 0.0396
Dipole matrix element (dcv) 0.6 [69, 70] 0.6 [69, 70]
Table 2.1: Parameters for a symmetric 8-4-8-nm GaAs/Al0:33Ga0:67As and asymmetric
10-4-10-nm In0:08Ga0:92As/GaAs/In0:1Ga0:9As CQW structures used in the calculation
2.3 Single-particle eigenstates
We rst consider the single-particle states in the z direction. The wave func-
tions satisfy the following one-dimensional equations:
H^e;h(z) 
e;h(z) = Ee;h e;h(z) ; (2.9)
where Ee;h are the electron and hole energies. For an electron in the rectangular
connement potential Ve(z) [Eq.(2.6)] and uniform electric eld F , the Schrodinger
equation for the electron takes the form
@
@z
1
me(z)
@
@z
 e(z)  2
h2
(eFz + Ve(z)  Ee) e(z) = 0 : (2.10)
By introducing
(z) =

2meeF
h2
1=3 
z   E
e   Ve(z)
eF

: (2.11)
The electron wave function in each layer of the structure is given by a superposition
of two Airy functions [71, 72]
 e(z) = akAi() + bkBi() ; (2.12)
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where the index k labels the heterostructure layers (from left to right) taking integer
values from 1 to 5. The electron eigenenergy Ee and ve pairs of coecients (ak, bk)
in Eq.(2.12) are found from four pairs of BCs on heterostructure interfaces and two
BCs at z ! 1.
The interface BCs are the continuity of wave function  e(z) and its derivative
m 1e (z)@ 
e(z)=@z. The other two BCs take into account the possibility for the electron
to tunnel through the barrier and escape from the system to the side of the CQW
structure where the applied electric eld gradually lowers the potential. In that area,
the solution is given by a wave propagating away from the system. For the electron
wave function and F>0, this outgoing wave BC at z !  1 yields b1 =  ia1 which
follows from the specic combination of the Airy functions Ai()  iBi() producing
an outgoing wave [38, 71]. At the same time, the electron cannot escape to the other
side of the structure where the potential gradually increases, and thus the other BC,
typical for bound/localized states, is  e(z ! +1) = 0, giving b5 = 0 due to the
asymptotics of the Airy function [71]. Finally, the electron wave functions in each
layer of CQW structure are given by
 e(z) =
8>>>>>>>>><>>>>>>>>>:
a1[Ai[(z)]  iBi[(z)]] if z <   (Lw + Lb=2)
a2Ai[(z)] + b2Bi[(z)] if   (Lw + Lb=2)  z <  Lb=2
a3Ai[(z)] + b3Bi[(z)] if   Lb=2  z < Lb=2
a4Ai[(z)] + b4Bi[(z)] if Lb=2  z < (Lw + Lb=2)
a5Ai[(z)] if z > (Lw + Lb=2)
(2.13)
where z=0 is at the centre of the structure as indicated in Fig.2.1.
The form of the wave function and the BCs for the hole are found in a similar
way, taking into account that the potential grows in the opposite direction. The
Schrodinger equation for the hole has the form
@
@z
1
mh(z)
@
@z
 h(z)  2
h2
  eFz + Vh(z)  Eh h(z) = 0 : (2.14)
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The hole wave functions are written as
 h(z) =
8>>>>>>>>><>>>>>>>>>:
c1Ai[#(z)] if z <   (Lw + Lb=2)
c2Ai[#(z)] + d2Bi[#(z)] if   (Lw + Lb=2)  z <  Lb=2
c3Ai[#(z)] + d3Bi[#(z)] if   Lb=2  z < Lb=2
c4Ai[#(z)] + d4Bi[#(z)] if Lb=2  z < (Lw + Lb=2)
c5[Ai[#(z)]  iBi[#(z)]] if z > (Lw + Lb=2)
(2.15)
with
#(z) =

2mheF
h2
1=3 
 z   E
h   Vh(z)
eF

: (2.16)
The secular equation following from all ten BCs determines discrete eigenvalues
of Eq.(2.9),
Ee;hj =
~Ee;hj   i e;hj ; (2.17)
which are the complex energies of electron/hole resonant states, also known in the
literature as Siegert states [73]. The real part of the eigenvalue [ ~E
e(h)
j ] is the energy
position of the electron (hole) j-th resonant level, while the imaginary part [ 
e(h)
j ]
gives its tunneling linewidth.
The wave function of any resonant state having a nite linewidth is essentially
complex, i. e. it cannot be made real by any uniform phase shift. Also, its amplitude
grows exponentially to the outside area to which the particle can escape and thus
has to be normalized to its ux [73, 74]. This normalization includes a divergent
volume integral and a compensating surface term. For the values of the electric eld
considered in this paper, the calculated linewidths of the electron and hole states of
interest are always small compared to their energies of quantization. Similarly, the
imaginary parts of the wave functions are small compared to the real ones and can
be dropped. The normalization condition is then taken in a form
Z zmax
zmin

~ e;hj (z)
2
dz = 1 ; (2.18)
where ~ e;hj = Re( 
e;h
j ). The limits of integration in Eq.(2.18) [zmin, zmax] taken to be
the same for electron and hole, are two distant points on both sides of the CQW. In
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this region, the wave functions decay considerably before they start to grow exponen-
tially owing to the carrier tunneling. Therefore, the surface terms are minimized and
can be dropped leaving in the normalization only nite-volume integrals.
2.4 Energy subbands and wave functions
The calculated electron (Eei for i=1,2) and hole (E
h
j for j=1-4) subbands in
the presence of the electric eld are shown in Fig. 2.2. The energy levels of electron
and hole experience the Stark shifts ~E
e(h)
1;2 (F )  ~Ee(h)1;2 (0) dF=2, where d = Lw + Lb
is the center-to-center distance between the QWs. As the electric eld grows, the
ground state (GS) is red-shifted, while the energy of the rst excited state (ES) is
shifted to higher energies. The GS-ES splittings increase almost linearly with the
electric eld.
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Figure 2.2: Energies of two electron states (a) and four hole states (b) in a symmetric
8-4-8-nm GaAs/Al0:33Ga0:67As CQW as functions of an applied electric eld. Insets
show spectral regions with anticrossing.
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Figure 2.3: Wave functions and energy levels of electron and hole ground and excited
states in a symmetric 8-4-8-nm GaAs/Al0:33Ga0:67As CQW for dierent values of the
electric eld F = 0; 2; 30; 100 kV/cm. Gray lines show CQW heterostructure potentials.
The corresponding wave function for electron ( ~ ei ) and hole (
~ hj ) are demon-
strated in Fig. 2.3 for a few dierent values of the electric eld. At zero eld, the
GS and the rst ES have symmetric and antisymmetric wave functions respectively.
With increasing electric eld, the wave functions become asymmetric. The wave
function maxima for electron and hole GSs move in the opposite directions, for the
electron it moves to the left QW and for the hole it moves to the right QW. It is
also found that the GS and the rst ES for the same carrier are conned in dierent
QWs. This happens to both carriers already at very low electric eld (F=2kV/cm);
see Fig. 2.3(b). At F=30 kV/cm [Fig. 2.3(c)], the rst hole ES jumps from the left to
the right QWs. This corresponds to an anticrossing of hole ES subband that takes
place at F=27.8 kV/cm; see in the inset in Fig. 2.2(b). Therefore, the second ES (h3)
must be taken into account in the calculation for F25 kV/cm. Such an anticrossing
behavior was also found in the previous calculation [2, 42]. The same happens also to
the electron ES subband at a much higher electric eld. Figure 2.3(d) shows the wave
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Figure 2.4: Oscillating tails in the wave function for (a) electron and (b) hole ground
states at F=100 kV/cm.
functions at F=100 kV/cm, it is clearly seen that the system requires the higher hole
subbands (h3 and h4) to be taken into account due to the h3-h4 anticrossing in the
hole subband energy. For the electron wave function, the rst ES maxima starts to
move from the right to the left QW.
Figure 2.4 demonstrates the oscillations in the wave function of the electron
and hole GSs in the region far from the CQW structure. The amplitudes of about
2m 1=2 and 5m 1=2 for electron and hole, respectively, in Fig.2.4 are very small in
reality: they are about four orders of magnitude smaller than the wave function
maximum in Fig.2.3(d). This tiny oscillatory behavior with increasing frequency
occurs due to the lowering of the potential by the electric eld. The frequency of the
oscillations for the hole is larger than that for the electron because Vh < Ve.
2.5 Excitonic states
The main purpose of this section is to study the optical properties of excitons
in CQWs in the presence of electric eld. We calculate excitonic states by solving the
Schrodinger equation for the exciton which is given by
h
H^e(ze) + H^h(zh) + H^X(ze; zh; ) + Eg
i
	(ze; zh; ) = EX	(ze; zh; ) : (2.19)
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The rst two terms of the Hamiltonian are treated by using solution of Eq.(2.9). Due
to the orthonormality of the single-particle wave function, multiplying Eq.(2.19) by
n(ze; zh) and integrating over both z-coordinates brings it to the form
h
K^() + E(0)n   EX
i
n() +
NX
m=1
Vnm()m() = 0 ; (2.20)
with
K^() =   h
2
2

@2
@2
+
1

@
@

; (2.21)
Vnm() =  e
2
"b
Z Z zmax
zmin
n(ze; zh)m(ze; zh)p
(ze   zh)2 + 2
dzedzh ; (2.22)
E(0)n = ~E
e
i + ~E
h
j + Eg : (2.23)
The exciton transition energy EX and the in-plane components of the wave
function, n(), are obtained by solving the matrix dierential equation [Eq.(2.20)]
numerically. To do so, we introduce a matrix generalization of the shooting method
applying the latter to a system of coupled dierential equations. The shooting method
transforms a boundary-value problem like Schrodinger's equation with BCs to an
initial-value problem in which one of the boundary values (in the present case the
wave function at !1) is taken as a starting point. The boundary value on the other
side (at  = 0) is then used to nd the eigenenergies. The BCs follow straightforwardly
from Eq.(2.20) and the asymptotics of the Coulomb matrix elements Vnm(). At large
distances Vnm()!  nme2=("b), while at small distances the potentials Vnm() have
logarithmic dependence. Therefore, for bound states
n(!1) = Ansne n ; (2.24)
where n =
q
2(E
(0)
n   EX)=h and sn = e2=(h2"bn)  1=2, and
0n(0) = 0 : (2.25)
37
The wave function amplitudes An are the unknowns which can be found along with
the eigenvalue EX .
Discretizing Eq.(2.20) on a nite grid, a numerical solution in the area 0    R is
generated iteratively using a nite dierence scheme
@n()
@
 n(+)  n( )
2
(2.26)
@2n()
@2
 n(+)  2n() + n( )
()2
(2.27)
This brings Eq.(2.20) to the following discrete form
n( ) =  n(+)2+
2  +
NX
m=1
Fnm()m() ; (2.28)
with
Fnm =

4  2
h2
(22)(E(0)m   EX)

nm   2
h2
(22)Vnm() ; (2.29)
where  is the discretization step. Going to the very last point  = 0 and using the
BC Eq.(2.25) produces a homogeneous matrix equation for the amplitudes Am:
NX
m=1
Mnm(EX)Am = 0; (2.30)
in whichMnm(EX) depends solely on the exciton energy EX (and not on  any more),
and thus the energy eigenvalues are determined by
det jMnm(EX)j = 0 : (2.31)
For small values of the electric eld, the electron and hole GS-ES splittings
are smaller than the exciton Coulomb energy and thus several bound states [having
the asymptotics given by Eq.(2.24)] can always be found in the system. However, as
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the electric eld grows, the Coulomb energy of the exciton ESs is getting smaller than
the e-h pair splitting energies and thus some of these exciton states become unbound.
Since the unbound states have energies EX > E
(0)
1 , at least for some of their radial
components the asymptotics Eq.(2.24) is no longer valid and a proper treatment of
the excitonic continuum is required. This task is outside the scope of the present work
which mainly concentrates on exciton bound states. Nevertheless, some eects of the
continuum and in particular its inuence on the excitonic absorption spectrum can
be taken into account, in a rst attempt, by restricting the exciton in-plane motion to
a large circle of radius R and in this way discretizing the continuum. The asymptotic
BCs Eq.(2.24) are now replaced by
n(R) = 0 ; n(R ) = An ; (2.32)
where the new amplitudes An satisfy the same Eq.(2.30) with matrix Mnm(E) being
redened accordingly.
It is convenient to normalize the radial components of the wave functions
introducing expansion coecients Cn:
n() = Cn ~n() ; (2.33)
where ~n() is normalized to 2
R1
0
j~nj2d = 1, and therefore
NX
n=1
jCnj2 = 1 ; (2.34)
due to orthogonality of the e-h pair states n(ze; zh) and normalization of the total
exciton wave function 	(ze; zh; ).
Finally, for each excitonic state, the oscillator strength is calculated as [75, 76]
f =
2m0EX jdcvj2
h2
Z zmax
zmin
	(z; z;  = 0) dz
2 ; (2.35)
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where dcv is the basic dipole matrix element between the valence and conduction
bands, and the overlap integral in Eq.(2.35) accounts for the spatial distribution of
the excitonic recombination. The exciton radiative linewidth is then given by
 R =
e2hp
"bm0c
f ; (2.36)
where c is the speed of light.
2.6 Exciton energy
In calculation of the exciton states for small or moderate electric eld, it is
sucient to consider the two lowest levels for the electron (e1; e2) and two for the
hole (h1; h2). We are thus dealing with four e-h pair states. We label these four
basis states as e1h1 (n=1), e1h2 (n=2), e2h1 (n=3), and e2h2 (n=4), where n is
the unied pair index introduced in Eq.(2.8). The electric eld dependence of the
exciton energies in CQW is demonstrated in Fig. 2.5. The exciton oscillator strength
is proportional to the circle area. In this calculation, the in-plane exciton connement
radius is restricted to be R=200 nm and 800 nm. In the latter case, the excitonic con-
tinuum has a much ner discretization. This makes more clear which states belong
to the continuum and which are the true bound states having more or less isolated
energy positions, weakly dependent on R. For example, the 2S and 3S states of the
indirect exciton are clearly identied in Fig. 2.5(b). They lie just below the discretized
continuum onset and are down-shifted with the electric eld almost parallel to the
exciton ground state (X-GS). It is also found that there is a direct state having the
maximum oscillator strength in the excitonic spectrum which remains almost unaf-
fected. This state is called the direct exciton excited state (X-ES). Higher excited
states of the direct exciton are also well seen in Fig. 2.5(b). They are deep in the
continuum (7-8meV above the X-ES) and are weakly dependent on the electric eld.
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Figure 2.5: Electric eld dependence of the optical transition energy EX for dierent
exciton states in a symmetric 8-4-8-nm GaAs/Al0:33Ga0:67As CQW structure, calcu-
lated using the exciton connement radius R = 200 nm (a) and 800 nm (b). The circle
area is proportional to the exciton oscillator strength f . The energy gap Eg = 1:519 eV
for GaAs QW layers.
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2.7 Direct-to-indirect crossover in an applied
electric field
QW localization of the X-GS and X-ES is for dierent values of the electric
eld is illustrated in Fig. 2.6. At zero eld, both states have two identical maxima on
the main diagonal ze = zh [Fig. 2.6(a) and 2.6(f)], due to the symmetry of the system.
Increasing electric eld causes one of the two peaks to become smaller and then to
vanish, see Fig. 2.6(b)-2.6(c) for X-GS and Fig. 2.6(g)-2.6(h) for X-ES. These states
become asymmetric direct-exciton states. The electron and hole reside in the right
QW for X-GS and in the left QW for X-ES. Further increase of the electric eld up to
F=6kV/cm leads to the X-GS switching from a direct to an indirect state. The peak
moves away from the main diagonal toward the bottom right corner as clearly seen in
Fig. 2.6(c)-2.6(e). This result is in a good agreement with the previous theoretical
studies [2, 28] and experimental observations [24].
Figure 2.7 shows the radial components n() of the X-GS and X-ES wave
functions for dierent values of electric eld. To explain this gure clearly, we need
to consider the Coulomb matrix elements (Vnm) calculated from Eq.(2.23). Figure 2.8
shows an example of the Coulomb matrix elements at F=4kV/cm, though this picture
does not change much when the electric eld increases or decreases. The pair states
with electron and hole in the same QW (n=2 and n=3) are electrically neutral and can
be called direct states, while the other states (n=1 and n=4) are indirect states and
have nonzero dipole moment because the electron and hole are in dierent QWs. For
the diagonal Coulomb matrix elements, the potentials for the direct pairs (V22; V33)
are a few times stronger than that for the indirect pairs (V11; V44). The o-diagonal
elements are much smaller because of the small overlap integrals of the wave functions.
The Coulomb coupling matrix elements V13  V24 are responsible for the mixing of
direct and indirect pair states.
At F=0.1 kV/cm, all four radial components of the wave function in Fig. 2.7(a)
have comparable contributions to the X-GS and X-ES. At F=2kV/cm[Fig. 2.7(b)],
the direct e-h pair state (n=3) has the dominant contribution to the X-GS. This state
is strongly coupled to the indirect pair state (n=1) via the Coulomb matrix element
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V13, shown in Fig. 2.8. As the electric eld increases, the indirect component 1 grows
and the direct component 3 reduces due to the direct-to-indirect (D-I) switching; see
in Fig. 2.7(c)-2.7(d). Nothing similar happens to the X-ES. The X-ES wave function
is dominated by the direct n=2 pair state. Although, this state is strongly coupled
via V24 to the indirect state e2h2 (n=4), the n=4 pair state is Stark blue shifted
and detuned from the e1h2 state. As a result, the energy position of this direct
exciton excited state (X-ES) remains practically unchanged. Therefore, only a minor
contribution of the 4 component to the X-ES can be seen in Fig. 2.7(f)-2.7(h).
Figure 2.9 summarizes our analysis showing the eld dependence of e-h pair
amplitudes Cn introduced in Eq.(2.33). It demonstrates the prominent D-I crossover
in the X-GS, a much weaker D-I coupling in the X-ES, and a very quick transition
from symmetric-antisymmetric coupling to D-I coupling, seen in the wave functions
of both X-GS and X-ES.
2.8 Binding energies and comparison with a sin-
gle state basis calculation
Figure 2.10 demonstrates the eld dependence of the optical transition energy
(EX), the binding energy (Eb), the in-plane Bohr radius (rb=
ph2i), and the radiative
linewidth ( R) for X-GS and X-ES. For F>6 kV/cm, the X-GS transition energy
exhibits a considerable Stark shift due to a large e-h separation of indirect exciton
[Fig. 2.10(a)]. The X-ES in turn has a very weak eld dependence due to a much
smaller dipole moment of direct exciton. However, the red shift of X-ES transition
energy is also observed in a large range of the electric eld. This is because the electric
eld causes a large e-h separation in the same QW. The binding energy of X-GS is
determined as Eb = E
(0)
1   EX . The X-GS binding energy drops rapidly from 8meV
to 4meV [Fig. 2.10(b)] as a result of the transition from direct to indirect Coulomb
coupling. For the X-ES, the dominant component is e1h2 (n=2), while the lowest-
energy pair state (e1h1) has a negligible contribution to the X-ES (for F>1 kV/cm).
Therefore, the X-ES binding energy can be dened as the energy distance from X-ES
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to its own continuum onset: Eb = E
(0)
2   EX . The Bohr radius in Fig. 2.10(c) is
fully correlated with the binding energy, increasing with the electric eld almost by
a factor of two for the X-GS and showing no change for the X-GS.
The radiative linewidths calculated via Eq.(2.36) are shown in Fig. 2.10(d).
Similar to the oscillator strength, the X-GS linewidth decreases dramatically when
the X-GS experiences the D-I crossover. The X-ES, in turn, becomes bright in a nite
electric eld. The linewidth quickly increases with the electric eld up to the half of
the X-GS maximum linewidth. Further increase of the electric eld does not change
the X-ES radiative rate much. The uctuations in the X-ES data seen in Fig. 2.10(d)
for F>6 kV/cm occur due to the inuence of the higher ESs which anticross and
perturb the X-ES, see Fig. 2.5.
In Fig. 2.10, we present also the result of a single-state basis (SSB) calcula-
tion [56] in which only the electron and hole GSs are taken into account. In this
case, the expansion in Eq.(2.7) for the exciton is reduced to a single term (N=1)
due to e-h pair state e1h1. For small values of the electric eld, the SSB calculation
shows considerably dierent results compared to the full calculation in all four plots.
The reason for such a dierence is clearly seen in Fig. 2.9(a). Indeed, the direct pair
state e2h1 (n=3) has to be taken into account for a proper description of the X-GS
wave function. Omitting this state in the SSB calculation causes the blue shift of
the exciton transition energy at small electric eld [44, 56, 57] and underestimates
the X-GS binding energy by a factor of 1.5 and the X-GS radiative linewidth by an
order of magnitude. However, the SSB model adequately describes the properties of
the X-GS at larger electric elds where the indirect exciton is strongly dominated by
e1h1 (n=1) component.
2.9 Excitons in symmetric and asymmetric cou-
pled quantum well structures
In this section, we consider an asymmetric In0:08Ga0:92As/GaAs/In0:1Ga0:9As
CQW structure used in Ref. [62] and compare the calculated results with those for
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the symmetric GaAs/AlGaAs CQW structure. The asymmetric CQW consists of two
10 nm InxGa1 xAs layers with x=0.08 and 0.1 for a left and right wells respectively. A
barrier layer is GaAs with a width of 4 nm. The dierent content of In in QW layers
results in the dierent values of the connement potential in the left and right QWs.
The calculated electron and hole energies as functions of electric eld are shown in
Fig. 2.11. The anticrossings in the electron/hole subbands due to the wave function
maxima moving from one QW to another QW are also seen in this asymmetric CQW.
For example, the h2 anticrossing takes place at around F=6.4 kV/cm. The wave func-
tion for h2 subband at F=0 (before anticrossing) and F=12.5 (after it) are plotted in
Fig. 2.12(b) and 2.12(c) respectively. It can be seen that the maxima move from the
left to the right QW. Due to the asymmetry in the energy band structure, formation
of symmetric and antisymmetric electronic states is not seen at F=0 [Fig. 2.12(b)]
as it happens in the case of symmetric CQW. However, the asymmetry can be com-
pensated by the electric eld. As a result, the symmetric and antisymmetric states
are observed at F=-7.2 kV/cm for the hole and F=12.5 kV/cm for the electron, see
Fig. 2.12(a) and 2.12(c), respectively.
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Figure 2.12: Wave functions and energy levels of electron and hole ground and excited
states in an asymmetric In0:08Ga0:92As/GaAs/In0:1Ga0:9As (10-4-10-nm) CQW for dif-
ferent values of the electric eld. Gray lines show CQW heterostructure potentials.
The calculated exciton energies and oscillator strengths are demonstrated in
Fig. 2.13. As expected, the exciton energy spectra are asymmetric with respect to the
electric eld direction [Fig. 2.13]. The Coulomb-induced anticrossing of the X-GS seen
in the case of symmetric CQW is also observed here at approximately F=16 kV/cm.
The physical mechanism that causes this anticrossing is essentially the same as in the
symmetric CQW, but the anticrossing takes place at much higher values of the electric
eld. This is because the electric eld (F=12.5 kV/cm) almost compensates the asym-
metry in the conduction band structure as discussed above. As a result, at this value
of eld the properties of the asymmetric CQW can resemble those of the symmetric
CQW at F=0. The same does not happen, however, at F=-7.2 kV/cm [Fig. 2.13(a)]
when the asymmetry in the valence band is compensated. This is because the in-
creasing electric eld pushes the hole GS (h1) to the right well [Fig. 2.13(b)], while
the GS electron (e1) resides all the time in the right well. Therefore, for F<10 kV/cm
the X-GS is a direct exciton state which is dominated by the electron and hole GSs
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Figure 2.13: Exciton energies and oscillator strengths (circle area) in an asymmetric
In0:08Ga0:92As/GaAs/In0:1Ga0:9As (10-4-10-nm) CQW structure as functions of the
applied electric eld. The energy gap Eg = 1:373 eV for InGaAs QW layers.
sitting in the right well. This corresponds to the bright X-GS as seen in Fig. 2.13
and no D-I anticrossing is observed for F<10 kV/cm. For the excited states in asym-
metric CQW, there is no bright decoupled X-ES which is seen in symmetric CQW.
This is a suitable condition for having tunable light-matter strong coupling because
we can switch on/o the strong coupling by means of the electric eld. If there is
a decoupled X-ES, this state would always strongly couple to the cavity modes and
mask all other eects of light-matter coupling. Therefore, such an asymmetric CQW
is a good candidate for using in optoelectronics.
2.10 Exciton lifetime
A CQW exciton can escape from the system using the following two major
channels. It can either recombine by emitting a photon or the electron and/or hole
can tunnel through the external barrier with the help of the electric eld. We concen-
trate here on the X-GS only and combining both channels together, the total exciton
lifetime takes the form
1

=
1

R
+
1

T
; (2.37)
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Figure 2.14: Radiative (dotted curve), tunneling (dashed curve), and total lifetimes
(solid curve) of the exciton ground state X-GS as functions of the applied electric
eld. (Inset) Logarithmic plot of the X-GS total lifetime in comparison with measured
photoluminescence decay times (error bars) extracted from Ref.[24].
where 
R
= h=(2 R) is the exciton radiative lifetime [77], T is the tunneling lifetime.
For the latter, we take into account the lowest pair state only, 
T
= h=( e1 +  
h
1),
where  
e(h)
1 is the imaginary part of the electron (hole) energy in Eq.(2.17). This
approximation is valid because at large elds the X-GS is mainly dominated by e1h1
pair state. In the full range considered in Fig. 2.14, the exciton lifetime is strongly
dominated by the radiative channel. The tunneling lifetime is much longer than the
radiative one up to F=80 kV/cm. However, the probability of the electron and hole
tunneling increases with the electric eld. At some point the tunneling time becomes
comparable to the radiative lifetime and then starts to dominate. The D-I crossover
of the X-GS is accompanied by a monotonic growth of its radiative lifetime. Indeed,
a direct exciton has a short lifetime because the carriers are in the same well, so that
they can easily recombine. Increasing the e-h separation leads to a dramatic increase
of the radiative lifetime. We have also compared the calculated radiative lifetime for
the X-GS with the experimental results taken from Ref. [24]. The error bar were also
taken from PL measurement. As demonstrated in the inset of Fig. 2.14, a quantitative
agreement with the experimental results is achieved.
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2.11 Absorption spectra
The exciton absorption coecient in a 8{4{8 nm GaAs/Al0:33Ga0:67As CQW is
calculated at dierent frequencies of the incoming light. Using the Lorentzian model
of absorbing oscillators [75, 78] and leaving out a common prefactor, the absorption
of the exciton with zero in-plane momentum takes the form
(!) =
X

 R;
 R;
(h!   E)2 +  2R;
; (2.38)
where ! is the frequency of the incoming light, the index  labels all possible excitonic
states calculated in the theory, and E and  R; stand for their energies and radiative
linewidths.
The calculated absorption spectrum for the in-plane exciton connement ra-
dius R=800 nm is demonstrated in Fig. 2.15. All lines in the absorption have very
narrow radiative widths (<0.1meV). Although the spectrum properly reproduces the
linewidths, all lines have the same peak height, and the fact that not all of them are
seen in Fig. 2.15(a) is only due to the resolution of the plot. To improve on this and
also to take into account the eect of inhomogeneous line broadening which takes
place in realistic CQW structures, we make a Gauss convolution of the spectrum [79]:
A(!) =
Z 1
 1
(!0)g(!   !0)d!0 ; (2.39)
with a normalized Gauss function
g(!) = (
p
) 1e !
2=2 ; (2.40)
where 2
p
ln 2 is the full width at half maximum (FWHM), in this calculation taken
equal to 0.2meV.
The convoluted spectra are shown in Fig. 2.15(b). All lines now have almost
the same width but their peak maxima now reect the optical strength of the corre-
sponding exciton states. The two lowest excitonic states, X-GS and X-ES, are well
resolved in the spectrum up to F=5kV/cm. Then the X-GS becomes indirect and
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Figure 2.15: (a) Electric eld dependence of the full excitonic absorption spectrum.
(b) The same spectra convoluted with a Gaussian function with 0.2-meV full width at
half maximum. The energy gap Eg = 1:519 eV for GaAs QW layers.
loses its optical activity. The bright direct X-ES line superimposes with higher ESs
and discretized continuum of the indirect exciton, all lines merging up together at
higher electric elds.
2.12 Summary
In this chapter, an accurate calculation of the exciton ground and excited states
in symmetric AlGaAs and asymmetric InGaAs CQWs in an applied electric eld is
presented. An ecient and straightforward algorithm of solving the Schrodinger equa-
tion in real space is developed. The energies and the wave functions of exciton in the
presence of an electric eld are calculated using the approach based on expanding the
exciton wave function into uncorrelated e-h pair states. While we are able to calculate
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a large number of exciton states, we have concentrated on two most important ones,
the exciton ground state X-GS and the brightest excited state X-ES.
The oscillator strength, binding energy, Bohr radius, and linewidth of the X-
GS and X-ES in symmetric CQW are studied. The Coulomb coupling between direct
and indirect pair states leads to the direct-to-indirect crossover of the X-GS, while
the properties of the X-ES remain almost unchanged. The results are also compared
to a single-state basis calculation which takes into account the lowest e1h1 pair state
only. The neglect of the higher e-h pair states in single-state basis calculation leads to
results which are considerably dierent at low electric elds from the full calculation.
This is, in particular, because the e2h1 (n=3) excited e-h pair state can have a
signicant contribution to the exciton state.
We have calculated the exciton lifetime which consists of two main components,
radiative and tunneling times. It is shown that the excitonic lifetime is dominated by
the radiative recombination at small values of the electric eld. Tunneling processes
dominate at larger elds. The total lifetime decreases with increasing the electric eld.
The eld dependence of the absorption spectrum is also calculated. We make a Gauss
convolution of the spectrum in order to include the inhomogeneous line broadening
of realistic structures.
In asymmetric CQW, the electric eld can compensate the asymmetry in the
energy band structure. A formation of symmetric and antisymmetric states are seen
at F=12.5 kV/cm for the electron and F=-7.2 kV/cm for the hole. As a result,
the same physical mechanism as observed in symmetric CQW is responsible also for
spectral properties of asymmetric CQW. The Coulomb-induced anticrossing of X-GS
takes place there at approximately F=16 kV/cm which is around 4-5 kV/cm above
the point (at F=12.5 kV/cm) where the CQW asymmetry is compensated by the
applied electric eld, similar to the results for symmetric CQWs. However, there is
no decoupled bright X-ES in asymmetric CQW structures. This is a suitable condition
for having a special type of voltage-tuned exciton polaritons, in the structures, which
are considered in Chapter 3.
55
Chapter 3
Quantum well polaritons
In this chapter, we study the light-matter interaction in microcavity-embedded CQWs.
The excitonic states calculated in the previous chapter are used here and the polari-
ton eect is treated on the microscopic level. There is a certain dierence in the
fundamental concept of polaritons in conned systems as compared to that of bulk
semiconductors. In bulk semiconductors, an exciton with a wavevector k can interact
only with a photon with the same wavevector because of momentum conservation.
In conned structures, the breaking of translational invariance along the growth di-
rection results in the conservation of the in-plane wavevector kjj only. Therefore, an
exciton can interact with photons with the same in-plane wavevector kjj but with all
possible values of the wavevector in the z direction kz.
We concentrate on an asymmetric GaAs/InGaAs CQW structure embedded in
a planar microcavity, which was described in Chapter 2. As discussed in the previous
chapter, the asymmetry of the conduction band is compensated at a certain value of
the electric eld applied along z direction. When this happens, electrons tunneling
through the barrier have symmetic and antisymmetric wave functions. This condition
is called tunneling resonance. This electron is then bound together with a hole in the
right well, producing the direct and indirect excitons. A direct exciton (DX) has a
large oscillator strength, while an indirect exciton (IX) oers a large dipole moment.
Embedding the asymmetric CQW in a microcavity, an exciton mode with both DX
and IX components interacts with a cavity mode and produces a polariton state called
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a dipolariton [61].
In this chapter, the polariton eect in the microcavity-embedded CQWs is
treated based on the microscopic theory [75, 80] which was initially proposed and
developed by K. Huang [81, 82]. In this theory, the material and Maxwell's equations
are used to describe the microscopic excitonic polarization and the electromagnetic
wave propagating in a microcavity [83]. The excitonic polarization and susceptibility
are calculated for dierent values of the electric eld. The electric eld, reectivity
and absorption are calculated using the scattering matrix method [84, 85]. Finally,
the contributions of DX, IX and cavity (C) modes to the polariton states are studied
and the polariton states with large static dipole moment called dipolaritons [61, 62]
are investigated in detail.
3.1 Maxwell's equation in a medium
In the framework of a semiclassical theory, the propagation of an electromag-
netic wave in a medium is described by Maxwell's equations:
rH = 1
c
@D
@t
(3.1)
r E =  1
c
@B
@t
(3.2)
r B = 0 (3.3)
r D = 0 ; (3.4)
with the magnetic eld B = H and the electric displacement eld D = E, where 
is the permeability and  is the permittivity of the medium. For the semiconductor
material used in this calculation, we assume that there is no free charge density and
=1. Taking the curl of Eq.(3.2) and substituting it to Eq.(3.1) gives
rr E =   1
c2
@2D
@t2
; (3.5)
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The equation can be simplied by noting that
rr E = r  (r  E) r2E: (3.6)
The displacement eld is written as D = De i!t for a monochomatic wave and we
have r D = 0. This brings Eq.(3.5) to the form
r2E =  !
2
c2
D : (3.7)
The polarization and displacement elds are related to the electric eld by
P = E (3.8)
D = bE+ 4P : (3.9)
Then, Eq.(3.7) can be written as
r2E =  !
2
c2
bE+ 4P (3.10)
=  !
2
c2
bE+ 4E ; (3.11)
where b is a background dielectric constant. In this chapter, we consider the planar
layered structure with the s-polarized light only, so that the electric eld has the form
E = x^ E(z)eiKRxy ; (3.12)
where x^ is a unit vector in x direction, K is the in-plane wave vector and Rxy is the
in-plane coordinate. To calculate the electric eld E(z), we write it for each layer in
the form
E(z) = Aeikz +Be ikz ; (3.13)
where k is the wavevector in z direction and the coecients A;B are calculated using
the scattering matrix (Appendix A).
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3.2 Structure and parameters
We concentrate on an asymmetric microcavity-embedded CQW structure used
in the experiment [61, 62]. It consists of four asymmetric InGaAs CQWs placed at
the antinodes of the electromagnetic eld inside a 5/2 cavity sandwiched between
17 and 21 pairs of GaAs/AlAs distributed Bragg reectors (Fig. 3.1). The asymmet-
ric CQW inside the cavity contains two 10-nm InxGa1 xAs QW layers with the In
content of 0.08 (left well) and 0.1 (right well) separated by a 4-nm GaAs barrier.
The background dielectric constant for GaAs and AlAs are 12.5 and 9 respectively.
Inside the microcavity, we have a special layer with CQW structure. We neglect the
dierence in b in GaAs and InGaAs layers because these layers are thin. We used
b=12.5 for this CQW layer. The dielectric constant is then calculated from
(!) = b +d(!) ; (3.14)
where d(!) is the change of dielectric constant due to the eect of CQW calculated
from the local susceptibility as explained in Appendix B. This dielectric function
is used in the scattering matrix to calculate the reectivity, absorption and electric
eld proles. The result is shown in the following sections. The parameters for the
InGaAs CQW used in the chapter are the same as used in Chapter 2. Also, the
excitonic wavefunctions and their optical properties calculated in Chapter 2 are used
here.
AlAs/GaAs DBR
5 /2
/4 /4
4 InGaAs ADQWs
AlAs/GaAs DBR
Figure 3.1: Schematic of a microcavity-embedded multiple-CQW structure consisting
of a 5/2 cavity sandwiched two distributed Bragg reectors.
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3.3 Reflectivity
From our excitonic calculation, we are able to compute a large number of
exciton states as shown in Fig. 3.2. However, only three exciton states, namely the
exciton ground state (X-GS) and two excited states DX(1s, 2s), which have consid-
erable oscillator strength are shown in Fig. 3.3. These three exciton states show the
strong coupling to the cavity mode. Figure 3.3 shows the reectivity spectra for two
dierent positions of the bare cavity mode (dashed vertical lines), creating dierent
detunings to the bare exciton modes (red circles: the circle area is proportional to the
oscillator strength of exciton). The polariton state are seen as dips in the reectivity
spectra. In Fig. 3.3(a), at low electric eld (EF) the cavity mode locates at around
6meV below X-GS. Due to a large oscillator strength of the X-GS, the exciton-light
strong coupling can be achieved and the polariton states exhibit the anticrossing at
approximately F=19 kV/cm. As the EF increases, the cavity mode turns out to be
weakly coupled to the exciton modes because of a smaller oscillator strength. This
on/o switching of the strong coupling regime is also observed in Fig. 3.3(b). In this
case, the cavity mode is at approximately 1.3959 eV and can be tuned to the exciton
X-GS
Figure 3.2: Exciton energies and oscillator strength (circle area) in the asymmetric
10-4-10-nm InGaAs CQW as function of the electric eld.
60
1.386 1.388 1.390 1.392 1.394 1.396
5
15
25
35
45
E
le
c
tr
ic
 F
ie
ld
 (
k
V
/c
m
)
Energy (eV)
(a)
IX
DX(1s)
DX(2s)
DX
Cavity mode
1.390 1.392 1.394 1.396 1.398 1.400
5
15
25
35
45
E
le
c
tr
ic
 F
ie
ld
 (
k
V
/c
m
)
Energy (eV)
DX
IX
(b)
DX(1s)
DX(2s)
Cavity mode
Figure 3.3: Field dependent reectivity spectra of the asymmetric 10-4-10-nm InGaAs
CQW structure, with the bare cavity mode at (a) 1.3897 eV and (b) 1.3959 eV (black
dashed lines). Exciton ground state exhibiting DX-IX transition and two brightest
direct exciton (DX) 1s and 2s states located far in the excitonic continuum are shown
by open red circles.
61
modes by changing the EF. The small detuning enhances the exciton-light coupling
as can be seen from the large energy separation of the two polariton states at low
EFs. At higher EFs, the two clear anticrossings of the polariton states formed by the
cavity mode and bright DX(1s, 2s) are observed.
3.4 Absorption and comparison with experimen-
tal data
We have also calculated the absorption spectra as demonstrated in Fig. 3.4.
We make a 2-meV(FWHM) Gauss convolution of the excitonic induced susceptibility
in order to include the eect of inhomogeneous broadening of the exciton lines [79],
~(!) =
Z 1
 1
(!0)g(!   !0)d!0 : (3.15)
The model can be used to calculate the absorption for any incident angles of
light. In this work, we have chosen two dierent cases: (i) normal incidence (=0)
and (ii) non-normal incidence (=35 to the normal), in order to compare our theo-
retical results with the measurement of Ref. [61]. For normal incidence [Fig. 3.4(a)],
the cavity mode manifests itself as a narrow peak in the absorption because it is
weakly coupled to the X-GS. The polariton states at higher energies are strongly
dominated by the DX excited states. At =35, the cavity mode is blue-shifted to
1.402 eV and coupled to both the X-GS and the bright DX excited states, giving rise
to the three distinct polariton states which are combinations of the cavity and exciton
modes. Figure 3.4(c)-3.4(d) show the experimental photoluminescence spectra of a
InGaAs CQWs microcavity taken from Ref. [61]. Note that the energy range shown
in Fig. 3.4(a),(b) for the theory and Fig. 3.4(c),(d) for the experiment is the same
but has a shift of 30meV. This is because the energy gap used in the calculation is
dierent from the experimental value. However, this dierence does not aect at all
the shape of the spectra, or varying the energy gap leads to a rigid energy shift of
the whole spectrum only. It is found that the calculated results are in a quantitative
agreement with the experiment.
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(a)                 (b) 
25 kV/cm
25 kV/cm
(c)                                (d)
Figure 3.4: Field absorption spectra of the asymmetric 10-4-10-nm InGaAs CQW struc-
ture, (a) for normal incidence with bare cavity mode at 1.3820 eV (black dashed line)
and (b) for incident angle of  = 35 with the bare cavity mode at 1.4025 eV. (c)-(d)
show the photoluminescence spectra taken from Ref.[61] for  = 0 and  = 35 in the
same range of the electric eld.
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Figure 3.5: Electric eld prole of the asymmetric 10-4-10-nm InGaAs CQW structure
for (a)  = 0 and (b)  = 35at F=5kV/cm, without Gauss convolution.
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The electric eld E(k; z) at F=5kV/cm for =0 and =35 calculated using
the scattering matrix method are shown in Fig. 3.5. The electric eld prole has a
maximum at the energies of the polariton states. There is only one peak seen in the
case of normal incidence which corresponds to the lowest polariton state as shown in
Fig. 3.4(a), while the three polariton states for the incident angle of =35 are clearly
demonstrated at approximately 1.394, 1.402 and 1.403 eV.
3.5 Dipolaritons
A dipolariton is a special type of polariton states which exhibits a large os-
cillator strength of DX and at the same time has a large dipole moment of IX since
it is formed from a mixed DX-IX mode coupled to the cavity mode. The DX is
strongly coupled to the cavity mode due to its large oscillator strength, while IX has
a large static dipole moment but is weakly coupled to the cavity mode. However,
it is electronically coupled to DX via the tunneling which is controlled by means of
the electric eld. The main purpose of this section is to study the properties of the
dipolaritons on the microscopic level, by calculating the relative contribution of DX,
IX and C modes to the polariton states.
3.5.1 Microscopic polarization
For CQW microcavities, the microscopic polarization Y (r;R) can be written
as
Y (ze; zh; ;Rxy) = e
iKRxyedcv
X

 (ze; zh; )X(k; !)
E +
h2K2
2M
  h!   i ; (3.16)
where the index  denotes the -th exciton state, E is the exciton transition energy,
K = jKj is the in-plane wavevector, Rxy is the in-plane coordinate, ! is the light
frequency,  is the phenomenological parameter and
X(k; !) =
Z
E(k; z) (z; z; 0)dz : (3.17)
The calculation of X(k; !) is shown in Appendix C. The electric eld E(k; z) is the
solution of the Maxwell's equation including the excitonic polarization. We then
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introduce three functions of frequency related to the microscopic polarization,
F(!) =
Z Y(z; z; 0)dz2 (3.18)
D(!) =
Z Z Z
jY(ze; zh; )j2 (ze   zh)2d dze dzh (3.19)
N (!) =
Z Z Z
jY(ze; zh; )j2 2d dze dzh ; (3.20)
where
Y(ze; zh; ) = edcv
X

 (ze; zh; )X(k; !)
E +
h2K2
2M
  h!   i : (3.21)
Functions F ;D;N are proportional to the polariton brightness, polariton static dipole
moment and the normalization constant, respectively.
3.5.2 Two-level model and cavity-mode fraction
In the two-level model of the polariton, the exciton mode (X ) with energy of
!
X
is coupled to the cavity mode (C ) with energy of !
C
via the coupling constant V .
The set of two coupled equations has the form
(!
C
  !)C  VX = 0 (3.22)
(!
X
  !)X  V C = 0 ; (3.23)
or in matrix form, 0@ !C  V
 V !
X
1A0@C
X
1A = !
0@C
X:
1A (3.24)
The secular equation for the polariton frequency then takes the form
V 2 = (!
C
  !)(!
X
  !) ; (3.25)
and the ratio X /C is given by
X
C
=
V
!
X
  ! ; (3.26)
with the normalization condition X2 + C2 = 1.
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In our excitonic calculation, we have a large number of exciton states. To
compare our microscopic approach with the two-level model, we consider that only a
single state is coupled to a cavity. The electric eld in a thin QW layer is assumed to
be constant E(z)  E(z0). The excitonic polarization in Eq.(B.14) then has the form
P = E(z0)e2d2cv
 (z; z; 0)A
!
X
  ! ; (3.27)
or
(!
X
  !)P = E(z0)e2d2cv (z; z; 0)A ; (3.28)
where z0 is some point within the CQW structure and A =
R
 (z0; z0; 0)dz0. The
Maxwell's equation for K=0 has the form
 d
2E(z)
dz2
=
!2
c2
[b(z)E(z) + 4P (z)] : (3.29)
Neglecting any change of the electric eld E(z) within the CQW and applying the
cavity-mode approximation, we obtain:
d2E
dz2
=  !
2
C
c2
bE ; for z  z0 ; (3.30)
Then, we get
(!2
C
  !2)E = !24
b
P : (3.31)
Assuming that j!   !
C
j << !
C
, we obtain !
C
 ! and (!2
C
  !2)  2!
C
(!
C
  !).
Then Eq.(3.31) can be rewritten as
(!
C
  !)E = !
C
2
b
P : (3.32)
Introducing the length a =
R
P (z)dz=Pmax, we can rewrite Eq.(3.28) and Eq.(3.32)
as a set of two coupled equations
(!
C
  !)E = !
C
2
b
Pmax (3.33)
(!
X
  !)Pmaxa = e2d2cvf 2E : (3.34)
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By comparing with the two-level model, we get
V 2 = (!
C
  !)(!
X
  !) = 2!Ce
2d2cvf
2
ba
; (3.35)
and thus the ratio 
CX
CC
2
=
2!
C
a
be2d2cvf
2

Pmax
E
2
: (3.36)
When we replace aPmax by
R
P (z)dz, this leads to very minor changes. Within the
single-state approximation, the functions F in Eq.(3.18) and function N in Eq.(3.20)
take the form
F(!) = jE(z0)j2 f
4
(!
X
  !)2 (3.37)
N (!) = jE(z0)j2 f
2
(!
X
  !)2 ; (3.38)
Therefore, the ratio between F and N is related to the exciton oscillator strength.
Replacing F=N = f 2 brings Eq.(3.36) to the form

CX
CC
2
=
2!
C
be2d2cvE2
N
F
Z P (z)dz2 : (3.39)
F ;N are calculated as function of energy, their values at the polariton energy are
taken in order to compute the ratio (CX=CC) in the polariton state.
3.5.3 Static dipole moment and indirect exciton fraction
An exciton mode consists of the direct (DX) and indirect (IX) components,
their coecients satisfy the condition C2X = C
2
DX + C
2
IX. The CIX is proportional
to the polariton dipole moment. If the IX component is dominant, the polariton
dipole moment is large due to a large e-h separation in the system. Therefore, we can
determine the ratio between CIX and CX contributions from
CIX
CX
2
=
1
d
D
N ; (3.40)
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where d is the exciton dipole moment length. Similar to Eq.(3.39), the values of D
and N are taken at the polariton energy.
From the ratio (CX=CC) and (CIX=CX), we can calculate the DX, IX and C
fractions by applying the two normalization conditions
C2DXn + C
2
IXn + C
2
Cn = 1 (3.41)X
n
C2Cn = 1 ; (3.42)
where n is used to label dierent polariton states. The second condition [Eq.(3.42)]
is an extra condition to verify the results and also to introduce some corrections.
To satisfy the second condition, meaning that the total contribution of the cavity
mode to all polariton states must be 1, we need to introduce an extra parameter  in
Eq.(3.39) as

CXn
CCn
2
= n (3.43)
n =
2!
C
R P (z)dz2
be2d2cvE
2
N
F : (3.44)
Substituting Eq.(3.43) into Eq.(3.41), we obtain
C2Cn =
1
1 + n
: (3.45)
The value of  is calculated using the second condition [Eq.(3.42)] as
X
n
C2Cn =
X
n
1
1 + n
= 1 : (3.46)
For the studied structure, it is found that   1 as it should be, telling us that our
estimates are good enough. Depending on the electric eld gamma can vary between
0.2 to 1.5, but taking the gamma into account leads in practice to an insignicant
correction of the fraction calculation.
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3.5.4 Analysis of polariton modes
Figure 3.6 shows the absorption spectra without the Gauss convolution in the
case of non-normal incidence at =35. For the following results, we use the inplane
exciton connement radius of 200 nm in order to reduce the number of states in the
continuum. The polariton states (black lines in Fig. 3.6) are indicated by the peak
positions in the absorption.
The fractions of DX, IX and C modes for the lowest six polariton states (n=1 to
n=6) are shown in Fig. 3.7. For the state n=1, the DX component strongly dominates
at low EFs and then decreases when the X-GS switches from DX to IX, corresponding
to the increase of IX component. The cavity mode has a small contribution to this
polariton state. The cavity mode has a major contribution to state n=2 at low electric
eld because the detuning is very small. Considering states n=2 and n=3, polaritons
are formed from the coupling between the cavity mode and the second and third
exciton excited states. The cavity mode is in resonance with the exciton mode at
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Figure 3.6: Field absorption spectra of the asymmetric 10-4-10-nm InGaAs CQW struc-
ture at  = 35 with the bare cavity mode at 1.4025 eV (black dashed line). The
polariton states (blue lines with symbols) are indicated by the peak position of the
absorption. The red dashed lines denote the bare exciton modes.
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around F=9kV/cm, leading to the considerable change in the exciton and photon
fractions at around this value of the electric eld. The C fraction decreases in the
state n=2 and at the same time increases in the state n=3, and vice versa for the
DX component. The behaviour found for the state n=3 is also seen in higher states,
but the peak of C component is found at higher values of the electric led where the
cavity mode is met by the exciton. However, the exciton-light coupling is very weak
in the state n=4 due to a small oscillator strength of exciton, resulting in the absence
of the C component for all electric elds. For the state n=5 at around F=12 kV/cm,
the coupling increases because the cavity mode is in resonance with the DX(1s) which
has considerable oscillator strength. As can be seen in Fig. 3.7, at this value of electric
eld all three components have comparable contribution. It seems that this is the
maximum eect of dipolariton which can be observed in our calculation. Increasing IX
further inevitably decreases C as DX decreases. For the state n=6 at F=12.5 kV/cm,
the major contribution is C with small DX and IX. A slight increse of DX fraction at
around F=20 kV/cm comes from the inuence of the DX(1s) state. At large electric
elds, all polariton states are strongly dominated by IX component only (i.e. zero
DX component). As seen from our calculation, there are no mixed states with C and
IX components, namely a dark polariton, which was reported in Ref. [61]. This can
be explained from the fact that the exciton-photon coupling is proportional to the
exciton oscillator strength, so that a very small oscillator strength of IX exciton leads
to a very weak coupling between IX and C modes. As can be seen in Fig. 3.7, the
C fraction is almost zero if there is no DX contribution to the polariton state and
only the IX component is dominant. Therefore, the polariton state with mixed IX-C
component with no contribution from DX does not exist in this system.
3.6 Summary
In this chapter, the interaction between exciton and photon in an asymmetric
microcavity-embedded CQW is studied by solving coupled material and Maxwell's
equations. All excitonic states and their properties calculated in Chapter 2 are taken
into account in this polariton calculation. The structure consists of four asymmetric
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CQW inside the cavity, similar to the structure used in the experiment [61]. The
dielectric constant and local susceptibility of the CQW layers inside the cavity is
determined and then used in a scattering matrix method in order to calculate the
reectivity and absorption spectra. In the strong coupling regime, the anticrossing of
two polariton states is clearly seen. The strong coupling between exciton and cavity
modes can be switched on/o by the means of the electric eld. At the incident
angle of light of  = 35, the cavity mode is strongly coupled to the exciton states at
dierent electric elds, showing three distinct polariton states. The calculated result
is in a good agreement with the measurement [61].
In the three-level system (DX, IX and C), DX is strongly coupled to C because
it has a large oscillator strength. IX has a weak coupling to C, but it is electronically
coupled to DX via the tunneling through the barrier. The mixed polariton state of
such a three-level system is called dipolariton. It shares a large oscillator strength
of DX and a large electric dipole moment of IX. In this section, the contributions of
DX, IX and C to the six lowest polariton states are calculated using the microscopic
theory. To analyze the properties of dipolaritons, we have also calculated the DX,
IX and C fractions of the polariton states using the microscopic theory. The three
functions F , D, and N are determined from the excitonic microscopic polarization.
The polariton state n=5 has a maximum eect of dipolariton at F=12 kV/cm. All
three components have comparable contributions to the polariton state. It is also
found that there is no mixed state having comparable C and IX components and
negligible DX component, namely dark polariton as reported in Ref. [61]. This is
because the cavity mode is weakly coupled to the indirect excitons due to their small
oscillator strength.
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Chapter 4
Polaritons in quantum
dot-microcavity systems
The main purpose of this chapter is to study the light-matter interaction in a strongly-
coupled QD-cavity system. An exciton mode is coupled to the cavity mode, producing
two polariton modes with dierent eigenenergies. In the strong coupling regime, the
anticrossing of two polariton modes is observed when the exciton mode is resonant
to the cavity mode. The energy splitting (
) is proportional to the coupling strength
g, 
 = 2g. The model used in this chapter is dierent from the model explained
in Chapter 3 because the excitonic part is treated as a two-level (fermionic) system.
Here, the dynamics of exciton-polariton in the system is described by the Jaynes-
Cummings (JC) ladder. The concept of four wave mixing (FWM) is also explained.
The spectrally and time - resolved FWM signal is calculated for dierent tempera-
tures. The coherent coupling is studied by Fourier-transforming the FWM signal into
the two dimensional (2D) frequency domain. The phase correction of the 2D FWM
is also calculated in order to compare the obtained results with the experiment.
4.1 Jaynes-Cummings ladder
In the system of a single fermionic two-level system strongly coupled to a single
bosonic photon mode, the light - matter interaction is described within the JC model
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[86]. The JC Hamiltonian is written as (we use h = 1 for simplicity of notations)
H = !
C
aya+ !
X
j1i h1j+ g ay j0i h1j+ a j1i h0j : (4.1)
where !
C
(!
X
) is the cavity (exciton) transition frequency and g is the exciton-photon
coupling strength. The detuning () is dened as the energy dierence between the
exciton and cavity modes,  = !
C
 !
X
The operator ay and a are the cavity creation
and annihilation operators, while j0i and j1i denote the ground (no exciton) and
excited (one exciton) states of the excitonic subsystem. If we consider the rst rung
of the JC ladder (seeM1 in Fig. 4.1), the two uncoupled states consist of a state with
an exciton in the ground state and one photon j0; 1i and a state with an exciton in its
excited state and no photon j1; 0i. The system is considered as two-level system with
the coupling strength g between the levels. When the cavity mode is tuned to the
exciton mode (!
C
= !
X
), the symmetric jM1+i and antisymmetric jM1 i eigenstates
are formed by the superpositon of the uncoupled states as
jM1+i = 1p
2
(j0; 1i+ j1; 0i);
jM1 i = 1p
2
(j0; 1i   j1; 0i) : (4.2)
The Hamiltonian Eq.(4.1) can be rewritten in the matrix form
H =
0@!C g
g !
X
1A (4.3)
with the eigenenergies (1)
1 =
!
C
+ !
X
2

s
!
C
  !
X
2
2
+ g2 : (4.4)
Therefore, the energy splitting of the two eigenstates at resonance (!
C
= !
X
) is
given by 1+   1  = 2g which is equal to the Rabi splitting (
). The two possible
transitions between the ground state (GS) and the rst rung results in the Rabi
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Figure 4.1: Level schematic of polariton states in the JC ladder.
doublet. Similar to the rst rung, the eigenstates of the n-th rung are written as
jMn+i = 1p
2
(j0; ni+ j1; n  1i);
jMn i = 1p
2
(j0; ni   j1; n  1i) ; (4.5)
with the eigenenergy
n =
(2n  1)!
C
+ !
X
2

s
!
C
  !
X
2
2
+ ng2 : (4.6)
The j0; ni state denotes the state with unexcited exciton and n photons, while
j1; n  1i state has an exciton in the excited state and n   1 photons. For higher
rungs (n>1), the energy splitting between the two eigenstates increases as the square
root of the number of photon,
p
n
 for zero detuning. There are four possible tran-
sitions between the (n-1)-th rung and n-th rung which form a quadruplet. For high
photon occupation number, the two middle transitions in the quadruplet are almost
degenerate and form a single peak at the middle of the spectrum, surrounded by two
other transitions, known in the literature as the Mollow triplet [87, 88].
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4.2 Four-wave mixing and measurement of co-
herent dynamics
The four wave mixing (FWM) is a nonlinear technique which uses two or more
waves propagating together and interacting with a nonlinear medium [89, 90]. For the
electromagnetic wave with amplitude E , wavevector k and frequency ! propagating
in free space, the electric eld satisfying Maxwell's equations has the form
E(r; t) = Eei(kr !t) : (4.7)
The macroscopic polarization induced by such a eld is given by
P (r; t) =
Z
(r  r0; t)E(r0; t)dr0 ; (4.8)
where (r   r0; t) is a nonlocal susceptibility. The simplest version of the FWM
spectroscopy used in experiments is the two-beam degenerate FWM consisting of two
ultrashort laser pulse elds (E1; E2) with a delay time  between them. The eld has
the form
E(r; t) = E1(r1; t) + E2(r2; t  ) : (4.9)
The rst pulse E1 with the wavevector k1 induces the rst-order polarization in the
sample. The second pulse E2 with the wavevector k2 arrives at the sample after the
delay time  . If the delay time  is smaller than the dephasing time of the polarization,
an interference grating along the phase direction k2   k1 is produced. A fraction of
E2 can be self-diracted by the grating into the direction k2   k1 + k2 = 2k2   k1,
giving rise to the third-order polarization P (3) called the FWM eld which has the
form.
P
(3)
FWM(r; t) / E1E22 exp fi[(2k2   k1)r + (2!2   !1)t]g : (4.10)
In this work, the calculated FWM signal is compared with the experimental
FWM response measured by the heterodyne spectral interferometry (HSI) technique
[91]. In the studied HSI experiment, the two ultrashort pulses E1 and E2 of 1 ps
duration are used to excite the fundamental cavity mode. In our model, the density
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matrix can be calculated for all components. However, we consider in this work only
the third-order component of the density matrix which produces the FWM signal at
frequency 2!2   !1, the same as measured in HSI experiment at low intensities.
4.3 The Tavis-Cummings model and FWM theory
The Hamiltonian which describes a photon mode coupled to N two-level sys-
tems has the form (setting h=1 for simplicity of notations)
H = !
C
aya+
NX
n=1

!
Xn
jni hnj+ gn

ay j0i hnj+ a jni h0j

; (4.11)
and is known as the Tavis-Cummings (TC) model [92, 93]. Here, !
Xn
is the exciton
transition energy of the n-th QD, jni denotes the state with one exciton in the n-th
QD and all other QDs empty, gn is the coupling strength between the n-th QD exciton
and the cavity mode. We assume that all QD excitons are close to resonance with
the cavity mode, and neglect any excited or multi-excitonic states within the same
QD, as they are in general signicantly o-resonance. The master equation for the
density matrix (t) has the form
i
d
dt
= L^(t) : (4.12)
The full time dependent Lindblad super-operator L^(t) can be written as
L^(t) = L^+ [E(t); ] ; (4.13)
L^ = [H; ]  i
C
 
aya+ aya  2aay
 i
NX
n=1

Xn

jni hnj +  jni hnj   2 j0i hnj  jni h0j

; (4.14)
where 
C
and 
Xn
are the cavity damping and the exciton dephasing rate, respectively.
The dynamics in such a system is solved as discussed in Appendix D which considers
a single QD system. With N QDs coupled to the cavity, there are N1=1 +N states
in the rst rung and N2=1+N(N +1)=2 states in the second rung. This corresponds
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to the N1 transitions of GS$M1 and N1N2 transitions of M1 $M2, giving rise
to the total M=N1(1 +N2) possible transitions in the system. The expansion of the
density matrix then takes the form
(t) =
N1+N2X
i;j=0
ij(t) jii hjj ; (4.15)
where the uncoupled exciton-photon states jii 
nX1 ; nX2 ; : : : ; nXj ;nCE with nX=0,1
and n
C
=0,1,2,: : : are the exciton and photon occupation numbers. The FWM polar-
ization is given by
P (t; ) =
MX
j=1
e i~!jt 
8>>>><>>>>:
N1X
k=1
ajke
i1;k  > 0
N2X
k=1
bjke
i2;k  < 0
(4.16)
with the complex frequencies
~!j = 1;k ; (4.17)
for the GS$ M2 transition with k = 1; 2; : : : ; N1, and
~!j = 2;k   2;m ; (4.18)
for the M1 $ M2 transition with m = 1; 2; : : : ; N1 and k = 1; 2; : : : ; N2: The
energy levels 1;k, 2;k are calculated by diagonalizing the eective non-Hermitian
Hamiltonian
~H =
0BBBBBB@
~H1 0 0 : : :
0 ~H2 0 : : :
0 0 ~H3 : : :
...
...
...
. . .
1CCCCCCA : (4.19)
where ~Hn refers to the n-th rung of TC ladder. The eective Hamiltonians describing
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|9 = |1,1,0;0        |10 = |1,0,1;0      |11 = |0,1,1;0› › › › › ›
|1 = |0,0,0;1         |2 = |1,0,0;0       |3 = |0,1,0;0        |4 = |0,0,1;0› › › › › › › ›
|5 = |0,0,0;2         |6 = |1,0,0;1       |7 = |0,1,0;1        |8 = |0,0,1;1› › › › › › › ›
|0 = |0,0,0;0› ›
Second rung
First rung
Ground state
Figure 4.2: The basis of twelve states in TC ladder consists of GS, N1 = 4 states of
the rst rung and N2 = 7 state for the second rung.
the rst and second rungs take the form
~H1 =
0BBBBBB@
~!
C
g1 g2 g3
g1 ~!X1 0 0
g2 0 ~!X2 0
g3 0 0 ~!X3
1CCCCCCA (4.20)
~H2 =
0BBBBBBBBBBBBBBB@
2~!
C
p
2g1
p
2g2
p
2g3 0 0 0p
2g1 ~!C+~!X1 0 0 g2 g3 0p
2g2 0 ~!C+~!X2 0 g1 0 g3p
2g3 0 0 ~!C+~!X3 0 g1 g2
0 g2 g1 0 ~!X1+~!X2 0 0
0 g3 0 g1 0 ~!X1+~!X3 0
0 0 g3 g2 0 0 ~!X2+~!X3
1CCCCCCCCCCCCCCCA
(4.21)
with ~!
C
= !
C
  i
C
and ~!
Xn
= !
Xn
  i
Xn
.
In this work, we concentrate on a system of 3QDs (N = 3) coupled to the
cavity. The basis is then reduced to twelve states, consisting of N1 = 4 states of the
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Figure 4.3: Sketch of the micropillar structure including the light coupling from the
top facet.
rst rung and N2 = 7 state for the second rung (Fig. 4.2). Therefore, there are 32
possible transitions consisting of 4 transitions of GS $ M1 and 28 transitions of
M1 $M2.
4.4 Structures and parameters
We concentrate on the QD-micropillar system consisting of a -GaAs spacer
sandwiched between two DBRs made of =4 layer of GaAs and AlAs with 26 (30)
mirror pairs in the top (bottom) DBR. The sketch of the micropillar structure is
demonstrated in Fig. 4.3. A layer of self-assembled InGaAs QDs is embedded at the
antinode of the conned photon eld in the spacer. In this work, we have studied
two cases: (i) 1QD-cavity system [93] and (ii) 3QDs-cavity system [94]. Actually,
there are many QDs in the system, but only a few of them are strongly coupled and
are in resonance with the cavity mode. To achieve the strong coupling regime, the
oscillator strength of QD exciton needs to be large and the cavity mode should have
a high Q-factor and a small volume. For the studied structure, the diameter of the
micropillar is varied between 1.5 and 2.0m.
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The input parameters are obtained from the micro-photoluminescence (PL)
spectra measured in the experiment. The PL spectrum at each temperature was
tted by a sum of Lorentzian lines. The resulting line positions as functions of
temperature were tted with the rst rung transition energies 1;k [given by Eq.(D.19)
for 1QD-cavity and by the eigenvalues of Eq.(4.20) for 3QDs-cavity]. The temperature
dependence of the uncoupled QD excitons and cavity energies can be tted within an
explicit model of the band gap shift of semiconductor [95]:
!
Xn
(T ) = !
Xn
(0) + F (T ) ; (4.22)
!
C
(T ) = !
C
(0) + F (T ) ; (4.23)
F (T ) =  
2
[coth


2T

  1] ; (4.24)
where !
Xn
(0) and !
C
(0) are the exciton and cavity energies at T=0,  is the scaling
factor for the cavity shift and ;  are the tting parameters.
Figure 4.4(a) shows the PL spectra of the 1QD-cavity system for the sample
temperature from 8K to 30K. The anticrossing is observed at approximately T=19K
with a Rabi splitting of 
 = 79eV. The tted spectral positions of uncoupled (X,C)
and coupled (M1) states are shown in Fig. 4.4(b). It is also seen in Fig. 4.4(a) that the
pillar contains other QDs which are weakly coupled to the cavity mode, resulting in
the crossing at around T=23K. This corresponds to the enhancement of the linewidth
by the Purcell eect [31], as can be seen in Fig. 4.4(c). The exchange of the linewidth
between two polariton modes is typical for the strong coupling regime.
For a 3QDs-cavity system, the three individual excitons coupled to the cavity
mode gives rise to the four polariton states as shown in Fig. 4.5. At low sample
temperature, the exciton states are slightly blue-shifted from the cavity modes. As
the temperature increases, the exciton states are tuned through the cavity mode due
to a reduction of the semiconductor band gap. The avoided crossing between the
cavity mode and three exciton states (X1, X2, X3) are observed at around 13K, 21K
and 25K respectively. To parameterise the detuning () in this system, we introduce
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Figure 4.4: (a) The PL spectra of a single QD-cavity system as function of the sample
temperature. Spectral intensity on a linear colour scale from white (zero) to blue. An
anticrossing between the cavity and exciton modes with a Rabi splitting of 
 = 79eV
is observed at T  19K as shown in an orange line. (b) The spectral positions of
polaritons in the rst rung of the JC ladder (M1) obtained from a Lorentzian line
shape t are shown as solid lines. The tted energies of uncoupled states C, X (dotted
lines) and coupled state jM1+i ; jM1 i (dashed lines) are calculated from Eq.(4.24).
(c) The tted linewidths of ~M1+; ~M1  states are obtained from a Lorentzian lineshape
t (symbols). The resulting linewidths of uncoupled states (C, X) are shown as dotted
lines and coupled state (jM1+i ; jM1 i) as dashed lines.
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ab
Figure 4.5: (a) The PL spectra of a triple QDs-cavity system as function of the sample
temperature. The energies of uncoupled exciton modes X1, X2, X3 (white dotted lines)
and uncoupled cavity mode (white dashed line) are obtained from a Lorentzian line
shape t. The solid lines represent the tted coupled polariton energies using Eq.(4.24).
(b) The linewidths of coupled polariton states as function of the sample temperature
(symbol: measured, line: modeling).
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Parameter 1QD-cavity system 3QDs-cavity system unit
!
C
1330.909 1334.5732 meV
!
X
1331.070 1334.6106
1334.7412
1334.8584
g 39 43 eV
40
31.5

C
40 36.5 eV

X
16.5 18.0 eV
11.5
16.0
 58:05 0:60 60:9 0:6 eV/K
 59:31 0:40 58:9 1:0 K
 0.153297 0.227
Table 4.1: Parameters of the 1QD-cavity and 3QD-cavity systems deduced from a t
to the temperature-dependent PL spectra.
the average cavity detuning as
 = !
C
 
P3
n=1 gn!XnP3
n=1 gn
; (4.25)
corresponding to the values of -124, 16 and 124 eV at the three anticrossings. The
tted linewidths are shown in Fig. 4.5(b). All parameters obtained from the PL
spectra tting for the JC and TC models are summarized in Table. 4.1. The exciton
and cavity linewidths include a Lorentzian spectrometer resolution of 4eV half width
at half maximum (HWHM).
4.5 Single-dot/microcavity system
4.5.1 Spectrally and Time-resolved FWM
To investigate the rst two rungs of the JC ladder, the basis of ve lowest
states (GS, M1, M2) is used in the density matrix. This allow us to access both
the GS $ M1 and M1 $ M2 transitions. The spectrally resolved FWM power
jP (!; =0)j2 at zero detuning (=0) is demonstrated in Fig. 4.6. The signal after the
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Figure 4.6: FWM power jP (!; )j2 at =0 for dierent post-selected times t. The
decomposition into GS $ M1 (magenta line, multiplied by a factor of 0.5) and
M1 $M2 (green line) transitions are shown in (a).
arriving of the second pulse [blue curve in Fig. 4.6(a)] does not show the Rabi doublet
because it contains all six possible transitions. The GS $ M2 transition does not
contribute because its transition energy is large giving rise to a fast dephasing. The
decomposition of the signal into GS $ M1 (green line) and M1 $ M2 (red line)
transitions is also shown in Fig. 4.6(a). The GS$ M1 transitions show the vacuum
Rabi doublet, while the quadruplet of M1 $ M2 transitions create a spectrally
broad peak due to a faster dephasing of the second rung (about four times faster
compared to the GS $ M1 transitions). The FWM spectra after a time lag t0 is
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Figure 4.7: Temperature dependence of spectrally resolved FWM at zero-delay,
jP (!; =0)j2, for (a) measurement, (d) prediction and post-selected at =40ps,
jP (!; =0; t=40ps)j2, for (b) measurement, (e) prediction. (c) Measured and (f) pre-
dicted time-resolved FWM jP (t; =0)j as function of temperature. The post-selected
time t = 40ps is shown in (c) as a dashed line. The detuning  determined by Eq.(4.25)
is also shown on the right axis.
calculated by
P (!;  ; t) =
Z 1
t0
P (t; )ei!tdt : (4.26)
It is clearly seen in Fig. 4.6(b)-4.6(f) that the fast dephasing component can be sup-
pressed at later time. At around t>40 ps, we can observe the Rabi-split doublet of the
GS $ M1 transitions. The experimental and theoretical spectrally resolved FWM
as function of temperature for t=0 and t=40ps are shown in Fig. 4.7, demonstrating
a good agreement between the two. The result in Fig. 4.7 is the same as presented in
Fig. 4.6 but for dierent detunings (dierent temperatures). As expected, the Rabi
splitting can be clearly observed at t>40 ps when the second rung transitions are
suppressed. The anticrossing shows that the system is in the strong-coupling regime.
The measured and predicted time-resolved FWM amplitude jP (t; =0)j as
function of temperature is demonstrated in Fig. 4.7(c) and 4.7(f), respectively. The
real-time dynamics shows delayed rise and oscillations of the signal. This initial
delayed is caused by the coupling of the excitation pulses to the cavity photon
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which is free from non-linearity. Only when the corresponding initial superposition
jM1+i + jM1 i has evolved with time towards jM1+i   jM1 i through the Rabi-
oscillation, it acquires an excitonic component and then the FWM is created. Again,
the time evolution exhibits the oscillations due to the interference of the six possible
transitions. Therefore, it is not only given by the vacuum Rabi splitting of the rst
rung transitions, but also by the second rung transitions. The FWM rise-time and
oscillations are the largest for =0, corresponding to the smallest frequency splitting
of the six transition in the JC ladder.
4.5.2 Quantum strong coupling regime
The coherent evolution of the GS $ M1 and GS $ M2 transitions can
be separately probed using positive and negative delay times respectively. For a
positive delay (>0), a one-photon coherence on GS $ M1 transitions created by
the rst pulse E1 is probed by the pulse E2, so that the delay-time dependence is
measuring the coherent dynamics of the M1 state. For a negative delay (<0), the
FWM polarization is proportional to a two-photon coherence on GS$ M2 which is
created by the pulse E2 and then probed by the pulse E1. Therefore, the delay-time
dependence is given by the coherent dynamics of the M2 state.
The delay time dependence of the FWM power for dierent detunings is shown
in Fig. 4.8. At =0, the calculated FWM power for positive delays shows a beat of the
rst rung with a period of approximately 52 ps. This corresponds to a vacuum Rabi
splitting of 80 eV which is in a good agreement with the Rabi splitting measured in
PL. The beat period for negative delays is
p
2 shorter than that for positive delays
due to a
p
2 larger splitting in the M2 state. The resulting beat period is therefore
around 36 ps for negative delays. This observation demonstrates the quantum strong
coupling regime in the system as more than one photon participate. It is also found
that the exponential decay of negative delays (<0) is much faster than that of
positive delays (>0). This is because the M2 states have a photon content of
3=2 which is three times larger than a photon content of 1=2 in the M1 states, so
that the decay rate for negative delays decreases by a factor of three. We have also
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Figure 4.8: Delay-time dependence of FWM for dierent temperature, corresponding
to the detuning  = 0; 50; 100; 150 ps. Top row: time-integrated FWM
R jP (t; )j2 dt.
Middle row: time-resolved FWM jP (t; )j2. Bottom row: spectrally resolved FWM
jP (!; )j2. The calculated results for  = 0; 50; 100; 150 ps are multiplied by a factor
of 1, 5, 20, 40 respectively.
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Figure 4.9: Measurement and prediction of time-integrated FWM
R jP (t; )j2 dt at (a)
T=19.1K and (b) T=25K, on a logarithmic colour scale over 5 orders of magnitude.
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calculated the time-integrated FWM for =50, 100 and 150 ps, as demonstrated in
Fig. 4.8(b)-4.8(d) respectively. The increasing detuning causes the reduction of the
photon content in the M1 and M2 states, giving rise to a longer exponential decay.
The result also shows that the oscillations are faster for larger detuning. This is due to
the fact that the splitting in all rungs is proportional to the detuning as
p
n
2 + 2,
so that the beat has a shorter period. The time-resolved and spectrally resolved
FWM power are shown in Fig. 4.8(e)-(l). As expected, the shorter period and larger
splitting are observed for larger detuning. We have also compared the calculated
time-integrated FWM with the measurement observation. Figure 4.9 demonstrates a
quantitative agreement between the two.
4.6 Triple-dot/microcavity system
4.6.1 Quantum beat
We have calculated the delay time dependence of FWM for dierent tempera-
tures as demonstrated in Fig. 4.10 for spectrally resolved and Fig. 4.11 for time-resolved
FWM. The signal changes slowly as the temperature increases. A faster beat pe-
riod is observed if the cavity and exciton modes are o-resonance, corresponding to
a larger polartiton splitting as discussed in the case of a single-QD system. The
time-integrated FWM at four dierent temperatures (three X-C resonant tempera-
tures T=13, 21, 25K and o-resonant temperatures T=19K) are shown in Fig. 4.12.
When the cavity is tuned to one of the QD excitons, the resulting beat period is
strongly dominated by the tuned exciton mode. At T=13K [Fig. 4.12(a)] the cavity
mode is in resonance with X1 and detuned by 141eV and 258eV from X2 and
X3 respectively. The resulting beat has a period of around 50 ps, corresponding to
a polariton splitting of approximately 83eV which is close to the Rabi splitting
2g1=86eV of X1. The 3eV dierence is due to the remaining inuence of the
other two excitons X2 and X3. Note that the inuence of X2 are larger than that of
X3 because X2 has smaller detuning. The same happens at T=21K (T=25K) when
the X2 (X3) is in resonance with the cavity mode. The beat period of about 59 ps
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Figure 4.10: Delay-time dependence of spectrally resolved FWM jP (!; )j2 for dierent
temperature, on a logarithmic colour scale over 3 orders of magnitude.
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Figure 4.11: Delay-time dependence of time-resolved FWM jP (t; )j2 for dierent tem-
perature, on a logarithmic colour scale over 3 orders of magnitude.
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Figure 4.12: Time-integrated FWM
R jP (t; )j2 dt for four dierent temperatures, on
a logarithmic colour scale over 3 orders of magnitude.
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Figure 4.13: Comparison between measurement and theory of spectrally resolved
jP (!; )j2 and time-resolved jP (t; )j2 FWM at T=19K (a)-(d) and T=13.5K (e)-(h),
on a logarithmic colour scale over 3 orders of magnitude.
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(74 ps) gives rise to the energy splitting of 70eV (58eV). The values are 10eV
(5eV) smaller than the Rabi splitting of 2g2=80eV (2g3=63eV). In the case of
X2-C resonance, the 10-eV dierence is a bit larger than that of the other two res-
onances. This is because the cavity mode is in between X1 and X3 with nearly the
same detuning (130eV from X1 and 118eV from X3). Therefore, the inuence of
X1 and X3 are comparable in this case. In the o-resonant case, a faster beat is ob-
served. The beat period is around 17 ps, corresponding to the polaritonic splitting of
approximately 243eV which is much larger than the Rabi splitting of any individual
exciton. This indicates that all four polaritons contribute to the coherent dynamics.
The comparison of experimental and predicted results for two dierent temperatures
is presented in Fig. 4.13, showing a quantitative agreement between them.
4.6.2 Coherent coupling and two-dimensional FWM spec-
troscopy
The coherent coupling phenomena is observed during and immediately fol-
lowing photoexcitation by a laser source. In semiconductors, the dephasing time is
of order of picosecond or femtosecond. Therefore, an ultrashort laser pulse is used
to study the coherent regime. To achieve the strong coherent coupling regime, the
coupling between two states must exceed the decoherence rate of each state. The
mechanism of the coherent coupling is investigated using the two-dimensional (2D)
frequency domain representation [96]. The FWM P (!; ) is Fourier-transformed from
the delay time domain  into the conjugated frequency domain ! , giving rise to the
2D FWM P (!; ! ). In this work, we use the FWM for the positive delays (>0)
only. Therefore, the frequency ! represent the frequency of the rst-order polariza-
tion created by the pulse E1. The FWM polarization has the form
P (t; ) =
MX
j=1
N1X
k=1
ajke
 i~!jtei
~1;k : (4.27)
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Its 2D Fourier transform is calculated straightforward by solving
P (!; ! ) =
MX
j=1
N1X
k=1
ajk
(!   ~!j + is)(! + ~1;k)
; (4.28)
where N1=4 for states of the rst rung,M=32 for all possible transitions (as discussed
in the TC model section) and s=4eV is the HWHM of the Lorentzian spectrometer
resolution. The 2D FWM power is calculated for dierent temperatures (Fig. 4.14),
showing the diagonal and o-diagonal peaks. For diagonal peaks, the signals have
the same rst- and third-order frequencies (! = !). This means that the third-order
polarization is dominated by the same exciton state as the rst-order polarization.
When one exciton state is in resonance with the cavity mode, there are two domi-
nant peaks in a diagonal lines indicating the two dominant polariton modes. From
T=16K to T=20K, the 2D FWM features change slowly as the position of cavity
mode moves from X1-resonance to X2-resonance. At T=18K, the cavity mode is in
between X1 and X2, it is detuned by 64eV from X1 and 67eV from X2. The
three diagonal peaks (at approximately 1334.45meV, 1334.55meV and 1334.64meV)
represent the three frequencies of polariton states dominated by X1, X2 and C modes.
The resonances created in the rst-order polarization not only couple to itself in the
third-order polarization (! = ! on diagonal line), but also couple to dierent reso-
nances in the third-order polarization (! 6= ! corresponding to o-diagonal peak) if
two states are coherently coupled to each other. As a result, a pair of coupled states
can create a square-like feature in the 2D FWM. In Fig. 4.14, two squares which
correspond to the X1-C coupling and X2-C coupling have equal strength due to the
comparable detuning of X1-C and X2-C. The lower frequency square is less visible at
T=19K because the cavity mode is closer to X2 than to X1 (it is 84eV above X1
and 46eV below X2). It is shown that the coherent coupling can be observed for all
values of the temperature.
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Figure 4.14: 2D FWM jP (!; ! )j2 for dierent temperature, on a logarithmic colour
scale over 3 orders of magnitude.
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4.6.3 Phase correction and comparison with experimental
data
To compare the theoretical 2D FWM with the experimental observation, a
phase correction is necessary because the phase in experiment is random, i.e. it is
dierent for dierent delay time  . We use the same phase correction as for the
experiment which is given by
~Pcor(!; ) = ~P (!; )exp
n
i['+ !0cor   arg( ~P (!cor; ))]
o
; (4.29)
where !0cor, !cor are the corrected frequencies. The corrected polarization Pcor(!; ! )
is calculated for dierent ', varying it between 0 and 2. Then we determine the min-
imum phase ' = 'min in such a way that the deviation (cor) between the corrected
and uncorrected FWM at ' = 'min is minimum,
cor(!cor; !
0
cor) =
Z Z  Pcor(!; ! )  P (!; ! )2 d! d! : (4.30)
We then use ' = 'min for each !cor and !
0
cor to calculate the deviation cor(!cor; !
0
cor)
as shown in Fig. 4.15 for the full Pcor(!; ! ) and post-selected Pcor(!; ! ; ts=42:5ps)
at T=19K. The deviation is slowly varying versus !cor with well dened regions of
small deviation. Figure 4.16 demonstrates the 2D FWM at a xed !cor=1334.55eV
for dierent !0cor. It is shown that changing !
0
cor only shifts the data in ! -axis and
does not change its shape. For the following calculated data, we use !0cor=1334.60eV
which gives the minimum deviation cor as shown in Fig. 4.15. The eect of !cor on
the 2D FWM data is demonstrated in Fig. 4.17 for the full Pcor(!; ! ) and Fig. 4.18
for the post-selected Pcor(!; ! ; ts=42:5ps). The shape of 2D FWM slowly changes
with changing !cor. Note that the o-diagonal peaks are observed for all values of
!cor which covers the range of signicant FWM signal and can not be all eliminated
simultaneously. This indicates that the o-diagonal signals are due to the coherent
coupling of the polariton modes, they can not be due to the uncoupled resonances.
Due to the contributions of the 28 transitions of the second rung, the features of
2D FWM in the third-order polarization(!-axis) are broadened. The second rung
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Figure 4.15: Deviation due to the phase correction given by cor (!cor; !
0
cor) in ar-
bitrary units, for the predicted 2D FWM at T=19K. Left: for Pcor (!; ! ), right:
Pcor (!; ! ; t=42:5ps). The correction energies used for the following calculation are
indicated as white stars.
transitions are suppressed in the case of the post-selected 2D FWM. The resulting
Pcor(!; ! ; ts = 42:5ps) shows a clear separation between the multiple o-diagonals
at the polariton frequencies as can be seen in Fig. 4.18. We also compare the cor-
rected calculated and experimental 2D FWM data at T=19K using the same phase
correction, i.e. the same 'min and the same correction frequencies !cor and !
0
cor. The
comparison shows a good agreement between the theoretical result and measurement
as seen in Fig. 4.19 for the FWM amplitude and Fig. 4.20 for FWM phase. The data
for the amplitude (Fig. 4.19) and the phase (Fig. 4.20) are also plotted all together in
a 3D representation in Fig. 4.21.
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Figure 4.16: Phase corrected 2D FWM
 Pcor (!; ! )2 for dierent !0cor and !cor =
1334:55meV. Linear colour scale as given from zero (black) to the maximum amplitude
(white).
99
  
-200 0 200
-200
0
200
 
 
 
 
 
 
 
 
-200
0
200
  
 
-200
0
200
ω
cor
 =1334.70 meV
ω
cor
 =1334.56 meV
ω
cor
 =1334.54 meVωcor =1334.52 meVωcor =1334.48 meV ωcor =1334.50 meV
ω
cor
 =1334.58 meV
ω
cor
 =1334.46 meVω
cor
 =1334.44 meVω
cor
 =1334.42 meV
  
 
ω
cor
 =1334.40 meV
ω
cor
 =1334.60 meV ωcor =1334.62 meV
ω
cor
 =1334.64 meV ω
cor
 =1334.66 meV ωcor =1334.68 meV
 
 
 
 
 
 
-200
0
200
 
fir
st
-
o
rd
er
 
fre
qu
en
cy
 
ωω ωω
ττ ττ-
ωω ωω
C 
( µµ µµe
V)
 
 
 
 
 
 
 
 
-200 0 200
  third-order frequency ω-ωC (µeV)
  
 
-200 0 200
 
  
 
-200 0 200
 
  
 
Figure 4.17: Phase corrected 2D FWM
 Pcor(!; ! ; t=0)2 at T=19K with !C =
1334:537meV, for dierent !cor and !
0
cor = 1334:60meV. Linear colour scale as given
from zero (black) to the maximum amplitude (white).
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Figure 4.18: Phase corrected 2D FWM
 Pcor(!; ! ; t=42:5ps)2 at T=19K with !C =
1334:537meV, for dierent !cor and !
0
cor = 1334:60meV. Linear colour scale as given
from zero (black) to the maximum amplitude (white).
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Figure 4.19: 2D FWM at T = 19K with !C = 1334:537meV, for (a) measurement, (b)
prediction of
 Pcor(!; ! ; t=0) and (c) measurement, (d) prediction of post-selected Pcor(!; ! ; t=42:5ps). Linear colour scale as given from zero (black) to the maximum
amplitude (white). Magenta ticks indicate the polariton frequencies of the rst rung
1;k.
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Figure 4.20: 2D FWM at T = 19K with !C = 1334:537meV, for (a) measurement, (b)
prediction of
 Pcor(!; ! ; t=0) and (c) measurement, (d) prediction of post-selected Pcor(!; ! ; t=42:5ps). Colour scale as given, encoding the amplitude as value and the
phase as hue. Magenta ticks indicate the polariton frequencies of the rst rung 1;k.
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Figure 4.21: 3D FWM at T = 19K with !C = 1334:537meV for measurement (top
row), calculation with phase correction (middle row) and calculation without phase
correction (bottom row). Colour scale indicates the phase from 0 to 2.
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4.7 Summary
In this chapter, the dynamics of the strongly-coupled exciton-cavity system
in a micropillar has been investigated. The JC Hamiltonian is used to described the
system of a single QD coupled to a photon, while a triple QD-cavity system is modeled
by TC Hamiltonian. A theory of FWM has been developed for N QDs coupled to the
cavity. In both cases, only the GS, rst rungM1 and second rungM2 are taken into
account and used for the basis of the density matrix expansion. For the single QD-
cavity system, the third-order polarization P (!; ) shows the signals including the
GS$ M1 and M1 $ M2 transitions. Due to the faster decay of the M2 states,
theM1 $M2 transitions can be suppressed in the FWM signal at the post-selected
time P (!;  ; t > ts). As a result, the vacuum Rabi splitting of GS$ M1 transitions
are clearly seen as a doublet peak of the FWM signal. To reveal the quantum strong
coupling eect, we access to the rst and second rungs of the JC ladder separately.
The coherent dynamics of GS$ M1 and GS$ M2 are probed using the dierent
pulse order (positive and negative delays). The delay-time dependence for a positive
(negative) delay is measuring the coherent evolution of the M1 (M2) states. It is
found that the exponential decay for negative delays is faster than that for positive
delays due to the larger photon content. The beat period is also shorter in the case of
negative delays, corresponding to the larger polariton splitting (
p
2g) in the second
rung of the ladder. This shows that the system is in quantum strong coupling regime.
Similar happens in the system of three exciton modes coupled to a cavity. The
inuence of each exciton mode depends on its detuning from the cavity. If the cavity
is in resonance with one exciton, the resonant exciton has a strong contribution to
the system and the other are less important. The coherent coupling is investigated
by Fourier-transforming P (!; ) going from the delay time () domain to the conju-
gated frequency (! ) domain, yielding P (!; ! ). The o-diagonal peak of jP (!; ! )j
demonstrates the coherent coupling of QDs which are isolated from each other. Fi-
nally, we compare our calculation with the measurement using a phase correction
method. The comparison shows a quantitative agreement.
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Chapter 5
Summary and Conclusions
5.1 Direct-to-indirect crossover of QW exci-
tons in an electric field
An ecient method of calculation of exciton states in symmetric and asym-
metric coupled quantum well (CQW) structure is presented in Chapter 2. In the
model developed, the exciton wave function is expanded into a basis of uncorrelated
pair which takes into account the ground and excited states of the electron and hole.
The optical properties of excitonic states as function of the electric eld applied in
the growth direction are studied.
In the presence of the electric eld, electrons and holes can tunnel through a
thin barrier and form both direct and indirect excitons. The ground exciton state
experiences a crossover from direct to indirect exciton at the electric eld of 5 kV/cm
which manifests itselt in decreasing binding energy and increasing exciton lifetime
due to increasing spatial separation between electron and hole. The exciton lifetime
consists of two components: the radiative and tunneling lifetimes. The radiative life-
time is dominant at low elds, while the tunneling channel is more signicant at high
elds when the tunneling rate increases because of the electric eld. The calculated
lifetime of the ground exciton state is in good agreement with the photoluminescence
measurement. A large number of excited states is calculated, and the exciton excited
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state having the maximum oscillator strength demonstrates a much weaker depen-
dence on the electric eld compared to the ground state. The exciton absorption
spectra are also calculated.
The asymmetric CQW structure is also considered in this chapter. The phys-
ical picture and exciton properties are generally the same as in the case of the sym-
metric CQWs. However, the brightest decoupled exciton excited state observed in
the symmetric case is not seen in the asymmetric one. Therefore, the studied asym-
metric CQW is a good candidate for tunable light-matter interaction and various
optoelectronic applications.
5.2 Light-matter coupling in CQW/microcavity
systems and dipolaritons
In Chapter 3, the excitonic model developed and described in Chapter 2 is
extended to include the polariton eect on the microscopic level. A large number of
exciton states calculated in Chapter 2 is used there. The exciton-photon coupling
is treated by solving coupled material and Maxwell's equations. For the microcavity
layer containing asymmetric CQW, the excitonic susceptibility and dielectric function
are calculated. The reectivity and absorption spectra are also studied for dierent
detunings and angles of light incidence using the scattering matrix approach. The
reectivity spectra demonstrate the clear anticrossings between two polariton states
at dierent electric elds, indicating that the strong coupling regime is achieved. The
advantage of this structure is that the on/o switching of the strong coupling can be
controlled by the means of the electric eld. A comparison between the calculated
and experimental results is also presented, showing a good agreement.
The fractions of direct exciton, indirect exciton and cavity mode contributed
to the polariton states are also studied. Dipolariton states in which all three compo-
nents have comparable contributions are formed owing to exciton excited states and
observed at dierent values of the electric eld, between 10 and 15 kV/cm. At larger
elds, the polariton states are mainly dominated by the indirect exciton, going to the
107
weak coupling regime. The polariton state containing only an indirect exciton and a
photon with a vanishing contribution of direct exciton, i.e. a dark polariton, is not
observed in CQW structures.
5.3 Quantum strong and coherent couplings in
QD/microcavity systems
Coherent dynamics of strongly-coupled exciton-cavity system - a quantum dot
(QD) inside a micropillar cavity - is studied in Chapter 4. Theory of the four-wave
mixing (FWM) in such a system is developed. The QD is treated as a two-level system
and the exciton-photon interaction is described using the Jaynes-Cummings (JC)
ladder. Spectrally and time-resolved FWM signals are calculated as functions of the
temperature. The temperature is used to control the exciton-cavity mode detuning.
To study the nonlinearities of the system, the rst and second rungs of JC ladder are
taken into account. They are addressed separately by using, respectively, positive and
negative delays between laser pulses in the FWM. From the time-integrated FWM, it
is found that the beat period of the second rung is faster than that of the rst rung.
This is because the energy splitting in the second rung is
p
2 larger than that in the
rst rung as zero detuning. This observation demonstrates that the system is in the
quantum strong coupling regime.
In the three QDs-cavity system, coherent coupling of isolated QDs is inves-
tigated by fourier-transforming the FWM signal both in real and delay times. The
diagonal and o-diagonal peaks are observed in a two dimensional frequency repre-
sentation. The diagonal components are responsible for the rst- and third-order
polarization signal due to the same exciton. At the same time, the presence of the
o-diagonal componentsin the 2D FWM spectra provides a proof of coherent coupling
between dierent QDs which are spatially isolated and electronically decoupled.
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Appendix A
Scattering Matrix method for
planar systems
The scattering matrix approach was rst proposed by Ko and Inkson [84], this method
is developed in order to avoid the error accumulation due to exponential growing
solutions dominating over exponentially small evanescent waves e iKL which appear
in the transfer matrix T :
T =
0@eiKL 0
0 e iKL
1A : (A.1)
Here K is the wavevector of light in the considered layer of width L. In the scattering
matrix approach, the coecient of the outgoing waves (AN , B0, see in Fig.A.1) are
related to the coecient of the incoming waves (A0, BN) via the scattering matrix
S0;N 0@AN
B0
1A = S0;N
0@A0
BN
1A : (A.2)
To calculate the scattering matrix S0;N , we start from the unit matrix S0;0 for the
rst layer and then calculate the scattering matrices S0;1; S0;2; : : : ; S0;N iteratively.
The scattering matrix S0;n+1 is calculated from the scattering matrix S0;n. Let us
consider the interface between layer n and n+1 (see FigA.1). Assuming that the
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~
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~
n n+1 N0
A0 AN
BNB0
Figure A.1: Schematic diagram of an N-layer multilayer system.
scattering matrix S0;n is known and has a relationship as0@An
B0
1A = S0;n
0@A0
Bn
1A =
0@S11 S12
S21 S22
1A0@A0
Bn
1A : (A.3)
At the interface, the relationship between coecients An;Bn and ~An+1; ~Bn+1 obtained
from the BCs which can be expressed in a matrix form as0@An
Bn
1A =
0@I11 I12
I21 I22
1A0@~An+1
~Bn+1
1A : (A.4)
Rearranging Eq.(A.3) and Eq.(A.4), we get
0@~An+1
B0
1A =
0@ DS11 DE
S21 + S22I21DS11 S22I21DE + S22I22
1A0@ A0
~Bn+1
1A (A.5)
= ~S0;n+1
0@ A0
~Bn+1
1A ; (A.6)
where
D = (I11   S12I21) 1 (A.7)
E = (S12I22   I12) : (A.8)
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Similarly, the scattering matrix relationship over a distance L of layer n+1 is deter-
mined from Eq.(A.6) by substituting components
0@I11 I12
I21 I22
1A =
0@e iKL 0
0 eiKL
1A ; (A.9)
where K is the wave number of layer n+1. Finally, the scattering matrix S0;n+1 is
given by
S0;n+1 =
0@eiKL 0
0 1
1A ~S0;n+1
0@1 0
0 eiKL
1A : (A.10)
It is shown that there is no exponentially small component e iKL in the scattering
matrix calculation, so that we can avoid the computational error problem which
happens in the case of transfer matrix. In this work, the scattering matrix model is
used to calculate the reectivity and absorption spectra as presented in Chapter 3.
The coecients A and B in each layer can be calculated from the scattering matrix
relationship (A.3) because the coecients A0 and B0 are known.
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Appendix B
Material equation for an exciton
polariton
In this work, we concentrate on a planar microcavity structure with s-polarised light
only. The material equation takes the form

  h
2
2M
r2Rxy +Hex + Eg   h!   i

Y (r;R) =M(r)E(R) ; (B.1)
where r and R are the relative and centre of mass coordinates respectively, Hex is
the exciton Hamiltonian,  is the phenomenological parameter, E(R) is the electric
eld, Y (r;R) is the microscopic excitonic polarization and M(r) = edcv(r) is the
microscopic dipole moment. This equation can be solved with the help of the Green's
function satisfying

  h
2
2M
r2Rxy +Hex(ze; zh; ) + Eg   h!   i

G(r; r0;R;R0;!) = (r r0)(R R0) :
(B.2)
Then,
Y (r;R) =
Z Z
G(r; r0;R;R0;!)edcv(r0)E(R0)dr0dR0 : (B.3)
The spectral representation of Green's function has the form
G(r; r0;R;R0;!) =
X

(r
0;R0)(r;R)
E   h!   i ; (B.4)
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where (r;R) is the eigenfunction of the Schrodinger equation
  h
2
2M
r2Rxy +Hex(ze; zh; ) + Eg

(r;R) = E(r;R) : (B.5)
The exciton Hamiltonian Hex(ze; zh; ) in Eq.(B.5) is solved in Chapter 2, the wave
function is given by
(r;R) =
eiQRxyp
S
	(ze; zh; ) ; (B.6)
where the index  = (;Q) includes the exciton state  and the quantum number Q,
S is the QW area and the wave functions satisfy the following orthonormality relation
Z
(r;R)(r;R)drdR =  : (B.7)
Substituting 	(r;R) into Eq.(B.4), the Green's function takes the following form
G(r; r0;R;R0;!) =
X
Q
eiQ(Rxy R
0
xy)
S
X

	(ze; zh; )	(z
0
e; z
0
h; 
0)
E +
h2Q2
2M
  h!   i
: (B.8)
The macroscopic polarization is given by
P (R) =
Z
Y (r;R)M(r)dr (B.9)
=
Z Z Z
G(r; r0;R;R
0
;!)edcv(r
0)E(R
0
)edcv(r)dr
0dR
0
dr (B.10)
= e2d2cv
Z
G(0; 0;R;R
0
;!)E(R
0
)dR
0
: (B.11)
Substituting Eq.(B.8) and assuming that the electric eld has the form
E(R) = E(z)eiKRxy ; (B.12)
where K is the in-plane wavevector, obtain
P (R) = e2d2cv
Z Z X
Q
eiQ(Rxy R
0
xy)
S
eiKR
0
xyE(z0)
X

	(z; z; 0)	(z
0; z0; 0)
E +
h2Q2
2M
  h!   i
dR0xydz
0 :
(B.13)
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Since
R
eiKR
0
xye iQR
0
xydR0xy = SK;Q,
P (R) = e2d2cve
iKRxy
Z
E(z0)
X

	(z; z; 0)	(z
0; z0; 0)
E +
h2K2
2M
  h!   i dz
0 : (B.14)
From the denition of the polarization in Eq.(3.8), we can rewrite Eq.(B.14) as
P (R) = eiKRxy
Z
E(z0)(z; z0; K; !)dz0 ; (B.15)
with
(z; z0; K; !) = e2d2cv
X

	(z; z; 0)	(z
0; z0; 0)
E +
h2K2
2M
  h!   i : (B.16)
The wave function  (z; z; 0) is zero outside the well, so that we can replace
	(z; z; 0) = A(z) ; (B.17)
where
A =
Z 1
 1
	(z; z; 0)dz : (B.18)
and
(z) =
8<: 1=d inside the wells;0 outside; (B.19)
and d is the well width. Therefore, a nonlocal susceptibility (z; z0; K; !) in Eq.(B.16)
is z-independent and called a local susceptibility
(K; !) =
e2d2cv
d
X

jA j2
E +
h2K2
2M
  h!   i (B.20)
The local susceptibility is used to calculate the dielectric function which is used in the
scattering matrix method to compute the reectivity and absorption spectra. Using
the local susceptibility does not make a signicant dierence compared to the calcu-
lation of dielectric using the nonlocal susceptibility, the dierence is less than a few
percent, because the CQW width is small compared to the cavity mode wavelength.
The main aim of using the local susceptibility is to simplify the model. Nevertheless,
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we develop both local and non-local approaches, in order to make our calculation ap-
plicable to arbitrary QW microcavity structures. The non-local approach is described
in detail in Appendix C.
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Appendix C
Non-local approach to the
CQW/microcavity system
The Maxwell's equation for the s-polarised light has the form

K2   d
2
dz2

E(z) = !
2
c2

b(z)E(z) + 4
Z 1
 1
(z; z0;K;!)E(z0)dz0

; (C.1)
whereK is the in-plane wavevector (K 6= 0 for non-normal incidence of light), ! is the
light frequency, b is the background dielectric constant. The background dielectric
constant inside the cavity layer containing CQWs is z-dependent, but it changes by
a few percent only (3 percent for our studied structure). Therefore, we assume that
b(z) = b is constant everywhere in the cavity layers. The nonlocal susceptibility
(z; z0;K;!) has the form
(z; z0;K;!) = e2d2cv
X

	(z; z; 0)	(z
0; z0; 0)
E +
h2K2
2M
X
  h!   i ; (C.2)
where  is a phenomenological exciton damping constant and dcv is the dipole moment.
The exciton wave function  (ze; zh; ) calculated in Chapter 2 is expanded as
	(ze; zh; ) =
X
n
n(ze; zh)n() : (C.3)
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Let's introduce
Q(z; z0) =  4!
2
c2
(z; z0;K;!) : (C.4)
Due to the form of the exciton wave function, Q(z; z0) is factorisable as
Q(z; z0) =
X
n
X
m
n(z; z)m(z
0; z0)Qnm (C.5)
with
Qnm =  4!
2
c2
e2d2cv
n(0)m(0)
E +
h2K2
2M
X
  h!   i (C.6)
Maxwell's equation in Eq.(C.1) then takes the form

d2
dz2
+ q2

E(z) =
Z 1
 1
Q(z; z0)E(z0)dz0 : (C.7)
where q2 = !
2
c2
b K2. Let us solve this equation with the help of the Green's function,
satisfying 
d2
dz2
+ q2

G(z; z0) = (z   z0) : (C.8)
The Green's function satisfying outgoing boundary conditions and the above equation
has the form
G(z; z0) =
eiqjz z
0j
2iq
: (C.9)
Then Eq.(C.7) is solved as follows
E(z) = Aeiqz + Be iqz +
Z 1
 1
Z 1
 1
G(z; z0)Q(z0; z00)E(z00) dz0dz00 : (C.10)
Introducing
Xn =
Z 1
 1
E(z)n(z; z)dz (C.11)
and
~n(q) =
Z 1
 1
eiqzn(z; z)dz ; (C.12)
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Eq.(C.10) becomes
E(z) = Aeiqz + Be iqz +
X
nm
Z 1
 1
G(z; z0)n(z0; z0)QnmXm dz0 : (C.13)
Multiplying by n(z; z) and integrating over z, we get
Xn = A~n(q) + B~n( q) +
X
ml
GnmQmlXl ; (C.14)
where
Gnm =
Z 1
 1
Z 1
 1
G(z; z0)(z; z)(z0; z0) dz dz0 : (C.15)
Then Eq.(C.14) is simplied to
X
m
(nm   Vnm)Xm = A~n(q) + B~n( q) ; (C.16)
by introducing a matrix Vnm as
Vnm =
X
l
GnlQlm : (C.17)
The coecients A and B in Eq.(C.16) are calculated using the scattering matrix
method (see in Apendix A). The function Xn is then found as a solution of matrix
equation(C.16). It is used in the calculation of the contribution of DX, IX, and C
modes in the CQW/microcavity structure described in Chapter 3.
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Appendix D
Theory of the FWM in a
QD/microcavity system
The dynamics of an exciton in a QD strongly coupled to a single photonic cavity
mode in a micropillar is described by the Jaynes-Cumming (JC) model. The four-
wave-mixing (FWM) dynamics can be calculated using the density matrix formalism.
The master equation for the density matrix (t) has the form
i
d
dt
= L^(t) : (D.1)
The full time dependent Lindblad super-operator L^(t) can be written as
L^(t) = L^+ [V (t); ] ; (D.2)
L^ = [H; ]  i
C
 
aya+ aya  2aay
 i
X
(j1i h1j +  j1i h1j   2 j0i h1j  j1i h0j) (D.3)
where L^ is a time-independent operator, 
C
(
X
) is the cavity (exciton) linewidth of
radiative decay and V (t) is the coupling of the cavity mode to the external continuum
of photonic states described by a classical electric eld E(t), has the form
V (t) =
8<: V1(t+ ) + V2(t)  > 0V1(t) + V2(t  )  < 0 (D.4)
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with
Vi = Eiay + Ei a ; i = 1; 2 (D.5)
where  is the eective dipole moment of the cavity mode and the observation time t
is measured from the time of the latest pulse. Note that the eect of the two pulses
[E1; E2] and the time-independent Lindblad operator in Eq.(D.3) can be calculated
explicitly in the following way.
For a positive delay [ > 0, see Fig.D.1(a)], pulse E1 comes rst, changing the
density matrix according to
+ =  iE1 [a;  ] ; (D.6)
where + and   are the density matrix before and after the pulse respectively. The
time evolution of the density matrix for a delay time  is then calculated by
i
d
dt
= L^ (D.7)
(1)() = e iL^(1)(0) ; (D.8)
where (1)() is the rst-order component of the density matrix.
M1+
M1-
GS
M2-
M2+
> 0
Evolution
Of
M1+ , M1-
 0
Evolution
Of
M2+ , M2-
t > 0
FWM
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t > 0
FWM
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(a) (b)
Figure D.1: FWM creation pathways of order E1E22 within the JC ladder for dierent
time ordering of the excitation pulses: (a) pulse E1 arrives rst for  > 0 and (b) pulse
E2 arrives rst for  < 0.
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After a delay time  , the arrival of pulse E2 results in the following change of the
density matrix
+ =
( i)2
2
2E22 [ay; [ay;  ]] : (D.9)
Then, the time evolution of the density matrix after the second pulse is
(3)(t) = e iL^t(3)(0) : (D.10)
Finally, the third-order component of density matrix for the positive delay takes the
form
(3)(t) =

( i)3
2
3E1E22

e iL^t[ay; [ay; e iL^ [a; (0)]]] ; (D.11)
where (0) is the density matrix of the system before the two pulses.
For a negative delay [ < 0, see Fig.D.1(b)], pulse E2 arrives rst and is
followed by the pulse E1 after a delay time  . The third-order component of the
density matrix has the form
(3)(t) =

( i)3
2
3E1E22

e iL^t[a; e iL^ [ay; [ay; (0)]]] : (D.12)
The FWM polarization has the form
P
(3)
FWM(t) = Tr

(3)(t)a
	
: (D.13)
To calculate the density matrix in Eq.(D.11)-(D.12), we rst expand all oper-
ator into a set of uncoupled exciton-photon state jii  jn
X
; n
C
i (i = 0; 1; 2; : : :). The
exciton occupation number n
X
is 0 for unexcited exciton and 1 for excited exciton,
while the photon occupation number n
C
= 0; 1; 2; : : :etc. We assume that the system
is initially in the GS with the density matrix (0)=j0i h0j. In this calculation, we con-
sider only transitions between the GS, the rst rung and the second rung of the LC
ladder. This is enough since we study the third-order polarization. Then the basis is
reduced to ve states, including the GS, two states in the rst rung and two states
in the second rung (Fig.D.2). The six possible transitions consists of two transitions
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Second rung
First rung
Ground state
|3 = |0,2         |4 = |1,1› › › ›
|1 = |0,1         |2 = |1,0› › › ›
|0 = |0,0› ›
Figure D.2: The basis of ve states in the JC ladder consists of GS, two states in the
rst rung and two states in the second rung.
of GS$ M1, and four transitions of M1 $ M2. The density matrix has the form
(t) =
4X
i;j=0
ij(t) jii hj j ; (D.14)
The solution of the master equation can be written in a matrix form
(t) = e iL^t(0) = U^e i
^tV^ (0) ; (D.15)
where the matrix L^ is diagonalised as
L^ = U^
^V^ ; U^ V^ = 1 ; (D.16)
with U^ and V^ being matrices of right and left eigenvectors and 
^ a diagonal matrix
of complex eigenfrequencies ~!j. The FWM polarization then has the form
P
(3)
FWM(t; ) =
6X
j=1
Aj()e
 i~!jt : (D.17)
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The complex frequency ~!j is given by
~!1 = 1+ ~!2 = 1 
~!3 = 2+   1+ ~!4 = 2    1 
~!5 = 2+   1  ~!6 = 2    1+
(D.18)
where
n =
(2n  1)(!
C
  i
C
) + (!
X
  i
X
)
2

s
!
C
  i
C
  !
X
+ i
X
2
2
+ ng2 ;
(D.19)
The amplitude Aj is calculated explicitly from the master equation with the super-
operator L^ in a matrix form.
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