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Drosophila Piwi was reported by Huang et al. (2013)
to be guided by piRNAs to piRNA-complementary
sites in the genome, which then recruits heterochro-
matin protein 1a and histone methyltransferase
Su(Var)3-9 to the sites. Among additional findings,
Huang et al. (2013) also reported Piwi binding sites
in the genome and the reduction of RNA polymerase
II in euchromatin but its increase in pericentric re-
gions in piwi mutants. Marinov et al. (2015) disputed
the validity of the Huang et al. bioinformatic pipeline
that led to the last two claims. Here we report our in-
dependent reanalysis of the data using current bio-
informatic methods. Our reanalysis agrees with
Marinov et al. (2015) that Piwi’s genomic targets still
remain to be identified but confirms the Huang et al.
claim that Piwi influences RNA polymerase II distri-
bution in the genome. This Matters Arising Response
addresses the Marinov et al. (2015) Matters Arising,
published concurrently in this issue of Develop-
mental Cell.
How epigenetic factors are recruited to specific sites in the
genome represents a key question in epigenetic programming.Huang et al. (2013) reported the function of Drosophila Piwi, a
member of the Argonaute protein family, and its cognate piRNAs
in epigenetic factor recruitment. There are seven main claims by
Huang et al. (2013): (1) piRNA is both necessary and sufficient to
recruit Piwi to a piRNA-complementary site in the genome;
(2) Heterochromatin Protein 1a (HP1a), a Piwi interactor, and his-
tone methyltransferase Su(Var)3-9 are also recruited to the
piRNA complementary site, inducing its suppressive chromatin
state; (3) such recruitment in euchromatin appears to be medi-
ated by piRNA binding to nascent RNAs tethered to chromatin;
(4) Piwi-piRNA binding to targets is highly sequence-specific,
with one, two, and three mismatches reducing binding by
40%, 60%, and 90%, respectively; (5) Piwi-piRNA complexes772 Developmental Cell 32, 772–774, March 23, 2015 ª2015 Elsevierbind to numerous piRNA-complementary sites in the genome;
(6) Piwi mutations influence the global distribution of epigenetic
marks and reduce RNA polymerase II (Pol II) in euchromatin
but increase it in pericentric regions enriched with transposons
and repeats; and (7) Piwi functions in global transcriptional
silencing of transposons.
Recently, Marinov et al. (2015) reanalyzed the ChIP-seq data
by Huang et al. (2013) and disputed the validity of the bio-
informatic pipeline used by Huang et al. (2013) in reaching claim
5 and the Pol II part of claim 6. We appreciate the effort of Mar-
inov et al. and have independently reanalyzed these data using
current bioinformatic tools. Our analysis is reported below.
Our Reanalysis of the Piwi ChIP-Seq Data by Huang
et al. (2013)
Claim 5 by Huang et al. (2013) was based on Piwi ChIP-seq anal-
ysis using an in-house pipeline (herein called ‘‘the Yin pipeline’’)
that did not involve peak calling, but only mapped sequence
reads onto the genome, using enrichment scores to identify
sequences that are likely bound by Piwi (Yin et al., 2011). In addi-
tion, this pipeline did not apportion for reads that map to repet-
itive sequences. Using this pipeline, Huang et al. (2013)
concluded that Piwi is enriched in many piRNA-corresponding
sites in the genome. When Marinov et al. used this pipeline to
analyze the Piwi ChIP-seq data from Huang et al. (2013), it pro-
duced Piwi profiles essentially identical to Huang et al. (2013)
(e.g., Figure 1B in Marinov et al., 2015). This indicates that no hu-
man error was introduced by Huang et al. in running this pipeline.
However, whenMarinov et al. (2015) reanalyzed the same data
using their pipeline (herein called ‘‘the Marinov pipeline’’), they
found no significant enrichment of Piwi at specific sites in the
genome. To identify the cause of this striking difference, we
compared the two pipelines. They had very different purposes:
the Yin pipeline tried to capture signals from any possible repet-
itive region in order to not miss repetitive binding, while the
Marinov pipeline weighted the ambiguous counting of repetitive
sequences. Thus, the Yin pipeline overcounted the repetitive re-
gion signals, while the Marinov pipeline undercounted the repet-
itive region signals. Piwi is very different from other chromatinInc.
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Figure 1. Impact of Piwi on RNA Polymer-
ase II Distribution
(A andB) RPM scatter plots showing enrichment of
Pol II signal in repeat sequences over input control
in wild-type and piwi mutant flies, respectively.
Each dot represents a repeat name, for which an
RPM score is calculated for the quantification of
abundance. Only reads unique to a specific repeat
name were used in the calculation. X axis repre-
sents the abundance of signal in the input control;
y axis represents the abundance of Pol II signal in
the wild-type (A) and piwi mutant (B) samples. Red
dashed lines represent fold change equal to 2, 1,
and 0.5, respectively.
(C and D) RPKM and RPM scatter plots showing
enrichment of Pol II signal in repeat sequences in
piwi mutants. The calculation and presentation
format are the same as in (A) and (B). X axis rep-
resents the abundance of Pol II signal in the wild-
type sample; y axis represents the abundance of
Pol II signal in the piwi sample. Red dashed lines
represent fold change equal to 2, 1, and 0.5,
respectively.
(E) Pie charts for annotations of Pol II binding
peaks.
(F and G) RNA Pol II normalized signals across
repeat classes and genomic peaks of Pol II,
respectively, in piwi mutant and wild-type flies.
The lines show a linear fit.binding factors such as transcription factors or modified his-
tones, for which appropriate programs have been specifically
developed for detecting binding sites according to their binding
features in the genome. We therefore used a biologically moreDevelopmental Cell 32, 772–77meaningful algorithm, CSEM (ChIP-seq
multi-read allocation using expectation-
maximization), that allocates multi-map-
ping reads as fractional counts according
to the abundance of the unique reads at
or near each of the repeat sites (Chung
et al., 2011). However, the CSEM algo-
rithm did not reproduce the results of
Huang et al. (2013).
We realized that at least part of the
problem that prevented a more confident
outcome in our reanalysis and that ofMar-
inov et al. (2015) is the relatively low qual-
ity of the Piwi ChIP-seq data by Huang
et al. (2013) asmeasured by today’s stan-
dard. The data were obtained in 2007 us-
ing a first-generation Solexa sequencer
that generated a relatively small number
of short reads with a high error rate (only
the first 25 bp of sequences are reliable),
which necessitated more-forgiving recur-
sivealignment criteria (Huanget al., 2013).
In order to obtain better sequence data
from the original ChIP experiments, we
recovered theminute amounts of the orig-
inal samples by Huang et al. (2013) and
resequenced them using HiSeq2000.Unfortunately, this did not improve the mappable rate, possibly
due to deterioration during long-term storage and needed over-
amplification. Therefore, we agree with Marinov et al. that Piwi’s
genomic targets still remain to be identified.4, March 23, 2015 ª2015 Elsevier Inc. 773
In our hands, Piwi-ChIP has beenmore difficult to achieve than
ChIP of conventional epigenetic factors, marks, and RNA Pol II,
and we are cognizant of the fact that it has not been achieved
outside the Lin lab. Nevertheless, four out of six Lin lab members
have achieved Piwi-ChIP with repeated success in different tis-
sues and using different antibodies. It remains unclear why
Piwi does not produce a robust ChIP signal. This might reflect
certain peculiar aspects of Piwi-piRNA interaction with chro-
matin that are not suited for detection by the ChIP approach.
Therefore, we have conducted DamID mapping of Piwi (unpub-
lished data) and are continuing to test all relevant claims by
Huang et al. (2013).
Our Reanalysis of the Pol II ChIP-Seq Data by Huang
et al. (2013)
Marinov et al. (2015) also disputed the claim by Huang et al.
(2013) that in piwi mutants Pol II ‘‘is reduced in euchromatic re-
gions but increased in pericentrosomal regions enriched with
transposons and repeats.’’ As discussed above, the Yin pipe-
line overcounted multimapping reads but the Marinov pipeline
used transposon consensus, instead of real transposon inser-
tions, to map Pol II, which may miss discoveries. We therefore
performed three independent analyses of the Pol II ChIP-seq
data by Huang et al. (2013) by using transposon annotations
on the fly genome. In the first two analyses, all reads were
trimmed to 32 bp and were mapped against the Drosophila
genome (FlyBase r5.22), allowing up to two mismatches but
no indel. In the first analysis, we summarized the mapping in-
formation at the repeat name level. For each repeat name,
RPKM and RPM scores were calculated for the quantification
of abundance. Only reads unique to a specific repeat name
were used in the calculation. If a read could be mapped to mul-
tiple loci, and if these loci correspond to non-overlapping
repeat and genic regions, the read was not used in the analysis.
As shown in Figures 1A–1D, Pol II is enriched in many transpo-
sons and repeat sequences.
In the second analysis, we allocated reads using the CSEM al-
gorithm (Chung et al., 2011) and performed peak calling using
MOSAiCS (Sun et al., 2013) (Figure 1E). Finally, we annotated
all the peaks using FlyBase annotation. Overall, the binding of774 Developmental Cell 32, 772–774, March 23, 2015 ª2015 ElsevierPol II in the transposon and repeat sequences increased from
5% in the wild-type genome to 26% in the piwimutant genome,
indicating potential enrichment of Pol II in these repeat and trans-
poson sequences.
In the third analysis, we used read mapper Novoalign and
ChIP-seq peak caller QuEST (Valouev et al., 2008). After per-
forming peak calling relative to the input data and applying
appropriate normalizations to the data, we found that Pol II bind-
ing to repeats showed an average 4.3-fold increase in piwi mu-
tants (Figure 1F). In addition, 463 and 173 genes were increased
and decreased for Pol II occupancy in the piwi mutant, respec-
tively, most of which are involved in development (Figure 1G).
All of these analyses support claim 6 by Huang et al. (2013)
that Piwi influences Pol II distribution. However, differences in
the sample quality of the ChIP-seq experiments in the wild-
type and piwimutant could also account for the observed enrich-
ment. Additional experiments with replicate measurements and
statistical differential analysis of peak enrichment will further
confirm this bioinformatic result.
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