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ABSTRAKT 
Práce se zabývá parametrickými metodami spektrální analýzy se 
super-rozlišením, které jsou implementované nástroji Signal Processing Toolset. 
Nejprve je teoretický náhled na jednotlivé parametrické metody a metody jejich 
výpočtu. 
Druhá část je pojata jako jednoduchý návod na ovládání. Jsou zde popsány 
vlastnosti nástroje. Poté způsob provedení spektrální analýzy se super-rozlišením. 
A následně další možnosti ovládání. 
Ověření vlastností a použití nástroje je provedeno v poslední části této práce. 
Cílem bylo zjistit možnosti použití nástroje v praxi. A to z pohledu schopnosti 
implementovaných metod správně analyzovat předložené signály. Pro otestování 
nástroje byl sestaven v LabVIEW jednoduchý generátor signálů, který je v práci také 
stručně popsán. 
Tato práce nemá za cíl přesně zjistit spolehlivost použitých metod, ale zda 
jejich implementace v nástroji spolu s jeho ovládáním je použitelná pro obecné 
aplikace spektrální analýzy se super-rozlišením nebo zda má nějaká specifická 
omezení. 
  
 
 
 
 
 
 
ABSTRACT 
The thesis deals with the model-based frequency analysis methods of the 
Super-Resolution Spectral Analysis implemented in the Signal Processing Toolset. 
The first part is devoted to a theoretical insight into the particular model-based 
frequency analysis methods and the respective calculation methods. 
The second part is meant to serve as a simple user guide. After the 
introduction into the properties of the toolset the Super-Resolution Spectral Analysis 
as well as other control options are described. 
The verification of the toolset’s qualities and its application is the central 
topic of the last part. The objective of the test was to find out about the range of the 
toolset’s effective usability in practice, especially from the perspective of 
implemented methods’ ability to analyse a set of given test signals correctly. These 
signals were generated by means of a simple generator constructed with the help of 
the LabVIEW software. The equipment is also briefly described in the text. 
It is not the thesis’s ambition to achieve an accurate calculation of the 
reliability of the methods used. Rather, it is aimed to decide whether their 
implementation in the toolset, together with the control options as such, can be used 
in a general application of the Super-Resolution Spectral Analysis, or if there are 
certain specific limitations to the applicability. 
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2. ÚVOD 
Spektrální analýza je jedním ze základních způsobů zpracování signálů. 
U většiny úloh vystačíme s Fourierovou transformací, ale vyskytují se speciální 
případy, kdy tato metoda je nedostačující. Jednou z takových úloh je analýza signálů 
složených z blízkých frekvencí. Pro tyto úlohy lze použít parametrické metody. Na 
nich je založen i nástroj Signal Processing Toolset, který je naprogramován 
v prostředí LabVIEW. 
Tato práce se zabývá parametrickými metodami spektrální analýzy se 
super-rozlišením, které jsou implementované ve zmiňovaném nástroji. Nejprve je 
představen teoretický náhled na jednotlivé parametrické metody a metody jejich 
výpočtu.  
Ve druhé části byl vytvořen jednoduchý návod na ovládání s popisem 
vlastností nástroje. Je zde popsán způsob provedení spektrální analýzy se 
super-rozlišením, včetně dalších možností ovládání. 
Ověření vlastností a použití nástroje je v poslední části této práce. Ověřovali 
se možnosti použití nástroje v praxi a to z pohledu schopnosti implementovaných 
metod správně analyzovat předložené signály. Nejprve jde o různé nezašuměné 
signály. Následně jde o signály, které implementované metody byly schopny 
spolehlivě analyzovat, ale tentokrát zkreslené několika typy šumu. Ve třetím případě 
byla testována rychlost výpočtu spektrální analýzy. Pro otestování nástroje byly 
sestaveny v LabVIEW dva programy: jednoduchý generátor signálů a analyzátor 
signálů, které jsou v této práci také popsány. 
Tato práce nemá za cíl přesně zjistit spolehlivost použitých metod, ale zda 
jejich implementace v nástroji spolu s jeho ovládáním je použitelná pro obecné 
aplikace spektrální analýzy se super-rozlišením nebo zda má nějaká specifická 
omezení. 
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3. METODY SPEKTRÁLNÍ ANALÝZY 
V předchozím úvodu je pouze přiblížena problematika spektrální analýzy 
signálů a metod řešení. V následujících podkapitolách je uvedeno stručné seznámení 
s DFT, je postupně rozebrána problematika parametrických metod a na závěr jsou 
shrnuty vlastnosti těchto metod. 
 
Uvažujme signál, jehož průběh nelze snadno předpovědět. Z něho získáme 
vzorky, což je určitá informace o tomto signálu, která nám poslouží k analýze. Tu lze 
provést buď neparametrickými nebo parametrickými metodami, které jsou 
podrobněji rozebrány v dalších kapitolách.  
Neparametrické metody jsou založeny na periodogramu, korelogramu nebo 
na odhadu pomocí banky filtrů (podrobněji viz. [3]). Tento způsob odhadu spočívá 
v přivedení signálu na vstupy pásmových propustí pokrývajících celé analyzované 
spektrum. V případě periodogramu i korelogramu se k řešení zpravidla využívá 
některá z modifikací Fourierovi transformace. V nástroji pro SRSA je pro srovnání 
implementována FFT, která je úplnost přiblížena v následující kapitole. 
3.1 DISKRÉTNÍ FOURIEROVA TRANSFORMACE (DFT) 
Jak již bylo zmíněno, v nástroji pro SRSA je pro porovnání integrována 
Diskrétní Fourierova Transformace (DFT), v podobě algoritmu FFT. Jedná se 
o běžně používanou neparametrickou metodu pro odhad výkonnového spektra. 
Metoda je závislá na počtu vzorků signálu a volbě vhodného okna. Vzhledem 
k tomu, že analyzovaný signál je brán jako nekonečná posloupnost, vybírá se pro 
analýzu omezený úsek, tzv. okno. Malý počet vzorků nebo špatně zvolené okno 
může vést ke snížení rozlišitelnosti. Rozlišení je dáno vztahem, 
 Hz
N
ff vz  
kde Δf je rozlišitelnost frekvencí, fvz je vzorkovací frekvence a N je počet vzorků. 
Na příkladu z obrázku [1] je ukázána problematika rozlišitelnosti dvou 
frekvencí při spektrální analýze s DFT. Máme-li sečtené dva signály o 0,11 Hz 
(1) 
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a 0,13 Hz (Obr. 1), jejich rozlišitelnost Δf je 0,02 Hz. Předpokládaná vzorkovací 
frekvence je 1 Hz. Pak podle vztahu (1) je třeba minimálně 50 vzorků k rozlišení 
obou signálů. 
 
Obr. 1: 50 vzorků dvou sečtených sinusových signálů [1]. 
 
Obr. 2: Výkonové spektrum pomocí metody s DFT z 50 vzorků signálu [1]. 
Na Obr. 2 je pro metodu spektrální analýzy s DFT použito pravoúhlé okno 
(Rectangular Window) a Hammingovo okno. Z výsledků je patrné, že při 
dostatečném počtu vzorků lze získat takřka správné výsledky. Avšak s klesajícím 
počtem vzorků, jak uvádí [1], je výsledek postupně horší a horší. To potvrzuje, že 
metody využívající DFT nejsou vhodné pro analýzu blízkých signálů při malém 
počtu vzorků. Pro takovéto signály, jak uvádí týž zdroj, jsou vhodné parametrické 
metody. 
3.2 PARAMETRICKÉ METODY 
Pro odhad výkonnového spektra parametrickými metodami je třeba vytvořit 
vhodný model signálu, který slouží jako popis signálu. Parametry tohoto modelu pak 
popisují signál včetně jeho spektra. Zatímco skutečný zdroj analyzovaného signálu 
bývá velmi složitý a jeho parametry bývají neznámé, hledaný model pro popis 
signálu bývá podstatně jednodušší, což ovšem znamená, že je jen přibližnou 
interpretací. To, jak moc se model přibližuje skutečnému zdroji signálu, závisí na 
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parametrech a řádu modelu, potažmo na zvolené metodě pro jeho sestavení. 
Základními používanými modely jsou AR, MA a ARMA model. V nástroji pro 
SRSA je použit AR model. A z metod pro nalezení kořenů se jedná o Kovarianční 
metodu, PCAR, Pronysovu metodu a metodu Matrix Pencil. Více je tato 
problematika rozebrána v následujících podkapitolách. 
Sestavení modelu je náročné na výpočetní aparát, což v dnešní době přestává 
být problém. Na druhou stranu postačí méně vzorků, které přesně popíší charakter 
signálu, než např. u DFT, která pracuje přímo s těmito daty. Hlavním problémem 
parametrických metod je ale přesnost naměřených dat, potažmo jak moc podléhají 
šumu. Jak uvádí [1], jsou tyto metody velmi citlivé na šum, což může vést 
k chybným výsledkům analýzy nebo k nenalezení modelu. Avšak vhodnou volbou 
modelu, jak dále uvádí týž zdroj, lze šum naopak znatelně potlačit. Tento problém je 
tedy do jisté míry otázkou představy o signálu samotném. 
Aby bylo možné sestavit a ověřit správnost modelu signálu, je třeba mít 
o signálu nějaké znalosti. Což je často problém, ale pro parametrické metody to je 
takřka nezbytnost. Kombinací parametrů je nekonečně mnoho a tedy bez minimální 
představy o signálu nelze říci, která metoda dává správný model a jak moc se blíží 
skutečnému zdroji signálu. 
Tab. 1 Srovnání FFT, JTFA, Wavelents a parametrických metod [1]. 
 
Pokud se podaří sestavit vhodný model signálu, lze pomocí něho zjistit 
i natolik blízké frekvence, že pro mnohé jiné metody již splývají (viz. srovnání 
metod v Tab. 1). Další velkou výhodou je možnost analyzovat signál jen z malého 
počtu vzorků. Obvykle nemusí jít ani o vzorky z jedné periody. Obě hlavní výhody 
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jsou důležité např. při analýze biologických signálů jako je EKG, ap., kde nejde 
o rychlé děje, ale je třeba přesně odlišit blízké signály.  
V Tab. 1 jsou pro porovnání shrnuty vlastnosti FFT, JTFA, vlnové analýzy 
a parametrických metod. 
3.3 MODELY PRO ANALÝZU VÝKONNOVÉHO SPEKTRA 
SIGNÁLU 
K sestavení modelu signálu lze použít deterministický nebo statistický 
přístup, jak uvádí [4]. Příkladem deterministického přístupu je metoda nejmenších 
čtverců. Statistická analýza je založená na střední kvadratické odchylce, tím se tato 
metoda liší od deterministické analýzy. Jak dále uvádí týž zdroj, deterministický 
přístup nelze použít při modelování náhodných signálů. Tyto signály lze modelovat 
průchodem bílého šumu přes číslicový LTI (lineární časově invariantní) filtr 
s předem danými koeficienty (Obr. 3). 
 
Obr. 3: Základní stochastický model vzniku signálu. 
Parametrické metody frekvenční analýzy jsou vhodné pouze pro určité typy 
signálů. V [1] jsou uvedeny odezvy soustav na lineární signály s nenulovým 
zesílením nebo přenosová funkce s bílým šumem. 
 
Oba prameny následně uvádí autoregresní proces klouzavých součtů ARMA 
modelu a z něj odvozený autoregresní proces AR model a proces klouzavých součtů 
MA model. V [2] jsou tyto modely označeny jako polynomické modely a doplněny 
o VAR (vector auto-regresive model) a VARMA (vector auto-regresive and moving 
averange model) modely. Dále stejný zdroj uvádí modální parametrické modely 
a stochastické stavové modely (STA). Existují ale i další modely, např. RBF-ARX 
(který je složen z neuronové sítě pro hledání koeficientů) a modifikovaného AR 
modelu. 
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V následujícím textu je uveden bližší popis základních typů modelů, které 
jsou obsaženy v LabVIEW 8.2. 
3.3.1 AR model 
Též se někdy označuje jako metoda maximální entropie nebo jako filtr 
„nekonečné impulsové odezvy“, tedy IIR z Infinite Impulse Response. Jedná se 
v praxi o velmi často používaný model. Jeho hlavní předností je, že vede na lineární 
regresní rovnice. Tento model umožňuje predikovat hodnotu y[n] v aktuálním kroku. 
Rovnice je dána podle Obr. 4, obecně pak platí diferenční rovnice 
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kde p je řád modelu a ak jsou jeho koeficienty. Z-transformací dostaneme přenos 
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Podle známých, již naměřených nebo navzorkovaných dat lze predikovat 
další data s chybou w[n]. Označíme-li predikovaná data ỹ[n], pak (podle [1]) 
dostaneme 
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Výsledná rovnice se označuje jako dopředná predikce. 
 
Obr. 4: AR model. 
(2) 
(3) 
(4) 
(5) 
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Analýzy pomocí AR modelu mohou dobře vystihovat jednotlivé 
úzkopásmové složky signálu, vč. harmonických, jelikož se tento model snadno 
vyjádří vhodně umístěnými póly přenosové funkce. 
3.3.2 MA model 
Model se někdy označuje jako filtr „konečné impulsové odezvy“, tedy FIR 
z anglického Finite Impulse Response. Výhodou je především jeho snadná realizace. 
Rovnice se sestaví podle schématu na Obr. 5, přičemž výsledkem je obecná 
diferenční rovnice 
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kde q je řád modelu a bm jsou jeho koeficienty. Po z-transformaci vyjde přenos: 
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Pokud mají všechny koeficienty modelu hodnotu 
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jedná se o typ filtru „klouzavý průměr“. 
Jak uvádí [5], MA model vede v diskrétní podobě na konečný počet členů, 
avšak při nevhodné volbě periody vzorkování může vést na příliš mnoho členů 
zpoždění. 
 
Obr. 5: MA model. 
Na rozdíl od AR modelům, jsou MA modely vhodnější v případech 
širokopásmových signálů s potlačenými úzkými pásmy. Podobně jako rovnice AR 
modelu, i rovnici MA modelu lze přepsat do maticového tvaru. Pak se tato rovnice 
označuje jako zpětná predikce. 
(6) 
(7) 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 16 
3.3.3 ARMA model 
Spojením systému bez zpětné vazby (nerekurzivní), který vytváří klouzavý 
průměr (MA) z počtu přicházejících hodnot, a systému se zpětnovazební částí (AR), 
který vytváří vážený součet ze zpožděných hodnot výstupu, lze sestavit model 
označován jako ARMA model. 
Spojení rovnic (2) a (6) pro vzorky y[n] vede na obecnou diferenční rovnici 
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kde b0=1 a u[n] je bílý šum. Použitím z-transformace získáme přenos 
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Protože jeho identifikace není snadná, navíc je model náročný na výpočet, používají 
se modely buď bez zpětné vazby (MA modely) nebo častěji čistě rekurzivní (AR 
modely). 
 
Obr. 6: ARMA model [5]. 
3.3.4 VARMA, VMA a VAR modely 
Modely VARMA, VMA a VAR jsou podobné ARMA, MA a AR modelům, 
liší se pouze použitím. „V“ je zkratkou slova vektor. Což znamená, že jsou určeny 
pro více signálů, pro vektor signálů. Výsledkem přepsání diferenční rovnice ARMA 
modelu do maticové podoby je 
(8) 
(9) 
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Modely VAR a VMA lze z této rovnice snadno odvodit podle diferenčních rovnic 
pro AR a MA model. 
3.3.5 Modální parametrické modely 
Modální parametrické modely (Modal Parametric Modeling), jak je uvedeno 
v [2], jsou vhodné pro dynamické systémy, např. rezonující systémy jako jsou 
budovy a mosty. Jako modální parametry lze použít: vlastní frekvenci, činitel 
tlumení, amplitudu a fázi v rezonanci. Řád modelu určuje počet kořenů, které model 
obsahuje. Může se jednat buď o reálné nebo komplexně sdružené kořeny, přičemž 
reálné generují stejnosměrnou složku a komplexní rezonanční frekvence. Řád 
modelu musí být minimálně dvojnásobkem hledané rezonanční frekvence. 
Lze použít odezvu na impuls pro určení odezvy lineárního systému. Kterou 
lze popsat následujícím vztahem 
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značení je převzato z [2], přičemž t je čas, n je řád modelu, gi jsou komplexní 
veličiny a si jsou modální póly. Parametr gi lze rozepsat jako amplitudu ri a fázi Θi 
v rezonanci 
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kde αi jsou činitelé tlumení a fi jsou vlastní frekvence. 
Pro více rozměrné systémy lze převést vztah (11) na maticový tvar 
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kde Ht, Gt jsou vektory. 
(10) 
(11) 
(12) 
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3.3.6 Stochastické stavové modely 
Stochastické stavové modely (Stochastic State-Space Modeling) slouží, 
podobně jako VAR a VARMA modely, pro vektor signálů. Lze pomocí nich sestavit 
modely ve stavovém prostoru, který charakterizuje dynamické chování systému. 
Pro přiblížení zkusme na problematiku nejprve nahlédnout čistě z pohledu 
řízení a regulace. SISO systém, tedy systém s jedním vstupem a jedním výstupem 
lze popsat různými způsoby, jedním z nich je vnitřní popis s užitím stavu, tedy 
stavový popis na Obr. 7.  
 
Obr. 7: Obecné stavové schéma systému [6]. 
Ze schématu lze pak odvodit následující rovnice pro výstup y(t) a derivaci 
stavu x̉̀́(t) 
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Kde A je matice přechodů, B vstupů, C výstupů, D zpětných vazeb a u(t) je vstup. 
Pro popis MIMO systémů, tedy systémů s více vstupy a více výstupy se schéma 
nemění a v rovnicích se pouze x(t), y(t) a u(t) nahradí příslušnými vektory. 
Stochastický stavový model vychází ze stejného popisu s tím, že rovnice (13) 
jsou po převedení na diskrétní tvar upraveny do následující podoby 
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Kde pro více vstupů a více výstupů je yk vektor výstupů modelu o rozměru (m x 1), 
xk+1 vektor následujících stavů o rozměru (n x 1), xk vektor stavů v daném kroku 
o rozměru (n x 1), wk a vk  jsou vektory šumu o rozměrech (n x 1) a (m x 1). 
Vlastní hodnoty matice přechodů A charakterizují dynamické vlastnosti 
fyzikálního systému. C je matice výstupů. Tyto matice pak obsahují parametry 
modelu: vlastní frekvenci, činitel tlumení, amplitudu a fázi v rezonanci. Podrobněji 
jsou tyto modely rozebrány v [6] a [2], odkud je převzato i značení použité 
v rovnicích výše. 
Při sestavování modelu signálu je vhodné použít některou z metod 
identifikace nebo mít určité znalosti o daném signálu, jelikož špatně zvolený řád 
modelu může vést k nesprávnému výsledku. Při malém řádu modelu některé části 
spektra zůstanou neodhaleny, naopak při příliš vysokém řádu budou ve spektru 
generovány falešné špičky. Některé metody identifikace jsou rozebrány v [6]. 
3.3.7 Porovnání vlastností a použití modelů 
Modely AR, MA a ARMA patří mezi polynomické modely. Používají se pro 
jednorozměrné signály. Pro vektor signálů existují modifikace v podobě VAR, VMA 
a VARMA modelů. 
ARMA modely jsou poměrně složité na identifikaci a tím i náročné na 
výpočet. 
AR modely vedou na lineární regresní rovnice. Umožňují predikovat hodnotu 
y[n] v aktuálním kroku. Jsou realizací tzv. dopředné predikce. Jsou vhodné pro 
analýzu úzkopásmových složek signálu, vč. harmonických. 
MA modely jsou snadné na realizaci. V diskrétní podobě vedou na konečný 
počet členů, ale při nevhodné volbě periody vzorkování můžeme dostat příliš mnoho 
členů zpoždění. Jsou vhodné především pro širokopásmové signály s potlačenými 
úzkými signály. Jedná se o realizaci zpětné predikce. 
Modální parametrické modely jsou vhodné pro dynamické systémy, např. 
rezonující systémy jako jsou budovy a mosty. Řád modelu musí být minimálně 
dvojnásobkem hledané rezonanční frekvence. Pro sestavení se využívají modální 
parametry signálu (vlastní frekvenci, činitel tlumení, amplitudu a fázi v rezonanci). 
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Tab. 2: Přehledová tabulka vlastností modelů. 
Model Použití pro analýzu Typ signálu Pozn. 
AR úzkopásmových 
složek signálu 
jednorozměrné  
MA širokopásmových 
signálů s potlačenými 
úzkými signály 
jednorozměrné závislé na volbě periody 
vzorkování 
ARMA  jednorozměrné vlastnosti AR i MA 
modelu 
VAR, VMA, 
VARMA 
 vícerozměrné  
Modální 
parametr. m. 
dynamických signálů vícerozměrné řád modelu musí být 
minimálně dvojnásobkem 
hledané rezonanční 
frekvence 
Stochastické 
stavové m. 
dynamických signálů vícerozměrné  
 
Stochastické stavové modely slouží, podobně jako VAR a VARMA modely, 
pro vektor signálů. Lze pomocí nich sestavit modely ve stavovém prostoru, který 
charakterizuje dynamické chování systému. Při sestavování modelu signálu lze 
použít některou z metod identifikace nebo mít určité znalosti o daném signálu. 
3.4 ALGORITMY PRO VÝPOČET PARAMETRŮ MODELU 
V předešlé kapitole je uvedeno několik typů modelů pro modelování signálů. 
Aby bylo možné tyto signály sestavit, je třeba zjistit jejich koeficienty. K jejich 
výpočtu se používá několik metod, blíže jsou zde rozebrány pouze ty algoritmy, 
které jsou implementovány v nástroji pro SRSA. 
Cílem používání těchto metod není jen samotné nalezení řádu a koeficientů 
modelu, ale pokud možno k nalezení minimálního řádu, který při požadované 
přesnosti nepovede k přeurčení modelu. Příliš složitý model není cílem a navíc může 
vést ke scestným výsledkům. 
3.4.1 Kovarianční metoda 
Kovariance je střední hodnota součinu odpovídajících centrovaných veličin. 
Na ní je založena kovarianční metoda, která je pro názornost vysvětlena pro 
nejčastěji používaný případ a to na AR model. Metoda je nejběžnější při výpočtu 
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parametrů tohoto modelu a to především v případech, kdy je k dispozici pouze malý 
počet vzorků signálu, jak je uvedeno v [4].  
Při použití dopředné predikce (4), resp. jejího maticového zápisu (5), se 
kovarianční metodou vypočtou koeficienty ak tak, že je chyba mezi y[n] a ỹ[n] 
minimální 
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Resp. hledá se minimum druhé mocniny odchylek. Optimální koeficienty ak jsou 
řešením lineárního systému. Vztah (15) lze vyjádřit, podobně jako v případě rovnice 
(4), v maticovém tvaru (17). Dále lze pro určení parametrů spočítat výkon chyby 
predikce 
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Odvození všech vztahů pro kovarianční metodu je uvedeno v [4], kde je toto 
odvození částečně ukázáno na autokorelační metodě od níž se kovarianční metoda 
liší především v definici mezí kritéria pro minimalizaci (vztah (15)). To se ve 
výsledku projeví odlišnými vlastnostmi obecných koeficientů v normálních rovnicích 
a tedy v celé metodě. 
U kovarianční metody záleží jak na vzájemném posunutí, tak i na absolutním 
posunutí signálu. Což je dobře vidět na maticovém zápisu  
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Tento tvar, jak uvádí [4], lze upravit díky komutativnosti násobení na 
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Z něj jsou lépe patrné vlastnosti této matice. Ta je symetrická podle hlavní diagonály 
a nazývá se kovarianční maticí. Prvky na diagonálách jsou různé korelační 
koeficienty, tedy obecně platí např. x(1,1) ≠ x(2,2) ≠ ... ≠ x(p,p). Tato matice, jak 
dále uvádí týž zdroj, vede k lepším vlastnostem metody především pro analýzu velmi 
krátkých signálů. 
Někdy se též zmíněný maticový tvar označuje jako autokovarianční (viz. [3]). 
Předpona „auto~” zde označuje, že se jedná o vztahy jediného procesu. 
Hlavní nevýhodou metody je, že model AR může být nestabilní. V takovém 
případě je nutná stabilizace modelu pomocí transformace pólů a nul do jednotkové 
kružnice. Více o stabilizaci diskrétních systémů v [6]. Dalším problémem 
kovarianční metody je citlivost na rušivé signály. 
Jak je již dříve uvedeno, v [4] je kromě kovarianční metody vysvětlena 
i metoda autokorelační. Na porovnání obou těchto metod v této publikaci lze názorně 
demonstrovat některé výhody a nevýhody kovarianční metody. 
V příkladu, kde byly obě metody porovnávány pro stejný řád AR modelu, se 
ukázalo, že autokorelační metoda potřebovala podstatně více vzorků, než kovarianční 
a navíc pro dva sečtené sinusové průběhy o blízkých frekvencích selhala již na 
začátku. Pomocí kovarianční metody bylo v daném případě získáno spektrum i při 
malém množství vzorků avšak byla náchylnější k nestabilitě. U druhého případu se 
zvyšoval řád AR modelu, což vedlo k přeurčení soustavy. Výsledky autokorelační 
metody se s narůstajícím řádem zlepšovaly a přitom póly modelu zůstávaly stabilní, 
u korelační metody přeurčená soustava vedla k nestabilitě modelu a postupně 
k nesmyslným výsledkům. 
3.4.2 Metoda PCAR (Principle Component Auto-Regresive) 
Tato metoda vychází z klasické PCA (Principle Component Analysis), která 
pracuje na principu lineární kombinace vektorů 
AXY   
V tomto případě se v podstatě jedná o projekci získaných dat do dvourozměrného 
prostoru se souřadnicemi y1 a y2. Jak uvádí [4], někdy těchto dat je zbytečně mnoho, 
proto je třeba provést ztrátovou kompresi. Ta spočívá v zahození informace 
popisující rozložení dat např. v ose y2. Tím zredukujeme  množství dat na polovinu, 
(19) 
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ale za cenu vnesení chyby. Pro zmenšení této chyby lze provést nejprve rotaci 
souřadnicového systému na y1´ a y2´ a teprve poté udělat projekci na novou osu, 
např. y1´ a zanedbat informaci o souřadnici y2´. Aby bylo možné hodnotit úspěšnost, 
je třeba si zvolit měřítko, to, jak dále uvádí stejný zdroj, může být např. střední 
kvadratická chyba. 
Cílem této metody je nalézt takovou matici A, aby bylo možno převést data 
do nového souřadného systému a následně zanedbat jednu souřadnici s co nejmenší 
ztrátou informace. 
 
Na principu metody PCA pracuje i metoda PCAR, která slouží pro nalezení 
koeficientů AR modelu. Blíže tuto problematiku popisuje [1] (z této publikace je 
převzato značení vzorců používané dále), a uvádí, že kovarianční metoda pouze 
minimalizuje chybu mezi x[n] a x̃[n] pro p ≤ n < N. Metoda PCAR formuluje 
lineární systém jako 
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x̉f a x̉b značí vektory dopředné a zpětné predikce. Tedy se jedná o souřadný systém 
pootočený vůči původnímu podle vektoru ả. Vztah lze též napsat  
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Podobně matice Xf a Xb jsou maticemi dopředné a zpětné predikce 
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Následkem toho lineární systém (20) využije dopředné i zpětné predikované 
informace. Touto metodou docílíme nový referenční bod a průměr dalších chyb. 
Výsledné koeficienty se získají ze vztahu 
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λi znamená L rozměrnou matici vlastních hodnot X, ν̉ jsou příslušné L rozměrné 
vlastní vektory. Ve výsledku je metoda PCAR mnohem méně citlivá na šum než 
kovarianční metoda, ale vyžaduje více času a paměťového místa pro výpočet. 
3.4.3 Pronysova metoda 
Pro zjištění spektra tlumeného sinusového průběhu je vhodná Pronysova 
metoda. Takovéto signály se běžně vyskytují okolo nás: například těleso na pružině 
s tuhostí k a tlumením b, nebo jakýkoliv jiný tlumený oscilátor. Dle [1] lze pak 
lineární kombinaci tlumených sinusových průběhů vyjádřit  
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značení u vztahů je podle použitého zdroje, přičemž αk značí tlumení a Ck je 
amplituda. Tuto rovnici lze též vyjádřit v maticovém tvaru 
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Vyjádření tlumeného sinusového signálu úzce souvisí s rovnicí AR modelu, 
kdy zk v (27) jsou ve skutečnosti kořeny polynomu, 
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kde ak jsou koeficienty periodického AR modelu. 
(24) 
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Při hledání koeficientů ak AR modelu se sestaví a řeší se matice (27). To 
spočívá v nalezení komplexních kořenů zk polynomu (28). Fáze zk určuje frekvenci 
a amplituda je koeficient tlumení. Dosazením zk do (27) dostaneme vektor Ck. 
Amplituda a fáze složky zk sinusového průběhu jsou rovny amplitudě a fázi 
příslušného Ck.  
Metoda je závislá na charakteru analyzovaného signálu. Je-li signál skrytý 
v šumu, metoda selhává. Proto se lze setkat s různými modifikacemi této metody. 
Jednou z nich je i metoda Matrix Pencil, popsaná v následující kapitole. 
3.4.4 Metoda Matrix Pencil 
Jedná se, jak je již uvedeno v předešlé podkapitole, o modifikaci Pronysovi 
metody. Je rychlejší a méně citlivá na šum, nicméně odvození je obtížnější, jak 
uvádí [1]. 
Metoda vychází ze vztahu, 
12 YY   
kdy λ je vektor vlastních čísel a Y1, Y2 jsou matice obsahující N vzorků signálu 
popsaného vztahem (26). Matice Y1 a Y2 lze rozepsat jako součiny matic 
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 MRRRdiagR 21  
přičemž M značí rozměr matic, resp. řád exponenciály, v (26) označeném písmenem 
p. L se nazývá pencil parametr. Po upravení dostaneme 
(29) 
(30) 
(31) 
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a po dosazení do 
  20112 ZIZRZYY    
lze vyjádřit vektor vlastních čísel λ. Ovšem za předpokladu, že je splněna podmínka 
MNLM   
Pak lze vztah (34) přepsat pomocí vlastního vektoru Matrix Pencil do následující 
podoby 
  012  ivYY   
Problémem klasické metody Matrix Pencil je stále ještě vysoká citlivost na 
šum, kterou lze snížit zkombinováním matic Y1 a Y2  
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po několika dalších úpravách se dostaneme opět k vyjádření vektoru vlastních 
čísel λ. Podrobněji je tato metoda uvedena v [7], odkud jsou převzaty vzorce včetně 
značení. 
3.4.5 MDL (Minimum Description Length) 
Česky je též označováno jako kriterium minimální chyby. Jedná se 
o stanovení minima n sinusových průběhů pomocí 
 NnNn ln3lnmin 2   
Vztah je převzatý z [1], přičemž σ2 je odhad odstupu signálu od šumu a N je počet 
vzorků. Optimální hodnota n bývá lokálním minimem spočteným pomocí kritéria. 
(32) 
(33) 
(34) 
(35) 
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(38) 
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U AR modelu se pak jedná o řád p pro kovarianční metodu nebo komplexní 
sinusovku L pro metody PCAR a Matrix Pencil. 
Tato metoda je zde spíše pro úplnost, jelikož je uvedena v [1], ale v nástroji 
ASPT použita není. 
3.4.6 Srovnání algoritmů pro výpočet parametrů modelu 
U kovarianční metody záleží jak na vzájemném posunutí, tak i na absolutním 
posunutí signálu. Jednoduchou úpravou kovarianční matice na diagonální dostaneme 
lepší vlastnosti metody, především pro analýzu velmi krátkých signálů. Problémem 
však zůstává velká citlivost na rušivé signály, kterou lze potlačit jen vhodně 
zvoleným modelem. Pomocí kovarianční metody lze získat spektrum i při malém 
množství vzorků, avšak zvyšuje se náchylnost k nestabilitě a přeurčení soustavy, což 
má za následek selhání metody. Úpravou na autokovarianční metodu lze problém 
nestability minimalizovat. 
Tab. 3: Srovnání algoritmů pro výpočet parametrů modelu 
Metoda Využití Citl. na šum Pozn. 
Kovarianční především pro analýzu 
velmi krátkých signálů 
velká náchylnost k nestabilitě 
a přeurčení soustavy 
PCAR  méně než 
kovarianč. m. 
náročná na výpočet 
Pronysova vhodná pro analýzu 
tlumeného sinusového 
průběhu 
Velká  
Matrix Pencil  méně než 
Pronysova m. 
rychlejší modifikace 
Pronysovy m. 
 
Metoda PCAR je mnohem méně citlivá na šum než kovarianční, ale vyžaduje 
více času a paměťového místa procesoru pro výpočet. V dnešní době je ale náročnost 
na výpočetní aparát pro jednodušší modely zanedbatelná. 
Pronysova metoda je vhodná pro zjištění spektra tlumeného sinusového 
průběhu. Je ale závislá na charakteru analyzovaného signálu. Je-li signál skrytý 
v šumu, metoda selhává. Proto se lze setkat s různými modifikacemi této metody, 
které minimalizují její nevýhody. 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 28 
Matrix Pencil je pouze modifikací Pronysovi metody. Je rychlejší a méně 
citlivá na šum, nicméně odvození je obtížnější. Problémem klasické metody je stále 
ještě vysoká citlivost na šum, kterou lze snížit vhodnou úpravou matic. 
3.5 VÝPOČET SPEKTRA SIGNÁLU POMOCÍ AR MODELU 
KOVARIANČNÍ METODOU 
V této kapitole je nastíněn způsob výpočtu frekvenčního spektra pro AR 
model. Pro získání jeho koeficientů je uvažována kovarianční metoda. 
 
Uvažujme signál složený ze dvou sinusových průběhů o různých frekvencích, 
bez jakéhokoliv zpoždění, fázového posunu a bez šumu. Amplituda obou signálů je 
relativní, tedy v obou případech budou v rozsahu -1 až 1 a jejich součet v rozsahu 
-2 až 2. Vzorkovací frekvence bude fvz a použije se N vzorků. 
 
Z popisu parametrů analyzovaného signálu lze odvodit dvě podmínky: 
1. Analyzovaný signál je konečné délky N. 
2. Cílem je dosáhnout minimální hodnoty kvadrátu odchylek predikovaných 
a skutečných hodnot vzorků signálu v daném kroku (15) pro rozmezí signálů od 
n = 0 do n = N – 1 vzorků. 
Druhou podmínku lze též přepsat na 
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 se spočítá podle následujícího vztahu 
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přičemž platí 
),(),( ijji    
Získané koeficienty se dosadí do přenosové funkce AR modelu (3) 
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Přenosová funkce se převede z diskrétní oblasti do kmitočtové podle vztahu (viz. [3]) 
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Výkonnové spektrum S() se spočte dosazením přenosové funkce AR modelu do 
následujícího vztahu 
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kde e2 je rozptyl výkonnového spektra bílého šumu. Pro zjednodušení lze e2 
postavit rovno 1 (viz. [4]). Schematické vyjádření výpočtu je na Obr. 8 v podobě 
jako bělícího filtru. 
 
Obr. 8: Koncept Bělícího filtru (podle [3]). 
Zde nastíněná problematika je podrobněji rozebrána včetně příkladů např. 
v [3] a [4].  
(39) 
(40) 
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3.6 METODY PRO ZHODNOCENÍ KVALITY SPEKTRÁLNÍ 
ANALÝZY 
Hlavním cílem této práce je ověření vlastností nástroje ASPT, proto je v této 
kapitole rozebráno několika metod, pomocí nichž by bylo možné získat 
z naměřených výsledků vzájemně porovnatelné údaje. 
3.6.1 Metoda nejmenších čtverců 
Patří k metodám pro statistické zpracování dat při hledání vhodné 
aproximační funkce pro dané hodnoty. Metoda vychází z minima součtu druhých 
mocnin odchylek (chyb) nalezeného řešení 

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
0
2][~][min
k
a nxnxk  
Je zjevné, že tento vztah je velmi podobný (15). Je to dáno tím, že kovarianční 
metoda je založena na této metodě. Následující maticové vyjádření  
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při porovnání s maticovým tvarem uvedených metod pro nalezení koeficientů AR 
modelu se liší pouze v konstrukci matic, ale principielně vychází z metody 
nejmenších čtverců. 
Při vzájemném porovnání zmíněných metod po stránce minima druhých 
mocnin odchylek je patrný závěr uvedený výše, a to že každá metoda je vhodná pro 
určitý typ signálu. 
Tato metoda je rozebrána v mnoha zdrojích, velmi srozumitelně je např. 
uveden v [8], odkud bylo také částečně čerpáno. 
3.6.2 Relativní chyby 
Relativní chyba je vhodná pro porovnání naměřené hodnoty s hodnotou 
označovanou jako skutečná vztažená buď k měřené nebo ke skutečné hodnotě 
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3.6.3 Odstup signál-šum 
Zkratka SNR je z anglického Signal-to-Noise Ratio. Jedná se o kritérium, 
které je založené na porovnání výkonu signálu a šumu. Používá se ke kvalifikaci 
úrovně aditivního šumu v analyzovaném signálu. Vychází z vnímání intenzity zvuku 
lidským sluchem, který má logaritmický průběh, proto se SNR udává v decibelech. 
Vztah pro výpočet je definován 
 dB
P
P
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e
ylog10  
Výkon užitečného signálu se značí Py a výkon šumu Pe. Popřípadě jej lze přepsat pro 
rozptyl výkonových spekter bílého šumu e2 a užitečného signálu y2 
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Pro signály konečné délky N vzorků pak lze předešlý vztah upravit na 
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Značení je upraveno tak, aby korespondovalo se značením v kapitole 3.5. Podrobněji 
je tato problematika rozebrána např. v [4]. Týž zdroj uvádí ještě malé shrnutí: 
 Kladné SNR znamená, že užitečný signál je silnější než šum, záporné naopak. 
 Hodnota 10 dB odpovídá řádovému rozdílu v SNR, tedy výkon je desetkrát 
silnější než šum, resp. pro -10 dB je naopak slabší. 
 Hodnota 6 dB náleží dvojnásobku výkonu signálu oproti výkonu šumu. 
 Hodnota 3 dB připadá poměru výkonu signálu a výkonu šumu, kdy šum je 
roven √2.   
Tento algoritmus je zabudován v nástroji pro SRSA, ovšem SNR pro data ze 
zabudovaného generátoru počítá pouze generátor (SRSA). 
3.6.4 Složitost modelu 
V kapitole zabývající se algoritmy pro nalezení koeficientů modelů je zmínka 
o náchylnosti některých metod na přeučení modelu. To znamená, že model je 
rozsáhlejší, než je třeba a mnohdy zohledňuje i nežádoucí rušivé signály. Druhý 
(44) 
(45) 
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extrém je naopak nedostatečný řád modelu, kdy je modelem potlačena některá ze 
složek užitečného signálu. 
Pro dosažení minimálního řádu, tedy aby nedošlo k přeurčení modelu, lze 
využít např. výše zmiňovanou metodu nejmenších čtverců. Ta ale při silně 
zašuměném signálu může selhávat. V tomto případě je třeba alespoň přibližná 
znalost užitečného signálu. 
Ve druhém případě, kdy model potlačí některou ze složek užitečného signálu, 
neboť je nepostačujícího řádu, je třeba zvážit proč byla tato složka potlačena. Jedním 
z důvodů může být nedostatečná rozlišitelnost algoritmu, kdy pro něj dvě složky 
splynou v jednu. Další příčinou může být malé zesílení dané složky oproti ostatním, 
popřípadě vůči rušivému signálu. Tehdy může dojít k potlačení dané složky signálu 
spolu se šumem. V tomto případě lze v některých případech využít předzpracování 
signálu pomocí vhodného filtru. V obou případech ale platí, že je třeba určitá znalost 
signálu. 
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4. NÁSTROJ PRO SPEKTRÁLNÍ ANALÝZU SE 
SUPER-ROZLIŠENÍM 
V následující kapitole jsou popsány vlastnosti a ovládání nástroje pro SRSA 
s cílem vytvořit jednoduchý návod k použití. Některé údaje byly použity z [1] a [2]. 
Jedná se však o jinou verzi nástroje než jak je popsána ve zmíněné literatuře, proto 
bylo třeba některé věci odzkoušet s použitím kontextové nápovědy. 
4.1 POPIS ČÁSTÍ NÁSTROJE 
Vzhled 
ASPT (Obr. 9) není ve standardní nabídce nástrojů LW 8.2 a je tedy třeba jej 
dodatečně doinstalovat. Program se spustí souborem spt application.exe umístěném 
v adresáři [disk]:\Program Files\National Instruments\Advanced Signal 
Processing Toolkit\SPT 7.0 Start-Up Kit\. 
 
Obr. 9: Advanced Signal Processing Toolkit. 
Klepnutím na ikonku označenou v Obr. 9 šipkou se otevře nástroj pro SRSA 
(Obr. 10). Nástroj obsahuje jednoduché menu . Analyzovaný signál se zobrazí 
v horním grafu . Lze nastavit vzorkovací frekvenci . Ta je standardně 
přednastavená na 1000 Hz, což je nejmenší nastavitelná hodnota. Pro porovnání je 
možné zvolit různé metody FFT a SRSA. Z metod pro FFT  jsou na výběr 
Blackman, Hamming, Hanning a Rectangular (více viz.[4]). Metody pro SRSA jsou 
Kovarianční a PCAR  s vykreslením do grafu  a Pronysova (Prony's Method) 
a Matrix Pencil  pro číselný odhad frekvencí . Nástroj nabízí nastavení 
maximálního řádu AR modelu se zobrazením počtu komplexních sínusových 
signálů, z nichž je složený analyzovaný signál . Podrobněji o těchto parametrech 
pojednává v sedmnácté kapitole [1]. 
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Obr. 10: Nástroj pro spektrální analýzu se super-rozlišením (Super-Resolution 
Spectral Analysis). 
 
Obr. 11: Generátor dvou harmonických průběhů pro SRSA (dále jen generátor 
SRSA). 
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Součástí nástroje je jednoduchý generátor dvou sinusových průběhů (Obr. 11) 
s možností nastavit počet vzorků, frekvenci, fázový posuv, tlumení a bílý šum. 
Vlastnosti nástroje 
Nástroj pro SRSA používá parametrické metody. Jeho výhodou je schopnost 
rozlišit i velmi blízké frekvence z poměrně malého množství vzorků signálu. Avšak 
podle [1] je omezujícím faktorem přesnost dat pro analýzu. Také citlivost některých 
metod na šum může vést k tomu, že dají zcela mylné výsledky analýzy. 
U pomalejších počítačů je třeba brát v úvahu i náročnost na výpočetní aparát. Tyto 
vlastnosti jsou blíže popsány z pohledu parametrických metod v předešlých 
kapitolách. 
4.2 OVLÁDÁNÍ NÁSTROJE 
V předešlé kapitole je popsán vzhled nástroje pro SRSA. V této kapitole je 
vysvětlen postup ovládání nástroje a vyhodnocování výsledků spektrální analýzy. 
Vkládání dat ze souboru 
V menu nástroje pro SRSA (Obr. 10 - 1) se zvolí File -> Load... -> Data 
File. Vybere se soubor se vzorky signálu a potvrdí se. 
Data je třeba uložit do souboru s příponou .txt (Obr. 12), .dat, ap. v patřičném 
formátu. Jako desetinnou čárku lze použít jak tečku, tak čárku. Oddělovač může být 
enter, mezera nebo tabulátor. 
 
Obr. 12: Příklad datového souboru a zápisu dat pro SRSA. 
Generování dat 
Jak bylo již uvedeno v předešlé kapitole, v nástroji pro SRSA je 
implementován generátor signálu (Obr. 11). Ten je realizován jako součet dvou 
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sinusových signálů s možností nastavit pro každý z nich fázi, útlum a frekvenci. Dále 
lze nastavit počet vzorků a míru zašumění výsledného signálu. 
Rozsah fáze je ±1 rad s krokem 0,01 rad. Útlum lze nastavovat v libovolném 
rozsahu v decibelech opět s krokem 0,01 dB. Frekvenci je možné nastavit 
od 0,00 do 0,50 Hz. Pro zašumění dat je implementován generátor bílého šumu 
s gaussovým rozložením. Jeho amplituda je v rozsahu od 5·10-5 do 5·10-3. 
Vygenerovaná data jsou takřka okamžitě vkládána do nástroje pro SRSA 
a analyzována. 
Analýza dat 
Po vložení dat nebo po jejich vygenerování je okamžitě spuštěn výpočet 
parametrů AR modelu a příslušných hodnot spektra podle navolených metod. 
Výsledky jsou spolu s některými dalšími údaji zobrazeny na panelu (Obr. 10). 
 
Obr. 13: Ukázka odečtu frekvencí z grafu (pro vzorkovací frekvenci 1000 Hz). 
Protože vstupní data jsou v podobě vektoru, je třeba zadat vzorkovací 
frekvenci při níž byla navzorkována. Tu lze nastavit od  1000 Hz řádově po tisících 
hertzích. Což vede k tomu, že analyzované frekvence neodpovídají hodnotám na 
vstupu. Např. při nastavení vzorkovací frekvence v nástroji pro SRSA 1000 Hz 
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a vstupním signálu z generátoru složeného ze signálů o frekvencích 0,11 a 0,13 Hz 
nástroj analyzoval frekvence tisíckrát větší. 
Při analyzování dat z generátoru se vedle nastavení vzorkovací frekvence 
zobrazí odstup signál šum (SNR). 
Pro vyhodnocení analýzy jsou implementovány čtyři metody SRSA s AR 
modelem mezi nimiž lze přepínat. Výsledky obou dvou lze zobrazit do grafu (Obr. 
10 - 3) spolu s výsledky FFT a pro dvě metody se počítají pouze výsledné frekvence 
(Obr. 10 - 9). Buď před zadáním vstupních dat nebo i poté se vyberou vhodné 
metody a to i pro srovnávací FFT. Popřípadě je možné ještě navolit buď automatické 
nalezení řádu a koeficientů modelu nebo lze řád nastavit ručně (Obr. 10 - 7). 
 
Obr. 14: Vyhdnocení metody SRSA v tabulce (pro vzorkovací 
frekvenci 1000 Hz). 
V grafu pro vyhodnocování spektra je na ose x frekvence v Hz a na ose y 
velikost frekvenční složky v dB. Odečítání lze buď odhadem nebo pro SRSA 
přetažením žlutého křížku, jehož souřadnice X a Y se zobrazují pod grafem (Obr. 
13). 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 38 
Spočtené hodnoty SRSA pro jednu ze dvou dalších metod se zobrazují 
v tabulce (Obr. 14), kde frekvence je v Hz, fáze v radiánech a útlum v dB. 
Tisk okna pro SRSA s nastavenými parametry 
Pro archivování analyzovaných dat je zde možnost tisku. Popřípadě lze 
předem nastavit některé vlastnosti. Do nastavení se lze dostat přes nabídku         
File -> Page Setup... a tisk lze spustit taktéž přes File -> Print Window... nebo 
pomocí klávesové zkratky Ctrl+P. 
Ostatní položky menu 
V nabídce File lze nalézt ještě položku Close, která uzavře okno. Klávesová 
zkratka je Ctrl+W. 
V nabídce Windows je položka Show VI Info, zkratka je Ctrl+I, obsahující 
stručné informace o nástroji pro SRSA. Pod touto položkou je trvale navoleno, že se 
jedná o SRSA. 
Poslední položkou menu je nabídka Help. Zde lze zvolit zobrazení 
kontextové nápovědy – Show Context Help, se zkratkou Ctrl+H. A zobrazit 
informace o verzi nástroje – About SPT.... 
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5. OVĚŘENÍ VLASTNOSTÍ SIGNAL 
PROCESSING TOOLKITU 
Pro tuto práci byl v LabVIEW sestaven jednoduchý generátor funkcí 
s možností přidání různých úrovní šumu. Tento generátor je blíže popsán 
v následující kapitole. V dalších kapitolách jsou rozebrány výsledky dosažené při 
ověřování ASPT. Ještě před samotným ověřováním je uveden souhrn očekávaných 
výsledků, kterých by mělo být dosaženo. 
Pro zjednodušení budou v této kapitole označovány implementovaný 
generátor v nástroji pro SRSA jako generátor SRSA a generátor vytvořený 
v LabVIEW jako testovací generátor. Pro lepší představu o analyzovaném signálu 
budou spolu s výsledky uváděny parametrickými metodami i výsledky získané FFT 
a to metodou, s níž budou výsledky nejpřesnější. 
5.1 TESTOVACÍ GENERÁTOR 
Testovací generátor (Obr. 15) obsahuje tři funkční generátory s možností 
nastavení čtyř typů průběhů (,  a ), dále je možné přidat šum . Dílčí průběhy 
se zobrazí na horním panelu  a výsledný průběh na spodním . Z důvodu rozdílné 
vzorkovací frekvence, která je u testovacího generátoru libovolně nastavitelná 
v podobě nastavení počtu vzorků vygenerovaného signálu , jsou zde zobrazeny 
hodnoty frekvencí a přepočetního koeficientu, což by měl zobrazit nástroj pro SRSA 
 při vzorkovací frekvenci 1000 Hz. Vygenerované signály lze ukládat do textových 
souborů . 
Funkční generátor je řešen pomocí funkce subVI Basic Function Generator 
s možností nastavení frekvence, amplitudy, offsetu a typu generovaného průběhu. 
Podobně je řešen i generátor šumů. Je složen ze subVI Gaussian White Noise 
Waveform, Uniform White Noise Waveform, Binomial Noise Waveform, Poisson 
Noise Waveform představující různé typy šumu. Zde lze nastavit pouze amplitudu, 
která je stokrát zmenšena.  
Pro modulaci je použit součet, jelikož se ve skutečnosti jedná o diskrétní 
signál, jehož vzorkovací frekvence je podstatně nižší, než při následném získávání 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 40 
vzorků testovacího signálu. K tomu slouží funkce subVI TSA Resampling, u níž se 
nastavuje vzorkovací frekvence, která též slouží k odvození hodnot, které by jsme 
měli získat ze spektrální analýzy. 
 
Obr. 15: Uživatelské rozhraní testovacího generátoru (dále jen testovací 
generátor). 
Jelikož je rozptyl výkonnových spekter bílého šumu e2 a užitečného signálu 
y
2, výpočet frekvencí, které by měli vyjít, je dán vztahem: 
1000,´  vzSRSA
vzSRSA
vz ff
f
ff  
kde f´ je frekvence, která by měla být zpětně získána spektrální analýzou, fvz je 
vzorkovací frekvence generovaného průběhu (odpovídá počtu získaných vzorků 
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signálu), f je frekvence funkčního generátoru a fvzSRSA je vzorkovací frekvence 
nástroje pro SRSA. 
Ukládání do souborů lze zapisovat buď s časovým údajem nebo ve druhém 
případě pouze s velikostí amplitudy. Pro SRSA složí druhý způsob, přičemž údaj o 
čase je dán vzorkovací frekvencí nástroje. To je také důvodem výše zmíněného 
přepočtu frekvence generovaného signálu. 
5.2 TYPY ŠUMU 
U analýzy reálných signálů je třeba uvažovat přítomnost šumu. V některých 
případech je zcela zanedbatelný, většinou je však potřeba jeho vliv potlačit. Jak je již 
uvedeno v předešlých kapitolách, parametrické metody jsou citlivé na zašumění 
signálu, stejně tak jej ale dokáží i potlačit.  
 
Šumem je označován signál, který nenese žádnou pro nás užitečnou 
informaci, popřípadě danou užitečnou informaci zkresluje. V odkazu [4] autor uvádí 
dvě základní skupiny šumu: aditivní šum a  konvoluční šum. 
Aditivní šum lze nejsnáze potlačit. Jedná se o přídavnou složku, např. síťové 
rušení při měření biologických signálů. Z hlediska vlastností, jak dále uvádí [4], lze 
rozlišit bílý a barevný, korelovaný a nekorelovaný, úzkopásmový 
a širokopásmový šum. 
Typickými příklady konvolučního šumu jsou např. zkreslení signálu při 
přenosu určitým kanálem či odrazy akustických signálů. 
 
Testovací zdroje šumu lze realizovat hardwarově, např. tepelný šum diody, 
nebo častěji pomocí tzv. generátorů šumu, které jsou realizovány generátory 
pseudonáhodných čísel odpovídajících rozložení daných typů šumu (dále jen 
generátory šumu). Program LabVIEW nabízí několik těchto generátorů (Signal 
Processing -> Waveform Generation). Generátor Gaussového šumu je 
implementován i v nástroji pro SRSA. V následujících podkapitolách jsou stručně 
zmíněny charakteristické vlastnosti některých typů šumů, jejichž generátory jsou 
implementovány v LabVIEW 8.2. 
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Bílý šum 
Název „bílý“ pochází od analogie s bílým světlem, které obsahuje všechny 
frekvence. Jedná se o náhodný signál s rovnoměrnou výkonnovou spektrální 
hustotou. Výkon signálu je tedy stejný pro jakékoliv pásmo stejné šířky. Bude-li mít 
pásmo šiřku 50 Hz mezi 10 a 60 Hz a pásmo mezi 100 a 150 Hz, bude v obou 
případech výkon stejný. V praxi je bílým šumem označován signál, který má ploché 
spektrum v definovaném rozsahu frekvencí, přičemž se vychází z rovnoměrného 
rozložení pravděpodobnosti. Teoreticky by tento rozsah měl být nekonečný, ale 
takový signál by měl nekonečný výkon. 
Gaussův šum 
Též Aditivní bílý gaussův šum (Additive White Gaussian Noise), má nulovou 
střední hodnotu, ploché spektrum a jeho amplitudy jsou rozloženy podle Gaussovy 
křivky pravděpodobnosti. Tvar jednorozměrné Gaussovy funkce 
2
)( xexf   
a dvourozměrné Gaussovy funkce ([8] pod heslem Odstranění šumu) 
2
22
2
22
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
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  
Poissonův šum 
Vychází z Poissonova pravděpodobnostního rozložení ([8] pod heslem 
Poisson distribution) 
  e
x
xp
x
!
)(  
kde x=0,1,2,… a parametr >0. To popisuje náhodně opakující se děje s malou 
pravděpodobností výskytu (p0). V případě Poissonova šumu se jedná o náhodně se 
opakující amplitudové špičky (Obr. 18). 
Binomický šum 
Je odvozen z Binomického rozložení pravděpodobnosti ([8] pod heslem 
Binomické rozdělení), 
(47) 
(48) 
(49) 
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kde x=0,1,…,n; n je počet pokusů a parametr p udává pravděpodobnost události 
v každém pokusu. Řeší pravděpodobnost výskytu určitého jevu. Výsledkem je 
obdobný šum jako je Poissonův, avšak vycházející z jiného rozdělení 
pravděpodobnosti a tudíž i s jinou četností výskytu amplitudových špiček. 
 
Obr. 16: Bílý šum. 
 
Obr. 17: Gaussův šum. 
(50) 
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Obr. 18: Poissonův šum. 
 
Obr. 19: Binomický šum. 
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5.3 JEDNODUCHÝ SPEKTRÁLNÍ ANALYZÁTOR 
V prostředí LabVIEW 8.2 je spektrální analýza ve dvou knihovnách. První 
knihovna je umístěna v Signal Processing -> Spectral Analysis. V ní obsažené 
subVI pro výpočet výkonového spektra signálu používají výhradně metody založené 
na DFT. 
 
Obr. 20: Spektrální analyzátor pro testování rychlosti výpočtu parametrických 
metod implementovaných v LabVIEW 8.1. 
Druhá knihovna je umístěna v Addons, kde je další dělení na Time 
Frequency Analysis, Wavelet Analysis a Time Series Analysis. V poslední 
zmíněné knihovně lze nalézt subVI s některými parametrickými metodami spektrální 
analýzy implementovanými do SPT.  
Ze subVI (Tab. 4) ze zmiňované knihovny byl vytvořen jednoduchý program 
na otestování rychlosti výpočtu spektra pomocí AR modelu, který je rozdělen na 
2 
4 
5 
7 
1 
3 
6 
8 
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čtyři části vykonávanými po sobě. První je generátor signálu, který je takřka totožný 
jako testovací generátor. Ve druhém kroku lze nastavit některé parametry AR 
modelu a spočítá se zde optimální řád modelu. V následující části se dle zadaného 
počtu opakování počítá spektrum signálu pomocí AR modelu. A nakonec je výsledek 
zobrazen. 
Tab. 4: SubVI z knihovny Addons -> Time Series Analysis použité ve 
spektrálním analyzátoru. 
SubVI Název Cesta 
 
TSA AR Modeling Order Addons -> Time Series Analysis -> Modeling 
And Prediction 
 
TSA AR Modeling Addons -> Time Series Analysis -> Modeling 
And Prediction 
 
TSA AR Spectrum Addons -> Time Series Analysis -> Corelation 
And Spectral Analysis 
 
Ovládání je na zobrazeno na oObr. 20. Pod číslem  je skryta záložka pro 
přepínání mezi generátorem a analyzátorem. Jak již bylo zmíněno, generátor má 
obdobné ovládání jako testovací generátor, proto zde již nebude rozebíráno. 
V analyzátoru je třeba nejprve nastavit parametry AR modelu. Jedná se o metodu 
výpočtu  a řád modelu. Ten lze zadat buď ručně  nebo se zadají jeho meze 
a algoritmus nalezne vhodný řád automaticky . Ruční nebo automatický řádu 
modelu lze navolit přepínačem . Před spuštěním výpočtu samotného spektra je 
třeba zadat kolikrát se má tento výpočet provést . Poté se tlačítkem Start  spustí 
výpočet. Aktuální krok a čas výpočtu se zobrazují v rámečku  a výsledné spektrum 
v grafu , který se vykreslí až zcela nakonec. Výpočet spektra lze zastavit tlačítkem 
Stop . 
5.4 PŘEDPOKLADY VÝSLEDKŮ TESTOVÁNÍ 
Z výše uvedených vlastností AR modelu a metod pro nalezení koeficientů 
použitých v nástroji ASPT lze vyvodit následující předpoklady: 
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 AR model vystihuje úzkopásmové složky signálu, proto lze předpokládat, že na 
většinu výsledků nebude mít nežádoucí vliv. 
 Posunutí signálu, jak vzájemné tak i absolutní, se může projevit u výsledků 
s kovarianční metodou. 
 Kovarianční metoda by měla dávat uspokojivé výsledky i při velmi malém počtu 
vzorků. 
 Při zvyšujícím zašumění signálu lze předpokládat, že nejdříve selžou kovarianční 
a Pronysova metoda. 
 Metoda PCAR by měla mít největší nároky na čas výpočtu. Naopak Matrix Pencil 
by se měla jevit jako poměrně rychlá metoda. 
 Pro zatlumené signály by měla dávat uspokojivé výsledky Pronysova metoda. 
5.5 REFERENČNÍ NASTAVENÍ GENERÁTORŮ A JEJICH 
POROVNÁNÍ 
Jako referenční hodnoty pro nastavení generátorů budou dále standardně 
uváděny defaultně nastavené hodnoty generátoru SRSA nebo hodnoty jim blízké. Pro 
přehlednost jsou shrnuty v Tab. 5. V případě amplitudy signálů u testovacího 
generátoru bude jejich velikost jednotková. Nastavení AR modelu bude standardně 
nastaveno automaticky. Pouze v případě, že se analyzované hodnoty budou výrazně 
lišit od správné hodnoty, bude ručně nalezen nejvhodnější řád modelu. Jak již bylo 
uvedeno, analyzovaná frekvence a frekvence nastavovaná na generátoru jsou závislé 
na vzorkovací frekvenci generovaného průběhu fvz a vzorkovací frekvence nástroje 
pro SRSA fvzSRSA podle vztahu 
1000,´  vzSRSA
vzSRSA
vz ff
f
ff  
První testovací signál je pro porovnání obou generátorů. Cílem je ověřit, zda 
nástroj dává z obou generátorů shodné výsledky a tedy zda jsou oba generátory 
zaměnitelné.  
Generátory jsou nastaveny tak, aby byly získány SRSA shodné parametry 
signálů. 
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Tab. 5: Referenční hodnoty pro nastavení generátorů podle defaultního 
nastavení generátoru SRSA. 
 Typ Frekv. 
·103 [Hz] 
Ampl. 
[-] 
Fáze 
[rad] 
Útlum 
[dB] 
Počet 
vzorků 
Signál 1 sin 0,11 - 0,00 0,00 
Signál 2 sin 0,13 - 0,00 0,00 
Šum Gaussův bílý šum - 5,0 · 10-5 - - 
50 
 
Tab. 6: Vzorkovaný signál z generátoru SRSA. 
 Typ Frekv. 
·103 [Hz] 
Ampl. 
[-] 
Fáze 
[rad] 
Útlum 
[dB] 
Počet 
vzorků 
Signál 1 sin 0,02 - 0,00 0,00 
Signál 2 sin 0,20   - 0,00 0,00 
Signál 3 - - - - - 
Šum Gaussův bílý šum - 0,0 · 10+0 - - 
50 
 
Tab. 7: Vzorkovaný signál z testovacího generátoru. 
 Typ Frekv. 
·20 [Hz] 
Ampl. 
[-] 
Fáze 
[rad] 
Útlum 
[dB] 
Počet 
vzorků 
Signál 1 sin 1 1 0,00 0,00 
Signál 2 sin 10 1 0,00 0,00 
Signál 3 - - - - - 
Šum - - - - - 
50 
 
Nastavení modelu: 
 Maximální řád AR modelu: 5 
 Počet komplexních sínusových signálů: 4 
Ač jsou oba generátory principielně nastaveny správně, aby daly shodný 
výsledek, každý z nich je třeba nastavit odlišně. Je to dáno vzorkovacími 
frekvencemi a počtem vzorků obou generátorů. Je zjevné, že pro oba generátory platí 
vzorec (46), ale pro jiné hodnoty frekvencí nastavených na generátorech. 
Dalším rozdílem mezi generátory je úsek analyzovaného signálu. Testovací 
generátor dává vzorky z celé jedné periody. Generátor SRSA ze signálu vezme vždy 
sto vzorků; počtu vzorků odpovídá příslušná část signálu. 
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Tab. 8: Výsledky SRSA. 
generátor SRSA testovací generátor 
Metoda 
Frek. 1 
[Hz] 
Frek. 2 
[Hz] 
fvz 
[Hz] 
Frek. 1 
[Hz] 
Frek. 2 
[Hz] 
Frek. 3 
[Hz] 
fvz 
[Hz] 
FFT Rectangular 22 201 16,0 200,0 - 
Kovarianční 20,0 200,2 20,0 200,2 - 
PCAR 20,0 200,2 20,0 200,2 - 
Matrix Pencil 20,00 200,00 20,00 200,00 - 
Pronysova 20,00 200,00 
1,0  
·10+3 
20,00 200,00 - 
1,0  
·10+3 
 
Ač nejsou oba generátory zcela zaměnitelné, lze ke generování 
analyzovaných signálů použít i testovací generátor. 
5.6 ROZLIŠITELNOST FREKVENCE 
Jak již bylo zmíněno dříve, i parametrické metody mají svá omezení při 
rozlišení frekvencí, v této kapitole jsou uvedeny výsledky vlivu některých parametrů 
na rozlišitelnost složek frekvenčního spektra.  
5.6.1 Dva sinusové signály s rozdílnou frekvencí při defaultním počtu 
vzorků 
Cílem tohoto testování je ověřit, jak blízké frekvence je nástroj pro SRSA 
schopen rozlišit. Nastavení obou generátorů bylo defaultní vyjma frekvencí, jejichž 
hodnoty jsou v Příloha 1 a Příloha 2, a šumu, který byl v měření nulový.  
Při analýze signálu z generátoru SRSA nelze říci, že by některá z metod 
spektrální analýzy se super-rozlišením selhala nebo by byly nějaké potíže 
s automatickým nalezením vhodného AR modelu. Drobnější odchylky od správných 
hodnot byly u metody PCAR a Kovarianční, kde tyto odchylky byly zřejmě 
způsobeny rozlišením grafického vykreslení spektra. Zde se potvrdilo pouze 
předpokládané selhání FFT. Pro hodně blízké frekvence neuspěla žádná z metod. 
Dále pak byla nejúspěšnější metoda Rectangular, avšak pro blízké frekvence se 
nemohla vyrovnat žádné z parametrických metod.  
Výsledky analýzy signálu z testovacího generátoru již tak ideálně 
nevypadaly. Pro blízké frekvence byl v několika případech ručně nastavován řád 
AR modelu (Příloha 2). Navíc i u metod, jejichž výsledky jsou vyjádřeny číselně, 
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byly drobné odchylky, které lze vůči velikosti signálů ve většině aplikací zanedbat. 
Analýza pomocí FFT opět ukázala její nedostatky pro řešení dané problematiky, 
avšak již nebylo tak zřejmé, která z metod je výhodnější. To mohlo být dáno tím, že 
vzorky pokrývaly celou jednu periodu, což je jeden z požadavků DFT. 
Rozmezí frekvencí, při kterých parametrické metody selhávají, nebylo možné 
zjistit, jelikož žádný z generátorů bližší frekvence nedokáže vygenerovat. 
5.6.2 Dva sinusové signály při různém počtu vzorků 
V tomto případě je cílem zjistit vliv počtu vzorků na rozlišitelnost frekvencí. 
Ostatní parametry jsou nastaveny dle referenčních hodnot. Hodnoty jsou v Příloha 3 
a Příloha 4. 
Jak v případě signálu z testovacího generátoru, tak i z generátoru SRSA bylo 
pro většinu metod spektrální analýzy potřeba minimálně osm vzorků. Pouze metoda 
Matrix Pencil vyžadovala minimálně deset vzorků. Přitom odchylky od správných 
hodnot frekvencí signálů byly minimální a s rostoucím počtem vzorků se při 
automatickém nastavení AR modelu nezlepšily. 
Metoda Rectangular pro FFT potřebovala v obou případech okolo 34 vzorků, 
aby byl výsledek alespoň s chybou pod 3 %. U signálu, kde byly vzorky přes celou 
periodu, byly výsledky znatelně lepší. 
5.6.3 Dva sinusové signály s různou velikostí amplitud 
Cílem bylo zjistit vliv velikosti amplitudy signálů, z nichž byl výsledný signál 
složen. V tomto měření bylo možné použít pouze testovací generátor, jelikož 
generátor SRSA neumožňuje nastavit amplitudu dílčích signálů. Amplitudu je zde 
třeba chápat jako bezrozměrnou. Hodnoty analýzy jsou v Příloha 5. 
Z analýzy signálů je patrné, že u většiny implementovaných parametrických 
metod nemá velikost amplitudy vliv. Odchylky od správné hodnoty u metody PCAR 
a Kovarianční metody byly zjevně způsobeny odečtem, jako v předešlých případech. 
Pouze u Pronysovi metody (Příloha 5, sloupce I, J) mohly být odchylky od 
správné amplitudy způsobeny velikostí amplitudy signálů. Avšak tyto odchylky jsou 
o několik řádů nižší než zjištěná frekvence. 
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Vliv na FFT byl také znatelný. V podstatě lze říci, že s rostoucí amplitudou 
jednoho signálu se výsledek analyzované frekvence zpřesňoval, kdežto u signálu 
o menší amplitudě se naopak více odchyloval. V případě, kdy měl signál o nižší 
frekvenci výrazně větší amplitudu než signál o vyšší frekvenci, metody FFT zcela 
selhaly (Příloha 5, s. N, O; ř. 8, 9). Ovšem je otázkou, jestli tomu tak je ve všech 
případech. Některé metody FFT selhávaly při takto blízkých frekvencích i při 
stejných amplitudách signálů. 
5.6.4 Dva sinusové signály s různým fázovým posunem 
Obdobně jako v předešlých případech, zde bylo cílem ověřit závislost 
spektrální analýzy signálů na fázovém posunu. V předešlých analýzách vliv 
některých parametrů na fázový posun není uveden, jelikož byl zpravidla pro oba 
analyzované signály shodný nebo se lišil řádově v setinách radiánů, což lze 
považovat pouze za fázové posunutí od pomyslného začátku, nikoliv o vzájemné 
fázové posunutí signálů. Ostatní parametry jsou nastaveny na referenční hodnoty. 
Výsledky analýzy jsou v Příloha 6. 
Testovat bylo možné pouze signály z generátoru SRSA, jelikož u testovacího 
generátoru není možnost fázového posunu. Jak je z výsledků patrné, fázový posun 
dílčích signálů má vliv pouze na fázový posun analyzovaných signálů. Pouze 
u metod pro FFT měl za následek zhoršování výsledků analýzy. FFT je však uváděno 
pouze pro srovnání a proto tento výsledek není pro tuto metodu podrobněji 
prozkoumáno. 
5.6.5 Dva sinusové signály s různým offsetem 
Cílem bylo zjistit vliv, kdy dílčí signály mají různý offset. Vzhledem k tomu, 
že generátor SRSA nemá možnost nastavení offsetu, byl použit pouze testovací 
generátor. Nastavení generátoru bylo dle referenčních hodnot. Výsledky analýzy jsou 
uvedeny v Příloha 7. 
V případech, kdy byly dílčí signály posunuty u jednoho o kladnou hodnotu 
a u druhého o stejně velkou ale zápornou hodnotu offsetu, nebyl patrný žádný vliv na 
spektrální analýzu, a to ani u parametrických metod, tak i u metody Rectangular pro 
FFT. 
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Když jeden dílčí signál byl s nulovým offsetem a druhý s nenulovým (Příloha 
7, řádky 5 až 8), byla zobrazena jako správný výsledek spektrální analýzy (jak pro 
parametrické metody, tak i pro metody FFT) stejnosměrná složka. 
5.6.6 Dva signály různých typů průběhu 
Ač je v testovacím generátoru ponechána možnost generovat signál ze signálů 
různého typu průběhu, pro ověření základních vlastností nástroje pro spektrální 
analýzu se super-rozlišením nemá praktický význam. Vyjma sinusového průběhu, 
jsou ostatní složené z mnoha vyšších harmonických. 
5.6.7 Tři sinusové signály s rozdílnou frekvencí při defaultním počtu 
vzorků 
Posledním případem, který je třeba u nástroje pro spektrální analýzu se super-
rozlišením otestovat, je schopnost správně analyzovat signál složený z více dílčích 
signálů o různé frekvenci. Pro tuto možnost je realizován testovací generátor 
s generováním třech dílčích signálů. Hodnoty jsou v Příloha 8.  
Z hodnot zjištěných analýzou je patrné, že pro hodně blízké frekvence 
blízkých signálů je třeba nastavit vhodné parametry AR modelu ručně. Ale vesměs 
neměla žádná z parametrických metod problém analyzovat frekvenční spektrum, 
i když, především u Pronysovi metody, s menší chybou. 
Metody pro FFT opět potvrdily, že nejsou vhodné pro analýzu frekvenčního 
spektra signálu o mnoha blízkých frekvencích. 
5.7 ODOLNOST PROTI ZAŠUMĚNÍ SIGNÁLU 
Parametrické metody jsou poměrně hodně náchylné na zašumění 
analyzovaného signálu. Problematika šumu je však složitá a závisí silně na 
pravděpodobnosti, že daný vzorek bude zašuměn. Je zřejmé, že při jiném počtu 
vzorků analyzovaného signálu by metody vykazovaly odlišné chování, proto 
následující měření jsou spíše orientační. 
Vzhledem k tomu, že generátor SRSA umožňuje pouze nepatrné zašumění 
signálu, byl použit pouze testovací generátor. Byla zde zkoušena schopnost metod 
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provést spektrální analýzu při zašumění signálu čtyřmi typy šumu zmíněnými v jedné 
z předešlých kapitol. 
5.7.1 Dva zašuměné sinusové signály bílým šumem 
Ke dvěma sinusovým signálům byl přičten bílý šum, jehož amplituda byla 
postupně zvyšována až do selhání všech metod. Nastavení ostatních parametrů bylo 
dle referenčních hodnot a výsledky jsou v Příloha 9.  
Tab. 9: Minimální SNR použitých metod od bílého šumu. 
Rozptyl y
2 vzorků Metoda 
1,00 PCAR Kovarianční Pronysova Matrix Pencil 
Rozptyl e
2 šumu 0,30 0,20 0,04 0,42 
Minimální SNR [dB] 3,31 4,94 25,00 2,37 
 
Je zjevné, že malé zašumění signálu, řádově jednotky procent amplitudy 
signálu, mají takřka zanedbatelný vliv u metod PCAR a Matrix Pencil. 
U Kovarianční a Pronysovi metody bylo třeba od začátku nutné ručně hledat vhodné 
nastavení AR modelu. Při zašumění nad deset procent tyto dvě metody již 
nedokázaly plně potlačit vliv šumu a správně analyzované frekvence bylo třeba 
odlišit podle útlumu. A při úrovni šumu nad dvacet procent Pronysova metoda 
selhala zcela, jelikož nebylo možné odlišit správně analyzované frekvence ani podle 
útlumu. Kovarianční metoda dávala spolehlivě výsledky s chybou do ±4 % až do 
úrovně 50 % amplitudy signálu, poté začala selhávat. 
Metody PCAR a Matrix Pencil byly znatelně odolnější na zašumění signálu, 
ač dokázali rozlišit, že jde o součet dvou signálů až do velikosti šumu 100 %, již 
někde okolo 60 až 70 % amplitudy šumu začali dávat výsledky s chybou nad 4 %. 
V Tab. 9 je uveden SNR, při kterém metody byly schopny ještě vliv šumu 
potlačit a s maximální chybou do 4 % správně analyzovat signál. Vychází se ze vtahu 
(45), kdy rozptyl výkonu šumu je brán jako amplituda zadávaná v generátoru 
a dělena 100. 
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Graf 1: Relativní chyba analyzované f1 od skutečné f1 zašuměné bílým šumem. 
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Graf 2: Relativní chyba analyzované f2 od skutečné f2 zašuměné bílým šumem. 
5.7.2 Dva zašuměné sinusové signály gaussovým šumem 
Ke dvěma sinusovým signálům byl přičten gaussův šum, u něhož se měnila 
směrodatná odchylka, která se postupně zvyšovala až do selhání všech metod. 
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Nastavení ostatních parametrů bylo určeno dle referenčních hodnot a výsledky jsou 
uvedeny v Příloha 10. 
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Graf 3: Relativní chyba analyzované f1 od skutečné f1 zašuměné gaussovým šumem. 
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Graf 4: Relativní chyba analyzované f2 od skutečné f2 zašuměné gaussovým šumem. 
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Odolnost metod proti tomuto typu šumu byla znatelně menší než v případě 
bílého šumu. Pronysova metoda dávala výsledky s náhodnou chybou až okolo 7 % 
od 5 % zašumění signálu. Kovarianční metoda selhala již při 40 % zašumění. 
Metoda PCAR přesáhla chybu 4 % okolo 60 % zašumění a zcela selhala při 
75 % zašumění. Matrix Pencil začala náhodně přesahovat chybu 4 % již při 30 % 
zašumění, přičemž občas správně analyzovala alespoň jednu ze složek signálu. 
5.7.3 Dva zašuměné sinusové signály binomickým šumem 
Opět i zde byl ke dvěma sinusovým signálům přičten šum, ale s binomickým 
rozložením. U něho se ovšem nezvyšovala amplituda, ta byla vždy v kladném směru 
100 % amplitudy signálu. Zvyšoval se četnosti špic šumového signálu. Nastavení 
ostatních parametrů bylo dle referenčních hodnot a výsledky jsou v Příloha 11. 
Zpočátku byla velmi malá pravděpodobnost, že vzorek bude zašuměn, proto 
bylo snadné získat správné hodnoty u všech metod automatickým nalezením řádu 
modelu. Ve chvíli kdy ale byl alespoň jeden ze vzorků zašuměn, Pronysova metoda 
vykazovala chybu, která značně rostla s počtem zašuměných vzorků. Ač tato metoda 
stále dokázala určit, že je signál složen ze dvou složek, již od 5 % četnosti 
vykazovala chybu převyšující 4 %. 
Kovarianční metoda se zpočátku jevila jako poměrně odolná, ale při četnosti 
25 % selhala úplně. Podobně dopadla i metoda PCAR, která selhala již okolo 30 %. 
Metoda Matrix Pencil dokázala rozlišit dvě složky signálu podobně jako 
Pronysova, ale při 20 % četnosti špiček šumu začala analyzovat zcela nesmyslné 
frekvence a chyba tak byla až 80 %. 
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Graf 5: Relativní chyba analyzované f1 od skutečné f1 zašuměné binomickým šumem. 
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Graf 6: Relativní chyba analyzované f2 od skutečné f2 zašuměné binomickým šumem. 
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5.7.4 Dva zašuměné sinusové signály poissonovým šumem 
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Graf 7: Relativní chyba analyzované f1 od skutečné f1 zašuměné 
poissonovým šumem. 
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Graf 8: Relativní chyba analyzované f2 od skutečné f2 zašuměné 
poissonovým šumem. 
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Poisonův šum je na první pohled totožný s binomickým šumem, avšak liší se 
od něj především četností špiček šumu. Měření bylo provedeno s totožným 
nastavením jako v předešlém případě, pouze místo binomického šumu byl použit 
poissonův šum. Výsledky jsou v Příloha 12. 
Výsledky analýzy byly, jak by se dalo předpokládat, dosti podobné jako 
u binomického šumu. Avšak s tím rozdílem, že metody jevily velkou chybu, 
popřípadě selhaly již při menším poměru četnosti špiček. To je dáno tím, že 
u binomického šumu se zadává skutečně četnost špic, u poissonova se zadává 
velokost parametru λ ze vztahu (49). 
5.8 ČASOVÁ NÁROČNOST VÝPOČTU ALGORITMŮ 
PARAMETRICKÝCH METOD V LABVIEW 
Měření byla provedena s použitím výše zmíněného analyzátoru sestaveného 
ze subVI v LabVIEW 8.1. Na notebooku s parametry: CPU Inter Core 2 Duo 
1,50 GHz (T5250); operační paměť 896 MB DDRII; HDD 160 GB, 5400 ot. SATA; 
OS MS Windows XP. 
Pro všechna měření společná je nastavena metoda Forward-Backward 
a 10 000 opakování výpočtu. Další nastavované parametry budou specifikovány pro 
každé měření samostatně. 
5.8.1 Čas výpočtu SRSA dvou sinusových signálů s rozdílným odstupem 
frekvencí 
Pro ověření byl použit rozsah frekvencí blízký defaultnímu nastavení 
testovacího generátoru. Byl zvolen 4. řád AR modelu. Ostatní parametry byly 
nastaveny dle defaultního nastavení generátoru a tak, jak je popsáno v úvodu této 
kapitoly. 
Z výsledků je patrné, že odstup frekvencí nemá přímý vliv na dobu výpočtu 
modelu. To může být do jisté míry dáno tím, že elementární výpočty s čísly s velkou 
přesností desetinných míst bývají časově náročnější. I když je zjevné, že rozdíly 
v rychlosti spektrální analýzy jsou zcela zanedbatelné. 
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5.8.2 Čas výpočtu SRSA dvou sinusových signálů při různém počtu 
vzorků 
V tomto případě se měnil pouze počet vzorků signálu. I zde byl zvolen 4. řád 
AR modelu. Ostatní parametry byly nastaveny dle defaultního nastavení generátoru 
a tak, jak je popsáno v úvodu této kapitoly. 
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Graf 9: Čas výpočtu SRSA dvou sinusových signálů při různém počtu vzorků. 
Z měření je patrné, že vyšší počet vzorků má přímý vliv na rychlost výpočtu 
SRSA. Charakter vlivu je až na počátek takřka lineární. Důvodem je zřejmě to, že 
vyšší počet vzorků nutně vede na vyšší počet výpočtů. Avšak počet vzorků signálu 
by se měl volit především s ohledem na přeurčenost modelu a teprve v další řadě na 
rychlost výpočtu. 
5.8.3 Čas výpočtu SRSA dvou sinusových signálů při různém řádu 
modelu 
V tomto měření se měnil pouze řád AR modelu. Ostatní parametry byly 
nastaveny dle defaultního nastavení generátoru a tak, jak je popsáno v úvodu této 
kapitoly. 
Obdobně jako u ověřování vlivu počtu vzorků signálu na rychlost výpočtu, 
i zde byl průběh narůstající přibližně lineárního charakteru. Důvodem byl zřejmě 
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rostoucí řád matic, který je roven řádu modelu. Je zřejmé, že subVI pro automatické 
nalezení vhodného řádu modelu nemá v tomto případě význam. Ten je výhodný pro 
zrychlení práce člověka, tedy aby zautomatizoval ruční hledání nejvhodnějšího řádu 
modelu. To, zda tento subVI skutečně vždy nalezne nejoptimálnější řád modelu, není 
předmětem této práce a tedy to zde nebude řešeno. 
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Graf 10: Čas výpočtu SRSA dvou sinusových signálů při různém řádu modelu. 
5.8.4 Čas výpočtu SRSA dvou zašuměných sinusových signálů 
Při testování rychlosti výpočtu dvou sinusových signálů s bílým šumem byla 
amplituda šumu 10 % velikosti užitečného signálu. Byl zvolen 4. řád AR modelu. 
Ostatní parametry byly nastaveny dle defaultního nastavení generátoru a tak, jak je 
popsáno v úvodu této kapitoly. 
Měření je spíše orientační. Z výsledků je však i tak patrné, že rychlost 
výpočtu závisí na tom, kolik vzorků bude zašuměno. Jedná se tedy o problematiku 
pravděpodobnosti s jakou bude výpočet složitější nebo jednodušší. 
5.8.5 Čas výpočtu SRSA tří sinusových signálů 
Pro tři sinusové signály byla nejprve změřena závislost času výpočtu na počtu 
vzorků a následně závislost času výpočtu na řádu modelu. V prvním případě se měnil 
pouze počet vzorků signálu. Byl zvolen 8. řád AR modelu. Ve druhém případě se 
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měnil řád modelu. V obou případech byly frekvence 10, 12 a 14 Hz. Ostatní 
parametry byly nastaveny dle defaultního nastavení generátoru a tak, jak je popsáno 
v úvodu této kapitoly. 
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Graf 11: Čas výpočtu SRSA tří sinusových signálů při různém počtu vzorků. 
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Graf 12: Čas výpočtu SRSA tří sinusových signálů  při různém řádu modelu. 
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V případě ověřování závislosti rychlosti výpočtu spektra na počtu vzorků 
signálu složeného ze tří složek již výsledky nebyly tak jednoznačné. Lze ale říci, že 
měly opět rostoucí tendenci. 
Závislost času výpočtu na řádu modelu byla i v tomto případě jednoznačně 
rostoucí. A potvrdilo se měření pro dva signály. 
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6. ZÁVĚR 
V rámci této práce byl vytvořen návod k použití nástroje pro spektrální 
analýzu se super-rozlišením, který obsahuje i popis jeho vlastností. Návod je 
uspořádán ve zvláštní kapitole, aby jej bylo možné snadno vyjmout a samostatně 
používat. Ovládání nástroje je jednoduché a povětšinou intuitivní. Vychází 
z uspořádání zaběhnutého v operačním systému MS Windows.  
Hlavním úkolem bylo otestovat zmíněný nástroj s ověřením vlastností 
implementovaných parametrických metod, které jsou shrnuty v teoretické části práce. 
Z toho důvodu byl v prostředí LabVIEW 8.1 sestaven jednoduchý funkční generátor. 
Ten umožňoval vytvořit více typů signálů a především otestovat vliv šumu na 
spektrální analýzu. Díky tomu se podařilo v nástroji odhalit některé nedostatky 
parametrických metod. 
Ve většině případů výsledky spektrální analýzy signálů z implementovaného 
generátoru, výše označovaného jako generátor SRSA, byly velmi dobré. Při testování 
vytvořeném generátorem, výše označovaným jako testovací generátor, se 
u nezašuměných signálů složených ze dvou složek neprojevil žádný zásadní rozdíl. 
Avšak při testování signálu složeného ze tří frekvencí se ukázalo, že některé metody 
mají se spektrální analýzou menší problémy. Nicméně lze říci, že dosažené výsledky 
víceméně odpovídaly předpokladům stanoveným z vlastností metod. 
Šum přičítaný v generátoru SRSA byl omezen tak, aby neměl vliv na 
spektrální analýzu. U reálných aplikací je ale třeba počítat s menším odstupem 
signálu šumu a nejen s bílým nebo gaussovým šumem. Proto bylo v testovacím 
generátoru implementováno několik typů šumu, u kterých nebyly jejich nastavitelné 
parametry nijak omezeny. Výsledky u tohto generátoru ukázaly, že metody jsou 
velmi závislé na tom, kolik vzorků je zašuměno. Např. Pronysova metoda dávala 
v některých případech nesmyslné výsledky i při velmi malém zašumění.  
Poslední z testovaných vlastností byla rychlost výpočtu spektra s použitím 
parametrických metod. To nebylo provedeno přímo s nástrojem SPT, ale 
s analyzátorem sestaveným ze subVI v LabVIEW 8.1. Lze z toho odvodit pár obecně 
platných závěrů. Samotná rychlost výpočtu je na dnešních počítačích u jednoduchých 
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signálů poměrně velká a ve srovnání s rychlostí práce člověka při obsluze 
analyzátorů zcela zanedbatelná. Potvrdilo se, že rostoucí řád modelu a tedy i řád 
matic vede i ke zpomalení výpočtu. Podobně i počet vzorků signálů má vliv na 
rychlost výpočtu, avšak ne vždy tak jednoznačný. I z těchto důvodů je vhodné 
používat menší počet vzorků a snažit se nalézt co nejoptimálnější řád modelu. 
V nástroji je implementována metoda DFT. K té je třeba dodat, že je naprosto 
odlišně koncipovaná než parametrické metody. Manuál k nástroji na základě 
srovnání s touto metodou poukazuje na výhodnost použití parametrických metod. 
Avšak je zřejmé, že oba typy algoritmů lze společně použít pouze v malém počtu 
aplikací a tedy jejich srovnávání není zcela objektivní. To je patrné i z provedených 
měření. 
Manuál k nástroji uvádí několik praktických příkladů použití tohoto nástroje. 
Je třeba ale zvážit, jak moc je řešená problematika podobná té, která je popsána 
v manuálu. Může se snadno stát, především u zašuměných signálů, že výsledky 
analýzy budou zcela mylné. Vždy je ale nezbytné mít alespoň hrubou představu 
o analyzovaném signálu. Nástroj je vhodný jako učební pomůcka, neboť nevyžaduje 
pro své ovládání žádné rozsáhlé znalosti a přitom je velmi názorný a přehledný. 
Použití nástroje pro praktické účely je možné, avšak provedené otestování 
ukázalo některá omezení. Je tedy třeba vždy zvážit, zda je nástroj pro danou aplikaci 
vhodný, popřípadě za jakých podmínek. Bylo by vhodné, v návaznosti na tuto práci, 
ověřit nástroj alespoň pro ty aplikace, které zmiňuje manuál. Např. z oblasti 
biomedicíny či analýzy kovů. 
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8. SEZNAM ZKRATEK 
 SPT/ASPT – Signal Procesing Tolset/Advanced Signal Processing Toolkit 
 SRSA – Spektrální analýza se super-rozlišením (Super-Resolution Spectral 
Analysis) 
 FFT – Rychlá Fourierova Transformace (Fast Fourier Transform) 
 DFT – Diskrétní Fourierova Transformace (Discrete Fourier Transform) 
 LTI – Lineární časově invariantní filtr 
 IIR – Filtr „nekonečné impulsové odezvy“ (Infinite Impulse Response) 
 FIR – Filtr „konečné impulsové odezvy“ (Finite Impulse Response) 
 ARMA – autoregresní proces klouzavých součtů (auto-regressive and moving 
average) 
 AR – autoregresní proces (auto-regressive) 
 MA – proces klouzavých součtů (moving average) 
 VARMA – vektorový autoregresní proces klouzavých součtů (vector auto-
regresive and moving averange model) 
 VAR – vektorový autoregresní proces (vector auto-regresive) 
 VMA – vektorový proces klouzavých součtů (vector moving average) 
 SISO systém – systém s jedním vstupem a jedním výstupem 
 MIMO systém – systém s více vstupy a více výstupy 
 PCAR – Principle Component Auto-Regresive 
 PCA – Principle Component Analysis 
 MDL – Kriterium minimální chyby (Minimum Description Length) 
 SNR – odstup signál-šum (Signal-to-Noise Ratio) 
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9. SEZNAM PŘÍLOH 
Příloha 1. Tabulka: Analýza dvou sinusových signálů s rozdílnou frekvencí při 
defaultním počtu vzorků z generátoru SRSA. fvz = 1,0 ·10+3 [Hz]. 
Příloha 2. Tabulka: Analýza dvou sinusových signálů s rozdílnou frekvencí při 
defaultním počtu vzorků z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Příloha 3. Tabulka: Analýza dvou sinusových signálů při různém počtu vzorků 
z generátoru SRSA. fvz = 1,0 ·10+3 [Hz]. 
Příloha 4. Tabulka: Analýza dvou sinusových signálů při různém počtu vzorků 
z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Příloha 5. Tabulka: Analýza dvou sinusových signálů s různou velikostí amplitud 
z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Příloha 6. Tabulka: Analýza dvou sinusových signálů s různým fázovým posunem 
z generátoru SRSA. fvz = 1,0 ·10+3 [Hz]. 
Příloha 7. Tabulka: Analýza dvou sinusových signálů s různým offsetem 
z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Příloha 8. Tabulka: Analýza tří sinusových signálů s rozdílnou frekvencí při 
defaultním počtu vzorků z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Příloha 9. Tabulka: Analýza dvou zašuměných sinusových signálů bílým šumem z 
testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Příloha 10. Tabulka: Analýza dvou zašuměných sinusových signálů gaussovým 
šumem z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Příloha 11. Tabulka: Analýza dvou zašuměných sinusových signálů binomickým 
šumem z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Příloha 12. Tabulka: Analýza dvou zašuměných sinusových signálů bílým šumem 
z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Příloha 13. Čas výpočtu SRSA dvou sinusových signálů s rozdílným odstupem 
frekvencí při defaultním počtu vzorků. 
Příloha 14. Čas výpočtu SRSA dvou sinusových signálů při různém počtu vzorků. 
Příloha 15. Čas výpočtu SRSA dvou sinusových signálů při různém řádu modelu. 
Příloha 16. Čas výpočtu SRSA dvou zašuměných sinusových signálů. 
Příloha 17. Čas výpočtu SRSA tří sinusových signálů při různém počtu vzorků. 
Příloha 18. Čas výpočtu SRSA tří sinusových signálů  při různém řádu modelu. 
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10. PŘÍLOHY 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
 
Metoda spektrální analýzy se super-rozlišením Správné 
hodnoty PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. 
F1 [Hz] F2 [Hz] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] metoda δ1 [%] δ2 [%] 1 
20 -2,30 0,10 -2,30 0,10 0,00 0,00 0,00 0,00 Rectangular - -15,00 2 
30 -2,30 -0,70 -2,30 -0,70 0,00 0,00 0,00 0,00 Rectangular 20,00 16,67 3 
40 -2,30 0,10 -2,30 0,10 0,00 0,00 0,00 0,00 Rectangular 30,00 0,00 4 10 
50 -2,30 -0,40 -2,30 -0,40 0,00 0,00 0,00 0,00 Rectangular 10,00 2,00 5 
110 130 -0,13 -0,09 -0,13 -0,09 0,00 0,00 0,00 0,00 Rectangular -3,64 2,31 6 
480 0,05 0,00 0,05 0,00 0,00 0,00 0,00 0,00 Rectangular - 0,63 7 
470 0,05 0,04 0,05 0,04 0,00 0,00 0,00 0,00 Rectangular -0,20 -1,06 8 
460 0,05 -0,01 0,05 -0,01 0,00 0,00 0,00 0,00 Rectangular -0,82 -0,22 9 490 
450 0,05 0,04 0,05 0,04 0,00 0,00 0,00 0,00 Rectangular -0,41 -0,89 10 
A B C D E F G H I J K L M s. 
Příloha 1: Analýza dvou sinusových signálů s rozdílnou frekvencí při defaultním počtu vzorků z generátoru SRSA. 
fvz = 1,0 ·10+3 [Hz]. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
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Metoda spektrální analýzy se super-rozlišením Správné 
hodnoty PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. 
F1 [Hz] F2 [Hz] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] metoda δ1 [%] δ2 [%] 1 
40 0,10 0,10 0,10 0,10 -0,70 0,57 0,00 0,00 Blackman, Hamming -25,00 17,50 2 
60 0,10 0,10 0,10 0,10 -0,05 0,10 0,05 0,00 Rectangular -25,00 1,67 3 20 
80 0,10 0,10 0,10 0,10 0,00 0,00 0,00 0,00 Hamming 0,00 0,00 4 
100 120 0,10 0,10 0,10 0,10 -0,03 0,05 0,00 0,00 Rectangular -4,00 2,50 5 
460 -1,97 0,00 -0,01 0,00 -0,05 0,03 0,00 0,00 Rectangular -0,43 1,46 6 
440 -0,01 0,00 -0,01 0,00 -0,01 0,00 0,00 0,00 Rectangular -0,23 1,25 7 
420 
480 
-0,02 0,00 -0,02 0,00 0,00 -0,01 0,00 0,00 Hamming 0,00 0,00 8 
A B C D E F G H I J K L M s. 
Příloha 2: Analýza dvou sinusových signálů s rozdílnou frekvencí při defaultním počtu vzorků z testovacího generátoru. 
fvz = 1,0 ·10+3 [Hz]. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
 
Metoda spektrální analýzy se super-rozlišením Správné 
hodnoty PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. Počet 
vzorků 
F1 [Hz] F2 [Hz] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] metoda δ1 [%] δ2 [%] 1 
5 - -6,85 - -6,85 - -6,91 - -6,92 Rectangular 29,09 205,38 2 
7 -0,13 -0,09 - -6,85 - -6,74 - -6,81 Rectangular 4,55 152,31 3 
8 -0,13 -0,09 -0,13 -0,09 0,00 0,00 - -6,72 Rectangular 19,09 134,62 4 
10 -0,13 -0,09 -0,13 -0,09 0,00 0,00 0,00 0,00 Rectangular 10,91 96,92 5 
34 -0,13 -0,09 -0,13 -0,09 0,00 0,00 0,00 0,00 Rectangular -1,82 3,08 6 
100 
110 130 
-0,13 -0,09 -0,13 -0,09 0,00 0,00 0,00 0,00 Rectangular -1,82 2,31 7 
A B C D E F G H I J K L M N s. 
Příloha 3: Analýza dvou sinusových signálů při různém počtu vzorků z generátoru SRSA. fvz = 1,0 ·10+3 [Hz]. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
 
Metoda spektrální analýzy se super-rozlišením Správné 
hodnoty PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. Počet 
vzorků 
F1 [Hz] F2 [Hz] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] metoda δ1 [%] δ2 [%] 1 
5 200 400 - - - -58,62 - -58,33 - - Rectangular - -60,25 2 
8 125 250 0,00 0,00 0,00 0,00 -0,02 0,01 - -5,82 Rectangular -25,60 18,80 3 
10 200 400 -0,14 0,10 -0,14 0,10 0,00 0,00 0,00 0,00 Rectangular -6,00 6,50 4 
34 200 400 -0,14 0,10 -0,14 0,10 0,00 0,00 0,00 0,00 Rectangular -2,00 1,50 5 
100 200 400 -0,14 0,10 -0,14 0,10 0,00 0,00 0,00 0,00 všechny 0,00 0,00 6 
A B C D E F G H I J K L M N s. 
Příloha 4: Analýza dvou sinusových signálů při různém počtu vzorků z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
 
Metoda spektrální analýzy se super-rozlišením Amplituda Správné 
hodnoty PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. 
A1 [-] A1 [-] F1 [Hz] F2 [Hz] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] metoda δ1 [%] δ2 [%] 1 
1 0,10 0,10 0,10 0,10 -0,03 0,05 0,00 0,00 Rectangular -4,00 2,50 2 
2 0,10 0,10 0,10 0,10 0,00 0,01 0,00 0,00 Rectangular -6,00 1,67   
3 0,10 0,10 0,10 0,10 -0,03 0,01 0,00 0,00 Rectangular -6,00 1,67 3 
5 0,10 0,10 0,10 0,10 -0,02 0,00 0,00 0,00 Rectangular -7,00 0,83 4 
10 0,10 0,10 0,10 0,10 0,00 0,00 0,00 0,00 Rectangular -8,00 0,00 5 
50 0,10 0,10 0,10 0,10 -0,03 0,00 0,00 0,00 Rectangular -9,00 -0,83 6 
1 
100 0,10 0,10 0,10 0,10 0,02 0,00 0,00 0,00 Rectangular -9,00 -0,83 7 
100 0,10 0,10 0,10 0,10 0,00 -0,01 0,00 0,00 Rectangular -1,00 - 8 
50 1 
100 120 
0,10 0,10 0,10 0,10 0,00 -0,03 0,00 0,00 Rectangular -1,00 - 9 
A B C D E F G H I J K L M N O s. 
Příloha 5: Analýza dvou sinusových signálů s různou velikostí amplitud z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
 
Metoda spektrální analýzy se super-rozlišením Fázový posun Správné 
hodnoty PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. 
φ1 [-] φ2 [-] F1 [Hz] F2 [Hz] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] metoda δ1 [%] δ2 [%] 1 
1 1 -0,13 -0,09 -0,13 -0,09 0,00 0,00 0,00 0,00 Rectangular -3,64 2,31 2 
0,5 1 -0,13 -0,09 -0,13 -0,09 0,00 0,00 0,00 0,00 Rectangular -2,73 3,08 3 
0 1 -0,13 -0,09 -0,13 -0,09 0,00 0,00 0,00 0,00 Rectangular -1,82 2,31 4 
-0,5 1 -0,13 -0,09 -0,13 -0,09 0,00 0,00 0,00 0,00 Rectangular -0,91 1,54 5 
-1 1 
110 130 
-0,13 -0,09 -0,13 -0,09 0,00 0,00 0,00 0,00 všechny selhaly - - 6 
A B C D E F G H I J K L M N O s. 
Příloha 6: Analýza dvou sinusových signálů s různým fázovým posunem z generátoru SRSA. fvz = 1,0 ·10+3 [Hz]. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
 
Metoda spektrální analýzy se super-rozlišením Offset Správné 
hodnoty PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. 
d1 [rad] d2 [rad] F1 [Hz] F2 [Hz] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] metoda δ1 [%] δ2 [%] 1 
10 -10 0,10 0,10 0,10 0,10 -0,03 0,05 0,00 0,00 Rectangular -4,00 2,50 2 
1 -1 0,10 0,10 0,10 0,10 -0,03 0,05 0,00 0,00 Rectangular -4,00 2,50 3 
-1 1 0,10 0,10 0,10 0,10 -0,03 0,05 0,00 0,00 Rectangular -4,00 2,50 4 
10 0 0,10 0,10 0,10 0,10 0,07 0,15 0,00 0,00 Rectangular -4,00 2,50 5 
10 0 0,10 0,10 0,10 0,10 0,08 0,15 0,00 0,00 Rectangular -4,00 2,50 6 
-10 0 0,10 0,10 0,10 0,10 0,07 0,15 0,00 0,00 Rectangular -4,00 2,50 7 
-100 0 
100 120 
0,10 0,10 0,10 0,10 0,06 0,16 0,00 0,00 Rectangular -4,00 2,50 8 
A B C D E F G H I J K L M N O s. 
Příloha 7: Analýza dvou sinusových signálů s různým offsetem z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
 
Metoda spektrální analýzy se super-rozlišením Správné hodnoty 
PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. 
F1 [Hz] F2 [Hz] F3 [Hz] δ1 [%] δ2 [%] δ3 [%] δ1 [%] δ2 [%] δ3 [%] δ1 [%] δ2 [%] δ3 [%] δ1 [%] δ2 [%] δ3 [%] metoda δ1 [%] δ2 [%] δ3 [%] 1 
60 0,10 0,10 0,10 0,10 0,10 0,10 -0,25 0,23 0,07 -0,20 0,10 0,00 Rectangular -30,00 -2,50 6,67 2 
40 
80 0,10 0,10 0,10 0,10 0,10 0,10 -0,15 0,35 0,00 0,05 -0,02 0,00 Rectangular -30,00 0,00 -22,50 3 
60 100 0,10 0,10 0,10 0,10 0,10 0,10 -9,65 -0,28 0,08 0,00 0,00 0,00 Rectangular -35,00 -1,67 2,00 4 
20 
80 140 0,10 0,10 0,10 -9,65 0,10 0,10 -8,40 0,39 0,06 0,00 0,00 0,00 Hamming 0,00 -1,25 0,00 5 
A B C D E F G H I J K L M N O P Q R S s. 
Příloha 8: Analýza tří sinusových signálů s rozdílnou frekvencí při defaultním počtu vzorků z testovacího generátoru. 
fvz = 1,0 ·10+3 [Hz]. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
 
 
 
 
 
 
 
 
 
 
 
Metoda spektrální analýzy se super-rozlišením Bílý 
šum 
Správné 
hodnoty PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. 
A [%] F1 [Hz] F2 [Hz] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] metoda δ1 [%] δ2 [%] 1 
1 0,10 0,10 0,56 0,51 11,82 -1,95 0,05 0,02 Rectangular -4,00 2,50 2 
5 0,59 0,10 2,54 -0,31 2,17 1,55 -0,17 -0,17 Rectangular -4,00 2,50 3 
10 0,10 0,51 1,56 1,72 1,43 2,20 -0,17 0,54 Rectangular -4,00 2,50 4 
15 2,05 -0,72 0,59 -0,31 2,57 1,00 2,05 -1,05 Rectangular -4,00 2,50 5 
20 1,07 -0,31 3,03 0,91 0,86 1,51 -0,11 0,01 Rectangular -5,00 1,67 6 
25 -0,88 2,13 1,07 0,10 - - 1,59 3,18 Rectangular -4,00 2,50 7 
30 0,10 -0,31 -3,32 -2,34 - - 0,52 -0,77 Rectangular -5,00 2,50 8 
35 -3,32 0,10 -2,34 1,32 - - -2,98 0,06 Rectangular -4,00 2,50 9 
40 -0,39 0,10 2,05 -1,13 - - 0,06 -0,98 Rectangular -4,00 2,50 10 
45 -2,83 1,32 -2,34 0,51 - - -1,03 -0,33 Rectangular -4,00 2,50 11 
50 1,56 -1,53 - - - - 3,32 0,50 Rectangular -4,00 2,50 12 
55 0,59 -0,31 3,52 -3,16 - - 3,40 -5,08 Rectangular -4,00 2,50 13 
60 4,49 -1,93 - - - - 1,10 -1,53 Rectangular -4,00 2,50 14 
65 4,49 -2,34 - - - - 0,71 -2,54 Rectangular -5,00 2,50 15 
70 2,05 0,10 - - - - 12,25 -5,80 Rectangular -6,00 2,50 16 
75 0,10 0,91 - - - - -37,16 -7,05 Rectangular -6,00 2,50 17 
80 -4,79 4,58 - - - - -5,12 6,49 Rectangular -6,00 2,50 18 
85 -3,32 0,10 - - - - 8,09 -0,07 Rectangular -6,00 2,50 19 
90 -4,79 4,17 - - - - -20,76 -5,62 Rectangular -6,00 2,50 20 
95 
100 120 
-2,83 3,35 - - - - 8,77 4,28 Rectangular -6,00 2,50 21 
100     -1,86 3,76 - - - - -60,68 -4,18 Rectangular -6,00 2,50 22 
A B C D E F G H I J K L M N s. 
Příloha 9: Analýza dvou zašuměných sinusových signálů bílým šumem z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Legenda: (viz. ostatní měření) 
 
Metoda spektrální analýzy se super-rozlišením Bílý 
šum 
Správné 
hodnoty PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. 
A [%] F1 [Hz] F2 [Hz] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] metoda δ1 [%] δ2 [%] 1 
1 0,10 0,10 0,10 0,51 11,00 1,21 -0,10 0,07 Rectangular -4,00 3,33 2 
5 0,10 0,10 0,59 0,10 -1,37 -7,54 -0,13 0,14 Rectangular -4,00 3,33 3 
10 0,59 0,91 0,10 0,91 10,38 39,91 -0,03 0,76 Rectangular -4,00 3,33 4 
15 0,10 0,91 2,54 -0,31 - - -0,06 1,53 Rectangular -4,00 3,33 5 
20 -0,88 0,10 0,59 -0,31 - - -0,82 -1,36 Rectangular -4,00 3,33 6 
25 3,03 -3,98 0,59 -1,13 - - -0,19 -2,54 Rectangular -4,00 3,33 7 
30 -1,37 -0,31 -3,81 2,54 - - 4,56 -1,84 Rectangular -4,00 2,50 8 
35 -1,37 2,13 -2,34 2,95 - - -1,94 1,84 Rectangular -4,00 2,50 9 
40 -2,83 2,54 - - - - -62,51 -7,48 Rectangular -4,00 2,50 10 
45 -4,79 2,13 - - - - 0,74 13,40 Rectangular -5,00 2,50 11 
50 -1,86 2,95 - - - - 10,41 3,68 Rectangular -5,00 2,50 12 
55 0,59 1,72 - - - - 5,62 120,72 Rectangular -5,00 2,50 13 
60 -4,79 3,35 - - - - -0,68 10,83 Rectangular -5,00 2,50 14 
65 -0,88 2,95 - - - - 1,77 8,96 Rectangular -5,00 2,50 15 
70 -3,81 1,72 - - - - 7,78 12,41 Rectangular -5,00 2,50 16 
75 - - - - - - -89,50 115,31 Rectangular -5,00 2,50 17 
80 
100 120 
- - - - - - 10,82 57,35 Rectangular -5,00 2,50 18 
A B C D E F G H I J K L M N s. 
Příloha 10: Analýza dvou zašuměných sinusových signálů gaussovým šumem z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Legenda: (viz. ostatní měření)
 
Metoda spektrální analýzy se super-rozlišením Šum Správné 
hodnoty PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. 
A [%] F1 [Hz] F2 [Hz] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] metoda δ1 [%] δ2 [%] 1 
1 0,10 0,10 0,10 0,10 -0,03 0,05 0,00 0,00 Rectangular -4,00 2,50 2 
5 0,10 1,32 0,10 -0,31 7,06 1,22 -0,22 1,94 Rectangular -4,00 2,50 3 
10 -2,83 2,54 -3,81 3,76 14,28 219,86 -1,25 3,03 Rectangular -4,00 2,50 4 
15 3,03 -2,75 0,59 -1,93 9,04 169,92 0,78 -0,63 Rectangular -4,00 2,50 5 
20 -0,39 0,91 0,10 0,51 8,27 131,49 -78,38 -7,77 Rectangular -5,00 1,67 6 
25 -2,83 2,95 - - 10,58 218,42 -36,53 -8,75 Rectangular -4,00 2,50 7 
30 - - - - 8,15 236,52 -80,56 -7,73 Rectangular -5,00 2,50 8 
35 
100 120 
- - - - 9,23 244,80 -77,04 -8,37 Rectangular -4,00 2,50 9 
A B C D E F G H I J K L M N s. 
Příloha 11: Analýza dvou zašuměných sinusových signálů binomickým šumem z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
Metoda spektrální analýzy se super-rozlišením Šum Správné 
hodnoty PCAR Kovarianční Pronysova Matrix Pencil 
FFT ř. 
A [%] F1 [Hz] F2 [Hz] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] δ1 [%] δ2 [%] metoda δ1 [%] δ2 [%] 1 
1 2,05 -1,53 0,59 -1,13 10,75 228,78 3,09 -1,36 Rectangular -4,00 2,50 2 
5 0,59 -1,13 -1,86 -0,31 13,57 236,62 9,68 -6,84 Rectangular -4,00 2,50 3 
10 -0,88 2,13 - - 6,53 146,48 -49,91 -9,42 Rectangular -4,00 2,50 4 
15 2,54 -1,93 - - 10,87 225,14 -53,86 -8,15 Rectangular -4,00 1,67 5 
20 - - - - 10,20 236,27 -21,23 -10,05 Rectangular -5,00 1,67 6 
25 -0,88 0,51 - - 4,61 225,40 -78,38 -9,70 Rectangular -4,00 2,50 7 
30 
100 120 
- - - - 1,26 185,33 - - Rectangular -5,00 2,50 8 
A B C D E F G H I J K L M N s. 
Příloha 12: Analýza dvou zašuměných sinusových signálů bílým šumem z testovacího generátoru. fvz = 1,0 ·10+3 [Hz]. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
Počet 
vzorků 
F1 [Hz] F2 [Hz] F3 [Hz] Šum model řád počet 
opakování 
tvýp. [s] t1výp. 
[ms] 
11 10000 5,9375 0,5938 
12 10000 6,0313 0,6031 
13 10000 5,8125 0,5813 
14 10000 5,8125 0,5813 
15 10000 5,7344 0,5734 
16 10000 5,8750 0,5875 
17 10000 6,1250 0,6125 
18 10000 5,9063 0,5906 
19 10000 5,9219 0,5922 
50 10 
20 
- - autom. 4 
10000 5,9375 0,5938 
Příloha 13: Čas výpočtu SRSA dvou sinusových signálů s rozdílným odstupem frekvencí při defaultním počtu vzorků. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
Počet 
vzorků 
F1 [Hz] F2 [Hz] F3 [Hz] Šum model řád počet 
opakování 
tvýp. [s] t1výp. 
[ms] 
20 10000 5,4219 0,5422 
30 10000 5,6250 0,5625 
40 10000 5,6406 0,5641 
50 10000 5,6719 0,5672 
60 10000 5,7500 0,5750 
70 10000 5,7656 0,5766 
80 10000 5,7500 0,5750 
90 10000 5,8438 0,5844 
100 10000 5,8438 0,5844 
200 
10 12 - - autom. 4 
10000 6,2344 0,6234 
Příloha 14: Čas výpočtu SRSA dvou sinusových signálů při různém počtu vzorků. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
Počet 
vzorků 
F1 [Hz] F2 [Hz] F3 [Hz] Šum model řád počet 
opakování 
tvýp. [s] t1výp. 
[ms] 
2 10000 5,3750 0,5375 
3 10000 5,6406 0,5641 
4 10000 5,8125 0,5813 
5 10000 5,9688 0,5969 
6 10000 6,1094 0,6109 
7 10000 6,3750 0,6375 
8 10000 6,5469 0,6547 
9 10000 6,9688 0,6969 
50 10 12 - - autom. 
10 10000 7,2813 0,7281 
Příloha 15: Čas výpočtu SRSA dvou sinusových signálů při různém řádu modelu. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
č. 
měření 
Počet 
vzorků 
F1 [Hz] F2 [Hz] F3 [Hz] Šum amp. 
Šumu [-] 
model řád počet 
opakování 
tvýp. [s] t1výp. 
[ms] 
1 10000 6,2500 0,6250 
2 10000 5,9375 0,5938 
3 10000 6,0938 0,6094 
4 10000 5,9375 0,5938 
5 10000 5,7813 0,5781 
6 10000 5,9375 0,5938 
7 10000 5,7813 0,5781 
8 10000 5,9375 0,5938 
9 10000 5,9375 0,5938 
10 
50 10 12 - bílý 10 autom. 4 
10000 5,9375 0,5938 
Příloha 16: Čas výpočtu SRSA dvou zašuměných sinusových signálů. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
Počet 
vzorků 
F1 [Hz] F2 [Hz] F3 [Hz] Šum model řád počet 
opakování 
tvýp. [s] t1výp. 
[ms] 
20 10000 6,7188 0,6719 
30 10000 6,7188 0,6719 
40 10000 6,8750 0,6875 
50 10000 6,7500 0,6750 
60 10000 7,1719 0,7172 
70 10000 7,0469 0,7047 
80 10000 7,4375 0,7438 
90 10000 7,0938 0,7094 
100 10000 7,1094 0,7109 
200 
10 12 14 - autom. 8 
10000 7,8125 0,7813 
Příloha 17: Čas výpočtu SRSA tří sinusových signálů při různém počtu vzorků. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
Počet 
vzorků 
F1 [Hz] F2 [Hz] F3 [Hz] Šum model řád počet 
opakování 
tvýp. [s] t1výp. 
[ms] 
3 10000 5,6406 0,5641 
4 10000 5,7656 0,5766 
5 10000 6,2500 0,6250 
6 10000 6,2656 0,6266 
7 10000 6,5000 0,6500 
8 10000 6,7813 0,6781 
9 10000 6,8750 0,6875 
50 10 12 14 - autom. 
10 10000 6,8750 0,6875 
Příloha 18: Čas výpočtu SRSA tří sinusových signálů  při různém řádu modelu. 
Legenda: 
  Po úpravě nastavení maximálního řádu AR modelu 
  
Již není možné správně analyzovat frekvence ani podle velikosti 
útlumu 
 
 
 
