The eigenvalue absorption for a many-particle Hamiltonian depending on a parameter is analyzed in the framework of non-relativistic quantum mechanics. The long-range part of pair potentials is assumed to be pure Coulomb and no restriction on the particle statistics is imposed. It is proved that if the lowest dissociation threshold corresponds to the decay into two likewise non-zero charged clusters then the bound state, which approaches the threshold, does not spread and eventually becomes the bound state at threshold. The obtained results have a direct application in atomic and nuclear physics. Under minor assumptions a positive proof is given to the conjecture that negative atomic ions have a bound state at the threshold when the nuclear charge becomes critical.
Z ∈ R p and has the form H(Z) = H 0 + V (Z; x)
(1)
where H 0 is the kinetic energy operator with the center of mass removed, x ∈ R 3N −3 is the set of relative coordinates, x i ∈ R 3 are particles' position vectors and q i (Z) ∈ R denote the particles' charges, which depend on Z. As in [1] we consider only Z ∈ Z ⊂ R p , where the set Z consists of a given sequence of parameter values {Z k } ∞ k=1 converging to some critical value Z k → Z cr and the limit point itself, that is Z := {Z k } ∪ Z cr . The pair (H(Z), Z) is called the Hamiltonian with a parameter sequence. The particles are allowed to be bosons and fermions. We denote P the orthogonal projection operator on the proper symmetry subspace. The bottom of the continuous spectrum we define as E thr (Z) := inf σ ess (H(Z)P).
Throughout the paper we shall use the following function η α : R n → R, which determines the asymptotic behavior at infinity η α (r) = χ {r| |r|≤1} + χ {r| |r|>1} |r| α , where r ∈ R n and χ A always denotes the characteristic function of the set A. Note that η α (r) is continuous and η α 1 η α 2 = η α 1 α 2 .
Similar to [1] we impose a number of restrictions on the system. R1 |U ij (Z; y)| ≤Ũ (y) for all Z ∈ Z, y ∈ R 3 , whereŨ (y) is such that η λ (y)Ũ (y) ∈ L 2 (R 3 ) + L ∞ ∞ (R 3 ) and λ ∈ ( R3 for all Z k ∈ Z/Z cr there are E(Z k ) ∈ R, ψ(Z k ) ∈ D(H 0 ) such that H(Z k )ψ(Z k ) = E(Z k )ψ(Z k ), where Pψ(Z k ) = ψ(Z k ), ψ(Z k ) = 1 and E(Z k ) < E thr (Z k ).
R4 lim Z k →Zcr E(Z k ) = lim Z k →Zcr E thr (Z k ) = E thr (Z cr ), where {Z k } = Z/Z cr .
Let a = 1, 2, . . . , (2 N −1 − 1) label all the distinct ways [4] of partitioning particles into two non-empty clusters C a 1 and C a 2 . We define the coordinates within the clusters as ξ a 1i and ξ a 2j , where i = 1, 2, . . . , #C a 1 and j = 1, 2, . . . , #C a 2 and the symbol # refers to the number of particles in the corresponding cluster. The coordinate ξ a 1i ∈ R 3 points from the center of mass of C a 1 to the particle i in C a 1 , and ξ a 2j ∈ R 3 points from the center of mass of C a 2 to the particle j in C a 2 . By ξ a we denote the full set of intercluster coordinates consisting of ξ a 1i and ξ a 2j . We also notate
The coordinate of clusters' relative motion r a points from the center of mass of C a 1 to the center of mass of C a 2 . Following the notation from [4, 5] we define the sum of interaction cross terms between the clusters as
The product of net charges of the clusters is defined as
The projection operators on the proper symmetry subspace for the particles within clusters C respectively. Naturally, PP
2 ] = 0. We also define P (a) := P
2 . The Hamiltonian (1) can be decomposed in the following way
where
thr (Z) is the Hamiltonian of the clusters' intrinsic motion and µ a denotes the reduced mass derived from clusters' total masses. From now on without loss of generality we set 2 /(2µ a ) = 1.
It is convenient to use the tensor product space
, where the first product term corresponds to the space of ξ a coordinates and the second term to the space of r a coordinate. In these terms the operator H thr to L 2 (R 3N −6 ) (the space of ξ a coordinates). Similarly, the restriction of P (a) to the same space we denote by P a , that is P (a) = P a ⊗ 1
The set of requirements continues as follows.
R5 For all Z ∈ Z and a = 1, 2, . . . , L one has inf σ H a thr (Z)P a = E thr (Z).
R6
There is |∆ǫ| > 0 independent of Z such that the following inequalities hold for all
The requirement R5 says that the bottom of the continuous spectrum of H(Z) is set by the decay into those two clusters that correspond to any of the decompositions a = 1, 2, . . . , L. Inequality (7) introduces a gap between the ground state energy of the two clusters and other states. For a = 1, 2, . . . , L and Z ∈ Z we define the projection operator acting on L 2 (R 3N −6 ) (the space of ξ a coordinates)
where {P a Ω } are spectral projections of H a thr (Z)P a . Note that by R5 one has P a (−∞,E thr (Z)) = 0 and, hence, by R6 the projection P a thr (Z) has a finite dimensional range for each Z. We shall need the last requirement, which gives a uniform control over the bound states' wave functions of two clusters. R7 For all Z ∈ Z and a = 1, 2, . . . , L there are constants A, β > 0 independent of Z and a such that
where under e β|ξa| we understand the operator of multiplication by the corresponding function.
The requirement R7 has the following consequence Lemma 1. There is an integer constant ω > 0 such that
Proof. P a thr (Z) is the projection on a finite number of bound states of H a thr (Z). Thus there must exist orthonormal
where the negative numbers
for all Z ∈ Z. From (13) we get
where we define R := (ln 2A)/(2β). Because the functions ∆ϕ a i (Z), where ∆ is a Laplacian defined on L 2 (R 3N −6 ), are norm bounded uniformly in Z (cf. Lemma 2 in [1] ) there is a constant T > 0 independent of Z such that
for all Z ∈ Z. Combining (14) and (15) yields
Because ϕ a i are orthonormal by the min-max principle [5] the value of n(Z) does not exceed the number of negative eigenvalues of the operator in square brackets. This operator does not depend on Z and the number of its bound states having negative energy is finite (which follows, for example, from the Cwikel-Lieb-Rosenblum bound [5, 6] ).
So far we have defined P a thr (Z) on L 2 (R 3N −6 ) (the space of ξ a coordinates). Its extension to the tensor product space we denote as P (a)
We shall need the following simple lemma
is uniformly norm-bounded and does not spread. Suppose additionally that an operator sequence A n :
such that sup n e α|ξa| A n < K, where K, α > 0 are constants. Then the sequence (A n ⊗ 1)f n does not spread.
Proof. For the definition of spreading see [1] . We can define the full set of relative coordinates for a given cluster partition as x = (ξ a , r a ) and |x| = |ξ a | + |r a |. Let us choose R > 0 so that the following inequalities hold
where ε > 0 is some constant. Note that
Using (19) and (17)- (18) we obtain
for all n. This proves the claim. Now we can formulate the main theorem.
has at least one bound state, which is invariant under P and has the energy E thr (Z cr ).
We postpone the proof to Sec. III. A few remarks are in order. For L = 1 and particles that are not fermions Theorem 1 can be considered as a partial case of Theorem 4 proved in [1] . In contrast, hereby we do not make any restrictions on the particle statistics: the particles can be bosons or fermions. One can improve Theorem 1 by easing some of the restrictions. For example, the exponential fall off in R7 can be replaced by some power. Using the trick from Lemma 9 in [1] one can generalize the above theorem to the case of a multi-cluster decay: one must require that the lowest dissociation threshold corresponds to the decay into likewise non-zero charged clusters (the proof would be given elsewhere).
II. UPPER BOUND ON THE TWO PARTICLE GREEN'S FUNCTION
Consider the following integral operator on
where x ∈ R 3 and A, k > 0. The kernel of this operator we shall denote as G c k (A; x, x ′ ) (the superscript "c" in the expression refers to "Coulomb"). The following Lemma uses the upper bound on a two particle Green's function from [2] .
Lemma 3. For a fixed A > 0 and all n > 0 there is a constant b > 0 such that
where · means an operator norm on L 2 (R 3 ).
Proof. The operator G c k (A) is an integral operator with a positive kernel [7] and, hence, it suffices to consider (22) for n > 1. For a shorter notation we denote χ n := χ {x| |x|≤n} . The following inequality is obvious
We consider separately two terms on the rhs of (23) to obtain
From these relations the statement follows. Because G c k is an integral operator with a positive kernel the following bound holds for the first term in (23)
The last expression is the norm of a self-adjoint operator, which can be rewritten as
where we have used that from the operator inequality for positive self-adjoint operators B ≥ C the inequality B −1 ≤ C −1 follows. Taking B = −∆ + Aη −1 + k 2 and C = Aη −1 we find that (24)- (25) is true. Thus we obtain χ 4n G c k (A)χ n = O(n) as promised. Let us now consider the second term on the rhs of (23). We shall need the bound on the Green's function from [2] . LetG k (a; x, x ′ ) denote the integral kernel of the following operator on
Lets us set a equal to the positive root of the equation a(a + 1) = 4A. Then we get
which means that G c k (A; x, x ′ ) ≤G k (a; x, x ′ ) pointwise for all x, x ′ , see [1, 2] . The upper bound oñ
whereR 0 ,ã have to be chosen to satisfy the following inequalities.
From the inequality (28) we obtain the bound
where we have setR 0 = 2n andã = a/2. It is straightforward to check that this choice ofR 0 ,ã indeed satisfies (29)-(30). Taking into account that G c k (A; x, x ′ ) ≤G k (a; x, x ′ ) we finally get from (31) the required bound
Note that the rhs of (32) does not depend on k. Using the upper bound (32) and estimating the operator norm through the Hilbert-Schmidt norm we get
The integral in (34) can be calculated explicitly and we obtain (1
We shall need the following corollary of Lemma 3
Lemma 4. For the fixed A > 0, α > 3/2 the following inequality holds
where we have used (χ n − χ n−1 ) 2 = (χ n − χ n−1 ) and χ n (χ n − χ n−1 ) = (χ n − χ n−1 ). For the operator norms we have η −α χ 1 = 1 and η −α (χ n − χ n−1 ) = (n − 1) −α for n ≥ 2. Substituting these into (37) and using Lemma 4 we rewrite (37) as
Now using that n (χ n − χ n−1 )f 2 = f 2 and applying the Cauchy-Schwartz inequality we get from Eq. (38)
For α > 3/2 the series on the rhs of Eq. (39) obviously converge and we see that indeed G c k (A)η −α is bounded by a constant independent of k.
III. PROOF OF THE MAIN THEOREM
We shall use the IMS localization formula, see [4] . The functions J a ∈ C 2 (R 3N −3 ) form the partition of unity a J 2 a = 1 and are homogeneous of degree zero in the exterior of the unit sphere, i.e. J a (λx) = J a (x) for λ ≥ 1, |x| = 1 (this makes |∇J a | fall off at infinity). Additionally, there exists a constant C > 0 such that
The functions of the IMS decomposition are chosen [8, 9] to be invariant under permutations of particle coordinates both in C a 1 and in C a 2 , hence [J a , P (a) ] = 0. Following [4, 5] we introduce
We shall need the following analogue of the IMS localization formula [4] , which can be verified by the direct substitution
The second sum on the rhs of (42) is relatively H 0 compact [4] . The whole Hamiltonian can be written as
where we define
The Hamiltonian H ab defined for a = b contains interactions within four clusters C a s ∩ C b p , where s, p = 1, 2 and all cross-terms between these four clusters are contained in I ab . (For some partitions it might happen that one of the four clusters is empty). If we define by P (ab) sp the projection operator on the proper symmetry subspace for particles within the cluster C a s ∩ C b p then by the HVZ theorem
, where Z n → Z cr and Z n ∈ Z/Z cr . Then
Proof. Following the arguments from [1] (in the proof of Lemma 8 in [1] after Eq. (61)) one can show that
Similar to [1] we defineK by (44), where all V ij entering K are replaced bỹ
whereŨ ij :=Ũ (x i − x j ). ThenK does not depend on Z and is relatively H 0 compact and besides 
Substituting (43) into (51) and using (53) yields lim Zn→Zcr a
Note that all scalar product terms are non-negative. For example, the terms in the second sum are non-negative by (47) (one can insert P (ab) because P (ab) P = P and [J a J b , P (ab) ] = 0). Thus we obtain for all partitions a = 1, . . . ,
Using (41) and −∆ ra being non-negative gives
where we have inserted P (a) . For a ≥ L + 1 the statement of the lemma given by (50) easily follows from (57) and from R6. To prove (49) it suffices to insert into (57) the identity 1 = P (a)
thr ) and to use the inequality
which follows from (9) . This proves the claim.
The following lemma expresses the idea of the multipole expansion
Proof. The statement of the lemma is based on the following inequality, which can be checked
For fixed s ′ the term on the lhs of (60) falls off like |s| −2 . We write
By (60) we have
where we have used that x j − x i = ξ a j + r a − ξ a i . Using (63) we conclude that the inequality (59) would be true if we set Θ a = Θ a1 + Θ a2 , where
Using R1 it is easy to see that
The previous lemma helps proving the following statement, which is the main ingredient in the proof of Theorem 1.
Lemma 7.
Suppose that the conditions of Theorem 1 are fulfilled. Suppose, additionally, that
, where Z n → Z cr and Z n ∈ Z/Z cr . Then for a = 1, 2, . . . , L the sequence P (a) thr (Z n )ψ n does not spread.
Proof. For a shorter notation let us set I n a := I a (Z n ) and Q a n := Q a (Z n ). The Schrödinger equation reads
where we define k 2 n = E thr (Z n ) − E(Z n ) and also add and subtract the term Q a n η −1 . By Lemma 1 we can write
thr (Z) with the energies E a i (Z). For these energy values we have
Because the sum in (68) runs over a finite number of terms to prove the theorem it suffices to show that P ϕ a i (Z n )ψ n does not spread.
Acting by P ϕ a i (Z n ) on both sides of (66)-(67) we obtain
Acting on both sides of (69)- (70) by G c k ′ n (Q a n ) gives
where we have inserted η λ η −λ = 1. Adding and subtracting φ 0 from ψ n we rewrite (72) as inequality
The following identity is obvious
The the last term in (83)- (84) is a fixed L 2 function and the last two sums go to zero in norm by Lemma 5 . Hence, to show that ψ n does not spread it suffices to prove that each term in the first sum does not spread. Using a J 2 a = 1 we write
The first two term on the rhs of (86) do not spread by Lemmas 7,2 respectively. If we would show that the sum on the rhs of (86) goes to zero in norm then the statement of the theorem would
The operator norm is uniformly bounded by R7 and the second norm goes to zero because
for a = b and is thus relatively H 0 compact (see Lemma 3 in [1] ). Thus
and the claim is proved.
IV. APPLICATION TO ATOMIC IONS
Consider the Hamiltonian of an infinitely heavy atomic nucleus charge Z containing N electrons
The total number of particles is N + 1 (the electrons are numbered from 1 to N and the nucleus is the particle number N + 1). By P N we denote the projection operator on the proper symmetry subspace. We keep the integer number of electrons fixed and let the atomic charge Z continuously vary. For Z = N the Hamiltonian H N (Z)P N describes an atom and for Z = N − 1 it describes a single negative atomic ion. We shall call the system described by the Hamiltonian (89) stable if H N (Z)P N has a bound state below the bottom of the continuous spectrum. It is known [10] that for Z = N the system is stable. When one diminishes Z the nuclear charge eventually reaches the critical value Z cr such that for Z > Z cr the system is stable but for Z ≤ Z cr already unstable. For a rigorous proof on existence of the critical charge see [9, 11] . It is a true mathematical challenge [12] to prove that Z cr ≥ N − 2.
For simplicity of the exposition we shall assume Z cr ∈ (N − 1, N ) (this is the case of some inert gases, for which no stable single negative ions exist [17] ). In this case the whole proof can be done on a rigorous footing because the dissociation thresholds are known exactly. We can prove the following Theorem 2. Suppose that Z cr ∈ (N − 1, N ). Then H N (Z cr )P N has a bound state at the bottom of the continuous spectrum.
Proof. Let us first introduce the parameter sequence for k = 1, 2, . . .
Obviously, Z k → Z cr and Z k ≤ Z 1 < N . Now our aim is to show that all conditions of Theorem 1 are fulfilled. It is helpful to denote by E N the ground state energy of H N P N , or in other words
to set E N := inf σ(H N P N ). The requirements R1-2 are obviously fulfilled. R3 is fulfilled by the definition of the critical charge. Note that for Z ∈ Z the bottom of the continuous spectrum corresponds to the decay into one electron and the rest of the particles, that is E thr (Z) = E N −1 (Z).
In the interval Z ∈ (N − 1, N ) the function E N −1 (Z) is continuous and, hence, R4 is fulfilled. Let a = 1, . . . , N number those partitions, where the electron number a is removed from the rest of the particles. Then R5 is fulfilled, where one sets L = N . Eq. (7) can be rewritten in the present terms as E N −2 (Z) ≥ E N −1 (Z) + 2|∆ǫ| for all Z ∈ Z. This inequality would be satisfied if we set 2|∆ǫ| := inf
where obviously |∆ǫ| > 0. It is easy to see that with |∆ǫ| defined by (91) the inequality (8) is automatically satisfied. Thus R6 is fulfilled. The only hard part is to check that R7 is satisfied. 
where E a i (Z) ∈ [E N −1 (Z), E N −1 (Z) + |∆ǫ|]. By Lemma 1 R7 would be satisfied if we would show that there exist A, β > 0 independent of Z such that (ϕ a i (Z), e 2β|ξa| ϕ a i (Z)) ≤ A for all Z ∈ Z.
Recall that the coordinates ξ a i for a = 1, . . . , N point from the nucleus to one of the N − 1 electrons. Following [13] we use the inequality for the integer powers of |ξ a | |ξ a | n ≤ (N − 2) 
Now we use the inequality (2.20) from [14] (ϕ a i , |ξ 
where we defined the constant C through
Using ϕ a i being normalized from (97) we get the upper bound (ϕ a i , |ξ
that the lhs of (95) would be bounded by a constant independent of Z if we set
Thus R7 is also satisfied. For a = 1, . . . , N we have Q a (Z) ≥ Z 1 − (N − 1) > 0, where Z ∈ Z.
Thus all requirements of Theorem 1 are fulfilled and the claim is proved.
A few remarks are in order. For N = 2 the statement of Theorem 2 was conjectured in [15] (see also [16] ) and proved by Thomas and Maria Hoffmann-Ostenhof together with Barry Simon in [3] . It is quite natural to extrapolate this result for arbitrary N , see [17] . The restriction
