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DYNAMIC OF THRESHOLD SOLUTIONS FOR ENERGY-CRITICAL NLS
THOMAS DUYCKAERTS1 AND FRANK MERLE2
Abstract. We consider the energy-critical non-linear focusing Schro¨dinger equation in dimen-
sion N = 3, 4, 5. An explicit stationnary solution, W , of this equation is known. In [KM06],
the energy E(W ) has been shown to be a threshold for the dynamical behavior of solutions of
the equation. In the present article, we study the dynamics at the critical level E(u) = E(W )
and classify the corresponding solutions. This gives in particular a dynamical characterization
of W .
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1. Introduction
We consider the focusing energy-critical Schro¨dinger equation on an interval I (0 ∈ I)
(1.1)
{
i∂tu+∆u+ |u|pc−1u = 0, (t, x) ∈ I × RN
u↾t=0 = u0 ∈ H˙1,
where
N ∈ {3, 4, 5}, pc := N + 2
N − 2
and H˙1 := H˙1(RN ) is the homogeneous Sobolev space on RN with the norm ‖f‖2
H˙1
:=
∫ |∇f |2.
The Cauchy problem for (1.1) was studied in [CW90]. Namely, if u0 is in H˙
1, there exists an
unique solution defined on a maximal interval I = (−T−, T+), such that
J ⋐ I =⇒ ‖u‖S(J) <∞, S(J) := L2pc
(
J × RN),
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and the energy
E(u(t)) =
1
2
∫
|∇u(t, x)|2dx− 1
2∗
∫
|u(t, x)|2∗dx
is constant (here 2∗ := 2NN−2 = pc + 1 is the critical exponent for the H
1-Sobolev embedding in
R
N ). In addition, u satisfies the following global existence criterium:
T+ <∞ =⇒ ‖u‖S(0,T+) =∞.
Moreover, solutions of equation (1.1) are invariant by the following transformations: if u(t, x) is
such a solution so is
eiθ0
λ
(N−2)/2
0
u
( t0 + t
λ20
,
x0 + x
λ0
)
, (θ0, λ0, t0, x0) ∈ R× (0,∞) × R× RN .
Note that these transformations preserve the S(R)-norm, as well as the H˙1-norm, the L2
∗
-norm
and thus the energy.
An explicit solution of (1.1) is the stationnary solution in H˙1 (but in L2 only if N ≥ 5)
(1.2) W :=
1(
1 + |x|
2
N(N−2)
)N−2
2
.
The works of Aubin and Talenti [Aub76, Tal76], give the following elliptic characterization of
W
∀u ∈ H˙1, ‖u‖L2∗ ≤ CN‖u‖H˙1(1.3)
‖u‖L2∗ = CN‖u‖H˙1 =⇒ ∃ λ0, x0, z0 u(x) = z0W
(x+ x0
λ0
)
,(1.4)
where CN is the best Sobolev constant in dimension N .
In [KM06], Kenig and Merle has shown that W plays an important role in the dynamical
behavior of solutions of Equation (1.1). Indeed, E(W ) = 1
NCN
N
is an energy threshold for the
dynamics in the following sense. Let u be a radial solution of (1.1) such that
(1.5) E(u0) < E(W ).
Then if ‖u0‖H˙1 < ‖W‖H˙1 , we have
(1.6) T+ = T− =∞ and ‖u‖S(R) <∞.
On the other hand if ‖u0‖H˙1 > ‖W‖H˙1 , and u0 ∈ L2 then
(1.7) T+ <∞ and T− <∞.
Our goal is to give a classification of solutions of (1.1) with critical energy, that is with initial
condition such that
u0 ∈ H˙1, E(u0) = E(W ).
A new example of such a solution (not satisfying (1.6) nor (1.7)) is given by W . We start with
the following theorem, which shows that the dynamics at this critical level is richer, in the sense
that there exists orbit connecting different types of behavior for t > 0 and t < 0.
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Theorem 1. Let N ∈ {3, 4, 5}. There exist radial solutions W− and W+ of (1.1) such that
E(W ) = E(W+) = E(W−),(1.8)
T+(W
−) = T+(W+) = +∞ and lim
t→+∞W
±(t) =W in H˙1,(1.9) ∥∥W−∥∥
H˙1
< ‖W‖H˙1 , T−(W−) = +∞, ‖W−‖S((−∞,0]) <∞,(1.10) ∥∥W+∥∥
H˙1
> ‖W‖H˙1 , and, if N = 5, T−(W+) < +∞.(1.11)
Remark 1.1. As for W , W+(t) and W−(t) belongs to L2 if and only if N = 5. We still expect
T−(W+) < +∞ for N = 3, 4.
Our classification result is as follows.
Theorem 2. Let N ∈ {3, 4, 5}. Let u0 ∈ H˙1 radial, such that
(1.12) E(u0) = E(W ) =
1
NCNN
.
Let u be the solution of (1.1) with initial condition u0 and I its maximal interval of definition.
Then the following holds:
(a) If
∫
|∇u0|2 <
∫
|∇W |2 = 1
CNN
then I = R. Furthermore, either u = W− up to the
symmetry of the equation, or ‖u‖S(R) <∞.
(b) If
∫
|∇u0|2 =
∫
|∇W |2 then u =W up to the symmetry of the equation.
(c) If
∫
|∇u0|2 >
∫
|∇W |2, and u0 ∈ L2 then either u = W+ up to the symmetry of the
equation, or I is finite.
The constant CN is defined in (1.3). In the theorem, by u equals v up to the (H˙
1−)symmetry
of the equation, we mean that there exist t0 ∈ R, θ0 ∈ R, λ0 > 0 such that
u(t, x) =
eiθ0
λ
(N−2)/2
0
v
( t0 + t
λ20
,
x
λ0
)
or u(t, x) =
eiθ0
λ
(N−2)/2
0
v
( t0 − t
λ20
,
x
λ0
)
.
Remark 1.2. Case (b) is a direct consequence of the variational characterization of W given
by Aubin and Talenti [Aub76], [Tal76]. Furthermore, using assumption (1.12), it shows (by
continuity of u in H˙1) that the assumptions
∫
|∇u(t0)|2 <
∫
|∇W |2,
∫
|∇u(t0)|2 >
∫
|∇W |2
do not depend on the choice of the initial time t0. Of course, this dichotomy does not persist
when E(u0) > E(W ).
Remark 1.3. In the supercritical case (c), our theorem shows that in dimension N = 3 or
N = 4, an L2-solution blows up for negative and positive times. We conjecture that case (c)
holds without the assumption “u0 ∈ L2”, i.e. that the only solution with critical energy such
that
∫ |∇u0|2 > ∫ |∇W |2 and whose interval of definition is not finite isW+ up to the symmetry
of the equation.
Remark 1.4. We expect that the extension of the results of [KM06] to the non-radial case,
together with the material in this paper would generalize Theorem 2 to the non-radial case.
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From [Bou99a, Bou99b], we know that a solution such that ‖u‖S(R) < ∞ scatters in H˙1 at
±∞. Cases (a) and (b) of Theorem 2 shows:
Corollary 1.5. Up to the symmetry of the equation, W is the only radial solution such that
E(u0) = E(W ) and
∫ |∇u0|2 ≤ ∫ |∇W |2 which does not scatter in H˙1 for neither positive nor
negative times.
The behavior exhibited here for H˙1-critical NLS is the analogue of the one of the L2-critical
NLS. For this equation, Merle has shown in [Mer93] that a H1-solution u(t) at the critical level
in L2 and such that xu ∈ L2 is either a periodic solution of the form eiωtQ, an explicit blow-up
solution converging to Q after rescaling or a solution scattering at ±∞.
The outline of the paper is as follows. In Section 2, we use arguments of [KM06] to show
the compactness, up to modulation, of a subcritical threshold solution of (1.1) such that
‖u‖S(0,+∞) = ∞ (case (a) of Theorem 2). Section 3 is devoted to the proof of the fact that
such a solution converges to W as t → +∞. In Section 4, we show a similar result for L2
super-critical solutions of (1.1) (case (c)). The last ingredient of the proof, which is the object
of Section 5, is an analysis of the linearized equation associated to (1.1) near W . Both theorems
are proven in Section 6.
2. Compactness properties for nonlinear subcritical threshold solutions
In this section we prove a preliminary result related to compactness properties of threshold
solutions of (1.1), and which is the starting point of the proofs of Theorems 1 and 2. It is
essentially proven in [KM06], Proposition 4.2. We give the proof for the sake of completeness.
If v is a function defined on RN , we will write:
(2.1) v[λ0](x) =
1
λ
(N−2)/2
0
v
(
x
λ0
)
, v[θ0,λ0] = e
iθ0 1
λ
(N−2)/2
0
v
(
x
λ0
)
.
Proposition 2.1 (Global existence and compactness). Let u be a radial solution of (1.1) and
I = (T−, T+) its maximal interval of existence. Assume
(2.2) E(u0) = E(W ), ‖u0‖H˙1 < ‖W‖H˙1 .
Then
I = R.
Furthermore, if ‖u‖S(0,+∞) =∞, there exists a map λ defined on [0,∞) such that the set
(2.3) K+ :=
{
u[λ(t)](t), t ∈ [0,+∞)
}
is relatively compact in H˙1. An analogous assertion holds on (−∞, 0].
As a corollary we derive the existence of threshold mixed behavior solutions for (1.1) in the
subcritical case in H˙1-norm.
Corollary 2.2. There exists a solution w− of (1.1) defined for t ∈ R, and such that
E(w−) = E(W ), ‖w−(0)‖H˙1 < ‖W‖H˙1
‖w−‖S(0,+∞) =∞, ‖w−‖S(−∞,0) <∞.
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The crucial point of the proofs of Proposition 2.1 and Corollary 2.2 is a compactness lemma for
threshold solutions of (1.1) which is the object of Subsection 2.2. We give a sketch of the proof,
which is essentially contained in [KM06], and refer to [KM06] for the details. In Subsections 2.3
and 2.4, we prove respectively Proposition 2.1 and Corollary 2.2. We start with a quick review
of the Cauchy Problem for (1.1).
2.1. Preliminaries on the Cauchy Problem. In this subsection we quickly review existence,
uniqueness and related results for the Cauchy problem (1.1). See [KM06, Section 2] for the
details. In the sequel, I ∋ 0 is an interval. We first recall the two following relevant function
spaces for equation (1.1):
(2.4) S(I) := L
2(N+2)
N−2
(
I × RN
)
, Z(I) := L
2(N+2)
N−2
(
I;L
2N(N+2)
N2+4
)
.
Note that Z(I) is a Strichartz space for the Schro¨dinger equation, so that
(2.5) ‖∇eit∆u0‖Z(R) ≤ C‖u0‖H˙1
and that by Sobolev inequality,
(2.6) ‖f‖S(I) ≤ C‖∇f‖Z(I).
Following [CW90], we say that u ∈ C0(I, H˙1(RN )) is a solution of (1.1) if for any J ⋐ I,
u ∈ S(J), |∇u| ∈ Z(J) and
∀t ∈ I, u(t) = eit∆u0 + i
∫ t
0
ei(t−s)∆|u(s)|pc−1u(s)ds.
The following holds for such solutions.
Lemma 2.3.
(a) Uniqueness. Let u and u˜ be two solutions of (1.1) on an interval I ∋ 0 with the same
initial condition u0. Then u = u˜.
(b) Existence. For u0 ∈ H˙1, there exists an unique solution u of (1.1) defined on a maximal
interval of definition (−T−(u0), T+(u0)).
(c) Finite blow-up criterion. Assume that T+ = T+(u0) < ∞. Then ‖u‖S(0,T+) = +∞. An
analogous result holds for T−(u0).
(d) Scattering. If T+(u0) =∞ and ‖u‖S([0,+∞)) <∞, there exists u+ ∈ H˙1 such that
lim
t→+∞ ‖u(t) − e
it∆u+‖H˙1 = 0.
(e) Continuity. Let u˜ be a solution of (1.1) on I ∋ 0. Assume that for some constant A > 0,
sup
t∈I
‖u˜(t)‖H˙1 + ‖u˜‖S(I) ≤ A.
Then there exist ε0 = ε0(A) > 0 and C0 = C0(A) such that for any u0 ∈ H˙1 with
‖u˜0 − u0‖H˙1 = ε < ε0, the solution u of (1.1) with initial condition u0 is defined on I
and satisfies ‖u‖S(I) ≤ C0 and supt∈I ‖u(t) − u˜(t)‖H˙1 ≤ C0ε.
(See [CW90], [Bou99b], [TV05], [KM06].)
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Remark 2.4. Precisely, the existence result states that there is an ε0 > 0 such that if
(2.7)
∥∥eit∆u0∥∥S(I) = ε < ε0,
then (1.1) has a solution u on I such that ‖u‖S(I) ≤ 2ε. In particular, by (2.5) and (2.6), for
small initial condition in H˙1, u is globally defined and scatters.
2.2. Compactness or scattering for sequences of threshold H˙1-subcritical solutions.
The following lemma (closely related to Lemma 4.9 of [KM06]) is a consequence, through the pro-
file decomposition of Keraani [Ker01] (which characterizes the defect of compactness of Strichartz
estimates for solutions of linear Schro¨dinger equation), of the scattering of radial subcritical so-
lutions of (1.1) shown in [KM06].
Lemma 2.5. Let (u0n)n∈N be a sequence of radial functions in H˙1 such that
(2.8) ∀n, E(u0n) ≤ E(W ),
∥∥u0n∥∥H˙1 ≤ ‖W‖H˙1 .
Let un be the solution of (1.1) with initial condition u
0
n. Then, up to the extraction of a subse-
quence of (un)n, one at least of the following holds:
(a) Compactness. There exists a sequence (λn)n such that the sequence
(
(u0n)[λn]
)
n
con-
verges in H˙1;
(b) Vanishing for t ≥ 0. For every n, un is defined on [0,+∞) and lim
n→+∞ ‖un‖S(0,+∞) = 0;
(c) Vanishing for t ≤ 0. For every n, un is defined on (−∞, 0] and lim
n→+∞ ‖un‖S(−∞,0) = 0;
(d) Uniform scattering. For every n, un is defined on R. Furthermore, there exists a
constant C independent of n such that
‖un‖S(R) ≤ C.
Sketch of the proof of Lemma 2.5. We will need the following elementary claim (see [KM06,
Lemma 3.4]).
Claim 2.6. Let f ∈ H˙1 such that ‖f‖H˙1 ≤ ‖W‖H˙1 . Then
‖f‖2
H˙1
‖W‖2H˙1
≤ E(f)
E(W )
.
In particular, E(f) is positive.
Remark 2.7. Clearly, ‖u(t)‖2
H˙1
≥ 2E(u(t)), so that Claim 2.6 implies that for solutions of (1.1)
satisfying (2.2),
∃C > 0, ∀t, C−1‖u(t)‖2
H˙1
≤ E(u(t)) ≤ C‖u(t)‖2
H˙1
.
Proof. Let Φ(y) = 12y −
C2
∗
N
2∗ y
2∗/2. Then by Sobolev embedding
Φ
(‖f‖2
H˙1
) ≤ 1
2
‖f‖2
H˙1
− 1
2∗
‖f‖2∗L2∗ = E(f).
Note that Φ is concave on R+, Φ(0) = 0 and Φ
( ‖W‖2
H˙1
)
= E(W ). Thus
∀s ∈ (0, 1), Φ(s ‖W‖2
H˙1
) ≥ sΦ(‖W‖2
H˙1
) = sE(W ).
Taking s =
‖f‖2
H˙1
‖W‖2
H˙1
yields the lemma. 
DYNAMIC FOR ENERGY CRITICAL NLS 7
By the lemma of concentration compactness of Keraani (see [Ker01]), there exists a sequence
(Vj)j∈N of solutions of Schro¨dinger linear equation with initial condition in H˙1, and sequences
(λjn, tjn)n∈N∗ , λjn > 0, tjn ∈ R, which are pairwise orthogonal in the sense that
j 6= k ⇒ lim
n→+∞
λkn
λjn
+
λjn
λkn
+
|tjn − tkn|
λ2jn
= +∞
such that for all J
u0n =
J∑
j=1
Vj(sjn)[λjn] + w
J
n , with sjn =
−tjn
λ2jn
,(2.9)
lim
J→+∞
lim sup
n→+∞
‖eit∆wJn‖S(R) = 0,(2.10)
∥∥u0n∥∥2H˙1 = J∑
j=1
‖Vj‖2H˙1 +
∥∥wJn∥∥2H˙1 + o(1) as n→ +∞,(2.11)
E(u0n) =
J∑
j=1
E(Vj(sjn)) + E(w
J
n) + o(1) as n→ +∞.(2.12)
If all the Vj ’s are identically 0, then by (2.10), ‖eit∆u0n‖S(R) tends to 0 as n tends to infinity, and
the sequence (un)n satisfies simultaneously (b), (c) and (d). Thus we may assume without loss
of generality that V1 6= 0. Furthermore, by assumption (2.8) and by (2.11), ‖Vj‖H˙1 ≤ ‖W‖H˙1
and for large n, ‖wJn‖H˙1 < ‖W‖H˙1 , which implies by Claim 2.6 that the energies E(Vj(sjn)) and
E(wJn) are nonnegative, and thus that E(Vj(sjn)) ≤ E(W ). Extracting once again a subsequence
if necessary, we distinguish two cases.
First case:
lim
n→+∞E(V1(s1n)) = E(W ).
By assumption (2.8) and by (2.12) (all the energies being nonnegative for large n), E(Vj(sjn))
(j ≥ 2), and E(wJn) tend to 0 as n tends to infinity. Thus by Claim 2.6 , for j ≥ 2, Vj = 0, and
wJn = w
1
n tends to 0 in H˙
1. As a consequence
u0n = V1(s1n)[λ1n] + o(1) in H˙
1, n→ +∞.
Up to the extraction of a subsequence, s1n converges to some s ∈ [−∞,+∞]. If s ∈ R, It is easy
to see that we are in case (a) (compactness up to modulation) of Lemma 2.5. If s = +∞, then
limn→+∞ ‖eit∆u0n‖S(0,+∞) = 0, so that by existence theory for (1.1) (see Remark 2.4) case (b)
holds. Similarly, if s = −∞ case (c) holds.
Second case:
(2.13) ∃ε1, 0 < ε1 < E(W ) and ∀n, E (V1(s1n)) ≤ E(W )− ε1.
Here we are exactly in the situation of the first case of [KM06, Lemma 4.9]. We refer to the
proof of this lemma for the details. Recall that for large n, all the energies are nonnegative in
(2.12). Thus, in view of (2.12) (and of Claim 2.6 for the second inequality)
(2.14) lim sup
n→+∞
E(Vj(sjn)) ≤ ε1 < E(W ), ‖Vj(0)‖H˙1 < ‖W‖H˙1 .
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Furthermore by assumption (2.8) and by (2.11)
(2.15)
∑
j≥1
‖Vj(sjn)‖2H˙1 ≤ ‖W‖2H˙1 .
Thus, according to the results of [KM06] and the Cauchy problem theory for (1.1), u0n is, up
to the small term wJn , a sum (2.9) of terms U
0
jn = Vj(sjn)[λjn] that are all initial conditions
of a solution Ujn of (1.1) satisfying an uniform bound ‖Ujn‖S(R) ≤ cj (with
∑
c2j finite by
(2.15)). Using the pairwise orthogonality of the sequences (λjn, tjn)n∈N∗ , together with a long-
time perturbation result for (1.1), it is possible to show that for some constant C independant
of n,
‖un‖S(R) ≤ C,
that is that case (d) of the Lemma holds. Up to the technical proof of this fact, which we omit,
the proof of Lemma 2.5 is complete. 
2.3. Compactness up to modulation and global existence of threshold solutions. We
now prove Proposition 2.1.
Step 1: compactness. We start by showing the compactness up to modulation of the threshold
solution u. In Step 2 we will show that u is defined on R.
Lemma 2.8. Let u be a solution of (1.1) of maximal interval of definition [0, T+) such that
E(u0) = E(W ), ‖u0‖H˙1 < ‖W‖H˙1 and
‖u‖S(0,T+) = +∞.
Then there exists a function λ on [0, T+) such that the set
(2.16) K+ :=
{
u[λ(t)](t), t ∈ [0, T+)
}
is relatively compact in H˙1.
Proof. The proof is similar to the one in [KM06]. The main point of the proof is to show that for
every sequence (tn)n, tn ∈ [0, T+), there exists, up to the extraction of a subsequence, a sequence
(λn)n such that (u[λn](tn)) converges in H˙
1. By continuity of u, we just have to consider the
case limn tn = T+.
Let us use Lemma 2.5 for the sequence u0n = u(tn). We must show that we are in case
(a). Clearly, cases (b) (vanishing for t ≥ 0) and (d) (uniform scattering) are excluded by the
assumption that ‖u‖S(0,T+) is infinite. Furthermore, ‖u‖S(0,tn) = ‖un‖S(−tn,0) (where un is the
solution of (1.1) with initial condition u0n) so that case (c) would imply that ‖u‖S(0,tn) tends
to 0, i.e that u is identically 0 which contradicts our assumptions. Thus case (a) holds: there
exists, up to the extraction of a subsequence, a sequence (λn)n such that
(
u[λn](tn)
)
n
converges.
The existence of λ(t) such that the set K+ defined by (2.16) is relatively compact is now
classical. Indeed
(2.17) ∀t ∈ [0, T+), 2E(W ) = 2E(u(t)) ≤ ‖u(t)‖2H˙1 ≤ ‖W‖2H˙1 .
Fixing t ∈ [0, T+), define
(2.18) λ(t) := sup
{
λ > 0, s.t.
∫
|x|≤1/λ
|∇u|2(t, x)dx = E(W )
}
.
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By (2.17), 0 < λ(t) < ∞. Let (tn)n be a sequence in [0, T+). As proven before, up to the
extraction of a subsequence, there exists a sequence (λn)n such that
(
u[λn](tn)
)
n
converges in
H˙1 to a function v0 of H˙
1. One may check directly, using (2.17), that for a constant C > 0,
C−1λ(tn) ≤ λn ≤ Cλ(tn),
which shows (extracting again subsequences if necessary) the convergence of
(
u[λ(tn)](tn)
)
n
in
H˙1. The compactness of K+ is proven, which concludes the proof of Lemma 2.8. 
Step 2: global existence. To complete the proof of Proposition 2.1, it remains to show that the
maximal time of existence T+ = T+(u0) is infinite. Here we use an argument in [KM06]. Assume
(2.19) T+ <∞,
and consider a sequence tn that converges to T+. By the finite blow-up criterion of Lemma 2.3,
‖u‖S(0,T+) = +∞. By Lemma 2.8, there exists λ(t) such that the set K+ defined by (2.16) is
relatively compact in H˙1.
If there exists a sequence (tn)n converging to T+ such that λ(tn) has a finite limit λ0 ≥ 0, then
it is easy to show, using the compactness of
(
u[λ(tn)](tn)
)
n
and the scaling invariance of (1.1)
that u is defined in a neighborhood of T+, which contradicts the fact that T+ is the maximal
positive time of definition of u. Thus we may assume
(2.20) lim
t→T+
λ(t) = +∞.
Consider a positive radial function ψ on RN , such that ψ = 1 if |x| ≤ 1 and ψ = 0 if |x| ≥ 2.
Define, for R > 0 and t ∈ [0, T+),
FR(t) :=
∫
RN
|u(t, x)|2ψ( x
R
)
dx.
By (2.20), the relative compactness of K+ in H˙
1 and Sobolev inequality, for all r0 > 0,∫
|x|≥r0 |u(t, x)|2
∗
dx tends to 0 as t tends to T+. Thus, by Ho¨lder and Hardy inequalities
(2.21) lim
t→T+
FR(t) = 0.
Using equation (1.1), F ′R(t) =
2
R Im
∫
u(x)∇u(x)(∇ψ)( xR)dx, which shows (using Cauchy-Schwarz
and Hardy inequalities) that |F ′R(t)| ≤ C ‖u(t)‖2H˙1 ≤ C0, where C0 is a constant which is inde-
pendent of R. Fixing t ∈ [0, T+), we see that
(2.22) ∀T ∈ [0, T+), |FR(t)− FR(T )| ≤ C0|t− T |.
Thus, letting T tends to T+, and using (2.21), |FR(t)| ≤ C0|t− T+|. Letting R tends to infinity,
one gets that u(t) is in L2(RN ) and satisfies∫
RN
|u(t, x)|2dx ≤ C|t− T+|.
By conservation of the L2 norm, we get that u0 = 0 which contradicts the fact that E(u0) =
E(W ). This completes the proof that T+ = +∞. By a similar argument, T− = −∞. The proof
of Proposition 2.1 is complete. 
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2.4. Existence of mixed behavior solutions. We now prove Corollary 2.2.
Let v0n =
(
1 − 1n
)
W and vn the solution of (1.1) with initial condition v
0
n. One may check
that ‖v0n‖H˙1 < ‖W‖H˙1 and E(v0n) < E(W ). By the results in [KM06]
T+(v
0
n) = T−(v
0
n) =∞, ‖vn‖S(R) <∞.
Since ‖W‖S(R) =∞, ‖vn‖S(R) tends to +∞ by Lemma 2.3 (e). Chose tn such that the solution
un(·) = vn(·+ tn) of (1.1) satisfies
(2.23) ‖un‖S(−∞,0) = 1.
Therefore
(2.24) ‖un‖S(0,+∞) −→
n→+∞ +∞.
Let us use Lemma 2.5. By (2.23) and (2.24), cases (b), (c) and (d) are excluded. Extracting
a subsequence from (un)n, there exists a sequence (λn)n such that (un)[λn] converges in H˙
1.
Rescaling each un if necessary (which preserves properties (2.23) and (2.24)), we may assume
that the sequence
(
u0n
)
n
converges in H˙1 to some w−0 . Let w
− be the solution of (1.1) such that
w−(0) = w−0 . Clearly
E(w−0 ) = E(W ),
∥∥w−0 ∥∥H˙1 ≤ ‖W‖H˙1 .
Thus by Proposition 2.1, w− is defined on R.
Fix a large integer n. By (2.23) and Lemma 2.3 (e) with I = (−∞, 0], u˜ = un, and u0 = w−0 ,
we get
‖w−‖S(−∞,0) <∞.
Assume that ‖w−‖S(0,+∞) is finite. Using again Lemma 2.3 (e) with I = [0,+∞), u˜ = w− and
u0 = un(0), we would get that ‖un‖S(0,+∞) is bounded independently of n, contradicting (2.24).
Thus
‖w−‖S(0,+∞) =∞.
The proof is complete. 
Remark 2.9. The above proof gives a general proof of existence of a mixed-behavior solution at
the threshold. In Section 6, we will give another proof by a fixed point argument, which also
works in the supercritical case ‖u0‖H˙1 > ‖W‖H˙1 .
3. Convergence to W in the subcritical case
In this section, we consider a threshold subcritical radial solution u of (1.1), satisfying
E(u0) = E(W ), ‖u0‖2H˙1 < ‖W‖2H˙1(3.1)
‖u‖S(0,+∞) = +∞.(3.2)
We will show:
Proposition 3.1. Let u be a radial solution of (1.1) satisfying (3.1) and (3.2). Then there
exist θ0 ∈ R, µ0 > 0 and c, C > 0 such that
∀t ≥ 0, ‖u(t) −W[θ0,µ0]‖H˙1 ≤ Ce−ct.
(See (2.1) for the definition of W[θ0,µ0]). As a corollary of the preceding proposition and a
step of its proof we get the following result, which completes the proof of the third assertion in
(1.10) of Theorem 2.
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Corollary 3.2. There is no solution u of (1.1) satisfying (3.1) and
(3.3) ‖u‖S(−∞,0) = ‖u‖S(0,+∞) = +∞.
Let
(3.4) d(f) :=
∣∣∣‖f‖2
H˙1
− ‖W‖2
H˙1
∣∣∣ .
The key to proving Proposition 3.1 is to show
(3.5) lim
t→+∞ d(u(t)) = 0.
Our starting point of the proof of (3.5) is to prove the existence of a sequence tn going to infinity
such that d(u(tn)) goes to 0 (Subsection 3.1). After giving, in Subsection 3.2, some useful results
on the modulation of threshold solutions with respect to the manifold {W[θ,µ], µ > 0, θ ∈ R},
we will show the full convergence (3.5) and finish the proof of Proposition 3.1 and Corollary 3.2.
3.1. Convergence to W for a sequence.
Lemma 3.3. Let u be a radial solution of (1.1) satisfying (3.1), (3.2), and thus defined on R
by Proposition 2.1. Then
(3.6) lim
t→+∞
1
T
∫ T
0
d(u(t))dt = 0.
Corollary 3.4. Under the assumptions of Lemma 3.3, there exists a sequence tn → +∞ such
that d(u(tn)) tends to 0.
Proof of Lemma 3.3. Let u be a solution of (1.1) satisfying (3.1) and (3.2). According to Propo-
sition 2.1, there exists a function λ(t) such that K+ :=
{
u[λ(t)](t), t ≥ 0
}
is relatively compact
in H˙1.
The proof take three steps.
Step 1: virial argument. Let ϕ be a radial, smooth, cut-off function on RN such that
ϕ(x) = |x|2, 0 ≤ |x| ≤ 1, ϕ(x) = 0, |x| ≥ 2.
Let R > 0 and ϕR(x) = R
2ϕ
(
x
R
)
, so that ϕR(x) = |x|2 for |x| ≤ R. Consider the quantity
(which is the time-derivative of the localized variance)
GR(t) := 2 Im
∫
u(t)∇u(t) · ∇ϕR, t ∈ R.
Let us show
∃C∗ > 0, ∀t ∈ R, |GR(t)| ≤ C∗R2,(3.7)
∀ε > 0, ∃ρε > 0, ∀R > 0, ∀t ≥ 0, Rλ(t) ≥ ρε =⇒ G′R(t) ≥
16
N − 2d(u(t))− ε.(3.8)
Using that |x| ≤ 2R on the support of ϕR and that |∇ϕR| ≤ CR, we get
∀t ∈ R, |GR(t)| ≤ CR2
∫
RN
1
|x| |u(t)||∇u(t)| ≤ CR
2
(∫
RN
|∇u(t)|2
)1/2(∫
RN
1
|x|2 |u(t)|
2
)1/2
,
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which yields (3.7), as a consequence of Hardy’s inequality and ‖u(t)‖H˙1 ≤ ‖W‖H˙1 . To show
(3.8), we will use the compactness of K+. By direct computation
(3.9) G′R(t) =
16
N − 2d(u(t)) +AR(u(t)),
where
(3.10) AR(u) :=
∫
|x|≥R
|∂ru|2
(
4
d2ϕR
dr2
− 8
)
rN−1dr
+
∫
|x|≥R
|u|2∗
(
− 4
N
∆ϕR + 8
)
rN−1dr −
∫
|u|2(∆2ϕR)rN−1dr.
Indeed, an explicit calculation yields, together with equation (1.1)
G′R(t) =4
∫ ∣∣∣∂u
∂r
∣∣∣2d2ϕR
dr2
rN−1dr − 4
N
∫
|u|2∗(∆ϕR)rN−1dr −
∫
|u|2(∆2ϕR)rN−1dr
=8
(∫
RN
|∇u(t)|2 −
∫
RN
|u(t)|2∗
)
+AR(u(t)),
and as a consequence of assumption (3.1),
∫ |∇u(t)|2 − ∫ |u(t)|2∗ = 2N−2d(u(t)) which yields
(3.9). According to (3.9), we must show
(3.11) ∀ε > 0, ∃ρε > 0, ∀R > 0, ∀t ≥ 0, Rλ(t) ≥ ρε =⇒ |AR(u(t))| < ε.
We have |∂2rϕR|+ |∆ϕR| ≤ C and |∆2ϕR| ≤ C/R2. Thus by (3.10),
|AR(u(t))| ≤
∫
|x|≥R
|∇u(t, x)|2 + |u(x)|2∗ + 1|x|2 |u(t, x)|
2dx
|AR(u(t))| ≤
∫
|y|≥Rλ(t)
∣∣∇u[λ(t)](t, y)∣∣2 + ∣∣u[λ(t)](y)∣∣2∗ + 1|y|2 ∣∣u[λ(t)](t, y)∣∣2dx,(3.12)
The set K+ being compact in H˙
1, we get (3.11) in view of Hardy and Sobolev inequalities. The
proof of (3.8) is complete.
Step 2: a bound from below for λ(t). The next step is to show
(3.13) lim
t→+∞
√
tλ(t) = +∞.
We argue by contradiction. If (3.13) does not hold, there exists tn → +∞ such that
(3.14) lim
n→+∞
√
tnλ(tn) = τ0 <∞.
Consider the sequence (vn)n of solutions of (1.1) defined by
(3.15) vn(τ, y) =
1
λ(tn)
N−2
2
u
(
tn +
τ
λ2(tn)
,
y
λ(tn)
)
.
By the compactness of K+, one may assume that
(
vn(0)
)
n
converges in H˙1 to some function v0.
Let v(τ) be the solution of (1.1) with initial condition v0 at time τ = 0. Clearly E(v0) = E(W )
and ‖v0‖H˙1 ≤ ‖W‖H˙1 . From Proposition 2.1, v is defined on R. Furthermore, by (3.14) and the
uniform continuity of the flow of equation (1.1) (Lemma 2.3 (e))
(3.16) lim
n→+∞ vn(−λ
2(tn)tn) = v(−τ0), in H˙1.
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By (3.15),
vn(−λ2(tn)tn, y) = 1
λ(N−2)/2(tn)
u0
( y
λ(tn)
)
.
Assumption (3.14) implies that λ(tn) tends to 0, which shows that vn(−λ2(tn)tn) ⇀ 0 weakly
in H˙1, contradicting (3.16) unless v(−τ0) = 0. This is excluded by the fact that E(v(−τ0)) =
E(W ), which concludes the proof of (3.13).
Step 3: conclusion of the proof. Fix ε > 0. We will use the estimates (3.7) and (3.8) of Step 1
with an appropriate choice of R. Consider the positive number ρε given by (3.8). Take ε0 and
M0 such that
2C∗ε20 = ε, M0ε0 = ρε,
where C∗ is the constant of inequality (3.7). By Step 2 there exists t0 such that
∀t ≥ t0, λ(t) ≥ M0√
t
.
Consider, for T ≥ t0
R := ε0
√
T .
If t ∈ [t0, T ], then the definitions of R, M0 and t0 imply Rλ(t) ≥ ε0
√
T M0√
t
≥ ρε. Integrating
(3.8) between t0 and T and using estimate (3.7) on GR, we get, by the choice of ε0 and R
16
N − 2
∫ T
t0
|d(u(t))|dt ≤ 2C∗R2 + ε(T − t0) ≤ 2C∗R2 + εT ≤ ε
ε20
ε20T + εT ≤ 2εT.
Letting T tends to +∞,
lim sup
T→+∞
1
T
∫ T
0
|d(u(t))|dt ≤ N − 2
8
ε,
which concludes the proof of Lemma 3.3. 
3.2. Modulation of threshold solutions. Let f be in H˙1 such that E(f) = E(W ). The
variational characterization of W [Aub76, Tal76, Lio85] shows
inf
θ∈R
µ>0
‖f[θ,µ] −W‖H˙1 ≤ ε(d(f)), lim
δ→0+
ε(δ) = 0,
where d(f) is defined in (3.4). We introduce here a choice of the modulation parameters θ and
µ for which the quantity d(f) controls linearly ‖f[θ,µ] −W‖H˙1 and other relevant parameters of
the problem. This choice is made through two orthogonality conditions given by the two groups
of transformations f 7→ eiθf , θ ∈ R and f 7→ f[µ], µ > 0. This decomposition is then applied to
solutions of (1.1). Let us start with a few notations.
Since W is a critical point of E, we have the following development of the energy near W :
(3.17) E(W + g) = E(W ) +Q(g) +O
(‖g‖3
H˙1
)
, g ∈ H˙1,
where Q is the quadratic form on H˙1 defined by
Q(g) :=
1
2
∫
|∇g|2 − 1
2
∫
W pc−1
(
pc(Re g)
2 + (Im g)2
)
.
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Let us specify an important coercivity property of Q. Consider the three orthogonal directions
W , iW and W1 :=
N−2
2 W + x · ∇W in the real Hilbert space H˙1 = H˙1(RN ,C). Note that
(3.18) iW =
d
dθ
(
eiθW
)
↾θ=0
, W1 = − d
dλ
(
W[λ]
)
↾λ=1
.
Let H := span{W, iW,W1} and H⊥ its orthogonal subspace in H˙1 for the usual scalar product.
Then
(3.19) Q(W ) = − 2
(N − 2)CNN
, Q↾span{iW,W1} = 0,
where CN is the best Sobolev constant in dimension N . The first assertion follows from direct
computation and the fact that ‖W‖2∗
L2∗
= ‖W‖2
H˙1
= 1
CN
N
. The second assertion is an immediate
consequence of (3.17), (3.18), and the invariance of E by the transformations f 7→ f[θ,λ]. The
quadratic form Q is nonpositive on H. By the following claim, Q is positive definite on H⊥.
Claim 3.5. There is a constant c˜ > 0 such that for all radial function f˜ in H⊥
Q(f˜) ≥ c˜‖f˜‖2
H˙1
.
Proof. Let f˜1 := Re f˜ , f˜2 := Im f˜ . We have
Q(f˜) =
1
2
∫
RN
|∇f˜1|2 − pc
2
∫
RN
W pc−1|f˜1|2 + 1
2
∫
RN
|∇f˜2|2 − 1
2
∫
RN
W pc−1|f˜2|2.
The inequality
∃c1 > 0, ∀f˜1 ∈ {W,W1}⊥, 1
2
∫
RN
|∇f˜1|2 − pc
2
∫
RN
W pc−1|f˜1|2 ≥ c1
∫
RN
|∇f˜1|2
is known. We refer to [Rey90, Appendix D] for a proof in a slightly different context, but which
readily extends to our case. It remains to show
(3.20) ∃c2 > 0, ∀f˜2 ∈ H˙1, f˜2⊥W =⇒ 1
2
∫
RN
|∇f˜2|2 − 1
2
∫
RN
W pc−1|f˜2|2 ≥ c2
∫
RN
|∇f˜2|2.
Indeed by Ho¨lder and Sobolev inequality we have, for any real-valued v ∈ H˙1∫
RN
|∇v|2 −
∫
RN
W pc−1v2 ≥
∫
RN
|∇v|2 −
(∫
RN
W pc+1
) pc−1
pc+1
(∫
vpc+1
) 2
p+1
≥
{
1−
(
1
CNN
) pc−1
pc+1
C2N
}∫
RN
|∇v|2 ≥ 0,
with equality if and only if v ∈ span(W ). This shows that ∫
RN
|∇f˜2|2 −
∫
RN
W pc−1|f˜2|2 > 0
for f˜2 6= 0, f˜2⊥W . Noting that the quadratic form
∫
RN
|∇ · |2 − ∫
RN
W pc−1| · |2 is a compact
perturbation of
∫
RN
|∇ · |2, it is easy to derive (3.20), using a straightforward compactness
argument that we omit here. 
The following lemma, proven in Appendix 7.1, is a consequence of the Implicit Function
Theorem.
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Lemma 3.6. There exists δ0 > 0 such that for all f in H˙
1 with E(f) = E(W ), d(f) < δ0, there
exists a couple (θ, µ) in R× (0,+∞) with
f[θ,µ]⊥iW, f[θ,µ]⊥W1.
The parameters θ and µ are unique in R/2πZ × R, and the mapping f 7→ (θ, µ) is C1.
Let u be a solution of (1.1) on an interval I such that E(u0) = E(W ), and, on I, d(u(t)) < δ0.
According to Lemma 3.6, there exist real parameters θ(t), µ(t) > 0 such that
u[θ(t),µ(t)](t) = (1 + α(t))W + u˜(t),(3.21)
where 1 + α(t) =
1
‖W‖2
H˙1
(
u[θ(t),µ(t)],W
)
H˙1
and u˜(t) ∈ H⊥.
We define v(t) by
v(t) := α(t)W + u˜(t) = u[θ(t),µ(t)](t)−W.
Recall that µ, θ and α are C1. If a and b are two positive quantities, we write a ≈ b when
C−1a ≤ b ≤ Ca with a positive constant C independent of all parameters of the problem. We
will prove the following lemma, which is a consequence of Claim 3.5 and of the equation satisfied
by v, in Appendix 7.1.
Lemma 3.7 (Modulation for threshold solutions of (1.1)). Taking a smaller δ0 if necessary, we
have the following estimates on I.
|α(t)| ≈ ‖v(t)‖H˙1 ≈ ‖u˜(t)‖H˙1 ≈ d(u(t))(3.22)
|α′(t)|+ |θ′(t)|+
∣∣∣∣µ′(t)µ(t)
∣∣∣∣ ≤ Cµ2(t)d(u(t)).(3.23)
Furthermore, α(t) and ‖u(t)‖2
H˙1
− ‖W‖2
H˙1
have the same sign.
3.3. Non-oscillatory behavior near W[θ0,µ0].
Lemma 3.8. Let (t0n)n and (t1n)n, t0n < t1n, be 2 real sequences, (un)n a sequence of radial
solutions of (1.1) on [t0n, t1n] such that un (t1n) fullfills assumptions (3.1) and (3.2), and (λn)n∈N
a sequence of positive functions such that the set:
K˜ =
{
(un(t))[λn(t)], n ∈ N, t ∈ (t1n, t2n)
}
is relatively compact in H˙1. Assume
(3.24) lim
n→+∞ d(un(t0n)) + d(un(t1n)) = 0.
Then
(3.25) lim
n→+∞
{
sup
t∈(t0n,t1n)
d
(
un(t)
)}
= 0.
Remark 3.9. Let u be a solution of (1.1) satisfying the assumptions of Proposition 3.1, and λ(t)
the parameter given by Proposition 2.1. Let (tn) be a sequence, given by Corollary 3.4, such
that d(u(tn)) tends to 0. Then the assumptions of the preceding proposition are fullfilled with
un = u, λn = λ, t0n = tn, t1n = tn+1.
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Under the assumptions of Lemma 3.8, if n is large enough so that d(un(t)) < δ0 on the interval
(t0n, t1n), we will denote by θn(t), µn(t) and αn(t) the parameters of decomposition (3.21)
(3.26)
(
un(t)
)
[θn(t),µn(t)]
=
(
1 + αn(t)
)
W + u˜n(t).
Then we can complete Lemma 3.8 by the following.
Lemma 3.10. Under the assumptions of Lemma 3.8,
(3.27) lim
n→+∞
supt∈(t0n,t1n) µn(t)
inft∈(t0n ,t1n) µn(t)
= 1.
Using the scaling invariance, it is sufficient to prove the preceding Lemmas assuming
(3.28) ∀n, inf
t∈[t0n,t1n]
λn(t) = 1.
Indeed, let ℓn := inf
t∈(t0n ,t1n)
λn(t), and
u∗n(t, x) =
1
ℓ
N−2
2
n
un
(
t
ℓ2n
,
x
ℓn
)
, λ∗n(t) =
λn(t)
ℓn
, t∗0n =
t0n
ℓ2n
, t∗1n =
t1n
ℓ2n
K˜∗ =
{
(u∗n(t))[λ∗n(t)], n ∈ N, t ∈ (t∗0n, t∗1n)
}
.
Then u∗n, t∗0n, t
∗
1n, λ
∗
n and K˜
∗ fullfill the assumptions of Lemmas 3.8 and 3.10. Furthermore, the
conclusions (3.25) and (3.27) of the Lemmas are not changed by the preceding transformations.
We will thus assume (3.28) throughout the proofs.
The key point of the proofs is the following claim, which is a consequence of a localized virial
argument.
Claim 3.11. Let (un)n be a sequence fullfilling the assumptions of Lemma 3.8 and (3.28). Then
∀n ∈ N,
∫ t1n
t0n
d(un(t))dt ≤ C
[
d(un(t0n)) + d(un(t1n))
]
.
Before proving Claim 3.11, we will show that it implies the above lemmas.
Proof of Lemma 3.8. Let (un)n be as in Lemma 3.8, and assume (3.28). We first prove:
Claim 3.12. If tn ∈ (t0n, t1n) and the sequence λn(tn) is bounded, then
(3.29) lim
n→+∞ d
(
un(tn)
)
= 0.
Proof. By our assumptions, 1 ≤ λn(tn) ≤ C, for some C > 1, so that the sequence un(tn) is
compact. Assume that (3.29) does not hold, so that, up to the extraction of a subsequence
(3.30) lim
n→+∞un(tn) = v
0 in H˙1(RN ), d(v0) > 0, E(v0) = E(W ) and ‖v0‖H˙1 < ‖W‖H˙1 .
Let v be the solution of (1.1) with initial condition v0 at time t = 0, which is defined for t ≥ 0.
Note that for large n, 1 + tn ≤ t1n. If not, t1n ∈ (tn, 1 + tn) for an infinite number of n, so that
extracting a subsequence, t1n− tn has a limit τ ∈ [0, 1]. By the continuity of the flow of (1.1) in
H˙1, un(t1n) tends to v(τ) with E(v(τ)) = E(W ) and, by (3.24), d(v(τ)) = 0. This shows that
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v = W[θ0,λ0] for some θ0, λ0, contradicting (3.30). Thus (tn, 1 + tn) ⊂ (t0n, t1n). By (3.30) and
the continuity of the flow of (1.1),
(3.31) lim
n→+∞
∫ 1+tn
tn
d(un(t))dt =
∫ 1
0
d(v(t))dt > 0.
Furthermore, according to Claim 3.11 limn
∫ t1n
t0n
d(un(t))dt = 0. which contradicts (3.31). The
proof is complete. 
By assumption (3.28), one may chose, for every n, bn ∈ (t0n, t1n) such that
(3.32) lim
n→+∞λn(bn) = 1.
By Claim 3.12
(3.33) lim
n→+∞ d(un(bn)) = 0.
We will show (3.25) by contradiction. Let us assume (after extraction) that for some δ1 > 0,
∀n, sup
t∈(t0n ,bn)
d(un(t)) ≥ δ1 > 0
(the proof is the same when (t0n, bn) is replaced by (bn, t1n) in the supremum). Fix δ2 > 0
smaller than δ1 and the constant δ0 given by Lemma 3.6. The mapping t 7→ d
(
un(t)
)
being
continuous, there exists an ∈ (t0n, bn) such that
(3.34) d(un(an)) = δ2 and ∀t ∈ (an, bn), d(un(t)) < δ2.
On (an, bn), the modulation parameter µn is well defined. Furthermore, by the relative com-
pactness of K˜ and decomposition (3.26), the set
⋃
n
{
W[
λn(tn)/µn(tn)
](t), t ∈ [an, bn]} must be
relatively compact, which shows
(3.35) ∃C > 0, ∀t ∈ (an, bn), C−1λn(t) ≤ µn(t) ≤ Cλn(t).
By (3.32), extracting a subsequence if necessary, we may assume
µn(bn) −→
n→+∞ µ∞ ∈ (0,∞).
Let us show by contradiction
(3.36) sup
n,t∈(an,bn)
µn(t) <∞.
If not, in view of the continuity of µn, there exists (for large n) cn ∈ (an, bn) such that
(3.37) µn(cn) = 2µ∞, µn(t) < 2µ∞, t ∈ (cn, bn).
By Claim 3.12, limn d(u(cn)) = 0. Furthermore, by Lemma 3.7,
∣∣∣µ′n(t)µ3n(t) ∣∣∣ ≤ Cd(un(t)). Integrating
between cn and bn, we get, by Claim 3.11,
(3.38)
∣∣∣∣ 1µ2n(cn) − 1µ2n(bn)
∣∣∣∣ ≤ C ∫ bn
cn
d(un(s))ds −→
n→+∞ 0,
which contradicts the fact that µn(cn) = 2µ∞ and µn(bn)→ µ∞, and thus concludes the proof
of (3.36).
By (3.36), µn(an) is bounded. Claim 3.12 shows that d(un(an)) tends to 0, contradicting
(3.34). The proof of Lemma 3.8 is complete. 
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Proof of Lemma 3.10. It follows from the argument before Claim 3.11 that we may assume
(3.28) in addition to the assumptions of the lemma, so that by (3.35)
∃C > 0, ∀n, C−1 ≤ inf
t∈[t0n,t1n]
µn(t) ≤ C.
Furthermore, in view of the continuity of µn, there exist an, bn ∈ [t0n, t1n] such that
µn(an) = inf
t∈[t0n,t1n]
µn(t), µn(bn) = sup
t∈[t0n,t1n]
µn(t).
By the bound
∣∣∣µ′n(t)µ3n(t) ∣∣∣ ≤ Cd(un(t)), Claim 3.11, and Lemma 3.8 , we get
lim
n→+∞
∣∣∣∣ 1µ2n(an) − 1µ2n(bn)
∣∣∣∣ = 0.
In particular, µn(bn) is bounded. Multiplying the preceding limit by µ
2
n(bn) yields (3.27). 
Proof of Claim 3.11. Let us consider, for R > 0, the function GR,n defined as in Subsection 3.1
by
GR,n(t) = 2 Im
∫
un(t)∇un(t) · ∇ϕR
(ϕR is defined in Subsection 3.1).
Step 1: a bound for GR,n. In this step we show that there exists a constant C > 0 such that
(3.39) ∀R > 0, ∀n, ∀t ∈ (t0n, t1n), |GR,n(t)| ≤ CR2d(un(t)).
We have
GR,n(t) = 2 Im
∫
un(t, x)∇un(t, x) ·R∇ϕ(x/R)dx.
By Cauchy-Schwarz and Hardy inequalities |GR,n(t)| ≤ R2‖un‖2H˙1 , so that it suffices to show
(3.39) when d(un(t)) ≤ δ1 for some small δ1. In this case, one may decompose un as in (3.21),
writing (un(t))[θn(t),µn(t)] = W + vn(t), with ‖vn(t)‖H˙1 ≤ Cd(un(t)) by Lemma 3.8. By the
change of variable x = yµn(t) ,
GR,n(t) =2 Im
R
µn(t)
∫
1
µ
N−2
2
n (t)
un
(
t,
y
µn(t)
) 1
µ
N/2
n (t)
(∇un)
(
t,
y
µn(t)
)
· ∇ϕ
( y
Rµn(t)
)
dy
=2R2 Im
∫
1
Rµn(t)
(W + vn)∇
(
W + vn
) · (∇ϕ)( y
Rµn(t)
)
dy.
Write
Im
[
(W + vn)∇
(
W + vn
)]
= Im
(
W∇vn + vn∇W + vn∇vn
)
,
and note that on the support of ∇ϕ
(
y
Rµn(t)
)
, 1Rµn(t) is bounded by
2
|y| . As a consequence
of Cauchy-Schwarz and Hardy inequalities, we get the bound |GR,n(t)| ≤ CR2
(‖vn(t)‖H˙1 +
‖vn(t)‖2H˙1
)
, which yields (3.39), for d(un(t)) ≤ δ1, δ1 small. The proof of (3.39) is complete.
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Step 2: a bound from below for G′R,n. The next and last step of the proof of Claim 3.11 is to
show
(3.40) ∃R0, ∀R ≥ R0, ∀n, ∀t ∈ (t0n, t1n), G′R,n(t) ≥
8
N − 2d(un(t)).
It is clear that (3.39) and (3.40) imply the conclusion of Claim 3.11. Indeed, integrating (3.40)
between t0n and t1n we get
8
N − 2
∫ t1n
t0n
d(un(t))dt ≤ GR0,n(t0n) +GR0,n(t1n),
which shows the Claim in view of (3.39).
Let us show (3.40). Recall that by direct calculation we have, as in (3.9),
(3.41) G′R,n(t) =
16
N − 2d
(
un(t)
)
+AR(un(t)),
where AR is defined by (3.10). We first claim the following bounds on AR(un(t)):
∀ε > 0, ∃ρε > 0, ∀n, ∀t ∈
(
t0n, t1n
)
, ∀R ≥ ρε
λn(t)
, |AR(un(t))| ≤ ε(3.42)
∃δ2 > 0, ∀n, ∀t ∈
(
t0n, t1n
)
, ∀R ≥ 1
µn(t)
,(3.43)
d(un(t)) ≤ δ2 =⇒ |AR,n(un(t))| ≤ C
(
1
(Rµn(t))
N−2
2
d(un(t)) + d(un(t))
2
)
.
The bound (3.42), follows directly from the compactness of K˜, assumption (3.28), and the
bound (3.12) of AR shown in the preceding section.
Let us show (3.43). Write as before
(3.44) (un(t))[θn(t),µn(t)] =W + vn(t), ‖vn(t)‖H˙1 ≤ Cd(un(t)).
In view of (3.44), estimate (3.43) is an immediate consequence of the existence of δ2 > 0 such
that
(3.45) ∀g ∈ H˙1r , ∀µ0 > 0, ∀R ≥
1
µ0
,
‖g‖H˙1 ≤ δ2 =⇒
∣∣∣∣AR((W + g)[µ−10 ])
∣∣∣∣ ≤ C
(
1
(Rµ0)
N−2
2
‖g‖H˙1 + ‖g‖2H˙1
)
.
Let us show (3.45). A change of variable in AR gives AR
(
(W + g)[µ−10 ]
)
= ARµ0(W + g). The
function W is a stationnary solution of (1.1), satisfying d(W ) = 0 and GR(W ) = 0, so that
by (3.9), AR(W ) = 0 for any R > 0. Thus we must bound ARµ0(W + g) − ARµ0(W ). By the
explicit form of AR,
AR(f) =
∫
|∇f |2
(
4
d2ϕR
dr2
− 8
)
+ |f |2∗
(
− 4
N
∆ϕR + 8
)
rN−1dr −
∫
|f |2(∆2ϕR)rN−1dr,
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and noting that the integrand in the first integral is supported in {|x| ≥ R} and in the second
integral in {R ≤ |x| ≤ 2R}, we get
|ARµ0(W + g)−ARµ0(W )| ≤ C
[ ∫
|x|≥Rµ0
|∇g|2 + |∇W · ∇g|+W 2∗−1|g| + |g|2∗dx
+
∫
Rµ0≤|x|≤2Rµ0
1
(Rµ0)2
(
W |g|+ |g|2) dx].
By explicit calculation, ‖∇W‖L2({|x|≥ρ}) ≈ ‖W‖L2∗ ({|x|≥ρ}) ≈ 1
ρ
N−2
2
for large ρ. Hence, by Hardy,
Sobolev and Cauchy-Schwarz inequalities
|ARµ0(W + g)−ARµ0(W )| ≤ C
[
‖g‖2
H˙1
+ ‖g‖2∗
H˙1
+
(
1
(Rµ0)
N−2
2
+
1
(Rµ0)
N+2
2
)
‖g‖H˙1
]
,
which yields (3.45), and thus (3.43).
We are now ready to show (3.40). By assumption (3.28), λn(t) is bounded from below. By
(3.35), µn(t) ≥ C∗ > 0. Thus (3.43) implies for some δ3 > 0, R1 > 0
d(un(t)) ≤ δ3, R ≥ R1 =⇒ |AR(un(t))| ≤ 8
N − 2d(un(t)).
Now, using (3.42) with ε = 8δ3N−2 and again (3.28), we get |AR(un(t))| ≤ 8N−2d(un(t)) for
d(un(t)) ≥ δ3, R ≥ R2. In view of (3.41), estimate (3.40) holds with R0 := max{R1, R2},
which concludes the proof of Claim 3.11. 
3.4. Proof of the convergence as t goes to infinity. Let us show Proposition 3.1 and
Corollary 3.2. Let u be a radial solution of (1.1) satisfying (3.1) and (3.2).
Step 1: convergence of d(u(t)) to 0. We first prove (3.5). From Corollary 3.4, there exists a
strictly increasing sequence (tn)n∈N such that:
lim
n→+∞ tn = +∞, limn→+∞ d(u(tn)) = 0.
Let t0n = tn, t1n = tn+1, and λn(t) = λ(t), where λ is given by Proposition 2.1. Then the
sequences (un)n, (t0n)n, (t1n)n and (λn)n clearly satisfy the assumptions of Lemma 3.8. Hence
lim
n→+∞
(
sup
t∈[tn,tn+1]
d(u(t))
)
= 0,
which clearly implies (3.5).
As a consequence of (3.5), we may decompose u for large t as in (3.21):
u[θ(t),µ(t)] = (1 + α(t))W + u˜(t), u˜(t) ∈ H⊥.
If θ, µ and α are given by the preceding decomposition, the conclusion of Proposition 3.1 is
equivalent to the existence of µ∞ > 0, θ∞ ∈ R and c, C > 0 such that
d(u(t)) + |α(t)|+ ‖u˜(t)‖H˙1 + |θ(t)− θ∞|+ |µ(t)− µ∞| ≤ Ce−ct.(3.46)
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Step 2: convergence of µ. We start to show by contradiction that µ(t) has a limit µ∞ ∈ (0,+∞)
as t→ +∞. If not, log(µ(t)) does not satisfy the Cauchy criterion as t→ +∞, thus there exists
sequences Tn, T
′
n → +∞ such that
(3.47) lim
n→+∞
|µ(Tn)|
|µ(T ′n)|
= L 6= 1.
Without loss of generality, we may assume Tn < T
′
n. By the preceding step, d(u(Tn)) and
d(u(T ′n)) tends to 0. Let un = u, t0n = Tn, t1n = T ′n, and λn(t) = λ(t), where λ is again given
by Proposition 2.1. Then the assumptions of Lemma 3.10 are fullfilled, which shows
lim
n→+∞
infTn≤t≤T ′n µ(t)
supTn≤t≤T ′n µ(t)
= 1.
This contradicts (3.47). Hence
(3.48) lim
t→+∞µ(t) = µ∞ ∈ (0,∞).
Step 3: proof of Proposition 3.1. We are now ready to prove (3.46), which will complete the
proof of Proposition 3.1. Let us first show that d(u(t)) tends exponentially to 0. We first claim
the following inequality
(3.49) ∃C > 0, ∀t ≥ 0,
∫ +∞
t
d(u(τ))dτ ≤ Cd(u(t)).
Indeed if (3.49) does not hold, there exists a sequence Tn → +∞ such that
(3.50)
∫ +∞
Tn
d(u(τ))dτ ≥ nd(u(Tn)).
By (3.48), µ(t) is bounded from below. As usual, this implies that the parameter λ(t) of
Proposition 2.1 is bounded from below. By Step 1 of the proof, the assumptions of Claim 3.11
are fullfilled for the sequence (uk)k, with k = (n, n
′), n < n′, and uk = u, λk(t) = λ(t), t0k = Tn
and t1k = Tn′ . Hence
∀n, n′, n < n′,
∫ Tn′
Tn
d(u(t))dt ≤ C[d(u(Tn)) + d(u(Tn′))],
Thus
∫ +∞
Tn
d(u(t))dt ≤ Cd(u(Tn)) which contradicts (3.50), showing (3.49).
Now by (3.49) we have, for some constants C, c > 0∫ +∞
t
d(u(τ))dτ ≤ Ce−ct.
Together with the estimate |α′(t)| ≤ Cd(u(t)) of Lemma 3.7, we get
|α(t)| =
∣∣∣∣∫ +∞
t
α′(τ)dτ
∣∣∣∣ ≤ Ce−ct.
Recalling that by Lemma 3.7 |α(t)| ≈ d(u(t)), we get the bound on d(u(t)) in (3.46).
Estimate (3.46) is then a straightforward consequence of the estimate ‖u˜(t)‖H˙1 + |θ′(t)| +∣∣∣µ′(t)µ(t) ∣∣∣ ≤ Cµ2(t)d(u(t)) of Lemma 3.7 and the boundedness of µ. The proof of Proposition 3.1 is
complete.
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Proof of Corollary 3.2. We must show that there is no solution u of (1.1) satisfying (3.1) and
(3.3). Let u be such a solution. By Proposition 3.1 applied forward and backward, the set
{u(t), t ∈ R}, is relatively compact in H˙1. Furthermore
lim
t→+∞ d(u(t)) = limt→−∞ d(u(t)) = 0.
By Claim 3.11 with u(t) = un(t), t0n = −n, t1n = n and λn(t) = 1, we have
∫ +∞
−∞ d(u(t))dt =
limn→+∞
∫ +n
−n d(u(t))dt = 0. Thus d(u0) = 0 which contradicts (3.1). Corollary 3.2 is proven. 
4. Convergence to W in the supercritical case
In this section we consider a solution of (1.1) with initial condition u↾t=0 = u0 and such that
(4.1) E(u0) = E(W ), ‖u0‖H˙1 > ‖W‖H˙1 .
Proposition 4.1. Let u be a radial solution of (1.1) satisfying (4.1) and defined on [0,+∞).
Assume furthermore that u0 ∈ L2(RN ). Then there exist constants θ0 ∈ R, µ0, c, C > 0 such
that
(4.2) ∀t ≥ 0, ‖u(t) −W[θ0,µ0]‖H˙1 ≤ Ce−ct.
A similar result holds for negative times if u satisfies (4.1) and is defined on (−∞, 0].
Corollary 4.2. Let u be a radial solution of (1.1) satisfying (4.1) and such that u0 ∈ L2(RN ).
Then u is not defined on R.
The proof relies again on the localized virial argument. Consider a radial function ϕ in
C∞0 (R
N ) such that
ϕ(r) = r2, r ≤ 1, ϕ(r) ≥ 0 and d
2ϕ
dr2
(r) ≤ 2, r ≥ 0.(4.3)
Consider the function GR of Subsection 3.1
GR(t) := 2 Im
∫
RN
u(t)∇u(t) · ∇ϕR = H ′R(t), HR(t) :=
∫
RN
|u(t)|2ϕR.
where ϕR(x) = R
2ϕ
(
x
R
)
,
As usual, the key point of the proof is to bound GR and G
′
R.
Claim 4.3. Under the assumptions of Proposition 4.1, there exist constants C,R0 > 0 (depend-
ing only on
∫ |u0|2), such that for R ≥ R0, and all t ≥ 0
GR(t) ≤ CR2d(u(t)),(4.4)
G′R(t) ≤ −
8
N − 2d(u(t)).(4.5)
Let us show that Claim 4.3 implies Proposition 4.1.
Proof of Proposition 4.1. Step 1: exponential convergence of d(u(t)). Let us prove
(4.6) ∃c, C > 0, ∀t ≥ 0, d(u(t)) ≤ Ce−ct.
Fix R ≥ R0. We first remark
(4.7) ∀t ≥ 0, GR(t) > 0.
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Indeed by (4.5), GR is strictly decreasing with time, so that if GR(t0) ≤ 0 for some t0 ≥ 0, then
∀t ≥ t0 + 1, H ′R(t) = GR(t) ≤ GR(t0 + 1) < 0.
This contradicts the fact that ϕR is positive and u defined on [0,+∞), proving (4.7).
Consider two positive times t < T . Integrating (4.5) between t and T , and using (4.4), we get
(4.8)
8
N − 2
∫ T
t
d(u(s))ds ≤ GR(t)−GR(T ) ≤ GR(t) ≤ CR2d(u(t)).
Letting T tends to infinity yields,
∫ +∞
t d(u(s))ds ≤ Cd(u(t)), for some C > 0 and thus, by
Gronwall Lemma
(4.9)
∫ +∞
t
d(u(s))ds ≤ Ce−ct.
Our next claim is that
(4.10) lim
t→+∞ d(u(t)) = 0.
Indeed, by (4.9), there exists tn → +∞ such that d(u(tn)) → 0. Assume that (4.10) does not
hold. Then, extracting a subsequence from (tn), there exists t
′
n > tn such that
d(u(t′n)) = δ0, and ∀t ∈ (tn, t′n), 0 < d(u(t)) < δ0,
where δ0 is such that (3.21) and Lemma 3.7 hold. Consider the parameter α of decomposition
(3.21). By Lemma 3.7, |α′(t)| ≤ Cd(u(t)), for t ∈ [tn, t′n] thus (4.9) implies that α(tn) − α(t′n)
tends to 0. Furthermore, again by Lemma 3.7, |α(t)| ≈ d(u(t)), which shows that d(u(t′n)) tends
to 0, contradicting the definition of t′n. Hence (4.10).
By (4.10), the parameter α(t) is well defined for large t. In view of the estimates |α′(t)| ≤
Cd(u(t)) and |α(t)| ≈ d(u(t)), (4.9) yields (4.6).
Step 2: convergence of µ(t) and end of the proof. Let us prove
(4.11) lim
t→+∞µ(t) = µ∞ ∈ (0,∞).
By (4.6) and the estimate
∣∣∣ µ′(t)µ3(t) ∣∣∣ ≤ Cd(u(t)) of Proposition 3.7, we know that 1µ2(t) satisfies the
Cauchy criterion of convergence. This shows that limt→+∞ µ(t) = µ∞ ∈ (0,+∞]. It remains to
show that µ∞ is finite.
Assume that µ∞ = +∞. As u[θ(t),µ(t)] tends to W in H˙1, it implies that for any ε > 0,∫
|x|≥ε |u|2
∗
tends to 0 as t tends to ∞. By Ho¨lder inequality and the boundedness of ∫ |∇u(t)|2,
this shows that limt→+∞HR(t) = 0. Since by (4.7), H ′R(t) = GR(t) > 0, this implies that
HR(t) < 0 for t ≥ 0 which contradicts the fact that ϕR is positive. Hence (4.11).
In particular, µ is bounded. Thus by Lemma 3.7,
‖u−W[θ(t),µ(t)]‖H˙1 +
∣∣µ′(t)∣∣+ |θ′(t)| ≤ Cd(u(t)) ≤ Ce−ct,
which shows the Proposition. 
Proof of Corollary 4.2. Let u be a solution of (1.1) satisfying the assumptions of the corollary
and defined on R. Then by Proposition 4.1
(4.12) lim
t→±∞ d(u(t)) = 0.
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Define GR(t) as in the proof of Proposition 4.1. Applying Claim 4.3 to t 7→ u(−t), we see that
it holds also for negative times. By (4.5), G′R(t) < 0 and by (4.4) and (4.12) GR(t) → 0 for
t→ ±∞. This is a contradiction, yielding the corollary. 
Proof of Claim 4.3. As in the proof of Lemma 3.3, since E(u0) = E(W ) and ‖u0‖H˙1 > ‖W‖H˙1
(4.13) G′R(t) = 8
(∫
|∇u|2 −
∫
|u|2∗
)
+AR(u(t)) = − 16
N − 2d(u(t)) +AR(u(t)),
where AR is defined in (3.10).
Step 1: a general bound on AR. We show that there exist C1, R1 > 0 (depending only on
∫ |u0|2)
such that
(4.14) ∀R ≥ R1, ∀t ≥ 0, AR(u(t)) ≤
{
C1
R2
+
C1
R
2N−2
N−2
‖u(t)‖
2
N−2
H˙1
}
.
Indeed, according to (3.10), the definition of ϕR and (4.3),
AR(u(t)) =
∫
|x|≥R
|∇u(t)|2
(
4
d2ϕR
dr2
− 8
)
rN−1dr
+
∫
|x|≥R
|u(t)|2∗
(
− 4
N
∆ϕR + 8
)
rN−1dr −
∫
|u(t)|2(∆2ϕR)rN−1dr
≤ C
∫
|x|≥R
|u(t)|2∗dx+ C
R2
‖u(t)‖2L2 .
To bound the first term, we will use the radiality of u(t) and Strauss Lemma [Str77a]:
Lemma 4.4. There is a constant C > 0 such that for any radial function f in H1(RN )
∀x, |x| ≥ 1, |f(x)| ≤ C|x|(N−1)/2 ‖f‖
1/2
L2
‖f‖1/2
H˙1
.
We have
∫
|x|≥R |u(t)|2
∗ ≤ ‖u(t)‖
4
N−2
L∞({|x|≥R})‖u(t)‖2L2 , and thus, by Lemma 4.4,
(4.15)
∫
|x|≥R
|u(t)|2∗dx ≤ C
R
2N−2
N−2
‖u(t)‖
2
N−2
H˙1
‖u(t)‖
2N−2
N−2
L2
which concludes the proof of (4.14) by the conservation of the L2-norm.
Step 2: estimate on AR when d(u(t)) is small. Let us show that there exists δ2, R2, C2 > 0
(depending only on
∫ |u0|2L2) such that
(4.16) ∀t ≥ 0, ∀R ≥ R2, d(u(t)) ≤ δ2 =⇒ |AR(u(t))| ≤ C2
(
1
R
N−2
2
d(u(t)) + d(u(t))2
)
.
Taking a small δ2, we write by (3.21), u[θ(t),µ(t)] = W + v, with ‖v‖H˙1 ≤ Cd(u(t)). In view of
the bound (3.45) of AR shown in the preceding section, it is sufficient to prove
(4.17) µ− := inf{µ(t), t ≥ 0, d(u(t)) ≤ δ2} > 0.
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Inequality (4.17) follows again from the fact that u0 is in L
2. Indeed, if d(u(t)) ≤ δ2 we have,
from the conservation of the L2 norm, the equality u[θ(t),µ(t)] =W + V and Lemma 3.7
(4.18) ‖u0‖2L2 ≥
∫
|x|≤µ(t)
|u(t)|2 = 1
µ(t)2
∫
|x|≤1
∣∣u[µ(t)](t)∣∣2 ≥ 1µ(t)2
[(∫
|x|≤1
W 2
)
− Cδ22
]
.
If δ2 is small enough, this shows (4.17), and thus the announced inequality (4.16).
Step 3: conclusion of the proof. In view of (4.13), it is sufficient to prove
(4.19) ∃R0 > 0, ∀R ≥ R0, ∀t ≥ 0, |AR(u(t))| ≤ 8
N − 2d(u(t)).
From (4.16), there exist δ3, R3 such that (4.19) holds if R ≥ R3 and d(u(t)) ≤ δ3. Let R4 > 0
and
ΦR4(δ) :=
C1
R24
+
C1
R
2N−2
N−2
4
(
δ + ‖W‖2
H˙1
) 1
N−2 − 8
N − 2δ,
where C1 is given by step 1. Clearly, ΦR4 is concave. Chose R4 ≥ R2 large enough so that
ΦR4(δ3) ≤ 0, Φ′R4(δ3) ≤ 0. Then ΦR4(δ) ≤ 0 for all δ ≥ δ3. Thus (4.14) implies (4.19) when
R ≥ R4 and δ ≥ δ3, which concludes the proof of (4.19) with R0 := max{R3, R4}. The proof of
Claim 4.3 is complete. 
5. Preliminaries on the linearized equation around W
By Propositions 3.1 and 4.1, in order to conclude the proofs of Theorems 1 and 2, we need
to study solutions u of (1.1) on [t0,+∞), (t0 ≥ 0) such that
(5.1) ‖u(t)−W‖H˙1 ≤ Ce−γ0t, E(u) = E(W )
for some γ0 > 0.
We will write indifferently f = f1 + if2 or f =
(
f1
f2
)
for a complex valued function f with
real part f1 and imaginary part f2. For a solution u of (1.1) satisfying (5.1), we will write
v(t) := u(t)−W.
Equation (1.1) yields
∂tv + L(v) +R(v) = 0, L :=
(
0 ∆ +W pc−1
−∆− pcW pc−1 0
)
,(5.2)
R(v) := −i |W + v|pc−1 (W + v) + iW pc + ipcW pc−1v1 −W pc−1v2.
The proofs of our theorems in Section 6 rely on a careful analysis of solutions of the linearized
equation ∂th + Lh = ε, with h and ε exponentially small as t → +∞. Before this analysis,
carried out in Subsection 5.3, we need to establish some spectral properties of L and Strichartz
type estimates for the equation.
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5.1. Spectral theory for the linearized operator. We are interested here by real eigenvalues
and other spectral properties of L. Note that by direct calculation,
(5.3) L(iW ) = L(W1) = 0.
Lemma 5.1. The operator L admits two eigenfunctions Y+, Y− ∈ S with real eigenvalues
(5.4) LY+ = e0Y+, LY− = −e0Y−, Y+ = Y−, e0 ∈ (0,+∞).
See Appendix 7.2 for the proof.
Consider the symmetric bilinear form B on H˙1 such that Q(f) = B(f, f), where Q is the
quadratic form of Subsection 3.2
B(f, g) =
1
2
∫
∇f1 · ∇g1− pc
2
∫
f1g1W
pc−1+
1
2
∫
∇f2 · ∇g2− 1
2
∫
f2g2W
pc−1 =
1
2
Im
∫
(Lf)g.
As a consequence of the definition of B we have,
B(f, g) = B(g, f), B(iW, f) = B(W1, f) = 0, ∀f, g ∈ H˙1(5.5)
B(Lf, g) = −B(f,Lg), ∀f, g ∈ H˙1, Lf,Lg ∈ H˙1(5.6)
Q(Y+) = Q(Y−) = 0, B(Y−,Y+) 6= 0.(5.7)
Indeed, the only assertion which is not direct is the fact that B(Y−,Y+) 6= 0. To prove it,
one may argue by contradiction. If B(Y−,Y+) was 0, B and Q would be identically 0 on
span{W1, iW,Y−,Y+} which is of dimension 4. But Q is, by Claim 3.5, positive definite on H⊥,
which is of codimension 3, yielding a contradiction.
By (5.6), L is antisymmetric for the bilinear form B. In the following lemma, we give a
subspace G⊥ of H˙1, related to the eigenfunctions of L, in which Q is positive definite.
Lemma 5.2. Let G⊥ =
{
v ∈ H˙1, (iW, v)H˙1 = (W1, v)H˙1 = B(Y+, v) = B(Y−, v) = 0
}
. Then
there exists c > 0 such that
(5.8) ∀f ∈ G⊥, Q(f) ≥ c‖f‖2H˙1 .
Note that G⊥ is not stable by L. Lemma 5.2 implies the following characterization of the real
spectrum of L.
Corollary 5.3. Let σ(L) be the spectrum of the operator L on L2 of domain D(L) = H2. Then
σ(L) ∩ R = {−e0, 0, e0}.
Proof of the corollary. By Lemma 5.1, {−e0, e0} ⊂ σ(L). Furthermore, the operator L is a
compact perturbation of
(
0 ∆
−∆ 0
)
, thus its essential spectrum is iR. Consequently, 0 ∈ σ(L),
and σ(L) ∩ R∗ contains only eigenvalues. It remains to show that −e0 and e0 are the only
eigenvalues of L in R∗. Assume that for some f ∈ H2
Lf = e1f, e1 ∈ R \ {−e0, 0, e0}.
We must show that f = 0. By (5.6), (e1 + e0)B(f,Y+) = (e1 − e0)B(f,Y−) = 0 and thus
B(f,Y+) = B(f,Y−) = 0.
Write
f = βiW + γW1 + g, g ∈ G⊥, β =
(f, iW )H˙1
‖W‖2
H˙1
, γ =
(f,W1)H˙1
‖W1‖2H˙1
.
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Again by (5.6), B(f, f) = 0 and thus B(g, g) = 0. This implies by Lemma 5.2 that g = 0 and
thus e1f = Lf = βL(iW ) + γLW1 = 0. Recalling that e1 6= 0, we get as announced that f = 0,
which concludes the proof of Corollary 5.3 
Proof of Lemma 5.2. Recall from Claim 3.5 that there exists a constant c1 such that
(5.9) ∀g ∈ H⊥, Q(g) ≥ c1‖g‖2H˙1 .
Let f ∈ G⊥. We will eventually deduce (5.8) from (5.9). Decompose f , Y+ and Y− in the
orthogonal sum H˙1 = H ⊕H⊥:
f = αW + h˜, Y+ = η iW + ξW1 + ζW + h+, Y− = −ηiW + ξW1 + ζW + h−,(5.10)
where h˜, h+, h− ∈ H⊥, h− = h+.
Step 1. We first show
(5.11) Q(f) = −B(h+, h˜)B(h−, h˜)√
Q(h+)
√
Q(h−)
+Q(h˜).
Note that if h ∈ H⊥, B(W,h) = 12
∫ ∇W · ∇h1 − pc2 ∫ W pch1 = 1−pc2 ∫ ∇W · ∇h1 = 0. By (5.5),
(5.7) and (5.10), we have
(5.12) 0 = Q(Y+) = ζ2Q(W ) +Q(h+), 0 = Q(Y−) = ζ2Q(W ) +Q(h−).
Furthermore, developping the equalities B(f,Y+) = B(f,Y−) = 0 with (5.10) we get
(5.13) αζQ(W ) +B(h˜, h+) = αζQ(W ) +B(h˜, h−) = 0.
By (5.10), Q(f) = α2Q(W ) +Q(h˜), and (5.11) follows from (5.12) and (5.13).
Step 2. We next prove the following assertion:
The functions h+ and h− are independent in the real Hilbert space H˙1.
Note that h+ = h−. Thus it is sufficient to show
(5.14) h1 := Reh 6= 0 and h2 := Imh 6= 0.
Write Y1 = ReY+, Y2 = ImY+. Then (5.4) writes down
(5.15)
(
∆+W pc−1
)Y2 = e0Y1, (∆+ pcW pc−1)Y1 = −e0Y2.
We show (5.14) by contradiction. First assume that h2 = 0. Then by (5.10), Y2 is in span(W ),
so that (∆ +W pc−1)Y2 = 0. By (5.15), we get that Y1 = 0 and Y2 = 0, which contradicts the
definition of Y+.
Similarly, assuming that h1 = 0, and recalling that (∆ + pcW
pc−1)W1 = 0, we get by (5.10)
and (5.15) that Y2 = − ζ(pc−1)e0 W pc, and thus Y1 = −
ζ(pc−1)
e20
(∆ + W pc−1)W pc . Now, Y1 =
ξW1 + ζW . This implies that (∆ +W
pc−1)W pc is in span{W,W1}, which is not the case as a
direct computation shows. Hence (5.14) which concludes this step of the proof.
Step 3: conclusion of the proof. Recall that Q is positive definite on H⊥. We claim that there
is a constant b < 1, such that
(5.16) ∀X ∈ H⊥,
∣∣∣∣∣B(h+,X)B(h−,X)√Q(h+)√Q(h−)
∣∣∣∣∣ ≤ bQ(X).
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Indeed it is equivalent to show, by orthogonal decomposition on H⊥ related to B
(5.17) b := max
X∈span{h−,h+}
X 6=0
(
B(h+,X)√
Q(h+)Q(X)
)(
B(h−,X)√
Q(h−)Q(X)
)
< 1.
Applying twice Cauchy-Schwarz inequality with B, we get b ≤ 1. Furthermore, if b = 1,
there exists X 6= 0 such that the two Cauchy-Schwarz inequalities are equalities and thus
X ∈ span{h+} ∩ span{h−} = {0}, which is a contradiction, showing (5.16).
By (5.9), (5.11) and (5.16)
(5.18) Q(f) ≥ (1− b)Q(h˜) ≥ c1(1− b)‖h˜‖2H˙1 .
Noting that by (5.10), Q(f) = α2Q(W ) + Q(h˜), and recalling that Q(W ) < 0, we also get by
the first inequality in (5.18) that bQ(h˜) ≥ α2|Q(W )|. Hence
CQ(f) ≥ α2‖W‖2
H˙1
+ ‖h˜‖2
H˙1
= ‖f‖2
H˙1
,
which concludes the proof of Lemma 5.2. 
5.2. Preliminary estimates. In this subsection we gather some elementary estimates needed
in the sequel. We start with bounds on the potential and nonlinear terms of equation (5.2). Let
(5.19) V(v) := W pc−1Re v + pW pc−1 Im v,
so that equation (5.2) writes as a Schro¨dinger equation
(5.20) i∂tv +∆v + V(v) + iR(v) = 0.
We start to recall standard Strichartz estimates for the free Schro¨dinger equation (see [Str77b,
GV85, KT98]).
Lemma 5.4. Assume N ≥ 3 and, for j = 1, 2, let (pj , qj) such that ( 2pj + Nqj = N2 , pj ≥ 2).
Denote by p′j and q
′
j the dual conjugate exponents of pj and qj. Then
‖eit∆u0‖Lp1 (R,Lq1 ) ≤ C‖u0‖L2(5.21) ∥∥∥∥∫ +∞
t
ei(s−t)∆f(s)ds
∥∥∥∥
Lp1 (R,Lq1 )
≤ C‖f‖
Lp
′
2 (R,Lq
′
2 )
(5.22) ∥∥∥∥∫ +∞−∞ eis∆f(s)ds
∥∥∥∥
L2
≤ C‖f‖
Lp
′
2 (R,Lq
′
2 )
.(5.23)
If I is a time interval, we will be interested in the spaces S(I) and Z(I) defined in (2.4) as
well as N(I) := L2
(
I;L
2N
N+2
)
, which is the dual of the endpoint Strichartz space L2
(
I;L2
∗
)
.
Ho¨lder and Sobolev inequalities yield immediately:
Lemma 5.5 (Linear estimates). Let f ∈ L2∗ (RN). Then
(5.24) ‖V(f)‖
L
2N
N+2
≤ C‖f‖L2∗ .
Let I be a finite time interval of length |I| and f ∈ S(I) such that ∇f ∈ Z(I). Then, there
exists C independent of I, f and g such that
‖f‖S(I) ≤ C‖∇f‖Z(I)(5.25)
‖∇V(f)‖N(I) ≤ |I|
N
N+2 ‖∇f‖Z(I).(5.26)
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The proof of following lemma, given in the appendix, is classical.
Lemma 5.6 (Non-linear estimates). Let f, g be functions in L2
∗
(RN ). Then
(5.27) ‖R(f)−R(g)‖
L
2N
N+2
≤ C‖f − g‖L2∗
(
‖f‖L2∗ + ‖g‖L2∗ + ‖f‖pc−1L2∗ + ‖g‖
pc−1
L2∗
)
.
Let I be a finite time interval and f, g be functions in S(I), such that ∇f and ∇g are in Z(I).
Then
(5.28) ‖∇R(f)−∇R(g)‖N(I) ≤
C ‖∇f −∇g‖Z(I)
[
|I| 6−N2(N+2) (‖∇f‖Z(I) + ‖∇g‖Z(I))+ ‖∇f‖pc−1Z(I) + ‖∇g‖pc−1Z(I) ] .
We finish this subsection by showing Strichartz estimates on exponentially small solutions v
of (5.2).
Lemma 5.7 (Strichartz estimates). Let v be a solution of (5.2). Assume for some c0 > 0,
(5.29) ∃C > 0, ‖v(t)‖H˙1 ≤ Ce−c0t.
Then, for any Strichartz couple (p, q) (2p +
N
q =
N
2 , p ≥ 2)
(5.30) ∃C > 0, ‖v‖S(t,+∞) + ‖∇v‖Lp(t,+∞;Lq) ≤ Ce−c0t.
Proof. We will first estimate ‖v‖S(t,+∞) + ‖∇v‖Z(t,+∞). According to the following claim, we
juste need to estimate ‖v‖S(t,t+τ0) and ‖∇v‖Z(t,t+τ0) for some small τ0 > 0.
Claim 5.8 (Sums of exponential). Let t0 > 0, p ∈ [1,+∞[, a0 6= 0, E a normed vector space,
and f ∈ Lploc(t0,+∞;E) such that
(5.31) ∃τ0 > 0, ∃C0 > 0, ∀t ≥ t0, ‖f‖Lp(t,t+τ0,E) ≤ C0ea0t.
Then for t ≥ t0,
(5.32) ‖f‖Lp(t,+∞,E) ≤
C0e
a0t
1− ea0τ0 if a0 < 0; ‖f‖Lp(t0,t,E) ≤
C0e
a0t
1− e−a0τ0 if a0 > 0.
Proof. Assume a0 < 0. Summing up (5.31) at time t = t0, t = t0 + τ0, t = t0 + 2τ0, . . . , and
using the triangle inequality, we get (5.32). The case a0 > 0 is analogue. 
By (5.20),
(5.33) i∂t∇v +∆(∇v) +∇
(V(v) + iR(v)) = 0.
Let t and τ such that 0 < t, 0 < τ < 1. By Strichartz inequalities (5.21) and (5.22), and
equation (5.33)
‖∇v‖Z(t,t+τ) ≤ C
(
‖v(t)‖H˙1 + ‖∇(V(v) +R(v))‖N(t,t+τ)
)
.
Thus by Lemmas 5.5 and 5.6
‖∇v‖Z(t,t+τ) ≤ C
(
‖v(t)‖H˙1 + τ
N
N+2 ‖∇v‖Z(t,t+τ) + τ
6−N
2(N+2) ‖∇v‖2Z(t,t+τ) + ‖∇v‖pcZ(t,t+τ)
)
.
Using assumption (5.29), we get, for some constants K > 0 and αN > 0
(5.34) ‖∇v‖Z(t,t+τ) ≤ K
{
e−c0t + ταN ‖∇v‖Z(t,t+τ) + ‖∇v‖pcZ(t,t+τ)
}
.
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We claim that it implies that for large t
(5.35) ‖∇v‖Z(t,t+τ0) ≤ 2Ke−c0t, τ0 :=
1
(3K)1/αN
.
Indeed, fix t > 0. Then (5.34) implies ‖∇v‖Z(t,t+τ) < 2Ke−c0t for small τ . If (5.35) does not
hold, then there exists τ ∈ (0, τ0] such that ‖∇v‖Z(t,t+τ) = 2Ke−c0t, contradicting (5.34) if t is
large. Hence (5.35).
By Claim 5.8 and Sobolev inequality (5.25)
(5.36) ‖v‖S(t,+∞) + ‖∇v‖Z(t,+∞) ≤ Ce−c0t.
Now take any Strichartz couple (p, q). Then by (5.33), Strichartz estimates (5.21) and (5.22)
and Lemmas 5.5 and 5.6, ‖∇v‖Lp(t,t+1;Lq) ≤ C
(
‖v(t)‖H˙1 + ‖∇v‖Z(t,t+1) + ‖∇v‖pcZ(t,t+1)
)
. Thus
(5.36) implies the bound ‖∇v‖Lp(t,t+1;Lq) ≤ Ce−c0t, which concludes, by Claim 5.8, the proof of
the lemma. 
5.3. Estimates on exponential solutions of the linearized equation. Let us consider the
linearized equation with right-member
(5.37) ∂th+ Lh = ε
with h and ε such that for t ≥ 0,
‖∇ε‖N(t,+∞) + ‖ε(t)‖
L
2N
N+2
≤ Ce−c1t,(5.38)
‖h(t)‖H˙1 ≤ Ce−c0t,(5.39)
where 0 < c0 < c1. The following proposition asserts that h must decay almost as fast as ε,
except in the direction Y+ where the decay is of order e−e0t.
Proposition 5.9. Consider h and ε satisfying (5.37), (5.38) and (5.39). Then, for any Strichartz
couple (p, q):
• if c0 < c1 ≤ e0 or e0 < c0 < c1,
(5.40) ∀η > 0, ‖h(t)‖H˙1 + ‖∇h‖Lp(t,+∞;Lq) ≤ Cηe−(c1−η)t;
• if c0 ≤ e0 < c1, there exists A+ ∈ R such that
(5.41) ∀η > 0,
∥∥∥h(t) −A+e−e0tY+∥∥∥
H˙1
+
∥∥∥∇(h−A+e−e0tY+)∥∥∥
Lp(t,+∞;Lq)
≤ Cηe−(c1−η)t.
Proof of Proposition 5.9. We will start by proving (5.40). In view of the following claim it is
sufficient to prove only the bound of the H˙1-norm.
Claim 5.10. Consider h and ε fullfilling (5.37), (5.38) and (5.39) with 0 < c0 < c1. Then for
any Strichartz couple (p, q)
(5.42) ‖∇h‖Lp(t,+∞;Lq) ≤ Ce−c0t.
We will omit the proof, which is a simple consequence of Strichartz inequalities and of Lemma
5.5, and is similar to the proof of Lemma 5.7.
Let us decompose h(t) as
(5.43) h(t) = α+(t)Y+ + α−(t)Y− + β(t)iW + γ(t)W1 + g(t), g(t) ∈ G⊥,
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where (recall that by (5.5) and (5.7), B(iW, ·) = B(W1, ·) = 0 and Q(Y+) = Q(Y−) = 0)
α− :=
B(h,Y+)
B(Y+,Y−) , α+ :=
B(h,Y−)
B(Y+,Y−)(5.44)
β :=
1
‖W‖2
H˙1
(
h− α+Y+ − α−Y−, iW
)
H˙1
, γ :=
1
‖W1‖2H˙1
(
h− α+Y+ − α−Y−,W1
)
H˙1
.(5.45)
In the sequel, we will assume without loss of generality
(5.46) c1 6= e0.
We divide the proof into four steps.
Step 1: differential equations on the coefficients. We first claim
d
dt
(
ee0tα+
)
= ee0t
B(Y−, ε)
B(Y+,Y−) ,
d
dt
(
e−e0tα−
)
= e−e0t
B(Y+, ε)
B(Y+,Y−) ,(5.47)
dQ(h)
dt
= 2B(h, ε),
dβ
dt
=
(iW, ε˜)H˙1
‖W‖2
H˙1
,
dγ
dt
=
(W1, ε˜)H˙1
‖W1‖2H˙1
.(5.48)
Where
(5.49) ε˜ := ε− B(Y−, ε)
B(Y+,Y−)Y+ −
B(Y+, ε)
B(Y+,Y−)Y− − Lg.
By equation (5.37),
B(Y−, ∂th) +B(Y−,Lh) = B(Y−, ε).
Furthermore B(Y−, ∂th) = ddtB(Y−, h) and by (5.6), B(Y−,Lh) = −B(LY−, h) = e0B(Y−, h).
In view of (5.44), we get the first equation in (5.47). A similar calculation yields the second
equation.
By equation (5.37), B(h, ∂th)+B(h,Lh) = B(h, ε). Furthermore by (5.6), B(h,Lh) = 0 which
yields the equation on Q(h) in (5.48).
It remains to show the equations on β and γ. Differentiating (5.45), we get
β′(t) =
1
‖W‖2
H˙1
(ε̂, iW )H˙1 , γ
′(t) =
1
‖W1‖2H˙1
(ε̂,W1)H˙1 , ε̂ := ε− Lh− α′+Y+ − α′−Y−.
Now, noting that by (5.43), Lh = α+e0Y+ − α−e0Y− + L(g), and using (5.47), we obtain
ε̂ = ε− B(Y−, ε)
B(Y+,Y−)Y+ −
B(Y+, ε)
B(Y+,Y−)Y− − L(g) = ε˜,
which yields the desired result.
Step 2: bounds on α− and α+. We now claim
|α−(t)| ≤ Ce−c1t(5.50)
|α+(t)| ≤
{
Ce−c1t if e0 < c0,
C
(
e−e0t + e−c1t
)
if c0 ≤ e0.(5.51)
Let us first show the following general bound on B.
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Claim 5.11. For any finite time-interval I, of length |I|, and any functions f and g such that
f ∈ L∞(I, L 2NN+2 ), ∇f ∈ N(I), g ∈ L∞(I, L2∗) and ∇g ∈ L2(I, L2∗),∫
I
|B(f(t), g(t))|dt ≤ C
[
‖∇f‖N(I)‖∇g‖L2(I,L2∗) + |I| ‖f‖L∞(I,L 2NN+2 )‖g‖L∞(I,L2∗)
]
.
Proof. We have
2B(f(t), g(t)) = a(t) + b(t),where a(t) :=
∫
RN
∇f1(t)∇g1(t) +
∫
RN
∇f2(t)∇g2(t)
b(t) := −pc
∫
RN
W pc−1f1(t)g1(t)−
∫
RN
W pc−1f2(t)g2(t).
By Ho¨lder inequality∫
I
|a(t)|dt ≤ C‖∇f‖
N(I)
‖∇g‖
L2
(
I,L2∗
), |b(t)| ≤ C‖f(t)‖
L
2N
N+2
‖g(t)‖
L2∗
‖W pc−1‖
L∞
.
Integrating the estimate on b(t) over I and summing up, we get the conclusion of the claim. 
Assumption (5.38) on ε, together with the preceding claim yields the inequality∫ t+1
t
|e−e0sB(Y+, ε(s))|ds ≤ Ce−(e0+c1)t.
By Claim 5.8,
∫∞
t |e−e0sB(Y+, ε(s))|ds ≤ Ce−(e0+c1)t. Integrating the equation on α− in (5.47)
between t and +∞, we get (5.50).
Let us show (5.51). First assume that c0 > e0. Thus by assumption (5.39), e
e0tα+(t) tends
to 0 when t tends to infinity. Furthermore c1 > c0 > e0, and thus by assumption (5.38), Claims
5.11 and 5.8,
∫ +∞
t |ee0sB(Y−, ε(s))| ds ≤ Ce(e0−c1)t. Integrating between t and +∞ the equation
on α+ in (5.47) we get (5.51) if c0 > e0.
Now assume that c0 ≤ e0. By (5.47)
α+(t) = e
−e0tα+(0) +
e−e0t
B(Y+,Y−)
∫ t
0
ee0sB(Y−, ε(s))ds︸ ︷︷ ︸
(a)
.
If c0 ≤ e0 < c1, assumption (5.38) and Claim 5.11 imply that the integral (a) is bounded, which
shows (5.51) in this case.
It remains to show (5.51) when c0 < c1 < e0. By (5.38), Claim 5.11 and Claim 5.8, |(a)| ≤
Ce(e0−c1)t, which yields again (5.51). Step 2 is complete.
Step 3: bounds on ‖g‖H˙1 , β and γ. We next prove
(5.52)
∥∥g(t)∥∥
H˙1
+ |β(t)| + |γ(t)| ≤ Ce−
“
c0+c1
2
”
t
.
By Claims 5.10 and 5.11, assumptions (5.38) and (5.39) yield
∫ t+1
t |B(h(s), ε(s))|ds ≤ Ce−(c0+c1)t.
Integrating the equation on Q in (5.48) between t and +∞ and using Claim 5.8, we get
(5.53) |Q(h(t))| ≤ Ce−(c0+c1)t.
DYNAMIC FOR ENERGY CRITICAL NLS 33
Thus
|Q(α+Y+ + α−Y− + βiW + γW1 + g)| ≤ Ce−(c0+c1)t
|2α+α−B(Y+,Y−) +Q(g)| ≤ Ce−(c0+c1)t.
By (5.50) and (5.51)
|Q(g)| ≤
 C
(
e−(c0+c1)t + e−2c1t
)
≤ Ce−(c0+c1)t if c0 > e0
C
(
e−(c0+c1)t + e−(e0+c1)t + e−2c1t
)
≤ Ce−(c0+c1)t if c0 ≤ e0.
As a consequence of the coercivity of Q on G⊥ (Lemma 5.2), we get the estimate on ‖g‖H˙1 in
(5.52). It remains to show the bounds on β and γ.
Consider the function ε˜ defined in (5.49). By assumption (5.38)
(5.54)
∫ t+1
t
∣∣(iW, ε˜(s))H˙1 ∣∣ ds ≤ Ce−c1t + ∫ t+1
t
∣∣(W,Lg(s))H˙1 ∣∣ ds.
We have (W,Lg)H˙1 = Re
∫ −∆(W )Lg = −Re ∫ L∗(∆W )g, where L∗ is the L2-adjoint of L.
Note that L∗(∆W ) = L∗W pc is in L 2NN+2 (indeed by explicit computation, it is a C∞ function
of order 1|x|2N+4 at infinity). Thus, by the estimate on ‖g‖H˙1 in (5.52),∣∣(Lg(t),W )H˙1 ∣∣ ≤ C‖g(t)‖L2∗ ≤ Ce−“ c0+c12 ”t.
In view of Claim 5.8 and (5.54), we get the bound on β in (5.52). An analoguous proof yields
the bound on γ.
Step 4: conclusion. Summing up estimates (5.50), (5.51) and (5.52), we get, in view of decom-
position (5.43) of h.
‖h(t)‖H˙1 ≤

Ce
−
“
c0+c1
2
”
t
if c0 > e0
C
[
e−e0t + e−
“
c0+c1
2
”
t
]
if c0 ≤ e0.
Proof of (5.40). Iterating the argument we obtain the bound ‖h(t)‖H˙1 ≤ Cηe−(c1−η)t if c0 <
c1 < e0 or e0 < c0 < c1, which yields (together with Claim 5.10), the desired estimate (5.40)
Proof of (5.41). Let us assume c0 ≤ e0 < c1. Then the equation on α+ in (5.47) shows that
ee0tα+(t) has a limit A+ when t → +∞. Integrating the equation between t and +∞, we get
(in view of Claim 5.11)
A+ − ee0tα+(t) = ee0t
∫ +∞
t
B(Y+, ε(s))
B(Y+,Y−) ds = O
(
e(e0−c1)t
)
.
By decomposition (5.43) and estimates (5.50) and (5.52), we get ‖h(t) − A+e−e0tY+‖H˙1 ≤
Ce
−
“
c0+c1
2
”
t
. Furthermore, h1(t) := h(t) − A+e−e0tY+ satisfies, as h, equation (5.37). Thus
the estimate (5.40) shown in the preceding step implies (5.41). The proof of Proposition 5.9 is
complete. 
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6. Proof of main results
We now turn to the proof of Theorems 1 and 2. In Subsection 6.2, we show the existence of the
solutions W± of Theorem 1 by a fixed point, approaching them by approximates solutions W ak
of (1.1) constructed in Subsection 6.1 and converging exponentially toW for large t. Subsection
6.3 is devoted to the conclusion of the proofs of the theorems.
6.1. A family of approximate solutions converging to W .
Lemma 6.1. Let a ∈ R. There exist functions (Φaj )j≥1 in S(RN ), such that Φa1 = aY+ and if
(6.1) W ak (t, x) :=W (x) +
k∑
j=1
e−je0tΦaj (x),
then as t→ +∞,
(6.2) i∂tW
a
k +∆W
a
k +
∣∣W ak ∣∣pc−1W ak = O(e−(k+1)e0t) in S(RN ).
Remark 6.2. Let ε˜ak := i∂tW
a
k +∆W
a
k + |W ak |pc−1W ak . By (6.2) we mean that for all J,M , there
exists CJ,M > 0 such that (1 + |x|)M |∂Jx ε˜ak(t, x)| ≤ CJ,Me−(k+1)e0t.
Proof of the lemma. Let us fix a ∈ R. To simplify notations, we will omit most of the super-
scripts a. We will construct the functions Φj = Φ
a
j by induction on j. Assume that Φ1, . . . , Φk
are known, and let vk :=Wk −W =
∑k
j=1 e
−je0tΦj(x). Assertion (6.2) writes
(6.2’) εk := ∂tvk + L(vk) +R(vk) = O
(
e−(k+1)e0t
)
in S(RN ).
Step 1: k = 1. Let Φ1 := aY+, which is in S (see Remark 7.2) and v1(t, x) := e−e0tΦ1(x). We
have ∂tv1 + Lv1 = 0 and thus
∂tv1 + Lv1 +R(v1) = R(v1).
Note that R(v1) = W
pcJ(W−1v1), where J(z) := −i
[|1 + z|pc−1(1 + z)− 1− pc+12 z − pc−12 z] is
real-analytic for {|z| < 1} and satisfies J(0) = ∂zJ(0) = ∂zJ(0) = 0. Write
(6.3) J(z) :=
∑
j1+j2≥2
aj1j2z
j1zj2 ,
with normal convergence of the series and all its derivatives, say for |z| ≤ 12 . Chose t0 such that
∀t ≥ t0, |v1(t)| ≤ 12W . Then
(6.4) ∀t ≥ t0, ∀x ∈ RN , R(v1) =
∑
j1+j2≥2
aj1j2W
pc
(
W−1v1
)j1(W−1v1)j2 .
As a consequence, there exists a constant C > 0 such that for large t, |R(v1)| ≤ C|W−1v1|2.
Using analoguous inequalities on the derivatives of R(v1), and the fact that v1 = ae
−e0tΦ1 with
Φ1 ∈ S(RN ), we get R(v1) = O(e−2e0t) in S(RN ), which gives (6.2’) for k = 1.
Step 2: induction. Let us assume that Φ1, . . . , Φk are known and satisfy (6.2’) for some k ≥ 1.
To construct Φk+1, we will first show that there exists Ψk ∈ S(RN ) (depending only on Φ1, . . . ,
Φk) such that for large t
(6.5) εk(x, t) = e
−(k+1)e0tΨk(x) +O
(
e−(k+2)e0t
)
in S(RN ).
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Indeed by (6.2’)
(6.6) εk(t, x) =
k∑
j=1
e−je0t
(−je0Φj(x) + LΦj(x)) +R(vk(t, x)).
All the functions Φj are in S(RN ), so that for large t, and all x, |vk(t, x)| ≤ 12W (x). Furthermore
R(vk) = W
pcJ(W−1vk), and by the development (6.3) of J we get by (6.6) that there exist
functions Fj ∈ S(RN ) such that for large t
εk(t, x) =
k+1∑
j=1
e−je0tFj(x) +O
(
e−(k+2)t
)
in S(RN ).
By (6.2’) at rank k, Fj = 0 for j ≤ k which shows (6.5) with Φk = Fk+1.
By Corollary 5.3, (k + 1)e0 is not in the spectrum of L. Let
Φk+1 := −(L − (k + 1)e0)−1Ψk
which belongs to S(RN ) (see Remark 7.2) and is uniquely determined by Φ1,. . . ,Φk. By defini-
tion, vk+1 = vk + e
−(k+1)e0tΦk+1. Furthermore,
εk+1 := ∂tvk+1 + Lvk+1 +R(vk+1)
= ∂tvk + Lvk +R(vk)− (k + 1)e0Φk+1e−(k+1)e0t + LΦk+1e−(k+1)e0t +R(vk+1)−R(vk)
= εk − e−(k+1)e0tΨk +R(vk+1)−R(vk).
By (6.5), εk − e−(k+1)e0tΨk = O
(
e−(k+2)e0t
)
in S(RN ). Writing as before R = W pcJ(W ·), and
using the developpment (6.3) of J , we get that R(vk+1)−R(vk) = O
(
e−(k+2)e0t
)
in S(RN ) which
yields (6.2’) at rank k + 1. The proof is complete. 
6.2. Contraction argument near an approximate solution.
Proposition 6.3. Let a ∈ R. There exists k0 > 0 such that for any k ≥ k0, there exists tk ≥ 0
and a solution W a of (1.1) such that for t ≥ tk,
(6.7)
∥∥∇(W a −W ak )∥∥Z(t,+∞) ≤ e−(k+ 12 )e0t.
Furthermore, W a is the unique solution of (1.1) satisfying (6.7) for large t. Finally, W a is
independent of k and satisfies for large t,
(6.8) ‖W a(t)−W − ae−e0tY+‖H˙1 ≤ e−
3
2
e0t.
Proof. Step 1: transformation into a fixed-point problem. As in the preceding proof, we will fix
a ∈ R and omit most of the superscripts a. Let
h :=W a −W ak .
The functionW a is solution of (1.1) if and only if wa := W a−W is solution of (5.2). Substracting
equations (5.2) on wa and (6.2’) on vk := W
a
k −W , we get that W a satisfies (1.1) if and only if
h = wa − vk satisfies ∂th + Lh = −R(vk + h) + R(vk) + εk (see (6.2’) for the definition of εk).
This may be rewritten (recalling (5.19) for the definition of V)
i∂th+∆h = −V(h)− iR(vk + h) + iR(vk) + iεk.
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Thus the existence of a solution W a of (1.1) satisfying (6.7) for t ≥ tk may be written as the
following fixed-point problem
(6.9) ∀t ≥ tk, h(t) =Mk(h)(t) and ‖∇h‖Z(t,+∞) ≤ e−(k+
1
2)e0t
where Mk(h)(t) := −
∫ +∞
t
ei(t−s)∆
[
iV(h(s)) −R(vk(s) + h(s)) +R(vk(s))− εk(s)
]
ds.
Let us fix k and tk. Consider
EkZ :=
{
h ∈ S(tk,+∞), ∇h ∈ Z(tk,+∞); ‖h‖Ek
Z
:= sup
t≥tk
e(k+
1
2)e0t‖∇h‖Z(t,+∞) <∞
}
BkZ :=
{
h ∈ EkZ , ‖h‖Ek
Z
≤ 1}.
The space EkZ is clearly a Banach space. In view of (6.9), it is sufficient to show that if tk and
k are large enough, the mapping Mk is a contraction on BkZ . This is the aim of the next step.
Step 2: contraction property. Note that by Strichartz inequality (5.22), there is a constant
C∗ > 0 such that if g, h ∈ EkZ , k ≥ 1,
‖∇(Mk(h))‖Z(t,+∞) ≤ C∗
[
‖∇(V(h))‖N(t,+∞)(6.10)
+ ‖∇(R(vk + h)−R(vk))‖N(t,+∞) + ‖∇εk‖N(t,+∞)
]
‖∇(Mk(g)−Mk(h))‖Z(t,+∞) ≤ C∗
[
‖∇(V(g − h))‖N(t,+∞)(6.11)
+ ‖∇(R(vk + h)−R(vk + g))‖N(t,+∞)
]
.
Claim 6.4. There exists k0 > 0 such that for k ≥ k0 the following holds: for all h ∈ EkZ
(6.12) ‖∇(V(h))‖N(t,+∞) ≤
1
4C∗
e−(k+
1
2
)e0t‖h‖Ek
Z
;
and there exists a constant Ck, depending only on k such that for all f, g ∈ BkZ and t ≥ tk∥∥∇(R(vk + g) −R(vk + h))∥∥N(t,+∞) ≤ Cke−(k+ 32 )e0t‖g − h‖EkZ ,(6.13)
‖∇εk‖N(t,+∞) ≤ Cke−(k+1)e0t.(6.14)
Let us first assume Claim 6.4 and prove the proposition. Chose k ≥ k0. By (6.10), (6.11),
(6.12), (6.13) and (6.14), we get, if g, h ∈ BkZ
‖Mk(h)‖Ek
Z
≤
(
1
4
+ C∗Cke−e0tk + C∗Cke−
1
2
e0tk
)
,
‖Mk(g) −Mk(h)‖Ek
Z
≤ ‖g − h‖Ek
Z
(
1
2
+ C∗Cke−e0tk
)
,
which shows, chosing a larger tk if necessary, that Mk is a contraction of BkZ .
Thus, for each k ≥ k0, (1.1) has an unique solution W a satisfying (6.7) for t ≥ tk. The
preceding proof clearly remains valid taking a larger tk, so that the uniqueness still holds in the
class of solutions of (1.1) satisfying (6.7) for t ≥ t′k, where t′k is any real number larger than tk.
Let k < k˜ and W a, W˜ a be the solutions of (1.1) constructed above for k and k˜ respectively.
Then, W˜ a although satisfies (6.7) for large t, so that the uniqueness in the fixed-point shows
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that W a(t) = W˜ a(t), for large t and thus, by uniqueness in (1.1), that W a = W˜ a. This shows
that W a does not depend on k.
It remains to show (6.8). Let k > 0 be a large integer and h ∈ BkZ . By Strichartz inequality
(5.23), and the definition of Mk, we have, for t ≥ tk,
‖Mk(h)(t)‖H˙1 ≤
∥∥∇(iV(h) −R(vk + h) +R(vk)− εk)∥∥N(t,+∞).
As a consequence of Claim 6.4 and the fact that ‖h‖kEZ ≤ 1, we get
‖Mk(h)(t)‖H˙1 ≤ C
(
e−(k+
1
2)e0t‖h‖Ek
Z
+ e−(k+1)e0t
)
≤ Ce−(k+ 12)e0t.
Using the preceding inequality on h = W a −W ak (which satisfies h =Mk(h)), and noting that
W ak = W + ae
−e0tY+ + O(e−2e0t) in H˙1, we get directly (6.8). To complete the proof of the
proposition, it remains to show Claim 6.4. 
Proof of Claim 6.4. Estimate (6.14) follows immediately from (6.2’).
Let us show (6.13). By Lemma 5.6,
‖∇(R(vk + g)−R(vk + h))‖N(t,t+1) ≤ (A)‖∇(g − h)‖Z(t,t+1),(6.15)
(A) := C
(
‖∇g‖Z(t,t+1) + ‖∇h‖Z(t,t+1) + ‖∇vk‖Z(t,t+1)
+ ‖∇g‖pc−1Z(t,t+1) + ‖∇h‖pc−1Z(t,t+1) + ‖∇vk‖pc−1Z(t,t+1)
)
.
By the explicit form of vk and the fact that g, h ∈ BkZ , we get
(6.16) (A) ≤ C ′ke−e0t,
where C ′k only depends on k. Combining (6.15) and (6.16), we get
‖∇(R(vk + g)−R(vk + h))‖N(t,t+1) ≤ C ′ke−e0t‖∇(g − h)‖Z(t,t+1) ≤ C ′′ke−(k+
3
2
)e0t‖g − h‖EZ
which gives (6.13) in view of Claim 5.8.
It remains to show (6.12). Let τ0 > 0. By Lemma 5.5, there exists a constant C2 > 0 such
that
‖∇(Vh)‖N(t,t+τ0) ≤ C2τ
N
N+2
0 ‖∇h‖Z(t,t+τ0) ≤ C2τ
N
N+2
0 e
−(k+ 12)e0t‖h‖Ek
Z
By Claim 5.8,
‖∇(Vh)‖N(t,+∞) ≤
C2e
−(k+ 1
2
)e0t
1− e−(k+ 12 )e0τ0
τ
N
N+2
0 ‖h‖Ek
Z
.
Chosing τ0 and k0 such that C2τ
N
N+2
0 =
1
8C1
and e−(k0+
1
2
)e0τ0 ≤ 12 , we get (6.12) for k ≥ k0.

6.3. Conclusion of the proofs of the theorems.
Proof of Theorem 1. Denote as before Y1 := ReY+ = ReY−. Note that (W,Y1)H˙1 6= 0. Indeed,
if (W,Y1)H˙1 = 0, then by the equation ∆W = −W pc, we would have B(W,Y+) = B(W,Y−) = 0
so thatW ∈ G⊥, which contradicts, in view of Lemma 5.2, the fact that Q(W ) = − 2(N−2)CN
N
< 0.
Replacing Y± by −Y± if necessary, we may assume
(6.17) (W,Y1)H˙1 > 0.
38 T. DUYCKAERTS AND F. MERLE
Let
W± :=W±1,
which yields two solutions of (1.1) for large t > 0. Then all the conditions of Theorem 1 are
satisfied. Indeed (1.8) follows from the conservation of the energy and the fact that W a tends
to W in H˙1, (1.9) is an immediate consequence (6.8). Furthermore, again by (6.8),
‖W a‖2
H˙1
= ‖W‖2
H˙1
+ 2ae−e0t(W,Y1)H˙1 +O(e−
3
2
e0t),
which shows, together with (6.17), that for large t > 0,
‖W+(t)‖H˙1 > 0, ‖W−(t)‖H˙1 < 0.
From Remark 1.2, these inequalities remain valids for every t in the intervals of existence of W+
and W−. Finally T−(W−) = −∞ by Proposition 2.1 and ‖u‖S(−∞,0) <∞ by Corollary 3.2.
It remains to show that in the case N = 5, T−(W+) <∞. For this we will show that for any
a and any t in the interval of definition of W a,
(6.18) N = 5 =⇒W a(t) ∈ L2(R5).
Consider as in Subsection 2.3 a positive radial function ψ on R5, such that ψ = 1 if |x| ≤ 1 and
ψ = 0 if |x| ≥ 2. Define, for R > 0 and large t,
FR(t) :=
∫
R5
|W a(t, x)|2ψ( x
R
)
dx.
Then, W a being a solution of (1.1),
F ′R(t) =
2
R
Im
∫
W a∇W a · (∇ψ)( x
R
)
dx =
2
R
Im
∫
W∇(W a −W ) · (∇ψ)( x
R
)
dx
+
2
R
Im
∫
(W a −W )∇W · (∇ψ)( x
R
)
dx+
2
R
Im
∫
(W a −W )∇ (W a −W) · (∇ψ)( x
R
)
dx.
Using that by (6.8), ‖W a(t)−W‖H˙1 ≤ Ce−e0t, we get, by Hardy inequality
|F ′R(t)| ≤ C‖W a(t)−W‖H˙1
(‖W a(t)‖H˙1 + ‖W‖H˙1) ≤ Ce−e0t,
with a constant C independent of R, and thus, integrating between a large t and +∞,∣∣∣∣FR(t)− ∫
RN
|W (x)|2ψ( x
R
)
dx
∣∣∣∣ ≤ Ce−e0t.
Letting R goes to +∞, we get (6.18) and ‖W a(t)‖L2 = ‖W‖L2 . In particular W+(t) ∈ L2(R5),
and thus, by Corollary 4.2, T−(W+) <∞ which concludes the proof of Theorem 1. 
Proof of Theorem 2. Let us first prove:
Lemma 6.5. If u is a solution of (1.1) satisfying
(6.19) ‖u(t)−W‖H˙1 ≤ Ce−γ0t, E(u) = E(W )
then
∃!a ∈ R, u =W a.
Corollary 6.6. For any a 6= 0, there exists Ta ∈ R such that
(6.20)
{
W a =W+(t+ Ta) if a > 0
W a =W−(t+ Ta) if a < 0.
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Proof. Let u = W + v be a solution of (1.1) for t ≥ t0 satisfying (6.19). Recall that v satisfies
equation (5.2).
Step 1. We show that there exists a ∈ R such that
(6.21) ∀η > 0, ‖v(T )− ae−e0TY+‖H˙1 +
∥∥∇(v(t)− ae−e0tY+)∥∥Z(T,+∞) ≤ Cηe−(2−η)e0T .
Indeed we will show
(6.22) ‖v(t)‖H˙1 ≤ Ce−e0t, ‖R(v(t))‖L 2NN+2 + ‖∇(R(v))‖N(t,+∞) ≤ Ce
−2e0t.
Assuming (6.22), we are in the setting of Proposition 5.9 with h = v, ε = −R(v), c0 = e0 and
c1 = 2e0. The conclusion (5.41) of the proposition would then yield (6.21). It remains to prove
(6.22).
By Lemma 5.6, Claim 5.10 and Claim 5.8, the bound on R(v) in (6.22) follows from the bound
on ‖v(t)‖H˙1 , so that we only need to show this first bound.
By Lemma 5.7, assumption (6.19) implies ‖v(t)‖H˙1 + ‖∇v‖Z(t,+∞) ≤ Ce−γ0t. By Lemma 5.6
and Claim 5.8
‖R(v(t))‖
L
2N
N+2
+ ‖∇(R(v))‖N(t,+∞) ≤ Ce−2γ0t.
Thus we can apply Proposition 5.9, showing that
‖v(t)‖H˙1 ≤ C
(
e−e0t + e−
3
2
γ0t
)
.
If 32γ0 ≥ e0 the proof of (6.22) is complete. If not, assumption (6.19) on v holds with 32γ0
instead of γ0, and an iteration argument yields the result. The proof of (6.22) is complete,
which concludes Step 1.
Step 2. Let us show
(6.23) ∀m > 0, ∃t0 > 0, ∀t ≥ t0, ‖u(t)−W a(t)‖H˙1 +
∥∥∇(u−W a)∥∥
Z(t,+∞) ≤ e−mt.
This will show that u =W a, by uniqueness in Proposition 6.3. According to Step 1, (6.23) holds
for m = 32e0. Let us assume (6.23) holds for some m = m1 > e0. We will show that it holds for
m = m1 +
e0
2 , which will yield (6.23) by iteration and conclude the proof.
Write v(t) := u(t)−W , wa(t) :=W a(t)−W (so that in particular u−W a = v −wa). Then
∂t(v −wa) + L(v − wa) = −R(v) +R(wa).
We have assumed ‖v(t) − wa(t)‖H˙1 +
∥∥∇(v − wa)∥∥
Z(t,+∞) ≤ e−m1t. According to Lemma 5.6
and Claim 5.8∥∥∇(R(v)−R(wa))∥∥
N(t,+∞) +
∥∥R(v(t)) −R(wa(t))∥∥
L
2N
N+2
≤ Ce−(m1+e0)t.
Then by Proposition 5.9
‖v(t) − wa(t)‖H˙1 + ‖∇(v − wa)‖Z(t,+∞) ≤ Ce−
(
m1+
3
4
e0
)
t,
which yields (6.23) with m = m1+
e0
2 . By iteration, (6.23) holds for any m > 0. Using this with
m = (k0 + 1)e0 (where k0 is given by Proposition 6.3), we get that for large t > 0∥∥∇(u−W ak0)∥∥Z(t,+∞) ≤ e−(k0+ 12 )e0t.
By uniqueness in Proposition 6.3, we get as announced that u =W a which concludes the proof
of the lemma. 
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Proof of Corollary 6.6. Let a 6= 0 and chose Ta such that |a|e−e0Ta = 1. By (6.8),
(6.24) ‖W a(t+ Ta)−W ∓ e−e0tY+‖H˙1 ≤ Ce−
3
2
e0t.
Furthermore, W a(·+ Ta) satisfies the assumptions of Lemma 6.5, which shows that there exists
a′ such thatW a(·+Ta) =W a′ . By (6.24), a′ = 1 if a > 0 and a′ = −1 if a < 0, hence (6.20). 
Let us turn to the proof of Theorem 2. Point (b) is an immediate consequence of the variational
characterization of W ([Aub76], [Tal76]).
Let us show (a). Let u be a solution of (1.1) such that E(u0) = E(W ) and ‖u0‖H˙1 <
‖W‖H˙1 . Assume that ‖u‖S(R) =∞. Replacing if necessary u(t) by u(−t), we may assume that
‖u‖S(0,+∞) = ∞. Then by Proposition 3.1, there exist θ0 ∈ R, µ0 > 0, and c, C > 0 such that
‖u(t) −W[θ0,µ0]‖H˙1 ≤ Ce−ct. This shows that u[−θ0,µ−10 ] fullfills the assumptions of Lemma 6.5.
Using that ‖u‖H˙1 < ‖W‖H˙1 , this implies that there exists a < 0 such that u[−θ0,µ−10 ] = W
a.
Thus by Corollary 6.6,
u(t) =W−[θ0,µ0](t+ Ta),
which shows (a).
The proof of (c) is similar. Indeed if u is a solution of (1.1) defined on [0,+∞) and such that
E(u0) = E(W ), ‖u0‖H˙1 > ‖∇W‖H˙1 and u0 ∈ L2, then by Proposition 4.1, ‖u(t)−W[θ0,µ0]‖H˙1 ≤
Ce−ct, which shows using Lemma 6.5 and the same argument as before that for some t0 ∈ R,
u(t) =W+
[θ0,µ0]
(t+ t0).
The proof of Theorem 2 is complete. 
7. Appendix
7.1. Proofs of some results of decomposition near W .
7.1.1. Proof of Lemma 3.6. Let us first show the lemma when f is close to W . Consider the
following functionals on R× (0,+∞) × H˙1:
J0 : (θ, µ, f) 7→
(
f[θ,µ], iW
)
H˙1
, J1 : (θ, µ, f) 7→
(
f[θ,µ],W1
)
H˙1
Then, by (3.18)
∂J0
∂θ
(0, 1,W ) =
∫
|∇W |2 ∂J0
∂µ
(0, 1,W ) = 0
∂J0
∂µ
(0, 1,W ) = 0
∂J1
∂µ
(0, 1,W ) = −
∫
|∇W1|2.
Furthermore, J0(0, 1,W ) = J1(0, 1,W ) = 0. Thus by the Implicit Function Theorem there exists
ε0, η0 > 0 such that for h ∈ H˙1:
‖h−W‖H˙1 < ε0 =⇒ ∃!(θ, µ), |θ|+ |µ − 1| ≤ η0 and
(
h[θ,µ], iW
)
H˙1
=
(
h[θ,µ],W1
)
H˙1
= 0.
Let f be as in the proposition. By the variational characterization of W , if d(f) is small enough,
we can choose µ1 and θ1 such that f[θ1,µ1] = W + g, ‖g‖H˙1 ≤ ε
(
d(f)
)
, and we are now reduced
to the preceding case. The assertions on the uniqueness of (θ, µ) and the regularity of the
mapping f 7→ (θ, µ) follows from the Implicit Functions Theorem. The proof of Lemma 3.6 is
complete. 
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7.1.2. Proof of Lemma 3.7. Take u as in Lemma 3.7 and let
(7.1) v(t) := u[θ(t),µ(t)](t)−W = u˜(t) + α(t)W.
Proof of (3.22). In this part of the proof, t is just a parameter and we will not write it for the
sake of simplicity. By (7.1),
(7.2) ‖v‖2
H˙1
= α2‖W‖2
H˙1
+ ‖u˜‖2
H˙1
.
To get a second relation between ‖v‖H˙1 , α and
∥∥u˜∥∥
H˙1
, we use the equation E(W ) = E(W +
v) together with (3.17). Denote by u˜1 and u˜2 the real and imaginary parts of u˜. By the
orthogonality of u˜1 and u˜2 with W in H˙
1, and the equation ∆W +W pc = 0 we have∫
∇W · ∇u˜1 =
∫
∇W · ∇u˜2 =
∫
W pcu˜1 =
∫
W pcu˜2 = 0.
Thus W and u˜ are Q-orthogonal and Q(v) = Q(u˜ + αW ) = −|Q(W )|α2 + Q(u˜). This yields,
using (3.17),
∣∣∣α2|Q(W )| − Q(u˜)∣∣∣ ≤ C‖v‖3
H˙1
. By the coercivity of Q on H⊥ (Claim 3.5) which
implies Q(u˜) ≈ ∥∥u˜∥∥2
H˙1
, we get
(7.3) ‖u˜‖2
H˙1
≤ C
(
‖v‖3
H˙1
+ α2
)
, α2 ≤ C
(
‖u˜‖2
H˙1
+ ‖v‖3
H˙1
)
.
It follows from the variational characterization of W that ‖v‖H˙1 is small when d(u) is small. By
(7.2) and (7.3), we get, for small d(u),
(7.4) |α| ≈ ‖v‖H˙1 ≈ ‖u˜‖H˙1 .
This is the first part of (3.22). It remains to show the estimate on d(u). Developing the equation
‖W + v‖2
H˙1
= ‖W‖2
H˙1
+ d(u) we get,
(7.5) ‖v‖2
H˙1
+ 2(v,W )H˙1 = ‖v‖2H˙1 + 2α = d(u)
which gives, thanks to (7.4), the desired result. The proofs of (3.22) is complete.
Proof of (3.23). Let us consider the self-similar variables y and s defined by
µ(t)y = x, ds = µ2(t)dt.
Then (1.1) may be rewritten
(7.6) i∂su[θ,µ] +∆yu[θ,µ] +
∣∣u[θ,µ]∣∣pc−1 u[θ,µ] + θsu[θ,µ] + iµsµ
(
N − 2
2
u[θ,µ] + y · ∇u[θ,µ]
)
= 0
where the subscript s denotes the derivative with respect to s and ∆y the Laplace operator with
respect to the new space variable y.
We much show
(7.7) |αs(s)|+ |θs(s)|+
∣∣∣∣µsµ (s)
∣∣∣∣ ≤ C|d(u(s))|.
For any complex-valued function f , we will write f1 := Re f , f2 := Im f . Writing u[θ,µ] =W +v,
we get
∂sv + Lv +R(v)− θsiW − θsiv + µs
µ
W1 +
µs
µ
(
N − 2
2
v + y · ∇v
)
= 0.
42 T. DUYCKAERTS AND F. MERLE
Where the linear operator L and the remainder term R are defined by (5.2). We will need the
following bound on R(v) (see Lemma 5.6)
(7.8) ‖R(v)‖
L
2N
N+2
≤ C
(
‖v‖2
H˙1
+ ‖v‖pc
H˙1
)
.
Writing v = u˜+α(s)W and keeping in the left-hand side only the terms that are linear in u˜, α,
αs, θ, θs and µs/µ, we get
(7.9) ∂su˜1 + i∂su˜2 + αsW + (∆ +W
pc−1)u˜2 − i(∆ + pcW pc−1)u˜1 − iα(pc − 1)W pc
− θsiW + µs
µ
W1 = −R(v) + θsiv − µs
µ
(
N − 2
2
v + y · ∇v
)
.
In view of estimates (3.22), it is easy to see that the H˙1-scalar products of the right-hand term
by W , iW and W1 are bounded up to a constant by ε(s), where ε(s) is defined by
ε(s) := |d|
(
|d|+ |θs(s)|+
∣∣∣µs
µ
(s)
∣∣∣) , d := d(u(s)).
For instance, by (7.8)
(7.10)
∣∣(R(v),W )
H˙1
∣∣ = ∣∣(R(v),∆W )
L2
∣∣ ≤ ‖R(v)‖
L
2N
N+2
‖∆W‖L2∗ = O
(
d
2
)
.
The formal integration by part in (7.10), which is rigorous for smooth solutions of (1.1) decaying
fast enough at infinity, may be justified by passing to the limit and using the standard Cauchy
problem theory for (1.1). Projecting equation (7.9) in H˙1 on W , iW and W1, we get
(
denoting
by c := ‖W‖2
H˙1
, c1 := ‖W1‖2H˙1
)
cαs = −(∆u˜2,W )H˙1 − (W pc−1u˜2,W )H˙1 +O(ε(s))(7.11)
cθs = −(∆u˜1,W )H˙1 − pc(W pc−1u˜1,W )H˙1 − α(pc − 1)(W pc ,W )H˙1 +O(ε(s))(7.12)
µs
µ
c1 = −(∆u˜2,W1)H˙1 − (W pc−1u˜2,W1)H˙1 +O(ε(s)).(7.13)
Justifying as before the integrations by parts, we have(
∆u˜1,W )H˙1 = (u˜1,∆W
)
H˙1
,
(
∆u˜2,W )H˙1 = (u˜2,∆W
)
H˙1
,
(
∆u˜2,W1)H˙1 = (u˜2,∆W1
)
H˙1
.
Consequently all the right-hand terms in equations (7.11), (7.12) and (7.13) are bounded up to
a constant by ‖u˜‖H˙1 + ε. By (3.22), ‖u˜‖H˙1 ≤ Cd which yields (7.7) and completes the proof of
Lemma 3.7. 
7.2. Spectral properties of the linearized operator. This part of the appendix is dedicated
to the proof of Lemma 5.1, which is a variation of the classical proof (see [Gri90] and the survey
[Sch06] for similar results).
7.2.1. Proof of the existence of the eigenfunctions. Note that L(v) = −L(v), so that if e0 > 0
is an eigenvalue for L with eigenfunction Y+, −e0 is an eigenvalue of L with eigenfunction Y+.
Let us show the existence of Y+. Writing Y1 = ReY+, Y2 = ImY+, we must solve
(7.14)
{
(∆ + pcW
pc−1)Y1 =− e0Y2
(∆ +W pc−1)Y2 =e0Y1.
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Let V :=W pc−1. The operator −∆− V on L2 with domain H2 is self-adjoint and nonnegative,
thus it has a unique square root (−∆− V ) 12 with domain H1 (see [Wei80]). Assume that there
exist f1 ∈ H4 such that
(7.15) Pf1 = −e20f1, where P := (−∆− V )
1
2 (−∆− pcV )(−∆− V )
1
2 .
Then taking
Y1 := (−∆− V )
1
2 f1, Y2 := 1
e0
(−∆− pcV )(−∆− V )
1
2 f1,
would yield a solution of system (7.14), showing the existence of Y+ and Y−.
The remainder of the proof is devoted to proving that the operator P on L2 with domain H4
has a strictly negative eigenvalue. Note that
P = (∆ + V )2 − (pc − 1)(−∆ − V )
1
2V (−∆− V ) 12
is a relatively compact, selfadjoint, perturbation of ∆2, so that its essential spectrum is [0,+∞)
(see [Wei80]). Thus we only need to show the following claim.
Claim 7.1.
σ−(P ) := inf
{
(Pf, f)L2 , f ∈ D(P ), ‖f‖L2 = 1
}
< 0.
Proof. Note that (Pf, f)L2 = −
(
(∆+pcV )F,F
)
L2
, where F := (−∆−V ) 12 f . Thus it is sufficient
to find F such that
(7.16)
(
(∆ + pcV )F,F
)
L2
> 0, and ∃g ∈ H4, F = (∆ + V )g.
We distinguish two cases. First assume that N = 3, 4, so that W /∈ L2. Let Wa(x) :=
χ
(
x/a
)
W (x), where χ is a smooth, radial function such that χ(r) = 1 for r ≤ 1 and χ(r) = 0
for r ≥ 2. We first claim
(7.17) ∃a > 0, Ea :=
∫
(∆ + pcV )WaWa > 0.
Recall that ∆W = −W pc. Thus
(∆ + pcV )Wa = (pc − 1)χ
(
x/a
)
W pc +
2
a
(∇χ)(x/a) · ∇W + 1
a2
(∆χ)
(
x/a
)
W.
Hence∫
(∆ + pcV )WaWa =
∫
χ2a(pc − 1)W pc+1 +
2
a
∫
(∇χ)(x/a) · ∇W W︸ ︷︷ ︸
(A)
+
1
a2
∫
(∆χ)
(
x/a
)
W 2︸ ︷︷ ︸
(B)
.
According to the explicit expression (1.2) of W , W ≤ C|x|−(N−2) and |∇W | ≤ C|x|−(N−1) at
infinity, which gives |(A)|+ |(B)| ≤ Ca if N = 3, |(A)|+ |(B)| ≤ Ca2 if N = 4. Hence (7.17).
Let us fix a such that (7.17) holds. Recall that W is not in L2. Thus ∆ + V is a selfadjoint
operator on L2, with domain H2, and without eigenfunction. In particular the orthogonal of its
range R(∆ + V ) is {0}, and thus R(∆ + V ) is dense in L2. Let ε > 0, and consider Gε ∈ H2
such that
‖(∆ + V )Gε − (∆ + V − 1)Wa‖L2 ≤ ε.
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Taking Fε := (∆+ V − 1)−1(∆+V )Gε, we obtain ‖(∆+V − 1)(Fε −Wa)‖L2 ≤ ε which implies
‖Fε −Wa‖H2 ≤ ε‖(∆ + V − 1)−1‖L2→L2 . Hence for some constant C0,∣∣∣∣∫
RN
(∆ + pcV )FεFε −
∫
RN
(∆ + pcV )WaWa
∣∣∣∣ ≤ C0ε.
As a consequence of (7.17), we get (7.16) for F = Fε, ε =
Ea
2C0
, which shows the claim in the
case N = 3, 4.
Assume now that N = 5, so that W is in L2 and more generally in all spaces Hs(RN ). In
this case (R(∆ + V ))⊥ = N(∆ + V ) = span{W}, and thus
(7.18) R(∆ + V ) =
{
f ∈ L2, (f,W )L2 = 0
}
.
Furthermore, ∆+ pcV is a self-adjoint compact perturbation of ∆ and ((∆+ pcV )W,W )L2 > 0,
which shows that ∆ + pcV has a positive eigenvalue. Let Z be the eigenfunction for this
eigenvalue. Recalling that (∆ + pcV )W1 = 0 we get, for any real number α∫
RN
(∆ + pcV )(Z + αW1) (Z + αW1) =
∫
RN
(∆ + pcV )ZZ > 0.
By explicit calculation, (W1,W )L2 6= 0, so that we can chose the real number α to have (Z +
αW1,W )L2 = 0. Hence(
(∆ + V − 1)(Z + αW1),W
)
L2
=
(
Z + αW1, (∆ + V − 1)W
)
L2
= −(Z + αW1,W )L2 = 0.
By (7.18), we can chose, for any ε > 0 a function Gε in H
2 such that
‖(∆ + V )Gε − (∆ + V − 1)(Z + αW1)‖L2 < ε.
As in the preceding case, Fε = (∆ + V − 1)−1(∆ + V )Gε satisfies (7.16) for small ε > 0. Claim
7.1 is shown for N = 3, 4, 5, which concludes the proof of the existence of the real eigenvalues
of e0 and −e0. 
7.2.2. Decay at infinity of the eigenfunctions. To conclude the proof of Lemma 5.1, it remains to
show that Y± ∈ S(RN ). By a simple boot-strap argument, it is easy to see that the eigenfunctions
Y+ and Y− are C∞. It remains to show the decay at infinity of Y+, Y− and all their derivatives.
Recall that the eigenfunctions Y+ and Y− are complex conjugates. According to system (7.14)
on Y1 = ReY+ and Y2 = ImY+, it suffices to show the decay result on Y1 only. Furthermore,
by Sobolev embeddings, we only have to show that the following property holds for all k and s
(Pk,s) ∀ϕ ∈ C∞0
(
R
N\{0}) , ∃C, ∀R ≥ 1, ‖ϕ(x/R)Y1‖Hs ≤ C
(1 +R)k
.
Recall that Y1 =
√−∆− V f1, with f1 ∈ H4, so that (P0,3) is satisfied. We will show that for
k ≥ 0, s ≥ 3, (Pk,s) implies (Pk+1,s+1). Assume (Pk,s) and consider ϕ and ϕ˜ in C∞0
(
R
N\{0})
such that ϕ˜ is 1 on the support of ϕ. Note that by (7.14)
(7.19) (∆2 + e20)Y1 = −V∆Y1 −∆(pcV Y1)− pcV 2Y1.
By the explicit form of W , V and all its derivatives decay at least as 1|x|4 at infinity. Thus (7.19)
implies ‖ϕ(x/R)(∆2 + e20)Y1‖Hs−3 ≤ CR4 ‖ϕ˜(x/R)Y1‖Hs . Hence
(7.20) ‖(∆2 + e20)(ϕ(x/R)Y1)‖Hs−3 ≤
C
R
‖ϕ˜(x/R)Y1‖Hs .
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By (Pk,s), the right-hand side of (7.20) is bounded by CRk+1 for large R. Furthermore, ∆2 + e20
is an isomorphism from Hs+1 to Hs−3, so that (7.20) implies ‖ϕ(x/R)Y1‖Hs+1 ≤ CRk+1 , which
yields exactly (Pk+1,s+1). The proof is complete. 
Remark 7.2. Let Ψ ∈ S(RN ) and e1 ∈ R \ {−e0, 0, e0} (thus by Corollary 5.3, e1 is not in the
spectrum of L). Then by a proof similar to the one above
(7.21) Φ := (L − e1)−1Ψ ∈ S(RN ).
Indeed Φ1 = ReΦ and Φ2 = ImΦ satisfy the equations
(7.22) − e1Φ1 + (∆ + V )Φ2 = Ψ1, −e1Φ2 − (∆ + pcV )Φ1 = Ψ2.
As Φ1 and Φ2 are, by definition, in L
2, a simple bootstrap argument shows that they are in all
Hs, s ≥ 0. Furthermore
(∆2 + e21)Φ1 = −V∆Φ1 −∆(pcV Φ1)− pcV 2Φ1 − e1Ψ1 − (∆ + V )Ψ2,
which gives equation (7.19), up to a right-member term −e1Ψ1− (∆+V )Ψ2 which is in S(RN ).
Thus the iteration argument above shows that Φ1 ∈ S(RN ), which implies by (7.22) that Φ2 ∈
S(RN ). Hence (7.21).
7.3. Proof of Lemma 5.6. We have
R(f) = −i|W + f |pc−1(W + f) + iW pc + ipc + 1
2
W pc−1f + i
pc − 1
2
W pc−1f =W pcJ
(
W−1f
)
where J is the function defined on C by
J(z) = −i|1 + z|pc−1(1 + z) + i+ ipc + 1
2
z + i
pc − 1
2
z.
Recall that pc > 2. Thus J is of class C
2 on C and J(0) = ∂zJ(0) = ∂zJ(0) = 0. Furthermore,
for large |z|, J is bounded by C|z|pc , and its derivatives of order k = 1, 2 by C|z|pc−k. Hence
|J(z) − J(z′)| ≤ C|z − z′|(|z|+ |z′|+ |z|pc−1 + |z′|pc−1)(7.23)
|∂zJ(z) − ∂zJ(z′)|+ |∂zJ(z)− ∂zJ(z′)| ≤ C|z − z′|
(
1 + |z|pc−2 + |z′|pc−2) .(7.24)
By (7.23) we get the pointwise bound
(7.25) |R(f)−R(g)| ≤ C|f − g| (W pc−2|f |+W pc−2|g| + |f |pc−1 + |g|pc−1) ,
which yields (5.27) using Ho¨lder inequality ‖abcpc−2‖
L
2N
N+2
≤ ‖a‖L2∗‖b‖L2∗ ‖c‖pc−2L2∗ .
Now, remark that
∇(R(f)) = pcW pc−1(∇W )J
(
W−1f
)
+W pc∇(W−1f)(∂zJ)
(
W−1f
)
+W pc∇(W−1f)(∂zJ)
(
W−1f
)
.
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By (7.23) and (7.24) we get
|∇R(f)−∇R(g)| ≤ C
{
(A) + (B) + (C)
}
(A) :=
1
|x|+ 1 |f − g|
(
W pc−2|f |+W pc−2|g|+ |f |pc−1 + |g|pc−1
)
(B) :=
∣∣W∇(W−1f −W−1g)∣∣ (W pc−2|f |+ |f |pc−1)
(C) :=
∣∣W∇(W pc−2 +W−1g)∣∣ |f − g|(W pc−2 + |f |pc−2 + |g|pc−2).
Note that 2N(N+2)N2+4 < N for N = 3, 4, 5 so that if u ∈ S(I) and ∇u ∈ Z(I), Hardy inequality
‖ 1|x|u‖Z(I) ≤ ‖∇u‖Z(I) holds. Using Ho¨lder inequality
∥∥abcpc−2∥∥
N(I)
≤ ‖a‖Z(I)‖b‖S(I)‖c‖pc−2S(I)
together with Hardy and Sobolev inequalities we get
‖(A)‖N(I) ≤ C
∥∥∥ 1|x|+ 1(f − g)∥∥∥Z(I) [‖W‖pc−2S(I) (‖f‖S(I) + ‖g‖S(I))+ ‖f‖pc−1S(I) + ‖g‖pc−1S(I) ]
≤ C‖∇(f − g)‖Z(I)
[
|I| 6−N2(N+2) (‖∇f‖Z(I) + ‖∇g‖Z(I))+ ‖∇f‖pc−1Z(I) + ‖∇g‖pc−1Z(I) ] .
The other terms (B) and (C) are handled in the same way. Note in particular that by Hardy
inequality ‖W∇(W−1g)‖Z(I) ≤ C‖∇g‖Z(I). The proof of (5.28) is complete. 
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