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Abstract
In this paper, we introduce a novel task for machine learning in healthcare, namely
personalized modeling of the female hormonal cycle. The motivation for this work
is to model the hormonal cycle and predict its phases in time, both for healthy
individuals and for those with disorders of the reproductive system. Because there
are individual differences in the menstrual cycle, we are particularly interested
in personalized models that can account for individual idiosyncracies, towards
identifying phenotypes of menstrual cycles. As a first step, we consider the hor-
monal cycle as a set of observations through time. We use a previously validated
mechanistic model to generate realistic hormonal patterns, and experiment with
Gaussian process regression to estimate their values over time. Specifically, we
are interested in the feasibility of predicting menstrual cycle phases under varying
learning conditions: number of cycles used for training, hormonal measurement
noise and sampling rates, and informed vs. agnostic sampling of hormonal mea-
surements. Our results indicate that Gaussian processes can help model the female
menstrual cycle. We discuss the implications of our experiments in the context of
modeling the female menstrual cycle.
1 Introduction
We are interested in modeling the hormones regulating the female menstrual cycle using machine
learning. Modeling the female reproductive endocrine system can be useful in several ways. First,
knowledge about reproductive hormones directly informs and predicts phases of the menstrual cycle;
such predictions are useful for women in a variety of contexts, including conception, contraception
and identifying abnormal phase durations [18, 12]. Second, there are several chronic, hormone-
dependent disorders of the female reproductive system, including polycystic ovarian syndrome and
endometriosis, two particularly prevalent disorders [9, 17, 4]. Modeling reproductive hormones can
yield valuable insight into these conditions by identifying hormonal signatures across individuals that
correspond to phenotypes of disease. Further, hormone modeling could contribute to diagnosing and
even predicting which individuals have or are at risk of having a disorder. Third, a personalized model
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of the reproductive endocrine system can help predicting individual responses to drug exposures (e.g.,
birth control and other hormonal therapies) and environmental exposures (e.g., endocrine disruptors).
Finally, while the reproductive endocrine system has been actively investigated in biology and
physiology, there is no existing model that characterizes the reproductive hormones in the context of
other phenotypic, easily observable or measurable variables (e.g., signs and symptoms such as pelvic
pain during periods, moods variation, body weight fluctuations, or period length). A comprehensive
model of the reproductive endocrine cycle that relates physiologic and phenotypic variables has the
potential to yield robust, personalized models that can infer hormones dynamics and cycle phases
through minimally invasive measurements.
Menstrual trackers provide a particularly exciting opportunity for collecting phenotypic realizations
of the menstrual cycle. For instance, through the popular menstrual tracker Clue, we have access
to a large population of women with a natural cycle (i.e., not exposed to any hormonal treatment),
and who track their cycle along with a variety of phenotypic variables, including “symptoms” like
cramps, moods, and behaviors like exercise and sleep. In this dataset, about 750,000 women have
tracked at least 4 cycles. Furthermore, about 70,000 women tracked at least one positive ovulation
test. In aggregate, these data can help infer population-level models for phenotypic variables. When
coupled with hormone measurements, they can help train robust machine learning models that jointly
characterize the interactions between hormones and phenotypic variables. In this paper, we focus
on modeling the dynamics of the hormonal cycle, and postpone its connection to other phenotypic
variables for future work.
The female reproductive endocrine system is complex, operates over multiple time scales, and varies
amongst individuals. Researchers have studied personal variability of the menstrual cycle [22, 2],
populations and subpopulations of women with regular periods [20, 6, 16], the relationship between
hormonal phases and both fertility [18, 12] and menopause [26, 21, 27], and how behaviors like diet
[5] and exercise [28] can impact hormonal cycles. Nevertheless, the complexity of the hormonal
dynamics and the invasive nature of their measurement make a more complete understanding of the
female menstrual cycle difficult.
The female reproductive hormonal cycle has been the focus of mathematical systems physiology
[19], and several mechanistic models have been proposed in the literature. These models are systems
of non-linear delay differential equations that describe how hormones interact with each other and
through time. The state-of-the-art model proposed by Clark et al. [11] has been shown to fit well
when tried against a dataset of daily hormonal measurements of healthy individuals with natural,
regular cycles. That is, the mathematical model captures the cycle physiology with high fidelity.
The literature also contains a wide spectrum of methodologies for collecting and investigating the
hormonal cycle, ranging from large-scale cohort analysis with “shallow” hormone measurements
(under-sampling in time, or sampling only at known phases of the cycle with proxies to blood tests), to
small-scale cohort analysis with “in-depth” hormone measurements (daily serum readings throughout
the menstrual cycle). There is an opportunity for machine learning models to determine the data
requirements, and in particular the hormone sampling rate, that can mitigate the tension between the
need for multiple measurements and invasive measurements.
In this paper, we focus on a set of feasibility experiments, as a first step towards modeling of the
reproductive cycle through machine learning. We use established mathematical models to generate
in-silico data, and use a Gaussian process model (GPM) [29] to answer the following questions: (i) is
it possible to reconstruct and predict the hormonal values over time, and the associated menstrual
cycle phases using a GPM?; (ii) how sensitive is the GPM to sampling frequency?; and (iii) how
sensitive is the GPM to measurement noise?
The main contributions of this work are as follows: (1) we tackle a new task, namely studying
female reproductive cycle through learning from hormonal measurements; (2) we introduce the use
of mechanistic models from the fields of mathematical physiology and biology to generate realistic
training datasets that truthfully capture the menstrual cycle physiology; (3) we explore the data
requirements of a Gaussian process to accurately forecast hormonal values and identify the phases
within the menstrual cycle.
2
2 Mechanistic model and in-silico data for the hormonal menstrual cycle
A normal menstrual cycle for an adult woman consists of two phases, the follicular and the luteal
phases, separated by ovulation. The pituitary synthesizes and releases the follicle stimulating hormone
(FSH) and the luteinizing hormone (LH), impacting the blood levels of LH and FSH to which
the ovary responds. The ovary produces estradiol (E2), progesterone (P4), and inhibin (Ih), which
control the pituitary’s synthesis and release of the gonadotropin hormones during the various stages of
the cycle. Here we use a model developed by Clark et al. [11], a 13-dimensional delayed differential
equation shown in Appendix A that merges the pituitary [30] and ovarian [31] hormonal models
for daily average hormone concentrations. LH and FSH denote the serum concentrations of each
hormone, and LHRP and FSHRP represent their concentration in the reserve pools. The variables
LH and FSH depend nonlinearly on the ovarian states and have delay dependencies that control the
synthesizing and inhibiting effects of E2, P4 and Ih. Full details of the physiological explanation
for the model can be found in [11, 32], where (1) its consistency and sensitivity with regard to real
datasets has been validated, and (2) its asymptotically stable periodic solutions for both healthy
and unhealthy patterns of female hormonal cycles are shown to exist (i.e., it closely captures the
physiology of real menstrual cycle datasets).
In-silico data are generated from the set of equations provided in Appendix A with parameters as
described in Clark et al. [11], using the delayed-differential equation solver developed by Shampine
and Thompson [33]. Figure 1a shows a typical menstrual cycle as generated by the mechanistic model,
with both the hormone evolution over time and the follicular, ovulation and luteal phases. To obtain
personalized menstrual patterns, we vary the parameter set controlling the model, thus matching
the physiology of diverse women cycles. In particular, we focus on the LH synthesis parameters
(following Selgrade et al. [32]) to generate menstrual cycles with slightly different characteristics, as
shown in Fig. 1b.
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(a) Evolution over time of the hormones of
interest. Ovulation (in red) separates the fol-
licular and luteal phases.
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(b) Periodicity, in days, of the menstrual cy-
cle data as a function of the LH synthesis
parameters α and KmLH .
Figure 1: Simulated hormonal menstrual cycle data.
3 Gaussian process based modeling of the menstrual cycle
Gaussian Processes. Gaussian processes provide a Bayesian nonparametric approach to smoothing
and forecasting by imposing a prior directly over functions, rather than parameters [23]. The
distribution over functions is defined as f(x) ∼ GP (m(x), k(x, x′)), where x ∈ Rd is an arbitrary
input variable. A GPM is fully determined by its mean m(x) = E {f(x)} and covariance (or
kernel) k(x, x′) = Cov {f(x), f(x′)} functions. In practice, one does not directly observe the
function values f(x1), f(x2), · · · , f(xN ), but their noisy version y1:N ≡ {y1, y2, · · · , yN}, where
yn = f(xn) + n and  ∼ p(). If the observation noise is Gaussian, i.e., p() = N
(
|µ, σ2
)
, one
can exactly infer the posterior predictive distribution over the underlying Gaussian process, and the
marginal likelihood of the observed data. That is, one computes p(y1:N |x1:N , θ), where θ refers
to the hyperparameters of the Gaussian process, in closed form [13, 34, 29]. The properties of the
functions induced by a Gaussian process (i.e., smoothness, periodicity, etc.) are fully determined by
the kernel function k(x, x′), and the accuracy of the GPM is dependent on the appropriate choice of
kernel [23, 1, 29]. Because we are modeling a system whose data are periodic and smooth, we use a
combination of rational quadratic and periodic kernels (see Appendix B for details).
3
Experimental Setup. The model in Appendix A is used to simulate ground truth hormonal cycle
patterns. We mimic realistic hormonal measurements by downgrading the true values both in quality
(additive white noise) and availability (downsampling). We train a per-hormone GPM with time
as input (via Neumann et al. [24]), for particular realizations of noise, sampling rates, and training
intervals. To identify the phases within the menstrual cycle, we process the output of the GPM to
find hormonal minima and maxima with a simple above (below) the mean plus (minus) one standard
deviation heuristic. Our evaluation metric is prediction accuracy, i.e., the ratio of predicted days to
ground truth days for a given phase.
Results. Fig. 2 shows that the GPM makes accurate personalized predictions when observing all
data points without noise, and underestimates extreme hormonal values when peaks are not observed
in the training set. This predictive performance is only possible if at least two peaks of the hormonal
cycles are included in the training set. Tables 1 and 2 in Appendix C provide a complete set of
summary statistics of the GPM’s accuracy on predicting menstrual cycle phases.
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(a) Daily training data.
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(b) Once every two days training data.
Figure 2: Ground truth in-silico data (crosses), training data points (dots) and GP estimated values
(solid lines). The training interval is shown as the shaded region.
Table 1 illustrates the impact of downsampling, and shows a deterioration when less than two samples
per week are measured, even without noise. Table 2 shows the impact of noise and how GPMs are
robust to uncertainty. When the noisy measurements obscure the hormonal peaks, predicting the
events of interest becomes difficult. The critical factor for GPM’s performance is the presence of
hormonal peak measurements in the training set (e.g. see LH peak prediction errors in Fig. 2b). The
performance is improved when at least one sample from the peak is included in the training interval
(i.e., informed sampling), and suggests that sparse knowledge-targeted measurements may provide
useful. High-accuracy predictive GPMs are promising for diagnostic and discriminative purposes
(i.e., identifying normal/abnormal phenotypes).
4 Discussion
We have explored the feasibility of GPMs to forecast personalized female hormonal values. GPMs
are an established, robust, and simple method with successful applications in the biomedical domain
[14, 25], and in modeling physiological time-series in particular [15, 10]. Presented results suggest
that our machine-learning approach is accurate, and allows for identification of the phases within
the menstrual cycle. Knowledge-based adaptive sampling produces fewer but more informative
measurements for GPM prediction, indicative that fewer invasive hormone measurements can be
required in practice. In our future work, we will first leverage the dependencies between hormones via
multi-output Gaussian processes [8, 3, 7]. Second, we will investigate the use of additional variables
in modeling the hormonal cycle, including phenotypic variables like the ones typically tracked in
menstrual trackers. We hypothesize that these will bring more comprehensive models, all the while
putting forth the connection between hormones and signs, behaviors, and symptoms through time. We
envision that these models will help understand the female menstrual cycle and identify phenotypes,
both for disease diagnoses and discrimination amongst individuals. Continued research on machine
learning techniques will have significant impact on the study of women’s hormone health, and we are
eager for the broader machine learning community to adopt this problem.1
1Code for the mechanistic model, the Gaussian processes, and the dataset of simulated menstrual cycles is
available at https://github.com/iurteaga/hmc.
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A The Mechanistic Hormonal Cycle Model
We provide here the equations for the mechanistic model of hormonal cycle from Clark et al. [11].
dLHRP
dt
=
V0,LH +
V1,LH ·E2(t)8
Km8LH+E2(t)
8
1 +
P4(t−∆p)
KiLH,P
− kLH · [1 + cLH,P · P4(t)] · LHRP (t)
1 + cLH,E · E2(t)
dLH
dt
=
kLH · [1 + cLH,P · P4(t)] · LHRP (t)
ν · [1 + cLH,E · E2(t)] − aLH · LH(t)
dFSHRP
dt
=
VFSH
1 +
Ih(t−∆Ih )
KiFSH,Ih
− kFSH · [1 + cFSH,P · P4(t)] · FSHRP (t)
1 + cFSH,E · E2(t)2
dFSH
dt
=
kFSH · [1 + cFSH,P · P4(t)] · FSHRP (t)
ν · [1 + cFSH,E · E2(t)2] − aFSH · FSH(t)
E2(t) = e0 + e1 · SeF (t) + e2 · PrF (t) + e3 · Lut4(t)
P4(t) = p0 + p1 · Lut3 + p2 · Lut4
Ih(t) = h0 + h1 · PrF (t) + h2 · Lut3 + h3 · Lut4
dRcF
dt
= b · FSH(t) + [c1 · FSH(t)− c2 · LH(t)α] ·RcF (t)
dSeF
dt
= c2 · LF (t)α ·RcF (t) +
[
c3 · LH(t)β − c4 · LH(t)
] · SeF (t)
dPrF
dt
= c4 · LH(t) · SeF (t)− c5 · LH(t)γ · PrF (t)
dSc1
dt
= c5 · LH(t)γ · PrF (t)− d1 · Sc1(t)
dSc2
dt
= d1 · Sc1(t)− d2 · Sc2(t)
dLut1
dt
= d2 · Sc2(t)− k1 · Lut1(t)
dLut2
dt
= k1 · Lut1(t)− k2 · Lut2(t)
dLut3
dt
= k2 · Lut2(t)− k3 · Lut3(t)
dLut4
dt
= k3 · Lut3(t)− k4 · Lut4(t)
(1)
B Gaussian Process Kernels
For the work in this paper, we have focused on the combination of the rational quadratic (RQ) and
periodic kernels (PE), i.e.,
kRQ(τ) =
(
1 +
τ2
2αl2RQ
)−α
and kPE(τ) = exp
(
−2 · sin
2(piτω)
l2PE
)
. (2)
The rational quadratic kernel is a scale mixture of squared exponential kernels with different length-
scales, while the standard periodic kernel can be explained by a mapping u(x) = (cos(x), sin(x))
through the squared exponential covariance function. We are interested in these two kernels for
the female hormonal model, since we expect the data to be periodic and smooth (the RQ kernel is
mean-squared differentiable and the most general representation for an isotropic kernel).
C Accuracy on predicting menstrual cycle phases
Tables 1 and 2 show the accuracy of predicting menstrual cycle phases using GPMs. Provided results
correspond to training intervals where exactly two peaks of the cycle are included; longer training
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intervals produce similar results. Table 1 illustrates the impact of downsampling, while Table 2 shows
the impact of noise.
Accuracy is shown as the the ratio of days predicted for hormonal events (peak or valley) to ground
truth events. Two sampling strategies are considered: agnostic sampling, where data is acquired
at regular intervals without any knowledge about the underlying hormonal cycle, and informed
sampling, where at least one sample from the peak (or valley) of the hormonal cycle is included.
Sampling period Sampling type LH peak precision FSH peak precision E2 valley precision P4 peak precision Ih peak precision
1 day Agnostic 2.0/2.0 2.0/2.0 5.0/5.0 7.0/7.0 7.0/7.0
1 day Informed 2.0/2.0 2.0/2.0 5.0/5.0 7.0/7.0 7.0/7.0
2 days Agnostic 1.74/2.0 1.74/2.0 4.47/5.0 6.79/7.0 5.95/7.0
2 days Informed 1.32/2.0 1.37/2.0 3.75/5.0 6.74/7.0 6.06/7.0
4 days Agnostic 0.04/2.0 0.04/2.0 3.84/5.0 5.88/7.0 5.29/7.0
4 days Informed 0.32/2.0 0.08/2.0 2.36/5.0 6.68/7.0 6.24/7.0
6 days Agnostic 0.56/2.0 0.48/2.0 2.32/5.0 4.24/7.0 4.79/7.0
6 days Informed 0.64/2.0 0.44/2.0 3.16/5.0 6.36/7.0 6.16/7.0
Table 1: GP prediction of hormonal phases of interest, with no observation noise.
Noise ratio Sampling period Sampling type LH peak precision FSH peak precision E2 valley precision P4 peak precision Ih peak precision
σ
σf
= 0.0 1 day Agnostic 2.0/2.0 2.0/2.0 5.0/5.0 7.0/7.0 7.0/7.0
σ
σf
= 0.0 1 day Informed 2.0/2.0 2.0/2.0 5.0/5.0 7.0/7.0 7.0/7.0
σ
σf
= 0.0 2 days Agnostic 1.74/2.0 1.74/2.0 4.47/5.0 6.79/7.0 5.95/7.0
σ
σf
= 0.0 2 days Informed 1.32/2.0 1.37/2.0 3.37/5.0 6.73/7.0 6.06/7.0
σ
σf
= 0.01 1 day Agnostic 2.0/2.0 2.0/2.0 4.5/5.0 7.0/7.0 7.0/7.0
σ
σf
= 0.01 1 day Informed 2.0/2.0 2.0/2.0 4.66/5.0 7.0/7.0 4.67/7.0
σ
σf
= 0.01 2 days Agnostic 1.53/2.0 1.63/2.0 4.63/5.0 5.89/7.0 4.36/7.0
σ
σf
= 0.01 2 days Informed 1.13/2.0 1.44/2.0 4.18/5.0 6.5/7.0 5.68/7.0
σ
σf
= 0.1 1 day Agnostic 1.0/2.0 1.5/2.0 1.75/5.0 6.5/7.0 7.0/7.0
σ
σf
= 0.1 1 day Informed 2.0/2.0 1.0/2.0 1.67/5.0 6.67/7.0 6.0/7.0
σ
σf
= 0.1 2 days Agnostic 1.74/2.0 1.68/2.0 3.63/5.0 6.05/7.0 6.01/7.0
σ
σf
= 0.1 2 days Informed 1.13/2.0 1.56/2.0 3.0/5.0 5.51/7.0 5.5/7.0
Table 2: GP prediction of hormonal phases of interest, for different observation noise levels.
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