Further results on fixed-sign solutions for a system of higher-order difference equations  by Wong, P.J.Y. & Agarwal, R.P.
PERGAMON 








Results on Fixed-Sign Solut ions 
a System of Higher-Order 
Difference Equations 
P .  J .  Y .  WONG 
School of Electrical and Electronic Engineering 
Nanyang Technological University 
50, Nanyang Avenue, Singapore 639798 
ej ywong©ntu, edu. sg 
R. P. AGARWAL 
Department  of Mathematics 
National University of Singapore 
10, Kent Ridge Crescent, Singapore 119260 
matravip@leonis, nus. edu. sg 
Abst rac t - -We consider the following system of n th order boundary value problems: 
AJui(O) = O, 
O~iAn-2?£i(O) - -  ~iAn--lui(0) = O, 
"~iAn-2ui(T + 1) + 5iA'~-lui(T + 1) = O, 
kc{1,2  . . . . .  r+ l} ,  
0<j_<n-a ,  
i=  1 ,2 , . . . ,m,  
where gi(k) = (ui(A:), Aui(k),.. . ,An-2ui(k)), 1 < i < m. Criteria are offered for the existence 
of single and double fixed-sign solutions of the system. We also include examples to illustrate the 
importance of the results obtained. @ 2001 Elsevier Science Ltd. All rights reserved. 
Keywords - -F ixed-s ign  solutions, System of difference quations. 
1. INTRODUCTION 
Let c, d (d > c) be integers. We shall define the discrete interval Z[c, d] = {c, c + 1 , . . . ,  d}. For a 
g-1 nonnegative integer g, the factorial expression k (e) is defined as k (e) = I]i=0 (k - i) with k (°) = 1. 
As usual, A is the forward difference operator with stepsize 1. For integers m _> 1 and n >_ 2, we 
denote 
where 
X z (X11~X12 ' ' "  .~X1,n_ l ,X21~X22~. . . ,X2 ,n_ l~. . . ,Xml~Xrn2~. . . ,X rmn_ l )  
U ---- (Ul, U2, . . . , Urn) and ?~ = (?~1, ?~2,. . - ,  ?~ra), 
<*~: = (ui, Aui , . . . ,  A'~-2uO,  1 < i < m. 
0898-1221/01/$ - see fi'ont matter @ 2001 Elsevier Science Ltd. All rights reserved. Typeset by A2MS-q~X 
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In this paper, we shall consider the system 
A'~tq(/v- 1 )+ f, (/q '£ (k ) )=0,  h C Z[1 ,T+ 1], (1.1) 
As'u.~(0) = 0, 0 _< j _< ~ - 3, 
t, iA'SZ'u.i(O) - /3 iAn-* , , i (0)  = 0, (1.2) 
0'i/V' 2ui(~/ '÷l)  +a iA  ,~ lug(T÷1)  =0,  
where { - 1, 2, . . . ,  m,. Throughout,  it is assumed that 'ts, T are integers with ~s > 2, T > r~ - 1, 
and for each 1 < i < ~n,, 
a, > O, 7~ > O, [3.i >_ O, 6i > ~/i, (1.3) 
~llld 
fi~ -= ctiTi(T + 1) + c~,/~i ÷ (fi'~i > 0. (1.4) 
Let I = Z[0,1/ '÷ 7~,]. We shall seek a solution 'u = (Ul,~Z2,.--,ttm) of system (1.1),(1.2) in 
C( I )  .... = C( I )  × . . .  x C( I )  (m. times), where C( I )  is the class of maps continuous on I [1,21. 
A solution 'u is said to be of tized-si.qr~, if for each 1 < i <_ m, we have Oiu.i > 0 on I where. 
O, c {1, 1}. With0~, 1 < i<mgiven ,  wedefine 
IC = {z  I O.ia',i, _> 0, 1 < i < 'm}. (1.5) 
For each 1 < i < 'm., it, is assumed t,hat the nonlinear term f i (k,  m) is continuous for k ¢ Z[1, T+ 1] 
and a: ¢ K. Our aim is to provide growth conditkms on f is so that system (1.1),(1.2) has single as 
well as double solutions that, are of timed sigr~. As a matter of fact, we shall discuss two situations: 
the first is when fi, 1 < i < 'nz possess certain 'fixed-sign' property, viz., 
Oifi(a:,z) > O, ( lqz)  c Z[1 ,T  + I] x A'; (1.6) 
and the second is for general fis. 
Ib~cently, there have been numerous investigations on the existence of solutions of boundary 
vahle problems. A documentation of these can be found in the monographs [2 5]. The motivation 
of all these works stems fl'om many scientific problems. In fact, particular cases of (1.1),(1.2) 
when 'm, = 1 arise in various physk:al phenomena such as gas diffusion through porous media, 
nonlinear diffusion generated by nonlinear sources, thermal self-ignition of a chemically active 
mixture of gases in a vessel, catalysis theory, chemically reacting systems, modelling of infectious 
diseases, adiabatic tubular reactor processes, as well as concentration i  chernical or biological 
ln'oblenls [6 t3].  Besides extending the literature to a system of boundary value problems, our 
work also generalizes/complements other related contributions on systems of boundary value 
problems [1,14 20] in the sense that the systern (1.1),(1.2) and the results obtained are more 
general/different. 
The plan of the paper is as follows. In Section 2, we shall state Krasnosel'skii's fixed-point 
theorem in a cone and also present inequalities for a certain Green's function which are needed 
later. Assuming t.hat fi, 1 < i < n~, sat.isfy the 'fixed-sign' condition (1.6), the existence of 
single ~md double fixed-sign solutions of (1.1),(1.2) is, respectively, discussed in Sections 3 and 4. 
Fimdly, in Sections 5 and 6, we investigate the general case when condition (1.6) is relaxed. 
2. PREL IMINARIES  
Tu>;o}{EM 2.2. (See [21].) Let B = (B, II" II) l)e a Banach space, and let C C B be a cone in B. 
Assume 9.1, 9~2 are open subsets orb  with 0 C Q1, ~t ~ ~)-2, ~1.11d let 
S : C~n (~2 \a l )  --+ C 
be a completely continuous operator such that, either 
(a) I[s'~,ll < I1~,11, ',,, c c n 0~1, and IIS<t -> I1~,11, '* ~ C n O~=, o~ 
(b) IIS,,It > [i<1, ,,. ~ c n 09.~. ~nd IIS'~ll -< Ib'.ll, ~ ~ c n 0~2.  
Then b' has a fixed point in C N (~2 \ ~'1 ). 
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To obtain a solution of (1.1),(1.2), we need a mapping whose kernel gi(k,g) is the Green's 
function of the boundary value problem 
-A~y(k  - 1) = 0, k E Z[1,T + 1], 
A@(o) = o, o _< j _< ~ - 3, 
O' iAn- -2y(0)  - -  f l iAn - ly (O)  = O, 
7iA"~-2y(T + 1) + 5,iAn-ly(T + 1) = 0. 
It is known that [22] 
a~(k, e) = An-2k g~'k, e) 
is the Green's function of the boundary value problem 
-A2w(k -  1 )=0,  kcZ[1 ,T+I ] ,  
~,~(o)  - fi~A~(o) = o, 
y/iw(T + 1) + 6iAw(T + 1) = 0. 
Further, we have 
1["  ( f l i+oqg) [6 i+T i (T+l -k ) ] ,  g•Z[1 ,k -1 ] ,  
G~(k,g) 
Pi'[ (fl i+aik)[6i+'y~(T + l -g ) ] ,  eEZ[k ,T+I ] .  
We observe that assumptions (1.3) and (1.4) imply the following: 
Gi(k,g) > O, (k,g) e Z[O,T + 2] x Z[1,T + I], 
Gi(k,g) > 0, (k,g) EZ[1 ,T+I ]xZ[1 ,T+I ] .  
LEMMA 2.1. For (k,g) E Z[1,T] x Z[1 ,T+ 1], we have 
Gi(k, g) >_ Ai G~(g, g), 
where 0 < A~ < 1 is given by 
{ 3i+a~ &:+7~ } 
Ai = min fli + cti(T + 1)' (~i + "/..iT " 
PROOF. For k < g, using (2.4) relation (2.7) is equivalent to 
Ai < fli + ctik 
- 3~ + c~iU 
Clearly, the above inequality holds if 
mink(fli + a~k) fl~ + ai 
Ai < = 
maxe(fl~ + a~g) fii + ai(T + 1)' 
Next, for k > g, using (2.4) again relation (2.7) is found to be the same as 
Ai < 6i + yi(T + l - k) 
- 5~ +~(r+i -  ~ '  
The above inequality is fulfilled provided 
A.i<_ rn ink[5~+7~(T+l -k ) ]  _- 5 .~+7~(T+1-T)  _ 5~+7~ 
rnaxe[6i + 7i(T + 1 - g)] 5i + 3q(T + 1 - 1) 
Coupling (2.9) and (2.10), we obtain Ai as in (2.8). 
LEMMA 2.2. For (k, g) E Z[0, T + 2] x Z[i, T + 1], we have 
a,(k,  e) _< a,(e, e)  
PaOOF. This is obvious from expression (2.4). 
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3.  ' F IXED-S IGN'  NONL INEARIT IES :  
S INGLE F IXED-S IGN SOLUTION 
In this section, the nonlinearities fi, 1 < i < m, are assumed to have the 'fixed-sign' prop- 
erty (1.6). To begin, let the Banach space 
J~={tl,=(l~l,~12,...,~m) EC([)ml/~Jtti(O)=O, O<j<_n-3, l< i<m} (3.1) 
be equipped with the norm 
tl~,[I = max m~ Izx" -~,~(k) l  : max  I<o ,  
l< /<m kEZ[0,T+2] l< i<rn  
(3.2) 
where we denote [uil0 = max/~EZ[0,T+21 IA'~-2u~(,~')l, 1 < i < m. 
Let the operator S :  C(I)  ~ ~ C( I )  ~ be defined by 
s~(k) = (&~(k), s~(k) , . . . ,  s, ,~(k)),  k c I, (3.3) 
where 
T+I  
Siu(k) Z 9,i(k, g)fi (e, g(g)), 1 <_ i <_ m, (3.4) 
g=l  
and 9~(k, g) is the Green's function of the boundary value problem (2.1). Obviously, a fixed point 
of the operator  S is a solution of (1.1),(1.2). 
Define 
C={u B I for each 1 < i < m, OiAn-'2ui(k) > 0 for k c Z[0, T + 2], 
and min OiA~-2ui(k) >_ A i tu i lo ; .  
kEZ[1,T] J 
(3.5) 
Clearly, C is a cone in/3.  
LEMMA 3.1. (See [23].) Let u C B. For 0 <_ j < n - 2, we have 
k(.,~-2-j) 
, .IAJuz(k)l <- (7~_ 2_  j)! ludo, k E Z[O,T + n -  j], l< i<m.  (3.6) 
h~ particular, 
IA<~(k)l _< 
(T + n - j)(,~-z-3) 
(~ - 2 - j)! 
tlutl, k C Z[O,T+n- j ] ,  1 < i < m, 0 < j < n -2 .  (3.7) 
LEMMA 3.2. (See [23].) Let u E C. For O < j <_ n - 2, we have 
O,AJu~(k) >_0, k e Z[O,T + n -  j], l < i < m, (3.8) 
and 
(k - 1) ( ,~-2 . j )  
h~ particular, 
Ailu.ilo, k c Z[1,T  + n -  2 -  j], l< i<m.  (3.9) 
IAJu~(.tt.)l>Ailu.ilo, k~Z[n- l - j ,T+n-2 - j ] ,  l< i<m,  0<_ j<n-2 .  (3.10) 
RtCMAaK 3.1. If u E C is a solution of (1.1),(1.2), then it follows from (3.8) that  u is a fixed-sign 
solution of (1.1),(1.2). 
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LEMMA 3.3. The operator S maps C into itself. 
PROOF. Let u E C. By (3.8), we have Oiui(k) _> 0, k C I, 1 < i < m. Thus, it follows from (1.6) 
that  
O~.f,~ (k, ~(k)) >_ o, (k, ,,t) E Z[1, T + 1] x C. (3.11) 
Applying (3.4),(2.2),(2.5), and (3.11), we obtain for each 1 < i < 'm, 
T+I  
OiAn-2S(u(k) = E G.i(k, g)Oifi (g,/i(e)) _> 0, k E Z[0, T + 2]. (3.12) 
g=l 
Next, an application of (3.12) and Lemma 2.2 yields for each 1 < i < m, 
T+I  
I zx - -~s ,~(k) [  _- o/x"-'~s~,~(~ .) < ~ c~(~, e)<t~ (e, ~(e) ) ,  ~; c z [0 ,  ~ + 2]. 
f= l  
Therefore, 
T+I  
IS~10 _< ~ a~(e,e)0j~ (~, ~(e)), 1 < i < m. (3.13) 
g=l 




min OiA'~-'2Siu(k) > A~l&~.10, 1 < i < m. (3.14) 
k~z[1,r] 
Coupling (3.12) and (3.14), we have S(C) c C. Also, since we are in the discrete context, it is 
immediate that  S is completely continuous. 
THEOREM 3.1. Suppose there exist two constants A and "r] (¢ A) such that 
(H1) for ead~ i c A,f, we have 
where 
O~A(k,:c) <_ aP~, (k, Ixl) ~ Z[1,T + 1] x D~, ~, 
(H2) tbr some i E 3i, we have 
where 
×. . .×  [o, ~]; 
O~L(k,z) >_ 'rl@, (~', I:,:1) ~ z [ , , , -  1,T] x 0 I ( ; ,  
j= l  
(3.15) 
(3.16) 
Q~ = G~(n - 1, ~ , (3.17) 
L,~:=n- 1 
• ~,.,s+1 ~ o, ~ , ; - - - -~V ' ' " ¢ j' o < ~ < ,, - 2 . (3 . i s )  
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Then, (1.1),(1.2) has a fixed-sign solution u* such that 
rain{A,,1} < II~:ll <_ max{A,~}. (3.19) 
PROOF. \\'2~ shall employ Theorem 2.1. For this, let 
~qi {*,~ c B I II~ll < A} and ~', = {~ ~ B I II<l < ~}. 
We shall show that 
(i) IIS,,ll _< I1<1 for .u G c A gJf~t, and 
(ii) liS,~ll > I1~[I for ,, ~ C n 032. 
To prove (i), >t  ~ C n 09 . .  So Ibll = a. Using (3.12), Lemma 2.2, (3.7), and (HI), we find 
fbr kc- Z[0, T+2]  and 1 < i< 'm,  
T+I  T+I  
J / 
( 1 g=l 
It follows that  [b'i'ulo < [['u.[I for 1 < i < m and so IIS'<l = max,<<,~ I&*'10 _< II<l- 
Next., to verify (ii), let u 5 C A/)[~2. Assume tha~; Ilull = luJl0 (= ',~) foF some j ~ M. Since 
u E C, it is clear fl'om (3.10) and (3.7) that 
[ (~- +.,~ - .~)(".-~-+ ] 
IZx%(01e_ A.j,,/, ( . , , -2  ,s)! ,1 , (Ez [n  1, T], 0<s<n-2 .  (3.20) 
Further, 1) 3 , (3.7) again we have 
leX~,,,(e')l~ 0, [ ;~-- -~7~.,  , / ,  gezb-a ,T ] ,  0<s<n-2 ,  rT~j. (3.21) 
h, vie,v of (3.]2),(3.20),(3.21), and (H2), we obtain the following for some i E M: 
T 




Hence, [Sm[0 _> II'u.[[ and so IIS~II _> I1<1. 
Now that  we have established (i) and (ii), it follows from Theorem 2.1 that  S has a fixed point 
u* c C m (~2 \ f t t )  or C ~ (9-1 \ f~). The inequality (3.19) is immediate. 
Let M = {1, 2 , . . . ,  m}. For i , j  ~ M, we introduce the following definitions: 
Oifi (k, X) 
max .f~'J = lira max 
ix,,l_+0 + kEZ[1.T+I  l [Xj . . . .  11 ' 
l<r<m,  l<s<n-1  
ra in  f~'J - -  lira rain 
[x.j.~ I--+0+ kEZ[n-- 1,T] 
l< .s<n-1  Ir,~lE[0 oo) . rEA i \{ j} . l<s<n-1  
O~f~(k, x) 
max .f~J = lira max 
I ...... I~o~ kEZ[1,T+I] ] : r j , ,n - t  I ' 
i<r<m,  l<s<n- -1  





l<s<n-1  {:c,~IE[O,ao),rCM\{j } , l<s<n- I  
Using Theorem 3.1, we shall obtain further existence criteria in terms of max f(; 'j, min fo 4, 
max f2 ,  and rain f~J. 
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LEMMA 3.4. For each i E M and some j C M, let one of the following hold: 
max f;'~ ~ [0, Pd (3.22) 
or 
max f~ j C [0, Pi). (3.23) 
Then, Condition (H1) is satisfied for some A > O. 
PROOF. We shall first show that (3.22) leads to (H1). Let e = P~ -maxf~ 'j (> 0). Clearly, there 
exists A > 0 (A can be chosen arbitrari ly small) such that  
0J:i(k, z) ,i,j 
max <max]0  +e=Pi ,  
k~Zp,T+l] I x j , ,~- l ]  - -  Ixl c D~ ~. 
For each i E M,  this implies 
O~f.~(k,z)<_P~lxj,,~-ll<P~A, (k, IzI) EZ[1 ,T+I ]×D~.  
Thus, we have (H1). 
Next, ~sume that  (3.23) holds. Let { = Pi - max f~J (> 0). Then, there exists ~r > 0 (G can 
be chosen arbitrari ly large) such that  
max < max f~J  + ~ = Pi, 
kEZ[1,T+I] IXj,n-ll - 
I,~1 ~ [~, OO) re(n-l)" (3.24) 
For each i E M,  there are two c~ses to consider. 
CASE 1. Oifi(k,x) is bounded. So there exists F > 0 such that 
oj~(k, x) < F, (k, I~1) ~ z[1, T + 1] x [0, o~) m{~-U. 
Let A = F/Pi. Note that since F can be chosen arbitrari ly large, A can be chosen arbitrar i ly 
large. It follows that  
0~f~(k, x) < ~p,: 
for (k, Ixl) c Z [1 ,T+ 11 x Dp c_ Z[1 ,T+ 1] x [0, oc),,4,~-1). 
CASE 2. Oifi(k,x) is unbounded. Then, there exists A _> G (A can be chosen arbitrar i ly large) 
and k{ E Z[1 ,T  + 1] such that  
Oifi(k,x) < max O,ifi (]~i,Cll/~ (T + n)('~-2) (T+n- 1) (n-3) 
-- c , , ,e{1,- -1} (n  -- 2)! 'C12A ( r l - -  3)! ' ' ' ' 'C l 'n - - lA ;  
l<r<m,  l<s<n--1 
(T + n) (n-2) (T + n - 1) (n-a) 
c21A (n -2 ) !  ,c22A (n -3 ) !  , . . . , c2 ,~- lA , . . . ,  
(T + n) ('~ 2) (T + n - 1) {'~-3) ") 
Cml"~ (?)~ -- 2)! 'Cm2/~ (II -- 3)! , . . .  ,Cr¢ . . . . .  1 -~/ , 
(k, Ixl) ~ Z[1 , r  + 1] × DT.  
Since A _> cr and also (T + n - s ) (~-2 -s ) / (n  - 2 - s)! > 1, 0 _< s <_ n - 2, in view of (3.24) the 
above inequality leads to 
0,f~(k, x) ~ P, Icj .... 1~1 = R,~, (k, Ixl) ~ Z[1, T + 1] x D~ z. 
In both cases, we have shown that  Condition (H1) is fulfilled. 
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LEMMA 3.5. For  some i E fill and each j E M,  let one of the following hold: 
• i j  ,nm f~' c (Q,iA;1,oc] (3.25) 
Of 
min f~ j E (Q~;A/1, oc] .  (3.26) 
Then, Condition (H2) is satisfied for some ~/> 0. 
PROOF. F i rs t ,  suppose  that  (3.25) holds. 
. i j Let  e = mmf  0, - QiAy  I (> 0). Obviously,  there  exists r] > 0 (V can be chosen arb i t ra r i l y  
smal l )  such that  
Oifi(k, x) i j A -1  rain ' ' >nnnf~ -c=Qi  j , 
kEZ[n- 1,T] IXj . . . .  1t -- 
Ix,.~lc [0,oo), -EM\{jL l<s<n-  1 
Ixj~l ~ [0, (T + ~)('~-2>~1], 1 < s < n - 1. 
Hence, for some i e M and each j E 214, we find 
O.if~(k,x) >_ Q.iA] 1 I:~j,~-~l ~ QiAf lA j 'q  = Q{rl, (3.27) 
for (k, Ixl) ~ Z[n-1, T] × K j  C Z[n-l, T] x [0, 00) (j-])(n-l) X [0, (T-Ff~)(n-2)~]] n-I X [0, oo) (m-j)(n-l) . 
So (H2) is satisf ied. 
Next ,  assume that  (3.26) is fulfi l led. Let ~ = minf~ j - @Af  ~ (> 0). Then,  there  exists  r] > 0 
(7] (:an be chosen arb i t ra r i l y  large) such that  
rain 
kEZ[n-l,T] 
I r, ~IE[0 oo), rEAI\{j}, l<s<n-1  
Oifi(k,x) > minf~ - ~ = Q.iA~ 1, 
]Xj,n_ll -- 
I.~:j~l E I / jr/, oo), 1 < s < n - 1. 
Therefore,  for some i E 5 f  and each j E 21i r, (3.27) follows for (k, Izl) E Z[n - 1, T] x Kj C_ 
Z[n-  1,T] x [0, oc) (.j-1)0~-z) x [Aj~I, oc) '~-1 x [0, oc) ('r~-j)('~-z). So we obta in  (H2). 
In v iew of Theorem 3.1 and Lemmas 3.4 and 3.5, the fol lowing coro l lary  is immediate .  
COROLLARY 3.1. Suppose one of the following is satisfied: 
(a) equation (3.22) holds for ead~ i E M and some j ~ 214, and (3.26) holds/br  some i c flJ 
and each j d M,  or 
(b) equation (3.23) holds for each i c M and some j d 21I, and (3.25) holds for some i E M 
and each j ~ M.  
Then, (1.1),(1.2) has a fixed-sign solution. 
REMARK 3.2. In the recent work of [24-26] (m = 1), the existence results  obta ined  require 
max f0, n f in f0 ,  max f o o, min./oo E {0, oo}. However,  there  are funct ions which do not  sat is fy 
th is  condi t ion.  Hence, our  resul ts  general ize and extend  all these recent invest igat ions.  To cite a 
few examples ,  for m - n = 2 and 01 = 02 = 1, we have the following: 
(a) f.i(k,gt) = (e ~a+~*2 -1 ) / (1  + k2), maxf~ 'j = 0.5, min f~ 'j = (1 + T')) -1 ,  maxf~ 3 = 
min f~ j = oe, j = 1,2; 
(b) fi(k,(~) = (k + 1) sinh(Ul + u2), max f0 ') = T+2,  min f~ 'j = n, maxf~ 3 = min f~ j = oc, 
j = 1, 2; 
(c) .fi(~;,/2) = ~1 -~ ~2C--U2, n lax f ;  'j : 00, maxf~. j  = 1, j = 1,2; minfo  A -- minf~;  1 = 1, 
rain f0 '2 = oo, min f~2 = 0. 
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EXAMPLE 3.1. Consider the system 
exp ((A2x + A2y) /112)  - 1 
A4x(k - 1) + 100 + k 2 = 0, 
sinh (A2x + A2y) /56  
A4y(k - I) + 100 + k 2 = 0, 
zxJ~(0) = zx~y(o) : 0, 
A2x(o) - 3A%(0) = 0, 
A2y(0) - A3y(0) = 0, 
Here, n=T=4,  m=2,  
and 
k e z[1, 5], 
j = 0, 1, 
ZX%(5) + 6ZX%(5) -- 0, 
2A'~j(5) + 3A3y(5) = o. 
(3.28) 
~, ) ,k,z, Az, A2x, y Ag, A2y ~ exp( (A2x  + A2y) /112)  - 1 
f l  100 + k 2 
sinh (A2x + A2y) /56  
f2 (k, x, Ax, A2x, y, Ay, A2y) = 100 + k 2 
Fix 01 : 192 : 1. Clearly, (1.6) is satisfied. Since minf~ j = oo for i , j  c {1,2}, by Lemma 3.5 
condition (H2) is fulfilled for some rl > 0. Next, for A > 0, it is cleat' that  for (k, Ixl, IAxl, IA%I, lyt, 
IAyl, tA2yl) d z[1, 5] x D~, 
f ' ( k 'x 'Ax 'A2x 'y 'Ay 'A2Y)  : exp( (a2x+A2Y) /112) - l l [100+k 2 -< --101 exp(2A) ]~ -1  
and 
sinh(A2x + A2y) /56 I [2A~ 
A (k,x, Ax, Zx%,y, ZXy, Zx%) = < - -  sinh 100+k 9 - 101 \ ]5 -6  " 
Thus, (H1) is satisfied if we can find some A > 0 so that  
101 exp ~-~ - 1 < AP1 (3.29) 
and 
i 
10--i- 5-6 -< AP,2. (3.30) 
By  direct computation, p -1  = 16.43, P2 -1 = 8, and inequalities (3.29) and (3.30) hold for 
A E (0,244.3]. Hence, it follows from Theorem 3.1 that system (3.28) has a positive solution 
~* = (x*,y*) on Z[0, S]. 
4. ' F IXED-S IGN'  NONL INEARIT IES :  
DOUBLE F IXED-S IGN SOLUTIONS 
The results of Section 3 are used in this section to provide criteria for the existence of at least 
two fixed-sign solutions when fi, 1 < i < m, fulfill condition (1.6). 
THEOREM 4.1. Suppose (H1) holds for some A > 0. Further, let (3.25) and (3.26) be satisfied 
for some i E M and each j ~ M. Then, (1.1),(1.2) has two fixed-sign solutions u* and g sud~ 
that 
0 < Ilu*[I <_ A _< II~ll , (4.1) 
PROOF. By nemma 3.5, condition (3.25) leads to (H2)lv=, . and (3.26) implies (H2)I~ ~ ~7~, 
where rh can be chosen arbitrari ly small and r]2 can be chosen arbitrari ly large. Therefore, 
it is cleat" that  
r h < A < 7~2. (4.2) 
It now follows from Theorem 3.1 that  (1.1),(1.2) has a fixed-sign solution u* such that  7h <_ 
[]u*ll < A, and another fixed-sign solution g with A < Ilgll <_ ~12. Thus, (4.1) follows immediately. 
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THEOREM 4.2. Suppose (H2) holds for some ?] > O. Further, let (3.22) and (3.23) be satisfied 
for each i c M and some j C M.  Then, (1.1),(1.2) has two fixed-sign solutions u* and '5 such 
that 
0 < I1'~*11 _< +] _</l'~ll • (4.3) 
PROOF. Applying Lemma 3.4, we find condition (3.22) gives rise to (H1)Ix=~ and (3.23) leads 
to (H1)IA=x2, where A] can be chosen arbitrarily small and A2 can be chosen arbitrarily large. 
Hence, we h3ve 
A1 < 71 << A2. (4.4) 
We now conclude fi'om Theorem 3.1 that (1.1),(1.2) has a fixed-sign solution u* such that A 1 _~ 
II~+ll _< ,1, and another" ~xed-sia~ solution ~ with ~1 < H~[I < A2. Titus, (4.3) is immediate. 
5. GENERAL NONLINEARIT IES :  
S INGLE F IXED-S IGN SOLUTION 
In this section, condition (1.6) imposed in previous sections is removed. As before, we shall 
(:or, sider the Banach space (/3, I1" II). 
LEMMA 5.1. Let Lv, 1 < r <_ m, be given nonnegative constants. Then, system (1.2), 
A"+ui(k - 1) + O.iL.~ = O, k E Z[1, T + 1] (5.1) 
(where i = 1, 2 , . . . ,  m)  has a fixed-sign solution u L ~ C (see (3.5)). hi particular, for Lr = O, 
l < r < m, we can take u L(k) = O. k E I. 
TIIEOREM 5.1. Suppose there exist nonnegative constants Lv, 1 _< r < m, and two positive 
constants A, ~l (# A) such that 
(C1) for each 1 <'i < m, we have 
O.zL(k,x) + L~ > O, (k,x)  E Z[1 ,T  + I] × K; 
(C2) for ead~ 1 _< i _< m, we have 
Te l  
¢.~(u) ~ E G~(g,g)[O~f~ (g, '5(g)) + L~] < t,  
g=l 
where D~ is defined in (3.16); 
(C3) ibr some 1 <_ i <_ m, we have 
where 
al]d 
¢~( ,~)  - 
T 
E 
g=n-  1 
c+(++ - i, e) [o+L (~, ~(~)) + rd >_ ~, 
I ( j  : {2: I Xj,s+ 1 
;Er,s+l E [O~ 
Aj,1;, (T 
r i ,  
~l; = (1 Aj  )'7], 
O, 
I~I c D~ +' 
I~1 c 0 Kj, 
j= l  
(7' + 'n - s) ('~-2-+) 
+ n - s )  (~-2 -S)  ] 5;-i--~ ~/],0<~<,~-2; 
, r¢ j ,  0<s<n-2}  
i f  L~. = O, l<r<m,  
Lv ¢ O for some T" and ?] > ~ >0,  if 
if L~+ ¢ 0 for some r and 71 > 0 is small enough. 
(5.2) 
(5.3) 
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Then, (I.1),(1.2) has a fixed-sign solution u* such that 
min{A,r/} 5_ II< + ~Zll -< max{A,r/} (5.4) 
(where u L is as in Lemma 5.1). 
PROOF. It is obvious that system (1.1),(1.2) has a solution u if and only if p = u + tt L is a 
solution of the operator  equation 
P = Tp, (5.5) 
where T :  C(I) ~ -+ C(I) '~ is defined by 
Tp(k) = (T,p(k), r2p(k) , . . . ,  r,=p(k)), 
T+I  
rip(k) = Z g,(k,e)h, (e, (~- ~)  (e)), 
g=l  
hi(e, x) = f i (g, x') + O~Li, 
k ~ I, (5.6) 
1 <i<m,  (5.7) 
1 < i < ~,  (5.s) 
and for 1 <r<m,  
t t { Xrl , if OrXrl ~__ O, (5.9) 
x~, = x~.~, 2 < s < n - 1, and Xrl = 0, otherwise. 
From (5.8), we see that hi : Z[1, T+ 1] x R m('~-~) -~ R is continuous and is well defined. Further, 
T is continuous and compact. 
To show that  (5.5) has a solution, we shall employ Theorem 2.1. First, we shall verify that  T 
maps C (defined in (3.5)) into itself. To begin, let p c C. Using (C1) and (2.5), for k E Z[0, T+2]  
and l< i<m,  weget  
T+I  
°~a~-~T~p(k) = Z a~(k, e)<h, (e, (~ - ~)  (e)) _> 0. 
g=l  
(5.10) 
Next, an application of (5.10) and Lemma 2.2 provides 
T+I  
IZxn-2T~p(k)[ =0iA~-2T~p(k) _< ~ a,:te, e)oih~ (e, (~ - ~)  (e)) , 
g=l  
kEZ[O,T+2] ,  l< i<m,  
from which it follows that  
T+I  
IT~pl0 _< Z a i (e ,e )o& (e, (~ - ~L) (e)) , 
g=l  
1 < i < m. (5.11) 
Now', we use (5.10), Lemma 2.1, and (5.11) successively to get for each 1 < i < m and k E Z[1, T], 
T+I  
O~A~--2T~p(k) > ~ A~Gi(g,g)O&~ (g, (~ - ~,L) (g)) > A~lT~Plo. 
g=l  
Therefore, 
min OiA~-2Tip(k) > A~[TiP[o, 
keZ[1,T] 
Coupling (5.10) and (5.12), we have shown that  T(C) C_ C. 
1 < i < m. (5.12) 
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Define the set 
C L {p  ¢ C fo r  
and I~6z[,,T]min Oia "-~ (p,i-'@) (k) > A~ IPi U~lo}. 
each 1 < i < ,m,, 0~A '~-2 (p~ - 'u~)  (k) _> 0 for k • Z[0, T + 2], 
Note that C L contains the element 'lt L @ V, where 
= { h b~-')) k(n-'~) 
~Uld 
- -  0,,,..., (~-~, ,  0, , , ) .  
Then,  IlPll = A which leads to l ip -  ~LII ~ ix. 
Let 
~e, = {z, • c L I IIz, ll < A} 
We shall prove that 
(i) IITpll <_ IIpll for p ~ C n 0~1, and 
(ii) IITpll -> /IPll for p • C ~ 0t~2. 
To show (i), let p • C c> Of~l. 
(5.13) 
By  (3.7),  it 
follows that [/5 - ~L[ • D~.  Hence, olt using (5.10), Lennna 2.2, (3.8) (Oi(pi - @) (k )  > O, k • I, 




- Z A,G~(e, 0 [<t~ (< (~- ~)(e)) + L d 
f - -1 
= ¢~ 0'  - " ? )  < A = b/ I .  
Consequently, IT~Pl0 _< Ilpll for 1 < i < m and so HTpH - max~<~<,~ ITxpl0 _< Ilpll. 
Next, to verify (ii), let p • C A 0~2. So IMI = ~ and lip - ~? I/ -< 'r/. Suppose that lip - ,~L II = 
]pj - u L[0 for some j • {1 ,2 , . . . ,m}.  Then, noting p-u  L • C, it is c, lear fl'om (3.10) that 
I ~'~ (p., - ,*b~ (e)l _> n~ IIz' -~'LII >- Aj (I lPl l- I1,,~11) _> n ; , ; ,  ~ • z[~ 1, < ,  o < .~ < ,~-2. 
Together with (3.7), we obtain 
I,~ ,~ (pj - ~L)(e) I • Aj , j ,  , i  . , ., 77fi----~--_s~. f • Z['n 1 T], 0 < s < n -  2. (5.14) 
Further, using (3.7) again we have 
IA .~ (p,. -~) (e )  / ~ o, (.5,:---.4--.7)., '~ ' (5.1,~) 
~' • z [n  - 1, T], 0 < ,~ < 'n - 2, r ¢ j. 
Noting (5.14),(5.15) and (C3), the following is obtained for some i • {1, 2 . . . .  , m}: 
7" 
//','~-2T,:p(,~- 1)1 -- o~A'~-2~lp(.,~- 1) > Z G~(.n,- 1,,(,)[o<f/(g, (~-  .(t L) (6)) + Li] 
g--*z-- 1 
= e.~ (p - , ? )  _> ,z = IM I .  
Thus ,  [T,:p[o > Ilpll and so LITpll ~ qlPll. 
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With (i) and (ii) established, it follows from Theorem 2.1 that  T has a fixed point p* C 
C A (~'2 \ f~l) (or C rh (~1 \ t]2)) C_ C 5. Therefore, min{A,T/} < IlPll -< max{A,,/}. Since 
p* = u* + u L, where a* is a solution of system (1.1),(1.2), and also p* E C L, it is clear that  u* 
is also of fixed sign. The proof of the theorem is complete. 
Let M = {1, 2 , . . . ,  m}. For i , j  c M,  we introduce the following definitions: 
Oifi.(k,x) + L~ 
max f~.j,L = lira max 
I ..... I--+0+ kEZ[1,r-t-1} [Xj,n_ 11 ' 
l<r<m,  l<s<n-1  
min f~j,L = lira rain Oifi (k, z) + Li 
I:~,. I~O ~ k~ z[n- 1,T] I ' T j , 'n  - I I 
l<:s'<n--1 I.~,,Ic[0,oo),~'cMN{j}, ]<,s<n--1 
O~f,~(k,z) + L~ 
max f~j,L = lira max 
I .... I -+oo kCZ[1,T+I] ' 
l<r<m,  l<s<n- I  
OJ.z(k, X) + L, 
min .f~aj,L = lira rain 
Ix,.~ I~oo ~:e z p~- 1,T] IZj  . . . .  I I 
l<s<n-1 I.w~lc[0,ooY,~.eM\{a} l<,<,~-t 
Further, for 1 < i < m, let 
and 
ai = ['~ Gi(g'[~)] (5.16) 
1 
We shall use Theorem 5.1 to obtain further existence criteria in terms of max .t~ 'j'L., mm foi j,L, 
max f~j,L, and rain f~!,L. 
LEMMA 5.2. Suppose there exist nonnegative constants L,,, 1 < r < m, such that (C1) holds. 
If, t:or each 1 < i < m and some 1 _< j < m, one of the following is satisfied: 
max fi; 'j'L ~ [O, ai) (5.18) 
01" 
max f~ 'L C [0, ai), (5.19) 
then Condition (C2) holds for some A > O. 
PROOF. First, we assume that (5.18) is satisfied. Let e = a~ maxf~ 'j'L (> 0). Clearly, there 
exists A > 0 (A can be chosen arbitrari ly small) such that  
Oifi(k, x) -t- Li 
max < max fo 'j'L + e = ai, Ixl c D~ r~. 
kEZ[1,T+I] IZ j ,*~- l l  --  
This readily leads to 
O~k(k,a:)+L~<<_a~lxj,~-ll<_a~A, (k,I:cl)~Z[1, T+I]×D~L (5 .20)  
In view of (5.20) and (5.16), it follows for each 1 < i < m and Ifil c D~ '~ that  
T+I  T+I  
¢i(u) = E Gi(g,e)[O.ifi (g, g(g)) + Li] < E Gi(g,g)aiA = A. 
g=l  f= l  
Thus, (C2) holds. 
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Next, ,assume that  (5.19) is fulfilled. Let ~ = a~ - maxf~ j'L (> 0). Then, there exists ~r > 0 
(el can be chosen arbitrarily large) such that 
O,ifi(k,x) + Li • • 
max < max f~3,L + ~ = ai, Ixl ~ [O', 00) re(n- l ) .  (5.21) 
kEZ[I,T+I] [Xj,n_l ] -- 
For each 1 < i < m, we shall consider two cases. 
CASE 1. O~fi(k,x) + L~ is bounded. So there exists N > 0 such that 
O,sJt~(k,x)÷L~<N, (k, lxl) EZ[1,  T+l ]×[O,  oc) "(n-~).  
Take k N/a.z (since N (:an be chosen arbitrarily large, A can be chosen arbitrarily large). Then, 
we have 
O~fi(k, x) + L~ <_ Aai 
for (k, lxl) c Z [1 ,T+ 1] × D~' C_ Z[1 ,T+ 1] × [0, oc) re(n-l). As in tile earlier part of the proof, 
the above inequality readily gives rise to (C2). 
CASE 2. 0~fi(k,x) + L~ is unbounded. Then, there exists A >_ a (A can be chosen arbitrarily 
large) and ki ~ Z[1, T + 1] such that for (k, Izl) C Z[1 ,T+ 1] x D~ ~, 
OiL (k  , 3;) + L i < Inax Oifi (k i ,C l l ,  ~ (Z 4- ?t) (n-2) 
c,,~c{1,-1} (Tt Z~) I .  ' C12A 
l_<r_<m, l<s<n-1  
(T  + n -- 1) (n-3) 
(n - 3)! , • . . , e l ,n - -1 /~,  
C21A (T -7 ?/~)(n-2) 
(7~ - 2 ) !  
(T + n) ('~-2) 
• . . ,  CmlA (~ - 2 ) !  




(T + n - 1) (n-3) 
C22-~ , . . . , C2,n-- 1/~, (~ - 3 ) !  
(T + n - 1) (~'-3) 
Cm2 ~ (~ - 3 ) !  
Noting ttlat A > c~ and also (T + n -s ) (n -2 -~) / (n -2 -s ) !  _> 1, 0 < s < n -  2, it follows 
fi'om (5.21) and the above inequality that 
Oi. f i (k , :c)+L~<aslc i , ,~- , )q:a i )~,  (k, I x [ )EZ[1 ,T+I ]xD~% 
Hence, (C2) is readily obtained. 
hi both cases, we have verified that Condition (C2) is fulfilled. 
LEMMA 5.3. Suppose there exist nonnegative constants L,-, 1 <_ r <_ m, such that (C1) holds. 
If, tbr some 1 < i < m and each 1 <_ j <_ m, we have 
(b /A j - l ,oo ] ,  i l L  r 0, 1 <r<zn,  
in in f~  j,L (5 .22)  C 
(b iA ;  1 (1 - Aj ) - '  , oo] , if L,,. 7 k 0 for some r, 
then Condition (C3) holds for some 71 > 0. 
PROOF. Assume that L,. # 0 for some r. Let ~ = min f~ j'L - b~A]l(1 - Aj) -1 (> 0). Then, 
there exists ~1 > 0 (~ can be chosen arbitrarily large) such that 
O~fi(k,x) + Li 
rain 
kES[n-l,T l ]Xj .... 11 
Ix, ~ I C[0,oo), ~'~M\ {y } 1 <.~<',~-- 1 
_> rain f~ j , L  _ e = biAS1(1 - Aj )  -1, 
[xj.~ I c [Aj(1 - Aj)T/, oc), 1 < s < n - 1. 
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Hence,  for some 1 < i < m and each 1 <_ j <_ m, it follows that  
O~f i (k ,x )+L i>b. ,A~l (1 -A j ) - l l x j , ,~_ l l>_b . ,A ; l (1 -A j ) -~A j (1 -A j )~ l=b i r l  (5.23) 
for (k, Ixl) ~ Z[n-1 ,  T] xK j  ~_ Z[n-1,  T] x [0, 00)  ( j -1 ) (n -1 )  X [Aj(1 - A j )q ,  (N3) 'z-1 X [0, OO) (m- j )  ( 'z-l) • 
m 
App ly ing  (5.23) and (5.17), we obta in  for some 1 < i < m and I~1 e UN=~ KN, 
T T 
'~i(u) = E G i (n -  1,g)[O{fii (g, ft(g)) +Li ]  _> E a i (n -  1,g)birl 
£=*~- 1 ~=n--1 
= 71. 
So (C3) is fulfi l led. 
The  proo f  for the case when L~ = 0 for all r is sinfi lar. 
LEMMA 5.4. Let L~ == O, 1 <_ r <<_ m, and (C1) be satislqed. If, for some 1 < i < m and each 
1 <<j <_Tn, we have 
min f;,j,L E (biA21,oc ] , (5.24) 
then Condition (C3) holds for some rl > O. 
PROOF. Let  e = rain f~,j,L b.~A~ 1 (> 0). Clearly,  there  exists r / > 0 ( r / can  be chosen arb i t ra r i l y  
smal l )  such that  
Oifi(k,x) • i j L biA-lj min >mmf~"  -e= , 
keZ[n-l,T l Ixj,.,~-ll - 
Ix, ~lc[0,o~), r<M\{ j} ,  x<~<n-1  
I~j.~l e [0, (T  + ,*)(=-~)*l], 1 < s < n - 1. 
Subsequent ly ,  for some 1 < i < m and each 1 < j <_ m, we find 
Oifi(k,x) >_ biAy I Ixj,**-ll >_ biA7lAjrl = bit] 
for (k, Ixl) ~ Z[~-1,  T] xK j  C_ Z[n-1 ,  T] × [0, oo)0- ~)(n-~) × [0, (T+~)('~-=)~j] n-~ x [0, oo) ( '- j)( '~-l).  
As observed in the proo f  of Lemma 5.2, the above inequal i ty  read i ly  leads to (03) .  
REMARK 5.1. In order  to  show that  fi satisf ies (ca)  (71 > A~IlluLII ), the cond i t ion  L~ = 0, 
1 < r < m, in Lemma 5.4 is essential .  
The  fol lowing coro l lary  is a direct  consequence of Theorem 5.1 and Lemmas 5.2-5.4. 
COROLLARY 5.1. Suppose there exist nonnegative constants L~, 1 <_ r <_ m, such that (C1) 
holds. Let one of the following be satisfied: 
(~) equation (5.18) holds for each 1 < i < m and some 1 < j <_ m, and (5.22) holds for some 
1 < i < m and each 1 <_ j <_ m, or 
(b) L~ = 0, 1 < r < m, (5.19) holds for each 1 < i < m and some 1 <_ j <_ m, and (5.24) 
holds for some 1 < i < m and each 1 <_ j < m. 
Then, (1.1),(1.2) has a fixed-sign solution u*. 
REMARK 5.2. A remark  s imi lar  to Remark  3.2 appl ies.  As an i l lust rat ion,  for ~r~ = 'n = 2 and 
01 = 02 = 1, we have the following: 
__ . i j  L , (a) f i (k , ( t )=(e* t l÷~*2-9k  2 lO)/(l+k2),Li=9, maxf;'J'L=o.5, nnn]o =( I+T 2) 1 
max f~;~,L = min f~o j'L = oc,  j = 1, 2; 
(b) f i(k, ~) = [10 s inh(Ul  + u2) + k + 1] s inh(u l  + u2) - 10 cosh2(u l  + u2), L i  = 10, max .g,j,L = 
. ij.L maxf~J  ,L min f~ ,L ~,  j 1,2; T + 2, mm J'~' = n, = = = 
(c) f i (k ,g)  = u i+k2e - "2 -11 ,  Li = 11, maxf~ 'j 'L = oc, maxf~j  'L = 1, j = 1,2; min f~ 'LL = 
rain f2  'L = 1, rain f~,2,L = oc, min f~2,L = O. 
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EXAMPLE 5 .1 .  
A~y(k - 1) 
Consider the system 
ASx(k -  1) + 
~3x+=3y)) 
exp 480 - 7k2 - 701 
100 + k 2 = 0, 
k { <1, 61, 
[8 (100 4- k2) sinhAa~+A~y240 " 4-1] sinhAaX+A3v-8(1004-kg) cosh 2 A a z + a : ~ : ' 2 4 0  240 
100 + k 2 = 0, 
Here, n=T=5,  m= 2, 
k e z[1, 6], (5.25) 
A4~-(o) = A i r (o )  = o, 
j =0,1,2,  
A~x(o)  - 2A*,~:(o) = 0, 
2A3x(6) + 3A4x(6) = 0, 
2Aay(0)  - A~y(0) = 0, 
Aa.v(6) + A~y(6) = o. 
f l  (k, x, Ax, A2x, Aax, y, Ay, A2y, A3y) 
and 
.f2 (k, x, Ax, A2:c, Aaz, y, Ay, A2y, A3y) 
exp \ 45o j - 7k2 - 701 
100 + k 2 
[8 (100 + k2) sinh Aax+AaY240 -1] sinh Aax+/X:~u - 8 (100 4- k2) cosh2 A a ' ~ : + A a Y 4 0  24  
100 + k 2 
Fix 01 = 02 = 1, L1 = 7, and L2 = 8. Clearly, (C1) is satisfied. Since rain fi,j,L • .~o ~ OO fOl' 
i , j  E {1,2}, by Lemma 5.3 Condition (C3) is fulfilled [br some r] > 0. Next, it is clear that for 
A > 0 ~u~d (Ixl, IAxl, jAixl, IA3xl, lyF, I~yl, rA2yl, 1~3yl) ~ O~, 
1 fl (k, x,/kx, A2x ",/k3x, y,/ky, A2y, A3y) + L t - 
100 + k 2 
1 < 
- 100 + h "2 
and 
[exp (A3x484-0 Aay ) --1] 
1 
fi2 (k, x, Ax, A2x, A3z, y, Ay, A2y, A3y) + L2 - -  sinh 
100 +/v 2 240 
1 X 
< - -  s inh - -  
100 + k 2 120' 
Thus, (C2) is satisfied if we can find some A > 0 so that 
Aaa: + A3y 




Z a2(e,e) 1 100 + g~ sinh 1 -~ < A. 
g=l  
(5.27) 
By direct computation, (5.26) and (5.27) hold for A c (0, 1243]. Hence, we conclude by Theo- 
rem 5.1 that system (5.25) has a positive solution u* = (x*, y*) on Z[0, 10]. 
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6. GENERAL NONL INEARIT IES :  
DOUBLE F IXED-S IGN SOLUTIONS 
In this section, an application of the results of Section 3 provides criteria for the existence of 
at least two fixed-sign solutions. Once again, condition (1.6) is not required here. 
THEOREM 6.1. Let Lr = O, 1 < r < m, and (CI) be satisfied. Suppose (C2) holds for some 
A > O. Further, let (5.22) and (5.24) be satisfied for some 1 < i < m and each 1 <<_ j <<_ m. 
Then, (1.1),(1.2) has two fixed-sign solutions u* and ft such that 
(G.1) 
PROOF. The proof employs Theorem 5.1, Lemnms 5.3 and 5.4, and is similar to that of Theo- 
rem 4. I. 
THEOREM 6.2. Suppose there exist nonnegative constants Lr, 1 < r <_ m, such that (C1) is 
fulfilled. Let (C3) hohl for some 7] > O. Further, let (5.18) and (5.19) be satisfied for each 
1 < { < m and some 1 <_ j <_ m. Then, (1.1),(1.2) has two fixed-sign solutions g* and fi such 
that 
o < II * + -<, <-II  (6.2) 
(where u L is as in Lemma 5.1). 
PROOF. The  proof  uses Theorem 5.1, Lemma 5.2 and a s imi lar  a rgument  as in the  proo f  of 
Theorem 4.2. 
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