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$\ldots$ , $T_{n}$ $(0,1)$
( ) 1
duration 1
( 1 1 )
Continuous (arrival) time duration problem $\ovalbox{\tt\small REJECT}$ duration
1 Duration problem
Ferguson et al (1992) $n$ 1
discrete (arrival) time duration problem continuous time duration
problem
2 t-rule continuous time duration problem $t$-rule
$t$ 1
Hu et al.(1998) 3 random





4 continuous time best choice problem
Gnedin(2005) discrete time duration problem with random truncation discrete
time best choice problem with random truncation
random truncation continuous time model (1)
( ) Gnedin Duration problem
Samuels(2004), Gnedin(2004), Mazalov and Tamaki(2006), Pearce et al.(2012), Tamaki(2013)
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2 Continuous time duration problem
Lemma
Lemma 1. $n$ $(0, a)$
$T_{i}(a)$ $i$ $T_{1}(a),$ $T_{2}(a),$ $\ldots$ , $T_{n}(a)$ $(0, a)$
(
1 ) duration $E_{n}(a)$ $h_{n}= \sum_{i=1}^{n}1/i$
$E_{n}(a)= \frac{ah_{n}}{n+1}$ (2)
( A )
$X$ $X= \min\{T_{1}(a),T_{2}(a), \ldots, T_{n}(a)\}$
$X$ $f(x)$
$f(x)= \frac{n}{a}(1-\frac{x}{a})^{n-1} 0<x<a$ (3)
$E[X]= \int_{0}^{a}xf(x)dx=\frac{a}{n+1}$ (4)






(4) $P\{R=r\}=1/n,$ $1\leq r\leq n$






1 continuous time duration problem $n$ $t$-rule
duration $Q_{n}(t)$
78
Theorem 1. $n\geq 2$
( $i$ ) $Q_{n}(t)$ $=$ $t \sum_{k=2}^{n}\frac{h_{k-1}}{k}(1-t)^{k}+\frac{h_{n}}{n+1}(1-t)^{n+1}$
(ii) $Q_{n}(t)$ $\geq$ $Q_{n+1}(t)$
(iii) $Q_{n}(t)$ $arrow$ $Q(t)= \frac{1}{2}t\log^{2}t$
$t$-rule duration $D(t)$ $R(t)$ $t$
( $t$ $R(t)=n+1$ )
$Q_{n}(t)$ $R(t)$
$Q_{n}(t)= \sum_{k=0}^{n}E[D(t)|R(t)=k+1]P\{R(t)=k+1\}$ (6)
$R(t)=k+1$ $(k+1)$ $T_{1},$ $T_{2},$
$\ldots,$
$T_{k+1}$ $T_{k+1}<t<$





$E[D(t)|R(t)=k$ $= \frac{(1-t)h_{k}}{k+1}$ (9)
$R(t)=k+1$ $t$-rule $k$
$k$ $(t, 1)$






Theorem 1 $Q(t)$ $t=e^{-2}$ $Q(e^{-2})=2e^{-2}$
$n(\geq 1)$ e-2- duration $2e^{-2}$
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3 Duration problem with random truncation
2 random truncation time $V$ $V$ (1)
t-rule duration (1) $m$
$Q_{n}^{(m)}(t)$ $D(t),$ $R(t)$ Theorem 1 $V$
(6)
$Q_{n}^{(m)}(t)= \sum_{k=0}^{n}\{l^{1}E[D(t)|R(t)=k+1, V=v]f(v)dv\}P\{R(t)=k+1\}$ (10)
$v>t$
$E[D(t)|R(t)=k+1, V=v]= \sum_{j=1}^{k}\frac{(v-t)h_{j}}{j+1}(\begin{array}{l}kj\end{array})(\frac{v-t}{1-t})^{j}(\frac{1-v}{1-t})^{k-j}$ (11)
$R(t)=k+1,$ $V=v$ $t$ $k$
$v$ $i$ (1) $( \frac{v-t}{1-t})^{j}(\frac{1-v}{1-t})^{k-j}$ $j$
duration Lemmal $\frac{(v-t)h_{j}}{j+1}$
(11)
$\sum_{i=2}^{k+1}h_{i-1}(k +1i)(x^{-1}-1)^{i}= \sum_{i=1}^{k}\frac{1}{i}(x^{-i}-1)(x^{-(k+1-i)}-1) , 0<x<1$
(11) ( $k$
)
$E[D(t)|R(t)=k+1, V=v]$ $=$ $( \frac{1-t}{k+1})(\frac{1-v}{1-t})^{k+1}\sum_{j=1}^{k}h_{j}(_{j}^{k}I_{1}^{1})(\frac{v-t}{1-v})^{j+1}$

















(7) (8) (15) (10)
Theorem 3. $m\geq 1$
$Q_{n}^{(m)}(t)=(1-t)^{m+1}[t \sum_{k=1}^{n-1}(\frac{h_{m+k}-h_{m}}{m+k+1})(1-t)^{k}+(\frac{h_{m+n}-h_{m}}{m+n+1})(1-t)^{n}]$ (16)
4 Best choice problem with random truncation
3 best choice problem random truncation time $V$
$V$





$P_{n}^{(m)}(t)= \sum_{k=0}^{n}\{l^{1}E[W(t)|R(t)=k+1, V=v]f(v)dv\}P\{R(t)=k+1\}$ (17)
$v>t$
$E[W(t)|R(t)=k+1, V=v]= \sum_{j=1}^{k}\frac{1}{j}(\begin{array}{l}kj\end{array})(\frac{v-t}{1-t})^{j}(\frac{1-v}{1-t})^{k-j}$ (18)
(11) $t$ $\Re$ $k$
$v$ $i$ $(\begin{array}{l}kj\end{array})(\frac{v-t}{1-t})^{j}(\frac{1-v}{1-t})^{k-j}$ $j$
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$E[W(t)|R(t)=k+1, V=v] = ( \frac{1-v}{1-t})^{k}\sum_{j=1}^{k}\frac{1}{j}(\begin{array}{l}kj\end{array})(\frac{v-t}{1-v})^{j}$
$= ( \frac{1-v}{1-t})^{k}\sum_{j=1}^{k}\frac{1}{j}(\begin{array}{l}kj\end{array})(\frac{1-t}{1-v}-1)^{j}$









(7) (8) (20) (17)
Theorem 4. $m\geq 1$
$P_{n}^{(m)}(t)=m(1-t)^{m}[t \sum_{k=1}^{n-1}(\frac{h_{m-1+k}-h_{m-1}}{m+k})(1-t)^{k}+(\frac{h_{m-1+n}-h_{m-1}}{m+n})(1-t)^{n}]$
Theorem 3 4
Theorem 5. $m\geq 1$
$P_{n}^{(m+1)}(t)=(m+1)Q_{n}^{(m)}(t)$
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