Surface roughness affects the functional properties of surfaces, including adhesion, friction, hydrophobicity, biological response, and electrical and thermal transport properties. However, experimental investigations to quantify these links are often inconclusive, because surfaces are fractal-like and the values of measured roughness parameters depend on measurement size. Here we demonstrate the characterization of topography of an ultrananocrystalline diamond (UNCD) surface at the Ångström-scale using transmission electron microscopy (TEM), as well as its combination with conventional techniques to achieve a comprehensive surface description spanning eight orders of magnitude in size. We performed more than 100 individual measurements of the nanodiamond film using both TEM and conventional techniques (stylus profilometry and atomic force microscopy). While individual measurements of root-mean-square (RMS) height, RMS slope, and RMS curvature vary by orders of magnitude, we combine the various techniques using the power spectral density (PSD) and use this to compute scale-independent parameters. This analysis reveals that "smooth" UNCD surfaces have an RMS slope greater than one, even larger than the slope of the Austrian Alps when measured on the scale of a human step. This approach of comprehensive multi-scale roughness characterization, measured with Ångström-scale detail, will enable the systematic evaluation and optimization of other technologically relevant surfaces, as well as systematic testing of the many analytical and numerical models for the behavior of rough surfaces.
INTRODUCTION
It was realized more than a century ago 1 that nominally planar surfaces will only make contact at the points of highest protrusion because of surface roughness. The area of close mechanical contact can thus be thousands of times smaller than the projected, apparent area of the surface. Surface topography therefore strongly affects adhesion, 2-4 friction, [5] [6] [7] hydrophobicity, 8, 9 biological response, 10 and electrical 11 and thermal 12 transport properties. Surface roughness exists even on polished and patterned surfaces, and may be unavoidable for polycrystalline materials. 13 Therefore, surface topography and surface finish are widely measured and reported, with international standards specifying different levels of allowable height variation for specific applications (e.g., ASME B46, 14 ISO 4287, 15 and ISO 4288 16 ). However, significant questions remain about the character of roughness and how to quantitatively describe its effect on surface functional properties.
Many experimental investigations attempt to correlate surface performance to a single statistical parameter of roughness. For example, a 2013 review about bone marrow stromal cells on ceramic materials concluded that "overall, the effect of surface roughness (at both the nano-and micronscales) and grain size on cell adhesion is inconclusive due to contradicting data in the literature". 17 The review cites investigations showing adhesion increasing 18, 19 and decreasing 20 with average roughness, as well as other data showing no trend. 21 Fifty years ago, Mandelbrot 22 provided an explanation. His paper, titled "How Long is the Coast of Britain?", showed that there is no singlevalued answer to the title's question. The measured length "#$%& of a coastline depends on the length l of the yardstick used to measure it. Rough surfaces exhibit similar scaling laws and analogously, the measured scalar parameters such as root-mean-square (RMS) height are strongly dependent on measurement resolution and scan size. 23 Analytical 2,24-27 and numerical [28] [29] [30] models account for the self-affine nature of surfaces and suggest that surface properties can be predicted from a complete statistical description of the surface in the form of the power spectral density (PSD) 31 or the autocorrelation function (ACF) 32 . These same investigations suggest that adhesion, friction, and contact stiffness depend on the true values of RMS height hrms, RMS slope h'rms, and in the case of adhesion 2 also RMS curvature h''rms. This leads to a central challenge in roughness analysis: functional properties of a surface depend on the true scale-spanning topography, while any experimental measurement of topography is inherently technique-dependent and incomplete. The resolution to this challenge is to combine measurements across length scales and, unlike with Mandelbrot's coastlines, to measure the smallest sizes where scaling laws must break down.
RESULTS
Here, transmission electron microscopy is used to achieve these smallest-size-scale measurements for ultrananocrystalline diamond. Specifically, a 2-m film was deposited (see Methods) onto a thin-wedge TEM substrate and 79 side-view images of the surface were taken on scales from hundreds of nanometers down to Ångströms (Fig. 1a-c) . Each image was post-processed to digitize the contour of the surface, thereby extracting line profiles. These profiles were then analyzed as topographic line contours, analogous to measurements from a stylus profilometer or a line-scan from an AFM. Values of commonly used roughness parameters were computed, including RMS height hrms, RMS slope h'rms, and RMS curvature h''rms, as well as the full surface area %)*+ . These TEM-based measurements were also used to compute the power spectral density of topography for a statistical description of the surface. The PSD 31, 33 is the Fourier transform of the height autocorrelation function and mathematically decomposes the overall topography into contributions from different length scales (typically expressed as a function of wavevector = 2 ⁄ ). See Methods for details of the TEM measurement and image analysis, as well as the calculation of roughness parameters and PSDs. Most importantly, the TEM-measured PSD of the UNCD film (Fig. 1d ) enables characterization of topography over lateral length scales ranging from tens-ofnanometers down to 4 Å -a regime of roughness that has not been measured in prior investigations of UNCD (e.g., Ref. 34 ) and which is not accessible using any conventional technique for topography measurement.
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Figure 1: Transmission electron microscopy reveals the surface structure at the Ångström-scale. The topography was captured using side-view TEM images with a wide range of magnifications, resulting in image sizes ranging from over a micron to less than 10 nm. Representative high-resolution images are shown (a-c). The topography was extracted from the outermost contour of the surface (red dashed line in panel a). The power spectral density (d) was computed from each measurement of topography at various magnifications. Overall, the TEM measurements yield topography in the size range between tens-ofnanometers and a few Ångströms, which is inaccessible using conventional topography measurement techniques.
Next the UNCD film was measured using conventional surface topography techniques, for the purposes of combining with the TEM measurements, in order to create a comprehensive description of the surface. The UNCD film was characterized (see Methods) using stylus profilometry and atomic force microscopy (AFM), as shown in Fig. 2a-c . The measurements included 20 stylus scans with sizes from 0.3 to 10 mm, and 28 AFM scans with sizes from 100 nm to 50 µm. Further, we performed a quantitative analysis of tip-size artifacts following the approach of Refs. 31,35 (as described in Methods). This analysis demonstrates a strong tip effect, especially at the smaller length scales. For stylus measurements (Fig. 2d) , the entire region that appears to show self-affine scaling was artifacted and thus unreliable. The AFM data also showed significant sensitivity to tip-radius effects, which were exacerbated by wear-induced tip blunting. Even using best-practices (tapping mode with low tip wear, and accounting for the reliability cut-off), conventional surface characterization techniques were unable to capture the roughness of UNCD at lateral length scales smaller than tens of nanometers. While AFM (and also scanning tunneling microscopy) techniques can achieve Ångström-scale resolution on atomically-flat samples, 36 for most engineering surfaces the interaction of the tip size and the surface roughness imposes a minimum lateral length scale for reliable measurement. These tip-size artifacts in topography measurements underscore the need for combination with TEM-based Ångström-scale measurements to accurately characterize a surface across all scales. Complementary topography characterization is performed using conventional techniques, and underscores the unreliability of measurements at the smallest lateral length scales. The UNCD film, which has a mirror-like external appearance (a), was characterized using stylus profilometry (b) and AFM (c). The power spectral density (d, e) was computed and tip-size artifacts accounted for (see Methods). For stylus data, the PSD of each measurement is shown; for AFM data, each curve represents an average of all linescans taken in a single square measurement. The left-most portions of the measured PSD curves (solid, darker-color lines) are considered reliable; beyond the reliability cutoff (dashed vertical line), the remaining data (dashed, lighter-color lines) is considered artifacted. For the stylus measurements, the entire region that appears to be self-affine is unreliable. The AFM-based PSDs enable measurements to smaller sizes, but tip wear can reduce reliable lateral resolution by at least an order of magnitude. Tip wear was detected using TEM images of the tip taken before and after use (insets in (e)). Even the lowest-wear probes could not accurately characterize the statistics of topography for UNCD at lateral length scales below several tens of nanometers.
DISCUSSION
The first key outcome from this investigation is the measurement of commonly-used roughness parameters at the smallest length scales. The calculation of roughness parameters is described in the Methods section. Across all techniques, the individual measurements of RMS height, RMS slope, and RMS curvature vary by orders of magnitude with size scale, as shown in Fig. 3a -c. For example, the magnitude of the RMS slope -a critical parameter in numerical and analytical models [28] [29] [30] of rough-surface properties -varies by more than two orders of magnitude as a function of yardstick size (pixel size) l. At the largest scale, the stylus profilometer measured an average RMS slope of 0.03, corresponding to an angle of just 1.7°, reflecting the fact that the UNCD has the appearance equivalent to a polished silicon wafer (see Fig. 1a ). At the smallest scales that are accessible by conventional techniques, the AFM data showed an average RMS slope of 0.27 (15° from horizontal), in rough agreement with prior measurements on related films. 37 However, the novel TEM measurements showed an average value of RMS slope equal to 0.92 (43° from horizontal), more than triple the AFM-measured value. For comparison, the mean surface slope of the UNCD, when measured with high resolution, exceeds the average RMS slope of the Austrian Alps (0.8) when measured with a yardstick on the order of a human step length. 38 The RMS curvature (Fig. 3c ) showed yet a greater influence of measurement parameters, with five orders of magnitude in difference between the smallest and largest values measured. Likewise, the true surface area (the most analogous parameter to Mandelbrot's coastline length) showed significant variation (Fig. 3d) . While the stylus data suggested a roughness-induced increase in surface area of just 0.1% above the projected area, the TEM data demonstrated that the true surface area is approximately double the projected value. Taken together, the variation in these measurements conclusively demonstrate the impossibility of linking any single scalar measurement of topography to a functional property, and suggests a primary cause of the inconclusive results that are widely reported in roughness literature (for example, Ref. 17). More quantitatively, the scalar roughness parameters can be analyzed as a function of measurement size. Results are analyzed in the style of the variable-bandwidth method (VBM). 39, 40 For a self-affine surface, measured values of ℎ *4% should scale with scan size L according to ℎ *4% ( ) ∝ 8 , where H is the Hurst exponent. 39 Since measurements were taken at a wide range of scan sizes, this sets the upper limit of wavevector for each calculation. For this analysis, we therefore do not need to numerically restrict the bandwidth of our measurements, 39 but rather rely on their natural bandwidths. The individual measurements of RMS height ℎ *4% ( ) (Fig 3a) demonstrate power-law scaling corresponding with a Hurst exponent of H = 0.74 ±0.05 at small L and a crossover to a plateau at approximately = 1 µm. The RMS slope and RMS curvature of a self-affine surface are predicted 27, 31 Fig. 3a) . The plateau at 1 µm does not appear in Figs. 3b-d because the pixel size of all measurements is below this scale. We show (Methods) that the fractional increase in surface area for a self-affine surface should scale as B %)*+ -E*#F G E*#F H ∝ A8?A ; Fig. 3d presents the data in this form. Although it has been shown that roughness parameters vary with scan size, this investigation demonstrates the functional form of the scaling for RMS slope, RMS curvature, and true surface area. Further, the TEM measurements enable the calculation of parameters at the very smallest scales.
The second key outcome from this investigation is the calculation of true, scale-invariant roughness parameters. As mentioned, analytical and numerical models 2, [24] [25] [26] [27] [28] [29] [30] suggest that adhesion, friction, and contact stiffness depend on the true RMS height, RMS slope, and RMS curvature of the surface. However, Fig. 3 demonstrated the variability of any individual measurement of these parameters. To overcome this paradox, we combine all of the present measurements, spanning eight orders of magnitude in size scale, together into one complete description of the surface. The power spectral density is used as the tool for combining these multi-scale measurements into a single description. Figure 4 shows the computed PSDs from all measurements, with unreliable data not included. The 127 individual measurements, taken at more than 30 different magnifications using three different instruments, collapse onto a single curve. Only three measurements, taken with the same AFM probe, showed deviation (cyan data in Fig. 4 ) and these are attributed to tip-size artifacts (see Methods). The arithmetic average of all measurements comprises a single function that fully describes the topography for the UNCD surface. . Representative side-view images are shown at 1-to-1 scaling in the insets, which are outlined in the corresponding color. The individual measurements are combined into a single PSD (black line with white outline), which represents a comprehensive description of surface topography. The curve can be approximately fit using power-law scaling relations (colored dashed lines). However, having an experimental measurement of the full multi-resolution PSD curve eliminates the need for assumptions about self-affinity.
The curve shows two regions of approximately power-law scaling with exponent = 0.63 at small q (long wavelengths) and = 2.55 at large q (short wavelengths). The exponents and extracted from the multi-resolution PSD therefore characterize the long-wavelength and shortwavelength behavior of the UNCD surface, respectively. The cutoff between large and small q is somewhat arbitrary; here it has been chosen as 1 µm, in accordance with Fig. 3a . It is common in surface topography analysis to consider the large-q portion as the "self-affine" region, and to consider the small-q portion as the "roll-off" region, 41 where the self-affinity breaks down. Here we will discuss the two regions separately.
In the large-q "self-affine" region, the fractal dimension can be extracted as = (2 + 3 − ) 2 ⁄ , 42, 43 where n is the dimension of space. In the present case of line-scan topography measurements, n = 1 so = (5 − ) 2 ⁄ . For self-affine processes, the fractal dimension D is related to the Hurst exponent 43, 44 by D + H = n + 1 = 2, therefore a value of Hurst exponent can be extracted from the large-q region using = 2 − = ( − 1)/2 = 0.77 ± 0.06. This value agrees well with the value of 0.74 ±0.05 extracted using the VBM. (Though numerical simulations 39, 45 have shown that fitting Hurst exponents to power-laws can lead to a systematic error of up to 0.2 with the method of calculation.) The measured values of H are consistent with many experimental observations on scales from mountain ranges 46 to atoms 47 and processes such as fracture [48] [49] [50] and plastic deformation 51 . A value of H > 0.5 indicates persistent behavior of the spatial correlations, i.e., a high value is likely to be followed by another high value. We note that our UNCD films are grown on a surface and that common growth models (e.g., EdwardsWilkinson 52 or Kardar-Parisi-Zhang 53 ) predict H = 0.5, but H > 0.5 is commonly observed in deposition from vapor 54 or liquid 55 .
We now consider the analysis of the "roll-off" region, but unlike a typical 41 assumption of constant power below some critical wavevector, we use the framework of fractional Gaussian noise (FGN). 43, 56, 57 In this, the fractal dimension DFGN is extracted from the large-q region using the same equation described above; however, the Hurst exponent HFGN is computed from the small-q region as XYZ = ( + 1) 2 ⁄ . 43 This analysis yields a value XYZ = 0.82 ± 0.04, which agrees with the large-q (self-affine) value of H within experimental uncertainty. The typically-used assumption of constant power in the roll-off region implies a white-noise process; mathematically, this gives XYZ = 0.5. This assumption is not borne out by the measurements of UNCD, which instead show an FGN Hurst exponent that is approximately equal to the one computed from the large-q region. At present, it is unclear to us why fractional Gaussian noise seems to serve as a good model for the power spectral densities of surface topography. However, the results may indicate that the topography of the long-wavelength "roll-off" region is related to the topography of the short-wavelength "self-affine" region. Specifically, the former has the statistical structure of the derivative of the latter, such that = − 2. Additional work is required to verify the generalizability of these relationships between the large-q and small-q regions for surface topography.
Finally, we note that the PSD curve is not completely linear in either the large-or small-q region, and therefore the exact value of the measured scaling exponents will depend on the size scale over which they are measured. For example, if a line is fit to only the largest-q portion of the curve (q>10 8 ), then the values shift to = 1.0 ± 0.04 and = 1.0 ± 0.04. In general, to eliminate uncertainty in how the curve is fit and to eliminate the need for models of random processes, the following paragraph describes the use of the entire PSD curve (without assumptions of selfaffinity) to compute scale-independent roughness parameters.
The combined data from all measurements (Fig. 4) were used to compute scale-independent values of hrms, h'rms, and h''rms, which describe the underlying surface. These roughness parameters are equal to the zeroth, second, and fourth moments of the PSD, respectively. 31 For a one-dimensional PSD, these parameters are computed as follows:
These integrations were performed numerically using the trapezoidal method, eliminating the need for assumptions about self-affinity. The bounds of integration are defined by the largest measured scan size (1 cm) and the smallest pixel size (4 Å). No smaller-size contribution is expected because this is approaching the atomic scale, beyond which topography is not clearly defined. Using this approach, the computed true values of roughness parameters for the surface were hrms = 17.5±1.3 nm, h'rms = 1.2±0.28 equivalent to an angle of 50°, and h''rms = 6.3 ×10 9 ±1.2 ×10 9 m -1 . The uncertainty was computed using standard error propagation as applied to the numerical implementation of Eq. 1. For the h'rms and h''rms, which depend on the finest scales of roughness, these results demonstrate that the novel TEM approach yields the most accurate estimates of RMS slope and curvature, whereas conventional topography techniques err by an order of magnitude or more. The combination of techniques across all scales yields even more robust measurements of roughness parameters than can be achieved by any method in isolation, and this combined approach is necessary to achieve a comprehensive and predictive description of a surface.
On a final note, while measuring the full multi-scale topography is best, this is not always practical. Therefore, we evaluated the estimation of values of RMS slope and RMS curvature that can be computed using only AFM measurements. The AFM-only calculation can be done in two ways, as shown in the Supporting Information (Sect. S-3). The first method, a simple application of Eq. 1 to AFM data, did not yield accurate values. Specifically, when the integration was performed over the average PSD that was computed from all AFM-based measurements (i.e., without accounting for tip-size artifacts nor the reliability cut-off), the RMS slope and RMS curvature were computed to be 1.9±1.1 and 2.9 × 10 @a ± 2.25 × 10 @a m -1 , respectively. Tip artifacts and noise artifacts caused significant deviations in the measured PSDs. However, a second and more sophisticated application of Eq. 1 to AFM data did yield reasonably accurate values of RMS slope and curvature. Specifically, the following process was used: (1) the reliability cut-off was applied to each AFM measurement to eliminate artifacts; (2) the remaining (reliable) data was averaged to create a single PSD; and (3) the average PSD was extrapolated to the maximum wavevector measured with TEM (q=1.6×10 10 ). The application of Eq. 1 to the resulting extrapolated PSD yields values of RMS slope and RMS curvature of 0.9 ± 0.1 and 6.65 × 10 e ± 1.7 × 10 e m -1 , respectively. This RMS slope value is smaller than for the raw AFM data because the extrapolated PSD has a smaller magnitude at high-frequencies than the noisy raw data from the AFM (see Fig. S-3) . Overall, the RMS parameters computed from the extrapolated AFM data are closer to the values computed in the previous paragraph. However, the robustness and generalizability of this extrapolation approach is unknown. Therefore, where possible, we believe that the best way to characterize a surface is to combine many techniques over many length-scales and to include characterization down to the Ångström scale, thus eliminating the need for self-affine assumptions or approximations.
In conclusion, by characterizing a surface across eight orders of magnitude in size scale, this investigation demonstrates two key advancements in our understanding of surface topography. First, while individual measurements of such critical roughness parameters as RMS slope and RMS curvature will vary by orders of magnitude between and within different experimental techniques, TEM-based measurements are able to approximate the true values for the surface by capturing the smallest-scale topography. For a smooth, conformal UNCD film, the measured value of RMS slope is of order unity and the value of RMS curvature corresponds to an Ångström-scale radius; these values are significantly larger than those that have been measured previously with conventional techniques. Second, we demonstrate the combination of topography measurements across all size scales to compute true, scale-independent parameters for the underlying surface. By using the power spectral density, we show that the more than 127 individual measurements collapse to a single curve. The resulting curve is approximately self-affine at large wavevectors, with a Hurst exponent of 0.77. We show a separate interpretation of the long-wavelength portion of the PSD (often designated the "roll-off" regime) using fractional Gaussian noise. We further show that, instead of relying on self-affine approximations, one can use the combined multiresolution PSD curve to compute scalar roughness parameters for the surface: RMS height, RMS slope, RMS curvature, and also the roughness-induced increase in true surface area. In summary, although the specific, measured values of the PSD and roughness parameters are unique to this material (unpolished UNCD), the present approach to characterization and analysis is widely generalizable to the topography analysis of many materials. The demonstrated approach enables more accurate evaluation of surface topography of real-world components, and more meaningful correlation with surface properties. Further, it allows the systematic testing of the many existing analytical and numerical models, in order to uncover the physical links between surface topography and surface function.
METHODS

Material deposition
Conductive ultrananocrystalline diamond (UNCD) was deposited (by Advanced Diamond Technologies, Romeoville, IL) using a tungsten hot-filament chemical vapor deposition (HFCVD) system with parameters as described in Ref. 58 . An H-rich gas mixture was used, with chamber pressure of 5 Torr and a substrate temperature of 750°C. The ratio of boron to carbon was maintained at 0.3 at%, to achieve high conductivity in the final film. A 2-µm-thick film of UNCD was deposited in the same batch on polished silicon wafers and microfabricated silicon wedges. The latter samples are electron transparent and facilitate imaging in the transmission electron microscope.
Topography characterization using the transmission electron microscope
The small-scale topography was imaged using a TEM (2100F, JEOL, Tokyo, Japan) at an electron accelerating voltage of 200 keV. The chosen geometry, a coating of UNCD on a thin microfabricated wedge of silicon, enabled the side-view imaging of the UNCD surface. Eight distinct regions of UCND were imaged, at various magnification levels from 5000x to 800,000x, which corresponds to sampling sizes ranging from 1 µm to 25 nm, respectively. The images were taken with a 2000x2000-pixel camera; however, the "pixel size" in the VBM-like analysis corresponded to the average separation between measured points in the traced profiles. While the microscope has 0.22-nm point-to-point resolution at the highest magnifications, the pixel size of an image scales inversely with magnification.
To extract the surface contour, the TEM images were traced using custom Matlab scripts that create a digitized line profile based on a series of points selected by the user. As shown in Fig. 5a ,b, the TEM image is rotated so that the surface is approximately horizontal, then the boundary of the UNCD material is measured. The vast majority of the measured surface was not re-entrant and thus obeyed the rules of a well-defined function, i.e., the height (y-axis) is singlevalued for each horizontal position (x-axis). In rare cases where two adjacent points were captured with identical or decreasing horizontal position, the latter point was removed (Fig. 5c) . In just four out of the 79 measurements, there were small portions of the profile that showed backward-bending regions. This backward-bending character is not necessarily physically meaningful as it depends on the rotation of the TEM image during image analysis. Because these regions preclude mathematical analyses that require well-behaved functions, these backwardbending regions were excluded from analysis.
Figure 5:
The side-view TEM images of the surface (a) were analyzed using custom algorithms which allowed the tracing of points (red circles) describing the contour of the material (b). These points were digitized and, using the pixel-size calibration of the image, converted to real-space units (c). The rare points that have identical or decreasing x-position from their left-most neighbor (an example is shown in red in (c)) were excluded from the profile.
Topography characterization using stylus profilometry and atomic force microscopy
The largest scales of topography on the UNCD were measured using one-dimensional line scans with a stylus profilometer (Alpha Step IQ, KLA Tencor, Milpitas, CA) with a 5-µm diamond tip. Data were collected at a scanning speed of 10 µm/s, with data points every 100 nm. A total of 20 measurements were taken at seven different scan lengths: 0.3, 0.5, 1, 2, 3, 5 and 10 mm. These measurements were taken at random orientations of the sample, and did not show meaningful variations with direction. A parabolic correction was applied to all measurements which removed the tilt of the sample and the bowing artifact from the stylus tool. At the largest scan sizes (3 mm and larger), a consistent non-parabolic trend was present on all measurements. This was corrected by performing reference scans on polished silicon wafers and subtracting the averaged profiles from all measurements.
The same surface was also measured using an AFM (Dimension V, Bruker, Billerica, MA) in tapping mode with diamond-like carbon-coated probes (Tap DLC300, Mikromasch, Watsonville, CA). A total of 28 measurements were taken at eight different scan sizes: 0.1, 0.25, 0.5, 1, 5, 10, 25, and 50 µm. The scanning speed was maintained at 1 µm/s for all scans below 10 µm, otherwise a scan rate of 0.25 Hz was used. Each scan had 512 lines, with 512 data points per line, corresponding to pixel sizes in the range of 0.2 to 98 nm. The probes were characterized before and after measurement using the fixture and procedure described in Ref. 59 , and had initial tip radii of 17±4 nm. The first set of measurements resulted in significant wear of the probes, with afteruse radii greater than 120 nm. This was alleviated using the wear-mitigation strategies described in Ref. 60 . In subsequent testing, the values of free-air amplitude and amplitude ratio were kept in the range of 37 -49 nm and 0.15 -0.3, respectively. With these parameters, the tip radii were confirmed to increase only slightly, to an average of 26 nm after the completion of scanning. While AFM provides a two-dimensional map of surface topography, the data were analyzed as a series of line scans, both to facilitate direct comparison with other techniques and to avoid apparent anisotropy due to instrument drift. For display purposes, Fig. 2 shows the PSD that results from averaging all 512 line scans for a single AFM measurement. By contrast, Fig. 4 shows the PSD from a single representative line scan from each AFM measurement, in order to be consistent with the line-scan data from stylus and TEM. The combined PSD represents the arithmetic average of all of the individual PSDs that were computed from each topography measurement. Because random surfaces are often described as Gaussian random fields (according to the random process model of surface roughness 61 ) then each value of ℎ f ( ) should be a complex number that has random real and imaginary components distributed according to a Gaussian distribution. Therefore, ( ) should be distributed according to a A -distribution with 2-degrees of freedom, i.e., an exponential distribution. Therefore, the maximum likelihood estimator for true value of ( ) at each value of q is the arithmetic average of all individual measurements at that value of q.
Computing the power spectral density
Assessing tip-size artifacts
The "reliability cutoff" o above which tip-size artifacts become significant was determined according to the method described in Ref. 31 . Specifically, for known radius of curvature R of the imaging tip, the reliability cutoff can be determined for a given scan by finding the value of o where ℎ *4% == is equal to the tip curvature. Following Eq. 1, the reliability cutoff is computed as follows, where the constant c is set to 0.5:
Most AFM probes were imaged in the TEM after scanning, but one AFM probe broke before this could take place. The last three measurements taken with this probe resulted in the three curves shown in cyan in Fig. 4 . While Eq. 2 cannot be applied because the tip radius R is unknown, these measurements are believed to be artifacted for two reasons. First, they display clear q -4 scaling behavior, which is a hallmark of tip-artifacted one-dimensional PSDs. 31 Second, these three measurements deviate from the other 56 measurements taken in this region (25 from the AFM and 31 from the TEM), as shown in Fig. S2 in the Supporting Information. Therefore, these three measurements are considered to be unreliable where they exhibit q -4 scaling and these portions are not included in the calculations.
Computing scalar roughness parameters
The individual measurements of root-mean-square height, slope, and curvature were computed from each line scan by numerically integrating in real-space:
These general equations for RMS height, slope, and curvature (hrms, h'rms, and h''rms, respectively) are implemented using the trapezoidal method on a non-uniform grid. While the trapezoidal method is simple and standardized, its implementation here takes on a slightly unique form because of the embedded derivatives. Using a first-order finite-difference approximation for the derivatives, a trapezoidal implementation of Eq. 3 takes the following form:
where N measurements were made over a scan size L, and the i th measurement of height hi was measured at horizontal position xi.
We compute the ratio of full surface area %)*+ to projected area E*#F from a line scan ℎ( ) of length k by assuming isotropic surfaces. The equations to do so are derived in the Supporting Information (Sect. S-1), but the final result is as follows:
Equation 5b represents the traditional approximation 3 for the limit of small RMS slope ℎ *4% = . Equation S1 is straightforward to apply for topography maps. Equation S2 can be used to compute the surface areas for line scans ℎ(#) for small slopes. Assuming isotropicity of the surface, we obtain a value for the two-dimensional root-mean-square slope:
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This approximation breaks down for large slopes. In order to arrive at an expression for large slopes, we first define the slope distribution function: 
Note that the slope distribution from a line scan !(# $ ) is not ! " # , 0 . Since we do not know the value of the slope ! " , a line scan measures the average:
i.e., the marginal distribution of slopes. By assuming that the distribution of slopes in x-and ydirection is independent (which is true for a Gaussian distribution of slopes), we can express ! " # , " % = ! # " # ! % " % . For a Gaussian distribution of slopes we obtain:
or:
Hence, using ∫ " 
The right-hand side of Eq. S10 can be directly evaluated on a line scan, which can be discretized (S11)
Figure S-1 compares the surface area computed using Eqs. S1, S2, and S10 for a synthetic selfaffine surface created using a Fourier filtering algorithm. 4, 5 As shown, Eq. S2 is appropriate for 
S-2. Showing all individually measured PSDs
In Fig. 4 of the main text, all PSDs from the same instrument are colored in the same color and much of the data is overlapping. Therefore, it is not apparent how many data sets are represented,
S5
and how few datasets (3) are artifacted. The figure below shows the same data, but with all datasets colored differently. S-3. A process for approximating full, multi-scale RMS parameters using only AFM data.
In the main text, we have discussed using only AFM data to estimate RMS slope and curvature.
First, a direct application of Eq. 1 can be applied to the average of all AFM measurements (red curve in Fig. S-3a) . This approach is very sensitive to tip artifacts (which reduce the magnitude of the PSD) and noise artifacts (which increase the magnitude of the PSD) and leads to inaccurate values with large uncertainties. By contrast, in Fig. S-3b , the reliability analysis (Methods) is applied to the individual measurements and only the reliable data is averaged (red solid curve). Then, the latter portion of the average curve is fit to a power-law curve (straight line on a log-log plot). Using the best-fit slope and intercept of the self-affine region (subjectively S6 estimated as ranging from q = 1.12×10 & to 1.41×10 & ), the curve is extrapolated (red dashed curve) up to the largest q measured in the TEM. This combined red curve was taken as an estimate of the true PSD and integrated using Eq. 1 to estimate the RMS slope and curvature.
Uncertainty in the best-fit values of slope and intercept were used to compute upper and lower bounds on the extrapolated PSD, which were integrated to compute upper and lower bounds on the RMS slope and RMS curvature. The AFM data can be used in one of two ways to compute roughness parameters. In (a), all individual measurements (multi-color points) are averaged to create a single PSD (red curve), which can be integrated using Eq. 1. In (b), the average PSD (red solid line) is computed using only the non-artifacted portions of the measurements (points). Then the straight-line higher-q region is fit to a power-law function and extrapolated (red dashed line) up to the maximum q-value that was measured using TEM. Finally, this combined (solid and dashed) curve can be integrated using Eq. 1.
