Exact Partitioning of High-order Models with a Novel Convex Tensor Cone
  Relaxation by Ke, Chuyang & Honorio, Jean
Exact Partitioning of High-order Models with a Novel Convex
Tensor Cone Relaxation
Chuyang Ke
Department of Computer Science
Purdue University
cke@purdue.edu
Jean Honorio
Department of Computer Science
Purdue University
jhonorio@purdue.edu
Abstract
In this paper we propose the first correct poly-time algorithm for exact partitioning of high-
order models (a worst case NP-hard problem). We define a general class ofm-degree Homogeneous
Polynomial Models, which subsumes several examples motivated from prior literature. Exact
partitioning can be formulated as a tensor optimization problem. We relax this NP-hard problem
to a convex conic form problem (poly-time solvable by interior point methods). To this end, we
carefully define the positive semidefinite tensor cone, and show its convexity, and the convexity
of its dual cone. This allows us to construct a primal-dual certificate to show that the solution
of the convex relaxation is correct (equal to the unobserved true group assignment) under some
sample complexity conditions.
1 Introduction
Partitioning and clustering algorithms have been favored by researchers from various fields, including
machine learning, data mining, molecular biology, and network analysis [Xu and Tian, 2015, Cai
et al., 2015, Nugent and Meila, 2010, Berkhin, 2006]. Although there is no identical criterion,
partitioning algorithms often aim to find a group labeling for a set of entities in a dataset equipped
with some pairwise metric. In general, the goal is to maximize in-group affinity, that is, the entities
from the same group are more similar to those from different groups [Liu et al., 2010, Huang et al.,
2012]. However in many complex real-world networks, pairwise metrics are not expressive enough to
capture all the information. One common assumption is that entities interact in groups instead of
pairs. For instance, in a co-authorship network, researchers collaborate in small groups and publish
papers [Liu et al., 2005]. Another example is the air traffic network [Rosvall et al., 2014], such
that a flight may follow a triangular route A-B-C-A. In these scenarios, pairwise metrics are not
sufficient to handle high-order relationships between entities. Thus it is important to develop a
general high-order partitioning algorithm that can better characterize multi-entity interactions in
complex networks.
Recent years witnessed a growing amount of literature on high-order problems, most of them
investigating hypergraphs and related applications [Papa and Markov, 2007, Agarwal et al., 2005,
Gibson et al., 2000, Hagen and Kahng, 1992]. A common approach used in hypergraph-related
works, is to transform the hypergraph to a pairwise graph by embedding high-order interactions into
pairwise affinities, and then apply traditional graph-based partitioning algorithms [Leordeanu and
Sminchisescu, 2012, Zhou et al., 2007].
In this paper we propose a novel high-order model class, namely m-degree Homogeneous Polyno-
mial Models (m-HPMs). Our m-HPM class definition employs the use of homogeneous polynomials
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to carefully construct an m-order tensor, which captures the multi-entity affinities in underlying
high-order networks. We also provide an efficient exact partitioning algorithm with statistical and
computational guarantees. We relax an initially NP-hard problem to a convex conic form problem,
and analyze the Karush–Kuhn–Tucker (KKT) conditions for the optimal solution. We prove that
as long as some sample complexity conditions are satisfied, exact partitioning in m-HPMs can be
solved efficiently by interior point methods [Boyd and Vandenberghe, 2004].
Summary of Our Contributions. We provide a series of novel results in this paper:
• We demonstrate that our class definition of m-HPM is quite general: we show several high-
order problems, including high-order counting models, hypergraph cuts / cliques / volumes /
conductance, motif models, belong to the class of m-HPMs.
• We formulate exact partitioning as a tensor optimization problem, and relax it to a convex
conic form problem by employing carefully-defined tensor primal and dual cones. Usually
high-order models are more expensive to solve as the order increases, but conic form problems
can be solved by interior point methods in polynomial time.
• We construct a primal-dual certificate that leads to the optimal solution of the exact partitioning
problem. KKT conditions and strong duality guarantee our solution to be optimal, as long as
the sample complexity conditions are satisfied. We furthermore characterize sample complexity
of the problem by analyzing the tensor eigenvalues associated with the optimal solution.
2 Problem Setting and Notation
2.1 Notations
In this section, we introduce the notations that will be used in the paper. For any integer n, we
use [n] to denote the set {1, . . . , n}. For clarity when dealing with a sequence of objects, we use the
superscript (i) to denote the i-th object in the sequence, and subscript j to denote the j-th entry.
For example, for a sequence of vectors {x(i)}i∈[n], x(1)2 represents the second entry of vector x(1).
The notation ⊗ is used to denote outer product of vectors, for example, x(1) ⊗ . . .⊗ x(m) is a tensor
of order m, such that
(x(1) ⊗ . . .⊗ x(m))i1,...,im = x(1)i1 . . . x
(m)
im
.
We use 1 to denote the all-one vector.
Let A be an m-th order n-dimensional real tensor, such that
Ai1,...,im ∈ R,
where ij ∈ [n] for j ∈ [m]. Throughout the paper we require m to be a positive even integer. A
tensor is symmetric if it is invariant under any permutation of its indices, i.e.,
Aσ(i1),...,σ(im) = Ai1,...,im ,
for any permutation σ : [m]→ [m]. We denote the space of all m-th order n-dimensional symmetric
tensors as
Sn,m := {A | Ai1,...,im ∈ R, ij ∈ [n], j ∈ [m], A is symmetric}.
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Note that Sn,m is a vector space, with dimension (i.e., the maximum number of different entries)
equal to
dimSn,m =
(
m+ n− 1
m
)
.
We denote M := dimSn,m + 1 = (m+n−1m )+ 1.
For symmetric tensors A,B ∈ Sn,m, we define the inner product of A and B as
〈A,B〉 =
n∑
i1,...,im=1
Ai1,...,imBi1,...,im .
We define the tensor Frobenius norm of A as
‖A‖F =
√
〈A,A〉.
We also define the tensor trace of A as
Tr (A) =
n∑
i=1
Ai,...,i.
For any vector u ∈ Rn, we denote the corresponding m-th order rank-one tensor as u⊗m, where
(u⊗m)i1,...,im = ui1 . . . uim ,
and we denote the set of all m-th order n-dimensional rank-one tensors as
Un,m := {u⊗m | u ∈ Rn}.
For any tensor A ∈ Sn,m, we call A a positive semidefinite (PSD) tensor, if for every B ∈ Un,m,
〈A,B〉 ≥ 0. Similarly, A is called positive definite, if for every B ∈ Un,m, 〈A,B〉 > 0. We denote the
set of all m-th order n-dimensional positive semidefinite tensors as
Sn,m+ = {A | 〈A,B〉 ≥ 0, ∀B ∈ Un,m}.
We define the maximum tensor eigenvalue of A, by its variational characterization, as
λtmax(A) = sup
u∈Rn,‖u‖=1
〈
A, u⊗m
〉
,
where ‖u‖ is the Euclidean norm of vector u. Similarly, we define the minimum tensor eigenvalue of
A, by its variational characterization, as
λtmin(A) = inf
u∈Rn,‖u‖=1
〈
A, u⊗m
〉
.
We now introduce the definition of m-degree Homogeneous Polynomial Models, or m-HPM for
short.
Definition 1 (m-degree Homogeneous Polynomial Model). For a high-order random modelM, we
let n be the number of entities, each of them belonging to either of two groups, y∗ ∈ {+1,−1}n be
the unobserved true group assignment, m be the order, p = (p0, . . . , pm) be the coefficient parameter,
σ2 be the variance, B be the entrywise bound, and W be the random affinity tensor associated with
the model. We say modelM belongs to the class of m-HPM(n, p, σ2, B), ifM satisfies the following
properties:
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(P1) Expectation Decomposition: E [W ] =
m∑
k=0
pk
∑
z∈{0,1}m
1>z=k
m⊗
i=1
(zi1+ (1− zi)y∗);
(P2) Variance Boundedness: E
[
‖W − E [W ]‖2F
]
≤ σ2;
(P3) Entrywise Boundedness: |Wi1,...,im | ≤ B, for all i1, . . . , im ∈ [n].
The goal is to identify the group membership y∗ from the observed affinity tensor W .
Our definition of m-degree Homogeneous Polynomial Model is highly general. (P1)
requires the expected affinity tensor can be decomposed into the linear combination of rank-1 tensors,
and (P2), (P3) only require the variance and absolute value to be bounded above. It may seem that
(P1) is strong or restrictive, but in later sections we will show several high-order examples motivated
from prior literature belong to the class of m-HPMs.
2.2 High-order Example Models
In this section, we introduce several high-order models motivated from prior literature. We also
show these example models belong to the class of m-HPMs by Definition 1 in the appendix.
We first consider an example high-order counting model motivated from Zhou et al. [2007].
Suppose there exists a co-authorship network consisting of computer scientists and biologists, and
every paper has m authors. On average, authors from the same discipline collaborate more than
those from different backgrounds. The task is to identify the two groups of researchers, given the
number of publications of each m-tuple. Naturally the co-authorship network can be modeled as a
high-order counting problem.
Aside from the example above, high-order counting models can be helpful in many complex
application problems as pairwise models often lose high-order information, for example, categorical
data [Gibson et al., 2000], molecular biology [Zhang, 2007], and image segmentation [Agarwal et al.,
2005].
We now provide our definition of high-order counting models.
Example Model 1 (High-order Counts). Let G = (V,m, α, T ) be a high-order counting model with
vertex set V and order m. α = (α0, . . . , αm/2) ∈ [0, 1]m/2+1 is a probability parameter vector, and
T ∈ N is a counting parameter.
Nature generates random counts for G in the following way. For each m-tuple (vi1 , . . . , vim) ⊂ V ,
count the group membership of the vertices. Without loss of generality assume l vertices are from the
same group, where l ∈ {0, . . . ,m/2}. Nature then samples the corresponding count from binomial
distribution: c(vl1 , . . . , vlm) ∼ Bin(T, αl).
We are interested in identifying the group membership of vertices from the observed count
information c(vl1 , . . . , vlm).
Note that when T = 1, the high-order counting model above can be interpreted as a random
m-uniform hypergraph. As a result one can define hypergraph cuts as generalization of regular
pairwise graph cuts [Hein et al., 2013, Benson et al., 2016]. Using a similar approach one can
generalize other notions from graph theory, including clique, volume and conductance. Hypergraph
cuts have been found useful in tasks dealing with complex networks, for example, video object
segmentation [Huang et al., 2009], clustering animals in a zoo dataset using categorical data [Zhou
et al., 2007], among others.
We now provide our definition of hypergraph cut models.
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Example Model 2 (Hypergraph Cuts). Let G = (V,m = 4, α, T = 1) be a random m-uniform hyper-
graph generated from Model 1, and let H denote the hyperedge set. For each 4-tuple (vi1 , vi2 , vi3 , vi4) ⊂
V , we define its cut size c(vi1 , vi2 , vi3 , vi4), where c(vi1 , vi2 , vi3 , vi4) =
∑
e∈H 1[i1 ∈ e ∨ i2 ∈ e ∨ i3 ∈
e ∨ i4 ∈ e] · 1[(vi1 , vi2 , vi3 , vi4) 6= e].
We are interested in inferring the group membership of vertices. Instead of observing the edge set
E, we now only observe the cut sizes of every 4-tuple (vi1 , vi2 , vi3 , vi4).
Figure 1: Examples of 4-vertex motifs. Left: The cycle motif. Middle: The “big-fan” motif
that can be found in neural networks [Benson et al., 2016], where edges represent information
propagation between layers. Right: The food chain motif [Li and Milenkovic, 2017], where edges
represent energy flow between species.
In the next example we investigate motif models. Motifs are simple network subgraphs and
building blocks of many complex networks [Benson et al., 2016, Yaveroğlu et al., 2014, Milo et al.,
2002]. Researchers have utilized motifs to explore higher-order patterns and insights in complex
systems, such as social networks [Juszczyszyn et al., 2008], air traffic patterns [Rosvall et al., 2014],
and food webs [Li and Milenkovic, 2017, Benson et al., 2016]. Motifs are powerful tools to represent
higher-order interaction patterns of multiple entities.
In Figure 1 we show three example motifs of size 4. For concreteness let us consider the last motif.
This motif has been used to model food chains in the Florida Bay food web [Li and Milenkovic,
2017]. In this motif, nodes are considered as species, and the directed edges represent carbon flow,
i.e., a directed edge i→ j can be interpreted as species i consumes species j. Therefore the motif
can capture interaction and energy flow between multiple species in the food web.
We now propose our definition of motif models.
Example Model 3 (Motif Clustering). Let G = (V, α,E,M,H) be a directed random graph, such
that the vertices V are drawn from two groups S1 and S2. α = (α1,1, α2,2, α1,2, α2,1) ∈ [0, 1]4 is a
probability parameter vector. The edge set E starts empty and nature add edges to E in the following
way. For each pair (v1, v2) ⊂ V , if v1, v2 ∈ S1, nature adds a directed edge (v1, v2) to E with
probability α1,1; if v1, v2 ∈ S2, nature adds a directed edge (v1, v2) to E with probability α2,2; if
v1 ∈ S1, v2 ∈ S2, nature adds a directed edge (v1, v2) to E with probability α1,2; otherwise nature
adds a directed edge (v1, v2) to E with probability α2,1.
M is a m-vertex motif of interest, and H is the set of observed motifs. H starts empty. For each
m-tuple (i1, . . . , im) ⊂ V , nature adds (i1, . . . , im) to H if the tuple (i1, . . . , im) forms the motif M
exactly (no extra edges allowed).
We are interested in inferring the group of vertices from the set of observed motifs H.
3 Semidefinite Symmetric Tensor Cone
In this section we provide a series of tensor lemmas that will be used in later sections. Given the
definition of tensor norms and eigenvalues, we have the following inequality.
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Lemma 1. For any tensor A ∈ Sn,m, λtmax(A) ≤ ‖A‖F .
Proof. We use Cauchy-Schwarz inequality in our proof. Note that for any A ∈ Sn,m,
λtmax(A)
2 = sup
u∈Rn,‖u‖=1
〈
A, u⊗m
〉2
≤ sup
u∈Rn,‖u‖=1
〈A,A〉 · 〈u⊗m, u⊗m〉
= ‖A‖2 sup
u∈Rn,‖u‖=1
(u>u)m
= ‖A‖2 .
Since norms are nonnegative, we have λtmax(A) ≤ ‖A‖F.
Lemma 2. The set Sn,m+ is a convex cone.
Proof. For any A,B ∈ Sn,m+ and u ∈ Rn, we have〈
θ1A+ θ2B, u
⊗m〉 = θ1 〈A, u⊗m〉+ θ2 〈B, u⊗m〉 ≥ 0,
if θ1, θ2 ≥ 0.
Lemma 3. For any tensor X = x(1) ⊗ . . .⊗ x(m) and Y = y(1) ⊗ . . .⊗ y(m) in Sn,m, we have
〈X,Y 〉 =
m∏
i=1
x(i)>y(i).
Proof. By definition of inner products, we obtain
〈X,Y 〉 =
n∑
i1,...,im=1
Xi1,...,imYi1,...,im
=
n∑
i1,...,im=1
x
(1)
i1
. . . x
(m)
im
y
(1)
i1
. . . y
(m)
im
=
n∑
i1,...,im=1
m∏
j=1
x
(j)
ij
y
(j)
ij
=
(
n∑
i1=1
x
(1)
i1
y
(1)
i1
)
. . .
(
n∑
im=1
x
(m)
im
y
(m)
im
)
=
m∏
i=1
x(i)>y(i).
This completes our proof.
For any cone K, we use K∗ to denote its dual cone. We then obtain the following lemmas about
dual cones.
Lemma 4. Un,m ⊂ Sn,m+ , and (Un,m)∗ = Sn,m+ .
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Proof. To prove the first part, by Lemma 3, for any u, v ∈ Rn, we have〈
u⊗m, v⊗m
〉
= (u>v)m ≥ 0.
Thus, by definition of Sn,m+ , u⊗m ∈ Sn,m+ . To prove the second part, by definition of dual cones, we
have
(Un,m)∗ = {A ∈ Sn,m | 〈A,B〉 ≥ 0,∀B ∈ Un,m} = Sn,m+ .
This completes our proof.
Next we introduce a new set Vn,m defined as follows
Vn,m =
{
M∑
i=1
A(i) | A(i) ∈ Un,m, i ∈ [M ]
}
,
where M = dimSn,m + 1 = (m+n−1m )+ 1. We then obtain the following lemma.
Lemma 5. The dual cone of Sn,m+ is Vn,m.
Proof. We use cl (·) to denote the closure of a set, and conv (·) to denote the convex hull of a set.
We follow the proof of Qi and Ye [2014] and extend the result to arbitrary n dimension.
First we prove that Vn,m is a subset of Sn,m+ . Note that for any A ∈ Vn,m, one can write A
as the summation of at most M tensors from Un,m. In other words, A = ∑Mi=1A(i), where each
A(i) ∈ Un,m. Since A(i) ∈ Un,m ⊂ Sn,m+ , we have A =
∑M
i=1A
(i) ∈ Sn,m+ . Thus Vn,m ⊂ Sn,m+ .
Next we prove that Vn,m is closed, by showing that if a set contains all limit points, then
the set is closed [Munkres, 2014]. Without loss of generality assume A is a limit point of Vn,m,
such that ‖A‖F < ∞. By definition of limit points, A can be approximated by points in Vn,m.
Mathematically this means that one can find an infinite sequence {A1, A2, . . .}∞j=1 ⊂ Vn,m, such that
limj→∞Aj = A. Since every Aj is in set Vn,m, by definition there exists a collection of n-dimensional
vectors {x(ij)}Mi=1 ⊂ Rn, such that Aj =
∑M
i=1(x
(ij))⊗m. We then consider the tensor Frobenius
norm of Aj ’s. Note that the infinite sequence of tensor Frobenius norm {‖A1‖F, ‖A2‖F, . . .}∞j=1 is
bounded above with respect to A, since ‖A‖F is bounded above. Now expanding the j-th term in
the tensor Frobenius norm sequence, we obtain
M∑
i=1
∥∥∥x(ij)∥∥∥2m
F
= ‖Aj‖2F −
∑
i 6=k
(
(x(ij))>(x(kj))
)m
.
Since m is even, every term of the summation on the right-hand side is nonnegative. From the
fact that {‖Aj‖F} is bounded above and summation is nonnegative, one can tell that the tensor
Frobenius norm
∥∥x(ij)∥∥F is bounded above for every i and j. Without loss of generality, we assume
there exists x(i) = limj→∞ x(ij) for every i ∈ [M ]. It follows that
A = lim
j→∞
Aj = lim
j→∞
M∑
i=1
(x(ij))⊗m =
M∑
i=1
(x(i))⊗m.
Then by definition, A ∈ Vn,m. Since every limit point of Vn,m is contained by itself, topology tells
us Vn,m is closed, and cl (Vn,m) = Vn,m.
Note that for any tensor A ∈ conv (Un,m), M is the maximum number of possibly different entries
in A due to symmetry. We define a bijective mapping vec (·) : Sn,m → RM , which takes a tensor and
unfolds it to a vector. Applying Carathéodory’s theorem to vec (·) with basis from vec (Un,m), we
have Vn,m = conv (Un,m). Since Vn,m is closed and Vn,m ⊂ Sn,m+ , we have Vn,m = cl ( conv (Un,m)).
Also by Lemma 4, since Sn,m+ = (Un,m)∗, we have (Sn,m+ )∗ = (Un,m)∗∗ = cl ( conv (Un,m)) since for
any set C, (C)∗∗ = cl ( conv (C)). Thus we have (Sn,m+ )∗ = Vn,m.
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4 Convex Relaxation and Analysis
In this section we investigate the conditions for exact partitioning the m-degree Homogeneous
Polynomial Model into two groups of equal size. We say an algorithm achieves exact partitioning if
the recovered node labels y is identical to the true labels y∗.
Our analysis is consisted of two parts. First we show the exact partitioning problem for m-
HPMs can be relaxed to a conic form problem, a class of convex optimization problems containing
semidefinite programming as a particular case. Conic form problems can be solved in polynomial
time using interior point methods. [Boyd and Vandenberghe, 2004]. In the second part we use
primal-dual certificates and statistical concentration inequalities to analyze the sample complexity of
the problem.
4.1 Conic Relaxation
We first consider a greedy approach to partition a m-HPM. Given an observed affinity tensor W , we
try to find a labeling vector y, such that∑
i1,...,im
Wi1,...,imyi1 . . . yim
is maximized. Using tensor notations introduced in the previous sections, this can be cast as the
following optimization problem
maximize
y
〈W, y⊗m〉
subject to y ∈ {+1,−1}n∑
i
yi = 0. (1)
We only consider the balanced case. Otherwise, a trivial solution would be setting y to an all-one
vector. Problem (1) is nonconvex because of the constraint on y. The size of the space of possible
y’s is exponential in terms of n.
To relax the problem we denote Y = y⊗m. Note that every tensor diagonal element Yi,...,i is
always 1 since m is even. By Lemma 3, 〈Y,1⊗m〉 = (1>y)m = 0. Thus (1) can be rewritten in the
following tensor form
maximize
Y
〈W,Y 〉
subject to Yi,...,i = 1
〈Y,1⊗m〉 = 0
Y = y⊗m. (2)
The last constraint in (2) is still nonconvex. We then substitute it with a tensor cone constraint
maximize
Y
〈W,Y 〉
subject to Yi,...,i = 1
〈Y,1⊗m〉 = 0
Y Sn,m+ 0, (3)
where Sn,m+ is the positive semidefinite tensor cone as defined at the beginning.
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Lemma 2 tells that Sn,m+ is a convex cone, thus (3) is a convex conic form problem. Furthermore
it is not hard to see that Sn,m+ has a non-empty interior, and there always exists some strictly
feasible Y ’s for the problem. As a result, strong duality is guaranteed by Slater’s condition [Boyd
and Vandenberghe, 2004]. Lagrangian of (3) is
L(Y, v, η, A)
=− 〈W,Y 〉+
∑
i
viYi,...,i − 1>v + η〈Y,1⊗m〉 − 〈Y,A〉
=〈−W + diag (v) + η1⊗m −A, Y 〉 − 1>v,
where v ∈ Rn, η ∈ R, A Vn,m 0 are Lagrangian multipliers. Note that Vn,m is the dual cone of Sn,m+
by Lemma 5. Taking the derivative of L with respect to Y , we get
∇Y L = −W + diag (v) + η1⊗m −A.
Setting the derivative to 0, we obtain −W + diag (v) + η1⊗m = A. Since A Vn,m 0, we obtain
that inf L = −1>v if diag (v)−W + η1⊗m Vn,m 0, and unbounded otherwise. This leads to the
following dual problem
minimize
v,η
1>v
subject to diag (v)−W + η1⊗m Vn,m 0,
which can be rewritten in the tensor form:
minimize
V,η
Tr (V )
subject to V is diagonal
V −W + η1⊗m Vn,m 0. (4)
We now examine the optimality condition by constructing primal-dual certificates.
Strong duality tells us the optimal value of the primal problem (3) and the dual problem (4) should
be equal. Our goal is to find a dual certificate V , such that V satisfies the constraints in (4), and
the duality gap between the primal and the dual should be zero. In other words,
Tr (V ) = 〈W,Y ∗〉 = 〈W, y∗⊗m〉 =
∑
i1,...,im
Wi1,...,imy
∗
i1 . . . y
∗
im . (5)
Without loss of generality, we construct a diagonal tensor D = diag (d1, . . . , dn). (5) requires
the summation of the diagonal entries of V to be equal to
∑
i1,...,im
Wi1,...,imy
∗
i1
. . . y∗im . Since W is
symmetric, we simply let
di =
∑
i2,...,im
Wi,i2,...,imy
∗
i y
∗
i2 . . . y
∗
im . (6)
And, by setting V = D = diag (d1, . . . , dn), the duality gap is now closed.
Remember we still need to check if the constraints in (4) are satisfied. It is trivial to verify
that D is diagonal. Feasibility of the solution also requires that D −W + η1⊗m ∈ Vn,m, which is
equivalent to 1η (D −W ) + 1⊗m ∈ Vn,m. Since η ∈ R is unbounded, as η tends to infinity, the tensor
is rank-one and feasibility is satisfied. Furthermore note that 〈D −W, y∗⊗m〉 = 0 from (5) and (6).
Thus, to ensure uniqueness of the solution y∗, it is sufficient to ensure that
λ⊥y∗(D −W ) := inf
u⊥y∗,‖u‖=1
〈
D −W,u⊗m〉 > 0. (7)
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4.2 Sample Complexity of Exact Partitioning
In this section we analyse the conditions for (7) to hold. For simplicity, we define the combinatorial
function
f(m, l, k) =
min(k,m−l)∑
s=max(0,k−l)
(−1)s
(
l
k − s
)(
m− l
s
)
,
and
F (m, p) = min

m∑
l=1
(
m− 1
l − 1
) m∑
k=0
pkf(m, l, k),
m−1∑
l=0
(
m− 1
l
) m∑
k=0
pkf(m, l, k).
We now state our main theorem on the sample complexity conditions of exact partitioning.
Theorem 1. Consider any modelM sampled from class m-HPM(n, p, σ2, B) with the assumption
of F (m, p) > 0. If
• F (m,p)2
22mB2
≥ O
(
logn
n
)
; and
• F (m,p)2
22mσ2
≥ O (n1−m),
then conic form problem (3) partitions the groups correctly with probability at least 1−O(1/n).
Proof. As long as (7) holds, the conic form problem (3) returns the correct labeling. Our
goal is to prove (7) holds with high probability. Note that (7) is a function of random variable W .
By definition of λ⊥y∗ , we obtain the following decomposition
λ⊥y∗(D −W )
= inf
u⊥y∗,‖u‖=1
〈
D −W,u⊗m〉
≥ inf
u⊥y∗,‖u‖=1
〈D − E [D] , u⊗m〉 (8)
+ inf
u⊥y∗,‖u‖=1
〈−W + E [W ] , u⊗m〉 (9)
+ inf
u⊥y∗,‖u‖=1
〈E [D −W ] , u⊗m〉, (10)
and it is sufficient to prove the summation of (8), (9) and (10) is greater than 0. By definition of
tensor eigenvalues, for (8) we obtain the following lower bound
inf
u⊥y∗,‖u‖=1
〈D − E [D] , u⊗m〉 ≥λtmin(D − E [D])
=min
i
(di − E [di]). (11)
Similarly for (9), we have
inf
u⊥y∗,‖u‖=1
〈−W + E [W ] , u⊗m〉 ≥λtmin(−W + E [W ])
=− λtmax (W − E [W ]). (12)
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Regarding the expectation in (10), we first characterize the expectation of W . Consider the
definition of (P1):
E [W ] =
m∑
k=0
pk
∑
z∈{0,1}m
1>z=k
m⊗
i=1
(zi1+ (1− zi)y∗) .
Instead of the whole tensor we now consider every single entry Wi1,...,im . By carefully expanding
every single entry using combinatorics we obtain
E [Wi1,...,im ]
m∏
j=1
y∗ij
=
m∑
k=0
pk
∑
z∈{0,1}m
1>z=k
m∏
j=1
(
zj + (1− zj)y∗ij
) m∏
j=1
y∗ij
=
m∑
k=0
pk
∑
z∈{0,1}m
1>z=k
m∏
j=1
y
∗zj
ij
11−zj
=
m∑
k=0
pk
∑
z∈{0,1}m
1>z=k
m∏
j=1
zj=1
y∗ij
=
m∑
k=0
pk
min(k,m−l)∑
s=max(0,k−l)
(−1)s
(
l
k − s
)(
m− l
s
)
=
m∑
k=0
pkf(m, l, k),
where l =
∑m
j=1 1[y
∗
ij
= 1] is the number of positive labels, bounded between 0 and m. The second
to last equality above holds by the fact that we pick every combination of k terms out of y∗i1 through
y∗im , calculate the product of these k terms (either +1 or −1), and sum over all possible combinations.
Thus by Lemma 3, we obtain〈
E [W ], u⊗m
〉
=
〈
E
 m∑
k=0
pk
∑
z∈{0,1}m
1>z=k
m⊗
i=1
(zi1+ (1− zi)y∗)
, u⊗m
〉
=
m∑
k=0
pk
∑
z∈{0,1}m
1>z=k
〈
E
[
m⊗
i=1
(zi1+ (1− zi)y∗)
]
, u⊗m
〉
=
m∑
k=0
pk
∑
z∈{0,1}m
1>z=k
m∏
i=1
u> (zi1+ (1− zi)y∗)
=pm(u
>1)m, if u ⊥ y∗
≤pm, (13)
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given that ‖u‖ = 1.
Next we characterize the expectation of di. Naturally we consider two cases. If y∗i is positive,
the number of positive labels l in y∗i , y
∗
i2
, . . . , y∗im is at least 1, and by definition of di in (6),
E [di] =E
 ∑
i2,...,im
Wi,i2,...,imy
∗
i y
∗
i2 , . . . , y
∗
im

=
(n
2
)m−1 m∑
l=1
(
m− 1
l − 1
) m∑
k=0
pkf(m, l, k).
On the other hand if y∗i is negative, the number of positive labels l in y
∗
i , y
∗
i2
, . . . , y∗im is at most
m− 1. Similarly we obtain
E [di] =E
 ∑
i2,...,im
Wi,i2,...,imy
∗
i y
∗
i2 . . . y
∗
im

=
(n
2
)m−1 m−1∑
l=0
(
m− 1
l
) m∑
k=0
pkf(m, l, k).
We want to highlight that, in either case, we have the lower bound
E [di] ≥
(n
2
)m−1
F (m, p), (14)
for every i ∈ [n].
Then, combining (13) and (14), we obtain the following lower bound for (10)
inf
u⊥y∗,‖u‖=1
〈
E [D −W ], u⊗m〉
≥ inf
u⊥y∗,‖u‖=1
∑
i
E [di]umi − pm
≥ inf
u⊥y∗,‖u‖=1
(n
2
)m−1
F (m, p)
∑
i
umi − pm
≥
(n
2
)m−1
F (m, p)n1−m/2 − pm
≥n
m/2
2m
F (m, p), (15)
where we assume pm ≤ nm/22m F (m, p), which is a very mild assumption. The second to last inequality
holds because
∑
i u
m
i takes the minimum value when |ui| = 1√n .
After deriving lower bounds for each of the three terms, we only need to show (11)+ (12)+ (15)
is greater than 0 with high probability. To do so we can simply divide (15) into two equal parts of
size n
m/2
2m+1
F (m, p), and show that
min
i
(di − E [di]) + n
m/2
2m+1
F (m, p) > 0,
and
−λtmax (W − E [W ]) + n
m/2
2m+1
F (m, p) > 0.
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To show (11) is bounded below with high probability, we use Hoeffding’s inequality in our proof.
Note that
P {di − E [di] ≤ −t} ≤E
[
exp
(
− 2t
2
(2B)2nm−1
)]
=exp
(
− t
2
2B2nm−1
)
.
By a union bound, we obtain
P
{
min
i
di − E [di] ≤ −t
}
≤ n exp
(
− t
2
2B2nm−1
)
.
Setting t = n
m/2
2m+1
F (m, p) leads to
P
{
min
i
di − E [di] ≤ −n
m/2
2m+1
F (m, p)
}
≤n exp
(
−nF (m, p)
2
22m+3B2
)
≤c0n−1, (16)
and the last inequality holds given that F (m,p)
2
22mB2
≥ 16 lognn − 8 log c0n .
To show (12) is bounded below with high probability, we use the result of Lemma 1. Note that
P {−λtmax(W − E [W ]) ≤ −t}
≤P
{
−‖W − E [W ]‖2F ≤ −t2
}
≤t−2E
[
‖W − E [W ]‖2F
]
≤σ
2
t2
.
Setting t = n
m/2
2m+1
F (m, p) leads to
P
{
−λtmax(W − E [W ]) ≤ −n
m/2
2m+1
F (m, p)
}
≤ 2
2m+2σ2
nmF (m, p)2
≤c1n−1, (17)
and the last inequality holds given that F (m,p)
2
22mσ2
≥ 4c1n1−m.
Combining the results (16) and (17) above, we can see that (11)+ (12)+ (15) is greater than 0
with probability at least 1− (c0 + c1)n−1, which means the probability of λ⊥y∗(D −W ) > 0 is at
least 1− (c0 + c1)n−1. This completes our proof.
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A Example Models Belong to the Class of m-HPMs
In this section we show the example models belong to the class of m-HPMs.
Example Model 1. We first show Model 1 belongs to the class of m-HPMs. For simplicity
we only consider the case of m = 4. Let n = |V |, W be the affinity tensor, where Wi1i2i3i4 =
c(vi1 , vi2 , vi3 , vi4). Without loss of generality we label yi = 1 if vertex i is from the first group, and
−1 otherwise.
Model 1 needs to fulfill (P1), (P2) and (P3). The latter two are trivial because Model 1 is bounded,
and it remains to prove (P1). From the assumption of binomial distribution, E [Wi1i2i3i4 ] = Tαl if l
labels from y∗i1 , y
∗
i2
, y∗i3 , y
∗
i4
are the same (w.l.o.g. pick the smaller group). To fulfill (P1), one needs
to find a vector p = (p0, . . . , p4) satisfying both
E [W ] =
m∑
k=0
pk
∑
z∈{0,1}m
1>z=k
m⊗
i=1
(zi1+ (1− zi)y∗)
and
E [Wi1i2i3i4 ] = Tαl,
for every i1, i2, i3, i4 ∈ [n]. Separating each entry and analyzing combinations allow us to rewrite the
conditions above as the following linear system
1 4 6 4 1
−1 −2 0 2 1
1 0 −2 0 1
−1 2 0 −2 1
1 −4 6 −4 1


p0
p1
p2
p3
p4
 = T

α0
α1
α2
α1
α0
 .
By solving the linear equation system above we obtain
p0
p1
p2
p3
p4
 = T

α0/8− α1/2 + 3α2/8
0
α0/8− α2/8
0
α0/8 + α1/2 + 3α2/8
 .
Thus, by setting p as above, (P1) is fulfilled and we have shown Model 1 belongs to the class of
4-HPMs.
Example Model 2. The procedure is similar to the previous model. Model 2 needs to fulfill
(P1), (P2) and (P3). Model 2 is bounded, thus one only needs to prove (P1) by finding the expectation
of each single entry in W and solving for p. We use α′l to denote the expected hypergraph cut size
of (vi1 , vi2 , vi3 , vi4) if l labels in y∗i1 , y
∗
i2
, y∗i3 , y
∗
i4
are the same. Then by solving p in the linear system
1 4 6 4 1
−1 −2 0 2 1
1 0 −2 0 1
−1 2 0 −2 1
1 −4 6 −4 1


p0
p1
p2
p3
p4
 =

α′0
α′1
α′2
α′1
α′0
 ,
(P1) is fulfilled and we have shown Model 2 belongs to the class of 4-HPMs.
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Example Model 3. For concreteness we show Model 3 with the last motif (food chain) from
Figure 1 belongs to the class of 4-HPMs. Let n = |V |, W be the affinity tensor, where Wi1i2i3i4 = 1
if (vi1 , vi2 , vi3 , vi4) ∈ H, and 0 otherwise. Without loss of generality we label y∗i = 1 if vertex i is
from group S1, and −1 otherwise.
Model 3 needs to fulfill (P1), (P2) and (P3). Again Model 3 is bounded, and one only needs to
prove (P1) by finding the expectation of each single entry in W and solving for p. Note that the
expectation E [Wi1i2i3i4 ] depends on the group assignments y∗i1 , y
∗
i2
, y∗i3 and y
∗
i4
. By careful analysis
of combinations, one can find that
• E [Wi1i2i3i4 ] = β0 := 6α81,1(1− α1,1)4, if all four labels are positive;
• E [Wi1i2i3i4 ] = β1 := 3α41,1α31,2α2,1(1− α1,1)2(1− α2,1)2 + 3α41,1α1,2α32,1(1− α1,1)2(1− α1,2)2, if
three labels are positive;
• E [Wi1i2i3i4 ] = β2 := α21,1α41,2α22,2(1−α2,1)4+4α1,1α21,2α22,1α2,2(1−α1,1)(1−α1,2)(1−α2,1)(1−
α2,2) + α
2
1,1α
4
2,1α
2
2,2(1− α1,2)4, if two labels are positive;
• E [Wi1i2i3i4 ] = β3 := 3α31,2α2,1α42,2(1− α2,1)2(1− α2,2)2 + 3α1,2α32,1α42,2(1− α1,2)2(1− α2,2)2, if
one label is positive;
• E [Wi1i2i3i4 ] = β4 := 6α82,2(1− α2,2)4, if all four labels are negative.
Thus we can transform the conditions into the following linear system
1 4 6 4 1
−1 −2 0 2 1
1 0 −2 0 1
−1 2 0 −2 1
1 −4 6 −4 1


p0
p1
p2
p3
p4
 =

β0
β1
β2
β3
β4
 .
Thus, by solving for p in the linear system above, (P1) is fulfilled and Model 3 belongs to the class
of 4-HPMs.
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