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Abstract
Sharp constants in exponential inequalities involving a general class of measures in domains Ω ⊂ Rn
are exhibited in the limiting case of the Sobolev embedding theorem. A comprehensive approach is pre-
sented yielding, as special instances, trace inequalities on ∂Ω , on smooth submanifolds of Ω of arbitrary
dimension, and also on fractal subsets of Ω , and recovering, in particular, the classical Moser–Trudinger
inequality.
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1. Introduction
Moser’s inequality [28] amounts to a sharp form of an exponential Sobolev type estimate
going back to [31,34,35] and corresponding to the limiting case of the classical Sobolev embed-
ding theorem. The conclusion of [28] entails that if Ω is a bounded subset of Rn, n 2, then a
constant C = C(Ω) exists such that
∫
Ω
e
(
nω
1/n
n |u(x)|‖∇u‖Ln(Ω)
)n′
dx  C (1.1)
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2006 A. Cianchi / Advances in Mathematics 217 (2008) 2005–2044for every u ∈ W 1,n0 (Ω), the subspace of those functions in the Sobolev space W 1,n(Ω) which
vanish on ∂Ω . Here, ωn = πn/2/Γ (1 + n/2), the measure of the unit ball, and n′ = nn−1 , the
Hölder conjugate of n. Moreover, the constant nω1/nn is sharp, since (1.1) does not hold if nω1/nn
is replaced by any larger number, whatever the constant C is.
Moser’s theorem has paved the way to a number of contributions dealing with variants, exten-
sions, existence of extremals, applications to different frameworks, including [2–4,6,7,9–12,14,
15,17–19,21,22,24,25,32]. In particular, an analogue of (1.1) for functions from W 1,n(Ω) that
need not vanish on ∂Ω can be found in [10] in the 2-dimensional case, and in [12] for general
n 2.
The purpose of the present paper is to establish optimal inequalities like (1.1), both
in W 1,n0 (Ω) and in W
1,n(Ω), when the Lebesgue measure is replaced by any Borel measure
in Ω from a fairly general class. The relevant class consists of all measures whose value on balls
decays to 0 like a power of their radius. Such a property is basic in the theory of Sobolev spaces
and in geometric measure theory, and is enjoyed in customary situations.
Our results provide a unified framework for Moser type trace inequalities, in a broad sense,
which recover those of [28] and [12], and include, as special instances, sharp exponential in-
equalities on ∂Ω , more general inequalities on the intersection of Ω , or Ω , with any smooth
submanifold of Rn of arbitrary dimension, and even inequalities involving fractal subsets of Ω .
To be more specific, let Ω be a bounded open set in Rn, n 2, and let ν be a positive Borel
measure in Ω . Assume that there exist d ∈ (0, n] and ρ0,C0 > 0 such that
ν
(
Bρ(x)∩Ω
)
 C0ρd for x ∈Rn and 0 < ρ  ρ0. (1.2)
Then the classical Sobolev imbedding theorem, in its full generality, asserts that if n−d < p < n,
then there exists a constant C = C(Ω,ν,p) such that
‖u‖
L
pd
n−p (Ω,ν)
C‖∇u‖Lp(Ω) (1.3)
for every u ∈W 1,p0 (Ω) (see e.g. [27, Corollary 1.4.1]). Here, Bρ(x) is the ball centered at x and
having radius ρ, and L
pd
n−p (Ω,ν) is a Lebesgue space on Ω endowed with the measure ν.
In the limiting case where p = n, inequality (1.3) holds with pd
n−p replaced by any (finite)
exponent. However, a stronger conclusion tells us that constants α = α(Ω,ν) and C = C(Ω,ν)
exist such that
∫
Ω
e
(
α|u(x)|
‖∇u‖Ln(Ω)
)n′
dν(x)C (1.4)
for every u ∈W 1,n0 (Ω). Note that, when ν = Ln, the Lebesgue measure, inequality (1.4) amounts
to the standard result of [31,34,35] mentioned above. For a general ν fulfilling (1.2), it follows
from the potential estimates of [1, Theorem 3] and [27, Corollary 8.6.2].
Versions of (1.3) and (1.4) continue to hold, even with Ω replaced by Ω on the left-hand
sides, when functions from the whole Sobolev spaces W 1,p(Ω) are taken into account, provided
that Ω is sufficiently regular. Assume for instance, that Ω is, in addition, connected and with a
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and some ρ0,C0 > 0,
ν
(
Bρ(x)∩Ω
)
 C0ρd for x ∈ Rn and 0 < ρ  ρ0. (1.5)
Then, if n− d < p < n, there exists a constant C = C(Ω,ν,p) such that
‖u− uΩ,ν‖
L
pd
n−p (Ω,ν)
 C‖∇u‖Lp(Ω) (1.6)
for every u ∈ W 1,p(Ω), where uΩ,ν = 1ν(Ω)
∫
Ω
u(x)dν(x) is the mean value of u over Ω with
respect to ν. A counterpart of (1.4) for p = n is the Poincaré type inequality
∫
Ω
e
( β|u(x)−u
Ω,ν
|
‖∇u‖Ln(Ω)
)n′
dν(x) C, (1.7)
which holds for suitable constants β = β(Ω,ν) and C = C(Ω,ν), and for every u ∈W 1,n(Ω).
Since Ω is bounded and has a Lipschitz boundary, it is in particular an extension domain (see
e.g. [16, Section 4.4]). Thus, inequalities (1.6) and (1.7) can be derived from (1.3) and (1.4),
respectively, via the extension theorem and the Poincaré inequality in W 1,p(Ω). Accordingly, on
the left-hand sides of (1.6) and (1.7), and in analogous expressions throughout, we agree that u
still denotes the continuation (unique, up to sets of ν-measure 0) of u to Ω .
Observe that, besides the basic case where ν = Ln, a typical situation in (1.6) and (1.7) is
when ν =Hn−1|∂Ω , and hence uΩ,ν = 1Hn−1(∂Ω)
∫
∂Ω
u(x)dHn−1(x), so that (1.6) and (1.7) become
trace inequalities in the usual sense. Here, and in what follows, Hd denotes the d-dimensional
Hausdorff measure.
Our contribution amounts to exhibiting the best constants α in (1.4) and β in (1.7) (and in
somewhat more general inequalities) for any Borel measure ν satisfying (1.2) and (1.5), respec-
tively. The striking conclusion is that the relevant sharp constants depend only on n and d , under
the sole additional assumption that inequalities (1.2) and (1.5) can be reversed, possibly with a
different constant C0, at least for one point x.
To give an idea of the conclusions which can be derived from the results that will be presented,
we state a couple of their possible applications below. The former deals with boundary trace
inequalities, and was, in fact, the original motivation of the present work. It tells us that if Ω is
bounded, connected and sufficiently smooth, then
∫
∂Ω
e
( n 1n ( ωn2 ) 1n (n−1) 1n′ |u(x)−u∂Ω |‖∇u‖Ln(Ω)
)n′
dHn−1(x) C (1.8)
for every u ∈ W 1,n(Ω), where C = C(Ω) and the constant n 1n (ωn2 )
1
n (n − 1) 1n′ is sharp (see
Example 2.6(ii), Section 2). Here, u∂Ω is the mean value of u over ∂Ω . Note that (1.8) overlaps
with a result of [22] in the case where n= 2.
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Given any bounded open set Ω and denoted by C the Cantor set on a segment contained in Ω ,
we have that
∫
C∩Ω
e
( n 1n ωn 1n ( log 2log 3 ) 1n′ |u(x)|
‖∇u‖Ln(Ω)
)n′
dH
log 2
log 3 (x) C (1.9)
for every u ∈ W 1,n0 (Ω), where C = C(Ω) and the constant n
1
n ωn
1
n (
log 2
log 3 )
1
n′ is again the best
possible (Example 2.3(iii), Section 2).
An outline of our approach is as follows. The non-limiting Sobolev inequalities (1.3) and (1.6)
are first exploited to turn the original problems of the optimal exponents α and β in (1.4) and (1.7)
into analogous problems for new integral functionals, involving both u and ∇u, where ν is re-
placed by the Lebesgue measure. Interestingly enough, no loss of information on α and β occurs
after this step, although the constants in (1.3) and (1.6) need not be sharp. The final objective
is then to estimate the new n-dimensional functionals via variants of a key one-dimensional in-
equality of [28]. The crucial intermediate task of reducing the relevant n-dimensional estimates
to one-dimensional ones is accomplished via rearrangement techniques and isoperimetric in-
equalities, which are non-standard compared to other proofs of sharp (first-order) Sobolev type
inequalities. In particular, Pólya–Szegö type principles on the decrease of gradient norms un-
der rearrangement, that are the starting point in [12,28], are of no use in the present general
setting.
Precise statements of our results are given in the next section, where several applications to
special instances are also shown. Proofs are presented in Sections 3 and 4, dealing with inequal-
ities for Sobolev functions vanishing on ∂Ω and with inequalities for general Sobolev functions,
respectively.
2. Main results
Although the optimal form of inequalities (1.4) and (1.7) is the main concern of this paper, we
shall work in a slightly more general functional framework. Indeed, it turns out that our approach
applies, in a natural way, to a whole family of Sobolev type spaces of which the customary
Sobolev spaces W 1,n(Ω) and W 1,n0 (Ω) are just distinguished members. These are the Lorentz–
Sobolev spaces W 1Ln,q(Ω) and W 10 L
n,q(Ω), associated with the Lorentz space Ln,q(Ω), with
1 q ∞, and defined as
W 1Ln,q(Ω)= {u ∈ Ln,q(Ω): u is a weakly differentiable function in Ω
and |∇u| ∈ Ln,q(Ω)}, (2.1)
and
W 10 L
n,q(Ω)= {u ∈ Ln,q(Ω): the continuation of u by 0 outside Ω
is weakly differentiable in the whole of Rn, and |∇u| ∈ Ln,q(Ω)}. (2.2)
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in Ω for which the quantity
‖u‖Lp,q (Ω) =
( |Ω|∫
0
(
s1/pu∗(s)
)q ds
s
) 1
q
(2.3)
is finite. Here, |Ω| is a shorthand for Ln(Ω), and u∗ denotes the decreasing rearrangement of u.
Hence, in particular,
Ln,n(Ω)= Ln(Ω),
W 1Ln,n(Ω)=W 1,n(Ω),
and
W 10 L
n,n(Ω)=W 1,n0 (Ω).
Notice that the definition of W 1,n0 (Ω) which follows from (2.2) and from the last equation yields
a space which, in general, can be larger than the closure of C∞0 (Ω) in W 1,n(Ω).
Our conclusions concerning the sharp form of a generalized version of inequality (1.4)
in W 10 L
n,q(Ω) read as follows.
Theorem 2.1. Let Ω be an open bounded subset of Rn, n  2. Let ν be any positive Borel
measure on Ω satisfying (1.2) for some d ∈ (0, n]. Let 1 < q < ∞. Then there exists a constant
C = C(Ω,ν, q) such that
∫
Ω
e
(
n
1
q ωn
1
n d
1
q′ |u(x)|
‖∇u‖Ln,q (Ω)
)q′
dν(x) C (2.4)
for every u ∈W 10 Ln,q(Ω). The constant n
1
q ωn
1
n d
1
q′ in (2.4) is sharp. In fact, inequality (2.4) fails
if n 1q ωn 1n d
1
q′ is replaced by any larger constant, whenever there exist x0 ∈Ω and ρ1,C1 > 0 such
that
ν
(
Bρ(x0)∩Ω
)
 C1ρd for ρ  ρ1. (2.5)
However, for every Ω and ν satisfying (1.2) and for each u ∈ W 10 Ln,q(Ω), the integral in (2.4)
is finite even if n 1q ωn 1n d
1
q′ is replaced by any larger positive number.
Notice that the endpoint cases where q = 1 and q = ∞ are excluded from Theorem 2.1. In
fact, when q = 1, we have
‖u‖L∞(Ω)  C‖∇u‖Ln,1(Ω)
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equality (2.4) trivially holds with q = 1 and with nωn 1n replaced by any positive constant.
On the other hand, when q = ∞, the constant ωn 1n d is still optimal, but in a weaker sense.
Actually, as already observed in [4] in the case when ν = Ln, the next result tells us that only
constants strictly smaller than ωn
1
n d are admissible.
Theorem 2.2. Under the same assumptions on Ω and ν as in Theorem 2.1, for every γ ∈
(0,ωn1/nd) there exists a constant C = C(Ω,ν, γ ) such that
∫
Ω
e
γ |u(x)|
‖∇u‖Ln,∞(Ω) dν(x) C (2.6)
for every u ∈ W 10 Ln,∞(Ω). The result is sharp. In fact, if (2.5) is fulfilled, then a function u ∈
W 10 L
n,∞(Ω) exists such that the integral in (2.6) diverges for every γ  ωn 1n d .
Examples 2.3. Let Ω be as in Theorem 2.1.
(i) Assume that ν = Ln. Then Theorem 2.1 reproduces Moser’s inequality when q = n; more-
over, if 1 < q ∞, Theorems 2.1 and 2.2 reproduce results from [4].
(ii) Let M be any smooth d-dimensional submanifold of Rn such that M ∩ Ω 
= ∅. Since
Hd|M is a Borel measure when restricted to Borel subsets of Rn (see e.g. [5, Proposition 2.49]),
Theorem 2.1 can be applied with ν =Hd|M , and yields
∫
M∩Ω
e
(
n
1
n ωn
1
n d
1
n′ |u(x)|
‖∇u‖Ln(Ω)
)n′
dHd(x) C (2.7)
for every u ∈W 1,n0 (Ω), where the constant in the exponential is sharp. An analogous conclusion
continues to hold for u ∈W 10 Ln,q(Ω), with 1 < q <∞, provided that n
1
n ωn
1
n d
1
n′ is replaced by
n
1
q ωn
1
n d
1
q′ and ‖∇u‖Ln(Ω) is replaced by ‖∇u‖Ln,q (Ω).
(iii) Let S be any s-dimensional self-similar fractal set satisfying the open set condition (see
e.g. [26, Chapter 4]) and such that S ∩Ω 
= ∅. Then, constants C1 and C2 exist such that C1ρs 
Hs(Bρ(x)∩S)C2ρs for every x ∈ S and for ρ  1 [26, Theorem 4.14]. Thus, as a consequence
of Theorem 2.1,
∫
S∩Ω
e
(
n
1
n ωn
1
n s
1
n′ |u(x)|
‖∇u‖Ln(Ω)
)n′
dHs(x) C (2.8)
for every u ∈W 1,n0 (Ω), and the constant in the exponential is sharp.
As a prototypal instance, consider the case where S = C, the classical Cantor set on a segment
of length 1 having a non-empty intersection with Ω . Since the Hausdorff dimension of C is log 2log 3 ,
inequality (2.8) yields (1.9).
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affine subspace of Rn, which has Hausdorff dimension log 4log 3 . Owing to (2.8), if K ∩Ω 
= ∅, one
has
∫
K∩Ω
e
( n 1n ωn 1n ( log 4log 3 ) 1n′ |u(x)|
‖∇u‖Ln(Ω)
)n′
dH
log 4
log 3 (x) C (2.9)
for every u ∈W 1,n0 (Ω).
We now focus on inequalities for functions which need not vanish on ∂Ω . As in any Poincaré
type inequality without boundary conditions, some regularity has to be required on Ω . Besides
the indispensable assumption that Ω be connected, we have to demand that ∂Ω be sufficiently
smooth—specifically, of class C1,α for some α ∈ (0,1].
Let us mention that we are going to take into account a wider class of inequalities than (1.7),
not only because Lorentz norms are allowed, but also because the normalizing role of the mean
value uΩ,ν can be played by other functionals of u. In fact, it turns out that any functional
m :W 1,k(Ω)→ R
satisfying
m(u+ c)=m(u)+ c for c ∈R, (2.10)
and
∣∣m(u)∣∣C(‖u‖Lk(Ω) + ‖∇u‖Lk(Ω)) (2.11)
for some k ∈ [1, n), for some positive constant C and for every u ∈W 1,k(Ω), is admissible.
Thus, besides uΩ,ν , other possible choices for m are easily seen to include
uΩ = 1|Ω|
∫
Ω
u(x)dx, (2.12)
the mean value of u over Ω with respect to the Lebesgue measure,
medΩ,ν(u)= sup
{
t ∈R: ν({x ∈Ω: u(x) > t})> ν(Ω)/2}, (2.13)
the median of u over Ω with respect to ν, and
medΩ(u)= sup
{
t ∈R: ∣∣{x ∈Ω: u(x) > t}∣∣> |Ω|/2}, (2.14)
the median of u over Ω with respect to the Lebesgue measure.
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for some α ∈ (0,1]. Let ν be any positive Borel measure on Ω satisfying (1.5). Let m be any
functional fulfilling (2.10) and (2.11) for some k ∈ [1, n). Let 1 < q < ∞. Then there exists a
constant C = C(Ω,ν,m,k, q) such that
∫
Ω
e
( n 1q ( ωn2 ) 1n d
1
q′ |u(x)−m(u)|
‖∇u‖Ln,q (Ω)
)q′
dν(x) C (2.15)
for every u ∈W 1Ln,q(Ω). The constant n 1q (ωn2 )
1
n d
1
q′ in (2.15) is sharp. In fact, inequality (2.15)
fails if n 1q (ωn2 )
1
n d
1
q′ is replaced by any larger constant, whenever x0 ∈ ∂Ω and ρ1,C1 > 0 exist
such that
ν
(
Bρ(x0)∩Ω
)
 C1ρd for ρ  ρ1. (2.16)
However, for every Ω and ν satisfying (1.5) and for each u ∈W 1Ln,q(Ω), the integral in (2.15)
is finite even if n 1q (ωn2 )
1
n d
1
q′ is replaced by any larger positive number.
A version of Theorem 2.2 for functions from W 1Ln,∞(Ω) is contained in the next result.
Theorem 2.5. Under the same assumptions on Ω , ν and m as in Theorem 2.4, for every γ ∈
(0, (ωn2 )
1
n d) there exists a constant C = C(Ω,ν,m,k, γ ) such that
∫
Ω
e
γ |u(x)−m(u)|
‖∇u‖Ln,∞(Ω) dν(x) C (2.17)
for every u ∈W 1Ln,∞(Ω). The result is sharp. In fact, if (2.16) holds for some x0 ∈ ∂Ω and ∂Ω
is locally flat in a neighborhood of x0, in the sense that Bρ1(x0) ∩ Ω = Bρ1(x0) ∩ Π for some
(closed) half-space Π , then a function u ∈ W 1Ln,∞(Ω) exists such that the integral in (2.17)
diverges for every γ  ωn 1n d .
Examples 2.6. Let Ω be as in Theorem 2.4.
(i) Let ν = Ln. When q = n= 2, Theorem 2.4 overlaps with [10, Proposition 2.3]. In the gen-
eral case where n 2 and 1 < q ∞, Theorems 2.4 and 2.5 recover results of [12, Theorems 1.5
and 1.6], a special instance of which, corresponding to the case where Ω is a ball and q = n, can
also be found in [21].
(ii) Assume that ν =Hn−1|∂Ω and 1 < q ∞. Then Theorem 2.4 yields the boundary estimate
∫
e
( n 1q ( ωn2 ) 1n (n−1)
1
q′ |u(x)−u∂Ω |
‖∇u‖Ln,q (Ω)
)n′
dHn−1(x) C (2.18)
∂Ω
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∫
∂Ω
u(x)dHn−1(x). The constant in the
exponential is sharp. The same conclusion holds if u∂Ω is replaced by any functional m sat-
isfying (2.10) and (2.11), and, in particular, by any of the quantities given by (2.12)–(2.14).
(iii) Assume that M is any smooth d-dimensional submanifold of Rn such thatHd(M ∩Ω) >
0 and M ∩ ∂Ω 
= ∅. If 1 < q <∞, Theorem 2.4, applied with ν =Hd|M , ensures that
∫
M∩Ω
e
( n 1q ( ωn2 ) 1n d
1
q′ |u(x)−uM |
‖∇u‖Ln,q (Ω)
)q′
dHd(x)C (2.19)
for every u ∈W 1Ln,q(Ω). Here, uM = 1Hd (M∩Ω)
∫
M∩Ω u(x)dHd , and the constant in the expo-
nential is the best possible.
(iv) Analogous inequalities for functions in W 1Ln,q(Ω) on fractal self-similar s-dimensional
sets S as in Example 2.3(iv) hold. Now, one has to assume that Hs(S ∩Ω) > 0 and S ∩ ∂Ω 
= ∅.
Assumption (2.16) in Theorems 2.4 and 2.5 (cf. Examples 2.6(iii) and (iv)) amounts to de-
manding that there is an interplay between the measure ν and the boundary ∂Ω . We emphasize
that such an assumption is essential for the constants provided by Theorems 2.4 and 2.5 to be
optimal. In fact, it turns out that if ∂Ω and sprtν, the support of ν, are disjoint, namely if
sprtν ⊂Ω, (2.20)
then inequality (2.15) can be improved on replacing the constant n 1q (ωn2 )
1
n d
1
q′ by the constant
n
1
q ωn
1
n d
1
q′ appearing in (2.4), and the latter is the best possible. A similar conclusion holds for
inequality (2.17). Recall that sprtν is the smallest closed set D in Rn such that ν(Ω \ D) = 0.
The assertion concerning inequality (2.15) is the content of Theorem 3.10 below. Note that here
open sets Ω having the cone property—a much weaker assumption than C1,α-regularity—are
admissible.
Theorem 2.7. Let Ω be a bounded and connected open subset of Rn, n  2, having the cone
property. Let ν be any positive Borel measure on Ω satisfying (1.5) and (2.20). Let m be any
functional fulfilling (2.10) and (2.11) for some k ∈ [1, n). Let 1 < q < ∞. Then there exists a
constant C = C(Ω,ν,m,k, q) such that
∫
Ω
e
(
n
1
q ωn
1
n d
1
q′ |u(x)−m(u)|
‖∇u‖Ln,q (Ω)
)q′
dν(x) C (2.21)
for every u ∈ W 1Ln,q(Ω). The constant n 1q ωn 1n d
1
q′ in (2.21) is sharp in the same sense as in
Theorem 2.1.
A counterpart of Theorems 2.2 and 2.5 holds under the assumptions of Theorem 2.7 when
q = ∞. Its statement and proof con be easily patterned on those of Theorems 2.5 and 2.7, and
will be omitted for brevity.
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(i) Let B be a measurable set such that B ⊂Ω . An application of Theorem 2.7 with ν = Ln|B ,
yields
∫
B
e
(
nωn
1
n |u(x)−uB |‖∇u‖Ln,q (Ω)
)q′
dx  C (2.22)
for every u ∈W 1Ln,q(Ω), where uB = 1|B|
∫
B
u(x)dx. The constant in the exponential is sharp.
(ii) Let M be a smooth d-dimensional compact submanifold of Rn such that M ⊂ Ω . Then,
Theorem 2.7, applied with ν =Hd|M , ensures that
∫
M
e
(
n
1
q ωn
1
n d
1
q′ |u(x)−uM |‖∇u‖Ln,q (Ω)
)q′
dHd(x) C (2.23)
for every u ∈W 1Ln,q(Ω). The constant in the exponential is again the best possible.
Theorems 2.4 and 2.7 can be combined to derive sharp inequalities when the measure ν has a
different power decay inside Ω and on ∂Ω , in the sense that there exist an open subset Ω ′ and
numbers d1, d2 ∈ (0, n] and ρ0,C0 > 0 such that Ω ′ ⊂Ω , and
ν
(
Bρ(x)∩Ω ′
)
 C0ρd1, (2.24)
ν
(
Bρ(x)∩
(
Ω \Ω ′)) C0ρd2 (2.25)
for x ∈ Rn and 0 < ρ  ρ0.
Corollary 2.9. Let Ω be a bounded and connected open subset of Rn, n  2, of class C1,α for
some α ∈ (0,1]. Let ν be any positive Borel measure on Ω fulfilling (2.24) and (2.25). Let m be
any functional satisfying (2.10) and (2.11) for some k ∈ [1, n). Let 1 < q <∞, and set
θ = min
{
n1/qω
1/q
n d
1/q ′
1 , n
1/q
(
ωn
2
)1/q
d
1/q ′
2
}
.
Then there exists a constant C = C(Ω,ν,m,k, q) such that
∫
Ω
e
( θ |u(x)−m(u)|
‖∇u‖Ln,q (Ω)
)q′
dν(x) C (2.26)
for every u ∈W 1Ln,q(Ω). The constant θ in (2.26) is sharp. In fact, inequality (2.26) fails if θ is
replaced by any larger constant, provided that either θ = n1/qω1/qn d1/q
′
1 and there exist x0 ∈ Ω ′
and ρ1,C1 > 0 such that
ν
(
Bρ(x0)∩Ω ′
)
 C1ρd1 for ρ  ρ1,
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′
2 and there exist x0 ∈ ∂Ω and ρ1,C1 > 0 such that
ν
(
Bρ(x2)∩Ω
)
 C1ρd2 for ρ  ρ1.
Indeed, inequality (2.26) follows on splitting the integral on the left-hand side into an integral
over Ω ′ and another integral over Ω \Ω ′, and applying Theorems 2.7 and 2.4 with the measures
ν|Ω ′ and ν|Ω\Ω ′ , respectively. The sharpness follows by an analogous argument as in the proofs
of Theorems 2.1 and 2.4, Section 4.
Example 2.10. Assume that Ω is as in Corollary 2.9 and that 0 ∈ Ω . Let b ∈ (0, n). Set θ(b) =
min{n1/qω1/qn (n− b)1/q ′ , n(ωn2 )1/q}. Then,
∫
Ω
e
(
θ(b)|u(x)−uΩ |‖∇u‖Ln,q (Ω)
)q′
dx
|x|b  C
for every u ∈ W 1Ln,q(Ω), and the constant θ(b) is sharp. The same conclusion holds if, for
instance, uΩ is replaced by 1∫
Ω |x|−b dx
∫
Ω
u(x) dx|x|b .
3. Inequalities for functions vanishing on the boundary
We begin by recalling the main facts about rearrangements that will be needed in our proofs.
For an exhaustive treatment of this subject, we refer the reader to [8].
Given any measurable set Ω ⊂ Rn having finite measure, the decreasing rearrangement of
a measurable function u :Ω → R is defined as the non-increasing right-continuous function
u∗ : (0, |Ω|)→ [0,∞) equimeasurable with u. Namely,
u∗(s)= sup{t  0: ∣∣{x ∈Ω: ∣∣u(x)∣∣> t}∣∣> s} for s ∈ (0, |Ω|). (3.1)
The function u∗∗ : (0, |Ω|)→ [0,∞), given by
u∗∗(s)= 1
s
s∫
0
u∗(r) dr for s ∈ (0, |Ω|),
is still non-increasing, and fulfills
u∗(s) u∗∗(s) for s ∈ (0, |Ω|). (3.2)
Moreover, the operation “∗∗” is subadditive, in the sense that if u and v are measurable functions
in Ω , then
(u+ v)∗∗(s) u∗∗(s)+ v∗∗(s) for s ∈ (0, |Ω|). (3.3)
The equimeasurability of u and u∗ entails that
‖u‖Lp(Ω) = ‖u∗‖Lp(0,|Ω|) for p ∈ [1,∞]. (3.4)
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∫
Ω
∣∣u(x)v(x)∣∣dx 
|Ω|∫
0
u∗(s)v∗(s) ds. (3.5)
Hardy’s Lemma is a basic tool in the theory of rearrangements. It asserts that if φ1 and φ2 are
nonnegative measurable functions in (0,∞) fulfilling
s∫
0
φ1(r) dr 
s∫
0
φ2(r) dr for s > 0,
and ψ : (0,∞)→ [0,∞) is any non-increasing function, then
∞∫
0
φ1(s)ψ(s) ds 
∞∫
0
φ2(s)ψ(s) ds. (3.6)
Properties of rearrangements yield a Hölder type inequality for Lorentz quasi-norms, which tells
us that given p ∈ (1,∞) and q ∈ [1,∞], there exists a constant C = C(p,q) such that∫
Ω
∣∣u(x)v(x)∣∣dx  C‖u‖Lp,q (Ω)‖v‖Lp′,q′ (Ω) (3.7)
for every u ∈ Lp,q(Ω) and v ∈ Lp′,q ′(Ω). Lorentz spaces are nested with respect to the second
exponent, in the sense that if p ∈ (1,∞) and 1 q1 < q2 ∞, then a constant C = C(p,q1, q2)
exists such that
‖u‖Lp,q2 (Ω)  C‖u‖Lp,q1 (Ω) (3.8)
for every u ∈ Lp,q1(Ω). Moreover, since |Ω| < ∞, if 1 < p1 < p2 < ∞ and 1  q1, q2,∞,
we have that
‖u‖Lp1,q1 (Ω)  C‖u‖Lp2,q2 (Ω) (3.9)
for some constant C = C(p1,p2, q1, q2, |Ω|) and for every u ∈ Lp2,q(Ω).
When Ω is open and u ∈W 1,10 (Ω), the rearrangement u∗ can be pointwise estimated in terms
of |∇u|∗. The relevant estimate tells us that
u∗(s) 1
nω
1/n
n
(
1
s1/n′
s∫
0
|∇u|∗(r) dr +
|Ω|∫
s
|∇u|∗(r)
r1/n′
dr
)
for s ∈ (0, |Ω|). (3.10)
Inequality (3.10) is a straightforward consequence of a result of [33], which, in turn, relies upon
the isoperimetric inequality in Rn. Inequality (3.10) can also be derived by a classical represen-
tation formula for u in terms of a Riesz potential of ∇u, combined with O’Neil’s rearrangement
inequality for convolutions (see e.g. [2]).
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a role in what follows. The first one is a special case of an even more general result of [17]
extending Moser’s Lemma (see also [19]), and tells us the following. Let q > 1 and let
κ : (0,∞)× (0,∞)→ [0,∞) be a measurable kernel satisfying the estimate
κ(τ, t)
{
Keδ1(t−τ) if 0 < t < τ,
1 +Ke−δ2τ if 0 < τ  t, (3.11)
for some K,δ1, δ2 > 0. Then a constant C = C(q, δ1, δ2,K) exists such that
∞∫
0
e(
∫∞
0 κ(τ,t)ψ(τ) dτ)
q′−t dt  C (3.12)
for every function ψ : (0,∞)→ [0,∞) fulfilling
∞∫
0
ψ(τ)q dτ  1.
The second inequality is a reverse Hardy type inequality for non-increasing functions. It en-
sures that if L ∈ (0,∞] and 1 p < q , then there exists a constant C = C(p,q) such that
L∫
0
ψ(s)psp/q
′
ds  C
L∫
0
( L∫
s
ψ(r) dr
)p
s−p/q ds (3.13)
for every non-increasing function ψ : (0,L)→ [0,∞) (see e.g. [20, Theorem 3.2(c)]).
We are now ready to prove Theorem 2.1. The proof of Theorem 2.2 can be accomplished via
an argument analogous to (and even simpler than) that of Theorem 2.5, which will be given in
the next section. The details are omitted for brevity.
Proof of Theorem 2.1. We may assume, without loss of generality, that
‖∇u‖Ln,q (Ω)  1. (3.14)
Fix any p fulfilling max{1, n − d} < p < n; for instance, choose p = 12 (max{1, n − d} + n).
Define Φ : [0,∞)→ [0,∞) as
Φ(t)= etq′ for t  0, (3.15)
and Ψ : [0,∞)→ [0,∞) as
Ψ (t)= etq′ − 1 for t  0. (3.16)
Notice that, for each a > 0, there exists a constant C = C(a) such that
Ψ (t)a  CΨ
(
a1/q
′
t
)
for t  1. (3.17)
2018 A. Cianchi / Advances in Mathematics 217 (2008) 2005–2044Thus, ∫
Ω
Ψ
(
n1/qω
1/n
n d
1/q ′ |u|)dν(x)
=
∫
{|u|1}
Ψ
(
n1/qω
1/n
n d
1/q ′ |u|)dν(x)+ ∫
{|u|>1}
Ψ
(
n1/qω
1/n
n d
1/q ′ |u|)dν(x)
 ν(Ω)Ψ
(
n1/qω
1/n
n d
1/q ′)+C ∫
{|u|>1}
Ψ
((
n− p
p
)1/q ′
n1/qω
1/n
n |u|
) dp
n−p
dν(x)
 ν(Ω)Ψ
(
n1/qω
1/n
n d
1/q ′)+C ∫
Ω
Ψ
((
n− p
p
)1/q ′
n1/qω
1/n
n |u|
) dp
n−p
dν(x) (3.18)
for some positive constant C = C(n,d). Set
α =
(
n− p
p
)1/q ′
n1/qω
1/n
n . (3.19)
We claim that
∫
Ω
Ψ
(
α|u|) dpn−p dν(x) C(∫
Ω
∣∣∇(Ψ (α|u|))∣∣p dx) dn−p (3.20)
for some positive constant C = C(Ω,ν). To prove our claim, let us anticipate that the right-hand
side of (3.20) will be shown to be finite. Thus, since, for every T > 0, the function Ψ is smooth
and has a bounded derivative in [0, T ], standard results on the composition of Sobolev functions
(see e.g. [23, Chapter 6]) ensure that Ψ (α|uT |) ∈ W 1,p0 (Ω) for every T > 0, where uT is the
function obtained after truncating u at the levels −T and T . Hence, applying (1.3) to Ψ (α|uT |)
and passing to the limit as T goes to ∞ yield (3.20), by the monotone convergence theorem.
Inasmuch as Φ ′ = Ψ ′, one has, by the chain rule [23, Theorem 6.16] and by the same trunca-
tion argument, ∫
Ω
∣∣∇(Ψ (α|u|))∣∣p dx = αp ∫
Ω
Φ ′
(
α|u|)p|∇u|p dx. (3.21)
Thanks to the Hardy–Littlewood inequality (3.5),
αp
∫
Ω
Φ ′
(
α|u|)p|∇u|p dx  αp
|Ω|∫
0
[
Φ ′
(
α|u|)p]∗(s)(|∇u|p)∗(s) ds.
Since the function t →Φ ′(αt)p is strictly increasing in [0,∞), we have[
Φ ′
(
α|u|)p]∗(s)=Φ ′(αu∗(s))p for s ∈ (0, |Ω|). (3.22)
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(|∇u|p)∗(s)= |∇u|∗(s)p for s ∈ (0, |Ω|). (3.23)
Consequently,
αp
∫
Ω
Φ ′
(
α|u|)p|∇u|p dx  αp
|Ω|∫
0
Φ ′
(
αu∗(s)
)p|∇u|∗(s)p ds. (3.24)
Define U : (0, |Ω|)→ [0,∞) as
U(s)= 1
nω
1/n
n
(
1
s1/n′
s∫
0
|∇u|∗(r) dr +
|Ω|∫
s
|∇u|∗(r)
r1/n′
dr
)
for s ∈ (0, |Ω|), (3.25)
and observe that U is locally absolutely continuous in (0, |Ω|) and satisfies
−U ′(s)= 1
n′nω1/nn s1/n′
|∇u|∗∗(s) for a.e. s ∈ (0, |Ω|). (3.26)
Owing to (3.10), (3.2) and (3.26),
αp
|Ω|∫
0
Φ ′
(
αu∗(s)
)p|∇u|∗(s)p ds  (αn′nω1/nn )p
|Ω|∫
0
(−Φ ′(αU(s))U ′(s))psp/n′ ds. (3.27)
A key fact is now that the function −Φ ′(αU)U ′ is non-increasing in (0, |Ω|): indeed, Φ ′ is
increasing, U is non-increasing, and, by (3.26), also −U ′ is non-increasing. An application of
inequality (3.13) with ψ = −Φ ′(αU)U ′, L= |Ω| and q = n then yields
(
αn′nω1/nn
)p |Ω|∫
0
(−Φ ′(αU(s))U ′(s))psp/n′ ds
= (n′nω1/nn )p
|Ω|∫
0
[−(Φ(αU(s)))′]psp/n′ ds
 C
|Ω|∫
0
( |Ω|∫
s
−(Φ(αU(r)))′ dr
)p
s−p/n ds
 C
|Ω|∫
Φ
(
αU(s)
)p
s−p/n ds (3.28)0
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(3.28), inequality (2.4) will follow if we show that there exists a positive constant C =
C(d,n, |Ω|) such that
|Ω|∫
0
Φ
(
αU(s)
)p
s−p/n ds  C. (3.29)
On defining N : (0, |Ω|)× (0, |Ω|)→ [0,∞) as
N(r, s)=
⎧⎨
⎩
1
nω
1/n
n
s−1/n′ if 0 < r  s < |Ω|,
1
nω
1/n
n
r−1/n′ if 0 < s < r < |Ω|, (3.30)
the function U can be rewritten as
U(s)=
|Ω|∫
0
N(r, s)|∇u|∗(r) dr for s ∈ (0, |Ω|). (3.31)
Hence, after changing variables,
|Ω|∫
0
Φ
(
αU(s)
)p
s−p/n ds
= |Ω| n−pn
∞∫
0
Φ
(
α
∞∫
0
N
(|Ω|e−τ , |Ω|e−t)|∇u|∗(|Ω|e−τ )|Ω|e−τ dτ
)p
e
p−n
n
t dt. (3.32)
On setting
φ(τ)= |∇u|∗(|Ω|e−τ )(|Ω|e−τ )1/n for τ > 0, (3.33)
and E(τ, t)=N(|Ω|e−τ , |Ω|e−t )(|Ω|e−τ )1/n′ for (τ, t) ∈ (0,∞)× (0,∞), namely
E(τ, t)=
⎧⎨
⎩
1
nω
1/n
n
e
t−τ
n′ if 0 < t  τ,
1
nω
1/n
n
if 0 < τ < t,
(3.34)
Eq. (3.32) reads
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0
Φ
(
αU(s)
)p
s−p/n ds
= |Ω| n−pn
∞∫
0
e(p
1/q′α
∫∞
0 E(τ,t)φ(τ) dτ)
q′− n−p
n
t dt
= n
n− p |Ω|
n−p
n
∞∫
0
e
( p1/q′αn
n−p
∫∞
0 E(
n
n−p ρ,
n
n−p σ)φ(
n
n−p ρ)dρ
)q′−σ
dσ. (3.35)
Let us rewrite the last integral in terms of the functions ϕ and F given by
ϕ(ρ)=
(
n
n− p
)1/q
φ
(
n
n− pρ
)
for ρ > 0, (3.36)
and
F(ρ,σ )= p1/q ′α
(
n
n− p
)1/q ′
E
(
n
n− pρ,
n
n− pσ
)
for (ρ,σ ) ∈ (0,∞)× (0,∞),
namely, owing to (3.19),
F(ρ,σ )=
{
e
n−1
n−p (σ−ρ) if 0 < σ  ρ,
1 if 0 < ρ < σ.
(3.37)
Then, from (3.35) we get
|Ω|∫
0
Φ
(
αU(s)
)p
s−p/n ds = n
n− p |Ω|
n−p
n
∞∫
0
e(
∫∞
0 F(ρ,σ )ϕ(ρ)dρ)
q′−σ dσ. (3.38)
Observe that
∞∫
0
ϕ(ρ)q dρ =
∞∫
0
φ(t)q dt =
∞∫
0
(|∇u|∗(|Ω|e−τ )(|Ω|e−τ )1/n)q dτ
=
|Ω|∫
0
[|∇u|∗(s)s1/n]q ds
s
= ‖∇u‖qLn,q (Ω)  1, (3.39)
by assumption (3.14). Thus, an application of (3.12) to the right-hand side of (3.38) yields (3.29).
Inequality (2.4) is fully proved.
The sharpness of the constant n1/qω1/nn d1/q
′ in (2.4) is witnessed by a suitable sequence of
functions related to those of [4,28]. Specifically, assume, without loss of generality, that (2.5)
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BR(0)⊂Ω . Given j ∈N, define vj :Ω → [0,∞) as
vj (x)=
⎧⎪⎪⎨
⎪⎪⎩
j1/q
′
nω
1/n
n
if |x|Re−j/n,
j−1/q
ω
1/n
n
log( R|x| ) if Re
−j/n < |x|R,
0 otherwise.
(3.40)
Each function vj is clearly Lipschitz continuous, and vanishes outside the ball BR(0). Since
∣∣∇vj (x)∣∣=
{
j−1/q
ω
1/n
n |x|
if Re−j/n < |x|<R,
0 if either |x|<Re−j/n or R < |x|,
(3.41)
it is easily seen that
|∇vj |∗(s)=
{
j−1/q
(s+ωnRne−j )1/n if 0 < s < ωnR
n(1 − e−j ),
0 otherwise.
(3.42)
Computations relying upon Eq. (3.42) show that
‖∇vj‖Ln,q (Ω) = aj for k ∈ N, (3.43)
where
aj =
(
1
j
ej∫
1
(
1 − 1
t
)q/n
dt
t − 1
)1/q
. (3.44)
In particular, note that
lim
j→∞aj = 1. (3.45)
Now, define
uj = vj
aj
.
Clearly
‖∇uj‖Ln,q (Ω) = 1 for j ∈ N. (3.46)
Therefore, given any γ > 0,
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Ω
e
( γ uj (x)
‖∇uj ‖Ln,q (Ω)
)q′
dν(x)
∫
B
Re−j/n (0)
e(γ uj (x))
q′
dν(x)= ν(BRe−j/n (0))e
(
γj1/q
′
nω
1/n
n aj
)q′
 C1Rde
− jd
n
+
(
γj1/q
′
nω
1/n
n aj
)q′
= C1Rde
j
[(
γ
nω
1/n
n aj
)q′− d
n
]
, (3.47)
where C1 is the constant appearing in (2.5). From (3.45) and (3.47) we infer that (2.4) cannot
hold if n1/qω1/nn d1/q
′ is replaced by any larger number γ . Actually, owing to (3.45), for any such
γ the sequence [( γ
nω
1/n
n aj
)q
′ − d
n
] has a positive limit as j → ∞, and hence, by (3.47),
lim
j→∞
∫
Ω
e
( γ uj (x)
‖∇uj ‖Ln,q (Ω)
)q′
dν(x)= ∞.
We conclude by proving the last assertion in the statement, namely that
∫
Ω
e
(
γ u(x)
‖∇u‖Ln,q (Ω)
)q′
dν(x) <∞ (3.48)
for each u ∈W 10 Ln,q(Ω) and for every γ > 0. Let p be as above. By exactly the same argument
that reduced (2.4) to (3.29), it suffices to prove that
|Ω|∫
0
Φ
(
γU(s)
)p
s−p/n ds <∞ for every γ > 0. (3.49)
Fix γ > 0. Since ‖∇u‖Ln,q (Ω) <∞, for every  > 0 there exists s0 ∈ (0, |Ω|) such that
∥∥χ(0,s0)|∇u|∗∥∥Ln,q (0,|Ω|) =
( s0∫
0
|∇u|∗(s)qs qn−1 ds
)1/q
< , (3.50)
where χI denotes the characteristic function of the set I . By (3.7),
U(s)= 1
nω
1/n
n
(
1
s1/n′
s∫
0
|∇u|∗(r) dr +
s0∫
s
|∇u|∗(r)
r1/n′
dr +
|Ω|∫
s0
|∇u|∗(r)
r1/n′
dr
)
 C
nω
1/n
n
(
1
s1/n′
∥∥χ(0,s)(r)∥∥Ln′,q′ (0,|Ω|)∥∥|∇u|∗(r)∥∥Ln,q (0,|Ω|)
+ ∥∥χ(s,s0)(r)r−1/n′∥∥Ln′,q′ (0,|Ω|)∥∥χ(0,s0)(r)|∇u|∗(r)∥∥Ln,q (0,|Ω|)
+ 1
s
1/n′ ‖1‖Ln′,q′ (0,|Ω|)
∥∥|∇u|∗(r)∥∥
Ln,q (0,|Ω|)
)
for s ∈ (0, s0), (3.51)0
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∥∥χ(0,s)(r)∥∥Ln′,q′ (0,|Ω|) =
(
n′
q ′
)1/q ′
s1/n
′
for s ∈ (0, |Ω|). (3.52)
Furthermore, it is easily verified that a constant C = C(q,n, s0) exists such that
∥∥χ(s,s0)(r)r−1/n′∥∥Ln′,q′ (0,|Ω|)  C +
(
log
1
s
)1/q ′
for s ∈ (0, s0]. (3.53)
From (3.50)–(3.53) we infer that
U(s) C
[

(
log
1
s
)1/q ′
+ ‖∇u‖Ln,q (Ω)
]
for s ∈ (0, s0], (3.54)
and for some positive constant C = C(q,n, s0, |Ω|). Therefore,
s0∫
0
Φ
(
γU(s)
)p
s−p/n ds =
s0∫
0
ep(γU(s))
q′+ p
n
log 1
s ds
 ep2
q′−1(γC)q′ ‖∇u‖q′
Ln,q (Ω)
s0∫
0
e(p2
q′−1(γC)q′ q′+ p
n
) log 1
s ds
<∞, (3.55)
provided that  is chosen so small that p2q ′−1(γC)q ′q ′ + p
n
< 1. Since the integrand in (3.49)
is non-increasing, Eq. (3.49) follows from (3.55). 
4. Inequalities without boundary conditions
In the remaining part of the paper, we shall be concerned with functions which need not
vanish on the boundary of their domain. Our first task is to establish Theorem 2.4. Although the
scheme of the proof is analogous to that of Theorem 2.1, various complications arise, especially
because rearrangement methods are more delicate (and, in fact, less satisfactory) in the present
framework.
The same role played by the standard isoperimetric inequality in Rn when dealing with com-
pactly supported functions is now performed by the relative isoperimetric inequality in bounded
open sets Ω . Such inequality tells us that
P(G;Ω) hΩ
(|G|) (4.1)
for every measurable subset G of Ω . Here, P(G;Ω) is the perimeter of G relative to Ω (see
e.g [5,36]), which agrees with Hn−1(∂EG ∩ Ω), ∂EG denoting the essential boundary of G in
the sense of geometric measure theory, and hΩ : (0, |Ω|) → [0,∞) is the isoperimetric function
of Ω , defined as
hΩ(s)= inf
{
P(G;Ω): G⊂Ω, |G| = s} for s ∈ (0, |Ω|). (4.2)
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general, it is easily seen to be symmetric about |Ω|/2, namely to fulfill
hΩ(s)= hΩ(|Ω| − s) for s ∈
(
0, |Ω|), (4.3)
and to approach 0 as s → 0+ (and s → |Ω|−).
If Ω is connected and has the cone property, then there exists a positive constant C = C(Ω)
such that
hΩ(s) C min
{
s, |Ω| − s}1/n′ for s ∈ (0, |Ω|) (4.4)
[27, Corollary 3.2.1/3]. Recall that Ω is said to have the cone property if a finite cone Λ exists
such that each point in Ω is the vertex of a suitable translated and rotated of Λ contained in Ω .
Such a property is enjoyed, in particular, by sets Ω having a Lipschitz boundary, in the sense
that for every x ∈ ∂Ω there exist a neighborhood U of x0, an orthogonal coordinate system
(y1, . . . , yn) centered at x0, and a Lipschitz continuous function ξ such that Ω ∩ U = {yn >
ξ(y1, . . . , yn−1)} ∩ U .
Although useful in various applications to Sobolev embedding theorems, estimate (4.4) is not
sufficient for our purposes, where an optimal constant is in question. Indeed, we have to resort
to an asymptotically sharp version of (4.4), containing a remainder term, which holds under the
stronger assumption that Ω is of class C1,α for some α ∈ (0,1]. Here, an open set Ω is called of
class C1,α if for each x0 ∈ ∂Ω , there exist a neighborhood U of x0, an open set V in Rn and a
diffeomorphism Θ :U → V of class C1,α such that
Θ :Ω ∩ U → {xn  0} ∩ V
is a homeomorphism. The sharpened version of (4.4) is established in [12, Theorem 1.3], and
ensures that if Ω is a bounded open set of class C1,α for some α ∈ (0,1], then there exist positive
numbers δ = δ(α) and C = C(Ω) such that
hΩ(s) n
(
ωn
2
)1/n
s1/n
′(
1 −Csδ) for s ∈ (0, |Ω|). (4.5)
As a consequence, if Ω is also connected, then there exists s1 ∈ (0, |Ω|/2] such that the function
gΩ : (0, |Ω|)→R, symmetric about |Ω|/2 and obeying
gΩ(s)=
{
n(ωn2 )
1/ns1/n
′
(1 −Csδ) if s1 ∈ (0, s1],
gΩ(s1) if s1 ∈ (s1, |Ω|/2],
(4.6)
where δ and C are as in (4.5), is non-negative and non-decreasing in (0, |Ω|/2], and fulfills
hΩ(s) gΩ(s) for s ∈
(
0, |Ω|). (4.7)
These pieces of information on the isoperimetric function hΩ come into play in a counterpart
of estimate (3.10) for functions u ∈ W 1,1(Ω). Such an estimate is contained in the following
lemma, and involves the signed rearrangement u◦ : (0, |Ω|)→R given by
u◦(s)= sup{t ∈R: ∣∣{x ∈Ω: u(x) > t}∣∣> s} for s ∈ (0, |Ω|). (4.8)
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α ∈ (0,1]. Let h : (0, |Ω|/2] → (0,∞) be any non-decreasing function satisfying
hΩ(s) h(s) for s ∈
(
0, |Ω|/2]. (4.9)
Let u be any function from W 1,1(Ω) such that medΩ(u)= 0. Then
0 u◦(s) 1
h(s)
s∫
0
|∇u|∗(r) dr +
|Ω|
2∫
s
|∇u|∗(r)
h(r)
dr for s ∈ (0, |Ω|/2] (4.10)
and
0−u◦(|Ω| − s) 1
h(s)
s∫
0
|∇u|∗(r) dr +
|Ω|
2∫
s
|∇u|∗(r)
h(r)
dr for s ∈ (0, |Ω|/2]. (4.11)
Proof. The fact that u◦(s) and −u◦(|Ω| − s) are non-negative for s ∈ (0, |Ω|/2] is an obvious
consequence of the definition of u◦ and of the assumption that u◦(|Ω|/2) = medΩ(u) = 0. Let
us focus on the upper bounds.
Owing to our assumptions on Ω , h and u, [13, Theorem 6.5] tells us that
∣∣u◦(s)∣∣
|Ω|∫
0
|χ(s,|Ω|)(r)− χ( |Ω|2 ,|Ω|)(r)|
h(r)
|∇u|∗(|r − s|)dr for s ∈ (0, |Ω|), (4.12)
where h is continued by symmetry in (|Ω|/2, |Ω|). If 0 < s  |Ω|/2, one has
∣∣χ(s,|Ω|)(r)− χ( |Ω|2 ,|Ω|)(r)
∣∣= χ
(s,
|Ω|
2 )
(r) for r ∈ (0, |Ω|), (4.13)
and
∣∣χ(|Ω|−s,|Ω|)(r)− χ( |Ω|2 ,|Ω|)(r)
∣∣= χ
(
|Ω|
2 ,|Ω|−s)(r) for r ∈
(
0, |Ω|). (4.14)
From (4.12) and (4.13) we get that
u◦(s)= ∣∣u◦(s)∣∣
|Ω|∫
0
χ
(s,
|Ω|
2 )
(r)
h(r)
|∇u|∗(|r − s|)dr
=
|Ω|
2∫
s
|∇u|∗(r − s)
h(r)
dr =
|Ω|
2 −s∫
0
|∇u|∗(σ )
h(s + σ) dσ for s ∈
(
0, |Ω|/2]. (4.15)
On the other hand, from (4.12) and (4.14) we deduce that
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|Ω|∫
0
|χ(|Ω|−s,|Ω|)(r)− χ( |Ω|2 ,|Ω|)(r)|
h(r)
|∇u|∗(∣∣r − |Ω| + s∣∣)dr
=
|Ω|∫
0
χ
(
|Ω|
2 ,|Ω|−s)(r)
h(r)
|∇u|∗(∣∣r − |Ω| + s∣∣)dr
=
|Ω|∫
0
χ
(s,
|Ω|
2 )
(σ )
h(|Ω| − σ) |∇u|
∗(|s − σ |)dσ =
|Ω|
2∫
s
|∇u|∗(σ − s)
h(σ )
dσ
=
|Ω|
2 −s∫
0
|∇u|∗(r)
h(s + r) dr for s ∈
(
0, |Ω|/2], (4.16)
where the last but one equality holds owing to the symmetry of h about |Ω|/2. Now, define
hˆ : (0, |Ω|)→ [0,∞) as
hˆ(s)=
{
h(s) if s ∈ (0, |Ω|/2],
h(|Ω|/2) if s ∈ (|Ω|/2, |Ω|).
Thus,
|Ω|
2 −s∫
0
|∇u|∗(r)
h(s + r) dr 
|Ω|
2∫
0
|∇u|∗(r)
hˆ(s + r) dr =
s∫
0
|∇u|∗(r)
hˆ(s + r) dr +
|Ω|
2∫
s
|∇u|∗(r)
hˆ(s + r) dr
 1
hˆ(s)
s∫
0
|∇u|∗(r) dr +
|Ω|
2∫
s
|∇u|∗(r)
hˆ(r)
dr
= 1
h(s)
s∫
0
|∇u|∗(r) dr +
|Ω|
2∫
s
|∇u|∗(r)
h(r)
dr for s ∈ (0, |Ω|/2]. (4.17)
Note that the first inequality and the last equality in (4.17) hold since h and hˆ agree in (0, |Ω|/2],
and the second inequality is due to the monotonicity of hˆ in (0, |Ω|). The estimate from above
in (4.10) follows from (4.15) and (4.17); the estimate from above in (4.11) follows from (4.16)
and (4.17). 
We conclude this preliminary part with two Poincaré type inequalities involving medΩ(u).
Lemma 4.2. Let Ω be a bounded and connected open set in Rn, n 2, having the cone property.
Let p  1. Then there exists a constant C = C(Ω,p) such that
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for every u ∈W 1,p(Ω).
Proof. We may clearly assume that medΩ(u) = 0. Thus, owing to Lemma 4.1 applied with
h(s)= Cs1/n′ , where C is the constant appearing in (4.4),
u◦(s) 1
C
(
1
s1/n′
s∫
0
|∇u|∗(r) dr +
|Ω|
2∫
s
|∇u|∗(r)
r1/n′
dr
)
for s ∈ (0, |Ω|/2]. (4.19)
Moreover, inequality (4.19) also holds with u◦(s) replaced by −u◦(|Ω| − s). Hence,
‖u‖Lp(Ω) =
( |Ω|2∫
0
u◦(s)p ds +
|Ω|
2∫
0
(−u◦(|Ω| − s))p ds
)1/p
 1
C
(
2
|Ω|
2∫
0
(
1
s1/n′
s∫
0
|∇u|∗(r) dr +
|Ω|
2∫
s
|∇u|∗(r)
r1/n′
dr
)p
ds
)1/p
 21/p 1
C
[( |Ω|2∫
0
1
sp/n
′
( s∫
0
|∇u|∗(r) dr
)p
ds
)1/p
+
( |Ω|2∫
0
( |Ω|2∫
s
|∇u|∗(r)
r1/n′
dr
)p
ds
)1/p]
 C′
( |Ω|2∫
0
|∇u|∗(s)p ds
)1/p
C′‖∇u‖Lp(Ω) (4.20)
for some constant C′ = C′(Ω,p). Note that the last but one inequality is a consequence of stan-
dard inequalities involving Hardy type operators (see e.g. [27, Section 1.3.1]). Inequality (4.18)
follows from (4.20). 
Lemma 4.3. Let Ω be a bounded and connected open set in Rn, n  2, having a Lipschitz
boundary. Assume that ν is a positive Borel measure on Ω fulfilling (1.5). Let n − d < p < n.
Then there exists a constant C = C(Ω,ν,p) such that
∥∥u− medΩ(u)∥∥
L
pd
n−p (Ω,ν)
 C‖∇u‖Lp(Ω) (4.21)
for every u ∈W 1,p(Ω).
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replaced by any bounded open set containing Ω , enables us to infer that
‖u‖
L
pd
n−p (Ω,ν)
 C
(‖u‖Lp(Ω) + ‖∇u‖Lp(Ω)) (4.22)
for some positive constant C = C(Ω,ν,p) and for every u ∈W 1,p(Ω). An application of (4.22)
to u− medΩ(u) and inequality (4.18) yield∥∥u− medΩ(u)∥∥
L
pd
n−p (Ω,ν)
 C
(∥∥u− medΩ(u)∥∥Lp(Ω) + ‖∇u‖Lp(Ω)) C′‖∇u‖Lp(Ω)
for suitable constants C = C(Ω,ν,p) and C′ = C′(Ω,ν,p) and for every u ∈W 1,p(Ω). Hence,
(4.21) follows. 
Proof of Theorem 2.4. As in the proof of Theorem 2.1, we may assume, without loss of gener-
ality, that
‖∇u‖Ln,q (Ω)  1. (4.23)
Moreover, owing to assumption (2.10), by adding a constant to u, if necessary, we may also
suppose that
medΩ(u)= 0. (4.24)
Denote by u+ and u− the positive and the negative parts of u, respectively; namely, u+ = |u|+u2
and u− = |u|−u2 . Let Φ and Ψ be defined as in (3.15) and (3.16). Set
λ= n1/q
(
ωn
2
)1/n
d1/q
′
. (4.25)
The following chain holds:
∫
Ω
Ψ
(
λ
∣∣u−m(u)∣∣)dν(x) ∫
Ω
Ψ
(
λ
(|u| + ∣∣m(u)∣∣))dν(x)

∑
±
∫
Ω∩{u±0}
Ψ
(
λ
(
u± +
∣∣m(u)∣∣))dν(x)
=
∑
±
∫
Ω∩{u±0}
λ(u±+|m(u)|)∫
0
Ψ ′(t) dt dν(x)
=
∑
±
∞∫
0
Ψ ′(t)
∫
χ[0,λ(u±+|m(u)|))(t) dν(x) dt
Ω∩{u±0}
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∑
±
∞∫
0
Ψ ′(t)ν
({
λ
(
u± +
∣∣m(u)∣∣)> t})dt
=
∑
±
(
λ
|m(u)|∫
0
Ψ ′(λt)ν
({
u± +
∣∣m(u)∣∣> t})dt
+ λ
∞∫
|m(u)|
Ψ ′(λt)ν
({
u± +
∣∣m(u)∣∣> t})dt
)
 2ν(Ω)Ψ
(
λ
∣∣m(u)∣∣)+∑
±
λ
∞∫
0
Ψ ′
(
λ
(
τ + ∣∣m(u)∣∣))ν({u± > τ})dτ
= 2ν(Ω)Ψ (λ∣∣m(u)∣∣)
+
∑
±
∫
Ω
[
Ψ
(
λ
(
u± +
∣∣m(u)∣∣))−Ψ (λ∣∣m(u)∣∣)]dν(x). (4.26)
It is easily verified that for every q > 1 and every a, γ > 0 there exists a constant C(q,γ, a) such
that
Ψ (t + a)−Ψ (a) C(q,γ, a)[Ψ (γ 1/q ′(t + a))−Ψ (γ 1/q ′a)]1/γ for t  1. (4.27)
In particular, C(q,γ, a) can be chosen in such a way that it is increasing in a for every fixed q
and γ : for instance, (4.27) holds with C(q,γ, a)= max{1,2γ−1}(1 + 2eγ aq
′
eγ −1 ). As in the proof of
Theorem 2.1, set p = 12 (max{1, n− d} + n). Thanks to (4.27) with γ = n−pdp , we have
∑
±
∫
Ω
[
Ψ
(
λ
(
u± +
∣∣m(u)∣∣))−Ψ (λ∣∣m(u)∣∣)]dν(x)
=
∑
±
∫
Ω∩{u±1}
[
Ψ
(
λ
(
u± +
∣∣m(u)∣∣))−Ψ (λ∣∣m(u)∣∣)]dν(x)
+
∑
±
∫
Ω∩{u±>1}
[
Ψ
(
λ
(
u± +
∣∣m(u)∣∣))−Ψ (λ∣∣m(u)∣∣)]dν(x)
 2ν(Ω)Ψ
(
λ
(
1 + ∣∣m(u)∣∣))
+C
(
q,
n− p
dp
,
∣∣m(u)∣∣)∑
±
∫
Ω∩{u±>1}
[
Ψ
(
λ
(
n− p
dp
)1/q ′(
u± +
∣∣m(u)∣∣))
−Ψ
(
λ
(
n− p)1/q ′ ∣∣m(u)∣∣)]
dp
n−p
dν(x). (4.28)
dp
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∣∣m(u)∣∣C(‖u‖Lk(Ω) + ‖∇u‖Lk(Ω)) C′‖∇u‖Lk(Ω) C′′‖∇u‖Ln,q (Ω)  C′′, (4.29)
for suitable positive constants C = C(m), C′ = C′(Ω,ν,m, k) and C′′ = C′′(Ω,ν,m,q, k),
where the first inequality is a consequence of (2.11), the second one of (4.24) and of (4.18),
the third one of (3.9), and the last one of (4.23).
Next, set
β =
(
n− p
dp
)1/q ′
λ, (4.30)
and observe that
medΩ
(
Ψ
(
β
(
u± +
∣∣m(u)∣∣))−Ψ (β∣∣m(u)∣∣))= 0,
thanks to (4.24). Thus, owing to Lemma 4.3 and to an argument analogous to that which led
to (3.20),
∑
±
∫
Ω
[
Ψ
(
β
(
u± +
∣∣m(u)∣∣))−Ψ (β∣∣m(u)∣∣)] dpn−p dν(x)
 C
(∫
Ω
∣∣∇[Ψ (β(u± + ∣∣m(u)∣∣))]∣∣p dx
) d
n−p
, (4.31)
for some positive constant C = C(Ω,ν). Combining (4.26), (4.28), (4.29) and (4.31) ensures
that
∫
Ω
Ψ
(
λ
∣∣u−m(u)∣∣)dν(x)C +C(∫
Ω
∣∣∇[Ψ (β(u± + ∣∣m(u)∣∣))]∣∣p dx
) d
n−p
,
for some positive constant C = C(Ω,ν,m,q, k). Observe that
∫
Ω
∣∣∇[Ψ (β(u± + ∣∣m(u)∣∣))]∣∣p dx
= βp
∫
Ω
∣∣Ψ ′(β(u± + ∣∣m(u)∣∣))∣∣p|∇u±|p dx
= βp
∫
Ω
∣∣Ψ ′(β(u± + ∣∣m(u)∣∣))χ{u±>0}∣∣p|∇u|p dx
 βp
|Ω|∫ [(
Ψ ′
(
β
(
u± +
∣∣m(u)∣∣))χ{u±>0})∗]p(s)|∇u|∗(s)p ds, (4.32)
0
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fied that, since Ψ is strictly increasing and |{u± > 0}| |Ω|/2,
(
Ψ ′
(
β
(
u+ +
∣∣m(u)∣∣))χ{u+>0})∗(s)
= Ψ ′(β(u◦(s)+ ∣∣m(u)∣∣))χ
(0, |Ω|2 )
(s) for s ∈ (0, |Ω|), (4.33)
and
(
Ψ ′
(
β
(
u− +
∣∣m(u)∣∣))χ{u−>0})∗(s)
= Ψ ′(β(−u◦(|Ω| − s)+ ∣∣m(u)∣∣))χ
(0, |Ω|2 )
(s) for s ∈ (0, |Ω|). (4.34)
Moreover,
∣∣m(u)∣∣ C‖∇u‖Lk(Ω) = C
( |Ω|∫
0
|∇u|∗(s)k ds
)1/k
 2C
( |Ω|2∫
0
|∇u|∗(s)k ds
)1/k
C′
|Ω|
2∫
0
|∇u|∗(s)s−1/k′ ds, (4.35)
for some constants C = C(Ω,ν,m,k) and C′ = C′(Ω,ν,m, k), where the first inequality fol-
lows from the first two inequalities in (4.29), the second inequality holds owing to the fact that
|∇u|∗ is non-increasing, and the third one is a consequence of (3.8). Given any function h as in
the statement of Lemma 4.1, from (4.32)–(4.34), Lemma 4.1 and (4.35) we obtain that
∑
±
∫
Ω
∣∣∇[Ψ (β(u± + ∣∣m(u)∣∣))]∣∣p dx
 2βp
|Ω|
2∫
0
Ψ ′
(
β
(
1
h(s)
s∫
0
|∇u|∗(r) dr +
|Ω|
2∫
s
|∇u|∗(r)
h(r)
dr
+C
|Ω|
2∫
0
|∇u|∗(r)r−1/k′ dr
))p
|∇u|∗(s)p ds, (4.36)
for some constant C = C(Ω,ν,m,k). Choose h = gΩ , the function given by (4.6), and define
V : (0, |Ω|/2] → [0,∞) as
V (s)= 1
gΩ(s)
s∫
|∇u|∗(r) dr +
|Ω|
2∫ |∇u|∗(r)
gΩ(r)
dr0 s
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|Ω|
2∫
0
|∇u|∗(r)r−1/k′ dr for s ∈ (0, |Ω|/2], (4.37)
where C is the constant appearing in (4.36). Clearly
V ′(s)=
(
1
gΩ(s)
)′ s∫
0
|∇u|∗(r) dr for a.e. s ∈ (0, |Ω|/2). (4.38)
Furthermore,
(
1
gΩ(s)
)′
= − 1 − (C + δn
′C)sδ
n′n(ωn2 )1/ns1+1/n
′
(1 −Csδ)2  0 for s ∈ (0, s1), (4.39)
where δ, C and s1 are the constants appearing in (4.6). Note that the inequality in (4.39) holds
since gΩ is non-decreasing. Note also that the function ζ : (0, s1)→ [0,∞), given by
ζ(s)= 1 − (C + δn
′C)sδ
n′n(ωn2 )1/ns1/n
′
(1 −Csδ)2 for s ∈ (0, s1),
is (strictly) decreasing in (0, s2), provided that s2 is a sufficiently small number not exceeding s1.
Consequently, inasmuch as
−V ′(s)= ζ(s)|∇u|∗∗(s) for s ∈ (0, s1), (4.40)
the function −V ′ is non-increasing in (0, s2). Owing to (4.36), (4.37), (3.2) and (4.40), one has
∑
±
∫
Ω
∣∣∇[Ψ (β(u± + ∣∣m(u)∣∣))]∣∣p dx
 2βp
|Ω|
2∫
0
Ψ ′
(
βV (s)
)p|∇u|∗(s)p ds
 2βp
s2∫
0
Ψ ′
(
βV (s)
)p|∇u|∗∗(s)p ds + 2βp
|Ω|
2∫
s2
Ψ ′
(
βV (s)
)p|∇u|∗(s)p ds
= 2βp
s2∫
0
(−Ψ ′(βV (s))V ′(s))pζ(s)−p ds + 2βp
|Ω|
2∫
s2
Ψ ′
(
βV (s)
)p|∇u|∗(s)p ds. (4.41)
If s2  s  |Ω|/2, then, owing to (3.9) and to (3.14), there exist constants C′ = C′(Ω,ν,m, k)
and C′′ = C′′(Ω,ν,m, k, q) such that
2034 A. Cianchi / Advances in Mathematics 217 (2008) 2005–2044V (s) 1
gΩ(s2)
|Ω|
2∫
0
|∇u|∗(r) dr + 1
gΩ(s2)
|Ω|
2∫
0
|∇u|∗(r) dr +C
|Ω|
2∫
0
|∇u|∗(r)r−1/k′ dr
C′
(‖∇u‖L1(Ω) + ‖∇u‖Lk,1(Ω)) C′′‖∇u‖Ln,q (Ω) C′′. (4.42)
Consequently,
|Ω|
2∫
s2
Ψ ′
(
βV (s)
)p|∇u|∗(s)p ds  Ψ ′(βC′′)p‖∇u‖pLp(Ω)  C′′′‖∇u‖pLn,q (Ω)  C′′′ (4.43)
for some constant C′′′ = C′′′(Ω,ν,m, k, q).
As far as the first integral on the rightmost side of (4.41) is concerned, since there exists a
positive constant C = C(Ω) such that ζ(s) Cs−1/n′ for s ∈ (0, s2), one has
s2∫
0
(−Ψ ′(βV (s))V ′(s))pζ(s)−p ds  C
s2∫
0
(−Ψ ′(βV (s))V ′(s))psp/n′ ds (4.44)
for some constant C = C(Ω). The function −Ψ ′(βV )V ′ is non-increasing in (0, s2), since Ψ ′
is increasing, V is non-increasing and −V ′ is non-increasing. Thus, by (4.41), (4.43) and (4.44),
and by the same argument that led us to consider (3.29) in the proof of Theorem 2.1, inequal-
ity (2.15) will follow if we show that
s2∫
0
Ψ
(
βV (s)
)p
s−p/n ds  C (4.45)
for some constant C = C(Ω,ν,m,k, q). Upon continuing V by 0 in (|Ω|/2, |Ω|), and defining
H : (0, |Ω|)× (0, |Ω|)→ [0,∞) as
H(r, s)=
⎧⎪⎪⎨
⎪⎪⎩
1
gΩ(s)
+Cr− 1k′ if 0 < r  s  s2,
1
gΩ(r)
+Cr− 1k′ if 0 < s < r  |Ω|/2 and s  s2,
0 otherwise,
(4.46)
where C is the constant appearing in (4.37), one has
s2∫
0
Ψ
(
βV (s)
)p
s−p/n ds =
|Ω|∫
0
Ψ
(
β
|Ω|∫
0
H(r, s)|∇u|∗(r) dr
)p
s−p/n ds

|Ω|∫
e
p
(
β
∫ |Ω|
0 H(r,s)|∇u|∗(r) dr
)q′
s−p/n ds. (4.47)
0
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gΩ(s)
n(ωn2 )
1/ns1/n
′
1 +Csδ for s ∈
(
0, |Ω|), (4.48)
one has
H(r, s)
⎧⎨
⎩
1
n(
ωn
2 )
1/n s
−1/n′(1 +Csδ)+Cr−1/k′ if 0 < r  s < |Ω|,
1
n(
ωn
2 )
1/n r
−1/n′(1 +Crδ)+Cr−1/k′ if 0 < s < r < |Ω|, (4.49)
for some positive constant C = C(Ω,ν,m,k). Owing to (4.47) and (4.49), analogous changes of
variables as in the proof of Theorem 2.1 entail that
s2∫
0
Ψ
(
βV (s)
)p
s−p/n ds  n
n− p |Ω|
n−p
n
∞∫
0
e
(∫∞
0 K(ρ,σ )ϕ(ρ)dρ
)q′−σ
dσ, (4.50)
where K : (0,∞)× (0,∞)→ [0,∞) is given by
K(ρ,σ )=
{
Ce
(σ−ρ) n−k
k(n−p) if 0 < σ  ρ,
1 +Ce−γ nn−p ρ if 0 < ρ < σ,
(4.51)
for some positive constant C = C(Ω,ν,m,k) and with γ = min{δ, n−k
nk
}, and where ϕ : (0,∞)→
[0,∞) fulfills
∞∫
0
ϕ(s)q ds  1. (4.52)
Inequality (2.15) follows from (3.12).
As for the sharpness of (2.15), assume, without loss of generality, that (2.16) holds with
x0 = 0. Given R > 0, consider the sequence vj :Rn → [0,∞) defined as in (3.40), and let
wj :Ω → [0,∞) be given by
wj = vj |Ω. (4.53)
Since Ω ∈ C1,α , there exists a tangent hyperplane to ∂Ω at 0. Denote by Π+ and Π− the half-
spaces in Rn bounded by such a hyperplane. It is not difficult to verify that one of the half-spaces
Π+ and Π−, which will be denoted by Π ′, enjoys the following property: for every  > 0, there
exists R > 0 such that
∣∣Ω ∩Br(0)∣∣ (1 + )∣∣Π ′ ∩Br(0)∣∣ if 0 < r R. (4.54)
Thus, given  > 0 and chosen R in such a way that (4.54) is fulfilled, one has
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 (1 + )∣∣{x ∈Rn: |∇vj |> t}∩Π ′∣∣
= 1 + 
2
∣∣{x ∈Rn: |∇vj |> t}∣∣ for t > 0, (4.55)
since {x ∈ Rn: |∇vj |> t} is a ball centered at 0 and contained in BR(0) for every t > 0. Inequal-
ity (4.55) entails that
|∇wj |∗(s) |∇vj |∗
(
2s
1 + 
)
for s > 0. (4.56)
From (4.56) and (3.42) we get that
|∇wj |∗(s)
{
j−1/q
( 2s1+ +ωnRne−j )1/n
if 0 < s < (1 + )ωn2 Rn(1 − e−j ),
0 otherwise.
(4.57)
Hence, similarly to (3.43)–(3.45), a sequence {bj }j∈N exists satisfying
‖∇wj‖Ln,q (Ω)  bj for j ∈N , (4.58)
and
lim
j→∞bj =
(
1 + 
2
)1/n
. (4.59)
Thus, upon setting
uj = wj
bj
for j ∈N,
one has
‖∇uj‖Ln,q (Ω)  1 for j ∈N . (4.60)
On the other hand, if R is so small that |BR(0)| < |Ω|/2, and hence medΩ(uj ) = 0 for j ∈ N,
then
∣∣m(uj )∣∣ C(‖uj‖Lk(Ω) + ‖∇uj‖Lk(Ω)) C′‖∇uj‖Lk(Ω) C′′, (4.61)
for some constants C = C(m,k), C′ = C′(Ω,ν,m, k), C′′ = C′′(Ω,ν,m, k, q), where the sec-
ond inequality holds owing to (4.18), and the last one owing to (4.60), via (3.9). Thus, given any
γ > 0, by (4.60), (4.61) and (2.16), we have
∫
Ω
e
( γ |uj−m(uj )|
‖∇uj ‖Ln,q (Ω)
)q′
dν(x)
∫
Ω∩B −j/n (0)
e
(
γ
∣∣∣ j1/q′
nω
1/n
n bj
−m(uj )
∣∣∣)q′
dν(x)Re
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(
γ
∣∣ j1/q′
nω
1/n
n bj
−O(1)∣∣)q′
 C1Rde
− jd
n
+(γ ∣∣ j1/q′
nω
1/n
n bj
−O(1)∣∣)q′
as j → ∞, (4.62)
where C1 is the constant appearing in (2.16). Observe that
−jd
n
+
(
γ
∣∣∣∣ j1/q
′
nω
1/n
n bj
−O(1)
∣∣∣∣
)q ′
= jd
n
[
n
d
(
γ
nω
1/n
n bj
)q ′(
1 +O(j−1/q ′))− 1] as j → ∞.
Thus, if γ > n
1
q (ωn2 )
1
n d
1
q′ and  is chosen so small that n
d
(
γ
nω
1/n
n (
1+
2 )
1/n
)q
′
> 1, then, by (4.59),
lim
j→∞
n
d
(
γ
nω
1/n
n bj
)q ′(
1 +O(j−1/q ′))− 1 > 0.
Consequently,
lim
j→∞
∫
Ω
e
( γ |uj−m(uj )|
‖∇uj ‖Ln,q (Ω)
)q′
dν(x)= ∞.
This shows that n
1
q (ωn2 )
1
n d
1
q′ cannot be replaced by any larger constant in inequality (2.15).
Finally, the convergence of the integral in (2.15) for each u ∈ W 1Ln,q(Ω), even with
n
1
q (ωn2 )
1
n d
1
q′ replaced by any larger number, follows via an argument completely analogous to
that in the proof of Theorem 2.1. 
We next prove Theorem 2.5.
Proof of Theorem 2.5. As in Theorem 2.4, we assume, without loss of generality, that
‖∇u‖Ln,∞(Ω)  1, (4.63)
and
medΩ(u)= 0, (4.64)
and set p = 12 (max{1, n − d} + n). The same argument which led us to (4.47) in the proof of
Theorem 2.4 entails that (2.17) will follow if we show that, for every γ < (ωn2 )1/nd , there exists
a constant C = C(Ω,ν,m,k, γ ) such that
|Ω|∫
e
(
n−p
d
γ
∫ |Ω|
0 H(r,s)|∇u|∗(r) dr
)
s−p/n ds  C, (4.65)0
2038 A. Cianchi / Advances in Mathematics 217 (2008) 2005–2044where H is given by (4.46). Since assumption (4.63) reads
|∇u|∗(s) s−1/n for s ∈ (0, |Ω|), (4.66)
one has, owing to (4.49),
|Ω|∫
0
H(r, s)|∇u|∗(r) dr 
n−p
d
γ
n(ωn2 )
1/n log
(
1
s
)
+C for s ∈ (0, |Ω|), (4.67)
and for some positive constant C = C(Ω,ν,m,k). Hence, if γ < (ωn2 )1/nd , then
|Ω|∫
0
e
n−p
d
γ
∫ |Ω|
0 H(r,s)|∇u|∗(r) dr s−
p
n ds 
|Ω|∫
0
e
(n−p)γ
dn(
ωn
2 )
1/n log(
1
s
)+log( 1
sp/n
)+C
ds
= eC
|Ω|∫
0
s
−
(
(n−p)γ
dn(
ωn
2 )
1/n + pn
)
ds = C′ (4.68)
for some constant C′ = C′(Ω,ν,m, k, γ ), namely (4.65).
As far as the sharpness of the result is concerned, consider any Ω and ν satisfying (1.5) and
(2.16), and such that
Bρ1(x0)∩Ω = Bρ1(x0)∩Π (4.69)
for some closed half-space Π . Assume, without loss of generality, that x0 = 0 and that Π =
{xn  0}. Fixed any positive R < ρ1, define v :Rn → [0,∞) as
v(x)=
{
1
(
ωn
2 )
1/n log( R|x| ) if |x|R,
0 otherwise,
(4.70)
and set
w = v|Ω.
Owing to (4.69) and (4.70), one has
|∇w|∗(s)= |∇v|∗(2s)=
{
s−1/n if s < ωn2 R
n,
0 otherwise,
(4.71)
whence
‖∇w‖Ln,∞(Ω) = 1. (4.72)
Therefore,
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Ω
e
( ( ωn2 )1/nd|w−m(w)|‖∇w‖Ln,∞(Ω)
)
dν(x)=
∫
Ω
e(
ωn
2 )
1/nd|v−m(w)| dν(x)
 e−(
ωn
2 )
1/nd|m(w)|
∫
Ω
e(
ωn
2 )
1/ndv dν(x)
= e−( ωn2 )1/nd|m(w)|Rd
∫
BR(0)∩{xn0}
1
|x|d dν(x). (4.73)
Now, let C0 and C1 be the constants appearing in (1.5) and (2.16), respectively, so that C1  C0.
Set
Rj =Re−
j
d
log( 2C0
C1
) (4.74)
for any nonnegative integer j . Obviously, {Rj }j∈N is a decreasing sequence satisfying R0 = R
and
(
Rj+1
Rj
)d
= C1
2C0
. (4.75)
Thus,
∫
BR(0)∩{xn0}
1
|x|d dν(x)=
∞∑
j=0
∫
(BRj (0)\BRj+1 (0))∩{xn0}
1
|x|d dν(x)

∞∑
j=0
R−dj
[
ν
(
BRj (0)∩ {xn  0}
)− ν(BRj+1(0)∩ {xn  0})]

∞∑
j=0
R−dj
(
C1R
d
j −C0Rdj+1
)
=
∞∑
j=0
(
C1 −C0
(
Rj+1
Rj
)d)
=
∞∑
j=0
C1
2
= ∞. (4.76)
Note that in the second inequality we have made use of (1.5), (2.16) and (4.69). In conclusion,
we have exhibited a function w ∈W 1Ln,q(Ω) satisfying
∫
Ω
e
( ( ωn2 )1/nd|w−m(w)|‖∇w‖Ln,∞(Ω)
)
dν(x)= ∞,
as claimed in the statement. The proof is complete. 
We conclude with the proof of Theorem 2.7.
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sprtν ⊂Ω ′ (4.77)
and Ω ′ ⊂Ω ′′, Ω ′′ ⊂Ω . Let η :Ω → [0,1] be any Lipschitz continuous function fulfilling
η(x)=
{
1 if x ∈Ω ′,
0 if x ∈Ω \Ω ′′, (4.78)
and let C be a positive number such that
∣∣∇η(x)∣∣C for a.e. x ∈Ω. (4.79)
Assume, as in the preceding proofs, that u fulfills
‖∇u‖Ln,q (Ω)  1 (4.80)
and
medΩ(u)= 0, (4.81)
and let p = 12 (max{1, n− d} + n). Define z :Ω → R as
z(x)= ∣∣u(x)−m(u)∣∣η(x) for x ∈Ω. (4.82)
Clearly, z ∈W 1Ln,q(Ω),
z(x)= ∣∣u(x)−m(u)∣∣ for x ∈Ω ′, (4.83)
and
∣∣∇z(x)∣∣ ∣∣∇u(x)∣∣+C∣∣u(x)∣∣+C∣∣m(u)∣∣ for a.e. x ∈Ω, (4.84)
where C is the constant appearing in (4.79). Let Φ and Ψ be defined as in (3.15) and (3.16),
respectively. Thanks to (4.77) and (4.83),
∫
Ω
Ψ
(
n
1
q ωn
1
n d
1
q′
∣∣u(x)−m(u)∣∣)dν(x)= ∫
Ω
Ψ
(
n
1
q ωn
1
n d
1
q′ z(x)
)
dν(x). (4.85)
Now, let α be given by (3.19) and let W : (0, |Ω|)→ [0,∞) be defined as
W(s)= 1
nω
1/n
n
(
1
s1/n′
s∫
|∇z|∗(r) dr +
|Ω|∫ |∇z|∗(r)
r1/n′
dr
)
for s ∈ (0, |Ω|). (4.86)0 s
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with u replaced by z, tells us that (2.21) will follow if we prove that there exists a constant
C = C(Ω,ν,m,k) such that
|Ω|∫
0
Φ
(
αW(s)
)p
s−p/n ds  C (4.87)
under assumption (4.80), which reads
|Ω|∫
0
|∇u|∗(s)qs qn−1 ds  1. (4.88)
The point is now to show that the piece of information on |∇z|∗, which can be derived from
condition (4.88) involving |∇u|∗, is still sufficient to conclude as in Theorems 2.1 and 2.4. To
this purpose, notice that, thanks to (3.3), we can infer from (4.84) that
|∇z|∗∗(s) |∇u|∗∗(s)+Cu∗∗+ (s)+Cu∗∗− (s)+C
∣∣m(u)∣∣ for s ∈ (0, |Ω|). (4.89)
Next, observe that the function W can be written as
W(s)= 1
nω
1/n
n
|Ω|∫
0
min
{
s−1/n′ , r−1/n′
}|∇z|∗(r) dr for s ∈ (0, |Ω|). (4.90)
Since, for each fixed s ∈ (0, |Ω|), the function min{s−1/n′ , r−1/n′ } is non-increasing in r , in-
equality (4.89) entails, via (3.6), that
W(s) 1
nω
1/n
n
[
1
s1/n′
s∫
0
|∇u|∗(r) dr +
|Ω|∫
s
|∇u|∗(r)
r1/n′
dr
+C
∑
±
(
1
s1/n′
s∫
0
u∗±(r) dr +
|Ω|∫
s
u∗±(r)
r1/n′
dr
)
+ C
s1/n′
s∫
0
∣∣m(u)∣∣dr +C
|Ω|∫
s
|m(u)|
r1/n′
dr
]
(4.91)
for s ∈ (0, |Ω|). By (4.35),
1
s1/n′
s∫ ∣∣m(u)∣∣dr +
|Ω|∫ |m(u)|
r1/n′
dr = (s1/n + n(|Ω|1/n − s1/n))∣∣m(u)∣∣0 s
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( |Ω|2∫
0
|∇u|∗(r)k dr
)1/k
 C′
|Ω|
2∫
0
|∇u|∗(r)r−1/k′ dr for s ∈ (0, |Ω|), (4.92)
for some constants C = C(Ω,m,k) and C′ = C′(Ω,m,k). On the other hand, owing to (4.81),
u∗+(s) = u◦(s)χ(0, |Ω|2 ](s) and u
∗−(s) = −u◦(|Ω| − s)χ(0, |Ω|2 ](s) for s ∈ (0, |Ω|). Hence, by
Lemma 4.1 applied with h(s) = Cs1/n′ , where C = C(Ω) is the constant appearing in (4.4),
we have
u∗±(s)
1
C
(
1
s1/n′
s∫
0
|∇u|∗(r) dr +
|Ω|
2∫
s
|∇u|∗(r)
r1/n′
dr
)
χ
(0, |Ω|2 ](s) for s ∈
(
0, |Ω|). (4.93)
Thus, if s ∈ [|Ω|/2, |Ω|),
∑
±
(
1
s1/n′
s∫
0
u∗±(r) dr +
|Ω|∫
s
u∗±(r)
r1/n′
dr
)

(
2
|Ω|
)1/n′ ∑
±
|Ω|
2∫
0
u∗±(r) dr
=
(
2
|Ω|
)1/n′
‖u‖L1(Ω)
 C‖∇u‖L1(Ω)  2C
|Ω|
2∫
0
|∇u|∗(r) dr, (4.94)
for some constant C = C(Ω), where we have made use of (4.18) with p = 1 in the last but one
inequality. If, instead, s ∈ (0, |Ω|/2), then by (4.93)
∑
±
(
1
s1/n′
s∫
0
u∗±(r) dr +
|Ω|∫
s
u∗±(r)
r1/n′
dr
)
 2
C
[
1
s1/n′
s∫
0
(
1
r1/n′
r∫
0
|∇u|∗(ρ) dρ +
|Ω|
2∫
r
|∇u|∗(ρ)
ρ1/n′
dρ
)
dr
+
|Ω|
2∫ 1
r1/n′
(
1
r1/n′
r∫
|∇u|∗(ρ) dρ +
|Ω|
2∫ |∇u|∗(ρ)
ρ1/n′
dρ
)
dr
]
. (4.95)s 0 r
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that
∑
±
(
1
s1/n′
s∫
0
u∗±(r) dr +
|Ω|∫
s
u∗±(r)
r1/n′
dr
)
 C
(
1
s1/n′−1/n
s∫
0
|∇u|∗(r) dr +
|Ω|
2∫
s
|∇u|∗(r)
r1/n′−1/n
dr
)
for s ∈ (0, |Ω|/2). (4.96)
By (4.91), (4.92), (4.94) and (4.96), there exists a constant C = C(Ω,ν,m,k) such that, defined
M : (0, |Ω|)× (0, |Ω|)→ [0,∞) as
M(r, s)=
⎧⎪⎨
⎪⎩
1
nω
1/n
n
s−1/n′ +Cs 1n− 1n′ +Cr− 1k′ if 0 < r  s < |Ω|,
1
nω
1/n
n
r−1/n′ +Cr 1n− 1n′ +Cr− 1k′ if 0 < s < r < |Ω|,
(4.97)
one has
W(s)
|Ω|∫
0
M(r, s)|∇u|∗(r) dr for s ∈ (0, |Ω|). (4.98)
Owing to (4.98), the same changes of variables as in the proof of Theorem 2.1 reduce problem
(4.87)–(4.88) to the existence of a constant C = C(Ω,ν,m,k) such that
∞∫
0
e
(∫∞
0 Q(ρ,σ )ϕ(ρ)dρ
)q′−σ
dσ  C, (4.99)
where Q : (0,∞)× (0,∞)→ [0,∞) obeys
Q(ρ,σ )=
{
C′e(σ−ρ)
n−k
k(n−p) if 0 < σ  ρ,
1 +C′e−γ nn−p ρ if 0 < ρ < σ,
for some constant C′ = C′(Ω,ν,m, k) and with γ = min{ 1
n
, n−k
nk
}, and where ϕ : (0,∞) →
[0,∞) satisfies
∞∫
0
ϕ(ρ)q dρ  1.
Inequality (4.99) is a consequence of (3.18)–(3.19).
The optimality of the constant in (2.21) follows via the same argument as in the proof of
Theorem 2.1. 
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