Abstract-In this paper, we present a distributed learning algorithm for the optimization of signal covariance matrices in Gaussian multiple-input and multiple-output (MIMO) multiple access channel with imperfect (and possibly delayed) feedback. The algorithm is based on the method of matrix exponential learning (MXL) and it has the same information and computation requirements as distributed water-filling. However, unlike water-filling, the proposed algorithm converges to the system's optimum signal covariance profile even under stochastic uncertainty and imperfect feedback. Moreover, the algorithm also retains its convergence properties in the presence of user update asynchronicities, random delays and/or ergodically changing channel conditions. Our theoretical analysis is complemented by extensive numerical simulations which illustrate the robustness and scalability of MXL in realistic network conditions. In particular, the algorithm retains its convergence speed even for large numbers of users and/or antennas per user.
I. INTRODUCTION

F
OLLOWING the seminal prediction that the use of multiple antennas can lead to substantial performance gains [1] , [2] , multiple-input and multiple-output (MIMO) technologies have become an integral component of most state-of-the-art wireless communication protocols (ranging from 3G LTE and 4G to HSPA and WiMax). To capitalize on these gains, the emerging massive MIMO paradigm "goes large" by scaling up existing multiple-antenna transceivers through the use of inexpensive service antennas and time-division duplexing (TDD) [3] - [5] . In so doing, massive MIMO arrays can increase throughput by a factor of (or more), bring about significant latency reductions over the air interface, and greatly improve the system's robustness to ambient noise [5] , [6] . In this context, it is crucial to optimize the input signal covariance matrix of each user, especially for moderate signal-to-interference-and-noise ratio (SINR) values. This optimization is typically achieved via water-filling (WF) methods [7] - [9] that rely on accurate channel state information (CSI) and multi-user interference-plus-noise (MUI) measurements. However, a major challenge occurs when this information is subject to measurement errors, delays and/or other imperfections (e.g., due to pilot contamination in massive MIMO systems [3] , [10] ). In this case, the convergence of WF methods is no longer guaranteed so the efficient deployment of MIMO-enabled devices calls for flexible and robust optimization algorithms that are capable of dealing with feedback uncertainty on several levels.
In this paper, we propose a distributed optimization algorithm based on the so-called matrix exponential learning (MXL) method that was first introduced in [11] , [12] . Essentially, rather than updating their signal covariance matrices directly, transmitters update the logarithm of these matrices based on (possibly imperfect) measurements of a matrix analogue of the transmitter's SINR. The benefit of updating the logarithm of a user's covariance matrix is that the algorithm's updates do not need to satisfy the problem's semidefiniteness constraints. Furthermore, in contrast to WF methods, the proposed algorithm proceeds by aggregating the users' feedback over time: in this way, measurement errors, noise and asynchronicities effectively vanish in the long run thanks to the law of large numbers. As a result, the proposed algorithm has the following desirable attributes:
1) It is distributed: user updates are based on local information and channel measurements. 2) It is robust: measurements and updates may be subject to random errors, noise and delays. 3) It is stateless: users do not need to know the state (or topology) of the system. 4) It is reinforcing: each user tends to increase his own rate. 5) It is flexible: users can employ it synchronously or asynchronously, and in both static and fast-fading channels. A good paradigm to test the performance of the proposed algorithm is the widely studied Gaussian vector multiple access channel (MAC) [8] . This system is the MIMO equivalent of the parallel multiple access channel (PMAC) and consists of several (independent) MIMO transceivers that are linked to a common multi-antenna receiver. In this framework, it is well known that iterative water-filling (IWF) converges to the system's optimum transmit profile provided that the transmitter has access to perfect CSI [8] ; however, the algorithm's convergence speed decreases proportionally with the number of transmitting users. Simultaneous water-filling methods SWF can be much faster but, unfortunately, they may fail to converge altogether; to make matters worse, even IWF may fail to converge under noisy observations and feedback. By contrast, the proposed MXL algo-rithm converges to the system's optimum transmit profile within a few iterations (even for large numbers of users), and it remains convergent irrespective of the measurement noise.
After introducing our system model in Section II, the MXL algorithm is derived in Section III and our main convergence results in the presence of imperfect feedback and measurement errors are presented in Section IV. Section V is devoted to asynchronous/delayed feedback and the evolution of the users' covariance eigenvalues/eigenvectors, while Section VI extends our analysis to fast-fading channels. Finally, our theoretical results are validated and supplemented by numerical simulations in Section VII. To streamline the flow of the paper, proofs and technical details have been delegated to a series of Appendices at the end.
Our work here greatly extends our recent conference paper [11] where we introduced a continuous-time matrix exponential learning method for rate maximization in vector Gaussian multiple access channel. Compared to [11] , the current paper provides the theoretical foundations for the properties of MXL that were announced in [11] , and we provide several completely novel results-including (but not limited to) explicit estimates for the algorithm's convergence time and a proof of the algorithm's robustness to noisy feedback. We also provide three new algorithms:
an asynchronous variant (Algorithm 2); an eigen-based variant that dispenses with the exponentiation step (Algorithm 3); and a learning algorithm for ergodic channels with imperfect statistical feedback (Algorithm 4).
II. SYSTEM MODEL
Consider a Gaussian vector multiple access channel (MAC) where a finite set of wireless users transmit simultaneously over a common channel to a base receiver with antennas. If the -th transmitter is equipped with transmit antennas, we get the familiar signal model (1) where: 1) is the message transmitted by user . 2) denotes the aggregate signal at the receiver.
3)
is the channel matrix of user .
4)
is the ambient noise in the channel, including thermal, atmospheric and other peripheral interference effects (and modeled for simplicity as a zero-mean, circulant Gaussian vector with unit covariance). In this context, the average transmit power of user is simply (2) where denotes the user's signal covariance matrix (3) and the expectation is taken over the Gaussian codebook of user . Hence, assuming that each user's maximum transmit power is finite, we obtain the feasibility constraints:
and (4) where denotes the maximum transmit power of user . The first part of our analysis focuses on static channels, i.e., will be assumed to remain constant (or nearly constant) throughout the transmission horizon (fast-fading channels will be treated in Section VI). In this case, assuming single user decoding (SUD) at the receiver (i.e., interference by all other users is treated as additive noise), each user's achievable transmission rate will be given by the familiar expression [2] :
where and (6) represents the multi-user interference-plus-noise (MUI) covariance matrix of user . We will thus say that a transmit profile is at Nash equilibrium when no user can unilaterally improve his individual achievable rate , i.e.,
where is shorthand for and (7) denotes the set of feasible signal covariance matrices for user . Dually to the above, if the receiver employs successive interference cancellation (SIC) techniques to decode the received messages, the users' achievable sum rate will be [8] : (8) In this way, we obtain the sum rate maximization problem:
As can be easily checked, the users' sum rate (8) is a potential function for the game (5) in the sense that (9) Hence, with concave, it follows that the solutions of the Nash equilibrium problem (NE) coincide with the solutions of (RM); put differently, optimizing the users' achievable sum rate (8) under SIC is equivalent to reaching a Nash equilibrium with respect to their individual achievable rates (5) under SUD.
For concreteness, in the rest of this paper, we will focus on the sum rate maximization problem (RM); however, owing to the above observation, our results apply verbatim to the unilateral equilibration problem (NE) as well.
III. LEARNING WITH IMPERFECT FEEDBACK
The sum rate maximization problem (RM) is traditionally solved by water-filling (WF) methods [7] , either iterative [8] , [13] or simultaneous [14] . More precisely, transmitters are typically assumed to have perfect knowledge of the channel matrices and the aggregate signal-plus-noise covariance matrix (10) which is in turn used to calculate the MUI covariance matrices and "water-fill" the effective channel matrices at the transmitter [8] . At a multi-user level, this water-filling process could take place either iteratively (with users updating their covariance matrices in a round robin fashion) [8] or simultaneously (with all users updating at once) [14] . The former (iterative) scheme converges always (but slowly for large numbers of users) [8] , whereas the latter (simultaneous) algorithm is much faster [14] but it may fail to converge, even in simple, 2-user parallel multiple access channel [15] .
An added complication in the use of WF methods is that they rely on perfect channel state information at the transmitter (CSIT) and accurate measurements of at the receiver (who is usually assumed to feed this information back to the transmitters via a dedicated radio channel or as part of the TDD downlink phase). When such measurements are not available, it is not known whether WF methods converge; accordingly, our goal in this section will be to describe a distributed learning method that allows users to attain the system's sum capacity under imperfect feedback.
Instead of relying on fixed-point methods, we will track the direction of steepest ascent of the system's sum rate in a dual, unconstrained space, and then map the result back to the problem's feasible space via matrix exponentiation. Formally, assuming for the moment perfect feedback, we will consider the matrix exponential learning scheme:
where: 1) , denotes the current iteration of the algorithm.
2)
denotes the (matrix) derivative of the system's sum rate with respect to each user's covariance matrix: (11) 1 Importantly, these measurement and feedback requirements are the same as in distributed water-filling [8] , [13] , [14] . 2 Such errors in the estimation of the channel matrix can be traced in the mobility of the users, as well as pilot contamination [18] . 3 This observation is crucial in the context of wireless networks because measurement errors are typically correlated with the state of the system.
3)
is an auxiliary "scoring" matrix which tracks the direction of steepest sum rate ascent.
4)
is a decreasing step-size sequence (typically, ). Remark: Intuitively, (MXL) assigns more power to the spatial eigendirections that perform well while the variable stepsize keeps the eigenvalues of from approaching zero too fast. In this way, (MXL) can be seen as a "primal-dual" gradient method [16] which reinforces the spatial directions that lead to higher sum rates by allocating more power to the corresponding eigen-directions of the users' covariance matrices.
Of course, to employ the recursion (MXL), each user needs to know his individual gradient matrix . In turn, this matrix can be calculated at the transmitter by measuring . This can be easily achieved for example in the case of TDD wireless networks [17] , [18] where both uplink and downlink modes share the same frequency band (so the channel can be obtained from the pilot downlink phase). Additionally, the receiver also broadcasts the received signal precision matrix (12) which is the only feedback required for the update process. 1 However, since measurements and feedback are often subject to noise and uncertainty, 2 we will assume that the gradient matrices of (11) are only known up to a noisy estimate at the transmitter. In particular, we will assume that: 1) At every update period , each user can observe a noisy estimate of . 2) Users update their signal covariance matrices according to (MXL) and the process repeats. More concretely, this recurring process may be encoded in algorithmic form as follows:
The MXL algorithm above will be the main focus of our paper, so a few remarks are in order: a) Implementation: From an implementation point of view, MXL has the following desirable properties: (P1) Distributedness: users have the same information requirements as in distributed water-filling methods [8] , [14] , [13] . (P2) Robustness: the algorithm does not assume perfect CSIT or precise signal measurements at the receiver. (P3) Statelessness: users do not need to know the state of the system (e.g., its topology). (P4) Reinforcement: users reinforce the transmit directions that lead to higher transmission rates. b) Assumptions on the Measurement Errors: Throughout this paper, we will work with the following statistical hypotheses for the noise process : (H1) Unbiasedness:
The statistical hypotheses above allow us to account for a very wide range of error processes: in particular, we will not be assuming independent and identically distributed (i.i.d.) errors, or even errors that are a.s. bounded. 3 In fact, Hypotheses (H1) and (H2) simply amount to asking that the gradient estimate be unbiased and bounded in mean square: (13) Our convergence results will be stated with only these two mild requirements in mind. That being said, even sharper results can be obtained under the hypothesis: (H2 ) (H2')Finite errors:
H2
From a theoretical viewpoint, (H2 ) is not satisfied by error distributions with unbounded support. However, given that realworld measurements are necessarily bounded and can become arbitrarily large in (H2 ), this assumption is not particularly restrictive from a practical point of view.
Finally, we should note here that Algorithm 1 does not detail how the system's users can get an unbiased estimate of . To streamline our discussion, we will state our convergence results below under the assumption that there is an oracle-like mechanism that returns such estimates upon request; the construction of such a mechanism is detailed in Appendix B.
c) Computational Cost: Complexity-wise, each iteration of Algorithm 1 is polynomial (with a low degree) in the number of transmit and receive antennas (for calculations at the transmitter and receiver side respectively). Specifically, the complexity of the required matrix inversion and exponentiation steps is and respectively, where the exponent is as low as 2.373 if the processing units employ fast Coppersmith-Winograd matrix multiplication methods [19] . 4 The Hermitian structure of can be exploited to reduce the computational cost of each iteration even further but such issues lie beyond the scope of this paper. In practice, the number of transmit and receive antennas are physically constrained by the size of the wireless array, so these operations are quite light.
By comparison, the computational bottleneck of each iteration in distributed water-filling is the calculation of the effective channel matrix of each user and, subsequently, sorting the singular values of . The computational complexity (per user) of these operations is and respectively, leading to an overall complexity of . 5 In other words, (MXL) and water-filling methods not only have the same feedback requirements but also the same computational cost per iteration.
IV. CONVERGENCE ANALYSIS
In this section, we focus on the convergence properties of Algorithm 1 under imperfect feedback. Our main result in this context is as follows:
Theorem 1: Assume that Algorithm 1 is run with nonincreasing step sizes such that and noisy measurements satisfying Hypotheses (H1) and (H2). Then, converges to the solution set of the sum rate maximization problem (RM) with probability 1.
More generally, let denote the empirical mean of the users' sum rate with respect to an arbitrary step-size sequence . Then: i) (14) ii) (15) where is the system's sum capacity and (16) denotes the algorithm's mean performance guarantee at the -th update period (in the above, is the number of transmit antennas of user and is a positive constant). Finally, if (H2 ) also holds, the algorithm's worst-case performance is bounded by the mean guarantee (14) to exponential accurarcy: (17) where and is given by (H2 ). Proof: See Appendix A.2. Theorem 1 will be our core convergence result for Algorithm 1 so some remarks are in order:
a) On the Choice of Step-Size: The use of a decreasing step-size sequence in (MXL) might appear counter-intuitive because it implies that new gradients enter the algorithm with decreasing weights (after all, intuition suggests that one should put more weight on recent observations rather than older, obsolete ones). However, if the algorithm has reached a near-optimal point, a constant step size might cause it to overshoot: this can be seen clearly from the mean error bound (16) which does not vanish as for step sizes of the form . As a rule of thumb, the use of a (large) constant step size speeds up the algorithm at the cost of oscillations around the end state because it does not dissipate measurement noise and discretization errors. If the system's users seek to eliminate such phenomena, a decreasing step size should be preferred instead.
b) Large Deviations and Outage Probabilities:
The bounds (15) and (17) represent the probability of observing sum rates far below the channel's capacity so they can be interpreted as a measure of the system's outage probability. 6 In this context, the tail behavior of (15) shows that MXL hardens considerably around its deterministic limit: even though measurement errors can become arbitrarily large, the probability of observing sum rates much lower than what is obtainable with perfect gradient measurements decays very fast. In fact, this rate of decay is exponential if (H2 ) holds: in this case, for large , the factor which controls the width of non-negligible large deviations in (17) [20] and a deep connection between matrix exponentiation and the von Neumann quantum entropy. In fact, as we show in the Appendix, (MXL) is closely related to the matrix regularization techniques of [21] - [23] for online learning and the mirror descent machinery of [16] , [24] for (stochastic) convex programming. In particular, the "convergence-in-the-mean" bound (14) is derived in the same way as the corresponding results of [16] , [24] , but the techniques developed therein do not suffice for the much stronger almost sure convergence result that we present here. For a comprehensive treatment of mirror descent methods, see [16] , [24] and references therein.
We should also note here that the exponential update map of (MXL) is reminiscent of the log-linear learning algorithm [25] which employs the Gibbs distribution in its update step. However, despite their formal similarity in the use of exponentiation, the two methods are fundamentally different: in loglinear learning, an action is chosen with probability proportional to its payoff; here, the gradient of each player's payoff function is first aggregated and then exponentiated. Moreover, log-linear learning was designed for (and primarily applied to) mixed strategy learning in finite games; by contrast, the users' rate maximization game has a continuum of actions and the players are only playing pure strategies. Applying a log-linear learning method to the problem at hand would involve players playing (Borel) mixed strategies over their continuous action sets and studying the convergence of these mixed strategies from a measure-theoretic perspective. As such, even though there have been recent advances to mixed strategy learning in abstract, infinite-dimensional settings [26] , [27] , there is essentially no overlap with our approach.
V. ASYNCHRONOUS LEARNING AND FURTHER ANALYSIS
We continue our analysis of (MXL) by discussing the algorithm's behavior under delays and/or asynchronicities and by providing a variant which removes exponentiation altogether.
A. Asynchronous Updates and Delays
Even though the update structure of (MXL) is fully local in nature, Algorithm 1 tacitly involves a fair degree of coordination between users in that they must all update their covariance matrices at the same time. To overcome this synchronicity limitation, we examine here an asynchronous variant of Algorithm 1 where each user updates his signal covariance matrix based on an individual-and independent-schedule.
To that end, assume that each transmitter has an update timer whose ticks trigger an update of (referred to as an UpdateEvent for user ). 7 Similarly, assume that the receiver has a timer that triggers the measurements of the aggregate signalplus-noise covariance matrix (a FeedbackEvent). Thus, at every tick of , user measures and updates ; likewise, at every tick of , the receiver measures the aggregate signal-plus-noise matrix and feeds it back to the transmitters.
Of course, in this case, the users' gradient estimates may suffer from delays and asynchronicities, so the update structure of Algorithm 1 must be modified appropriately. To state this formally, let denote the subset of users that update their covariance matrices at the -th overall UpdateEvent (typically if users update at random times) and let denote the time at which this event occurs. Dually, given some , let denote the total number of UpdateEvents that have occurred up to time , and define the corresponding counting functions and for FeedbackEvents at the receiver and UpdateEvents for user . Finally, let the delay variable denote the number of UpdateEvents that have elapsed between the -th UpdateEvent and the last UpdateEvent of user before the most recent FeedbackEvent. 8 With all this in place, we obtain the following asynchronous variant of Algorithm 1 (for a pseudocode implementation, see Algorithm 2 below):
where is the number of updates that have been performed by user up to epoch and (19) is a noisy estimate of (based on the most recent receiver feedback) and is the feedback noise (assumed to satisfy Hypotheses (H1) and (H2) as before).
By construction, and are updated at the -th UpdateEvent if and only if , so every user only needs to keep track of his individual update timer . Remarkably, in this asynchronous context, we still get:
Theorem 2: Assume that the users' delay processes are bounded and their updates occur at a positive, finite rate-i.e., is strictly positive and finite. Then, Algorithm 2 converges (a.s.) to the solution set of the sum rate maximization problem (RM).
Proof: See Appendix A.3. 7 More precisely, we assume here that is an increasing (and possibly random) sequence such that marks the instance in time at which the -th user updates his covariance matrix for the -th time-so changes at and remains constant throughout . 8 More formally (but far less intuitively) , .
Obviously, Algorithm 2 enjoys the same implementation properties as Algorithm 1, and, in addition: (P1) Asynchronicity: there is no need for a global update timer to synchronize the network's wireless users. In particular, the criteria that trigger an UpdateEvent could be completely arbitrary, so (MXL-a) is more suitable for scenarios where there can be no coordination between the transmitters' update periods. Otherwise, if UpdateEvents are triggered concurrently (e.g., once a FeedbackEvent occurs), Algorithm 2 reduces to synchronous MXL (Algorithm 1).
Finally, we should also note that the algorithm's information requirements are the same as in the synchronous case: the matrices are updated based on information obtained at the latest FeedbackEvent, while, just as in synchronous mode, the matrix can be estimated at the transmitter via reciprocal (downlink) transmission when operating in TDD mode.
B. Matrix Exponential Learning With No Exponentiation
We close this section by describing an alternative, eigen-based implementation of Algorithm 1 which does not require a matrix exponentiation step. The key ingredient of our analysis is the following proposition:
Proposition 1: Let be a smooth eigen-system for and let . Then, the iterates of Algorithm 1 track the mean dynamics:
The precise sense in which "tracks" the mean dynamics (20) is explained in Appendix A.1; for our purposes, the most important consequence of Proposition 1 is that (20) leads to the eigen-based Algorithm 3 (see below). As in the case of the original MXL algorithm, we then obtain:
Proof: See Appendix A.3. Theorem 3: Assume that Algorithm 3 is run with sufficiently small, nonincreasing step-sizes such that . Then, converges (a.s.) to . We close this section with a few remarks on Algorithm 3:
a) The Orthonormalization Step: Even though the eigenvector dynamics (20b) preserve orthonormality, Algorithm 3 introduces an round-off error to orthogonality due to discretization. The call to Orthonormal performs a basis orthonormalization and it is intended to correct that error in order to yield a covariance matrix that satisfies the feasibility constraints (7) of (RM). Like matrix exponentiation, orthonormalization has the same complexity as matrix multiplication (fast Coppersmith-Winograd methods [19] provide an bound), so this does not impact the algorithm's (polynomial) complexity.
b) Noisy Measurements: Theorem 3 has been stated for simplicity for noiseless measurements. In the case of noisy measurements, the step-size of the algorithm must be tuned adaptively so that . It is not hard to do so by using the random step-size techniques of [20] but we chose to focus on the noiseless case for presentational clarity.
VI. THE CASE OF FAST-FADING CHANNELS
In the presence of fading, the users' channel matrices evolve stochastically over time at a rate which is much faster than the characteristic length of each transmission block; as a result, the static sum rate function of (8) is no longer relevant. In this case, the users' achievable sum rate for fixed is given by the ergodic average [2] , [28] : (21) where the expectation is now taken with respect to the law of (assumed here to follow a stationary, ergodic process). Accordingly, we obtain the ergodic rate maximization problem for fast-fading channels:
where the users' feasible sets are defined as in (7): . 9 Since expectation preserves convexity, the ergodic rate maximization problem (ERM) remains concave-in fact, it is straightforward to show that (ERM) is strictly concave [29] . However, given that the integration over the law of is typically impossible to carry out, calculating the ergodic gradient of is a likewise impractical task. Thus, instead of relying on intricate analytic calculations (that require substantial computation capabilities and a good knowledge of the channels' statistics), we will consider the same sequence of events as in the case of static channels: 1) At every update period , each user gets an estimate of the matrix (22) where denotes the instantaneous realization of the channel matrix of user at period . 2) Users update their signal covariance matrices according to (MXL) and the process repeats. Formally, writing for the difference between the users' observed estimate and the expected value of (22), we will make the same statistical hypotheses for as in the static regime-though we should note here that fluctuations are now due to both measurement errors and the channels' inherent variability. Quite remarkably, despite the change of objective function, we obtain the following convergence result for fast-fading channels:
Theorem 4: Assume that (MXL) is run with nonincreasing step-sizes such that and noisy measurements satisfying hypotheses (H1) and (H2) with respect to (22) . Then, converges (a.s.) to the solution of the ergodic rate maximization problem (ERM); moreover, the conclusions of Theorem 1 for an arbitrary step-size sequence also hold with the static sum rate replaced by the ergodic sum rate . Proof: See Appendix A.4. Remark 1: In view of Theorem 4, we see that Algorithm 2 enjoys the additional property: i) (P6) Flexibility: the MXL algorithm can be applied "as-is" in both static and fast-fading channels. In particular, the same convergence rate and large deviation estimates that were derived for static channels in the previous section (cf. the remarks following Theorem 1) also carry over to the fast-fading regime. The only difference here is that the variance that appears e.g., in (15) and (17) is not only due to imperfections in the estimation process of , but also stems from the inherent variability of the system's channels due to fast-fading. We will explore this issue in the following section.
Remark 2: In a very recent paper [30] , Yang et al. proposed a successive stochastic-approximation-based algorithmic framework for solving general (not necessarily convex) multi-agent stochastic optimization problems. Their proposed method relies on an iterative stochastic best-response scheme, and they provide a set of sufficient conditions under which the method converges-at the cost of calculating a best response at each iteration of the algorithm. They subsequently apply this method to the problem of ergodic sum rate maximization in MIMO multiple access channel and show that any limit points of the method are (a.s.) solutions of (RM). A comprehensive comparison between the two methods would take us too far afield, so we delegate it to future work.
VII. NUMERICAL RESULTS
To assess the performance of MXL in practical scenarios, we conducted extensive numerical simulations from which we illustrate here a selection of the most representative cases. Specifically, we examined ) the algorithm's convergence speed; ) its robustness to feedback imperfections and mobility; ) its scalability; and ) its computational cost, comparing it at each case to state-of-the-art water-filling (WF) methods.
Our basic simulation setup is as follows: we consider a cellular wireless network occupying a 11 kHz band around a central frequency of GHz. Wireless signal propagation is modeled following the COST Hata model [31] , [32] for moderately dense urban environments with characteristics as in Table I . Network coverage is provided by a base station (BS) with a coverage radius of 1 km and we focus on the uplink of wireless transmitters that are connected to said BS. Communication occurs over a TDD scheme with frame duration ms and the transmitters have a maximum transmit power of 30 dBm. For a detailed overview of simulation parameters, see Table I .
First, in Fig. 1 , we investigate the convergence speed of the MXL algorithm (Algorithm 1) as a function of the number of wireless transmitters and transmit/receive antennas, using state-of-the-art water-filling (WF) methods as a benchmark. For concreteness, we compared the evolution of MXL to that of IWF/SWF for a system consisting of a base MIMO terminal with receive antennas and wireless users. We then plotted the users' Shannon rate (8) at each iterations) because only one user updates per cycle; the SWF variant is much faster (because all users updates simultaneously), but it may fail to converge due to the appearance of best-response cycles in the update process. By contrast, we see that MXL converges within a few iterations, even for large numbers of users. iteration; for comparison, we also plotted the channel's sum capacity and the users' sum rate under uniform power allocation.
As can be seen in Fig. 1 , the MXL algorithm attains the system's sum capacity within a few iterations (essentially within a single iteration for users). 10 This convergence behavior represents a marked improvement over traditional WF methods, even in moderately-sized systems with users. First, IWF is much slower than MXL (it requires iterations to achieve the same performance level as the first iteration of MXL). Second, SWF may fail to converge altogether due to "ping-pong" effects that occur when the users change transmit eigenvalues at the same time. By contrast, MXL converges very quickly, even for large numbers of users and/or antennas per user.
In Fig. 2 , we investigate the robustness of MXL under imperfect feedback and we compare it to IWF and SWF methods under similar conditions. Specifically, in Fig. 2 , we simulated a multi-user uplink MIMO system with antennas at 10 Alternatively, in the game-theoretic context of (NE), this implies that the system's users reach a unilaterally stable Nash equilibrium. the receiver end and wireless transmitters with antenna and channel characteristics as before (see also Table I ). To simulate imperfections to the users' feedback, the measurement noise was controlled by the relative error level of the estimator (deviation/mean). As a result, a relative error level of means that, on average, the estimated matrix lies within % of its true value. We then plotted the efficiency of MXL over time for relative noise levels of % and %, and we ran the iterative and simultaneous WF algorithms with the same sample realizations for comparison.
As can be seen in Fig. 2 , the performance of IWF and SWF remains acceptable at low error levels, allowing users to attain between 90% and 95% of the channel's sum capacity. However, when the feedback noise gets higher, water-filling methods offer no perceptible advantage over uniform power allocation. By contrast, as predicted by Theorem 1, the MXL algorithm converges to the system's sum capacity, even with very noisy feedback-though, of course, the algorithm slows down when the measurement noise grows too high.
The scalability and robustness of MXL is further examined in Fig. 3 where we plot the number of iterations required for users (Figs. 3(a) and (b) respectively). The convergence threshold was set to 99% of the system's sum capacity and the number of iterations required for convergence was averaged over 100 realizations. In Fig. 3(a) , we also plotted the corresponding data for the IWF algorithm (dashed lines with open markers). Similar convergence data for SWF was not plotted because SWF often fails to converge altogether (so the number of iterations required for convergence is effectively infinite); data for IWF in the case of imperfect feedback was not plotted for the same reason. to attain 99% of the system's sum capacity. More precisely, for each value of and in Fig. 3 , we ran the MXL algorithm for 100 network instantiations (with simulation parameters as before) and we plotted the average number of iterations required to attain 99% of the network's capacity. This process was repeated for both perfect and imperfect feedback (with a 20% relative error level), and the results were plotted in Figs. 3(a) and (b) respectively. For comparison purposes, we also plotted the number of iterations required for the convergence of IWF in the case of perfect feedback; since SWF often fails to converge, it was not included in our benchmark considerations (and likewise for IWF under imperfect feedback).
As can be seen in Fig. 3 , MXL scales very well with the number of users (and/or anntenas per user), achieving the system's sum capacity within (roughly) the same number of iterations. In fact, MXL is faster in larger systems because users 11 In large systems, the optimal signal covariance profile has many zero eigenvalues. As a result, using a very large step-size allows users to approach within very few iterations, with no danger of oscillations around .
can employ a more aggressive step-size policy. 11 Of course, in the case of imperfect feedback (Fig. 3(b) ), users have to be less aggressive because erroneous observations can perturb the algorithm's performance. For this reason, MXL with imperfect feedback converges more slowly, but it still attains the system's sum capacity within roughly the same number of iterations, independently of the number of users and/or antennas per user in the system. By contrast, IWF and SWF fail to converge altogether in this case, so the corresponding convergence data was not plotted in Fig. 3(b) . The (per user) computational cost of each iteration of MXL is examined in Fig. 4 . Specifically, in Fig. 4 , we focused on a system with receive antennas and transmitters, each with a number of transmit antennas drawn randomly between 2 and . We then plotted the CPU time required to perform one iteration of MXL (per user) on a typical mid-range commercial laptop, averaging over 100 system realizations. For comparison, we also plotted the corresponding computation times for iterative and simultaneous water-filling (always per user and per iteration). As can be seen, the computational cost of MXL lies between that of IWF and SWF and is quite low, even for large number of antennas per user. Specifically, the computational time required to perform one iteration of MXL is well below the typical TDD frame duration ( ms), even for several tens of transmit/receive antennas.
Finally, to account for mobility and time-varying network conditions, we also considered in Fig. 5 the case of mobile users whose channels vary with time due to Rayleigh fading, path loss fluctuations, etc. As before, we focused on a MIMO MAC system with antennas at the receiver and mobile users, all moving with the same average speed. For simulation purposes, we used the extended typical urban (ETU) model for the users' environment and the extended pedestrian A (EPA) and extended vehicular A (EVA) models to simulate pedestrian (3-5 km/h) and vehicular (30-130 km/h) movement respectively [33]; for reference, the total channel gain of a randomly selected user is shown in Fig. 5(a) . We then ran the MXL algorithm with an update period of ms (i.e., one update per frame), and we plotted the algorithm's sum rate at the -th iteration of the algorithm for user velocities , and 50 km/h (corresponding to slow pedestrian, average pedestrian and average vehicular movement respectively). For comparison, we also plotted a) the system's sum capacity (given the current realization of the channel matrices at time ); and b) the users' sum rate under uniform power allocation. Thanks to its high convergence speed, the MXL algorithm tracks the system's sum capacity remarkably well, even under rapidly changing channel conditions. Moreover, the large difference in throughput between the learned covariance profile (under MXL) and uniform power allocation shows that there is a substantial benefit (of the order of 100% or more) in using MXL to track the system's (dynamically changing) optimum transmit profile.
VIII. CONCLUSIONS AND PERSPECTIVES
In this paper, we introduced a distributed signal covariance optimization algorithm to maximize the uplink sum-capacity of multi-antenna users that transmit to a common multi-antenna receiver with only imperfect, possibly delayed and asynchronously updated channel state information at the users' disposal.
Under very mild hypotheses on the statistics of the estimation imperfections, we showed that the proposed matrix exponential learning (MXL) algorithm converges rapidly, even for large numbers of users and/or antennas per user. Moreover, the probability that the algorithm deviates beyond a small error from the optimum after a fixed number of iterations is very small (and decays exponentially if the measurement errors are bounded in norm). In our view, these robustness properties of MXL make it an attractive alternative to water-filling methods which may fail to converge altogether in the presence of feedback noise. This is confirmed by extensive numerical simulations that illustrate the fast convergence and robustness properties of MXL in realistic channel conditions.
We focused on multiple access channels only for simplicity. The proposed MXL algorithm can be readily extended to a MIMO-OFDMA framework, different precoding schemes (such as MMSE or ZF-type precoders), or to account for other transmission features-such as spectral mask constraints, pricing, etc. The method can also be adapted to wide-range channel models (such as the interference channel) where a game-theoretic approach as in [9] , [13] is more appropriate. In this context, a natural question that arises is whether the algorithm converges to a Nash equilibrium and whether this convergence is retained in the presence of noise. In fact, our method can be adapted to much more general constrained matrix optimization problems [34] arising in signal processing (such as prior estimation in phase retrieval problems [35] ); we plan to explore these directions in future work.
APPENDIX A TECHNICAL PROOFS
Our goal in this Appendix will be to prove the convergence results presented in the rest of our paper. To that end, we will first establish the convergence of a deterministic, "mean-field" dynamical system associated (MXL) and we will then show that (MXL) and its variants comprise a stochastic approximation of these dynamics in the sense of [20] . For clarity (and unless explicitly stated otherwise), we will treat the case of a single user with maximum transmit power ; the general case is a matter of taking a direct sum over and rescaling by .
1) Preliminaries:
We begin by establishing some preliminary results that will be used in our discrete-time analysis later on. A key ingredient for our proofs will be the von Neumann (negative) entropy: (23) and its convex conjugate (Legendre transform) [36] : (24) where denotes the (compact) spectrahedron: (25) It will also be convenient to introduce the following "primaldual" coupling between and : (26) The above expression gathers all the terms of Fenchel's inequality [37] , so, following [38] , we will refer to it as the Fenchel coupling between and . Below, we present some key properties of :
Lemma 1: With notation as above, we have with equality iff . Moreover: (27) and (28) Proof: By standard matrix analysis results [39] , we have: (29) and (28) follows trivially. The first part of our claim is then a consequence of the general theory of convex conjugation-see e.g., [37, Ch. 26] .
With this result at hand, we proceed to establish the convergence of the following continuous-time version of (MXL):
As it turns out, (MXL-c) converges to the solution set of the rate maximization problem (RM):
Theorem 5: Let be a solution orbit of (MXL-c). Then, converges to a minimizer of (RM). Proof of Theorem 5: Our proof relies on the fact that the Fenchel coupling is a Lyapunov function for (MXL-c) whenever maximizes (RM). Indeed, the definition of the Fenchel coupling and Lemma 1 yield (30) where the inequality in the last step follows from the concavity of and the fact that is a maximizer of . Moreover, equality in (30) holds if and only if is also a maximizer of , so is a Lyapunov function for (MXL-c) with respect to . The above reasoning shows that (MXL-c) converges to , but since is not necessarily strictly concave, this does not imply that every trajectory of (MXL-c) converges to a specific point in . To show that this is indeed the case, let be an orbit of (MXL-c) and let be an -limit of , i.e., for some increasing sequence
. By Lemma 1, this implies that , so, since is nonincreasing, we also get . We conclude that (again by Lemma 1) and our proof is complete. We now proceed to show that the iterates of (MXL) are asymptotically close to solution segments of (MXL-c) of arbitrary length-more precisely, that they comprise an asymptotic pseudotrajectory of (MXL-c) in the sense of [20] .
Proposition 2: Assume that (MXL) is run with a nonincreasing step-size sequence such that and noisy measurements satisfying (H1) and (H2). Then, the iterates of (MXL) form an asymptotic pseudotrajectory of (MXL-c).
Proof: Simply note that the recursion (MXL) can be written in the form:
Since the map is Lipschitz continuous 12 and the rate function is smooth over , it follows that the map is Lipschitz and bounded. Our claim then follows from Propositions 4.2 and 4.1 in [20] .
2) Convergence of MXL With Noisy Feedback: In this section, we prove Theorem 1:
Proof of Theorem 1: Let denote the solution set of (RM) and assume ad absurdum that remains a bounded distance away from . Furthermore, fix some and let ; a Taylor expansion of then yields: (32) where and we have used the fact that the convex conjugate of the von Neumann entropy is 1-strongly smooth in the induced norm [22] .
Our original assumption that remains a bounded distance away from means that is bounded away from zero; moreover, with concave and smooth, we will also have for some . Thus, telescoping (32) [20] shows that converges to , as claimed. For the bound (14) , note that (32) can be rewritten as (34) so, recalling that is concave and , we get:
Thus, taking expectations on both sides and telescoping, we obtain:
where we have used the fact that and the finite mean square hypothesis . From (26), we have , so (14) follows by rearranging (36) and solving for . Having derived the mean performance guarantee (14) , the tail bound (15) is a simple application of Markov's inequality: (37) Moreover, for the exponential bound (17), the inequality (35) yields , so (38) Under the additional hypothesis (H2 ), is a martingale difference with finite increments:
. Thus, Azuma's concentration inequality [43] yields: (39) and (17) follows.
3) Variants of MXL:
In this section, we prove the convergence of the variant exponential learning schemes MXL-a and MXL-e (Theorems 2 and 3 respectively).
Proof of Theorem 2: We will show that the recursion (MXL-a) is an asynchronous stochastic approximation of (MXL-c) in the sense of [44, Ch. 7] . Indeed, by Theorems 2 and 3 in [44] , the recursion (MXL-a) may be viewed as a stochastic approximation of the rate-adjusted dynamics (40) where we have momentarily reinstated the user index and denotes the update rate of user (the existence and positivity of this limit follows from the ergodicity of the update process ). This multiplicative factor does not alter the rest points and internally chain transitive (ICT) sets [20] of the dynamics (MXL-c), so (40) converges to from any initial condition and the proof of Theorem 1 carries through essentially verbatim.
To prove Theorem 3, we first need to derive the eigen-dynamics (20) induced by (MXL-c):
Proposition 3: Let be a solution orbit of (MXL-c) and let be a smooth eigen-decomposition of . Then, follows the eigen-dynamics (20) . Proof: By differentiating the identity , we readily obtain: (41) where the last equality follows by differentiating the orthogonality condition . Thus, by a) taking and b) solving for in (41), we respectively obtain:
However, by using the Fréchet derivative of the matrix exponential [45] , we readily get: (43) and hence: (44) where we have set . Thus, by carrying out the integration in (44), we finally obtain: (45) with the convention if . The dynamics (20) then follow by substituting (45) in (42) .
Proof of Proposition 1: Combining (MXL) and the derivative expression (43), we get: (46) where the term is bounded from above by for some constant that does not depend on . Since by assumption, Remark 4.5 in [20] shows that the quadratic error in (46) can be ignored in the long-run, so is an asymptotic pseudotrajectory (APT) of the dynamics (43) . Hence, by Proposition 3, the eigen-decomposition is an APT of (20), as claimed.
Proof of Theorem 3:
Consider the following Euler discretization of the eigen-dynamics (20): (47a) (47b) i.e., the update step of Algorithm 3 without the orthonormalization correction for . We then obtain:
which shows that the orthonormalization correction in Algorithm 3 is quadratic in . Thus, as long as is chosen small enough (so that for all ), Remark 4.5 in [20] shows that the iterates of Algorithm 3 comprise an APT of (20) . In turn, the same reasoning as in the proof of Proposition 1 can be used to show that is an APT of (MXL-c), so converges to the solution set of (RM) by Theorem 1.
4) The Fast-Fading Regime: In this section, we prove Theorem 4 regarding the ergodic (fast-fading) regime:
Proof of Theorem 4: Let denote the gradient of the ergodic sum rate function and consider the dynamics:
The same reasoning as in the proof of Theorem 5 shows that (49) converges to the unique minimizer of the (strictly concave) sum rate maximization problem (ERM). Moreover, given that is concave for any fixed channel matrix and is finite on , we have [46] : (50) with defined as in (11) . With bounded, it follows that is Lipschitz, so Propositions 4.2 and 4.1 in [20] imply that the iterates of (MXL) comprise a stochastic approximation of (49). The rest of the proof then follows as in Theorem 1.
APPENDIX B AN UNBIASED ESTIMATOR FOR
In this Appendix, we briefly describe an unbiased estimator of the gradient matrix based at each step on possibly imperfect signal and channel measurements-e.g., obtained through the exchange of pilot feedback signals. The first step will be to estimate the aggregate signal precision (inverse covariance) matrix of (12) by sampling the received signal . Since the channel is assumed Gaussian, this can be accomplished by means of the bias-adjusted estimator: (51) where is an (unbiased) estimate for the received signal covariance matrix [47] . In the absence of perfect CSIT, the transmitters must estimate the individual gradient matrices from the broadcast of and imperfect measurements of their individual channel matrices . To that end, if each transmitter takes independent measurements of his channel matrix (e.g., via independent reverse pilot sampling), an unbiased estimate for is given by the expression:
where is the latest estimate of (51) of that was broadcast by the receiver. Indeed, given that the are assumed stochastically independent, we readily obtain: (53) i.e., (52) constitutes an unbiased estimator of .
The construction above provides an estimator with so Assumption (H1) holds. As for the variance of , (52) can also be used to derive an expression for in terms of the moments of and . Since the system input and noise are assumed Gaussian, the former are all finite (and Gaussian-distributed) so the finite mean square error hypothesis (H2) boils down to measuring with finite mean squared error.
