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U ovom radu proucˇavat c´emo metodu Groebnerovih baza, pomoc´u koje mozˇemo rijesˇiti
problem polinomijalnih ideala u nekom algoritamskom i kompjuterskom trendu. Metoda
Groebnerovih baza je jedna od najprakticˇnijih metoda za pronalazˇenje rjesˇenja sustava po-
linomijalnih jednadzˇbi. Groebnerove baze za ideale u polinomijalnim prstenima uvedene
su 1965. godine, a uveo ih je Bruno Buchberger u svojoj doktorskoj disertaciji i nazvao ih
u cˇast svom mentoru Wolfgangu Gro¨bneru (1899-1980). Buchberger je u tom radu takoder
definirao algoritam, dalje poznat kao Buchbergerov algoritam, za njihov izracˇun. Ovaj
algoritam se danas javlja u modificiranoj varijanti u vec´ini sistema kompjuterske algebre,
i predstavlja veoma efikasno rijesˇenje za veliki broj problema sa kojim se programeri pri
kreiranju takvih sistema mogu susresti.
U prvom poglavlju definiramo prsten polinoma u visˇe varijabli i ideale u tom prstenu,
te uvodimo pojmove i teoreme potrebne za razumijevanje rada.
U drugom poglavlju, definiramo monomijalni uredaj i dajemo algoritam za dijeljenje
polinoma u visˇe varijabli. Algoritam smo dobili tako sˇto smo prosˇirili algoritam dijeljenja
polinoma u jednoj varijabli. Definiramo monomijalne ideale i uvodimo problem ekspli-
citnog opisa ideala, odnosno da li za svaki ideal u prstenu polinoma postoji konacˇni ge-
nerirajuc´i skup. Dalje, dajemo definiciju Groebnerove baze koja u ovom radu ima vazˇnu
ulogu. U matematici, tocˇnije u racˇunalnoj algebri Groebnerova baza je posebna vrsta gene-
rirajuc´eg skupa idela u prstenu polinoma. Pokazujemo koja svojstva ima Groebnerova baza
i kako provjeriti je li dana baza Groebnerova. Na kraju, dajemo Buchbergerov algoritam





Do sada smo se vec´ sigurno susreli s polinomima u jednoj ili dvije varijable, no sada c´emo
raditi s polinomima u n varijabli x1, . . . , xn s koeficijentima u nekom proizvoljnom polju
k. Prije nego definiramo osnovne pojmove ovog odjeljka spomenimo pojam polja. Os-
novna intuicija nam govori da je polje skup gdje se mozˇe definirati zbrajanje, oduzimanje,
mnozˇenje i djeljenje s uobicˇajenim svojstvima. Standardni primjeri polja su skup real-
nih brojeva R i skup kompleksnih brojeva C, dok skup cijelih brojeva Z nije polje zbog
operacije dijeljenja (2 i 3 su cijeli brojevi, ali njihov kvocijent 23 nije).
Definicija 1.1.1. Monom u x1, . . . , xn je produkt oblika
xα11 · xα22 · · · xαnn ,
gdje su svi eksponenti α1, . . . , αn nenegativni cijeli brojevi. Totalni stupanj ovog monoma
je suma α1 + . . . + αn.
Neka je α = (α1, . . . , αn) n-torka nenegativnih cijelih brojeva. Tada zapis monoma
mozˇemo pojednostaviti na sljedec´i nacˇin
xα = xα11 · xα22 · · · xαnn .
Kada je α = (0, . . . , 0) , primjetimo da je xα = 1. Nadalje, za totalni stupanj monoma xα
koristimo oznaku |α| = α1 + . . . + αn.
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Definicija 1.1.2. Polinom f u x1, . . . , xn s koeficijentima u k je konacˇna linearna kombina-




aαxα, aα ∈ k,
gdje je suma nad konacˇnim brojem n-torki α = (α1, . . . , αn). Skup svih polinoma u x1, . . . , xn
s koeficijentima u k pisˇemo k[x1, . . . , xn].
Kada radimo s polinomima s manjim brojem varijabli koristit c´emo se oznakama x, y,
z, tako npr. polinomi u jednoj, dvije, i tri varijable lezˇe u k[x], k[x, y] i k[x, y, z]. Za oznaku
polinoma koristit c´emo se slovima f , g, h, p, q, r.
Definicija 1.1.3. Neka je f =
∑
α aαxα polinom u k[x1, . . . , xn].
1. aα zovemo koeficijent monoma xα.
2. Ako je aα , 0, tada aαxα zovemo cˇlan od f.
3. Totalni stupanj od f, oznaka deg(f), je maksimalni |α| takav da je koeficijent aα , 0.
Na primjer, dani polinom f = x3y + 2x2z + 13y
3z2 + xz4 lezˇi u Q[x, y, z], ima cˇetiri cˇlana
i totalni stupanj pet. Primjetimo da su dva cˇlana maksimalnog totalnog stupnja, sˇto se u
slucˇaju polinoma jedne varijable ne mozˇe dogoditi.
Za polinom kazˇemo da je nul-polinom ako su svi njegovi koeficijenti jednaki nuli.
1.2 Ideali
U ovom odjeljku definiramo glavni objekt ovog rada.
Definicija 1.2.1. Podskup I ⊆ k[x1, . . . , xn] je ideal ako zadovoljava:
1. 0 ∈ I.
2. Ako je f, g ∈ I, tada je f + g ∈ I.
3. Ako je f ∈ I i h ∈ k[x1, ..., xn], tada je hf ∈ I.
Prvi prirodni primjer ideala je ideal generiran konacˇnim brojem polinoma.
POGLAVLJE 1. PRELIMINARNI REZULTATI 4
Definicija 1.2.2. Neka su f1, . . . , fs polinomi u k[x1, . . . , xn]. Definiramo:
〈 f1, . . . , fs〉 =
{ s∑
i=1
hi fi : h1, . . . , hs ∈ k[x1, . . . , xn]
}
.
Lema 1.2.3. Ako su f1, . . . , fs ∈ k[x1, . . . , xn], tada je 〈 f1, . . . , fs〉 ideal u k[x1, . . . , xn].
〈 f1, . . . , fs〉 zvat c´emo ideal generiran sa f1, . . . , fs.
Dokaz. Prvo, 0 ∈ 〈 f1, . . . , fs〉, jer je 0 = ∑si=1 0 · fi. Dalje, pretpostavimo da je f = ∑si=1 pi fi
i g =
∑s
i=1 qi fi, i neka je h ∈ k[x1, . . . , xn]. Iz jednakosti
f + g =
s∑
i=1





slijedi da je 〈 f1, . . . , fs〉 ideal. 
1.3 Algoritam dijeljenja polinoma u jednoj varijabli
U ovom odjeljku razmotrit c´emo polinome u jednoj varijabli i algoritam dijeljenja. Spo-
menimo prvo pojam algoritma. Neformalno, algoritam je specificˇan skup instrukcija za
rukovanje simbolicˇkim ili numericˇkim znakovima. U algoritmu postoje ulazni podaci (ili
inputs), objekti kojima se koristi algoritam, i izlazni podaci (ili outputs) koji su rezultat
algoritma. U svakom koraku algoritma mora biti tocˇno specificirano koji je sljedec´i korak.
Algoritam c´emo pisati u pseudokodu.
Pocˇinjemo sa definiranjem ”vodec´eg cˇlana” polinoma u jednoj varijabli, koji ima kljucˇnu
ulogu u algoritmu dijeljenja.
Definicija 1.3.1. Neka je f razlicˇit od nul-polinoma, f ∈ k[x], te neka je
f = a0xm + a1xm−1 + . . . + am,
gdje je ai ∈ k i a0 , 0 (prema tome, m = deg( f )). Tada kazˇemo da je a0xm vodec´i cˇlan od
f, i pisˇemo LT(f) = a0xm.
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Na primjer, ako je f = 2x3 − 5x2 + 1, tada je LT ( f ) = 2x3. Primjetimo da ako su f i g
razlicˇiti od nul-polinoma, tada je
deg( f ) ≤ deg(g)⇔ LT ( f ) di jeli LT (g). (1.1)
Propozicija 1.3.2. Neka je k polje i neka je g polinom razlicˇit od nul-polinoma u k[x].
Tada svaki f ∈ k[x] mozˇemo zapisati kao
f = qg + r,
gdje su q i r ∈ k[x], i ili je r = 0 ili deg(r) < deg(g). Nadalje, q i r su jedinstveni, i postoji
algoritam za pronalazˇenje q i r.
Dokaz. Algoritam za odredivanje q i r opisan je pseudokodom:
Input: g, f
Output: q, r
q := 0; r := f
while (r , 0 and LT(g) dijeli LT(r)) do
q := q + LT (r)/LT (g)
r := r − (LT (r)/LT (g))g
end while
while...do izraz znacˇi da uvucˇene operacije q i r racˇunamo sve dok uvjet izmedu while i do
visˇe ne vrijedi. Izrazi q := . . . i r := . . . znacˇe da definiramo i redefiniramo vrijednosti od
q i r. q i r su varijable u algoritmu i one mijenjaju vrijednost u svakom koraku. Moramo
pokazati da algoritam zavrsˇava i da konacˇne vrijednosti od q i r imaju trazˇena svojstva.
Primjetimo da jedankost f = qg + r vrijedi za inicijalne vrijednosti od q i r, te svaki
puta kada redefiniramo q i r. To se vidi iz sljedec´e jednakosti:
f = qg + r = (q + LT (r)/LT (g))g + (r − (LT (r)/LT (g))g).
Primjetimo da while...do petlja zavrsˇava kad uvjet (r , 0 and LT (g) di jeli LT (r)) visˇe
ne vrijedi, to znacˇi da je ili r = 0 ili LT (g) ne dijeli LT (r). Po (1.1), zadnja tvrdnja
ekvivalentna je deg(r) < deg(g). Kad algoritam zavrsˇi, imamo q i r sa trazˇenim svojstvima.
Sada c´emo pokazati da algoritam zavrsˇava tj. uvjet izmedu while...do na kraju prestaje
vrijediti (inacˇe bi zapeli u beskonacˇnoj petlji). To c´e se dogoditi kada je r−(LT (r)/LT (g))g
jednako 0 ili ima stupanj manji od r. Pretpostavimo da je za m ≥ k
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r = a0xm + . . . + am, LT (r) = a0xm,
g = b0xk + . . . + bk, LT (g) = b0xk,
Tada je
r − (LT (r)/LT (g))g = (a0xm + . . . + am ) − (a0/b0)xm−k(b0xk + . . . + bk),
i slijedi da se stupanj od r mora smanjiti (ili cijeli izraz nestaje). S obzirom na to da je
stupanj konacˇan, mozˇe se smanjiti najvisˇe konacˇno mnogo puta, sˇto dokazuje da algoritam
zavrsˇava.
Josˇ moramo pokazati da su q i r jedinstveni. Stoga pretpostavimo da je f = qg + r =
q′g + r′ gdje su r i r’ manjeg stupnja od g (osim ako je jedan 0 ili su oba 0). Ako je r , r′,
tada je deg(r′ − r) < deg(g). S druge strane, jer je
(q − q′)g = r′ − r, (1.2)
vrijedilo bi da je q − q′ , 0, te
deg(r′ − r) = deg((q − q′)g) = deg(q − q′) + deg(g) ≥ deg(g).





U algoritmu dijeljenja u k[x] prije nego smo krenuli sa samim dijeljenjem zahtjevali smo
da se cˇlanovi polinoma napisˇu u silazec´em poretku, tj. trazˇili smo da se odredi vodec´i
cˇlan. Stoga, mozˇemo rec´i da je ideja ”uredivanja” cˇlanova u polinomima kljucˇni dio ovog
algoritma.
Kako je polinom zbroj monoma, zˇelimo moc´i rasporediti cˇlanove polinoma nedvosmis-
leno u silazec´em poretku. Da bismo to ucˇinili, moramo znati usporediti svaki par monoma
tako da se uspostave njihove odgovarajuc´e relativne pozicije. Moramo uzeti u obzir i efekt
zbrajanja i mnozˇenja polinoma monom.
Uzevsˇi u obzir ove zahtjeve, slijedi definicija.
Definicija 2.1.1. Monomijalni uredaj na k[x1, . . . , xn] je bilo koja relacija > na Zn≥0, ili
ekvivalentno, bilo koja relacija na skupu monoma xα, α ∈ Zn≥0, koja zadovoljava:
(i) > je totalni (ili linearni) uredaj na Zn≥0.
(ii) Ako je α > β i γ ∈ Zn≥0, tada je α + γ > β + γ.
(iii) > je ”dobar” uredaj na Zn≥0. To znacˇi da svaki neprazni podskup od Z
n
≥0 ima najmanji
element pod uredajem >.
Za jednostavni primjer monomijalnog uredaja, primjetimo da obicˇni numericˇki uredaj
. . . > m + 1 > m > . . . > 3 > 2 > 1 > 0
na elementima u Z≥0 zadovoljava sva tri uvjeta prethodne definicije. Dakle, uredaj po
stupnjevima
7
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. . . > xm+1 > xm > . . . > x2 > x > 1
monoma u k[x] je monomijalni uredaj. Prvi primjer uredaja na n-torki bit c´e leksikografski
uredaj (ili lex uredaj).
Definicija 2.1.2. Neka je α = (α1, . . . , αn) i β = (β1, . . . , βn) ∈ Zn≥0. Kazˇemo da je α >lex β,
ako je vektor razlike α− β ∈ Zn≥0, i prvi element s lijeve strane razlicˇit od nule je pozitivan.
Pisat c´emo xα >lex xβ ako je α >lex β.
Slijedi nekoliko primjera:
(a) (1,2,0) >lex (0,3,4) jer je α − β = (1,-1,-4).
(b) (3,2,4) >lex (3,2,1) jer je α − β = (0,0,3).
(c) varijable x1, . . . , xn su poredane na uobicˇajeni nacˇin leksikografskim uredajem:
(1, 0, . . . , 0) >lex (0, 1, 0, . . . , 0) >lex . . . >lex (0, . . . , 0, 1)
pa je x1 >lex x2 >lex . . . >lex xn.
Abecedni uredaj a > b > c > . . . > x > y > z na varijablama koristimo za definira-
nje leksikografskog uredaja, osim ako nije eksplicitno drugacˇije recˇeno. Primjetimo da je
leksikografski uredaj analogan uredaju rijecˇi korisˇtenih u rijecˇniku.
Propozicija 2.1.3. Leksikografski uredaj na Zn≥0 je monomijalni uredaj.
U leksikografskom uredaju, primjetimo da kod odredivanja poretka monoma ne uzi-
mamo u obzir totalni stupanj, tako na primjer za x > y > z vrijedi x >lex y5z3. Za neke
svrhe, mozˇda c´emo zˇeljeti uzeti u obzir totalni stupanj monoma i poredati monome prvo s
vec´im stupnjom. To mozˇemo napraviti koristec´i gradirani leksikografski uredaj.




αi > |β| =
n∑
i=1
βi, ili |α| = |β| i α >lex β.
Slijedi nekoliko primjera:
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(a) (1, 2, 3) >grlex (3, 2, 0) jer je |(1, 2, 3)| = 6 > |(3, 2, 0)| = 5.
(b) (1, 2, 4) >grlex (1, 1, 5) jer je |(1, 2, 4)| = |(1, 1, 5)| i (1, 2, 4) >lex (1, 1, 5).
(c) varijable su poredane prema lex uredaju, tj. x1 >grlex . . . >grlex xn.
S obzirom na zadani monomijalni uredaj koristit c´emo sljedec´u terminologiju.
Definicija 2.1.5. Neka je f =
∑
α aαxα razlicˇit od nul-polinoma u k[x1, ..., xn] i neka je >
monomijalni uredaj.
1. Multistupanj od f je
multideg( f ) = max(α ∈ Zn≥0 : aα , 0).
2. Vodec´i koeficijent od f je
LC( f ) = amultideg( f ) ∈ k.
3. Vodec´i monom od f je
LM( f ) = xmultideg( f )
(s koeficijentom 1).
4. Vodec´i cˇlan od f je
LT ( f ) = LC( f ) · LM( f ).
Pokazˇimo prethodno na primjeru, neka je f = 4xy2z + 4z2 − 5x3 + 7x2z2 i neka je sa >
oznacˇen leksikografski uredaj. Tada je
multideg( f ) = (3, 0, 0),
LC( f ) = −5,
LM( f ) = x3,
LT ( f ) = −5x3.
Multistupanj polinoma ima sljedec´a korisna svojstva.
Lema 2.1.6. Neka su f, g ∈ k[x1, . . . , xn] polinomi razlicˇiti od nul-polinoma. Tada:
(i) multideg( f · g) = multideg(f) + multideg(g).
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(ii) Ako je f + g , 0, tada
multideg( f + g) ≤ max(multideg( f ),multideg(g)).
Dodatno, ako je multideg(f) , multideg(g) , tada vrijedi jednakost.
2.2 Algoritam dijeljenja
U prosˇlom poglavlju, vidjeli smo kako funkcionira algoritam dijeljenja polinoma u jednoj
varijabli. Sada zˇelimo algoritam za dijeljenje polinoma u k[x1, . . . , xn] koji prosˇiruje algo-
ritam za k[x]. Cilj je podijeliti f ∈ k[x1, . . . , xn] sa f1, . . . , fs ∈ k[x1, . . . , xn]. To znacˇi da f
zˇelimo napisati u obliku
f = a1 f1 + . . . + as fs + r
gdje su a1, . . . , as ”kvocijenti”, a r ostatak koji lezˇi u k[x1, . . . , xn]. Osnovna ideja algo-
ritma je ista kao i u slucˇaju jedne varijable. Zˇelimo ponisˇtiti vodec´i cˇlan u f (s obzirom
na fiksni monomijalni uredaj) mnozˇenjem nekog fi s odgovarajuc´im monomom i oduzima-
njem. Tada taj monom postaje cˇlan s odgovarajuc´im ai. Prije samog algoritma dijeljenja
pogledajmo primjer.
Primjer 2.2.1. Podijelit c´emo f = x2y + xy2 + y2 sa f1 = xy − 1 i f2 = y2 − 1 koristec´i lek-
sikografski uredaj sa x > y. Zˇelimo upotrijebiti istu sˇemu za dijeljenje polinoma u jednoj
varijabli, razlika je u tome sˇto sada imamo nekoliko djelitelja i kvocijenta. Nabrajanjem
djelitelja f1, f2 i kvocijenta a1, a2 imamo sljedec´u postavu
a1 :
a2 :
xy − 1 √
x2y + xy2 + y2y2 − 1
Gledamo vodec´e cˇlanove polinoma f1 i f2, LT ( f1) = xy i LT ( f2) = y2. Vidimo da samo
LT ( f1) dijeli LT ( f ) = x2y, stoga dijelimo x2y sa xy, ostavljajuc´i x, i onda oduzimamo x · f1
od f :
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a1 : x
a2 :
xy − 1 √
x2y + xy2 + y2y2 − 1
x2y − x
xy2 + x + y2
Sada ponovimo isti postupak na xy2 + x + y2. Vodec´i cˇlanovi LT ( f1) = xy i LT ( f2) = y2
dijele vodec´i cˇlan LT (xy2 − x + y2) = xy2. Kako je f1 prvi nabrojan uzimamo prvo njega.
Pa dobijemo:
a1 : x + y
a2 :
xy − 1 √
x2y + xy2 + y2y2 − 1
x2y − x
xy2 + x + y2
xy2 − y
x + y2 + y
Primjetimo da LT ( f1) = xy ni LT ( f2) = y2 ne dijeli LT (x+ y2 + y) = x. Medutim, x+ y2 + y
nije ostatak kako LT ( f2) dijeli y2. Prema tome, ako premjestimo x u ostatak, mozˇemo nas-
taviti dijeliti. Desno od korijena, kreiramo stupac ostataka r, gdje stavljamo cˇlanove koji
pripadaju ostatku. Takoder, polinom ispod korijena zovemo srednji djeljenik. Nastavljamo
dijeliti sve dok srednji djeljenik nije nula. Prije nastavka dijeljenja, x stavljamo u stupac
ostatka kao sˇto je naznacˇeno strelicom:
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a1 : x + y
a2 : r
xy − 1 √
x2y + xy2 + y2y2 − 1
x2y − x
xy2 + x + y2
xy2 − y
x + y2 + y
y2 + y → x
Ako mozˇemo podijeliti srednji djeljenik s LT ( f1) ili LT ( f2), nastavljamo uobicˇajeno, a ako
nijedan ne dijeli, maknemo vodec´i cˇlan srednjeg djeljenika u stupac ostatka. Ovdje je
ostatak dijeljenja:
a1 : x + y
a2 : 1 r
xy − 1 √
x2y + xy2 + y2y2 − 1
x2y − x
xy2 + x + y2
xy2 − y
x + y2 + y
y2 + y → x
y2 − 1
y + 1
1 → x + y
0 → x + y + 1
Na kraju, ostatak je zbroj monoma x + y + 1, od kojih niti jedan nije djeljiv s vodec´im
cˇlanovima LT ( f1) i LT ( f2). Dakle, f mozˇemo zapisati na sljedec´i nacˇin:
x2y + xy2 + y2 = (x + y) · (xy − 1) + 1 · (y2 − 1) + x + y + 1.
Sada mozˇemo iznijeti generalnu formu algoritma dijeljenja.
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Teorem 2.2.2. (Algoritam dijeljenja u k[x1, . . . , xn]) Fiksirajmo monomijalni uredaj >
na Zn≥0, i neka je F = ( f1, . . . , fs) uredena s-torka polinoma u k[x1, . . . , xn]. Tada svaki f∈ k[x1, . . . , xn] mozˇemo zapisati kao
f = a1 f1 + . . . + as fs + r
gdje su ai, r ∈ k[x1, . . . , xn], i ili je r = 0 ili je linearna kombinacija s koeficijentima u k,
od monoma, od kojih ni jedan nije djeljiv sa LT ( f1), . . . , LT ( fs). r c´emo zvati ostatak od f
pri dijeljenju sa F. Nadalje, ako je ai fi , 0, tada imamo
multideg( f ) ≥ multideg(ai fi).
Dokaz. Dokazujemo egzistenciju a1, . . . , as i r dajuc´i algoritam za njihovu konstrukciju i
pokazujemo da radi tocˇno za bilo koji f , f1, . . . , fs.
Input: f1, . . . , fs, f
Output: a1, . . . , as, r
a1 := 0, . . . , as := 0, r := 0
p := f
while (p , 0) do
i := 1
divisionoccured := f alse
while (i ≤ s and divisionoccured = f alse) do
if (LT ( fi) divides LT (p)) then
ai := ai + LT (p)/LT ( fi)
p := p − (LT (p)/LT ( fi)) fi
divisionoccured := true
else
i := i + 1
end if
if (divisionoccured = f alse) then
r := r + LT (p)




Mozˇemo povezati ovaj algoritam s prethodnim primjerom tako da primjetimo da varijabla
p predstavlja ”srednji djeljenik” u svakoj fazi, varijabla r predstavlja stupac na desnoj
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strani, i varijable a1, . . . , as su kvocijenti nabrojani iznad korijena. Konacˇno, varijabla
”divisionoccured” pokazuje nam kada neki LT ( fi) dijeli vodec´i cˇlan srednjeg djeljenika.
To treba provjeriti svaki puta kad prolazimo kroz while...do petlju, tocˇno jedan od dva
slucˇaja se dogodi:
1. (KORAK DIJELJENJA) Ako neki LT ( fi) dijeli LT (p), tada algoritam radi kao u
slucˇaju jedne varijable.
2. (KORAK OSTATKA) Ako LT ( fi) ne dijeli LT (p), tada algoritam dodaje LT (p) u
ostatak.
Ovi koraci odgovaraju tocˇno onom sˇto smo radili u Primjeru 2.2.1. Da bi dokazali da
algoritam radi, prvo moramo pokazati da
f = a1 f1 + . . . + as fs + p + r (2.1)
vrijedi u svakoj fazi. Ovo je ocˇito tocˇno za inicijalne vrijednosti a1, . . . , as, p, r. Sada,
pretpostavimo da gornja jednakost vrijedi u nekom koraku algoritma. Ako je sljedec´i korak
”korak dijeljenja”, tada neki LT ( fi) dijeli LT (p), i jednakost
ai fi + p = (ai + LT (p)/LT ( fi)) fi + (p − (LT (p)/LT ( fi)) fi)
pokazuje da ai fi + p ostaje nepromijenjen. Kako su sve ostale varijable nepromijenjene,
jednakost (2.1) josˇ uvijek vrijedi u ovom slucˇaju. S druge strane, ako je sljedec´i korak
”korak ostatka”, tada c´e p i r biti promijenjeni, ali suma p + r ostaje nepromijenjena jer je:
p + r = (p − LT (p)) + (r + LT (p)).
Kao i prije, jednakost (2.1) josˇ uvijek vrijedi. Sljedec´e, primjetimo da se algoritam zaus-
tavlja kada je p = 0. U toj situaciji, (1.1) postaje
f = a1 f1 + . . . + as fs + r.
Kako se cˇlanovi dodaju u ostatak r samo kada nisu djeljivi s niti jednim od vodec´ih cˇlanova
LT ( fi), slijedi da a1, . . . , as i r imaju pozˇeljna svojstva kada algoritam zavrsˇava.
Na kraju, moramo pokazati da je algoritam konacˇan. Svaki puta kada redefiniramo
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varijablu p, njezin stupanj pada ili postaje 0. Da bismo to vidjeli, pretpostavimo da se
tijekom ”koraka dijeljenja” p redefinira
p′ = p − LT (p)
LT ( fi)
fi.







LT ( fi) = LT (p)
tako da p i (LT (p)/LT ( fi)) fi imaju isti vodec´i cˇlan. Dakle, njihova razlika p′ mora imati
strogo manji multistupanj kada je p′ , 0. Dalje, pretpostavimo da se tijekom ”koraka
ostatka” p redefinira
p′ = p − LT (p).
Ocˇito je da je multideg(p′) < multideg(p) kada je p′ , 0. Prema tome, u svakom slucˇaju,
multistupanj se mora smanjiti. Ako algoritam nikad ne zavrsˇava, dobili bismo beskonacˇni
padajuc´i niz multistupnjeva. Svojstvo ’dobrog uredaja’ > pokazuje da se ovo ne mozˇe
dogoditi. Prema tome, na kraju mora biti p = 0, tako da algoritam zavrsˇava nakon konacˇno
mnogo koraka.
Ostaje pokazati odnos izmedu multideg(f) i multideg(ai fi). Svaki cˇlan u ai je oblika
LT (p)/LT ( fi) za neku vrijednost varijable p. Algoritam pocˇinje s p = f , i upravo smo
zavrsˇili s dokazivanjem da multistupanj od p pada. Ovo pokazuje da LT (p) ≤ LT ( f ), i onda
lako slijedi (koristec´i uvjet (ii) iz definicije za monomijalni uredaj) da multideg(ai fi) ≤
multideg( f ) kada ai fi , 0. 
Prvo vazˇno svojstvo algoritma dijeljenja u k[x] je da je ostatak jedinstveno odreden.
Da bismo vidjeli da ovo ne vrijedi u slucˇaju visˇe od jedne varijable pogledajmo sljedec´i
primjer.
Primjer 2.2.3. Zˇelimo podijeliti f = xy2 + xy2 + y2 sa f1 = xy + 1 i f2 = y + 1 koristec´i
leksikografski uredaj x > y. Primjetimo da su polinomi zadani isto kao i u prethodnom
primjeru, osim sˇto smo sada promijenili poredak djelitelja. Uzimajuc´i u obzir novi poredak
dobijemo sljedec´e rjesˇenje:
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a1 : x + 1
a2 : x r
y2 − 1 √
x2y + xy2 + y2xy − 1
x2y − x





1 → 2x + 1
0 → 2x + 1
Ovo pokazuje da je
x2y + xy2 + y2 = (x + 1)(y2 − 1) + x(xy − 1) + 2x + 1.
Ako ovo usporedimo s rezultatom iz prethodnog primjera vidimo da ostatak nije jedinstveno
okarakteriziran uz uvjet da nijedan od cˇlanova ostatka nije djeljiv sa LT ( f1) i LT ( f2).
2.3 Monomijalni ideali
U ovom odjeljku uvest c´emo Problem eksplicitnog opisa ideala u slucˇaju monomijalnih
ideala. Ovaj problem postavlja pitanje da li svaki ideal I ⊆ k[x1, . . . , xn] ima konacˇni gene-
rirajuc´i skup. Drugim rijecˇima, mozˇemo li pisati I = 〈 f1, . . . , fs〉 za neki fi ∈ k[x1, . . . , xn]?
Za pocˇetak, definiramo monomijalne ideale u k[x1, . . . , xn].
Definicija 2.3.1. Ideal I ⊆ k[x1, . . . , xn] je monomijalni ideal ako postoji podskup A ⊆
Zn≥0 takav da I sadrzˇi sve polinome koji su konacˇna suma oblika
∑
α∈A hαxα, gdje je hα ∈
k[x1, . . . , xn]. U ovom slucˇaju, pisˇemo I = 〈xα : α ∈ A〉.
Primjer monomijalnih ideala dan je sa I = 〈x4y, x2y3, xy〉 ⊆ k[x, y]. Slijedi karakteriza-
cija za sve monome koji lezˇe u danom monomijalnom idealu.
Lema 2.3.2. Neka je I = 〈xα : α ∈ A〉 monomijalni ideal. Tada monom xβ lezˇi u I ako i
samo ako je xβ djeljiv sa xα za neki α ∈ A.
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Primjetimo da je xβ djeljiv sa xα tocˇno onda kada je xβ = xα · xγ za neki γ ∈ Zn≥0. To je
ekvivalentno β = α + γ.
Lema 2.3.3. Neka je I monomijalni ideal, i neka je f ∈ k[x1, . . . , xn]. Tada je sljedec´e
ekvivalentno:
(a) f ∈ I.
(b) Svaki cˇlan od f lezˇi u I.
(c) f je k-linearna kombinacija monoma u I.
Neposredna posljedica trec´eg dijela leme je da je monomijalni ideal jedinstveno odreden
njegovim monomima. Stoga, imamo sljedec´i korolar.
Korolar 2.3.4. Dva monomijalna ideala su ista ako i samo ako sadrzˇe iste monome.
Glavni rezultat ovog odjeljka je da su svi monomijalni ideali u k[x1, . . . , xn] konacˇno
generirani.
Teorem 2.3.5. (Dicksonova lema) Monomijalni ideal I = 〈xα : α ∈ A〉 ⊆ k[x1, . . . , xn]
mozˇe biti zapisan u obliku I = 〈xα(1), . . . , xα(s)〉 gdje su α(1), . . . , α(s) ∈ A. Posebno, I ima
konacˇnu bazu.
2.4 Hilbertov teorem o bazi i Groebnerove baze
Vidjeli smo da vodec´i cˇlanovi imaju vrlo vazˇnu ulogu u algoritmu dijeljenja. Jednom kad
izaberemo monomijalni uredaj, svaki f ∈ k[x1, . . . , xn] ima jedinstven vodec´i cˇlan LT ( f ).
Tada za bilo koji ideal I, mozˇemo definirati njegov ideal vodec´ih cˇlanova.
Definicija 2.4.1. Neka je I ⊆ k[x1, . . . , xn] ideal razlicˇit od {0}.
(i) Sa LT(I) oznacˇavamo skup vodec´ih cˇlanova elemenata od I. Prema tome,
LT (I) = {cxα : posto ji f ∈ I sa LT ( f ) = cxα}.
(ii) Sa 〈LT(I)〉 oznacˇavamo ideal generiran elementima od LT (I).
POGLAVLJE 2. GROEBNEROVE BAZE 18
Neka je I = 〈 f1, . . . , fs〉 ideal, tada 〈LT ( f1), . . . , LT ( fs)〉 i 〈LT (I)〉 mogu biti razlicˇiti
ideali. Vrijedi da je LT ( fi) ∈ LT (I) ⊆ 〈LT (I)〉 po definiciji, sˇto povlacˇi
〈LT ( f1), . . . , LT ( fs)〉 ⊆ 〈LT (I)〉. Medutim, iz sljedec´eg primjera se vidi da 〈LT (I)〉 mozˇe
biti strogo vec´i.
Primjer 2.4.2. Neka je I = 〈 f1, f2〉, gdje su f1 = x3 − 2xy i f2 = x2y − 2y2 + x i koristimo
grlex uredaj u k[x, y]. Tada zbog
x · (x2y − 2y2 + x) − y · (x3 − 2xy) = x2
vidimo da je x2 ∈ I. Prema tome, x2 = LT (x2) ∈ 〈LT (I)〉. Kako x2 nije djeljiv sa LT ( f1) =
x3 ili LT ( f2) = x2y, tako da x2 < 〈LT ( f1), LT ( f2)〉 po Lemi 2.3.2.
Propozicija 2.4.3. Neka je I ⊆ k[x1, . . . , xn] ideal.
(i) 〈LT (I)〉 je monomijalni ideal.
(ii) Postoje g1, . . . , gs ∈ I tako da je 〈LT (I)〉 = 〈LT (g1), . . . , LT (gs)〉.
Teorem 2.4.4. (Hilbertov teorem o bazi) Svaki ideal I ⊆ k[x1, . . . , xn] ima konacˇno gene-
rirajuc´i skup. To jest, I = 〈g1, . . . , gs〉 za neki g1, . . . , gs ∈ I.
Baza {g1, . . . , gs} iz prethodnog teorema ima specijalno svojstvo da je 〈LT (I)〉 =
〈LT (g1), . . . , LT (gs)〉. Ovakvim specijalnim bazama dati c´emo sljedec´e ime.
Definicija 2.4.5. Fiksirajmo monomijalni uredaj. Za konacˇan podskup G = {g1, ..., gt}
nekog ideala I kazˇemo da je Groebnerova baza (ili standardna baza) ako vrijedi
〈LT (g1), . . . , LT (gt)〉 = 〈LT (I)〉.
Korolar 2.4.6. Fiksirajmo monomijalni uredaj. Tada svaki ideal I ⊆ k[x1, . . . , xn] razlicˇit
od {0} ima Groebnerovu bazu. Sˇtovisˇe, bilo koja Groebnerova baza za ideal I je baza od I.
Uzlazni lanac ideala u k[x1, . . . , xn] ugnijezˇden je u rastuc´i niz
I1 ⊆ I2 ⊆ I3 ⊆ · · ·
Na primjer, niz
〈x1〉 ⊆ 〈x1, x2〉 ⊆ . . . ⊆ 〈x1, . . . , xn〉 (2.2)
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cˇini uzlazni lanac ideala. Ako pokusˇamo prosˇiriti ovaj lanac ideala prikljucˇujuc´i mu ideal s
daljnim generatorom, jedna od dvije alternative c´e se dogoditi. Pokazˇimo na primjeru.
Neka je 〈x1, . . . , xn, f 〉 ideal gdje je f ∈ k[x1, . . . , xn]. Ako je f ∈ k[x1, . . . , xn] tada
opet dobijemo 〈x1, . . . , xn〉 i nisˇta se ne mijenja. Ako, f < 〈x1, . . . , xn〉 tada tvrdimo da
je 〈x1, . . . , xn, f 〉 = k[x1, . . . , xn]. Kao rezultat uzlazni lanac (2.2) mozˇe se nastaviti na dva
nacˇina, u prvom slucˇaju ponavljajuc´i zadnji ideal ”do beskonacˇnosti”, a u drugom slucˇaju
dodavanjem k[x1, . . . , xn] i onda njegovim ponavljanjem ”do beskonacˇnosti”. U svakom
slucˇaju uzlazni lanac stabilizirat c´e se nakon konacˇnog broja koraka.
Teorem 2.4.7. Neka je I1 ⊆ I2 ⊆ I3 ⊆ · · · uzlazni lanac ideala u k[x1, . . . , xn]. Tada postoji
N ≥ 1 takav da je
IN = IN+1 = IN+2 = . . .
2.5 Svojstva Groebnerovih baza
Do sada smo naucˇili da svaki ideal I ⊆ k[x1, . . . , xn] ima Groebnerovu bazu. Sada c´emo vi-
djeti koja svojstva ima Groebnerova baza te kako odrediti je li dana baza Groebnerova.
Takoder c´emo dati odgovor na Problem pripadnosti idealu koji postavlja pitanje kako
mozˇemo provjeriti za dani f ∈ k[x1, . . . , xn] i ideal I = 〈 f1, . . . , fs〉 je li f ∈ I?
Prvo vazˇno svojstvo koje c´emo pokazati je jedinstvenost ostatka u algoritmu dijeljenja
u k[x1, . . . , xn] kada dijelimo elementima Groebnerove baze.
Propozicija 2.5.1. Neka je G = {g1, . . . , gt} Groebnerova baza za ideal I ⊆ k[x1, . . . , xn]
i neka je f ∈ k[x1, . . . , xn]. Tada postoji jedinstveni r ∈ k[x1, . . . , xn] sa sljedec´a dva
svojstva:
(i) Nijedan cˇlan od r nije djeljiv s bilo kojim od LT (g1), . . . , LT (gt).
(ii) Postoji g ∈ I takav da je f = g + r.
Specijalno, r je ostatak od f pri dijeljenju s G bez obzira kako su elementi od G rasporedeni
kada koristimo algoritam dijeljenja.
Dokaz. Algoritam dijeljenja daje f = a1g1 + . . .+ atgt + r, gdje r zadovoljava (i). Mozˇemo
zadovoljiti i (ii) stavljajuc´i da je g = a1g1 + . . . + atgt ∈ I. Ovo dokazuje egzistenciju od r.
Da bi dokazali jedinstvenost, pretpostavimo da f = g+r = g′+r′ zadovoljava (i) i (ii). Tada
r−r′ = g′−g ∈ I, pa onda ako je r , r′, vrijedi LT (r−r′) ∈ 〈LT (I)〉 = 〈LT (g1), . . . , LT (gt)〉.
Po Lemi 2.3.2 slijedi da je LT (r − r′) djeljiv s nekim LT (gi). To je nemoguc´e jer niti jedan
cˇlan od r, r’ nije djeljiv s nekim od LT (g1), . . . , LT (gt). Prema tome, r − r′ mora biti nula,
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time smo dokazali jedinstvenost.
Zadnji dio propozicije slijedi iz jedinstvenosti od r. 
Iako je ostatak r jedinstven, cˇak i za Groebnerovu bazu, ”kvocijenti” ai dobiveni al-
goritmom dijeljenja f = a1g1 + . . . + atgt + r mogu se promijeniti ako stavimo drugacˇiji
redoslijed generatora.
Korolar 2.5.2. Neka je G = {g1, . . . , gt} Groebnerova baza za ideal I ⊆ k[x1, . . . , xn] i neka
je f ∈ k[x1, . . . , xn]. Tada je f ∈ I ako i samo ako ostatak pri dijeljenju f sa G je nula.
Dokaz. Ako je ostatak nula, tada vec´ znamo da je f ∈ I. Obrnuto, za dani f ∈ I, f = f + 0
zadovoljava dva uvjeta Propozicije 2.5.1. Slijedi da je 0 ostatak od f pri djeljenju sa G. 
Koristec´i prethodni korolar, dobivamo algoritam za rjesˇavanje Problema pripadnosti
idealu pod uvjetom da znamo Groebnerovu bazu G za ideal o kome je rijecˇ, jedino moramo
izracˇunati ostatak s obzirom na G da bi odredili je li f ∈ I.
Definicija 2.5.3. Sa f
F
oznacˇavat c´emo ostatak pri dijeljenju f sa uredenom s-torkom
F = ( f1, . . . , fs). Ako je F Groebnerova baza za 〈 f1, . . . , fs〉, tamo mozˇemo F smatrati kao
skup (bez ikakvog posebnog uredaja).





x5y = (x3 + xy)(x2y − y2) + 0 · (x4y2 − y2) + xy3.
Definicija 2.5.4. Neka su f , g ∈ k[x1, . . . , xn] razlicˇiti od nul-polinoma.
(i) Ako je multideg( f ) = α i multideg(g) = β, tada neka je γ = (γ1, ..., γn), gdje je
γi = max(αi, βi) za svaki i. xγ zovemo najmanji zajednicˇki visˇekratnik od LM( f ) i
LM(g), i pisˇemo xγ = LCM(LM( f ), LM(g)).
(ii) S-polinom od f i g je kombinacija
S ( f , g) =
xγ
LT ( f )
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Na primjer, neka je f = x3y2 − x2y3 + x i g = 3x4y + y2 u R[x, y] sa grlex uredajom.
Tada je γ = (4, 2) i
S ( f , g) =
x4y2
x3y2




= x · f − 1
3
· y · g
= −x3y3 + x2 − 1
3
y3.
S-polinom S(f,g) napravljen je da se ponisˇte vodec´i cˇlanovi. Sljedec´a lema pokazuje
nam da svako ponisˇtavanje vodec´ih cˇlanova medu polinomima istog multistupnja proizlazi
iz ove vrste ponisˇtavanja.
Lema 2.5.5. Pretpostavimo da imamo sumu
∑s
i=1 ci fi, gdje je ci ∈ k i multideg( fi) = δ ∈
Zn>0 za sve i. Ako je multideg(
∑s
i=1 ci fi) < δ, tada je
∑s
i=1 ci fi linearna kombinacija, s
koeficijentima u k, od S-polinoma S ( f j, fk) za 1 ≤ j, k,≤ s. Nadalje, svaki S ( f j, fk) ima
multideg < δ.
Sljedec´i teorem ponekad se zove ”Buchbergerov par kriterija” i jedan je od kljucˇnih
rezultata Groebnerovih baza. Koristec´i prethodnu lemu i S-polinome dokazat c´emo da
vrijedi sljedec´e.
Teorem 2.5.6. Neka je I polinomijalni ideal. Tada je baza G = {g1, . . . , gt} Groebnerova
baza za I ako i samo ako za sve parove i , j, ostatak pri dijeljenju S (gi, g j) sa G je nula.
Dokaz. ⇒: Ako je G Groebnerova baza, tada je zbog S (gi, g j) ∈ I, ostatak pri dijeljenju sa
G nula po Korolaru 2.5.2.
⇐: Neka je f ∈ I razlicˇit od nul-polinoma. Moramo pokazati da ako svi S-polinomi imaju
ostatak nula pri dijeljenju sa G, tada je LT ( f ) ∈ 〈LT (g1), . . . , LT (gt)〉. Prije nego sˇto damo
detalje dokaza, opisˇimo prvo strategiju dokaza.





Po Lemi 2.1.6, slijedi da je
multideg( f ) ≤ max(multideg(higi)). (2.4)
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Ako ne vrijedi jednakost, tada se javlja ponisˇtavanje medu vodec´im cˇlanovim iz (2.3).
Lema 2.5.5 omoguc´it c´e nam da napisˇemo jednakost u obliku S-polinoma. Tada c´e nam
nasˇa pretpostavka da S-polinomi imaju ostatke nula omoguc´iti da zamijenimo S-polinome
sa izrazima koji ukljucˇuju manje ponisˇtavanje. Prema tome, dobit c´emo izraz za f koji
ima manje ponisˇtavanja vodec´ih cˇlanova. Nastavljajuc´i na ovaj nacˇin, na kraju c´emo nac´i
izraz (2.3) za f gdje se dobije jednakost u (2.4). Tada multideg( f ) = multideg(higi)
za neki i, i slijedit c´e da je LT ( f ) djeljiv sa LT (gi). Ovo c´e pokazati da je LT ( f ) ∈
〈LT (g1), . . . , LT (gt)〉, a to smo htjeli dokazati.
Sada c´emo dati detalje dokaza. S obzirom na izraz (2.3) za f , neka je m(i) =
multideg(higi), i definiramo δ = max(m(1), . . . ,m(t)). Tada nejednakost (2.4) postaje
multideg( f ) ≤ δ.
Sada razmotrimo sve moguc´e nacˇine na koje f mozˇe biti zapisan u obliku (2.3). Za svaki
takav izraz, moguc´e da dobijemo razlicˇiti δ. Kako je monomijalni uredaj ”dobar uredaj”,
mozˇemo odabrati izraz (2.3) za f takav da je δ minimalan.
Pokazat c´emo da kad jednom odaberemo minimalni δ, imamo da je multideg( f ) = δ.
Tada se jednakost pojavljuje u (2.4), i kao sˇto smo promatrali, sllijedi da je LT ( f ) ∈
〈LT (g1), . . . , LT (gt)〉. Ovo c´e dokazati teorem.
Ostaje pokazati da je multideg( f ) = δ. Dokazat c´emo ovo pomoc´u kontradikcije. Jed-
nakost ne vrijedi samo kada je multideg( f ) < δ. Da bi odvojili cˇlanove multistupnja δ,



















Monomi koji se pojavljuju u drugoj i trec´oj sumi u drugom redu imaju multistupanj < δ.
Prema tome, pretpostavka da multideg( f ) < δ znacˇi da prva suma takoder ima multistupanj
< δ.
Neka je LT (hi) = cixα(i). Tada prva suma
∑
m(i)=δ LT (hi)gi =
∑
m(i)=δ cixα(i)gi ima upravo
oblik opisan u Lemi 2.5.5 sa fi = xα(i)gi. Pa Lema 2.5.5 povlacˇi da je ova suma linearna
kombinacija S-polinoma S (xα( j)g j, xα(k)gk). Medutim,
POGLAVLJE 2. GROEBNEROVE BAZE 23
S (xα( j)g j, xα(k)gk) =
xδ
xα( j)LT (g j)




= xδ−γ jkS (g j, gk)





c jkxδ−γ jkS (g j, gk). (2.6)
Sljedec´i korak je koristiti pretpostavku da je ostatak od S (g j, gk) pri dijeljenju sa g1, . . . , gt
nula. Koristec´i algoritam dijeljenja, ovo znacˇi da svaki S-polinom mozˇemo zapisati u
obliku




gdje su ai jk ∈ k[xi, . . . , xn]. Algoritam dijeljenja takoder nam kazˇe da je
mulitdeg(ai jkgi) ≤ multideg(S (g j, gk)) (2.8)
za sve i, j, k. Intuitivno, ovo znacˇi da kada je ostatak nula, mozˇemo pronac´i izraz za
S (g j, gk) pomoc´u elemenata od G gdje se vodec´i cˇlanovi ne ponisˇtavaju. Da bi iskoristili
ovo, pomnozˇimo izraz za S (g j, gk) sa xδ−γ jk da bi dobili




gdje je bi jk = xδ−γ jkai jk. Tada (2.8) i Lema 2.5.5 povlacˇe da je
multideg(bi jkgi) ≤ multideg(xδ−γ jkS (g j, gk)) < δ. (2.10)
Ako zamijenimo gornji izraz sa xδ−γ jkS (g j, gk) u (2.6), dobijemo jednakost


















sˇto po (2.10) ima svojstvo da za sve i vrijedi multideg(h˜igi) < δ. Za kraj dokaza, zamije-
nimo
∑
m(i)=δ LT (hi)gi =
∑
i h˜igi u jednadzˇbi (2.5) da bi dobili izraz za f kao polinomijalnu
kombinaciju gi gdje su svi cˇlanovi multistupnja < δ. To je kontradikcija sa minimalnosˇc´u
od δ i dovrsˇava dokaz teorema. 
Na primjeru c´emo pokazati kako koristiti prethodni teorem. Pogledajmo ideal I =
〈y − x2, z − x3〉. Tvrdimo da je G = {y − x2, z − x3} Groebnerova baza za I za lex uredaj sa
y > z > x. Pogledajmo S-polinom
S (y − x2, z − x3) = yz
y
(y − x2) − yz
z
(z − x3) = −zx2 + yx3.
Koristec´i algoritam dijeljenja dobili smo
−zx2 + yx3 = x3(y − x2) + (−x2)(z − x3) + 0
tako da je S (y − x2, z − x3)G = 0. Prema Teoremu 2.5.6. G je Groebnerova baza za I.
2.6 Buchbergerov algoritam
Do sada smo naucˇili da svaki ideal u k[x1, . . . , xn] razlicˇit od {0} ima Groebnerovu bazu,
no nismo naucˇili kako je konstruirati. Prije samog algoritma za konstrukciju Groebnerove
baze pogledajmo sljedec´i primjer.
Primjer 2.6.1. Neka je I = 〈 f1, f2〉 ⊆ k[x, y] ideal gdje je f1 = x3−2xy i f2 = x2y−2y2 + x.
Koristit c´emo grlex uredaj. { f1, f2} nije Groebnerova baza za I jer LT (S ( f1, f2)) = −x2 <
〈LT ( f1), LT ( f2)〉. Da bismo napravili Groebnerovu bazu, prirodna ideja je prvo pokusˇati
prosˇiriti originalni generirajuc´i skup do Groebnerove baze dodavanjem josˇ polinoma u I.
Koje nove generatore trebamo dodati? Ideja je sljedec´a. Imamo S ( f1, f2) = −x2 ∈ I i
njegov ostatak pri dijeljenju sa F = ( f1, f2) je −x2, razlicˇit od nule. Dakle, trebali bismo
ukljucˇiti ostatak u nasˇ generirajuc´i skup, kao novi generator dodajemo f3 = −x2. Ako
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stavimo F = ( f1, f2, f3), mozˇemo koristiti Teorem 2.5.6 za testiranje je li ovaj novi skup
Groebnerova baza za I. Racˇunamo
S ( f1, f2) = f3, pa
S ( f1, f2)
F
= 0,
S ( f1, f3) = (x3 − 2xy) − (−x)(−x2) = −2xy, ali
S ( f1, f3)
F
= −2xy , 0.
Stoga, moramo dodati f4 = −2xy u nasˇ generirajuc´i skup. Ako stavimo F = ( f1, f2, f3, f4),
tada
S ( f1, f2)
F
= S ( f1, f3)
F
= 0,
S ( f1, f4) = y(x3 − 2xy) − (−12)x
2(−2xy) = −2xy2 = y f4, pa
S ( f1, f4)
F
= 0,
S ( f2, f3) = (x2y − 2y2 + x) − (−y)(−x2) = −2y2 + x, ali
S ( f2, f3)
F
= −2y2 + x , 0.
Prema tome, takoder moramo dodati f5 = −2y2 + x u nasˇ generirajuc´i skup. Postavljajuc´i
F = { f1, f2, f3, f4, f5}, mozˇe se izracˇunati da je
S ( fi, f j)
F
= 0 za sve 1 ≤ i ≤ j ≤ 5.
Po Teoremu 2.5.6, slijedi da je grlex Groebnerova baza za I dana sa
{ f1, f2, f3, f4, f5} = {x3 − 2xy, x2y − 2y2 + x,−x2,−2xy,−2y2 + x}.
Teorem 2.6.2. Neka je I = 〈 f1, . . . , fs〉 , {0} polinomijalni ideal. Tada se Groebnerova
baza za I mozˇe konstruirati konacˇnim brojem koraka sljedec´im algoritmom:
Input : F = ( f1, . . . , fs)




for za svaki par {p, q}, p , q u G′ do
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S := S (p, q)
G′
if S , 0 then
G := G ∪ {S }
end if
end for
until G = G′
Dokaz. Ako je G = {g1, . . . , gt}, tada c´e 〈G〉 i 〈LT (G)〉 oznacˇavati sljedec´e ideale:
〈G〉 = 〈g1, . . . , gt〉,
〈LT (G)〉 = 〈LT (g1), . . . , LT (gt)〉.
Prvo pokazujemo da G ⊆ I vrijedi u svakom koraku algoritma. To je istina u pocˇetku, i
svaki put kad povec´amo G cˇinimo to dodavanjem ostatka S = S (p, q)
G′
za p, q ∈ G. Prema
tome, ako je G ⊆ I, tada p, q i stoga S (p, q) su u I, i kako dijelimo sa G′ ⊆ I, dobijemo
G∪{S } ⊆ I. Takoder napomenimo da G sadrzˇi danu bazu F od I tako da je G zapravo baza
od I.
Algoritam zavrsˇava kada je G = G′, sˇto znacˇi da S (p, q)
G
= 0 za sve p, q ∈ G. Prema
tome, G je Groebnerova baza od 〈G〉 = I po Teoremu 2.5.6.
Ostaje pokazati da algoritam zavrsˇava. Moramo razmotriti sˇto se dogodi nakon svakog
prolaza kroz glavnu petlju. Skup G se sastoji od G′(stoga G) zajedno sa nenul ostacima od
S polinoma elemenata od G′. Tada je
〈LT (G′)〉 ⊆ 〈LT (G)〉 (2.12)
zbog G′ ⊆ G. Nadalje, ako je G′ , G, tvrdimo da je 〈LT (G′)〉 strogo manji od 〈LT (G)〉.
Da bismo to vidjeli, pretpostavimo da je ostatak r , 0 S-polinoma pridruzˇen u G. Jer je
r ostatak pri dijeljenju sa G′, LT (r) nije dijeljiv s vodec´im cˇlanovima elemenata od G′, i
prema tome, LT (r) < 〈LT (G′)〉. Josˇ LT (r) ∈ 〈LT (G)〉, sˇto dokazuje nasˇu tvrdnju.
Po (2.12), ideali 〈LT (G′)〉 iz uzastopnih ponavljanja iz petlje cˇine uzlazni lanac ideala
u k[x1, . . . , xn]. Prema tome, Teorem 2.4.7 povlacˇi da poslije konacˇnog broja iteracija
lanac c´e se stabilizirati, tako da 〈LT (G′)〉 = 〈LT (G)〉 mora biti na kraju. Po prethodnom
paragrafu, ovo povlacˇi da je G′ = G, tako da algoritam mora zavrsˇiti nakon konacˇnog broja
koraka. 
Groebnerove baze izracˇunate koristec´i prethodni algoritam cˇesto su vec´e nego sˇto je
potrebno. Mozˇemo eliminirati neke nepotrebne generatore koristec´i sljedec´u cˇinjenicu.
Lema 2.6.3. Neka je G Groebnerova baza za polinomijalni ideal I. Neka je p ∈ G polinom
takav da je LT (p) ∈ 〈LT (G − {p})〉. Tada je G − {p} takoder Groebnerova baza za I.
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Dokaz. Znamo da je 〈LT (G)〉 = 〈LT (I)〉. Ako LT (p) ∈ 〈LT (G − {p})〉, tada je 〈LT (G −
{p})〉 = 〈LT (G)〉. Po definiciji, slijedi da je G − {p} takoder Groebnerova baza za I. 
Definicija 2.6.4. Minimalna Groebnerova baza za polinomijalni ideal I je Groebnerova
baza G za I ako je
(i) LC(p) = 1 za sve p ∈ G,
(ii) za sve p ∈ G, LT (p) < 〈LT (G − {p})〉.
Minimalnu Groebnerovu bazu za dani ideal I mozˇemo konstruirati koristec´i Teorem
2.6.2 i prethodnu lemu za eliminiranje nepotrebnih generatora koji su mozˇda bili ukljucˇeni.
Iskoristit c´emo prethodni primjer za racˇunanje minimalne Groebnerove baze. Koristec´i
grlex uredaj, izracˇunali smo Groebnerovu bazu
f1 = x3 − 2xy,
f2 = x2y − 2y2 + x,
f3 = −x2,
f4 = −2xy,
f5 = −2y2 + x.
Primjetimo da su neki od vodec´ih koeficijenata generatora razlicˇiti od 1, tada te generatore
moramo pomnozˇiti odgovarajuc´im koeficijentima. Dalje, primjetimo da je
LT ( f1) = x3 = −x · LT ( f3),
LT ( f2) = x2y = −12 x · LT ( f4).
Po Lemi 2.6.3 mozˇemo eliminirati f1 i f2. Nemamo visˇe slucˇajeva gdje vodec´i cˇlan gene-
ratora dijeli vodec´i cˇlan drugog generatora. Prema tome,
f˜3 = x2,
f˜4 = xy,
f˜5 = y2 − 12 x
je minimalna Groebnerova baza za I.
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Medutim, dani ideal mozˇe imati puno minimalnih Groebnerovih baza. Lako se mozˇe
provjeriti da je
fˆ3 = x2 + axy, f˜4 = xy, f˜5 = y2 − 12 x
takoder minimalna Groebnerova baza, gdje je a ∈ k bilo koja konstanta. Srec´om, mozˇemo
izdvojiti jednu minimalnu bazu koja je bolja od ostalih. Slijedi definicija.
Definicija 2.6.5. Reducirana Groebnerova baza za polinomijalni ideal I je Groebnerova
baza G za I ako vrijedi
(i) LC(p) = 1 za sve p ∈ G,
(ii) za sve p ∈ G, nijedan monom od p ne lezˇi u 〈LT (G − {p})〉.
Primjetimo da u prethodnom primjeru jedino za a = 0 dobivamo reduciranu Groebne-
rovu bazu.
Propozicija 2.6.6. Neka je I , {0} polinomijalni ideal. Tada, za dani monomijalni uredaj,
I ima jedinstvenu reduciranu Groebnerovu bazu.
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Sazˇetak
U ovom radu dokazali smo algoritam za dijeljenje polinoma u visˇe varijabli s obzirom
na fiksni monomijalni uredaj. Algoritam smo dobili prosˇirenjem algoritma dijeljenja po-
linoma u jednoj varijabli. Vidjeli smo da ostatak nije jedinstveno okarakteriziran kao u
slucˇaju jedne varijable. Uvodenjem Groebnerovih baza pokazali smo da algoritam postizˇe
puni potencijal kada je u paru s Groebnerovim bazama. Zatim, smo vidjeli da svaki ne-
nul ideal u prstenu polinoma ima Groebnerovu bazu, te smo naucˇili kako provjeriti je li
dana baza Groebnerova. Pokazali smo kako pomoc´u algoritma dijeljenja i Groebnerovih
baza provjeriti pripadnost polinoma idealu. Na kraju, pokazali smo kako Buchbergerovim
algoritmom konstruirati Greobnerovu bazu.
Summary
In this thesis, we have proved the division algorithm for polynomials in several variables
with respect to a fixed monomial order. We have got this algorithm by extending the
division algorithm for polynomials in one variable. It was shown that the remainder is not
uniquely characterized as in the case of one variable. By introduction Groebner’s basis
we have shown that the algorithm achieves full potential when it is paired with Groebner
basis. Also, every nonzero ideal in a polynomial ring has Groebner base, and we learned
how to check whether the base is Groebner. We showed by using a division algorithm and
Groebner basis how to check if polynomial lies in the ideal. Finally, we showed how to
construct Groebner base with Buchberger’s algorithm.
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