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The measurement of single quanta in a collection of coherently interacting objects is transformative
in the investigations of emergent quantum phenomena. An isolated nuclear-spin ensemble is a
remarkable platform owing to its coherence, but detecting its single spin excitations has remained
elusive. Here, we use an electron spin qubit in a semiconductor quantum dot to sense a single nuclear-
spin excitation (a nuclear magnon) with 1.9-ppm precision via the 200-kHz hyperfine shift on the 28-
GHz qubit frequency. We demonstrate this single-magnon precision across multiple modes identified
by nuclear species and polarity. Finally, we monitor the coherent dynamics of a nuclear magnon and
the emergence of quantum correlations competing against decoherence. A direct extension of this
work is to probe engineered quantum states of the ensemble including long-lived memory states.
An ensemble of coherently interacting spins can host
spectacular examples of spontaneous and driven quan-
tum many-body phases, such as superradiance [1, 2] and
time crystals [3, 4]. Further, if one can access coher-
ently the quanta of such ensembles they can be exploited
for quantum computational tasks [5, 6] and for the stor-
age of quantum information in collective modes of the
ensemble—a quantum memory [7–10]. To this end a
promising avenue is to leverage the remarkable coher-
ence of a nuclear spin system [11, 12], interfaced with an
electron proxy qubit that allows for fast control and read-
out. Most notable progress has been made in the limit
of countable nuclear spins coupled to a central electron;
namely in colour centres within diamond and silicon car-
bide [13–17], silicon-based quantum dots [18], rare-earth
defect spins [19] and donors in silicon [20, 21]. The semi-
conductor quantum dot (QD) is a natural realization of
an altogether more dense, coherent nuclear ensemble [22–
25], again interfaced to a central-electron proxy qubit
[25–32]. The promise of this system lies in the recent
demonstration of the deterministic injection of a single
spin excitation – a nuclear magnon – into the ensem-
ble [33]. Complementing this control with the ability to
detect, or sense, single quantum excitations can reveal
directly the coherent internal dynamics of such a dense
spin ensemble.
Quantum sensors, in their own right, have seen impres-
sive leaps in the detection of few distinguishable nuclear
spins using colour centres in diamond and silicon carbide
[34–39] and rare-earth defect spins [40]. In dense systems
of indistinguishable spins, single-spin detection has only
recently been achieved for electronic ensembles [41, 42];
in contrast, resolution for nuclear ensembles remains at
the level of a few-hundred spins [43]. The ability to sense
a single spin excitation in a dense ensemble of indistin-
guishable nuclei, as desired to observe coherent many-
body phenomena, has been an outstanding challenge.
Here, we achieve quantum sensing of a single nuclear-
spin excitation in a dense ensemble of ∼80,000 nuclei.
After injecting deterministically a single nuclear magnon
into the cooled spin ensemble of a QD [33] (Fig. 1a),
we perform a Ramsey side-of-fringe measurement of the
electron spin resonance (ESR) frequency to sense this ex-
citation (Fig. 1b). Our resolution of 50 kHz on a 28-GHz
electron spin splitting, or 1.9 parts per million (ppm), en-
ables us to sense the 200-kHz hyperfine shift induced by
a single nuclear magnon. Furthermore, we resolve mul-
tiple magnon modes distinguished by atomic species and
spin polarity via the spectral dependence of this hyper-
fine shift. Finally, we observe the time-dependent shift
induced on our sensor by collective Rabi oscillations, as
the electron qubit coherently brings a nuclear magnon in
and out of existence. These dynamics reveal the compe-
tition between the buildup of quantum correlations and
decoherence in this dense spin ensemble.
Our system consists of an optically active central
electron spin coupled via the hyperfine interaction to
N ∼ 80, 000 nuclear spins of In (total spin I = 9/2), Ga
(I = 3/2), and As (I = 3/2). The nuclear ensemble is
prepared optically, via the electron, in a reduced fluctu-
ation state at zero polarization [33, 46]. The Zeeman-
split electron spin is driven with microwave-modulated
optical fields for fast, multi-axis control [47]. All spin
operations occur in a frame rotating at the effective mi-
crowave frequency, chosen to match the ESR. The elec-
tron qubit then generates nuclear spin excitations thanks
to an activated noncollinear hyperfine interaction, arising
from nuclear quadrupolar effects and strain [33, 48]. An
approximate yet elegant Hamiltonian gives an intuitive
picture of the terms relevant to control and sensing of
the nuclear spin system [45], as expressed in the rotating
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Fig.1. Quantum sensing with single-magnon precision. (a) Central spin system of a proxy qubit coupled to a nuclear
ensemble. Driving optically the proxy qubit injects a nuclear magnon into the ensemble. (b) Proxy qubit is used as a quantum
sensor to detect nuclear magnons. (c) Frequency hierarchy: laser ωL = 315 THz, electron Zeeman ωe = 28 GHz, nuclear Zeeman
ωn ≈ 35 MHz, hyperfine constant A ≈ 500 kHz, ESR-frequency precision  = 50 kHz. (d) Side-of-fringe Ramsey interferometry.
Readout/initialization is a resonant pulse from the spin-↓ state to an optically excited state [44]. With (without) a preceding
pi-pulse (not shown) this yields the electron spin population, ρ↑↑ (ρ↓↓), and polarization S = ρ↓↓ − ρ↑↑ [45]. Bloch spheres:
(left) a (pi
2
)x rotation on a spin-↑ electron creates a state along −y. (middle) The electron state precesses at a frequency ∆ω
around the effective magnetic field of a magnon (yellow arrow), accruing a phase 2pi∆ωτ . (right) (pi
2
)−y rotation transfers this
accrued phase to a z-basis polarization, S. (e) Electron polarization, S, versus τ for side-of-fringe and top-of-fringe Ramsey
sequences (orange and pink, respectively) in the presence of a 0 MHz (light) and −6 MHz (dark) ESR shift. Inset represents
the pulse sequence for top-of-fringe (side-of-fringe) Ramsey for k = x (k = y). Solid curves are theoretical fits with T ∗2 ≈ 30 ns
[45]. Grey line indicates the optimum delay, T ∗2 /
√
2. (f) Ramsey-measured shift versus reference detuning from the electron
rotating frame (circles). Solid curve is the one-to-one correspondence. (g) Allan deviation, σa, of Ramsey-measured shift
(yellow circles). The pink solid curve is the quantum limit (photon shot noise). Statistical error bars represent one standard
deviation (e, f).
frame of the electron spin with z as its quantization axis:
H = δSz + ΩSx︸ ︷︷ ︸
qubit drive
− ηΩSyM±︸ ︷︷ ︸
activated
exchange
+ ωnIz︸︷︷︸
nuclear
Zeeman
− 2ASzIz︸ ︷︷ ︸
sensing
. (1)
Si are the electron-spin Pauli operators and Iz is the
component of the total nuclear spin along the external
magnetic field; δ and Ω are the detuning and Rabi fre-
quency of our qubit drive. M± dictates single-magnon
creation and annihilation that change Iz by one unit, ex-
changed against an electronic spin-flip activated by the
qubit drive with a rate ηΩ. The dimensionless constant
3η < 1 captures the strength of the noncollinear hyperfine
interaction [33, 45]. This activated exchange is resonant
at the Hartmann-Hahn condition Ω2+δ2 = ω2n [49], where
the driven qubit’s generalized Rabi frequency matches
the nuclear Zeeman energy (ωn) and thereby supplies the
energy required for a single nuclear-spin flip [33, 47]. The
sensing term of Eq. 1 couples the electron to an effective
magnetic field 2AIz through the hyperfine interaction;
A is the single-nucleus hyperfine constant. Accordingly,
the ESR frequency acts as a magnetic-field sensor, and
we measure the change in Iz of one unit induced by a
single nuclear-spin excitation. Any such change is super-
imposed on an applied external field of 4.5 T, which sets
the electronic Zeeman frequency, ωe, at 28 GHz. In our
system, the ESR shift we predict from a single magnon
is ∼200 kHz [50], underscoring the necessity for a sensing
resolution in the ppm regime, as shown in the frequency
hierarchy of Fig. 1c.
To measure the ESR-frequency shift with sub-200 kHz
precision we employ two-axis Ramsey interferometry in
the maximally sensitive side-of-fringe configuration [51]
(Fig. 1d, Fig. 1e circles). Within the available spin co-
herence time, T ∗2 ≈ 30 ns (Fig. 1e, triangles), a Ramsey
delay of τ = T ∗2 /
√
2 maximizes sensitivity. This control
sequence, illustrated in Fig. 1d, maps linearly a small fre-
quency shift to a change in electronic polarization in the
z-basis. A simple test of this sensing capability is made
in Fig. 1f, whereby we apply a reference detuning during
the sequence. The resulting phase accumulation of the
electron relative to the drive mimics a magnon-induced
ESR shift. The correspondence between this reference
detuning and the shift measured by our sensor confirms
the linearity of this mapping over a megahertz range.
A robust metric to benchmark our sensor performance
is the Allan deviation, which measures the variation in
the electron spin-splitting from run-to-run as a func-
tion of integration time [51, 52]. As shown in Fig. 1g,
the Allan deviation initially scales inversely with the
square root of the integration time, as expected from the
quantum-limited noise of our photonic readout. Beyond
20 s of integration, slow noise on the ESR frequency starts
to dominate. At an integration time of 2000 s we reach
a minimum detectable shift for a single measurement of
the ESR frequency of 100 kHz, or twice the extrapolated
quantum limit of 50 kHz. Finally, we combine a refer-
ence and sense measurement before and after the injec-
tion of a single magnon, ∆ωref and ∆ωsense respectively,
and take their difference ∆ωD = ∆ωsense − ∆ωref on a
microsecond timescale. This step brings us down to the
quantum limit with a differential ESR frequency preci-
sion of 1.9 ppm, and a signal-to-noise ratio of 4 for the
anticipated single magnon shift of 200 kHz.
With a fully characterized quantum sensor, we now
introduce nuclear magnons to the picture with the acti-
vated exchange term in the Hamiltonian (Eq. 1). In the
experimental sequence of Fig. 2a, this comprises the in-
clusion of a magnon-injection pulse between the reference
and sensing measurements. By setting the drive detun-
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Fig.2. Single-magnon spectrum. (a) Experimental pulse
sequence: (1) 11µs of optimal nuclear spin cooling [33, 45],
(2) reference Ramsey measurement, (3) 1.8µs of qubit drive
with detuning δ and fixed Ω = 8 MHz, followed by a readout,
(4) sense Ramsey measurement. (b) Lab-frame eigenstates
of the undriven electron spin dressed with collective nuclear
states, Iz, of arsenic (grey) and indium (black). Pink arrow
illustrates a drive pulse with detuning δ activating a change in
Iz. Thanks to the hyperfine interaction, −2AIzSz, the elec-
tron spin splitting changes. (c) Electron polarization, S, mea-
sured directly after drive (circles). Solid curve is our master
equation model [45]; sidebands occur at once or twice the nu-
clear Zeeman frequencies (ωAsn = 32.5 MHz, ω
In
n = 42 MHz),
illustrated by the shaded peaks below. (d) Reference (purple
circles) and sense (yellow circles) signals, ∆ωref and ∆ωsense
respectively. (e) The differential shift ∆ωD = ∆ωsense−∆ωref
(black circles). Solid curve is our master equation model [45].
(c), (d) and (e) are measured as a function of detuning, δ.
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Fig.3. Erasing a single magnon. (a) Preparation time Tprep is tuned from 5.1µs to 99.1µs within an otherwise fixed
experimental sequence. The reference, drive, and sense steps are the same as for Fig. 2. (b) Detuning dependence of ESR
shifts ∆ωref (purple) and ∆ωsense (yellow) for two preparation ratios: Tprep/Texp ≈ 3 and Tprep/Texp ≈ 30 (circles and triangles,
respectively). (c), (d) ∆ωref (purple circles) and ∆ωsense (yellow circles) as a function of preparation ratio, for Iz − 2 (c) and
Iz − 1 (d) magnon modes. Solid curves are fits to a phenomenological saturation model [45]. Differential shift, ∆ωD, is shown
as a function of preparation ratio (inset); the data have zero slope within error and we show the mean as solid curves.
ing, δ = ±ωn,±2ωn, we can address the Iz → Iz ± 1
and Iz → Iz ± 2 transitions selectively and resonantly,
as seen in Fig. 2a – the quadrupolar nature of the acti-
vated exchange permits single excitations in both ±1 and
±2 magnon modes [33]. Reading out the electron spin
directly after the driving reveals the expected electron-
polarization spectrum (Fig. 2c), evidencing magnonic
injection sidebands at the nuclear Zeeman frequencies
(ωAsn = 32.5 MHz, ω
In
n = 42 MHz) [33]. Following our
optimized sensing prescription (Fig. 1), Fig. 2d presents
the raw frequency shifts measured during the reference
and sense sequences (purple and yellow, respectively).
These signals include both slow noise and residual nu-
clear polarization; their difference, ∆ωD, reveals exclu-
sively the frequency shift due to a single nuclear magnon.
Figure 2e presents this measured ∆ωD as a function
of drive detuning, revealing single excitations in distinct
magnon modes. We observe both positive and negative
shifts of ∼ 200 kHz, as expected from excitations injected
by driving the positive and negative magnon sidebands,
respectively. Indeed, population in the natural magnonic
basis, proportional to Iz, maps directly to the electron-
spin splitting via the hyperfine interaction, and the polar-
ity of the shift makes positive and negative nuclear spin
excitations distinguishable. Further, the power of our dif-
ferential measurement technique is made doubly explicit,
as the 50 kHz precision allows us to resolve clearly the
lower contrast features making up the Iz → Iz±2 peaks.
These correspond to the 2ωAsn and 2ω
In
n resonances of ar-
senic and indium, demonstrating the ability to excite and
sense single collective spin excitations selectively within
sub-ensembles of distinct nuclear species.
Intuitively, the sense signal (yellow circles, Fig. 2d)
and the differential signal (Fig. 2e) exhibit magnon res-
onances; counter-intuitively, so does the reference signal
(purple circles, Fig. 2d). Ideally, the preparation step,
which cools the nuclear spins, fully erases the magnon in-
jected during the previous shot of the experiment, keep-
ing ∆ωref independent of δ. In practice, owing to the
finite preparation time, a residual nuclear polarization
accumulates until a steady state that balances cooling
and driving is reached – an overall process equivalent to
dynamic nuclear polarization [53]. As a result, a cumu-
lative shift of ∼ 1 MHz appears in both the reference
and sensing measurements when δ meets a magnon res-
onance (Fig. 2d). With an asymptotically long prepa-
ration step, this cumulative shift disappears; its value
depends on the time ratio of nuclear spin preparation to
magnon drive, Tprep/Texp (Fig. 3a). Figure 3b shows the
cumulative shift spectra for Tprep/Texp ≈ 3 (circles) and
Tprep/Texp ≈ 30 (triangles); for the larger ratio the cumu-
lative shift is eliminated almost entirely such that ∆ωref is
5less than the single-magnon shift. Figures 3c and 3d sum-
marize the complete dependence of ∆ωref and ∆ωsense on
the preparation ratio, for both Iz − 2 and Iz − 1 magnon
modes, respectively. Extrapolating the fitted curves to
high preparation ratio, we see that ∆ωref (∆ωsense) ap-
proaches zero (the single-magnon shift). As a side note,
this cumulative polarization at small preparation ratios
can also be used to amplify the magnon signal. Impor-
tantly, the differential signal ∆ωD = ∆ωref − ∆ωsense is
independent of the preparation ratio, as demonstrated by
the insets of Figs. 3c and 3d, verifying that ∆ωD mea-
sures the single magnon shift. This untainted detection
of single magnons through the differential signal allows
us in the experiments that follow to operate in a low
preparation regime Tprep/Texp ≈ 3, which is favourable
for sensitivity.
A master-equation simulation of the electron and two
nuclear species (As and In, as in Fig. 2b), in a trun-
cated Hilbert space of 50 states, is used to fit the single-
magnon spectrum [45]. Taking into account spin decoher-
ence and relaxation, which reduce the sensitivity of our
measurements, we arrive at the species-specific single-
nucleus hyperfine interaction constants for our magnons,
AAs = 950 kHz and AIn = 550 kHz [45]. With these
precise estimates, our quantum sensor is now further cal-
ibrated to convert an ESR shift to a magnonic population
in the |Iz ± k〉 excited state ρ±k = ±∆ωD/2kA.
Figure 4 presents an elementary benchmark for sensing
coherent dynamics of a dense nuclear ensemble: Rabi os-
cillations of a single magnon. Via the activated exchange
term of Eq. 1 we drive a magnon mode resonantly for a
time T , before sensing the resulting magnon population,
ρ±k (Fig. 4a). In Figs. 4b and 4c, we observe coher-
ent oscillations in the differential shift – and equivalently
magnon population – as we drive Rabi flopping within
the indium |Iz〉 ↔ |Iz − 1〉 and arsenic |Iz〉 ↔ |Iz − 2〉
modes, respectively. From Eq. 1, the activated exchange
frequency is simply ηΩ [45], where η ∝ √N captures
the relative amplitude of a single nuclear-spin flip that is
collectively enhanced by the presence of N spins in the
same mode [33]. Figure 4d shows the Ω-dependence of
the activated exchange frequency for both modes, with
η1 = 4.8(6) · 10−2 and η2 = 2.5(1) · 10−2, presuming
a linear dependence. This is equivalent to an exchange
between the electron and a nuclear spin excitation dis-
tributed over an effective number N ∼ 300 and N ∼ 200
fully coherent indium and arsenic nuclei, respectively.
That said, a closer inspection of Fig. 4D reveals that
the activated exchange frequency deviates from the pre-
sumed linear Ω dependence and fits best to Ω2.0 (Ω1.1)
for the Iz − 1 (Iz − 2) mode. Such a nonlinearity could
arise if the emerging collective mode competes against en-
semble inhomogeneities [54], and the size of our magnon
mode, N , grows with the drive strength, Ω [45]. Conse-
quently, this observed superlinear Rabi-frequency scaling
Ω
√
N(Ω) = O(Ωβ), β > 1 suggests the presence of drive-
stimulated collective phenomena beyond magnon forma-
tion.
(a)
(b)
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Prepare SenseReference Drive
Fig.4. Sensing coherent dynamics of a dense nuclear
ensemble. (a) Drive time T is tuned from 0µs to 1.7µs
within an otherwise fixed experimental sequence. The pre-
pare, reference and sense steps are the same as for Fig. 2.
(b), (c) Circles present differential shift, ∆ωD, with a 3-
point running average, as a function of drive time T for (b)
Ω = 34 MHz and δ = 21 MHz, resonant with the Iz − 1 mode
at ωInn = 42 MHz; (c) Ω = 35 MHz and δ = 51 MHz, reso-
nant with the Iz − 2 mode at 2ωAsn = 65 MHz. The error
bars are σa. Solid curves are results of our 50-state mas-
ter equation model. We use AIn and AAs from this model
to convert ∆ωD to magnonic population ρ−1 and ρ−2 (right
axis), respectively. (d) Activated exchange frequency versus
qubit-drive Rabi frequency, Ω, for Iz − 1 (orange circles) and
Iz − 2 (blue circles) magnon modes. Error bars represent the
68% confidence interval from the fitted Rabi oscillations [45].
Dashed curves are linear fits, ηΩ, with η1 = 4.8(6) · 10−2 (or-
ange) and η2 = 2.5(1) ·10−2 (blue). Solid curves are superlin-
ear best fits αΩβ ; α1 = 0.002(
+8
−1) and β1 = 2.0(5) (orange);
α2 = 0.014(
+17
−8 ) and β2 = 1.1(2) (blue). Inset shows state
overlap F as a function of Ω.
6This drive-enhanced magnon coherence in turn im-
proves the degree of entanglement of the proxy
qubit with the nuclear ensemble. We quantify
this via the state overlap, F = 〈ψ| ρ |ψ〉θ,φ [55],
of a generalized electron-nuclear Bell state |ψ〉 =
exp(iθSx/2) [|↓, Iz〉+ exp(iφ) |↑, Iz − 1〉] with the sys-
tem’s full density matrix, ρ, extracted from fits to Figs.
4b and 4c (solid curves) [45]; θ represents a rotation of
the electron spin and φ is a relative phase. The inset of
Fig. 4d shows that F beats the non-classicality threshold
of 0.5 for each of our drive strengths (orange circles), and
grows with drive strength, reaching 0.56 at our maximum
Rabi frequency Ω = 34 MHz and T = 100 ns ∼ 1/4ηΩ.
This places the magnon modes of our system comfortably
in the quantum-correlated regime.
With proxy-qubit sensing of single spin excitations in a
dense nuclear ensemble we have opened a high-precision
window into the many-body dynamics of this strongly
interacting system. Our results already reveal species-
selective coherent dynamics and the emergence of drive-
enhanced quantum correlations. In the future the same
tools can be applied to the investigation of spin-wave su-
perposition states and the verification of quantum-state
transfer into long-lived collective memory states. With
the addition of global nuclear-spin control, this work can
also be expanded towards fully fledged tomography of
strongly correlated many-body states.
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I. EXPERIMENTAL SETUP
A. Quantum-dot device
Our quantum-dot (QD) device is from the same wafer
as QD devices used in previous works [1–3]. Self-
assembled InGaAs QDs are grown by Molecular Beam
Epitaxy and integrated inside a Schottky diode structure
[4], above a distributed Bragg reflector (DBR) to maxi-
mize photon-outcoupling efficiency (Fig. S1). There is a
35-nm tunnel barrier between the n-doped layer and the
QDs, and a blocking barrier above the QD layer to pre-
vent charge leakage. The Schottky diode structure is elec-
trically contacted through Ohmic AuGeNi contacts to
the n-doped layer, and a semitransparent Ti gate (6 nm)
is evaporated onto the surface of the sample. The pho-
ton collection is enhanced by the placement of a super-
hemispherical cubic zirconia solid immersion lens (SIL)
on the top Schottky contact of the sample. We estimate
a photon-outcoupling efficiency of 10% for QDs with an
emission wavelength around 950 nm.
B. Optical and microwave system
A schematic of the experiment is shown in Fig. S2. The
QD device is placed in a bath cryostat at 4 K. A magnetic
field is applied transverse to the QD growth axis (Voigt
geometry). Two laser systems are combined and sent to
the QD: a microwave-modulated Raman laser system and
a resonant readout laser (Newport NF laser). A cross-
polarization confocal microscope is used for excitation
and low-background fluorescence collection; fluorescence
also passes through an optical grating filter with a 20-
GHz passband.
The Raman laser source is a TOPTICA TA Pro. Ra-
man beams are generated by modulating a fibre-based
EOSPACE electro-optic amplitude modulator (EOM)
with a phase- and amplitude-controlled 14-GHz mi-
crowave tone, constructed as follows. A Rohde &
Schwartz 22-GHz microwave frequency source generates a
fixed amplitude tone at 11 GHz, which is frequency mixed
(Mini Circuits mixer ZX05-24MH-S+) with the output of
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Fig.S1. Sample heterostructure. A 3D render of the
sample heterostructure (not to scale) with a cut-out above
the QD layer.
a Tektronix arbitrary waveform generator (AWG70001A,
25 GSamples/s) operated at ∼ 3 GHz. The mixer out-
put is high-pass filtered to remove undesired frequency
components and retain only a ∼ 14 GHz tone, and am-
plified to a peak power of 25 dBm. The Raman beams,
with a combined optical power of ∼1 mW at the device,
are passed through a quarter-wave plate and arrive at
the quantum dot with near circular polarization at a red
single-photon detuning ∆ >∼ 800 GHz. The first-order
EOM sidebands are two coherent laser fields whose en-
ergy difference can be made resonant with the electron
spin resonance (ESR), as per this work 28 GHz (corre-
sponding to an applied magnetic field Bz = 4.5 T), lead-
ing to a two-photon detuning δ ≈ 0.
II. PULSE SEQUENCES
A single repeating unit of the full experimental pulse
sequence is depicted schematically in Fig. S3. It is split
into two very similar sequences, which differ only in the
electron spin population that is interrogated. Both are
preceded by 11µs of nuclear spin preparation, unless oth-
erwise stated, equating to a preparation ratio of ∼ 3.
This preparation ensures we always start with a cooled
nuclear spin bath. Cooling is performed by driving the
electron spin with a Rabi frequency, Ωcool, of 13 MHz
whilst exciting resonantly the optical transition between
electron spin-↓ and the lowest-energy trion excited state,
with a saturation parameter of 0.5 [3]. This resonant ex-
citation optically pumps the electron, which engineers an
effective linewidth for the spin-↓ state of Γp = 35 MHz.
To interrogate the electronic populations we again op-
tically pump the electron from spin-↓ to spin-↑ via the
excited trion state. We do so for 150 ns, which is much
longer than the optical pumping time (∼ 2 ns), in or-
der to reach high-fidelity initialization. The resulting
brightness, integrated over the first 50 ns of this read-
out pulse, is directly proportional to spin-↓ population,
ρ↓↓. In the second half of the experimental sequence we
precede this readout with a spin inversion of the electron
(Fig. S3), yielding a brightness which is instead pro-
portional to spin-↑ population, ρ↑↑; in this way we can
extract both populations and thus electron spin polariza-
tion S = ρ↓↓ − ρ↑↑. Taking the normalized difference of
our readouts to obtain spin polarization allows us to can-
cel any noise that would arise from a drift in outcoupling
efficiency.
For an individual control pulse on the qubit we can set
its timing, duration, Rabi frequency, phase and detuning.
This is thanks to the effective microwave control over the
spin qubit provided by our two-photon Raman process.
We modify our Raman beams via the power, phase and
frequency of the EOM’s microwave drive, which in turn
control the Rabi frequency, phase and detuning of the
qubit drive, respectively. An experimental sequence is
thus defined by a microwave signal where all of these
parameters, along with pulse timings, are set program-
matically with our AWG, at a sampling rate of 25 GSam-
ples/s.
III. CALIBRATIONS
Before any experiment we calibrate the Ramsey con-
trol sequence used for magnon sensing. Specifically we
aim to configure the Ramsey interferometer in the ideal
side-of-fringe configuration, which is maximally sensitive
to small magnon-induced ESR frequency shifts. Firstly,
we calibrate the qubit-drive pulse duration required in
order to perform a pi2 -rotation of the electron spin, which
is simply a quarter of a Rabi period. To this end we drive
Rabi oscillations of the qubit for many periods (Fig. S4a)
to extract the Rabi frequency, Ω = 280 MHz, and thus
the gate time, 1/4Ω = 0.89 ns. Secondly, we calibrate
the drive frequency used for the pi2 -rotations. In the ideal
case, we simply set this to the bare ESR frequency, mean-
ing all rotations occur in a frame rotating with the qubit.
In reality, there are two systematic pulse errors that we
calibrate and correct using appropriate drive detunings,
as detailed below. In this way we ensure that the rotating
frame of the drive matches the qubit at all times.
A. Pulse compensation
The high optical power used during a pi2 -pulse leads to
a differential optical Stark shift on the two spin eigen-
states. If left unchecked, this effective detuning of the
3Fig.S2. Experimental schematic. Amplitude modulation of a single-frequency (ωL) laser with an EOM driven by a
microwave tone (ωµw) produces two sidebands for spin-control. Encoding a phase step ∆φµw in the microwave signal produces
a change of relative phase 2∆φµw between the two sidebands. These then drive two-photon Raman transitions between the
energy levels of a negatively charged QD, as shown on the right. The optical fields have a single-photon detuning from the
excited state of ∆ = 800 GHz, and a two-photon detuning from the ESR of δ. Resonant laser pulses optically pump the electron
spin at specific moments during the experimental sequence; this serves both to initialize the electron prior to spin control and
to read out the population of the spin-↓ state. Photons scattered back through the polarization- and frequency-filtered confocal
microscope are detected on a Quantum Opus superconducting-nanowire single-photon detector (SNSPD).
Prepare SenseReference Drive
Repeat
SenseReference Drive
= Control
Readout/
Initialize
= Cooling
=
Prepare
Fig.S3. Experimental pulse sequence. Full experimental pulse sequence for magnon sensing. Timings are not to scale;
preparation (red-blue pulses) typically has a ∼ 70% duty cycle. The two halves of the sequence differ only in which electron
spin population is probed (purple versus yellow readout pulses). Spin rotations on the electron (pink pulses) are labeled with
the rotation angle and axis of rotation on the Bloch sphere; the inlaid white curves depict the qubit drive field, and show how
steps in its phase can control the axis of rotation.
qubit drive leads to rotations which are not about the
desired axes. We compensate this effect by changing the
drive frequency used during the pulse by δpulse to match
the shifted qubit frequency. To find the correct δpulse we
use a side-of-fringe Ramsey sequence with zero Ramsey
delay (τ = 0), i.e. a (pi2 )x rotation followed immediately
by a (pi2 )y rotation (Fig. S4b inset). At the zero-crossing
of electron polarization, S, versus δpulse (orange circles),
we have applied the correct detuning, δpulse ≈ −20 MHz,
to configure the Ramsey interferometer on the side-of-
fringe.
B. Free-precession compensation
The second systematic pulse error is a detuning orig-
inating from the nuclear-preparation step of the experi-
mental sequence (Fig. S3). We engineer feedback on the
nuclear polarization in order to lock the ESR frequency
to that of our qubit drive. With the drive frequency set
equal to the bare ESR, this defines a lockpoint around
zero nuclear polarization, 〈Iz〉 ≈ 0 [3]. Crucially, part
of this feedback requires resonant pumping of the opti-
cal transition, as in Fig. S2, which optically Stark shifts
the lockpoint away from the drive frequency by a few
megahertz. Such a shift between the locked ESR fre-
quency and the drive is precisely what we detect dur-
ing the free precession of a Ramsey sequence. Indeed it
would be added to any magnon-induced ESR shift we
hope to measure, obfuscating single-magnon detection.
To this end, we cancel the optically induced ESR shift
with an opposite detuning on the qubit drive, δfree, dur-
ing free precession. Since the drive is off during this time,
a detuning is instead applied as a phase, 2piδfreeτ , to the
4(a)
(b) (c) (d)
Fig.S4. Ramsey interferometry calibrations. (a) Rabi oscillations of the electron spin (blue circles) fitted with a mono-
exponentially decaying sinusoid (solid curve). These counts are obtained after 4s of a sequence with a readout duty cycle as in
Fig. S3. From this we extract a Rabi frequency of Ω = 280 MHz and thus calibrate the pulse duration required for pi
2
-rotation,
i.e. 1/4Ω = 0.89 ns. (b) Compensating a systematic pulse error present during each pi
2
-rotation in our Ramsey sequence.
Electron polarization measured after a side-of-fringe Ramsey sequence at zero delay (inset) is plotted versus the correction
detuning, δpulse, (orange circles). A sinusoidal fit (solid curve) yields a zero-crossing of δpulse ≈ −20 MHz. (c) Compensating
a systematic detuning present during free precession. Electron polarization measured after a side-of-fringe Ramsey sequence
at finite delay, τ ≈ 20 ns, (inset) is plotted versus the correction detuning, δfree, (orange circles). A sinusoidal fit (solid curve)
yields a zero-crossing of δfree ≈ −3.5 MHz. (d) Ramsey interferometry signals after careful calibration for both top-of-fringe
(pink circles) and side-of-fringe (orange circles) configurations. The former is fitted to a Gaussian free-induction decay (pink
curve), from which we obtain the characteristic decay time T ∗2 ≈ 30 ns. In the latter, electron spin polarization is pinned to 0
(orange curve), i.e. the side of a Ramsey fringe.
second Ramsey pulse. To find the correct δfree we use a
side-of-fringe Ramsey sequence with a finite delay (Fig.
S4c inset), again looking for the zero crossing of electron
polarization versus δfree. At this point the rotating frame
defined by the drive frequency is matched precisely to the
qubit. This means that as we scan τ in Fig. S4d (orange
circles) there is no phase accumulation of the qubit, and
electron polarization is pinned to the side-of-fringe.
IV. RAMSEY MEASUREMENTS
A. Optimal Ramsey sequence
Having calibrated our Ramsey interferometer to the
side-of-fringe configuration, we expect the signal in elec-
tron polarization to obey the following equation:
Ssense = ρsense↓↓ − ρsense↑↑ = e
− τ
T∗2
2
sin(2piτ∆ωsense). (1)
Here we map a small phase angle, 2piτ∆ωsense,
to a change in electron polarization linearly, com-
pared to a top-of-fringe configuration, which goes as
cos(2piτ∆ωsense), where there is a less sensitive quadratic
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Fig.S5. Allan deviation of ESR frequency. (a) Time
trace of repeated measurements of the ESR shift, ∆ωref, (pur-
ple curve). (b) Purple curve is the overlapping Allan devia-
tion, σa, calculated from the above time-series, as a function
of integration time; i.e. the time over which we average the
measured ESR shift. We multiply the dimensionless σa by the
qubit frequency, ωe, to obtain the absolute ESR-frequency
stability on the right axis. The single-magnon ESR shift
is ∼ 200 kHz, which defines the signal-to-noise ratio (SNR)
thresholds depicted. The extrapolated short-time behavior
(pink curve) scales inversely with the square root of the inte-
gration time.
mapping. Both situations are depicted in Fig. S4d for
∆ωsense = 0. In the latter configuration we can extract
the characteristic decay time T ∗2 ≈ 30 ns, which sets the
maximum Ramsey delay we can use for sensing before
the qubit loses its coherence. During this time the phase
accumulation we expect due to a ∼ 200 kHz ESR shift
is only ∼ 0.01pi. For small angles such as this, a lin-
ear mapping to electron polarization is clearly advanta-
geous. To a good approximation the expected signal is
then Ssense ≈ e−(τ/T∗2 )22piτ∆ωsense, which has a maxi-
mum at τ = T ∗2 /
√
2. As such we conclude that a Ramsey
interferometer configured on the side-of-fringe and fixed
at this delay is the most sensitive sequence for detecting
sub-200 kHz ESR shifts [5].
B. Sensor performance: Allan deviation
We characterize sensor performance by using our pre-
cision Ramsey sequence to make repeated measurements
of the reference ESR shift, ∆ωref, at a sampling rate of
1 Hz. The time-trace of these measurements over the
course of one hour is presented in Fig. S5a, where we have
smoothed the data with a 100 second moving average.
Since there is no magnon injection we expect to measure
no shift from the bare electron spin splitting, and so an
average ∆ωref = 0. There is, however, a small ∼ 500 kHz
error in the δfree calibration, which has shifted the mean;
this has no consequence for the following discussion as
we only seek to quantify the variations in ∆ωref. From
the time trace in Fig. S5a we can see qualitatively that
there are slow drifts in the ESR shift on top of higher
frequency noise. To quantify this we calculate the Allan
deviation from our series of m = 3600 samples {∆ωrefi }
[6], which we first divide by the qubit frequency, ωe, to
obtain dimensionless, fractional frequencies {f refi }. For
an integration time of n seconds, the overlapping Allan
variance [7] is then given by
σ2a(n) =
1
2n2(m− 2n+ 1)
m−2n∑
j=0
j+n−1∑
i=j
f refi+n − f refi
2 .
(2)
The square-root of this quantity—plotted in S5b as a
function of the averaging time (purple circles)—is a met-
ric of the fluctuations in the qubit frequency. We are
characterising fluctuations in the ESR frequency with
precisely the method we use to detect the single magnon
ESR shift. As such this metric captures all the noise
sources we can expect to limit the precision of an ESR
shift measurement. Practical limitations mean that we
can only operate with an averaging time of up to 2000 sec-
onds. In this regime fluctuations in ESR shift are twice
what would be expected from the quantum-limited noise
of our photonic readout, which is given by the extrapo-
lation of the short averaging-time behaviour. These low-
frequency additional noise sources could be both physical
and technical. For example there may be slow drifts in
nuclear polarization on the 100 kHz scale that are not
eliminated by nuclear spin preparation. Additionally
noise could stem from slow drifts in optical power, alter-
ing the systematic detunings, δpulse and δfree, that were
calibrated for in section III. Regardless of the source, we
outline in the main text how these slow drifts can be
eliminated with a differential measurement.
V. MODELLING MAGNON DYNAMICS AS
SIMPLE HARMONIC MOTION
We wish to model the injection of a magnon into N
nuclear spins as the drive of a two level system with a
non-degenerate ground state |g, T 〉 and an N -fold degen-
erate excited state |e, T 〉 (Fig. S6): an exact model for a
fully polarized nuclear ensemble. Presently, we neglect an
additional state |g,R〉 represented in Fig. S6, which later
will come to represent the leakage of population from the
target manifold T to an undesired residual manifold R.
The single-nucleus Rabi frequency is given by Ω′ = αΩ
6Fig.S6. Magnon dynamics as a two-level system.
Energy level diagram representing the two-level system
{|g, T 〉 , |e, T 〉} used to model simplified magnon dynamics.
The excited state is N -fold degenerate, each with a randomly
distributed detuning δe. Ω
′ is the single-nucleus Rabi fre-
quency, which couples each degenerate excited state to the
ground state. |g,R〉 is a single state which models the leak-
age of population out of the target manifold T .
where Ω is the qubit-drive Rabi frequency. Working in
the rotating frame we then find that the probability am-
plitudes ag and {ae}1..N for being in the ground and ex-
cited states, respectively, are captured by the following
equations:
ia˙e = Ω
′ageiδet
ia˙g = Ω
′∑
e
aee
−iδet (3)
where we have made the rotating wave approxima-
tion. Strain inhomogeneities in a QD couple with the
quadrupolar Hamiltonian to produce an inhomogeneous
distribution of nuclear resonances [8–10], captured here
by a randomly distributed δe (Fig. S6).
Equations 3 can be decoupled, and expressed through
an integro-differential equation after taking ag(0) = 1:
a˙g = −Ω′2
∑
e
∫ t
0
dt′ag(t′)eiδe(t
′−t) (4)
In the asymptotic N -limit, δe is described by a spectral
distribution S(δ), where
∫
dδS(δ) = N , and equation 4
takes the form:
a˙g
N→∞−−−−→ −Ω′2
∫ t
0
dt′ag(t′)
∫ ∞
−∞
dδS(δ)eiδ(t
′−t) (5)
Assuming a Lorentzian distribution for S(δ), with a full
width at half maximum of ∆, simplifies equation 5 yield-
ing
a˙g = −NΩ′2
∫ t
0
dt′ag(t′) exp{∆(t′ − t)} (6)
This is a standard example of a Delay Differential Equa-
tion, which can be solved exactly. Differentiating equa-
tion 6 using the Leibnitz rule, we arrive at a linear second
order differential equation:
a¨g = −NΩ′2ag −∆a˙g (7)
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Fig.S7. ESR shift spectra. The absolute value of the ESR-
shift spectra (negative drive detunings only) measured during
reference and sense sequences (purple and yellow circles, re-
spectively) for varying preparation ratio. Preparation-ratio
ranges from 1.4 (top) to 27.5 (bottom). Solid curves are lin-
ear interpolations between data points. Spectra have been
offset by 1 MHz for clarity.
which we immediately recognize as that which governs
simple harmonic motion. This can be solved easily using
the ansatz ag ∝ eλt, yielding:
λ± = −∆
2
±
√
∆2
4
−NΩ′2 (8)
In this way we have simplified the dynamics of magnon
injection to damped simple harmonic motion with a
damping rate Γ = ∆/2 and a collectively enhanced drive
strength Ωexc =
√
NΩ′.
At this point point we note that the above solution
predicts unphysically that the probability of being in the
ground state at infinite time is zero, as opposed to 1/2.
To rectify this we now return to consider the additional
ground state |g,R〉 in Fig. S6, which captures approxi-
mately the leakage of population into the manifoldR con-
sisting of all other consistent ground states in the system.
This leakage will be at its maximum in our case since
we operate around zero nuclear polarization [11]. With
this extension to the above calculation we again recover
simple harmonic motion, but crucially we find that the
probability to be in this now two-fold degenerate ground
state manifold decays to 1/2 as desired.
7VI. EXTENDED DATA
A. ESR-shift spectra
In Figs. 3c and 3d of the main text we present the
ESR shifts measured after driving the Iz − 2 and Iz − 1
magnon modes, respectively. Specifically, we plot these
shifts, whose magnitude we attribute to dynamic nuclear
polarization (DNP) that accumulates from one cycle of
the pulse sequence to the next, versus preparation ratio,
r = Tprep/Texp. These shifts have been extracted from
the fitted amplitudes of the corresponding spectral fea-
tures of Fig. S7, where we offset the spectra for clarity.
Each spectrum is obtained after 1.8µs of qubit drive with
a Rabi frequency of 8 MHz. For the Iz − 2 mode we can
extract the amplitude of the spectrally resolved −2ωInn
feature, whereas for the Iz − 1 mode we can only fit the
unresolved −ωInn /−ωAsn feature. Nevertheless, in Fig. S7
we see explicitly the quenching of DNP as we increase
the fraction of time spent cooling the nuclear ensemble.
As such, for the largest preparation ratio, the spectrum
of ESR shift measured prior to exciting a magnon, ∆ωref,
approaches zero, and that measured after, ∆ωsense, ap-
proaches the single-magnon spectrum. In Figs. 3c and
3d of the main text we capture the r-dependence of the
measured ESR shifts with the following phenomenologi-
cal functional form:
∆ωref(r; a, b) =
a
1 + r/b
∆ωsense(r; a, b, c) = ∆ωref(r; a, b) + c
(9)
We optimize a, b and c for ∆ωref and ∆ωsense simul-
taneously with a least-squares fitting algorithm. The
resulting parameters are a = 15(8) MHz, b = 0.3(2),
c = 210(50) kHz for the Iz − 1 mode and a = 9(3) MHz,
b = 0.6(3), c = 200(70) kHz for the Iz − 2 mode.
B. Magnon oscillations
In Figs. S8 and S9 we present supplementary data to
Fig. 4 of the main text, which depict the time-resolved
ESR shifts under resonant driving of the Iz−1 and Iz−2
modes, respectively. For multiple drive Rabi frequen-
cies we plot both the cumulative and differential shifts,
the former being enhanced by the accumulation of DNP
because we operate with a preparation ratio of only 3.
For both magnon modes we divide these cumulative ESR
shifts by 2A to convert to the corresponding DNP, ∆Iz.
Similarly, we also convert the differential shift to magnon
population in the |Iz − 1〉 and |Iz − 2〉 states by dividing
by 2A and 4A respectively. To obtain the drive Rabi-
frequency dependence of the coherent dynamics we fit
the oscillatory behaviour of ∆ωD to that of a damped
Fig.S8. Rabi oscillations of |Iz〉 ↔ |Iz − 1〉 transition.
(left) Absolute value of the ESR shifts, |∆ωref| and |∆ωsense|,
measured during time-resolved driving of the |Iz〉 ↔ |Iz − 1〉
transition (purple and yellow circles, respectively). To con-
vert these shifts to the corresponding accumulated DNP (right
axis) we dividing by 2A. (right) The difference of these two
shifts, ∆ωD, is the single magnon ESR shift (orange circles).
We plot its negative here for clarity, and also convert to popu-
lation in the |Iz − 1〉 state, ρ−1 = −∆ωD/2A, (right axis). We
fit the time evolution to that of a damped harmonic oscillator
(solid curves). The dotted lines are a guide to the eye, depict-
ing the approximate pi-time of the electron-magnon exchange
for each drive Rabi frequency, Ω.
harmonic oscillator, as per section V:
∆ωD = ω0
[
1− e
−ΓT
2
(
eiT
√
Ω2exc−Γ2 + e−iT
√
Ω2exc−Γ2
)]
.
(10)
We leave the fitting algorithm free to explore both the
over- and under-damped regimes, but as can be seen
from Figs. S8 and S9 it returns under-damped motion as
the best fit in all cases. The fitted exchange frequency,
Ωexc/2pi, is what is plotted in Fig. 4d of the main text.
8Fig.S9. Rabi oscillations of |Iz〉 ↔ |Iz − 2〉 transition.
(left) Absolute ESR shifts, |∆ωref| and |∆ωsense|, as in Fig.
S8, but now for time resolved driving of the |Iz〉 ↔ |Iz − 2〉
transition. (right) The negative differential shift, −∆ωD, as
in Fig. S8, except we instead must calculate population in
the |Iz − 2〉 state, ρ−2 = −∆ωD/4A.
VII. MODELLING THE ELECTRON-NUCLEAR
INTERFACE
A. System Hamiltonian
We consider the following system Hamiltonian [3, 11,
12] representing an electron spin qubit and the collective
states of two nuclear species, arsenic (As) and indium
(In):
Htot =δSz + ΩSx + ωn,AsIz,As + ωn,InIz,In
− 2Sz(AAsIz,As +AInIz,In)
+ Sz
∑
j
∑
k
Anc,j,k
(
M+j,k +M
−
j,k
) (11)
The terms δSz + ΩSx are control of the electronic spin
Si = σi/2 (σi are the Pauli operators), which is split by
ωe by an external magnetic field Bz, and addressed in
the spin’s rotating frame via a resonant drive with Rabi
frequency Ω and detuning δ (we have made the rotating-
wave approximation); the drive comes from an optically
stimulated Raman process [3, 12]. The collective states
of the nuclear spins are captured by the projection of
their total angular momentum along the external field,
i.e. their polarizations Iz,As and Iz,In. The Zeeman ef-
fect on the nuclei is represented by ωn,AsIz,As +ωn,InIz,In,
where ωn,As and ωn,In are the nuclear Zeeman frequen-
cies for As and In, respectively. The contact hyperfine
interaction between the electron and the nuclei takes the
form −2Sz(AAsIz,As + AInIz,In), where AAs and AIn are
the hyperfine constants per nuclear spin – here we have
ignored the transverse part of the hyperfine interaction
which at high magnetic field is suppressed by 1/ωe, and
we have considered a homogeneous interaction between
the electron and the nuclear spins. The energy level dia-
gram (in the lab frame) is shown in Fig. S10.
The non-collinear Hamiltonian Anc,j,kSzM
±
j,k arises
from dressing the hyperfine term −2SzAjIz,j with strain-
induced quadrupolar nuclear effects[3, 4, 11–13]. The
operators M±j,k allow a change in the collective nuclear
projection Iz,j of species j – nuclear magnon (spin-
wave) modes of two polarities (±) and two types (sin-
gle k = 1 or double k = 2) – when coupled with an
electron spin flip in the driven (dressed-state) basis; in
other words a Hartmann-Hahn resonance Ω2 +δ2 = ω2n,j .
The strength of this interaction is captured by the energy
scale Anc,j,k =
√
g(Ij)Nj (AjBQ,j/ωn,j) f(θj), where we
have used a
√
Nj collective enhancement according to
the number of nuclei of each species Nj [14]. BQ,j and
pi/2− θj are the quadrupolar interaction energy and an-
gle relative to the external magnetic field. The scaling
factor g(Ij) is a function of the total spin of each species,
g(IAs = 3/2) = 6 and g(IIn = 9/2) = 1584/5, and is de-
rived from the quadrupolar nature of the magnon opera-
tors [12]. f is a trigonometric function of the quadrupolar
angle θj . The Hamiltonian in Eq. 11 is the one used for
numerical simulations.
1. Approximate Hamiltonian
In the main text, we have simplified the Hamiltonian
by further dressing the driven electron with the non-
collinear Hamiltonian [3, 13], which is valid in prox-
imity of the Hartmann-Hahn resonance, δ2 + Ω2 ≈
ω2n,j . This yields the electron-activated exchange term
9As
In
Fig.S10. Magnon level scheme. Lab-frame eigenstates of the undriven electron spin dressed with collective nuclear states,
Iz, of arsenic (black) and indium (grey). Yellow arrow represents qubit drive with Rabi frequency Ω, which in turn activates the
magnon injection (orange arrow) thanks to the quadrupolar-enabled noncollinear hyperfine interaction. The ladder of states is
anharmonic since the dressed electronic excited (ground) state shifts by ωn,jIz,j +AjIz,j (ωn,jIz,j −AjIz,j), for nuclear species
j.
−∑j,k ηj,kΩSyM±j,k, where the driven electron is more
explicit (i.e. ΩSy). The simplified Hamiltonian, per nu-
clear species j, then becomes:
H =δSz + ΩSx + ωn,jIz,j
− 2SzAjIz,j
−
2∑
k=1
ηj,kΩSyM
±
j,k
For clarity, the Hamiltonian of equation 1 in the main
text considers only a single nuclear species, thus sup-
pressing index j, and by assuming proximity to the res-
onance δ2 + Ω2 ≈ ω2n, we take only the k = 1 mode
(and so suppress index k). In this parametrization, the
strength of the electron activated exchange terms, rela-
tive to driving the ESR resonantly at Rabi frequency Ω,
is conveniently captured by the dimensionless parameters
η±j,k:
η±As,1 =
Anc,As,1
ωn,As
=
AAsBQ,As
ω2n,As
√
6NAs sin(2θAs)
η±As,2 =
Anc,As,2
2ωn,As
=
AAsBQ,As
2ω2n,As
√
6NAs cos
2(θAs)
η±In,1 =
Anc,In,1
ωn,In
=
AInBQ,In
ω2n,In
√
1584NIn
5
sin(2θIn)
η±In,2 =
Anc,In,2
2ωn,In
=
AInBQ,In
2ω2n,In
√
1584NIn
5
cos2(θIn).
B. Master equation
We calculate the evolution of the system according to
the following master equation:
∂ρ(t|δ)
∂t
= i[ρ(t|δ), Htot(δ)]
+
∑
j∈(As,In)
2∑
l=−2
L(
√
Γn,j
2
|Iz,j + l〉〈Iz,j + l|)
+ L(
√
Γe
2
σz)
+ L(
√
Ω
2Q
σx)
+ L(
√
Γp
2
σ+)
where ρ(t|δ) is the density operator conditional on an
initial detuning caused by the Overhauser field δ =
2(AAsIz,As +AInIz,In); L(a) = aρ(t|δ)a†−{a†a, ρ(t|δ)}/2
is the Lindblad operator; Γn is broadening of the collec-
tive nuclear states,which acts as a pure dephasing term
on the nuclei; Γe is a pure dephasing rate on the elec-
tron (L(σz)). Importantly, the sum effect of electron and
nuclear dephasing terms are constrained in simulation to
replicate the experimental measurement via a Hahn Echo
of T2 = 2000 ns, the electron’s homogeneous dephasing
time. Ω/Q represents a non-resonant, optical power-
dependent electron spin relaxation mechanism (L(σx)),
where Q = Q(∆) is a proportionality factor between the
relaxation rate and our optically-driven ESR that will
depend on the Raman laser detuning ∆, as identified in
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our previous work[12]; and Γp is an optical electron spin
pumping term (L(σ+)) that is turned on when initialising
the electron and cooling the nuclear ensemble.
C. Simulation
We use the QuTip[15] package for numerical integra-
tion of our quantum master equation. Each step of our
pulse sequence is simulated using the master equation
solver with the appropriately tuned Hamiltonian and de-
phasing terms.
To make the calculation tractable, we truncate the
Hilbert space of the problem to capture only first-order
transitions M±j,k (k ∈ 1, 2). We calculate the dynam-
ics for each species, j, only over the corresponding five-
dimensional subspace {|Iz,j + l〉 : l = −2,−1, 0,+1,+2},
as shown in Fig. S10. Over this restricted space, we take
the initial nuclear density operator to be a pure state
|↑, Iz,As, Iz,In〉 (where the Overhauser shift AAsIz,As +
AInIz,In makes the drive detuning δ = 0). We capture
the effect of Overhauser field fluctuations – leading to
inhomogeneous dephasing of the electron spin (T ∗2 ) – by
taking realizations of the above master equation for val-
ues taken across the cooled Overhauser distribution
p(δ) =
1√
2piσ2δ
exp
(
− δ
2
2σ2δ
)
,
where σδ =
√
2/T ∗2 . The ensemble density operator, χ,
is then calculated by averaging the conditional density
operator ρ(t|δ) over the different initial configurations
χ(t) =
∫
dδ p(δ)ρ(t|δ).
Figure S11 presents the full results for a simulation
where the drive time is varied and the system variables
are extracted directly following magnon injection and fol-
lowing a side-of-fringe Ramsey sequence, as executed ex-
perimentally in the context of Fig. 4 of the main text.
Here Ω = 34 MHz and δ = 21 MHz, which targets the
Hartmann-Hahn resonance condition with the indium
first sideband at ωIn = 42 MHz, as reported via the dif-
ferential shift in Fig. 4b of the main text.
1. Coherence times
Our dephasing parameters are verified against two in-
dependently measured quantities: the inhomogeneous
dephasing time T ∗2 , which we obtain by simulating a
Ramsey experiment; the homogeneous dephasing time
T2, which we obtain by simulating a Hahn Echo. In
both cases the simulation parameters are constrained
such that these values agree with experimentally mea-
sured parameters.
2. Spectrum
We obtain our simulated spectrum by implementing
the following pulse sequence: Reference Ramsey se-
quence, electron re-initialization, magnon sideband drive
at a fixed drive time and Rabi frequency Ω (same as
experiment) and a variable detuning δ, electron re-
initialization, sense Ramsey sequence. At each step, and
in particular after the sense Ramsey sequence, we can
extract the electron polarization S = 2〈Sz〉 from the av-
erage density matrix χ(t), and plot it versus drive detun-
ing.
3. Time dependence
We obtain our simulated drive-time dependence by
implementing the following pulse sequence: Reference
Ramsey sequence, electron re-initialization, magnon side-
band drive at a fixed detuning δ and Rabi frequency Ω
(matching the experimental settings) and for a variable
drive time T , electron re-initialization, sense Ramsey se-
quence. At each step, and in particular after the sense
Ramsey sequence, we can extract the electron polariza-
tion S = 2〈Sz〉 from the average density matrix χ(t), and
plot it versus drive time T .
4. Effects of dynamic nuclear polarization
We account in simulations for the effects of the MHz-
scale dynamic nuclear polarization present during our ex-
periments (as reported in Fig. 3 of the main text) by
fitting our experimental reference signal as a function of
drive time. We then feed this into our simulation as a
drive-time dependent detuning δ. As an example, this is
shown in Fig. S11c, where the simulated reference signal
(black curve) depends on drive time and reproduces the
expected MHz-scale ESR shift.
5. Effects of dephasing parameters
In figure S12, we explore the dependence of magnon
dynamics on four dephasing parameters: Γn, Γe, Q, and
T ∗2 .
D. Summary of model parameters
In Table S1, we list a number of parameters which
are used as fixed inputs to the model, based on previous
studies or inferred from independent measurements.
From previous measurements of QDs on this wafer [1],
we consider a QD composition of In0.5Ga0.5As. Total hy-
perfine interaction strengths for InGaAs are well-known
and size-independent constants: 11.1 GHz for arsenic and
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(b)
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Fig.S11. Simulation results. (a) electron polarization directly following magnon injection (light blue). The dark blue curve
is the same passed through a third-order Savitzky-Golay filter with a 300 ns window. (b) indium (orange) and arsenic (green)
nuclear polarization directly following magnon injection (c) electron polarization following side-of-fringe Ramsey, reference
before magnon injection (black) and sense following magnon injection (light blue). The dark blue curve is the sense passed
through a third-order Savitzky-Golay filter with a 300 ns window. (d) difference between the sense and reference curves
from c. The dark blue curve is the same passed through a third-order Savitzky-Golay filter with a 300 ns window. Simulation
parameters for all curves: Ω = 34 MHz, δ = 24 MHz, ωn,In = 42 MHz, ωn,As = 32.5 MHz, NIn = 364, NAs = 342, AIn = 0.4 MHz,
AAs = 1.35 MHz, BQ,In = 1 MHz, BQ,As = 1 MHz, θIn = 25
◦, θAs = 25◦, T ∗2 = 32 ns, T2 = 2000 ns, Q = 45, Γn,As = 0.05 MHz,
Γn,In = 0.06 MHz.
13.5 GHz for indium [4]. Having pinned the composi-
tion, we can then calculate the number of nuclei in the
QD from a measurement of the electron spin decoher-
ence time T ∗2,pre = 1.7 ns (from previous work [3] on
the same QD); in this case it is measured without any
prior preparation of the nuclear spins to assess the “nat-
ural” width of the Overhauser field distribution [1, 4].
Using a Gaussian electronic wavefunction whose stan-
dard deviation is half of the QD radius, we find that
the dot must contain ∼80,000 nuclei. Accordingly, the
number of arsenic nuclei is N totAs = 40,000 and the num-
ber of indium nuclei is N totIn = 20,000. Also present are
20,000 gallium nuclei, which we ignore in the magnon
dynamics due to their typically much weaker quadrupo-
lar contributions[1]. We fix the quadrupolar energy to be
BQ = 1 MHz for both species, as consistent with previous
measurements [1, 3, 12, 13]; to fit our data, the strength
of the noncollinear interactions is varied instead via the
collective enhancement ∼ √N . We use nuclear gyromag-
netic ratios of 7.22 MHz/T for arsenic, and 9.33 MHz/T
for indium, to obtain our Zeeman energy splittings at
4.5 T of ωn,As = 32.5 MHz and ωn,In = 42 MHz. The
Hahn echo T2 = 2000 ± 100 ns of the electron spin was
also measured in previous work [3]. The Q factor of
Rabi oscillations, equivalent to optically induced electron
spin relaxation (T1) is measured directly from the spec-
trum data of Fig. 2c in the main text; for these data,
the far-detuned electron spin polarization, S ≈ −0.6 af-
ter 1800 ns of drive time at Ω = 8 MHz, sets a relax-
ation rate of Ω/Q = Ω/45 ≈ 180 kHz. The Rabi fre-
quency of Ωcool = 13 MHz and optical pumping rate of
Γp = 35 MHz during nuclear spin cooling are known from
Rabi oscillation and optical saturation calibration mea-
surements, respectively. Following this preparation we
measure electron spin decoherence time T ∗2 ≈ 30 ns in a
Ramsey measurement, as presented in Fig. 1 of the main
text.
In Tables S2 and S3, we list a number of parameters
which are used as free parameters in the model. Table S2
reports the parameter values used in fitting the magnon
spectrum of Fig. 2 in the main text. Table S3 reports the
parameter values used in fitting the magnon dynamics of
Fig. 4 in the main text.
The single-nucleus hyperfine constants we report in the
main text, AAs and AIn, are from the fits to the spectra
of Fig. 2c (electron polarization) and Fig. 2e (differential
shift); we also report these values in Table S2. AAs and
AIn can also be fitted independently from the Rabi oscil-
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Fig.S12. Effects of dephasing in simulations. Black data points in all data are those reported in Fig. 4b of the main
text (Ω = 34 MHz, δ = 21 MHz). Simulation parameters for all curves, unless otherwise stated: Ω = 34 MHz, δ = 24 MHz,
ωn,In = 42 MHz, ωn,As = 32.5 MHz, NIn = 364, NAs = 342, AIn = 0.4 MHz, AAs = 1.35 MHz, BQ,In = 1 MHz, BQ,As = 1 MHz,
θIn = 25
◦, θAs = 25◦, T ∗2 = 32 ns, T2 = 2000 ns, Q = 45, Γn,As = 0.05 MHz, Γn,In = 0.06 MHz. All simulations are passed
through a third-order Savitzky-Golay filter with a 300 ns window. (a) from light to dark: T ∗2 = 15 ns, T
∗
2 = 30 ns, T
∗
2 = 60 ns.
(b) from light to dark: Γe = 0.1 s
−1, Γe = 0.45 s−1, Γe = 1 s−1, Γe = 2 s−1. (c) from light to dark: Q = 20, Q = 45, Q = 100.
(d) from light to dark: Γn = 0.001 MHz, Γn = 0.05 MHz, Γn = 0.25 MHz, Γn = 0.5 MHz.
TABLE S1. Summary of independently measured or fixed
model parameters
Indium concentration InxGa1−xAs, x 0.5
Zeeman energy (at 4.5 T), ωn,As, arsenic 32.5 MHz
Zeeman energy (at 4.5 T), ωn,In, indium 42 MHz
Total hyperfine interaction, arsenic 11.1 GHz
Total hyperfine interaction, indium 13.5 GHz
Quadrupolar constant, arsenic, BQ,As 1 MHz
Quadrupolar constant, indium, BQ,In 1 MHz
Electronic decoherence time, pre-cooling, T ∗2,pre 1.7 ns
Electronic decoherence time, post-cooling, T ∗2 32 ns
Electronic Hahn Echo time, T2 2000 ns
Electronic Rabi Quality Factor, Q 45
Optical pumping rate (cooling), Γp 35 MHz
Cooling Rabi frequency, Ωcool 13 MHz
Total number of nuclei, N totAs , arsenic 40,000
Total number of nuclei, N totIn , indium 20,000
TABLE S2. Summary of fitted model parameters, magnon
spectrum, main text Fig. 2
Magnon participation ratio, arsenic, NAs/N
tot
As 0.05
Magnon participation ratio, indium, NIn/N
tot
In 0.029
Hyperfine constant per arsenic nucleus, AAs 950 kHz
Hyperfine constant per indium nucleus, AIn 550 kHz
Quadrupolar angle, arsenic, θAs 25
◦
Quadrupolar angle, indium, θIn 25
◦
Nuclear dephasing, arsenic, Γn,As 0.5 MHz
Nuclear dephasing, indium, Γn,In 0.6 MHz
lations of Fig. 4b (indium Iz → Iz − 1 transition) and
Fig. 4c (arsenic Iz → Iz − 2 transition); we report these
values in Table S3 with errors representing one standard
deviation of uncertainty on the mean. As a result, the
values of AAs and AIn obtained from the spectrum (Fig.
2) are found to agree statistically with values obtained
from Rabi oscillations (Fig. 4) within two standard devi-
13
TABLE S3. Summary of fitted model parameters, magnon
dynamics, main text Fig. 4
Magnon participation ratio, arsenic, NAs/N
tot
As 0.0045
Magnon participation ratio, indium, NIn/N
tot
In 0.006-0.018
Hyperfine constant per arsenic nucleus, AAs 1350(200) kHz
Hyperfine constant per indium nucleus, AIn 500(60) kHz
Nuclear dephasing, arsenic, Γn,As 0.05 MHz
Nuclear dephasing, indium, Γn,In 0.06 MHz
ations for arsenic and one standard deviation for indium.
It is noteworthy that as direct observations of the hyper-
fine shift, the observed Ramsey shifts of Fig. 2e, Fig. 4b,
and Fig. 4c strongly constrain the fitted values of AAs
and AIn in our model.
The quadrupolar angles θAs and θIn are most strongly
constrained in the fit to the spectrum of Fig. 2c (electron
polarization), since within a species the ratio of Iz ± 1 to
Iz ± 2 processes is fixed to 2 sin(2θ)/ cos2(θ). We find
an angle of 25◦ for both species, which sets this ratio
to 1.87 as evidenced in the magnon sidebands of Fig.
2c. We keep these values fixed when fitting the magnon
dynamics of Fig. 4.
The magnon participation ratios NAs/N
tot
As and
NIn/N
tot
In represent the fraction of nuclei partaking in the
arsenic and indium magnon modes, respectively, and are
defined as the fitted number of nuclei over the number
of nuclei estimated from a measurement of T ∗2 (see Table
S1). This parameter, tuned individually for each species,
is how the activated exchange frequency can be fitted.
Making this parameter a function of drive Ω captures the
drive-dependence of the activated exchange frequency, as
described in the context of Fig. 4d of the main text and
of section VIII of this document.
E. Estimate of bipartite electron-nuclear
entanglement
Having fitted our experimental data with the observ-
ables extracted from the average density matrix χ(t), it
is also possible from this density matrix to extract any
quantum correlations present in the simulated system. In
particular, having measured and fitted coherent magnon
oscillations (Fig. 4 of the main text), we are interested in
the level of bipartite entanglement present between the
electron and a single magnon mode, as could be used to-
wards a quantum memory. To do so, we define a target
Bell state of form,
|ψφ〉 = |↑˜, Iz,As〉+ exp(iφ) |↓˜, Iz,As − 1〉 ,
Fig.S13. Bell state fidelity and phase. Fidelity F (blue)
and Bell state |ψφ〉 phase φ (orange) as a function of drive
time. Simulation parameters: Ω = 34 MHz, δ = 24 MHz,
ωn,In = 42 MHz, ωn,As = 32.5 MHz, NIn = 364, NAs = 342,
AIn = 0.4 MHz, AAs = 1.35 MHz, BQ,In = 1 MHz, BQ,As =
1 MHz, θIn = 25
◦, θAs = 25◦, T ∗2 = 32 ns, T2 = 2000 ns,
Q = 45, Γn,As = 0.05 MHz, Γn,In = 0.06 MHz.
where the electron state is expressed in the dressed state
basis,
|↑˜〉 = cos(θ/2) |↑〉+ sin(θ/2) |↓〉
|↓˜〉 = cos(θ/2) |↓〉 − sin(θ/2) |↑〉 ,
where sin(θ) = Ω/
√
Ω2 + δ2. We then get our estimate
of bipartite entanglement from the overlap fidelity,
F = max
φ
〈ψφ|χ(t) |ψφ〉 .
In Fig. S13, we show the dependence of the fidelity
F and state phase φ on drive time for the experiment
performed in the context of Fig. 4b of the main text,
whose full simulation results are shown in Fig. S11. The
values shown in the inset of Fig. 4b of the main text are
the maxima of fidelity across drive time.
VIII. COLLECTIVE RABI OSCILLATIONS
WITH INHOMOGENEOUS BROADENING
In the experiments, we measure a collective mode char-
acterized by an electron-nuclear activated exchange fre-
quency scaling as
√
NΩ′, where Ω′ is the single nucleus-
electron Rabi coupling (tuned by the ESR drive strength
Ω). In the absence of inhomogeneities, all nuclei N =
Ntot take part identically, leading to a simple linear de-
pendence of the activated exchange frequency on the ESR
drive strength Ω. However, in the presence of inhomo-
geneities, each nuclear spin couples to the ESR drive field
differently due to its spectral detuning, δ, as discussed
already in Section V. However, the frequency scaling of
the activated exchange in the presence of inhomogeneities
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Fig.S14. Collective Rabi oscillations with inhomogeneities. (a) Effective number of nuclei in the magnon mode as a
function of the normalized maximal collective Rabi frequency
√
NtotΩ
′/∆. (b) Normalized electron-nuclear exchange frequency,
Ωexc/∆, as a function of the normalized maximal collective Rabi frequency
√
NtotΩ
′/∆.
still stays linear, albeit with a reduced number of nu-
clei, Neff < Ntot. The superlinear scaling (with exponent
value of 2.0 for the Iz−1 mode and 1.1 for the Iz−2 mode)
observed in the experiments is not captured by the basic
assumption of noninteracting nuclei. This points towards
an Neff value that is actually not constant, but is increas-
ing with the ESR drive strength. In other words, Fig. 4d
of the main text suggests that more nuclei take part co-
herently in the collective magnon mode as the ESR drive
strength is increased.
To mimic this behaviour, we introduce a transfer func-
tion whose width increases with the drive strength, Ω. By
assuming for the magnon mode a Lorentzian spectrum of
width
√
NeffΩ
′, we can calculate the number of nuclear
spins comprising the magnon mode self-consistently via
Neff = Ntot
∫ ∞
−∞
NeffΩ
′2
NeffΩ′2 + δ2
S(δ)dδ , (12)
where S(δ) is the detuning probability distribution char-
acterising the nuclear inhomogeneities. When we as-
sume this distribution to be a Gaussian function, S(δ) =
1√
pi∆
exp(−δ2/∆2), the self-consistent Neff above is equiv-
alent to
Neff
Ntot
=
√
piNeffΩ
′
∆
exp(
NeffΩ
′2
∆2
)erfc(
√
NeffΩ
′
∆
) (13)
where erfc is the complementary error function. Solv-
ing this equation numerically, we find that the number
of effective nuclei partaking in the collective mode Neff
increases with Ω′, resulting in a superlinear increase of
the collective Rabi frequency with the ESR drive strength
(Fig. S14), qualitatively reproducing Fig. 4d of the main
text.
We emphasize that this behaviour of Neff is qualitatively
robust and does not depend critically on the specific
choice of transfer function, as long as its width increases
with drive strength, nor on the detuning probability dis-
tribution S(δ), chosen to be Gaussian here as an ex-
ample. Such drive-dependent scaling of Neff is a typi-
cal indication of synchronization (or entrainment) phe-
nomenon [16], which would indicate the presence of in-
teractions among the nuclei. While the model in Sec-
tion V of the SI does not include such interacting nuclei,
a possible candidate to consider is the recently identi-
fied electron-mediated nuclear-nuclear interactions which
scale as A2j/ωe [17], analogous to the well-known RKKY
interaction [18]. Identifying the exact mechanism of non-
linearity in Fig. 4 of the main text will require further
theoretical and experimental investigations, but the sens-
ing capability demonstrated in this work promises more
insights into this matter in a near future.
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