The aim of this note is to discuss the power series expansion at u = 0 of the sigma function σ(u) of the most general elliptic curve, namely, of
, µ 2 , µ 3 , µ 4 , µ 6 ]. Namely, any coefficient of the power series expansion of σ(u) at u = 0 is of the form c n u n /n! with c n ∈ Z[
, µ 2 , µ 3 , µ 4 , µ 6 ]. Although the author had thought that Weierstrass recursion in [6] implies directly Huriwitz integrality of σ(u) at least if µ 1 = µ 2 = µ 3 = 0, Victor Buchstaber pointed out we do not know how to prove that the prime 3 does not appear in the denominator of c n above. On the other hand, the author had already written this paper because he had been interested in why c n belongs Z[
, µ 2 , µ 3 , µ 4 , µ 6 ] and does not belong Z[µ 1 , µ 2 , µ 3 , µ 4 , µ 6 ] in general. The method of this paper is completly different from that of Weierstrass, which is only an improvement of Nakayashiki's paper [4] and is aimed to be generalized for higher genus cases.
The fact that the power series expansion of the sigma function is not Hurwitz integral only at the prime 2 would relate with the result of Mazur-Tate [3] .
In the last section, we give explicitly n-plication formula for the coordinate function of the curve E .
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1 The Fundamental Differential Form
The most general elliptic curve
Let us consider the most general elliptic curve (1.1) E : y 2 + (µ 1 x + µ 3 )y = x 3 + µ 2 x 2 + µ 4 x + µ 6 .
In the sequel, we use notations
f (x, y) = y 2 + (µ 1 x + µ 3 )y − (x 3 + µ 2 x 2 + µ 4 x + µ 6 ),
We choose local parameter
We never use x −1/2 as a local parameter. We call this t arithmetic local parameter of E . We usually express by t the value determined by each value t. For instance, the coordinate x of E is denoted by x t . If we introduce also
Using this recursively, we have
By (1.6), we see x t and y t are expressed as a power series in
We choose
as the base of the holomorphic 1-form (differentials of the 1st kind) on E . Since (1.9)
we have
The fundamental 2-form
We let consider
This is a 1-form with respect to (x, y) that has simple pole at (z, w) and no other poles. Note that this is holomorphic at (z, w+µ 1 z+µ 3 ). Indeed, the numerator becomes (2w+µ 1 z+µ 3 ) = f y (z, w) when (x, y) = (z, w). If the value of the local parameter t gives the value x, we denote by t ′ the other value of the arithmetic local parameter which gives the same x coordinate x t . Hence, x t = x t ′ . Then y t + y t
The first equality of the above implies (1.13)
Finally, we see (1.14)
Let us denote as x 1 = x t 1 , y 1 = y t 1 . Using Weierstrass preparation theorem, we define
Then explicit calculation gives
The last one is shown by letting t 2 = 0. On the other hand, we have (1.17)
Here we note that
At the last part of (1.18), since
, we have (1.20)
Therefore, (1.21)
Defining b t 1 , t 2 by (1.22)
We summarize this fact as a theorem:
By using a computer, we have first several terms:
(1.28)
By using Ω in (1.11), we consider a 2-form
with a differential of the 3rd kind η 1 that has a pole only at ∞. Such an η 1 is determined modulo constant multiple of ω 1 . A solution is given by
The power series expansion with respect to t is given by
Under the situation, ξ in (1.29) is written as
,
Legendre relation
Let us choose two closed paths α and β with their intersection being α · β = −β · α = 1 which generate the fundamental group of E and let us define
Then we have Legendre relation
where i is the imaginary unit.
2 The sigma function
Construction of the sigma function
Now, we let
Then R is a squared element in Z[µ]. So we take a square root of it: D = R 1/2 . More explicitly, if we define
Now let us define Weierstrass' sigma function by
This function is characterized up to multiplicative constant as a SL 2 (Z)-invariant Jacobi form under the usual action. For each u ∈ C, there is unique pair of u ′ and u ′′ ∈ R determined by u = u ′ ω ′ + u ′′ ω ′′ . We use this notation convention also for each lattice point ℓ ∈ Λ, and we write ℓ = ℓ ′ ω ′ + ℓ ′′ ω ′′ . Moreover, for u, v ∈ C, and ℓ ∈ Λ, we let
Lemma 2.6. The function σ(u) is an entire function and not depends of the choice of α and β. Therefore, it will be expanded at the origin in terms of µ j s. Moreover, σ(u) has poles of order 1 at each point of Λ and no pole elsewhere, and satisfies
Proof. The claim that it does not depend of α and β is not so easy. Here, we refer [5] , Chapter 9 and 10. The proof is using the transformation property of Dedekind η-function. See [1] , pp.552-557, and [2] , p.85 and pp.176-183. The zeroes of σ(u) is given by calculating the integral around the boundary of the regular polygon associated to α and β after taking logarithm of (2.7). The equation (2.7) itself is shown by the translational relation for the theta series and Legendre relation (1.35).
In the proof of the first claim above, we know that there exists 8th root ε of 1 such that σ(u) = εu + O(u 2 ). We fix the 8th root in (2.4) as
For an integral domain A with characteristic 0, and an indeterminate t, we denote by A t the ring of the elements
We call such a series Hurwitz integral over A. We will finally have the power series expansion of σ(u) at the origin as follows:
Theorem 2.10. The power series expansion of the function σ(u) 2 around the origin belongs to Z[µ 1 , µ 2 , µ 3 , µ 4 , µ 6 ] u , and that of σ(u) belongs to Z[
, µ 2 , µ 3 , µ 4 , µ 6 ] u . Its first several terms are given by (2.11)
The following is key relation through out this note:
Lemma 2.12. The sigma function relates with the 2-form ξ by (2.13)
where the integrals in the right hand side are given by jointing those in the left hand side.
Proof. Since we have the same factors in both sides when the point (x, y) or (z, w) varies through α or β, both sides must coincide up to multiplicative constant. If (x, y) = (x 1 , y 1 ), both sides are 1. Hence the multiplicative constant is 1 as a function of (z, w). However, if (z, w) = (z 1 , w 1 ), both sides are 1 again. Therefore, the multiplicative constant is 1.
Solution to Jacobi's inversion problem
If we define Weierstrass ℘-function by (2.14)
expanding around the point (z, w)
which is obtained by taking 2nd derivative of the logarithm of (2.13), into power series of a local parameter corresponding the variable (z, w) around the point at infinity, we see that, if
First several terms of expansion of ℘(u) is given by (2.18) 
Frobenius-Stickelberger formula
Lemma 2.19. (Frobenius-Stickelberger) The following equality holds :
Proof. By (2.7), the left hand side is a periodic function of both of u and v with respect Λ. On the other hand, since σ(u) has poles of order 1 at each point in Λ, the divisors of both hand sides coincide. After expanding both sides into power series of u, they are of the form 1/u 2 + · · ·. Hence, the equality holds.
Hurwitz Integrality
Let A be an integral domain with characteristic 0. We denote by A u is the ring consists of all Hurwitz integral series with respect to coefficient ring A.
Since (3.1)
f (x t , y) = (y − y t )(y − y t ′ ).
for any t, we have f y (x t , y) = (y − y t ) + (y − y t ′ ), so that
This yields the following:
In this section, we prove Theorem 2.10. When
by (1.10), we see
From (1.27), (1.29), (1.32), and (1.10), we have immediately, that
Explicitly, first several terms of this expansion are given by (3.8) 
By plugging
in (2.13), we have
Let u and v are analytic coordinates corresponding t 1 and t 2 , respectively, we have (3.12)
We here recall (1.15):
Exchanging t 1 and t 2 , we see (3.14)
Dividing both sides of (2.20) by u − v and (2.8) imply
Therefore,
Now we have arrived at the main result as follows:
Theorem 3.17. Let u and v are analytic coordinates corresponding two values t 1 and t 2 of the arithmetic parameter in (1.3) . Then the function σ(u − v) 2 is written as a product of formal power series :
where 
