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งานวิจยัน้ีได้ศึกษาปัญหาการจ าแนกขอ้มูลไบโอเมตริกซ์ ซ่ึงในการจ าแนกขอ้มูลไบโอ
เมตริกซ์นั้นนิยมใชอ้ลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนแต่การรู้จ  าใชเ้วลานาน  จึงไดใ้ชก้ารลดมิติ
ขอ้มูลเขา้มาช่วยเพื่อลดเวลาการท างาน การลดมิติขอ้มูลเป็นขั้นตอนการเตรียมขอ้มูลก่อนน าไปเขา้




ความซบัซ้อน จึงท าให้มีงานวิจยัดา้นน้ีปรากฏค่อนขา้งนอ้ย ผูว้ิจยัไดเ้ห็นความส าคญัในจุดน้ีจึงได้
เสนอการปรับปรุงอลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนส าหรับการจ าแนกขอ้มูลไบโอเมตริกซ์ ท่ี
เรียกวา่ Bio-SVM เพื่อเพิ่มประสิทธิภาพและลดเวลาในการจ าแนกขอ้มูล โดยใชเ้ทคนิคการลดมิติ
ขอ้มูลได้แก่ การวิเคราะห์จ าแนกประเภทเชิงเส้น (LDA) ร่วมกับอลักอริทึมซัพพอร์ตเวกเตอร์ 
แมชชีนเคอร์เนลเส้นตรงส าหรับการจ าแนกข้อมูลภาพไบโอเมตริกซ์เชิงกายภาพ และใช้
อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนเคอร์เนลโพลิโนเมียลในการจ าแนกขอ้มูลภาพไบโอเมตริกซ์ 
เชิงพฤติกรรม โดยใชภ้าษาไพธอนในการทดลอง งานวจิยัน้ีใชค้่าความแม่นตรงและเวลาท่ีใชใ้นการ






















































สาขาวชิา วศิวกรรมคอมพิวเตอร์        ลายมือช่ือนกัศึกษา__________________________ 












RATIPORN  CHANKLAN : THE IMPROVEMENT OF SUPPORT VECTOR 
MACHINE ALGORITHM FOR BIOMETRIC IMAGE IDENTIFICATION.  
THESIS ADVISOR : ASSOC. PROF. NITTAYA  KERDPRASOP, Ph.D.,  
104 PP.  
 
DIMENSIONALITY REDUCTION/BIOMETRIC IDENTIFICATION/SUPPORT 
VECTOR MACHINE 
 
In this research, we study the problem of biometric data classification. The 
biometric data classification using support vector machine algorithm is widely used 
but the recognition takes long time. To decrease running time, dimensionality 
reduction is normally adopted. Dimensionality reduction is preprocessing step before 
importing data to the algorithm used in the classification step. In the past, many 
researchers have proposed techniques for the classification of biometric data using 
dimensionality reduction techniques and most of them are used with face image data. 
Model accuracy is the only performance measure metric. Dimensionality reduction 
can be applied to several kinds of biometric data and then compare the classification 
time. This scheme is however complex. As a result, research work of this kind rarely 
appear.  We thus propose in this research the improvement of support vector machine 
algorithm for biometric identification called the Bio-SVM algorithm. The main 
objectives are to increase efficiency and reduce the time for data classification. We 
apply linear discriminant analysis (LDA) as a dimensionality reduction technique. 
Then, we use LDA with the algorithm support vector machine using linear kernel 
function for physiological biometric image identification and use support vector 












implementation and experimentation have been done with the Python language. This 
research uses accuracy and time as measurement to evaluate the performance of 
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1.1 ความส าคญัและทีม่าของปัญหาการวจิัย 
ในปัจจุบนัการท่ีจะระบุตวับุคคล เพื่อการเขา้ใชร้ะบบคอมพิวเตอร์หรือการผา่นเขา้สถานท่ี  
สามารถท าได้อย่างง่ายดายโดยไม่จ  าเป็นต้องใช้เอกสารหรือจ ารหัส  แต่จะน าเทคโนโลยี
คอมพิวเตอร์และการรู้จ ามาใช้ส าหรับการตรวจสอบความถูกตอ้งของตวับุคคล   โดยใช้ขอ้มูลทาง
ชีวภาพ ไม่วา่จะเป็นลกัษณะเฉพาะทางกายภาพหรือพฤติกรรม มาใชใ้นการตรวจสิทธิหรือแสดงตน 
เรียกขอ้มูลทางชีวภาพท่ีเป็นลกัษณะเฉพาะว่า ไบโอเมตริกซ์ (Biometrics) ตวัอย่างเช่น ลายน้ิวมือ 
ใบหนา้ ม่านตา ลายมือเขียน ลายเซ็น เป็นตน้ แลว้น าส่ิงเหล่านั้นมาเปรียบเทียบกบัคุณลกัษณะท่ีได้
มีการบนัทึกไวใ้นฐานขอ้มูลก่อนหนา้น้ี  เพื่อแยกแยะและจ าแนกความแตกต่างของแต่ละบุคคลนั้น
ออกจากกนั  หรือจดจ าตวัแต่ละบุคคล 
ไบโอเมตริกซ์สามารถน าไปใช้ควบคุมการเขา้ออกสถานท่ีหรือเขตหวงห้าม  เช่น  การ
ตรวจสอบการผ่านเขา้ออกโดยใช้ลายน้ิวมือ  รูปหน้า  ลกัษณะของเรตินาภายในดวงตา  หรืออาจ
น าไปใช้ตรวจสอบเวลาท างานของพนักงาน ซ่ึงการน าเอาไบโอเมตริกซ์มาใช้เป็นทางเลือกท่ีมี
ประสิทธิภาพเน่ืองจากเป็นขอ้มูลท่ียากต่อการปลอมแปลง และสะดวกในการใช้งาน  เพราะไม่มี
ปัญหาเร่ืองการลืม  หรือการหายของเอกสารหรือขอ้มูลต่างๆ 
ในงานวจิยัน้ีไดน้ าขอ้มูลภาพดิจิทลัท่ีเป็นภาพคุณลกัษณะหรือภาพพฤติกรรมบางอยา่งของ
มนุษย ์ซ่ึงเป็นคุณลกัษณะท่ีเป็นเอกลกัษณ์  สามารถใช้ในการระบุตวับุคคลนั้นๆ  แต่ภาพดิจิทลัใน
ปัจจุบนัมีความละเอียดค่อนขา้งสูงหากน าภาพไปประมวลผลเพื่อจ าแนกดว้ยคอมพิวเตอร์จะท าให้
การประมวลผลอาจจะใช้เวลานาน อีกทั้งยงัตอ้งการใชห้น่วยความจ าส าหรับการประมวลผลท่ีสูง 
จึงได้น าเทคนิคการลดมิติของข้อมูลเข้ามาช่วยในการลดการใช้ทรัพยากร  และอาจเพิ่ม
ประสิทธิภาพในการจ าแนกขอ้มูล  เทคนิคการลดมิติของขอ้มูลเป็นกระบวนการหน่ึงในขั้นตอน  
การเตรียมขอ้มูล เป็นการท าให้ขอ้มูลตั้งตน้มีขนาดลดลงโดยสูญเสียลกัษณะส าคญัของขอ้มูลนอ้ย
ท่ีสุด เน่ืองจากขอ้มูลแต่ละตวัจะมีความส าคญัต่อการจดักลุ่มขอ้มูลและการจ าแนกประเภทขอ้มูลไม่
เท่ากนั ดว้ยเทคนิคการเลือกขอ้มูลท่ีดีจะท าให้สามารถเลือกขอ้มูลท่ีมีความส าคญัและสามารถใช้













ส าหรับการจ าแนกขอ้มูลไบโอเมตริกซ์ และเปรียบเทียบประสิทธิภาพโมเดลท่ีไดจ้ากการปรับปรุง  
เพื่อจะเพิ่มความสามารถการจ าแนกขอ้มูลใหแ้ม่นย  ามากข้ึนและลดเวลาในการประมวลผล 
 
1.2 วตัถุประสงค์ของการวจิัย 
 จากแนวคิดในการท างานผูว้จิยัไดต้ั้งวตัถุประสงคใ์นการวจิยัไวด้งัน้ี 
1) เพื่อเสนอแนวทางการปรับปรุงอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน (Support Vector 






แมชชีนเป็นขอ้มูลจริงท่ีสามารถสืบคน้ไดจ้ากแหล่งต่าง ๆ ดงัน้ี 
- ภาพใบหนา้ (http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html) 
- ภาพลายน้ิวมือ (http://fvs.sourceforge.net/download.html)   
- ภาพลายมือช่ือ (https://sites.google.com/site/nhinganusaracpesut/signature/datasets)                            
2) งานวจิยัน้ีเลือกใชภ้าษาไพธอน ในการพฒันาโปรแกรม 
 
1.4 ขอบเขตของการวจิัย 
จากการศึกษาคน้ควา้ขอ้มูล ผูว้จิยัไดก้  าหนดขอบเขตของการวจิยัไวด้งัน้ี 
1) เทคนิคลดมิ ติของข้อมูลใช้วิ ธี การวิ เคราะห์จ าแนกประเภทเชิง เส้น (Linear 
Discriminant Analysis : LDA)   
2) การเรียนรู้เพื่อจ าแนกประเภทข้อมูลใช้อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนโดย
เลือกใช ้ 2 เคอร์เนล คือ เส้นตรง (Linear Kernel) และโพลิโนเมียล (Polynomial Kernel)   
3) การเปรียบเทียบประสิทธิภาพการจ าแนกขอ้มูลภาพไบโอเมตริกซ์จะเปรียบเทียบค่า
ความแม่นตรง และเวลาท่ีใชใ้นการจ าแนกขอ้มูลของโมเดลท่ีไดเ้สนอในการวจิยั 














 ประโยชน์ท่ีเกิดข้ึนจากงานวจิยัน้ี ประกอบดว้ย 
1) การปรับปรุงอลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนสามารถจ าแนกขอ้มูลภาพไบโอ
เมตริกซ์ไดอ้ยา่งถูกตอ้ง 


































เมตริกซ์  อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีน  การวิเคราะห์องค์ประกอบหลกั  การวิเคราะห์
จ าแนกประเภทเชิงเส้น  การประเมินประสิทธิภาพ ภาษาไพธอน  และงานวจิยัท่ีเก่ียวขอ้ง 
 
2.1   ไบโอเมตริกซ์  
2.1.1   ความหมายและประเภทของไบโอเมตริกซ์ 
ไบโอเมตริกซ์ ประกอบข้ึนจากค าวา่ ไบโอ (Bio) ซ่ึงหมายถึงส่ิงมีชีวิต  และค าวา่
เมตริกซ์ (Metrics) ซ่ึงหมายถึงคุณลกัษณะท่ีสามารถถูกวดัค่า หรือประเมินจ านวนได ้(Delac and 
Grgic, 2004) เม่ือรวมสองค าน้ีมาตีความรวมกนั ไบโอเมตริกซ์จึงหมายถึงการผสมผสานเทคโนโลยี
ทางดา้นชีวภาพ และทางการแพทย ์กบัเทคโนโลยีทางคอมพิวเตอร์เขา้ดว้ยกนั โดยใช้วิธีการสกดั
และแยกแยะเอกลกัษณ์เฉพาะ ท่ีมีความแตกต่างและไม่ซ ้ ากนัอย่างส้ินเชิงของมนุษยเ์ป็นดชันีช้ีวดั 
แลว้น าส่ิงเหล่านั้นมาเปรียบเทียบกบัคุณลกัษณะท่ีไดมี้การบนัทึกไวใ้นฐานขอ้มูลก่อนหนา้น้ี เพื่อใช้
พิสูจน์ และยืนยนัตวัตนของบุคคลผูเ้ป็นเจา้ของคุณลกัษณะทางชีวภาพเหล่านั้นได้อย่างถูกตอ้ง
แม่นย  า เช่ือถือได้ ไบโอเมตริกซ์สามารถแบ่งออกเป็น  2  ประเภทใหญ่ คือ การใช้ลกัษณะทาง
กายภาพหรือทางสรีระ (Physiological Biometrics)  และการใชล้กัษณะทางพฤติกรรม (Behavioral 
Biometrics) ซ่ึงจ าแนกประเภทได้ดงัตารางท่ี 2.1 ขอ้มูลในตารางแสดงการแบ่งประเภทของ
ระบบไบโอเมตริกซ์ตามคุณลกัษณะเฉพาะ และแสดงตวัอยา่งภาพประเภทของไบโอเมตริกซ์ไดด้งั


















ตารางท่ี 2.1  ตารางแสดงการแบ่งประเภทของระบบไบโอเมตริกซ์ตามคุณลกัษณะเฉพาะ 
ลกัษณะทางกายภาพ ลกัษณะทางพฤติกรรม 
ลายน้ิวมือ ( Fingerprint) 
ใบหนา้  ( Face) 
ลกัษณะของมือ  ( Hand Geometry) 
ลกัษณะของน้ิวมือ ( Finger Geometry) 
ลกัษณะใบหู  ( Ear Shape) 
ม่านตา (Iris)  
จอประสาทตา ( Retina)  
 
จงัหวะการพิมพ ์ (Keystroke Dynamics) 
ลกัษณะการเดิน  (Gait) 
เสียง  (Voice)  





(ก) ใบหนา้ (ข) ลายน้ิวมือ (ค) ลกัษณะมือ (ง) ลกัษณะใบหู 
 
รูปท่ี 2.1 แสดงภาพตวัอยา่งไบโอเมตริกซ์ท่ีใชล้กัษณะเฉพาะทางกายภาพ 
 
 
(ก) การเซ็นช่ือ (ข) จงัหวะการพิมพ ์ (ค) ลกัษณะการเดิน (ง) เสียง 
 















2.1.2   รูปแบบการใช้งานไบโอเมตริกซ์ 
รูปแบบการใช้งานไบโอเมตริกซ์จ าแนกตามวตัถุประสงค์ของการใช้งานได ้
ทั้งหมด 2 ลกัษณะดงัน้ี 
1) การระบุตวัผูใ้ช ้(Identification) เป็นการจบัคู่เปรียบเทียบลกัษณะแบบหน่ึงต่อ
จ านวนทั้งหมด (1:N) ผูใ้ช้จะตอ้งส่งขอ้มูลทางไบโอเมตริกซ์ของตนเองให้กบัระบบก่อนเรียกว่า 
ขั้นตอนการลงทะเบียน หลงัจากนั้นในขั้นตอนการตรวจสอบระบบจะท าการจบัคู่ขอ้มูลท่ีไดรั้บมา
กบัขอ้มูลในฐานขอ้มูลเพื่อระบุว่าผูท่ี้ส่งขอ้มูลคือใคร กระบวนการน้ีค่อนขา้งใช้เวลานานเพราะ
ระบบจะตอ้งมีการเปรียบเทียบขอ้มูลเป็นจ านวนมาก  เช่น การคน้หาใบหนา้ของผูใ้ชถ้า้มีรูปแบบใด
ในฐานขอ้มูลตรงกบัใบหนา้ของผูใ้ชก้ารอนุญาตใหใ้ชร้ะบบก็จะเกิดข้ึน   
2) การตรวจพิสูจน์ (Verification) เป็นการจบัคู่เปรียบเทียบลกัษณะเฉพาะแบบ
หน่ึงต่อหน่ึง (1:1) ผูใ้ชจ้ะตอ้งป้อนรหสัประจ าตวั หรือ PIN (Personal Identification Number) ท่ี
ระบุถึงตวัผูใ้ชเ้องก่อน เพื่อเป็นการระบุขอ้มูลทางไบโอเมตริกซ์ของตนเองใหก้บัระบบ หลงัจากนั้น
ระบบจะตรวจดูวา่ขอ้มูลท่ีไดรั้บมาตรงกบัขอ้มูลท่ีไดถู้กบนัทึกไวก่้อนหนา้น้ีหรือไม่  กระบวนการ
น้ีใชเ้วลาไม่มาก เพราะขอ้มูลท่ีตอ้งเปรียบเทียบมีไม่มาก เช่น การใชล้ายน้ิวมือเพื่อยืนยนัความเป็น
เจา้ของโทรศพัทเ์คล่ือนท่ี 
 
2.1.3   ประโยชน์ของการน าไบโอเมตริกซ์ไปใช้งาน 
การยนืยนัตวับุคคลดว้ยไบโอเมตริกซ์ มีขอ้ดีกวา่การใชบ้ตัรผา่นหรืออุปกรณ์
ประเภทอ่ืน ๆ  ดงัต่อไปน้ี 
1) ท าใหผู้ใ้ชไ้ม่จ  าเป็นตอ้งพกเอกสาร จึงสะดวกรวดเร็ว  
2) ยากในการปลอมแปลงและการลกัลอบน าไปใชง้าน  
3) ช่วยลดค่าใชจ่้าย เช่น พนกังานไม่สามารถลงเวลาแทนกนัได ้
4) ผูใ้ช้ไม่สามารถปฏิเสธความรับผิดชอบได ้เช่น ในการใช้รหัสผ่าน หรือบตัร
ผา่น เจา้ของบตัรอาจอา้งไดว้า่รหัสผ่านหรือบตัรถูกผูอ่ื้นน าไปใช้ แต่ถา้ใช้การตรวจสอบหรือระบุ
ตวับุคคลดว้ยไบโอเมตริกซ์ ท าใหผู้ใ้ชไ้ม่สามารถปฏิเสธความรับผดิชอบได ้
 
ขอ้ดอ้ยของระบบไบโอเมตริกซ์ท่ีใชง้านอยูใ่นปัจจุบนั คือ ความแม่นย  าในการรู้จ าเพื่อจ าแนก














2.2   อลักอริทมึซัพพอร์ตเวกเตอร์แมชชีน  
ซัพพอร์ตเวกเตอร์แมชชีน หรือ SVM เป็นอลักอริทึมในการคดัแยกกลุ่มเพื่อจดัประเภท
หรือจ าแนกประเภทขอ้มูลท่ีมีการน ามาใชใ้นดา้นการประมวลผลภาพ เป็นวิธีการจ าแนกกลุ่มขอ้มูล
ท่ีอาศยัระนาบการตดัสินใจท่ีเรียกว่า ระนาบเกิน หรือไฮเปอร์เพลน (Hyperplane) มาใช้ในการ
จ าแนกกลุ่มขอ้มูล โดยใชส้มการเส้นตรงในการแบ่งขอ้มูลออกเป็น 2 กลุ่มแยกออกจากกนั (Ali et 
al., 2011)  ซพัพอร์ตเวกเตอร์     แมชชีนมีรูปแบบในการเรียนรู้เป็นกระบวนการเลือกแบบจ าลองท่ี
เหมาะสมท่ีสุด จะท าใหไ้ดค้่าท่ีเหมาะสมท่ีสุดเป็นค าตอบ ดงันั้นซพัพอร์ตเวกเตอร์แมชชีนจึงเป็นท่ี
นิยมและเร่ิมน าไปใช้ในงานด้านการรู้จ ารูปแบบซ่ึงจะเลือกใช้ซัพพอร์ตเวกเตอร์แมชชีนแบบ
แบ่งกลุ่ม   
ซพัพอร์ตเวกเตอร์แมชชีนส าหรับการแบ่งกลุ่มขอ้มูลนั้นจะใชร้ะนาบเกินท่ีเหมาะสมท่ีสุด 
(Optimal Hyperplane) ในการแบ่งกลุ่ม   ในการสร้างระนาบเกินท่ีใชใ้นการแบ่งกลุ่มขอ้มูลสามารถ
สร้างได้หลายแบบ  แต่จะมีระนาบเกินท่ีเหมาะสมท่ีสุดเพียงระนาบเดียวเท่านั้น ท่ีสามารถรักษา
ระยะห่างมากท่ีสุดระหวา่งขอ้มูล 2 กลุ่มท่ีใกลก้นัมากท่ีสุดได ้
ก าหนดให้ (     )   (     )   เม่ือ         *    +  เป็นตวัอย่างท่ีใช้ส าหรับ
การสอน  โดย 
     คือ  จ  านวนขอ้มูลตวัอยา่ง  
    คือ  จ  านวนมิติของขอ้มูลเขา้    
      คือ  ขอ้มูลน าเขา้   
                   คือ  ประเภทหรือกลุ่มของขอ้มูล ซ่ึงประกอบดว้ย 2 กลุ่ม มีค่า + 1 หรือ -1  
  (+1 = ‚ขอ้มูลบวก‛,  -1 = ‚ขอ้มูลลบ‛ )  
ส าหรับปัญหาเชิงเส้น ขอ้มูลมิติขนาดสูงได้ถูกแบ่งเป็น 2 กลุ่ม โดยใช้ระนาบตดัสินใจ 
พิจารณาชุดของกลุ่มขอ้มูล  โดยท่ีก าหนดใหก้ลุ่มขอ้มูล     เป็นขอ้มูล    ท่ีมีค่าเป็นบวก และ    
เป็นขอ้มูล    ท่ีมีค่าเป็นลบ การสร้างระนาบตดัสินใจเพื่อแบ่งแยกกลุ่มขอ้มูลสามารถค านวณไดด้งั
สมการท่ี 2.1 
(    )         ถ้า           และ  (    )        ถ้า                 (2.1) 
 
   คือ  เวกเตอร์น ้าหนกั 
    คือ  เวกเตอร์ขอ้มูลท่ีมีค่าเป็นบวก 
   คือ  เวกเตอร์ขอ้มูลท่ีมีค่าเป็นลบ 











  ในการหาระนาบเกินท่ีเหมาะสมท่ีสุด จะท าการหาต าแหน่งของซัพพอร์ตเวกเตอร์ 
(Support Vector) เพื่อใชเ้ป็นตวัแทนของกลุ่มขอ้มูลทั้งชุด ในการพิจารณาเกณฑ์แบ่งกลุ่มโดยอาศยั
หลกัการ คือ จะใชร้ะนาบเกินท่ีเป็นระยะห่างท่ีสุดระหวา่งขอ้มูล 2 กลุ่ม ท่ีอยูใ่กลก้นัมากท่ีสุดเพียง
ระนาบเดียวเท่านั้น ในทางทฤษฎีจะตอ้งไม่มีขอ้มูลเกินเขา้มาในระหวา่งขอบระนาบทั้งสอง จากนั้น
จึงหาระนาบท่ีรักษาระยะห่างจากขอบมากท่ีสุด (Maximum Margin) และถือวา่ระนาบดงักล่าวคือ









รูปท่ี 2.3 ตวัอยา่งระนาบการตดัสินใจแบ่งกลุ่มขอ้มูลของซพัพอร์ตเวกเตอร์แมชชีน  
จากท่ีกล่าวขา้งตน้เป็นการแบ่งกลุ่มขอ้มูลดว้ยระนาบการตดัสินใจแบบเชิงเส้นเท่านั้นโดย 
SVM มีเคอร์เนลฟังก์ชนั (Kernel Function) แบบอ่ืนให้ผูใ้ชส้ามารถประยุกตใ์ชใ้นการแกปั้ญหาได้
หลายวิธี (พรพล  ธรรมรงค์รัตน์, 2551)  ดงันั้นเพื่อให้อลักอริทึมดงักล่าวสามารถแบ่งแยกกลุ่ม
ขอ้มูลท่ีมีลกัษณะไม่เป็นเชิงเส้น (Nonlinear Dataset) จะตอ้งแปลงกลุ่มขอ้มูลตวัอย่างไปสู่มิติท่ี
สูงข้ึน (Higher Dimensional Space) ซ่ึงถูกเรียกวา่ Feature Space โดยการแปลงดงักล่าวจะกระท า
ผ่านฟังก์ชันท่ีไม่เป็นเชิงเส้นและสร้างฟังก์ชันวดัระยะห่างท่ีเรียกว่าเคอร์เนลฟังก์ชัน (Kernel 
Function) บน Feature Space ซ่ึงเหมาะสมส าหรับขอ้มูลท่ีมีมิติขอ้มูลสูง โดยมีวตัถุประสงค์ท่ีจะ
พยายามจะท าการลดความผิดพลาดในการท านายกลุ่มขอ้มูล (Minimize Error) พร้อมกบัเพิ่มระยะ
แยกแยะโดยพยายามสร้างเส้นแบ่งกลางระหวา่งกลุ่มใหมี้ระยะห่างระหวา่งขอบเขตทั้งสองกลุ่มมาก
ท่ีสุด (Maximized Margin) ใชส้ าหรับขอ้มูลท่ีมีลกัษณะมิติของขอ้มูลท่ีสูงมาก  โดยงานวิจยัของ






















รูปท่ี 2.5 ตวัอยา่งการจ าแนกขอ้มูลของซพัพอร์ตเวกเตอร์แมชชีนเคอร์เนลโพลิโนเมียล 
 
2.3   การวเิคราะห์จ าแนกประเภทเชิงเส้น  
การวิเคราะห์จ าแนกประเภทเชิงเส้น (Linear Discriminant Analysis : LDA)  เป็นเทคนิคท่ี
ใชก้นัทัว่ไปส าหรับการลดมิติและจดัหมวดหมู่ขอ้มูลโดยจะพิจารณารักษาจ านวนกลุ่มของขอ้มูลให้
มากท่ีสุดแต่ก็จะพยายามหาทิศทางตามกลุ่มขอ้มูลเพื่อให้ถูกแยกออกให้ดีท่ีสุด (Juwei Lu et al., 
2003) วิธีการ LDA จะค านึงถึงการกระจายของขอ้มูลภายในกลุ่มและการกระจายระหว่างกลุ่ม 
นอกจากน้ียงัสามารถจ าแนกภาพท่ีแตกต่างกนัอนัเน่ืองมาจากปัจจยัอ่ืน ๆ เช่น ไฟส่องสว่างและ
ลกัษณะการถ่ายภาพ (Balakrishnama and Ganapathiraju, 1998) 
ผลลัพธ์ของการวิเคราะห์ LDA เป็นฟังก์ชันเพื่อฉาย (Project) ลงบนปริภูมิย่อยหรือ 
Subspaceในลกัษณะท่ี ขอ้มูลท่ีมาจาก Class ต่างกนัจะอยูแ่ยกจากกนั และขอ้มูลใน Class เดียวกนั











ส าหรับการเรียนรู้แบบมีผูส้อนโดยใชเ้ทคนิคการหากลุ่มของปริมาณ (Base Vector) โดยมีชุดขอ้มูล 
D ท่ีประกอบด้วยขอ้มูล n ตวั  ขอ้มูลแต่ละตวัประกอบด้วย {  ,   } ซ่ึง              
*          +   โดย     คือช่ือคลาสของขอ้มูล,  λ  คือ ค่าไอเกน ซ่ึงหาไดจ้าก    (      )   
    และ   เป็นเวกเตอร์ฉายของกลุ่มตวัอยา่ง ให ้   เป็นมิติของชุดขอ้มูล  สามารถแสดงสมการ    
ไดด้งัน้ี  
            
             (    )                             (2.2) 
เม่ือ    คือ  เมตริกซ์การกระจายระหว่างคลาส (Between-Class Scatter matrix) สามารถ
ค านวณหาไดจ้ากสมการ (2.3) 
   (      )(      )
                        (2.3) 
โดย    คือ  ค่าเฉล่ียขอ้มูลของคลาสท่ี 1 
    คือ  ค่าเฉล่ียขอ้มูลของคลาสท่ี 2  
ซ่ึงค่าเฉล่ียของขอ้มูลสามารถค านวณไดจ้ากสมการท่ี 2.4 โดยท่ี    จ  านวนขอ้มูลคลาส c 
ทั้งหมด,    ขอ้มูลของคลาส c ตวัท่ี i และ   ชุดขอ้มูลของคลาส c 
    
 
  
 ∑                                (2.4) 
เราสามารถค านวณหา     คือ  เมตริกซ์การกระจายภายในคลาส (Within-Class Scatter 
Matrix) ไดจ้ากสมการ 2.5 และ      เป็นเมตริกซ์ไม่เอกฐาน (Non-singular Matrix) คือสามารถหา
ค่าอินเวอร์สของเมตริกซ์ได ้(    ) 
    ∑ (      )(      )
 
                                       (2.5) 
แต่ถา้ขอ้มูลมี 2 คลาสจะสามารถค านวณเวกเตอร์ฉายของกลุ่มตวัอยา่ง (w) ไดโ้ดยตรงจาก
สมการ (2.6) หลงัจากค านวณหาค่า w จากสมการ 2.6 แลว้จะตอ้งหาค่าเวกเตอร์หน่ึงหน่วยของ w 
ซ่ึงจะไดเ้วกเตอร์ฉายของกลุ่มตวัอยา่งของสองคลาสนั้น 
      















รูปท่ี 2.6 ตวัอยา่งของคลาสท่ีถูกจดักลุ่มโดยใช ้LDA (Juwei Lu et al., 2003) 
 
LDA มีวิธีการท างานท่ีคล้ายกบั PCA แต่มีวตัถุประสงค์ต่างกนัเล็กน้อยใน PCA ตอ้งหา
ปริภูมิยอ่ยท่ีเม่ือฉาย (Project) ขอ้มูลลงไปแลว้ ขอ้มูลมีการกระจายตวัสูงสุด แต่ใน LDA ตอ้งการหา
ปริภูมิย่อยท่ีเม่ือฉายขอ้มูลลงไปแล้ว ขอ้มูลจาก class เดียวกนัเขา้ใกล้กนัมากข้ึน และขอ้มูลจาก




2.4   มาตรวดัประสิทธิภาพของโมเดลจ าแนกประเภทข้อมูล  
ในการวดัประสิทธิภาพของโมเดลจ าแนกประเภทขอ้มูลนั้น จะใช ้Confusion Matrix ใน
การเก็บบนัทึกผลการจ าแนกประเภทขอ้มูลโมเดล (Predicted  Labels) เปรียบเทียบกบัประเภทท่ี
ถูกตอ้งของขอ้มูล (Actual Labels) โดยท่ีตารางนั้นจะมีขนาด m x m โดยท่ี m คือจ านวนของกลุ่ม
หรือจ านวน Label ท่ีเป็นไปไดท้ั้งหมด ในกรณีท่ีขอ้มูลจ าแนกประเภทไดเ้ป็น 2 กลุ่มคือ Positive 
และ Negative ค่าท่ีไดจ้าก Confusion Matrix จะมี 4 ค่า (รูปท่ี 2.7) ไดแ้ก่ 
True Positive (TP)  คือ จ านวนขอ้มูลท่ีโมเดลท านายวา่ Positive และประเภทท่ีแทจ้ริงของ
ขอ้มูลคือ Positive 
True Negative (TN)  คือ จ านวนขอ้มูลท่ีโมเดลท านายวา่ Negative และประเภทท่ีแทจ้ริง
ของขอ้มูลคือ Negative 
False Positive (FP)  คือ จ านวนขอ้มูลท่ีโมเดลท านายวา่ Positive แต่ประเภทท่ีแทจ้ริงของ
ขอ้มูลคือ Negative 


















s: Predited Lables:  
 Positive Negative  
Positive TP FN  
Negative FP TN  
     
 
รูปท่ี 2.7 ตาราง Confusion Matrix 
 
Accuracy  คือ ค่าความแม่นตรงท่ีบอกว่าโมเดลท านายประเภทหรือคลาสของขอ้มูลได้
ถูกต้องมากน้อยเพียงใด สามารถสร้างโมเดลท่ีใช้ท านายข้อมูลได้ถูกต้องขนาดไหน สามารถ
ค านวณหาไดจ้ากสมการท่ี 2.7 
 
                   
           
                (2.7) 
 
 
2.5   ภาษาไพธอน  
ภาษาไพธอน (Python) พฒันาโดยชาวเนเธอร์แลนด์ช่ือ กีโด ฟาน รอสซัม (Guido van 
Rossum) ในพ.ศ. 2533 ภาษาไพธอนถูกพฒันาให้สามารถท างานไดห้ลายแพลตฟอร์มคือรันไดท้ั้ง
บนระบบ Linux, Unix, Windows2000 แมแ้ต่ระบบ MAC OS X, Palm, Nokia Mobile เป็น
ตน้ ปัจจุบนัดูแลโดย มูลนิธิซอฟตแ์วร์ไพธอน ภาษาไพธอนเป็นโปรแกรมประเภท Open Source ท่ี
แจกจ่ายให้ใช้งานฟรีโดยไม่ตอ้งเสียค่าใช้จ่าย โปแกรมภาษาไพธอนสามารถดาวน์โหลดไดจ้าก
เว็บไซต์  http://www.python.org  มี ความปลอดภัย สู ง  เ น่ื องจากภาษาไพธอนท า ง านอยู่
ดา้น Server เป็นหลกั เม่ือมีการร้องขอจากเคร่ือง Client จะประมวลผลท่ีเคร่ือง Server ท าให้ผูใ้ช้
ทัว่ไปไม่สามารถเขา้ถึงเคร่ือง Server  ไดโ้ดยตรงจึงมีความปลอดภยัสูงกวา่   ในปัจจุบนัภาษาท่ีใช้
ในการพฒันา Web Application มีมากมายหลายภาษา อาทิเช่น ภาษา Perl, PHP, JAVA, ASP แต่
ด้วยข้อดีหลายประการของภาษาไพธอนท าให้มีผู ้นิยมใช้ภาษาไพธอนในการพัฒนาเว็บ              














2.5.1   การประกาศตัวแปรในภาษาไพธอน 
การตั้ ง ช่ือตัวแปรมีเ ง่ือนไขท่ีต้องค านึงตามกฎการตั้ ง ช่ือตัวแปรของภาษา 
ไพธอน มีดงัต่อไปน้ี 
1)   ตอ้งข้ึนตน้ดว้ยตวัอกัษร หา้มใชต้วัเลขหรือสัญลกัษณ์ใด ๆ 
2) หา้มมีช่องวา่ง หรือเวน้วรรค 
3)   หา้มใชเ้คร่ืองหมายต่อไปน้ีในการตั้งช่ือตวัแปร !,@, #, $, %, ^, &, *, (, ), -, 
=, \, |, +, ~ 
4)   หา้มตั้งช่ือตวัแปรซ ้ ากบัค าสงวน 
5)   ควรตั้งช่ือตวัแปรท่ีส่ือความหมายใหช้ดัเจน เพื่อผูอ่ื้นตีความหมายไดเ้ขา้ใจ 
แต่ถา้มีความยาวมากใหย้อ่ เช่น student_name ควรใช ้st_name เป็นตน้ 
6)   ตวัแปรท่ีมีตวัพิมพใ์หญ่และตวัพิมพเ์ล็กผสมกนัจะมีความหมายต่างกบั
ตวัพิมพเ์ล็กเพียงอยา่งเดียว เช่น St_Id แตกต่างจากตวัแปร st_id เป็นตน้ 
 
ตารางท่ี 2.2  ตารางแสดงการการประกาศตวัแปรของภาษาไพธอน 
 ชนิดขอ้มูล ตวัอยา่งการใชง้าน 
 integer   i = 0 
  j = 5 
 float   i = 0.0 
  j = 5.0 
 character  ch = ‘Y’ 
 string  text = ‘Programming Language’ 
 boolean   Boo = True 
  Boo = False 
 
จากตารางท่ี 2.2 จะสังเกตไดว้า่ภาษาไพธอนสามารถก าหนดค่าใหก้บัตวัแปรนั้น ๆ 
ไดโ้ดยไม่ตอ้งประกาศช่ือและชนิดขอ้มูลล่วงหนา้  ตวัแปล (Interpreter) ของภาษาไพธอนจะเรียนรู้
จากขอ้มูลท่ีเราก าหนดให ้เช่น i = 0  หมายถึง ตวัแปร i เก็บขอ้มูลประเภทตวัเลขจ านวน












2.5.2   ค าส่ังในการค านวณและแสดงผล 
ค าสั่งในการค านวณของภาษาไพธอนมีลกัษณะคลา้ยภาษาระดบัสูงทัว่ไป  ตวัอยา่ง
เคร่ืองหมายท่ีใชใ้นการค านวณแสดงไดด้งัตารางท่ี 2.3 
   
ตารางท่ี 2.3  แสดงสัญลกัษณ์ทางคณิตศาสตร์ท่ีใชใ้นการค านวณในภาษาไพธอน 
สัญลกัษณ์ การค านวณ ตัวอย่าง 
+ บวก a + b มีค่า 30 
- ลบ a - b มีค่า -10 
* คูณ a * b มีค่า 200 
/ หาร b / a มีค่า 2 
% เศษของการหาร b % a มีค่า 0 
** ยกก าลงั a**b หมายถึง 1020 
// หารปัดเศษทิ้ง 9//2  มีค่า 4 และ 9.0//2.0 มีค่า 4.0 
   
จากตารางท่ี  2.3 สมมุติให้ a มีค่า 10  และ b มีค่า 20 จะเห็นวา่สัญลกัษณ์ท่ีใช้
ค  านวณในภาษาไพธอนจะมีอยู ่6  ตวัดว้ยกนัคือ  บวก  ลบ  คูณ  หาร  หารเอาเศษยกก าลงัและหาร
ไม่ปัดเศษ  ซ่ึงการค านวณจะข้ึนอยูก่บัชนิดของตวัแปรวา่เป็นชนิดแบบใดท่ีมากระท าต่อกนั  ซ่ึงผล
ท่ีไดเ้ม่ือค านวณเสร็จแลว้อาจจะเป็นชนิดขอ้มูลแบบเดิมหรืออาจจะกลายเป็นชนิดขอ้มูลตวัใหม่ก็
ได ้    
การแสดงผลในภาษาไพธอนจะใชค้  าสั่ง print เพื่อแสดงผลทางจอภาพ  ตวัอยา่ง
การแสดงขอ้ความออกทางจอภาพแสดงไดด้งัตารางท่ี 2.4   
 
ตารางท่ี 2.4  แสดงการแสดงขอ้ความออกทางจอภาพ 
ค าส่ัง Print ผลลพัธ์ 
print "Hello, World!" Hello, World! 
print "Hello \nWorld" 
Hello 
World 
print "A 'B' C" A 'B' C 
print 'A "B" C' A "B"C 












จากตาราง 2.4 แสดงการใชเ้คร่ืองหมาย \ เพื่อควบคุมการแสดงผล  เช่น \n  เป็น
การสั่งเพื่อใหข้ึ้นบรรทดัใหม่   นอกจากค าสั่งท่ีแสดงใหเ้ห็นตามตวัอยา่งแลว้ ยงัมีการควบคุมดว้ย
อกัขระอ่ืน ๆ ดงัแสดงในตารางท่ี 2.5  ดงัน้ี 
  
ตารางท่ี 2.5  แสดงสัญลกัษณ์ท่ีใชค้วบคุมการแสดงผล 
สัญลกัษณ์ทีใ่ช้ การใช้งาน 
\n New line : ใชข้ึ้นบรรทดัใหม่ 
\t Horizontal tab : ใชเ้หมือนการกดปุ่ม Tab 
\r Carriage return : ใหเ้คอเซอร์ อยูท่ี่ตน้บรรทดัใหม่ 
\b Backspace : ใชล้บตวัอกัษรดา้นหนา้ 1 ตวัอกัษร 
\a Alert : แสดงเสียง Alert 
\\ แสดงเคร่ืองหมาย \ 
\" แสดงเคร่ืองหมาย " 
\' แสดงเคร่ืองหมาย ' 
 
2.5.3  ตัวอย่างโปรแกรมภาษาไพธอน 
ตวัอยา่งการใชแ้สดงการแสดงขอ้ความออกทางจอภาพและการเคร่ืองหมายแสดง






รูปท่ี 2.8 แสดงตวัอยา่งค าสั่งการแสดงผลตวัขอ้ความ 
 
  จากรูปท่ี 2.8 แสดงการแสดงผลขอ้ความร่วมกบัสัญลกัษณ์ท่ีใชใ้นการข้ึนบรรทดั
ใหม่  ในค าสั่งท่ีตอ้งการให้แสดงขอ้ความใหพ้ิมพข์อ้ความอยูภ่ายใตเ้คร่ืองหมาย " "   
 
 


























รูปท่ี 2.9 แสดงตวัอยา่งค าสั่งการค านวณและค่าตวัแปร 
 
   จากรูปท่ี 2.9 แสดงการแสดงค าสั่งการค านวณ การแสดงผลตวัแปรและมีขอ้ความ
อยูต่รงกลาง  เม่ือตอ้งการแสดงผลตวัแปร หรือมีฟังก์ชนัให้คัน่ดว้ยเคร่ืองหมาย  ‚,‛ ถา้หากตอ้งการ









รูปท่ี 2.10 แสดงตวัอยา่งค าสั่งการเช่ือมขอ้ความ 
 
  รูปท่ี 2.10 เป็นการแสดงผลขอ้ความเช่ือมขอ้ความ  ขอ้ความนั้นอาจจะเก็บเป็นตวั
แปร หรือท่ีสร้างข้ึนมาเอง  สามารถเช่ือมค าดว้ยเคร่ืองหมายบวก (+)   
 
 
>>> print  3, 4, 3 + 4 
3  4  7 
>>> print  5-1, 10/2 
4  5   
>>>  pi = 3.141 
>>> print "ค่า pi  = ", str(pi) + "  และค่า pi ค านวณดว้ย Python = ",22.0/7.0 
ค่า pi  =  3.141  และค่าของ pi ค านวณดว้ย Python =  3.14285714286 
 
>>> a = 'Programming' 
>>> b = '\n Language' 
















ในส่วนของการน าเสนอแนวคิด การปรับปรุงอลักอริทึม ผูว้จิยัไดท้  าการศึกษาคน้ควา้งานวจิยัท่ีมี
ความเก่ียวขอ้งกบังานวิจยัท่ีจะท าโดยมีรายละเอียดโดยสรุปดงัน้ี 
Aleix และAvinash (2001) ไดศึ้กษา PCA และ LDA และท าการทดลองเพื่อพยายามพิสูจน์
วา่อาจจะไม่เสมอไปท่ี  LDA มีประสิทธิภาพดีกวา่ PCA จึงไดใ้ชเ้ทคนิคการลดมิติของขอ้มูล PCA 
เปรียบเทียบกบั LDA โดยใช ้Nearest Neighbor Classification ในการจ าแนกขอ้มูลรูปภาพใบหนา้
บุคคลท่ีมีการปิดและไม่ปิดบงัใบหน้าบางส่วนและถ่ายในระยะเวลาท่ีต่างกนั โดยแบ่งการทดลอง
เป็น PCA, PCAโดยไม่เอา 3 ไอเกนเวกเตอร์แรก และ LDA ผลการทดลองปรากฏวา่ LDA สามารถ
จ าแนกรูปภาพไดดี้ท่ีสุด แต่ถา้ชุดขอ้มูลการฝึกสอนมีขนาดเล็กอาจจะท าให้ PCA สามารถให้ผลการ
จ าแนกขอ้มูลไดดี้กวา่ LDA นอกจากน้ี PCA ยงัมีผลกระทบนอ้ยกบัขอ้มูลท่ีมีความแตกต่างกนั  
Ergun Gumus, Niyazi Kilic และคณะ (2010)  ไดศึ้กษาวิธีการสกดัคุณลกัษณะสองวิธีการ
คือ PCA และ Wavelets โดยใชก้ารจ าแนกระยะใกลท่ี้สุด (Nearest Distance Classification) และ 
SVM (ใชเ้คอร์เนลสามแบบคือ RBF Kernel, Linear Polynomial Kernel และ Quadratic Polynomial 
Kernel) ส าหรับขั้นตอนการจดัหมวดหมู่ จากนั้นตรวจสอบความถูกตอ้งจ าแนกตามขนาดท่ีเพิ่มข้ึน
ของชุดการฝึกโดยมี 6 ชุดฝึก ในการเปรียบเทียบความถูกตอ้งในการจดัหมวดหมู่ ใช้ฐานขอ้มูล
ใบหน้า ORL-Face-Database ซ่ึงเป็นฐานขอ้มูลมาตรฐานท่ีนิยมใช้งานในการรู้จ าใบหน้ามีจ านวน 
400 ภาพ จากจ านวนคน 40 คน ผลการทดลองพบวา่วิธีการ Wavelet–SVM (Quadratic Polynomial 
Kernel) ใหค้่าความถูกตอ้งดีท่ีสุดท่ี 98.1% 
M.N.Shah Zainudin และคณะ (2012) ไดศึ้กษาเปรียบเทียบ PCA และ LDA ท่ีเป็น
อลักอริทึมท่ีนิยมใช้ในการรู้จ า โดยฐานขอ้มูลภาพใบหน้าท่ีน ามาทดลองคือ ATT Face Database 
ขนาดภาพ 92x112 พิกเซล ถ่ายท่ีมุมกลอ้งเดิมซ่ึงภาพท่ีไดไ้ม่ค่อยแตกต่างกนั และฐานขอ้มูล Indian 
Face Database (IFD) ขนาดภาพ 64 x48 พิกเซล มีการเปล่ียนมุมกลอ้ง ใช้โปรแกรม MATLAB ใน
การทดสอบ ผลการทดลองปรากฏวา่เม่ือใชข้อ้มูล ATT ประสิทธิภาพของ LDA ดีกวา่ PCA และใช้
เวลาน้อยกว่า ส่วนฐานขอ้มูล IFD ประสิทธิภาพของ LDA ดีกว่า PCA แต่ใช้เวลามากกว่า และ
ประสิทธิภาพการรู้จ าของฐานขอ้มูล ATT จะสูงกวา่ IFD เน่ืองจาก IFD มีการถ่ายภาพท่ีต่างมุม
กลอ้งและภาพพื้นหลงัมีขนาดกวา้งท าใหก้ารรับรู้ของ LDA มีประสิทธิภาพลดลง  
Changjun  Zhou,  Lan  Wang และคณะ (2013)  น าเสนอวิธีการใหม่ท่ีอยูบ่นพื้นฐานของ













สร้างข้ึนใหม่จากภาพใบหน้าเดิม ภาพท่ีเหลือจะน าไปใช้กับ LDA ท่ีจะได้รับค่าสัมประสิทธ์ิ
เมตริกซ์ การจ าแนกภาพใช้วิธีการสองแบบคือการจ าแนกดว้ยวิธีระยะทางน้อยท่ีสุด (Minimum  
Distance  Classifier) และ SVM บทความน้ีใชข้อ้มูลใบหนา้ ORL-Face-Database ซ่ึงมีทั้งหมด 400  
ภาพ มีขนาด 112×92 พิกเซล มีการปรับความคมชดั และปรับแสงก่อนน าไปใช้งาน  วิธีการท่ี
ออกแบบคือ PCA+LDA และ PCA+LDA+SVM โดยใช ้Feature  Dimension ทั้งหมด 7 ค่า ไดแ้ก่ 3, 
4, 5, 6, 7, 8, 9 ใช้ค่าเปอร์เซ็นตก์ารรู้จ าในการเปรียบเทียบประสิทธิภาพการจ าแนกขอ้มูล ผลการ
ทดลองปรากฏวา่ PCA+LDA+SVM มีประสิทธิภาพดีท่ีสุดท่ีค่า Feature  Dimension เท่ากบั 9 และ
ค่าเปอร์เซ็นตก์ารรู้จ  าเท่ากบั 97.74% 
จากการศึกษางานวิจยัท่ีเก่ียวขอ้งพบว่าอลักอริทึมท่ีน ามาใช้ในการลดมิติขอ้มูลในแต่ละ
งานวจิยันั้นมีการน ามาใชก้บัอลักอริทึมอ่ืนเพื่อใชใ้นการจ าแนก  ซ่ึงจะเหมาะสมกบัลกัษณะขอ้มูลท่ี
แตกต่างกนัออกไป โดยงานวิจยัส่วนมากจะใช้กบัขอ้มูลทดสอบเพียงขอ้มูลเดียวโดยจะเน้นการ
เปรียบเทียบประสิทธิภาพในแต่ละเทคนิคในการลดมิติขอ้มูล และจะวดัประสิทธิภาพจากค่าความ
ถูกต้องในการจ าแนก เน่ืองจากการทดสอบและเปรียบเทียบประสิทธิภาพของการจ าแนก
ขอ้มูลภาพไบโอเมตริกซ์นั้นค่อนขา้งซบัซ้อนและตอ้งใชเ้วลานาน ในงานวิจยัน้ีไดเ้สนอเทคนิคการ
ลดมิติขอ้มูลเพื่อท่ีจะลดเวลาในการประมวลผลและสามารถใช้กบัขอ้มูลท่ีเป็นไบโอเมตริกซ์ได้
หลายชนิดไดแ้ก่ ขอ้มูลใบหน้า ขอ้มูลลายน้ิวมือ และขอ้มูลลายมือช่ือ  เสนอการวดัประสิทธิภาพ























ตารางท่ี 2.6  สรุปเปรียบเทียบงานวจิยัท่ีเก่ียวขอ้งกบัการจ าแนกขอ้มูลไบโอเมตริกซ์ 
 กระบวนการท างาน 
งานวจัิยทีเ่กี่ยวข้อง 
ก ข ค ง จ* 
อัลกอริทึมท่ีใช้ในการลดมิติข้อมลู      
 Principal Component Analysis      
 Linear Discriminant Analysis      
 Wavelets      
อัลกอริทึมท่ีใช้ในการจ าแนกข้อมลู      
Nearest Neighbor Classification      
Nearest Distance Classification      
Minimum  Distance  Classifier      
Support Vector Machine      
ลักษณะการจ าแนกข้อมลูไบโอเมตริกซ์      
การรู้จ าใบหนา้      
การรู้จ าลายน้ิวมือ      
การรู้จ าลายมือช่ือ      
เกณฑ์การประเมินประสิทธิภาพ      
Accuracy      
Time      
Number of Dimensions      
ขอบเขตของการวิจัย      
 วจิยัเพื่อทดสอบประสิทธิภาพ      
 วจิยัเพื่อเสนอแนวคิดใหม่      
 มีการประยกุตใ์ชก้บัขอ้มูลจริง      
 
หมายเหตุ งานวจิยัท่ีเก่ียวขอ้ง ประกอบดว้ย 
  ก   แทนงานวจิยัของ Aleix และAvinash (2001)   
  ข   แทนงานวิจยัของ Ergun Gumus, Niyazi Kilic และคณะ (2010)  
  ค   แทนงานวิจยัของ M.N.Shah Zainudin และคณะ (2012) 











จ*   แทนงานวิจยัของ       การปรับปรุงอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน 
















งานวิจยัน้ีมีวตัถุประสงค์เพื่อเสนออลักอริทึม Bio-SVM ซ่ึงเป็นการปรับปรุงอลักอริทึม 
ซพัพอร์ตเวกเตอร์แมชชีนท่ีสามารถจ าแนกขอ้มูลภาพไบโอเมตริกซ์ไดห้ลากหลายชนิด ในบทน้ีจะ


























Support Vector Machine 
Linear Discriminant Analysis* 
Prediction  Model 
Images to Array*  
Support Vector Machine 
 
Images dataset 












จากรูปท่ี 3.1 กรอบแนวคิดของขั้นตอนวธีิ Bio-SVM ในส่วนท่ีมีเคร่ืองหมายดอกจนั (*) จะ
หมายถึงส่วนท่ีเพิ่มข้ึนมาเพื่อปรับปรุงอลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนส าหรับการจ าแนก
ขอ้มูลภาพไบโอเมตริกซ์ ซ่ึง Bio-SVM โดยจะประกอบไปดว้ย 3 ขั้นตอนยอ่ย  ดงัน้ี 
1) น าขอ้มูลรูปภาพแปลงเป็นอาร์เรยซ่ึ์งแทนค่าระดบัความเขม้ของสีเทาคือ 0-255 แลว้น า
อาร์เรยท่ี์แปลงไดแ้ต่ละแถวมาต่อกนัเป็นแถวยาว 1 แถวแทนขอ้มูลรูปภาพ 1 ภาพ เช่นรูปภาพขนาด 












3.2.1   ออกแบบอัลกอริทึมการปรุงอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนส าหรับการ
จ าแนกข้อมูลไบโอเมตริกซ์ 
  ส าหรับการออกแบบอัลกอริทึมการปรับปรุงอัลกอริทึมซัพพอร์ตเวกเตอร์ 
แมชชีนส าหรับการจ าแนกขอ้มูลภาพไบโอเมตริกซ์ ซ่ึงในงานวิจยัน้ีได้เสนอขั้นตอนการลดมิติ
ขอ้มูลดว้ยการวิเคราะห์การจ าแนกเชิงเส้น  ก่อนน าไปเขา้อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนเพื่อ
ท าการจ าแนกข้อมูลภาพไบโอเมตริกซ์ลักษณะทางกายภาพ  ส่วนข้อมูลรูปภาพมีลักษณะทาง
พฤติกรรมจะใช้อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีน ขั้นตอนการปรับปรุงอลักอริทึมซัพพอร์ต

































รูปท่ี 3.2 ผงังานแสดงขั้นตอน Bio-SVM 
Read Data 
Start 
check image data 
(average value of pixels  
1 to 64 >= 220?) 
no 





Select target attribute 
Extract pixel color and target 
attributes from data 
Select target attribute 
Extract pixel color and target 
















จากรูปท่ี 3.2 เป็นรูปแสดงขั้นตอน Bio-SVM ซ่ึงมีขั้นตอนในการท างานจะเร่ิมจาก
การตรวจสอบขอ้มูลก่อนวา่เป็นขอ้มูลภาพเป็นขอ้มูลภาพไบโอเมตริกซ์ชนิดใดเพื่อเลือกวิธีการใน
การสร้างโมเดลท่ีใช้ในการจ าแนกข้อมูลท่ีเข้ามา โดยในส่วนขั้นตอนต่างๆ ของการปรับปรุง
อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนมีดงัต่อไปน้ี 
ขั้นตอน Read Data : เป็นขั้นตอนการอ่านขอ้มูลจากไฟล์ .csv ซ่ึงเป็นไฟล์ท่ี
คอลมัน์แรกจะใส่ตวัเลขท่ีเป็นคลาสเป้าหมายของภาพไว ้(target) ส่วนคอลมัน์ท่ีสองจนถึงสุดทา้ย
จะเป็นค่าระดบัสีในแต่ละจุดของภาพ ขอ้มูลในไฟล ์.csv หน่ึงบรรทดัหมายถึงภาพหน่ึงภาพ 
ขั้นตอน check image data : เป็นการตรวจสอบชนิดขอ้มูลท่ีเขา้มา โดยงานวิจยัน้ี
จะแบ่งขอ้มูลออกเป็น 2 ลกัษณะคือ ขอ้มูลลกัษณะทางพฤติกรรม และขอ้มูลลกัษณะกายภาพ โดย
จะแบ่งลกัษณะขอ้มูลจากการหาค่าเฉล่ียของขอ้มูลค่าสีท่ีคอลมัน์ท่ี 1 ถึงคอลมัน์ท่ี 64 ถา้ค่าเฉล่ียมีค่า
มากกวา่หรือเท่ากบั 220 แสดงวา่ขอ้มูลนั้นเป็นขอ้มูลลกัษณะทางพฤติกรรม แต่ถา้ค่าเฉล่ียมีค่านอ้ย
กวา่ 220 แสดงวา่ขอ้มูลนั้นเป็นขอ้มูลลกัษณะกายภาพ เลือกใชค้่าสีเฉล่ียท่ี 220 เน่ืองจากไฟล์ภาพท่ี
ใชใ้นการทดลองท่ีเป็นขอ้มูลลกัษณะกายภาพ ไดแ้ก่ ภาพลายน้ิวมือ ภาพใบหนา้ และขอ้มูลลกัษณะ
ทางพฤติกรรม ภาพลายมือช่ือ ดงัแสดงในรูปท่ี 3.3 3.4 และ 3.5 ซ่ึงจากรูปจะเห็นว่าขอ้มูลภาพ
ลายมือช่ือท่ีบริเวณหวัภาพจะเป็นสีขาว (ค่าสี 255) แต่จะมีบางลายมือช่ือท่ีถูกตวดัปากกาท าให้บาง
จุดบนหัวภาพเป็นระดบัสีเทาท าให้เราไม่สามารถแยกภาพลายน้ิวมือด้วยค่าเฉล่ียสีท่ี 255 เราจึง




                     
 
รูปท่ี 3.3 แสดงตวัอยา่งภาพใบหนา้ 
 
 
                    
 
 
















   
 
รูปท่ี 3.5 แสดงตวัอยา่งภาพลายมือช่ือ 
ขั้นตอน Select target attribute : ในขั้นตอนน้ีจะท าเลือกคลาสเป้าหมาย  เน่ืองจาก
อลักอริทึม SVM เป็นอลักอริทึมแบบมีผูฝึ้กสอน  ดงันั้นจึงตอ้งมีการเตรียมขอ้มูลก่อน โดยจะตอ้ง
ท าการก าหนดคอลมัน์เป้าหมายให้กบัอลักอริทึม ซ่ึงในงานวิจยัน้ีจะก าหนดขอ้มูลคอลมัน์แรกเป็น
คอลมัน์เป้าหมาย ดงันั้นในขั้นตอนน้ีจ าท าการเลือกคลาสเป้าหมายท่ีคอลมัน์แรกของขอ้มูล 
 ขั้นตอน Extract pixel color and target attributes from data : เป็นขั้นตอนการดึงค่า
คลาสเป้าหมายท่ีคอลมัน์แรกและขอ้มูลท่ีเป็นค่าระดบัของแต่ละจุดบนภาพท่ีคอลมัน์ท่ีสองจนถึง
คอลมัน์สุดทา้ยออกจากไฟล์ขอ้มูลโดยจะแยกเก็บคลาสเป้าหมายและขอ้มูลท่ีเป็นค่าระดบัสีไวใ้น
รูปแบบของอาร์เรยโ์ดยจะเก็บคลาสเป้าหมายไวท่ี้ตวัแปร target ส่วนขอ้มูลค่าสีเก็บค่าไวท่ี้ตวัแปร 
data 
ขั้นตอน  : เป็นขั้นตอนการน าขอ้มูลท่ีเป็นเฉพาะค่าระดบัสีบนแต่ละจุดของ LDA
ภาพมาท าการลดมิติขอ้มูลดว้ยวธีิการวเิคราะห์การจ าแนกเชิงเส้น   
ขั้นตอน  : ในขั้นตอนน้ีจะเป็นการใชอ้ลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน SVM
เพื่อใชใ้นการจ าแนกขอ้มูลภาพไบโอเมตริกซ์ ซ่ึงในงานวิจยัน้ีเลือกใชเ้คอร์เนลของอลักอริทึมซพั























ประสิทธิภาพโมเดลท่ีใช้ท านายขอ้มูลภาพไบโอเมตริกซ์สามารถแสดงไดด้งัรูปท่ี 3.6 โดยจะใช้
ลูกศรท่ีเป็นเส้นประ (            ) จะแสดงการวดัประสิทธิภาพของขอ้มูลท่ีไม่ไดถู้กลดมิติก่อนน าไป
สร้างโมเดล และลูกศรท่ีเป็นเส้นตรง (            ) จะแสดงการวดัประสิทธิภาพของขอ้มูลท่ีถูกลดมิติ
ดว้ยการวเิคราะห์การจ าแนกเชิงเส้นก่อนน าขอ้มูลท่ีถูกลดมิติขอ้มูลแลว้ไปสร้างโมเดล 
 จากตวัอย่างในรูปท่ี 3.6 จะเห็นว่าเม่ือใช้ขอ้มูลทดสอชุดเดียวกนัการลดมิติขอ้มูลจะท า
ใหผ้ลการท านายใบหนา้ มีความแม่นตรงสูงถึง 80% ในขณะท่ีถา้ไม่ใชเ้ทคนิคการลดมิติขอ้มูลความ
แม่นตรงของการท านายภาพใบหน้าชาย-หญิง มีความแม่นตรงเพียง 60% งานวิจยัน้ีจึงเลือกใช้
เทคนิคการลดมิติขอ้มูลเป็นขั้นตอนหน่ึงของการรู้จ  าภาพไบโอเมตริกซ์เชิงกายภาพ แต่ในกรณีของ
ภาพไบโอเมตริกซ์เชิงพฤติกรรมท่ีเป็นภาพลายมือช่ือรายละเอียดของภาพจะไม่มากเท่าภาพใบหนา้























         
 
                      
 
  



























ค่าความแม่นตรง  = (ท านายถูกx100) / (ข้อมูลทั้งหมด) 






ค่าความแม่นตรง = (ท านายถูกx100) / (ข้อมูลทั้งหมด) 
 = (3x100) / (5) 
 = 60% 
วดัประสิทธิภาพการท านาย 











3.3   เคร่ืองมอืทีใ่ช้ในการวจิัย 
เคร่ืองมือท่ีใชใ้นงานวจิยัน้ี ประกอบดว้ยฮาร์ดแวร์และซอฟตแ์วร์ ดงัน้ี 
 1) เคร่ืองคอมพิวเตอร์ โดยมีรายละเอียดดงัน้ี 
- หน่วยประมวลผลกลาง : Intel® Core i3  
- หน่วยความจ าส ารอง : 320 GB 
- หน่วยความจ าหลกั : 2 GB 
- อุปกรณ์เสริมอ่ืน ๆ เช่น เมาส์ แป้นพิมพ ์เป็นตน้ 
 2) ระบบปฏิบติัการและโปรแกรมประยกุตส์ าหรับโปรแกรม Bio-SVM ประกอบไปดว้ย 
- ระบบปฏิบติัการ : Windows 7 Ultimate 32-bit Operating System 














  การทดสอบประสิทธิภาพของระบบนั้ น จะทดสอบประสิทธิภาพการปรับปรุง
อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนส าหรับการจ าแนกขอ้มูลภาพไบโอเมตริกซ์  (Bio-SVM) โดย
การเปรียบเทียบประสิทธิภาพอลักอริทึม Bio-SVM นั้นกบัอลักอริทึมซัพพอร์ตเวกเตอร์แมชชีน
แบบปกติ ซ่ึงจะเปรียบเทียบค่าความแม่นตรง (Accuracy) ของโมเดลและเวลาท่ีใชใ้นการท างาน 
4.1 ข้อมูลทีใ่ช้ในการทดสอบ 
ในการทดสอบการปรับปรุงอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนส าหรับการจ าแนก
ขอ้มูลภาพไบโอเมตริกซ์ (Bio-SVM) จะใชข้อ้มูลทั้งหมด 3 ขอ้มูลไดแ้ก่  
4.1.1   ข้อมูลภาพลายนิว้มือ  
ขอ้มูลทั้งหมดมี 168 ภาพ เป็นภาพลายน้ิวมือของ 21 คน  โดยท่ีลายน้ิวมือ 1  
ลายน้ิวมือจะมีขอ้มูลทั้งหมด 8 ภาพ ในแต่ละภาพมีความละเอียดภาพละ 80x80  พิกเซล (6400 พิก
เซล) สามารถดาวน์โหลดไดท่ี้ http://fvs.sourceforge.net/download.html 
 
      
 
รูปท่ี 4.1 ตวัอยา่งขอ้มูลภาพสแกนลายน้ิวมือ 
 
4.1.2   ข้อมูลภาพใบหน้า  
ขอ้มูลทั้งหมดมี 400 ภาพ เป็นภาพใบหนา้บุคคล 40 คน  โดยใบหนา้ของแต่บุคคล 
จะมีขอ้มูลทั้งหมด 10 ภาพ เป็นภาพใบหนา้ผูช้าย 36 คน (360 ภาพ) และภาพใบหนา้ผูห้ญิง 4 คน 













      
 
รูปท่ี 4.2 ตวัอยา่งขอ้มูลภาพใบหนา้ 
 
4.1.3   ข้อมูลภาพลายมือช่ือ  
ขอ้มูลมีทั้งหมด 600 ภาพ เป็นภาพลายมือช่ือ 30 บุคคล โดยท่ีลายมือช่ือของแต่ละ
บุคคล  จะเก็บขอ้มูลเอาไวท้ั้งหมด 20 ภาพ  ในแต่ละภาพลายมือช่ือจะมีความละเอียดภาพละ 
38x144 พิกเซล (5472 พิกเซล) สามารถดาวน์โหลดข้อมูลภาพลายมือช่ือได้จาก 
https://sites.google.com/site/nhinganusaracpesut/signature/datasets 
 
   
 
   
 
รูปท่ี 4.3 ตวัอยา่งขอ้มูลภาพภาพลายมือช่ือ 
 
4.2   การทดสอบประสิทธิภาพการปรับปรุงอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน
ส าหรับการจ าแนกข้อมูลภาพไบโอเมตริกซ์ 
วิธีทดสอบประสิทธิภาพการจ าแนกขอ้มูลภาพไบโอเมตริกซ์จะใช้ค่าความแม่นตรงเป็น
ตวัช้ีวดัหลกั โดยแบ่งขอ้มูลทดสอบออกเป็น 2 ชุดไดแ้ก่ ขอ้มูลท่ีใชใ้นการเรียนรู้ 75% และขอ้มูลท่ี
ใช้ในการทดสอบ 25% ซ่ึงขอ้มูลในการเรียนรู้และขอ้มูลท่ีใช้ในการทดสอบจะถูกน าไปผ่าน
ขั้นตอนการลดมิติขอ้มูลจากนั้นจะน าขอ้มูลการเรียนรู้ท่ีถูกลดมิติแล้วเขา้สู่อลักอริทึมซัพพอร์ต
เวกเตอร์แมชชีนเพื่อสร้างโมเดลท่ีใชใ้นการจ าแนกขอ้มูลภาพไบโอเมตริกซ์ และสุดทา้ยจะน าขอ้มูล
ทดสอบท่ีผ่านการลดมิติเขา้ไปในโมเดลเพื่อทดสอบและหาเป็นค่าความแม่นตรงออกมา ดงัรูปท่ี 
4.4 ท่ีแสดงแผนภาพวิธีการทดสอบประสิทธิภาพการการปรับปรุงอลักอริทึมซัพพอร์ตเวกเตอร์ 
แมชชีนส าหรับการจ าแนกขอ้มูลภาพไบโอเมตริกซ์  โดยท่ีจะใช้ลูกศรท่ีเป็นเส้นประ (            ) จะ
แสดงขั้นตอนการวดัประสิทธิภาพของโมเดล Bio-SVM เชิงพฤติกรรมและลูกศรท่ีเป็นเส้นตรง  























New Train Data 
Support Vector Machine 
New Test Data 
Prediction  Model 
แทน  Bio-SVM เชิงพฤติกรรม 












4.2.1   ผลของวธีิการใช้ SVM 
ในการทดสอบการจ าแนกภาพไบโอเมตริกซ์ด้วยอลักอริทึมซัพพอร์ตเวกเตอร์  
แมชชีน วธีิการน้ีจะเป็นการแบ่งขอ้มูลออกเป็นขอ้มูลท่ีใชใ้นการเรียนรู้ 75% และขอ้มูลท่ีใชใ้นการ
ทดสอบ 25% ซ่ึงขอ้มูลในการเรียนรู้จะน าเขา้สู่อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนเพื่อสร้างโมเดล
ท่ีใช้ในการจ าแนกขอ้มูลภาพไบโอเมตริกซ์ และสุดทา้ยจะน าขอ้มูลทดสอบเขา้ไปในโมเดลเพื่อ
ทดสอบการจ าแนกภาพของโมเดลและหาเป็นค่าความแม่นตรงออกมา ผลการทดสอบของวิธีการน้ี
จะเอาไวเ้ปรียบเทียบวา่เม่ือปรับปรุงอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนแลว้จะท ามีประสิทธิภาพ
ในการจ าแนกภาพไบโอเมตริกซ์ดีข้ึนหรือไม่ ซ่ึงผลการทดสอบไดผ้ลดงัน้ี  
ขอ้มูลภาพลายน้ิวมือท่ีเคอร์เนลเส้นตรงให้ค่าความแม่นตรงร้อยละ 52 ใช้เวลา 
0.475 วนิาที และเคอร์เนลโพลิโนเมียลใหค้่าความแม่นตรงร้อยละ 59 ใชเ้วลา 0.495 วนิาที 
ขอ้มูลภาพใบหนา้ผลจากการใชเ้คอร์เนลเส้นตรงใหค้่าความแม่นตรงร้อยละ 96 ใช้
เวลา 1.138  วนิาที และเคอร์เนลโพลิโนเมียลใหค้่าความแม่นตรงร้อยละ 97 ใชเ้วลา 2.184  วนิาที 
ขอ้มูลภาพลายมือช่ือเม่ือใชเ้คอร์เนลเส้นตรงให้ค่าความแม่นตรงร้อยละ 94.7  ใช้
เวลา 3.600  วนิาที และเคอร์เนลโพลิโนเมียลใหค้่าความแม่นตรงร้อยละ 95.3 ใชเ้วลา 3.640  วนิาที 
ซ่ึงผลจากการทดสอบการใช้อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนกบัภาพไบโอ
เมตริกซ์ 3 ชนิดสามารถสรุปไดด้งัตารางท่ี 4.1 
 
ตารางท่ี 4.1 แสดงค่าความแม่นตรงและเวลาท่ีใชใ้นการจ าแนกขอ้มูลไบโอเมตริกซ์แต่ละประเภท
ดว้ยอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน 
Data SVM Kernel Function Accuracy(%) Time(sec) 
ลายน้ิวมือ 
linear 52.0 0.475 
polynomial 59.0 0.495 
ใบหนา้ 
linear 96.0 1.138   
polynomial 97.0 2.184   
ลายมือช่ือ 
linear 94.7  3.600   






















แม่นตรงท่ีร้อยละ 73.8 ใช้เวลา 0.461 วินาที และเคอร์เนลโพลิโนเมียลใช ้16 องค์ประกอบให้ค่า
ความแม่นตรงร้อยละ 47.6 ใชเ้วลา 0.478 วนิาที 
ขอ้มูลภาพใบหน้าผลจากการใชเ้คอร์เนลเส้นตรงใช ้41 องคป์ระกอบให้ค่าความ
แม่นตรงร้อยละ 98 ใชเ้วลา 0.548วินาที และเคอร์เนลโพลิโนเมียลใช ้41 องคป์ระกอบให้ค่าความ
แม่นตรงร้อยละ 91 ใชเ้วลา 0.633 วนิาที 
ซ่ึงผลจากการทดสอบทั้งหมดของ Bio-SVM เชิงกายภาพกบัภาพไบโอเมตริกซ์ 2 



























ตารางท่ี 4.2 แสดงผลการทดสอบขอ้มูลภาพลายน้ิวมือดว้ย LDA+SVM 
% reduce data n_components linear Time(sec) 
0.16% 10 0.643 0.466 
0.25% 16 0.69 0.472 
0.50% 32 0.738 0.461 
1% 64 0.738 0.467 
2.5% 160 0.738 0.467 
5% 320 0.738 0.47 
10% 640 0.738 0.464 
20% 1280 0.738 0.465 
30% 1920 0.738 0.472 
40% 2560 0.738 0.461 
50% 3200 0.738 0.466 
60% 3840 0.738 0.478 
70% 4480 0.738 0.47 
80% 5120 0.738 0.468 
90% 5760 0.738 0.482 























ตารางท่ี 4.3 แสดงผลการทดสอบขอ้มูลภาพใบหนา้ดว้ย LDA+SVM 
% reduce data n_components linear Time(sec) 
0.25% 10 0.92 0.523 
0.37% 15 0.95 0.544 
0.50% 20 0.96 0.542 
1% 41 0.98 0.548 
2.5% 102 0.98 0.536 
5% 205 0.98 0.536 
10% 410 0.98 0.54 
20% 819 0.98 0.548 
30% 1229 0.98 0.573 
40% 1638 0.98 0.6 
50% 2048 0.98 0.56 
60% 2458 0.98 0.572 
70% 2867 0.98 0.594 
80% 3278 0.98 0.589 
90% 3686 0.98 0.618 



























จ าแนกขอ้มูลไบโอเมตริกซ์ลกัษณะทางพฤติกรรม และขอ้มูลท่ีใชใ้นการทดสอบโมเดล 25% ซ่ึงผล
การทดสอบขอ้มูลภาพลายมือช่ือใหค้่าความแม่นตรงร้อยละ 95.3 ใชเ้วลา 3.640  วนิาที 
 
4.3   เปรียบเทียบผลการทดลองการจ าแนกข้อมูลภาพไบโอเมตริกซ์ด้วยอัลกอริทึม
ต่าง ๆ 
การทดลองการใชเ้ทคนิคการลดขนาดมิติขอ้มูลร่วมกบัการใชอ้ลักอริทึมซพัพอร์ตเวกเตอร์
แมชชีนนั้นให้ประสิทธิภาพท่ีดี โดยงานวิจยัน้ีไดเ้ลือกใช้ขอ้มูลภาพ 3 ชนิดไดแ้ก่ ภาพลายน้ิวมือ 
ภาพใบหน้า และภาพลายมือช่ือ ในการทดสอบประสิทธิภาพ ซ่ึงได้เปรียบเทียบกับการใช้
อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน กับอัลกอริทึมท่ีผูว้ิจ ัยได้เสนอข้ึนมาใหม่คือ Bio-SVM 
แบ่งเป็น 2 โมเดลไดแ้ก่ Bio-SVM เชิงกายภาพและ Bio-SVM เชิงพฤติกรรม การเปรียบเทียบจะใช้
ค่าความแม่นตรงในการจ าแนกภาพไบโอเมตริกซ์แต่ละชนิดและเวลาท่ีใช้ในการทดสอบ โดยจะ
แสดงการเปรียบเทียบในตารางท่ี 4.4 สรุปเป็นกราฟเปรียบเทียบค่าความแม่นตรงแสดงดงัรูปท่ี 4.5 
และกราฟเปรียบเทียบเวลาท่ีใชใ้นการท างานของโมเดลแสดงในรูปท่ี 4.6 
 
ตารางท่ี 4.4 แสดงการสรุปผลการทดสอบดว้ย SVM-linear, SVM-poly, Bio-SVM กบัขอ้มูล 
ไบโอเมตริกซ์เชิงกายภาพและเชิงพฤติกรรม 
Data 













ไบโอเมตริกซ์เชิงกายภาพ       
 ลายน้ิวมือ 52.0 0.475 59.0 0.495 73.8 0.461 
 ใบหนา้ 96.0 1.138   97.0 2.184   98.0 0.548 
ไบโอเมตริกซ์เชิงพฤติกรรม       
































































4.4   อภิปรายผล 
จากผลการทดสอบประสิทธิภาพโมเดลการจ าแนกภาพไบโอเมตริกซ์  ด้วยอลักอริทึม 
SVM-linear  SVM-poly และ Bio-SVM ส าหรับการจ าแนกภาพไบโอเมตริกซ์ 3 ชนิดไดแ้ก่ ภาพ
ลายน้ิวมือจ านวน 168 ภาพ ภาพใบหน้าจ านวน 400 ภาพ และภาพลายมือช่ือจ านวน 600 ภาพ 
สามารถสรุปผลการทดสอบเปรียบเทียบไดด้งัน้ี 
การเปรียบเทียบโดยใช้ตวัช้ีวดัคือค่าความแม่นตรงจากตารางท่ี 4.4 จะเห็นว่าเม่ือใช้
อลักอริทึม Bio-SVM แล้วท าให้ผลในการวดัประสิทธิภาพด้วยค่าความแม่นตรงดีท่ีสุดส าหรับ
ขอ้มูลเชิงกายภาพเม่ือเทียบกบัอลักอริทึม SVM-linear และ SVM-poly โดยท่ีขอ้มูลลายน้ิวมือให้ค่า
ความแม่นตรงท่ีดีท่ีสุดร้อยละ 73.8 และขอ้มูลภาพใบหนา้ให้ค่าความแม่นตรงท่ีร้อยละ 98 ส่วนใน
ขอ้มูลภาพลายมือช่ืออลักอริทึม Bio-SVM มีประสิทธิภาพท่ีดีเท่าเทียมกบั SVM-poly โดยให้ค่า
ความแม่นตรงท่ีร้อยละ 95.3 
การเปรียบเทียบโดยใชต้วัช้ีวดัคือเวลาท่ีใชใ้นการประมวลผลจากตารางท่ี 4.4 จะเห็นวา่ท่ี
อลักอริทึม Bio-SVM ใช้เวลาในการประมวลนอ้ยกว่าอลักอริทึม SVM-linear และ SVM-poly ท่ี
ข้อมูลเชิงกายภาพซ่ึงข้อมูลลายน้ิวมือใช้เวลาในการประมวลผลเพียง 0.461 วินาที และข้อมูล
ลายน้ิวมือใชเ้วลาในการประมวลผล 0.548 วินาที ส่วนขอ้มูลลายมือช่ือเวลาท่ีใชใ้นการประมวลผล
ของอลักอริทึม Bio-SVM และ SVM-poly ใชเ้วลาเท่ากนัท่ี 3.640  วนิาที 
จากผลการทดสอบประสิทธิภาพการจ าแนกภาพไบโอเมตริกซ์ ผลการทดสอบสรุปไดว้่า
การเปรียบเทียบโดยใช้ตวัช้ีวดัท่ีเป็นค่าความแม่นตรงและเวลาท่ีใช้ในการประมวลผลท่ีขอ้มูลเชิง
กายภาพไดแ้ก่ ขอ้มูลภาพใบหนา้และขอ้มูลลายน้ิวมืออลักอริทึม Bio-SVM ให้ค่าดีท่ีสุดจะเห็นการ
ใช้เทคนิคการลดมิติข้อมูลด้วยการวิเคราะห์จ าแนกประเภทเชิงเส้นมีผลส าหรับการจ าแนก
ขอ้มูลภาพไบโอเมตริกซ์เชิงกายภาพซ่ึงเป็นเหตุผลส าคญัท่ีใหอ้ลักอริทึม Bio-SVM ให้ค่าความแม่น
ตรงและเวลาท่ีใช้ในการประมวลผลมากกว่าอลักอริทึมอ่ืน และไม่จ  าเป็นตอ้งใช้ขอ้มูลทั้งหมดใน
การจ าแนกขอ้มูลก็สามารถให้ประสิทธิภาพในการจ าแนกท่ีดีได้ ในการประมวลผลท่ีขอ้มูลเชิง
พฤติกรรมอลักอริทึม Bio-SVM มีประสิทธิภาพท่ีดีเท่าเทียมกบั SVM-poly 
ขอ้มูลเชิงกายภาพนั้นมีรายละเอียดของขอ้มูลมากและมีลกัษณะเฉพาะตวั ภาพใบหนา้จะมี
ลกัษณะเป็นวงกลมและมีส่วนท่ีเป็น ตา จมูก ปาก เหมือนกนัแต่ในส่วนน้ีของภาพแต่ละบุคคลจะมี
รายละเอียดไม่เหมือนกนั ภาพลายน้ิวมือจะมีลกัษณะเป็นเส้นโคง้และกน้หอยในแต่ละบุคคลจะ














ออกมาได้ไม่ดีเป็นผลท าให้ประสิทธิภาพในการจ าแนกข้อมูลได้ไม่ดี ดงันั้นจึงไม่เลือกใช้การ















เมตริกซ์อย่างแพร่หลาย แต่การจ าแนกข้อมูลภาพนั้นไม่ถูกตอ้งสมบูรณ์และในการจ าแนกภาพ
ค่อนขา้งใชเ้วลานาน จึงไดมี้หลายงานวิจยัเสนอแนวทางต่างๆแต่วิธีการเหล่านั้นสามารถใชไ้ดก้บั




ซ่ึงปรับปรุงโดยการน าการลดมิติของขอ้มูลซ่ึงเป็นเทคนิคในการเตรียมขอ้มูล เป็นการท าให้ขอ้มูล
ตั้งต้นมีขนาดลดลงและสูญเสียความถูกต้องของผลลัพธ์น้อยท่ีสุดมาใช้งานร่วมกับอลักอริทึม 
ซพัพอร์ตเวกเตอร์แมชชีน  โดยมีจุดมุ่งหมายว่าเม่ือปรับปรุงอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน
แล้วสามารถจ าแนกภาพไบโอเมตริกซ์ได้หลายแบบ ใช้เวลาในการประมวลผลน้อย และให้
ประสิทธิภาพในการจ าแนกภาพดี 
 
5.1   ขั้นตอนการด าเนินงานวจิยั 
งานวจิยัน้ีไดป้รับปรุงอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนส าหรับการจ าแนกขอ้มูลภาพไบ
โอเมตริกซ์ ช่ือ Bio-SVM ขั้นตอนของงานวจิยัน้ีแบ่งออกเป็นดงัน้ี 
1) ศึกษาการท างานของอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน (Support Vector Machine) 
และการศึกษาการเขียนโปรแกรมดว้ยภาษาไพธอน (Python) ซ่ึงเป็นภาษาท่ีเหมาะส าหรับการท า
เหมืองขอ้มูล และการวเิคราะห์ขอ้มูล ซ่ึงท าใหง่้ายในการน าไปใชใ้นการพฒันาอลักอริทึม 
2) การศึกษางานวจิยัท่ีเก่ียวขอ้งกบัการจ าแนกขอ้มูลภาพไบโอเมตริกซ์และหาวิธีการท่ีจะ
ปรับปรุงอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนซ่ึงก็คือการน าเทคนิคการลดมิติขอ้มูลเขา้มาใชร่้วม  
3) การออกแบบปรับปรุงอลักอริทึมซัพพอร์ตเวกเตอร์แมชชีน จะปรับปรุงโดยการน า
ขอ้มูลไปท าการลดมิติขอ้มูลก่อนน าขอ้มูลไปเขา้อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน ซ่ึงการลดมิติ
ขอ้มูลนั้นจะมีวิธีการเลือกใช้วิธีการในการลดมิติข้อมูลโดยถ้าข้อมูลภาพท่ีเข้ามามีลกัษณะเชิง












เคอร์เนลโพลิโนเมียล และถา้ภาพมีลกัษณะเชิงพฤติกรรม (Behavioral Biometrics) จะใช้การ
วเิคราะห์จ าแนกประเภทเชิงเส้นเพื่อลดมิติขอ้มูลภาพก่อนเขา้อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน   
4) กระบวนการออกแบบวิธีการส าหรับการทดสอบประสิทธิภาพโมเดลท่ีได้จากการ




จะทดสอบกบัภาพลายน้ิวมือ ภาพใบหน้า และภาพลายมือช่ือ ซ่ึงเป็นชุดขอ้มูลท่ีมีการเผยแพร่
สาธารณะ การเปรียบเทียบประสิทธิภาพจะท าการเปรียบเทียบจากการทดสอบประสิทธิภาพโมเดล
ท่ีได้จากแต่ละวิธีของการปรับปรุงซัพพอร์ตเวกเตอร์แมชชีนและเปรียบเทียบกับการใช้
อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนแบบปกติ และใชม้าตรวดัความแม่นตรง (Accuracy) และเวลา
ท่ีใช้ในการประมวลผลในการจ าแนกขอ้มูลภาพไบโอเมตริกซ์ เพื่อแสดงให้เห็นถึงประสิทธิภาพ
การจ าแนกขอ้มูลภาพของโมเดลท่ีไดจ้ากการปรับปรุงอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน  
 
5.2   สรุปผลการวจิัย 
ผลการทดสอบประสิทธิภาพการปรับปรุงอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนส าหรับการ
จ าแนกข้อมูลภาพไบโอเมตริกซ์โดยเปรียบเทียบโมเดลท่ีใช้ในการจ าแนกภาพไบโอเมตริกซ์
ทั้งหมด 3 โมเดล ไดแ้ก่ SVM-linear  SVM-poly  และ Bio-SVM การทดสอบใชต้วัช้ีวดัคือค่าความ
แม่นตรงและเวลาท่ีใชใ้นการประมวลผล จากผลการทดลองสามารถสรุปไดว้า่การใชเ้ทคนิคลดมิติ
ขอ้มูลด้วย LDA และใช้งานร่วมกับอลักอริทึมท่ีใช้ในการจ าแนกด้วย SVM-linear ท่ีเรียกว่า  
Bio-SVM เชิงกายภาพ  ท าให้ประสิทธิภาพดีและใชเ้วลานอ้ยกวา่  SVM-linear และ SVM-poly  
ส่วน Bio-SVM เชิงพฤติกรรม เหมาะสมกบัขอ้มูลท่ีมีลกัษณะไม่ชดัเจนมากกวา่การใชก้ารลดมิติ แต่
ประสิทธิภาพในการจ าแนกและเวลาในการประมวลผลเท่าเทียมกบั SVM-poly  และพบว่าการใช้
เทคนิคการลดมิติขอ้มูลดว้ยการวิเคราะห์จ าแนกประเภทเชิงจะใชอ้งค์ประกอบประมาณ 1% จาก
องคป์ระกอบทั้งหมดก็เพียงพอท่ีจะน าไปจ าแนกขอ้มูลภาพไบโอเมตริกซ์เชิงกายภาพซ่ึงเป็นขอ้มูล
ท่ีมีลกัษณะท่ีเด่นชดัมีรูปร่างตายตวัโดยมีประสิทธิภาพในการจ าแนกท่ีดีข้ึนและสามารถลดเวลาเม่ือ














5.3   ปัญหาและข้อเสนอแนะ 
ในขั้นตอนการลดมิติขอ้มูลแต่ละวิธีจะมีกระบวนการค านวณหาตวัแทนขอ้มูลท่ีแตกต่าง
กนัไป ถ้าชุดขอ้มูลภาพมีความละเอียดสูงมากอาจท าให้ตอ้งใช้เวลาในการลดมิติขอ้มูล และใน
ขั้นตอนการสร้างโมเดลท่ีใช้ในการจ าแนกขอ้มูล ถา้จ านวนขอ้มูลภาพแต่ละชนิดมีจ านวนขอ้มูล
นอ้ยจะท าใหโ้มเดลท่ีใชใ้นการจ าแนกขอ้มูลจะใหป้ระสิทธิภาพท่ีไม่ดี  
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เวกเตอร์แมชชีนส าหรับการจ าแนกขอ้มูลภาพไบโอเมตริกซ์โดยจะมีวธีิการท างานของโปรแกรม
ดงัต่อไปน้ี 
 1.  การเตรียมข้อมูล 
การใช้งานโปรแกรมส าหรับจ าแนกขอ้มูลไบโอเมตริกซ์ น้ีจะสามารถใช้งานได้กับ
ไฟล์ขอ้มูล .csv ดงันั้นเราจึงตอ้งท าการเตรียมขอ้มูลภาพให้อยูใ่นรูปแบบไฟล์ท่ีก าหนดไวก่้อนใช้
งานโปรแกรม  โดยวิธีการเตรียมขอ้มูลจะท าการแปลงขอ้มูลจากไฟล์ภาพให้เป็นอาร์เรยท่ี์เก็บไว้


















รูปท่ี ก.1 แสดงตวัอยา่งการดึงค่าสีของภาพ 
 











2) ท าการบนัทึกขอ้มูลอาร์เรยล์งไวใ้นไฟล ์.csv 
 
รูปท่ี ก.2 แสดงตวัอยา่งขอ้มูลไฟล ์.csv 
3) เปิดไฟล ์.csv โดยโปรแกรม Microsoft Excel แทรกคอลมัน์แรกแลว้ใส่ค่าคลาสของภาพ
แต่ละภาพ เสร็จแลว้บนัทึกไฟล ์
 











2.  การใช้งานในส่วนโปรแกรม 
ในขั้นตอนน้ีจะใชไ้ฟล ์.csv ท่ีเตรียมไวใ้นการท างานโดยไฟล ์.csv ตอ้งอยูใ่นโฟลเดอร์
เดียวกบัไฟล ์.py ของโปรแกรม ซ่ึงการท างานมีขั้นตอนการใชง้านดงัต่อไปน้ี 
1) เม่ือกดเร่ิมโปรแกรมจะใหใ้ส่ช่ือไฟล ์.csv  
2) หลงัจากใส่ช่ือไฟลแ์ลว้โปรแกรมจะท าการแยกชนิดของขอ้มูลแต่ละแถวในไฟล ์.csv เพื่อ
ตรวจสอบวา่ขอ้มูลแต่ละแถวนั้นเป็นขอ้มูลประเภทใด  
3) หลงัจากแยกประเภทแลว้โปรแกรมจะใหใ้ส่จ านวนองคป์ระกอบ 
4) เม่ือใส่จ านวนองคป์ระกอบแลว้โปรแกรมจะน าขอ้มูลเขา้อลักอริทึมส าหรับการลดมิติ
ขอ้มูล 
















รูปท่ี ก.5 แสดงตวัอยา่งโปรแกรมในส่วนผลการรันโปรแกรม 
 
 






































โปรแกรมการปรับปรุงอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนส าหรับการจ าแนกข้อมูลภาพ 
ไบโอเมตริกซ์ 
 
import numpy as np 
from sklearn import svm 
from sklearn import metrics 
import csv 
from time import time 
from sklearn.cross_validation import train_test_split 
from sklearn.decomposition import RandomizedPCA 




x = [] 
name = raw_input("\nInput file name (ex. data.csv) : ") 
 
with open(name , 'rb') as csvfile: 
spamreader = csv.reader(csvfile, delimiter=',', quotechar='|') 
for row in spamreader: 
data.append(row) 
x = np.array(data,np.int) 
data = x[:,:] 
 
#----------------------acc by SVM------------------------------- 
def SVM(X_train, X_test, y_train, y_test): 
t0 = time() 
svm_mode = ['linear','poly']  
for ex in svm_mode:  











y_pred = clf.predict(X_test)  
acc = metrics.accuracy_score(y_test, y_pred)  
print '########################' 
print("done in %0.3fs" % (time() - t0)) 
print 'SVM Mode: %s' % ex  





check1 = False 
check2 = False 
 
for x in range(0,len(data)): 
check=0 






check1 = True  
if x1==0:  
imgarr1 = np.array([data[x]]) 
x1=x1+1  
else: 
X = np.array([data[x]]) 











#-----------face or fingerprint--------------  
else:  
check2 = True 
if x2==0:  
imgarr2 = np.array([data[x]]) 
x2=x2+1 
else: 
X = np.array([data[x]]) 
imgarr2 = np.concatenate((imgarr2,X)) 
x2=x2+1 
 





print "Data is Behavioural Biometrics" 





T1 = np.array([imgarr2[x][0]]) 
target1 = np.concatenate((target1,T1)) 
c1=c1+1 
imgarr1 = np.delete(imgarr1,[0], axis=1)  
 
#------ Split into a training set and a test set using a stratified k fold--------------------------------- 












#------------ Use SVM------------------- 
t0 = time() 
SVM(X_train, X_test, y_train, y_test)  
 print("done in %0.3fs" % (time() - t0)) 
 





print "Data is Physiological Biometrics" 






T2 = np.array([imgarr2[x][0]]) 
target2 = np.concatenate((target2,T2)) 
c2=c2+1 
imgarr2 = np.delete(imgarr2,[0], axis=1) 
# ------Split into a training set and a test set using a stratified k fold------------------- 
X_train, X_test, y_train, y_test = train_test_split( imgarr2, target2, test_size=0.25, 
random_state=42) 
# ------------Use dimension reduce by LDA ----------------------- 
component1 = int(raw_input("\nInput component : ")) 












for c in n_component: 
lda = LDA(n_components=c) 
lda.fit(X_train,y_train) 
X_train = lda.transform(X_train) 
X_test = lda.transform(X_test) 
print("done in %0.3fs" % (time() - t0)) 
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 นางสาวรติพร จันทร์กลั่น เกิดเม่ือวนัท่ี 30 มีนาคม พ.ศ. 2533 ท่ี อ าเภอเมือง จังหวดั
เพชรบูรณ์ เร่ิมเข้าศึกษาระดับชั้นอนุบาล 1 ถึงชั้นมธัยมศึกษาปีท่ี 3 ท่ีโรงเรียนเซนต์โยเซฟศรี-
เพชรบูรณ์ อ าเภอเมือง จงัหวดัเพชรบูรณ์ จากนั้นไดเ้ขา้ศึกษาต่อในระดบัมธัยมศึกษาตอนปลาย ท่ี
โรงเรียนเพชรพิทยาคม อ าเภอเมือง จงัหวดัเพชรบูรณ์ ปีการศึกษา 2553 ได้เข้าศึกษาต่อระดับ
ปริญญาตรีในสาขาวิชาวิศวกรรมคอมพิวเตอร์ ส านกัวิชาวิศวกรรมศาสตร์ มหาวิทยาลยัเทคโนโลยี
สุรนารี และส าเร็จการศึกษาเม่ือปี พ.ศ. 2556 ภายหลงัส าเร็จการศึกษาในระดบัปริญญาตรี ไดเ้ขา้
ศึกษาในระดบัปริญญาโท สาขาวชิาวศิวกรรมคอมพิวเตอร์ ส านกัวชิาวศิวกรรมศาสตร์ มหาวิทยาลยั
เทคโนโลยสุีรนารี ในปี 2556 
 ในระหว่างการศึกษาได้รับความอนุเคราะห์อย่างดียิ่งจากอาจารย์ประจ าวิชา Formal 
Methods and Computability, Knowledge Discovery and Data Mining ไดรั้บความไวว้างใจให้เป็น
ผูช่้วยสอน  และได้รับความไวว้างใจให้เป็นผูช่้วยสอนปฏิบติัการจากอาจารยป์ระจ าวิชา Object-
Oriented Technology และ Software Engineering และไดรั้บการตีพิมพเ์ผยแพร่บทความวิชาการซ่ึง
รายละเอียดสามารถดูไดท่ี้ภาคผนวก ค 
 
 
 
 
 
 
 
 
