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GRAPHICAL MODELS FOR
DISCRETE AND CONTINUOUS DATA
By Johannes Lederer
Departments of Statistics and Biostatistics, University of Washington
Abstract We introduce a general framework for undirected graph-
ical models. It generalizes Gaussian graphical models to a wide range
of continuous, discrete, and combinations of different types of data.
We also show that the models in the framework, called exponential
trace models, are amenable to efficient estimation and inference based
on maximum likelihood. As a consequence, we expect applications to
a large variety of multivariate data that have correlated coordinates.
1. Introduction. Gaussian graphical models [7, 23, 35] describe the de-
pendence structures in normally distributed random vectors. These models
have become increasingly popular in the sciences, because their representa-
tion of the dependencies is lucid and can be readily estimated. For a brief
overview, consider a random vector X ∈ Rp that follows a centered normal
distribution with density
(1) fΣ(x) =
1
(2π)p/2
√|Σ| e−x⊤Σ−1x/2
with respect to the Lebesgue measure, where the population covariance
Σ ∈ Rp×p is a symmetric and positive definite matrix. Gaussian graphi-
cal models associate these densities with a graph (V,E) that has vertex set
V := {1, . . . , p} and edge set E := {(i, j) : i, j ∈ {1, . . . , p}, i 6= j,Σ−1ij 6= 0}.
The graph encodes the dependence structure of X in the sense that any two
entries Xi,Xj , i 6= j, are conditionally independent given all other entries
if and only if (i, j) /∈ E. A natural and straightforward estimator of Σ−1,
and thus of E, is the inverse of the empirical covariance, which is also the
maximum likelihood estimator. Inference can then be approached via the
quantiles of the normal distribution.
The problem with Gaussian graphical models is that in practice, data
often violate the normality assumption. Data can be discrete, heavy-tailed,
restricted to positive values, or deviate from normality in other ways. Graph-
ical models for some types of non-Gaussian data have been developed, in-
cluding copula-based models [16, 27, 28, 39], Ising models [3, 24], and multi-
nomial extensions of the Ising models [29]. However, there is no general
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framework that comprises different data types including finite and infinite
count data, potentially heavy-tailed continuous data, and combinations of
discrete and continuous data and at the same time, ensures a rigid theoret-
ical structure.
We make two main contributions in this paper:
• We formulate a general framework for undirected graphical models
that both encompasses previously studied and new models for contin-
uous, discrete, and combined data types.
• We show that maximum likelihood is based on a convex and smooth
optimization function and provides consistent estimation and inference
for the model parameters in the framework.
Let us have a glance at the framework. For this, we start with the Gaussian
densities (1). Our first observation is that −x⊤Σ−1x/2 = −〈Σ−1, xx⊤/2〉tr,
where 〈·, ·〉tr is the trace inner product. This formulation looks “somewhat
less revealing” [10, Page 125] on first sight, but it has two conceptual advan-
tages. First, we argue that writing the parameters and the data as algebraic
duals of each other makes their relationship more symmetric. Second, we
argue that it is a good starting point for generalizations. For this, we take
the viewpoint that the exponents in the densities are linear functions of the
matrix xx⊤/2, and then replace this matrix by a general matrix-valued func-
tion T of x. Our second observation is that the fundamental quantity in the
family of Gaussian graphical models is the inverse covariance matrix Σ−1
rather than the covariance matrix Σ itself. This suggests a reparametrization
of the model using the matrix Σ−1, which is then replaced by a general ma-
trix M. This subtlety is important: as we will see later, the matrix M contains
all information about the dependence structure of X, while the equality of
M−1 and the covariance matrix is a mere coincidence in the Gaussian case.
With these two observations in mind, and denoting the log-normalization
by γ(M), with γ(M) = log((2π)p|M−1|)/2 in the Gaussian case, we can then
generalize the densities (1) to
fM(x) = e
−〈M, T (x)〉tr−γ(M)
with respect to an arbitrary σ-finite measure ν, and with M, T ∈ Rq×q a
matrix-valued parameter and data function, respectively. While additional
data terms can be absorbed in the measure ν, it is sometimes illustrative to
write them explicitly. We thus consider distributions with densities of the
form
fM(x) = e
−〈M, T (x)〉tr+ξ(x)−γ(M) ,
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where ξ(x) depends on x only. These densities form an exponential family
indexed by M and are called exponential trace models in the following for
convenience.
We recall that the well-known pairwise interaction models can also be
written in exponential form, but there are important differences to the above
formulation. First, pairwise interaction models and exponential trace models
are not sub-classes of one another: exponential trace models are not limited
to pairwise interactions, while pairwise interaction models are not limited
to canonical parameterizations. Yet, importantly, exponential trace models
generalize pairwise interaction models in the sense that all generic examples
of pairwise interaction models are encompassed. We also highlight that in
contrast to pairwise interaction models, we allow for q 6= p, which helps for
concise formulations of mixed graphical models, for example. In general, we
argue that the exponential trace framework is a practical starting point for
general studies of graphical models, because it comprises a very large variety
of examples and still ensures a firm theoretical structure.
We carefully specify and study the described distributions in the following
sections. Section 2 contains the proposed framework: we define the densities
in Section 2.1, and we discuss a variety of examples in Sections 2.2 and 2.3.
Section 3 is focused on estimation and inference: we discuss the maximum
likelihood estimator for the model parameters in Section 3.1, and we show its
asymptotic normality in Section 3.2. We conclude the paper with a discussion
in Section 4. The proofs are deferred to the Appendix.
Notation. For matrices A,B ∈ Rs×t, s, t ∈ {1, 2, . . . }, we denote the
trace inner product (or Frobenius inner product) by
〈A, B〉tr := tr
(
A⊤B
)
=
s∑
i=1
t∑
j=1
AijBij
and the corresponding norm by
||A||tr :=
√
〈A, A〉tr =
√√√√ s∑
i=1
t∑
j=1
A2ij .
We consider random vectors X = (X1, . . . ,Xp)
⊤ ∈ Rp, denoting random
vectors and their realizations by upper case letters such as X and arguments
of functions by lower case, boldface letters such as x. Given a set S ⊂
{1, . . . , p}, we denote byXS ∈ R|S| the vector that consists of the coordinates
of X with index in S, and we set X−S := XSc ∈ Rp−|S|. Independence of two
elements Xi and Xj , i 6= j, is denoted by Xi ⊥ Xj; conditional independence
of Xi and Xj given all other elements is denoted by Xi ⊥ Xj |X−{i,j}.
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2. Framework. We first discuss our framework. In Section 2.1, we for-
mulate the densities. In Section 2.2, we show that these densities apply to
standard examples of graphical models. In Section 2.3, we study additional
examples.
2.1. Exponential Trace Models. In this section, we formulate probabilis-
tic models for vector-valued observations that have dependent coordinates.
Specifically, we consider arbitrary (non-empty) finite or continuous domains
D ⊂ Rp and random vectors X ∈ D that have densities of the form
(2) fM(x) := e
−〈M, T (x)〉tr+ξ(x)−γ(M)
with respect to some σ-finite measure ν on D. For reference, we call these
models exponential trace models.
Let us specify the different components. The densities are indexed by
M ∈M, where M is a subset of
M
∗ := interior{M ∈ Rq×q : γ(M) <∞} .
Unlike conventional frameworks, we do not require q = p, with the advantage
of concise formulations of mixture models, for example. In generic applica-
tions, M comprises the dependence structure of X and determines if two
coordinates Xi and Xj are positively or negatively correlated. We will dis-
cuss these aspects in the next sections. The arguably most important note
here is that the integrability condition γ(M) < ∞ is feasible. In particular,
our framework provides natural formulations of models that avoid unrea-
sonable restrictions on the parameter space. It is best to see this in specific
examples, so that we refer to later.
Next, the data enters the model via a matrix-valued function
T : D → Rq×q
x 7→ T (x)
and a real-valued function
ξ : D → R
x 7→ ξ(x) ,
and γ(M) is the normalization defined as
γ(M) := log
∫
D
e−〈M, T (x)〉tr+ξ(x) dν .
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We finally have to impose two technical assumptions on the parameter
space. Our first assumption is that the function M 7→ fM of M to the densi-
ties with respect to the measure ν is bijective. Sufficient conditions for this
are provided in [1, Page 199] and [20, Definition 1.3]; we stress, however,
that the bijection is required here only on M rather than on the full set M∗.
Our second assumption is that M is convex and that M is open with respect
to an affine subspace of Rq×q. The two assumptions ensure especially that
the parameter M is identifiable and has a compact and “full-dimensional”
neighborhood in an affine subspace of Rq×q. Importantly, however, the as-
sumptions are mild enough to allow for overparametrizations in the sense
that M does not have to be open in Rq×q; a typical example is M equal to
the set of symmetric matrices, see the examples section.
The exponential family formulation equips the framework almost auto-
matically with the necessary structure. For example, we can derive the fol-
lowing.
Lemma 2.1. The following two properties are satisfied.
1. The set M∗ is convex;
2. for any M ∈M∗, the coordinates of T (X) have moments of all orders
with respect to fM.
Property 1 ensures that M = M∗ works and Property 2 ensures concentra-
tion of the maximum likelihood estimator discussed later.
2.2. Standard Graphical Models. The goal of this section is to demon-
strate that standard graphical models, such as Ising models with binary and
m-ary responses and Gaussian and non-paranormal graphical models, fit the
exponential trace framework. In combination with the results in Section 3,
this shows in particular that standard graphical models are automatically
equipped with more structure than suggested by common pairwise interac-
tion formulations.
For the standard models, it is sufficient to consider q = p, Tij(x) ≡
Tij(xi, xj), and ξ(x) =
∑p
j=1 ξj(xj). Given M, we then define a graph G :=
(V,E), where V := {1, . . . , p} is the vertex (or node) set and E := {(i, j) :
i, j ∈ V, i 6= j,Mij 6= 0} the edge set. Two matrices M,M′ ∈ M ⊂ Rp×p
correspond to the same graph if and only if their non-zero patterns are
the same. In view of the examples below, we are particularly interested in
symmetric dependence structures, that is, we consider symmetric matrices M
in what follows. Then, also the edge set E is symmetric, that is, (i, j) ∈ E
if and only if (j, i) ∈ E, and the graph G is called undirected.
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The corresponding models fM are a special case of pairwise interaction
models (pairwise Markov networks). Assuming that ν is a product measure,
a density h with respect to ν is a pairwise interaction model if it can be
written in the form
h(x) =
p∏
i,j=1
hij(xi, xj)
with positive functions hij . This means that the densities of pairwise interac-
tion models can be written as products of terms that depend on maximally
two coordinates.
The graph G now encodes the conditional dependence structure, as one
can show by applying the Hammersley-Clifford theorem [2, 15]. The theorem
implies that for a strictly positive density h(x) with respect to a product
measure, two elements Xi,Xj are conditionally independent given all other
coordinates if and only if we can write h(x) = h1(x−i)h2(x−j), where h1, h2
are positive functions. For the described densities in our framework, we can
write fM(x) = f
1
M(x−i)f
2
M(x−j) with positive functions f
1
M, f
2
M if and only if
Mij = 0. By the above definition of the graph associated with M, the latter
is equivalent to (i, j) /∈ E. We thus find
Xi ⊥ Xj |X−{i,j} if and only if (i, j) /∈ E ,
meaning that the conditional dependence structure of X is represented by
the edge set E.
The graph G also determines the unconditional dependence structure. To
illustrate this, we define E as the set of all connected components in M,
that is, (i, j) ∈ E if and only if there is a path (i, i1), (i1, i2) . . . , (iq, j) ∈ E
that connects i and j (in particular, E ⊂ E). For pairwise densities in our
framework, it is easy to check that
Xi ⊥ Xj if and only if (i, j) /∈ E .
Hence, the dependence structure of X is captured by E. We give an illus-
tration of these properties in Figure 1.
We can now turn to the examples.
2.2.1. Counting Measure. We first describe two cases where the base
measure ν is the counting measure on {0, 1, . . . }p. Specifically, we show that
the well-known Ising and multinomial Ising models are encompassed by our
framework.
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M =


1.2 −0.2 0 0
−0.2 1.5 0 0.1
0 0 1 0
0 0.1 0 0.5


1
2 4
3
Figure 1. Example of a matrix M (left) and the corresponding graph G (right).
The vertex set of the graph is V = {1, 2, 3, 4}, the edge set of the graph is E =
{(1, 2), (2, 1), (2, 4), (4, 2)}. The enlarged edge set is E = E ∪ {(1, 4), (4, 1)}. For example,
X1 and X4 are dependent (indicated by (1, 4) ∈ E), but they are conditionally independent
given the other elements of X (indicated by (1, 4) /∈ E).
Beyond the measure, a unifying property of the two examples is that the
integrability condition is satisfied for all matrices. In a formula, this reads
(3) γ(M) <∞ for all M ∈ Rp×p .
Since the set of all matrices in Rp×p is open, the integrability property (3)
means that
M
∗ = {M ∈ Rp×p} .
This ensures that any convex and (relatively) open set M ⊂ Rp×p meets our
technical assumptions. Importantly, we show later that the same properties
are shared by exponential trace models for Poisson data.
Ising. The Ising model has a variety of applications, for example, in Sta-
tistical Mechanics and Quantum Field Theory [13, 42]. Its densities are
proportional to
e
∑p
j=1 ajjxj+
∑
j,k ajkxjxk
with ajk = akj, and the domain is x1, . . . , xp ∈ {0, 1}. As an illustration,
consider a material that consists of pmolecules with one “magnetic” electron
each. The binary variable xj then corresponds to the electron’s spin (up or
down in a given direction) in the jth molecule, and the factor ajk determines
whether the spins of the electrons in the jth and kth molecule tend to align
(ajk > 0 as in ferromagnetic materials) or tend to take opposite directions
(ajk < 0 as in anti-ferromagnetic materials). The Ising model is a special
case of our framework (2). Indeed, since 12 = 1 and 02 = 0, we can obtain the
desired densities by setting D = {0, 1}p, q = p, Mij = −aij , Tij(x) = xixj ,
and ξ ≡ 0. Since the domain is finite, the integrability condition γ(M) <∞
is naturally satisfied for all matrices M.
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Multinomial Ising. The spin of spin 1/2 particles (such as the electron) can
take two values. Thus, the corresponding measurements can be represented
by the domain {0, 1} as in the Ising model discussed above. In contrast,
the spin of spin s particles with s ∈ {1, 3/2, . . . } (such as W and Z vector
bosons and composite particles) can take 2s + 1 values, which can not be
represented by binaries directly. Therefore, the multinomial Ising model,
which extends the Ising model to multinomial domains, is of considerable
interest in quantum physics. For similar reasons, multinomial Ising models
are of interest in other fields, see [6] for an example in sociology.
We now show that also the multinomial Ising model is a special case of
our framework. For this, we encode the data in an enlarged binary vector.
We first denote the original multinomial data by Y ∈ {0, . . . ,m− 1}l. This
could correspond to l spin (m− 1)/2 particles. We then represent the data
with an enlarged binary vector X ∈ {0, 1}p, p = l · (m− 1), by setting
Xi = 1l
{
Yj = i− (m− 1)⌊ i− 1
m− 1⌋, j = ⌈
i
m− 1⌉
}
∈ {0, 1} .
Each coordinate of the original data (for example, each spin) is now rep-
resented by m − 1 binary variables. We can use the same model as above,
except for imposing the additional requirement Mij = 0 if ⌈ im−1⌉ = ⌈ jm−1⌉
to avoid self-interactions. These settings yield the standard extension of the
Ising model to multinomial data, cf. [29]. In particular, form = 2, we recover
the Ising model above. Again, since the domain is finite, the integrability
condition γ(M) <∞ is naturally satisfied for all matrices M.
2.2.2. Continuous Measure. We now consider two examples in which the
base measure ν is the Lebesgue measure on Rp. Specifically, we show that
Gaussian and non-paranormal graphical models are encompassed by our
framework.
We show that the integrability condition is satisfied for all matrices that
are positive definite. In a formula, this reads
(4) γ(M) <∞ for all positive definite M ∈ Rp×p .
Since the set of all positive definite matrices in Rp×p is open, this means
that
M
∗ ⊃ {M ∈ Rp×p : M positive definite} .
One can thus take any convex and (relatively) open set of positive definite
matrices as parameter spaceM. Later, we will show that very similar models
can also be formulated for exponential data, for example.
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Gaussian. The most popular examples are Gaussian graphical models [23].
For centered data (which can be assumed without loss of generality), these
models correspond to random vectors X ∼ Np(0,Σ), where Σ (and thus also
Σ−1) is a symmetric, positive definite matrix. We can generate these models
in our framework (2) by setting D = Rp, q = p, M = Σ−1, Tij(x) = xixj/2,
and ξ ≡ 0.
Gaussian graphical models are well-studied and are also the starting point
for our contribution. It is thus especially important to disentangle general
properties of graphical models in our framework from peculiarities of the
Gaussian case. First, the correspondence of the conditional independence
structure and the non-zero pattern of the inverse covariance matrix is spe-
cific to the Gaussian case. This has already been pointed out in [29], where
relationships between the dependence structure and the inverse covariance
matrix in Ising models and other exponential families with additional inter-
action terms are studied. However, instead of concentrating on possible con-
nections, we argue that it is important to distinguish clearly between the two
concepts. In our framework, the (conditional) dependencies are completely
captured by the matrix M. It is thus reasonable to consider M the funda-
mental quantity. Instead, the equality of M−1 and EM[XX⊤] is specific to
the Gaussian case, and the (generalized) covariances EM[XX
⊤] (2EMT (X))
and their inverse should be viewed only as a characteristic of the model.
Second, the type of the node conditionals can change once dependencies
are introduced. In the Gaussian case, the node conditionals are normal irre-
spective of M. In most other cases, however, the types of node conditionals
cannot be the same in the dependent and independent case - unless addi-
tional assumptions are introduced. We will discuss this in the later examples
below.
Non-paranormal. Well-known generalizations of Gaussian graphical mod-
els are non-paranormal graphical models [28]. These models correspond to
vectors X such that (g1(X1), . . . , gp(Xp))
⊤ ∼ Np(0,Σ) for real-valued, mono-
tone, and differentiable functions g1, . . . , gp and symmetric, positive definite
matrix Σ. These models can be generated in our framework by setting D =
R
p, q = p, M = Σ−1, Tij(x) = gi(xi)gj(xj)/2, and ξ(x) =
∑p
j=1 log |g′j(xj)|,
cf. [28, Equation (2)]. The normalization constant is (irrespective of sym-
metry) γ(M) = log((2π)p|M−1|)/2 < ∞ both in the Gaussian and the non-
paranormal case, so that in both cases, property (4) is satisfied.
2.3. Non-standard Examples. The idea that Ising models as well as other
standard graphical models can be written as exponential families is not
new [35, Chapter 3.3]. However, we argue that the details of the notions and
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formulations are essential, especially when it comes to establishing models
for data that are not covered by standard graphical models. We will outline
this in the following. We first discuss Poisson and exponential distributions.
In particular, we establish thorough proofs for the integrability of the square-
root models in [18] and introduce extensions that show that the square-root
is just one out of many possible operations for the interaction terms and
that a variety of distributions besides Poisson can be handled. We finally
look beyond the horizon of pairwise interactions, discussing graphs with
covariates and mixture models.
Poisson. A main objective in systems biology is the inference of microbial
interactions. The corresponding data is multivariate count data with infi-
nite range [12]. Other fields where such data is prevalent include particle
physics (radioactive decay of particles) and criminalistics (number of crimes
and arrests). However, copula-based approaches to infinite count data inflict
severe identifiability issues [14], while standard extensions of the indepen-
dent case lead to integrability issues, see below. Multivariate Poisson data
has thus obtained considerable attention in the recent Machine Learning
literature [18, 19, 40, 41], but much less in statistics.
We show in the following that within framework (2), one can solve the
problems associated with the standard approaches while preserving the Pois-
son flavor of the individual coordinates, especially in the limit of small
interactions. For this, we use our framework with the specifications D =
{0, 1, . . . }p, q = p, ξ(x) = −∑pj=1 log(xj !), and functions T that satisfy
Tii(x) = Tii(xi) = xi and Tij(x) = Tij(xi, xj) ≤ c(xi + xj) for some
c ∈ (0,∞). We note that the case Tij(x) = √xixj has been introduced
in the Machine Learning literature [18], but the technical aspects of this
case have not been studied, and the general setting has not been formulated
altogether.
Most importantly, we need to show property (3). To this end, we have to
verify that for all matrices M ∈ Rp×p
∞∑
x1,...,xp=0
e−
∑
j Mjjxj−
∑
i,j:i6=j MijTij(xi,xj)∏
j xj !
<∞ .
Since −MijTij(xi, xj) ≤ c˜xi + c˜xj , where c˜ := cmaxi,j |Mij |, a sufficient
condition is ∞∑
x1,...,xp=0
e−
∑
j(Mjj−2pc˜)xj∏
j xj !
<∞ .
Hence, defining C(M, j) := e−(Mjj−2pc˜) ∈ (0,∞), j ∈ {1, . . . , p}, the integra-
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bility condition is implied for any M by the fact
∞∑
x1,...,xp=0
p∏
j=1
C(M, j)xj
xj !
=
p∏
j=1
eC(M,j) <∞ .
This proves property (3).
In contrast, the corresponding integrability conditions in standard ap-
proaches to this data type inflict severe restrictions on the parameter space.
To see this, recall that the joint density of p independent Poisson random
variables with parameters a1, . . . , ap > 0 is proportional to
exp
( p∑
j=1
log(aj)xj −
p∑
j=1
log(xj !)
)
.
The standard approach to include interactions is to add terms of the form
aijxixj . This yields densities proportional to
exp

 p∑
j=1
log(aj)xj +
∑
i 6=j
aijxixj −
p∑
j=1
log(xj !)

 .(5)
The dominating terms in this expression are the interaction terms aijxixj .
Using Stirling’s approximation, we find that x2/ log(x!) → ∞ for x → ∞,
showing that the density cannot be normalized unless aij ≤ 0 for all i, j. This
means that the standard approach excludes positive interactions between the
nodes.
Let us finally look at the node conditionals for a specific T . We choose
Tij(x) =
√
xixj for simplicity. The node conditionals become
fM(xj|x−j) ∼ e−Mjjxj−log(xj !)LInt,
where
LInt = e
−√xj
∑
k∈N (j)(Mjk+Mkj)
√
xk .
The off-diagonal terms in M model the interactions of j with the other nodes.
If the factors Mjk are small, LInt ≈ 1, and thus, the node j approximately
follows a Poisson distribution with parameter e−Mjj . In particular, if M is
diagonal, the nodes are independent Poisson distributed random variables.
In comparison, the standard approach represented by Display (5) results
in exact Poisson node conditionals for any non-positive correlations. Con-
versely, it has been shown in [5, Proposition 1 and Lemma 1] that one can
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find a distribution with Poisson (or exponential) node conditionals only if
all interactions are non-positive. Thus, an unavoidable price for “pure” node
conditionals is a strong, in practice typically unrealistic assumption on the
parameter space. Our framework avoids this assumption and is still close to
the exact Poisson (exponential) distributions if the interactions are small.
Exponential. The exponential case is the counterpart of the Poisson case
discussed above. In particular, the standard approach to correlated expo-
nential data is confronted with the same integrability issues as above, while
approaches via framework (2) easily satisfy the integrability conditions.
To model exponential data, we consider D = [0,∞)p, q = p, and ξ ≡ 0.
Again a number of transformations T would have the desired properties;
however, to avoid digression, we only consider the square-root transforma-
tions Tij(x) =
√
xixj that correspond to [18]; generalization are possible
along the same lines as in the Poisson case. We can now check the integra-
bility condition (4). Denoting the smallest ℓ2-eigenvalue of M by κ(M) > 0,
we find
eγ(M) =
∫ ∞
0
· · ·
∫ ∞
0
e−
∑p
i,j=1 Mij
√
xixj dx1 . . . dxp
≤
∫ ∞
0
· · ·
∫ ∞
0
e−κ(M)||x||1 dx1 . . . dxp
=
( ∫ ∞
0
e−κ(M)xdx
)p
=κ(M)−p <∞ .
Hence, γ(M) <∞ for all positive definite matrices M.
In contrast, adding linear interaction terms to the independent joint den-
sity forbids positive correlations. One can check this similarly as in the
Poisson case above.
The node conditionals finally become
fM(xj |x−j) ∼ e−MjjxjLInt ,
where
LInt = e
−√xj
∑
k∈N (j)(Mjk+Mkj)
√
xk .
The off-diagonal terms in M model the interactions of j with the other
nodes. If the factors Mjk are small, LInt ≈ 1, and thus, node j approximately
follows an exponential distribution with parameter Mjj . In particular, if M is
diagonal, all node conditionals follow independent exponential distributions.
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Composite Models. As an example for composite models, let us consider
data with Poisson and exponential elements. Note first that the conditions
on the set of matrices M are different in the discrete examples and the
continuous examples: In the discrete examples, we have shown γ(M) < ∞
for any matrix M. In the continuous examples, we have shown γ(M) < ∞
under the additional assumption that M is positive definite. In the case of
composite models, one can interpolate the conditions. However, for the sake
of simplicity, we instead assume that the matrices M are positive definite. We
then consider p1, p2 ∈ {1, 2, . . . }, p1 + p2 = p, D = {0, 1, . . . }p1 × [0,∞)p2 ,
M ⊂ {M ∈ Rp×p : M symmetric, positive definite}, M open and convex,
and ξ(x) = −∑p1j=1 log(xj !). Hence, the first p1 elements of the random
vector X are discrete, while the other p2 elements are continuous. Using
again the square-root transformation, the Poisson-type node conditionals
for j ∈ {1, . . . , p1} are
fM(xj |x−j) ∼ e−Mjjxj−log(xj !)LInt ,
where
LInt = e
−√xj
∑
k∈N (j)(Mjk+Mkj)
√
xk .
The exponential-type node conditionals for j ∈ {p1+1, . . . , p1+p2} have the
corresponding form. The expressions highlight that the densities can include
interactions between the discrete and continuous elements of X, while the
Poisson/exponential-flavors of the nodes are still preserved.
To show that γ(M) <∞, we proceed similarly as in the examples above.
More precisely, denoting the smallest ℓ2-eigenvalue of M by κ(M) > 0, we
find
eγ(M) =
∞∑
x1,...,xp1=0
∫ ∞
0
· · ·
∫ ∞
0
e−
∑p
i,j=1 Mij
√
xixj∏p1
j=1 xj !
dxp1+1 . . . dxp
≤
∞∑
x1,...,xp1=0
∫ ∞
0
· · ·
∫ ∞
0
e−κ(M)||x||1∏p1
j=1 xj !
dxp1+1 . . . dxp
=
∞∑
x1,...,xp1=0
e−κ(M) (x1+···+xp1)∏p1
j=1 xj !
×
∫ ∞
0
· · ·
∫ ∞
0
e−κ(M) (xp1+1+···+xp2) dxp1+1 . . . dxp
=
(
ee
−κ(M)
)p1( ∫ ∞
0
e−κ(M)xdx
)p2
<∞ .
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Laplace and Beyond. There is much room for our creativity in constructing
models. For example, we can readily establish models for Laplace (double-
exponential) data by inserting absolute values throughout, for example,
Tij(x) =
√|xixj |. Indeed, again denoting the smallest ℓ2-eigenvalue of M
by κ(M) > 0, we find
eγ(M) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
e−
∑p
i,j=1 Mij
√
|xixj | dx1 . . . dxp
≤
∫ ∞
−∞
· · ·
∫ ∞
−∞
e−κ(M)||x||1 dx1 . . . dxp
=
(
2
∫ ∞
0
e−κ(M)xdx
)p
=(2/κ(M))p <∞ .
Hence, γ(M) <∞ for all positive definite matrices M. In general, the essen-
tially only limit is that to ensure integrability, the interaction terms have
to be of “smaller order” than the terms that correspond to the independent
case. In the following, we show in particular that interactions do not need
to be pairwise.
2.3.1. Restricted Pairwise Interaction Models. We are sometimes inter-
ested in only a part of the dependence structure, so that applying restric-
tions to all interactions might be unnecessarily stringent. As a toy exam-
ple, let us study interactions of one variable Xp with a number of covari-
ates X1, . . . ,Xp−1. Assuming that the joint distribution of the covariates
X1, . . . ,Xp−1 and the distribution of Xp are known, simple yet informative
models could be of the form
fM(x) = e
−〈M, T (x)〉tr+ξ(x1,...,xp−1)+ξ˙(xp)−γ(M) ,
where - just to fix ideas -
M =


M1p
0p×(p−1)
...
Mpp

 and T (x) =


x1xp
0p×(p−1)
...
xpxp

 .
The quantities ξ, ξ˙ are known but arbitrary functions of x1, . . . , xp−1 and xp,
respectively; in particular, we do not assume that fM is a pairwise interaction
model. Still, the model is in a sense “locally pairwise,” and the matrix M
captures concisely the conditional dependence structures of interest. Indeed,
one can check that
Xi ⊥ Xp|X−{i,p} if and only if Mip 6= 0 .
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M =


1
0
0p×(p−1)
...
0


1
2 3 3 · · · 3 p
Figure 2. An illustration of how M captures the dependence relations between X1 and
the covariates X2, . . . , Xp. The potential edges are depicted as solid and dashed lines: the
solid line means that X1 is conditionally dependent of X2; the dashed lines mean that
X1 is conditionally independent of all other covariates. No statement is made about the
dependencies among the covariates X1 through Xp−1.
More generally, consider a graph G = (V,E) with edge set E ⊂ A ⊂
{(i, j) : i, j ∈ V, i 6= j}. We say that fM is A-restricted pairwise if for all
(i, j) ∈ A,
Xi ⊥ Xj |X−{i,j} if and only if (i, j) /∈ E .
Then, G = (V,E) with V = {1, . . . , p} and E = {(i, j) ∈ A : Mij 6= 0}
provides a concise description dependence structure under consideration.
An illustration with the above toy example is provided in Figure 2.
Mixture Models. We now consider network structures that can depend on
observed qualitative covariates. As a toy example, we look at Gaussian
graphical models for Y ∈ Rp−1 (brain regions or voxels, ...) with an ad-
ditional binary covariate (sex, disease group, ...) Z ∈ {0, 1}. In line with the
earlier description of Gaussian graphical models, a corresponding model for
X := (Y ⊤, Z)⊤ ∈ Rp is
hM1,M2(x) := (1l{z = 0}e−〈M
1,yy⊤/2〉tr + 1l{z = 1}e−〈M2,yy⊤/2〉tr)e−γ(M1,M2) ,
where M1,M2 ∈ R(p−1)×(p−1) are symmetric matrices and γ(M1,M2) is the
normalization. One can readily write the density hM1,M2 in the form (2) as
fM(x) = e
−〈M, T (x)〉tr−γ(M) ,
where M := diag(M1,M2) and T (x) := diag(1l{z = 0}yy⊤, 1l{z = 1}yy⊤)/2.
The parameter set M consists then of the symmetric, block-diagonal ma-
trices in R2(p−1)×2(p−1). Note that M is not open R2(p−1)×2(p−1) but only
in an appropriate subspace, which highlights once again that the conditions
on the parameter set need to be sufficiently week. Note also that the above
model is again not a pairwise interaction model.
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A natural question is now why not simply estimating the graphs corre-
sponding to the different outcomes of Z independently from each other. A
main argument against this is that sample sizes are often small in prac-
tice. Small samples sizes mean that separate parameter estimations for the
models might not be successful [4], and instead, exploiting commonalities
between the networks might be essential. One approach to exploit common-
alities could be to add fusion-type penalties [32] into the estimation, assum-
ing that the networks are similar overall. Another approach is to use quasi
maximum likelihood techniques. For example, we could model the connec-
tivities among nodes 1, . . . , p˙ in dependence of Z and assume that the other
parts of the network are unaffected by Z. To formulate this, let Y˙ ∈ Rp˙ be
the samples corresponding to nodes 1, . . . , p˙ and Y¨ ∈ Rp−1−p˙ the remaining
samples. A Gaussian-type model for X = (Y˙ ⊤, Y¨ ⊤, Z)⊤ ∈ Rp is then
hM1,M2,M12,M3(x) := (1l{z = 0}e−〈M
1, y˙y˙⊤/2〉tr + 1l{z = 1}e−〈M2, y˙y˙⊤/2〉tr)×
× e−〈M12, y˙y¨⊤/2〉tr−〈M3, y¨y¨⊤/2〉tr−γ(M1,M2,M12,M3) .
We can again write this density in the form (2) as
fM(x) = e
−〈M, T (x)〉tr−γ(M) ,
where M := diag(M1,M2,M12,M3) and
T (x) :=


1l{z = 0}y˙y˙⊤/2
1l{z = 1}y˙y˙⊤/2
y˙y¨⊤/2
y¨y¨⊤/2

 .
We can now describe the dependence structures in terms of graphs. Since
the above densities are sums, a direct application of the Hammersley-Clifford
machinery would not be very enlightening. Instead, we describe the de-
pendence structures in function of Z. To be a bit more general, let X =
(Y ⊤, Z)⊤ ∈ Rp−1 × {1, . . . , l} have density h, and consider graphs G1 =
(V,E1), . . . , Gl = (V,El) over the vertex set V = {1, . . . , p − 1}. Assume
that for all k ∈ {1, . . . , l}
h(y|z = k) =
∏
m∈V
hm(ym, k)
∏
(i,j)∈Ek
hij(yi, yj, k)
with positive functions hm, hij . This assumption relates to the notion of
conditional random fields that has been introduced for segmenting and la-
beling sequence data [22], see also [25] for further considerations. We can
GRAPHICAL MODELS 17
now apply the Hammersley-Clifford theorem for fixed Z. This yields that
for Z = k, the edge set Ek captures the conditional dependence structure
of Y. In the first toy model at the very top, one can check readily that fM
factorizes as above with respect to the graphs G1 = (V,E1), G2 = (V,E2),
where V = {1, . . . , p − 1}, E1 = {(i, j) : i, j ∈ V, i 6= j,M1ij 6= 0}, and
E2 = {(i, j) : i, j ∈ V, i 6= j,M2ij 6= 0}. In summary, although the mixture
models are not pairwise interaction models, they have interesting and con-
cisely described dependence structures, and they are equipped with all the
guarantees that are stated in the following section.
3. Estimation and Inference. We now turn to estimation and in-
ference. In Section 3.1, we show that maximum likelihood estimation has
desirable properties in our framework. In Section 3.2, we then show that the
maximum likelihood estimator is asymptotically normal, and we discuss the
construction of tests and confidence intervals.
3.1. Maximum Likelihood Estimation. We study maximum likelihood es-
timation in our framework. For this, we assume given n i.i.d. data samples
X1, . . . ,Xn from a distribution of the form (2). Also, we assume given the
model specifications D, ν, T, ξ and the parameter space M, that is, we as-
sume that the model class is known. In contrast, the correct model parame-
ters specified in the matrix M are unknown. Our goal is to estimate M from
the data.
As a toy example, consider data about p different populations of fresh-
water fish in n similar lakes. More specifically, consider vector-valued ob-
servations X1, . . . ,Xn ∈ {0, 1, . . . }p, where (Xi)j is the number of fish of
type j in lake i. We want to use these data to uncover the relationships
among the different populations. A model suited for this task is the Poisson
model discussed earlier. For example, we might set D = {0, 1, . . . }p, q = p,
{M ∈ Rp×p : M symmetric}, Tij(x) = √xixj, and ξ(x) = −
∑p
j=1 log(xi!) .
The relationships among the fish populations are then encoded in M, which
then needs to be estimated from the observations.
Before heading on, we add some convenient notation. We summarize the
data in X := (X1, . . . ,Xn) and denote the corresponding function argument
by x := (x1, . . . ,xn) for x1, . . . ,xn ∈ D. The generalized Gram matrix is
denoted by
T (x) :=
1
n
n∑
i=1
T (xi) .
The negative joint log-likelihood function −ℓM for n i.i.d random vectors
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corresponding to the model (2) is finally given by
−ℓM(x) = n〈M, T (x)〉tr −
n∑
i=1
ξ(xi) + nγ(M) .
We can now state the maximum likelihood estimator and its properties.
For further reference, we first state the essence of the previous display in the
following lemma.
Lemma 3.1 (Log-likelihood). Given any M ∈ M∗, the negative joint
log-likelihood function −ℓM of n i.i.d. random vectors distributed according
to fM in (2) can be expressed by
−ℓM(x) = n〈M, T (x)〉tr + nγ(M) + c ,
where c ∈ R does not depend on M.
Motivated by Lemma 3.1, we introduce the maximum likelihood estimator
of M by
(6) M̂ := argmin
M˜∈M
{− ℓM˜(X)} = argmin
M˜∈M
{〈M˜, T (X)〉tr + γ(M˜)} .
The estimator exists in all generic examples. More generally, under our as-
sumption that M ∈ M ⊂ M∗ and M is open and convex, it exists for n
sufficiently large, cf. [1]. The objective function of the estimator has two
important properties. First, it is convex:
Lemma 3.2 (Convexity). For any x ∈ Dp, the function
M
∗ → R
M 7→ 〈M, T (x)〉tr + γ(M)
is convex.
Second, its derivatives can be computed explicitly.
Lemma 3.3 (Derivatives). For any x ∈ Dp, the function
M
∗ → R
M 7→ 〈M, T (x)〉tr + γ(M)
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is twice differentiable with partial derivatives
∂
∂Mij
(〈M, T (x)〉tr + γ(M)) = T ij(x)− EMT ij(X)
and
∂
∂Mij
∂
∂Mkl
(〈M, T (x)〉tr + γ(M))
= nEM
[(
T ij(X)− EMT ij(X)
)(
T kl(X)− EMT kl(X)
)]
for i, j, k, l ∈ {1, . . . q}.
Convexity and the explicit derivatives are desirable for both optimization
and theory. From an optimization perspective, the two properties are valu-
able, because they render the objective function amenable to gradient-type
minimization. From a theoretical perspective, the two properties are valu-
able, because they imply that
M = argmin
M˜∈M
{
EM
[〈M˜, T (X)〉tr + γ(M˜)]} ,
showing that M̂ is a standard M-estimator, and because they imply that M̂
can be written as a Z-estimator (note that M̂ is necessarily in the interior
of M) with criterion
T (X) = EM̂T (X) .
A simple special case is Gaussian data. Recall that in this case, M is the
inverse of the usual population covariance matrix. Moreover, one can check
that
T (x) =
1
n
n∑
i=1
xixi⊤
and M̂ = T (X)−1. Hence, in this case, the estimator M̂ is the inverse of the
(usual) sample covariance matrix.
3.2. Asymptotic Normality. We now show that the maximum likelihood
estimator of M is asymptotically normal with covariance equal to the inverse
Fisher information. This allows for the construction of efficient asymptotic
tests and confidence sets.
The asymptotic normality is established in the following result.
Theorem 3.1. The estimator M̂ in (6) is asymptotically normal with
covariance equal to the inverse Fisher information.
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Theorem 3.1 implies in particular that the maximum likelihood estimator
of M is asymptotically efficient [30, Chapter 4.5]. Note that in our notation,
the Fisher information is a tensor acting on pairs of matrices in Rq×q. Tak-
ing inverses is understood in terms of the vectorized parameter spaces that
associate Rq
2 ↔ Rq×q. The following remark contains the explicit form of
the Fisher information.
Remark 3.1. The Fisher information IM is given by
(IM)ijkl =nEM
[(
T ij(X)− EMT ij(X)
)(
T kl(X)− EMT kl(X)
)]
for i, j, k, l ∈ {1, . . . q}. This explicit expression can be used to show three
important properties: (i) It can be used to show that IM is invertible, cf.
the proof of Lemma 3.2. (ii) It can be used to show that the density with
respect to the Lebesgue measure of the normal distribution with mean zero
and covariance equal to the Fisher information has a concise form. Indeed,
we find that the density as a function of A ∈ Rq×q is proportional to
e−EM〈A,T (X)−EMT (X)〉
2
tr/2 .
This formulation highlights once again the prominent role of the trace in
our framework. (iii) Finally, it can be used to show that for pairwise inter-
action models, the non-zero pattern in M not only determines the depen-
dencies among the coordinates of X but also the asymptotic dependencies
among the coordinates of M̂. Most illustrative for this is the case where M
is diagonal, that is, the coordinates of X are independent. Then, the above
expression implies that IM is diagonal, so that also the coordinates of M̂ are
asymptotically independent.
A main feature of Theorem 3.1 is that it readily provides asymptotic
tests and confidence sets. For example, one can apply Wald-type tests, Rao-
type score tests, and likelihood ratio tests, see [30] for details about these
types of tests. If the data are continuous, score matching is yet another
alternative, see [7, 26] and references therein. Consider test settings with
null and alternative hypotheses of the form
HN : λ(M) = 0 versus HA : λ(M) 6= 0
for a continuously differentiable λ mapping Rq×q into Rm. A corresponding
Wald-type test statistic is given by
(7) Ŵ := λ(M̂)⊤V̂ −1λ(M̂) ,
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where V̂ ≡ V̂ (M̂) is defined via
V̂ij :=
q∑
k,l=1
q∑
k′,l′=1
∂λi(M)
∂Mkl
∣∣∣
M=M̂
( ÎM
−1)klk′l′
∂λj(M)
∂Mk′l′
∣∣∣
M=M̂
for i, j ∈ {1, . . . ,m} and a consistent estimator ÎM of IM. A natural choice
for ÎM is the empirical version of IM, that is,
( ÎM)ijkl =
1
n− 1
n∑
i=1
(
Tij(X
i)− T ij(X)
) (
Tkl(X
i)− T kl(X)
)
.
Since Ŵ converges in distribution under the null hypothesis HN to the
chi-square distribution with m degrees of freedom [30, Theorem 6.6], the
quantiles of χ2m can be used to construct asymptotic tests (and similarly,
asymptotic confidence intervals).
Let us come back to our toy example introduced earlier. Assume fish of
type i and j are suspected to compete for the same food sources. In our
framework, an indication for this would be Mij 6= 0, that is, the sizes of
the populations of fish i and j depend directly on each other. We are thus
interested in testing
HN : Mij = 0 versus HA : Mij 6= 0 .
For this, one can use the Wald-type test statistic defined in (7), which sim-
plifies to
Ŵ = ( ÎM)ijijM̂
2
ij .
A p-value can now be obtained via the quantiles of χ21.
Another concept of interest is the class of confidence subgraphs. Consider
a model with parameter M ∈ Rp×p and corresponding graph G = (V,E) that
has vertex set V = {1, . . . , p} and edge set E = {(i, j) : i, j ∈ {1, . . . , p}, i 6=
j,Mij 6= 0} as discussed in the examples sections. Consider also a data-driven
graph Ĝ = (V, Ê) that has the same vertex set V = {1, . . . , p} but a data-
driven edge set Ê ≡ Ê(X). The graph Ĝ is called a confidence subgraph at
level α ≥ 0 if PM(Ê ⊂ E) ≥ 1−α. Of course, Ĝ with Ê = ∅ is always a confi-
dence subgraph, but much more interesting are larger confidence subgraphs.
The construction of confidence subgraphs for Gaussian graphical models is
described in [8, 9], see also [36, 37]. In our more general framework, one can
proceed along the same lines. For example, one can apply standard mul-
tiple testing adjustments, such as Bonferroni-Holm procedures [17], to the
pairwise tests above.
We finally mention that model misspecifications can be treated along the
classical lines in [38].
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4. Discussion. The exponential family framework for graphical models
allows for a wide range of examples as highlighted in Sections 2.2 and 2.3
and yet ensures a rigid theoretical structure as demonstrated in Section 3.
A direction for future research is total positivity. This concept has recently
received considerable attention in the context of graphical models, see [11,
21, 31] and references therein. On a high level, total positivity requires that
the coordinates of the random vector are positively correlated. It would be of
interest to study the effects of this additional requirement on our framework.
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APPENDIX A: PROOFS
A.1. Proof of Lemma 2.1.
Proof of Lemma 2.1. We prove the two properties in order. The main
proof ideas can also be found in [1, Pages 193-195].
Property 1. We first show that M∗ is convex.
For this, consider α ∈ [0, 1] and M,M′ ∈ M∗. Then, by definition of the
normalization and by convexity of the exponential function,
eγ(αM+(1−α)M
′) =
∫
D
e−〈αM+(1−α)M
′, T (x)〉tr+ξ(x) dν
≤
∫
D
(
αe−〈M, T (x)〉tr+ξ(x) + (1− α)e−〈M′, T (x)〉tr+ξ(x)) dν
=αeγ(M) + (1− α)eγ(M′) <∞ .
Hence, γ(αM + (1 − α)M′) < ∞, and thus, αM + (1 − α)M′ ∈ M∗. This
concludes the proof of the first property.
Property 2. We now show that for any M ∈ M∗, the coordinates of T (X)
have moments of all orders with respect to fM.
To this end, fix an M ∈ M∗. Since M∗ is open, there is a neighborhood
MM of 0q×q such that {M − A : A ∈ MM} ⊂ M∗. For any A ∈ MM, the
moment generating function of T (X) is finite:
EMe
〈A, T (X)〉tr =
∫
D
e−〈M−A,T (x)〉tr+ξ(x)−γ(M) dν = eγ(M−A)−γ(M) <∞ .
This is a sufficient condition for the existence of all moments of T (X) [30,
Page 33] and thus concludes the proof of the second property.
A.2. Proof of Lemma 3.2.
Proof of Lemma 3.2. The claim follows readily from Lemma 3.3, which
is proved in the next section. Indeed, using the second derivates stated in
Lemma 3.3, we find for any M ∈M∗ and M′ ∈ Rq×q,
q∑
i,j,k,l=1
M′ij
∂
∂Mij
∂
∂Mkl
(〈M, T (x)〉tr + γ(M))M′kl
=n
q∑
i,j,k,l=1
M′ij EM
[(
T ij(X)− EMT ij(X)
)(
T kl(X)− EMT kl(X)
)]
M′kl
=nEM〈M′, T (X)− EMT (X)〉2tr .
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The display implies that for any M ∈M∗ and M′ ∈ Rq×q,
q∑
i,j,k,l=1
M′ij
∂
∂Mij
∂
∂Mkl
(〈M, T (x)〉tr + γ(M))M′kl ≥ 0 .
This ensures convexity, and thus concludes the proof of Lemma 3.2.
A.3. Proof of Lemma 3.3.
Proof of Lemma 3.3. We prove the two claims in order.
Part 1. We start by taking the first derivative, showing that
∇ij
(〈M, T (x)〉tr + γ(M)) = T ij(x)− EMT ij(X) ,
where we use the shorthand notation ∇ij := ∂∂Mij .
Since the trace is linear, the derivative of the first term is
∇ij〈M, T (x)〉tr = T ij(x) .
For the second term, recall that the normalization γ is given by
γ(M) = log
∫
D
e−〈M, T (x)〉tr+ξ(x)dν .
Taking exponentials on both sides, we find
eγ(M) =
∫
D
e−〈M, T (x)〉tr+ξ(x)dν .
We can now take derivatives and get
eγ(M)∇ijγ(M) =
∫
D
∇ije−〈M, T (x)〉tr+ξ(x)dν
=−
∫
D
Tij(x)e
−〈M, T (x)〉tr+ξ(x)dν ,
where we again use the linearity of the trace. Bringing the exponential factor
back into the integral and using the assumed independence of the observa-
tions then yields
∇ijγ(M) =−
∫
D
Tij(x)e
−〈M, T (x)〉tr+ξ(x)−γ(M)dν = −EMTij(X) = −EMT ij(X) .
This provides the derivative for the second term. Collecting the pieces con-
cludes the proof of the first part.
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Part 2. We now compute the second derivative, showing that
∇ij∇kl
(〈M, T (x)〉tr + γ(M))
= EM
[(
T ij(X)− EMT ij(X)
)(
T kl(X)− EMT kl(X)
)]
,
where we again use the shorthand notation ∇ij = ∂∂Mij .
To prove this claim, recall that by Part 1,
∇kl
(〈M, T (x)〉tr + γ(M)) = T kl(x)− EMT kl(X) .
Since the first term is independent of M, we can focus on the second term.
Independence of the observations and the model (2) provide
EMT kl(X) = EMTkl(X) =
∫
D
Tkl(x)e
−〈M, T (x)〉tr+ξ(x)−γ(M) dν .
Taking derivatives, we find similarly as in Part 1
−∇ijEMT kl(X)
=−
∫
D
Tkl(x)∇ije−〈M, T (x)〉tr+ξ(x)−γ(M) dν
=−
∫
D
Tkl(x) (−Tij(x)−∇ijγ(M)) e−〈M, T (x)〉tr+ξ(x)−γ(M) dν
=−
∫
D
Tkl(x) (−Tij(x) + EMTij(X)) e−〈M, T (x)〉tr+ξ(x)−γ(M) dν
=
∫
D
(Tij(x)− EMTij(X)) (Tkl(x)− EMTkl(X)) e−〈M, T (x)〉tr+ξ(x)−γ(M) dν
= EM
[(
Tij(X)− EMTij(X)
)(
Tkl(X) − EMTkl(X)
)]
=nEM
[(
T ij(X)− EMT ij(X)
)(
T kl(X)− EMT kl(X)
)]
.
Plugging this in above concludes the proof of Part 2.
A.4. Proof of Theorem 3.1.
Proof of Theorem 3.1. A benefit of the introduced framework is that
the models form exponential families. This connects our work with a rich
literature. In particular, consistency and asymptotic normality of the max-
imum likelihood estimator can be proved following the arguments in the
classical paper [1], see especially [1, Theorems 4.1 and 6.1]. We refer to that
paper for details.
There are also more explicit ways for proving Theorem 3.1. For example,
a proof can be established via general maximum likelihood theory, see [33,
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Theorem 5.7 on Page 45 and Example 19.7 on Page 271] and [34, Exam-
ple 3.2.24 on Page 306]. For this, three properties of the models need to
be verified: first, the function M 7→ 〈M, T (x)〉tr + γ(M) fulfills a Lipschitz
condition; second, the population version M 7→ EM
[〈M, T (X)〉tr + γ(M)]
has a well-separated minimum; and finally, the function M 7→ fM(x)1/2 is -
in a sense - differentiable. We leave out the details.
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