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Abstract
We study the problem of robust global synchronization of pulse-coupled oscillators (PCOs) over directed graphs. It is known that when the
digraphs are strongly connected, global synchronization can be achieved by using a class of deterministic set-valued reset controllers [27].
However, for large-scale networks, these algorithms are not scalable because some of their tuning parameters have upper bounds of the
order O
(
1
N
)
, where N is the number of agents. This paper resolves this scalability issue by presenting several new results in the context of
global synchronization of PCOs with more general network topologies using deterministic and stochastic hybrid dynamical systems. First,
we establish that similar deterministic resetting algorithms can achieve robust, global, and fixed-time synchronization in any rooted acyclic
digraph. Moreover, in this case we show that the synchronization dynamics are now scalable as the tuning parameters of the algorithm
are network independent, i.e., of order O(1). However, the algorithms cannot be further extended to all rooted digraphs. We establish this
new impossibility result by introducing a counter example with a particular rooted digraph for which global synchronization cannot be
achieved, irrespective of the tuning of the reset rule. Nevertheless, we show that if the resetting algorithms are modified by accommodating
an Erdo¨s-Reny´i type random graph model, then the resulting stochastic resetting dynamics will guarantee global synchronization almost
surely for all rooted digraphs and, moreover, the tunable parameters of the dynamics are network independent. Stability and robustness
properties of the resetting algorithms are studied using the tools from set-valued hybrid dynamical systems. Numerical simulations are
provided at the end of the paper for demonstration of the main results.
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1 Introduction
A network of PCOs consists of N periodic dynamical sys-
tems, also called agents, sharing information via a commu-
nication directed graph (digraph). In most of the standard
models of PCOs, e.g., [9,22,27,29,24], each agent has an
individual state τi ∈ R, which evolves according to the fol-
lowing constrained continuous-time dynamics:
τi ∈ [0, 1) =⇒ τ˙i =
1
T
, ∀ i ∈ {1, 2, . . . , N}, (1)
where T > 0 is the period of the oscillator, and [0, 1) is a
normalized unit interval.When the state of an agent i finishes
an oscillation, it sends a pulse to its out-neighbor agents j,
and it proceeds to instantaneously reset its individual state
back to zero:
τi = 1 =⇒ τ
+
i = 0. (2)
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After receiving the pulse, each out-neighbor j of agent i
instantaneously updates its own state τj using an individual
phase update rule (PR) τj 7→ Pj(τj), which usually has the
following form:
τ+j = Pj(τj) =
{
B(τj), if τj ∈ [0, rj),
F (τj), if τj ∈ [rj , 1).
(3)
The mapping τj 7→ Bj(τj) is commonly referred to as the
backward mapping, and it decreases the value of τj . The
mapping τj 7→ Fj(τj) is referred to as the forward map-
ping, and it increases τj [9]. Whether an agent j implements
the mappingBj or the mapping Fj , depends on the position
of τj with respect to the constant rj ∈ [0, 1], which par-
titions in equation (3) the normalized unit interval of each
agent. In this way, PCOs can be seen as multi-agent dynam-
ical systems that combine the continuous-time dynamics (1)
and the discrete-time dynamics (2)-(3). As a consequence,
they are naturally modeled as networked multi-agent hy-
brid dynamical systems [28], and their convergence and sta-
bility properties are highly dependent on the structures of
the mappings Pj and the partitions induced by the tunable
parameters rj . Given that equations (1)-(3) are quite gen-
eral, PCOs can be used to model different biological sys-
tems, including Cardiac pacemakers [25], rhythmic flashing
of fireflies [8], electrical signals of neurons [1,40], and bi-
ological oscillators [16], to name just a few. Networks of
PCOs have also found several applications in engineering
systems, such as cellular mobile radio [41], sensor networks
[43,44,45], and autonomous vehicles [33]. More recently,
PCOs have also been used to model and design clock syn-
chronization and coordination feedback-based mechanisms
for multi-agent sampled-data systems [37], [27].
A particular feature of PCOs is that their individual states
are confined to evolve in the normalized interval [0, 1]. By
embedding the closed interval to the unit circle and identi-
fying the two points 0 and 1 with each other, the network
of PCOs can be viewed as a multi-agent system evolving on
theN -torus, where the state τi of the i
th agent evolves in the
unit circle flowing in counter-clockwise direction with fre-
quency 1/T . In this way, achieving global synchronization
of PCOs can be cast as a global stabilization problem on a
smooth compact manifold [35], [27]. It is well-known that
there is no smooth continuous-time state-feedback control
law that can solve, in a robust way, such type of stabilization
problems [4], [35], [34]. This impossibility result has moti-
vated the development of several synchronization algorithms
that relax the global convergence requirement and, instead,
focus on achieving only local convergence [13,18,26,9,21]
or almost global synchronization results, i.e., synchroniza-
tion from all initial conditions except possibly from those
in a set of measure zero [19,32,14,29]. However, for appli-
cations where measurement noise or external disturbances
are unavoidable, almost global convergence results can be
problematic given that they lead to non-zero measure sets
from which synchronization cannot be achieved under arbi-
trarily small disturbances [34,15]. In particular, such prob-
lematic non-zero measure sets can be quite large in multi-
agent systems when the number of agents is large. Other
results have achieved stochastic global synchronization on
the unit circle under an all-to-all communication assumption
[7], by considering undirected (or, more precisely, bidirec-
tional) graphs [12] or strongly connected digraphs [11].
On the other hand, it has been shown that in certain cases it
is possible to achieve robust global synchronization in net-
works of PCOs by exploiting the underlying hybrid dynam-
ics of the system, and by considering a set-valued regular-
ization of the discontinuous PR (3). This approach has been
pursued in [22] for PCOs characterized by cycle digraphs,
and in [23] for PCOs with a global cue in the network. More
recently, set-valued hybrid models have been investigated
in [37,27] using (deterministic) binary phase update rules
(BPRs) that satisfy Pj : [0, 1]⇒ {0, 1}, i.e., mappings that
reset the position of each agent to a given point in the unit
circle that identifies the beginning and the end of the inter-
val [0, 1]. By using this type of resetting rule, also called
strong firing [20], it was shown in [37,27] that global and ro-
bust finite-time synchronization of homogeneous PCOs can
be achieved if the underlying information flow topology is
characterized by a directed strongly connected graph and if
all the tuning parameters rj satisfy an upper bound of or-
der O
(
1
N
)
, see, e.g., [27, Thm. 1]. Thus, as the size of the
network increases, the set of feasible parameters go to zero,
resulting in a scalability issue that holds even for strongly
connected digraphs. Besides the scalability issue, it has also
remained an open question what type of directed graphs,
other than the strongly connected ones, are necessary and/or
sufficient for synchronization in PCOs with binary resetting
rules.
In this paper we address both questions at a time. We char-
acterize a class of digraphs, namely graphs that are rooted
acyclic, for which robust, global, and fixed-time synchro-
nization can be achieved by using resetting algorithms with
BPRs. In this case, the algorithms are scalable because the
tunable parameters rj are independent of network size. This
result further allows us to extend the resetting algorithm to a
stochastic setting, where a sequence of i.i.d. Bernoulli ran-
dom variables is used by each agent i to decide whether or
not to send the impulses to the out-neighbors j after reset-
ting its own state via equation (2). Interestingly, by injecting
this randomness into the networked system, synchronization
can be achieved almost surely for the entire class of rooted
digraphs. Moreover, we show that with such digraphs it is in
general impossible to achieve global synchronization using
the deterministic resetting algorithm. We outline below the
main contributions of the paper:
(1) We show in Proposition 2 that having a rooted digraph
is necessary for achieving global synchronization of
PCOs using deterministic BPRs. However, as shown
in Proposition 3, this condition is not sufficient, which
is true regardless of the choices of tunable parameters
of the BPRs. Note that the gap between necessity and
sufficiency makes our problem different from standard
consensus dynamics in Euclidean spaces where hav-
ing a rooted digraph is generally sufficient for global
synchronization.
(2) We show that if the underlying digraph is rooted
acyclic, then the deterministic resetting algorithm
achieves global and fixed-time synchronization. More-
over, the tuning parameters of individual PCOs are
network independent. The result is formulated as The-
orem 1, and extended in Corollary 1 to quasi-acyclic
digraphs. In each case, we provide a clear characteri-
zation of the convergence time in terms of the depth
of the digraph.
(3) We show that in the stochastic setting (with random
triggers of pulses), the corresponding resetting algo-
rithm can achieve global synchronization almost surely
for all rooted digraphs. Moreover, we show that the
probability of the network reaching synchronization
converges exponentially fast to one. The tuning param-
eters are again independent of the network size. The
result is in contrast with the counter-example provided
in Proposition 3 for the deterministic setting.
By the nature of the dynamics of the PCOs, we combine
graph theoretic tools [2] and set-valued hybrid dynamical
system’s (HDS) theory [5] in order to analyze the qualitative
properties of the network. This formalism is instrumental
in the robustness analysis of the synchronization dynamics
with respect to small additive bounded disturbances that are
unavoidable in practice. Such type of robustness results are
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critical for the safe implementation of the algorithms in prac-
tical applications. To the best of author’s knowledge, the re-
sults of this paper are the first ones that address the scalabil-
ity issue that emerges in the global synchronization problem
of PCOs, and that establish robust global synchronization
over quasi-acyclic digraphs without using leading agents or
global cues, with an explicit characterization of the conver-
gence time as a function of the structure of the digraph.
Moreover, unlike existing almost sure convergence results
in the literature of stochastic synchronization of PCOs, e.g.,
[12,11,24], we use the framework of stochastic hybrid dy-
namical systems (SHDS) to establish uniform global asymp-
totic stability in probability of the PCOs with respect to the
synchronization set. This property not only implies global
synchronization almost surely, but also uniform stability in
probability in the synchronization set in the Lyapunov and
Lagrange sense [39]. Furthermore, we provide theoretical
bounds for the stochastic synchronization time of our algo-
rithms, as functions of the structures of the underlying di-
graphs. Our preliminary results, reported in the conference
paper [17], considered only deterministic algorithms and
presented results only for rooted acyclic digraphs, a subclass
of the digraphs considered in this paper. Analysis and proofs
of the results were also omitted in the conference version.
The rest of this paper is organized as follows: Section 2
presents some preliminaries. Main results for the determin-
istic and stochastic settings are presented and established in
Sections 3 and 4, respectively. Section 5 shows numerical
examples. The paper ends with conclusions.
Notations. Given a vector x in Rn, we let |x| be the stan-
dard Euclidean norm of x. For a compact set A ⊂ Rn,
we let |x|A := miny∈A |x − y|. We will also use | · |
to denote the cardinality of a finite set. For constant vec-
tors (e.g., parameters) we will use cn ∈ R
n to denote a
constant vector with all entries equal to c ∈ R. We use
S ⊂ R2 to denote the unit circle centered at the origin,
i.e., S :=
{
(x1, x2) ∈ R
2 : x21 + x
2
2 = 1
}
. Given a set B,
we use BN to denote the N -Cartesian product of B, i.e.,
BN = B × B × · · · × B. A function β is said to be of
class KL if it is non-decreasing in its first argument, non-
increasing in its second argument, limr→0+ β(r, s) = 0 for
each s ∈ R≥0, and lims→∞ β(r, s) = 0 for each r ∈ R≥0.
For a closed set B ⊂ Rn, and ε > 0, B + εB denotes the
set {x ∈ Rn : |x|B ≤ ε}.
2 Preliminaries
This section presents basic notions from graph theory, pre-
liminaries about deterministic and stochastic hybrid dynam-
ical systems, and notions of system stability.
2.1 Basic Notions from Graph Theory
A directed graph, or digraph, is denoted by G := (V , E), and
it is characterized by the set of vertices V := {1, 2, . . . , N},
and the set of edges E ⊂ V × V . In this paper, we consider
only simple digraphs, i.e., digraphs without self-arcs. We
adopt the convention that information flows from vertex i to
vertex j if (i, j) ∈ E , and we define i as an in-neighbor of
j, and j is an out-neighbor of i.
A walk from a vertex i to a vertex j, denoted by wij , is a
sequence {i0, i1, . . . , im}, with i0 = i and im = j, in which
each pair (ik, ik+1) ∈ E for all k ∈ {0, 1, · · · ,m − 1}.
A path corresponds to a walk in which all the vertices are
pairwise distinct. A cycle is a walk in which there is no
repetition of vertices other than the repetition of the starting
and ending vertex. The length of a path/cycle/walk is defined
to be the number of edges in that path/cycle/walk. A vertex
i ∈ V is said to be a root of G if for any other vertex j ∈ V ,
there exists a path from i to j. A digraph G with at least
one root is a rooted digraph. A rooted digraph G without a
cycle is rooted acyclic. If G is rooted acyclic, then there is
a unique root.
In general, a rooted digraph G can have multiple roots. All
the roots then form a strongly connected subgraph GR. We
call GR the root component of G. The digraph G is said to
be quasi-acyclic if all the cycles of G are contained in the
root component. In other words, if we condense GR into a
single vertex, then the resulting condensed digraph, denoted
by Gc, is rooted acyclic.
A rooted acyclic digraph is a directed tree if every vertex,
except the root, has a single in-neighbor. Every rooted di-
graph G = (V , E) contains a directed tree T = (V , E ′), with
the same vertex set, as its subgraph. We call T a directed
spanning tree. Let G be a directed tree with i∗ the root. The
depth of a vertex i other than i∗, denoted by dep(i), is the
length of the unique path from i∗ to i. The depth of i∗ is 0
by default. The depth of G is dep(G) := maxvi∈V dep(i).
For the given directed tree G, we decompose the vertex set
V as V = ∪
dep(G)
l=0 Vl, where Vl contains all the vertices of
depth l. Let G be a rooted digraph.We define the depth of G,
denoted by dep(G), to be the maximal depth of a directed
spanning tree T of G.
2.2 Hybrid Dynamical Systems with Random Inputs
A stochastic hybrid dynamical systems (SHDS) with state
x ∈ Rn and random input v ∈ Rm is characterized by the
following set of equations:
x ∈ C, x˙ = f(x), (4a)
x ∈ D, x+ ∈ G(x, v+), v ∼ µ(·) (4b)
where the function f : Rn → Rn, called the flow map,
describes the continuous-time dynamics of the system; the
set C ⊂ Rn, called the flow set, describes the points in
the space where x is allowed to evolve according to the
differential equation (4a); G : Rn × Rm ⇒ Rn, called
the jump map, is a set-valued mapping that characterizes
the discrete-time dynamics of the system; and D ⊂ Rn,
called the jump set, describes the points in the space where
x is allowed to evolve according to the stochastic difference
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inclusion (4b). We use v+ as a place holder for a sequence
of independent, identically distributed (i.i.d.) input random
variables {vk}
∞
k=1 with probability distribution µ, derived
from an abstract probability space (Ω,F ,P). General SHDS
of the form (4) have been introduced and analyzed in [36].
In this paper we restrict our attention to SHDS that satisfy
the following basic conditions:
Definition 1 (Basic Conditions) A SHDS is said to satisfy
the basic conditions if the following holds: (a) The sets C
and D are closed, C ⊂ dom(f), and D ⊂ dom(G). (b)
The function f is continuous.(c) The set-valued mapping
G : Rn × Rm ⇒ Rn is locally bounded and the mapping
v 7→ graph(G(·, v)) := {(x, y) ∈ Rn × Rn : y ∈ G(x, v)}
is measurable with closed values.
When the discrete-time dynamics (4b) do not depend on
random inputs, the SHDS (4) is reduced to a standard de-
terministic HDS [5]:
x ∈ C, x˙ = f(x), (5a)
x ∈ D, x+ ∈ G(x). (5b)
Solutions to hybrid systems (either stochastic (4) or de-
terministic (5)) are parameterized by both continuous- and
discrete-time indices t ∈ R≥0 and j ∈ Z≥0. The index t in-
creases continuously during flows (5a) or (4a), and the index
j increases by one when a jump occurs via (5b) or (4b).
Of particular interest to us are solutions that have an un-
bounded time domain in both t and j directions. Such type
of solution is maximal (i.e., its domain is not a proper subset
of the domain of other solution) and non-Zeno (i.e., they do
not have accumulation points in t). For a precise definition
of maximal non-Zeno solutions x to HDS of the form (5) we
refer the reader to the Appendix B. Similarly, for a precise
definition of maximal random solutions xω to SHDS of the
form (4) we refer the reader to the Appendix C.
2.3 Stability and Convergence Notions
In this paper, we will use the following standard stability
notion [5] for deterministic HDS (5):
Definition 2 A HDS H := {C, f,D,G} is said to render
a compact set A uniformly globally asymptotically stable
(UGAS) if there exists a function β ∈ KL such that every
solution x of (5) satisfies the bound
|x(t, j)|A ≤ β(|x(0, 0)|A, t+ j),
for all (t, j) ∈ dom(x). We say thatH renders A uniformly
globally fixed-time stable (UGFxTS) if, additionally, there
exists a T > 0 such that β(|x(0, 0)|A, t + j) = 0 for all
t+ j ≥ T and all x(0, 0) ∈ C ∪D.
The UGAS stability property introduced in Definition 2 is
standard in the analysis of hybrid dynamical systems, see [5,
Chp.3]. On the other hand, the notion of UGFxTS is stronger,
since it asks that every solution of the system should con-
verge in finite time to the setA, with a convergence time that
can be upper bounded by a constant that is independent of
the initial conditions. Note that when C and D are compact
sets, fixed-time stability is equivalent to finite-time stability
[42].
To study the stability properties of SHDS of the form (4),
we use the following definition borrowed from [38]:
Definition 3 A SHDS (4) is said to render a compact set A:
(a) Uniformly Lyapunov stable in probability if for each
ε > 0 and ρ > 0 there exists a δ > 0 such that for all
xω(0, 0) ∈ A+ δB, every maximal random solution xω
from xω(0, 0) satisfies the inequality:
P
(
xω(t, j) ∈ A+ εB
◦, ∀ (t, j) ∈ dom(xω)
)
≥ 1− ρ. (6)
(b) Uniformly Lagrange stable in probability if for each
δ > 0 and ρ > 0, there exists ε > 0 such that the
inequality (6) holds.
(c) Uniformly globally attractive in probability if for each
ε > 0, ρ > 0 and R > 0, there exists γ ≥ 0 such that
for all random solutions xω with xω(0, 0) ∈ A + RB
the following holds:
P
(
xω(t, j) ∈ A+ εB
◦, ∀ t+ j ≥ γ, (t, j) ∈ dom(xω)
)
≥ 1− ρ.
System (4) is said to render a compact set A ⊂ Rn
Uniformly Globally Asymptotically Stable in Probability
(UGASp) if it satisfies conditions (a), (b), and (c).
Definition 3 is a natural extension of Definition 2 to the
stochastic domain. Moreover, under the Basic Conditions
and certain causality assumptions on the solutions of the
system, UGASp is a property that can be established by
combining suitable Lyapunov functions and stochastic hy-
brid invariance principles [36, Thm. 8]. These tools will be
instrumental in the analysis of our algorithms in the next
sections.
3 Deterministic Resetting Algorithms
In this section we study how to construct deterministic BPRs
that are scalable and that achieve robust global synchroniza-
tion in PCOs over sparse networks.
3.1 Well-Posed Model for Robust Synchronization
We start by constructing suitable regularizations of discon-
tinuous BPRs of the form (3). First, we recall that if all the
agents are completely decoupled, then their dynamics are
described by (1) and (2). When agents are coupled through a
network, every agent i will send a pulse to its out-neighbors
whenever τi reaches 1 and resets the value to 0 via (2). On the
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other hand, if agent j receives a pulse from its in-neighbor,
then we assign the following set-valued BPR to the agent j:
τ+j ∈ Pj(τj) :=


{0} τj ∈ [0, rj)
{0, 1} τj = rj
{1} τj ∈ (rj , 1]
, (7)
where rj ∈ [0, 1] is the tuning parameter. Each rj partitions
[0, 1] into two segments. For convenience, we call r :=
[r1; . . . ; rN ] a partition vector.
Remark 1 As in [37], the set-valued mappingPj : [0, 1]⇒
{0, 1} in equation (7) is generated as the outer semicontinu-
ous hull 1 of the BPR (3) with forward map Fj(τj) = 1 and
backward map Bj(τj) = 0. This is a type of regularization
used in the robustness analysis of discontinuous discrete-
time dynamical systems [10], which will allows to estab-
lish suitable robustness results for synchronization dynam-
ics. Since in the unit circle the points 0 and 1 are identified
to be the same, the mapping (7) can be seen as a simple
forward/backward resetting rule.
We now model the dynamics of the agents, together with
the BPRs (7), as a HDS of the form (5) with overall state
τ = [τ1, τ2, . . . , τN ]
⊤. Given a digraph G ofN vertices, and
a tuning vector r ∈ [0, 1]N , we write the HDS as
H(r,G) := {C, f,D,G}, (8)
with flow and jump sets given by
C := [0, 1]N , and D :=
{
τ ∈ C : maxi∈V τi = 1
}
, (9)
respectively; flow map and jump map given by
f(τ) :=
1
T
· 1N , G(τ) := G0(τ), (10)
respectively, where G0 is the outer-semicontinuous hull of
the set-valued mapping G0 : [0, 1]N ⇒ RN given by
G0(τ) :=
{
g ∈ RN : gi = 0,
gj ∈
{
Pj(τj), (i, j) ∈ E
{τj}, (i, j) /∈ E
}
, ∀ j 6= i
}
, (11)
which is defined to be nonempty only when τi = 1 for
some i ∈ V and τj ∈ [0, 1) for j 6= i. Importantly, as in
[27], by construction of the jump set and the jump map,
when more than two agents satisfy the condition τi = 1,
their jumps will occur sequentially rather than in parallel.
This behavior is induced on purpose to guarantee a suitable
semi-continuous dependence on the initial conditions for the
solutions of the system. Indeed, in order to capture the effect
1 See Appendix A for a precise definition of the outer semicon-
tinuous hull of a mapping.
of arbitrarily small disturbances acting on the states of the
PCOs, the synchronization model must guarantee that for
each τ0 ∈ [0, 1], and each graphically convergent sequence
of solutions {τk}k∈Z≥0 with components τi,k satisfying
0 ≤ τi,k(0, 0) ≤ τi+1,k(0, 0) ≤ . . . ≤ τi+I,k(0, 0) < τ0,
(12)
for some i ∈ V and I ∈ Z>0, and
lim
k→∞
τi,k(0, 0) = lim
k→∞
τi+1,k(0, 0) = . . .
. . . = lim
k→∞
τi+I,k(0, 0) = τ0,
the sequence of solutions must graphically converge to a so-
lution of the system starting from the set of initial conditions
τi = τi+1 = . . . = τI = τ0. (13)
This condition is particularly relevant for the case when
τ0 = 1, since it implies that the states τi,k with initial condi-
tions satisfying (12) are sequentially reset with smaller and
smaller times between resets as k →∞. Thus, in the limit-
ing case (13), all agents must reset their states but the resets
must occur sequentially. Since no order is specified for the
sequential jumps, and there is no reason to give priority to
one agent over the other, any robust model of PCOs must
take into account all the possible trajectories induced by the
N ! different resetting orders that can emerge from condition
(13) with τ0 = 1, i = 1, and I = N .
Remark 2 The construction ofG suggests that studying the
individual behavior of every possible solution of the system
becomes intractable as N increases. In order to address this
issue, in this paper we will use Lyapunov stability theory to
analyze the qualitative behavior of every possible solution
of the system from any initial condition in [0, 1]N .
The following fact follows directly from the construction:
Lemma 1 For every tuning vector r and every digraph G,
the HDS H(r,G) introduced in (8) satisfies the basic condi-
tions.
We aim to characterize pairs (r,G) that make the corre-
sponding HDS H(r,G) well behaved (non-Zeno behavior)
and, moreover, render the following compact set UGAS:
As := ([0, 1] · 1N) ∪ {0, 1}
N . (14)
It should be clear that if the state τ belongs to As, then
the network reaches synchronization. For convenience, we
introduce the following definition:
Definition 4 Let As be the compact set in (14). Let r ∈
[0, 1]N be a tuning vector and G be a digraph ofN vertices.
The pair (r,G) is a sync-pair if
(a) For every initial condition in C ∪ D there exists a so-
lution to H(r,G), and each solution has an unbounded
time domain and it is uniformly non-Zeno;
(b) The HDS H(r,G) renders As UGAS.
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While the stability analysis of the set As will be highly de-
pendent on the communication digraph G and the tuning
vector r, the following Lemma will be instrumental in sat-
isfaction of item (a) in Definition 4.
Lemma 2 Consider theHDSH(r,G). For any tuning vector
r ∈ (0, 1]N and any digraph G we have that item (a) in
Definition 4 holds, and the number of jumps in any interval of
length T is bounded above byNr−1, where r := mini∈V ri.
Proof: Let G be given, and let r ∈ (0, 1]N . Since the HDS
H(r,G) satisfies the basic conditions, and since f(τ) > 0
for all τ ∈ [0, 1)N , by [5, Prop. 6.10] there exists at least one
non-trivial solution from every initial condition τ(0, 0) ∈
C ∪ D. Since the flow map is globally Lipschitz and the
flow set is compact, every solution τ does not exhibit finite
escape times. Moreover, since G(D) ⊂ C ∪ D solutions
cannot stop due to jumps. Thus, by [5, Prop. 6.10] every so-
lution τ is complete, i.e., it has an unbounded time domain.
To show absence of Zeno-behavior, it suffices to rule out the
existence of discrete solutions to system H(r,G) [5, Prop.
6.35]. Suppose by contradiction that there exists a maximal
solution τ satisfying τ(0, j) ∈ D for all j ∈ Z≥0. This im-
plies that for all j ∈ Z≥0 there exists some i
∗ ∈ V such that
τi∗(0, j) = 1. By construction of the dynamics, and without
loss of generality, we will have that τi∗(0, j+1) = 0, which
implies that agent i∗ cannot trigger further jumps. This argu-
ment can be repeated at mostN−1 consecutive times, after
which all agents would satisfy τi 6= 1, i.e., τ(0, j+N) /∈ D,
which contradicts the original assumption.
To show the bound on the jumps, it suffices to observe that
the fastest every agent can be in the jump set after resetting its
own clock is by flowing riT seconds to satisfy the condition
τ ≥ ri. Therefore, for any digraph G the maximum number
of jumps that can occur in any interval of lengthT is bounded
by NT/(mini riT ). 
Remark 3 Note that the conditions of Lemma 2 rule out
the case where there is a certain ri taking the value 0. We do
so because it could generate Zeno solutions. Specifically, if
two agents i and j with bi-directional links have their tuning
parameters ri and rj equal to 0, there exists a solution in
which agent i resets τi from 1 to 0, triggering agent j to
update τj to 1, which will be followed by an update of the
form τ+j = 0, which in turn will trigger agent i to update
its state τi to 1. The process repeats infinitely, generating a
purely discrete-time solution. In order to avoid this behavior,
we will introduce later in Theorem 2 a class of digraphs for
which Zeno solutions do not emerge even when r = 0.
An advantage of formulating the closed-loop system of
PCOs as HDS satisfying the basic conditions is that we
can harness existing theoretical tools to establish suitable
robustness results. Specifically, we have the following fact:
Lemma 3 If (r,G) is a sync-pair, then there exists a β ∈
KL such that for each ν > 0 there exists e∗ > 0 such
that for all measurable functions ei : dom(e) → R
N , i ∈
{1, 2, . . . , 6}, satisfying supt≥0 |ei(t)| ≤ e
∗, every solution
of the perturbed HDS H(r,G) + e, given by
τ + e1 ∈ C, τ˙ = f(τ + e2) + e3, (15a)
τ + e4 ∈ D, τ
+ ∈ G(τ + e5) + e6. (15b)
satisfies the bound |τ(t, j)|As ≤ β(|τ(0, 0)|As , t + j) + ν,
for all (t, j) ∈ dom(τ).
Proof: The result follows directly from item (b) of Def. 4,
the compactness of As, C, and D; the fact that H(r,G) is
well posed, and the application of [5, Lemma 7.20]. 
3.2 Scalability Issue and Negative Results
We start by presenting a known result established in [37,
Thm. 1] and [27, Prop. 1]:
Lemma 4 Let r ∈ (0, 1/N)N and G be a strongly connected
digraph. Then, (r,G) is a sync-pair. Moreover, the set As is
UGFxTs. Every maximal solution τ satisfies |τ(t, j)|As =
0, ∀ t ≥ T ∗ := T , with (t, j) ∈ dom(τ).
Remark 4 Although Lemma 4 is a positive result, the con-
dition r ∈ (0, 1/N)N causes the scalability issue; indeed,
since each ri is upper bounded by a term of orderO(
1
N
), the
partition [0, rj) in (7) associated to each agent vanishes as
N →∞. Moreover, if the size of the network increases, in
order to achieve fixed-time synchronization one would need
to persistently re-tune the parameters ri of existing agents.
While previous results in the literature [18] [19] have pre-
sented scalable algorithms with partition parameters ri =
1
2
for all i = 1, . . . , N , the synchronization results are only
local or almost global.
By taking a closer look at the proof of Lemma 4, we can re-
lax slightly the condition by requiring that r ∈ (0, 1/N−1)N .
The trade-off is that the convergence time will be doubled
as 2T . However, such relaxation is still insufficient for fix-
ing the scalability issue. Whether or not the condition can
further be relaxed for some particular digraph is unknown.
Nevertheless, we present an impossibility result for the fam-
ily of strongly connected digraphs.
Proposition 1 The following holds for the HDS H(r,G) :=
{C, f,D,G} given by (8):
(a) For every strongly connected digraph G, and every r ∈
(0, 1
N−1)
N , the pair (r,G) is a sync-pair.
(b) There exists a strongly connected digraph G such that
for any r ∈ ( 1(N−1) , 1]
N , the pair (r,G) is not a sync-
pair.
Proof: We first show the existence of a uniformly bounded
time t∗ ≥ 0 such that every solution of H(r,G) satisfies
τ(t∗, 0) ∈ D for any r ∈ [0, 1) and any digraph G. Indeed,
let r ∈ [0, 1) and G be given, and consider a solution of
H(r,G). Let τ(0, 0) ∈ C\D, otherwise there is nothing to
prove. Then, it must be the case that τi(0, 0) ∈ [0, 1) for
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Fig. 1. Left: A cycle digraph withN = 3. Right: Representation of
the PCOs in the unit circle with ri =
1
N−1
+ ǫi, τ1(0, 0) = 1− ǫ,
τ2(0, 0) ∈ [0, r2 − ǫ), and τ3(0, 0) =
1
2
− ǫ, considered in the
proof of Proposition 1.
all i ∈ V . By the construction of the flow map f in (10),
it follows that during flows the solutions satisfy τi(t, j) =
1
T
(t − tj) + τi(tj , j) for all i ∈ V , where tj := inf{t ≥
0 : (t, j) ∈ dom(τ)}. Since the function is increasing in t,
setting j = 0 and tj = 0, there must exist i
∗ ∈ V and t∗ ≥ 0
such that τi∗(t
∗, 0) = 1. In turn, this implies
t∗ = T (1− τi∗(0, 0)) ≤ T, (16)
for all τi ∈ [0, 1). Now, to establish item (a), note that by
Lemma 2 every solution of the system is complete and uni-
formly non-Zeno. To show UGAS of As, let us consider
the Lyapunov function V : [0, 1]N → R≥0 defined as the
infimum of all arcs that touch all agents on the unit circle,
where the points 0 and 1 are identified to be the same point.
Note that this function is positive definite with respect toAs,
and by construction V satisfies 0 ≤ V (τ(0, 0)) ≤ 1 − 1
N
for every possible initial condition τ(0, 0) ∈ [0, 1]N . More-
over, since during flows the function V does not change,
and during jumps the function V cannot increase, it fol-
lows that the bound V (τ(t, j)) ≤ 1 − 1
N
holds for all so-
lutions τ of the HDS H(r,G). Additionally, by equation
(16) we know that every solution will experience a jump
at the hybrid time (t∗, 0), triggered by at least one agent
i∗ ∈ V satisfying τi∗ = 1. Since the digraph is strongly
connected, and the update rule (7) is binary, there exists at
least one agent j∗ that is an out-neighbor of agent i such
that τj∗(t
∗, 1) ∈ {0, 1}. Therefore, agents i∗ and j∗ are now
at the same position on the unit circle, and it follows that
0 ≤ V (τ(t∗, 1)) ≤ 1− 1
N−1 . From this point, by using the
same arguments that lead to equation (16), the system can
stay in the flow set for at most T ∗ seconds, which implies
the existence of an agent i∗∗ and a time t∗∗ > 0 such that
τi∗∗(t
∗∗, 1) = 1. Since V (τ(t∗∗, 1)) ≤ 1− 1
N−1 still holds,
it follows that necessarily τi ≥
1
N−1 for all i ∈ V , and since
the tuning parameters of all agents satisfy ri ∈ (0,
1
N−1 ), it
follows that τi ∈ (ri, 1] for all i ∈ V , and by (7) the sys-
tem will experience N − 1 consecutive jumps, after which
τi(t
∗∗, j∗) = 0 for all i ∈ V . This establishes finite-time
synchronization of the network with t∗∗ ≤ 2T , which, in
turn, implies that there is no complete solution that keeps
the Lyapunov function V in a non-zero level set. By the hy-
brid invariance principle [5, Thm. 8.8] we conclude UGAS
of As. Finally, note that since every solution is uniformly
non-Zeno, and the set of initial conditions is compact, there
exists j∗ > 0 such that the HDS will experience at most j∗
T
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Fig. 2. Problematic sets of initial conditions for PCOs on cycle
digraphs, with local partitions ri =
1
N−1
+ ǫi. Left: N=3. Right:
Arbitrary N > 0.
jumps in any continuous-time interval of length 2T . There-
fore, the set As is actually UGFxTS with T¯ = 2T + j
∗.
To prove item (b), it suffices to consider a counter-example.
Consider the cycle digraph shown in Figure 1-(a) having
three vertices. Let r ∈ (12 , 1]
N be given. Define τ1(0, 0) :=
τ1,0, τ2(0, 0) := τ2,0 and τ3(0, 0) := τ3,0. Without loss of
generality we take T = 1. Choose the initial conditions
such that the following inequalities hold: (a) τ10 >
1
2 ; (b)
τ3,0 = τ1,0 −
1
2 ; (c) 0 < τ2,0 < τ1,0 − (1 − r2). By the
properties of ri it follows that τ ∈ (0, 1]
N and τ1,0 > τi,0,
i ∈ {2, 3}. Moreover,
τ1,0−τ3,0 < r1, τ1,0−τ3,0 > 1−r3, τ1,0−τ3,0 < r2. (17)
and
τ3,0 + (1− τ1,0) = τ1,0 − τ3,0. (18)
We now proceed to track the behavior of the solutions gen-
erated by the HDS from the given initial conditions. In par-
ticular, after 1− τ1,0 seconds of flow, the system will satisfy
the condition
τ1 = 1, τ2 = τ2,0+(1−τ1,0), τ3 = τ3,0+(1−τ1,0), (19)
which, by property (c), triggers the jumps τ+1 = 0, τ
+
2 = 0,
and τ+3 = τ3. From here, the system will flow for τ1,0−τ3,0
seconds, until the following condition holds:
τ1 = τ1,0 − τ3,0, τ2 = τ1,0 − τ3,0, τ3 = 1,
which, by the first inequality in (17), triggers the jumps
τ+1 = 0, τ
+
2 = τ2, and τ
+
3 = 0. The system will now flow
for τ3,0 + (1− τ1,0) seconds, until the following conditions
hold:
τ1 = τ3,0 + (1− τ1,0), τ2 = 1, τ3 = τ3,0 + (1− τ1,0),
which, by the second inequality in (17), triggers the jumps
τ+1 = τ1, τ
+
2 = 0, and τ
+
3 = 0. From here the system will
flow for τ1,0 − τ3,0 seconds, until the following conditions
hold:
τ1 = 1, τ2 = τ1,0 − τ3,0, τ3 = τ1,0 − τ3,0,
which, by the third condition in (17), trigger jumps τ+1 = 0,
τ+2 = 0 and τ
+
3 = τ3. Using (18) we can observer that this
is the exact same state obtained after (19). Therefore, the
system has entered a periodic solution that does not contain
points of the set As, i.e., synchronization is never achieved.
The counter-example can be generalized to any dimension
N as shown in Figure 2. 
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Fig. 3. Graph and initial conditions for the counter-example con-
sidered in the proof of Proposition 3. Left: Rooted digraph. Cen-
ter: Problematic initialization for r2 ≤ 0.5. Right: Problematic
initialization for r2 ≥ 0.5
Although the proof of the negative result of Proposition 1
is built upon cycle digraphs, there are other strongly con-
nected digraphs that also have the scalability issue. How-
ever, a complete characterization of these digraphs still re-
mains open. To fix the scalability issue, we consider below
digraphs beyond the strongly connected ones. We start with
the following necessary condition:
Proposition 2 If (r,G) is a sync-pair, then G is rooted.
Proof: We apply strong component decomposition (see, for
example, [3]) to G and obtain strongly connected subgraphs
Gl = (Vl, El), for l = 1, . . . , k, where the subsets Vl form a
partition of V . A subgraph Vl is said to be a leading strong
component if for any vj ∈ V\Vl and any vi ∈ Vl, (i, j) is
not an edge of G. If a digraph G is not rooted, then it has
at least two leading components. Without loss of generality,
we assume that G1 and G2 are two leading components. Be-
cause a leading component does not have incoming neigh-
bors, its dynamics are completely decoupled from the oth-
ers. In particular, the dynamics of components G1 and G2 are
independent of each other. Thus, the overall system cannot
achieve synchronization from all initial conditions. 
Conversely, we can ask whether for any given rooted digraph
G, there is a partition vector r such that (r,G) is a sync-pair?
The following result provides a negative answer:
Proposition 3 There exists a rooted digraph G such that for
any r ∈ (0, 1]N , the pair (r,G) is not a sync-pair.
Proof: The proof is constructive. Let us consider the digraph
shown in Figure 3, and suppose that r ∈ (0, 1]N . Without
loss of generality we consider T = 1. Define τi,0 = τi(0, 0)
for i ∈ {1, 2, 3}. We consider two scenarios: (a) r2 ≤ 0.5;
and (b) r2 > 0.5. Scenario (a): Choose τ2,0 such that 1 −
r3 < τ2,0 ≤ 1. Choose τ1,0 such that
max{0, τ2,0 − r2} < τ1,0 < τ2,0, (20)
and choose τ3,0 such that
0 < τ3,0 < min{τ1,0, τ2,0 − (1− r3)}. (21)
Note that this initialization satisfies 1 > τ2,0 > τ1,0 >
τ3,0 > 0. Following the hybrid dynamics we obtain the fol-
lowing sequence of events: Agents flow for 1−τ2,0 seconds,
until the system satisfies the condition τ1 = τ1,0 + (1 −
τ2,0),τ2 = 1, τ3 = τ3,0 + (1− τ2,0). By the right hand side
of inequality (21) we obtain that τ3 < r3, and the states will
jump as τ+1 = τ1, τ
+
2 = 0 and τ
+
3 = 0. Following this jump,
the system will flow for 1−(τ1,0+(1−τ2,0)) seconds, until
the system satisfies the following condition:
τ1 = 1, τ2 = τ2,0 − τ1,0, τ3 = τ2,0 − τ1,0. (22)
By the left hand side of inequality (20) we have τ2 < r2.
Therefore, the system will jump as τ+1 = 0, τ
+
2 = 0 and
τ+3 = τ3. Following this jump, the system will flow for
1− τ2,0 + τ1,0 seconds, until the following condition holds:
τ1 = τ1,0+(1−τ2,0), τ2 = τ1,0+(1−τ2,0), τ3 = 1. (23)
Since r2 ≤ 0.5, it follows that r2 ≤ 1− r2 and τ0,2 − r2 ≥
τ2,0 − (1 − r2). Therefore, using again the left hand side
of inequality (20) we obtain that τ2 > r2 in (29). Thus, the
system will jump as τ+1 = τ1, τ
+
2 = 1 and τ
+
3 = 0. At this
point the system will jump again as τ+1 = τ1, τ
+
2 = 0 and
τ+3 = 0. After 1−τ1 seconds of flow, the system will satisfy
the condition
τ1 = 1, τ2 = τ2,0 − τ1,0, τ3 = τ2,0 − τ1,0, (24)
which is the same state described in (22), i.e., the system
has entered a periodic cycle which does not include points
in the set A.
Scenario (b): Choose τ2,0 such that max{1− r3, 1− r2} <
τ2,0 ≤ 1 holds. Choose τ1,0 such that
max{0, τ2,0 − r2} < τ1,0 < τ2,0 − (1− r2). (25)
This choice is always possible given that r2 > 0.5. Choose
τ3,0 such that
0 < τ3,0 < min{τ1,0, τ2,0 − (1− r3)}. (26)
Note that this initialization is always feasible and satisfies
1 > τ2,0 > τ1,0 > τ3,0 > 0. Following the hybrid dynamics
we obtain the following sequence of events: Agents flow for
1 − τ2,0 seconds until the states satisfy τ1 = τ1,0 + (1 −
τ2,0), τ2 = 1, τ3 = τ3,0 + (1− τ2,0). By the right hand side
of inequality (26) we obtain that τ3 < r3, and the states
will jump as τ+1 = τ1, τ
+
2 = 0 and τ
+
3 = 0. Following this
jump, the system will flow for τ2,0 − τ1,0 seconds, until the
system satisfies the following condition:
τ1 = 1, τ2 = τ2,0 − τ1,0, τ3 = τ2,0 − τ1,0. (27)
By the left hand side of inequality (25) we have τ2 < r2.
Therefore, the system will jump as τ+1 = 0, τ
+
2 = 0 and
τ+3 = τ3. Following this jump, the system will flow for
1− τ2,0 + τ1,0 seconds, until the following condition holds:
τ1 = τ1,0+(1−τ2,0), τ2 = τ1,0+(1−τ2,0), τ3 = 1. (28)
By right-hand side of (25) we obtain that τ2 < r2 in (28).
Thus, the system will jump as τ+1 = τ1, τ
+
2 = 0 and τ
+
3 = 0.
After 1 − τ1 seconds of flow, the system will satisfy the
condition
τ1 = 1, τ2 = τ2,0 − τ1,0, τ3 = τ2,0 − τ1,0, (29)
which is the same state (27), i.e., the system has entered a
periodic cycle which exclude points in the set As.
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Since scenarios (a) and (b) cover every possible choice of
r ∈ (0, 1]N , and for any choice we found a solution that
does not converge to As, the pair (r,G) is not a sync-pair
for any partition vector r ∈ (0, 1]N . 
Remark 5 It is well known that for standard Laplacian
(consensus) dynamics inRN , the digraph G being rooted is a
necessary and sufficient condition for state synchronization.
Moreover, finite-time consensus in RN can also be achieved
under the same graphical condition [42]. Proposition 2 shows
that, in order to achieve synchronization, the connectivity
requirement for the network of PCOs is completely differ-
ent from the one for the standard Laplacian dynamics. How-
ever, we also note that the negative result, Proposition 3,
holds only for the deterministic resetting algorithm with ar-
bitrary initialization. Indeed, as shown in [29, Thm. 2], syn-
chronization over rooted digraphs can be achieved if all the
PCOs are initialized within a semi-circle. Later in the next
section, we will show that G being rooted is actually suffi-
cient for global synchronization using a stochastic resetting
algorithm.
3.3 Positive Result on Rooted Acyclic Digraphs
In this subsection, we focus on a special class of rooted
digraphs, namely rooted acyclic digraphs. We will show
that for every such digraph G and for every partition vector
r ∈ [0, 1]N , the tuple (r,G) is a sync-pair. In particular, the
choice of r can be made independent of the size N of the
digraph. We formulate the result in the following theorem:
Theorem 1 For any rooted acyclic digraph G and any r ∈
(0, 1]N , (r,G) is a sync-pair. Moreover, every maximal so-
lution τ satisfies
|τ(t, j)|As = 0, ∀ t ≥ T
∗ := (dep(G) + 1)T, (30)
with (t, j) ∈ dom(τ).
Proof: We consider again the Lyapunov function V :
[0, 1]N → R≥0 defined as the infimum of all the arcs that
touch all agents on the unit circle, where the points 0 an
1 are identified to be the same. By [37], this Lyapunov
function satisfies the following properties: (i) It is positive
definite with respect to the compact set (2). (ii) It remains
constant during flows because all the oscillators have the
same frequency 1
T
. (iii) It does not increase at jumps since
jumps never increase the number of distinct points occupied
by the agents. We claim that there is no maximal solution of
the HDSH(r,G) that keeps V equal to a non-zero constant.
We show this by establishing fixed-time synchronization.
Let τ(0, 0) ∈ [0, 1]N and τ be a solution of the HDS (8).
Recall that Vl defines all vertices/agents of depth l. Since the
digraph is rooted acyclic, no agent can influence the unique
root agent, and without loss of generality, we assume that
τ1 corresponds to the root agent, i.e., V0 = {τ1}. Based on
this, we proceed to establish a uniform lower bound on the
amount of hybrid time that can pass before the Lyapunov
function is exactly equal to zero. We establish the fact by
induction on the depth l of the vertices of G.
2
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Fig. 4. (a) Quasi-acyclic digraph G. (b) Condensed digraph Gc.
• Base Case l = 1: In at most T seconds of flow, τ will
satisfy τ1 = 1, and agent 1 will trigger all the vertices
on V1 to either jump to 0 or 1. Thus, based on r, there
will exist a partition of V1 that is defined by the index
sets (I ′, I ′′, I ′′′) such that: (i) for all i′ ∈ I ′, τi′ > ri (the
agents i′ will jump to 1 and trigger V2); (ii) for all i
′′ ∈ I ′′,
τi′′ < ri (the agents i
′′ will jump to 0 and flow for at most
T seconds to trigger V2); (iii) for all i
′′′ ∈ I ′′′, τi′′′ = ri
(the agents i′′′ will have a set-valued jump {0, 1}. If the
agent jumps to 1, it will follow (i), otherwise, it will follow
(ii)). Note that after the first jump, V0 synchronize with
V1 within at most 2T seconds and remain synchronized
since V1 does not influence V0 by the acyclic property of
the digraph.
• Induction Step: Suppose that agents {V0,V1, · · · ,Vk}
synchronize in at most (k + 1)T seconds, where
k < dep(G). Since the digraph does not have a cy-
cle, and the root/agent has a path to all the agents,
we have that agents Vk only influence agents Vk+1
and cannot affect already synchronized agents Vl, for
0 ≤ l ≤ k − 1. Thus, agents {V0,V1, · · · ,Vk+1} syn-
chronize in at most (k + 2)T seconds. Therefore, the
agents {V0,V1, · · · ,Vdep(G)} synchronize in at most
(dep(G) + 1)T seconds and remain synchronized after
that, i.e., they occupy the same position on the unit circle
for all (t, j) ∈ dom(τ).
Furthermore, by Lemma 2, the above arguments imply that
V (τ(t, j)) = 0 for all (t, j) ∈ dom(τ) such that t + j ≥
(dep(G) + 1)(T +Nr−1) =: T . Since τ was arbitrary, we
have established that there is no solution of the HDS that
keeps the Lyapunov function in a non-zero level set. We
can now directly establish UGAS of the HDS H(r,G) with
respect to the compact setAs by using the Hybrid Invariance
Principle [31]. Absence of purely or eventually discrete-time
solutions follows by Lemma 2. This completes the proof of
the Theorem. 
For the special case where r = 0N , we have the following:
Theorem 2 A pair (0N ,G) is a sync-pair if and only if G
is rooted acyclic. In this case, (30) holds with T ∗ := T .
Proof: Sufficiency: First, we show that every solution is non-
Zeno. Indeed, by construction, Zeno behavior can only oc-
cur if there exists a solution τ that remains in the jump set
D for all (t, j) ∈ dom(τ). In order to remain in D, for such
solution there must exist an agent i satisfying τi(0, 0) = 1,
and an agent j and a path from i to j and from j to i. Oth-
erwise, after at most N jumps all other agents have already
been triggered to 0 and τ /∈ D. However, since by assump-
tion the digraph is acyclic, there are no two vertices i, j
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Fig. 5. Rooted Acyclic Digraphs. Left: Depth=1; Center: Depth=2;
Right: Depth=2. Black vertex indicates the root.
that have a path from each other. Thus, at most N consec-
utive jumps can occur in the system until the state satisfies
τ = 0N ∈ C\D. To show UGAS, note that since the root
agent is not affected by any other vertex, for every solution
of the HDS H(0N ,G) there exists (t
∗, j∗) ∈ dom(τ) with
t∗ ≤ T and j∗ ≤ N such that the state of the root vertex v∗
satisfies τv∗(t
∗, j∗) = 1. Based on this, we claim that every
solution τ will satisfy V (τ(t, j)) = 0 for all (t, j) ∈ dom(τ)
such that t+ j ≥ T + 2N , where V is the same Lyapunov
function used in the proof of Theorem 1. We prove the claim
by considering the two possible cases: (a) t∗ > 0; and (b)
t∗ = 0. Suppose that case (a) holds. Then, since t∗ > 0,
whenever τv∗(t
∗, j∗) = 1, every other vertex j satisfying
τj(t
∗, j∗) = 0 must have already reset its own state and trig-
gered all its out-neighbors k. In turn, all these out-neighbors
updated their state to 1, except those who were already in 0.
However, those who are in 0 must have already reset their
own state and triggered their out-neighbors ℓ. This argument
can be repeated until all agents of the network have been
exhausted, which implies that after at most N jumps after
the hybrid time (t∗, j∗) all agents of the network have reset
their state from 1 to 0. Finally, the same Lyapunov function
used in the proof of Theorem 1 allows us to establish UGAS
of A via the hybrid invariance principle. If case (b) holds,
note that after at most T seconds the root vertex v∗ would
satisfy τv∗ = 1, and at this point case (a) will hold.
Necessity: It follows from the previous observation that
whenever i∗ is the vertex of a cycle C, and r = 0N , the con-
dition τi∗(0, 0) = 1 will trigger sequentially all the vertices
of the cycle until every vertex k ∈ C satisfies τk ∈ {0, 1},
with at least one vertex j ∈ C satisfying τj = 1. By defini-
tion of cycle, the vertex j will trigger at least one vertex k
satisfying τk = 0, generating the update τ
+
k = 1. This pro-
cess repeats infinitely times generating a discrete solution.
Therefore, if (0N ,G) is a sync-pair, the digraph G cannot
have cycles. 
Theorems 1 and 2 highlight two novel properties of PCOs
with digraphs and resetting BPRs of the form (7): First, ro-
bust fixed-time global synchronization can be achieved in
a scalable way for any network characterized by a rooted
acyclic digraph. Indeed, in this case the bound on the pa-
rameter ri of each agent is of order O(1); Second, for this
kind of digraphs, the synchronization can be accelerated by
the parameter choice r = 0N , which, as noted in Remark
3, is prohibited if the digraphs have cycles. The results also
highlight the role of the depth of the digraph in the conver-
gence time of the hybrid dynamics. Finally, by the results
of Lemma 3, the synchronization properties established in
Theorems 1 and 2 are preserved for the perturbed HDS (15),
which allow us to consider small delays and drifts on the
PCO’s states.
Remark 6 While Theorems 1 and 2 do not cover the case
where ri = 0 only for some agents of the network, it is clear
from the proof of Theorem 2 that if G is rooted acyclic, then
(r,G) is also a sync-pair. Therefore, there is no gap between
the sufficiency results of Theorems 1 and 2.
To finish this section, we present a result that combines
Lemma 4 and Theorem 1. Recall that a rooted digraph G is
said to be quasi-acyclic if all the cycles of G are in its root
component GR = (VR, ER). The digraph Gc obtained by
condensing the root component to a single vertex is rooted
acyclic. See Fig. 4 for illustration.
We show that robust, fixed-time synchronization can be
achieved for these digraphs as well. The trade-off is that the
partition vector is not free to choose anymore, and there is
an upper bound for every ri, with i ∈ VR, of orderO(
1
|VR|
).
Since the proof follows similar steps as the proof of Theo-
rem 1, we present the result as a corollary.
Corollary 1 Let G be rooted and quasi-acyclic, with VR the
root set. If ri ∈ (0,
1
|VR|−1
) for any i ∈ VR, then (r,G) is a
sync-pair. Moreover, (30) holds for T ∗ = (dep(Gc) + 1)T .
Proof: By Lemma 4, the agents in the root component will
reach synchronization in no more than T seconds and stay
synchronized after that. We can thus treat all the roots as
a whole. After condensing the root component to a single
vertex, the resulting digraph Gc is rooted acyclic. Theorem 1
then applies to the case, which completes the proof. 
Since any strongly connected digraph G satisfies dep(Gc) =
0, and any rooted acyclic digraph satisfies dep(Gc) =
dep(G), the bound T ∗ on the convergence time t established
in Corollary 1 generalizes the bounds obtained in Lemma
4 and Theorem 1. However, as mentioned before, this gen-
erality comes at the price of the scalability of the partition
vector r. The entries of r are of order O( 1|VR| ), which
tend to 0 as |VR| → ∞. Nevertheless, as we will show in
the next section, the scalability property of r can be fully
recovered by adding suitable randomness into the PCOs.
Remark 7 Given that Theorems 1-2, and Corollary 1 guar-
antee fixed-time synchronization of the PCOs, it is clear that
all our results also hold if the digraph Gt is time-varying
and (T ∗, L)-persistently rooted acyclic [27, Def. 3], i.e., if
for each interval I of length L there exists a sub-interval
Ii = [ti, ti+1] ⊂ I satisfying ti+1 − ti = T
∗ and a rooted
acyclic digraph G∗ such that Gt = G
∗ for all t ∈ Ii.
4 Stochastic Resetting Algorithms
In this section, we consider networks of PCOs implement-
ing the same hybrid update rule (1), (2), and (7), but with
the underlying communication network being a random di-
graph. In this setting, every time an agent resets its phase
to 1, it generates i.i.d. Bernoulli random variables to decide
10
whether or not to send pulses to its out-neighbors. In or-
der to formalize the model of the system, we will use the
framework of set-valued stochastic hybrid dynamical sys-
tems (SHDS) [36].
4.1 Well-Posed Stochastic Hybrid Model
To formalize the model of the PCOs with random digraphs,
we start by fixing a deterministic digraph G := (V , E). Let
G′ = (V , E ′) be a subgraph of G, with the same vertex set V
and E ′ ⊆ E . We call any such digraph G′ a feasible digraph.
Note that every feasible digraph G′ can be represented by a
binary vector ψ ∈ {0, 1}|E| as follows:
v := [. . . , vij , . . .], (31)
where each entry vij indicates whether (i, j) ∈ E is an
edge of G′ or not: If vij = 1, then (i, j) ∈ E
′. Otherwise,
(i, j) 6∈ E ′. Note that the binary vectors in {0, 1}|E| one-to-
one correspond to the feasible digraphs. For convenience,
we will let
Ψ := {0, 1}|E|,
be the set of all feasible digraphs represented by the binary
vectors v.
We next consider an Erdo¨s-Re´nyi type random graph model
for generating a feasible digraph. For a given vector v ∈ Ψ,
we let the entries vij be i.i.d.Bernoulli (p) random variables,
i.e., the probability that vij takes value 1 (resp. 0) is p (resp.
(1 − p)). We denote by µ the probability measure for the
random graph. It follows that for any feasible digraph G′ =
(V , E ′),
µ(G′) = p|E
′|(1− p)|E|−|E
′|. (32)
We will now adapt the resetting algorithm to accommodate
the above random graph model. First, note that the commu-
nication digraph affects (only) the jump map of the hybrid
dynamics (8). In the previous deterministic setting, the di-
graph is always given by G. For the stochastic setting, we
replace G with a random graph G′, with G′ ∼ µ(·). Further-
more, if we let Gk, for k ∈ N, be the feasible digraph at dis-
crete time k (i.e., the communication digraph at the occur-
rence of the kth jump), then all these digraphs are indepen-
dent of each other. In other words, the sequence {Gk}
∞
k=1
comprises i.i.d. random variables, with Gk ∼ µ(·).
We note here that a similar random graph model has been
considered in [12,11]. The key difference is that the authors
there considered the following scenario: Whenever an agent
jumps, it draws only oneBernoulli random variable to decide
whether it sends pulses to all of its out-neighbors or not.
However, the digraphs considered in these two papers were
either bi-directional or strongly connected. Whether their
random graph model can work for rooted graphs is a non-
trivial question, which we will address on another occasion.
Another major difference from the works in [12,11] is that
we utilize tools from stochastic hybrid dynamical system
to analyze the well-posedness, stability, and convergence
properties of the PCOs. Indeed, given that standard PCOs
are hybrid dynamical systems, the addition of randomness
into the model naturally leads to a stochastic hybrid setting.
To construct the corresponding stochastic hybrid dynamical
system (SHDS), it suffices to re-define the jump map. It
takes three steps to do so. First, for each edge (i, j) ∈ E , we
consider the set-valued mapping Sij : [0, 1]×Ψ⇒ [0, 1] as
follows:
Sij(τj , v) = vijP(τj) + (1− vij)τj , (33)
where P is the BPR given by (7), and vij is the entry that
corresponds to the edge (i, j) in E . Next, using (33), we
define a new set-valued mapping G0v : [0, 1]
N × Ψ ⇒ RN
as follows:
G0v(τ, v) :=
{
g ∈ RN : gi = 0,
gj ∈
{
Sij(τj , v), (i, j) ∈ E
{τj}, (i, j) /∈ E
}
, ∀ j 6= i
}
,
(34)
which is defined to be nonempty only when τi = 1 for some
i ∈ V and τj ∈ [0, 1) for j 6= i. Finally, the jump map for
the SHDS is defined as the outer-semicontinuous hull ofG0v,
i.e.,
Gv(τ, v) := G0v(τ, v). (35)
Note that when a jump occurs and a random graph Gk is
drawn, not every edge of Gk plays a role in the jump map
Gv. Only the edges (i, j)with τi = 1 for some i ∈ V , matter.
Thus, the agent i does not need to know the structure of
the entire graph Gk , but rather the out-going edges incident
to it. In fact, these edges are completely determined by the
agent through the i.i.d. Bernoulli random variables that are
generated locally by the agent itself. The reason of including
the entire graph Gk in the jump map Gv is rather for ease
of analysis.
The following lemma establishes that the jump map Gv sat-
isfies the Basic Conditions of Definition 1.
Lemma 5 The set-valued mapping Gv : [0, 1]
N × Ω ⇒
[0, 1]N defined by (35) satisfies condition (c) of Definition 1.
Proof: We start by considering the set-valued map Sij of
(33). For each fixed τ , the mappingSij is a summation of two
measurable maps. Thus, by [30, Prop. 14.11], the mapping S
is measurable with respect to v. Since for each τ ∈ RN the
mappingG0(τ, v) in (34) is constructed by assigning 0 to the
ith component, and Sij(τj , v) or τj to the other components,
it follows that v 7→ G0(τ, v) is also measurable. Finally,
measurability of the mapping v 7→ graph(G(·, v)) follows
by the fact that G is outer semicontinuous [38, Appendix
A.2.]. Since by constructionG is locally bounded, it follows
that it satisfies the basic conditions. 
Note that the digraph G and the probability p ∈ [0, 1] of
the Bernoulli distribution uniquely determine the probability
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space (Ω,F , µ). Thus, the resulting SHDS depends on three
parameters, namely, p, r, and G. We will write the SHDS as
HS(p, r,G) := (C, f,D,Gv), (36)
where the subindex S indicates that the system is stochastic.
Remark 8 An important standing assumption of our model
is the causal dependence of the solutions on the random
graphs. In particular, note that the condition τi = ri, or the
existence of more than one agent satisfying the condition
τi = 1, leads to a set Gv(τ, v) in (35) that has more than
one element. In this case, our model will require that each
particular selection τ+ ∈ Gv(τ, v) should not be able to
anticipate the next communication graph Gk that will be as-
signed to the agents at the next jump. This causality prop-
erty is intrinsic to the definition of solutions to SHDS that
we consider in this paper, which is presented in Appendix
C. As shown in [38], the causality property is needed in or-
der to make use of suitable Lyapunov-based arguments for
the stability analysis of the system. Causality is a standard
assumption in stochastic algorithms.
As highlighted in Remarks 2 and 8, it is important to note
that in our model for each fixed ω ∈ Ω the sample path τω
generated by the SHDS (36) may not be unique, and the
analysis of each individual solution becomes intractable as
N increases. This feature makes the stability analysis of the
set-valued stochastic synchronization dynamics non-trivial
and differs from previous results in the literature that relied
on single-valued update rules [12,11].
4.2 Almost Sure Global Synchronization: Stability and At-
tractivity
We recall that the compact set As is defined in (14), which
captures all synchronized states of the network. Similar to
the definition of sync-pairs for deterministic HDS, we intro-
duce the following definition for SHDS:
Definition 5 Let As be given in (14). Let p ∈ [0, 1], r ∈
[0, 1]N , and G be a digraph of N vertices. Then, (p, r,G) is
a sync-triplet if
(a) For every initial condition in C ∪ D there exists non-
trivial random solutions almost surely, and every max-
imal solution of HS(p, r,G) is complete and uniformly
Non-Zeno almost surely;
(b) The SHDS HS(p, r,G) renders As UGASp.
Note that a necessary condition for (p, r,G) to be a sync-
triplet is that G is rooted. This fact can be established by
using the same arguments as in the proof of Proposition 2.
However, in contrast to the deterministic setting (cf. Propo-
sition 3), we will see soon that having a rooted digraph G is
also a sufficient condition for (p, r,G) to be a sync-triplet.
For ease of presentation, we let ω := ω1ω2ω3 · · · be a se-
quence of i.i.d. random variables, with each ωi ∼ µ(·) a
feasible digraph. We denote by Ω the collection of sample
paths ω. It should be clear that for an event:
Ω′ := {ω ∈ Ω | ω1 = v1, · · · , ωk = vk}
with vi ∈ Ψ for all i = 1, . . . , k, its probability is given by
P(Ω′) =
∏k
i=1 µ(vi). Note that a sample path ω determines
the underlying digraphs for jumps at all discrete times k,
for k ≥ 1. A solution of HS(p, r,G) thus depends on ω and
we denote it by τ ω. To state the result, we further define the
following random variable:
T ∗(τ ω) := inf {t | τ ω(t, j) ∈ As, (t, j) ∈ dom(τ ω)} ,
(37)
which is the first hitting-time for the solution τ ω entering the
compact setAs (i.e., the instant at which the SHDS achieves
synchronization for the first time). We establish below the
following result:
Theorem 3 If p ∈ (0, 1), r ∈ (0, 1]N , and G is a rooted
directed graph, then (p, r,G) is a sync-triplet. Moreover, for
any initial condition τω(0, 0), the following holds for all
positive integers n and all random solutions τω of the SHDS:
P (T ∗(τ ω) > nT
∗) ≤ ρn, (38)
where T ∗ is given in (30) and ρ ∈ (0, 1) is a constant given
by the following:
ρ := 1−
(
pN−1(1− p)|E|−N+1
)dep(G)Nr−1
, (39)
with r := mini∈V ri.
Remark 9 Note that by Theorem 3, the stochastic resetting
algorithm is scalable because neither p nor ri, for i ∈ V ,
depends on the size N of the network. We also note that
the result can be further generalized by allowing different
agents to have heterogeneous probabilities pi ∈ (0, 1) for the
Bernoulli random variables. The same analysis we carry out
below will still apply. However, for clarity of presentation,
we will only establish the result for the homogeneous case
where p is the same for all agents.
We establish below Theorem 3. To proceed,we first establish
some preliminary lemmas. We define S(τ0) as the set of all
maximal random solutions of (36) from the initial condition
τω(0, 0) = τ0 ∈ R
N . For each feasible initial condition, we
define the following event:
Ω1(τω(0, 0)) :=
{
ω ∈ Ω | ∀ τω ∈ S(τω(0, 0)), ∃ i
∗ ∈ VR
and ∃ (t∗ω , j
∗
ω) ∈ dom(τω) with t
∗
ω ≤ T
s.t. τω,i∗(t
∗
ω , j
∗
ω) = 1
}
. (40)
We have the following fact:
Lemma 6 For any τω(0, 0), Ω1(τω(0, 0)) = Ω.
Proof: The result follows directly from the fact that a root
can only be influenced by another root and by the fact that
τ always increases during flows. 
Next, we recall a fact from graph theory:
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Lemma 7 For a rooted digraphG with a root i∗, there exists
a directed spanning tree Ti∗ with i
∗ the unique root.
Proof:One can generate a desired Ti∗ using the breadth-first
search algorithm [6]. 
Note that for a given root i∗ of G, there may exist multiple
directed spanning trees with i∗ the root. In the sequel, we
will fix Ti∗ for each root i
∗ so that the map i∗ 7→ Ti∗ is well
defined.
Next, we let l and L be two positive integers. Then, for the
given l and L and for a given root i∗ of G, we define another
event as follows:
Ω2(l, L, i
∗) := {ω ∈ Ω | ωk = Ti∗ , ∀k = l+1, . . . , l+L}.
(41)
We have the following fact:
Lemma 8 For any given positive integers l and L and for
any root i∗ of G,
P(Ω2(l, L, i
∗)) =
(
pN−1(1− p)|E|−N+1
)L
. (42)
Proof: The result follows from the fact that the random
variables ωk, for k ≥ 1, are i.i.d. and, moreover, µ(Ti∗) =
pN−1(1−p)|E|−N+1 where the integer (N−1) is the number
of edges of a directed spanning tree with N vertices. 
With the above lemmas, we are now in a position to prove
Theorem 3:
Proof of Theorem 3:We first establish the fact that (p, r,G)
is a sync-triplet. Consider again the Lyapunov function V :
[0, 1]N → R≥0 defined as the infimum of all arcs that touch
all agents on the unit circle, where the points 0 and 1 are
identified to be the same. This function is positive defi-
nite with respect to the set As, it is uniformly bounded as
V (τ ω) ≤ 1−
1
N
for all τ ω ∈ [0, 1]
N , and it does not increase
during flows of the SHDS (36) surely, i.e, V˙ (τ ω) ≤ 0 for all
τ ω ∈ C. By construction of V , since the number of points
occupied by agents in the circle cannot increase, we also
have that V does not increase during jumps. Moreover, by
construction of the sets C andD, the continuity of the map-
ping f in (10), and Lemma 5, the SHDS satisfies the basic
conditions. Also, by using the same arguments of the proof
of Lemma 2, it follows that every solution of the SHDS is
almost surely complete. Thus, by the stochastic hybrid in-
variance principle (c.f. Theorem 1 in the Appendix C) in
order to show UGASp of the set As, it suffices to show that
there does not exist complete solutions of τ ω that remain in
a non-zero level set of the Lyapunov function almost surely.
Equivalently, we need to show that P(Ω3(τω(0, 0))) < 1,
where the event Ω3(τω(0, 0)) is given by
Ω3(τω(0, 0)) :=
{
ω ∈ Ω | ∃ c > 0 s.t. ∀ τ ω ∈ S(τω(0, 0)),
V (τ ω(t, j)) ≥ c, ∀ (t, j) ∈ dom(τ ω)
}
.
To establish the above fact, we will show that there exist
ρ ∈ (0, 1) and a positiveT ∗ such that for any initial condition
τω(0, 0), the following holds:
P(Ω4(τω(0, 0))) > α, (43)
where the event Ω4(τω(0, 0)) is given by
Ω4(τω(0, 0)) :=
{
ω ∈ Ω | ∀ τ ω ∈ S(τω(0, 0)) and ∀ t ≥ T
∗
s.t. (t, j) ∈ dom(τω), V (τ ω(t, j)) = 0,
}
.
We show below that α and T ∗ can be chosen to be the
following values α := 1−ρ, where ρ is defined in (39), and
T ∗ := (dep(G) + 1)T .
First, by Lemma 6, for any solution τ ω , there exist a
hybrid time (t∗ω , j
∗
ω), with t
∗
ω ≤ T , and a root i
∗ of G
such that τ ω,i∗(t
∗
ω , j
∗) = 1. Conditioning on the fact that
τ ω,i∗(t
∗
ω , j
∗
ω) = 1, we consider the eventΩ2(j
∗
ω , j
∗
ω+L, Ti∗),
where L := dep(Ti∗)Nr
−1. Note that by Lemma 2, for
the discrete time j to increase from j∗ω to j
∗
ω + L, the con-
tinuous time has to increase at least dep(Ti∗)T because
otherwise, there will not be as many as dep(Ti∗)Nr
−1
jumps. For convenience, we let t∗∗ be the time that the
(j∗ + L)th jump occurs. Then, we have just shown that
t∗∗ − t∗ ≤ dep(Ti∗)T ≤ dep(G)T . On the other hand, by
definition of the event Ω2(j
∗, L, i∗) (see (41)), the under-
lying digraph during this period [t∗, t∗∗] is given by the
directed spanning tree Ti∗ . Thus, by Theorem 1, the solu-
tion τ ω will reach synchronization at time t
∗∗. Note that
(t∗ + t∗∗) ≤ (dep(G) + 1)T = T ∗. The above arguments
imply that V (τ ω(t, j)) = 0, for all t ≥ T
∗. Thus, to estab-
lish (43), it now remains to show that the probability of the
event Ω2(j
∗, L, i∗) is a nonzero constant, but this is given
by Lemma 8 with P(Ω2(j
∗, L, i∗)) = α.
Finally, we show that (38) holds. The computation in fact
follows from the above argument. First, by the Bayes rule,
we have that
P (T ∗(τ ω) > nT
∗) = P (T ∗(τ ω) > (n− 1)T
∗) . . .
. . .× P (T ∗(τ ω) > nT
∗ |T ∗(τ ω) > (n− 1)T
∗) .
Because the SHDS in our case is Markovian, the conditional
probability on the right hand side of the above expression can
be written as P(T ∗(τ ′ω′) > T
∗), where τ ′ω′ is a new solu-
tion with the initial condition τ ′ω′(0, 0) given by τ
′
ω′(0, 0) =
τω((n−1)T
∗, j), for some j and ω′ := ωj+1ωj+2 · · · . Note
that by definition of Ω4(τ
′
ω′ (0, 0)) and (43), we have that
P
(
T ∗(τ ′ω′) > T
∗
)
= 1− P(Ω4(τ
′
ω′(0, 0))) < 1− α = ρ.
It then follows that
P (T ∗(τ ω) ≥ nT
∗) < ρP (T ∗(τ ω) ≥ (n− 1)T
∗) .
The above recursive formula then implies that (38) holds. 
5 Numerical Studies
In this section, we illustrate theoretical results by numerical
examples. First, we consider a network of N = 12 PCOs.
13
34
1
2
9
7
5
8
6
10
11 12
0 2.5 5 7.5 10 12.5 15
0
0.2
0.4
0.6
0.8
1
T*( )
Fig. 6. Left: Rooted digraph with nodes 1, 2, and 3 being roots.
Right: A sample path generated by the SHDS (36). Synchroniza-
tion is achieved in approximately 12 seconds.
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Fig. 7. This figure shows the frequency of the number n of win-
dows needed for a sample path to achieve synchronization. There
are 1000 sample paths simulated.
The underlying digraph is rooted as shown on the left of
Figure 6. A directed spanning tree with maximum depth is
indicated by red arrows. The depth of the tree is 8. We set
the period of the PCOs as T = 1, which implies that the
constant T ∗ in (30), given by T ∗ := (dep(G)+1)T , is equal
to 9. To simulate the SHDS (36), we let the parameters ri be
uniformly randomly chosen out of (0, 1). The probability p
of drawing an out-going edge is 0.5. On the right of Figure
6, we show a sample path generated by the SHDS (36).
Then, in Fig. 7, we investigate the first hitting time T ∗(τ ω)
defined in (37) using the same SHDS. We choose 1000 ran-
dom initial conditions uniformly from (0, 1)N . For each ini-
tial condition, we let [(n − 1)T ∗, nT ∗], for n ≥ 1, be the
window that contains T ∗(τ ω) (i.e., the sample path reaches
synchronization during that period). In the figure, we plot
the frequencies for different n. As predicted by equation
(38), the decay of the frequency is exponentially fast in n.
Furthermore, we investigate the dependence of the first hit-
ting time T ∗(τ ω) on the size N of network. We simulate
the SHDS on three different classes of network topologies:
complete digraphs, cycle digraphs, and path digraphs. For
each class, we vary the number N of agents from 10 to
250, with increments of 10. The parameters ri are again
chosen uniformly randomly from (0, 1) and the probability
p of drawing an edge is 0.5. For each case (with a fixed
class and a fixed size N ), we generate 100 initial conditions
uniformly randomly from (0, 1)N and simulate the SHDS
(36). For each sample path, we record the first hitting time
T ∗(τ ω). Figures 8, 9, and 10 plot the data for complete-,
cycle-, and path-digraphs, respectively. For each figure, the
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Fig. 8. First hitting time vs size of complete digraph.
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Fig. 9. First hitting time vs size of cycle digraph.
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Fig. 10. First hitting time vs size of path digraph.
horizontal axis is the network size N and the vertical axis is
the first hitting time T ∗(τ ω). For each N , the crosses rep-
resent the first hitting times of the sample paths. There are
100 of them and the red square is the mean. For complete
digraphs, the mean decays to a steady state. The variance
seems to decay as well. However, this is not the case for
cycles or paths. In either case, the average and the variance
increase as N grows. Using linear regression, we find that
the fitting curves for cycles and paths are 1.4N − 2.6 and
7.5N − 170.6, respectively.
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6 Conclusions
In this paper we have presented several new results in
the context of synchronization of pulse-coupled oscillators
evolving over sparse directed graphs. We have shown that
robust global fixed-time synchronization can be achieved
in quasi-acyclic digraphs using resetting algorithm, and we
have characterized scalable tuning guidelines of order O(1)
that induce this property, which can be selected to achieve
acceleration in the synchronization time. We have also es-
tablished an impossibility result that shows that having a
rooted digraph is not sufficient for global synchronization of
PCOs. However, by using suitable random communication
graphs, we showed that synchronization with probability
one can be established for rooted digraphs. Since all our
PCOs are modeled by well-posed hybrid systems, our syn-
chronization results are robust with respect to unmodeled
dynamics and small bounded disturbances on the states.
Future directions will study the development of similar dis-
tributed coordination algorithms for more general smooth
compact manifolds.
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A Notation and Definitions
A set-valued mapping M : Rm ⇒ Rn is said to be outer
semi-continuous (OSC) at x ∈ Rm if for all sequences xi →
x and yi ∈M(xi) such that yi → y we have that y ∈M(x).
A set-valued mapping M : Rm ⇒ Rn is said to be locally
bounded (LB) at x ∈ Rm if there exists a neighborhoodKx
of x such thatM(Kx) is bounded. Given a set X ⊂ R
m, the
mapping M is OSC and LB relative to X if the set-valued
mapping from Rm to Rn defined by M for x ∈ X , and by
∅ for x /∈ X , is OSC and LB at each x ∈ X . The graph of a
set-valued mapping G is defined as graph(G) := {(x, y) ∈
Rm × Rn : y ∈ G(x)}. Given a set B ⊂ Rn, we use cl(B)
to denote its closure. The outer semi-continuous hull of G
is the unique set-valued mapping G : Rm ⇒ Rn satisfying
graph(G) = cl(graph(G) [30, pp. 155]. Given a measurable
space (Ω,F), a set-valued mapping G : Ω ⇒ Rn is said
to be F -measurable [30, Def. 14.1], if for each open set
O ⊂ Rn, the set G−1(O) := {ω ∈ Ω : G(ω) ∪ O = ∅} ∈
F . A sequence of mappings xi : dom(xi) → R
n is said to
converge graphically if the sequence of sets {graph(xi)}
∞
i=1
converges in the sense of set convergence [5, Def. 5.1].
B Hybrid Dynamical Systems
In this paper we model the dynamics of the network of pulse
coupled oscillators using the formalism of hybrid dynamical
systems [5]. These systems are modeled by the equations
x ∈ C, x˙ = f(x), (B.1a)
x ∈ D, x+ ∈ G(x), (B.1b)
where x ∈ Rn is the state of the system, f : Rn → Rn is the
flow map, which describes the continuous-time dynamics of
the state; C ⊂ Rn is called the flow set and it describes the
points in the space where x is allowed to evolve according to
the differential equation (B.1a); G : Rn × Rm ⇒ Rn is the
jump map and it characterizes the discrete-time dynamics of
x; and D ⊂ Rn is called the jump set and it describes the
points in the space where x is allowed to evolve according to
the set-valued update (B.1). The HDS is represented asH =
{C,D, F,G}. In this paper we restrict our attention to HDS
that satisfy the basic conditions of Definition 1. A standard
solution x to (B.1) is parameterized by a continuous-time
index t and a discrete-time index j. In particular, solutions
to (B.1) are defined on hybrid time domains. A compact
hybrid time domain is a subset of R≥0 × Z≥0 of the form
∪Jj=0([tj , tj+1]×{j}) for some J ∈ Z≥0 and real numbers
0 = t0 ≤ t1 ≤ . . . ≤ tJ+1. A hybrid time domain is
a set E ⊂ R≥0 × Z≥0 such that for each T, J , the set
E ∩ ([0, T ] × {0, 1, 2, . . . , J}) is a compact hybrid time
domain. A function x : E → Rn is said to be a hybrid
arc if E is a hybrid time domain, and for each j such that
the interval Ij = {t ≥ 0 : (t, j) ∈ dom(x)} has non-
empty interior the function t 7→ x(t, j) is locally absolutely
continuous. A hybrid arc x is said to be a solution to a HDS
(B.1) satisfying the basic conditions if: (1) x(0, 0) ∈ C∪D.
(2) If (t1, j), (t2, j) ∈ dom(x) with t1 < t2, then for almost
every t ∈ [t1, t2], x(t, j) ∈ C and x˙(t, j) = f(x(t, j)).
(3) If (t, j), (t, j + 1) ∈ dom(x), then x(t, j) ∈ D and
x(t, j + 1) ∈ G(x(t, j)). A solution x to (B.1) is said to
be: a) non-trivial if domφ contains at least two points; b)
maximal if there does not exist another solution x′ toH such
that dom(x) is a proper subset of dom(x′) and x(t, j) =
x′(t, j) for all (t, j) ∈ dom(x); c) complete if its domain is
unbounded; d) eventually discrete if T = suptdom(x) <∞
and dom(x) ∩ ({T } × N) contains at least two points. d)
uniformly non-Zeno if there exists (T, J) ∈ R>0 such that
for every (t1, j1), (t2, j2) ∈ dom(x), if t2 − t− 1 ≤ T then
j2 − j1 ≤ J .
C Stochastic Hybrid Dynamical Systems
When the jump map in (B.1b) also depends on a random
input v, the HDS (B.1) becomes a stochastic hybrid dynam-
ical system (SHDS) [36] of the form
x ∈ C, x˙ = f(x), (C.1a)
x ∈ D, x+ ∈ G(x, v+), v ∼ µ(·), (C.1b)
where v+ is a place holder for a sequence {vk}
∞
k=1 of in-
dependent, identically distributed i.i.d. input random vari-
ables vk : Ω→ R
m, k ∈ N, defined on a probability space
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(Ω,F ,P). Thus, vk
−1(F ) := {ω ∈ Ω : vk(ω) ∈ F} ∈ F
for all F ∈ B(R)m, and µ : B(Rm) → [0, 1] is defined
as µ(F ) := P{ω ∈ Ω : vk(ω) ∈ F}. We restrict our at-
tention to SHDS that satisfy the basic conditions of Defi-
nition 1. Random solutions to SHDS (C.1) are functions of
ω ∈ Ω denoted x(ω), such that: 1) ω 7→ x(ω) has measur-
ability properties that are adapted to the minimal filtration
of v; 2) for each ω ∈ Ω the sample path x(ω) is a stan-
dard solution to the HDS (B.1) with the appropriate depen-
dence on the random input v(ω) through the jumps. To for-
mally define these mappings, for k ∈ Z≥1, let Fk denote the
collection of sets {ω ∈ Ω : (v1(ω),v2(ω), . . . ,vk(ω)) ∈
F}, F ∈ B(Rm)k), which are the sub-σ-fields of F that
form the minimal filtration of v = {vk}
∞
k=1, which is the
smallest σ-algebra on (Ω,F) that contains the pre-images
of B(Rm)-measurable subsets on Rm for times up to k.
A stochastic hybrid arc is a mapping x from Ω to the
set of hybrid arcs, such that the set-valued mapping from
Ω to Rn+2, given by ω 7→ graph(x(ω)) :=
{
(t, j, z) :
x˜ = x(ω), (t, j) ∈ dom(x˜), z = x˜(t, j)
}
, is F -measurable
with closed-values. Let graph(x(ω))≤k := graph(x(ω)) ∩
(R≥0×{0, 1, . . . , k}×R
n). An {Fk}
∞
k=0 adapted stochas-
tic hybrid arc is a stochastic hybrid arc x such that the
mapping ω 7→ graph(x(ω))≤k is Fk measurable for each
k ∈ N. An adapted stochastic hybrid arc x is a solution to
(C.1) starting from x0 denoted x ∈ Sr(x0) if (with xω :=
x(ω)): (1) xω(0, 0) = x0; (2) if (t1, j), (t2, j) ∈ dom(xω)
with t1 < t2, then for all t ∈ [t1, t2], xω(t, j) ∈ C and
x˙ω(t, j) = f(xω(t, j)); (3) if (t, j), (t, j + 1) ∈ dom(xω),
then xω(t, j) ∈ D and xω(t, j+1) ∈ G(xω(t, j),vj+1(ω)).
A random solution x is said to be: a) almost surely complete
if for almost every sample path ω ∈ Ω the hybrid arc x(ω)
has an unbounded time domain; and almost surely eventu-
ally discrete if for almost every sample path ω ∈ Ω the hy-
brid arc x(ω) is eventually discrete.
A continuous function V : Rn → R≥0 is a Lyapunov func-
tion relative to a compact set A ⊂ Rn for the SHDS (C.1) if
V (x) = 0 ⇐⇒ x ∈ A, V is radially unbounded and satis-
fies V (φ(t)) ≤ V (x), ∀ x ∈ C, t ∈ dom(φ), φ ∈ SFC (x),
and
∫
Rm
maxg∈G(x,v) V (g)µ(dv) ≤ V (x), ∀ x ∈ D,
where SFC (x) denotes the set of solutions of (C.1a) with ini-
tial condition x. The following stochastic hybrid invariance
principle, corresponding to [36, Thm. 8], is instrumental in
the analysis of SHDS of the form (C.1).
Theorem 1 Let V be a Lyapunov function relative to a com-
pact setA ⊂ Rn for the SHDS systemH. Then,A is UGASp
if and only if there does not exist an almost surely complete
solution x that remains in a non-zero level set of the Lya-
punov function almost surely.
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