Due to the tremendous growth of network based services, intrusion detection has emerged as an important technique for network security. While variety of security techniques are being developed and a lot of research is going on intrusion detection, but the field lacks an integrated approach with high detection rate (recall) and precision for minority attacks namely R2L and U2R. However, the recall and precision goals are often conflicting and attacking them simultaneously may not work well, especially when some of the classes are rare. This paper presents a novel layered approach with multiclassifier by combining naïve bayes classifier (NBC) and naive bayes tree (NBTree) to improve detection rate and precision of minority class without hurting the performance of majority class. We identify important reduced feature set for each attack separately, to form layered approach. The proposed approach scales up the recall and precision for major as well as minor attacks, and keeps the false positives at acceptable level in intrusion detection.
Introduction
Intrusion detection is a tool of monitoring and analyzing the events occurring in a computer system in order to detect signs of security problems. The network traffic is made up of attack and the normal traffic. The number of attacks on the network is typically a very small fraction of the total traffic. Even with the attack traffic, some attacks are rare or minor. On the basis of this the attacks can also be categorized into two classes, minority and majority attack class. The DoS and Probe attacks belong to majority class whereas U2R and R2L belongs to minority class also called as rare class of attacks. In real world environment, the minority attacks are more dangerous than the majority. The U2R attacks are very difficult to detect since they involve the semantic details that are very difficult to capture at an early stage. Most of the present IDS fail to detect such attacks with acceptable reliability. Naive Bayes Classifiers (NBCs) are generally easy to understand and their induction is extremely fast. In particular, the construction of NBC is very simple and the inference is achieved in a linear time [1] . In this paper, we present a novel layered approach by combining data mining classifiers, naïve bayes and NBtree. without hurting the performance of majority class. The paper is organized as follows. In section 2, we discuss the related work. In section 3, we describe classification techniques used for IDS. The proposed method described in section 4. The experimental setup and results are presented in section 5 and section 6, respectively. Finally, we summarize the paper and outline future research in section 7.
Related Work
IDSs are still experiencing difficulties in detecting intrusive activity on their networks since novel attacks are consistently being encountered. In [2] author shows that the accuracy and performance of an IDS can be improved through obtaining good training parameters and selecting right feature to design any Artificial Neural Network (ANN). In [4] , author used PCA to project features space to principal feature space and select features corresponding to the highest Eigen values using Genetic Algorithm. In [4 rank, and second the correlation between the features. In [5] , author proposes an automatic feature selection procedure based on Correlation based Feature Selection (CFS). In [6] author investigate the performance of two feature selection algorithm involving Bayesian network(BN) and Classification & Regression Tee (CART), and ensemble of BN and CART and finally propose an hybrid architecture for combining different feature selection algorithms for intrusion detection. In [7] , author proposes two phase approach in intrusion detection design. In the first phase, develop a correlation-based feature selection algorithm to remove the worthless information from the original high dimensional database. Next phase designs an intrusion detection method to solve the problems of uncertainty caused by limited and ambiguous information.
In [8] author presents an Intelligent Intrusion Detection and Prevention System (IIDPS), which monitors a single host system from three different layers; files analyzer, system resource and connection layers. The approach introduced, a multi layered approach, in which each layer harnesses both aspects of existing approach, signature and anomaly approaches, to achieve a better detection and prevention capabilities. In [9] main issues of ID i.e. accuracy and efficiency by using conditional random fields and layered approach.In [10] , authors present a new learning algorithm for anomaly based network intrusion detection using improved selfadaptiveNBTree.
Classification Techniques

Naïve Bayes Classifier
The NBC technique is based on the Bayesian theorem and is particular suited when the dimensionality of the input is high. Despite its simplicity Naïve Bayes can often outperforms more sophisticated classification method. It works on strong independence relation assumption [11] , that is, features are independent in the context of a session class and the probability of one attribute does not affect the probability of the other. It is defined as follows:
Where,P(c|x) is the posterior probability of class (target) given predictor (attribute). P(c) is the prior probability of class. P(x|c) is the likelihood which is the probability of predictor given class. P(x) is the prior probability of predictor.
Discretization for Naïve Bayes Classifier
Research study shows that NBC works best for discretized attributes and discretization effectively approximates a continuous variable [12] . We used the entropy-based supervised discretization (EBD) method proposed by Fayyad and Irani [13] . It discretizes numeric attributes first using Minimum Description Length (MDL) method.Given a set of samples I, the basic method for EBD of an attribute A is as follows:
1. Each value v of A can be considered as a potential interval boundary Band thereby can create a binary discretization (e.g. A < v and ). 2. Given I, the boundary value selected is the one that maximizes the information gain resulting from subsequent partitioning. The information gain is:
where CIE(I,B) is the class information entropy determined by the formula:
Where|I 1 | and |I 2 | correspond to the examples of I satisfying the conditions A <B and A B respectively. The entropy function E for a given set I i is calculated based on the class distribution of the samples in the set, i.e.:
Where is the probability of class c j in I i , determined by the proportion of samples of class c j in the set I i and m is the number of classes in I i .
The process of determining a new interval boundary is recursively applied to each interval produced in
Where m i is the number of classes represented in the set I i and n is the number of samples in I. Since the described above procedure is applied independently for each interval, it is possible to achieve the final set of discretization intervals with different size that is, some areas in the continuous spaces will be partitioned very finely whereas others (with relatively low entropy) will be partitioned roughly.
Decision Tree
Decision tree a given learning set D containing a finite and non-empty set of labeled instances.In the decision tree, two major process should be ensured, the building process and the classification process. The Building process builds the tree by using the labeled training data set and the Classification process classifies the new instances.Let C be set consisting of c data samples with m distinct classes.. The training dataset c i contains sample of class Expected information needed to classify a given sample is calculated by:
Where is the probability that an arbitrary sample belongs to class C i .Let feature F has v distinct values { f 1 , f 2 v } which can divide the training set into v subsets {C 1 ,C 2 v } where C i is the subset which has the value f i for feature F. Let CcontainC ij samples of class i. The entropy of the feature F is given by Information gain for F can be calculated as: C4.5 uses gain ratio which applies normalization to information gain using a value defined as
The above value represents the information generated splitting the training data set C into v partitions corresponding to v outcomes of a test on the feature F [14] .The gain ratio is defined as
The attribute with the highest gain ratio is selected as the splitting attribute.
Naïve Bayes Tree (NBTree)
The NBTree is a hybrid learning approach of decision tree and NBC. NBTree splits the dataset by applying entropy based algorithm and used standard NBC at the leaf node to handle attributes, the advantage of both decision tree and NBC can be utilized simultaneously [15] . It is quite reasonable to expectthat NBTree can outperform NBC but instead, we may have to scarify some speed.
Cross-Validation Method
Cross-Validation (CV) is a statistical method of evaluating and comparing learning algorithms by dividing data into two segments: one used to learn or train a model and the other used to validate the model. The basic form of CV is k-fold CV. In k-fold CV the data is first partitioned into k equally (or nearly equally) sized segments or folds. Subsequently k iterations of training and validation are performed such that, within each iteration a different fold of the data is held-out for validation while the remaining k -1 folds are used for learning. The advantage of K-Fold Cross validation is that all the examples in the dataset are eventually used for both training and testing.
Proposed Method
During the analysis of intrusion detection we observe two main challenging issues in this system. First, the number of intrusions on the network is typically a very small fraction of the total traffic. Therefore the essential step is to successfully detecting intrusions to develop a model that describes most known as well as novel unseen attacks. Second, the attack groups are different in their impact and hence, it becomes necessary to treat them differently. We propose a novel multi-classifier layered approach, by combining naïve bayes classifier with NBTree. The purpose of classifier combination is to improve detection rate and precision of minority attacks as well major attacks, and keeps the false positives at acceptable level in intrusion detection.
Layered Approach with Multi-Classifier
In this approach, we define four layers, two top layers for detecting the major attacks i.e. DoS and Probe, and the other two layers for the minor attacks i.e. R2L and U2R. Each layer is separately trained with a small set of relevant features. This is because all the 41 features are not required for detecting attacks belonging to a particular group, and then deployed sequentially. We represent the layered model with multi-classifier in Fig. 1 . 
Feature Selection
Feature selection is an effective and an essential step in successful high dimensionality data mining applications [16] . It is often an essential data processing step prior to applying a learning algorithm. Reduction of the attribute space leads to a better understandable model and simplifies the usage of different visualization technique. We used domain knowledge and the sequential search to identify the important set of features: starting with the set of all features, one feature was removed at a time until the accuracy of the classifier was below a certain threshold. In other words, the feat -oneremove one feature from the original dataset, redo the experiment, then compare the new results with the original results. The selected feature set of proposed model for all the four layers are: 
Experimental Setup
We used WEKA 3.6 a machine learning tool [17] , to compute the feature selection subsets for different layers, and to measure the classification performance on each of these feature sets.We select the NBC for major attack detection and NBTree for minor attack detection, with full training set and 10-fold cross validation for the testing purposes.
Dataset Description
We have used 1,25,973 NSL-KDD dataset connections for training and testing.. NSL-KDD dataset suggested to solve some of the inherent problems of the KDD'99 data set [18] . For our experiment dataset is either labeled as normal or as one of the 24 different kinds of attack. These 24 attacks can be grouped into four classes; Probe, DoS, R2L and U2R 
Result
To evaluate the results of classifier, we have used standard metrics, confusion matrix. Confusion Matrix-This may be used to summarize the predictive performance of a classifier on test data. It is commonly encountered in a two-class format, but can be generated for any number of classes. A single prediction by a classifier can have four outcomes which are displayed in the following confusion matrix.
True Positive (TP), the actual class of the test instance is positive and the classifier correctly predicts the class as positive. False Negative (FN), the actual class of the test instance is positive but the classifier
Confusion Matrix
Predicted Class Class=Yes Class=No Actual Class Class=Yes TP FN Class=No FP TN incorrectly predicts the class as negative. False Positive (FP), the actual class of the test instance is negative but the classifier incorrectly predicts the class as positive. True Negative (TN), the actual class of the test instance is negative and the classifier correctly predicts the class as negative.It is apparent that for domains with imbalanced distributions, classification accuracy is not sufficient as a standard measure. The metrics such as precision, Recall, False positive rate (FPR) and F-value have been used to understand the performance of the learning algorithm on the minority class.Recall and precisions are good measures for IDs evaluation and because of the trade-off between the two, F-value can be used to score the balance between the two. F-value is a good metric for IDS evaluation in case of imbalance in the data. FPR, precision, recall and F-value are defined as follows:
The F-vale/F-measures is a composite metric based on precision and recall
Here, a separate factor is incorporated to introduce an element of relative importance between recall and precision. F-score is roughly the harmonic mean of recall and precision and is considered as the overall accuracy score of IDS. However, it is desirable to increase recall without sacrifice in precision. Before performing experiments for proposed approach, we have performed two sets of experiments separately. The first one is using NBC and the other by using NBTree as a single classifier for all the four layers. From the results of table 3 ,we observe that NBtree provides better recall and precision for all the four attacks, but fails to increase the detection performance of minority attacks, especially for U2R. The U2R attacks are very difficult to detect since they involve the semantic details that are very difficult to capture at an early stage. We found that a single classifier is not effective in detecting minority attacks with acceptable reliability. Hence, it is essential to improve the detection performance for the minority intrusions while maintaining a reasonable overall detection rate. We performed experiment for the proposed approach i.e. layered approach with multi-classifier, using NBC for the major and NBTree for the minor attack detection.Investigate on the performance of proposed model in table 4 and 5 clearly indicate empirical result of high detection rate and precision for minority as well as majority attacks. 
Conclusion & Future Work
Empirical results indicate that the proposed method performs significantly better for minor attacks with a high recall as well as the high precision. The proposed approach scales up the recall and precision for major as well as minor attacks, and keeps the false positives at acceptable level in intrusion detection. However, the recall and precision goals are often conflicting and attacking them simultaneously may not work well, especially when some of the classes are rare.The NBTree successfully utilizes the benefits from both the naïve-bayes classifier and the decision tree. We compare performance of multi-classifier approach with two single classifier layered approach. The first one using NBC and second using NB Tree. We investigate that only, either NBC or NB Tree is not able to increase precision of minor attacks which has drastically improved by making the combination of both approaches. It is well known that current IDs are unable to detect all kinds of new attacks because they are designed to restricted applications on limited environment. Thus, there is a need to safeguard the networks from known vulnerabilities and at the same time take steps to detect new and unseen, but possible system abuses, by developing more reliable and efficient IDS. The area of future research includes improvements for machine learning methods to detect novel/unseen attacks.
