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In the past years people showed an increasing interest in improving their diet. Many factors can
be pointed to this growth, being one of them the alarming explosion of diet related diseases.
This group of diseases is progressively becoming the most common causes of death, including
cardiovascular diseases, obesity, diabetes and cancer.
Currently, almost all food products on the market contain nutrition labels, which is any in-
formation that appears on the product package referring to the values of the following nutrients:
energy, proteins, carbohydrates, fats, dietary fiber, sodium, vitamins and minerals. This informa-
tion provides a great insight of a product composition and helps the consumers to make healthier
food choices.
While the labels do not have a regulated or standard format, each product often presents the
nutrition information differently, leading to a wide variety of nutrition labels present in the market.
This, combined with the high amount of information displayed and the difficulty of interpreting
the data without the necessary knowledge, makes the extraction of relevant data and analysis a
hard task for consumers. One of the solutions to simplify this task, suggested in many of the
studies on this subject, is to present a summary of nutrition information as a complement to the
nutrient-specific information.
The main outcome of this project is to overcome this problem and offer the consumer a tool to
help in the extraction and interpretation of these values, by means of an Android application. This
application tries to extract automatically the nutritional information of an image of a nutrition
declaration and presents it in a single, cross-sectional shape, following the new regulations and
with some additional aids, including relative values to the recommended daily doses and simplified
schemes. In addition to this feature, it is also possible to compare between two products of the
same category. In order to achieve these goals, it is necessary to convert the image into digital text
to be processed later. To perform this conversion the application uses the OCR engine developed
by Google, Tesseract.
Many problems were found throughout the development of this project, such as the low accu-
racy of the OCR engine or the problems of acquiring the images using a mobile device. However,
after some pre and post processing algorithms, the accuracy increased to 55%, 83% more than
without any preprocessing. In addition, the percentage of images that returns 0 matches decreased




Nos últimos anos o interesse das pessoas em melhorar a sua dieta tem crescido. Muitos fatores
podem ser apontados para este crescimento, sendo um destes o aumento alarmante das doenças
relacionados com a alimentação. Este conjunto de doenças tornou-se progressivamente as causas
mais comuns de morte e incluem doenças cardiovasculares, obesidade, diabetes e cancro.
Atualmente quase todos os produtos alimentares presentes no mercado incluem rótulos nutri-
cionais, estes rótulos constituem qualquer informação presente no pacote de um produto que se
refira aos valores dos seguintes nutrientes: energia, proteínas, hidratos de carbono, gorduras, fibra,
sódio, vitaminas e minerais. Esta informação fornece uma visão mais detalhada da composição de
um produto e ajuda os consumidores a fazer escolhas mais saudáveis.
Enquanto os rótulos não tiverem um formato regulamentado, cada produto pode apresentar a
informação nutricional de maneira diferente, levando a uma enorme variedade de rótulos nutri-
cionais presentes no mercado. Isto combinado com a grande quantidade de informação apresen-
tada e a dificuldade em interpretar os dados nutricionais sem o conhecimento necessário, faz com
que a análise dos rótulos nutricionais não seja uma tarefa fácil para os consumidores. Uma das
soluções para simplificar esta tarefa, apontada em grande parte dos estudos realizados sobre este
tópico, é a apresentação de um sumário da informação nutricional como complemento à apresen-
tação exclusiva dos nutrientes e respetivos valores.
O principal objetivo deste projeto foi ir ao encontro desta necessidade e oferecer uma fer-
ramenta que ajude na extração e interpretação destes valores, usando uma aplicação Android.
Esta aplicação tenta extrair automaticamente a informação nutricional e apresenta-a de uma forma
transversal, seguindo as novas regulamentações e com algumas ajudas de interpretação como val-
ores relativos às doses diárias recomendados e esquemas simplificados. Há também a possibilidade
de comparar dois produtos da mesma categoria, ajudando o utilizador a avaliar qual dos produtos
é a opção mais saudável. Para atingir estes objetivos, é necessário realizar a conversão da imagem
em texto para mais tarde ser processado. Para isso foi usado o motor de OCR desenvolvido pela
Google, Tesseract.
Muitos problemas foram encontrados ao longo do desenvolvimento do projeto, tais como a
baixa precisão do OCR usado ou os problemas derivados da aquisição das imagens usando um
dispositivo móvel. No entanto, depois de alguns algoritmos de pré e pós processamento, a pre-
cisão aumentou para 55%, 83% a mais do que sem qualquer pré-processamento. Além disso, a
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This chapter is an introduction to the impact of nutrition labels in the human’s diet and the current
difficulty in reading these labels. In addition, a proposed solution to this problem is described, as
well as the expected benefits.
1.1 Context
Food is essential for the human life, since it is the main source of energy and nutrients necessary for
many vital functions. It is also an important source of health, well-being, pleasure and happiness
[Bir98, Ras55]
A healthy diet not only provides the necessary nutrients to the organism to ensure a good
performance, but also protects against malnutrition in all forms. However, the human’s diet is
changing in the last decades, becoming high in saturated and trans fats and salt, and low in veg-
etables and fruits. The previous facts combined with the tendency to a more sedentary lifestyle are
considered one of the causes of the alarming explosion of diet-related diseases, such as obesity,
diabetes, cardiovascular diseases and cancer [BW04, CSV+15]. These diseases progressively be-
came the most common cause of death worldwide [WHO09]. Consequently, society has started to
pay more attention to what they eat and its impact on physical and mental health [CSSM11].
Although the one’s diet is an individual activity, the affordability and availability of healthier
foods require the involvement of multiple sectors. For one side, the government is responsible for
creating an environment that enables people to adopt healthier choices, and for another side food
companies are responsible for distributing the majority of the food to the market.
In general, food associations make efforts to give some recommendations to prevent and treat
these diseases, including in the majority of the cases, a healthy diet and regular physical activity.
Furthermore, the World Health Organization (WHO) included the adoption of the use of nutrition
labels on food products as part of its global strategy on diet, physical activity and health [WHO15].
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As a result, almost all food products on the market contain nutrition labels. These labels usu-
ally refer to the energy values or the quantity of nutrients present, such as proteins, carbohydrates,
fats, dietary fibre, sodium, vitamins and minerals. This information provides a great insight of a
product composition and helps the consumers make healthier food choices.
The Associação Fraunhofer Portugal Research (Fraunhofer Portugal) is a non-profitable pri-
vate association operating as a subsidiary of Fraunhofer-Gesellschatz, the Europe’s largest appli-
cation oriented research organization.
Fraunhofer Portugal is focused on the creation of scientific knowledge capable of generating
valuable applications to its clients and partners, exploring technology innovations towards eco-
nomic growth, the social well-being and the improvement of the quality of life of its end-users.
This project was developed to be integrated in the bigger Smart Companion project. Many
projects are developed to meet the older adult’s needs being Smart Companion one of these
projects. This project offers an Android customization in order to simplify the use of mobile
devices for inexperienced users and be a companion to support the users in their daily actions:
preventing isolation, promoting autonomy and quality of life, and improving health management.
1.2 The problem and its characterization
Nutrition labels offer the advantage at the moment of purchase of food to provide information
about the composition and nutritional information. However, although nutrition labels are a very
important tool, studies suggest that the use of this information is actually very low, due to difficul-
ties in reading and interpreting them.
In Portugal, the presence of nutrition labels on products only became regulated at the beginning
of this year, but the manufacturers have an extended limit to comply until 2016. Although there are
mandatory terms, units of measurements and minimum line height established, a standard format
does not exist.
The variety of formats of nutrition labels that can be found combined with the high amount of
information presented makes the reading of these labels very confusing to the consumers. So, to
the common consumer, it is hard to understand and consequently extract relevant data.
Besides that, it is not enough to look at the food labels, it is also important to know about the
nutrients and its impact in the overall diet specific knowledge, in order to interpret the nutritional
data presented and indeed make healthier choices.
1.3 Goals
In this work it is intended to develop a mobile application that helps the user to interpret the data
presented in the nutrition labels.
After the user acquires the image of the label with nutritional information, the application
should analyze it using image processing algorithms and an OCR engine to automatically extract
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the nutritional information. The goal is to display the relevant information on a single, cross-
sectional shape, so the information presented is relevant, accurate and easy to understand.
The application should also help the user to compare between two identical food products, by
choosing the best option and assessing the suitability of a specific product according to personal
information.
1.4 Expected benefits
This application aims to help the users to improve their health, by affecting their food choices to
healthier options. Also it should allow the user to assess the quality of a product, its benefits and
possible risks concluding if it is appropriate for his specific diet.
It aims to help users better understand the nutritional information available in food labels
having a better comprehension how each food fits in the user’s overall diet.
1.5 Structure and organization of the document
This document is structured in six chapters. This chapter presents an overview about the context
of this project, the characterization of the problem that needs to be solved and its solution. It also
presents an overview about the expected goals and benefits of that solution.
The chapter 2 introduces the areas where this project will be developed. Initially, it is described
in detail the nutrition labels and its roles in the people’s lives. Next, an introduction to some image
processing operations and some possibilities of text extraction. In addition, some products already
developed in the same area and that compete with this work are also presented.
In the chapter 3 is formally presented the solution and its objectives. The technical require-
ments and architecture of this project are also described.
The detailing of implementation the solution is presented in the chapter 4. First is described
the technical part of this project that includes the extraction of the text and the image processing
operations performed, and after the analysis of the nutritional data collected.
In the chapter 5 is presented the tests performed to evaluate the image processing operations.
An analysis of the results is also presented.
Finally, the chapter 6 presents a summary of the analysis of the tests, and concludes this
project presenting some possibilities for future work in order to solve some issues found during
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This chapter includes a detailed characterization of the nutrition labels and its impact in the overall
diet as well as introduces some scientific themes and trends that make possible the extraction of
text of an image using mobile devices. Some products already developed in the same area and that
compete with this work are also presented.
2.1 Nutrition Information
Alimentation is essential in human’s life being the main source of energy and nutrients necessary
for vital functions like growing, moving, reproducing or maintaining of body temperature [Bir98,
Ras55].
A balanced diet can provide the energy and nutrient requirements to the organism while en-
suring a good performance and preventing several diseases [CSV+15, Wil99]. In contrast, a poor
diet may have a negative impact on human health.
Besides being an important source of health, it is also an important source of happiness. In
fact, several studies show that specific nutrients can stimulate certain glands or hormones responsi-
ble for the happiness feeling, and also have a deep influence in the overall treatment of depression
[AGH06, Ber96]. Furthermore, eating and drinking are considered two of the major occupancies
of waking time, consuming in average 1 hour per day, without including preparing meals, shop-
ping and cooking. Although these are activities that can be done alone, meals are usually shared
among family, friends or co-workers, being as well an important part of social life.
According to the data collected from the World Health Organization (WHO), between 2000
and 2012 the leading causes of worldwide mortality are diet-related chronic diseases, with the
number of deaths growing every year [WHO09]. In Portugal, according to the results from 2004-
2010 Portugal National Health Plan, the three main causes of death are also linked to the diet-
related diseases: cancer, cardiovascular diseases and diabetes [Sau13].
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Consequently, in the past years people show an increasingly interest in improving their diet
[CSSM11, MHVCV10, CS05]. Eating healthy became a really important task in the daily life.
However, making healthy and informed decisions is not easy, since it means choosing many dif-
ferent foods throughout the entire day to get all nutrients needed [GW07].
Nutrition science offers some guides to educate people about eating healthier and gives some
advice, on matters of the interaction of nutrients and other substances in food. There are five key
terms that often appear in nutrition facts and are important to understand the role of each parame-
ter to the overall diet: Calorie, Fat, Sugar, Salt and Protein.
A calorie is an unit of measure of energy obtained by macronutrients, which includes car-
bohydrates, fats, proteins and alcohol. One calorie is formally defined as the amount of energy
necessary to increase by 1oC the mass of 1 gram of water, and corresponds to approximately 4.2
joules. Calories are usually used in nutrition contexts to measure the quantity of energy obtained
from a food substance or to help manage weight, They are commonly represented in kilojoule
(symbol: kJ), kilocalories (symbol: kcal) or Calorie (symbol: Cal).
Fat is a high source of energy and each gram of fat contains nine calories. It also adds tex-
ture, flavour and aroma to food. It is an important macronutrient with structural and metabolic
functions: improves insulin signalling, increases intestinal absorption of lipophilic vitamins and
maintains a healthy skin and hair. As fat is a high supplier of energy in a compact form, it should
be consumed moderately, not more than a third portion of a diet. Chemically, fat molecule is com-
posed of glycerol and different types of fatty acids. Depending on the number of double bonds
in the molecular structure of fatty acids, fats can be classified as saturated, monounsaturated or
polyunsaturated. Saturated fats have fatty acids without double bonds in its structure and can be
found in whole milk products, red meats and some vegetable oils (palm oil and coconut oil). The
consumption of saturated fats needs to be limited because a high intake can raise LDL-cholesterol
levels, leading to dyslipidaemia and other cardiovascular disease, as well to obesity. Unsatu-
rated fat is composed of fatty acids that have one (monounsaturated fats) or more double bonds
(polyunsaturated fats) in its structure. This type of fat is healthier than saturated fats because they
do not raise LDL-cholesterol and can even increase HDL-cholesterol, preventing the development
of cardiovascular diseases. Unsaturated fats can be found in nuts, vegetable oils (olive, peanut and
canola oils), fish and white meat. Although they have a natural source and present some benefits,
are still high in calories and should be consumed with moderation. Another type of unsaturated
fats is the trans fat. Although they appear in natural products, trans fats are mainly created through
an industrial process that adds hydrogen to vegetable oil. The consumption of this type of fat is
highly discouraged because it can raise the levels of LDL-cholesterol and lead to many diseases.
Sugar is also called as a “carbohydrate simple”, it means carbohydrates that are rapidly ab-
sorbed by the organism, contributing to normal glycemic establishment. Like “complex carbohy-
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drates” (starch, cellulose, chitin), each gram of sugar simple carbohydrates contains four calories.
Carbohydrates are essential to the brain function, a high source of energy and prevent the use of
protein to energy so it can be used to build and repair the body. Natural sugars, as fructose, lac-
tose, sucrose and glucose, can be presented in several food sources, as fruits vegetables or milk
products. To a healthy diet, the intake of sugars should be limited, otherwise can lead to obesity,
diabetes and tooth decay.
Salt is a mineral substance composed of sodium and chloride. It is an important nutrient
because helps the regulation of the body’s water content and is involved in the nerve function,
muscular activity and energy usage. Consumed in excess can increase the blood pressure, leading
to hypertension problems. Thus, the intake of this mineral must be limited.
Proteins are macromolecules composed of amino acids. They are responsible for the transport
of nutrients and oxygen to cells, making these macronutrients essential to all the cells of the body.
Proteins also supply energy where each gram contains four calories, and are responsible for the
growth and repair of body tissues. Some amino acids, called as non-essential amino acids, can
be synthesized by the human organism. However, some amino acids cannot be synthesized by
the organism (called as essential amino acids), so they must be obtained from proteins present in
animal and plant foods. The intake of proteins is very important in our diet.
2.1.1 Diet-related diseases
The World Health Organization recommends a healthy diet including the consumption of fruits,
vegetables, legumes, nuts and whole grains for an average adult. It is recommended that the daily
diet contains less than 10% of total energy from free sugars and less than 30% of total energy from
fat. The intake of unsaturated fats is preferable to saturated fats and the consumption of industrial
trans fats is highly discouraged.
In the past years, human’s diet suffered a massive change because of the change in food avail-
ability, food prices and level of income. Traditional plant-based diets are being constantly substi-
tuted by diets rich in added sugars and animal fats and low in dietary fibre, fruits and vegetables
[CSV+15]. This, combined with a general trend towards a more sedentary lifestyle and low level
of physical activity, increases the risk of developing chronic diseases [CSV+15].
Diseases that are diet-related are growing and have high mortally rates, being on the top of
the causes of death worldwide [HEL+04, NKP99]. Some of these diseases are cardiovascular dis-
eases, obesity and diabetes, among others.
Cardiovascular diseases (CVDs) are a group of disorders of the heart and blood vessels that
can lead to death. It is the number one cause of death globally and includes numerous problems,
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many of them related to atherosclerosis, in which plaque (made of fat, cholesterol, calcium and
other substances) builds up inside of the arteries putting the oxygen-rich blood flow in risk. If the
blood flow stops, it can cause a heart attack or a stroke. To prevent CVDs it is recommended to
have a regular physical activity, avoid tobacco, have a diet rich in fruit and vegetables and avoid
foods that are high in fat, sugar and salt. CVDs are among the principal causes of morbidity and
mortality in Portugal, particularly stroke and ischemic heart disease, which are the leading cause
of death in both genres [RFP13].
Overweight and obesity are defined as abnormal or excessive fat accumulation that presents
a risk of death, respectively. A risk factor for obesity is the total calorie intake (especially from
fats and sugars) higher than the expended daily and sedentary lifestyles. Body Mass Index (BMI),
is a widely parameter used to measure the risk of obesity; is calculated dividing the weight (in
kilograms) by the square of the height (in meters). An adult who has a BMI of 30 or higher is
classified as obese.
Obesity is a chronic disease with a high risk of death and is one of the principal causes of
death worldwide, continuing to spread all over the world, even in low and middle income coun-
tries [WHO00]. It is classified as a complex disorder because can also lead to other diseases like
cardiovascular diseases, diabetes, musculoskeletal disorders and cancer (endometrial, breast and
colon) [WHO00]. Obesity treatment includes dietary changes and increased physical activity. Di-
etary Guidelines and recommendations for obesity prevention limit the total fats and sugars and
the consumption increase of fruit and vegetables.
Diabetes is a chronic disease that occurs when the pancreas does not produce enough insulin
(hormone that regulates the blood sugar) or when the body cannot effectively use the insulin it
produces. In this last case, called type II diabetes, dietary factors (and obesity) are the main causes
of this disease development. Type II diabetes is the most common type of diabetes, corresponding
up to 90% of cases. It’s a worldwide problem that can lead to death, but occurs essentially in low
and middle income countries. In Portugal, for the next 20 years, the prevalence of diabetes was
estimated at 11.7%, being more frequent in men (14.2%) than women (9.5%) and increasing with
age [CCI13].
Diabetes can be prevented by adopting a healthy diet and increase physical activity. It is highly
recommended the reduction of quantity of trans and saturated fats and the increase of the quantity
of healthier unsaturated fats, but even this type of fats should be consumed with moderation. The
National Diabetes Information Clearinghouse advises to control the portions consumed where a
small or medium-sized man should ingest 1200 to 1600 calories daily, and medium-sized or large
man should ingest 1600 to 2000 calories, including eating 3 to 5 servings of fruit and vegetables
a day. Also recommends avoiding high-sugar, high-calorie and high-fat desserts. Many of these
products have a “light” alternative, with low calories and low percentage of sugar.
The increase of diabetes motivated the research and development of “light” products, but these
products are susceptible to loss of colour, flavour and texture [GZMS05]. To overcome this prob-
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lem companies often replace sugars by sweeteners. Sweeteners are food additives that substitute
sugar, adding the same taste usually with less food energy. Some sweeteners can be found in
nature while others are synthetic. If used correctly by the manufacturers, can help type II diabet-
ics controlling their weight and decreasing the consumption of sugar [RMD+09], otherwise can
worsen health consumers.
2.2 Nutrition Labels
To help the consumers making healthier choices at the moment of purchase, in 1991, the Com-
mittee on Medical Aspects of Food Policy, set reference values for the intake of energy, protein,
fats, sugars, starches, non-polysaccharides (NPS), vitamins and minerals. Seven years later, a
set of guidelines for labelling purposes was developed as a way to inform the consumers of the
recommendation of the government about nutrient values.
Nowadays, most of the countries do not have the nutrition labels regulated, however a high
percentage of products in the market have nutrition labels [gBCL+10] making them one of the
primary sources of nutritional information. By definition, the nutrition label is regarded as any
information displayed on the product package. Usually, product packages have some references
to energy values or to the following nutrients: proteins, carbohydrates, fats, dietary fibres, salt/-
sodium, vitamins and minerals.
Even with new regulations only emerging now in Europe, the consumers’ interest in a balanced
diet and differentiation between products forced the manufacturers to adopt some form of nutrition
labels [CSSM11].
2.2.1 Definition and types of nutrition labels
The nutrition label works as an identity card of a food product and its main purpose should be
provide to the consumer useful and trustful information at the point of purchase.
Consumers can use these labels for different reasons: checking the nutritional content of a
product, compare similar food products or choosing the best food product to the specific needs
and diet restrictions. Checking the nutrition labels regularly makes the consumers more conscious
of what they are eating, the role of the nutrients in their overall diet and how to prevent some
diseases [Lee03]. Thus, these labels are a valuable tool for the customer to help maintaining a
healthy diet and encourage the consumption of healthy products.
Usually the nutrition labels include the ingredient list, nutrition declaration and optional health
or nutritional claims. The ingredient list is composed by each ingredient of a food product in de-
scending order by weight. Health claims describe the relation between a food substance and a
specific nutrient, the reduced risk of a disease or health-related condition. Some examples are:
“free of sugar”, “gluten free” and “prevents cancer”, among others. Health claims should follow a
set of global nutrition standards and because it affects the nutrition judgment about a food product,
the validity it’s very important. The information about the energy and nutrients can be presented in
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several formats in the food market: Guideline Daily Amount (GDA) labels, Traffic lights, health
logo, specific claim, nutrition grid, ingredient list, color-coded GDAs, among others.
The nutrient values can appear per grams (g), millilitre (ml) or serving unit. A serving units is
the amount of food that is generally served and for which the nutritional values are referred. These
values are based on the average amount of what people eat of a certain product, but it’s not an ac-
curate value. Depending on the type of product, these units can be presented in different formats,
such as cup, tablespoon or number of units. Also, the recommended daily values of each nutrient
are presented using GDA or References Intakes (RI). The nutrition declaration can be divided in
two main categories: Back of Pack (BoP) or Front of Pack (FoP).
BoP consists in detailed nutritional information presented in the back of the package of a
product. Usually it is displayed in a tabular form, as a panel or grid, with the numbers aligned or
presented linearly. All the nutritional information, including energy and each nutrient, is presented
per 100g or 100ml and/or per serving unit. An example of BoP label is presented in Figure 2.1.
It is also usual to find the percentage of the recommended daily amount of calories, fat, satu-
rated fat, total sugars and sodium/salt. According to Food Labelling to Advance Better Education
for Life (FLABEL), an EU-funded research project, BoP tabular or linear was the most popular
format. Results showed that 85% of the products audited in all the EU member States and Turkey
present this format of labels [gBCL+10].
Figure 2.1: Example of a BOP label. Image taken from [FDA15].
FoP summarizes the nutritional information in the front of the package, using symbols and
rating systems to present a summary of the key nutritional characteristics of a product [HWA+13].
This type of labelling can be very useful to compare different food products quickly. Usually FoP
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presents the nutrition values of energy in kJ or kcal and the amount of fats, sugar and salt in g,
considering a serving unit of food. They can have a lot of formats, some examples of FoP labels
are presented in Figure 2.2.
Figure 2.2: Example of a FoP label. Image taken from [Onl10].
It is not enough to provide food to the organism, being the amount in which it is consumed
very important. The UK government in collaboration with the food industry and consumer organi-
zations provided guidelines to help the consumers understanding nutritional information presented
on the food labels. GDA labels present these guidelines about the approximate amount of calories,
fat, saturated fat, total sugars, and sodium/salt, a healthy adult or children should ingest per day.
One example of this type of label is presented in Figure 2.3.
Figure 2.3: Example of a GDA label. Image taken from [FF15].
GDA values are not regulated, but despite that, values are broadly consistent between UK,
Europe and internationally [FDF14]. One example given by the Food and Drink Federation in UK
is presented in the Figure 2.4.
Recently, this term has been replaced by “Reference Intake” (RI). Like GDA, RIs are recom-
mendations of the quantity of energy and nutrients that should be daily consumed. This is the first
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time that the actual values are set and regulated by European laws. Unlike GDA, only values about
the mandatory ingredients and energy are defined and only one set of RIs is defined for average
adults instead of values for men, women and children.
Figure 2.4: GDA values for average women, men and children. Image taken from [FF15].
Traffic Lights (TL) labels are colour coded labels that display a ranking of total fat, saturated
fat, sugar, salt, and sometimes energy, along with the amount of grams of each in one serving.
Normally it is easier for the consumer to understand and interpret the nutrient composition using
this concept [HWA+13]. This system is an UK-wide government scheme in which the levels high,
medium and low correspond to the colours red, yellow and green, respectively. In short, food
products with more green lights are healthier choices.
Combinations of TL and GDAs can also be used, as shown in Figure 2.5. These two formats
provide an overall nutritional score unlike the nutrient-specific systems.
Figure 2.5: Combination of TL and GDA label. Image taken from [HW12].
There aren’t regulated values for this type of labels in Portugal. Although the Department of
Heath offers some criteria combining the colour coding and the requirements of Article 35 of EU
Regulation 1169/2011 [Hea13]. The criteria for food is presented in the Figure 2.6 and for drinks
in the Figure 2.7.
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Figure 2.6: Criteria for 100g of food. Image taken from [Hea13].
Figure 2.7: Criteria for 100ml of drink. Image taken from [Hea13].
2.2.2 Consumer response to nutrition labels
Several studies about the relationship between consumers and food labels were made and analysed
in the last years, mainly in USA and UK. In Europe, the impact of the food labels has been
intensely studied in UK because it has been the leading promoter of food labels, but recently,
studies are widely spreading in other parts of Europe. These studies show that consumers like
the idea of simplified front pack information but reveal many problems in understanding product
labels [GW07, CS05, GFCW+10].
Analysing and extracting information through these labels is normally a hard task for the cus-
tomers. Many causes are pointed out and described through the different studies, some converging
to the same result.
One cause pointed out is the wide variety of different formats resulting from the lack of a stan-
dard format. Consumers considered that interpreting and comparing labels of products with differ-
ent formats was time-consuming and inconvenient. This inconsistency increases the consumers’
confusion and lack of interest. FLABEL research project explains that the lack of motivation and
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attention among consumers must be overcome by providing nutrition labels easier to access while
shopping [gBCL+10].
Other cause presented is that the nutritional information is not always comprehensive. The
use of technical language and terms is one of the reasons identified by [CS05]. This author claims
that basic concepts like ‘fat’, ‘calories/kilocalories’, ‘sugar’, ‘vitamins’ and ‘salt’ were well un-
derstood by consumers, but some relations between the nutrients and the contribution of each
nutrient in the consumer’s diet was least understood. Consumers seem to be able to understand
certain key terms and also apply this information in simple tasks like extracting and understand-
ing simple information, making simple calculations and comparing nutritional characteristics of
products. But show difficulty in understanding the role of the nutrients in their diet, converting “g
per 100g” to “g per serving” and understanding the concept of serving size information [CS05].
Also, different results were found when the information of the nutrition label is applied for judg-
ing different products. For example, when regarding to single nutrients or the overall healthiness,
most of the consumers enquiries come up with the right response [CS05, GFCW+10]. However,
the best results were found when the comparison was about well-known nutrients (like ‘fat’) or
between similar products.
A correlation between reading nutrition labels and demographic, socioeconomic and ethnic
factors has also been reported in some studies. In general, these studies have shown that women
use food labels more than men to make food choices [CS05, GW07, NKP99]. Also consumers
who believe in the relationship of food with preventing diseases, e.g. athletes, are more likely to
use food labels. Results of an ACNielsen study, conducted in 38 countries, showed a low percent-
age in checking nutritional information in almost every country. Portugal, in contrast, showed one
of the highest rates when asked about the use of nutrition labels; 44% of the consumers enquiries
claimed that “always” check the nutritional information on the package [GW07]. FLABEL re-
search project is also in agreement with this result, in which FoP nutrition labels reached 37% of
use in Portugal, being one of the leading European countries in penetration of labels FoP and BoP
[gBCL+10].
The use of nutrition labels also varies across different types of situation and food. According
to [CS05], when there is a time limit to shopping, consumers do not express interest in checking
nutrition labels, which include most of the shopping experiences. In the other hand, consumers
show a bigger interest in the nutritional values in pre-packaged food and breakfast products. The
taste of food is the main interest of the consumers when choosing between products, followed by
‘this is what my family wants’, price/special and at last health/nutrition [GFCW+10].
In conclusion, after analysing all the reviews and studies, it is clear that a solution that makes
the reading and understanding of nutrition labels easier and more practical is necessary and wel-
come. There is no consensus among the customers about which format (single and simple against
complex and detailed) is most helpful to understand the nutritional information of a product. Most
studies conclude that a summary of the nutrient characteristics is more helpful for the consumers
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than nutrient-specific information. Adding interpretation aids is referred as a solution like ver-
bal descriptors, recommended values or types of benchmarks [CS05]. Another option consists in
complementing the complex and detailed information on the back of the package with a summary,
resuming the principal nutrition characteristics, in the front of the package [GW07].
2.2.3 Legislation in Portugal
Nowadays, most of the consumed food is supplied by the food industry, making the nutrition con-
trol more difficult [Nes13]. As food producers don’t work with established rules, they can choose
to present whatever they want and the way they want into food labels, without having into account
the consumers’ interests. Thus, legislation of the nutrition labels is the response to protect the
consumers by restricting the information presented. The importance of food labels legislation is
to guarantee that consumers have a more complete and accurate information about the content
and composition of a food product. Nutrition labels should work as a channel between the food
companies and the consumers.
Until the 13th of December of 2014 the nutrition labels in Portugal did not have any legislation,
but after that date the Regulation (EU) 1169/2011 of the European Parliament and of the Council
of the 25th October was implemented. These rulings set a wide-changing enforcing to the layout
and information contained in labels, in order to simplify and harmonize the nutritional information
displayed on the food product’s package, making the most valuable information available.
These rules are mandatory for all the food products that are produced, commercialized and
packed in the consumer’s absence and ready to be supplied, but companies have an extended
deadline for compliance until the 13th of December of 2016.
Food labels must present the name of the product, the ingredient list, the nutrition declaration,
the liquid content, indication of the origin, name or social reason and address of the manufac-
turer/importer, number of the lot, expiration date and instructions about how to prepare and use,
when needed. The height of the characters should be equal or higher than 1.2 mm, except for small
packages. The information should not contain any information that may mislead the consumer into
error, confusion or mistake. It should be exact, clear and easily comprehended by the consumer.
The nutrition declaration is mandatory in the back of the product package with the following
terms: Energy (kJ/kcal), Lipids (g) of which saturated fatty acids (g), Carbohydrates (g) of which
Sugars (g), Proteins (g) and Salt (g). The amount of each nutrient/energy needs to be expressed
using absolute values and listed in a certain order - energy (both in kilojoules and kilocalories) and
the amounts of fat, saturates, carbohydrates, sugars, protein and salt (in place of ‘sodium’ which is
no longer permitted). If other nutrients are included they should be in the same visual field. This
information should be presented in tabular form with the number aligned, but if there is no space
it can be presented linearly.
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In the nutrition declaration, reference values can only be presented about the required terms,
and only if it is presented for each one. Also, the information in the nutritional declaration can be
voluntarily repeated in a FoP format, and only reference values about energy can be presented or,
as in the nutrition declaration, all the required terms. To calculate the energy and nutrient contents
present in pre-packed food products, “Reference values” for adults should be considered using the
regulated values and shown on Table 2.1 [EU11].
Table 2.1: Reference values of energy and some nutrients
Energy or nutrient Reference values
Energy 8 400 kJ/2 000 kcal
Total Lipids 70 g





2.3 Other applications existing in the same area
There are many mobile applications regarding to nutrition data and its influence on the overall diet.
Nutriscanner, Mobile Food Information Scanner and Automatic Grocery Shopping Assistants are
some examples of mobile applications that perform optical character recognition to extract nutri-
tion information from the food labels.
Nutriscanner is an iOS application with Optical Character Recognition (OCR) to scan nutrition
Facts Labels directly from photos taken with an iOS device. One of the reasons for developing
for iPhone is the high resolution cameras used in this these types of devices. As the picture reso-
lution increase, the possibility of easily extracting more reliable information also increases. Also
the ARM processor together with artificial intelligence is capable of interpreting the information
in seconds. The nutritional information attributes extracted include serving size, weight, calories,
fat, carbohydrates and protein. An indicator is displayed to show the user if the extraction of
information about each attribute was successful. If it was successful, the indicator is presented
with the colour green, otherwise the colour is red and the user need to enter the data manually.
A screen of Nutriscanner is shown on the Figure 2.8. Nutriscanner points out a study of Bidisha
Mandal [Man10] that suggests that reading nutrition labels helps people to lose weight. Also re-
sults suggested that between people who only performed one activity, label-reading or exercising,
label readers presented an advantage in weight loss.
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Figure 2.8: Nutriscanner app. Image taken from [Nut11].
Mobile Food Information Scanner is a mobile user interface designed to extract semi-automatically
information presented in the ingredient list of a nutrition label. It is composed by an OCR server
and a mobile user interface that can be used to capture images of the labels using an Android
device, send them to the server to be processed and present the retrieved information. This in-
formation can be validated after by the user, directly in the mobile device. If the results are not
correct, a detailed correction view is available with alternatives to the user selects. To extract
the ingredient information an open-source OCR tool is used, the Cuneiform, that also provides
bounding boxes of recognized letters. Some preprocessing and post-processing techniques are
performed to achieve reasonable results and overcome the problem of poor images [LSAR00].
Automatic Grocery Shopping Assistant is an Android mobile phone application that keeps
track of common groceries purchased and their associated nutritional values. It is composed by
an OCR server that will perform all the image processing tasks. One of the main features of this
application is to add items to a custom library and also the nutrition facts associated just by taking a
photograph during a purchase [YY11]. The user takes a photograph of the nutritional information
on the package of a product using a mobile interface that sends that image to the server. The server
will process the image and using the OCR Tesseract program will extract the information about
the serving size and calories.
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2.4 Mobile Development
By the end of 2013, according to the market research firm eMarketer, almost 20% of the world
population owned a smartphone, and it is estimated that by 2017 this number will raise to one third
[eMa14]. In most developed countries, this percentage is even higher. In May of 2013, according
to another eMarketer study, in America almost 60% of people have a smartphone and in Europe,
some countries like Norway and UK reach up to more than 60% [McD13]. Smartphones offer
a large number of functionalities [LLKK05] for a low price [BGR07] such as: taking pictures,
web browsing, access to internet and Wi-Fi, GPS navigation, media players, mobile payments,
motion sensors, between others. Also a large variety of applications like games, scheduling, social
networks, are easily available in online stores. There are many operating systems in the market:
Android, iOS, Windows Phone, Firefox OS, Sailfish OS, Tizen, Ubuntu Touch, BlackBerry, among
others, being the most common Android and iOS. A study performed by StatCounter in November
of 2013, shows that although Android has 43% of the worldwide market share, its dominance
is not consensual in all countries. iOS share an important part of this market, leading in some
countries, as shown in Figure 2.9 [Mah13]. Most of the countries in which iOS is popular are
developed countries and the majority of the consumers have high incomes. According to the
website StatCounter, from November of 2013 until now, Android popularity increased to almost
60% [Sta15].
Figure 2.9: Dominant Mobile OS. Image taken from [Sta15].
2.4.1 Operating Systems
Android is a software platform and operating system designed mainly for smartphones and tablets.
It was initially released in 2008 and it is currently developed by Google and Open Handset Al-
liance. This operating system is open source and based on the Linux kernel, that provides a base
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operating system, an application middleware and a Java software development kit which can be
found also in smartwatches, televisions, glasses and cars.
Android is the leading operating system in the market, having a large community of devel-
opers. One of the reasons for this success is the number of different devices and companies that
support and promotes Android, resulting from the Open Handset Alliance partnership, which is
a major consortium of 48 companies, including Samsung, Motorola, T-Mobile, Intel and Qual-
comm. Another reason is the open business approach offered by Google that gives freedom and
flexibility to the developers, resulting in a high number of different applications available to the
users. But this also raised some problems, like the need of developers to have into account all the
different requirements and or limitations of all the different devices available.
iOS is a closed source operating system developed by Apple. It is designed exclusively for
the iPhone and support iPod Touch, iPad, iPad mini and Apple TV. It is developed in C, C++,
Objective-C, and Swift, and includes technologies as OS X kernel, BSD sockets for networking
and Objective-C and C/C++ compilers for native performance. Also this operating system has a
wide-range of graphics capabilities available through high level frameworks.
Apple products generate high profits and the applications developed for their products are the
most profitable. A key advantage for the iOS developers is the controlled environment of this
operating system, where everything is standardized. To sell and distribute applications to Apple
the developers need to enroll the iOS Developer Program. And to have an application available on
the App Store, it must be approved by Apple first.
2.4.1.1 Software
OpenCV (Open Source Computer Vision) is a large and complex library of C/C++ programming,
originally developed by Intel, for image processing and analysis operations. It can be used under
a BSD license for academic and commercial purposes. It is cross-platform and runs on Windows,
Linux, Mac OS, iOS and Android. The main focus of this library is real-time image processing and
computer vision ranging from interactive art to advanced robotics. Some of the features included
are image data manipulation, image input/output, basic image processing, structural analysis, ob-
ject recognition, basic GUI and image labelling. Although it is written in C++ and C, there are
interfaces to other languages like Python, Java and MATLAB/OCTAVE [Aga06, GR03].
MATLAB (MAtrixLABoratory) is a high-level language and interactive environment, devel-
oped by MathWorks and released in 1984. It is closed source and can only be used under a
property commercial license, with a cost of $2150. MATLAB is used by millions in academic and
research institutions and industrial enterprises. It is a technology that crosses many areas like sig-
nal and image processing, communications, control systems and computational finance. Although
MATLAB provides an Image Processing Toolbox, most operations can be performed without this
toolbox, since it provides a wide number of operations, functions and algorithms in the area of
image processing.
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2.4.2 Preprocessing algorithms
Image preprocessing can increase significantly the reliability of digital image operations, enhanc-
ing the visual appearance of an image and improving further processing of the images. Therefore
preprocessing techniques are widely used. A brief summary of the most common image prepro-
cessing operations is presented in the following subsections.
2.4.2.1 Red-Green-Blue (RGB) to grayscale conversion
RGB is a popular colour model and has been used in various applications [Rui97]. An image
represented in the RGB colour space is composed of three independent channels for each colour
red, green and blue. The conversion of that image to grayscale only implies the usage of one chan-
nel colour space. Although at the user’s point of view, images represented in RGB colour space
provide more detailed information, certain operations do not require such complex representation,
simplifying the algorithm and reducing the computational effort. The conversion to grayscale is
done using a weighted average of the RGB values, resulting in the luminance of the inverted color.
2.4.2.2 Binarization
Binarization converts a multi-levelled image into a binary image, with two levels of intensity,
black and white [GJG07, SD01]. Each pixel is compared with a threshold value. An adequate
threshold helps dividing an image into different classes, usually background and foreground. The
binarization clears the background and enhances some details of the image. It is important to
choose a value that preserves the important parts. There are many methods to do this operation
and can be divided in fixed and adaptive. A global fixed value for every pixel may not be good in
all situations, so in adaptive methods each pixel have a calculated threshold value. Some popular
methods are:
• Global fixed threshold — The global thresholding algorithm uses a fixed intensity thresh-
old value T from 0 from 255. If a pixel on an image have an intensity value bigger than
this value, the pixel is set to white, otherwise is set to black. In difficult images this method
doesn’t show great results.
• Otsu threshold — Otsu’s thresholding method tries to find the threshold value where the
sum of variances of two classes (background and foreground) is minimum. It has problems
with local illumination. There are also many variations of this method to meet different
conditions.
• Gaussian threshold — Gaussian method is an adaptive thresholding, in which the "thresh-
old value is the weighted sum of neighbourhood values where weights are a Gaussian
window."[Ope15].
• Niblack’s method —Local thresholding algorithm where the threshold value adapts to the
local mean and local standard deviations over a specific window size around each pixel
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location. It can fail in large homogeneous areas [SD01] and in images with large variations
in illumination [BRHT04].
2.4.2.3 Digital filtering
Image filtering is the conversion of an image into a new one, pixel-per-pixel. Calculations are
conducted not only considering the given pixel, but also the pixel on its neighbourhood. It is
a complex and contextual transformation that aims to solve the challenging problems of noise
reduction, correcting blurry images with low contrast, removing image faults, enhancing image
elements, reconstructing an image and detect edges and corners, between others. There are two
groups of filters: linear and non-linear. Linear filters are the combination of the pixel values in the
source image, while non-linear filters include logical, statistical and adaptive operations. Although
linear filters are simpler, non-linear ones can present better results.
2.4.2.4 Canny Edge Detector
Edges represent significant local intensity changes that provide some clues of object boundaries
in an image. The Canny Edge detection operator was designed by John F. Canny in 1986 to be
an optimal edge detector. This operator uses a multi-stage algorithm in which it classifies a pixel
as an edge if the gradient magnitude of the pixel is larger than those of pixels at both sides in the
direction of maximum intensity change [DG01].
2.4.2.5 Hough Line Transform
The Hough Line Transform is a technique of image processing that can be used to detect straight
lines. This technique detects any shape, if it is possible to represent that shape in a mathematical
form. Although this technique is computationally heavy, it can be used even if the image contains
noise or some parts removed.
2.4.2.6 Perspective Correction
“Perspective distortion occurs due to the perspective projection of a 3D scene on a 2D surface”
[GKM13]. Images with perspective distortion often decrease the accuracy of image analysis algo-
rithms [JJ05]. To rectify the perspective distortion some important clues can be obtained by the
boundaries of documents, page layout and textual structures.
2.4.2.7 Morphological Operations
Morphological operations are based in the analysis and processing of geometrical structures.
These operations apply a small shape or template, named the structuring element, to an input
image, creating an output image of the same size. This structuring element is positioned in all
the possible locations in the input image and is compared with the neighbourhood pixels in each
position. The result is obtained from testing, if it fits, hits or intersects the neighbourhood. The
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fundamental morphological operations are: erosion and dilation. These operations are used for
noise removal, and isolation or joining elements in an image.
2.4.3 Optical Recognition Character and Software
Optical Character Recognition (OCR) is a field of computer science that classifies optical patterns
that correspond to characters. OCR works by converting printed text images or handwritten text
into ASCII text which can be later stored and manipulated by a computer [PPP12]. Although the
first occurrence of OCR technology was in 1929, the first commercial product was only introduced
in 1978, by Kurzweil Computer Products. This technology allows machines to recognize text
automatically by analysing source documents and performing character analysis of the resulting
images, and then be stored and electronically manipulated (edited, written and displayed) like any
standard document. With electronic media gaining importance the need to transfer old documents
to electronic representation is growing. It is a leading technology in the software market and
very useful [BGR07, LS99]. There are many applications of using OCR, like coding libraries,
detecting license plates, translating text, keywords searching, between others, and can be used in
many areas as management, business, criminal and social networks [AAAA14] The popularity
of this field [DTJT96, TMBY13] lead to a lot of development of many different of techniques,
tools and engines [DTJT96]. There are many OCR engines available on the market. Although
the majority is expensive and closed source, free open source engines can be found. Generally,
commercial OCRs are a best option, support more languages, have complex user interfaces and
have a better accuracy in situations where the image quality is low [Smi07b]. But adding some
image processing operations to improve the quality of the source images and training the algorithm
can put the open source products to the same level of accuracy.
A typical OCR system performs in several steps:
• Optical scanning — Where the digital image is acquired, usually by a scanner or a camera.
• Location and segmentation —Usually OCR engines isolate characters and perform the
recognition individually. Common problems in this step are character fragmentation, distin-
guishing noise from the text, mistakenly taking graphics or geometry for text, and confusing
text for graphics or geometry.
• Preprocessing — use image processing techniques to improve the quality the image and
increase the chances for success.
• Feature extraction — extract the most relevant information of the image that can uniquely
identify the text segment. There are a lot of techniques and each system should use a method
that best suit their needs [DTJT96].
• Classification —matches the image with pre-defined classes.
• Post processing —improve the recognition of the text segment. Some techniques used
include grouping, error detection and correction techniques.
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The machines can’t compete with human reading capabilities yet [TMBY13]. Although the
accuracy of this technique is generally high [PPP12] and in most of tasks is up to 95%. The per-
formance is directly proportional to the quality of the input image [PPP12, PCAAL00, TMBY13].
Some common situations leading to a decrease of the quality OCR, often to no quality, include:
• Dynamic backgrounds — Text is sometimes printed against shaded or textured back-
grounds or is embedded in images, adding a lot of noise to the images. The accuracy of
extracting digital text in clean images is very high, but when it comes with shaded and
textured background this accuracy decreases a lot [NESM01].
• Text skew — Images obtained through cameras usually have some distortion due to per-
spective and warping. Current techniques do not handle well these situations and additional
processing needs to be done to restore the frontal view [LDD05].
• Lighting variations and blur — Presence of lighting variation (shadow, reflection, flood-
ing, etc.) and blur are usual in images, especially taken by a camera, and can add a lot of
noise to the images and even make the text unreadable. Some image processing techniques
[FSS13], can be used to recover some of the text but it is not guaranteed to be successful
[SD01].
• Low resolution — Cameras and scanner with low resolution present a challenge to OCR
because they make a good segmentation almost impossible [JSVR05, NESM01]. A possible
solution is training the OCR system.
• Non-standard fonts — OCR engines use a list of pre-defined fonts to have a better perfor-
mance, presenting some problems when text is presented in non-standard fonts, although
nowadays most engines have a high accuracy even if it is not a common font.
• Degradation/Aging — A frequent problem in degraded sources are varying kerning (space
between letters), varying leading (space between lines), frequent line-break hyphenation,
etc.
Some solutions or improvements to the presented problems include: training the OCR system
where an algorithm can be trained on a data set of known characters and can improve the process of
classification; cropping the area of the image where the text is; adding a dictionary that guarantees
that the words generated are correct and belong to a set of valid words [PCAAL00]. For each
problem there is more than a possible solution that needs to be adapted to the specific needs and
constraints.
2.4.3.1 Tesseract
Tesseract is an open source OCR engine that can read a wide variety of images in over 60 lan-
guages. It was developed at HP between 1985 and 1994 [PPP12, Smi07a], as a PhD research to
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create an OCR function in desktop scanners. Since 2005, Tesseract has been maintained and ex-
tensively improved by Google. Originally, Tesseract was designed to recognize only English text.
Currently is being modified to be able to deal with other languages and other characters besides
the Latin ones. It is highly portable [PPP12] because it is an engine and not a tool, which means
that it is possible to execute it inside any application. It can run on Linux, Mac, and Windows,
etc. The fact of being free and open source, highly portable and having high accuracy are the main
reasons of being one of the most popular tools for OCR [KLM09]. Tesseract follows a step by
step architecture as shown on Figure 2.10 [PPP12].
Figure 2.10: Tesseract Architecture. Image taken from [PPP12].
After the three first steps, the text is broken into words. It then proceeds to the recognition of
each word as a two-pass process. In the first pass, an attempt of recognition is made. If a word is
satisfactory it is passed to an adaptive classifier as training data. The adaptive classifier then gets
a chance to more accurately recognize the words that didn’t pass [Smi07a]. When problems arise,
many solutions are recommended to overcome them. Adding some preprocessing techniques to





This chapter focus on the presentation of the technical requirements of the project. Some details of
the application, including objectives, features, use cases and requirements are initially presented.
Then, the system architecture and the explanation for the choices regarding the technologies used,
are shown. The packages diagram of the mobile application is also described in this chapter.
3.1 Formal presentation of the objectives, features, use cases and re-
quirements of the project
The nutrition labels provide useful information about a food product to the consumer. By checking
these labels regularly, the consumer can be more conscious of the contribution of each product in
the overall diet, and consequently make healthier choices. The main objective of this project is to
develop a tool that helps the user to analyse relevant nutritional information from a product, by
means of a mobile application. This application allows the user to take a photo of the nutrition
declaration present in a product and automatically extracts the nutritional information. Only the
nutritional declarations are analysed, considering that this type of labels presents the most detailed
information. This type of labels can be found in the back of a product and are usually displayed in
a tabular form, as a panel or a grid, with the nutrient names and the respective values aligned.
After the analysis of the consumer response to the use of the nutrition labels, described in
the Section 2.2.2, it is clear the necessity of a solution to facilitate the reading and analysis of
the nutrition labels. To meet this need, the application should be easy to use and should display
the relevant information on a single, cross-sectional shape. It should also follow the new rules
defined in the Regulation (EU) 1169/2011 that sets several rules including that the amount of each
nutrient/energy need to be expressed using absolute values and listed in a certain order. It was
concluded from the analysis of the studies, presented in the Section 2.2.2, that the consumers like
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the idea of the FoP labels. Considering this, the complex and detailed information presented, in
the nutrition declaration, is complemented with a summary of the nutritional information, like is
usual in all the FoP labels.
Accordingly to the bibliography presented in the Section 2.2.2, the consumers find incon-
venient and time consuming to compare labels with different formats. In addition it was also
concluded that the consumers are able to understand certain key terms and apply this information
in simple tasks like comparing nutritional characteristics of products. However, assessing which
product is a healthier choice have more factors to consider: the role of the product to the diet and
the overall nutrients. Considering these problems, the application also allows the user to compare
two products of the same category and check which product is the better option.
In order to choose the categories that were included in this project, it was taken into consider-
ation that the food products that the consumers take more attention to the nutritional information
are the breakfast products. Therefore, three categories of breakfast products were chosen: Yogurts,
Drink Yogurts and Cookies.
Additionally, the nutrition labels are an important tool to make healthier choices, they can help
the consumer to prevent some diseases, and more important its treatments. So, considering any
personal data of the user (anthropometric data, diseases, diet restrictions), the user can assess if a
specific product can be suitable for his diet.
Taking into account the objectives of this project, the mobile application should then include
the following features:
• Take picture of a food label using a mobile device
• Extract and present the nutritional information of a food product
• Compare nutritional values between two products of the same type
• Help users to assess the suitability of a given product, according to their personal data
Use cases are used to provide an user-centric insight of the features, usually divided by actors.
However, in this application there is only one actor, the application user. In the Table 3.1 all the
use cases are described.
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Table 3.1: Use cases
ID Title Description
US01 Check nutritional informa-
tion from photo
The user can check the nutritional information of
a product by taking a photography of the nutri-
tion declaration of a product
US02 Compare two products The user can compare two products of the same
type by checking the nutritional information of
each one
US03 Edit nutritional information The user can edit the extracted nutritional infor-
mation of a product
US04 Add personal data The user can add personal data
US05 Assess the suitability The user can assess the suitability of a given
product, according to his personal data
In order to use this application, it is necessary to take in to account some conditions and needs.
These requirements are presented in the Table 3.2.
Table 3.2: Requirements
ID Title Description
REQ01 Camera The smartphone must have a mid to high quality
camera
REQ02 Data acquisition The photo of the label must be focused and in a
close-up plan
REQ03 Android API The API of the Android should be higher than 19
REQ04 OpenCV Manager app The application OpenCV manager, which is an
Android service containing most of the image
processing operations, needs to be installed in the
smartphone
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3.2 Architecture and Technologies
The system is composed by two components: a mobile application and a server application, as
displayed in Figure 3.1.
Figure 3.1: System Architecture
The mobile application is the main component of the system and it is developed for Android
smartphones. Considering the data collected, the operating system that best suits this problem is
Android. Android offers many advantages compared to iOS: freedom to develop any application
with thousands of libraries to complement and unlike iOS applications, Android applications can
be developed using a popular language, Java, and developed using a free SDK. Also mobile devices
that have Android OS are inserted in a larger market, with a big diversity of users with different
needs and devices that can meet specific requirements. Some of the needed requirements for this
problem include having higher resolution, better cameras and longer durability.
The Android device also uses the OpenCV library for all the operations regarding image pro-
cessing. As referred previously, both MATLAB and OpenCV are good tools for developing image
processing operations. Although MATLAB offers an interactive environment and does not require
a solid programming language, it has as main drawback that it is paid. OpenCV, on the other
side, can offer many features with usually a better performance with the advantage of being free.
Despite MATLAB is not supported yet in mobile devices, it is possible to run it directly in an
Android application but it will require additional work.
On the other hand, OpenCV has available a port for Android named OpenCV4Android that
offers almost all the features of OpenCV and it is easier to use and integrate. To perform the
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conversion from image to text, Tesseract was the OCR engine chosen. Mainly because it is the
only free and open source found and, supposedly, presents good results.
The server was developed to complement the Android application. The main objective is to
use the server whenever the user has an Internet connection, reducing the time of processing of
the conversion of images to text. Since it was not included in the initial planning, it wasn’t made
an extensive study of the possible technologies. Therefore, was chosen the same OCR engine than
the one used in the Android application, Tesseract, and developed in a language supported by this
engine, Python. It was installed on a local Linux-server.
The communication between these two components is established through HTTP requests.
3.2.1 Packages Diagram
The application is composed by the following packages: Camera, Connection, Feature, Process-
ing, Model, Test. The packages architecture follows the Model-view-controller software pattern,
excluding the Test package that is only used to evaluate the system, as displayed in the Figure 3.2.
Figure 3.2: Software architectural pattern
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• Controller Package
The controller packages are, like the name says, the controllers and they are responsible
for all the data manipulation. It includes the Camera, Processing, Connection and Feature
packages.
In the Camera Package it is defined the behaviour of the camera view and some settings,
including the focus of the camera and the acquisition of the frames.
The Processing Package includes all the image processing algorithms including preprocess-
ing operations, OCR and post processing.
The Connection package is responsible for establishing the connection with the server, per-
forming the requests and managing the responses.
The Feature package manages all the changes necessary to the interfaces and user inputs,
including all the user interactions regarding the main features.
• Model Package
In this module is defined the model class used in this application. The model is displayed in
the Figure 3.3.
The NutritionalInformation class represents the nutritional data. It is included the nutrients
and its corresponding values. Considering that all nutrients have the same attributes and
operations, differing only in the values, each nutrient inherits all the characteristics of the
abstract class Nutrients. The nutrient’s classes considered are: Energy, Protein, Carbohy-
drate, Sugars, Fats, Saturates, Fibre and Salt. For each nutrient, besides its value, it is also
included the reference intake value and the limit values to map to traffic lights color schema.
Figure 3.3: Model Class Diagram
30
Technical Requirements and Architecture
• View Package
The view packages are composed by all the files that are responsible for the interfaces of the
application. These interfaces are updated accordingly to the user inputs processed by the
Feature package.
These files are included in the default package of resources of all the Android projects, the
android.content.res.
• Test Package
In this package, all the tests that evaluate and validate the processing operations are included.
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In this chapter all the image processing operations developed for this project are described in
detail. Furthermore, the manipulation of the obtained nutritional information from the image is
described. For last, it is shown the interfaces and workflow of the system components.
4.1 Image Processing algorithms
The accuracy of the OCR depends largely on the quality of the input image. Due to the fact that the
cameras of the mobile device often produce low quality images (blurred, noised, skewed, among
others), some types of preprocessing and post-processing techniques were added as an attempt to
improve the results.
The user plays an important role in the results obtained. The photo must be taken carefully,
trying to reduce to the minimum the amount of reflections, shades and perspective distortions. The
photo should also be taken in close up plan, where the label should fill as much as possible the
space available on the screen.
It is important to refer that the OCR is a resource consuming process, even without the image
processing operations. Causing not only a battery drain, but also a long waiting time for the user,
which are factors to be considered in the development of the algorithms.
During the time of the development of this project, most of the nutritional declarations didn’t
follow the regulation. Consequently, some restrictions were made to the labels that the application
can process. The nutrition declaration must have a tabular form, rather displayed as a grid, and
all the nutrients must be in the same column as well as the corresponded values. But even by
restricting to this type of labels, the information doesn’t always present the same order regarding
the nutrients neither the same designation of the same nutrient. Besides, they can be displayed
33
Processing implementation and operation
with different font sizes and the type of material where the label is printed also influences the
results of the OCR.
This means that even with some restrictions, the operations performed should be the less spe-
cific possible in order to be able to work with a larger number of cases.
The algorithm sequence that are present in this document were developed throughout the de-
velopment of this project, in order to further improve the final results. These algorithms have in
consideration the studies presented in the Section 2.4.3.
Considering that reducing the area of the image to be processed could improve the results of
the OCR and also exclude some erroneous results, the first attempt was to extract the nutritional
label of a photo as a preprocessing operation. This attempt deals with the text skew problem.
The skew is when the lines of the text are not correctly aligned. This problem causes a decrease
of the OCR results, so if the extracted label presents distortion in the perspective view, some
geometrical operations are applied in order to restore the frontal view, aligning the text. Two
different approaches were developed: the nutrition declaration extraction and the warp of the
image, described in the Section 4.1.2 and 4.1.3 respectively.
Another attempt was to restrict even more the image. The idea is to divide the nutrition decla-
ration for each line of text, as presented in the Section 4.1.4.
Taking into account that the OCR performs segmentation and isolation of the characters, an-
other idea was to highlight the location of the words, using a border, in order to facilitate the future
location of these characters by the OCR, as detailed in the Section 4.1.5.
After discovering that restricting the set of characters of the OCR could be a solution for better
results, the operation to divide the image by the column corresponding to the nutrient names and
the one that contains the values was also developed, as described in the Section 4.1.6.
As concluded in the analysis of the OCR engines, shades and textured backgrounds reduces
the accuracy of the OCR. Because of that, the next attempt was to separate the text from the
background and remove some of the noise. This attempt is detailed in the Section 4.1.7.
Another solution to improve the results is to correct the orientation of the image. Considering
the large number of horizontal lines presented on the images, the detection of the angles of these
lines can help to calculate the rotation necessary to restore the text alignment, as detailed in the
Section 4.1.8.
When the text is retrieved from the OCR, a set of regular expression operations is performed
to extract the nutrient names and its corresponding values, as described in the Section 4.1.9.
4.1.1 Extract vertical and horizontal lines
As the nutritional declarations are usually displayed in a tabular form, with well defined limits, the
detection and location of horizontal and vertical lines is widely used in the preprocessing opera-
tions. To detect the horizontal lines, morphological operations are performed, using a predefined
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structuring element known as the kernel. By choosing the correct size and shape, it is possible to
construct a kernel that is sensitive to the specific shape, in this case, the horizontal and vertical
lines. In both cases it is applied an adaptive threshold using the Gaussian method to reduce some
noise presented in the images. In order to detect the vertical lines presented in the image, the struc-
turing element used in the morphological operations is a vertical line with a relative height. The
height of the kernel is always relative to the number of rows of the image and should be smaller or
equal than the original image, considering that the vertical lines are within the limits of the image.
Depending on the purpose of the operation, different values can be used. The same happens to
the detection of the horizontal lines. The difference is that the structuring element used in the
morphological operations is a horizontal line. In this case, the width of the kernel is relative to the
number of columns of the image.
4.1.2 Nutrition declaration extraction
A possible solution to improve the results is to separate the regions of the image that needs to be
analyzed by the OCR. Thereby, the area to compute is reduced, decreasing the computational effort
and consequently the user waiting time. It also excludes results that can be obtained erroneously.
The nutritional information located in the nutrition declaration is the only data that needs to be
extracted. The fact that the declaration is presented in a tabular form, often as a grid, facilitates
the identification of the area.
To help identifying the area of interest, a rectangular border is added to the camera view. When
the user is taking the photo, the nutrition declaration must be within the limits. This border also
ensures that the nutrition declaration is in close up plan and focused. The nutrition declaration
needs to fill at least one third of the image to be detected.
To achieve better results, a few preprocessing techniques are sequentially performed on the
image. The image is initially converted to grayscale, then an edge detector is used as shown in the
Figure 4.1. At last, a closing operation is performed to find and remove potential holes between
edge segments.
Figure 4.1: Dilation
The table usually presents an outside border, or contour, therefore in order to detect the nutri-
tion declaration, the contours of the image must be found. For each contour the bounding rectangle
35
Processing implementation and operation
is calculated and if the area corresponds to the limit defined, the bounding rectangle is cropped
from the original image. The result of this process is presented in the Figure 4.2.
Figure 4.2: Resultant image
4.1.3 Warp Image
When the user takes a picture, the result often has perspective distortion. Therefore, the distortion
should be corrected before the following analysis. As the nutritional labels have a quadrilateral
shape, discovering the 4 corners of the nutrition declaration and obtaining the encompassing rect-
angle can be used to correct perspective and also reduce the area of search. The first step is to
detect the vertical and horizontal lines presented in the image, using the filters described in the
Section 4.1.1. The following step is to check the existence of intersection points between each
vertical line and horizontal line. An example is presented in the Figure 4.3 where the red dots
correspond to the intersecting points found.
Figure 4.3: Intersecting points
After all the points detected it is necessary to find which of them correspond to the corners.
The point that has the minimum x and the maximum y is the left top corner, the point that has the
maximum y and the maximum x is the top right corner, the point that has the minimum x and the
minimum y is the bottom left corner and the point that has the maximum x and the minimum y is
the bottom right corner. In Figure 4.4, the corners with the previously stated rules, are shown.
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Figure 4.4: Mapping the Points to rectangle corners
After the resultant rectangle is warped, the nutritional label with the correct perspective can be
obtained. An example of the resultant image is presented in the Figure 4.5.
Figure 4.5: Nutritional label extracted with perspective correction
4.1.4 Divide the Image horizontally
Dividing the image by text lines before passing it to the Tesseract OCR, reduces the area that the
OCR needs to analyze. In order to separate the image by horizontal lines, the filter described in
the Section 4.1.1 is used. This filter returns a binary image, in which the white pixels identifies the
horizontal lines. The Figure 4.6 displays the result of this operation.
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Figure 4.6: Separate horizontally processing
It is taken, that the rows with the highest number of white pixels are likely to be the separation
between the text lines. For each row of the image, the number of white pixels is counted and
stored. Considering that one quarter of the image is composed by horizontal lines, can be assumed
that the rows that have a higher number of white pixels than the average of the 25% of the total
image are interpreted as line breaks and the image is cropped by those values. Figure 4.7 displays
the position of the detected text lines separation.
Figure 4.7: Separate horizontally after
4.1.5 Text location
Highlighting the specific regions that contain text in the image can help the OCR process. For
this purpose, a border was added to the regions that are likely to contain words or group of words.
To enhance and help the location of the words, a rectangular Sobel filter and a closing operation
with a rectangular kernel were used, since words and groups of words have a rectangular shape.
In addition, the horizontal lines are deleted to facilitate the identification of the text lines. In the
Figure 4.8, an example of the resultant image, can be seen.
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Figure 4.8: After processing
After the contours of the white regions of the image are found, a border is drawn to all contours
which are likely to be words or group of words, as shown in the Figure 4.9.
Figure 4.9: Added border to text
4.1.6 Divide the Image vertically
The Tesseract OCR offers the option to create a white list that narrows the set of characters which
the OCR will need to recognize, and consequently improve the accuracy. Usually, as the nutrition
declaration has a tabular form, and the first column usually refers to the nutrient names, the first
column only includes letters. The following columns to the right have the values of each nutrient,
including only digits and the respective units (example in Figure 4.11). Dividing the table using
the grid separations allows us to obtain the nutrients part and the corresponding values part. The
filter described in the Section 4.1.1 can be applied so that the vertical separations remain in the
image, as presented in the Figure 4.10. The result is a binary image. The white pixels correspond
to the foreground, which is composed by the grid of the nutrition declaration, and the black pixels
correspond to the background.
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Figure 4.10: Separate vertically
The image columns which have a higher number of white pixels are likely to be the separations.
These separations are usually distant from each other so it is not needed to go through all the
columns. To locate these separations, for each 10 columns of the image, the number of white
pixels is counted and stored in a list. Admitting that about 15% of the image is vertical lines,
can be assumed that the columns that have values higher than the average 15% highest values,
are likely to be separations. Finally the image is cropped by the separations, as presented in the
Figure 4.11.
Figure 4.11: Separate vertically
4.1.7 Enhance the Image
Another possible way to improve the results obtained by the Tesseract is to perform a binarization
of the image. This process converts an image to a two-level color scheme. The objective is to clear
the background and enhance the text. It is important to try to preserve all parts of the text. The
two techniques that obtained best results were the Otsu binarization and the Adaptive Gaussian
with Gaussian blur. Despite the Otsu method presents better results when the image is in good
conditions and have an uniform illumination, the Adaptive Gaussian is able to return better results
when the image is in bad conditions.
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The image might be slightly rotated during the acquisition, which means that the orientation of the
text lines is not aligned with the image edges and it causes a decrease of the Tesseract accuracy.
Therefore it is necessary to correct the image before going further in the processing pipeline.
The horizontal lines are detected using the Hough Line Transform. Before applying the Trans-
form, some preprocessing operations are recommended. These preprocessing operations are com-
posed by a conversion to grayscale, a smoothing of the image with a Gaussian filter and the appli-
cation of a threshold by the Otsu method. To ease the detection of the horizontal lines, it is also
added a horizontal Sobel filter to enhance the horizontal changes presented in the image.
The original image and resultant image obtained by this processing are displayed in the Fig-
ure 4.12 and Figure 4.13.
Figure 4.12: Original Image Figure 4.13: Image after processing
After the Transform is applied, the angle of the resultant lines is calculated to ensure that only
horizontal lines with a maximum deviation of 10o are considered.
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There are two possible rotation directions, clockwise or counter clockwise. In order to correct
the image, it is necessary to find each line rotation. In the end, the image is rotated with the average
of the rotations, as shown in the Figure 4.14.
Figure 4.14: Image after processing
4.1.9 Post-processing
When the results from the OCR are retrieved, the text is filtered by several regular expressions, in
order to extract the nutrient names and the values. The first step is to find the nutrient names. A
predefined list of the nutrient names is used to construct these regular expressions. As the words
often present several errors the regular expressions are constructed to cover many cases becoming
more flexible.
4.2 Final algorithm
After the tests performed on the image processing algorithms, it was considered the addition of
a server for running the OCR. The time consumed by the server is considerately less and the
accuracy is higher.
In order to increase the probability of success, instead of passing one single image taken by
the user to the OCR, several previous frames are sent. Considering that the user takes the photo in
the best conditions, some of the previous frames are also likely to be close to the better conditions.
Taking into account that different processing operations solve different problems, and combined
operations didn’t bring any improvements, performing one operation in each different frame before
sending the frames to the server was the best solution found.
The frame that corresponds to the actual photo, is performed the operation with highest accu-
racy, which is the enhancements algorithm. In the frame immediately before is used the algorithm
to extract the nutrition declaration, the previous frames uses the correction of the orientation. Fi-
nally, the last frame which has the highest probability of being in worst conditions, doesn’t suffer
any operation.
After the OCR is performed in each image, the results are retrieved and all the values are saved
in a list. The values with the highest frequency are the ones that will be considered. Additionally, in
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order to increase the confidence in the results obtained, some nutrients have a predefined maximum
value that is three times higher than the recommended value.
4.3 Analysis of the Nutritional Information
When the results are retrieved, the information is presented to the user accordingly to the Regula-
tion (EU) 1169/2011. One of the rules is the order of each the nutrient and its values. As referred
in the study of the consumer response presented in the Section 2.2.2, a solution to help the users
to have a better understanding of the nutrient values and its impacts is to add some interpretation
aids. In this case was used the same idea behind the Traffic Lights, the color coded scheme that
presented the better response from the consumer. In addition to the traffic lights, the ratio between
the retrieved values and the reference intake values, is shown.
The application allows the possibility for the user to compare two products. Without the
specific knowledge, it is very difficult to compare products, considering that each food product
can has different functions and roles in the user’s diet. This causes that each product has its limits
of values but they can be grouped in categories that share the same limits. The three categories
chosen were: Yogurts, Drink Yogurts and Cookies. In order to learn which product is better to the
user, a nutritionist was consulted. There isn’t a formula to compare products, many factors need
to be considered in order to assess the best product. The most generic rule that is still reliable is to
compare the information of nutritional with products considered "healthier". Therefore, the best
option is the one that presents the smallest difference to that product.
The values considered in each category are presented in the tables below.
In Table 4.2, are displayed the healthier values for 100 g of yogurt.





of which saturates (g) 0.05
Carbohydrates (g) 11.8
of which sugars (g) 10.03
Fibre (g) 0
In the Table 4.3, the healthier values for 100 ml of drink yogurt, are shown.
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of which saturates (g) 0.15
Carbohydrates (g) 11.6
of which sugars (g) 9.86
Fibre (g) 0
In Table 4.4, are displayed the healthier values for 100 g of cookies.





of which saturates (g) 4.88
Carbohydrates (g) 72
of which sugars (g) 14.4
Fibre (g) 0
4.4 Mobile Application interfaces and features
The mobile application is aimed to be incorporated in the Smart Companion project, which was
specially designed to meet older adults’ needs. Therefore the design of the application follows
the guidelines defined by Fraunhofer Portugal Aicos. The application allows the user to check the
nutritional information on a product and compare two products of the same category.
• Check nutritional information
This feature allows the user to check the nutritional information in a more user friendly
way. The workflow of this feature is presented in the Figures 4.15 and 4.16. After the user
selects "Check Nutritional Information" (a), an option to take a photo is available (b). The
user should take a picture of the nutrition declaration of a food product package (c). The
majority of the labels has a horizontal shape, the camera view is set to landscape orientation.
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Figure 4.15: Part 1: Workflow to check the nutritional information of a product
The quality of the photo has a large contribution to obtain better results, the user can preview
the image and take a new photo if not satisfied. To proceed, the user should select the
option "Next" (d). The conversion to text is performed and if any results are retrieved, the
nutritional information is displayed (e).
Figure 4.16: Part 2: Workflow to check the nutritional information of a product
Since the results can contain some errors, the user can change the values retrieved following
the steps displayed in the Figure 4.17. The user simply needs to click on the values that
he wants to change (f). A text box will appear where the user can write the new value
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and overwrite the previous value by selecting the "Save changes" option (g). Finally, the
information will be updated and presented with the performed changes.
Figure 4.17: Edit the nutritional values
• Compare two products
This feature helps the user to assess which is the healthier option between two food products
of the same category. The workflow of this feature is presented in the Figures 4.18 and 4.19.
Figure 4.18: Part 1: Workflow to compare two products
In the menu page, the user needs to select "Compare 2 products" (a). A menu with the
possible categories appears (b). After selecting food category, the user can take a photo of
each nutrition declaration (c). As with the previous feature, the user can preview the images
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(d) and re-take the photos. To finalize this feature, the user should select the option "Next"
(d).
Figure 4.19: Part 2: Workflow to compare two products
The values retrieved from each product are shown using a table (e), so the user can check
the differences between the values. A message will be displayed stating which product is
the better option (f). As in the previous feature, all the values also can be changed following
the same steps.
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Several tests were made to evaluate the accuracy of some of the developed algorithms and its
contribution for obtaining better results. The separation regarding the division of the image, verti-
cally and horizontally, was discarded due to the bad results retrieved. For this purpose five sets of
images were taken by five different smartphones. This set of images includes 14 pictures of food
labels of the nutritional declarations, where 9 of the images are from the labels of cookies products
and 5 are from yogurts. One of the sets is presented in the Annex A. The same set was used for all
the tests, including the Android application and the server tests.
The specifications of the smartphones used for the tests are described in the Table 5.1.
Table 5.1: Smartphones specifications
ID Brand Model Camera Image resolution
Elephone Elephone P3000s 13MP (1280x720) px
GalaxyNexus Samsung Galaxy Nexus 5MP (2592x1944) px
HuaweiG6 Huawei G6-L11 8MP (3264x2448) px
MotoG Motorolla XT1032 5MP (2592x1456) px
Vodafone985N Vodafone 985N 5MP (2560x1440) px
To perform the tests a Toshiba Satellite P50-B-10H running Windows 8.1 64-bit was used,
with a processor Intel Core i7-4700Q, a CPU with a frequency of 2.4GHz and 16GB RAM.
The first test helps understand the need to use an external server to perform the OCR. For this
purpose, the accuracy of the OCR in both server and mobile application, without any processing
is shown. The average of the consumed time, for each smartphone, is also presented.
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Table 5.2: Android results by smartphone
ID Accuracy % 0 matches Time
Elephone 17.34% 71% 1519ms
GalaxyNexus 26.19% 36% 5925ms
HuaweiG6 14.63% 57% 11510ms
MotoG 20.75% 22% 2194ms
Vodafone985N 21.77% 50% 2007ms
Average 20.14% 53% 4631ms
Table 5.3: Server results by smartphone
ID Accuracy % 0 matches Time
Elephone 30.87% 43% 1117ms
GalaxyNexus 27.68% 57% 3202ms
HuaweiG6 11.61% 71% 2248ms
MotoG 38.39% 36% 2486ms
Vodafone985N 40.05% 21% 1917ms
Average 29.7% 30% 2194ms
As presented in Table 5.2 and 5.3, the server presents more 9% of accuracy and less 23% of 0
matches. In addition it consumes less 47% time.
In order to improve the results obtained by the OCR, many preprocessing techniques are used,
as referred in the Section 4.1.
First the operations are performed on the images in the Android application. After, the modi-
fied images are passed to the server who will convert them to text and, by using the post processing
operation developed, the nutrients and correspondent values are mapped. To calculate the accu-
racy of each algorithm, a file with the actual values is used to confirm the results obtained. The
number of matches between the values found and the actual value is calculated for each set of
image of the smartphone and in the end the average of matches for each smartphone is calculated.
In this section only the averages by the smartphone are presented. To better understand the values
obtained, is also counted every time the image returns 0 matches between the values retrieved and
the expected. So the counting of the average of zero matches by smartphone is also presented. To
assess the performance, it will be also calculated the time consumed in the process of each image
(excluding the time of the OCR that is the same as presented above), but only the average of the
times per smartphone will be presented in this section. It is important to refer that two executions
of the same image, can return different results.
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The extraction of the nutrition declaration presents an accuracy of 25% with 29% of images
with 0 matches. It takes in average 290ms to perform. These results are presented in the Table 5.4.
Although the accuracy decrease, the percentage of 0 matches show a little improvement.
Table 5.4: Nutritional declaration extraction tests
ID Accuracy % 0 matches Time
Elephone 22.45% 50.0% 53 ms
GalaxyNexus 28.57% 28.6% 201 ms
HuaweiG6 16.32% 35.7% 443 ms
MotoG 29.59% 28.2% 519 ms
Vodafone985N 28.57% 14.3% 233 ms
Average 25.1% 28.6% 290 ms
Warping the image presents an accuracy of 28.54%, takes in average 852ms to perform and
41% of the images retrieve 0 matches. These values are presented in the Table 5.5. Although the
accuracy increase a little, considering the previous operation, the percentage of 0 matches worsens
significantly.
Table 5.5: Warp Image tests
ID Accuracy % 0 matches Time
Elephone 33.16% 50% 206 ms
GalaxyNexus 30.36% 50% 896 ms
HuaweiG6 13.65% 57% 1664 ms
MotoG 36.99% 21% 778 ms
Vodafone985N 28.57% 29% 719 ms
Average 28.54% 41% 852 ms
The text location presents an accuracy of 7.14% with 77% of images with 0 results. It takes an
average of 336ms to perform, as presented in the Table 5.6. The results are highly unsatisfactory.
Table 5.6: Text location tests
ID Accuracy % 0 matches Time
Elephone 7.14% 78.6% 71 ms
GalaxyNexus 2.04% 85.7% 391 ms
HuaweiG6 14.29% 71.4% 612 ms
MotoG 9.18% 71.4% 299 ms
Vodafone985N 7.96% 78.6% 310 ms
Average 8.12% 77.1% 336 ms
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The image enhancement presents an accuracy of 39.8% with 30% of images with 0 matches.
It takes in average 71ms to perform, as presented in the Table 5.7. This was the only processing
that shows better results with accuracy increasing, but the percentage of 0 matches didn’t show
any changes.
Table 5.7: Enhance the Image tests
ID Accuracy % 0 matches Time
Elephone 54.08% 28.6% 17 ms
GalaxyNexus 34.69% 35.7% 82 ms
HuaweiG6 20.40% 42.9% 142 ms
MotoG 47.96% 14.3% 61 ms
Vodafone985N 41.83% 28.6% 63 ms
Average 39.79% 30.0% 71 ms
The correction of the orientation presents an accuracy of 29.4% with 47% of images with 0
matches. It takes in average 301.24ms to perform. These results are presented in the Table 5.8.
These operations also show worst results that using the image without any processing.
Table 5.8: Correct orientation tests
ID Accuracy % 0 matches Time
Elephone 34.69% 42.9% 69 ms
GalaxyNexus 28.57% 57.1% 348 ms
HuaweiG6 13.27% 71.4% 561 ms
MotoG 30.61% 42.9% 259 ms
Vodafone985N 39.80% 21.4% 270 ms
Average 29.39% 47.14% 301 ms
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The algorithms retrieved unsatisfactory results, while the best algorithm, which is enhancing
the image, retrieves almost 40% of accuracy with 30% of 0 matches. An attempt to improve these
results was to combine several algorithms. However, this attempt was excluded since the resultant
accuracy was almost the same as the best algorithm used in the combination. The one that retrieved
better results was correcting the orientation and performing the enhancements. The results of this
combination are shown in the Table 5.9.
Table 5.9: Combining algorithms







Other solution was to send the last four consecutive frames to the server. Without any process-
ing, the results obtained show an improvement in about 10% in comparison to the best approach,
as presented in Table 5.10.






Warp Image Enhancements Correct Ori-
entation
Accuracy 29.7% 25.1% 28.54% 39.8% 29.4%
0 matches 30% 28.6% 41% 30% 47.14%
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As concluded above, combining the operations doesn’t improve the results. Considering that
the OCR works better with different algorithms, not combined, but alone, that means that fixing
one thing at a time is the best approach. So another attempt was to use the four different images
with four different algorithms. Many combinations were tried, and the best one shows an improve-
ment of 15% of the accuracy of the OCR and reducing the 0 matches in 22% compared to the best
algorithm, as presented in the Table 5.11. Considering that the time for running this algorithm
and the OCR time of the 4 images, the total time consumed in this operation can reach: 896ms
+ 4*(2194) = 9672ms (depending on the Internet connection speed and mobile device specifica-
tions).
Table 5.11: Multiple images tests with different processing
ID Accuracy % 0 matches Time
Elephone 54.21% 7% 253ms
GalaxyNexus 54.85% 7% 1468ms
HuaweiG6 43.88% 21% 261ms
MotoG 63.65% 0% 1088ms
Vodafone985N 58.16% 7 % 1410ms
Average 54.95% 8% 896ms
After evaluating the results of all the tests, the averages of each algorithm can be found in the
Figure 5.1. After analysing the graph it is possible to conclude that the best results were obtained
using different frames of the same photo and perform a different operation in each one.
Figure 5.1: Compare accuracy by image resolutions
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In Figure 5.2, is shown the accuracy of some preprocessing operations for the tested smart-
phones. This analysis allows a linkage between the average of the accuracy and the image resolu-
tion, for each smartphone.
The smartphone that shows better results in the overall of the image processing operations
is the Moto G, followed by the Vodafone 985N that has the same camera capacity and similar
image resolution. Despite expectations, the Huawei G6 presents the worst results. This is an
unexpected result because the smartphone has the biggest image resolution and the second best
camera capacity. The results shown that the image resolutions are almost inversely proportional
to the accuracy. However, the samples used for testing are limited and its conclusions not fully
trustworthy.
Another point analyzed is that smartphones with the same image resolutions show similar
results, but as previously referred the sample is not enough to make a reliable conclusion.





Discussion, conclusions and future work
In this chapter, an overview of the implemented system is made, as well as an analysis of the main
results, describing the conclusions obtained from it. Future work possibilities are also presented.
6.1 Discussion of the results
The nutritional declarations analyzed throughout the development of this project didn’t follow the
regulation established or have a standard format. Due to the large variety of different nutrition
labels, some restrictions were made regarding the labels that the application can process. Never-
theless the restrictions aren’t very specific, which leads to a large number of possible cases that the
image processing operations must be able to handle. It is necessary to take into account also that
smartphones often produce low quality images with perspective distortion, blurry and with noise.
In the initial planning, the application was designed to be standalone. However, due to the
unsatisfactory results obtained with different preprocessing operations and a high sensitive post-
processing, it was necessary to find a better solution. The possibilities were to continue the image
processing technique attempts or to develop a server to perform the OCR operation. As the time
consumed by the Android application was already too long and the results of the OCR on the
server show an improvement, even without considering the image processing operations, this was
the chosen solution.
Although the server obligates the user to have an Internet connection, the Tesseract available
for the server resulted in an improvement of more 9% on the accuracy over the Tesseract for
Android. It also reduces the processing time to less than half. All the preprocessing techniques
were not added to the server, due to the late implementation. After the server was developed,
the algorithms implemented were tested with the server, where the accuracy obtained with the
preprocessing techniques improved to 40%.
In order to achieve even better results, the four frames prior of the actual photo, were included
in the processing. These four frames suffers different processing operations, leading to an increase
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of the accuracy to 55% and a decrease to 8% of 0 matches. An improvement of almost the double
of the initial accuracy and a decrease of one third of the labels that return 0 matches. As this
solution also increases the results obtained by the Android application, the OCR was kept in the
Android so the user can use it even without an Internet connection.
6.2 Conclusions
The alarming explosion of diet related diseases is one of the reasons for the increasing concern
from the population to improve their diet. Although almost all the products in the market contain
nutrition labels, presenting information about the nutrients, the consumers show some problems
when analyzing the data presented.
The main goal of this project was to develop a tool that helps the user making healthier choices,
by means of an Android application. This application extracts automatically information from a
nutritional label and presents that information in a cross-sectional shape, adding some assistance
regarding the user’s problems and needs in that task. The application also follows the new reg-
ulation regarding the presentation of the nutritional information, that most nutrition labels in the
time of the development of this project didn’t follow. Another goal of this project was to allow the
user to compare between two products of the same category. Without any guidance, it is required
nutritional knowledge and consideration about the role of each product and the overall values of
the nutrients, for the user to be able to make this decision. In order to aid the user to make his
decision, the application compares the selected products and displays the results in a form of a
table containing the nutrient values. The application also displays a message with the healthier
product.
To test the image processing operations and its impact on the accuracy of the OCR, fourteen
images of five different smartphones were used. Unlike the study previously analysed of the
Tesseract, the results obtained of the OCR were beneath high accuracy as it was advertised, with
an accuracy of only 20%. This value is far from the high accuracy claimed by Google, but it
is also the only OCR found that was free and open source. In order for the application retrieve
better results a server was added to the system, showing a quick improvement on the OCR. After
all the tests performed, the best results were found sending multiple frames of the same nutrition
declaration and perform different algorithms in each one.
In the end, the accuracy was 55%, an increase of 83% considering the OCR without any
preprocessing, and the time consumed can reach 10 seconds, which is longer than intended. Nev-
ertheless, only 8% of the nutritional declarations tested retrieved 0 matches.
6.3 Future work
As opposed of the initial planning, the functionality of assessing the suitability of a given product,
according to the personal data of the user, was not implemented in the application. This feature
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can include treatment of specific diseases, diet restrictions, among other possibilities. So in the
near future, this is a feature to be added in the application.
Another possible improvement for the near future, is to save the product information in a
database, with the objective to check the nutritional information of a previously processed product
or even use it to the comparison.
To increase the quantity of the products that can be compared, the product categories used in
the application should be extended.
To improve the accuracy, some improvements or even new approaches to the image processing
algorithms can be made. These operations also can be performed in the server instead of in the
application, reducing drastically the time of the processing.
To improve the results of the Tesseract, this engine can be trained, but Google only advises the
training when it uses a very unusual font or a new language, which it is not usual.
Another option is to use or develop another OCR engine, but at the time of the development of
this project wasn’t found any OCR engine free and open source. In order to have a better overall
understanding of the role of the image resolutions and the quality of the camera with the results of
the OCR, the set of images to test should be enlarged.
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A.1 Set of Images used in the tests
This is the set corresponding to MotoG.
Figure A.1: cookies1 Figure A.2: cookies2





Figure A.7: cookies7 Figure A.8: cookies8
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Appendix 1
Figure A.9: cookies9 Figure A.10: yoghurt1
Figure A.11: yoghurt2 Figure A.12: yoghurt3
Figure A.13: yoghurt4 Figure A.14: yoghurt5
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