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Abstract— Magnetometers are massively diffused in a variety 
of instruments for different applications. However, these sensors 
are affected by non-idealities, especially bias and hard/soft-iron 
interference. Even though a number of calibration approaches 
could be adopted to compensate for magnetic interferences, their 
implementation on resources-constrained platforms is still 
problematic due to the highly complex, computationally intensive 
mathematical operations involved. The present work 
demonstrates the possibility to develop a fast and efficient 3D 
magnetometer calibration for real-time embedded systems with 
limited system resources. A number of techniques and 
approaches are discussed to mitigate the computational burden. 
Results confirm that this is achievable by preserving the same 
level of accuracy reached with more computationally intensive 
approaches. Results are also promising regarding the adoption of 
the discussed method on low-power real-life systems in several 
applications. 
Keywords—3D Magnetometer, Real-Time Embedded Systems, 
On-the-Fly Calibration, Ellipsoid Fitting. 
I. INTRODUCTION 
Nowadays, magnetometers are massively diffused in a 
variety of instruments for different applications, e.g., 
automotive, space and military research, navigation, etc [1]. 
Their use in consumer products has further increased the 
research in the area. However, low-cost magnetometers are 
typically influenced by nearby magnetic perturbations in 
everyday environments. Thus, on-the-fly compensation is 
essential to achieve accurate performance. This requires that 
error parameters (e.g., bias, scale factors) are accurately 
estimated from the data, which can be challenging on devices 
with limited system resources, in terms of memory and speed.  
Traditional methods [2-3] may rely on external reference 
information, i.e., GPS, inertial sensors (accelerometers and 
gyroscopes), etc. but those are not always available and, thus, 
these methods are insufficient and costly.  
Other approaches consider a complete error modeling, 
which is computationally intensive and not suitable for battery- 
powered portable devices. A well-known example is the 
ellipsoid fitting algorithm [4-5]. As already proved in literature 
[6], ellipsoid fitting algorithms have better performance 
compared to other low-cost approaches, such as multi-attitude 
or neural networks. 
Given that the locus of the magnetometer data, when only 
the Earth magnetic field is present, forms a sphere which is 
transformed into an ellipsoid in the presence of magnetic 
interference, the method defines the scaling and bias 
components to reverse this transformation. The algorithm 
works both indoor/outdoor and only requires to rotate the 
sensor in the 3D space without using further equipment. This 
method can be solved via linear least-square or iterative 
approaches, which need large amount of computation [7-10].  
Moreover, even with computationally efficient ellipsoid 
fitting approaches, redundant measurements of the magnetic 
field in a wide range of orientations need to be stored to 
achieve the desired precision, which implies significant 
resources for data collection and storage. Thus, the 
implementation of fast on-the-fly magnetometer compensation 
methods is still under investigation. Even though the work 
presented in [11] shows the possibility to carry out 
magnetometers calibration on embedded platforms, such as a 
STM32 microcontroller, no indications are provided on how 
the authors overcome numerical problems related to data 
storage, matrix inversion, and eigensystems resolution.  
The present work describes a computationally efficient 
implementation of the ellipsoid fitting method for real-time 
limited-resource embedded systems. A detailed description of 
the numerical problems involved in the ellipsoid fitting method 
will be provided, along with suitable solutions for low-power 
resource-constrained devices. The ellipsoid fitting modelling 
will be discussed in Section II, while the techniques considered 
to optimize and improve the required computation are analyzed 
in Section III.  Final results are then presented and discussed in 
Section IV. 
II. ELLIPSOID-FITTING MODELLING 
For a 3D magnetometer, the error is mainly due to bias, 
scale factor, non-orthogonalities, and deviations influenced by 
local interferences. The physical magnetic field ht, and the 
sensor data hs, in presence of error, are connected as shown in 
Eq. (1) h 	= 	K h 	+	B                                  (1) 
 
where Ke takes into account the sensitivity of the sensor, non-
orthogonality and soft-iron errors, Be represents the bias and 
hard-iron errors. As ht is the desired parameter, the equation is 
inverted as shown in Eq. (2),  
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h 	= 	K (h 	+ 	B )                              (2) 
 
where Kc = K  and Bc = −Be.  
Within a fixed area, the magnitude of the physical 
magnetic field remains constant, and when the sensor rotates, 
the locus of the measured magnetic field represents a sphere 
where 
 
 ‖h ‖ = 	H                                      (3) 
 
i.e., H is the intensity of the local magnetic field. Thus: 
 F(α, h ) = 	 ε α = 	h Ah − 2b Ah +	b Ab −	H = 0	 (4) 
 
where A = K Kc and b = −Bc. Eq. (4) then represents an 
ellipsoid equation on vector hs=	 h , , h , , h , 	 , with α =	 a , a , … , a  being the ellipsoid parameters, ε =	 h , , h , h , , h , , h , h , , h , h , , h , , h , , h , , h , , 1 and  
 
     A = 	 a a 2⁄ a 2⁄a 2⁄ a a 2⁄a 2⁄ a 2⁄ a    (5)  b = − BA                                (6) B = 	 a , a , a                                 (7) a = 	b Ab − H                              (8) 
 
The objective of the magnetometer calibration is to derive 
the coefficient matrix A and spherical center coordinates b 
based on a set of N magnetic measurements, finding an ideal 
ellipsoid which minimizes the sum of squares of the algebraic 
distances F(α, h )	 from the measured data to the ellipsoid, 
e.g., min α D Dα , where  
D =	 h , h , h , h , h , h , h , h , h , h , h , h , 1⋮ ⋮ ⋮h , … 1 									(9) 
 
This problem can be solved directly by the standard least 
squares approach, but the result of such fitting is a general 
conic. To be an ellipse the solution of this problem is subject 
to a specific constraint which, without losing generality, can 
be expressed as α Cα = 1, with C defined as  
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The minimization problem is solved by applying the 
Lagrange multipliers, where the following conditions for α are 
obtained: Sα = λCαα Cα = 1                           (11) 
 
where S is the 10x10 scatter matrix given by D D. It can be 
proved that only one of the generalized eigenvalues in Eq. 
(11) is positive, and its eigenvector α  is the best ellipsoid 
fitting parameter.  
An effective and robust algorithm for an ellipse-specific 
fitting of data points is obtained through a subdivision of the 
matrices involved, so as to divide Eq. (11) in two subsystems 
of reduced order. Indeed, S and C have special structures 
which allow a simplification of the problem. Scatter matrix S 
and constraint matrix C can be split as follows: 
 S = 	 S SS S , C = 	 C 00 0  , C = 	 0 0 20 −1 02 0 0  (12) 
 
Where S11 is 3x3 and S22 is 7x7, both symmetrical, and S12 = 
S21T. Finally, also vector α can be split into α = α , α , 
with α = a , a , a and α = a ,… , a .  
Due to Eq. (12), α Cα = 1  becomes α C α = 1 , while Sα = λCα is shaped as 
 S α 	+	S α = λC αS α 	+	S α = 0          (13) 
 
Matrix S22 is singular if all data lie on a line, otherwise, it 
is regular and invertible, thus α = 	−	S S α . After some 
manipulations, the first part of Eq. (13) yields to Mα = λα , 
where M =	C (S −	S S S )  is a 3x3 reduced scatter 
matrix, not symmetric, positive definite. Eq. (13) then 
becomes 
 Mα = λαα C α = 1    (14) 
 
Hence, the algorithm for performing the magnetometer 
compensation firstly considers the collection of N sample 
measurements of the surrounding magnetic field hs, from 
which matrices D and S are defined. Then, matrix M is 
obtained, and the reduced eigensystem in Eq. (14) is solved 
finding the eigenvector α 	 associated to the only positive 
eigenvalue. Next, α  can be defined and, thereby, the obtained 
eigenvector α is used to solve matrices A, B, and b as in Eq. 
(5-8). The compensation coefficients Kc (via Cholesky 
decomposition) and Bc are finally obtained, and then the error-
free vector ht. 
III. REAL-TIME IMPLEMENTATION 
For a real-time system, the most computationally expensive 
steps of the algorithm in Section II are related to the storage 
and analysis of the magnetic data (e.g., matrices D and S), the 
inversion of S22, and the resolution of the eigensystem in Eq. 
(14). Those points will be discussed separately in this section. 
A. Data Storage 
The main aspect in data storage is related to the definition 
of the scatter matrix S, which is expensive to implement as it 
involves the multiplication of matrix D with its transpose with 
size Nx10 (N being the number of measurements taken by the 
magnetometer, which are in the order of hundreds), and the 
storage of those matrices on-board. The proposed solution is 
based on the online update of S for every new obtained 
magnetic sample.  
Given the matrices X, of size n×m, and Y, of size m×p, 
their product XYm has size n×p. If an additional column is 
added to X (and consequently a new row is added to Y), their 
new product XYm+1 can be obtained from XY 	by adding a 
second matrix Z constituted by all the possible combinations of 
the elements which are part of the added column m+1, where 
Z = 	 	X , Y , … 	X , Y ,⋮ ⋮ ⋮	X , Y , … 	X , Y , 	          (15) 
 
Since, in the studied scenario, Y is the transpose of X, n = 
p = 10, and m is the continuously increasing number of 
measurements, then Z is symmetric requiring only 55 
elements out of 100 to be calculated.  
Thus, given the first two magnetic measurements, it is 
possible to define the matrix D (Eq. (9) with N = 2) and the 
related scatter matrix S. When a new magnetic sample is 
obtained, those latest data are arranged in a row vector defined 
as ε which is multiplied for its transpose to obtain a 10x10 
matrix representing Z. This matrix is finally added to the 
previously calculated S so as to obtain an updated scatter 
matrix. The process is repeated every time a new magnetic 
sample is gathered.  
It is worth noting that, in this process, only 110 FLOPs 
(Floating point operations per second [12]) are requested (55 
additions and 55 scalar multiplications), and this value is 
constant for every data sample collected, while 300 FLOPs are 
needed for estimating the initial scatter matrix when N=2. 
The brute-force approach of calculating off-line the 
multiplication of two matrices of size 10xN and Nx10 requires 
200N – 100 FLOPs, which can be reduced to 110N – 55 if 
considering the assumption of symmetry. Instead, this method 
requires overall 300 + 110(N-2) = 110N + 80 FLOPs. With an 
addition of only 135 FLOPs per magnetic sample, this method 
makes the calculation online possible eliminating the need to 
store neither large numbers of magnetic samples on memory 
nor the updated scatter matrix, as it can be continuously 
overwritten. 
B. Matrix Inversion 
Matrix M, defined in Section II, requires the inversion of 
the 7x7 matrix S22, which, because of the number of 
mathematical operations, can be challenging on constrained 
systems. The Gauss-Jordan method results in 364 FLOPs, 
relying on integrated standard libraries, which however should 
be avoided to guarantee faster boot time and smaller memory 
requirements. Moreover, the inverted matrix is then multiplied 
with 7x3 matrix S , for additional 273 FLOPs.  
Thus, based on the fact that solving a linear system is 
faster than inverting a matrix, it is advisable to directly solve S S = G expressed as S G = S .  
Assuming the Cholesky decomposition of S , e.g., S =LL , with L a lower triangular matrix, after some 
manipulations it is obtained that 
 L G = y, and Ly = S                    (16 a-b) 
 
While Eq. (16b) can be firstly solved with forward 
substitution, the resulting 7x3 matrix y can be used to solve 
Eq. (16a) via back substitution finally obtaining G. The 
forward/back substitutions require overall 294 FLOPs, while 
the Cholesky decomposition for a 7x7 matrix needs 140 
FLOPs.  
Hence, S22 matrix inversion followed by S  matrix 
multiplication, using standard techniques, would result in 637 
FLOPs, whereas in the proposed method inversion and 
multiplication are calculated implicitly without any time 
penalty for 434 FLOPs. 
C. Eigensystem Resolution 
In numerical analysis, one of the most important problems 
is designing efficient and stable algorithms for finding 
the eigenvalues and eigenvectors of a matrix. Unfortunately, 
there is no simple algorithm to directly calculate eigenvalues 
for general matrices, and that is the reason why iterative 
algorithms are typically used to solve the eigenvalue problem 
by producing sequences that converge to the eigenvalues. The 
QR algorithm is a very powerful algorithm to stably compute 
the eigenvalues and (if needed) the corresponding 
eigenvectors, and still today it is by far the most popular 
approach for solving dense non-symmetric eigenvalue 
problems. 
Matrix M, as defined in Section II, is dense and non-
symmetric, and the QR algorithm [13-14] is the most popular 
approach for solving this type of problem. It can be proved 
that a standard QR step with a nxn Hessenberg matrix gains an 
order of magnitude in terms of operations in relation to a QR 
step with a full matrix [15]. An upper/lower Hessenberg 
matrix is a square matrix where values below/above 
the subdiagonal are zero.  
A typical method used to convert a general matrix into a 
Hessenberg matrix with the same eigenvalues is called 
Householder reduction. In the studied case, M has dimension 
3, and thus it is simple to define a closed-form formula for the 
Householder transformation [13]. The reduction to 
Hessenberg form costs 10 3⁄  FLOPs, which is equivalent 
to 90 operations in the considered case. 
Additionally, the convergence of the Hessenberg QR 
algorithm can be improved by introducing (spectral) shifts into 
the algorithm. In this scenario, it has been considered the 
Francis’ double shifts QR algorithm with deflation steps 
(incorporated by declaring as zero the last lower off-diagonal 
element when sufficiently small, so that the algorithm 
proceeds with a smaller matrix). This method [14, Chapt. 7, 
pp. 358] is characterized by an improved convergence. The 
outcome is a triangular matrix whose diagonal values 
represent the requested eigenvalues.  
Generally, it is not simple to define the complexity of this 
method, but assuming that two steps are requested per each 
eigenvalues, and counting also the operations requested for the 
Householder reduction, it can be estimated that the complexity 
for this scenario (with non-symmetric matrix and without 
calculating the eigenvectors) is equal to 10n3 (or 25n3 if also 
eigenvector calculation is considered). This consideration is 
significant in highlighting the appropriate ellipsoid fitting 
modelling discussed in Section II which involves the 
definition of M as a 3x3 matrix, differently from what shown 
in [11] where the adoption of a different matrix C involves a 
6x6 matrix M. This indicates that the latter case is 8 times 
more computationally demanding.  
In this algorithm, eigenvectors are not needed for all 
eigenvalues but only for the unique positive one. Once this 
eigenvalue is detected, it is then simple to define the related 
eigenvector  by solving Eq. (14) by substitutions. 
IV. RESULTS AND DISCUSSION 
This section compares the discussed algorithm, 
implemented as described in Section III, and a standard 
ellipsoid-fitting algorithm [16], in terms of execution time and 
accuracy. The solution proposed in [16] is efficient and based 
on the Singular Value Decomposition (SVD), which is a 
numerically safe technique without any problem of 
convergence, but also with a high computational burden 
especially if applied on large matrices. Extensive test on 
Matlab and embedded platforms have been carried out.  
To compare the two algorithms, 3D magnetic data have 
been collected several times with a magnetometer at 80 Hz by 
moving the sensor in all directions in an environment 
surrounded with ferromagnetic materials (e.g., typical office 
environment). The two methods have been implemented in 
Matlab, showing similar results in terms of accuracy. Indeed, 
the maximum relative difference for the diagonal elements of 
the matrix Kc was 1.38% and 1.42% for the vector Bc, 
indicating very good correlation. The off-diagonal elements in 
Kc, instead, are averagely 250 times lower compared to the on-
diagonal elements, which can then be deflated.  
The analysis has been repeated 1000 times running on a 
Intel® Core™ i5-4570 CPU 3.20 GHz with 8 GB RAM and 
64-bit OS, and the average execution times for a single 
iteration were 193.3 s for [16] (st. dev. 9.7 s), and 0.56 (st. dev. 
0.06 s) for the described algorithm, e.g., 350 times lower.  
Fig. 1-2-3 shows an example of the calibration outcome, 
by including the raw data (in blue) and the calibrated ones (in 
red). It can be noted how the blue points show an ellipsoid 
while the red figure is equivalent to a unit spheroid.  
   
 
Fig. 1. Raw (blue points) and calibrated (red points) data. 
Calibrated data are normalized to a unit spheroid, and the raw 
data are normalized for visualization purposes  
 
Fig. 2. Calibrated data along with the fitting unit spheroid 
 
Fig. 3. Raw data (normalized for visualization purpose) along 
with the fitting ellipsoid 
 
Fig. 4. Residual error after calibration 
Moreover, in order to quantify the quality of the calibration 
process, the residual error has been calculated for all the 
methods. The residual error represents the distance between 
each of the calibrated data and the closest point lying on the 
surface of the spheroid. The average residual error (Fig. 4) is 
equal to -0.0208 (st. dev. 0.2027) for the described algorithm, 
and -0.0855 (st. dev. 0.1736) for [16], again showing good 
correlation. 
Furthermore, to confirm that the approaches discussed in 
Section III make the algorithm more efficient on a platform 
with limited system resources, various tests have been 
performed.  
Firstly, the scatter matrix S has been obtained in Matlab 
from gathered magnetics data using both off-line approach and 
the method illustrated in III.A. taking one data sample at the 
time. The resulting scatter matrices with the two methods have 
a maximum difference of only 2.91e-13, proving identical 
performance even though the method in III.A is more suitable 
for real-time systems.  
Similarly, matrix G calculated with a standard technique 
(Gauss-Jordan inversion followed by a matrix multiplication) 
has a maximum difference of 2.84e-13 when compared with 
the same variable calculated with the more efficient method 
shown in III.B (e.g. Cholesky decomposition and back/forward 
substitutions).  
Finally, the Hessenberg form matrix resulting from the 
proposed approach in III.C. is significantly similar to the one 
obtained with standard functions in Matlab, with a maximum 
error of 1.49e-08. As per the QR algorithm, the maximum 
difference between the eigenvalues estimated with standard 
functions and the one obtained with the method described 
above is 5.37e-04, thus, proving the equivalence between the 
two methods.  
The algorithm has been also implemented on a low-power 
Atmel 32-bit AVR UC3 microcontroller with low CPU clock 
frequency (48 MHz) and single precision HW floating point 
unit used on a glove-like system [17-18] with 16 3D 
magnetometers. The sensors adopted were the MPU-9250 [19]. 
The system collects data, runs the algorithm on-board in real-
time, and sends the calibration results and the magnetic data to 
a PC, for further off-line analysis. Results comparing matrices 
Kc and Bc calculated on-board and via Matlab are shown in 
Table I depicting identical performance. The execution time of 
the real-time soft-iron embedded algorithm for every new 
magnetometer sample has been measured with an oscilloscope, 
resulting in 525 μs. When working simultaneously with all 16 
sensors the overall latency is then still limited to less than 10 
ms, suitable for several applications.  
Finally, the 3D sensor orientation has been estimated while 
rotating the glove device over the vertical axis on a non-
magnetic swivel chair (so as to modify only the heading/yaw 
angle). The sensor was strapped and aligned with the chair 
which was rotated a number of times. The algorithm discussed 
in [20] is used for the estimation of the orientation. The 
orientation is calculated on-board simultaneously with and 
without magnetic real-time compensation parameters taken 
into account. The heading error is shown in Fig. 5 and it proves 
the reliability of the implemented magnetic compensation on-
board algorithm. The heading error during the rotations is 
included between -5.5 and 7 deg, with average value equal to 
1.32 deg.  
 
 
Fig. 5. Heading error w/wo magnetic calibration 
 
These results show that the developed real-time 
compensation algorithm is in good correlation when compared 
to post-processing algorithms and is ideal for low-power 
embedded systems with constrained system resources. Finally, 
the studied method is reliable, with no problem of numerical 
stability and fast. Extensive Matlab analyses have been carried 
out to address the definition of computationally effective least 
squares-based ellipse-specific methods, with special 
consideration to modelling numerically stable routines for 
eigensystems resolution, matrix inversion and data collection. 
The algorithm, implemented on a 32-bit microcontroller, 
proved the feasibility of the method showing the same 
accuracy achieved with more computationally intensive 
approaches.  
















Kc(1,2) 0 / 0 Kc(2,3) 0 / 0 Bc(1) 
6.8151 / 
6.7594
Kc(1,3) 0 / 0 Kc(3,1) 
-0.0023 /  
-0.0023 Bc(2) 








-6.8767 /  
-6.8218
V. CONCLUSION 
The implementation of fast on-the-fly magnetometer 
compensation methods is still under investigation. The present 
paper described a computationally efficient implementation of 
the ellipsoid fitting method for real-time limited-resource 
embedded systems. A detailed description of the numerical 
problems involved in the ellipsoid fitting method are provided, 
along with a number of techniques and approaches discussed 
to mitigate the computational burden on low-power resource-
constrained devices. Extensive test on Matlab and embedded 
platforms have been carried out showing significant 
similarities. In conclusions, the present work demonstrated the 
possibility to develop a fast and stable magnetometer 
calibration for real-time systems with constrained system 
resources by preserving the same level of accuracy achieved 
with more computationally intensive approaches. Results 
confirm those conclusions and are promising regarding the 
application of the discussed algorithm on real-world systems.  
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