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Abstract
Let (M,ρ) be a connected compact Riemannian manifold without boundary or with
a convex boundary ∂M , let V ∈ C2(M) such that µ(dx) := eV (x)dx is a probability
measure, where dx is the volume measure. Let {λi}i≥1 be all non-trivial eigenvalues of
−L with Neumann boundary condition if ∂M 6= ∅, where L := ∆+∇V for ∆ being the
Laplace-Beltrami operator on M . Then the empirical measures {µt}t>0 of the diffusion
process generated by L (with reflecting boundary if ∂M 6= ∅) satisfy
lim
t→∞
{
tEx[W2(µt, µ)
2]
}
=
∞∑
i=1
2
λ2i
uniformly in x ∈M,
where Ex is the expectation for the diffusion process starting at point x, and W2 is the
L2-Wasserstein distance induced by the Riemannian metric. The limit is finite if and
only if d ≤ 3, and in this case we derive
lim
t→∞ supx∈M
∣∣∣Px(tW2(µt, µ)2 < a)− P( ∞∑
k=1
2ξ2k
λ2k
< a
)∣∣∣ = 0, a ≥ 0,
where Px is the probability with respect to Ex, and {ξk}k≥1 are i.i.d. standard Gaussian
random variables. Moreover, Ex[W2(µt, µ)
2] ∼ t− 2d−2 for d ≥ 5, and when d = 4 we
have Ex[W2(µt, µ)
2] ≤ ct−1 log t for some constant c > 0 and large t while the same
type lower bound estimate holds for M = T4. Finally, we establish the long-time
large deviation principle for {W2(µt, µ)2}t≥0 with a good rate function given by the
information with respect to µ.
∗Supported in part by NNSFC (11771326, 11831014, 11921001).
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1 Introduction and Main results
The diffusion processes (for instance, the Brownian motion) on Riemannian manifolds have
intrinsic link to properties (for instances, curvature, dimension, spectrum) of the infinitesimal
generator, see, for instances, the monographs [7, 34] and references within. In this paper, we
characterize the long time behaviour of empirical measures for diffusion processes by using
eigenvalues of the generator.
Let M be a d-dimensional connected complete Riemannian manifold possibly with a
smooth boundary ∂M . Let V ∈ C2(M) such that µ(dx) = eV µM(dx) is a probability
measure on M , where µM is the Riemannian volume measure on M . Then the (reflecting,
if ∂M 6= ∅) diffusion process Xt generated by L := ∆ + ∇V on M is reversible; i.e. the
associated diffusion semigroup {Pt}t≥0 is symmetric in L2(µ), where
Ptf(x) := E
xf(Xt), t ≥ 0, f ∈ Bb(M).
Here, Ex is the expectation taken for the diffusion process {Xt}t≥0 with X0 = x, and we will
use Px to denote the associated probability measure. In general, for any probability measure
ν on M , let Eν and Pν be the expectation and probability taken for the diffusion process
with initial distribution ν.
When the diffusion process generated by L is exponentially ergodic, it is in particular
the case when M is compact, the empirical measure
µt :=
1
t
∫ t
0
δXsds, t > 0
converges weakly to µ as t→∞. More precisely, for any non-constant f ∈ Cb(M), we have
the law of large number
lim
t→∞
µt(f) = µ(f) a.s.
as well as the central limit theorem
t−
1
2
{
µt(f)− µ(f)
}→ N(0, δ(f)) in law as t→∞,
where δ(f) := limt→∞ tE|µt(f) − µ(f)|2 ∈ (0,∞) exists, and N(0, δ(f)) is the centered
normal distribution with variance δ(f). Consequently, the average additive functional µt(f)
converges to µ(f) in L2(P) with rate t−
1
2 , which is universal and has nothing to do with
specific properties ofM and L. See, for instance [21], for historical remarks and more results
concerning limit theorems on additive functionals of Markov processes.
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On the other hand, since the Wasserstein distance W2 induced by the Riemannian dis-
tance ρ on M is associated with a natural Riemannian structure on the space of probability
measures, see e.g. [24], the asymptotic behaviors of W2(µt, µ) should reflect intrinsic proper-
ties ofM and L. Indeed, as shown in Theorem 1.1 below, the long time behavior ofW2(µt, µ)
2
depends on the dimension of M and all eigenvalues of L, this is essentially different from
that of the additive functional µt(f) introduced above.
Let P be the set of all probability measures onM , and let ρ be the Riemiannian distance
on M . For any p ≥ 1, the Lp-Wasserstein distance Wp is defined by
Wp(µ1, µ2) := inf
pi∈C (µ1,µ2)
(∫
M×M
ρ(x, y)ppi(dx, dy)
) 1
p
, µ1, µ2 ∈ P,
where C (µ1, µ2) is the set of all probability measures on M ×M with marginal distributions
µ1 and µ2. A measure pi ∈ C (µ1, µ2) is called a coupling of µ1 and µ2.
In this paper, we aim to characterize the long time behavior of W2(µt, µ)
2. When M is
compact, we will prove the large deviation principle with rate function
I(r) := inf{Iµ(ν) : ν ∈ P,W2(ν, µ) ≥ r}, r ≥ 0,
where Iµ is the information with respect to µ; i.e.
Iµ(ν) :=
{
µ(|∇f 12 |2), if ν = fµ, f 12 ∈ W 2,1(µ);
∞, otherwise.
Here, W 2,1(µ) is the closure of C∞(M) under the Sobolev norm
‖h‖2,1 :=
√
µ(h2 + |∇h|2).
By convention, we set inf ∅ =∞, so that I(r) =∞ for r > r0, where since ρ is bounded,
r0 := sup
ν
W2(ν, µ)
2 = sup
x∈M
µ(ρ(x, ·)2) <∞.
It is well known that when M is compact, L has purely discrete spectrum, and all
nontrivial eigenvalues {λi}i≥1 of −L listed in the increasing order counting multiplicities
satisfy (see for instance [12])
(1.1) κ−1i
2
d ≤ λi ≤ κi 2d , i ≥ 1
for some constant κ > 1. Our first result is the following.
Theorem 1.1. Let M be compact.
(1) If ∂M is empty or convex, then the following limit formula holds uniformly in x ∈M :
(1.2) lim
t→∞
{
tEx[W2(µt, µ)
2]
}
=
∞∑
i=1
2
λ2i
.
3
In general, there exists a constant c ∈ (0, 1] such that
c
∞∑
i=1
2
λ2i
≤ lim inf
t→∞
inf
x∈M
{
tEx[W2(µt, µ)
2]
}
≤ lim sup
t→∞
sup
x∈M
{
tEx[W2(µt, µ)
2]
}
≤
∞∑
i=1
2
λ2i
,
(1.3)
(2) {W2(µt, µ)2}t≥0 satisfies the uniform large deviation principle with good rate function
I; that is, {I ≤ α} is a compact subset of [0,∞) for any α ∈ [0,∞), and
− inf
r∈A◦
I(r) ≤ lim inf
t→∞
1
t
log inf
x∈M
P
x(W2(µt, µ)
2 ∈ A◦)
≤ lim sup
t→∞
1
t
log sup
x∈M
P
x(W2(µt, µ)
2 ∈ A¯) ≤ − inf
r∈A¯
I(r), A ⊂ [0,∞),
where A◦ and A¯ denote the interior and the closure of A respectively.
(3) If d ≤ 3 and ∂M is either empty or convex, then
(1.4) lim
t→∞
sup
x∈M
∣∣Px(tW2(µt, µ)2 < a)− ν0((−∞, a))∣∣ = 0, a ∈ R,
where ν0 is the distribution of Ξ0 :=
∑∞
k=1
2ξ2k
λk
for a sequence of i.i.d. standard Gaus-
sian random variables {ξk}k≥1.
In Theorem 1.1(3) we only consider d ≤ 3, since Theorem 1.1(1) and (1.1) yield
(1.5) lim inf
t→∞
{
t inf
x∈M
E
x[W2(µt, µ)
2]
}
=∞, d ≥ 4.
So, for d ≥ 4 the convergence of Ex[W2(µt, µ)2] is slower than t−1. In the next result we
present two-sided estimates on the convergence rate of E[W2(µt, µ)
2] for d ≥ 4.
Theorem 1.2. Let M be compact with d ≥ 4.
(1) There exists a constant c > 0 such that for any t ≥ 1,
sup
x∈M
E
x[W2(µt, µ)
2] ≤
{
ct−1 log(1 + t), if d = 4,
ct−
2
d−2 , if d ≥ 5.
(2) On the other hand, there exists a constant c′ > 0 such that
inf
x∈M
E
x[W2(µt, µ)
2] ≥ inf
x∈M
{Ex[W1(µt, µ)]}2 ≥ c′t− 2d−2 , t ≥ 1.
Theorem 1.2 implies that when d ≥ 5 we have E[W2(µt, µ)2] ∼ t− 2d−2 for large t. Due
to (1.5), we hope that E[W2(µt, µ)
2] ∼ t−1 log t holds for d = 4, i.e. the order in the
upper bound estimate is sharp. Although in general this is not yet proved in the paper,
it is true for M = T4(= R4\(2piZ4)) and V = 0 according to the following result and
{EW1(µt, µ)}2 ≤ E[W2(µt, µ)2].
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Theorem 1.3. Let M = T4 and V = 0. Then there exists a constant c > 0 such that
inf
x∈M
{ExW1(µt, µ)}2 > ct−1 log t, t ≥ 1
To conclude this section, we compare the convergence rate of W2(µt, µ) with that of
W2(µ¯n, µ)
2 investigated in [3, 5, 8, 9, 11, 15, 16], where
µ¯n :=
1
n
n∑
i=1
δXi , n ∈ N
is the empirical measure of i.i.d. random variables {Xi}i≥1 with common distribution µ. In
particular, for µ being the uniform distribution on a bounded domain in Rd, we have
E[W2(µ¯n, µ)
2] ∼


n−2/d if d ≥ 3,
n−1 log n, if d = 2,
n−1 if d = 1,
where the assertion for d = 2 is known as Ajtai-Komlo´s-Tusna´dy (AKT) optimal matching
theorem [3], and an ∼ bn means that c1an ≤ bn ≤ c2an holds for some constants c2 ≥ c1 > 0
and large n. Moreover, the empirical measure for a discrete time Markov chain on a bounded
domain has been investigated in [9].
Combining this Theorems 1.1-1.3 for t = n, we see that the behavior of E[W2(µt, µ)
2]
in dimension d is comparable with that of E[W2(µ¯n, µ)
2] in dimension max{1, d − 2}. In
this sense, with a shift of min{2, d− 1} in dimension d, the empirical measures of diffusion
processes investigated in this work behaves as that of an i.i.d. sample. In particular, in the
present setting the feature of AKT optimal matching theorem appears to dimension d = 4
rather than d = 2. However, unlike in the i.i.d. case for which Ambrosio-Stra-Trevisan [5]
derived the exact value of limn→∞ nlognE[W2(µ¯n, µ)
2] for the uniform distribution µ on T2, in
the present setting the exact value of limt→∞ tlog tE[W2(µt, µ)
2] is unknown for the uniform
distribution µ on T4. This could be a challenging problem.
Since µt is singular with respect to µ, it is hard to estimate W2(µt, µ) using analytic
methods. So, as in [4], we first investigate the modified empirical measures
µt,r := µtPr =
1
t
∫ t
0
{δXsPr}ds, t > 0, r > 0,
where for a probability measure ν on M , νPr denotes the distribution of Xr with X0 having
law ν. Note that limr→0W2(µt,r, µt) = 0, see (3.3) below for an estimate of the convergence
rate.
The remainder of the paper is organized as follows. In Section 2, we investigate the
long time behavior of the modified empirical measures µt,r for r > 0, where M might be
non-compact. We then prove Theorems 1.1 1.2 and 1.3 in Sections 3, 4 and 5 respectively.
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2 Asymptotics for modified empirical measures
In this part, we allow M to be non-compact, but assume that L satisfies the curvature
condition
(2.1) RicV := Ric−HessV ≥ −K
for some constant K ≥ 0, where Ric is the Ricci curvature on M and HessV is the Hessian
tensor of V . This condition means that RicV (X,X) ≥ −K|X|2 for all X ∈ TM , the tangent
bundle of M .
When ∂M 6= ∅, let N be the inward unit normal vector field of ∂M . We call ∂M convex,
if its second fundamental form I∂M is nonnegative; i.e.
I∂M(X,X) := −〈X,∇XN〉 ≥ 0, X ∈ T∂M,
where T∂M is the tangent bundle of the boundary ∂M . In general, for a function g on ∂M ,
we write I∂M ≥ g if
(2.2) I∂M(X,X) ≥ g(x)|X|2, x ∈ ∂M,X ∈ Tx∂M.
We call ∂M convex on a set D ⊂M , if (2.2) holds for some function g which is non-negative
on D ∩ ∂M .
For any q ≥ p ≥ 1, let ‖ · ‖p→q be the operator norm from Lp(µ) to Lq(µ). We will need
the following assumptions.
(A1) Pt is ultracontractive, i.e. ‖Pt‖1→∞ := sup
µ(|f |)≤1
‖Ptf‖∞ <∞, t > 0.
(A2) (2.1) holds for some constant K ≥ 0, and there exists a compact set D ⊂M such that
either Dc ∩ ∂M = ∅ or ∂M is convex on Dc.
Obviously, (A1) and (A2) hold if M is compact. When M is non-compact satisfying
condition (A2), by [34, Theorem 3.5.5], (A1) holds if and only if ‖Pteλρo(·)2‖∞ < ∞ for
any λ, t > 0, where ρo := ρ(o, ·) is the distance function to a fixed point o ∈ M , see [26,
Corollary 2.5] for concrete examples with ‖Pteλρo(·)2‖∞ < ∞. See also [30, Proposition 4.1]
for examples satisfying assumption (A1) when RicV is unbounded from below.
(A1) implies that the spectrum of L (with Neumann boundary condition if ∂M 6= ∅)
is purely discrete. Since M is connected, in this case L has a spectral gap, i.e. 0 is a
simple isolated eigenvalue of L. Let {λi}i≥1 be all non-trivial eigenvalues of −L listed in
the increasing order including multiplicities. By the concentration of µ implied by the
ultracontractivity condition (A1), we have
(2.3)
∫
M×M
eλρ
2
d(µ× µ) <∞, λ > 0.
Indeed, according to [14, 18] (see for instance [26, Theorem 1.1]), (A1) implies that for some
β : (0,∞)→ (0,∞),
µ(f 2 log f 2) ≤ rµ(|∇f |2) + β(r), r > 0, f ∈ C1b (M), µ(f 2) = 1,
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which then ensures (2.3) by [26, Corollary 6.3] or [2].
For any r > 0, let νr be the distribution of
Ξr :=
∞∑
k=1
2ξ2k
λ2ke
2λkr
,
where {ξk}k≥1 are i.i.d. standard Gaussian random variables.
Theorem 2.1. Assume (A1) and let r > 0. Then
(2.4) lim sup
t→∞
sup
x∈M
{
tEx[W2(µt,r, µ)
2]
}
≤
∞∑
i=1
2
λ2i e
2rλi
<∞.
If moreover (A2) holds, then
(2.5) lim
t→∞
sup
x∈M
∣∣∣∣tEx[W2(µt,r, µ)2]−
∞∑
i=1
2
λ2i e
2rλi
∣∣∣∣ = 0,
(2.6) lim
t→∞
sup
x∈M
∣∣Px(tW2(µt,r, µ)2 < a)− νr((−∞, a))∣∣ = 0, a ∈ R.
Remark 2.1. Consider the measure
µsp :=
∞∑
i=1
1
λ2i
δλi ,
whose support consists of all non-trivial eigenvalues of L. Then (2.5) implies∫ ∞
0
e−2rsµsp(ds) = lim
t→∞
{
tEν [W2(µt,r, µ)
2]
}
, r > 0
for any probability measure ν onM . This gives a probabilistic representation for the Laplace
transform of µsp, and hence determines all eigenvalues and multiplicities for L.
To investigate the long time behavior of E[W2(µt, µ)
2], i.e. E[W2(µt,r, µ)
2] with r = 0,
one may consider the limit of formula (2.5) when r ↓ 0.
Corollary 2.2. If M is compact, then:
(1) For d ≤ 3,
lim
r↓0
lim
t→∞
{
tEx[W2(µt,r, µ)
2]
}
=
∞∑
i=1
2
λ2i
<∞ uniformly in x ∈M.
(2) For d = 4,
lim
r↓0
lim
t→∞
log log{tEx[W2(µt,r, µ)2]}
log log r−1
= 1 uniformly in x ∈M.
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(3) For d ≥ 5,
lim
r↓0
lim
t→∞
log{tEx[W2(µt,r, µ)2]}
log r−1
=
d− 4
2
uniformly in x ∈M.
In the following two subsections, we investigate the upper and lower bound estimates on
E[W2(µt,r, µ)
2] respectively, which then lead to proofs of Theorem 2.1 and Corollary 2.2 in
the last subsection.
2.1 Upper bound estimate
We first estimate W2(µ1, µ2) in terms of the energy for the difference of the density functions
of µ1 and µ2 with respect to µ. Let D(L) be the domain of the generator L in L
2(µ), with
Neumann boundary condition if ∂M 6= ∅. Then for any function
g ∈ L20(µ) := {g ∈ L2(µ), µ(g) = 0},
we have
(2.7) (−L)−1g =
∫ ∞
0
Psg ds ∈ D(L), L(L−1)g = g.
Since M is complete and µ is finite, we have D(L) ⊂ D((−L) 12 ) = H1,2(µ) = W 1,2(µ), where
H1,2(µ) is the completion of C∞0 (M) under the Sobolev norm
‖f‖1,2 :=
√
µ(f 2) + µ(|∇f |2),
and W 1,2(µ) is the class of all weakly differentiable functions f on M such that |f |+ |∇f | ∈
L2(µ). In particular, L−1g ∈ W 1,2(µ) for g ∈ L20(µ). The following lemma is essentially due
to [5, Proposition 2.3] where the case with compact M and V = 0 is concerned, but its proof
works also for the present setting.
Lemma 2.3. Let f0, f1 ∈ L2(µ) be probability density functions with respect to µ. Then
W2(f0µ, f1µ)
2 ≤
∫
M
|∇L−1(f1 − f0)|2
M (f0, f1)
dµ,
where M (a, b) := a−b
log a−log b for a, b > 0, and M (a, b) := 0 if one of a and b is zero.
Proof. Let Lipb(M) be the set of bounded Lipschitz continuous functions on M . Consider
the Hamilton-Jacobi semigroup (Qt)t>0 on Lipb(M):
Qtφ := inf
x∈M
{
φ(x) +
1
2t
ρ(x, ·)2
}
, t > 0, φ ∈ Lipb(M).
Then for any φ ∈ Lipb(M), Q0φ := limt↓0Qtφ = φ, ‖∇Qtφ‖∞ is locally bounded in t ≥ 0,
and Qtφ solves the Hamilton-Jacobi equation
(2.8)
d
dt
Qtφ = −1
2
|∇Qtφ|2, t > 0.
8
In a more general setting of metric spaces, one has d
dt
Qtφ ≤ −12 |∇Qtφ|2 µ-a.e., where the
equality holds for length spaces which include the present framework, see e.g. [4, 5].
Letting µi = fiµ, i = 0, 1, the Kantorovich dual formula implies
(2.9)
1
2
W2(µ0, µ1)
2 = sup
φ∈Lipb(M)
{
µ1(Q1φ)− µ0(φ)
}
.
Let fs = (1− s)f0 + sf1, s ∈ [0, 1]. By (2.3) and the boundedness of ‖∇Qtφ‖∞ in t ∈ [0, 1],
we deduce from (2.8) that
(2.10)
d
ds
∫
M
fsQsφdµ =
∫
M
{
− 1
2
|∇Qsφ|2fs + (Qsφ)(f1 − f0)
}
dµ, s ∈ (0, 1].
Moreover, (2.7) implies f := L−1(f0− f1) ∈ D(L). Then by (2.10) and using the integration
by parts formula, for any φ ∈ Lipb(M) we have
µ1(Q1φ)− µ0(φ) =
∫
M
{
f1Q1φ− f0φ
}
dµ =
∫ 1
0
(
d
ds
∫
M
fsQsφ dµ
)
ds
=
∫ 1
0
ds
∫
M
{
− 1
2
|∇Qsφ|2fs + (Qsφ)(f1 − f0)
}
dµ
=
∫ 1
0
ds
∫
M
{
− 1
2
|∇Qsφ|2fs − (Qsφ)Lf
}
dµ
=
∫ 1
0
ds
∫
M
{
− 1
2
|∇Qsφ|2fs + 〈∇f,∇Qsφ〉
}
dµ ≤ 1
2
∫ 1
0
ds
∫
M
|∇f |2
fs
dµ
=
1
2
∫
M
|∇f |2dµ
∫ 1
0
ds
(1− s)f0 + sf1 =
1
2
∫
M
|∇f |2
M (f0, f1)
dµ.
Combining this with (2.9), we finish the proof.
To estimate W2(µt,r, µ)
2 using Lemma 2.3, we need to figure out the density function ft,r
of µt,r with respect to µ, i.e. ft,r is a nonnegative function such that µt,r(A) =
∫
A
ft,rdµ for
any measurable set A ⊂M . Obviously, letting pt(x, y) be the heat kernel of Pt with respect
to µ, i.e.
Ptf(x) =
∫
M
pt(x, y)f(y)µ(dy), t > 0, x ∈M, f ∈ Bb(M),
we have
(2.11) ft,r :=
1
t
∫ t
0
pr(Xs, ·)ds, t > 0.
On the other hand, the assumption (A1) implies
(2.12) sup
x,y∈M
pt(x, y) = ‖Pt‖1→∞ <∞, t > 0,
(2.13) pt(x, y) = 1 +
∞∑
i=1
e−λitφi(x)φi(y), t > 0, x, y ∈M,
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where {φi}i≥1 are unit (Neumann if ∂M 6= ∅) eigenfunctions of −L with eigenvalues {λi}i≥1.
In particular, (2.13) implies
(2.14) ft,r(y)− 1 = 1√
t
∞∑
i=1
e−λirψi(t)φi(y), ψi(t) :=
1√
t
∫ t
0
φi(Xs)ds, i ∈ N.
The assumption (A1) also implies the following Poincare´ inequality,
(2.15) ‖Ptf‖2 ≤ e−λ1t‖f‖2, t ≥ 0, f ∈ L20(µ).
Since Pt is contractive in L
p(µ) for any p ∈ [1,∞], (2.12) and (2.15) yield
(2.16) ‖Ptf‖p ≤ ce−λ1t‖f‖p, t ≥ 0, p ∈ [1,∞], f ∈ Lp0(µ)
for some constant c > 0 independent of p ∈ [1,∞].
By Lemma 2.3 with f0 = 1 and f1 = ft,r, where ft,r is the density of µt,r with respect to
µ given in (2.11), we have
(2.17) W2(µt,r, µ)
2 ≤
∫
M
|∇L−1(ft,r − 1)|2
M (1, ft,r)
dµ.
Let
(2.18) Ξr(t) = t
∫
M
|∇L−1(ft,r − 1)|2dµ, t, r > 0.
In the next two lemmas, we show that
lim
t→∞
∣∣∣∣EνΞr(t)−
∞∑
i=1
2
λ2i e
2rλi
∣∣∣∣ = 0, r > 0
holds for ν = hνµ with ‖hν‖∞ < ∞, and M (1, ft,r) is close to 1 for large t, so that (2.17)
implies the desired upper bound estimate (2.4) for Eν replacing Ex.
Lemma 2.4. Assume (A1). There exists a constant c > 0 such that
(2.19)
∣∣∣∣EνΞr(t)−
∞∑
i=1
2
λ2i e
2rλi
∣∣∣∣ ≤ c‖hν‖∞t
∞∑
i=1
1
λ2i e
2rλi
, t ≥ 1, r > 0
holds for any probability measure ν = hνµ, and
(2.20) sup
x∈M
∣∣∣∣ExΞr(t)−
∞∑
i=1
2
λ2i e
2rλi
∣∣∣∣ ≤ c‖Pr/2‖22→∞t
∞∑
i=1
1
λ2i e
rλi
, t ≥ 1, r > 0.
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Proof. By (2.11) and (2.12), we have µ(ft,r − 1) = 0 and ‖ft,r‖∞ ≤ ‖Pr‖1→∞ < ∞. Conse-
quently, (2.7) implies (−L)−1(ft,r − 1) ∈ D(L). Then the integration by parts formula and
the symmetry of Ps in L
2(µ) yield∫
M
|∇L−1(ft,r − 1)|2dµ = −Eν
∫
M
{
L−1(ft,r − 1)
} · L{L−1(ft,r − 1)}dµ
=
∫
M
{
(−L)−1(ft,r − 1)
}
(ft,r − 1)dµ =
∫ ∞
0
ds
∫
M
(ft,r − 1)Ps(ft,r − 1)dµ
=
∫ ∞
0
ds
∫
M
∣∣P s
2
ft,r − 1
∣∣2dµ.
(2.21)
By (2.14), Psφi = e
−λisφi and µ(φiφj) = 1i=j, we obtain
(2.22) t
∫
M
|P s
2
ft,r − 1|2dµ =
∞∑
i=1
e−λi(2r+s)|ψi(t)|2.
Combining this with (2.21) we get
(2.23) Ξr(t) =
∞∑
i=1
|ψi(t)|2
λie2λir
, t, r > 0.
Moreover, the Markov property and Psφi = e
−λisφi imply
E
ν(φi(Xs2)|Fs1) = Ps2−s1φi(Xs1) = e−λi(s2−s1)φi(Xs1), s2 ≥ s1 ≥ 0,
so that
E
ν |ψi(t)|2 = 1
t
E
ν
∣∣∣∣
∫ t
0
φi(Xs)ds
∣∣∣∣
2
=
2
t
∫ t
0
ds1
∫ t
s1
E
ν
[
φi(Xs1)φi(Xs2)
]
ds2
=
2
t
∫ t
0
E
ν |φi(Xs1)|2ds1
∫ t
s1
e−λi(s2−s1)ds2 =
2
λit
∫ t
0
ν(Psφ
2
i )(1− e−λi(t−s))ds.
(2.24)
Combining (2.23) and (2.24) gives
E
νΞr(t) =
2
t
∞∑
i=1
e−2rλi
λ2i
∫ t
0
ν(Psφ
2
i )
(
1− e−λi(t−s))ds = I1 + I2,(2.25)
where
(2.26) I1 :=
2
t
∞∑
i=1
∫ t
0
1− e−(t−s1)λi
λ2i e
2rλi
ds1 =
∞∑
i=1
2
λ2i e
2rλi
− 2
t
∞∑
i=1
1− e−λit
λ3i e
2rλi
,
and due to ν(Psφ
2
i ) = µ(hνPsφ
2
i ) = µ(φ
2
iPshν),
(2.27) I2 :=
2
t
∞∑
i=1
∫ t
0
1− e−(t−s)λi
λ2i e
2rλi
µ(φ2iPshν − 1)ds.
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Since µ(φ2i ) = 1, by (2.16) we find a constant c1 > 0 such that
|µ(φ2iPshν − 1)| = |µ((Pshν − 1)φ2i )| ≤ ‖Ps(hν − 1)‖∞ ≤ c1e−λ1s‖hν‖∞, s ≥ 0.
Thus, there exists a constant c2 > 0 such that
|I2| ≤ c2
t
‖hν‖∞
∞∑
i=1
1
λ2i e
2rλi
<∞.
Combining this with (2.25) and (2.26), and noting that t ≥ 1 and ‖hν‖∞ ≥ 1, we prove
(2.19) for some constant c > 0.
Next, when ν = δx (2.25) becomes
(2.28) EνΞr(t) ≤ I1 + I2(x),
where I1 is in (2.26), and due to µ(φ
2
i ) = 1 and Pr/2φi = e
−rλi/2φi,
I2(x) :=
2
t
∞∑
i=1
∫ t
0
1− e−(t−s)λi
λ2i e
2rλi
Ps
{
φ2i (x)− 1
}
ds
≤ 2
t
∞∑
i=1
∫ t
0
1
λ2i e
rλi
∣∣Ps(Pr/2φi)2(x)− µ((Pr/2φi)2)∣∣ds.
By (2.16) and noting that ‖Psφi‖∞ ≤ ‖Ps‖2→∞, we find a constant c3 > 0 such that
sup
x∈M
I2(x) ≤ c3
t
∞∑
i=1
∫ t
0
1
λ2i e
rλi
‖(Pr/2φi)2‖∞e−λ1sds
≤ c3‖Pr/2‖
2
2→∞
t
∞∑
i=1
1
λ2i e
rλi
∫ t
0
e−λ1sds
≤ c3‖Pr/2‖
2
2→∞
λ1t
∞∑
i=1
1
λ2i e
rλi
.
Combining this with (2.28) and (2.26), we prove (2.20) for some constant c > 0.
The following lemma is similar to [27, Proposition 2.6], which ensures that M (1, ft,r)→ 1
as t→∞.
Lemma 2.5. Assume (A1). Let ‖ft,r − 1‖∞ = supy∈M |ft,r(y) − 1|. Then there exists a
function c : N× (0,∞)→ (0,∞) such that
sup
x∈M
E
x
[‖ft,r − 1‖2k∞] ≤ c(k, r)t−k, t ≥ 1, r > 0, k ∈ N.
Proof. For fixed r > 0 and y ∈M , let f = pr(·, y)− 1. For any k ∈ N, consider
Ik(s) := E
ν
∣∣∣∣
∫ s
0
f(Xt)dt
∣∣∣∣
2k
= (2k)!Eν
∫
∆k(s)
f(Xs1) · · ·f(Xs2k)ds1 · · ·ds2k, s > 0,
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where ∆k(s) :=
{
(s1, · · · , s2k) ∈ [0, s] : 0 ≤ s1 ≤ s2 ≤ · · · ≤ s2k ≤ s
}
. By the Markov
property, we have
E
ν
(
f(Xs2k)
∣∣Xt, t ≤ s2k−1) = (Ps2k−s2k−1f)(Xs2k−1).
So, letting g(r1, r2) = (fPr2−r1f)(Xr1) for r2 ≥ r1 ≥ 0, we obtain
Ik(s) = (2k)!E
ν
[ ∫ s
0
f(Xs1)ds1
∫ s
s1
f(Xs2)ds2 · · ·
∫ s
s2k−2
ds2k−1
∫ s
s2k−1
g(s2k−1, s2k)ds2k
]
.
By the Fubini formula, we may rewrite Ik(s) as
Ik(s) = (2k)!E
ν
[ ∫
∆1(s)
g(r1, r2)dr1dr2
∫
∆k−1(r1)
f(Xs1) · · · f(Xs2k−2)ds1 · · ·ds2k−2
]
=
(2k)!
(2k − 2)!
∫
∆1(s)
E
ν
[
g(r1, r2)
∣∣∣∣
∫ r1
0
f(Xr)dr
∣∣∣∣
2k−2]
dr1dr2.
Using Ho¨lder’s inequality, we derive
Ik(s) ≤ 2k(2k − 1)
∫
∆1(s)
(
E
ν |g(r1, r2)|k
) 1
k
(
E
ν
∣∣∣∣
∫ r1
0
f(Xr)dr
∣∣∣∣
2k)k−1
k
dr1dr2
≤ 2k(2k − 1)
(
sup
u∈[0,s]
Ik(u)
)k−1
k
∫
∆1(s)
(
E
ν |g(r1, r2)|k
) 1
kdr1dr2.
Thus,
sup
s∈[0,t]
Ik(s) ≤ 2k(2k − 1)
(
sup
s∈[0,t]
Ik(s)
)k−1
k
∫
∆1(t)
(
E
ν |g(r1, r2)|k
) 1
kdr1dr2, t > 0.
Since Ik(t) ≤ (‖f‖∞t)2k <∞, this implies
(2.29) Ik(t) ≤ sup
s∈[0,t]
Ik(s) ≤ {2k(2k − 1)}k
(∫
∆1(t)
(
E
ν |g(r1, r2)|k
) 1
kdr1dr2
)k
.
Recalling that g(r1, r2) = (fPr2−r1f)(Xr1) and
‖f‖∞ = ‖pr(·, y)− 1‖∞ ≤ 2‖Pr‖1→∞ <∞,
by (2.16) we obtain
|g(r1, r2)|k ≤ ‖fPr2−r1f‖k∞ ≤ ce−λ1(r2−r1)k‖f‖2k∞ ≤ c‖Pr‖2k1→∞e−λ1(r2−r1)k
for some constant c > 0. Thus,(∫
∆1(t)
(
E
x|g(r1, r2)|k
) 1
kdr1dr2
)k
13
≤
(∫ t
0
dr1
∫ t
r1
c‖Pr‖21→∞e−λ1(r2−r1)dr2
)k
≤ (cλ−11 ‖Pr‖21→∞t)k, t ≥ 1, r > 0, k ∈ N.
This and (2.29) yield
(2.30) sup
x,y∈M
E
x
[|ft,r(y)− 1|2k] = t−2kIk(t) ≤ c(k, r)‖Pr‖2k1→∞t−k, t ≥ 1, r > 0
for all k ∈ N and some constant c(k) > 0.
Finally, noting that ft,r = Pr/2ft,r/2, we deduce from (2.30) that
sup
x∈M
E
x
[‖ft,r − 1‖2k∞] = sup
x∈M
E
x
[‖P r
2
(ft, r
2
− 1)‖2k∞
]
≤ ‖P r
2
‖2k2k→∞ sup
x∈M
E
x
[
µ(|ft, r
2
− 1|2k)] ≤ c(k)‖P r
2
‖4k1→∞t−k, t ≥ 1, r > 0.
This finishes the proof.
We are now ready to prove the upper bound estimate (2.4) in Theorem 2.1.
Proposition 2.6. The assumption (A1) implies (2.4).
Proof. (a) Proof of (2.4). By (2.13), (2.12) and µ(φ2i ) = 1, we have
∞∑
i=1
1
λ2i e
2rλi
≤ 1
λ21
∞∑
i=1
e−2rλi =
1
λ21
∫
M
(
p2r(x, x)− 1
)
µ(dx) ≤ ‖P2r‖1→∞
λ21
<∞.
So, it remains to prove the first inequality in (2.4).
For any η ∈ (0, 1), consider the event
(2.31) Aη =
{
‖ft,r − 1‖∞ ≤ η
}
.
Noting that ft,r(y) ≥ 1− η implies
M (1, ft,r(y)) ≥
√
ft,r(y) ≥
√
1− η,
we deduce from Lemma 2.3 and (2.20) that for some constant c(r) > 0,
t sup
x∈M
E
x[1AηW2(µt,r, µ)
2] ≤ sup
x∈M
E
x
{
Ξr(t)√
1− η
}
≤ 1√
1− η
∞∑
i=1
2
λ2i e
2λir
(
1 +
c(r)
t
)
, t > 0, η ∈ (0, 1).
So,
t sup
x∈M
E
x[W2(µt,r, µ)
2] ≤ 1√
1− η
∞∑
i=1
2
λ2i e
2λir
(
1 +
c(r)
t
)
+ t sup
x∈M
E
x
[
1AcηW2(µt,r, µ)
2
]
≤ 1 + c(r)t
−1
√
1− η
∞∑
i=1
2
λ2i e
2λir
+ t sup
x∈M
√
Px(Acη)E
x[W2(µt,r, µ)4], t, η ∈ (0, 1).
(2.32)
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By Jensen’s inequality and (2.3), we obtain
E
x
W2(µt,r, µ)
4 ≤ Ex
(∫
M×M
ρ(z, y)2µt,r(dz)µ(dy)
)2
≤ Ex
∫
M×M
ρ(z, y)4µt,r(dz)µ(dy) ≤ 1
t
∫ t
0
E
xµ
(
ρ(Xr+s, ·)4
)
ds
≤ 1
t
∫ t
0
‖Ps+r‖1→∞(µ× µ)(ρ4)ds ≤ ‖Pr‖1→∞(µ× µ)(ρ4) <∞.
(2.33)
Moreover, Lemma 2.5 implies
(2.34) sup
x∈M
P
x(Acη) ≤ η−2kc(k, r)t−k, t ≥ 1, k ∈ N, η ∈ (0, 1)
for some constant c(k, r) > 0. By taking k = 4 in (2.34) and applying (2.32) and (2.33), we
conclude that
lim sup
t→∞
{
t sup
x∈M
E
x[W2(µt,r, µ)
2]
} ≤ 1√
1− η
∞∑
i=1
2
λ2i e
2rλi
, η ∈ (0, 1).
By letting η ↓ 0, we derive (2.4).
2.2 Lower bound estimate
Due to (2.4), (2.5) follows from the lower bound estimate
(2.35) lim inf
t→∞
{
t inf
x∈M
E
x
W2(µt,r, µ)
2
}
≥
∞∑
i=1
2
λ2i e
2rλi
, r > 0.
To estimate W2(µt,r, µ) from below, we use the fact that
1
2
W2(µt,r, µ)
2 ≥ µt,r(φ1)− µ(φ0), (φ0, φ1) ∈ C ,
C :=
{
(φ0, φ1) : φ0, φ1 ∈ Cb(M), φ1(x)− φ0(y) ≤ 1
2
ρ(x, y)2 for x, y ∈M
}
.
(2.36)
We will construct the pair (φ0, φ1) by using the idea of [5], where compact M without
boundary has been considered. To realize the idea in the present more general setting, we
need the following result on gradient estimate which is implied by [33, Corollary 1.2] for
Z = ∇V .
Lemma 2.7 ([33]). If there exists φ ∈ C2b (M) such that inf φ = 1, |∇φ| · |∇V | is bounded,
∇φ ‖ N(i.e. ∇φ is parallel to N) and I ≥ −N logφ hold on ∂M , and
RicV − 1
2
φ2Lφ−2 ≥ −Kφ
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holds for some constant Kφ ≥ 0. Then
|∇Ptf |2 ≤ e
2Kφt
φ2
Pt(φ|∇f |)2, t ≥ 0, f ∈ C1b (M),
|∇Ptf |2 ≤ ‖φ‖∞Kφ
e2Kφt − 1
{
Pt(f
2)− (Ptf)2
}
, t > 0, f ∈ Bb(M),
Pt(f
2) ≤ (Ptf)2 + ‖φ‖
2
∞(e
2Kφt − 1)
Kφ
Pt|∇f |2, t > 0, f ∈ C1b (M).
As a consequence of Lemma 2.7, we have the following result.
Lemma 2.8. Assume (A2). There exists a constant κ > 0 such that
(2.37) |∇Ptf |2 ≤
(
1 + κ
√
t
)
Pt|∇f |2, t ∈ [0, 1], f ∈ C1b (M),
(2.38) |∇Ptf |2 ≤ κ
t
Pt(f
2), t ∈ (0, 1], f ∈ Bb(M),
(2.39) Pt(f
2) ≤ (Ptf)2 + κtPt|∇f |2, t ∈ (0, 1], f ∈ C1b (M).
Consequently,
(2.40) Pte
4f ≤ 8(Ptef )4, t ∈ (0, 1], ‖∇f‖2∞ ≤
1
8κt
.
Proof. Let RicV ≥ −K for some constant K ≥ 0. If ∂M is empty or convex, we may take
φ = 1 and Kφ = K in Lemma 2.7. Then (2.37)-(2.39) follow from estimates in Lemma 2.7.
If ∂M 6= ∅ and there exists a compact set D such that ∂M is convex outside D, we make
use of Lemma 2.7. To this end, we construct a function g ∈ C∞0 (M) such that 0 ≤ g ≤ 1,
Ng|∂M = 0, and g = 1 on the compact set D. Let D′ be the support of g. Since the distance
ρ∂ to the boundary is smooth in a neighborhood of ∂M , we may take a constant r0 ∈ (0, 1)
such that ρ∂ is smooth on D
′ ∩ ∂r0M , where ∂r0M := {ρ∂ ≤ r0} ⊂ M . Moreover, since I∂M
is nonnegative on ∂M \ D, there exists a constant κ > 0 such that I∂M ≥ −κ. We choose
h ∈ C∞([0,∞)) such that h is increasing, h(r) = r for r ∈ [0, r0
2
] and h(r) = h(r0) for r ≥ r0.
For any ε ∈ (0, 1), take
φ = 1 + κεgh(ε−1ρ∂).
It is easy to see that inf φ = 1,∇φ ‖ N and I ≥ −N log φ hold on ∂M as required by Lemma
2.7. Next, since φ ≥ 1 and ∇φ = 0 outside the compact set D′, there exists a constant
c1 > 0 such that
1
2
sup
M
{φ2Lφ−2} = sup
D′
{3φ−2|∇φ|2 − φ−1Lφ} ≤ c1ε−1, ε ∈ (0, 1).
Combining this with (2.1), we obtain
RicV − 1
2
φ2Lφ−2 ≥ −K − c1ε−1 ≥ −c2ε−1, ε ∈ (0, 1)
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for some constant c2 > 0. Then the second and third estimates follow from (2.38) and (2.39),
while (2.37) implies
|∇Ptf |2 ≤ e
2c2ε−1t
φ2
Pt(φ|∇f |)2 ≤ e2c2ε−1t‖φ‖2∞Pt|∇f |2
≤ e2c2ε−1t(1 + κ‖h‖∞ε)2Pt|∇f |2, t, ε ∈ (0, 1).
Taking ε =
√
t, we prove the first estimate for some constant c > 0.
It remains to prove (2.40). By (2.39), we have
Pte
2f ≤ (Ptef)2 + κtPt(|∇f |2e2f ) ≤ (Ptef )2 + κt‖∇f‖2∞Pt(e2f).
This implies
Pte
2f ≤ 2(Ptef )2, if ‖∇f‖2∞ ≤
1
2κt
.
Using 2f replacing f we obtain
Pte
4f ≤ 2(Pte2f)2, if ‖∇f‖2∞ ≤
1
8κt
.
Therefore, (2.40) holds.
We are now ready to present the following key lemma for the lower bound estimate of
W2(µt,r, µ).
Lemma 2.9. Assume (A1) and (A2). For any f ∈ C2b (M) with ‖∇f‖∞ + ‖Lf‖∞ < ∞
and Nf |∂M = 0 if ∂M 6= ∅, let φσt = −σ logPσt
2
e−σ
−1f , t ∈ [0, 1], σ > 0. Then φσt ∈ C2(M)
and
(1) φσ0 = f, ‖φσt ‖∞ ≤ ‖f‖∞, and ∂tφσt = σ2Lφσt − 12 |∇φσt |2, t > 0;
(2) There exist constants c, γ > 0 such that for any σ, t ∈ (0, 1], when ‖∇f‖2∞ ≤ γσ we
have
φσ1(y)− φσ0 (x) ≤
1
2
{
ρ(x, y)2 + σ‖(Lf)+‖∞ + cσ 12‖∇f‖2∞
}
,∫
M
(φσ0 − φσ1 )dµ ≤
1
2
∫
M
|∇f |2dµ+ cσ−1‖∇f‖4∞.
Proof. (1) The first assertion follows from standard calculations. Indeed, by the chain rule
and the heat equation ∂tPtg = LPtg for t > 0 and g ∈ Cb(M), we have
∂tφ
σ
t = −
σ2LP tσ
2
e−σ
−1f
2P tσ
2
e−σ−1f
=
σ
2
Lφσt −
1
2
|∇φσt |2.
(2) Let σ, t ∈ (0, 1] and ‖∇f‖2∞ ≤ γσ for γ = 14κ , where κ > 0 is in Lemma 2.8. Then
‖σ−1∇f‖2∞ ≤ 14κσ ≤ 18κt′ for t′ = tσ2 , so that (2.40) holds for (t′,−σ−1f) replacing (t, f). This
implies
(2.41) P tσ
2
e−4σ
−1f ≤ 8(P tσ
2
e−σ
−1f)4.
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Combining with (2.37) gives
(2.42) |∇φσt |2 =
|∇P tσ
2
e−σ
−1f |2
(P tσ
2
e−σ−1f )2
≤
(1 + κ)P tσ
2
(|∇f |2e−2σ−1f)
(P tσ
2
e−σ−1f )2
≤ c‖∇f‖2∞
for some constant c > 0.
Next, by (2.1) in [29], for g ∈ C1b (M),
(2.43) |∇Ptg|(x) ≤ Ex
[|∇g|(Xt)eKt+δlt], x ∈M, t > 0,
where K ≥ 0 is the constant such that RicV ≥ −K holds on M , δ > 0 is the constant such
that I∂M ≥ −δ and lt is the local time of the L-process on the boundary ∂M . Combining
this with (2.41),
LP tσ
2
e−σ
−1f = P tσ
2
Le−σ
−1f = −1
σ
P tσ
2
(e−σ
−1fLf) +
1
σ2
P tσ
2
(|∇f |2e−σ−1f),
and applying Ho¨lder’s inequality, we find a constant c0 > 0 such that
Lφσt = −
σLP tσ
2
e−σ
−1f
P tσ
2
e−σ−1f
+
σ|∇P tσ
2
e−σ
−1f |2
(P tσ
2
e−σ−1f)2
≤ ‖(Lf)+‖∞ −
P tσ
2
(|∇f |2e−σ−1f)
σP tσ
2
e−σ−1f
+
(
E
[
(e−σ
−1f |∇f |)(X tσ
2
)e
Ktσ
2
+δl tσ
2
])2
σ(P tσ
2
e−σ−1f)2
≤ ‖(Lf)+‖∞ −
P tσ
2
(|∇f |2e−σ−1f)
σP tσ
2
e−σ−1f
+
P tσ
2
(|∇f |2e−σ−1f)E[e−σ−1f(X tσ2 )+Ktσ+2δl tσ2 ]
σ(P tσ
2
e−σ−1f)2
= ‖(Lf)+‖∞ +
P tσ
2
(|∇f |2e−σ−1f )E[e−σ−1f(X tσ2 )(eKtσ+2δl tσ2 − 1)]
σ(P tσ
2
e−σ−1f )2
≤ ‖(Lf)+‖∞ + c0σ−1‖∇f‖2∞
(
E
[
(e
Ktσ+2δl tσ
2 − 1) 43 ]) 34 .
(2.44)
By the proof of Lemma 2.1 in [29], for any λ > 0 there exists a constant c > 0 such that
Eeλlt ≤ c(λ), t ∈ (0, 1].
Moreover, by Lemma 2.2 in [31], there exists a constant c1 > 0 such that
El2t ≤ c1t, t ∈ (0, 1].
Combining these facts, we find a constant c = c(K, δ) > 0 such that
E
[
(e
Ktσ+2δl tσ
2 − 1) 43 ] ≤ E[(Ktσ + 2δl tσ
2
)
4
3 e
4
3
Ktσ+ 8
3
δl tσ
2
]
≤
(
E[(Ktσ + 2δl tσ
2
)2]
) 2
3
(
Ee
4Ktσ+8δl tσ
2
) 1
3 ≤ cσ 23 , σ, t ∈ (0, 1].
(2.45)
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It then follows from (2.44) and (2.45) that
(2.46) Lφσt ≤ ‖(Lf)+‖∞ + c2σ−
1
2‖∇f‖2∞, σ, t ∈ (0, 1], ‖∇f‖2∞ ≤ γσ
holds for some constant c2 > 0.
Now, for any two points x, y ∈ M , let γ : [0, 1]→ M be the minimal geodesic from x to
y, so that |γ˙t| = ρ(x, y). By (1) and (2.46), we derive
d
dt
φσt (γt) = (∂tφ
σ
t )(γt) + 〈∇φσt (γt), γ˙t〉
= −1
2
|∇φσt (γt)|2 +
σ
2
Lφσt (γt) + 〈∇φσt (γt), γ˙t〉
≤ 1
2
|γ˙t|2 + σ
2
‖(Lf)+‖∞ + c
√
σ‖∇f‖2∞
=
1
2
ρ(x, y)2 +
σ
2
‖(Lf)+‖∞ + c
√
σ‖∇f‖2∞, σ, t ∈ [0, 1], ‖∇f‖2∞ ≤ γσ
for some constant c > 0. Integrating over t ∈ [0, 1] and noting that φσ0 (x) = f(x), we derive
the first inequality in (2).
On the other hand, since φσt ∈ C2(M) with Nφσt |∂M = 0 and bounded |∇φσt |+ |Lφσt |, we
have µ(Lφσt ) = 0 so that assertion (1) yields
µ(f − φσ1) =
∫
M
(φσ0 − φσ1 )dµ = −
∫
M
dµ
∫ 1
0
(∂tφ
σ
t )dt
=
∫ t
0
dt
∫
M
{1
2
|∇φσt |2 −
σ
2
Lφσt
}
dµ =
1
2
∫ 1
0
µ(|∇φσt |2)dt.
(2.47)
Since φσ ∈ C2((0,∞)×M) with Nφσs |∂M = 0 for s > 0, we have
N∂sφ
σ
s |∂M = ∂sNφσs |∂M = 0.
Combining this with assertion (1) and applying the integration by parts formula, we obtain
d
ds
µ(|∇φσs |2) = −
d
ds
∫
M
φσsLφ
σ
sdµ = −
∫
M
(Lφσs )∂sφ
σ
sdµ−
∫
M
φσsL(∂sφ
σ
s )dµ
= −2
∫
M
(Lφσs )∂sφ
σ
s dµ = −2
∫
M
(Lφσs )
(σ
2
Lφσs −
1
2
|∇φσs |2
)
dµ, s > 0.
This and (2.42) imply
µ(|∇φσt |2)− µ(|∇f |2) =
∫ t
0
{ d
ds
µ(|∇φσs |2)
}
ds
= −2
∫ t
0
ds
∫
M
(Lφσs )
(σ
2
Lφσs −
1
2
|∇φσs |2
)
dµ
≤ 1
4σ
∫ t
0
µ(|∇φσs |4)ds ≤ cσ−1‖∇f‖4∞, σ, t ∈ [0, 1], ‖∇f‖2∞ ≤ γσ
(2.48)
for some constant c > 0. Substituting this into (2.47), we prove the second estimate in
assertion (2).
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We are now ready to prove the estimate (2.35).
Proposition 2.10. Assumptions (A1) and (A2) imply (2.35).
Proof. Let f = L−1(ft,r − 1), and denote
C1(f, σ) := σ
−1‖∇f‖4∞,
C2(f, σ) := σ‖ft,r − 1‖∞ + cσ 12‖∇f‖2∞,
where c > 0 is the constant in Lemma 2.9(2). Then
(2.49) ‖Lf‖∞ = ‖ft,r − 1‖∞,
and by (2.16) there exists a constant c1 > 0 such that
(2.50) ‖f‖∞ ≤
∫ ∞
0
‖Ps(ft,r − 1)‖∞ds ≤ c1‖ft,r − 1‖∞
∫ ∞
0
e−λ1sds =
c1
λ1
‖ft,r − 1‖∞.
Moreover, by Lemma 2.8, there exists a constant c0 > 0 such that
(2.51) ‖∇Ptg‖∞ ≤ c0(1 + t− 12 )‖g‖∞, t > 0, g ∈ Bb(M).
Combining this with (2.16) implied by (A1), we find constants c2, c3, c4 > 0 such that
‖∇f‖∞ = ‖∇L−1(ft,r − 1)‖∞ ≤
∫ ∞
0
‖∇Ps(ft,r − 1)‖∞ds,
≤ c2
∫ ∞
0
(1 + s−
1
2 )‖P s
2
(ft,r − 1)‖∞ds
≤ c3‖ft,r − 1‖∞
∫ ∞
0
(1 + s−
1
2 )e−λ1s/2ds ≤ c4‖ft,r − 1‖∞.
(2.52)
Let Bσ := {‖ft,r − 1‖∞ ≤ σ 23}. By (2.52), there exists a constant σ0 ∈ (0, 1] such that
Bσ ⊂ {‖∇f‖2∞ ≤ γσ} holds for σ ≤ σ0. So, we deduce from (2.49), (2.50) and (2.52) that
(2.53) C1(f, σ)1Bσ ≤ c5σ
5
3 , C2(f, σ)1Bσ ≤ c5σ
5
3 , σ ∈ (0, σ0]
holds for some constant c5 > 0.
On the other hand, it is easy to see that f satisfies the Neumann boundary condition, so
that by (2.49) and (2.52), Lemma 2.9 applies. By Lemma 2.9(2), the integration by parts
formula and noting that f = L−1(ft,r − 1), we obtain that on the event Bσ,
C2(f, σ) +
1
2
W2(µt,r, µ)
2 ≥
∫
M
φσ1dµ−
∫
M
fdµt,r
=
∫
M
(φσ1 − f)dµ−
∫
M
f(ft,r − 1)dµ
≥ −1
2
∫
M
|∇L−1(ft,r − 1)|2dµ−
∫
M
(ft,r − 1)L−1(ft,r − 1)dµ− C1(f, σ)
=
1
2
∫
M
|∇L−1(ft,r − 1)|2dµ− C1(f, σ), σ ∈ (0, σ0].
(2.54)
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Since W2(µt,r, µ)
2 ≥ 0, we deduce from this, (2.49) and (2.52) that on the event Bσ,
1
2
W2(µt,r, µ)
2 ≥ 1
2
∫
M
|∇L−1(ft,r − 1)|2dµ− C1(f, σ)− C2(f, σ).
This and (2.53) yield
t
2
inf
x∈M
E
x[W2(µt,r, µ)
2] ≥ t
2
inf
x∈M
E
x[W2(µt,r, µ)
21Bσ ]
≥1
2
inf
x∈M
E
x
[
1BσΞr(t)
]
− c6σ 53 t
≥ 1
2
inf
x∈M
E
x[Ξr(t)]− I − c6σ 53 t, σ ∈ (0, σ0]
(2.55)
for some constant c6 > 0, where, by (2.52), Lemma 2.5 and noting that ‖ft,r − 1‖∞ ≤
‖Pr‖1→∞ <∞,
I := t sup
x∈M
E
x
[
1Bcσµ
(|∇L−1(ft,r − 1)|2)]
≤ c23‖Pr‖21→∞t sup
x∈M
P
x(Bcσ) ≤ σ−
4k
3 c(k, r)t1−k, k ∈ N, r > 0,(2.56)
where c(k, r) > 0 is a constant depending on k, r. Now, let σ = t−α for some α ∈ (3
5
, 3
4
) and
take k ≥ 1 such that k(1− 4α
3
) > 1. Then we derive from (2.55) and (2.56) that
1
2
lim inf
t→∞
{
t inf
x∈M
E
x[W2(µt,r, µ)
2]
}
≥ 1
2
lim inf
t→∞
inf
x∈M
E
x
[
Ξr(t)
]
.
Combining this with (2.20), we prove (2.35).
2.3 Proofs of Theorem 2.1 and Corollary 2.2
Since (2.4) and (2.5) in Theorem 2.1 follow from Proposition 2.6 and Proposition 2.10, below
we only prove (2.6) and Corollary 2.2. To this end, we first present the following two lemmas.
Lemma 2.11. Assume (A1). Then for any r > 0, Ξr(·) in (2.18) satisfies
(2.57) lim
t→∞
sup
‖hν‖∞≤C
∣∣Pν(Ξr(t) < a)− νr((−∞, a))∣∣ = 0, a ∈ R, C > 0.
If M is compact and d ≤ 3, then for any rt ↓ 0 as t ↑ ∞,
(2.58) lim
t→∞
sup
‖hν‖∞≤C
∣∣Pν(Ξrt(t) < a)− ν0((−∞, a))∣∣ = 0, a ∈ R, C > 0.
Proof. By (2.23) and (2.24) we have
(2.59) Ξr(t) =
∞∑
k=1
∫ ∞
0
e−λk(2r+s)|ψk(t)|2ds =
∞∑
k=1
|ψk(t)|2
λke2λkr
, t > 0.
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For any n ≥ 1, consider the n-dimensional process
Ψn(t) := (ψ1(t), · · · , ψn(t)), t > 0.
For any α ∈ Rn, we have
〈Ψ(n)n , α〉 =
1√
t
∫ t
0
( n∑
k=1
αkφk(Xs)
)
ds.
By [35, Theorem 2.4′], when t→∞, the law of 〈Ψn(t), α〉 under Pν converges weakly to the
Gaussian distribution N(0, σn,α) uniformly in ν with ‖hν‖∞ ≤ C, where, due to (2.24) with
ν = µ and µ(Psφ
2
i ) = µ(φ
2
i ) = 1, the variance is given by
σn,α := lim
t→∞
E
µ〈Ψn(t), α〉2
= lim
t→∞
2
t
n∑
k=1
α2k
∫ t
0
ds1
∫ t
s1
e−λk(s2−s1)ds2 =
n∑
k=1
2α2k
λk
.
Thus, uniformly in ν with ‖hν‖∞ ≤ C,
lim
t→∞
E
νei〈Ψn(t),α〉 =
∫
Rn
ei〈x,α〉
n∏
k=1
N(0, 2λ−1k )(dxk), α ∈ Rn,
so that the distribution of Ψn(t) under P
ν converges weakly to
∏n
k=1N(0, 2λ
−1
k ). Therefore,
letting
(2.60) Ξ(n)r (t) :=
n∑
k=1
|ψk(t)|2
λ2ke
2λkr
, Ξ(n)r :=
n∑
k=1
2ξ2k
λ2ke
2λkr
,
we derive
(2.61) lim
t→∞
sup
‖hν‖∞≤C
∣∣Pν(Ξ(n)r (t) < a)− P(Ξ(n)r < a)∣∣ = 0, a ∈ R.
On the other hand, (2.23), (2.24) and (2.60) imply
sup
‖hν‖∞≤C
E
ν |Ξr(t)− Ξ(n)r (t)|
=
2
t
sup
‖hν‖∞≤C
∞∑
k=n+1
e−2λkr
λ2k
∫ t
0
ν(Psφ
2
k)(1− e−λk(t−s))ds ≤ Cεn,
where εn := 2
∑∞
k=n+1
2
λ2ke
2λkr
→ 0 as n → ∞. Combining this with (2.61) we see that for
any a ∈ R and ε > 0,
lim sup
t→∞
sup
‖hν‖∞≤C
∣∣Pν(Ξr(t) < a)− P(Ξr < a)∣∣
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≤ lim sup
t→∞
sup
‖hν‖∞≤C
{∣∣Pν(Ξ(n)r (t) < a− ε)− P(Ξ(n)r < a− ε)∣∣
+
∣∣Pν(Ξ(n)r (t) < a− ε)− Pν(Ξr(t) < a)∣∣}+ ∣∣P(Ξ(n)r < a− ε)− P(Ξr < a)∣∣
≤ lim sup
t→∞
sup
‖hν‖∞≤C
{
P
ν(|Ξr(t)− Ξ(n)r (t)| ≥ ε) + Pν(a− ε ≤ Ξ(n)r (t) < a)
}
+ P(|Ξr − Ξ(n)r | ≥ ε) + P(a− ε ≤ Ξ(n)r < a)
≤ (1 + C)εn
ε
+ 2P(a− ε ≤ Ξ(n)r < a), ε > 0, n ≥ 1.
Letting first n ↑ ∞ then ε ↓ 0, we prove (2.57).
(2) Next, let M be compact with d ≤ 3. We have ∑∞k=1 2λ2k < ∞, so that the proof in
(1) applies to r = 0 or r = rt with rt ↓ 0 as t ↑ ∞, where Ξ0(t) :=
∑∞
k=1 λ
−1
k |ψk(t)|2,Ξ0 :=
2
∑∞
k=1 λ
−2
k ξ
2
k. Then (2.58) holds.
Lemma 2.12. Assume (A1). For any 0 < ε < t, let
µεt,r =
1
t− ε
∫ t
ε
Pr(Xs, ·)ds, r ≥ 0,
where Pr(Xs, ·) := δXs for r = 0. Let D be the diameter of M . Then
|tW2(µt,r, µ)2 − (t− ε)W2(µεt,r, µ)2|
≤ 3c(r)√ε+√ε(t− ε)W2(µεt,r, µ)2, r ≥ 0, t > ε, ε ∈ (0, 1)
holds for c(r) := min
{‖pr‖2∞(µ× µ)(ρ2), D2}, which is finite if either r > 0 or D <∞.
Proof. It is easy to see that the measure
pi(dx, dy) :=
(
1
t
∫ t
ε
Pr(Xs, dx)ds
)
δx(dy) +
(
1
t(t− ε)
∫ t
ε
Pr(Xs, dx)ds
)∫ ε
0
Pr(Xs, dy)ds
is a coupling of µεt,r and µt. So,
tW2(µ
ε
t,r, µt,r)
2 ≤ t
∫
M×M
ρ(x, y)2pi(dx, dy)
=
1
t− ε
∫ t
ε
ds1
∫ ε
0
ds2
∫
M×M
ρ(x, y)2pr(Xs1, x)pr(Xs2, y)µ(dx)µ(dy) ≤ c(r)ε.
On the other hand,
W2(µ
ε
t,r, µ)
2 ≤
∫
M×M
ρ(x, y)2µεt,r(dx)µ(dy) ≤ c(r), r ≥ 0.
Therefore,
|tW2(µt,r, µ)2 − (t− ε)W2(µεt,r, µ)2|
23
≤ εW2(µt,r, µ)2 + (t− ε)
{|W2(µt,r, µ)−W2(µεt,r, µ)|2 + 2|W2(µt,r, µ)−W2(µεt,r, µ)|W2(µεt,r, µ)}
≤ εW2(µt,r, µ)2 + (1 + ε− 12 )(t− ε)|W2(µt,r, µ)−W2(µεt,r, µ)|2 + ε
1
2 (t− ε)W2(µεt,r, µ)2
≤ 3c(r)√ε+√ε (t− ε)W2(µεt,r, µ)2, t > ε, ε ∈ (0, 1).
Proof of (2.6). (a) We first prove for ν with ‖hν‖∞ ≤ C. Take σ = t− 23 . By (2.53) and
(2.54), we find a constant c1 > 0 such that for large enough t ≥ 1, it holds on the event
Bσ := {‖ft,r − 1‖∞ ≤ σ 23} that
(2.62) tW2(µt,r, µ)
2 ≥ Ξr(t)− c1tσ 53 = Ξr(t)− c1t− 19 .
Moreover, Lemma 2.5 with k = 1 implies
(2.63) lim
t→∞
sup
x∈M
P
x(Bcσ) ≤ c(1, r) lim
t→∞
σ−
4
3 t−1 = c(1, r) lim
t→∞
t−
1
9 = 0.
It follows from (2.62) and (2.63) that
(2.64) lim
t→∞
sup
x∈M
P
x
(
tW2(µt,r, µ)
2 ≤ (1− ε)Ξr(t)− ε
) ≤ lim
t→∞
sup
x∈M
P
x(Bcσ) = 0.
On the other hand, since M (r, 1) → 1 as r → 1, (2.63) implies that M (ft,r, 1) → 1 in Px
uniformly in x ∈M , so that (2.17) implies
lim
t→∞
sup
x∈M
P
x
(
tW2(µt,r, µ)
2 ≥ (1 + ε)Ξr(t) + ε
)
= 0, ε > 0.
This together with (2.64) and (2.19) yields
(2.65) lim
t→∞
sup
‖hν‖∞≤C
P
ν(|tW2(µt,r, µ)2 − Ξr(t)| ≥ ε) = 0, ε > 0, C > 0.
Combining this with (2.57) we prove
(2.66) lim
t→∞
sup
‖hν‖∞≤C
∣∣Pν(tW2(µt,r, µ)2 < a)− νr((−∞, a))∣∣ = 0, a ∈ R.
(b) We now consider ν = δx. By the Markov property, the law of µ
ε
t,r under P
x coincides
with that of µt−ε,r under Pν with ν(dy) := pε(x, y)µ(dy). Moreover, since supx,y pε(x, y) =
‖Pε‖1→∞ =: c(ε) <∞, (2.66) implies
lim
t→∞
sup
x∈M
∣∣Px((t− ε)W2(µεt,r, µ)2 < a)− νr((−∞, a))∣∣ = 0, a ∈ R.
Combining this with Lemma 2.12, we obtain
lim
t→∞
sup
x∈M
∣∣Px(tW2(µt,r, µ)2 < a)− νr((−∞, a))∣∣
≤ lim
t→∞
sup
x∈M
{∣∣Px(tW2(µεt,r, µ)2 < a + 3c(r)√ε+ δ)− νr((−∞, a+ 3c(r)√ε+ δ))∣∣
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+
∣∣Px(tW2(µεt,r, µ)2 < a− 3c(r)√ε+ δ)− νr((−∞, a− 3c(r)√ε+ δ))∣∣
+ Px
(√
ε(t− ε)W2(µεt,r, µ)2 ≥ δ
)}
+ νr([a− 3c(r)
√
ε+ δ, a+ 3c(r)
√
ε+ δ])
= ν([δε−
1
2 ,∞)) + νr([a− 3c(r)
√
ε+ δ, a + 3c(r)
√
ε+ δ]), ε, δ > 0.
Taking δ = ε
1
4 and letting ε→ 0 we finish the proof.
Proof of Corollary 2.2. Obviously, when d ≤ 3, (2.5) and (1.1) imply assertion (1). Next,
for d = 4, (1.1) implies
(2.67) c′1
∞∑
i=1
i−1e−c
′
2r
√
i ≤
∞∑
i=1
2
λ2i e
2rλi
≤ c1
∞∑
i=1
i−1e−c2r
√
i, r > 0
for some constants c1, c2, c
′
1, c
′
2 > 0. Moreover, there exist constants c3, c4 > 0 such that
∞∑
i=1
i−1e−c2r
√
i ≤ c3
∫ ∞
1
s−1e−
c2r
2
√
sds
= c3
∫ ∞
r2
t−1e−
c2
2
√
tdt ≤ c4 log r−1, r ∈ (0, 1/2),
(2.68)
while for some constants c′3, c
′
4 > 0,
∞∑
i=1
i−1e−c
′
2r
√
i ≥ c′3
∫ ∞
1
s−1e−c
′
2r
√
sds
= c′3
∫ ∞
r2
t−1e−c
′
2
√
tdt ≥ c′4 log r−1, r ∈ (0, 1/2).
(2.69)
Combining this with (2.67), (2.68) and (2.5), we prove the second assertion.
Finally, when d ≥ 5, (1.1) implies that for some constants ci, c′i, i = 1, 2, 3 such that
∞∑
i=1
2
λ2i e
2rλi
≤ c1
∞∑
i=1
i−
4
d e−c2ri
2
d ≤ c1
∫ ∞
0
s−
4
d e−c2rs
2
d ds
= c1
∫ ∞
0
r
4−d
2 t−
4
d e−c2t
2
d dt ≤ c3r 4−d2 , r > 0,
(2.70)
and
∞∑
i=1
2
λ2i e
2rλi
≥ c′1
∞∑
i=1
i−
4
d e−c
′
2ri
2
d ≥ c1
∫ ∞
1
s−
4
d e−c
′
2rs
2
d ds
= c′1
∫ ∞
r
d
2
r
4−d
2 t−
4
d e−c
′
2t
2
d dt ≥ c′3r
4−d
2 , r ∈ (0, 1),
(2.71)
Combining these with (2.5), we prove (3).
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3 Proof of Theorem 1.1
In this section we assume that M is compact. We first present some lemmas which will be
used in the proof.
3.1 Some lemmas
When M is compact, there exist constants κ, λ > 0 such that
(3.1) ‖Pt‖p→q ≤ κ(1 ∧ t)− d2 (p−1−q−1), t > 0, q ≥ p ≥ 1.
In particular, (A1) holds with ‖Pt‖1→∞ ≤ κ(1∧ t)− d2 for some constant κ > 0 and all t > 0,
so that (2.4) follows from Theorem 2.1.
To estimate E[W2(µt, µ)
2] from (2.4), we use the triangle inequality to derive
(3.2) E[W2(µt, µ)
2] ≤ (1 + ε)E[W2(µt,r, µ)2] + (1 + ε−1)E[W2(µt, µt,r)2], ε > 0.
We will show that E[W2(µt, µt,r)
2] ≤ cr holds for some constant c > 0 and all r > 0, which
is known when ∂M is either empty or convex, but is new when ∂M is non-convex, see (3.3)
below. If we could take rt > 0 such that
lim
t→∞
trt = 0, lim sup
t→∞
{
tEW2(µt,rt , µ)
2
} ≤ ∞∑
i=1
2
λ2i
,
we would deduce the desired estimate (3.30) from (3.2). Let us start with the following
estimate of E[W2(µt, µt,r)
2].
Lemma 3.1. Assume that M is compact and let µt,r,ε = (1−ε)µt+εµ, ε ∈ [0, 1]. Then there
exists a constant c > 0 such that
(3.3) Eν [W2(µt, µt,r)
2] ≤ c‖hν‖∞r, ν = hνµ, r ≥ 0,
and for any initial value X0 of the diffusion process,
(3.4) W2(µt,r,ε, µt,r)
2 ≤ cε, t, r > 0, ε ∈ [0, 1].
Proof. Since M is compact, there exists ρ˜ ∈ C∞b (M ×M) and constants α2 ≥ α1 > 0 such
that
α1ρ˜ ≤ ρ ≤ α2ρ˜.
By Itoˆ’s formula, there exist constants c1, c2 > 0 such that
dρ˜(X0, Xr)
2 =
{
Lρ˜(X0, ·)2(Xr)
}
dr + dMr +
{
Nρ˜(X0, ·)2(Xr)
}
dlr
≤ c1dr + dMr + c2dlr,(3.5)
where Mr is a martingale, when ∂M exists N is the inward unit normal vector field of ∂M
and lr is the local time of Xr on ∂M , and D is the diameter of M . If ∂M = ∅, then lr = 0
so that
(3.6) Eν
[
ρ(X0, Xr)
2
] ≤ α22Eν[ρ˜(X0, Xr)2] ≤ c1α22r ≤ c1α22‖hν‖∞r, r ≥ 0.
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When ∂M 6= ∅, (3.5) implies
(3.7) Eν
[
ρ(X0, Xr)
2
] ≤ c1α22r + c2α22Eν lr, r > 0.
Let τ = inf{t ≥ 0 : Xt ∈ ∂M}. We have lr = 0 for r ≤ τ , so that by the Markov property
(3.8) Eν lr = E
ν [1{τ<r}EXτ lr−τ ] ≤ Pν(τ < r) sup
x∈∂M
E
xlr.
By [32, Proposition 4.1] and [6, Lemma 2.3], there exist constants c2, c3, c4 > 0 such that
E
xlr ≤ c2
√
r, x ∈ ∂M,
P
ν(τ < r) ≤
∫
M
e−c2ρ∂(x)
2/rν(dx) ≤ ‖hν‖∞
∫
M
e−c3ρ∂(x)
2/rµ(dx) ≤ c4‖hν‖∞
√
r.
Combining these with (3.8) we derive Eν lr ≤ c2c4‖hν‖∞r for r ≥ 0. Therefore, by (3.7) for
∂M 6= ∅ and (3.6) for ∂M = ∅, we find a constant c > 0 such that in any case
(3.9) Eν
[
ρ(X0, Xr)
2
] ≤ c‖hν‖∞r, r ≥ 0.
It is easy to see that for any t > 0,
pit(dx, dy) :=
(
1
t
∫ t
0
{
pr(x, y)δXs
}
(dx)ds
)
µ(dy) ∈ C (µt, µt,r).
Then
W2(µt,r, µt)
2 ≤
∫
M×M
ρ(x, y)2pit(dx, dy)
=
1
t
∫ t
0
ds
∫
M
pr(Xs, y)ρ(Xs, y)
2µ(dy), r, t > 0.
(3.10)
Letting νs = (Pshν)µ, which is the distribution of Xs provided the law of X0 is ν, by the
Markov property and (3.9), we obtain
E
ν
∫
M
pr(Xs, y)ρ(Xs, y)
2µ(dy) = Eνs
[
ρ(X0, Xr)
2
] ≤ c‖Pshν‖∞r ≤ c‖hν‖∞r, s, r > 0.
Substituting this into (3.10), we prove (3.3).
On the other hand, since µt,r,ε = (1− ε)µt,r + εµ, we have
pi(dx, dy) := (1− ε)µt,r(dx)δx(dy) + εµ(dx)µt,r(dy) ∈ C (µt,r,ε, µt,r),
so that
W2(µt,r,ε, µt,r)
2 ≤
∫
M×M
ρ(x, y)2pi(dx, dy) ≤ εD2.
Therefore, (3.4) holds.
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The following lemmas is used for the estimates of E[W2(µt,r, µ)
2]. Let us start with the
case d ≤ 3.
Lemma 3.2. Assume that M is compact with d ≤ 3. There exists a constant c > 0 such
that for any probability measure ν = hνµ,
(3.11) sup
y∈M
E
ν
[|ft,r(y)− 1|2] ≤ c‖hν‖∞
t
√
r
, t ≥ 1, r ∈ (0, 1],
Proof. We use the notation in the proof of Lemma 2.5. Noting that f = pr(·, y)− 1 and M
is compact, by (2.15) and (3.1) there exists a constant c > 0 such that
E
ν |g(r1, r2)| = ν(Pr1 |fPr2−r1f |) ≤ ‖hν‖∞µ(|fPr2−r1f |)
≤ 2‖hν‖∞‖P r+r2−r1
2
P r2−r1
2
(pr/2(·, y)− 1)‖∞
≤ c‖hν‖∞(r + r2 − r1)− d2 e−
λ1
2
(r2−r1).
So,
(3.12)
∫
∆1(t)
E
ν |g(r1, r2)|dr1dr2 ≤ c‖hν‖∞
∫ t
0
dr1
∫ t
r1
(r + r2 − r1)− d2 e−
λ1
2
(r2−r1)dr2.
Noting that
∫ t
r1
(r + r2 − r1)− d2 e−
λ1
2
(r2−r1)dr2 ≤
∫ ∞
0
(r + s)−
d
2 e−
λ1
2
sds ≤ c′


1, when d = 1;
log(1 + r−1), when d = 2;
r1−
d
2 , when d ≥ 3,
holds for some constant c′ > 0, combining (2.29) with (3.12) for k = 1 and noticing that
d ≤ 3, we prove (3.11).
Lemma 3.3. Assume that M is compact with d ≤ 3. For any α ∈ (1, 2) and rt := t−α,
(3.13) lim
t→∞
sup
‖hν‖∞≤C,y∈M
E
ν
[∣∣M ((1− rt)ft,rt(y) + rt, 1)−1 − 1∣∣q] = 0, C, q > 0.
Proof. By [5, Lemma 3.12],
(3.14)
θ(ab)
θ
2 |a− b|
|aθ − bθ| ≤ M (a, b) ≤
θ(aθ + bθ)(a− b)
2(aθ − bθ) , a, b, θ > 0.
Combining this with the simple inequality |aθ − 1| ≤ |a − 1| for a ≥ 0 and θ ∈ [0, 1], we
obtain
M ((1− r)ft,r(y) + r, 1) ≥ θ{(1− r)ft,r(y) + r}
θ
2 |(1− r)ft,r(y) + r − 1|
|{(1− r)ft,r(y) + r}θ − 1|
≥ θ{(1− r)ft,r(y) + r} θ2 ≥ θr θ2 , t ≥ 1, θ ∈ (0, 1), r > 0.
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This implies
(3.15)
∣∣M ((1− r)ft,r(y) + r, 1)−1 − 1∣∣ ≤ 1 + θ−1r− θ2 , t ≥ 1, θ ∈ (0, 1), r > 0.
On the other hand, let η ∈ (0, 1). On the event
Aη,y := {|ft,r(y)− 1| ≤ η}
we have |(1− r)ft,r(y) + r − 1| ≤ η, so that (3.14) for θ = 1 implies√
1− η ≤ M ((1− r)ft,r(y) + r, 1) ≤ 1 + η
2
on Aη,y.
Thus,
1Aη,y
∣∣M ((1− r)ft,r(y) + r, 1)−1 − 1∣∣q ≤ ∣∣∣ 1√
1− η −
2
2 + η
∣∣∣q =: δη.
Combining this with (3.11) and using (3.15), we obtain that for t ≥ 1 and r ∈ (0, 1],
sup
y∈M
E
ν
[∣∣M ((1− r)ft,r(y) + r, 1)−1 − 1∣∣q] ≤ δη + (1 + θ−1r− θ2 )q sup
y∈M
P
ν(Acη,y)
≤ δη + C(θ, η)‖hν‖∞t−1r− 12−
θq
2 .
(3.16)
Then for any α ∈ (1, 2) and q > 0, we may take a small enough θ such that α(1
2
+ θq
2
) < 1.
Then (3.13) follows from (3.16) with r = rt = t
−α and η ↓ 0.
Lemma 3.4. Assume that M is compact. For any p ∈ [1, 2], there exists a constant c > 0
such that ψi(t) :=
1√
t
∫ t
0
φi(Xs)ds satisfies
E
ν
[|ψi(t)|2p] ≤ c‖hν‖∞λp−2+(p−1)(d2−2)i , t ≥ 1, i ∈ N, ν = hνµ.
Proof. Let f = φi. Then g(r1, r2) in (2.29) satisfies
(3.17) g(r1, r2) = (φiPr2−r1φi)(Xr1) = e
−(r2−r1)λiφi(Xr1)
2.
Since µ(hνPr1φ
2
i ) ≤ ‖hν‖∞µ(φ2i ) = ‖hν‖∞ <∞, this and (2.29) with k = 1 imply
tEν
[|ψi(t)|2] ≤ c1
∫ t
0
dr1
∫ t
r1
E
ν [g(r1, r2)] dr2
= c1
∫ t
0
dr1
∫ t
r1
e−(r2−r1)λiµ(hνPr1φ
2
i ) dr2 ≤ c1‖hν‖∞
t
λi
, t ≥ 1, i ∈ N
(3.18)
for some constant c1 > 0. On the other hand, taking k = 2 in (2.29) and using (3.17), we
find a constant c2 > 0 such that
t2Eν
[|ψi(t)|4] ≤ c2
(∫ t
0
d r1
∫ t
r1
(
E
ν |g(r1, r2)|2
) 1
2dr2
)2
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= c2
(∫ t
0
dr1
∫ t
r1
e−(r2−r1)λi
√
µ(hνPr1φ
4
i ) dr2
)2
, t ≥ 1, i ∈ N.
By (3.1) and Ptφi = e
−λitφi, we obtain
(3.19) ‖φi‖∞ = inf
t>0
{
eλit‖Ptφi‖∞
} ≤ inf
t>0
{
eλit‖Pt‖2→∞
} ≤ c3λ d4i , i ≥ 1
for some constant c3 > 0. Since hν is bounded, (3.19) and µ(φ
2
i ) = 1 imply√
µ(hνPr1φ
4
i ) ≤
√
‖hν‖∞µ(φ4i ) ≤
√
‖hν‖∞‖φi‖2∞µ(φ2i ) ≤ c3
√
‖hν‖∞ λ
d
4
i , i ≥ 1.
Therefore, there exists a constant c4 > 0 such that
t2Eν
[|ψi(t)|4] ≤ c4‖hν‖∞t2λ d2−2i , t ≥ 1, i ∈ N.
Combining this with (3.18) and Ho¨lder’s inequality, we find a constant c > 0 such that for
any p ∈ [1, 2],
E
ν
[|ψi(t)|2p] = Eν[|ψi(t)|4−2p|ψi(t)|4(p−1)]
≤ (Eν |ψi(t)|2)2−p(Eν |ψi(t)|4)p−1 ≤ c‖hν‖∞λp−2+(p−1)(d2−2)i , t ≥ 1, i ∈ N.
Lemma 3.5. Assume that M is compact with d ≤ 3. There exists a constant p > 1 such
that for any C > 1,
lim sup
t→∞
sup
r>0,‖hν‖∞≤C
{
tp Eν
∫
M
|∇L−1(ft,r − 1)|2pdµ
}
<∞.
Proof. Let p > 1. By [29, (1.10)], the gradient estimate
(3.20) |∇Ptf | ≤ c(p)√
t
(Pt|f |p)
1
p , t > 0, f ∈ Bb(M)
holds for some constant c(p) > 0. Combining this with (2.7) and (2.11), we obtain
E
ν
∫
M
|∇L−1(ft,r − 1)|2pdµ ≤ Eν
∫
M
(∫ ∞
0
|∇Ps(ft,r − 1)|ds
)2p
dµ
≤ c1(p)Eν
∫
M
(∫ ∞
0
1√
s
{
P s
2
|P s
2
(ft,r − 1)|p
} 1
pds
)2p
dµ
≤ c1(p)
(∫ ∞
0
s−
2p
2(2p−1) e−
2pθs
2p−1ds
)2p−1
× Eν
∫ ∞
0
eθsµ
({P s
2
|P s
2
ft,r − 1|p}2
)
ds, t ≥ 1, r > 0
(3.21)
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for some constant c1(p) > 0. Let θ ∈ (0, λ12 ) and p ∈ (1, 2). We have
(3.22)
∫ ∞
0
s−
2p
2(2p−1) e−
2pθs
2p−1ds <∞.
Combining (2.22), (3.1), (3.21), (3.22) and Ho¨lder’s inequality, we arrive at
tpEν
∫
M
|∇L−1(ft,r − 1)|2pdµ ≤ c2(p)tpEν
∫ ∞
0
eθs‖P s
2
‖22
p
→2
{
µ((P s
2
(ft,r − 1))2)
}p
ds
≤ c3(p)Eν
∫ ∞
0
eθs(1 ∧ s)− d(p−1)2
( ∞∑
i=1
e−(2r+s)λi |ψi(t)|2
)p
ds
≤ c3(p)
( ∞∑
i=1
i−
ε
p−1
)p−1 ∫ ∞
0
(1 ∧ s)− d(p−1)2
∞∑
i=1
iεe−p(2r+s)λi+θsEν
[|ψi(t)|2p]ds, t ≥ 1, i ∈ N
for some constants c2(p), c3(p) > 0. Since −psλi + θs ≤ − s2λi, and noting that for any c > 0
and δ ∈ (0, 1) there exists a constant c′ > 0 such that∫ ∞
0
(1 ∧ s)−δe−cλisds ≤ c′λδ−1i , i ≥ 1,
this implies
tpEν
∫
M
|∇L−1(ft,r − 1)|2pdµ ≤ c4(p)
( ∞∑
i=1
i−
ε
p−1
)p−1 ∞∑
i=1
iελ
d(p−1)
2
−1
i e
−2rλiEν
[|ψi(t)|2p]
for some constant c4(p) > 0. Therefore, for any ε > 0 and p > 1 such that
ε
p−1 > 1, there
exists a constant c(p, ε) > 0 such that this, (1.1) and Lemma 3.4 yield
E
ν
∫
M
|∇L−1(ft,r − 1)|2pdµ ≤ c(p, ε)t−p‖hν‖∞
∞∑
i=1
iδp,εe−2ri
2/d
, t ≥ 1, r > 0,
δp,ε := ε+
2
d
{
(p− 1)(d− 2) + p− 3}.
(3.23)
When d ≤ 3, by taking for instance ε = 1
12
, and p > 1 close enough to 1 such that
(3.24)
d(p− 1)
2
∈ (0, 1), ε
p− 1 > 1, (p− 1)(d− 2)− 1 + p− 2 ≤ −
7
4
,
and noting d ≤ 3 and (1.1) imply λi ≥ c′′i 23 for some constant c′′ > 0, from (3.23) we find a
constant c > 0 such that
E
ν
∫
M
|∇L−1(ft,r − 1)|2pdµ ≤ ct−p‖hν‖∞
∞∑
i=1
iε−
2
3
· 7
4
= ct−p‖hν‖∞
∞∑
i=1
iε−
7
6 <∞, t ≥ 1, r > 0, ν = hνµ.
We finish the proof.
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For d ≥ 4 we will use the following lemma taken from [22]. Although this lemma is less
sharper than Lemma 2.3, it is easier to apply since the term M (1, f) is dropped.
Lemma 3.6. Let f be probability density functions with respect to µ. Then
W2(fµ, µ)
2 ≤ 4
∫
M
|∇L−1(f − 1)|2dµ.
Finally, we have the following result on the large deviation of the empirical measures.
Let P be the set of all probability measures on M .
Lemma 3.7 ([36]). Let M be compact. Then for any open set G ⊂ P and closed set F ⊂ P
under the weak topology,
− inf
ν∈G
Iµ(ν) ≤ lim inf
t→∞
1
t
log inf
x∈M
P
x(µt ∈ G),
− inf
ν∈F
Iµ(ν) ≥ lim sup
t→∞
1
t
log sup
x∈M
P
x(µt ∈ F ).
Proof. Since the τ -topology induced by bounded measurable functions onM is stronger than
the weak topology, G and F are open and closed respectively under the τ -topology. By the
ultracontractivity and irreducibility of Pt, [36, Theorem 5.1(b) and Corollary B.11] imply
− inf
ν∈G
Iµ(ν) ≤ lim inf
t→∞
1
t
log essµ inf
x∈M
P
x(µt ∈ G),
− inf
ν∈F
Iµ(ν) ≥ lim sup
t→∞
1
t
log essµ sup
x∈M
P
x(µt ∈ F ).
Consequently, letting Pc be the set of all probability measures on M which are absolutely
continuous with respect to µ, we have
− inf
ν∈G
Iµ(ν) ≤ lim inf
t→∞
1
t
log inf
ν∈Pc
P
ν(µt ∈ G),
− inf
ν∈F
Iµ(ν) ≥ lim sup
t→∞
1
t
log sup
ν∈Pc
P
ν(µt ∈ F ).
(3.25)
To replace Pc by P, consider µ˜
ε
t :=
1
t
∫ t+ε
ε
δXsds for ε > 0. By the Markov property, the
law of µ˜εt under P
x coincides with that of µt under P
ν , where ν := pε(x, ·)µ ∈ Pc. So, (3.25)
implies
− inf
ν∈G
Iµ(ν) ≤ lim inf
t→∞
1
t
log inf
x∈M
P
x(µ˜εt ∈ G)
− inf
ν∈F
Iµ(ν) ≥ lim sup
t→∞
1
t
log sup
x∈M
P
x(µ˜εt ∈ F ), ε > 0.
(3.26)
(a) Let D be the diameter of M . By taking the Wasserstein coupling
pi(dx, dy) := (µt ∧ µ˜εt )(dx)δx(dy) +
(µt − µ˜εt )+(dx)(µt − µ˜εt )−(dy)
(µt − µ˜εt)+(M)
∈ C (µt, µ˜εt),
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we obtain
(3.27) W2(µt, µ˜
ε
t)
2 ≤
∫
M×M
ρ2dpi ≤ D2(µt − µεt)+(M) =
D2ε
t
.
So, when t > D2, we have {µ˜εt ∈ Gε} ⊂ {µt ∈ D}, where
Gε :=
{
ν ∈ P : W2(ν,Gc)2 := inf
ν′∈Gc
W2(ν, ν
′)2 > ε
}
is an open subset of P under the weak topology, since for compact M , W2 is continuous
under the weak topology. Combining this with (3.26) for Gε replacing G, we arrive at
− inf
ν∈Gε
Iµ(ν) ≤ lim inf
t→∞
1
t
log inf
x∈M
P
x(µ˜εt ∈ G), ε > 0.
Noting that Gε ↑ G as ε ↓ 0, we have infν∈Gε Iµ(ν) ↓ infν∈G Iµ(ν) as ε ↓ 0. So, letting ε ↓ 0
we prove the desired inequality for open G.
(b) Similarly, let Fε := {ν ∈ P : W2(ν, F )2 := infν′∈F W2(ν, ν ′)2 ≤ ε}, which is closed.
When t > D2, (3.26) and (3.27) imply
− inf
ν∈Fε
Iµ(ν) ≥ lim sup
t→∞
1
t
log sup
x∈M
P
x(µt ∈ F ), ε > 0.
So, it suffices to show that
(3.28) c := lim
ε↓0
inf
Fε
Iµ = inf
F
Iµ.
Since Fε ↓ F as ε ↓ 0, we have c ≤ infF Iµ. On the other hand, if c <∞, then we may choose
εn ↓ 0 and νn ∈ Fεn such that
(3.29) Iµ(νn) ≤ inf
Fεn
Iµ +
1
n
≤ inf
F1
Iµ + 1 <∞, n ≥ 1.
So, νn = fnµ with supn≥1 µ(|∇f
1
2
n |2) < ∞. By the Sobolev embedding theorem, {f
1
2
n }n≥1
is relatively compact in L2(µ), so that up to a subsequence f
1
2
n → f 12 in L2(µ) for some
probability density f with respect to µ. This and (3.29) yield f
1
2 ∈ W 2,1(µ) and
Iµ(fµ) := µ(|∇f 12 |2) ≤ lim inf
n→∞
Iµ(νn) ≤ lim inf
n→∞
inf
Fεn
Iµ = c.
Since F is closed, νn ∈ Fεn ↓ F and νn → fµ weakly as n ↑ ∞, we conclude that fµ ∈ F .
Therefore, infF Iµ ≤ c as desired.
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3.2 Proof of Theorem 1.1
Proof of Theorem 1.1(1). Obviously, (1.2) can be reformulated as the following two esti-
mates:
(3.30) lim sup
t→∞
sup
x∈M
{
tEx[W2(µt, µ)
2]
}
≤
∞∑
i=1
2
λ2i
,
(3.31) lim inf
t→∞
{
t inf
x∈M
E
x
W2(µt, µ)
2
}
≥ c
∞∑
i=1
2
λ2i
,
where c > 0 is a constant which equals to 1 when ∂M is empty or convex. Below we prove
these two estimates respectively.
(a) Let M be compact. Since
∑∞
i=1
2
λ2i
=∞ for d ≥ 4, we only consider d ≤ 3. As shown
in (b) in the proof of (2.6), we only need to consider ν = hνµ with ‖hν‖∞ ≤ C for some
constant C > 0. Let rt = t
−α for t ≥ 1 and some α ∈ (1, 2). By the triangle inequality of
W2, for any ε > 0 we have
(3.32) W2(µt, µ)
2 ≤ (1 + ε)W2(µt,rt,rt , µ)2 + 2(1 + ε−1)
{
W2(µt,rt, µt,rt,rt)
2 +W2(µt, µt,rt)
2
}
.
This and Lemma 3.1 yield
lim sup
t→∞
sup
‖hν‖∞≤C
{
tEνW2(µt, µ)
2
} ≤ (1 + ε) lim sup
t→∞
sup
‖hν‖∞≤C
{
tEνW2(µt,rt,rt, µ)
2
}
, ε > 0.
Letting ε ↓ 0 implies
(3.33) lim sup
t→∞
sup
‖hν‖∞≤C
{
tEνW2(µt, µ)
2
} ≤ lim sup
t→∞
sup
‖hν‖∞≤C
{
tEνW2(µt,rt,rt, µ)
2
}
, C > 0.
Next, by Lemma 2.3 and noting that
dµt,rt,rt
dµ
= (1− rt)ft,rt + rt, for the p > 1 in Lemma 3.5,
we have
E
ν [W2(µt,rt,rt , µ)
2] ≤ (1− rt)2Eν
∫
M
|∇L−1(ft,rt − 1)|2
M ((1− rt)ft,rt + rt, 1)
dµ
≤ Eν
∫
M
{
|∇L−1(ft,rt − 1)|2 + |∇L−1(ft,rt − 1)|2
∣∣M ((1− rt)ft,rt + rt, 1)−1 − 1∣∣}dµ
≤ Eν
∫
M
|∇L−1(ft,rt − 1)|2dµ+
(
E
ν
∫
M
|∇L−1(ft,rt − 1)|2pdµ
) 1
p
×
(
E
ν
∫
M
∣∣M ((1− rt)ft,rt + rt, 1)−1 − 1∣∣ pp−1dµ
) p−1
p
.
(3.34)
Combining this with Lemmas 2.4, 3.3 and 3.5, we arrive at
lim sup
t→∞
sup
‖hν‖∞≤C
{
tEν [W2(µt,rt,rt , µ)
2]
} ≤ ∞∑
i=1
2
λ2i
, C > 0,
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which together with (3.33) yields
(3.35) lim sup
t→∞
sup
‖hν‖∞≤C
{
tEν [W2(µt, µ)
2]
} ≤ ∞∑
i=1
2
λ2i
, C > 0.
Then (3.30) holds.
(b) Let ∂M be either convex or empty. In this case, we have
(3.36) Wp(µ, νPr)
2 ≤ e2KrWp(µ, ν)2, r > 0, p ∈ [1,∞),
where K ≥ 0 is such that RicV ≥ −K holds on M , and (νPr)(f) := µ(Prf) for f ∈ Bb(M),
see [25] for empty ∂M and [34, Theorem 3.3.2] for convex ∂M . Since µt,r = µtPr, (3.36) and
(2.35) imply
e2Kr lim inf
t→∞
{
t inf
x∈M
E
x
W2(µ, µt)
2
}
≥ lim inf
t→∞
{
t inf
x∈M
E
x
W2(µ, µt,r)
2
}
≥
∞∑
i=1
2
λ2i e
2rλi
, r ∈ (0, 1],
which gives (3.31) for C = 1 by letting r → 0. In general, by [13, Theorem 2.7], there exist
constants C, λ > 0 such that
(3.37) W2(µ, νPr)
2 ≤ CeλrW2(µ, ν)2, r > 0.
This together with (2.35) yields (3.31).
Proof of Theorem 1.1(2). The boundedness of ρ implies that the weak topology is induced
by W2. So, G := {ν ∈ P : W2(ν, µ)2 ∈ A◦} is open while F := {ν ∈ P : W2(ν, µ)2 ∈ A¯} is
closed in P under the weak topology. Thus, by Lemma 3.7, it suffices to prove
(i) For any set A ⊂ [0,∞), inf{Iµ(ν) : W2(ν, µ)2 ∈ A} = infr∈A I(r).
(ii) For any α ≥ 0, {I ≤ α} is a compact subset of [0,∞).
Below we prove these two assertions respectively.
For (i). Let I˜(r) := infW2(ν,µ)2=r Iµ(ν). We have inf{Iµ(ν) : W2(ν, µ)2 ∈ A} = infr∈A I˜(r).
So, it suffices to show that I˜(r) is increasing in r ≥ 0, so that I(r) = I˜(r). Let r1 > r ≥ 0
such that I˜(r1) < ∞. For any ε > 0 there exists ν = fµ with W2(ν, µ)2 = r1 such that
Iν(ν) ≤ I˜(r1) + ε. Consider νs = sµ+ (1− s)ν for s ∈ [0, 1]. Since W2(νs, µ) is continuous in
s and W2(ν0, µ)
2 = r1 > r,W2(ν1, µ)
2 = 0, there exists s ∈ [0, 1) such that W2(νs, µ)2 = r.
We have dνs
dµ
= s+ (1− s)f , so that
I˜(r) ≤ Iµ(νs) = µ
( (1− s)2|∇f |2
4(s+ (1− s)f)
)
≤ µ(|∇f 12 |2) = Iµ(ν) ≤ I˜(r1) + ε.
Letting ε ↓ 0 we prove I˜(r) ≤ I˜(r1) as desired.
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For (ii). Since {I ≤ α} ⊂ [0, r0] is bounded, it suffices to prove that {I ≤ α} is closed. Let
0 ≤ rn → r as n→∞ such that I(rn) ≤ α, it remains to prove I(r) ≤ α. Let νn = fnµ ∈ P
such that W2(νn, µ)
2 = rn and
Iµ(νn) = µ(|∇f
1
2
n |2) ≤ I(rn) + 1
n
≤ α + 1
n
.
Then, up to a subsequence, f
1
2
n → f 12 in L2(µ) for some probability density f with respect
to µ. Thus, νn → ν := fµ weakly such that
W2(ν, µ)
2 = lim
n→∞
W2(νn, µ)
2 = lim
n→∞
rn = r,
and Iµ(ν) ≤ lim infn→∞ Iµ(νn) ≤ α. Therefore, I(r) ≤ α as desired.
Proof of Theorem 1.1(3). As shown in step (b) in the proof of (2.6), we only need to prove
for C > 0 that
(3.38) lim
t→∞
sup
‖hν‖∞≤C
∣∣Pν(tW2(µt, µ)2 < a)− ν0((−∞, a))∣∣ = 0, a ∈ R.
Take rt = t
− 3
2 , and let
Ξ˜(t) := t
∫
M
|∇L−1(ft,rt − 1)|2
M ((1− rt)ft,rt + rt, 1)
dµ, t > 0.
By Lemma 3.3 and Lemma 3.5, we have
lim
t→∞
sup
‖hν‖∞≤C
E
ν
∣∣Ξ˜(t)− Ξrt(t)∣∣ ≤ lim
t→∞
sup
‖hν‖∞≤C
(
tpEν
∫
M
|∇L−1(ft,rt − 1)|2pdµ
) 1
p
×
(
E
ν
∫
M
∣∣M ((1− rt)ft,rt + rt, 1)−1 − 1∣∣ pp−1dµ
) p−1
p
= 0.
Combining this with (2.58), we obtain
(3.39) lim
t→∞
sup
‖hν‖∞≤C
∣∣Pν(Ξ˜(t) < a)− ν0((−∞, a))∣∣ = 0, a ∈ R.
By Lemma 2.3 and (3.32) we obtain{
tW2(µt, µ)
2 − (1 + ε)Ξ˜(t)}+ ≤ {tW2(µt, µ)2 − (1 + ε)W2(µt,rt,rt, µ)2}+
≤ 2(1 + ε−1){W2(µt,rt , µt,rt,rt)2 +W2(µt,rt , µt)2}.
Combining this with (3.3), (3.4), (3.10) and rt = t
− 3
2 , we derive
lim
t→∞
sup
‖hν‖∞≤C
E
ν
{
tW2(µt, µ)
2 − (1 + ε)Ξ˜(t)}+
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≤ 2(1 + ε−1) lim
t→∞
sup
‖hν‖∞≤C
E
ν
[
t
{
W2(µt,rt,rt , µt,rt)
2 +W2(µt, µt,rt)
2
}]
= 0, ε > 0.
Therefore,
(3.40) lim
t→∞
sup
‖hν‖∞≤C
P
ν(tW2(µt, µ)
2 ≥ (1 + ε)Ξ˜(t) + ε) = 0, ε > 0.
On the other hand, (3.36) and (2.65) yield
lim
t→∞
sup
‖hν‖∞≤C
P
ν
(
tW2(µt, µ)
2 ≤ Ξrt(t)− ε
)
≤ lim
t→∞
sup
‖hν‖∞≤C
{
P
ν
(
te−2KrW2(µt,r, µ)2 ≤ Ξr(t)− ε/2
)
+ Pν
(
Ξr(t) ≤ Ξrt(t)− ε/2
)}
≤ 2
ε
lim
t→∞
sup
‖hν‖∞≤C
E
ν
∣∣Ξr(t)− Ξrt(t)∣∣, r > 0.
(3.41)
Since
∑∞
k=1 λ
−2
k <∞, (2.24) implies
lim
r,r′↓0
sup
‖hν‖∞≤C,t≥1
E
ν
∣∣Ξr(t)− Ξr′(t)∣∣ ≤ lim
r,r′↓0
∞∑
k=1
2C
λ2k
|e−2λkr − e−λkr′| = 0.
So, letting r → 0 in (3.41) we derive
lim
t→∞
sup
‖hν‖∞≤C
P
ν
(
tW2(µt, µ)
2 ≤ Ξrt(t)− ε
)
= 0, ε > 0.
Combining this with (2.58), (3.39) and (3.40), we prove (3.38).
4 Proof of Theorem 1.2
Let d ≥ 4. As explained in step (b) in the proof of (2.6), it suffices to prove that for any
C > 0 there exist constant c > 0 such that
(4.1) sup
‖hν‖∞≤C
E
ν [W2(µt, µ)
2] ≤
{
ct−1 log(1 + t), if d = 4,
ct−
2
d−2 , if d ≥ 5,
and
(4.2) lim inf
t→∞
{
t
2
d−2 inf
‖hν‖∞≤C
{Eν [W1(µt, µ)]}2
}
> 0.
4.1 Proof of (4.1)
By the triangle inequality, Lemma 2.4 and Lemma 3.1, we find a constant c > 0 such that
for rt ∈ (0, 1),
E
ν [W2(µt,rt,rt, µ)
2] ≤ 2Eν [W2(µt,rt,rt, µt,rt)2] + 2Eν [W2(µt,rt, µ)2]
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≤ c
(
rt +
‖hν‖∞
t
∞∑
i=1
1
λ2i e
2rtλi
)
.
Notice that for some constants ci > 0, i = 1, . . . , 5 we have
∞∑
i=1
1
λ2i e
2rtλi
≤ c1
∞∑
i=1
i−
4
d e−c2rti
2
d ≤ c3
∫ ∞
1
s−
4
d e−c4rts
2
d ds
= c3r
2− d
2
t
∫ ∞
r
d
2
t
u−
4
d e−c4u
2
d du ≤ c5
{
log(1 + rt
−1)1{d=4} + r
− d−4
2
t 1{d≥5}
}
.
Taking rt =
log(t+1)
t
1{d=4} + t
− 2
d−21{d≥5}, we have
lim sup
t→∞
{ t
log t
sup
‖hν‖∞≤C
E
ν [W2(µt, µ)
2]
}
<∞, d = 4,
and
lim
t→∞
{
t
2
d−2 sup
‖hν‖∞≤C
E
ν [W2(µt, µ)
2]
}
<∞, d ≥ 5.
Therefore, (4.1) holds for some constant c > 0.
4.2 Proof of (4.2)
In this subsection, instead of µt,r, we use another method to approximate µt. For any t ≥ 1
and N ∈ N, we consider µN := 1N
∑N
i=1 δti , where ti :=
(i−1)t
N
, 1 ≤ i ≤ N. We write
µt =
1
N
N∑
i=1
N
t
∫ ti+1
ti
δXsds.
By the convexity of W22, which follows from the Kantorovich dual formula (2.9), we have
W2(µN , µt)
2 ≤ 1
N
N∑
i=1
N
t
∫ ti+1
ti
W2(δXti , δXs)
2ds =
1
t
N∑
i=1
∫ ti+1
ti
ρ(Xti , Xs)
2ds.
Moreover, by (3.9) and the Markov property we have
E
ν [ρ(Xti , Xs)
2] ≤ c1‖Ptihν‖∞(s− ti) ≤ c1C(s− ti), s ≥ ti, ‖hν‖∞ ≤ C.
Therefore, there exists a constant c′ > 0 such that
(4.3) sup
‖hν‖∞≤C
E
ν [W2(µN , µt)
2] ≤ c1C
t
N∑
i=1
∫ ti+1
ti
(s− ti)ds ≤ c
′t
N
, N ∈ N, t ≥ 1.
On the other hand, since M is compact possibly with a smooth boundary, and µ is
comparable with the volume measure, we find a constant c > 0 such that for any r > 0,
sup
x∈M
µ(B(x, r)) ≤ crd.
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So, [20, Proposition 4.2] (see also [19, Corollary 12.14]) implies
{W1(µN , µ)}2 ≥ c2N− 2d , N ∈ N, t ≥ 1.
This together with (4.3) yields
inf
‖hν‖∞≤C
{Eν [W1(µ, µt)]}2 ≥ 1
2
inf
‖hν‖∞≤C
{Eν [W1(µ, µN)]}2 − sup
‖hν‖∞≤C
E
ν [W2(µN , µt)
2]
≥ c2
2N
2
d
− c
′t
N
, N ∈ N, t ≥ 1.
Taking N = sup{i ∈ N : i ≤ αt dd−2} for some α > 0, we derive
t
2
d−2 inf
‖hν‖∞≤C
{Eν [W1(µ, µt)]}2 ≥ c2
2α
2
d
− 2c
′
α
for large enough t ≥ 1. Therefore,
lim inf
t→∞
t
2
d−2 inf
‖hν‖∞≤C
{Eν [W1(µ, µt)]}2 ≥ sup
α>0
( c2
2α
2
d
− 2c
′
α
)
> 0.
5 Proof of Theorem 1.3
Recently, a PDE proof of AKT theorem based on Lusin approximation has been developed
in [5]. In our setting, we adapt a similar strategy. We first prove the following result.
Proposition 5.1. Let M be compact with d = 4 and ∂M either convex or empty. If for any
C > 0 there exist constants ε, γ > 0 such that for large enough t we have
(5.1) {EνW1(µt,t−γ , µ)}2 ≥ εEνµ(|∇(−L)−1(ft,t−γ − 1)|2), ν = hνµ, ‖hν‖∞ ≤ C,
then there exists a constant c > 0 such that
(5.2) lim inf
t→∞
t(log t)−1 inf
x∈M
{ExW1(µt, µ)}2 > 0.
Proof. As shown in step (b) in the proof of (2.6), it suffices to prove that for any constant
C > 0,
(5.3) lim inf
t→∞
t(log t)−1 inf
‖hν‖∞≤C
{EνW1(µt, µ)}2 > 0.
By taking r = t−γ, we deduce from (2.19) and (5.1) that
inf
‖hν‖∞≤C
{EνW1(µt,t−γ , µ)}2 ≥ ε(1− cCt
−1)
t
∞∑
i=1
1
λ2i e
2t−γλi
.
Since λi ∼
√
i for d = 4, combining this with (3.36) and (2.69), we prove (5.3).
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To verify (5.1), we need the following fundamental lemma, where the first assertion is
known as Sard’s lemma (see [17, p130, Excercise 5.5]), and the second is called Lusin’s
approximation which is well-known for M being a bounded open domain in Rd (see [1, 23]).
For completeness we include a simple proof of the second assertion for the present Riemannian
setting.
Lemma 5.2. Let M be a compact Riemannian manifold, and let p ∈ (1,∞).
(1) For any f ∈ W 1,p(µM) and c ∈ R, we have µM({|∇f | > 0, f = c}) = 0.
(2) There exists a constant K > 0 such that for any α > 0,
(5.4) inf
‖∇u‖∞≤α
µM({u 6= f}) ≤ K
αp
µM(|∇f |p), f ∈ W 1,p(µM).
Proof. Let M be isoperimetrically embedded into Rm for some m > d, where d is the
dimension of M . Let N := {N1, · · · , Nm−d} be smooth vector fields on Rm such that for
any θ ∈M ,
(i) 〈N iθ, N jθ 〉 = 1i=j , 1 ≤ i, j ≤ m− d;
(ii) N iθ is orthogonal to the tangent space TM of M .
Let Bs := {r ∈ Rm−d : |r| < s} and Ms := {x ∈ Rm : dist(x,M) < s}, s > 0. Since M is
compact, there exists s0 > 0 such that the map
M × Bs0 ∋ (θ, r) 7→ θ + 〈r,Nθ〉 ∈Ms0
is diffeomorphic, where 〈r,Nθ〉 :=
∑m−d
i=1 riN
i
θ, r = (r1, · · · , rm−d) ∈ Rm−d.We simply denote
θ + 〈r,Nθ〉 by its polar coordinate (θ, r). Let Λ be the Lebesgue measure on the open set
Ms0 ⊂ Rm. Then there exist a constant c1 ≥ 1 such that under the polar coordinate
(θ, r) ∈M × Bs0 we have
(5.5) c−11 µM(dθ)dr ≤ Λ(dθ, dr) ≤ c1µM(dθ)dr,
(5.6) |∇g|2(θ, r) ≤ c1
(|∇g(·, r)(θ)|2 + |∇g(θ, ·)|2(r)),
(5.7) c−11 ρ(θ1, θ2) ≤ |θ1 − θ2| ≤ c1ρ(θ1, θ2), θ1, θ2 ∈M.
Now, for any f ∈ W 1,p(µM), we extend it to Ms0 by letting
f˜(x) = f(θ), if x = (θ, r).
So, by the Lusin approximation result on the bounded open domain Ms0 in R
m, there exists
a constant c2 > 0 such that for any α > 0, we find a (c
−1
1 α)-Lipschtiz function u˜ onMs0 such
that
Λ({x ∈ Ms0 : u˜(x) 6= f˜(x)}) ≤
c2
αp
∫
Ms0
|∇f˜ |pdΛ.
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Combining this with (5.5), (5.6) and noting that f˜(θ, r) does not depend on r, we find a
constant c3 > 0 such that∫
Bs0
µM({f 6= u˜(·, r)})dr ≤ c3
αp
∫
M
|∇f |pdµM .
Thus, there exist r ∈ Bs0 and a constant c4 > 0 such that
(5.8) µM({f 6= u˜(·, r)}) ≤ c4
αp
µM(|∇f |p).
Since |u˜(x)− u˜(y)| ≤ c−11 α|x− y|, (5.7) implies
|u˜(θ1, r)− u˜(θ2, r)| ≤ c−11 α|θ1 − θ2| ≤ αρ(θ1, θ2), θ1, θ2 ∈M.
Therefore, (5.8) implies (5.4) for K = c4.
Besides the proof of AKT theorem in [5] using Riesz transform bounds, a simplified
Fourier analytic technique is developed in [10]. We will follow the line of [10] to prove the
following result, which together with Proposition 5.1 implies the assertion in Theorem 1.3.
Proposition 5.3. Let M = T4 and V = 0. Then for any γ ∈ (0, 2
7
), there exists a constant
c > 0 such that
(5.9) {EνW1(µt,t−γ , µ)}2 ≥ cEνµ(|∇(−∆)−1(ft,t−γ − 1)|2), t ≥ 2
holds for any probability measure ν on M .
Proof. (a) Let ft = (−∆)−1(ft,t−γ − 1). By Lemma 5.2, for any α > 0 there exists an
α-Lipschitz function u such that
µ({u− ft 6= 0}) ≤ K
α4
µ(|∇f |4)
and ∫
{u−ft=0}
|∇(ft − u)|4dµ = 0.
Then there exists a constant K1 > 0 such that
αW1(µt,t−γ , µ) ≥ µt,t−γ (u)− µ(u) =
∫
T4
u(ft,t−γ − 1)dµ =
∫
T4
〈∇u,∇ft〉dµ
= µ(|∇ft|2)−
∫
T4
〈∇ft,∇(ft − u)〉dµ = µ(|∇ft|2)−
∫
{ft 6=u}
〈∇ft,∇(ft − u)〉dµ
≥ µ(|∇ft|2)− µ(1{ft 6=u}|∇ft|2)− αµ(1{ft 6=u}|∇ft|)
≥ µ(|∇ft|2)−
√
µ(|∇ft|4)µ({ft 6= u})− αµ({ft 6= u}) 34µ(|∇ft|4) 14
≥ µ(|∇ft|2)− 2K1α−2µ(|∇ft|4), α > 0.
Thus,
E
ν [W1(µt,t−γ , µ)] ≥ α−1Eν [µ(|∇ft|2)]− 2K1α−3Eν [µ(|∇ft|4)], α > 0.
If we can find a constant K2 > 0 such that
(5.10) Eνµ(|∇ft|4) ≤ K2{Eν |∇ft|2)}2, t ≥ 2,
then we arrive at
E
ν
W1(µt,t−γ , µ) ≥ α−1µ(|∇ft|2)− 2α−3K1K2µ(|∇ft|2)2, α > 0.
Taking α = Nµ(|∇ft|2)− 12 for large enough N > 1, we prove (5.9) for some constant c > 0.
(b) It remains to prove (5.10). To this end, we identify T with [0, 2pi) by the one-to-one
map
[0, 2pi) ∋ s 7→ eis,
where i is the imaginary unit. In this way, a point in T4 is regarded as a point in [0, 2pi)4, so
that {ei〈m,·〉}m∈Z4 consist of an eigenbasis of ∆ in the complex L2-space of µ, where µ is the
normalized volume measure on T4. We have
ft := (−∆)−1(ft,t−γ − 1) =
∑
m∈Z4\{0}
bme
−i〈m,·〉, bm :=
e−|m|
2t−γ
|m|2t
∫ t
0
ei〈m,Xs〉ds.
Then
|∇ft(x)|2 = −
∑
m1,m2∈Z4\{0}
〈m1, m2〉bm1bm2e−i〈m1+m2,x〉,
|∇ft(x)|4 =
∑
m1,··· ,m4∈Z4\{0}
〈m1, m2〉〈m3, m4〉bm1bm2bm3bm4e−i〈m1+m2+m3+m4,x〉.
Noting that µ(e−i〈m,·〉) = 0 for m 6= 0, we obtain
(5.11) Eνµ(|∇ft|2) =
∑
m∈Z4\{0}
|m|2Eν [bmb−m],
(5.12) Eνµ(|∇ft|4) =
∑
(m1,m2,m3,m4)∈S
〈m1, m2〉〈m3, m4〉Eν [bm1bm2bm3bm4 ],
where S := {(m1, m2, m3, m4) ∈ Z4 \ {0} : m1 +m2 +m3 +m4 = 0}.
By the definition of bm, we obtain
E
ν [bmb−m] =
e−2|m|
2t−γ
|m|2t2
∫
[0,t]2
E
νei〈m,Xs2−Xs1 〉ds1ds2.
Since the Markov property and Exei〈m,Xs〉 = e−|m|
2sei〈m,x〉 imply
(5.13) Eν(ei〈m,Xs2−Xs1〉|Fs1∧s2) = e−|m|
2|s1−s2|,
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we find a constant κ > 0 such that
E
ν [bmb−m] =
e−2|m|
2t−γ
|m|2t2
∫
[0,t]2
e−|m|
2|s1−s2|ds1ds2 ≥ κe
−2|m|2t−γ
|m|6t , t ≥ 2.
Combining this with (5.11) we find a constant κ1 > 0 such that
E
νµ(|∇ft|2) ≥
∑
m∈Z4\{0}
κe−2|m|
2t−γ
|m|4t ≥
κ1
t
∫ ∞
1
e−2s
2t−γ
s
ds
≥ κ1
te2
∫ tγ2
1
s−1ds =
κ1γ
2e2
(t−1 log t), t ≥ 2.
(5.14)
(c) By (5.12), to estimate Eνµ(|∇ft|4), we calculate Eν [bm1bm2bm3bm4 ] for (m1, m2, m3, m4) ∈
S. Let D(t) = {(s1, s2, s3, s4) ∈ [0, t]4 : 0 ≤ s1 ≤ s2 ≤ s3 ≤ s4 ≤ t}, and let S be the set of
all the permutations of {1, 2, 3, 4}. We have
E
ν [bm1bm2bm3bm4 ]
=
e−
∑4
p=1 |mp|2t−γ
t4
∏4
p=1 |mp|2
∫
[0,t]4
E
ν [ei〈m1,Xs1 〉ei〈m2,Xs2 〉ei〈m3,Xs3〉ei〈m4,Xs4〉]ds1ds2ds3ds4
=
e−
∑4
p=1 |mp|2t−γ
t4
∏4
p=1 |mp|2
∑
(i,j,k,l)∈S
∫
D(t)
E
ν [ei〈mi,Xs1 〉ei〈mj ,Xs2 〉ei〈mk ,Xs3〉ei〈ml,Xs4 〉]ds1ds2ds3ds4.
(5.15)
Similarly to (5.13), we have
E
ν
[
ei〈mi,Xs1〉ei〈mj ,Xs2 〉ei〈mk ,Xs3 〉ei〈ml,Xs4 〉
]
= Eν
[
ei〈mi,Xs1〉ei〈mj ,Xs2 〉ei〈mk,Xs3 〉Eν(ei〈ml,Xs4〉|Fs3)
]
= e−|ml|
2(s4−s3)Eν
[
ei〈mi,Xs1〉ei〈mj ,Xs2 〉Eν(ei〈mk+ml,Xs3 〉|Fs2)
]
= e−|ml|
2(s4−s3)−|ml+mk |2(s3−s2)Eν
[
ei〈mi,Xs1〉Eν(ei〈mj+mk+ml,Xs2〉|Fs1)
]
= e−|ml|
2(s4−s3)−|ml+mk |2(s3−s2)−|mi|2(s2−s1),
where in the last step we have used mi +mj +mk +ml = 0. Combining this with (5.15) we
arrive at
E
ν [bm1bm2bm3bm4 ]
=
e−
∑4
p=1 |mp|2t−γ
t4
∏4
p=1 |mp|2
∑
(i,j,k,l)∈S
∫
D(t)
e−|ml|
2(s4−s3)−|ml+mk |2(s3−s2)−|mi|2(s2−s1)ds1ds2ds3ds4.
(5.16)
When ml +mk = 0, we have∫
D(t)
e−|ml|
2(s4−s3)e−|ml+mk |
2(s3−s2)e−|mi|
2(s2−s1)ds1ds2ds3ds4
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=∫ t
0
∫ t
s1
∫ t
s2
∫ t
s3
e−|ml|
2(s4−s3)e−|mi|
2(s2−s1)ds4ds3ds2ds1 ≤ t
2
|mi|2|ml|2 .
When ml +mk 6= 0, we have∫
D(t)
e−|ml|
2(s4−s3)e−|ml+mk |
2(s3−s2)e−|mi|
2(s2−s1)ds1ds2ds3ds4
=
∫ t
0
∫ t
s1
∫ t
s2
∫ t
s3
e−|ml|
2(s4−s3)e−|ml+mk |
2(s3−s2)e−|mi|
2(s2−s1)ds4ds3ds2ds1
≤ t|mi|2|ml +mk|2|ml|2 .
Therefore, (5.16) implies
E
ν [bm1bm2bm3bm4 ] ≤
e−
∑4
p=1 |mp|2t−γ∏4
p=1 |mp|2
∑
(i,j,k,l)∈S
{t−21{ml+mk=0}
|mi|2|ml|2 +
t−31{ml+mk 6=0}
|mi|2|ml +mk|2|ml|2
}
,
so that (5.12) yields
(5.17) Eνµ(|∇ft|4) ≤ C(I1 + I2), t ≥ 2
for some constant C > 0, where
I1 :=
1
t2
∑
a,b∈Z4\{0}
1
|a|4|b|4 e
−2(|a|2+|b|2)t−γ ,
I2 :=
1
t3
∑
m1,m2,m3,m4∈Z4\{0}
m3+m4 6=0
e−
∑4
p=1 |mp|2t−γ
|m1|3|m2||m3||m3 +m4|2|m4|3 .
Obviously, there exist constants c1, c2 > 0 such that
(5.18) I1 ≤ c1
t2
(∫ ∞
1
−2s2t−γ
s
ds
)2
≤ c2(t−1 log t)2, t ≥ 2.
Similarly, there exists a constant c3 > 0 such that
∑
m1∈Z4\{0}
e−|m1|
2t−γ
|m1|3 ≤ c3t
γ
2 ,
∑
m2∈Z4\{0}
e−|m2|
2t−γ
|m2| ≤ c3t
3γ
2 , t ≥ 2.
So,
I2 =
1
t3
( ∑
m1∈Z4\{0}
e−|m1|
2r
|m1|3
)( ∑
m2∈Z4\{0}
e−|m2|
2r
|m2|
) ∑
m3,m4∈Z4\{0}
m3+m4 6=0
e−(|m3|
2+|m4|2)r
|m3||m3 +m4|2|m4|3
≤ c23t2γ−3
∑
m4∈Z4\{0}
e−|m4|
2r
|m4|3
∑
m3∈Z4\{0,{0,−m4}−m4}
e−|m3|
2r
|m3||m3 +m4|2 .
(5.19)
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Write
(5.20)
∑
m3∈Z4\{0,−m4}
e−|m3|
2r
|m3||m3 +m4|2 = S1 + S2 + S3,
where
S1 :=
∑
m3∈Z4\{0,−m4}
|m3|≤ |m4|2
e−|m3|
2t−γ
|m3||m3 +m4|2 ,
S2 :=
∑
m3∈Z4\{0,−m4}
|m4|
2
<|m3|≤2|m4|
e−|m3|
2t−γ
|m3||m3 +m4|2 ,
S3 :=
∑
m3∈Z4\{0,−m4}
|m3|>2|m4|
e−|m3|
2t−γ
|m3||m3 +m4|2 .
Since on the region {m3 ∈ Z4\{0,−m4} : |m3| ≤ |m4|2 } we have |m3 +m4|2 ∼ |m4|2, there
exists a constant c4 > 0 such that
(5.21) S1 ≤ 4|m4|2
∑
m3∈Z4\{0}
e−|m3|
2t−γ
|m3| ≤
c4t
3γ
2
|m4|2 , t ≥ 2.
Next, since on the region {m3 ∈ Z4\{0,−m4} : |m3| > 2|m4|} it holds |m3 +m4|2 ∼ |m3|2
and |m3|2 > |m3|22 + 2|m4|2, there exists a constant c5 > 0 such that
S3 ≤ 4
∑
m3∈Z4\{0}
|m3|>2|m4|
e−|m3|
2t−γ
|m3|3 ≤ 4e
−2|m4|2r
∑
m3∈Z4\{0}
e−
|m3|
2r
2
|m3| ≤ c5t
γ
2 e−2|m4|
2t−γ .
Noting that e−s ≤ s−1 for s > 0, this implies
(5.22) S3 ≤ c5t
3γ
2
|m4|2 , t ≥ 2.
Finally, on the region {m3 ∈ Z4\{0,−m4} : |m4|2 < |m3| ≤ 2|m4|} there holds |m3| ∼ |m4|
and 1 ≤ |m3 +m4| ≤ 3|m4|, so that there exists a constant c6 > 0 such that
S2 ≤ 2e
− |m3|
2t−γ
4
|m4|
∑
1≤|m3+m4|≤3|m4|
1
|m3 +m4|2 ≤ c6|m4|e
− |m4|
2t−γ
8 .
Using e−s ≤ cs− 32 for some constant c > 0 and all s > 0, we find a constant c7 > 0 such that
S2 ≤ c7t
3γ
2
|m4|2 , t ≥ 2.
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Combining this with (5.20), (5.21) and (5.22), we prove
I2 ≤ c8t
3γ
2
+2γ−3 = c8t
7γ
2
−3, t ≥ 2
for some constant c8 > 0. Since γ ∈ (0, 27), substituting this and (5.18) into (5.17) we derive
E
νµ(|∇ft|4) ≤ c9(t−1 log t)2, t ≥ 2
for some constant c9 > 0. This together with (5.14) implies (5.10) for some constant K2 > 0,
and hence finishes the proof.
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