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a b s t r a c t
Let α be an irrational number with 0 < α < 1. Let a, b be two distinct letters. The
characteristic word fα of α is an infinite word whose nth letter is a (resp., b) if ⌊(n+ 1)α⌋−
⌊nα⌋ = 0 (resp., 1), n ≥ 1. For a factorw of fα , the location ofw is the set of all positions in
fα at which w occurs. The locations of all factors of fα have been determined by Chuan
and Ho recently. In this paper, we obtain other formulas for the locations of factors of
fα , using the generalized Zeckendorf representation of nonnegative integers. These results
are equivalent to the known results obtained by Chuan and Ho in the case α = 3−
√
5
2 .
We compute the longest common prefix of any two suffixes of fα and compute the order
number and location index of each factor of fα , given its length and a position in fα at which
it begins.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
LetX = {a, b}be an alphabet. LetX∗ be themonoid of allwords overX . Letλdenote the emptyword, and letX+ = X∗\{λ}.
Let α be an irrational number with 0 < α < 1. Let fα be the infinite binary word whose nth letter is a (resp., b) if
⌊(n+ 1)α⌋ − ⌊nα⌋ = 0 (resp., 1), n ≥ 1. The infinite word fα is called the characteristic word of α. Characteristic words are
also known as standard Sturmian words and they have been studied extensively (see, for example, [3,6,7,9,11,15,18]). The
finite factors of characteristic words are called finite Sturmian words.
For each factorw of fα , the locationΛ(w) ofw is defined to be the set of all positions in fα at whichw begins. The problem
of finding formulas for computing the locations of factors in fα has been considered by many authors (see, for example,
[1,2,4,5,8,9,14,15,17,19,20]). In a recent article [9], encoding factors of fα by their lengths and order numbers and using
certain decompositions of fα , the present authors discovered that the location of a factor w of fα is completely determined
by its location index ψ(w) (an ordered triple of integers), and completely solved the problem (see Theorems 2.4 and 2.5
below).
In this paper, we obtain new formulas for describing the locations of factors of fα in terms of the generalized Zeckendorf
representation of nonnegative integers (Theorem 3.1). These results are equivalent to those of Chuan [5], Kamae et al. [19],
and the present authors [8] in the cases α =
√
5−1
2 and α = 3−
√
5
2 . The one obtained in [8] works for all factors of fα in these
special cases. We give two proofs for Theorem 3.1—one depends on Theorem 2.5 while the other does not. In the second
proof, our main tool is a formula for computing the length of the longest common prefix of any two suffixes of fα , given the
positions in fα at which they begin (Theorem 4.3). Given the length of a factor and a position at which it begins in fα , or given
a factor of fα as a finite word over {a, b}, we are able to identify this factor by computing its order number (Theorems 5.2,
5.3, 5.5 and 5.6), and compute its location index (Theorems 5.2 and 5.3). Some examples are given in Section 6.
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2. Preliminaries
For w = d1d2 · · · dn ∈ X+, where di ∈ X, 1 ≤ i ≤ n, the positive integer n is called the length of w, and is denoted by
|w|. Define |λ| = 0. Define the operators∼ and T on X+ by
(d1d2 · · · dn)∼ = dndn−1 · · · d1,
T (d1d2 · · · dn) = d2 · · · dnd1,
for n ≥ 1, di ∈ X, 1 ≤ i ≤ n. For j ≥ 1, define T j = T (T j−1), where T 0 denotes the identity operator on X+. A word u is
called a conjugate of a wordw if u = T j(w) for some integer j.
A word u ∈ X+ is called a factor of w if there exist x, y ∈ X∗ such that w = xuy. If x = λ and y ≠ λ (resp., y = λ
and x ≠ λ), then u is said to be a (proper) prefix (resp., suffix) of w, denoted by u <p w (resp., u <s w). We write u ≤p w
(resp., u ≤s w) if u <p w (resp., u <s w) or u = w. If w = xy, we sometimes write y = x−1w or x = wy−1. Factors,
prefixes and suffixes of an infinite word are defined similarly. Let v = d1d2d3 · · · be any finite or infinite word where each
di ∈ X, i ≥ 1.Denote by v[p; q] the factor dpdp+1 · · · dp+q−1 of v that starts (or occurs) at the pth position in v and has length
q. For simplicity, we write v[p] for v[p; 1]. Let γ be an irrational number with 0 < γ < 1, and let fγ be its characteristic
word. For u, v ∈ X+, denote by fγ (u, v) the infinite word obtained from fγ by substituting u for a and v for b. Let Smfγ denote
the suffix of fγ obtained by deleting a prefix of fγ of lengthm.
Throughout this paper, let α be an irrational number with 0 < α < 1 and let α = [0, a1+ 1, a2, a3, . . .] be its continued
fraction expansion. If a1 = 0, then the characteristic word fβ , where β = 1 − α = [0, a2 + 1, a3, . . .], is obtained from fα
by replacing each letter a, b in fα by b, a (see [18]). We may therefore assume, without loss of generality, that a1 ≥ 1, i.e.,
α < 12 . For simplicity, we write f for fα .
Let Z (resp., N) denote the set of all integers (resp., positive integers). The symbols n, k, i, j, p,m, t are used to denote
integers, unless otherwise stated. Define sequences of finite words as follows:
x−1 = b, x0 = a, x1 = aa1b,
xn = xann−1xn−2, n ≥ 2,
xn,j = xjn−1xn−2, 0 ≤ j ≤ an, n ≥ 1,
t−1 = a, t0 = b, tn,j =

axn,jb−1 if n is odd
bxn,ja−1 if n is even,
0 ≤ j ≤ an, n ≥ 1.
Note that xn,an = xn, tn,an = tn, n ≥ 1. It is known that all the words defined above are factors of f , and that
x2n (n ≥ 2), x21 (if a2 ≥ 2), x21b−1a (if a2 = 1), xn,i (n ≥ 2, 1 ≤ i ≤ an), and xn (n ≥ 0) are prefixes of f (see [6,18]).
Let {pn}, {qn}, and {qn,j} be sequences of nonnegative integers defined by
p−1 = 1, p0 = 0, pn = anpn−1 + pn−2, n ≥ 1,
q−1 = 1, q0 = 1, qn = anqn−1 + qn−2, n ≥ 1,
qn,j = jqn−1 + qn−2, 0 ≤ j ≤ an, n ≥ 1.
Note that qn,an = qn, |xn,j| = qn,j, 0 ≤ j ≤ an, n ≥ 1, and pnqn = [0, a1+ 1, a2, . . . , an], n ≥ 0 (see [22]). pnqn is called the nth
convergent ofα. In [3,19,21], thewords tn are called singular wordswith length qn.Whenα =
√
5−1
2 , the characteristicword is
also called the infinite Fibonacci word (golden sequence) and is denoted by F . Define the sequence {Fn} of Fibonacci numbers by
F0 = 0, F1 = 1, Fn = Fn−1+Fn−2, n ≥ 2.Whenα = [0, 1+1, 1, 1, . . .] = 3−
√
5
2 , (resp.,β = 1−α = [0, 1, 1, . . .] =
√
5−1
2 ),
qn−2 = Fn (resp., qn−1 = Fn), n ≥ 1.
Suppose that n ≥ 0 and qn ≤ k < qn+1. Define
z(k, j) =

f [j+ 1; k] (0 ≤ j ≤ qn − 1)
f [j+ qn+1 − k; k] (qn ≤ j ≤ k). (2.1)
The number j is called the order number of the word z(k, j) (see Lemma 2.1(b) below). The following lemma is known (see,
e.g., [18] for part (a), and [9] for part (b)).
Lemma 2.1. (a) For each k ≥ 1, f has exactly k+ 1 distinct factors of length k.
(b) For each k ≥ 1, z(k, 0), z(k, 1), . . . , z(k, k) are the k+ 1 distinct factors of f of length k and they are listed in the order
of their first occurrences in f .
For n ≥ 0, 0 ≤ i ≤ an+1, let αn+1,i = [0, an+1 − i+ 1, an+2, . . .]. Note α1,0 = α. The following lemmas are Proposition
2.3 and Lemma 4.2 of [9], respectively.
Lemma 2.2. Suppose that n ≥ 0 and 0 ≤ i ≤ an+1. Then
f = fαn+1,i(xn, xn+1,i). (2.2)
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We denote the decomposition in (2.2) by Dn+1,i. The words xn and xn+1,i in the decomposition Dn+1,i are called blocks.
For example, for α = [0, 2, 3, 4, 2, 5, 7, . . .], the first few blocks in the decomposition D3,1 of fα are given in the following
figure.
fα =
x2  
abababa
x2  
abababa
x2  
abababa
x3,1  
abababaab
x2  
abababa
x2  
abababa
x2  
abababa
x3,1  
abababaab
x2  
abababa
x2  
abababa
x2  
abababa
x2  
abababa · · ·
Lemma 2.3. Suppose that n ≥ 0 and 0 ≤ i ≤ an+1. Then the (t + 1)th block in Dn+1,i occurs at position ⌊(t + 1)αn+1,i⌋
(qn+1,i − qn)+ tqn + 1 in f , for all t ≥ 0.
Throughout the rest of this paper, we partition the set N into intervals In+1,i, n ≥ 0, 0 ≤ i ≤ an+1 − 1, where
In+1,0 = {k ∈ N : qn ≤ k < qn+1,1},
In+1,i = {k ∈ N : qn+1,i ≤ k < qn+1,i+1} (i ≥ 1).
In particular, I1,i = {i+ 1}, for 0 ≤ i ≤ a1 − 1.
For k ∈ In+1,i and 0 ≤ j ≤ k, where n ≥ 0, 0 ≤ i ≤ an+1 − 1, define
Nkj =

n− 1 (0 ≤ j ≤ qn+1,1 − k− 2 and i = 0)
n (0 ≤ j ≤ qn+1,i+1 − k− 2 with i ≥ 1,
or qn+1,i+1 − k− 1 ≤ j ≤ qn − 1)
n+ 1 (qn ≤ j ≤ k)
(2.3)
Jkj =

j (0 ≤ j ≤ qn − 1)
j+ qn+1 − k− 1 (qn ≤ j ≤ k) (2.4)
lkj =

aNkj+1 (0 ≤ j ≤ qn+1,1 − k− 2 and i = 0)
i (0 ≤ j ≤ qn+1,i+1 − k− 2 and i ≥ 1)
i+ 1 (qn+1,i+1 − k− 1 ≤ j ≤ qn − 1)
1 (qn ≤ j ≤ k).
(2.5)
Note that, by (2.1),
z(k, j) = f [Jkj + 1; k]. (2.6)
In Proposition 4.1 of [9], it has been proved that for k ∈ In+1,i, where n ≥ 0, and 0 ≤ i ≤ an+1 − 1, and 0 ≤ j ≤ k,
the factor z(k, j) occurs in f at position m + J + 1 if and only if a block xN or xN+1,l in DN+1,l occurs in f at position m + 1,
whereN = Nkj, J = Jkj, and l = lkj. From this proposition and Lemma 2.3, the following theorem (Theorem 4.3 of [9]), which
describes the location of z(k, j), follows immediately.
Theorem 2.4. Let k ∈ In+1,i, where n ≥ 0, and 0 ≤ i ≤ an+1 − 1.
(a) If 0 ≤ j ≤ qn+1,i+1 − k− 2, then
Λ(z(k, j)) = {⌊(t + 1)αn+1,i⌋(qn+1,i − qn)+ tqn + j+ 1 : t ≥ 0}. (2.7)
(b) If qn+1,i+1 − k− 1 ≤ j ≤ qn − 1, then
Λ(z(k, j)) = {⌊(t + 1)αn+1,i+1⌋qn+1,i + tqn + j+ 1 : t ≥ 0}. (2.8)
(c) If qn ≤ j ≤ k, then
Λ(z(k, j)) = {⌊(t + 1)αn+2,1⌋qn + (t + 1)qn+1 + j− k : t ≥ 0}. (2.9)
Noting that αn+1,0 = 1 − αn,an , the following theorem combines the three formulas for computing Λ(z(k, j)) in
Theorem 2.4 into a single formula in terms of Nkj, Jkj, and lkj. We also note that these formulas can be used to find the
starting position of the tth copy of z(k, j) in f , t ≥ 0.
Theorem 2.5. Suppose that k ≥ 1 and 0 ≤ j ≤ k. Let N = Nkj, J = Jkj, and l = lkj. Then
Λ(z(k, j)) = {⌊(t + 1)αN+1,l⌋(qN+1,l − qN)+ tqN + J + 1 : t ≥ 0}. (2.10)
Example A. Let α = [0, 2, 3, 4, 2, 5, 7, . . .]. The first few an and qn,i are
a1 = 1, a2 = 3, a3 = 4, a4 = 2, a5 = 5, a6 = 7;
q0 = 1, q1 = 2, q2,1 = 3, q2,2 = 5, q2 = q2,3 = 7,
q3,1 = 9, q3,2 = 16, q3,3 = 23, q3 = q3,4 = 30.
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To computeΛ(z(5, 3)), we set k = 5, j = 3. With n = 1, i = 2, and αn+2,1 = α3,1 ≈ 0.2244, Theorem 2.4(c) implies that
Λ(z(5, 3)) = {2⌊sα3,1⌋ + 7s− 2 : s ≥ 1}.
With this formula, the first few positions in f at which z(5, 3) occurs are found to be 5, 12, 19, 26, 35, 42, 49, 56, 65. (Note
that z(5, 3) = abaab.)
Let F denote the set of all nonempty factors of f . Define ψ : F → Z × Z × Z by ψ(z(k, j)) = (Nkj, Jkj, lkj), for
k ≥ 1, 0 ≤ j ≤ k. The component functions of ψ are denoted by ψi, i = 1, 2, 3. The triple ψ(w) is called the location
index of the factorw.
It is clear, from Theorem 2.5, that Jkj is the first occurrence of z(k, j), that is, the first copy of the word z(k, j) starts at
position Jkj + 1 in f . Theorem 2.5 also implies that for any factorw of f , the locationΛ(w) is completely determined by the
location index ψ(w). This means that ifw1, w2 ∈ F and ψ(w1) = ψ(w2), thenΛ(w1) = Λ(w2).
Now if the length k and the first occurrence J of a factorw of f are given, then the location indexψ(w) can be determined
as follows. First compute n and i such that k ∈ In+1,i. Next compute j using the formula
j =

J if 0 ≤ J ≤ qn − 1
J − qn+1 + k+ 1 if qn+2,1 − k− 1 ≤ J ≤ qn+1 − 1. (2.11)
(Note: by (2.4), w = z(k, j). The condition qn+2,1 − k − 1 ≤ J ≤ qn+1 − 1 in Eq. (2.11) can be replaced by J ≥ qn.) Then
compute Nkj, and lkj using formulas (2.3) and (2.5). Finally, ψ(w) = (Nkj, J, lkj).
The following proposition provides us with an alternative way to compute (N, l) = (ψ1(w), ψ3(w)), and hence the
location index ψ(w), without computing n, i, and j.
For convenience, define qn,an+1 = (an + 1)qn−1 + qn−2 = qn + qn−1 = qn+1,1.
Proposition 2.6. Letw ∈ F , k = |w|, and (N, J, l) = ψ(w). Then
qN+1,l − 1 ≤ k+ J ≤ qN+1,l+1 − 2. (2.12)
In other words, (ψ1(w), ψ3(w)) = (N, l) are uniquely determined by Inequalities (2.12), whenever the length k and the first
occurrence J ofw are given.
Proof. Let j, n, i be such that w = z(k, j), and k ∈ In+1,i. We consider the following cases: (i) 0 ≤ j ≤ qn+1,i+1 − k − 2,
(ii) qn+1,i+1 − k− 1 ≤ j ≤ qn − 1, and (iii) qn ≤ j ≤ k.
If (i) holds, then
qN+1,l =

qn (i = 0)
qn+1,i (i ≥ 1)
≤ k+ J = k+ j ≤ qn+1,i+1 − 2
=

qn,an+1 − 2 (i = 0)
qN+1,l+1 − 2 (i ≥ 1)
= qN+1,l+1 − 2.
If (ii) holds, then
qN+1,l − 1 = qn+1,i+1 − 1 ≤ k+ J = k+ j
≤ qn+1,i+1 + qn − 2 = qn+1,i+2 − 2 = qN+1,l+1 − 2.
If (iii) holds, then
k+ J = j+ qn+1 − 1 ≤ k+ qn+1 − 1 ≤ 2qn+1 − 2 ≤ qn+2,2 − 2 = qN+1,l+1 − 2,
k+ J = j+ qn+1 − 1 ≥ qn + qn+1 − 1 = qn+2,1 − 1 = qN+1,l − 1. 
3. Other descriptions ofΛ(z(k, j))
Let γ be an irrational number with 0 < γ < 1 and let γ = [0, b1 + 1, b2, b3, . . .] be its continued fraction expansion.
Let PnQn be the nth convergent of γ , n ≥ 0. Then each nonnegative integerm has a unique representation (see [12,13]), called
the generalized Zeckendorf representation ofm, asm =∞i=1 riQi−1, where
0 ≤ ri ≤ bi, i ≥ 1
ri = bi ⇒ ri−1 = 0, i ≥ 2. (3.1)
Define (m)γ = r1r2r3 · · · .We writem∗ for (m)α . The notationm∗ has been used in [8,16].
Let m,m1,m2 be nonnegative integers. For p ≥ 1, define m∗[p] to be the pth digit of m∗. For n ≥ 0, we write m1 ∼n m2
ifm∗1[p] = m∗2[p] for 1 ≤ p ≤ n. Note thatm1 ∼0 m2 for all nonnegative integersm1,m2.
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For t ≥ 0, n ≥ 0, 0 ≤ i ≤ an+1with (t)αn+1,i = s1s2s3 · · · , defineΩt,n,i =
∞
p=1 spqn+p−1. Note thatΩ
∗
t,n,i = 0ns1s2s3 · · · ,
and 0 ≤ s1 ≤ an+1 − i.
The following theorem and its corollary describe Λ(z(k, j)) in terms of the numbers Ωt,n,i as well as the generalized
Zeckendorf representation of nonnegative integers. They are equivalent to Theorem 3.4 of [8] in the cases α =
√
5−1
2 and
α = 3−
√
5
2 .
Theorem 3.1. Letw ∈ F and let ψ(w) = (N, J, l). Then
Λ(w) = {Ωt,N,l + J + 1 : t ≥ 0} (3.2)
= {m+ 1 : m ≥ 0,m ∼N J, and 0 ≤ m∗[N + 1] ≤ aN+1 − l}. (3.3)
Corollary 3.2. Suppose that k ∈ In+1,i and 0 ≤ j ≤ k, where n ≥ 0, and 0 ≤ i ≤ an+1 − 1.
(a) If 0 ≤ j ≤ qn+1,i+1 − k− 2, then
Λ(z(k, j)) = {Ωt,n,i + j+ 1 : t ≥ 0}
= {m+ 1 : m ≥ 0,m ∼n j, and 0 ≤ m∗[n+ 1] ≤ an+1 − i}.
(b) If qn+1,i+1 − k− 1 ≤ j ≤ qn − 1, then
Λ(z(k, j)) = {Ωt,n,i+1 + j+ 1 : t ≥ 0}
= {m+ 1 : m ≥ 0,m ∼n j, and 0 ≤ m∗[n+ 1] ≤ an+1 − i− 1}.
(c) If qn ≤ j ≤ k, then
Λ(z(k, j)) = {Ωt,n+1,1 + j+ qn+1 − k : t ≥ 0}
= {m+ 1 : m ≥ 0,m ∼n+1 j+ qn+1 − k− 1, and 0 ≤ m∗[n+ 2] ≤ an+2 − 1}.
To prove Theorem 3.1, we need the following lemmas, the first of which has appeared in [12] and [1].
Lemma 3.3. Let γ , {Pn}, {Qn} be as above. If (t)γ = s1s2s3 · · · , then ⌊(t + 1)γ ⌋ =∞p=1 spPp−1.
Lemma 3.4. Suppose that n ≥ 0 and 0 ≤ i ≤ an+1. Then
Ωt,n,i = ⌊(t + 1)αn+1,i⌋(qn+1,i − qn)+ tqn,
for all nonnegative integers t, andΩt,n,i is the sum of the lengths of the first t blocks in Dn+1,i.
Proof. Let PpQp be the pth convergent of αn+1,i, p ≥ 0. By induction on p, it is easy to see that
Pp−1(qn+1,i − qn)+ Qp−1qn = qn+p−1, (3.4)
for all p ≥ 1. Now if t is a nonnegative integer with (t)αn+1,i = s1s2s3 · · · , then
⌊(t + 1)αn+1,i⌋(qn+1,i − qn)+ tqn =
 ∞
p=1
spPp−1

(qn+1,i − qn)+
 ∞
p=1
spQp−1

qn (by Lemma 3.3)
=
∞
p=1
sp

Pp−1(qn+1,i − qn)+ Qp−1qn

=
∞
p=1
spqn+p−1 (by Eq. (3.4))
= Ωt,n,i.
The last assertion follows from Lemma 2.3. 
Lemma 3.5. Suppose that n ≥ 0, and (l, j) satisfies 1 ≤ l ≤ an+1, and 0 ≤ j ≤ qn − 1. Then
{Ωt,n,l + j : t ≥ 0} = {m : m ≥ 0, m ∼n j, and 0 ≤ m∗[n+ 1] ≤ an+1 − l}.
Proof. Let
j∗ = r1r2r3 · · · . (3.5)
Since 0 ≤ j ≤ qn−1, rp = 0 for all p ≥ n+1. Letm ≥ 0. Ifm ∼n j, and 0 ≤ m∗[n+1] ≤ an+1−l, thenm∗ = r1r2 · · · rns1s2 · · ·
(r1r2 · · · rn does not appear when n = 0), and 0 ≤ s1 ≤ an+1 − l. Now let t ≥ 0 be such that (t)αn+1,l = s1s2s3 · · · . Then
m =np=1 rpqp−1 +∞p=1 spqn+p−1 = j+Ωt,n,l.
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Conversely, suppose thatm = j+Ωt,n,l for some t ≥ 0. Write
(t)αn+1,l = s1s2s3 · · · . (3.6)
Then
m =
n
p=1
rpqp−1 +
∞
p=1
spqn+p−1, (3.7)
and 0 ≤ s1 ≤ an+1 − l. Thus Eqs. (3.5)–(3.7) imply that m∗ = r1r2 · · · rns1s2 · · · . Therefore m ∼n j, and 0 ≤ m∗[n + 1] =
s1 ≤ an+1 − l. 
Lemma 3.6. Suppose that k ≥ 1, 0 ≤ j ≤ k, J = Jkj, N = Nkj. Let J∗ = r1r2r3 · · · . Then J ≤ qN − 1, and rp = 0 for all
p ≥ N + 1.
Proof. Let n, i be such that k ∈ In+1,i. If 0 ≤ j ≤ qn+1,i+1 − k− 2, then
J = j ≤ qn+1,i+1 − k− 2 ≤

qn−1 − 2 = qN − 2 if i = 0
qn − 2 = qN − 2 if i ≥ 1.
For all other j’s,
J =

j ≤ qn − 1 = qN − 1 if qn+1,i+1 − k− 1 ≤ j ≤ qn − 1
j+ qn+1 − k− 1 ≤ qn+1 − 1 = qN − 1 if qn ≤ j ≤ k.
The second assertion now follows immediately. 
Corollary 3.7. Suppose that k ≥ 1, 0 ≤ j ≤ k, and (N, J, l) = (Nkj, Jkj, lkj). Then
{Ωt,N,l + J + 1 : t ≥ 0} = {m+ 1 : m ≥ 0,m ∼N J, and 0 ≤ m∗[N + 1] ≤ aN+1 − l}.
Proof. Clearly 1 ≤ l ≤ aN+1. By Lemma 3.6, 0 ≤ J ≤ qN − 1. Now applying Lemma 3.5 with (N, J, l) in place of (n, j, l) in
the statement of Lemma 3.5, the result follows. 
Proof of Theorem 3.1. By Theorem 2.5 and Lemma 3.4, Λ(w) equals the set in Eq. (3.2), and by Corollary 3.7, the sets in
Eqs. (3.2) and (3.3) are equal. 
Clearly Corollary 3.2 follows immediately from Theorem 3.1.
Example B. Let α, an, and qn,i be as in Example A. Again we consider the factor z(5, 3). Applying Corollary 3.2(c), with k = 5
and j = 3 (n = 1 and i = 2), we have
Λ(z(5, 3)) = {m+ 1 : m ≥ 0, m ∼2 4, and 0 ≤ m∗[3] ≤ 3}.
Since 4∗ = 020∞ (here 0∞ has its obvious meaning), it follows that z(5, 3) occurs at and only at positionsm+ 1 in f , where
m∗ = 02rr4 · · · with 0 ≤ r ≤ 3. For example, ifm∗ = 02310∞, thenm+ 1 = 0 · q0 + 2q1 + 3q2 + 1 · q3 + 1 = 56. Other
positions can be computed likewise. The first 9 positions are listed in the following table.
m∗ 0200∞ 0210∞ 0220∞ 0230∞ 02010∞ 02110∞ 02210∞ 02310∞ 02020∞
m+ 1 5 12 19 26 35 42 49 56 65
4. Another proof of Theorem 3.1
In this section, we give another proof of Theorem 3.1 without using Theorem 2.5. We first determine, for allm1, m2, the
longest common prefix of Sm1 f and Sm2 f and its length. The following lemma follows easily from the definition of xn,i.
Lemma 4.1. Suppose that n ≥ 1 and 1 ≤ i ≤ an. Then the last letter of xn,i is b (resp., a) if n is odd (resp., even).
The results stated in the following lemma have appeared in Corollary 3.8 and Lemma 2.1 of [7]. Note that the sequence
of words {xn} that appears in these results can be generated recursively:x0 = a,x1 = baa1 ,xn =xn−2xann−1, n ≥ 2.
Lemma 4.2. (a) If m ≥ 0 and m∗ = r1r2r3 · · · , then
Smf = (x0)a1−r1(x1)a2−r2(x2)a3−r3 · · · .
(b) Let n ≥ 0. Thenn+1i=1 aiqi−1 = qn + qn+1 − 2.
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Theorem 4.3. Let m1 and m2 be two distinct nonnegative integers with m∗1 = r1r2r3 · · · and m∗2 = s1s2s3 · · · . If e ≥ 0 is an
integer such that rp = sp, 1 ≤ p ≤ e and re+1 < se+1, then the longest common prefix of Sm1 f and Sm2 f is
(x0)a1−s1(x1)a2−s2(x2)a3−s3 · · · (xe−1)ae−se(xe)ae+1−se+1 (4.1)
and its length is
e+1
p=1
(ap − sp)qp−1 = qe + qe+1 − 2−
e+1
p=1
spqp−1. (4.2)
Proof. By Lemma 4.2(a) and the choice of e,
Sm1 f = (x0)a1−s1(x1)a2−s2 · · · (xe−1)ae−se(xe)ae+1−se+1(xe)se+1−re+1 · · · ,
Sm2 f = (x0)a1−s1(x1)a2−s2 · · · (xe−1)ae−se(xe)ae+1−se+1(xe+1)ae+2−se+2 · · · .
Since se+1 > 0, se+2 ≠ ae+2 and so ae+2− se+2 ≠ 0. By Lemma 4.1, the first letters ofxe andxe+1 are distinct. Therefore, the
longest common prefix of Sm1 f and Sm2 f is given by (4.1), and by Lemma 4.2(b), its length is given by Eq. (4.2). 
Lemma 4.4. Suppose that k ≥ 1 and 0 ≤ j ≤ k. Let J = Jkj, N = Nkj, l = lkj, and 0 ≤ s ≤ aN+1. Then
(a) qN−1 + qN − 2− J < k.
(b) qN + qN+1 − 2− J − sqN ≥ k ⇔ 0 ≤ s ≤ aN+1 − l.
Proof. By Proposition 2.6,
qN+1,l − 2 < k+ J ≤ qN+1,l+1 − 2.
Hence
qN−1 + qN − 2− J + (l− 1)qN < k ≤ qN−1 + qN − 2− J + lqN . (4.3)
Therefore (a) holds. Inequalities (4.3) can be written as
qN + qN+1 − 2− J − (aN+1 − l+ 1)qN < k ≤ qN + qN+1 − J − 2− (aN+1 − l)qN .
Therefore (b) holds. 
Another proof of Theorem 3.1. By Corollary 3.7, the sets in Eqs. (3.2) and (3.3) are equal. Therefore, it suffices to show that
Λ(w) equals the set in Eq. (3.3). Let J∗ = r1r2r3 · · · . By Lemma 3.6, rp = 0 for all p ≥ N + 1 and so J = Np=1 rpqp−1.
By Eq. (2.6), w = f [J + 1; k]. Hence J + 1 belongs to both sets. Now let m be a nonnegative integer with m ≠ J , and
m∗ = s1s2s3 · · · . Then
m+ 1 ∈ Λ(w) ⇔ w = f [J + 1; k] = f [m+ 1; k]
⇔ the length of the longest common prefix of S J f and Smf is at least k.
Now, let Γ denote the length of the longest common prefix of S J f and Smf . Let e be the smallest nonnegative integer such
that re+1 ≠ se+1. Note that if e ≥ N + 1, then by Lemma 3.6, sN+1 = rN+1 = 0. Therefore, we only need to consider the
following three cases. We show that Γ ≥ k in Case 1 and Γ < k in all other cases.
Case 1. e ≥ N and 0 ≤ sN+1 ≤ aN+1 − l. By Lemma 3.6, we have rN+1 = 0 ≤ sN+1. Therefore, by Theorem 4.3 and
Lemma 4.4(b), Γ ≥ qN + qN+1 − 2− J − sN+1qN ≥ k.
Case 2. e = N and sN+1 > aN+1 − l. By Lemma 3.6, rN+1 = 0 < sN+1. Therefore, by Theorem 4.3 and Lemma 4.4(b),
Γ = qN + qN+1 − 2− J − sN+1qN < k.
Case 3. e ≤ N − 1.
Γ = min

e+1
p=1
(ap − sp)qp−1,
e+1
p=1
(ap − rp)qp−1

≤
e+1
p=1
(ap − rp)qp−1
≤
N
p=1
(ap − rp)qp−1
= qN + qN−1 − 2− J < k (by Lemma 4.4(a)).
This proves that
Γ ≥ k ⇔ rp = sp for all 1 ≤ p ≤ N and 0 ≤ sN+1 ≤ aN+1 − l.
Therefore the result follows. 
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5. Finding ψ(f [m+ 1;k]) and the order number of f [m+ 1;k]
Given a factor w of f , we have already seen that if w = z(k, j), where k ≥ 1 and 0 ≤ j ≤ k or both |w| and ψ2(w) are
known, thenψ(w) can be obtained easily. Nowwe consider the casew = f [m+ 1; k]. To findψ(w), we need the following
lemma.
Lemma 5.1. Suppose that k ≥ 1, 0 ≤ j ≤ k, and (N, J, l) = (Nkj, Jkj, lkj). If J∗ = r1r2r3 · · · , then J =Np=1 rpqp−1, and
N
p=1
(ap − rp)qp−1 + (l− 1)qN < k ≤
N
p=1
(ap − rp)qp−1 + lqN . (5.1)
Proof. The first assertion is an immediate consequence of Lemma 3.6, while the second one follows from Inequalities (4.3)
(or Proposition 2.6), and Lemma 4.2(b). 
Now let k, j,N, J, l, r1, r2, r3, . . . be as in Lemma 5.1. Ifm+1 ∈ Λ(z(k, j)) andm∗ = s1s2s3 · · · , then Theorem 3.1 implies
that sp = rp, for 1 ≤ p ≤ N and aN+1 − sN+1 ≥ l. Hence Inequalities (5.1) is also true with sp in place of rp. These new
inequalities determine N and l uniquely, and hence J . Thus we arrived at the following theorem.
Theorem 5.2. Letw = f [m+ 1; k], with m∗ = r1r2r3 · · · . Let N and l be integers satisfying N ≥ 0, 1 ≤ l ≤ aN+1 − rN+1,
N
p=1
(ap − rp)qp−1 + (l− 1)qN < k ≤
N
p=1
(ap − rp)qp−1 + lqN ,
and let J =Np=1 rpqp−1. Then ψ(w) = (N, J, l).
Example C. Let α, an, and qn,i be as in Example A. Letw = f [59; 13]. We want to findψ(w) using Theorem 5.2. Letm = 58
and k = 13. Clearly,
m∗ = r1r2r3r4 · · · = 00410∞.
Define Lh =hp=1(ap−rp)qp−1, h ≥ 1. Then L1 = 1, L2 = 7, L3 = 7, and L4 = 37. Nowsince L3 = 7 < k = 13 ≤ 37 = L3+q3,
Theorem 5.2 implies that ψ(w) = (N, J, l), where N = 3, l = 1, and J =Np=1 rpqp−1 = 0 · 1+ 0 · 2+ 4 · 7 = 28.
Ifw is given to be a word over {a, b}, then ψ(w) can be determined as follows.
Theorem 5.3. Letw ∈ {a, b}+.
(a) w is a factor of f if and only if
there exist s1, s2, . . . , sN , l satisfying the conditions
0 ≤ sp ≤ ap, for 1 ≤ p ≤ N,
sp = 0⇒ sp−1 = ap−1, for 2 ≤ p ≤ N, andxs10xs21 · · ·xsNN−1xl−1N <p w ≤pxs10xs21 · · ·xsNN−1xlN . (5.2)
(b) If (5.2) holds, and J =Np=1(ap − sp)qp−1, then ψ(w) = (N, J, l).
Proof. Note that when (5.2) holds, and J = Np=1(ap − sp)qp−1, we have J∗ = r1r2r3 · · · rN00 · · · , where rp = ap − sp for
1 ≤ p ≤ N ,
w = f [J + 1; k], where k = |w| (by Lemma 4.2)
and
N
p=1
(ap − rp)qp−1 + (l− 1)qN =
N
p=1
spqp−1 + (l− 1)qN
< k ≤
N
p=1
spqp−1 + lqN =
N
p=1
(ap − rp)qp−1 + lqN .
Thus the result follows from Theorem 5.2. 
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Example D. Let α, an, qn,i be as in Example A. Let w = aababababaaba ∈ {a, b}+ with k = |w| = 13. We want to use
Theorem 5.3 to test whether w is a factor of f and compute ψ(w) if it is. By definition,x0 = a,x1 = ba,x2 = abababa,x3 = ba(abababa)4, . . . . Sincex10x01x12 < w <p x10x01x12x13, (5.2) holds with N = 3, l = 1, s1s2s3 = 101, and 0 ≤ si ≤ ai,
i = 1, 2, 3. Therefore, by part (a) of Theorem5.3,w is a factor of f . Now letting J =Np=1(ap−sp)qp−1 = 0·1+3·2+3·7 = 27,
part (b) of Theorem 5.3 implies that ψ(w) = (N, J, l) = (3, 27, 1).
We next demonstrate three methods for identifying f [m+ 1; k] as z(k, j), that is, finding the order number j of the factor
f [m+ 1; k]. Theorems 5.5 and 5.6 generalize Theorems 5.3 and 5.1 of [8] respectively.
Method 1
We first use Theorem 5.2 to find the first occurrence J of the factor f [m+1; k] and then use Eq. (2.11) to obtain the order
number j. (In casew ∈ {a, b}+ is a factor of f , we have to use Theorem 5.3(b) instead of Theorem 5.2 to find J .)
Method 2
For integersm ≥ 1, k ≥ 1, h ≥ 1, define
RUN(m, k, h) = (f [m; k], f [m+ 1; k], . . . , f [m+ h− 1; k]).
RUN(m, k, h) is called a run of h consecutive factors of length k starting at positionm in f . In Corollary 3.4 of [9], the present
authors have also observed that the factors of f of the same lengths occur in runs as described in the following lemma.
Lemma 5.4. Let k ∈ In+1,i,where n ≥ 0, and 0 ≤ i ≤ an+1−1. If a block xn and a block xn+1,i in Dn+1,i occur at positions m1+1
and m2 + 1 in f respectively, then
(a) RUN(m1 + 1, k, qn) = (z(k, 0), z(k, 1), . . . , z(k, qn − 1));
(b) RUN(m2 + 1, k, qn+1,i) = (z(k, 0), z(k, 1), . . . , z(k, qn+1,i+1 − k− 2),
z(k, qn), z(k, qn + 1), . . . , z(k, k)).
Example E. For α as in Example A, the first few runs of factors of fα of length 13 that correspond to the blocks in the
decomposition D3,1 of fα are given in the following figure in which an integer j (0 ≤ j ≤ 13) is placed at position m + 1 in
f if z(13, j) occurs there, and a run

z(13, j1), z(13, j2), . . . , z(13, jr)

is, for simplicity, denoted by j1j2 · · · jr . Notice that a
run 0123456 (resp., 01789 10 11 12 13) always occurs wherever the block x2 = abababa (resp., x3,1 = abababaab) occurs, as
asserted by Lemma 5.4.
Theorem 5.5. Let m ≥ 0 and k ≥ 1. Let k ∈ In+1,i, where n ≥ 0, and 0 ≤ i ≤ an+1 − 1. Let t ≥ 0 be an integer such that
Ωt,n,i ≤ m < Ωt+1,n,i. IfΩt+1,n,i −Ωt,n,i = qn (i.e., ⌊(t + 2)αn+1,i⌋ − ⌊(t + 1)αn+1,i⌋ = 0), let
j = m−Ωt,n,i; (5.3)
otherwise (i.e.,Ωt+1,n,i −Ωt,n,i = qn+1,i, or equivalently, ⌊(t + 2)αn+1,i⌋ − ⌊(t + 1)αn+1,i⌋ = 1), let
j =

m−Ωt,n,i if m−Ωt,n,i ≤ qn+1,i+1 − k− 2
m−Ωt,n,i − qn+1,i + k+ 1 if m−Ωt,n,i ≥ qn+1,i+1 − k− 1. (5.4)
Then f [m+ 1; k] = z(k, j).
Proof. We consider the decomposition Dn+1,i. By Lemma 3.4, each Ωt,n,i is the sum of the lengths of the first t blocks in
Dn+1,i. Thus Ωt+1,n,i − Ωt,n,i is either qn or qn+1,i. Since Ωt,n,i ≤ m < Ωt+1,n,i, the factor f [m + 1; k] occurs at position
m−Ωt,n,i + 1 of the (t + 1)th block in Dn+1,i. IfΩt+1,n,i −Ωt,n,i = qn, then the (t + 1)th block is a block xn. Therefore, by
Lemma 5.4(a), f [m+ 1; k] = z(k, j), where j = m−Ωt,n,i. Similarly, ifΩt+1,n,i −Ωt,n,i = qn+1,i, then, by Lemma 5.4(b), the
result follows. 
Method 3
Theorem 5.6. Let m ≥ 0 and k ≥ 1. Let k ∈ In+1,i, where n ≥ 0, and 0 ≤ i ≤ an+1 − 1. Let m∗ = r1r2r3 · · · . Let
j1 = j2 =
n
p=1
rpqp−1, j3 =
n+1
p=1
rpqp−1 − qn+1 + k+ 1,
C1 = {0, 1, . . . , qn+1,i+1 − k− 2}, C2 = {qn+1,i+1 − k− 1, qn+1,i+1 − k, . . . , qn − 1},
C3 = {qn, qn + 1, . . . , k}, B1 = {0, 1, . . . , an+1 − i},
B2 = {0, 1, . . . , an+1 − i− 1}, B3 = {0, 1, . . . , an+1}.
Then there exists a unique p ∈ {1, 2, 3} such that jp ∈ Cp and rn+1 ∈ Bp. Moreover, f [m+ 1; k] = z(k, jp).
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Proof. Let j be such that 0 ≤ j ≤ k and f [m+1; k] = z(k, j). Consider the conditions (i)–(iii) as in the proof of Proposition 2.6.
If (i) holds, then by Corollary 3.2(a) and Lemma 3.6, we have j = np=1 rpqp−1 and 0 ≤ rn+1 ≤ an+1 − i. Hence
j1 = j ∈ C1, rn+1 ∈ B1, and j2 = j /∈ C2. Since
j3 = j+ rn+1qn − qn+1 + k+ 1
≤ qn+1,i+1 − k− 2+ (an+1 − i)qn − qn+1 + k+ 1
= qn − 1,
it follows that j3 /∈ C3. In this case the unique p is 1.
If (ii) holds, then by Corollary 3.2(b) and Lemma 3.6, j = np=1 rpqp−1 and 0 ≤ rn+1 ≤ an+1 − i − 1. Hence
j1 = j /∈ C1, j2 = j ∈ C2, rn+1 ∈ B2. Since
j3 = j+ rn+1qn − qn+1 + k+ 1
≤ qn − 1+ (an+1 − i− 1)qn − qn+1 + k+ 1
≤ k− qn+1,i < qn,
it follows that j3 /∈ C3. In this case the unique p is 2.
If (iii) holds, then by Corollary 3.2(c) and Lemma 3.6,
j+ qn+1 − k− 1 =
n+1
p=1
rpqp−1 (5.5)
and 0 ≤ rn+2 ≤ an+2 − 1. Therefore j3 = j ∈ C3 and rn+1 ∈ B3. Since qn ≤ j ≤ k, it follows from (5.5) that
qn + qn+1 − k− 1 ≤
n+1
p=1
rpqp−1 ≤ qn+1 − 1.
Note that if rn+1 ∈ B1, then
j1 =
n+1
p=1
rpqp−1 − rn+1qn
≥ qn + qn+1 − k− 1− (an+1 − i)qn = qn+1,i+1 − k− 1.
Thus, either rn+1 /∈ B1 or j1 /∈ C1. If rn+1 ∈ B2, then
j2 =
n+1
p=1
rpqp−1 − rn+1qn
≥ qn+1 + qn − k− 1− (an+1 − i− 1)qn
= qn+1,i+1 − 1− k+ qn ≥ qn.
Thus, either rn+1 /∈ B2 or j2 /∈ C2. Therefore, the unique p is 3.
In any case, j = jp and so f [m+ 1; k] = z(k, jp). 
Example F. Let α, an, qn,i be as in Example A.
(a) To find the order number of f [59; 13], that is, the unique j such that f [59; 13] = z(13, j), we letm = 58 and k = 13.
Method 1: Using Theorem 5.2, we have found in Example C that J = 28. Since q2 = 7 < k = 13 < 30 = q3 and
J = 28 > 7 = q2, we have j = J − q3 + k+ 1 = 28− 30+ 13+ 1 = 12, by Eq. (2.11).
Method 2: We use Theorem 5.5. The first few terms of the sequence {Ωt,2,1} are
0, 7, 14, 21, 30, 37, 44, 51, 60, 67, 74.
We have Ω7,2,1 = 51 < m < 60 = Ω8,2,1 and Ω8,2,1 − Ω7,2,1 = 9 = q3,1. Since m − Ω7,2,1 = 58 − 51 = 7 > 1 =
q3,2 − k− 2, we have j = m−Ω7,2,1 − q3,1 + k+ 1 = 12, according to Eq. (5.3).
Method 3: We use Theorem 5.6. Sincem∗ = 0041000 · · · , m∗[3] = 4. Now
j1 = 0, j2 = 0, j3 = 4 · 7− 30+ 13+ 1 = 12,
C1 = {0, 1}, C2 = {2, 3, . . . , 6}, C3 = {7, 8, . . . , 13},
B1 = {0, 1, 2, 3}, B2 = {0, 1, 2}, B3 = {0, 1, 2, 3, 4}.
Thus, the unique p such that jp ∈ Cp andm∗[3] ∈ Bp is 3. Therefore, by Theorem 5.6, j = j3 = 12.
(b) For the wordw in Example D, since q2 = 7 ≤ k = 13 < 30 = q3, and J = 27 > 7 = q2, we have j = J−q3+k+1 = 11.
Thusw = z(13, 11).
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6. Some examples
The case α = [0, 2, 1, 1, . . .]
We show that when α = [0, 2, 1, 1, . . .] = 3−
√
5
2 , Theorem 3.1 and Corollary 3.2 are equivalent to Theorem 3.4, Corollary
3.5 and Corollary 3.6 of [8] respectively (see (6.1) and (6.2) below). Recall that qn = Fn+2, and qn+1,1 = qn+1 = Fn+3 for all
n ≥ 0.
Example G. Let α = [0, 2, 1, 1, . . .] = 3−
√
5
2 . Suppose that Fn+2 ≤ k < Fn+3, where n ≥ 0, and 0 ≤ j ≤ k. Write N, J, l for
Nkj, Jkj, lkj respectively. Then l = 1. DefineM = N + 1. For any nonnegative integerm, it follows from Lemma 3.6 that
m ∼N J and m∗[N + 1] = 0⇔ m ∼M J.
Thus the second part of Theorem 3.1 implies that
Λ(z(k, j)) = {m+ 1 : m ≥ 0, m ∼M J}. (6.1)
For t ≥ 0 and t∗ = s1s2s3 · · · , define Γt,n =∞p=1 spFn+p. SinceΩt,N,l = Γt,M+1, the first part of Theorem 3.1 implies that
Λ(z(k, j)) = {Γt,M+1 + J + 1 : t ≥ 0}, (6.2)
as obtained in Corollary 3.5 of [8]. The notations used in [8] forM and Γt,n are N andΩt,n respectively.
Locations of conjugates of xn and xn+1,i
The following lemma is Lemma 6.1 of [9]. It identifies conjugates of xn and xn+1,i as z(qn, j) and z(qn+1,i, j) respectively.
Lemma 6.1. Let n ≥ 0. Suppose that 1 ≤ i ≤ an+1 − 1 in statements (c) and (d) below. Then we have the following.
(a) T j(xn) = z(qn, j), 0 ≤ j ≤ qn − 1.
(b) tn = z(qn, qn).
(c) T j(xn+1,i) =

z(qn+1,i, j) if 0 ≤ j ≤ qn − 2
z(qn+1,i, j+ 1) if qn − 1 ≤ j < qn+1,i.
(d) tn+1,i = z(qn+1,i, qn − 1).
Now the following example follows from Lemma 6.1 and Corollary 3.2 immediately.
Example H. Suppose that n ≥ 0 in statements (a)–(c) below, n ≥ 1 and 1 ≤ i ≤ an+1 − 1 in statements (d)–(f).
(a) If 0 ≤ j ≤ qn−1 − 2, then
Λ(T j(xn)) = {m+ 1 : m ≥ 0, m ∼n j}.
(b) If qn−1 − 1 ≤ j ≤ qn − 1, then
Λ(T j(xn)) = {m+ 1 : m ≥ 0, m ∼n j, and 0 ≤ m∗[n+ 1] ≤ an+1 − 1}.
(c) Λ(tn) = {m+ 1 : m ≥ 0, m ∼n+1 qn+1 − 1, and 0 ≤ m∗[n+ 2] ≤ an+2 − 1}.
(d) If 0 ≤ j ≤ qn − 2, then
Λ(T j(xn+1,i)) = {m+ 1 : m ≥ 0, m ∼n j, and 0 ≤ m∗[n+ 1] ≤ an+1 − i}.
(e) If qn − 1 ≤ j ≤ qn+1,i − 1, then
Λ(T j(xn+1,i)) = {m+ 1 : m ≥ 0, m ∼n+1 (an+1 − i)qn + j, and 0 ≤ m∗[n+ 2] ≤ an+2 − 1}.
(f) Λ(tn+1,i) = {m+ 1 : m ≥ 0, m ∼n qn − 1, and 0 ≤ m∗[n+ 1] ≤ an+1 − i− 1}.
Locations of squares in f
The squares in f have already been determined (see Theorem 3 of [10] or Theorem 8 of [3]), and identified as z(k, j) (see
Lemma 6.6 of [9]). These results are contained in the following lemma.
Lemma 6.2. (a) If n ≥ 0, 1 ≤ p ≤ an+12 , and 0 ≤ j ≤ qn − 1, then
(T j(xpn))
2 = z(2pqn, j).
(b) If n ≥ 0, and p = an+1+12 ∈ Z, then
(T j(xpn))
2 =

z(2pqn, j) (0 ≤ j ≤ qn−1 − 2)
z(2pqn, an+1qn + j+ 1) (qn−1 − 1 ≤ j ≤ qn − 1).
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(c) If n ≥ 0, p = 1+ an+12 ∈ Z, and 0 ≤ j ≤ qn−1 − 2, then
(T j(xpn))
2 =

z(2pqn, (an+1 + 1)qn + j+ 1) (an+2 > 1)
z(2pqn, qn+1 + j) (an+2 = 1).
(d) If n ≥ 1, 1 ≤ i ≤ an+1 − 1, and 0 ≤ j ≤ qn − 2, then
(T j(xn+1,i))2 =

z(2qn+1,i, qn+1,i + j+ 1) (2i+ 1 ≤ an+1)
z(2qn+1,i, (an+1 − i)qn + j) (2i ≥ an+1).
The following example is obtained from Corollary 3.2 and Lemma 6.2.
Example I. (a) If n ≥ 0, and 1 ≤ p ≤ an+12 , then
Λ((T j(xpn))
2) =

{m+ 1 : m ≥ 0, m ∼n j, and 0 ≤ m∗[n+ 1] ≤ an+1 − 2p+ 1}
(0 ≤ j ≤ qn−1 − 2)
{m+ 1 : m ≥ 0, m ∼n j, and 0 ≤ m∗[n+ 1] ≤ an+1 − 2p}
(qn−1 − 1 ≤ j ≤ qn − 1).
(b) If n ≥ 0, and p = an+1+12 ∈ Z, then
Λ((T j(xpn))
2) =
 {m+ 1 : m ≥ 0, m ∼n+1 j} (0 ≤ j ≤ qn−1 − 2)
{m+ 1 : m ≥ 0, m ∼n+2 an+2qn+1 + j, and 0 ≤ m∗[n+ 3] ≤ an+3 − 1}
(qn−1 − 1 ≤ j ≤ qn − 1).
(c) If n ≥ 0, p = 1+ an+12 ∈ Z, and 0 ≤ j ≤ qn−1 − 2, then
Λ((T j(xpn))
2) = {m+ 1 : m ≥ 0, m ∼n+2 an+2qn+1 + j, and 0 ≤ m∗[n+ 3] ≤ an+3 − 1}.
(d) If n ≥ 1, 1 ≤ i ≤ an+1 − 1, and 0 ≤ j ≤ qn − 2, then
Λ((T j(xn+1,i))2) = {m+ 1 : m ≥ 0, m ∼n+1 (an+1 − i)qn + j, and 0 ≤ m∗[n+ 2] ≤ an+2 − 1}.
Solution. We prove parts (c) and (d) only. Let w = (T j(xpn))2 in (c), where n, p and j satisfy the conditions. Let w =
(T j(xn+1,i))2 in (d), where n, i and j satisfy the conditions. Letw = z(k, j′), where k = |w|, and 0 ≤ j′ ≤ k.
(c)(i) an+2 > 1: by Lemma 6.2(c), j′ = (an+1 + 1)qn + j+ 1. Since qn+2,1 < k = (an+1 + 2)qn < qn+2,2, k ∈ In+2,1. Now
since qn+1 < (an+1 + 1)qn + 1 ≤ j′ ≤ (an+1 + 1)qn + qn−1 − 1 < (an+1 + 2)qn = k, it follows from Corollary 3.2(c) that
Λ(w) = {m+ 1 : m ≥ 0, m ∼n+2 j′′, and 0 ≤ m∗[n+ 3] ≤ an+3 − 1},
where j′′ = j′ + qn+2 − k− 1 = an+2qn+1 + j.
(ii) an+2 = 1: by Lemma 6.2(c), j′ = qn+1 + j. Since qn+2 < k = (an+1 + 2)qn < qn+3,1, k ∈ In+3,0. Now since
qn+3,1 − k− 1 < qn+1 ≤ j′ ≤ qn+1 + qn−1 − 2 < qn+2, it follows from Corollary 3.2(b) that
Λ(w) = {m+ 1 : m ≥ 0, m ∼n+2 j′, and 0 ≤ m∗[n+ 3] ≤ an+3 − 1}.
(d) We consider four cases: (i) 2i > an+1 and an+2 = 1, (ii) 2i > an+1 and an+2 > 1, (iii) 2i = an+1, and (iv) 2i+1 ≤ an+1.
If (i) holds, then, by Lemma 6.2(d), j′ = (an+1 − i)qn + j. Since qn+2 < (an+1 + 1)qn + 2qn−1 ≤ k = 2qn+1,i < 2qn+1 <
qn+3,1, k ∈ In+3,0. Since 0 < j′ ≤ (an+1 − i+ 1)qn − 2 < qn+3,1 − k− 2, it follows from Corollary 3.2(a) that
Λ(w) = {m+ 1 : m ≥ 0, m ∼n+2 j′}.
Since j′ = (an+1 − i)qn + j ≤ (an+1 − i+ 1)qn − 2 ≤ iqn − 2 < qn+1, by Lemma 3.6, (j′)∗[n+ 2] = 0. Hence, it is clear that
for any nonnegative integerm,
m∗[n+ 2] = (j′)∗[n+ 2] ⇔ m∗[n+ 2] = 0
⇔ 0 ≤ m∗[n+ 2] ≤ an+2 − 1 (since an+2 = 1).
Therefore, the result holds. Similarly, if (ii) (resp., (iii), (iv)) holds, then the result follows from Lemma 6.2(d) and
Corollary 3.2(a) (resp., (b), (c)). 
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