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ON INVERSES OF DISCRETE ROUGH HILBERT TRANSFORMS
MACIEJ PALUSZYNSKI AND JACEK ZIENKIEWICZ
Abstract. We describe the structure of the resolvent of the discrete rough truncated
Hilbert transform under the critical exponent. This extends the results obtained in
[8]
1. Introduction and Statement of the Results
Consider M ∈ N, 1 ≤ α ≤ 1 + 1
1000
, 0 < θ < 1 and let φs be appropriate cutoff
functions, φs ∈ C∞c ([12 , 2]), uniformly in s. We are interested in the truncated Hilbert
transform
HMf(x) =
∑
Mθ≤s≤M
s−dyadic
∑
m≥1
φs
(mα
s
)f(x− [mα])− f(x+ [mα])
m
(1)
=
∑
Mθ≤s≤M
s−dyadic
Hsf(x),
where
Hsf(x) =
∑
m≥1
φs
(mα
s
)f(x− [mα])− f(x+ [mα])
m
, f ∈ ℓ2(Z).
We would like to say a few words about our motivation for the study of operators
of the above type. The importance of the study of the classical Hilbert transform is
evident. It influences many fields like PDEs, ψdOs and function space theory. The
widely ranging study of the Hilbert transform, in its more and less exotic variants has
led to fundamental questions in many areas. We note that the study of the discrete
Hilbert transforms relates to natural questions in ergodic theory. Operators of the form
above and similar have been studied in the past ([1], [2], [4], [5], [6], [7] to name only
a few). In [8] the following theorem has been proved.
Theorem 1 ([8], Theorem 2.2). If θ > α−1 and the operators (λI+HM)−1 are bounded
on ℓ2(Z) uniformly in M , then they are all of weak type (1, 1), also uniformly in M .
It has also been proved in [8] that α − 1 is a critical value, that is if θ < α − 1 the
above theorem does not hold. In fact, the following theorem has been proved.
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Theorem 2 ([8], Theorem 2.3). Let θ < α − 1. There exists a sequence of functions
φs and a compact set Γ ⊂ C such that the corresponding Hilbert transform (1) satisfies
‖(λ I + HM)−1‖ℓ2→ℓ2 ≤ CI for all M and λ ∈ Γ, and for any C the estimate ‖(λ I +
HM )
−1‖ℓ1→ℓ1,∞ ≤ C, does not hold uniformly in λ ∈ Γ and M .
It is the aim of the current note to prove failure of the uniform in M weak type
(1, 1) estimate for (λI + HM )
−1, for any single λ satisfying assumption of Theorem
1. We show that the kernel of (λI + HM )
−1 has the asymptotic expansion with the
main singular term being the H2M . Using results from [8] Section 5, we know, that H
2
M
do not have a uniform in M weak type (1,1) estimate. The operators HM do have a
uniform in M weak type (1, 1) bound, for any θ. A sketch of the proof of this fact,
which was already mentioned in [8], is included in the Appendix. We thus conclude
that the uniform in M weak type (1,1) estimate for (λI+HM)
−1 fails.
Our argument is in fact an elaborated variant of that from [8]. Throughout this work
we consider operators HM of a particular form, similar to these from Theorem 2.3 in
[8]. We note, however, that our arguments are flexible and most likely apply to more
general HM .
We state necessary definitions. From now on θ = α−1− δ, where 0 < δ < 1 is small
enough, so that α−1
α
+ δ < α− 1− δ. We put
P
−
M =
[
M (α−1−δ),M (α−1)
] ∩ Z, P+M = [M (1−δ),M] ∩ Z.
Finally, let
HMf(x) = H
−
Mf(x) +H
+
Mf(x) =
∑
s∈P
−
M
s−dyad.
Hsf(x) +
∑
s∈P
+
M
s−dyad.
Hsf(x).
This will be the fixed operator for the remainder of this paper. We do not specify
the particular functions φs involved, but that should be obvious. Each Hs is called a
transform block of scale s, and thus HM is a sum of transform blocks of scales just
below M and just below Mα−1. Let us adopt some notation from [8]. For a dyadic
s we say that the kernel K is a “CZ building block of scale s” if, for some constants
D, ω > 0, we have:
(i)s
∑
xK(x) = 0
(ii)s supp K ⊂ [−s, s]
(iii)s
∑
x |K(x)|2 ≤ D
2
s
(iv)s
∑
x |K(x+ h)−K(x)|2 ≤ D
2
s
(
|h|
s
)ω
The constant D is particular to a kernel, while ω will be universal (depending, possibly,
on α) throughout this paper. We do not specify it here, requirements imposed on its
size will appear as necessary. Note that a CZ block of scale s is also a CZ block of
3scale 2s, with a larger constant:
D2s = 2
1/2+γ ·Ds.
When referring to a CZ building block we always assume that its scale is a dyadic
integer, so we will often abbreviate∑
s−dyadic
Ks as
∑
s
Ks,
and similarly. Occasionally we will use building blocks that will satisfy (ii)s, (iii)s and
(iv)s but not (i)s. In each such situation we will make clear what the assumptions are.
If K =
∑
s−dyad.Ks, and each Ks is a CZ building block of scale s, then we call K a
CZ kernel and ‖K‖CZ is the maximum of D constants of all blocks Ks (and then the
infimum over all representations of K as a dyadic sum of CZ building blocks). The
goal of the current note is the following (recall, that the operators HM are of a fixed
form, with particular choice of cutoff functions φs described above).
Theorem 3. Suppose that for some λ ∈ C the operators (λI+HM)−1 are defined and
bounded on ℓ2(Z) uniformly in M ≥M0. Then these operators have the form
λ′MI+ βMHM + γMH
2
M +K
M ,
where
(2) KM =
∑
s≥M(α−1−δ)
s−dyad.
Ks,
with each Ks a CZ building block of scale s and λ
′
M , βM , γM and ‖KM‖CZ bounded
uniformly inM ≥M1, with γM uniformly bounded away from 0, for someM1 depending
on M0 and λ.
As an immediate corollary we obtain Theorem 2.5 of [8].
This note is a follow-up to [8], and is not entirely self-contained. The knowledge of
[8] is often necessary. Also, for a more complete list of references see [8].
2. Basic Tools
In what follows we use HM to denote both the operators as well as their kernels.
This should not cause confusion. Let us recall, that CZ building blocks always have
indices (which indicate their scales) that are dyadic integers. Similarly as in [8] we use
suitably defined Banach algebras.
Definition. Let AM be a normed vector space of convolution operators with kernels of
the form
(3) TM = λ · δ0 + β ·HM + γ ·H2M +KM ,
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where HM is given by (1) and K
M is a CZ kernel of the form (2). Let
(4) ‖TM‖AM = inf{|λ|+ |β|+ |γ|+ ‖KM‖CZ}
where the infimum is taken over all representations of TM in the form (3).
We state the following two simple lemmas. These lemmas seem to be folklore, we
include the proofs for the sake of completeness.
Lemma 4. Suppose K, L are CZ kernels as defined above, that is each being a dyadic
sum of CZ building blocks of scales ≥ J . Then their convolution is also a CZ kernel
of the same form. Moreover
‖K ∗ L‖CZ ≤ C‖K‖CZ‖L‖CZ .
The constant C is independent of J .
Proof. Write
K =
∑
s≥J
Ks, L =
∑
s≥J
Ls,
the representations as CZ building blocks. Then
K ∗ L =
∑
s,s′≥J
Ks ∗ Ls′ =
∑
s≥J
Ks ∗
∑
J≤s′≤s
Ls′ +
∑
s≥J
Ls ∗
∑
J≤s′<s
Ks′.
Observe that Ks ∗
∑
s′≤s Ls′ is a CZ building block of scale 2s satisfying (iii)2s with
constant D satisfying
D ≤
√
2s‖Ks‖ℓ2 · ‖
∑
s′≤s
Ls′‖ℓ2→ℓ2
≤ C‖K‖CZ · ‖L‖ℓ2→ℓ2
≤ C ′‖K‖CZ · ‖L‖CZ .
The next to the last inequality follows from Lemma 9. The second summand in K ∗L
is treated similarly. The same argument applied to the kernel K(x+ h)−K(x) yields
the estimate of the constant in (iv)s. 
Lemma 5. Suppose
(5) K =
∑
J≤s≤M
Ks, ‖K‖ℓ2→ℓ2 ≤ 1,
where Ks are CZ building blocks of scale s, possibly without vanishing means (property
(i)s), with constants Ds ≤ 1. Then K can be written as
(6) K =
∑
J≤s
K˜s,
5where K˜s are CZ building blocks (with vanishing means), and ‖K‖CZ ≤ C for some
universal constant C. Moreover,
(7) K =
∑
J≤s≤M
K˜s +
˜˜K4M,
where ˜˜K4M is a CZ building block, possibly without vanishing means, of scale 4M, with
constant bounded by a universal constant C.
Proof. Let |x| ≤ 2s. Denote by 1s an indicator function of (−s, s). It is evident by
support analysis, that for j ≤ s we have 14s ∗ Kj(x) =
∑
yKj(y). Consequently,
directly from the definition of K,∣∣∣14s ∗K(x)−∑
j≤s
∑
y
Kj(y)
∣∣∣ ≤∑
s<j
∑
y
|Kj(y)|14s(x− y)
≤
∑
s<j
‖14s‖ℓ2‖Kj‖ℓ2(8)
≤ (8s) 12
∑
s<j
1
(j)
1
2
=
8
1
2√
2− 1 = E
with E being a universal constant. Hence we obtain
∣∣4s∑
j≤s
∑
y
Kj(y)
∣∣ ≤ ∣∣〈14s ∗K,12s〉∣∣+ 4Es
≤
√
32s‖K‖ℓ2→ℓ2 + 4Es(9)
≤ Cs
where C is a universal constant.
Let ψ ∈ C∞c be supported in [−2, 2], ψ ≡ 1 on [−1, 1]. Let ψs(x) = ψ(xs ), and let
cs =
∑
y
ψs(y), ψ˜s(x) =
1
cs
ψs(x), for s ≥ J , ψ˜J /2(x) ≡ 0.
We write the telescoping identity
K(x) =
∑
J≤s
(
Ks(x)− ψ˜s(x)
∑
J≤j≤s
∑
y
Kj(y) + ψ˜s/2(x)
∑
J≤j<s
∑
y
Kj(y)
)
and denote
K˜s(x) = Ks(x)− ψ˜s(x)
∑
j≤s
∑
y
Kj(y) + ψ˜s/2(x)
∑
j<s
∑
y
Kj(y)
Obviously K˜s is of mean zero. Hence, K˜s(x) is a CZ block due to the fact that both
Ks and ψs satisfy axioms (ii)s, (iii)s, (iv)s, and we have estimate (9). Finally, observe
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that (7) follows immediately from (6). We multiply (6) by ψ2M and obtain
K(x) = K(x)ψ2M(x)
=
∑
J≤s
K˜s(x)ψ2M(x)
=
∑
J≤s≤M
K˜s(x) +
∑
2M≤s
K˜s(x)ψ2M(x),
Now, by (iii)s, (iv)s and Cauchy–Schwarz inequality, the second sum represents the
CZ block of scale 4M, where the argument is similar to (8). 
The basic tool of this paper is the following submultiplicative inequality, which gen-
eralizes the ones in [3] and [8].
Theorem 6. If T 1M , T
2
M , T
3
M , T
4
M are operators of the form (3) then
‖T 1M · T 2M · T 3M · T 4M‖AM
≤ C
∑
σ−permut.
‖T σ(1)M ‖AM · ‖T σ(2)M ‖AM · ‖T σ(3)M ‖AM · ‖T σ(4)M ‖ℓ2→ℓ2+(10)
+ ǫ(M) · ‖T 1M‖AM · ‖T 2M‖AM · ‖T 3M‖AM · ‖T 4M‖AM
where C and ǫ(M) are independent of the operators T iM and ǫ(M)→ 0 as M →∞.
In particular, there is C > 0 independent ofM , so that C‖·‖AM is submultiplicative.
Corollary. If a family of operators λI+HM satisfy invertibility requirements of The-
orem 3 then the inverse operators satisfy∥∥(λI+HM )−1∥∥AM ≤ C, M ≥M1,
for some M1.
Proof. The proof follows the same lines as the proof of Theorem 2.5 in [8]. The key is
an inductive proof of the fact that, with a suitable choice of N0 and M1, large enough,
the norm ‖T 4N0M ‖AM , M ≥ M1 can be made arbitrarily small. In [8], power 2N0 was
used instead of 4N0. Other details of the proof are the same as in [8]. 
We will use the following cutoff functions. Let w ∈ C∞(|x| ≤ 2), w ≡ 1 on |x| ≤ 1,
and w˜(x) = w(x)− w(2x). Thus w˜ ∈ C∞(1/2 ≤ |x| ≤ 2). For each dyadic s ≥ Mθ we
let
ϕs(x) = w
(x
s
)
, first dyadic s ≥Mθ
ϕs(x) = w˜
(x
s
)
, remaining s ≥Mθ
Suppose T is an operator kernel. We write Ts(x) = T (x)ϕs(x) and
Ts(x) =
∑
Mθ≤j≤s
j−dyadic
Tj(x).
7Proof of Theorem 6. The proof is a more careful version of the argument in [8]. We
begin by formulating basic facts. In what follows we will often encounter terms of the
form ϕs · HM . We will treat them as equal to Hs (despite the fact that some of the
defining functions φs are different), which simplifies the write-up and does not affect
the line of argument. This is so, because whenever we will make such simplifications,
we will not need particular properties of fixed functions φs.
Lemma 7. For a suitable choice of a constant C > 0, AM with norm C‖ · ‖AM is a
Banach algebra.
Proof. We are going to show that the product
(λδ0 + βHM + γH
2
M +K
M) · (λ˜δ0 + β˜HM + γ˜H2M + K˜M)
belongs to AM . It follows immediately from the definition of the algebra AM that
we need uniform in M estimates for AM norms of the operators: H
3
M , H
4
M , HM ∗
KM and H2M ∗ KM . In fact we will prove that all of these products are CZ kernels.
To do this, we use the following lemma, essentially proved in [8].
Lemma 8 ([8]). Recall that Hs denotes a transform block of scale s and Ks a CZ
building block of scale s. We have
(i) Hs1 ∗
∑
s∈AKs is a CZ building block of scale 4s1, provided all s ∈ A satisfy
s
α−1
α
+δ
1 ≤ s ≤ s1,
(ii) Hs1 ∗
∑
s∈AKs is a CZ kernel, provided all s ∈ A satisfy s ≥ s1,
(iii) Hs1 ∗
∑
s∈AHs is a CZ building block of scale 4s1, provided all s ∈ A satisfy
sα−1+δ1 ≤ s ≤ s1.
Proof. Part (iii) follows from [8], Lemma 3.8, with
T˜s =
∑
s∈A
Hs.
Part (ii) is obvious, since each Hs1 ∗ Ks, s ∈ A, is a CZ building block of scale 2s.
Finally, (i) has been proved in [8] under a stronger assumption s1 ≥ sα(1−1/α+δ/α) (s
and s1 are reversed in the argument in [8]). That argument works without changes
provided we prove a strengthened version of Lemma 3.7 from [8]. Namely, observe that
statements (iii) and (iv) of that lemma hold under a weaker assumption s1 ≥ s1−1/α+δ/α.
We now outline the necessary changes in the proof of Lemma 3.7 from [8]. Under the
notation from the proof of Lemma 3.7 in [8] (in particular the definitions of I, II and
III) we have:
(a) |I| depends only on ‖Ks1‖ℓ1 . Change of the range of s1 to s1 ≥ s1−1/α+δα does not
affect the estimate.
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(b) Since ‖Ks1‖2ℓ2 . 1/s1 (compare with ‖Hs1‖2ℓ2 ≃ 1/s1/α1 ), the estimate of |II| im-
proves to:
|II| ≤ C
s1 · s1/α ≤
C
s1/αs1−1/α+δ/α
=
C
s1+δ/α
.
(c) For the same reason as in (b), we have, for s1 ≥ s1−1/α+δ/α
|III| ≤ C · s
1−1/α+δ/2α
s · s1 =
C
s1+δ/2α
.
Other parts of the proof of [8] Lemma 3.7 require no changes. 
We now proceed with estimating types of operator products that arise in the proof
of Lemma 7
(1) Observe, that HM ∗KM = H−M ∗KM +H+M ∗KM . Similarly to [8], we apply Lemma
8 to the decomposition
H
−
M ∗KM =
∑
s1∈P
−
M
Hs1 ∗
∑
Mθ≤s2≤s1
Ks2 +
∑
Mθ≤s2
Ks2 ∗
∑
s1<s2,s1∈P
−
M
Hs1 = I + II
By Lemma 8 (i) for a fixed s1 ∈ P−M , the kernel Hs1 ∗
∑
Mθ≤s2≤s1
Ks2 is CZ building
block of scale 4s1. We infer that I is a CZ kernel composed of CZ building blocks
of scales ≥ 4Mα−1−δ. We now prove a similar statement for II. Observe that for
fixed s2 and T =
∑
s1<s2,s1∈P
−
M
Hs1 we have ‖T‖ℓ2→ℓ2 ≤ C for a universal constant C,
suppT ⊂ [−2s2, 2s2]. Consequently Ks2 ∗
∑
s1<s2,s1∈P
−
M
Hs1 is a CZ building block of
scale 4s2.
Similarly, the same argument applies to the second summand H+M ∗ KM proving
that it is a CZ kernel composed of CZ building blocks of scales ≥ 4M1−δ. In this case
Lemma 8 (i) is applicable provided δ satisfies α − 1 − δ > α−1
α
+ δ, which we have
assumed.
(2) We now consider H2M ∗ KM . Decomposing HM = H−M + H+M we need to consider
components of the form H−M ∗H−M ∗KM , H−M ∗H+M ∗KM and H+M ∗H+M ∗KM . Observe,
that by Lemma 8 (iii) or directly by [8], H−M ∗H−M is a CZ kernel with buildings blocks of
scales between 4Mα−1−δ and 4Mα−1. Consequently, (H−M ∗H−M ) ∗KM is a composition
of two CZ operators of the form (2). By Lemma 4 it is again an operator of the form
(2), that is a sum of CZ building blocks of scales ≥ 4Mα−1−δ. Similar argument holds
for (H+M ∗H+M)∗KM , again, if δ is small enough. Finally, recall from the case considered
above that H+M ∗KM is a sum of CZ building blocks Ks of scales s ≥ Mα−δ. We thus
have
H
−
M ∗H+M ∗KM =
∑
Mα−δ≤s
H
−
M ∗ K˜s,
and the conclusion follows (since each H−M ∗Ks, s ≥Mα−δ is a CZ building block).
(3) We now turn to H3M . Let
U1 = H
+
M ∗H+M , U2 = H−M ∗H−M .
9By considerations in the above case (2) U1, U2 are CZ kernels with building blocks of
scales s ≥ Mα−δ and Mα−1−δ ≤ s ≤ Mα−δ respectively. By Lemma 8 (i) all of the
kernels
U1 ∗H−M , U1 ∗H+M , U2 ∗H−M , U2 ∗H+M
are CZ kernels with building blocks of scales ≥ Mα−1−δ. This finishes the proof for
H
3
M .
We omit similar arguments for H4M . This concludes the proof of Lemma 7. 
Lemma 9 ([8], Lemma 3.2). If T be an operator on ℓ2, and Ts, Ts are the smooth
truncations defined above, then ‖Ts‖ℓ2→ℓ2, ‖Ts‖ℓ2→ℓ2 ≤ C‖T‖ℓ2→ℓ2.
Lemma 10. Suppose an operator TM has the form (3). Then
|λ| ≤ ‖TM‖ℓ2→ℓ2 + ǫ1(M)‖TM‖AM ,
where ǫ1(M) can be chosen of the form CM
−b where C, b > 0 (thus ǫ1(M) → ∞ as
M →∞), with constants C, b universal.
Proof. By (3) we obtain the identity
λ = 〈TMδ0, δ0〉 − βHM(0)− γH2M(0)−KM(0).
Moreover, we have HM (0) = 0,
|KM(0)| ≤ C‖TM‖AMM−(α−1−δ)/2
and
|H2M(0)| =
∣∣∣ ∑
Mθ≤s≤M
s−dyadic
∑
m≥1
φs
(mα
s
)2 1
m2
∣∣∣ ≤ CαM−(α−1−δ)/α.
Since |γ| ≤ ‖TM‖AM and α− 1− δ > 0, the lemma follows. 
Lemma 11. For T i, i = 1, 2, 3, 4 operators on ℓ2 we have the following decomposition
T 1 · T 2 · T 3 · T 4 =
∑
σ−permut.
∑
s−dyadic
∑
s′,s′′,s′′′
T σ(1)s · Tσ(2)s′ · Tσ(3)s′′ · Tσ(4)s′′′ · ǫs,s′,s′′,s′′′,
where s′, s′′, s′′′ ∈ {s/2, s, 2s}, ǫs,s′,s′′,s′′′ ∈ {0,±1}.
Proof. Follows immediately from the inclusion-exclusion principle. 
We make the following observation. Consider
H
2
M (x) · ϕs(x) = H+M ∗H+M(x) · ϕs(x)+
+H−M ∗H−M(x) · ϕs(x) + 2H+M ∗H−M(x) · ϕs(x).
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We have that H+M ∗ H+M(x) is a CZ kernel ([8]) thus H+M ∗ H+M(x) · ϕs(x) satisfies the
conditions for a CZ building block except, possibly, the vanishing mean. By Lemma 9
the operators
K
M
s1,s2 =
∑
s1≤s≤s2
(H+M ∗H+M) · ϕs
have their ℓ2 → ℓ2 norms bounded uniformly in s1, s2,M . Using Lemma 5 we can write
K
M
s1,s2
=
∑
s≥s1
K˜Ms
where K˜Ms are CZ building blocks with scales s.
Similar argument holds for (H−M ∗H−M ) · ϕs. Moreover,
(H+M ∗H−M ) · ϕs = (Hs ∗H−M )ϕs = (Hs · ϕs) ∗H−M + Cs
where the commutator Cs is a CZ building block at scale s (possibly without mean 0),
with CZ constant Ds ≤ c s−γ, for some γ > 0, independent of α. The first equality in
the above follows immediately from the support considerations. For the last assertion
let us consider the following
Cs = (Hs ∗H−M)ϕs − (Hs · ϕs) ∗H−M
=
∑
y∈Z
Hs(y)H−M( · − y)
(
ϕs( · )− ϕs(y)
)
,
where s ∈ P+M , that is s ≥ M1−δ. As a consequence
|Cs(x)| ≤
∑
|y−x|≤Mα−1
|Hs(y)| · 1
Mα−1−δ
· |x− y|
s
≤ C 1
s1/α
· 1
Mα−1−δ
· M
α−1
s
= C
M δ
s1+1/α
≤ C s
δ
1−δ
s1+1/α
.
Since supp Cs ⊂ [−2s, 2s], we have
(11) ‖Cs‖2ℓ2 ≤
C
s1+γ
, for some γ > 1/2.
With similar, obvious, Ho¨lder estimate, Cs satisfies (ii)s . . . (iv)s from the definition of
a CZ building block.
By (11) the operators
Cs1,s2 =
∑
s1≤s≤s2
Cs,
11
have their ℓ2 → ℓ2 norms bounded uniformly in s1, s2,M . Consequently, by Lemma 5,
we can write down the representation
Cs1,s2 =
∑
s≥s1
C˜s,
where C˜s is a CZ building block. Thus we have proved
Lemma 12. We have the following identity∑
s1≤s≤s2
H
2
M(x) · ϕs(x) = H+M ·
(
w( · /s2)− w( 2 · /s1)
) ∗H−M (x) +KMs1 (x)
where KMs1 is a CZ kernel containing building blocks with scales larger than s1/2.
Observe, that if s2 ≤ M1−δ/4 then
H
+
M(x) ·
(
w
( x
s2
)− w(2 x
s1
))
≡ 0,
by support considerations. Otherwise the support of the above product is contained
in [−8s2, 8s2] (recall, that supp H−M ⊂ [−Mα−1,Mα−1], and α − 1 < 1 − δ). We can
therefore assume that KMs1 is composed of building blocks with scales no greater that
8s2, with the last one possibly without vanishing mean. As a corollary we obtain
Lemma 13. Assume that operator TM of the form (3) does not contain the δ0 compo-
nent. If a CZ kernel KM contains CZ building blocks only of scales s, with s
α−1
α
+δ
1 ≤
s ≤ s1, then TM,s1 ∗KM is a CZ building block with scale no greater than 9s1.
Proof. The truncated operator TM,s1 consists of 3 parts, we are going to consider the
component H2M (x) · ϕs1(x). The other two components are: a CZ block for which the
conclusion is obvious, and a truncated HM · ϕs1 which can be treated in a similar way.
We apply representation from Lemma 12 with s2 = s1. By the observation above, the
CZ part of the representation consists of CZ building blocks of scales between s1/2 and
8s1. These, convolved with K
M produce a building block of scale no greater that 9s1.
Now,
S(x) = H+M (x) ·
(
w
( x
s2
)− w(2 x
s1
))
contains, essentially, one block and, by Lemma 8 (i) S ∗KM is a CZ block of scale 4s1,
and consequently S ∗KM ∗H−M is a building block of scale no greater that 5s1. 
We now return to the proof of Theorem 6. Before we proceed we make the following
observation. Without loss of generality we can assume that all four operators appearing
in (10) have no δ0 component. Let us justify this. Write
T 1M = T˜
1
M + λ1δ0,
that is, isolate the δ0 part from T
1
M . We have
T 1M · T 2M · T 3M · T 4M = T˜ 1M · T 2M · T 3M · T 4M + λ1 · T 2M · T 3M · T 4M = I + II.
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AM is a Banach algebra, so
‖II‖AM ≤ |λ1| ‖T 2M‖AM ‖T 3M‖AM ‖T 4M‖AM
by Lem. 10 ≤ (‖T 1M‖AM · ǫ(M) + C‖T 1M‖ℓ2→ℓ2)×
× ‖T 2M‖AM ‖T 3M‖AM ‖T 4M‖AM .
Thus for the part II we obtain desired estimate (10). It is therefore enough to estimate
part I, that is with T 1M without the δ0 component. We then iterate for the rest of the
operators. That justifies the above observation.
We proceed with the proof of Theorem 6. We are actually going to prove that
P = T 1M · T 2M · T 3M · T 4M
is a CZ operator, with the norm ‖P‖CZ bounded by the required right hand side of
(10). We will do so by showing, that P decomposes into CZ building blocks, possibly
without vanishing means. Since, clearly,
‖P‖ℓ2→ℓ2 ≤ C ‖P‖CZ ≤ right hand side of (10)
the Lemma 5 applies and the proof would be finished.
Using Lemma 11 we investigate operators of the form
Z˜ = T 1M,s1 ∗ T2M,s2 ∗ T3M,s3 ∗ T4M,s4.
We will show that Z˜ is a CZ building block, possibly without vanishing means, with
(12) ‖Z˜‖CZ ≤ C · ‖T 1M‖AM · ‖T 2M‖AM · ‖T 3M‖AM · ‖T 4M‖ℓ2→ℓ2.
It will suffice to prove that
Z = T 1M,s1 ∗ T2M,s2 ∗ T3M,s3
is a CZ building block of scale s1, possibly without vanishing means, with
‖Z‖CZ ≤ C · ‖T 1M‖AM · ‖T 2M‖AM · ‖T 3M‖AM
This would imply (12)
‖Z˜‖CZ ≤ C‖Z‖CZ · ‖T 4M,s4‖ℓ2→ℓ2
≤ C · ‖T 1M‖AM · ‖T 2M‖AM · ‖T 3M‖AM · ‖T 4M‖ℓ2→ℓ2.
For the operators T2M,s2 and T
3
M,s3
, we use representation given by Lemma 12, namely
for i = 2, 3
T
i
M,si
=
∑
Mθ≤s≤si
H˜s +
∑
Mθ≤s≤si
˜˜H+s ∗H−M +KM,i
= H˜M,si +
˜˜
H
+
M,si
∗H−M +KM,i,
where KM,i satisfy conditions from the observation stated after Lemma 12. H˜s =
HM · ϕs and ˜˜H+s = H+M · ϕs. Tildes underscore the fact that, due to truncation, the
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Hilbert transform blocks have different cutoff functions ϕ (but with all other properties
preserved). In particular ˜˜H+si vanish for si < M1−δ/4. Consider the operator
(
H˜M,s2 +
˜˜
H
+
M,s2
∗H−M +KM,2
) ∗ (H˜M,s3 + ˜˜H+M,s3 ∗H−M +KM,3
)
= H˜M,s2 ∗ H˜M,s3 +
(
H˜M,s2 ∗ ˜˜H+M,s3 ∗H−M + H˜M,s3 ∗ ˜˜H+M,s2 ∗H−M
)
+
+ ˜˜H+M,s2 ∗ ˜˜H+M,s3 ∗H−M ∗H−M + terms containing KM,i
= I + II + III + IV.
We now decompose
H˜M,s3 = H˜
−
M,s3
+ H˜+M,s3,
(grouping transform blocks of scales from P−M and P
+
M). Then H
−
M ∗H˜−M,s3 is a CZ kernel
satisfying the assumptions of Lemma 13. Similarly ˜˜H+M,s3 ∗ H˜M,s2 is also a CZ kernel
satisfying the assumptions of that lemma. Consequently, T 1M,s1 ∗ II is a CZ block of
scale s1. Similar argument works for T
1
M,s1
∗ III, because of the factor H−M ∗H−M which
is a CZ kernel satisfying the assumptions of Lemma 8 (i). We are left with the operator
P = T 1M,s1 ∗ H˜M,s2 ∗ H˜M,s3,
and we want to prove that it is a CZ building block of scale 2s1. We apply Lemma 12
to T 1M,s1. We get
P = H˜M,s2 ∗ H˜M,s3 ∗ H˜s1 + H˜M,s2 ∗ H˜M,s3 ∗ H˜s1 ∗H−M+
+ products containing CZ building blocks of scales s1
= IP + IIP + IIIP .
Now, IIIP is a CZ building block because of supports, while IP , IIP are appropriate
building blocks by argument similar to that in the proof of the fact that AM is a Banach
algebra (Lemma 7).
To deal with IV it is enough to prove that T 1M,s1 ∗ KM,i is a CZ building block of
scale ≤ 4s1. Applying Lemma 13 to T 1M,s1 we see, that it is sufficient to prove the claim
for H−M ∗ H˜+M,s1 ∗KM,i. From estimates in (2) of Lemma 7 we know, that H˜+M,s1 ∗KM,i
is a CZ building block of scale s1. As a consequence we get the estimate in the case
IV and the theorem follows.

We conclude the study of the singularity of the inverse operators with the following
theorem.
Theorem 14. Suppose for some fixed λ, β ∈ C the operators
(
λδ0 + βHM
)−1
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are bounded on ℓ2, uniformly in M ≥M0. By Theorem 3 they have the form(
λδ0 + βHM
)−1
= λ˜Mδ0 + β˜MHM + γ˜MH
2
M +K
M ,
and are bounded in the algebra AM , uniformly in M ≥ M0. In this situation γ˜M are
bounded away from 0: |γ˜M | ≥ γ > 0.
Proof. We have
δ0 =
(
λδ0 + βHM
)(
λ˜Mδ0 + β˜MHM + γ˜MH
2
M +K
M
)
= (λλ˜M)δ0 + (βλ˜M + β˜Mλ)HM + (λγ˜M + ββ˜M)H
2
M+
+H3M (β · γ˜M) + λKM + βHMKM .
Thus
(13) (βλ˜M + β˜Mλ)HM + 2(λγ˜M + ββ˜M)(H
+
M ∗H−M) = (1− λλ˜)δ0 + K˜M ,
where K˜M is a CZ operator with ‖K˜M‖CZ ≤ C, uniformly in M ≥ M0. We have
(1− λλ˜M) + 〈K˜Mδ0, δ0〉 =
= (λγ˜M + ββ˜M)〈(H+M ∗H−M)δ0, δ0〉+ (βλ˜M + β˜Mλ)〈HMδ0, δ0〉.
Observe
〈HMδ0, δ0〉 = 0,
〈(H+M ∗H−M )δ0, δ0〉 = 〈H−M ,H+M〉 = 0,
〈K˜Mδ0, δ0〉 → 0,
so 1 − λλ˜M → 0 as M → ∞. In particular, λ˜M are bounded away from 0. Observe
that HM and H
+
M ∗ H−M have disjoint supports. Moreover, from equations (5.6) in [8]
it follows, that for the left hand side of (13) to satisfy condition (iii)s uniformly in M ,
the following are necessary
βλ˜M + β˜Mλ→ 0 and λγ˜M + ββ˜M → 0 as M →∞,
and the conclusion follows. 
3. Appendix
We would like to conclude with the following theorem. Let us recall our principal
operator (1)
HMf(x) =
∑
Mθ≤s≤M
s−dyadic
∑
m≥1
φs
(mα
s
)f(x− [mα])− f(x+ [mα])
m
.
Theorem. For any 0 < θ < 1 the operator HM is of weak type (1, 1), uniformly in M .
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Proof. The theorem can be proved in a way similar to the proof of Theorem 1.1 of [9].
We provide the necessary details. Without loss of generality we can assume that θ < 1
is sufficiently close to 1. (Fix large A. Hilbert transform HM corresponding to θ is a
finite sum of Hilbert transforms H
Mθ
j
A
, j ∈ {0, 1, ..., A− 1} corresponding to θ 1A .)
For f ∈ ℓ1, λ > 0 let {Qj}j be the collection of Caldero´n-Zygmund cubes associated
with level λ, that is the maximal dyadic cubes for which
1
|Q|
∫
Q
|f | > λ.
The collection is clearly pairwise disjoint, and from the definition of the cubes we have
(14)
∑
j
|Q∗j | ≤
2
λ
· ‖f‖ℓ1,
where Q∗j is the immediate dyadic parent of Qj. We let
g = f · 1{(∪jQj)c}, fj = f · 1Qj .
We further let, for k ∈ Z,
bk =
∑
j:|Qj|=2k
fj ,
and thus
f = g +
∑
k
bk,
with all summands having disjoint supports. We now further decompose bk’s in the
following way. Let
Ek(f) =
∑
j:|Qj|=2k
1Qj
|Qj |
∫
Qj
f, E
(s)
k = Ek(f · 1{|f |≤λs1/α}),
and
b
(s)
k = bk · 1{|f |>λs1/α}, B(s)k = bk − b(s)k − E(s)k (f).
The decomposition is thus as follows, for s dyadic and k ∈ Z
(15) f = g +
∑
k
b
(s)
k +
∑
k
B
(s)
k +
∑
k
E
(s)
k (f),
where
B
(s)
k = bk · 1{|f |≤λs1/α} − E(s)k (f).
We will consider each of the 4 components of f . Consider g. Since
supp g ⊂
(⋃
j
Qj
)c
we have |g| ≤ λ. The operators HM are of strong type (2,2) (with bound uniform in
M), so by Chebychev’s inequality
λ2
∣∣{x : |HMg(x)| > λ}∣∣ ≤ ‖HMg‖2ℓ2 ≤ C ‖g‖2ℓ2 ≤ C λ‖g‖ℓ1 ≤ C λ‖f‖ℓ1,
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and consequently ∣∣{x : |HMg(x)| > λ}∣∣ ≤ C
λ
‖f‖ℓ1.
Now, consider b
(s)
k . By the definition (1) of Hs we have
{x : Hs ∗ b(s)k (x) 6= 0} ⊂
⋃
s/2≤rα≤2s
(
[rα]+{x : b(s)k (x) 6= 0}
)∪(− [rα]+{x : b(s)k (x) 6= 0}),
so
∣∣{x : Hs ∗ b(s)k (x) 6= 0}
∣∣ ≤ 2 ∑
s/2≤rα≤2s
∣∣{x : b(s)k (x) 6= 0}
∣∣
≤ Cs1/α∣∣{x : |bk(x)| > λs1/α}∣∣
Thus ∣∣∣∣
{
x :
∣∣∣ ∑
Mθ≤s≤M
s−dyad.
Hs ∗
(∑
k
b
(s)
k
)
(x)
∣∣∣ > 0
}∣∣∣∣ ≤
≤
∑
k
∑
Mθ≤s≤M
s−dyad.
∣∣∣{x : Hs ∗ b(s)k (x) 6= 0}
∣∣∣
≤ C
∑
k
∑
Mθ≤s≤M
s−dyad.
s1/α
∣∣∣{x : |bk(x)| > λs1/α}
∣∣∣
=
C
λ
∑
k
∑
Mθ≤s≤M
s−dyad.
λs1/α
∣∣∣{x : |bk(x)| > λs1/α}
∣∣∣
≤ C
λ
∑
k
‖bk‖ℓ1
≤ C
λ
‖f‖ℓ1,
where the inequality before the last follows from the fact that the s’s are dyadic,
while the last one follows from the disjointness of the supports. We now turn to the
component B
(s)
k . We use the following variant of Lemma 3.1 of [8] (compare also Lemma
2.5 of [9]).
Lemma. Suppose Mθ ≤ s1 ≤ s2 ≤ M . Then for each δ > 0 there exists a γ > 0 such
that
Hs1 ∗ Hs2(x) = ρs1,s2(x) ·
(s1
s2
)γ
+ ks1,s2(x) s1 < s2,(16)
Hs ∗ Hs(x) = ρs,s(x) + ks,s(x) + 1
s1/α
δ0(x) s = s1 = s2,(17)
where
|ρs1,s2(x)| ≤
C
s2
(18)
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|ρs1,s2(x+ h)− ρs1,s2(x)| ≤
C
s2
·
( |h|
s2
)γ
(19)
|ks1,s2(x)| ≤
C
s2
,(20)
supp ρs1,s2 ⊂ [−Cs2, Cs2],(21)
supp ks1,s2 ⊂ [−Cs1−1/α+δ2 , Cs1−1/α+δ2 ].(22)
In fact, the term ks1,s2 only appears when s1/s2 ∼ 1. This observation follows
immediately by support considerations. The case s1 = s2 was proved in [9] and that
proof obviously extends to the general case. The support condition on ρ was not
mentioned explicitly in [9], but it is obvious, considering the support of Hs. We have
to estimate ∣∣∣
{
x :
∣∣∣ ∑
Mθ≤s≤M
s−dyadic
∑
k
Hs ∗B(s)k (x)
∣∣∣ > λ
}∣∣∣.
Note, that it is enough to restrict summation to 2k < 2s. This is clear, since by support
consideration
supp
∑
s,k
2k≥2s
Hs ∗B(s)k ⊂
⋃
j
Q∗j ,
and we can use the estimate (14). It then follows
∥∥∥ ∑
Mθ≤s≤M
s−dyadic
∑
k
2k≤2
Hs ∗B(s)k
∥∥∥2
ℓ2
=
∑
Mθ≤s1,s2≤M
2k1≤s1,2
k2≤s2
〈
Hs1 ∗ Hs2 ∗B(s1)k1 , B
(s2)
k2
〉
=
∑
Mθ≤s≤M
2k1 ,2k2≤s
〈
Hs ∗ Hs ∗B(s)k1 , B
(s)
k2
〉
+
+ 2ℜ
∑
Mθ≤s1<s2≤M
2k1≤s1,2
k2≤s2
〈
Hs1 ∗ Hs2 ∗B(s1)k1 , B
(s2)
k2
〉
≤
∑
Mθ≤s≤M
2k1 ,2k2≤s
(∣∣∣
〈
ρs,s ∗B(s)k1 , B
(s)
k2
〉∣∣∣+
∣∣∣
〈
ks,s ∗B(s)k1 , B
(s)
k2
〉∣∣∣+ 1
s1/α
∣∣〈B(s)k1 , B(s)k2
〉∣∣)+
+ 2
∑
Mθ≤s1<s2≤M
2k1≤s1,2
k2≤s2
((s1
s2
)γ∣∣∣
〈
ρs1,s2 ∗B(s1)k1 , B
(s2)
k2
〉∣∣∣+
∣∣∣
〈
ks1,s2 ∗B(s1)k1 , B
(s2)
k2
〉∣∣∣
)
The estimate for each of the components is essentially the same. Let us consider
∑
Mθ≤s≤M
2k1 ,2k2≤s
∣∣∣
〈
ρs,s ∗B(s)k1 , B
(s)
k2
〉∣∣∣ = ∑
Mθ≤s≤M
2k≤s
∣∣∣
〈
ρs,s ∗B(s)k , B(s)k
〉∣∣∣+
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+ 2
∑
Mθ≤s≤M
k1<k2,2
k2≤s
∣∣∣
〈
ρs,s ∗B(s)k1 , B
(s)
k2
〉∣∣∣.
Again, the estimate for both sums is similar, and we outline the estimate for the first
sum. By the definition, B
(s)
k is supported on cubes Qj with |Qj | = 2k
B
(s)
k =
∑
j:|Qj|=2k
B
(s)
k,Qj
Thus
ρs,s ∗B(s)k (x) =
∑
j:|Qj|=2k
∑
y∈Z
ρs,s(x− y)B(s)k,Qj(y).
Because of support considerations the outer sum can be restricted to these cubes, whose
distance to x is no greater than Cs
ρs,s ∗B(s)k (x) =
∑
j:dist(x,Qj)≤Cs
|Qj |=2
k
∑
y∈Z
ρs,s(x− y)B(s)k,Qj(y).
Each B
(s)
k,Qj
has vanishing means so, denoting by yQj the center of cube Qj ,∣∣ρs,s ∗B(s)k (x)
∣∣ =
∣∣∣ ∑
j:dist(x,Qj)≤Cs
|Qj |=2
k
∑
y∈Z
(
ρs,s(x− y)− ρs,s(x− yQj)
)
B
(s)
k,Qj
(y)
∣∣∣
≤
∑
j:dist(x,Qj )≤Cs
|Qj |=2
k
∑
y∈Z
C
s
( |y − yQj |
s
)γ∣∣B(s)k,Qj(y)
∣∣
≤ C
∑
j:dist(x,Qj)≤Cs
|Qj |=2
k
1
s
(2k−1
s
)γ∥∥B(s)k,Qj
∥∥
ℓ1
.
By maximality of Caldero´n-Zygmund cubes∥∥B(s)k,Qj
∥∥
ℓ1
≤ Cλ|Qj|.
Moreover, counting the number of dyadic cubes of size 2k with distance to x no greater
than Cs we can continue the above estimate
≤ C
∑
j:dist(x,Qj)≤Cs
|Qj |=2
k
1
s
(2k−1
s
)γ
λ|Qj| ≤ C
(2k−1
s
)γ
λ.
Thus
∑
Mθ≤s≤M
2k≤s
∣∣∣
〈
ρs,s ∗B(s)k , B(s)k
〉∣∣∣ ≤ C λ ∑
Mθ≤s≤M
2k≤s
(2k−1
s
)γ∥∥B(s)k
∥∥
ℓ1
≤ C λ
∑
k∈Z
‖f‖ℓ1(∪j{Qj :|Qj|=2k})
∑
s≥2k
(2k−1
s
)γ
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≤ C λ ‖f‖ℓ1.
As already mentioned, all other components are estimated in a similar way. The
functions ks1,s2 do not have the Ho¨lder estimate, but the summation factor comes from
the more restricted support (22), for the details see [9]. Combining the above ideas,
we get ∥∥∥ ∑
Mθ≤s≤M
s−dyadic
∑
k
2k≤2
Hs ∗B(s)k
∥∥∥2
ℓ2
≤ C λ ‖f‖ℓ1,
which, obviously, by the Chebychev’s inequality implies the necessary estimate for the
measure of the super-level set.
We now turn to the estimate of the last component
∑
E
(s)
k (f) in (15). We use
duality. Let ‖h‖ℓ2 = 1, and for s ≥Mθ, dyadic let
Ss =
∑
Mθ≤ν≤min{M,s}
ν−dyadic
Hν
Summing by parts we have
∣∣∣
〈 ∑
Mθ≤s≤M
s−dyadic
∑
k
Hs ∗ E(s)k (f), h
〉∣∣∣2
=
∣∣∣
〈 ∑
Mθ≤s≤M
s−dyadic
∑
k
Ss ∗ (E(2s)k (f)− E(s)k (f)), h
〉∣∣∣2+
+
∣∣∣
〈∑
k
SM ∗ E(2M)k (f), h
〉∣∣∣2
= I + II.
We further estimate I. The II part is estimated similarly.
I =
∣∣∣ ∑
Mθ≤s≤M
s−dyadic
〈∑
k
∑
j:|Qj|=2k
1Qj
|Qj|
∫
Qj
(
1{|f |≤λ(2s)1/α} − 1{|f |≤λs1/α}
)
f,Ss ∗ h
〉∣∣∣2
=
∣∣∣ ∑
Mθ≤s≤M
s−dyadic
〈∑
k
∑
j:|Qj|=2k
1Qj
|Qj|
∫
Qj∩{λs1/α<|f |≤λ(2s)1/α}
f,Ss ∗ h
〉∣∣∣2
≤
〈 ∑
Mθ≤s≤M
s−dyadic
∑
k
∑
j:|Qj|=2k
1Qj
|Qj |
∫
Qj∩{λs1/α<|f |≤λ(2s)1/α}
|f |, sup
s−dyadic
|Ss ∗ h|
〉2
≤
〈∑
k
∑
j:|Qj|=2k
1Qj
|Qj |
∫
Qj
|f |, sup
s−dyadic
|Ss ∗ h|
〉2
≤ C
∥∥∥∑
k
Ek(|f |)
∥∥∥2
ℓ2
,
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where in the last inequality we have used the strong (2, 2) type of
S∗(h) = sup
s−dyadic
|Ss ∗ h|
which is well known as a folklore. It follows, since this operator can be controlled by a
maximal, with respect to truncations, CZ operator (in the sense of this paper), and a
square function. Further we observe
∥∥∥∑
k
Ek(|f |)
∥∥2
ℓ2
=
∑
k
∥∥Ek(|f |)∥∥2ℓ2
≤ Cλ
∑
k
∥∥Ek(|f |)∥∥ℓ1,
where the first equality follows since Ek(|f |) have disjoint supports and in the last
inequality we have used the maximality of Caldero´n-Zygmund cubes used in the defi-
nition of Ek(|f |). Consequently,
∥∥∥∑
k
Ek(|f |)
∥∥∥2
ℓ2
≤ Cλ‖f‖ℓ1.
This is the required estimate of the last component in the representation (15), and thus
the proof of the theorem is concluded. 
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