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Abstract: Mobile and wearable devices now have a greater capability of sensing human activity
ubiquitously and unobtrusively through advancements in miniaturization and sensing abilities.
However, outstanding issues remain around the energy restrictions of these devices when processing
large sets of data. This paper presents our approach that uses feature selection to refine the clustering
of accelerometer data to detect physical activity. This also has a positive effect on the computational
burden that is associated with processing large sets of data, as energy efficiency and resource use
is decreased because less data is processed by the clustering algorithms. Raw accelerometer data,
obtained from smartphones and smartwatches, have been preprocessed to extract both time and
frequency domain features. Principle component analysis feature selection (PCAFS) and correlation
feature selection (CFS) have been used to remove redundant features. The reduced feature sets
have then been evaluated against three widely used clustering algorithms, including hierarchical
clustering analysis (HCA), k-means, and density-based spatial clustering of applications with noise
(DBSCAN). Using the reduced feature sets resulted in improved separability, reduced uncertainty,
and improved efficiency compared with the baseline, which utilized all features. Overall, the CFS
approach in conjunction with HCA produced higher Dunn Index results of 9.7001 for the phone
and 5.1438 for the watch features, which is an improvement over the baseline. The results of this
comparative study of feature selection and clustering, with the specific algorithms used, has not been
performed previously and provides an optimistic and usable approach to recognize activities using
either a smartphone or smartwatch.
Keywords: clustering; smartwatch; smartphone; activity recognition; feature selection
1. Introduction
The idea of wearing on-board computing systems has been around since the 1980s [1]. However,
recent advances in wireless communication technologies, embedded systems, and the lower costs
of components (e.g., batteries, processors, and sensors) have enabled these devices to become more
miniaturized and mainstream [2]. The advent of smaller and more powerful devices has enabled
technology to take a more central role in everyday life and has enabled personal experiences, such as
capturing photographs, videos, or tracking fitness, to become common practice. Every moment of
daily life can be shared digitally and can be enriched in ways that we could not have imagined years
ago [3]. Part of such developments has been the inception of wearable devices (e.g., smartwatches,
health and fitness trackers, etc.) that have exploded onto the consumer market. By 2019, Cisco predicts
that there will be 578 million wearable devices globally, which is a fivefold increase from 109 million
in 2014 [4]. These devices now house a multitude of sensors that are capable of capturing a large
amount and range of personal information. Consequently, with all of this data readily available, end
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users have become more interested in quantifying their activities through their collected personal data.
It has been this interest and explosion of consumer wearable products that has paved the way for the
areas of lifelogging and the Quantified Self [5] to thrive, as users can actively track themselves over a
sustained period of time [6]. These devices flourish in the field of activity recognition, where they can
function continuously without human intervention or maintenance [1]. This area has been gaining
great momentum due to the tremendous benefits that are associated with long-term monitoring and
has garnered interest from researchers and clinicians [7–9]. For instance, a system that monitors and
gathers data, over a sustained period of time, could significantly improve the prevention, diagnosis,
and treatment of several noncommunicable diseases, including obesity and depression [8,10]. As the
system gathers more information about the user, it can “learn” about his or her lifestyle. These patterns
of behaviour can then be analyzed (see previous work [11]) to recommend healthy lifestyle changes
and users can also use this information to reflect on their levels of activity to improve their quality of
life [12].
One continuous trend in electronics seems to be hardware miniaturization [13]. For example,
Kryder’s law explains that physical storage size is reducing continuously and increasing in capacity
in a logarithmic scale [14]. Similar advances are also applicable in the miniaturization of sensors.
These ongoing trends suggests that wearables and other ubiquitous devices either already have or soon
will have enough capability to host their own data for the long term [15]. However, such developments
in capturing and storing data have outpaced current knowledge on processing this information.
Whilst we have access to a number of consumer products that are capable of recording data, a major
challenge in this area is processing this data to extract relevant information [7]. As devices have
become smaller and more powerful, data analysis tools have not been as fortunate and often appear
rudimentary when compared to the data collection devices [16]. Mobile devices and smartwatches
are equipped with several sensors, including accelerometers, which can quantify physical activity.
However, such sensors produce large sets of raw data. It is unfeasible to feed raw data or a large
number of features into algorithms. Furthermore, detecting physical activity is often treated as a
classification task, which is dependent on labelling data in a valid fashion, i.e., accurately representing
a distinction between multiple activities [17–19]. This limits real-world applicability as labels are
derived offline, after the event. Furthermore, self-reports tend to overestimate the time spent in
unstructured daily physical activities or momentary sporting physical activities, which are the two
main aspects of human physical activities [20]. However, clustering can be used to overcome this
challenge as it significantly reduces the search space and does not require the data to be labelled via
user input.
In addressing this issue, this paper presents our approach that utilizes two feature selection
approaches, principle component analysis feature selection (PCAFS) and correlation feature selection
(CFS), to improve the clustering of accelerometer data for the purposes of activity recognition.
The motivation behind utilizing feature selection is due to the limitations of mobile and wearable
devices. Feeding raw data or a large number of features into clustering algorithms is not efficient.
By removing redundant features, we are limiting the search space by selecting a subset of the most
important features that can be used to describe the majority of the data. Raw accelerometer data
from mobile devices and smartwatches have been obtained from the publicly available Heterogeneity
Human Activity Recognition Dataset (HHAR) [21]. The main contributions of the paper are to
utilize feature selection to reduce the baseline feature set by removing redundant features and
to evaluate our feature selection approaches, in terms of the quality of the clustering, against the
baseline using hierarchical clustering analysis (HCA), k-means, and density-based spatial clustering
of applications with noise (DBSCAN). This comparative study of feature selection and clustering
has not been performed previously in this manner. This will enable us to determine how well the
selected features perform within the clustering algorithms in separating instances of human activity
and the performance of each clustering algorithm. The remainder of this paper is constructed as
follows. Section 2 presents an overview of related work, whilst Section 3 describes the materials and
Informatics 2018, 5, 29 3 of 22
methods that have been used to preprocess the data, extract and select features, as well as the clustering
processes. Section 4 presents the results of the data evaluation, while Section 5 discusses the results.
The paper is then concluded in Section 6 and future directions of the research are presented.
2. Related Work
As wearable devices become more widespread, it has become easier to record our activities and
experiences. Recent technological developments have made the use of such devices, such as the
accelerometers and heart-rate monitors, popular within the consumer market and within research
domains, such as lifelogging, epidemiology, and other health-related areas [16,22,23]. There have been
many approaches within the field of wearable sensing that aim to detect human activity [7,18,24,25].
As noted by Morales and Akopian [26], in most instances, accelerometer signals and machine
learning are used for activity detection. For instance, Qiu et al. [18] used accelerometer data
from a SenseCam and machine learning tools to automatically identify user activity. In their
approach, a support vector machine (SVM) was trained to automatically classify accelerometer
features into user activities (sitting or standing, driving, walking, or lying down) [18]. Meanwhile,
Uddin et al.’s [24] wearable sensing framework utilized a nine-axis wristband to continuously monitor
users’ daily activities. The data was then preprocessed and segmented before being passed to the
activity recognition algorithm. In other works, Saeedi et al. [25] developed an automatic on-body
sensor platform, consisting of accelerometers and gyroscope sensors, to monitor physical activity.
The k-nearest neighbors (kNN) classifier was then used to categorize the activities and achieved an
average recall of 98.41% and precision of 98.42%.
In other works, Machado et al. [7] used unsupervised learning to detect human activity from
two triaxle accelerometers placed on the waist and wrist. The results indicate that the k-means
algorithm produced highly accurate results and was able to recognize various activities, such as
standing, sitting, and walking. However, this is in contrast to our approach, which uses different
methods of feature extraction and selection to reduce the number of features that are being used. As the
accumulation of data increases, the need to provide more accurate ways of analyzing this information is
evident. As these datasets grow in size, performing complex clustering on very large datasets becomes
less practical, as accuracy is compromised. Taking a different approach, Fortino et al. [27] explored
community-scale cloud-based activity recognition with their BodyCloud system. This approach is
a cloud-based multitier application-level architecture that integrates the SPINE BAN middleware
with a cloud computing platform. The idea is to support the rapid and effective development of
community body area network applications through programming abstractions, such as group,
modality, workflow, and view. However, there are some issues with relying on the cloud to process
data, including bandwidth and latency (i.e., how long it takes for the system to react to an activity
transition) [26]. Nevertheless, as noted by Lara and Labrador [28], there are still many challenges in
this area, including the selection of attributes and sensors, obtrusive sensing, data collection protocols,
recognition performance, energy consumption, processing, and flexibility.
3. Materials and Methods
Our approach utilized a data processing pipeline to process raw accelerometer data, which
included extracting and selecting features before clustering can occur (see Figure 1).
This study utilized data that had been obtained from accelerometer sensors found within
smartphones and smartwatches [21]. This type of sensor is widely supported in existing mobile
and wearable devices on the market and is extensively used in the area of activity recognition [2,16,29].
The remainder of this section expands on the steps that have been illustrated in Figure 1.
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Figure 1. Data processing pipeline of our approach. HCA: hierarchical clustering analysis; DBSCAN:
density-based spatial clustering of applications with noise.
3.1. Raw Data
Raw data had been obtained from two publicly available datasets found within the Heterogeneity
Human Activity Recognition Dataset (HHAR) [21]. The smartphone dataset contained 11,279,275
instances of raw time-series tri-axil accelerometer data that had been recorded from eight smartphones
(2 × Samsung Galaxy S3 minis, 2 × Samsung Galaxy S3s, 2 × LG Nexus 4s, and 2 × Samsung Galaxy
S+). From here on out, this dataset will be referred to as the Phone dataset. The smartwatch dataset
contained 3,020,605 instances of raw time-series tri-axil accelerometer data that had been recorded
from four smartwatches (2 × LG watches and 2 × Samsung Galaxy Gears). From here on out, this
dataset will be referred to as the Watch dataset. Each dataset contained recordings from nine users.
Each volunteer undertook a series of six activities, including sitting, standing, biking, walking, walking
up stairs, and walking down stairs, and adhered to the data collection protocol, which included
performing each activity for five minutes. The total number of data items was 14,299,880 instances of
raw activity data. One aspect of these datasets is that each device yields different sampling frequencies,
which is problematic when preprocessing the data, as certain methods are frequency dependent. In this
work, each device was preprocessed separately before features were then extracted individually for
each device. Table 1 depicts a summary of the devices and their associated sampling frequencies (Hz).
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Table 1. Summary of the devices and their associated sampling frequencies [21].
Device Sampling Frequency (Hz)
Smartphones
2 × LG Nexus 4 200
2 × Samsung Galaxy S3 150
2 × Samsung Galaxy S3 Mini 100
2 × Samsung Galaxy S+ 50
Smartwatches
2 × LG Watch 200
2 × Samsung Galaxy Gear 100
To test the validity of our approach, the baseline method was compared against two feature
selection methods. The baseline approach utilized all the generated features, whilst the feature
selection methods included: (1) principle component analysis feature selection (PCAFS); and (2)
correlation feature selection (CFS). These approaches were used to reduce the baseline feature set by
removing redundant features. Applying these feature selection approaches allowed us to select a
subset of the most important features and to determine if the baseline results could be improved upon
and to determine the best way to reduce the features.
3.2. Preprocessing and Feature Extraction
The first step in the pipeline was to preprocess the accelerometer data by first combining the raw
accelerometer axes (x, y, and z) into a single vector using Equation (1):
a =
√
x2 + y2 + z2 (1)
Combining the axis allowed for the overall vector magnitude to be obtained, which accounted for
overall movement. This is a standard method of processing accelerometer data [21,30,31]. The raw
data were then filtered using a second-order forward-backward digital low-pass Butterworth filter,
with a cut-off frequency of 3 Hz (see Figure 2). As demonstrated in previous works [32–34], this cut-off
frequency is appropriate to filter the data without losing any information.
Figure 2. Cont.
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Figure 2. Thirty seconds of (a) raw and (b) filtered accelerometer data where the participant was
walking upstairs.
Using Equation 2, the data were then normalized (n). The filtered data (x) were divided by their
maximum absolute value. A sliding window of 2 s, with a 50% overlap, was also applied to the
data. In previous works [21,35–40], this size produced the best results, whilst ensuring that different




Standard activity related features, which had been compiled from analyzing the literature [35–45],
were then extracted from the filtered data over both the time and frequency domains. This was
because within the time domain, simple mathematical and statistical metrics can be used to extract
basic signal information from raw sensor data over a period of time [46]. In contrast, frequency
domain analysis depicts how the signal’s energy is distributed over a range of frequencies [47].
Frequency domain techniques have been extensively used to capture the repetitive nature of a sensor
signal. This repetition often correlates to the periodic nature of a specific activity, such as walking or
running [46]. The advantage of frequency-related parameters is that they are less susceptible to signal
quality variations [48].
The following features were extracted from the time domain—mean, median, standard deviation
(STD), root mean square (RMS), and variance. In order to undertake frequency domain analysis,
a mathematical operator called a transform was used to convert the signal from the time domain
into the frequency domain. Fast Fourier transform (FFT) and power spectral density (PSD) were both
used to transform the signal. Prior to calculating the FFT and PSD, the direct current (DC) component
first had to be removed, as was the case in several studies [36,44,45]. The DC component is the mean
acceleration of the signal [45] and is removed so that the signal is not distorted, as this value is often
much larger than the remaining coefficients [46]. The following features were extracted from the
frequency domain—energy, entropy, and mean frequency. Energy has been used to characterize the
frequency components of each activity, whilst entropy illustrates the consistency in an activity, which
is useful to differentiate between signals that have similar energy values but correspond to different
activity patterns [37]. These standard statistical features were chosen because they represent a range of
information about the signal. Table 2 provides a summary of the features that have been extracted.
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Standard Deviation Measure of dispersion of acceleration from its mean
Root Mean Square Square root of the mean square of acceleration signal
Variance Measure of spread in the acceleration signal
Frequency
Energy Characterizes the frequency components of each activity
Entropy Measure of consistency
Mean Frequency Average frequency
This method provided an approach that enabled raw data to be condensed into a smaller amount
of more useful information. These features comprised the complete baseline feature set. Within the
Phone dataset 770,184 feature records were generated, whilst the Watch dataset contained 135,792
records, thus totaling 905,976 records.
3.3. Feature Selection
Once the features had been generated, dimensionality reduction was performed in order to find
a subset of the most important features. This step was necessary to ascertain whether the results
could be improved and to reduce the searching space, as some of the generated features might be
unnecessary [49]. However, choosing the optimum number of features is usually challenging [50].
However, a scree plot can be used to overcome this issue. This graph plots the generated eigenvalues
and arranges them in descending order. The point at which the curve of decreasing eigenvalues
decelerates to a flat slope (also known as the “elbow”) is the cut-off point and determines the number
of features to use [51,52]. Each dataset was analyzed separately. Figure 3a illustrates the generated
scree plot of the Phone dataset, whilst Figure 3b illustrates the generated scree plot of the Watch
dataset. As can be seen in Figure 3, the optimal number of features to use for both the Phone and Watch
datasets was two. This indicates that out of the eight original features from Table 2, two had the best
discriminative capabilities to represent the datasets.
Figure 3. Scree plot of the (a) Phone and (b) Watch datasets.
3.3.1. Method 1—Principle Component Analysis Feature Selection (PCAFS)
Our first feature selection method used principle component analysis (PCA) to identify the
two features that had the best discriminative capabilities and thus contained the most information.
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During PCA, three components were calculated—eigenvalues, eigenvectors, and scores. Eigenvalues
measure the amount of variation explained by each principle component, with the first coefficient being
the largest. Eigenvectors are a linear combination of the original variables and have a corresponding
eigenvalue. Scores are used in the bi-plot to represent the data by illustrating how close the features
are to the first and second principle components.
Figure 4a illustrates the PCA graph that was generated for the Phone dataset, whilst Figure 4b
illustrates the PCA graph for the Watch dataset. Each feature in the bi-plot of Figure 4 is represented
as an eigenvector and the direction and length of the vector (blue line) indicates how each variable
contributes to the principal components in the plot. In selecting the best features, we needed to look
for the features on the bi-plot that had large vectors and positive coefficients for both components.
Figure 4. Principle component analysis graphs of the (a) Phone and (b) Watch datasets. PCA: principle
component analysis; STD: standard deviation; RMS: root mean square.
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From the scree plots shown in Figure 3, we knew that the optimal number of features to use for
both datasets was two. Figure 4a illustrates that the best two features of the Phone dataset were Root
Mean Square (RMS) and Median, whilst Figure 4b illustrates that the best two features of the Watch
dataset were Mean and Median. These features were chosen because they displayed the largest positive
vectors for both components. This was important because the first principle component (component 1)
contained most of the variance and the largest eigenvector contained all positive instances. These were
used to evaluate the effectiveness of the PCAF method within the clustering algorithms.
3.3.2. Method 2—Correlation Feature Selection (CFS)
Our second method used Pearson correlation (see Equation (3)) to identify the correlations
between the features. In this equation, the linear correlation r is computed for each pair of features
(x, y). Here, xk and yk denotes the mean of x and y, with the resulting correlation coefficient being
between −1 and 1 [53].
r = ∑k





If x and y are linearly correlated, then r will be within the scale of 1 to −1. However, if the features
are completely independent (i.e., uncorrelated) than r will be 0 [53,54]. In this case, features that are
strongly correlated between each other may be removed. Therefore, if the correlation between sets of
features is low, then they are regarded as suitable features to use [53]. Figure 5 illustrates heat maps
that depict the relationship between the features of both datasets.
Figure 5. Correlation matrix that depicts the relationship between features for the (a) Phone and (b)
Watch datasets.
The coefficients denoted in Figure 5 illustrate that a number of separate features share almost total
positive correlation. From Figure 5a,b, we can see that (variance, standard deviation (STD)), (mean, root
mean square (RMS)) (median, root mean square (RMS)), and (median, mean) had an almost total positive
correlation of 0.97–0.99 across both datasets. Therefore, when clustering the data, only the features
with a correlation of 0 were selected, which included (entropy, standard deviation (STD)) and (entropy,
variance) for the Phone dataset. For the Watch dataset, the features included (entropy, standard deviation
(STD)), (entropy, variance), (median, entropy), (mean, entropy), and (root mean square (RMS), entropy).
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As the optimal number of features to select was two, each pair of features was evaluated within the
clustering algorithms.
In summary, this section has illustrated two approaches that can be used to select a subset of
features in order to reduce the dimensionality of the dataset. Table 3 provides a summary of the
combination of features that were selected from each method.
Table 3. Summary of features that were used with the evaluation. PCAFS: Principle component
analysis feature selection; CFS: correlation feature selection. STD: standard deviation.
Phone Dataset Watch Dataset
PCAFS CFS PCAFS CFS
RMS, Median [1] Entropy, STD Mean, Median [1] Entropy, STD




These features were used within the evaluation. However, as the CFS approach yielded multiple
combinations of features, each set was analyzed separately. In this instance, for the Phone dataset,
(Entropy, STD) was labelled as Phone1, whilst (Entropy, Variance) was labelled as Phone2. Similarly, for
the Watch dataset, (Entropy, STD) was labelled as Watch1, (Entropy, Variance) as Watch2, and so on.
3.4. Clustering Algorithms
Our approach utilized a comparison between HCA (hierarchical clustering), k-means
(partitioning), and DBSCAN (density-based) clustering algorithms. Due to its ease of implementation,
simplicity, efficiency, and empirical success, the most popular algorithm for clustering is
k-means [55–58]. It is a simple iterative method that is used to partition n observations into a
user-specified number of clusters, k [57,59]. The data objects are grouped together into “compact”
clusters with the assumption that all objects, within one group, are either mutually similar to each other
or they are similar with respect to a common representative or centroid [60]. The centroid is the mean
position of the clusters and this is then initialized. Each object is then assigned to its nearest centroid
(cluster) and the mean of the new centroids (clusters) is then calculated. This process is repeated until
the centroids (clusters) do not change.
Alternatively, in hierarchical clustering analysis (HCA), each object initially represents a cluster of
its own, and they are sequentially merged until the desired cluster structure is obtained [61]. In order
to perform this type of clustering, the similarity between pairs of objects first needs to be calculated.
Similar objects are then grouped together to form large cluster trees. Branches at the bottom of the tree
are trimmed, objects at the bottom are assigned to other clusters, and dendrograms are then created to
represent these groups of data. Density-based spatial clustering of applications with noise (DBSCAN)
is another common algorithm that searches the region of each object to ascertain if it contains more
than the minimum number of objects [62]. Clusters are then created from all data objects in that
region [63]. DBSCAN can be advantageous over k-means because DBSCAN is less sensitive to noise
and allows clusters of arbitrary shape whilst providing deterministic results [59]. However, a drawback
of DBSCAN is that when clusters of different densities exist, only particular kinds of noise points are
captured. Furthermore, it does not perform well when clusters are close and border each other [64].
4. Results
This section presents the results that have been obtained from our approach to clustering the data
using (1) k-means, (2) hierarchical clustering analysis (HCA), and (3) density-based spatial clustering
of applications with noise (DBSCAN). The evaluation first uses the baseline Phone and Watch datasets,
which utilizes all of generated features, to assess the algorithms performance. The experiments have
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then been repeated with the PCAFS datasets and the CFS datasets, which utilize a subset of the
baseline features to establish if the results can be improved. We have used the internal and external
measures Dunn Index (DI), distance ratio (DR), and entropy (EN) as validation mechanisms to assess
the quality of the clustering algorithms with the various feature selection methods [26,65]. A higher
DI implies that clusters are compact and well-separated from other clusters. Distance ratio has been
calculated by dividing the average distance within clusters by the average distance between clusters.
This measurement is a ratio of the mean sum of squares within clusters to the mean sum of squares
between clusters. Entropy is a measure of uncertainty and is the average (expected) amount of the
information from an event. In assessing these approaches, high DI and DR and low EN are preferable
in assessing the algorithm’s ability to separate the data. In each experiment, the k-means algorithm
uses the silhouette averages from Table 4 to denote k. The evaluation platform that has been used was
a Windows® 10 64-bit Intel® Core ™ i7-3770 central processing unit (CPU) at 3.40 GHz with 32 GB of
random-access memory (RAM). These experiments have been conducted using RStudio v0.99.903.
Table 4. Silhouette averages for the Phone and Watch datasets for the baseline, PCAFS, and CFS datasets.
The bold and italic values denote the value of k to select for each dataset, as these provide the largest
silhouette average.
Approach Dataset K
2 3 4 5 6
Baseline
Phone 0.761 0.7895 0.6657 0.6808 0.7223
Watch 0.6011 0.6887 0.7958 0.6946 0.6998
PCAFS
Phone 0.7958 0.7573 0.7169 0.7354 0.7278
Watch 0.7396 0.7997 0.7001 0.719 0.7024
CFS
Phone (1) 0.9994 0.9993 0.999 0.9988 0.8553
Phone (2) 0.9994 0.9989 0.9987 0.9987 0.9987
Watch (1) 0.9987 0.9976 0.9962 0.9962 0.9965
Watch (2) 0.9976 0.996 0.996 0.9966 0.9961
Watch (3) 0.7462 0.8066 0.7155 0.7363 0.7401
Watch (4) 0.7343 0.8045 0.7141 0.7338 0.7336
Watch (5) 0.7861 0.6926 0.7058 0.735 0.7386
4.1. Determining k for k-Means Clustering
A requirement of the k-means algorithm is that the user needs to define the number of clusters (k)
beforehand. This is the most critical user-specified parameter, with no perfect mathematical criteria [55].
Therefore, defining k can be challenging and may be seen as a drawback [59], as the best number
of clusters can be difficult to distinguish. However, silhouette averages are often used as a useful
measurement for selecting the “appropriate” number of clusters, as it gives an idea of how well
separated the clusters are [58,66]. The silhouette value S(i) quantifies the similarity of an object i to the
others in its own cluster, compared to the objects in other clusters [58,66]. These values range from
+1, indicating points that are very distant from neighboring clusters, through to 0, indicating points
that are not distinctly in one cluster or another, to −1, indicating points that are probably assigned
to the wrong cluster. The silhouette average (SA) is then calculated and is used as a measurement
of the quality of the resulting clusters [58]. The value of k that has the largest SA indicates the most
appropriate value to use. Using the baseline, PCAFS, and CFS datasets, the value of k has been
increased, from two to six, and evaluated using the silhouette averages (see Table 4).
As previously stated, the most appropriate number of clusters (k) to use for each dataset are
determined by the largest SA. As it can be seen in Table 4, for the baseline Phone dataset, it is three,
whilst for the Watch dataset, it is four. In relation to the PCAFS method, it is two for the Phone and
three for the Watch, whilst for the CFS Phone1, Phone2, Watch1, Watch2, and Watch5, it is also two,
whilst for Watch3 and Watch4, it is three. These values of k will be used within the results to implement
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the k-means clustering algorithm. It should be noted that hierarchical clustering analysis (HCA) and
density-based spatial clustering of applications with noise (DBSCAN) do not require k to be specified.
4.2. Results of the Phone Datasets
Figure 6 presents the results of the Phone datasets using the validation measures above and the
baseline feature set, as well as the reduced PCA and CFS feature sets.
Figure 6. Clustering validation of the Phone datasets that illustrates (a) Dunn Index (DI), (b) distance
ratio (DR), and (c) entropy (EN). PCAFS: Principle component analysis feature selection; CFS:
correlation feature selection.
The results from Figure 6 illustrate that, using the baseline feature set, k-means produced the
highest DI (0.8460), whilst HCA produced a slightly better DR (0.2705), and DBSCAN produced the
lowest entropy (0.0377). However, when the feature set is reduced, these results improve upon the
baseline. Looking to the PCAFS approach, k-means produced the highest DR (0.2866), whilst HCA
performed better in terms of higher DI (2.3123), and DBSCAN again produced the lowest EN (0.0332).
Using the CFS approach, HCA produced the best results using Phone1, which obtained a higher DI
(9.7001) and DR (0.0028). Overall, the CFS feature selection approach and the HCA algorithm produced
the best DI (9.7001) and EN (0.0187). This implies that these clusters are quite compact, well separated,
and that uncertainty is reduced. DBSCAN appears to perform the worst.
4.3. Results of the Watch Datasets
Figure 7 presents the results of the Watch datasets using the validation measures above and the
baseline feature set, as well as the reduced PCA and CFS feature sets.
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Figure 7. Clustering validation of the Watch datasets that illustrates (a) Dunn Index (DI), (b) distance
ratio (DR), and (c) entropy (EN).
The results from Figure 7 illustrate that, using the baseline feature set, DBSCAN performed better
in terms of higher DI (0.5804) and lower EN (0.0556), whilst HCA had a higher DR (0.2767). However,
reducing the feature set has again improved these results. Using the PCAFS approach, HCA produced
the highest DR (0.3449) and DI (2.8879), whilst DBSCAN produced the lowest EN (0.0524). Using the
CFS approach k-means and HCA seemed to perform the best using Watch1, which obtained equally
high DIs (5.1438). Overall, the CFS feature selection approach produced the best results in terms of
high DI (5.1438) using both k-means and HCA, a high DR using DBSCAN (0.3452), and low EN using
k-means (0.0515). In summary, the feature selection algorithms have significantly improved upon the
baseline results. In particular, the CFS approach has performed the best across both datasets using
k-means and HCA. For instance, the results illustrate that, using the Phone dataset, CFS and HCA
produced the highest DI (9.7001) and lowest EN (0.0187). Meanwhile, using the Watch dataset, CFS
and k-means produced the highest DI of 5.1438 and lowest EN of 0.0515. As a higher DI implies that
clusters are compact and well-separated from other clusters, it would appear that the Phone dataset
outperformed the Watch dataset. DBSCAN appears to perform the worst using both sets of data.
Since the CFS approach, in conjunction with HCA, produced the best results using Phone1 and
Watch1, simplified visualizations have been produced to reflect the classes with which the clusters are
associated (see Figure 8).
As observed by James et al. [67], when interpreting dendrograms, “observations that fuse at the
very bottom of the tree are quite similar to each other, whereas observations that fuse close to the
top of the tree will tend to be quite different”. Therefore, as can be seen in Figure 8a, when using a
smartphone for activity recognition, standing and walking are the most similar to each other, whilst
walking down the stairs and biking are quite distinct to other activities. Figure 8b illustrates that when
using a smartwatch for activity recognition, sitting and standing are the most similar, whilst walking
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and going up the stairs are quite distinct from other activities. It can be inferred that this could be
due to the placement of the sensors. For example, a smartwatch around the wrist will pick up hand
movements as people move their hands as they walk and go up the stairs. This signature is quite
unique to each individual. A smartphone, on the other hand, may be placed in the subject’s pockets
and would not be subjected to this type of movement.
Figure 8. HCA Clustering visualizations of (a) Phone1 and (b) Watch1 datasets.
4.4. Efficiency Analysis
In terms of energy efficiency, a comparison between the baseline, PCAFS, and CFS approaches has
also been undertaken for both datasets to determine the time it takes to cluster the data. The results
have been presented in Tables 5 and 6.
As can be seen in Table 5, reducing the number of features utilizing the PCAFS and CFS approaches
has significantly decreased the processing time of most of the algorithms, apart from DBSCAN, for the
Phone dataset.
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Table 5. Processing time of clustering the Phone data. HCA: hierarchical clustering analysis; DBSCAN:
density-based spatial clustering of applications with noise. The bold and italic value denotes the fastest
overall time that has been achieved.
Dataset Time (s)
k-Means HCA DBSCAN
Baseline Phone 1.23 42.25 150.48
PCAFS Phone 0.39 30.56 177.86
CFS
Phone (1) 0.51 31.11 182.60
Phone (2) 0.36 32.51 181.60
The CFS approach, in conjunction with the Phone2 dataset, produced the fastest time overall
utilizing k-means (0.36 s). In comparison to the baseline result (1.23 s), this represents a 71%
improvement in processing time. However, overall DBSCAN, in conjunction with the CFS Phone1 and
Phone2 datasets, produced equally slow times (182.60 s and 181.60 s, respectively) than the baseline
(150.48 s), which is a decrease of 21%. DBSCAN, in conjunction with the PCAFS dataset, also resulted
in an 18% longer processing time. Nevertheless, apart from DBSCAN, k-means and HCA produced
faster times, compared to the baseline, when the reduced PCAFS and CFS datasets have been used.
Compared to the baseline, utilizing k-means with (1) PCAFS produced an improvement of 68%; (2)
CFS Phone1 resulted in an improvement of 59%; and (3) CFS Phone2 produced an improvement of 71%.
Compared to the baseline, utilizing HCA with (1) PCAFS produced an improvement of 28%; (2) CFS
Phone1 resulted in an improvement of 26%; and (3) CFS Phone2 produced an improvement of 23%.
As can be seen in Table 6, again reducing the number of features utilizing the PCAFS and CFS
approaches has also significantly decreased the processing time of the algorithms for the Watch datasets.
Table 6. Processing time of clustering the Watch data. The bold and italic value denotes the fastest
overall time that has been achieved.
Dataset Time (s)
k-Means HCA DBSCAN
Baseline Watch 0.25 1.16 2.94
PCAFS Watch 0.13 0.95 2.17
CFS
Watch (1) 0.11 0.90 3.04
Watch (2) 0.14 0.99 3.04
Watch (3) 0.12 0.95 1.97
Watch (4) 0.18 0.92 2.00
Watch (5) 0.17 0.92 1.95
Table 6 illustrates a comparison between all the clustering algorithms using the Watch datasets.
As can be seen, the CFS approach, in conjunction with the Watch1 dataset, produced the quickest
time overall using k-means (0.11 s). In comparison to the baseline result (0.25 s), this represents a 56%
improvement in the processing time. However, overall DBSCAN again performed worse using the
CFS Watch1 and CFS Watch2 datasets, which produced an equally slower time of 3.04 s, compared
to the baseline, which was 2.94 s. This represents a 3% decrease in processing time. Nevertheless,
utilizing DBSCAN with (1) PCAFS produced an improvement of 26%; (2) CFS Watch3 produced an
improvement of 33%; (3) CFS Watch4 produced an improvement of 32%; and (4) CFS Watch5 produced
an improvement of 34%. Similarly, k-means and HCA produced faster processing times, compared
to the baseline, when the reduced PCAFS and CFS datasets were used. Compared to the baseline,
utilizing k-means with (1) PCAFS produced an improvement of 48%; (2) CFS Watch1 resulted in an
improvement of 56%; (3) CFS Watch2 produced an improvement of 44%; (4) CFS Watch3 produced an
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improvement of 52%; (5) CFS Watch4 produced an improvement of 28%; and (6) CFS Watch5 produced
an improvement of 32%. Compared to the baseline, utilizing HCA with (1) PCAFS and CFS Watch3
produced an improvement of 18%; (2) CFS Watch1 resulted in an improvement of 22%; (3) CFS Watch2
produced an improvement of 15%; and (4) CFS Watch4 and CFS Watch5 produced an improvement of
21%.
Overall, these results demonstrate that reducing the datasets and utilizing k-means with the CFS
Phone2 dataset, which used the features Entropy/Variance, and the Watch1 dataset, which used the
features Entropy/STD, seems to produce the most efficient results.
5. Discussion
Smartphone and wearable devices have powerful sensing capabilities that can quantify human
physical activity. However, due to the energy limitations of mobile/wearable devices, when performing
such analysis, it is unfeasible to feed raw data or a large number of features into clustering algorithms.
In addressing this challenge, the objective of this research has been to posit our approach that utilizes
feature selection in order to improve the clustering of accelerometer data for the purposes of activity
recognition by removing redundant features, which also reduces the computation burden that is
associated with processing large sets of data. Raw accelerometer data have been obtained from the
Heterogeneity Human Activity Recognition Dataset (HHAR) [21], which comprises of two real-world
datasets that contain data from eight smartphones and four smartwatches from participants who
undertook a variety of physical activities. The baseline datasets contained eight features, which
provided a solid foundation to improve upon. Introducing our feature selection approach has
significantly improved the initial baseline efficiency, whilst also improving the accuracy and quality of
the clusters. This is because feature selection has reduced the search space from eight to two features,
which has improved the quality and efficiency of the clustering results. The results illustrate that
the CFS feature selection approach performed better against the baseline and PCAFS approaches.
This could be because the CFS approach is statistically significant, as the approach selects a subset of x
features that are completely independent (i.e., uncorrelated) from each other [68]. However, the PCAFS
approach relies on data that is linearly correlated in order to find the linear combination of the original
variables. Furthermore, the accuracy of the bi-plots is questionable.
In terms of clustering performance, overall HCA was best at forming clusters that are compact
and well-separated from other clusters, as both the Phone and Watch datasets had higher DI results,
9.7001 and 5.1438, comparatively. However, k-means performed marginally better in terms of better
efficiency, having a higher distance ratio (using the Phone dataset) and lower entropy (using the Watch
dataset), whilst DBSCAN performed the worst. Nevertheless, k-means was more efficient. On average,
k-means performed 66% faster utilizing the reduced PCAFS and CFS Phone datasets and 43% faster
utilizing the reduced Watch datasets, compared to the baselines. However, there is a tradeoff between
overall clustering accuracy and time performance. The results illustrate that using HCA in conjunction
with the CFS approach produced better results in terms of clusters that are compact and well-separated
from other clusters. Using the Watch datasets, k-means in conjunction with the CFS produced the
fastest results, whilst k-means and HCA produced equally high DIs (5.1438). Nonetheless, a limitation
of k-means is that a user-defined value of k must be supplied. This can be problematic in the real-world
when k is often unknown. Overall, whilst HCA produced acceptable results, it was not the fastest
algorithm. Nevertheless, it could be more beneficial to use HCA and the CFS feature selection approach,
as it produces high reproducibility and is less susceptible to noise and outliers. A further benefit of
using HCA over k-means is that the k parameter (number of clusters) does not need to be specified.
Although this work has been carried out on traditional workstations, ongoing trends in the
performance of ubiquitous devices suggest that in the future these devices will have enough capabilities
to host their own data for the long term and perform data analysis, indicated in the pipeline in Figure 1,
on the device [15]. Evidence of this trend is the increase of on-device machine learning chips, such as
Apple A11 [69] NVIDIA Jetson TX series card [70].
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However, going forward, we believe there is a need to perform the preprocessing stage of our
pipeline in Figure 1 online, such as in the cloud, in order to prepare them for on-device analysis.
This is due to the miniaturized size of these hardware, which have limited resources in comparison
to hardware used in cloud services. In this work, improved resource efficiency is attributed to the
fact that the CFS and PCAFS datasets are using a reduced number of features within the clustering
algorithms; therefore, fewer resources are being used but accuracy is not compromised.
This is a very important contribution of the work because accuracy and performance have
improved when the number of features has been reduced. This work will have an impact on
energy efficiency and resource use because less data is being fed into the algorithms. Furthermore,
the comparative study of feature selection and clustering with the specific algorithms used has not
been performed previously.
These results are very promising and demonstrate the validity of our approach. Our approach
is related to Stisen et al. [21], who clustered based on devices that have recorded the data and
treat quantifying human activity as a classification problem. However, we have extended this by
incorporating feature selection and reporting on the efficiency of this approach. Similarly, Zhang
and Sawchuk’s [71] feature selection approach appears to be more computationally expensive.
In comparison, our approach uses PCA and correlation to reduce the feature set, whilst improving
accuracy and computational times. The use of feature selection is a viable approach to analyzing
physical activity data because as these vectors increase in size, feature selection ensures that a large
amount of data can be reduced without compromising the clustering results.
The results of the clustering approach proposed in the paper can then be used for applications
related to activity recognition by incorporating them into a feedback system via multivariate
visualizations so that the user can see how often they are active/inactive and the context behind
those times. Furthermore, as the system obtains more data, recommendations can be provided to
improve the user’s health. For instance, weekly alerts and suggestions can be displayed on users’
smartphones/smartwatches that summarize their activity and can prompt them to engage in more
physical activity. For instance, the UK National Health Service (NHS) recommends that adults should
engage in a minimum of 150 min of moderate aerobic activity per week [72]. Therefore, if more
than the recommended threshold has been achieved, that week will be tagged as an “active” week.
However, if their data indicates that they are becoming more inactive and sedentary, then a negative
indication would appear, and some activity changes could be suggested, which can be alerted to them
via a visualization.
Within our mobile and wearable devices, we have access to a number of data sources which can
be stored and amalgamated to provide more context to our activity-related data. For instance, when
clusters are formed, the timestamp of the data from each cluster can be used to search the user’s other
data and pull data from that specific time into a temporal location, which can be displayed to the user.
Whilst simply logging acceleration data is a good starting point to gather activity data, a significant
drawback is the ambiguity of this type of data. However, combining various other pieces together
(e.g., location/photographs) enables us to add context to our activities. This information is very useful
in quantifying our behaviors as it provides context for the activity. Context plays a significant role
because in the case of monitoring activity, this data can be amalgamated and clustered to discern
periods of activity and inactivity, which can be reflected upon at a later time and the context behind
those times can emerge. As the user logs more information and the system accumulates more data,
it will become more intelligent and lifestyle recommendations can begin to emerge. Furthermore,
when reflecting upon our years of data, using the methods described above, periods of high and
low intensity can begin to emerge. We can see that during certain times, clusters of lower intensity
activities are greater than the higher intensity. Without defining a single query, users are able to see that
they have not been very active. Seeing this larger cluster could be enough motivation to change their
behaviour (e.g., taking up a sport). This can be used to reduce obesity levels and to encourage users to
leader a healthier lifestyle (see previous work [73]). It is also important for the system to be able to
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generalize the approach as each user is different. This has been demonstrated in this paper, as data
has been collected from six different devices (see Table 1). This demonstrates the ability to generalize
across different types of smartphones/smartwatches that are operating on different frequencies. In a
new dataset, with new subjects, if the same type of data was collected (i.e., acceleration), then the same
features would be tested, as these have proven to be the best features for this type of data.
6. Conclusions
This work has utilized two datasets that focused on physical activity data acquired from
accelerometers and has posited our approach for analyzing raw accelerometer data to detect physical
activity. In this sense, the approach is able to reduce a very large set of raw data to learn about the
user and to separate instances of activity to determine the user’s level of activity during a given
period. In achieving this, the methodology that has been used to preprocess raw accelerometer data
has been discussed. Features have then been extracted and analyzed using PCA and correlation
matrixes. From this analysis, we have concluded that the optimal number of features to use for
both datasets is two. From the PCAFS analysis, the best features to use are Mean, RMS, and Median.
Meanwhile, from the CFS analysis, we have concluded that the majority of features, such as (variance,
STD), (mean, RMS) (median, RMS), and (median, mean), have almost total positive correlation of
0.97–0.99 across both datasets. Therefore, the data have been clustered using only features with a
correlation of 0, including (entropy, STD), (entropy, variance), (median, entropy), (mean, entropy), and (RMS,
entropy). Using these reduced sets of features, we have then clustered the data using k-means, HCA,
and DBSCAN. The results demonstrate that the quality of the clustering was improved using the
CFS approach in conjunction with HCA. The results also demonstrate that compared to the baseline,
on average, k-means performed 66% faster utilizing the reduced PCAFS and CFS Phone datasets and
43% faster utilizing the reduced Watch datasets. It is important to note that we are not proposing a
holistic clustering approach for all smartphone/smartwatch data. Instead, this paper has aimed to
recommend the most energy-efficient clustering approaches that can be used to assist developers in
their applications.
These results have demonstrated that feature selection is an avenue worth pursuing and that the
accuracy in recognizing human activity and clustering this data have proven to be a viable method of
analyzing this data. The results demonstrated in this paper can then be extended into a feedback system
to provide recommendations to increase activity. The objective of this research was to demonstrate
how activity data could be analyzed using feature selection and clustering techniques. In doing
so, one of the main objectives was to compare the feature selection approaches against clustering
algorithms. Future work would consider integrating this approach into a mobile interface that could
provide real-time feedback to the user on their levels of physical activity. It would also be interesting
to then undertake user studies to evaluate the effectiveness of such an application in promoting
physical activity.
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