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Abstract
In this article, continuing [V. Nitica, I. Singer, Contributions to max–min convex geometry. I: Segments,
Linear Algebra Appl. (2007), doi:10.1016/j.laa.2007.09.032], we give some further contributions to the
theory of “max–min geometry”. The max–min semifield is the set R = R ∪ {−∞,+∞} endowed with the
operations ⊕ = max,⊗ = min in R. A subset C of Rn is said to be max–min convex if the relations x, y ∈
C, α, β ∈ R, α ⊕ β = +∞ (the neutral element of ⊗) imply (α ⊗ x) ⊕ (β ⊗ y) ∈ C, where ⊕ is understood
componentwise and α ⊗ x := (α ⊗ x1, . . . , α ⊗ xn) for α ∈ R, x = (x1, . . . , xn) ∈ Rn. In analogy with the
definition of semispaces for usual linear spaces (see e.g. [P.C. Hammer, Maximal convex sets, Duke Math.
J. 22 (1955) 103–106]), a max–min semispace at a point z ∈ Rn is a maximal (with respect to inclusion)
max–min convex subset of Rn\{z}. In contrast to the case of linear spaces, where there exist an infinity of
semispaces at each point, we show that in Rn there exist at most n + 1 max–min semispaces at each point
and exactly n + 1 at each point whose all coordinates are finite. We determine these max–min semispaces
and give some consequences for separation of max–min convex sets from outside points. We show that
max–min convexity restricted to the finite part Rn of Rn is a multi-order convexity.
© 2007 Elsevier Inc. All rights reserved.
AMS classification: Primary: 52A01; Secondary: 52A30; 08A72
Keywords: Max–min segment; Max–min convex set; Max–min semispace; Multi-order convexity
∗ Corresponding author. Tel.: +40 21 3196506; fax: +40 21 3196505.
E-mail addresses: vnitica@wcupa.edu (V. Nitica), ivan.singer@imar.ro (I. Singer).
0024-3795/$ - see front matter ( 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2007.11.015
2086 V. Nitica, I. Singer / Linear Algebra and its Applications 428 (2008) 2085–2115
1. Introduction
This article is a continuation of [7], where we have given some contributions to the theory of
“max–min convex geometry”, namely we have studied there “max–min segments”. In this second
part we shall study “max–min semispaces”, that is, maximal (with respect to inclusion) max–min
convex sets that avoid a point, and the separation of a max–min convex set and an outside point
by max–min semispaces.
We recall that if X is a real linear space and z ∈ X, a subset S ⊂ X is called a semispace
at z (see [1,2]), if S is convex, z /∈ S and there exists no convex subset S′ /= S of X such that
S ⊂ S′, z /∈ S′, that is, S is a maximal convex set of X with respect to inclusion avoiding z. A
subset S ⊂ X is called a semispace if it is a semispace at some point z ∈ X. For example, if
dim X = n < +∞, and {x1, . . . , xn} is a basis of X, it is shown in [1] that the set
S :=
{
n∑
i=1
aixi |the first nonzero ai is > 0
}
is a semispace at z = 0, and conversely, any semispace at 0 can be represented in this way, with
the basis depending on the semispace. One of the main applications of semispaces is in separation
results. If C is a convex subset of X and z /∈ C, then there exists a semispace S at z such that
C ⊂ S, so S separates C and z [1,2]. As a consequence, the family of semispaces is the smallest
intersectional basis for the family of all convex sets in X.
In general, one can introduce canonically the notions of convexity and semispace for any
semimodule over a semifield (see [9,10]). Two examples that appear frequently in applications
are the max-plus algebra Rnmax and the max–min algebra R
n
. We recall that Rmax :=R ∪ {−∞},
with the operations ⊕ = max,⊗ = + in Rmax, and that Rnmax :=Rmax × · · · × Rmax (n times),
with the operations
x ⊕ y := (x1 ⊕ y1, . . . , xn ⊕ yn) (x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Rnmax), (1.1)
αx := (αx1, . . . , αxn) (x = (x1, . . . , xn) ∈ Rnmax, α ∈ Rmax), (1.2)
where we write, as usual, αβ instead of α ⊗ β. In contrast to the case of linear spaces, in which
there exist an infinity of semispaces at each point, having the boundary perpendicular to any
direction, it is shown in [5,6], that if z ∈ Rnmax is finite (i.e., all coordinates of z are finite) then
there are exactly n + 1 semispaces at z, namely:
S0(z) :={x ∈ Rnmax|0 < max(x1 − z1, . . . , xn − zn)}
and
Sk(z) :={x ∈ Rnmax|xk < max(zk + x1 − z1, . . . , zk + xk−1 − zk−1, zk,
zk + xk+1 − zk+1, . . . , zk + xn − zn)} (k = 1, . . . , n)
(where for k = n the terms zk + xk+1 − zk+1, . . . , zk + xn − zn are missing). Moreover, for a
general z ∈ Rnmax there are at most n + 1 semispaces at z. Some applications of these results to
the structure of hyperplanes in Rnmax are shown in [7]. In the present paper we shall consider
“max–min convex sets” and “max–min semispaces” over the semimodule Rn. We recall that
R :=R ∪ {−∞,+∞}, with the operations ⊕ = max,⊗ = min in R, and that Rn :=R × · · · ×
R (n times), with the operations
x ⊕ y := (x1 ⊕ y1, . . . , xn ⊕ yn) (x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Rn), (1.3)
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α ⊗ x := (α ⊗ x1, . . . , α ⊗ xn) (x = (x1, . . . , xn) ∈ Rn, α ∈ R). (1.4)
If x, y ∈ Rn, the set
[x, y] :={(α ⊗ x) ⊕ (β ⊗ y) ∈ Rn|α, β ∈ R, α ⊕ β = e}
= {max (min(α, x), min(β, y)) ∈ Rn|α, β ∈ R, max (α, β) = e}, (1.5)
where e = +∞ is the neutral element of ⊗ = min in R, is called the max–min segment (or briefly,
the segment) joining x and y. Following Zimmermann [9], a subset G of Rn is said to be max–min
convex (or briefly, convex) if along with any two points it contains the whole segment joining
them, i.e., if
x, y ∈ G ⇒ [x, y] ⊆ G, (1.6)
with [x, y] of (1.5). When z ∈ Rn, we shall call a subset S(z) of Rn a max–min semispace (or,
briefly, a semispace) at z, if it is a maximal (with respect to set-inclusion) max–min convex set
avoiding z, that is, a maximal max–min convex subset of Rn\{z}; a subset S of Rn will be called
a semispace, if there exists z ∈ Rn such that S = S(z). In this article we show that, similarly to
the results mentioned above for Rnmax, in R
n
there exist at most n + 1 semispaces at each point,
and exactly n + 1 at each finite point; in particular, each convex set is contained in at least one of
those semispaces. However, these results on semispaces of Rn are not a consequence of – and in
fact they are very much different from – those on semispaces of Rnmax.
The structure of the paper is as follows: in Sections 2 and 3, in order to facilitate the under-
standing of the general result, we state and prove our results for n = 2, and state them for n = 3.
In Section 4 we state and prove the general case. Finally, in Section 5 we present two applications
of our results about semispaces, namely we show that the family of all semispaces is the smallest
intersectional basis for the family of all convex sets in Rn, and that max–min convexity, restricted
to the finite part Rn of Rn, is a multi-order convexity in the sense of [4].
2. Semispaces in max–min algebra. The case n = 2
In this section we show the semispaces in R2.
Remark 2.1. We shall first determine those semispaces at x0, for which x0 = (x01 , x02 ) ∈ R2, and
then we shall show that one obtains from them the semispaces at points x0 = (x01 , x02 ) ∈ R
2 having
at least one coordinate x0i = ±∞ as follows: If x0i = +∞, then the sets whose expression contains
the term xi > x0i do not occur, while if x
0
j = −∞, then the sets whose expression contains the
term xj < x0j do not occur, so there remain only the other sets as semispaces.
For any convexity system, i.e. any family B of subsets of a set X, called convex sets, that
is closed for intersections (see e.g. [8, Chapter 2]), one can define semispaces at a given point
x0 ∈ X, as the maximal (with respect to inclusion) convex sets avoiding x0. We shall use the
following lemma:
Lemma 2.1. Let {Si}i∈I be a collection of semispaces at a point x0 in a convexity system, such
that each convex set avoiding x0 is contained in at least one of the semispaces Si. Then Si, i ∈ I ,
are the only semispaces at x0.
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Proof. Each maximal convex set S avoiding x0 must be contained in one and only one of the
semispaces Si , say Si0 (since by the assumption that the Si’s are distinct, the pairwise intersections
Si ∩ Sj , i /= j , are not maximal), and hence, again by maximality, coincide with Si0 . 
Proposition 2.1. Let x0 = (x01 , x02 ) ∈ R
2
, x01  x02 .
(a1) If x01 > x02 are finite, then the semispaces at x0 are
S0 = S0(x01 , x02 ) = {(x1, x2) ∈ R2|x1 > x01 or x2 > x02 }, (2.1)
S1 = S1(x01 , x02 ) = {(x1, x2) ∈ R2|x1 < x01 or x2 > x02 }, (2.2)
S2 = S2(x01 , x02 ) = {(x1, x2) ∈ R2|x2 < x02 }. (2.3)
Moreover, every convex set S ⊂ R2 avoiding x0 is included in at least one and at most two of
these semispaces.
(a2) If x01 = x02 are finite, then in R
2
the semispaces at x0 are S0, S2 of (2.1), (2.3), and
S˜1 = S˜1(x01 , x02 ) = {(x1, x2) ∈ R2|x1 < x01 }. (2.4)
Moreover, every convex set S ⊂ R2 avoiding x0 is included in at least one and at most two of
these semispaces.
(b1) If x02 ∈ R, the semispaces in R
2
at x0 = (+∞, x02 ) are S1, S2 of (2.2) and (2.3) with
x01 = +∞, that is
S1 = S1(+∞, x02 ) = {(x1, x2) ∈ R2|x1 < +∞ or x2 > x02 }, (2.5)
S2 = S2(+∞, x02 ) = {(x1, x2) ∈ R2|x2 < x02 }. (2.6)
Moreover, every convex set S ⊂ R2 avoiding x0 is included in at least one of these semispaces.
(b2)The semispaces atx0 = (+∞,+∞)are S˜1 andS2 of (2.4)and (2.3)withx01 = x02 = +∞,
that is,
S˜1 = S˜1(+∞,+∞) = {(x1, x2) ∈ R2|x1 < +∞}, (2.7)
S2 = S2(+∞,+∞) = {(x1, x2) ∈ R2|x2 < +∞}. (2.8)
Moreover, every convex set S in R2 avoiding (+∞,+∞) is included in at least one of S˜1, S2.
(c1) If x01 ∈ R, the semispaces in R
2
at x0 = (x01 ,−∞) are S0, S1 of (2.1) and (2.2) with
x02 = −∞, that is
S0 = S0(x01 ,−∞) = {(x1, x2) ∈ R2|x1 > x01 or x2 > −∞}, (2.9)
S1 = S1(x01 ,−∞) = {(x1, x2) ∈ R2|x1 < x01 or x2 > −∞}. (2.10)
Moreover, every convex set S ⊂ R2 avoiding x0 is included in at least one of these semispaces.
(c2) The unique semispace at x0 = (−∞,−∞) is S0 of (2.1) with x01 = x02 = −∞, that is,
S0 = S0(−∞,−∞) = {(x1, x2) ∈ R2|x1 > −∞ or x2 > −∞}
= R2\{(−∞,−∞)}. (2.11)
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(d1) The (unique) semispace in R
2
at x0 = (+∞,−∞) is S1 of (2.2) with x01 = +∞ and
x02 = −∞, that is,
S1 = S1(+∞,−∞) = {(x1, x2) ∈ R2|x1 < +∞ or x2 > −∞}
= R2\{(+∞,−∞)}. (2.12)
Remark 2.2. The semispaces at a point (x01 , x
0
2 ) ∈ R
2
, as listed in Proposition 2.1, are de-
picted in the shaded parts of Fig. 2.1, where the corners of each square represent the points
(−∞,−∞), (+∞,−∞), (−∞,+∞), (+∞,+∞).
Proof. (a1) and (a2). Assume that x0 = (x01 , x02 ) ∈ R2, x01  x02 .
First we prove convexity of S0 and S2, and then we prove separately convexity of S1 (when
x01 > x
0
2 ) and S˜1 (when x01 = x02 ).
Proof of convexity for S0: Let x = (x1, x2) ∈ S0, y = (y1, y2) ∈ S0, so by (2.1),
x1 > x
0
1 or x2 > x
0
2 , and y1 > x
0
1 or y2 > x
0
2 . (2.13)
Let z = (z1, z2) ∈ [x, y]. Then
z = (max(min(α, x1), min(β, y1)), max(min(α, x2), min(β, y2))), (2.14)
where max(α, β) = +∞. The condition max(α, β) = +∞ implies that either α = +∞ or β =
+∞.
By (2.13), there are four cases to consider:
Case 1: x1 > x01 , y1 > x
0
1 . In this case, if α = +∞ then by (2.14),
z1 = max(x1, min(β, y1))  x1 > x01 ,
whence by (2.1), z = (z1, z2) ∈ S0. If β = +∞ then by (2.14),
z1 = max(min(α, x1), y1)  y1 > x01 ,
whence by (2.1), z = (z1, z2) ∈ S0.
Case 2: x2 > x02 , y2 > x
0
2 . The proof for this case is similar to the proof of Case 1, interchanging
the roles of the first and second variables.
Case 3: x1 > x01 , y2 > x
0
2 . In this case, if α = +∞ then by (2.14),
z1 = max(x1, min(β, y1))  x1 > x01 ,
whence by (2.1), z = (z1, z2) ∈ S0. If β = +∞ then by (2.14),
z2 = max(min(α, x2), y2)  y2 > x02 ,
whence by (2.1), z = (z1, z2) ∈ S0.
Case 4: y1 > x01 , x2 > x
0
2 . The proof for this case is similar to the proof of Case 3,
interchanging the roles of the variables.
Proof of convexity for S2: Let x = (x1, x2) ∈ S2, y = (y1, y2) ∈ S2, so by (2.3),
x2 < x
0
2 and y2 < x
0
2 . (2.15)
Let z = (z1, z2) ∈ [x, y]. Then we have (2.14), where max(α, β) = +∞, so either α = +∞ or
β = +∞. If α = +∞ then by (2.14) and (2.15),
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Fig. 2.1. Semispaces for n = 2.
z2 = max(x2, min(β, y2))  max(x2, y2) < x02 ,
whence by (2.3), z = (z1, z2) ∈ S2. If β = +∞ then by (2.14) and (2.15),
z2 = max(min(α, x2), y2)  max(x2, y2) < x02 ,
whence by (2.3), z = (z1, z2) ∈ S2.
Proof of convexity for S1, when x01 > x02 : Let x = (x1, x2) ∈ S1, y = (y1, y2) ∈ S1, so by
(2.2),
x1 < x
0
1 or x2 > x
0
2 and y1 < x
0
1 or y2 > x
0
2 . (2.16)
V. Nitica, I. Singer / Linear Algebra and its Applications 428 (2008) 2085–2115 2091
Let z = (z1, z2) ∈ [x, y]. Then we have (2.14), where max(α, β) = +∞, so either α = +∞ or
β = +∞. By (2.16), there are four cases to consider:
Case 1: x1 < x01 , y1 < x
0
1 . In this case, if α = +∞ then by (2.14),
z1 = max(x1, min(β, y1))  max(x1, y1) < x01 ,
whence by (2.2), z = (z1, z2) ∈ S1. If β = +∞ then by (2.14),
z1 = max(min(α, x1), y1)  max(x1, y1) < x01 ,
whence by (2.2), z = (z1, z2) ∈ S1.
Case 2: x2 > x02 , y2 > x
0
2 . In this case, if α = +∞ then by (2.14),
z2 = max(x2, min(β, y2))  x2 > x02 ,
whence by (2.2), z = (z1, z2) ∈ S1. If β = +∞ then
z2 = max(min(α, x2), y2)  y2 > x02 ,
whence by (2.2), z = (z1, z2) ∈ S1.
Case 3: x1 < x01 , y2 > x
0
2 (so x2  x02 and y1  x01 , since otherwise we are in Case 2 or Case
1). Assume first α = +∞. We have two subcases:
Subcase 1: Ifx01  β, then sincex2  x02 < x01  β andx2  x02 < y2, we havex2 < min(β, y2),
whence
z2 = max(x2, min(β, y2)) = min(β, y2) > x02 ,
and therefore by (2.2), z = (z1, z2) ∈ S1.
Subcase 2: If β < x01 , then y1  x01 implies that min(β, y1) = β, whence
z1 = max(x1, min(β, y1)) = max(x1, β) < x01 ,
and therefore by (2.2), z = (z1, z2) ∈ S1.
If β = +∞ a symmetric argument works interchanging the first and second variables and
changing the order of all inequalities.
Case 4: x2 > x02 , y1 < x
0
1 . The proof for this case is similar to the proof of Case 3 and is done
by interchanging the roles of the first and second variables.
Proof of convexity for S˜1 when x01 = x02 : If x = (x1, x2) ∈ S˜1, y = (y1, y2) ∈ S˜1, then by (2.4),
max(x1, y1) < x
0
1 , (2.17)
and hence, by Case 1 of the above proof for S1, for any z = (z1, z2) ∈ [x, y] we have z1 < x01 ,
so z ∈ S˜1.
Next we prove first maximality of S0 and S2, and then we prove separately maximality of S1
(when x01 > x02 ) and S˜1 (when x01 = x02 ).
Proof of maximality forS0: LetS  S0, S convex,x0 = (x01 , x02 ) /∈ S. Letx = (x1, x2) ∈ S\S0.
Then since x /∈ S0, by (2.1) we have
x1  x01 and x2  x02 . (2.18)
Choose y1 ∈ R such that
y1 > x
0
1 . (2.19)
Then, by (2.1) we have y = (y1, x02 ) ∈ S0(⊂ S) and hence, by the convexity of S, [x, y] ⊂ S.
Let α = +∞ and β = x01 . Then max(α, β) = +∞ and, by (2.14), (2.19), x01 > x02 and (2.18), we
obtain
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(α ⊗ x) ⊕ (β ⊗ y) = (max(x1, min(x01 , y1)), max(x2, min(x01 , x02 )))
= (max(x1, x01 ), max(x2, x02 )) = (x01 , x02 ),
so the segment [x, y] ⊂ S contains the point (x01 , x02 ), in contradiction to (x01 , x02 ) /∈ S.
Proof of maximality for S2, when x01  x02 : Let S  S2, S convex, x0 = (x01 , x02 ) /∈ S. Let
x = (x1, x2) ∈ S\S2. Then since x /∈ S2, by (2.3) we have
x2  x02 , (2.20)
so min(x02 , x2) = x02 . Choose y2 ∈ R such that
y2 < x
0
2 . (2.21)
Then by (2.3) we have y = (x01 , y2) ∈ S2(⊂ S). Let α = x02 and β = +∞. Then max(α, β) =
+∞ and, by (2.14), x01 > x02 , (2.20) and (2.21), we obtain
(α ⊗ x) ⊕ (β ⊗ y) = (max(min(x02 , x1), x01 ), max(min(x02 , x2), y2)) = (x01 , x02 );
indeed, the last equality holds since by x01 > x
0
2 we have min(x
0
2 , x1)  x01 , and by (2.20) and
(2.21) we have min(x02 , x2) = x02 > y2. Thus the segment [x, y] ⊂ S contains the point (x01 , x02 ),
in contradiction to (x01 , x
0
2 ) /∈ S.
Proof of maximality for S1, when x01 > x02 : Let S  S1, S convex and avoiding (x01 , x02 ). Let
x = (x1, x2) ∈ S\S1. Then since x /∈ S1, by (2.2) we have
x1  x01 and x2  x02 . (2.22)
Choose y1 ∈ R such that
y1 < x
0
1 . (2.23)
Then by (2.2) we have y = (y1, x02 ) ∈ S1(⊂ S) and hence, by the convexity of S, [x, y] ⊂ S. Let
α = x01 and β = +∞. Then max(α, β) = +∞ and, by (2.14), (2.22), (2.23), and x01 > x02 , we
obtain
(α ⊗ x) ⊕ (β ⊗ y) = (max(min(x01 , x1), y1), max(min(x01 , x2), x02 ))
= (max(x01 , y1), max(x2, x02 )) = (x01 , x02 );
indeed, here we have used that by (2.22) andx01 > x02 we havex2  x02 < x01 , whence min(x01 , x2) =
x2. Thus the segment [x, y] ⊂ S contains the point (x01 , x02 ), in contradiction to (x01 , x02 ) /∈ S.
Proof of maximality for S˜1, when x01 = x02 : Let S  S˜1, S convex, (x01 , x01 ) /∈ S and let x =
(x1, x2) ∈ S\S˜1. Then, since x /∈ S˜1, by (2.4) we have
x1  x01 . (2.24)
Choose y1 ∈ R satisfying (2.23). Then, by (2.4) and (2.23), we have y′ := (y1, x01 ) ∈ S˜1 ⊂ S and
y′′ := (y1, y1) ∈ S˜1 ⊂ S. Hence, since x, y′, y′′ ∈ S and S is convex, we have [x, y′] ⊂ S and
[x, y′′] ⊂ S. Now, if x2  x01 , then for α = x01 and β = +∞ we have max(α, β) = +∞ and
(α ⊗ x) ⊕ (β ⊗ y′) = (max(min(x01 , x1), y1), max(min(x01 , x2), x01 ))
= (max(x01 , y1), max(x2, x01 )) = (x01 , x01 );
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on the other hand, if x2 > x01 , then for α = x01 and β = +∞ we have max(α, β) = +∞ and
(α ⊗ x) ⊕ (β ⊗ y′′) = (max(min(x01 , x1), y1), max(min(x01 , x2), y1))
= (max(x01 , y1), max(x01 , y1)) = (x01 , x01 ).
Thus, in the first case the segment [x, y′] ⊂ S, and in the second case the segment [x, y′′] ⊂ S,
contains the point (x01 , x
0
1 ), in contradiction to (x
0
1 , x
0
1 ) /∈ S.
Let us show now that if x01 > x
0
2 , then every convex set S ⊂ R
2
avoiding x0 = (x01 , x02 ) is included
in one of S0, S1, or S2; by Lemma 2.1 this will also prove that S0, S1, S2 are the only semispaces at
x0. Assume, a contrario, that some convex set S avoiding x0 contains points belonging to S0, S1,
and S2. Let x = (x1, x2) ∈ S0 ∩ S. Then by (2.1) we have (2.18). Let y = (y1, y2) ∈ S1 ∩ S.
Then by (2.2) we have
y1  x01 and y2  x02 . (2.25)
Let α = +∞ and β = x01 . Then by (2.14), (2.25) and (2.18), z := (α ⊗ x) ⊕ (β ⊗ y) has the first
coordinate
z1 = max(x1, min(x01 , y1)) = max(x1, x01 ) = x01 , (2.26)
and the second coordinate
z2 = max(x2, min(x01 , y2))  max(x2, y2)  x02 , (2.27)
and hence z = (x01 , z2) ∈ S, z2  x02 . Consider now t := (x31 , x32) ∈ S2 ∩ S. Then [z, t] ⊂ S
(since S is convex) and, by (2.3) we have
x32  x02 . (2.28)
Let α = +∞ and β = x02 . Then max(α, β) = +∞ and by (2.14), (2.26), (2.27), x01 > x02 and
(2.28), we obtain
(α ⊗ z) ⊕ (β ⊗ t) = (max(x01 , min(x02 , x31)), max(z2, min(x02 , x32))) = (x01 , x02 );
indeed, the last equality holds since byx01 > x
0
2 we have min(x
0
2 , x
3
1)  x02 < x01 , and by (2.27) and
(2.28) we have z2  x02 = min(x02 , x32). Thus the segment [z, t] ⊂ S contains the point (x01 , x02 ),
in contradiction to (x01 , x
0
2 ) /∈ S.
Let us show now that if x01 = x02 , then every convex set S ⊂ R
2
avoiding x0 is included in
at least one of S0, S˜1, or S2; by Lemma 2.1 this will also prove that S0, S˜1, and S2 are the
only semispaces at x0. Assume, a contrario, that some convex set S avoiding x0 contains points
belonging to S0, S˜1, and S2. Let x = (x1, x2) ∈ S0 ∩ S. Then by (2.1),
x1  x01 and x2  x01 . (2.29)
Let y = (y1, y2) ∈ S˜1 ∩ S. Then by (2.4),
y1  x01 . (2.30)
Also, since x, y ∈ S and S is convex, we have [x, y] ⊂ S. We distinguish two cases:
Case 1. Assume y2  x01 . Let α = +∞ and β = x01 . Then max(α, β) = +∞ and
(α ⊗ x) ⊕ (β ⊗ y) = (max(x1, min(x01 , y1)), max(x2, min(x01 , y2)))
= (max(x1, x01 ), max(x2, x01 )) = (x01 , x01 ),
so the segment [x, y] ⊂ S contains the point (x01 , x01 ), in contradiction to (x01 , x01 ) /∈ S.
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Case 2. Assume y2 < x01 . Let z = (z1, z2) ∈ S2 ∩ S. Then by (2.3),
z2  x01 . (2.31)
If z1  x01 , then an argument similar to that done in Case 1, but interchanging the roles of the
coordinates, gives that the segment [x, z] ⊂ S contains the point (x01 , x01 ), in contradiction to
(x01 , x
0
1 ) /∈ S. So we may assume that z1 < x01 . Then by (2.30) and (2.31) we have
z1 < x
0
1  y1 and y2 < x01  z2. (2.32)
Let α = β = +∞. Then by (2.32) and since S is convex and y = (y1, y2) ∈ S, z = (z1, z2) ∈
S,
(y1, z2) = (max(y1, z1), max(y2, z2)) = (α ⊗ y) ⊕ (β ⊗ z) ∈ S.
Consequently, again since S is convex, we must have [x, (y1, z2)] ⊂ S. Now let α = +∞ and
β = x01 , so max(α, β) = +∞. Then by (2.32) and (2.29)
(α ⊗ x) ⊕ (β ⊗ (y1, z2)) = (max(x1, min(x01 , y1)), max(x2, min(x01 , z2))) = (x01 , x01 ),
so the segment [x, (y1, z2)] ⊂ S contains the point (x01 , x01 ), in contradiction to (x01 , x01 ) /∈ S.
Finally we show that if x01 > x
0
2 , then every convex set S ⊂ R
2
avoiding x0 is included in no
more than two semispaces. This follows from the fact that
S0 ∩ S1 ∩ S2 = ∅; (2.33)
note that by S˜1 ⊆ S1 and (2.33), this also implies that if x01 = x02 , then
S0 ∩ S˜1 ∩ S2 = ∅, (2.34)
and hence in this case every convex set S ⊂ R2 avoiding x0 is included in no more than two of
the semispaces S0, S˜1, S2.
In order to show (2.33), let x = (x1, x2) ∈ S0 ∩ S1 ∩ S2. Then since x ∈ S0, by (2.1) we have
either x1 > x01 , or x2 > x
0
2 . Furthermore, since x ∈ S1, by (2.2) we have either x1 < x01 , or x2 >
x02 . But, here the inequalities on the first coordinates contradict each other and, by (2.3), the
inequality x2 > x02 is in contradiction to (x1, x2) ∈ S2.
(c1) for S(x01 ,−∞) : We have convexity and maximality of S0 and S1 of (2.9) and (2.10)
respectively, by (a1) above (whose proof did not use the finiteness of x02 ) and Remark 2.1. Let
us show now that every convex set S in R2 avoiding (x01 ,−∞) is included in one of S0, S1; by
Lemma 2.1 this will also prove that S0, S1 are the only semispaces at x0. Assume, a contrario,
that some convex set S avoiding (x01 ,−∞) (hence now x02 = −∞) contains points belonging to
S0, S1. Let x = (x1, x2) ∈ S0 ∩ S. Then by the above proof of the corresponding statement
for the case of a finite x0, for x = (x1, x2) ∈ S0 ∩ S, y = (y1, y2) ∈ S1 ∩ S, α = +∞, β = x01 ,
and z := (α ⊗ x) ⊕ (β ⊗ y) = (z1, z2), we have z1 = x01 and z2  x02 = −∞. Thus the segment
[x, y] contains the point (x01 ,−∞), in contradiction to (x01 ,−∞) /∈ S.
(b1) The proof is similar to that of part (c1) above, mutatis mutandis. Indeed, if some convex
set S avoiding (+∞, x02 ) (hence now x01 = +∞) contains points belonging to S1, S2, then for
x = (x1, x2) ∈ S1 ∩ S, y = (y1, y2) ∈ S2 ∩ S, we have x1  x01 , x2  x02 , y2  x02 . Hence for
α = +∞, β = x02 , and z := (α ⊗ x) ⊕ (β ⊗ y) = (z1, z2), we obtain
z1 = max(x1, min(x02 , y1))  x01 = +∞, z2 = max(x2, min(x02 , y2)) = x02 ,
and thus the segment [x, y] contains the point (+∞, x02 ), in contradiction to (+∞, x02 ) /∈ S.
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(b2) Assume that x0 = (+∞,+∞). Then we have convexity and maximality of S1 and S2
by (b1) above (whose proof did not use the finiteness of x01 ). Let us show that every convex
set S in R2 avoiding (+∞,+∞) is included in at least one of S1, S2; by Lemma 2.1 this will
also prove that S1, S2 are the only semispaces at x0. Assume, a contrario, that some convex set
S avoiding (+∞,+∞) contains points belonging to S1, S2. Let x = (x1, x2) ∈ S1 ∩ S and
y = (y1, y2) ∈ S2 ∩ S. Then since S is convex, [x, y] ⊂ S. Also, by (2.7) and (2.8) we have
x1 = +∞ and y2 = +∞. Let α = +∞ and β = +∞. Then max(α, β) = +∞ and, by (2.14),
z :=α ⊗ x ⊕ β ⊗ y = (+∞,+∞). Thus the segment [x, y] contains the point (+∞,+∞), in
contradiction to (+∞,+∞) /∈ S.
The proof of (c2) is obvious.
(d1) This part follows by taking x01 = −∞ in the above proof of part (b1). 
Interchanging in Proposition 2.1 and its proof the roles of the first and second coordinates, one
obtains
Proposition 2.2. Let x0 = (x01 , x02 ) ∈ R
2
, x01 < x
0
2 .
(A) If x01 , x02 are finite, then in R
2
the semispaces at x0 are
S′0 = S′0(x01 , x02 ) = S0(x01 , x02 ) of (2.1), (2.35)
S′1 = S′1(x01 , x02 ) = {(x1, x2) ∈ R2|x1 > x01 or x2 < x02 }, (2.36)
S′2 = S′2(x01 , x02 ) = {(x1, x2) ∈ R2|x1 < x01 }. (2.37)
Moreover, every convex set S ⊂ R2 avoiding x0 is included in at least one and at most two of
these semispaces.
(B) If x01 ∈ R, the semispaces in R
2
at x0 = (x01 ,+∞) are
S′1 = S′1(x01 ,+∞) = {(x1, x2) ∈ R2|x1 > x01 or x2 < +∞}, (2.38)
S′2 = S′2(x01 ,+∞) = {(x1, x2) ∈ R2|x1 < x01 }. (2.39)
Moreover, every convex set S ⊂ R2 avoiding x0 is included in one of these semispaces.
(C) If x02 ∈ R, the semispaces in R
2
at x0 = (−∞, x02 ) are
S′0 = S′0(−∞, x02 ) = {(x1, x2) ∈ R2|x1 > −∞ or x2 > x02 }, (2.40)
S′1 = S′1(−∞, x02 ) = {(x1, x2) ∈ R2|x1 > −∞ or x2 < x02 }. (2.41)
Moreover, every convex set S ⊂ R2 avoiding x0 is included in one of these semispaces.
(D) The (unique) semispace in R2 at x0 = (−∞,+∞) is
S′1 = S′1(−∞,+∞) = {(x1, x2) ∈ R2|x1 > −∞ or x2 < +∞} = R2\{(−∞,+∞)}.
(2.42)
Remark 2.3. For the case of Proposition 2.2 let us define the permutation π of the index set {1, 2}
by
π(1) = 2, π(2) = 1. (2.43)
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This permutation rearranges the coordinates of x0 in decreasing order, that is, x0π(1) > x
0
π(2), and
by Propositions 2.2 and 2.1 we have
S′i (x01 , x
0
2 ) = Si(x0π(1), x0π(2)) (i = 0, 1, 2). (2.44)
3. Semispaces in max–min algebra. Case n = 3. No proofs
We show the semispaces of R3. These results are particular cases of the more general results
presented in the next section.
Remark 3.1. (a) Without loss of generality we may assume that the coordinates of the point x0
are in decreasing order:
x01  x02  x03 . (3.1)
Indeed, for any x01 , x
0
2 , x
0
3 ∈ R, let π be the permutation of the index set {1, 2, 3} that rearranges
x01 , x
0
2 , x
0
3 in decreasing order, that is, x
0
π(1)  x0π(2)  x0π(3). Then, similarly to Remark 2.3, the
semispaces Sπi at (x01 , x02 , x03 ) are
Sπi (x
0
1 , x
0
2 , x
0
3 ) = Si(x0π(1), x0π(2), x0π(3)) (i = 0, 1, 2, 3), (3.2)
whenever these sets are non-empty (in the case of infinite coordinates).
(b) Similarly to Remark 2.1, one first determines those semispaces for whichx0 = (x01 , x02 , x03 ) ∈
R3, and then one obtains from them the semispaces at points (x01 , x
0
2 , x
0
3 ) ∈ R
3 having at least
one coordinate x0i = ±∞ as follows: If x0i = +∞, then the sets whose expression contains the
term xi > x0i do not occur, while if x
0
j = −∞, then the sets whose expression contains the term
xj < x
0
j do not occur, so there remain only the other sets as semispaces.
Proposition 3.1. Let x0 = (x01 , x02 , x03 ) ∈ R
3
, x01  x02  x03 .
(a1) If x01 > x02 > x03 are finite, then the semispaces at x0 are
S0(x
0) = {(x1, x2, x3) ∈ R3|x1 > x01 or x2 > x02 or x3 > x03 }, (3.3)
S1(x
0) = {(x1, x2, x3) ∈ R3|x1 < x01 or x2 > x02 or x3 > x03 }, (3.4)
S2(x
0) = {(x1, x2, x3) ∈ R3|x2 < x02 or x3 > x03 }, (3.5)
S3(x
0) = {(x1, x2, x3) ∈ R3|x3 < x03 }. (3.6)
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one and at most three of
these semispaces.
(a2) If x01 = x02 > x03 are finite, then the semispaces at x0 are S0(x0), S2(x0) and S3(x0) of
(3.3), (3.5), (3.6) respectively, and
Ŝ1(x
0) = {(x1, x2, x3) ∈ R3|x1 < x01 or x3 > x03 }. (3.7)
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one and at most three of
these semispaces.
(a3) If x01 > x02 = x03 are finite, then the semispaces at x0 are S0(x0), S1(x0) and S3(x0) of
(3.3), (3.4), (3.6) respectively, and
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S˜2(x
0) = {(x1, x2, x3) ∈ R3|x2 < x02 }. (3.8)
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one and at most three of
these semispaces.
(a4) If x01 = x02 = x03 are finite, then the semispaces in R
3
at x0 are S0(x0),S˜2(x0) and S3(x0)
of (3.3), (3.8), (3.6) respectively, and
S˜1(x
0) = {(x1, x2, x3) ∈ R3|x1 < x01 }. (3.9)
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one and at most three of
these semispaces.
(b1) If x02 > x03 are finite, then the semispaces at x0 = (+∞, x02 , x03 ) are (3.4)–(3.6) above
with x01 = +∞, that is,
S1(+∞, x02 , x03 ) = {(x1, x2, x3) ∈ R3|x1 < +∞ or x2 > x02 or x3 > x03 },
S2(+∞, x02 , x03 ) = {(x1, x2, x3) ∈ R3|x2 < x02 or x3 > x03 },
S3(+∞, x02 , x03 ) = {(x1, x2, x3) ∈ R3|x3 < x03 }.
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one of these semispaces.
(b2) If x03 ∈ R, then the semispaces at x0 = (+∞,+∞, x03 ) are (3.7), (3.5), (3.6) above with
x01 = x02 = +∞, that is,
S1(+∞,+∞, x03 ) = {(x1, x2, x3) ∈ R3|x1 < +∞ or x3 > x03 },
S2(+∞,+∞, x03 ) = {(x1, x2, x3) ∈ R3|x2 < +∞ or x3 > x03 },
S3(+∞,+∞, x03 ) = {(x1, x2, x3) ∈ R3|x3 < x03 }.
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one of these semispaces.
(b3) If x02 ∈ R, then the semispaces in R
3
at x0 = (+∞, x02 , x02 ) are (3.4), (3.8) and (3.6)
above with x01 = +∞, x02 = x03 , that is,
S1(+∞, x02 , x02 ) = {(x1, x2, x3) ∈ R3|x1 < +∞ or x2 > x02 or x3 > x02 },
S˜2(+∞, x02 , x02 ) = {(x1, x2, x3) ∈ R3|x2 < x02 },
S3(+∞, x02 , x02 ) = {(x1, x2, x3) ∈ R3|x3 < x02 }.
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one of these semispaces.
(b4) The semispaces at x0 = (+∞,+∞,+∞) are (3.9), (3.8) and (3.6) above with x01 =
x02 = x03 = +∞, that is,
S˜1(+∞,+∞,+∞) = {(x1, x2, x3) ∈ R3|x1 < +∞},
S˜2(+∞,+∞,+∞) = {(x1, x2, x3) ∈ R3|x2 < +∞},
S3(+∞,+∞,+∞) = {(x1, x2, x3) ∈ R3|x3 < +∞}.
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one of these semispaces.
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(c1) If x01 > x02 are finite, then the semispaces at x0 = (x01 , x02 ,−∞) are (3.3)–(3.5) above
with x03 = −∞, that is,
S0(x
0
1 , x
0
2 ,−∞) = {(x1, x2, x3) ∈ R3|x1 > x01 or x2 > x02 or x3 > −∞},
S1(x
0
1 , x
0
2 ,−∞) = {(x1, x2, x3) ∈ R3|x1 < x01 or x2 > x02 or x3 > −∞},
S2(x
0
1 , x
0
2 ,−∞) = {(x1, x2, x3) ∈ R3|x2 < x02 or x3 > −∞}.
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one of these semispaces.
(c2) If x01 ∈ R, then the semispaces in R
3
at x0 = (x01 , x01 ,−∞) are (3.3), (3.7) and (3.5)
above with x01 = x02 , x03 = −∞, that is,
S0(x
0
1 , x
0
1 ,−∞) = {(x1, x2, x3) ∈ R3|x1 > x01 or x2 > x01 or x3 > −∞},
Ŝ1(x
0
1 , x
0
1 ,−∞) = {(x1, x2, x3) ∈ R3|x1 < x01 or x3 > −∞},
S2(x
0
1 , x
0
1 ,−∞) = {(x1, x2, x3) ∈ R3|x2 < x01 or x3 > −∞}.
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one of these semispaces.
(c3) If x01 ∈ R, then the semispaces in R
3
at x0 = (x01 ,−∞,−∞) are (3.3) and (3.4) above
with x02 = x03 = −∞, that is,
S0(x
0
1 ,−∞,−∞) = {(x1, x2, x3) ∈ R3|x1 > x01 or x2 > −∞ or x3 > −∞},
S1(x
0
1 ,−∞,−∞) = {(x1, x2, x3) ∈ R3|x1 < x01 or x2 > −∞ or x3 > −∞}.
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one of these semispaces.
(c4) The (unique) semispace in R
3
at x0 = (−∞,−∞,−∞) is (3.3) above with x01 = x02 =
x03 = −∞, that is,
S0(−∞,−∞,−∞) = {(x1, x2, x3) ∈ R3|x1 > −∞ or x2 > −∞ or x3 > −∞}.
(d1) If x02 ∈ R, then the semispaces at x0 = (+∞, x02 ,−∞) are (3.4) and (3.5) above with
x01 = +∞ and x03 = −∞, that is,
S1(+∞, x02 ,−∞) = {(x1, x2, x3) ∈ R3|x1 < +∞ or x2 > x02 or x3 > −∞},
S2(+∞, x02 ,−∞) = {(x1, x2, x3) ∈ R3|x2 < x02 or x3 > −∞}.
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one of these semispaces.
(d2) The semispaces in R
3
at x0 = (+∞,+∞,−∞) are (3.7) and (3.5) above with x01 =
x02 = +∞, x03 = −∞, that is,
Ŝ1(+∞,+∞,−∞) = {(x1, x2, x3) ∈ R3|x1 < +∞ or x3 > −∞},
S2(+∞,+∞,−∞) = {(x1, x2, x3) ∈ R3|x2 < +∞ or x3 > −∞}.
Moreover, every convex set S ⊂ R3 avoiding x0 is included in at least one of these semispaces.
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(d3) The (unique) semispace in R3 at x0 = (+∞,−∞,−∞) is (3.4) above with x01 = +∞,
x02 = x03 = −∞, that is,
S1(+∞,−∞,−∞) = {(x1, x2, x3) ∈ R3|x1 < +∞ or x2 > −∞ or x3 > −∞}.
4. Semispaces in max–min algebra. The general case with proofs
In this section we describe the semispaces in Rn at an arbitrary point x0.
Remark 4.1. Without loss of generality we may assume that the coordinates of the point x0 are
in decreasing order, that is,
x01  · · ·  x0n. (4.1)
Indeed, for any x01 , . . . , x
0
n ∈ R, let π be the permutation of the index set {1, . . . , n} that
rearranges x01 , . . . , x
0
n in decreasing order, that is, x0π(1)  . . .  x0π(n). Then, similarly to Remark
3.1, the semispaces Sπi at (x01 , . . . , x0n) are
Sπi (x
0
1 , . . . , x
0
n) = Si(x0π(1), . . . , x0π(n)), (4.2)
whenever these sets are non-empty (in the case of infinite coordinates).
We shall first consider the case when all coordinates of x0 are finite. If x01  · · ·  x0n , then the
ordered set {x01 , . . . , x0n} admits a natural subdivision into ordered subsets such that the members
of each subset are either equal to each other or are in strictly decreasing order, say
x01 = · · · = x0k1 > x0k1+1 > · · · > x0k1+l1 > x0k1+l1+1 = x0k1+l1+2 = · · · = x0k1+l1+k2
> x0k1+l1+k2+1 > · · · > x0k1+l1+k2+l2 > x0k1+l1+k2+l2+1 = · · · = x0k1+l1+k2+l2+k3
> · · · > x0k1+l1+···+kp−1+lp−1+1 = · · · = x0k1+l1+···+kp−1+lp−1+kp
> x0k1+l1+···+kp−1+lp−1+kp+1 > · · · > xk1+l1+···+kp+lp , (4.3)
where
n =
p∑
j=1
(kj + lj ), (4.4)
and where we make the following conventions:
(1) We take k1 = 0 if and only if the sequence {x01 , . . . , x0n} starts with strict inequalities, that
is, with x01 > x
0
2 . . .; thus, in this case the beginning of the sequence (4.3) will be:
x01 > · · · > x0l1 > x0l1+1 = · · · = x0l1+k2 > · · · > x0l1+k2+l2 > x0l1+k2+l2+1 = · · · , (4.5)
where, necessarily l1 /= 0; in particular, if the sequence {x01 , . . . , x0n} has only strict inequalities
between its terms, that is, x01 > · · · > x0n , then by (4.4) we have p = 1, k1 = 0, and l1 = n. In
other words, kj  2 for all j = 2, . . . , p if and only if x01 = x02 ; in particular, when the sequence
{x01 , . . . , x0n} has only equalities between its terms, that is, x01 = · · · = x0n , then by (4.4) we have
p = 1, k1 = n and l1 = 0.
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(2) We take lp = 0 if and only if the sequence {x01 , . . . , x0n} ends with equalities, that is, with
. . . x0n−1 = x0n; thus, in this case, if p  2, the end of the sequence (4.3) will be
· · · > x0k1+l1+...+kp−1+lp−1+1 = · · · = x0k1+l1+···+kp−1+lp−1+kp , (4.6)
while if p = 1, the whole sequence will be x01 = · · · = x0k1(= x0n). In other words, we take lp /= 0
if and only if x0n−1 > x0n; this may be regarded as “corresponding to” convention (1) above.
In (4.3), clearly, we have lj  0 for all j = 1, . . . , p. We shall give below some formulas for
the values of kj and lj .
Remark 4.2. Let us consider the sets
A1 :=
{{x01 , . . . , x0k1} if k1 /= 0∅ if k1 = 0, (4.7)
Aj :={x0k1+l1+···+kj−1+lj−1+1, . . . , x0k1+l1+···+kj−1+lj−1+kj } (j = 2, . . . , p). (4.8)
In other words, A2, . . . , Ap (and, if k1 /= 0, then A1, . . . , Ap) are non-empty disjoint maximal
subsets of consecutive equal elements of {x01 , . . . , x0n}. Thus we have (where |M| denotes the
cardinality of the set M):
kj = |Aj |  2 (j = 2, . . . , p), (4.9)
k1 =
{|A1|  2 if A1 ⊇ {x01 , x02 },
0 if A1 = {x01 }.
(4.10)
Furthermore, let us consider the sets
Bj :=
{
{x0k1+l1+···+kj−1+lj−1+kj+1, . . . , x0k1+l1+···+kj+lj } if lj /= 0
∅ if lj = 0. (j = 1, . . . , p).
(4.11)
In other words, if j  2 or j = 1 and A1 /= ∅, and if lj /= 0, then Bj is the set of all elements of
{x01 , . . . , x0n} that lie strictly between the last element of Aj and the first element of Aj+1. If j = 1
and A1 = ∅ (so k1 = 0), then necessarily l1 /= 0 and B1 = {x01 , . . . , x0l1}. Thus the non-empty Bj
’s are disjoint maximal subsets of consecutive unequal elements of {x01 , . . . , x0n} that do not belong
to any Aj , and we have
lj = |Bj | (j = 1, . . . , p). (4.12)
Let us observe that for j < p we have lj = 0 if and only if between the last one of the equal
elements of Aj , namely x0k1+l1+···+kj−1+lj−1+kj , and the first one of the equal elements of Aj+1,
namely x0k1+l1+···+kj−1+lj−1+kj+1, there is exactly one strict inequality sign > in the sequence
{x01 , . . . , x0n} :
· · · = x0k1+l1+···+kj−1+lj−1+kj > x0k1+l1+···+kj−1+lj−1+kj+1 = · · ·
Let us introduce the following notations:
L0 = 0, K1 = k1, L1 = K1 + l1 = k1 + l1, (4.13)
Kj = Lj−1 + kj = k1 + l1 + · · · + kj−1 + lj−1 + kj (j = 2, . . . , p), (4.14)
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Lj = Kj + lj = k1 + l1 + · · · + kj + lj (j = 2, . . . , p); (4.15)
we observe that lj = 0 if and only if Kj = Lj . With these notations, the above sets Aj , Bj can
be expressed as follows:
Aj = {x0Lj−1+1, . . . , x0Kj } (j = 1, . . . , p), (4.16)
Bj =
{
{x0Kj+1, . . . , x0Lj } if Kj /= Lj
∅ if Kj = Lj . (j = 1, . . . , p). (4.17)
Remark 4.3. By the above, we have
x0Lj−1+1 = · · · = x0Kj (kj /= 0), (4.18)
x0Kj > x
0
Kj+1 > · · · > x0Lj (lj /= 0); (4.19)
for j = 1, if k1 = 0, then (l1 /= 0 and) the first inequality x0K1 > x0K1+1 in (4.19) does not appear.
Proposition 4.1. Let x0 = (x01 , . . . , x0n) ∈ R
n
, x01  · · ·  x0n, and let k1, l1, . . . , kp, lp, p be
non-negative integers as above.
(a) If x0 is finite, then there are n + 1 semispaces S0, S1, . . . , Sn at x0, namely:
S0 = {x ∈ Rn|xi > x0i for some 1  i  n}, (4.20)
SKj+q = {x ∈ Rn|xKj+q < x0Kj+q, or xi > x0i for some Kj + q + 1  i  n}
(q = 1, . . . , lj ; j = 1, . . . , p) if lj /= 0, (4.21)
SLj−1+q = {x ∈ Rn|xLj−1+q < x0Lj−1+q, or xi > x0i for some Kj + 1  i  n}
(q = 1, . . . , kj ; j = 1, . . . , p if k1 /= 0, or j = 2, . . . , p if k1 = 0). (4.22)
Moreover, every convex set S ⊂ Rn avoiding x0 is contained in at least one and at most n of
these semispaces.
(b) If there exists an index i ∈ {1, . . . , n} such that x0i = +∞, but no index j such that x0j =
−∞, then the semispaces at x0 are S1, . . . , Sn of part (a) (with xi < x0i becoming xi < +∞ for
each i such that x0i = +∞).
Moreover, every convex setS ⊂ Rn avoidingx0 is contained in at least one of these semispaces.
(c) If there exists an index j ∈ {1, . . . , n} such that x0j = −∞, but no index i such that x0i =
+∞, then the semispaces atx0 areS0, S1, . . . , Sβ−1 of part (a) (withxj > x0j becomingxj > −∞
for each j such that x0j = −∞), where
β := min{1  j  n| x0j = −∞}. (4.23)
Moreover, every convex set S ⊂ Rn avoiding x0 is contained in at least one of these semispaces.
(d) If there exist an index i ∈ {1, . . . , n} such that x0i = +∞, and an index j such that x0j =−∞, then the semispaces at x0 are S1, . . . , Sβ−1 of part (a), where β is the number (4.23)
(with xi < x0i becoming xi < +∞ for each i such that x0i = +∞, and with xj > x0j becoming
xj > −∞ for each j such that x0j = −∞).
Moreover, every convex setS ⊂ Rn avoidingx0 is contained in at least one of these semispaces.
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Remark 4.4. (a) By (4.13)–(4.15) and (4.20)–(4.22), the semispaces are enumerated as follows:
(1) If k1  2 and l1 /= 0, then the semispaces are S0 and
SL0+1(= S1), . . . , SL0+k1(= SK1), SK1+1, . . . , SK1+l1 , (= SL1),
SL1+1, . . . , SL1+k2(= SK2), SK2+1, . . . (4.24)
while if k1  2 and l1 = 0, then L1 = K1, and the semispaces are S0 and
SL0+1(= S1), . . . , SL0+k1(= SK1 = SL1), SL1+1, . . . , SL1+k2(= SK2), SK2+1, . . . (4.25)
continued in a similar way depending on whether the lj ’s are /= 0 or = 0. In particular, if k1 =
n = K1, then l1 = 0, p1 = 1, and
Sn = SL0+n = {x ∈ Rn|xn < x0n} (4.26)
(since the relations K1 + 1  i  n are impossible in (4.22)).
(2) If k1 = 0 = K1, then l1 /= 0, and the semispaces are as in (4.24) above, but without the
terms SL0+1, . . . , SL0+k1 , that is, S0 and
SK1+1(= S1), . . . , SK1+l1 , (= SL1), . . . , SL1+k2(= SK2), SK2+1, . . . (4.27)
In particular, if k1 = 0 = K1 and l1 = n, then p = 1, and
Sn = SK1+n = {x ∈ Rn|xn < x0n}, (4.28)
the same semispace as in (4.26) (since the relations K1 + q + 1  i  n, where 1  q  l1, are
impossible in (4.21)).
(b) In case (b) of Proposition 4.1 only S0, in case (c) only SLp−1+1, . . . , Sn, and in case
(d) S0, SLp−1+1, . . . , Sn are the semispaces that are omitted from the sequence of semispaces
S0, S1, . . . , Sn.
(c) By (4.23) and the convention (2) made after formula (4.4), we have
β =
{
Lp−1 + 1 if lp = 0,
Lp = n if lp /= 0. (4.29)
Let us see what we obtain in the particular cases where n = 2, 3 and x0 is finite.
Case n = 2 :
If x = (x01 , x02 ) ∈ R2, where x01 > x02 , then A1 = ∅, B1 = {x01 , x02 }, k1 = K1 = 0, l1 = 2, so
L1 = k1 + l1 = 2. Also, p = 1. Hence for j = 1(= p) and q = 1(<l1) we obtain
S1 = SK1+1 = {x ∈ R2| x1 < x01 or x2 > x02 }
(since K1 + q + 1 = 2  i  n holds for i = 2), and for j = 1 and q = 2(= l1) we obtain
S2 = SK1+2 = {x ∈ R2| x2 < x02 }
(since K1 + q + 1 = 3  i  n is impossible). Thus the semispaces are S0 and SK1+1, SK1+2, so
we have obtained again the semispaces of Proposition 2.1(a1).
If x = (x01 , x02 ) ∈ R2, where x01 = x02 , then by (4.3) we have A1 = {x01 , x02 }, B1 = ∅, k1 = 2 =
K1, l1 = 0, L1 = 2, p = 1. Hence for j = 1 and q = 1(< k1), 2(= k1) we obtain
S1 = SL0+1 = {x| x1 < x01 },
S2 = SL0+2 = {x| x2 < x02 }
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(since 3 = K1 + 1  i  n is impossible). Thus the semispaces are S0 and SL0+1, SL0+2, so we
have obtained again the semispaces of Proposition 2.1(a2).
Case n = 3 :
Ifx01 > x
0
2 > x
0
3 , then by (4.3) we haveA1 = ∅, B1 = {x01 , x02 , x03 }, k1 = 0 = K1, l1 = 3, L1 =
3, p = 1. Hence for j = 1(= p) and q = 1(< l1) we obtain
S1 = SK1+1 = {x|x1 < x01 or x2 > x02 or x3 > x03 }
(since 2 = K1 + 1 + 1  i  3 holds for i = 2 and i = 3), for j = 1 and q = 2(< l1) we obtain
S2 = SK1+2 = {x|x2 < x02 or x3 > x03 }
(since 3 = K1 + 2 + 1  i  3 holds for i = 3), and for j = 1 and q = 3(= l1) we obtain
S3 = SK1+3 = {x|x3 < x03 }
(since 4 = K1 + 3 + 1  i  3 is impossible). Thus the semispaces are S0 and SK1+1, SK1+2,
SK1+3, so we have obtained again the semispaces of Proposition 3.1(a1).
If x01 = x02 > x03 , then by (4.3) we haveA1 = {x01 , x02 }, B1 = {x03 }, k1 = 2 = K1, l1 = 1, L1 =
3, p = 1. Hence for j = 1(= p) and q = 1(< k1) we obtain
S1 = SL0+1 = {x|x1 < x01 or x3 > x03 }
(since 3 = K1 + 1  i  3 holds for i = 3), for j = 1 and q = 2(= k1) we obtain
S2 = SL0+2 = {x|x2 < x02 or x3 > x03 }
(since 3 = K1 + 1  i  3 holds for i = 3), and for j = 1 and q = 1(= l1) we obtain
S3 = SK1+1 = {x|x3 < x03 }
(since 4 = K1 + 1 + 1  i  3 is impossible). Thus the semispaces are S0 and SL0+1, SL0+2,
SK1+1, so we have obtained again the semispaces of Proposition 3.1(a2).
If x01 > x
0
2 = x03 , then by (4.3) we have A1 = ∅, A2 = {2, 3}, B1 = {x1}, k1 = 0 = K1, l1 =
1 = L1, k2 = 2,K2 = 3, l2 = 0, p = 2. Hence for j = 1 and q = 1(= l1) we obtain
S1 = SK1+1 = {x|x1 < x01 or x2 > x02 or x3 > x03 }
(since 2 = K1 + q + 1  i  3 holds for i = 2 and i = 3), for j = 2(= p), q = 1(< k2) we
obtain
S2 = SL1+1 = {x|x2 < x02 }
(since 4 = K2 + 1  i  3 is impossible), and for j = 2, q = 2(= k2) we obtain
S3 = SL1+2 = {x|x3 < x03 }
(since 4 = K2 + 1  i  3 is impossible). Thus the semispaces are S0 and SK1+1, SL1+1, and
SL1+2, so we have obtained again the semispaces of Proposition 3.1(a3).
Finally, if x = (x1, x2, x3) ∈ R3, where x01 = x02 = x03 , then by (4.3) we have A1 =
{x01 , x02 , x03 }, B1 = ∅, k1 = 3 = K1, l1 = 0, L1 = 3, p = 1. Hence for j = 1 and q = 1, 2, 3(=
k1) we obtain
S1 = SL0+1 = {x|x1 < x01 },
S2 = SL0+2 = {x|x2 < x02 },
S3 = SL0+3 = {x|x3 < x03 }
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(since 4 = K1 + 1  i  n is impossible). Thus the semispaces are S0 and SL0+1, SL0+2, and
SL0+3, so we have obtained again the semispaces of Proposition 3.1(a4).
Proof of Proposition 4.1. (a) Assume that x0 is finite. We split the proofs of convexity and
maximality of the sets Si into three parts: (1) For S0. (2) For SLj−1+q, 1  q  kj , where k1 /= 0.
(3) For SKj+q, 1  q  lj /= 0 (this includes the case where k1 = 0, since then l1 /= 0).
Proof of convexity for S0. Let x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ S0. Then by (4.20) there
are indices 1  i1, i2  n such that
xi1 > x
0
i1
and yi2 > x0i2 . (4.30)
Let z := (α ⊗ x) ⊕ (β ⊗ y), where α, β ∈ R, α ⊕ β = +∞, so either α = +∞ or β = +∞, and
z = (max(min(α, x1), min(β, y1)), . . . , max(min(α, xn), min(β, yn))). (4.31)
If α = +∞, then using (4.31) and (4.30), it follows that
zi1 = max(xi1 , min(β, yi1))  xi1 > x0i1 ,
so z = (z1, . . . , zn) ∈ S0. If β = +∞ a similar proof is valid using the i2-coordinate instead of
the i1-coordinate.
Proof of convexity for SLj−1+q, 1  q  kj , when k1 /= 0. Let x = (x1, . . . , xn), y =
(y1, . . . , yn) ∈ SLj−1+q . Then by (4.22), either
xLj−1+q < x0Lj−1+q (4.32)
or there is an index Kj + 1  i1  n such that
xi1 > x
0
i1
, (4.33)
and either
yLj−1+q < x0Lj−1+q (4.34)
or there is an index Kj + 1  i2  n such that
yi2 > x
0
i2
. (4.35)
Let z := (α ⊗ x) ⊕ (β ⊗ y), where α, β ∈ R, α ⊕ β = +∞, so either α = +∞ or β = +∞. We
shall show that z ∈ SLj−1+q .
Let α = +∞. We distinguish three cases.
Case 1. If we have (4.32) and (4.34), then by (4.31) we obtain
zLj−1+q = max(xLj−1+q, min(β, yLj−1+q))  max(xLj−1+q, yLj−1+q) < x0Lj−1+q,
and thus by (4.22), z = (z1, . . . , zn) ∈ SLj−1+q .
Case 2. If we have (4.32) and yLj−1+q  x0Lj−1+q , where the latter inequality is the negation
of (4.34), then we have (4.35) for some Kj + 1  i2  n, and hence by (4.31) we obtain
zi2 = max(xi2 , min(β, yi2)) =
{
max(xi2 , β) if β  yi2 ,
max(xi2 , yi2)  yi2 > x0i2 if β > yi2 .
(4.36)
If β > yi2 , then by (4.36) we have zi2 > x0i2 , so z = (z1, . . . , zn) ∈ SLj−1+q (since Kj + 1  i2 
n).
V. Nitica, I. Singer / Linear Algebra and its Applications 428 (2008) 2085–2115 2105
If β  yi2 we distinguish two subcases:
Subcase 1. Assume β > x0i2 . Then
zi2 = max(xi2 , β)  β > x0i2 ,
and thus z = (z1, . . . , zn) ∈ SLj−1+q .
Subcase 2. Assume β  x0i2 . Note that since Kj < Kj + 1  i2  n, by (4.16) and Remark
4.2 we have x0Lj−1+q = x0Kj > x0i2 . Hence, using also (4.31), β  x0i2 and (4.32), we obtain
zLj−1+q = max(xLj−1+q, min(β, yLj−1+q))  max(xLj−1+q, β)
 max(xLj−1+q, x0i2) < x
0
Lj−1+q,
and thus z = (z1, . . . , zn) ∈ SLj−1+q .
Case 3. If xLj−1+q  x0Lj−1+q , which is the negation of (4.32), then we have (4.33) for some
Kj + 1  i1  n, and hence by (4.31) we obtain
zi1 = max(xi1 , min(yi1 , β))  xi1 > x0i1 .
Thus by (4.22), z = (z1, . . . , zn) ∈ SLj−1+q .
The case β = +∞ follows in a similar manner via a permutation of the points x and y.
Proof of convexity forSKj+q, 1  q  lj /= 0. Letx = (x1, . . . , xn), y = (y1, . . . , yn) ∈ SKj+q .
Then by (4.21), either
xKj+q < x0Kj+q (4.37)
or there is an index Kj + q + 1  i1  n such that
xi1 > x
0
i1
, (4.38)
and either
yKj+q < x0Kj+q (4.39)
or there is an index Kj + q + 1  i2  n such that
yi2 > x
0
i2
. (4.40)
Let z := (α ⊗ x) ⊕ (β ⊗ y), where α, β ∈ R, α ⊕ β = +∞, so either α = +∞ or β = +∞. We
shall show that z ∈ SKj+q .
Let α = +∞. We distinguish three cases.
Case 1. If we have (4.37) and (4.39), then by (4.31) we obtain
zKj+q = max(xKj+q, min(β, yKj+q))  max(xKj+q, yKj+q) < x0Kj+q,
and thus z = (z1, . . . , zn) ∈ SKj+q .
Case 2. If we have (4.37) and yKj+q  x0Kj+q , where the latter is the negation of (4.39), then
we have (4.40) for some Kj + q + 1  i2  n, and hence by (4.31) we obtain
zi2 = max(xi2 , min(β, yi2)) =
{
max(xi2 , β) if β  yi2 ,
max(xi2 , yi2)  yi2 > x0i2 if β > yi2 .
(4.41)
If β > yi2 , then by (4.41) we have zi2 > x0i2 , so z = (z1, . . . , zn) ∈ SKj+q . If β  yi2 we distin-
guish two subcases:
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Subcase 1. Assume β > x0i2 . Then
zi2 = max(xi2 , β)  β > x0i2
and thus z = (z1, . . . , zn) ∈ SKj+q .
Subcase 2. Assume β  x0i2 . Note that since Kj + 1 < Kj + q + 1  i2  n, by (4.17) we
have x0Kj+q > x
0
i2
. Hence, using also (4.31), β  x0i2 < x0Kj+q ≤ yKj+q , and (4.37), we obtain
zKj+q = max(xKj+q, min(β, yKj+q))  max(xKj+q, β)  max(xKj+q, x0i2) < x0Kj+q
and thus z = (z1, . . . , zn) ∈ SKj+q .
The case β = +∞ follows in a similar manner via a permutation of the points x and y.
Case 3: If xKj+q  x0Kj+q , which is the negation of (4.37), then we have (4.38) for some
Kj + q + 1  i1  n, and hence by (4.31) we obtain
zi1 = max(xi1 , min(yi1 , β))  xi1 > x0i1 .
Thus by (4.21), z = (z1, . . . , zn) ∈ SKj+q .
Let us prove now maximality.
Proof of maximality for S0. Let S  S0, S convex, x0 /∈ S. Let x = (x1, . . . , xn) ∈ S\S0. Then
by (4.20) we have
xi  x0i (i = 1, . . . , n). (4.42)
Let y = (y1, x02 , . . . , x0n), where y1 > x01 . Then by (4.20) we have y ∈ S0(⊂ S) and hence, by the
convexity of S, [x, y] ⊂ S.
Let α = +∞ and β = x01 . Then α ⊕ β = +∞ and using (4.31), (4.1) and (4.42) we obtain
(α ⊗ x) ⊕ (β ⊗ y)
= (max(x1, min(x01 , y1)), max(x2, min(x01 , x02 )), . . . , max(xn, min(x01 , x0n)))
= (max(x1, x01 ), max(x2, x02 ), . . . , max(xn, x0n)) = (x01 , x02 , . . . , x0n) = x0,
so x0 ∈ [x, y] ⊂ S, in contradiction with our assumption that x0 /∈ S.
Proof of maximality for SLj−1+q, 1  q  kj , when k1 /= 0. Let S  SLj−1+q, S convex, x0 /∈
S. Let x = (x1, . . . , xn) ∈ S\SLj−1+q . Then by (4.22) we have
xLj−1+q  x0Lj−1+q, xi  x
0
i (i = Kj + 1, . . . , n). (4.43)
Let y = (x01 , . . . , x0Lj−1+q−1, yLj−1+q, x0Lj−1+q+1, . . . , x0n), where yLj−1+q satisfies
yLj−1+q < x0Lj−1+q . (4.44)
Then by (4.22) we have y ∈ SLj−1+q(⊂ S) and hence, by the convexity of S, [x, y] ⊂ S. Let α =
x0Lj−1+q and β = +∞ and let z := (α ⊗ x) ⊕ (β ⊗ y). Then α ⊕ β = +∞, so z ∈ [x, y] ⊂ S,
and by (4.31) we have
z = (max(x01 , min(x0Lj−1+q, x1)), . . . , max(x0Lj−1+q−1, min(x0Lj−1+q, xLj−1+q−1)),
max(yLj−1+q, min(x0Lj−1+q, xLj−1+q)), max(x
0
Lj−1+q+1,
min(x0Lj−1+q, xLj−1+q+1)), . . . , max(x
0
n, min(x0Lj−1+q, xn))).
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We shall show that z = x0, so x0 ∈ [x, y] ⊂ S, in contradiction with our assumption that
x0 /∈ S. Note that if a, b ∈ R, a  b, then for any x ∈ R we have min(b, x)  a, whence
max(a, min(b, x)) = a. (4.45)
For 1  i  Lj−1 + q − 1 we have x0i  x0Lj−1+q (by (4.1)), whence by (4.45) we obtain
zi = max(x0i , min(x0Lj−1+q, xi)) = x0i (i = 1, . . . , Lj−1 + q − 1).
Also, by the first inequality from (4.43) and by (4.44),
zLj−1+q = max(yLj−1+q, min(x0Lj−1+q, xLj−1+q)) = max(yLj−1+q, x0Lj−1+q) = x0Lj−1+q .
Furthermore, by the part x0Lj−1+q = . . . = x0Kj of (4.18) and (4.45) we have
zi = max(x0i , min(x0Lj−1+q, xi)) = x0i (i = Lj−1 + q + 1, . . . , Kj ).
Finally, by the last inequalities from (4.43), and by (4.1) we have xi  x0i  x0Lj−1 (Kj + 1 
i  n), whence using again the last inequalities from (4.43), we obtain
zi = max(x0i , min(x0Lj−1 , xi)) = max(x0i , xi) = x0i (i = Kj + 1, . . . , n).
Proof of maximality for SKj+q, 1  q  lj /= 0. Let S  SKj+q, S convex, x0 /∈ S. Let x =
(x1, . . . , xn) ∈ S\SKj+q . Then by (4.21) we have
xKj+q  x0Kj+q, xi  x
0
i (i = Kj + q + 1, . . . , n). (4.46)
Let y = (x01 , . . . , x0Kj+q−1, yKj+q, x0Kj+q+1, . . . , x0n), where yKj+q satisfies
yKj+q < x0Kj+q . (4.47)
Then by (4.21) we have y ∈ SKj+q(⊂ S) and hence, by the convexity of S, [x, y] ⊂ S. Let
α = x0Kj+q and β = +∞ and let z := (α ⊗ x) ⊕ (β ⊗ y). Then α ⊕ β = +∞, so z ∈ [x, y] ⊂ S,
and by (4.31) we have
z = (max(min(x0Kj+q, x1), x01 ), . . . , max(min(x0Kj+q, xKj+q−1), x0Kj+q−1),
max(min(x0Kj+q, xKj+q), yKj+q), max(min(x
0
Kj+q, xKj+q+1), x
0
Kj+q+1),
. . . , max(min(x0Kj+q, xn), x
0
n)).
We shall show that z = x0, so x0 ∈ [x, y] ⊂ S, in contradiction with our assumption that
x0 /∈ S. By (4.45) applied to the first Kj + q − 1 components (taking a = x0i , i = 1, . . . , Kj +
q − 1, b = x0Kj+q and using commutativity of max), we have
zi = max(min(x0Kj+q, xi), x0i ) = x0i (i = 1, . . . , Kj + q − 1).
Furthermore, by the first inequality from (4.46) and by (4.47) we have
zKj+q = max(min(x0Kj+q, xKj+q), yKj+q) = max(x0Kj+q, yKj+q) = x0Kj+q .
Finally, by the last inequalities from (4.46), and by (4.1), we have xi  x0i  x0Kj+q (i = Kj +
q + 1, . . . , n), whence using again the last inequalities from (4.46), we obtain
zi = max(min(x0Kj+q, xi), x0i ) = max(xi, x0i ) = x0i (i = Kj + q + 1, . . . , n).
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This completes the proof of maximality of the sets Si .
Let us show now that every convex set S ⊂ Rn that avoids x0 is included in one of the sets
S0, S1, . . . , Sn; by Lemma 2.1 this will also prove that S0, S1, . . . , Sn are the only semispaces at
x0.
Assume, a contrario, that some convex set S ⊂ Rn that avoids x0 contains points in each one
of S0, S1, . . . , Sn. We shall show by induction that for each 0  k  n there exists a point
zk ∈ S such that
zki = x0i (i = 1, . . . , k), zki  x0i (i = k + 1, . . . , n); (4.48)
then, for k = n, we obtain a point zn ∈ S such that zni = x0i (i = 1, . . . , n), so x0 ∈ S, in contra-
diction with our assumption.
For k = 0 the statement is obvious, since by our assumption there exists a point z0 =
(z01, . . . , z
0
n) ∈ S ∩ S0, so z0 ∈ S and, by (4.20), z0i  x0i (i = 1, . . . , n).
Assume now that the statement is true for some k  0. Then, by our assumption, there exists
a point yk+1 ∈ S ∩ Sk+1. We shall show that the segment [zk, yk+1] contains a point zk+1 ∈ S
such that
zk+1i = x0i (i = 1, . . . , k + 1), zk+1i  x0i (i = k + 2, . . . , n). (4.49)
Since the sets Sm are defined by (4.20)–(4.22), we shall consider four cases.
Case 1: k = Lj−1 + q, 1  q  kj − 1. Let zLj−1+q = (zLj−1+q1 , . . . , z
Lj−1+q
n ) ∈ S be such
that
z
Lj−1+q
1 = x01 , z
Lj−1+q
2 = x02 , . . . , z
Lj−1+q
Lj−1+q = x0Lj−1+q (4.50)
and
z
Lj−1+q
i  x
0
i (i = Lj−1 + q + 1, . . . , n). (4.51)
Let yLj−1+q+1 = (yLj−1+q+11 , . . . , y
Lj−1+q+1
n ) ∈ S ∩ SLj−1+q+1. Then, by (4.22) and using that
q + 1  kj , we have
y
Lj−1+q+1
Lj−1+q+1  x
0
Lj−1+q+1, y
Lj−1+q+1
i  x
0
i (i = Kj + 1, . . . , n). (4.52)
Let α = +∞ and β = x0Lj−1+q+1, and let
zLj−1+q+1 := (α ⊗ zLj−1+q) ⊕ (β ⊗ yLj−1+q+1) = (zLj−1+q+11 , . . . , z
Lj−1+q+1
n ).
Then by (4.31), (4.50), (4.1) and (4.45) (for a = x0i , b = x0Lj−1+q+1), we obtain
z
Lj−1+q+1
i = max(z
Lj−1+q
i , min(x
0
Lj−1+q+1, y
Lj−1+q+1
i ))
= max(x0i , min(x0Lj−1+q+1, y
Lj−1+q+1
i )) = x0i (i = 1, . . . , Lj−1 + q).
Furthermore, by the first inequality of (4.52) and by (4.51) for i = Lj−1 + q + 1,
z
Lj−1+q+1
Lj−1+q+1 = max(z
Lj−1+q
Lj−1+q+1, min(x
0
Lj−1+q+1, y
Lj−1+q+1
Lj−1+q+1))
= max(zLj−1+qLj−1+q+1, x0Lj−1+q+1) = x0Lj−1+q+1.
Finally, we show that zLj−1+q+1i  x0i (i = Lj−1 + q + 2, . . . , n). There are two subcases to con-
sider: Lj−1 + q + 2  i  Kj and Kj + 1  i  n. The first one does not appear if q = kj − 1
(since Lj−1 + (kj − 1) + 2  i  Kj is impossible).
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If Lj−1 + q + 2  i  Kj , then using (4.51) and (4.18) it follows that
z
Lj−1+q+1
i = max(z
Lj−1+q
i , min(x
0
Lj−1+q+1, y
Lj−1+q+1
i ))
=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
max(z
Lj−1+q
i , y
Lj−1+q+1
i )  x0Lj−1+q+1 = x0i
if yLj−1+q+1i  x0Lj−1+q+1,
max(z
Lj−1+q
i , x
0
Lj−1+q+1)  x
0
Lj−1+q+1 = x0i
if yLj−1+q+1i > x0Lj−1+q+1.
If Kj + 1  i  n, then using (4.52), (4.1) (for i  Lj−1 + q + 1) and (4.51) we obtain
z
Lj−1+q+1
i = max(z
Lj−1+q
i , min(x
0
Lj−1+q+1, y
Lj−1+q+1
i ))
= max(zLj−1+qi , y
Lj−1+q+1
i )  x
0
i .
Case 2: k = Kj ,Kj /= n. Let zKj = (zKj1 , . . . , z
Kj
n ) ∈ S be such that
z
Kj
1 = x01 , z
Kj
2 = x02 , . . . , z
Kj
Kj
= x0Kj (4.53)
and
z
Kj
i  x
0
i (i = Kj + 1, . . . , n). (4.54)
Let yKj+1 = (yKj+11 , . . . , y
Kj+1
n ) ∈ S ∩ SKj+1. We distinguish now two subcases:
Subcase A: lj /= 0. Then by (4.21) with q = 1,
y
Kj+1
Kj+1  x
0
Kj+1, y
Kj+1
i  x
0
i (i = Kj + 2, . . . , n). (4.55)
Let α = +∞ and β = x0Kj+1, and let
zKj+1 := (α ⊗ zKj ) ⊕ (β ⊗ yKj+1) = (zKj+11 , . . . , z
Kj+1
n ). (4.56)
Then by (4.31), (4.53), (4.1), and (4.45) (for a = x0i , b = x0Kj+1), we have
z
Kj+1
i = max(z
Kj
i , min(x
0
Kj+1, y
Kj+1
i ))
= max(x0i , min(x0Kj+1, y
Kj+1
i )) = x0i . (i = 1, . . . , Kj ).
Furthermore, by the first inequality of (4.55) and by (4.54) for i = Kj + 1,
z
Kj+1
Kj+1 = max(z
Kj
Kj+1, min(x
0
Kj+1, y
Kj+1
Kj+1)) = max(z
Kj
Kj+1, x
0
Kj+1) = x0Kj+1.
Finally, we show that zKj+1i  x0i , i = Kj + 2, . . . , n. Indeed, by (4.55) and (4.54),
z
Kj+1
i = max(z
Kj
i , min(x
0
Kj+1, y
Kj+1
i )) = max(z
Kj
i , y
Kj+1
i )  x
0
i .
Subcase B: lj = 0, then Lj = Kj + lj = Kj , whence by (4.22) with q = 1 we have
y
Kj+1
Kj+1  x
0
Kj+1, y
Kj+1
i  x
0
i (i = Kj+1 + 1, . . . , n). (4.57)
Letα = +∞ andβ = x0Kj+1, and let zKj+1 be defined by formula (4.56). One shows as in Subcase
A that zKj+1i = x0i (i = 1, . . . , Kj + 1). We show now that z
Kj+1
i  x0i for i = Kj + 2, . . . , n.
We shall consider two subsubcases: Kj + 2  i  Kj+1, and Kj+1 + 1  i  n.
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If Kj + 2  i  Kj+1, then by (4.54) and (4.18) (with j replaced by j + 1),
z
Kj+1
i = max(z
Kj
i , min(x
0
Kj+1, y
Kj+1
i ))
=
⎧⎨⎩max(z
Kj
i , y
Kj+1
i )  x0Kj+1 = x0i , ify
Kj+1
i  x0Kj+1,
max(z
Kj
i , x
0
Kj+1)  x
0
Kj+1 = x0i , ify
Kj+1
i > x
0
Kj+1.
If Kj+1 + 1  i  n, then by (4.54) and (4.57), we have
z
Kj+1
i = max(z
Kj
i , min(x
0
Kj+1, y
Kj+1
i )) = max(z
Kj
i , y
Kj+1
i )  x
0
i .
Case 3: k = Kj + q, 1  q  lj − 1, where lj /= 0. Let zKj+q = (zKj+q1 , . . . , z
Kj+q
n ) ∈ S be
such that
z
Kj+q
1 = x01 , z
Kj+q
2 = x02 , . . . , z
Kj+q
Kj+q = x0Kj+q (4.58)
and
z
Kj+q
i  x
0
i (i = Kj + q + 1, . . . , n). (4.59)
Let yKj+q+1 = (yKj+q+11 , . . . , y
Kj+q+1
n ) ∈ S ∩ SKj+q+1. Then, by (4.21),
y
Kj+q+1
Kj+q+1  x
0
Kj+q+1, y
Kj+q+1
i  x
0
i (i = Kj + q + 2, . . . , n). (4.60)
Let α = +∞ and β = x0Kj+q+1, and let
zKj+q+1 := (α ⊗ zKj+q) ⊕ (β ⊗ yKj+q+1) = (zKj+q+11 , . . . , z
Kj+q+1
n ).
Then by (4.31), (4.58), x0i  x0Kj+q+1 (1  i  Kj + q) and (4.45),
z
Kj+q+1
i = max(z
Kj+q
i , min(x
0
Kj+q+1, y
Kj+q+1
i ))
= max(x0i , min(x0Kj+q+1, y
Kj+q+1
i )) = x0i (i = 1, . . . , Kj + q).
Furthermore, by the first inequalities of (4.60) and (4.59),
z
Kj+q+1
Kj+q+1 = max(z
Kj+q
Kj+q+1, min(x
0
Kj+q+1, y
Kj+q+1
Kj+q+1)) = max(z
Kj+q
Kj+q+1, x
0
Kj+q+1)
= x0Kj+q+1.
Finally, by (4.60), (4.59), (4.1), and again (4.60), for i = Kj + q + 2, . . . , n we have
z
Kj+q+1
i = max(z
Kj+q
i , min(x
0
Kj+q+1, y
Kj+q+1
i )) = max(z
Kj+q
i , y
Kj+q+1
i )  x
0
i .
Case 4: k = Lj , Lj /= n. Let zLj = (zLj1 , . . . , z
Lj
n ) ∈ S be such that
z
Lj
1 = x01 , z
Lj
2 = x02 , . . . , z
Lj
Lj
= x0Lj (4.61)
and
z
Lj
i  x
0
i (i = Lj + 1, . . . , n). (4.62)
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Let yLj+1 = (yLj+11 , . . . , y
Lj+1
n ) ∈ S ∩ SLj+1. Then, by (4.22) with q = 1,
y
Lj+1
Lj+1  x
0
Lj+1, y
Lj+1
i  x
0
i (i = Kj+1 + 1, . . . , n). (4.63)
Let α = +∞ and β = x0Lj+1, and let
zLj+1 := (α ⊗ zLj ) ⊕ (β ⊗ yLj+1) = (zLj+11 , . . . , z
Lj+1
n ).
Then by (4.31), (4.61), and (4.45) (for a = x0i , b = x0Lj+1) we have
z
Lj+1
i = max(z
Lj
i , min(x
0
Lj+1, y
Lj+1
i ))
= max(x0i , min(x0Lj+1, y
Lj+1
i )) = x0i (i = 1, . . . , Lj ).
Furthermore, by the first inequalities of (4.63) and (4.62),
z
Lj+1
Lj+1 = max(z
Lj
Lj+1, min(x
0
Lj+1, y
Lj+1
Lj+1)) = max(z
Lj
Lj+1, x
0
Lj+1) = x0Lj+1.
Finally, we show that zLj+1i  x0i for Lj + 2  i  n. We have two subcases: Lj + 2  i 
Kj+1 and Kj+1 + 1  i  n. In the first subcase, by (4.31), (4.62) and (4.18),
z
Lj+1
i = max(z
Lj
i , min(x
0
Lj+1, y
Lj+1
i ))
=
⎧⎨⎩max(z
Lj
i , y
Lj+1
i )  x0Lj+1 = x0i , ify
Lj+1
i  x0Lj+1,
max(z
Lj
i , x
0
Lj+1)  x
0
Lj+1 = x0i , ify
Lj+1
i > x
0
Lj+1.
In the second subcase we have Lj + 1  Kj+1 + 1  i, whence by (4.63) and (4.1), yLj+1i 
x0i  x0Lj+1, and hence, by (4.31) and (4.62) we obtain
z
Lj+1
i = max(z
Lj
i , min(x
0
Lj+1, y
Lj+1
i )) = max(z
Lj
i , y
Lj+1
i )  x
0
i .
We conclude the proof of part (a) by showing that every convex set S ⊂ Rn avoiding x0 is included
in no more than n semispaces. This follows from the fact that
S0 ∩ S1 ∩ · · · ∩ Sn = ∅. (4.64)
In order to show (4.64), let x = (x1, . . . , xn) ∈ S0 ∩ S1 ∩ · · · ∩ Sn. We show that x ∈ S1 ∩ · · · ∩
Sn implies that
xi < x
0
i (i = 1, . . . , n), (4.65)
which is in contradiction to x ∈ S0. The proof of (4.65) is done by “backward” induction. By
x ∈ Sn and Remark 4.4 we have xn < x0n . For k  1, assuming that the last k coordinates of x
satisfy (4.65), that is,
xi < x
0
i (i = n − k + 1, . . . , n), (4.66)
we shall show that the (n − k)-th coordinate satisfies (4.65), that is, xn−k < x0n−k . We shall
consider two cases:
Case 1: n − k = Lj−1 + q, 1  q  kj . Then, by (4.66),
xi < x
0
i (i = Lj−1 + q + 1, . . . , n). (4.67)
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On the other hand, by the assumption x ∈ Sn−k = SLj−1+q and (4.22),
xLj−1+q < x0Lj−1+q or xi > x
0
i for some Kj + 1  i  n. (4.68)
Since by q  kj and (4.14) we have Lj−1 + q + 1  Lj−1 + kj + 1 = Kj + 1, the inequalities
(4.67) imply that the first inequality of (4.68) must hold.
Case 2: n − k = Kj + q, 1  q  lj , where lj /= 0. Then, by (4.66),
xi < x
0
i (i = Kj + q + 1, . . . , n). (4.69)
On the other hand, by the assumption x ∈ Sn−k = SKj+q and (4.21),
xKj+q < x0Kj+q or xi > x
0
i for some Kj + q + 1  i  n. (4.70)
But, the inequalities (4.69) imply that the first inequality of (4.70) must hold.
(b)–(d). The convexity and maximality of the sets Sm occurring in parts (b)–(d) follow from
the above proof of part (a), which did not use the finiteness of the coordinates of x0. Thus, in
order to complete the proof it remains to show that in parts (b)–(d) every convex set that avoids
x0 is included in at least one of the sets Sm occurring in these parts; by Lemma 2.1 this will also
prove that the respective sets Sm are the only semispaces at x0.
(b) Let us show that if there exists an index i ∈ {1, . . . , n} such that x0i = +∞ (and hence by
(4.3), x01 = · · · = x0k1 = +∞) but no index j such that x0j = −∞, then every convex set S ⊂ R
n
that avoids x0 is included in at least one of the sets S1, . . . , Sn. Assume, a contrario, that some
convex set S ⊂ Rn that avoids x0 contains points in each one of S1, . . . , Sn. We shall show by
induction that for each k with k1  k  n there exists a point zk ∈ S such that
zki = x0i (i = 1, . . . , k), zki  x0i (i = k + 1, . . . , n); (4.71)
then for k = n, we obtain a point zn ∈ S such that zni = x0i (i = 1, . . . , n), so x0 ∈ S, in contra-
diction with the above.
By our assumption there exists a point z1 = (z11, . . . , z1n) ∈ S ∩ S1 ∩ · · · ∩ Sn. Then, by the
definition of k1, there are two cases:
Case 1: k1  2. Then by Remark 4.4, S1 = SL0+1, . . . , Sk1 = SL0+k1 = SK1 , and hence, by
z1 ∈ S1 ∩ · · · ∩ Sn and (4.22),
z1j  x0j = +∞ (j = 1, . . . , K1), z1i  x0i (i = K1 + 1, . . . , n). (4.72)
Case 2: k1 = 0. Then S1 = SK1+1 and hence, by (4.21),
z11  x01 = +∞, z1i  x0i (i = 2, . . . , n). (4.73)
Hence in both cases z1 ∈ S and formula (4.71) holds for k = k1.
The rest of the induction proof (for k = k1 + 1, k1 + 2, . . . , n) is identical to the proof in the
finite case.
(c) Let us show now that if there exists an index j ∈ {1, . . . , n} such that x0j = −∞ (and hence
by (4.23), β  1) , but no index i such that x0i = +∞, then every convex set S ⊂ R
n
that avoids
x0 is included in at least one of the sets S0, S1, . . . , Sβ−1. Assume, a contrario, that S contains
points in each one of S0, S1, . . . , Sβ−1. Then by the induction proof of the finite case, for
k = β − 1 there exists a point zβ−1 ∈ S such that
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z
β−1
i = x0i (i = 1, . . . , β − 1), zβ−1j  x0j = −∞ (j = β, . . . , n),
so x0 ∈ S, in contradiction with our assumption.
(d) Let us show that if there exist an index i ∈ {1, . . . , n} such that x0i = +∞, and an index j
such that x0j = −∞, then every convex set S ⊂ R
n
that avoids x0 is included in at least one of
the sets S1, . . . , Sβ−1. Assume, a contrario, that S contains points in each one of S1, . . . , Sβ−1.
Then by the above induction proof of case (a), for k = β − 1 there exists a point zβ−1 ∈ S such
that
z
β−1
i = x0i (i = 1, . . . , β − 1), zβ−1j  x0j = −∞ (j = β, . . . , n),
so x0 ∈ S, in contradiction with our assumption. 
5. Applications: Separation by semispaces. Multi-order convexity
We recall that a familyF of proper (max–min) convex subsets of Rn is called an intersectional
basis for the family of all proper convex sets if any proper convex set is equal to the intersection
of some subfamily ofF.
Theorem 5.1. (a) For each convex set G ⊂ Rn and each z /∈ G there exists a semispace Sk(z)
as in Proposition 4.1, that separates G and z.
(b) The family of semispaces given by Proposition 4.1 is the smallest intersectional basis for
the familyF of all proper convex sets in Rn.
Proof. (a) It follows from Proposition 4.1 that for any z = (z1, . . . , zn) ∈ Rn, and any convex
set G ⊂ Rn that avoids z, there is a semispace Sk(z) that contains G.
(b) By part (a), the family of semi-spaces given by Proposition 4.1 is an intersectional basis
for F. Thus, in order to complete the proof, it will be enough to show that if B is any inter-
sectional basis for the family of all proper convex subsets of Rn, then every semispace Sj (z),
where z = (z1, . . . , zn) ∈ Rn, must belong toB. But, since Sj (z) are proper convex andB is an
intersectional basis for the proper convex sets, we have Sj (z) = ∩G∈B′G, for some subfamilyB′
of B. Hence, since by definition z /∈ Sj (z), it follows that there exists G′ ∈ B′ such that z /∈ G′.
Consequently, since Sj (z) ⊆ G′, we must have Sj (z) = G′ ∈ B′ (since otherwise Sj (z) would
not be a maximal convex set avoiding z). 
We recall that a subset H of Rn is called a (max–min) hemispace, if both H and H are convex.
Similarly to the case of semispaces of the linear space Rn and of max-plus semispaces (see [5,6]),
the max–min semispaces have the following property:
Proposition 5.1. Every max–min semispace Sk is a max–min hemispace.
Proof. By Proposition 4.1, each point x ∈ Sk is characterized by inequalities of the type xi  x0i
and xj  x0j for i ∈ F1, j ∈ F2, where F1, F2 are disjoint subsets of {1, . . . , n}, one of them
possibly empty. Thus if x, y ∈ Sk then xi  x0i and xj  x0j for i ∈ F1, j ∈ F2, and yi  x0i and
yj  x0j for i ∈ F1, j ∈ F2. Hence, by (4.31), for any z ∈ [x, y] we have zi  x0i and zj  x0j
for i ∈ F1, j ∈ F2, and therefore z ∈ Sk . 
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Remark 5.1. Clearly, the converse of Proposition 5.1 is not true, since the complement of a max–
min semispace is also a max–min hemispace. For a thorough study of hemispaces in the linear
space Rn see [3].
Finally we show that max–min convexity restricted to the finite part Rn of Rn, is a multi-
order convexity, in the sense of [4]. We recall that a multi-ordered set is an ordered pair (X,O),
where X is a set and O is a family of partial orders (i. e., reflexive antisymmetric transitive binary
relations) ρ on X. A set G ⊆ X is called O-convex, if for each x0 ∈ X\G there exists an order
ρ = ρ(x0) ∈ O such that
x0  ρg for all g ∈ G, (5.1)
where  ρ denotes the negation of ρ, i.e., if every outside point x0 can be “separated” from G by
some order ρ = ρ(x0) ∈ O.
Similarly to the case of max-plus convexity restricted to the finite part Rn of Rnmax (see [6])
we have:
Theorem 5.2. There exists a family
O = {0,1, . . . ,n} (5.2)
of n + 1 partial orders on Rn such that a subset G of Rn is O-convex if and only if it is max–min
convex.
Proof. Let us define the binary relations j as follows: for any x, z ∈ Rn and j ∈ {0, 1, . . . , n}:
x j z ⇔ z ∈ Sj (x), (5.3)
where S0(x), S1(x), . . . , Sn(x) are the n + 1 semispaces at x mentioned in Proposition 4.1. Since
z ∈ Sj (x) is defined by a set of independent “less than or equal” inequalities, it is immediate
that the relations j are partial orders. Then for the family (5.2) obtained in this way we have
x 
j
z ⇔ z ∈ Sj (x). (5.4)
Let G ⊂ Rn be convex. For ρ = j , condition (5.1), that is, the existence, for each x0 ∈ Rn\G,
of an index j ∈ {0, 1, . . . , n} such that x0 j g for all g ∈ G, is equivalent to the existence for
each x0 ∈ Rn\G, of an index j ∈ {0, 1, . . . , n} such that G ⊆ Sj (x0). But, by Theorem 5.1, the
latter condition is equivalent to the max–min convexity of G. 
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