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Abstract
Visualization plays an important role in exploring, analyzing and present-ing large and heterogeneous scientiﬁc data that arise in many disciplines of
medicine, research, engineering, and others. We can see that model and data sce-
narios are becoming increasingly multi-faceted: data are often multi-variate and
time-dependent, they stem from diﬀerent data sources (multi-modal data), from
multiple simulation runs (multi-run data), or from multi-physics simulations of
interacting phenomena that consist of coupled simulation models (multi-model
data). The diﬀerent data characteristics result in special challenges for visuali-
zation research and interactive visual analysis. The data are usually large and
come on various types of grids with diﬀerent resolution that need to be fused in
the visual analysis.
This thesis deals with diﬀerent aspects of the interactive visual analysis of
multi-faceted scientiﬁc data. The main contributions of this thesis are: 1) a
number of novel approaches and strategies for the interactive visual analysis of
multi-run data; 2) a concept that enables the feature-based visual analysis across
an interface between interrelated parts of heterogeneous scientiﬁc data (including
data from multi-run and multi-physics simulations); 3) a model for visual analysis
that is based on the computation of traditional and robust estimates of statis-
tical moments from higher-dimensional multi-run data; 4) procedures for visual
exploration of time-dependent climate data that support the rapid generation
of promising hypotheses, which are subsequently evaluated with statistics; and
5) structured design guidelines for glyph-based 3D visualization of multi-variate
data together with a novel glyph. All these approaches are incorporated in a sin-
gle framework for interactive visual analysis that uses powerful concepts such as
coordinated multiple views, feature speciﬁcation via brushing, and focus+context
visualization. Especially the data derivation mechanism of the framework has
proven to be very useful for analyzing diﬀerent aspects of the data at diﬀerent
stages of the visual analysis. The proposed concepts and methods are demon-
strated in a number of case studies that are based on multi-run climate data and
data from a multi-physics simulation.
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Part I
Overview

Chapter 1
Introduction
Our society is confronted with rapidly growing amounts of scientiﬁc datathat arise in various areas of medicine, science, engineering, and others.
Large-scale measurements of dynamic processes as well as numerical modeling
and computational simulation result in multi-variate and time-dependent data
that are diﬃcult to analyze. Examples are simulation data from global climate
models (GCMs) or computational ﬂuid dynamics (CFD), sensor logs, and medical
scans such as magnetic resonance imaging (MRI) or computer tomography (CT).
Visualization has proved to be very helpful to explore, gain insight, and explain
such data [59, 240]. One takes advantage of the phenomenal capability of the
human to process visual information and detect interesting structures and rela-
tionships in the data such as patterns, trends and anomalies. However, due to
the increasing complexity and heterogeneity of scientiﬁc data, an increasing need
for sophisticated visualization technology arises [85, 104, 116, 164, 223].
There are three major use cases or application goals for visualization [116, 205]:
1) visual exploration is used to investigate unknown data characteristics, to “dis-
cover the unexpected” [223], and to come up with promising hypotheses (compare
also to Tukey [233]). Starting from concrete hypotheses, 2) visual analysis or con-
ﬁrmative visualization enables the analyst to examine expected data aspects and
to conﬁrm or reject existing hypotheses in a goal-oriented analysis process [116].
Eventually, the 3) presentation or dissemination of the ﬁndings to diﬀerent target
audiences such as domain experts, decision makers, or the general public (e.g.,
via web-based services, newspapers or television) is highly important [223, 259].
A lesson that has been learned is that visualization must be tailored with respect
to diﬀerent user goals and tasks [116, 229]. During the visual analysis and ex-
ploration process, for example, interaction and ﬂexibility of the application are
crucial, using concepts such as multiple linked views and brushing for iterative
feature speciﬁcation [52, 73, 192]. Such a guided human–computer dialog sup-
ports a powerful drill-down into diﬀerent aspects of the data [209]. Hypotheses
can be generated and analyzed rapidly, unknown and unexpected features can
be discovered, and data trends as well as outliers can be explored interactively.
1
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Figure 1.1: Multiple, general visualization challenges for multi-faceted scientiﬁc data.
1.1 Multi-faceted Scientific Data: Characteristics and Challenges
The work in this thesis is motivated by a number of visualization challenges that
arise from the heterogeneous nature of scientiﬁc data. Such data are usually given
with a strong inherent reference to space and time and results from a scientiﬁc
data acquisition method. When talking about multi-faceted scientiﬁc data, we
consider the following (see also Fig. 1.1): 1) time-dependent data that represents
dynamically changing phenomena; 2) multi-variate data consisting of diﬀerent
attributes (data variates) such as temperature or pressure; 3) multi-modal data
stemming from diﬀerent acquisition modalities (data sources) that measure or
simulate the same phenomenon; 4) multi-run data stemming from multiple sim-
ulation runs that are computed with varied parameter settings for the simulation
model; and 5) multi-model data resulting from interrelated simulation models
that represent physically interacting phenomena or climate compartments such
as ocean and atmosphere. In the following, the characteristics of diﬀerent kinds
of multi-faceted scientiﬁc data are discussed together with the related research
challenges for visualization and visual analysis.
Advanced computer power allows the simulation of complex dynamic phe-
nomena on high-resolution grids over large timescales (e.g., global climate mod-
els [193] or engine simulations [54]). The resulting data often contain multiple
data variates per space-time location. The interactive visualization of such data
is generally challenging [63, 104, 164]. The important information is commonly
hard to identify due to the huge amount of data and their multi-variate character-
istics. Important features can often only be extracted when considering multiple
data variates and their relations at the same time. Additionally, one has to cope
with visual issues such as cluttering and occlusion when representing multiple
data variates in the same image. The data is often analyzed using coordinated
multiple views that support interactive feature speciﬁcation via brushing.
The visualization and analysis of time-varying data is challenging too (com-
pare to Aigner et al. [1, 2] and Müller and Schumann [163]). Analysts want to
investigate how their data change over time. They want to uncover spatial and
temporal patterns (e.g., cyclic behavior or special events), understand major data
2
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trends, and detect anomalies such as outliers. One common goal is to integrate
data from multiple time steps in a single image, for instance, by using one spa-
tial axis in the visualization to represent time. Automated analysis methods are
often applied in order to abstract time-related data characteristics, for instance,
by computing statistical aggregates such as temporal mean values or standard
deviations [5]. When designing an analysis framework for time-varying data one
also has to consider diﬀerent data characteristics [1, 2]. Time can, for example,
show cyclic behavior such as seasonal trends or changes between day and night,
events can happen after each other or at the same time, etc.
Scientiﬁc data can often stem from diﬀerent acquisition modalities that in-
vestigate the same physical object/phenomenon. Examples include numerical
simulations and measurements such as diﬀerent types of medical scans (e.g., CT,
MRI, or ultrasound data). An analysis task can be to compare data from a
climate simulation with observational measurements such as remote sensing in
order to ﬁnd errors and to reduce uncertainties. Here, a challenge is to fuse
conﬂicting multi-modal data in the visualization. The data are possibly given on
diﬀerent data grids (e.g., 2D/3D, unstructured or hybrid) with diﬀerent temporal
or spacial resolutions.
In engineering [152] and climate research [86, 166], so-called multi-run simu-
lations are increasingly often performed to study the variability of a simulation
model and to understand the model sensitivity to certain control parameters.
According to Hamby [70], the goals of such a sensitivity analysis include the
identiﬁcation of model parameters that require additional research, which also
reduces the output uncertainty; identifying control parameters that are corre-
lated with the simulation output; or ﬁnding insigniﬁcant parameters that can
be eliminated from the model [70]. The simulation is repeated multiple times
with varied settings of the control parameters. In the resulting data, therefore, a
collection of values co-exists for the same data attribute at each space/time loca-
tion [141] (one value for every run). In the analysis, the data is often transformed
into an aggregated form, for example, by computing statistical properties with
respect to all runs [166]. However, it is a challenge to simultaneously visualize
and analyze such large amounts of concurrent data volumes, to extract interest-
ing patterns and trends that occur in diﬀerent runs, to investigate how many of
the runs exhibit a certain pattern, or to study correlations between input and
output parameters (compare also to Wilson and Potter [258]).
While dynamic ﬂow is traditionally simulated with respect to a rigid boundary,
ﬂuid and solid parts interact during modern multi-physics simulations [22]. The
solid part can, for instance, be deformed by the surrounding ﬂow. The diﬀer-
ent data parts are commonly modeled individually on spatially adjoining grids
that are connected by a so-called interface. During the simulation, the parts can
interact with each other similar to an airplane wing or turbine blades that are
deformed by the surrounding ﬂow. In the climate system as well, as another ex-
ample, components such as atmosphere, ocean, ice, and land interact with each
3
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other. Atmosphere and ocean, for instance, exchange through thermal absorp-
tion, precipitation and evaporation. To understand such dynamics, models for
the diﬀerent climate components are coupled in the simulation, commonly with
additional coupler modules. Creating a coherent visualization from these multi-
model scenarios, which include two or more data parts (e.g., ﬂuid and structure
or atmosphere and ocean), is a challenge for visualization research. How can, for
instance, feedback and relations between the data parts be investigated?
We consider both multi-run and multi-model data visualization as highly re-
warding challenges for visualization research. A large part of this work, therefore,
focuses on the interactive visual analysis of these kinds of data. It is important
to note that the data can be of diﬀerent dimensionality such as 2D/3D data,
time-dependent data, or higher dimensional data resulting from multi-run simu-
lations with additional independent dimensions for the varied simulation param-
eters. The data can be given on various kinds of data grids as well, for instance,
unstructured or hybrid grids that possibly do not overlap spatially. Designing
solutions for interactive visual analysis that address these and other issues of
multi-faceted scientiﬁc data is a challenging task [104, 116].
As application areas, the main focus of this work is on climate research,1 and
meteorology.2 These areas are especially interesting—in addition to other appli-
cation areas such as engineering [128]—since most of the visualization challenges
discussed above need to be addressed. Especially climate research has recently
gained a lot of public attention concerning the long-term changes in the Earth’s
climate [214]. A larger part of the work presented in this thesis was done in
collaboration with domain researchers. An overview on visualization approaches
used in climate research is given by Nocke [165] and Nocke et al. [170]. Lipşa et
al. [138], moreover, discusses related work in the context of visualization for the
physical sciences.
1.2 Contributions and Thesis Structure
The main contributions of this thesis are as follows:
1. Several new approaches are proposed that enable the advanced visual anal-
ysis of multi-run data (this is considered an important overall contribution
of this thesis as not much research work has been done yet on this topic of
increasing relevance).
2. In many scenarios, scientiﬁc data consist of multiple interrelated data parts
such as the atmosphere and the ocean part of a coupled climate model. A
1Climate research is mainly concerned with the analysis and prediction of the overall climate
system as well as its variability and long-term behavior [246].
2Meteorology is the interdisciplinary science that focuses on the analysis and forecasting of
short-term weather phenomena. Especially the investigation and early prediction of extreme
weather phenomena such as hurricanes or severe rainfalls are very important.
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systematic approach for the visual analysis of such data is proposed that
enables the joint investigation of features across related data parts. A so-
called interface is constructed, which relates individual grid cells between
diﬀerent data parts. During the visual analysis, fractional degree-of-interest
(DOI) information, resulting from smooth brushing [53], can then be ex-
changed between the parts. Additional strategies for visual analysis are
proposed, where features are iteratively reﬁned, and the analyst works with
diﬀerent data parts simultaneously. The approach is demonstrated on data
from a multi-physics simulation as well as multi-run climate simulations.
3. A model for the interactive visual analysis of higher-dimensional data, based
on the four statistical moments (mean, variance, skewness, and kurtosis), is
proposed. The statistics are computed with respect to selected independent
dimensions of the data. Traditional and robust estimates of moments as
well as measures of outlyingness are integrated in the visual analysis. We
propose a set of view transformations that support the analyst in navigating
the large space of possible views that are based on these statistics. The
transformations lead to a classiﬁcation scheme for informative moment-
based views. For depicting the multi-run data distributions, quantile plots
that are common in statistics are adapted to enable a focus+context style.
The proposed model for a moment-based visual analysis is exempliﬁed in
diﬀerent scenarios with multi-run climate data.
4. In the context of climate research, we demonstrate how interactive visual
exploration supports the steered generation of promising hypotheses that
are subsequently evaluated using classical statistics. In the concrete case,
we were looking for atmospheric regions in space and time that represent
sensitive and robust indicators for climate change. Time-dependent data
characteristics such as linear trends and corresponding signal-to-noise ratios
are computed using the integrated data derivation mechanism of our visual
analysis framework. Strategies are presented, where the derived attributes
are interactively explored in order to generate promising hypotheses. Be-
sides identifying such atmospheric regions that react sensitively to climate
change, the parameters and boundary conditions for the subsequent compu-
tational analysis can be restricted as well. Also, areas with data deﬁciencies
can be identiﬁed. The approach is demonstrated in a number of case studies
that were done in collaboration with domain experts.
5. Finally, a new glyph is proposed together with structured design guidelines
for glyph-based 3D visualization. The task of glyph design is divided into
three consecutive steps of data mapping, glyph instantiation, and glyph
rendering (compare also to the visualization pipeline [77]). A number of
design and realization aspects are discussed according to these steps. For
the data mapping stage, we propose strategies to enhance the data such
as windowing and/or exponentiation. Important aspects for glyph instan-
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tiation are, for example, whether 2D or 3D glyphs should be used and the
orthogonality of diﬀerent graphical properties of the glyph. The latter is
related to the possible interference of glyph properties, which hinder the
interpretation of the depicted data variates. For the glyph rendering, we
suggest to use strategies such as halos in order to address visual cluttering
and chroma depth that facilitates depth perception. The proposed design
considerations are illustrated on a new glyph that is based on super ellipses.
The glyph is designed such that it can be placed in a 3D context and can
depict up to six data variates (using color, upper and lower glyph shape,
size, rotation, and aspect ratio). The glyph is exempliﬁed in a number
of application scenarios including automotive engineering and the visual
analysis of multi-run data.
The remainder of this thesis is structured as follows: In chapter 2, we discuss the
related state of the art in visualization and the visual analysis of multi-faceted
scientiﬁc data. The diﬀerent contributions of this work are then described in
more detail in chapter 3. The approaches are exempliﬁed in diﬀerent application
cases in chapter 4. Chapter 5 concludes the ﬁrst part of this thesis.
Finally, four papers that resulted from this thesis work are given in the second
part of this thesis. It should be noted that the papers are not a one-to-one
relation to the contributions as listed above—contribution 1 is mainly related to
papers C and D, but also uses the glyphs proposed in paper B; contribution 2 is
reﬂected in papers C and D; contribution 3 is detailed in paper D; contribution 4
is related to paper A; and contribution 5 is detailed in paper B, but the glyphs
are also used in the context of multi-run data (paper C).
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State of the Art: Interactive Visual Analysis and
Visualization of Multi-faceted Scientific Data
Multi-faceted scientiﬁc data emerge in many areas such as medicine, climateresearch, physics, or automotive engineering. Visualization and interactive
visual analysis have proven to be useful when analyzing such data. Before dis-
cussing related approaches from the literature in this chapter, some basic nota-
tions should be clariﬁed ﬁrst.
Terminology and Structure of the Chapter
In many cases, multi-dimensional scientiﬁc data can be denoted as fd(p) where
the data variates fd (e.g., temperature or pressure values) are measured or sim-
ulated with respect to points in an m-dimensional data domain p (compare to
van Wijk and van Liere [242], for instance). The domain (i.e., the independent
data dimensions) can be 2D or 3D space, time, but also independent input param-
eters to a simulation model. Multi-run data, for example, stems from a simula-
tion which is repeated multiple times with varied control parameters, leading to a
larger number of concurrent data volumes given for the same space/time [86, 152].
With such data, the word multi-dimensional refers to the dimensionality of the
independent variables, while multi-variate refers to the dependent variables of
the data (compare to Wong and Bergeron [261]).
Multi-modal data stems from diﬀerent acquisition modalities such as computer
tomography (CT) or magnetic resonance imaging (MRI). While multi-variate
data usually results from one modality and describes diﬀerent physical proper-
ties given for the same space/time domain, multi-modal data commonly results
from diﬀerent sources that measure or simulate the same physical phenomenon
(e.g., diﬀerent models of the atmosphere). Accordingly, multi-modal data can be
given on diﬀerent grids and time steps and need to be fused or correlated in the
visualization (compare to Fuchs and Hauser [63]). Another important task is the
comparison between data stemming from diﬀerent modalities.
Finally, we refer to multi-model data when data stems from diﬀerent models
that simulate related phenomena such as an ocean model and an atmosphere
model. During the simulation, these models are often coupled together and can
interact and exchange properties (compare also to multi-physics simulations [22]).
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The visualization of multi-variate and time-dependent data have been broadly
investigated for several years, and a lot of good work has been done. Although
these areas belongs to the topics discussed here, we only touch them brieﬂy and
refer to other existing state of the art reports. The actual focus of this chapter is
on multi-modal, multi-run and multi-model data. Especially multi-run and multi-
model data scenarios are relatively new to the visualization community, although
these types of data are getting more popular in other domains [22, 86]. For
each kind of multi-faceted data, we aim at distinguishing between approaches for
visualization and interactive visual analysis, where diﬀerent tasks are addressed.
The remainder of this chapter is organized as follows: Section 2.1 discusses im-
portant concepts in interactive visual analysis such as coordinated multiple views
and the combination of computational analysis methods and interactive visualiza-
tion. Section 2.2 addresses the visualization and visual analysis of time-dependent
data, and section 2.3 does this for multi-variate data. The representation, fusion
and comparison of multi-modal data are described in section 2.4. Section 2.5
discusses the visual analysis of multi-run data, and section 2.6 addresses chal-
lenges for multi-model data. At the start of each section, we attempt to deﬁne
the related challenges for visualization and visual analysis. At the end of the
chapter, an outlook to promising future research and open challenges is given
(Sec. 2.7). Note that the list of related works is not meant to be complete, and
not all important work could be included in the discussion.
2.1 Interactive Visual Analysis
Interactive visualization as well as automated analysis based on statistics or data
mining facilitate the understanding of important characteristics in complex data
[59, 71, 240]. These areas were developing rather independently from each other
for a long time. However, there have also been certain trends on combining au-
tomated analysis methods and interactive visualization [118, 210, 233]. While
statistical tools commonly utilize static visualization for presentation purpose
(conﬁrmatory analysis), Tukey suggests in his seminal work on exploratory data
analysis [233] to also support direct interaction with the data. Additionally,
some of the early works in information visualization were inspired by consider-
ations from statistics [29, 30, 38, 39, 255]. Even certain systems for visual data
analysis and exploration can be traced back to these roots [219, 222, 248]. In
this context, interaction concepts such as coordinated multiple views with linking
and brushing are highly relevant and enable a powerful information drill-down
process [209]. The history of relations between automated data analysis and
interactive visualization eventually led to the recently established initiative on
visual analytics [116, 223], which is closely related to interactive visual analysis
and is discussed in section 2.1.2.
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2.1.1 Coordinated Multiple Views
The concept of coordinated multiple views has been steadily developing over the
last two decades (see Roberts [192] for an overview). Diﬀerent data variates are
simultaneously shown, explored, and analyzed in multiple linked views that are
utilized side-by-side. The views can include 2D scatterplots, scatterplot matri-
ces [11], parallel coordinates [91, 102, 172], function graph views [127, 161], or
histograms. Interesting data subsets are brushed [11] (selected) in the visual dis-
play, the related data items are instantly highlighted in the linked views (compare
to the XmdvTool [248], Polaris/Tableau [217], or ComVis [127, 152], for example).
Logical combinations of brushes across multiple views support the speciﬁcation
of complex features, for instance, in a hierarchical feature deﬁnition language [52]
or in conjunctive visual forms [251]. In cross-ﬁltered views [252], as another ex-
ample, brushing ﬁlters between pairs of views can be enabled/disabled and the
data are ﬁltered accordingly. Relationships between multiple variates can thus
be explored, also across multiple datasets. Visual analysis frameworks often sup-
port the derivation of new data variates from existing ones using computational
methods, which facilitates the speciﬁcation of features [54, 73, 84, 192, 217, 252].
Examples for visual analysis systems for scientiﬁc data include WEAVE [66]
and SimVis [52]. Such frameworks combine and link attribute views such as scat-
terplots or parallel coordinates [16, 75] with 3D views of volumetric data [160]
(usually given on grids over time). This enables the analyst to investigate multi-
variate relations of brushed features also in the spatial context (compare to
feature localization and local investigation in Oeltze et al. [173], for instance).
Instead of a binary selection information, some systems integrate a fractional
degree-of-interest data attribution DOI j ∈ [0, 1] for every data item j (compare
to the DOI information in generalized ﬁsheye views [65]). Such an attribution
represent the ﬁrst interpretation level, ranging from data to knowledge [33]. A
smooth brushing operation [53] results, for example, in a trapezoidal DOI func-
tion around the main region of interest in an attribute view. The DOI informa-
tion is then used in all linked views to visually discriminate interesting features
(focus) from the rest of the data (context), leading to a focus+context visualiza-
tion [72, 161]. The focus is thereby visually enhanced, while the rest of the data
are depicted in a less prominent style for orientation purpose.
2.1.2 The Science of Visual Analytics
Visual analytics is the interdisciplinary science of analytical reasoning facilitated
by interactive, visual and analytical methods [114, 115, 223]. Since automated
analysis methods only work reliably for well-speciﬁed problems, the idea is to
combine such approaches with interactive visualization. Visualization can then,
for example, support the speciﬁcation of parameters at diﬀerent steps of a data
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mining algorithm. By interactively and visually exploring the original data as
well as derived properties, analysts should be enabled to [223]:
• detect the expected and discover the unexpected;
• ﬁnd interesting patterns and multi-variate relationships within the data;
• draw conclusions and generate hypotheses based on the visual information;
• reject or verify hypotheses; and
• communicate and present the results of the analytical reasoning process.
Visual analytics aims to combine sophisticated methods from disciplines such as
information visualization, data mining,1 statistics, machine learning, pattern ex-
traction, cognitive and perceptual science, decision science, and human–computer
interaction. Such a combination supports the user to eﬀectively and eﬃciently
extract important information from heterogeneous data sources [114]. Shneider-
man [210] compares the diﬀerent philosophies behind exploratory data analy-
sis [233] (used for hypothesis generation) and statistical hypothesis testing. The
author suggests, amongst others, to support the user in specifying his/her interest
and to keep track of such user decisions using a history mechanism. Shneider-
man [210] also recommends that analysis and discovery tools should be easy to
use and understand and should support the user in understanding the diﬀerent
steps and outcomes in the statistical analysis process.
Excellent overviews of information visualization and visual data mining ap-
proaches are given by Keim [113], Keim et al. [118], and de Oliveira and Lev-
kowitz [49]. While visual data mining mainly focuses on the integration of data
mining techniques into the visualization, visual analytics aims at integrating
other methods of analytical reasoning too (e.g., decision science). Chen [32]
discusses visual analytics from the perspective of information theory. Bertini
and Lalanne [13, 14] recently survey the integration of visualization and auto-
mated analysis in the knowledge discovery. Based on the degree to which such
methods are combined, solutions are categorized into computationally enhanced
visualizations, visually enhanced mining, and integrated visualization and mining
(compare to Keim et al. [118]). The interested reader is also referred to a recent
book [115] by the European visual analytics community2 that discusses aspects
such as data management, the analysis of space and time, considerations from
cognition and perception as well as evaluation.
Common (semi)automated analysis approaches that are combined with visu-
alization include [13, 14, 118]: data reduction via sampling or feature extrac-
tion [184]; clustering [168, 243] where data items are grouped by similarity;
and dimensionality reduction that aims to reduce the data dimensionality while
1Data mining denotes the algorithmic extraction of valuable patterns and models from data.
According to Fayyad et al. [57], it is part of a more general process of knowledge discovery in
databases (KDD), which also includes steps such as data preparation, selection and cleaning.
2http://www.vismaster.eu/
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maintaining the higher-dimensional data characteristics. Dimensionality reduc-
tion approaches include, for instance, principal component analysis [162, 173],
which transforms multi-variate data into an orthogonal coordinate system that is
aligned with the greatest variance in the data; multi-dimensional scaling [21, 159]
(MDS), where higher-dimensional data items are mapped into a lower-dimen-
sional space while preserving the dissimilarities between the items;3 and self-
organizing maps [126, 130] (SOM) which represents an unsupervised learning
method that reduces the data dimensionality and also provides a classiﬁcation of
the data. An issue with dimensionality reduction approaches is, however, that
it can be hard to mentally relate the derived attributes to the original data.
One solution can be to analyze both side-by-side in a coordinated multiple views
framework with linking and brushing (see Oeltze et al. [173], for instance).
One should note that an integration of automated and visual techniques is not
always desirable. Certain well-deﬁned problems can often be resolved best by
automated approaches (compare to Keim et al. [117]). Bertini and Lalanne [13]
thus suggest to further study which types of tasks and problems can be ad-
dressed best by data mining or by visualization approaches that involve human
interaction. Ma [144], moreover, suggests to go a step beyond visual data mining
by integrating machine learning methods into the analysis process. Such methods
could learn from previous analysis sessions and input data, and abstract away
many details of the utilized algorithms, for instance, using case-based reasoning
(compare to an infrastructure supporting knowledge-assisted visualization [33]).
Only high-level decisions are then left to the user by providing him/her with an
“intelligent interface” to the visual analysis [144].
The Visual Analytics Process
As mentioned earlier, interactive visual analysis enables the user to explore and
analyze data in a guided human–computer dialog. The usually employed process
follows Shneiderman’s information seeking mantra [209]: “overview ﬁrst, zoom
and ﬁlter, then details-on-demand.” If the raw data, however, is too large and
complex to be represented in a direct manner, it is necessary to apply auto-
mated data abstraction techniques prior to the visualization. Accordingly, Keim
proposes an extension to Shneiderman’s mantra for visual analytics [116]:
“Analyze First – Show the Important – Zoom, Filter and Analyze
Further – Details on Demand”
Initially, the data are preprocessed in an automatic analysis step, resulting in
a condensed representation containing the important aspects of the data. The
user gets an overview where he/she can interactively zoom and browse through
the data, select data subsets of special interest, or ﬁlter uninteresting data. This
3Since MDS also maintains the higher-dimensional structure of the data, it is well suitable for
subsequent clustering.
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helps the analyst to gain knowledge about the data, especially in the case of very
large and complex data. This knowledge often leads to new questions and/or
hypotheses, which can be explored and analyzed in more detail in an iterative
process. One may also want to perform further analysis steps, for instance, by
deriving new data attributes from existing ones. The resulting information is
again visually analyzed, and so on. Interaction and ﬂexibility of the application
are crucial for the analysis process. Yi et al. [266] recently propose a catego-
rization of interaction techniques that are based on the user’s intent. Liu and
Stasko [139], moreover, investigate how internal representations (mental models)
and external visualizations are related to each other. The authors state that such
mental models are used during visual reasoning to “simulate” the behavior of the
corresponding visualization system [139]. In the visual analysis, the user should
be able to query data in many diﬀerent ways and quickly change what data are
represented and how they are visualized [217]. During the analysis process, one
takes advantage of human factors such as intuition, creativity, expert knowledge,
and the ability to deal with unexpected situations [223].
2.2 Visualization and Analysis of Time-varying Data
Time-varying measurements and simulations are ubiquitous in many disciplines
such as medicine, climate research, meteorology, or engineering. Being able to
understand time-related developments allows one to “learn from the past to pre-
dict, plan, and build the future” [1]. When visualizing the data, time can be
treated “just” like any other data dimension using, for instance, parallel coor-
dinates, scatterplots, or other information visualization techniques [1]. In many
applications, however, time has a very particular meaning and often a central
role in the data. Consequently, we see many approaches that support a special
treatment of the time dimension. A number of useful reviews of time-dependent
data visualization have been published recently [1, 2, 143, 145, 163, 211]. In the
following, a general overview on the visualization of time-oriented data is given.
Approaches for the visual analysis of time-dependent data are discussed later in
section 2.2.2.
2.2.1 Time-dependent Data Visualization
Aigner et al. [1] give a systematic view on the visualization of time-oriented data.
In their categorization, they consider diﬀerent characteristics of the time axis
such as temporal primitives (discrete time points vs. time intervals) or the struc-
ture of time (linear vs. cyclic vs. branching time). These considerations are
important when designing a visual analysis system, since they address the data
validity and the possible relations among temporal primitives [1]. Moreover, the
authors discuss data-related questions (e.g., abstract vs. spatial data, uni-variate
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vs. multi-variate data, original vs. derived data) and diﬀerent visual representa-
tions such as static vs. dynamic or 2D vs. 3D representation. Time-dependent
data can be visualized, for example, by using animation techniques (e.g., the
study of a numerically modeled severe storm [8, 253]), by displaying the data at
individual time steps, or by visualizing the evolution of a data variate over time
(e.g., by drawing function graphs). According to Müller and Schumann [163], dy-
namic representations, such as animations, support qualitative statements on the
general evolution of the data over time. Static visualizations,4 on the other hand,
are more suitable for making quantitative statements such as comparing diﬀerent
timespans or searching for time-related patterns. The decision whether to use
a 2D or 3D graphical representation in information visualization usually depends
on the task at hand [1, 205]. However, some kinds of data (e.g., volumetric data,
3D ﬂow data) inherently require a 3D representation.
The ThemeRiver [78] is an example for a static visualization of time-dependent
data. Changes in topics in large document collections are visualized with respect
to a linear time axis. The number of occurrences of a certain topic is represented
as the width of the corresponding river band. Nocke et al. [168] utilize a Theme-
River approach for the visualization of clustered climate data. Recently, Byron
and Wattenberg [26] propose algorithms for stacked graphs where they emphasize
considerations of legibility and aesthetics. Another visualization approach for
time-dependent data is, for instance, two-tone color mapping [199] which can be
used to compactly represent large amounts of time series. In order to support
the analysis of cyclic behavior such as the seasons of a year, for instance, helix
glyphs [224] placed on a geographic map can be used.
Ma et al. [143, 145] discuss techniques that support the eﬃcient rendering of
time-dependent volumetric data such as data compression, automated feature ex-
traction, hardware acceleration, or parallel rendering. Jankun-Kelly and Ma [97]
study the generation of a single or multiple transfer functions, which capture im-
portant structures in time-varying volume data and can be used for batch-mode
rendering, for instance. Woodering and Shen [263] propose chronovolumes that
represent multiple timesteps in a single image using color composition techniques.
Besides the visualization of time-dependent scalar volumes, also the visualiza-
tion of time-dependent vector ﬁelds is important in many areas. Such approaches
for ﬂow visualization can be generally classiﬁed into [135, 183, 184, 200]: 1) di-
rect ﬂow visualization such as color coding or arrow plots; 2) dense, texture-based
approaches using, for instance, spot noise, line integral convolution, or texture
advection; 3) geometric ﬂow visualization depicting geometric objects that are
extracted/computed from the ﬂow such as streamlines, stream surfaces, streak-
lines, or pathlines; 4) feature-based techniques that are based on the extraction
4It should be noted that the facility of user interaction or parametrization does not inﬂuence
whether a technique is considered static or dynamic. While the visualization changes auto-
matically in dynamic representations (without the needs of interaction), the visualization is
modiﬁed manually by user interaction in static representations [205].
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of relevant structures such as vortices or shock waves; and 5) partition-based ﬂow
visualization that subdivides the domain with respect to certain ﬂow characteris-
tics. While the ﬁrst three categories depict basic quantities of the ﬂow, the later
two provide a more abstracted view on the data.
2.2.2 Interactive Visual Analysis of Time-dependent Data
The approaches presented in the previous section usually reach their limits when
representing larger amounts of data with several million entries, for instance.
Aigner et al. [2] discuss approaches for analyzing time-oriented data where visual
and analytical methods are combined. According to Keim’s visual analytics
mantra [116], (semi)automated data reduction and abstraction techniques are
commonly applied, which transform the time-oriented data into a compressed
but still representative form. The resulting data can then be visualized instead
of the original one. Many approaches for temporal data abstraction come from
the ﬁeld of data mining (see Keogh et al. [119] for an overview). Examples are
clustering [243, 168], principal component analysis [162, 173], or wavelet analy-
sis [93, 265]. Moreover, feature speciﬁcation via interactive brushing or querying
methods is often supported in frameworks for time-dependent data analysis.
Temporal Data Abstraction
In order to reduce the data complexity or visual cluttering, spatial and/or tempo-
ral aggregation is often applied (see López et al. [140] for an overview). With such
an approach, data items sharing the same spatiotemporal domain are summarized
and depicted instead of the individual data values. According to Andrienko and
Andrienko [5], data aggregation can be done either by calculating data character-
istics (e.g., the sum, arithmetic mean, variance) or by grouping techniques such
as clustering or binning. Aggregation techniques, however, need to be applied
with care to preserve important information.
Common analysis approaches for time-dependent movement data include the
visualization of raw data, computed summaries, or extracted patterns [4]. An-
drienko and Andrienko [6], for instance, visualize movement data as ﬂow maps
where the spatial domain is subdivided into appropriate areas (based on signif-
icant points in the movement) and aggregated trajectories with common start
and end points are visualized as arrows. Janoos et al. [100] analyze pedestrian
movement trajectories using a wavelet-based feature descriptor in order to de-
tect anomalies. Willems et al. [257] propose a visualization approach based on
the convolution of dynamic movement data with a kernel, where the resulting
density ﬁeld is visualized as an illuminated height map. In our own work [47],
we propose interactive plots based on kernel density estimates (KDEs) and show
diﬀerences between diﬀerent categories (or bins) of aggregated data.
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Nocke et al. [168] discuss visualization techniques for clustered climate data
such as the ThemeRiver [78], the Rectangular View [169], or the Cluster Calendar
View [243]. The latter, for instance, groups time series over a certain period (e.g.,
month or day) into clusters. These are then visualized using function graphs
and also encoded in color in a calendar-like representation. As a result, the
frequency of occurrence of each cluster can be seen as well as the daily trends
and patterns. Sukharev et al. [218] perform a correlation study of single and pairs
of variables using temporal data clustering and segmentation. Aigner et al. [2]
discuss the combination of principal component analysis with the visualization
of time-dependent climate data (compare also to Müller et al. [162]). Oeltze et
al. [173] include correlation analysis and principal component analysis into the
visual analysis of perfusion data.
Jänicke et al. [95, 96] apply concepts from information theory in order to au-
tomatically extract distinctive structures in time-dependent data. Regions with
diﬀerent temporal behavior than the rest of the ﬁeld can be identiﬁed using lo-
cal statistical complexity (LSC). The measure assesses the amount of information
from the local past that is necessary to predict the local future. While the original
approach [96] was limited to 2D data, the authors propose an improved compu-
tation method that is also applicable to 3D data [95]. In later work, Jänicke
et al. [93] utilize wavelet analysis for the visual exploration of climate variability
changes. The authors apply, amongst others, clustering using mutual informa-
tion in order to identify coherent structures in the data. Chen and Jänicke [34]
recently propose a theoretic framework for visualization that is based on infor-
mation theory. The authors discuss major concepts of information theory and
show the broad correlation to phenomena or events in visualization.
Time-dependent Feature Specification and Analysis
Feature extraction can either be done (semi)automatically or manually [183, 184].
Several applications support the visual analysis of temporal features using inter-
active brushing or querying techniques. The TimeSearcher [88] is especially de-
signed for the visual analysis of time-dependent data using Time Boxes or angular
query widgets. The latter are applied for selecting time series that have a similar
slope on a sequence of time steps (compare to angular brushing [75] described in
Sec. 2.3.2). Further extensions of the TimeSearcher [23] allow for similarity-based
querying of temporal patterns. Konyha et al. [127] introduce line brushes to select
function graphs out of a larger number of graphs, which intersect with a simple
line segment drawn in the view. Akiba et al. [3] utilize a Time Histogram [129]
showing consecutive 1D histograms for every timestep to simplify the speciﬁcation
of transfer functions for time-varying volume data. Wang et al. [247] utilize Time
Histograms and clustering for importance-driven visualization of time-dependent
data. Data are partitioned into spatial blocks and corresponding importance
values are determined using concepts from information theory (compare also to
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Jänicke et al. [96]). Woodering and Shen [265] apply wavelet transformation to
time-dependent data. The resulting multi-resolution temporal representation is
clustered and visualized in a visualization spreadsheet [98] using multiple Time
Histograms that also support linking and brushing.
Feature visualization and speciﬁcation via brushing in coordinated multiple
views is also an integral part of the SimVis framework [52, 54]. In previous
work [161], we have proposed a four-level focus+context visualization for large
amounts of function graphs together with advanced brushing techniques. This
extension to the SimVis framework builds the basis for the application study in
paper A. Function graphs that are similar to a pattern sketched by the user can
be interactively selected. Transfer functions [102] are applied for visual clutter
reduction by mapping the number of function graphs per pixel to the pixel’s
luminance. Aggregation techniques (frequency binmaps [172]) are used in order
to maintain the responsiveness of the system, even when interacting with large
data. Blaas et al. [16] utilize similar techniques for the visual exploration of large
amounts of time-dependent data in parallel coordinates.
2.3 Multi-variate Data Visualization and Analysis
The multi-variate characteristics of scientiﬁc data are often of special interest,
typically in combination with their spatial and/or temporal reference. When in-
vestigating, for instance, the fronts of a storm [125] or environmental phenomena
such as the El Niño [93, 227] multiple variates and their relation to each other
need to be considered. Riley et al. [189], for example, propose a realistic-looking,
physics-based multi-ﬁeld weather visualization that supports the evaluation and
prediction of clouds and storms.
Johnson [104] identiﬁes the visualization of multi-variate scientiﬁc data (also
referred to as multi-ﬁeld data) as one of the top challenges in visualization re-
search. Wong and Bergeron [261] as well as Fuchs and Hauser [63] provide com-
prehensive surveys on the topic. Multiple variates can be visualized jointly in a
single image, for instance, by using diﬀerent textures, colors or glyphs, where one
usually has to cope with visual cluttering and occlusion. Alternatively, relations
between diﬀerent variates can be visualized by plotting the data in attribute
space (e.g., scatterplot or parallel coordinates) or by specifying features across
multiple linked views via brushing. Keim [112] classiﬁes information visualiza-
tion techniques for multi-variate data by data type (e.g., number of variates,
hierarchical data), visualization technique (e.g., 2D/3D visualizations, geomet-
rically transformed displays, glyphs), and interaction and distortion technique
(e.g., projection, ﬁltering, zoom, distortion, and linking&brushing).
In the next section, we mainly discuss examples for the visualization of multi-
variate data such as preattentive graphical features, glyphs, and layering tech-
niques. Approaches for the interactive visual analysis of multi-variate data such
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as feature-based visualization are described in section 2.3.2. Visual data fusion
and comparative visualization are important tasks as well and will be presented
in the context of multi-modal data (Sec. 2.4).
2.3.1 Visualization of Multi-variate Data
Multiple data values can be simultaneously represented at a spatial location using
preattentive visual stimuli such as width, size, orientation, curvature, color (hue),
or intensity [40, 79]. These features are rapidly processed by our low-level visual
system and can thus be used for the eﬀective visualization of millions of data
items [58]. Special care is required, however, if several such stimuli are combined
(the result may not be preattentive any more). Healey and Enns [80] propose
simple texture patterns and color to visualize multi-variate data. Diﬀerent data
variates are encoded in the individual elements of a perceptual texture using
equally distinguishable colors and texture dimensions such as element density,
regularity, and height. In later work [81], the authors utilize simulated brush
strokes that vary color and perceptual texture to visualize multi-variate weather
conditions.
A powerful way of visualizing multi-variate data are glyphs (also referred to
as icons, see Ward [250] for an overview). It is important to note that some
graphical attributes or their relationships can be easier perceived than others.
Since glyphs are usually not placed in a dense way, the free space between them
can be used for additional information [124]. Max et al. [44, 153], for example, use
splatting to render small colored vector glyphs depicting wind velocity combined
with contour surfaces representing cloudiness. Treinish [229] visualizes weather
data using color contouring on vertical slices and isosurfaces that represent cloud
boundaries. At user-deﬁned locations (vertical proﬁles), the wind velocity and
direction are represented by a set of arrow glyphs. Streamlines that follow the
wind direction are seeded at each arrow [229]. Nocke et al. [167] use a metaphor-
based iconic visualization for maize harvest predictions, which can represent six
diﬀerent data values. Stier et al. [216] use iconiﬁed bar and circle representations
displaying four and two diﬀerent aerosols, respectively.
In the context of information visualization, Ward [249] discusses glyph place-
ment strategies such as data or structure-driven placement. Ropinski and Preim
[194] propose a taxonomy for glyph-based medical visualization. The authors
categorize glyphs according to 1) preattentive visual stimuli such as glyph shape,
color and placement, and 2) attentive stimuli that are mainly related to the inter-
active exploration phase. Additional usage guidelines are proposed, for instance,
that glyph shapes should be perceivable unambiguously from diﬀerent viewing
directions. Kindlmann [122] as well as Jankun-Kelly and Mehta [99], for exam-
ple, use superquadric glyph shapes that fulﬁll the latter criterion. Ropinsky and
Preim [194], moreover, state that parameter mappings should focus the user’s
attention and emphasize important variates. Our guidelines for glyph-based 3D
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visualization (paper B) is inspired by their work. We extend, for example, the pre-
processing step (parameter mapping) prior to the creation of individual glyphs.
Also, the task of glyph-based 3D visualization is divided into several steps. Re-
lated critical design aspects are then discussed in a structured form, for instance,
glyph normalization and orthogonality, depth perception, visual cluttering, and
the usage of redundancies in the visualization to ease interpretation.
Further approaches for multi-variate data visualization utilize 2D/3D layer-
ing techniques, for example. Kirby et al. [124] use concepts from painting when
visualizing 2D ﬂow by combining diﬀerent image layers with glyphs, elongated
ellipses, and color. Wong et al. [262] visualize multi-variate climate data by over-
laying multiple see-through layers using opacity modulation, ﬁligree graphics, or
2D height maps. They also propose enhanced color maps that highlight ﬂow
features such as critical points or vortices. Shenas and Interrante [208] discuss
approaches for eﬀectively combining texture with color to visualize multi-variate
data. Two-level volume rendering [69, 76] considers segmentation information
when visualizing volumetric data. Based on the segmentation, diﬀerent rendering
techniques such as maximum intensity projection (MIP), direct volume render-
ing, or non-photorealistic techniques are combined in a single visualization. In
recent work, Rautek et al. [187] propose semantic layers for illustrative volume
rendering, where the mapping of data properties to visual styles can be speciﬁed
using natural domain language. Further approaches for visual data fusion are
discussed in the context of multi-modal data in section 2.4.1.
2.3.2 Visual Analysis of Multi-variate Data
Multi-variate data are commonly analyzed using multiple linked views, which
were already discussed in section 2.1.1. Attribute views such as scatterplots,
function graphs [127, 161], or parallel coordinates [16] allow the user to inves-
tigate the relations between data variates and brush interesting subsets of the
data. Hauser et al. [75], for instance, introduce angular brushing for parallel
coordinates, where data correlations between adjoining axes can be studied by
selecting line-segments with a similar slope. Some systems [16, 52, 66] utilize
attribute views side-by-side with linked 3D representations of volumetric data,
where the speciﬁed features can be explored in their spatial relation.
Kniss et al. [125] propose multi-dimensional transfer functions to specify fea-
tures in meteorological data. Interesting data subsets can be selected both in
volume and transfer function space using a set of direct manipulation widgets.
To support the higher dimensional classiﬁcation of volume data, Tzeng et al. [235]
propose an intelligent painting interface. Regions can be marked directly on sam-
ple slices in the volume space and the data are then classiﬁed automatically using
a supervised machine learning approach. The training data can then as well be
used for classifying other data with similar characteristics. Ma [144] discusses
further applications of machine learning and visualization such as ﬂow feature
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extraction and feature tracking. Recently, Fuchs et al. [64] combine interactive
visual analysis with machine learning. The user speciﬁes an initial hypothesis via
linking and brushing, and a heuristic search algorithms then ﬁnds alternative or
related hypotheses that explain the same feature. The most suitable hypotheses
can thus be identiﬁed out of a large search space using diﬀerent ﬁtness criteria.
Johansson et al. [102] utilize clustering and high-precision textures in order to
identify structures within parallel coordinates. To overcome the limitations of the
output device, they apply user-deﬁned transfer functions that map the number
of primitives per pixel to the pixels’ luminance. Novotný and Hauser [172] utilize
2D binmaps for aggregating the data between each pair of adjacent axes in parallel
coordinates. Outlier detection as well as clustering are applied on the binmaps
in order to visualize data trends while preserving outliers in a focus+context
style. Further approaches [16, 161] combine both binmaps [172] and transfer
functions [102] in order to eﬃciently visualize large data.
As discussed in the context of visual analytics (Sec. 2.1.2), dimensionality re-
duction techniques are often applied when analyzing multi-variate data. Data are
projected to a low-dimensional space while preserving their meaningful structures
and relationships. The grand tour method [7], for example, automatically gener-
ates a sequence of orthogonal projections onto a 2D subspace, which can be used
in an animation. Seo and Shneiderman [206] introduce the rank-by-feature frame-
work, where low-dimensional projections of multi-variate data such as histograms
or scatterplots are ranked based on a user-selected criterion (e.g., correlation or
entropy in scatterplots). A triangular matrix represents the possible combina-
tions of data variates in a scatterplot and encodes the corresponding ranking
score in color. This supports the user to select interesting views on the data.
Tatu et al. [220] propose further quality measures for scatterplots and parallel
coordinates that are utilized for ranking these views. Johansson and Johans-
son [103] propose a system for dimensionality reduction that uses a combination
of user-speciﬁed quality metrics to preserve important structures in the data.
Jänicke et al. [94] transforms data onto a 2D point cloud, where data items with
similar multi-variate characteristics are located close to each other. The authors
compute a tree where the Euclidean distance between multi-variate data items
is minimal. This structure is then utilized when transforming the data to 2D.
Additional information is encoded using color and point size, and interesting
structures can be selected interactively via brushing [94].
2.4 Visualization and Analysis of Multi-Modal Data
Data stemming from diﬀerent acquisition modalities are common in many phys-
ical sciences including climate research, meteorology, physics, and astronomy
[138, 238]. A simulation model can, for instance, be validated by comparing it
to the output of another model or measurement data from weather stations or
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satellite observations. The data in such scenarios can be given on various types
of grids (e.g., 2D/3D, unstructured, hybrid) with diﬀerent time steps or resolu-
tions. Accordingly, multi-modal data often need to be fused in the visualization,
for instance, by resampling them to a common grid. Also in the medical domain,
data increasingly often stem from diﬀerent measurement techniques such as CT,
MRI, or positron emission tomography (PET). Combining such modalities in a
visualization can account for the strengths and weaknesses of the individual ones.
Bones, for instance, are best captured by CT, soft tissue such as the brain is better
represented with MRI, and PET data can be used to study functional processes
in the body. In the following, approaches for visual data fusion (Sec. 2.4.1) and
comparative visualization (Sec. 2.4.2) are discussed.
Treinish describes four perspectives for visual data fusion and comparison de-
pending on the visualization task [231]: 1) at the image level using adjacent
windows or mosaiced visualizations for qualitative comparison; 2) combining dif-
ferent visualization techniques in the same coordinated system (common view),
including interactions such as numerical querying; 3) numerical comparison on
the data level using one of the two previous approaches; and 4) coordinated
multiple views supporting numerical and visual comparison. When visualizing
multi-modal data, the diﬀerent data sources ﬁrst need to be registered and nor-
malized to each other in order to make them comparable. The visualization also
has to be designed carefully to avoid the introduction of artifacts that can be
erroneously interpreted as features [231].
2.4.1 Visual Data Fusion
Multi-modal scientiﬁc data can be fused at diﬀerent levels of the visualization
pipeline [27, 63]: 1) during data ﬁltering and visualization mapping, for instance,
by reducing the data to relevant features or by resampling to a common grid;
2) during accumulation in the rendering stage [15, 68]; and 3) in image stage, for
example, using layering techniques [89, 124, 221, 262]. Multi-block ﬂow visualiza-
tion is an example where simulations are performed on multiple grid types with
diﬀerent resolutions [56]. When visualizing the data, these blocks are commonly
fused at the data level by constructing a common grid (compare to cross-mesh
ﬁeld evaluation [37]). As a result, multi-variate visualization techniques as de-
scribed in section 2.3 can be applied. We ﬁnd, for instance, rendering approaches
for non-uniform grids [46, 190] or hybrid and non-structured grids [160] that are
also integrated in frameworks for visual analysis and exploration [52, 215].
Treinish [227] discusses treatments for scattered meteorological data such as
constructing a grid using Delauney triangulation, resampling to a regular grid
using the nearest neighbor, or weighted average gridding. In later work, the same
author proposes a function-based data model [228] that provides uniform data
access by adjusting to the data structure and the way data are processed. Conse-
quently, the same operations can be applied to data from various sources without
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resampling to a common mesh or unnecessary interpolation. Treinish [230] also
proposes a multi-resolution approach for nested meteorological data.
Cai and Sakas [27] propose an approach that uses the diﬀerent modalities
as parameters to a multi-volume illumination model (in the visualization map-
ping stage). As an alternative, the same authors suggest methods to combine
color and opacity from diﬀerent volumes during accumulation, where each volume
has it’s own transfer function [27]. Chen and Tucker [35] propose constructive
volume geometry, where multiple volumes are combined using algebraic opera-
tions. Woodering and Shen [264] build on this approach and propose volume
shaders to combine and compare multiple time-dependent volumes using con-
secutive algebraic set operators as well as numerical operators. For interaction
and visualization of the resulting volume tree they utilize image spreadsheets
(compare to Jankun-Kelly and Ma [98]). Beyer et al. [15] present a system for
preoperative planning of neurosurgical interventions. Similar to two-level vol-
ume rendering [69], the authors render segmented multi-modal data directly on
the GPU. Burns et al. [25] combine tracked ultrasound data with direct volume
rendering using ﬂexible cutaways and importance-driven shading. Context infor-
mation occluding the ultrasound image can thus be removed and features can
be enhanced (compare also to Viola et al. [245]). Ropinski et al. [196] introduce
interactive closeups for multi-modal medical reporting.
Grimm et al. [68] performed fusion of multiple intersecting volumes during the
rendering stage. They propose V-objects that represent visual properties of the
individual volumes such as illumination, transfer function, region of interest, and
transformation. The data are visualized eﬃciently using a brick-wise ray traversal
scheme and mono-volume rendering for non-intersecting areas. Similar to this ap-
proach, Plate et al. [182] present a framework to render large, arbitrarily oriented
volumes using slice-based rendering on the graphics hardware. Their approach
also supports out-of-core techniques and volumes given at multiple resolutions.
Recently, Lindholm et al. [137] introduce a region-based scene description for
GPU-based direct volume rendering. Using binary space partitioning, the depth
information of the intersecting geometry is stored in a view-independent way and
expensive depth sorting can be avoided.
2.4.2 Visual Analysis for Comparison
The objective of comparative visualization is to show similarities and diﬀerences
between data stemming from two or more sources [175] (e.g., measurements,
computational simulations, or diﬀerent simulation models). According to Verma
and Pang [244], comparison can be done at the image level, the data level, or the
feature level. Pagendarm and Post [175] illustrate a number of examples where
comparison is performed at the data and image level.
Image level comparison is the most frequent one. It does not directly operate on
the data but on 2D images that result, for example, from a visualization method,
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from experiments [267], or Schlieren photography [175]. Examples include side-
by-side visualizations where the user has to visually compare images. Other
approaches directly represent per-pixel diﬀerences by subtracting two registered
images from another [47]. For such approaches, the selection of an appropriate
color map is highly important, for instance, using a diverging map to discrimi-
nate positive and negative diﬀerences [19]. Zhou et al. [267] present a study of
diﬀerent comparison metrics that numerically quantify image diﬀerences between
experiments and visualizations. It should be noted that image level comparison
operates on 2D representations where the intermediate information about how
the images were created is usually lost. Deviations can, therefore, also result
from diﬀerent visualization settings (e.g., transfer function, point-of-view, light-
ing conditions) and need not necessarily represent data diﬀerences [244].
Data level comparison utilizes the raw data as a starting point and often incor-
porates intermediate information from the rendering process [226]. Sahasrabudhe
et al. [198] propose methods for measuring the diﬀerences between scalar datasets
including spatial and perceptual metrics. Kim et al. [120] propose metrics for data
level comparison of direct volume rendering and also incorporate intermediate
rendering information in their comparison approach. Sauber et al. [203] intro-
duce multiﬁed-graphs that represent correlations between diﬀerent data variates.
Malik et al. [147] recently propose the multi-image view that supports the com-
parison of series of scans from the same specimen.5 Such approaches are usually
superior to pure image level comparison since they include more information and
ﬂexibility. Finally, feature level comparison is an extension of data level compar-
ison and is based on features that are extracted from the data. For ﬂow data,
such features can be shock waves, vortices, streamlines, or isosurfaces (see the
work of Pagendarm and Post [176] or Verma and Pang [244], for instance).
2.5 Multi-run Data Visualization and Analysis
The previous section discusses visualization and analysis approaches for a rel-
atively small number of data volumes. For comparing such data, for instance,
side-by-side visualizations or isosurfaces can be used [166]. However, the visu-
alization and visual analysis of a larger number of concurrent data volumes re-
quires more sophisticated methods. Such data commonly results from multi-run
(or ensemble) simulations, which are performed increasingly often in climate re-
search [86, 166] or automotive engineering [152, 180].
Multi-run simulations are an important step in the development of simulation
models, where one aims to identify model parameters that have the most inﬂuence
on the simulation output. In such a sensitivity analysis [70, 82, 83], the values
of certain model parameters are changed systematically and multiple simulation
5To a certain degree, such dataset series resulting from multiple scans can be considered as
multi-run data.
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runs are computed, accordingly. In the resulting data, a distribution of values
is given for the same data variate at each position in space and time (one value
for each run). The representation of such multi-run data is rather new to the
visualization community [107, 108, 141]. It is especially challenging since the
data are often time-dependent, higher-dimensional, multi-variate, and large at
the same time [258]. A direct visualization of such time-varying volumes of data
distributions is often not feasible. Accordingly, the individual distributions of
multi-run values need to be analyzed ﬁrst, and then derived statistical properties
can be visualized (compare to Keim’s mantra [116]).
The visualization of multi-run data is especially interesting since it is an alter-
native approach for representing uncertainty [186, 258]. General approaches for
uncertainty visualization are discussed by Pang et al. [177], Johnson and Sander-
son [105], and Griethe and Schumann [67]. MacEachren et al. [146], moreover,
review approaches for geospatial uncertainty visualization and Skeels et al. [213]
survey related approaches for information visualization.
In this section we describe applicable visualization techniques such as coordi-
nated multiple views, visualization of statistical parameters, shape descriptors,
and operators (compare also to Love et al. [141]).
2.5.1 Visualization of Multi-run Distributions and Derived Data
A standard in statistics for representing data distributions are box plots [154],
which encode minimum and maximum values, mean, median, and other quartile
or percentile information. Kao et al. [108, 107] extend this approach to 2D multi-
run data. In some cases, the distribution can be represented adequately by statis-
tical parameters such as mean, standard deviation, interquartile range, skewness
or kurtosis. The computed statistics are visualized on 2D surfaces using color-
coding and bar glyphs. Where this is not the case, the same authors propose
a shape descriptor approach constructing a 3D volume, where the data range is
handled as a third dimension and the probability density function (PDF) of the
multi-run data is used as voxel values. Furthermore, the peaks in the PDF are
described by a set of shape descriptors (e.g., number of peaks, height, width, and
location), which are displayed on orthogonal 2D slices [108].
Another extension of box plots is presented by Potter et al. [186]. The proposed
summary plot includes additional statistics of the multi-run data such as skew-
ness, kurtosis and tailing information. These plots, however, cannot be placed in
a dense 2D/3D context. Spaghetti plots [50] are commonly utilized by meteorol-
ogists to investigate multi-run data, where a contour line is visualized for each
run at a selected time step (resembling a pile of spaghetti noodles). Sanyal et
al. [202] combine such plots with a ribbon and glyph-based uncertainty visuali-
zation. The uncertainty glyphs consist of a number of concentric colored circles
that represent the standard deviation, interquartile range, and the width of the
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95% conﬁdence interval. In paper C, we use carefully designed glyphs (paper B)
to visualize aggregated data properties in a 3D context.
Mathematical and procedural operators [141, 142] can be utilized to transform
multi-run data into a form where existing visualization techniques are applicable
(e.g., pseudo-coloring, streamlines or isosurfaces). The multi-run distributions
can, for instance, be compared against a single threshold value or against a
reference distribution when drawing contour lines or isosurfaces. This approach
is very promising due to its ﬂexibility. However, the usage of the operators and
the interpretation of the resulting visualizations require additional training and
care from the user.
2.5.2 Interactive Visual Analysis of Multi-run Data
In the visual analysis of multi-run data, information visualization techniques
such as parallel coordinates or scatterplot matrices can be combined with statis-
tics [41]. Potter et al. [185] propose a framework for analyzing multi-run data,
which consists of overview and statistical visualizations such as trend charts or
spaghetti plots [50]. Nocke et al. [165, 166] present a coordinated multiple views
framework for analyzing a large number of tested model parameters and simula-
tion runs. Statistical aggregations of multi-run simulations can be visualized, for
instance, using linked scatterplots, graphical tables, or parallel coordinates. The
sensitivity of the model to certain input parameters can be explored via brushing,
and the related model runs can be compared in detail (compare also to the work
of Matković et al. [152] on injection systems simulations).
Matković et al. [151] visualize multi-run data as families of data surfaces with
respect to pairs of independent data dimensions. Using multiple linked views and
brushing, the authors analyze projections and aggregations of the data surfaces
at diﬀerent levels (e.g., a 1D proﬁle or single aggregated value per surface). In
paper C, we propose a more general interface concept that relates data items
between diﬀerent parts of scientiﬁc data and supports the transfer of fractional
DOI information. This approach can also be used for multi-run data.
Matković et al. [150] also propose a visual steering approach where new simu-
lation runs are triggered by interactively narrowing down the control parameters
in the visualization. This approach realizes a tight integration of visualization
and computational simulation. In recent work, Matković et al. [149] propose the
simulation model view which is integrated in their coordinated multiple views
framework. The view represents the building blocks of the utilized simulation
process and model at three diﬀerent levels of detail (using a histogram, scatterplot
or curve view). The approach aims at bridging the gap between the simulation
model and resulting multi-run data.
Van Wijk and van Liere [242] propose HyperSlice, which represents higher di-
mensional data as a matrix of orthogonal 2D slices around an m-dimensional
focal point. The Prosection Matrix [234] extends this concept by projecting
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higher dimensional data points that are in proximity to the 2D slices to scat-
terplots. The approach supports also ﬁltering via brushing. Piringer et al. [180]
build upon these concepts and propose an interactive system for visual valida-
tion of regression models. The authors utilize 2D and 3D projections of multi-run
data around a user-controlled focal point. Known results can then be compared
to model predictions (represented as families of function graphs), which supports
the identiﬁcation of regions with bad ﬁt. Also, derivations from the expected
values can be computed and visualized together with other data variates in scat-
terplots or parallel coordinates.
Bordoloi et al. [17] apply hierarchical clustering techniques on multi-run data.
Data can either be clustered along the spatial dimensions by grouping locations
with similar statistical properties and probability density functions of multi-run
values—this approach helps to identifying spatial structures and patterns, which
may result from the simulated phenomenon. Alternatively, the runs can be clus-
tered base on their similarity. Such an approach supports the comparison of dif-
ferent groups of simulation outcomes, where each group can be represented [17].
In recent work, Bruckner and Möller [20] present a result-driven exploration
approach for physically-based multi-run simulations. Each volumetric time se-
quence is ﬁrst split into similar sequences and thereafter grouped across diﬀerent
runs using a density-based clustering algorithm. This approach supports the
user in identifying similar behavior in diﬀerent simulation runs. In an overview
visualization, each cluster is depicted with respect to a common time line. Paths
drawn between the clusters show the progression of the individual sequences.
Finally, Correa et al. [43] propose a framework for uncertainty-aware visual
analysis. Statistical methods are incorporated such as uncertainty modeling as
well as uncertainty propagation and aggregation during data transformations.
The authors adopt approaches for data transformation such as regression, prin-
cipal component analysis, and k-means clustering in order to account for uncer-
tainty. A number of views are presented that combine summarized and detailed
uncertainty visualizations. Dependent on the task of the analysis, uncertain data
can be enhanced or de-emphasized. In later work [31], the same authors augment
traditional scatterplots by visualizing sensitivity information, which they consid-
ered similar to velocities in a ﬂow ﬁeld. Sensitivities can thus be represented as
tangent lines on the individual points in the ﬂow-based scatterplot. Moreover,
the assumed ﬂow ﬁeld can be visualized using streamlines, and data points can be
clustered by proximity to these lines. The proposed approach allows the analyst,
for instance, to correlate changes in one variate with respect to another.
We clearly see a lot of potential for future research along with this kind of data.
Due to the technological developments in climate research, engineering, and other
ﬁelds, we see that this kind of data gains increasing importance. Visualization
must deal with data that are multi-variate, time-dependent, and multi-run data.
It is not at all straightforward to visualize an overview of several hundred runs of
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time-dependent 3D data. Advanced data abstraction and aggregation techniques
are required that are aware of data trends and outliers.
2.6 Multi-Model Data Visualization and Analysis
Multi-model simulations are gaining importance in areas like climate research [86]
or multi-physics research [22]. In the climate system, for instance, diﬀerent com-
partments such as ocean, ice, surface, and atmosphere are interacting with each
other. Ocean and atmosphere exchange through thermal absorption, precipita-
tion, and evaporation, also ice and air are interacting. Accordingly, ocean and
atmosphere models are often coupled in the simulation (e.g., ECHAM5/MPI-
OM [106]). The models are often not computed on the same types of grid, or for
the same time steps. When analyzing feedback between these models, statistical
aggregates are usually investigated.
Fluid–structure interactions (FSI), to address another example, are interac-
tions of a deformable or movable structure with an internal or surrounding ﬂow.
They are among the most important and—with respect to both modeling and
computational issues—the most challenging multi-physics problems, and there-
fore currently a hot topic in simulation research itself. The variety of FSI occur-
rences is abundant and ranges from bridges, ﬂexible roofs, or oﬀ-shore platforms
to micropumps and injection systems, from parachutes via airbags to blood ﬂow
in arteries or artiﬁcial heart valves, to name just a few [22].
For visualization research it is very challenging to generate a coherent visuali-
zation of these datasets, for instance, when one model is simulated on a 2D grid
and the other one on a 3D grid. How can diﬀerent attributes given in the dif-
ferent models be compared to each other? How can selections and features be
communicated between diﬀerent models, when these are given on diﬀerent grids
and time steps? How can data be represented, where there are values missing
(e.g., an attribute is simulated in one model but not in the other, or the data are
not uniformly available for a spatial dimension). One can image a visualization
approach, where diﬀerent representations are coupled together in the visualiza-
tion (similarly to the simulation). Our work presented in paper C goes a ﬁrst
step in this direction. However, we deﬁnitely see a great potential for future
visualization research here.
2.7 Chapter Summary and Conclusions
We see that the visualization and interactive visual analysis of multi-faceted sci-
entiﬁc data are gaining increased importance in areas such as climate research,
engineering and medicine. This is due to the fact that computational power
increases rapidly, and measurements are getting more accurate and detailed. Ac-
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cordingly, also model and data scenarios are getting more complex. Visualization
has been well established to explore and analyze such data and to communicate
results from data analysis. With respect to multi-faceted data, we see a variety
of interesting challenges that require advanced visualization technology. In this
chapter, the related state of the art has been discussed.
As one interesting observation, we see a gap between the techniques used by
domain scientists and the approaches available from visualization research. Re-
cent advances in visualization are rarely used in application domains such as
climate research (compare to Nocke et al. [170]). A major challenge for future
developments is thus to further bridge this gap by including sophisticated visu-
alization technology in the application domain as well as by including knowledge
from domain experts when designing visualization solutions [104, 241]. Visual-
izations should follow guidelines from perception research and human–computer
interaction, providing simple graphical user interfaces and advanced visualiza-
tion methods. Examples are feature-based approaches that (semi)automatically
extract unknown and interesting patterns from the data [54, 94]. Especially
the combination of automated analysis approaches and interactive visualization
methodology—as proposed in the visual analytics agenda [223]—is a promising
direction, and we expect to see a lot of more interesting work in this area. A
further step is the integration of machine learning methods that can learn from
previous data and user input, and conﬁgure the control parameters of the visu-
alization based on the acquired knowledge [33, 144].
We identify the visualization and analysis of data stemming from multi-run
simulations and interacting simulation models (e.g., coupled climate models or
multi-physics simulations) as promising directions for future research, as well as
multi-modal visualization. A challenge is to jointly integrate larger amounts of
concurrent data volumes in the visualization/analysis, possibly given on diﬀerent
grids and/or with diﬀerent data dimensionality. Moreover, how to investigate
feedback between interacting compartments in the simulation. For multi-variate
and time-dependent data visualization, we can ﬁnd a lot of related work that
brings up good solutions. The visualization and analysis of these kinds of data
belong to the top challenges in current visualization research [104].
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Chapter 3
Interactive Visual Analysis of Multi-faceted
Scientific Data
This chapter discusses the diﬀerent contributions that are made by the pa-pers in the second part of this thesis. In section 3.1, an application study
of time-dependent climate data is described. We demonstrate how interactive
visual exploration can be used to rapidly generate promising hypothesis that are
subsequently evaluated using classical statistics. In addition to generating hy-
pothesis, the parameter ranges for the computational analysis can be narrowed
down eﬃciently. The study was done in collaboration with climate researchers
and lead to two further publications (Ladstädter et al. [132, 133]), which are dis-
cussed here as well. For glyph-based 3D visualization, structured guidelines are
proposed that are based on critical design aspects (see Sec. 3.2). A new glyph is
presented and used to illustrate the diﬀerent design considerations.
Section 3.3 describes an approach for interactive visual analysis of heteroge-
neous scientiﬁc data. The data consist of multiple parts such as multi-run data
and aggregated statistics as well as data from a multi-physics simulation. By con-
structing a so-called interface that relates data items across the diﬀerent parts,
the joint investigation of features is supported. The proposed interface builds
also the basis for a study of multi-run data that is based on statistical proper-
ties (see Sec. 3.4). Traditional and robust estimates for the four moments are
computed from the higher dimensional multi-run data. Additional measures of
outlyingness are incorporated in our framework of visual analysis. A model for
interactive visual analysis is proposed, which represents a structured guide to the
multitude of opportunities of moment-based visual analysis.
While this chapter focuses primarily on the contributions of my work, a number
of related demonstration cases are presented in chapter 4.
3.1 Hypothesis Generation with Visual Exploration
The generation of hypotheses via interactive visual exploration is one of the ma-
jor application goals for visualization [116, 233] (besides conﬁrmative analysis
and the presentation of results). While computational analysis such as statistics
commonly requires a hypothesis beforehand in order to work, it is occasionally
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rather hard to come up with such concrete application questions. It is challenging
as well to identify features that are not anticipated prior to the analysis (compare
to Shneiderman [210], for example). Statistical methods such as linear trend re-
gression, multi-variate data analysis, or pattern analysis are thus more suitable
to quantitatively and accurately check speciﬁc hypotheses [71]. Interactive visual
exploration, on the other hand, supports the eﬃcient generation of hypotheses
in an undirected search process [209, 233]. The whole data can be explored in-
teractively, for instance, by looking at relations between diﬀerent variates using
multiple linked views and feature speciﬁcation via brushing [73, 192]. Addition-
ally, it is often necessary to derive new data attributes from existing ones using
automated analysis methods [113, 116]. The hypotheses resulting from such an
exploration process can then be evaluated, for example, using statistical methods
or interactive visual analysis (conﬁrmative visualization). Interactive visualiza-
tion can be utilized in order to understand the output of diﬀerent stages of the
computational analysis and to narrow down the scope of the analysis [260] (e.g.,
ﬁnding appropriate parameter settings and boundary conditions). Interaction
and ﬂexibility of the application are crucial for the entire exploration and anal-
ysis process, supporting the user to query the data in many diﬀerent ways [217].
Hypothesis Generation in Climate Research
In our application case, we were collaborating with climate researchers in order
to generate hypotheses related to climate change. Speciﬁcally, we were interested
in identifying particular atmospheric regions (in space and time) that represent
potentially sensitive and robust indicators for atmospheric change. Important
climate parameters such as temperature or geopotential height, which are among
the candidates for such sensitive indicators [62, 109], are investigated. The study
is carried out in the SimVis framework for visual analysis [52] that has been ex-
tended in order to deal with large and time-dependent data (Muigg et al. [161]).
We have integrated new attribute views that are capable of visualizing a larger
number of function graphs using a four-level focus+context style. Brushing tech-
niques for time-dependent data were developed as well, where function graphs
can be selected based on their similarity to a user-deﬁned pattern that is sketched
in the view [161]. Such advanced brushing methods in combination with compu-
tation analysis enable a powerful visual analysis approach (compare to the levels
of visual analysis by Hauser [74]).
In order to generate the hypotheses, temporal trends as well as the correspond-
ing signal-to-noise ratio (SNR) values are computed from selected climate param-
eters using the integrated data derivation mechanism of our analysis framework.
The derived data variates are then interactively explored via brushing in order
to located the sensitive indicator regions in space and time. An useful analysis
pattern thereby is to investigate if implications between data variates such as
a → b exist in the opposite direction as well (a ← b). The respective statement
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Figure 3.1: A prominent visual structure in the function plots view is brushed based on it’s similarity to a user-
deﬁned pattern (a). The related feature exhibits a relatively high signal-to-noise ratio highlighted in (b), and can
be located in the upper pressure levels, centered around the tropical region (c).
can be considered stronger if such an interrelation (a ↔ b) can be conﬁrmed,
which can help to direct the analysis. For example, certain temporal trends in
the ECHAM5 temperature ﬁeld [193] can be identiﬁed in a function graph view
when selecting high absolute SNR values in order to locate sensitive regions.
Using a similarity-based brush [161] in Fig. 3.1a, the previously highlighted tem-
poral trends can be selected and checked whether a similar feature emerges in
the SNR data (Fig. 3.1b) as well as in the spatial context (Fig. 3.1c).
In addition to generating hypotheses in the ﬁrst place, visual exploration is
utilized to eﬃciently narrow down certain parameters that are required for the
subsequent statistical analysis. The utilized least-squares ﬁtting method [131], for
example, requires the timespan over which curves are ﬁtted together with latitude
ranges. Using visual exploration, we could ﬁgure out that the utilized statistical
method reacts more sensitive with respect to the chosen timespan than expected.
In contrast to classical statistics, no assumptions of an underlying data model are
required for the visual exploration process. The whole ﬁeld can be investigated
at once without the need to preselect certain geographical regions (as required
by the utilized statistical approach [131]). Possible data deﬁciencies can thus be
eﬃciently detected and taken into account.
Our approach is demonstrated on a number of representative datasets including
measurement and simulation data. The results from the computational analysis
of the generated hypotheses give us conﬁdence that visual exploration, although
not meant to provide quantitative results, serves as an excellent complement to
statistics in an integrated workﬂow (compare also to Ladstädter et al. [133]).
Selected parts of our study can be found in section 4.1. Further details are given
in paper A and the work of Ladstädter et al. [132, 133].
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3.2 Critical Aspects of Glyph-based 3D Visualization
While the previous section focused on time-dependent data, this section addresses
the visualization of multi-variate 3D data. Glyphs are often used to simultane-
ously represent multiple data variates in the same image [250]. The diﬀerent
variates are thereby represented by a set of visual properties of the glyph in-
cluding shape, size, color, orientation, etc. It is important to note that certain
of these properties are more prominent and thus can be easier perceived and
related than others (compare to preattentive visual stimuli [40, 79]). An appro-
priate glyph design is thus crucial for an eﬀective visualization, where diﬀerent
graphical properties are carefully chosen and combined. In this section, we dis-
cuss such critical design aspects for a glyph-based 3D visualization and propose
related guidelines. This work is inspired by the work of Ropinski and Preim [194].
We divide the task of creating a glyph-based 3D visualization into three stages
(compare to the visualization pipeline [77]): 1) during data mapping, the data
variates are possibly enhanced and mapped to the diﬀerent glyph parameters;
2) glyph instantiation creates the individual glyphs; and 3) during rendering, the
glyphs are placed in the visualization, where one has to cope with issues such as
visual cluttering or occlusion. In the following, we discuss critical design consid-
erations during each of these steps. The diﬀerent aspects are illustrated with a
new glyph-based visualization of 3D data.
We consider it useful that the glyphs expect normalized input such as [0, 1]
from the depicted data variates (compare also to Ward [249]). During data
mapping, we consider three important steps where the depicted variates are en-
hanced. First, the data values within a user-selected range [wleft , wright ] are lin-
early mapped to the unit interval in order to enhance the contrast (windowing).
Values outside the range are clamped to the boundaries. After the windowing,
an optional exponential mapping e(x) = xc can be applied in order to further
enhance the data. Finally, a third mapping step enables the user to restrict the
output range that should be depicted by a glyph property. Here, also semantics
of the data variates can be considered (compare to Ropinski and Preim [194]).
Using a reverse mapping, for instance, smaller data values that are possibly
more important can be represented in an enhanced style while larger values are
deemphasized. When rotation is used to represent a data variate, as another
example, the user may want to restrict the rotation angle in this ﬁnal mapping
step (−45◦ to 45◦).
Several consideration are important for the instantiation of the individual
glyphs. When using a 3D glyph shape, one has to account for possible distortions
introduced when viewing the glyph from a diﬀerent point of view [122]. In order
to avoid this problem, we strongly suggest to use 2D billboard glyphs instead. In
certain scenarios, however, it makes sense to use 3D glyphs, for example, when
depicting a ﬂow ﬁeld via arrow glyphs. Another challenge in glyph design is
the orthogonality of the diﬀerent glyph components, meaning that it should be
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a.  2 data attributes represented 
as upper/lower glyph shape
b.  Added data attribute to 
overall glyph size
d.  A data attribute has been 
assigned to glyph aspect ratio
c.  Glyph rotation has been as-
signed a data attribute as well
Figure 3.2: Adding more attributes to the glyph, while preserving the glyph’s orthogonality.
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Figure 3.3: The upper and lower glyph shape are based on super ellipses and can each represent a data variate.
The overall glyph size is normalized in order to account for implicit size changes introduced by the glyph shape.
possible to perceive each property individually (or to mentally reconstruct them
as suggested by Preim and Ropinski [194]). In this context, the number of data
variates that can be depicted must be seen in relation to the available screen
resolution. Large and complex glyphs can be used when only a few data points
need to be visualized (compare to the local probe [48], for example). If many
glyphs should be displayed in a dense manner, however, a more simple glyph may
be desirable [123].
In Fig. 3.2a–d, an increasing number of variates is represented by our proposed
glyphs. The use of glyph size and aspect ratio should be handled with care, since
these glyph properties may distort the interpretation of others. Size can be used,
for instance, to focus on important aspects of the data (similar to a focus+context
style). Fig. 3.3 shows how the upper/lower glyph shape represent a data variate
by changing from a star (small value), to a diamond, to a circle, and a box
representing a large value. Since the changes in shape aﬀects the area (size) of
the glyph, we suggest to normalize these eﬀects against each other. Accordingly,
the overall glyph size is altered in order to compensate for these implicit changes.
Another design guideline is the usage of redundancies. Our glyph is horizontally
symmetric which should make it easier to mentally reconstruct the glyph shape
when parts of it are occluded. Important properties can, moreover, be mapped
to multiple glyph characteristics in order to reduce the risk of information loss.
When designing glyphs, it is especially important to consider how diﬀerent glyph
properties interact with each other and thereby possibly distort the interpretation
(compare to glyph size and aspect ratio).
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Important aspect when rendering many glyphs in a dense 3D context are depth
perception, occlusion, and visual cluttering. Halos can help in cases where many
glyphs overlap in order to enhance the depth perception and to distinguish indi-
vidual glyphs (compare to Piringer et al. [181]). For improving the depth percep-
tion for non-overlapping glyphs a special color map (chroma depth [225]) can be
used to represent depth. Finally, appropriate glyph placement [194, 249], inter-
active slicing, or ﬁltering via brushing are strategies for dealing with occlusion
and cluttering issues.
The proposed glyphs are demonstrated in the study of a Diesel particulate
ﬁlter (Sec. 4.2) and in the visual analysis of multi-run data, where aggregated
data properties are represented by the same glyphs (Sec. 4.4.1). Further details
with respect to our glyph design can be found in paper B.
3.3 Visual Analysis across Two Parts of Scientific Data
Scientiﬁc data in classical application scenarios are usually given in a coherent
form, similar to a table with rows and columns that is given in relation to space
and time. In practice, however, we increasingly often ﬁnd data and model scenar-
ios that are more heterogeneous. The data consist of multiple parts stemming, for
instance, from numerical models that simulate diﬀerent interacting phenomena.
Examples are multi-physics simulations such as ﬂuid–structure interactions [22]
(FSIs) as well as coupled climate models [86]. While these scenarios are getting
increasingly popular in diﬀerent application ﬁelds, they are hardly addressed in
visualization research (compare to multi-model scenarios described in Sec. 2.6).
Other examples include scenarios where data are given with diﬀerent dimen-
sionality, for instance, 2D/3D data, time-dependent data, or higher dimensional
data stemming from multi-run climate simulations (with additional independent
dimensions representing diﬀerent simulation parameters [86, 151, 152]). In the
analysis, one often aims at reducing the data dimensionality, for instance, by com-
puting statistical aggregates with respect to an independent data dimension [5]
(e.g., calculating temporal or spatial mean values). Often, only the aggregated
data part is further analyzed, accepting that the details from the original data are
lost. In our work, however, we integrate both data parts, the original multi-run
data and the aggregated data, into the visual analysis.
The challenge with scenarios as described above is to integrate multiple data
parts into the visual analysis and to support the investigation of relations and
feedback between the parts. One is, for example, interested in the areas of an
ocean model that are inﬂuenced by adjacent atmospheric regions that exhibit cer-
tain characteristics such as high temperatures. How can such a feature from the
atmosphere be propagated to the ocean part? It should also be possible to direct
the analysis in the opposite direction, for instance, specifying an ocean feature
and further examine it in the atmospheric part. Our idea is to use the fractional
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Figure 3.4: In a ﬂuid–structure interaction simulation (a), ﬂuid and solid parts are connected via an interface
that relates cells sharing a common boundary. A similar interface is constructed for the visual analysis (b). The
inﬂuence (weights) of the grid cells related to a certain cell (blue) are encoded in red.
degree-of-interest (DOI) attribution, resulting from smooth brushing [53], as a
common level of data abstraction between the related data parts. Such markups
represent the ﬁrst interpretation level, ranging from data to knowledge (compare
to Chen et al. [33]).
We propose a concept that enables the bidirectional transfer of user-speciﬁed
features between two related data parts. Similar to a ﬂuid–structure interaction
scenario (see Fig. 3.4a), we create a so-called interface1 that connects individual
grid cells between the two data parts and enables the transfer of DOI information.
Our interface is inspired by the data state reference model [36] and consists of:
1) a structural relation that speciﬁes which grid cells at which time steps are
related between both data parts; 2) a feature transfer, i.e., diﬀerent ways of how
the DOI information—resulting from smooth brushing—is exchanged across the
data parts between the related grid cells; and 3) an automatic update mechanism
that keeps the feature speciﬁcation in both data parts consistent during the visual
analysis. A similar coordination space is implicitly given in the model-view-
controller pattern [18] or cross-ﬁltered views [252]. With our approach, however,
we account for the heterogeneity of independent data dimensions (compare to
multi-run data). Features can be transferred as well between spatially adjoining
1Many disciplines including physics, biology and computer science utilize this term. According
to the Oxford English dictionary, an interface signiﬁes “a point where two things meet and
interact.”
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data parts similar to ﬂuid–structure interactions, leading to a joint focus–context
discrimination that accounts for the fractional DOI information.
Analogous to relational data bases, diﬀerent data items can form an one-to-
one, one-to-many, or many-to-many relation (compare to North et al. [171]).
This relationship is speciﬁed when creating the structural part of the interface,
for instance, in a preprocessing step. Additional weight values are assigned to
each connection between two cells. During the visual analysis, these values are
then considered when transferring the fractional DOI information between the
data parts and determine the inﬂuence a related data item has on the item in
question. The relationship between ﬂuid and solid parts in an FSI scenario, for
example, can be translated into a many-to-many relation. Grid cells sharing a
common boundary are then connected as illustrated for an example cell (blue)
in Fig. 3.4b. The weight values are encoded in red, representing that grid cells
that are located close-by have more inﬂuence than cells located farther apart.
A similar relation can be established between (partially) overlapping data parts
from multiple sources, which are possibly given at diﬀerent grids and/or resolu-
tions (i.e., multi-modal data as described in Sec. 2.4). Instead of resampling the
data to a common grid, a many-to-many relation can be established, where the
weight values represent the spatially overlapping volume of the related grid cells
(similar to an interpolation during resampling).
Two kinds of relationships can be speciﬁed between multi-run and aggregated
data: an aggregated grid cell can be related to the multi-run cells that share
the same space and time, and vice versa. Such a one-to-many relationship is
utilized in the demonstration cases with multi-run climate data in section 4.4.
Alternatively, each run can be considered as an individual data part in addition
to the aggregated data. A many-to-many relation can then be established where
each multi-run grid cell is related to the other multi-run cells (each located in
another data part/run) given for the same space/time as well as the corresponding
grid cell in the aggregated data. With the latter setup, a feature speciﬁed in one
run can then be compared to the related data in the other runs as well as the
aggregated data. However, the investigation of such a many-to-many relation for
scenarios that incorporate more than two data parts is subject of current work.
The feature transfer previously mentioned provides diﬀerent options of how
the DOI values of the related grid cells can be exchanged. An example is the
transfer of the weighted sum of related DOI values, taking the associated weight
values into account. Alternatively, only the maximum (weighted) DOI value can
be transferred in order to preserve isolated DOI peaks. These alternatives are
useful for diﬀerent stage of the analysis, for instance, starting with a maximum
DOI transfer in order to not “lose” features in cells with small weight values due
to averaging. At a later stage, the user may then want to switch to a weighted
DOI transfer in order to study the degree to which features coexist. In paper C,
we propose a set of similar strategies for a visual analysis across two data parts
and provide further details with respect to our interface. An example analysis of
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ﬂuid–structure interactions is described in section 4.3 and selected parts of our
study of multi-run climate data are discussed in sections 4.4.1 and 4.4.2.
3.4 A Moment-based Scheme for Visual Analysis
The interface described above can also be employed to transfer data properties
between parts of the data (compare to data transformations in the reference
model [36]). Using the structural relation speciﬁed in the interface, such statis-
tical properties can be computed on-demand via the integrated data derivation
module of our framework. In this work, we study the integration of diﬀerent
statistics, aggregated along independent dimensions of higher dimensional multi-
run data, into the visual analysis process. A scheme based on statistical moments
is proposed, which provides guidelines to the multitude of opportunities during
such an analysis. Multi-run data and aggregated properties are thereby related
across the interface (one-to-many relation), enabling the analyst to work with
both data representations simultaneously. Interesting multi-run distributions
can then be selected, for instance, by brushing certain aggregated statistics.
In the analysis, one is commonly interested in data trends and outliers. The
four statistical moments describe important characteristics of data distributions,
that is central tendency (mean), variance, asymmetry (skewness) and peaked-
ness (kurtosis) of the distribution [148]. Furthermore, extreme observations that
substantially deviate from the rest of the data can be identiﬁed using measures
of outlyingness [148]. Since such outliers can inﬂuence the traditional measures,
the moments can be estimated in robust ways as well [60, 121]. This multitude
of available statistics, however, also generates a “management challenge” for the
analyst: Which statistical moments should be opposed in a scatterplot? Should
a traditional or robust estimate be chosen? Should a data transformation such
as normalization or scaling be applied to emphasize certain data characteristics?
In our work, we propose a set of view transformations as a structured approach
to construct a multitude of informative views, based on statistical moments.
These transformations can be seen as an extension to classical data transforma-
tions and support the analyst in maintaining a mental model of the currently
utilized views. We propose: 1) transformations of moment order that increment
the kth moment shown in a view to the (k+1)th moment; 2) transformations of ro-
bustness replace a classical estimate in a view by a more robust one (e.g., median
instead of mean); 3) relating transformations that relate the axis in a view, for in-
stance, by subtracting them or computing the ratio; and 4) scale transformations
that change the scale or unit of a view axis. Relating and scale transformations
are closely related to classical data transformations. They support the compari-
son of view attributes to each other and can be utilized to enhance the depiction
of statistical properties, for instance, by using a logarithmic scale.
Transformations of order and robustness, on the other hand, support the classi-
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Figure 3.5: Basic view setup showing combinations of all four moments in the aggregated data part in (a), (b)
and (d). Interesting distributions are brushed and highlighted in the quantile plot in (c).
ﬁcation of useful attribute combinations in 2D scatterplots. We present a scheme
consisting of views showing: 1) the kth vs. (k + 1)th moment estimated in a tra-
ditional or robust way; 2) traditional vs. robust estimates of the same moment,
and 3) diﬀerent robust estimates of the same moment. The diﬀerent views can
support diﬀerent tasks such as exploration of relations between diﬀerent mo-
ments or assessment of the inﬂuence of outliers by opposing traditional and/or
robust estimates. Figs. 3.5a, 3.5b and 3.5d show combinations of all four mo-
ments, computed from multi-run climate data. The views result from consecutive
transformations of moment order Tord . Such a setup of views supports the in-
vestigation of basic characteristics of the related distributions, where the views
are arranged such that each of them have an axis in common. By replacing the
traditional estimates by their robust alternatives one can, moreover, study the
eﬀect of outliers on the measures.
For depicting the individual data distributions of the multi-run data, so-called
quantile plots and Q–Q plots [254] (quantile–quantile plots) are utilized. While
these views are common in statistics, they are hardly known in visualization re-
search. A traditional quantile plot depicts the sample quantiles2 of only a few
2A sample quantile q(p) [90] splits a distribution of values {x1, . . . , xn} such that at least
np of the samples are ≤ q(p) and at least n(1 − p) values are ≥ q(p) where p ∈ [0, 1].
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distributions. In our work, however, we visualize all data distributions in the
multi-run data using a focus+context style. In Fig. 3.5c, the multi-run tempera-
ture values of each location in space/time are normalized to the unit interval using
a scale transformation. The resulting values are shown as a sequence of points
that monotonically extends from the left to the right. Diﬀerent distributions can
be compared with each other (the shape of a standard normal distribution is
depicted as a dashed curve). An interesting combination of mean and standard
deviations has been selected in Fig. 3.5a and reﬁned in Fig. 3.5b. Related dis-
tributions are thus emphasized in color in Fig. 3.5c. Distributions with negative
skewness are highlighted in green. While most of the values of these distribu-
tions are located on the top of the ﬁgure, certain values that strongly deviate
can be seen on the left in Fig. 3.5c. Applying a scale transformation on the y-
axis, a measure of outlyingness can be used instead, which supports the further
investigation of this feature (compare to Fig. 3c on page 131, paper D).
In our scheme, we provide two robust alternatives for each statistical moment:
1) measures that are based on octiles [87, 157] (special cases of quantiles) that
aim at reducing the inﬂuence of outliers and 2) measures that utilize the median
and median absolute deviation from the median (MAD) as robust estimates for
mean and standard deviation, respectively [60]. Classical and robust estimates
for the same moment can be compared in views that result from robustifying
view transformations (see Fig. 3.6). These views of type kth vs. kth moment can
be utilized in order to assess the inﬂuence of outliers on the measures. For nor-
mally distributed data, the points should be located along a diagonal. Deviations
The three quartiles that are commonly depicted in box plots [233] are examples for such
quantiles: lower quartile q1 = q( 14 ), median q2 = q(
1
2 ), and upper quartile q3 = q(
3
4 ). The
median is, moreover, a robust estimate for the mean of a distribution and the interquartile
range (IQR = q3 − q1) is a robust measure for the standard deviation.
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Figure 3.7: Visual analysis of ship movement data using interactive difference views. (a) depicts the available
data variates as histograms, (b) compares the difference in ship trafﬁc around Stavanger per weekday to the aver-
age trafﬁc (c), a histogram of different ship types is shown in (d), and selections can be made in scatterplots (e).
Using a context menu, data in a view can be further compared by depicting deviations from the average for
different categories or bins (e.g., weekdays, ship type, ship speed). Image adapted from Daae Lampe et al. [47].
from this pattern can then be investigated, for instance, by applying a relating
transformation that subtracts one view attribute from the other.
A number of views from the statistics literature can be constructed by the
proposed set of view transformations. Examples are the standard and detrended
Q–Q plot [254], plots showing skewness and kurtosis that form a so-called Fleish-
man system [61], as well as the spread vs. level plot [233] that opposes the log-
arithmic versions of median and interquartile range. We consider the fact that
these views agree well with the proposed scheme as evidence that the classiﬁcation
is useful and appropriate. The proposed view transformations, moreover, match
the iterative nature of a visual analysis (compare to the Keim’s mantra [116]);
views are modiﬁed step-by-step along with a mental model of the views (compare
to Liu and Stasko [139]). Selected results from an application of our scheme in
an analysis of multi-run climate data are given in Sec. 4.4. Further details can
be found in paper D.
In recent work, we explicitly implement the concept of view transformations
in an user interface that rapidly enables the construction of a series of diﬀerence
views. These views show aggregated diﬀerences between movement data using
a visualization that is based on kernel density estimates (KDEs). The approach
supports the visual analysis of a set of hypotheses, for instance, by comparing
ship traﬃc at diﬀerent workdays (see Fig. 3.7b). The aggregated movement data
for diﬀerent days are then related to the overall average by showing the particular
diﬀerences (compare to relating transformations). For further details see Daae
Lampe et al. [47].
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Demonstration Cases
In this chapter, we demonstrate the diﬀerent approaches that are described inthe previous chapter. Selected results from an exploration of time-dependent
climate data are presented in Sec. 4.1. Here, the main goal is the generation of
promising hypotheses that are subsequently evaluated with statistical methods.
The glyphs that are described in Sec. 3.2 are utilized in the analysis of an Diesel
particulate ﬁlter (Sec. 4.2) as well as in the visual analysis of multi-run data
(Sec. 4.4). In the latter example, multi-run data and aggregated statistics are
related via our proposed interface (see Sec. 3.3), which supports the investigation
of features across multiple parts of data. The same concept is used in the analysis
of a ﬂuid–structure interaction in section 4.3. Finally, our scheme for visual
analysis based on statistical moments is demonstrated in section 4.4.2.
4.1 Exploring Climate Data for Hypotheses Generation
The goal of this study is the generation of hypotheses related to climate change,
which can be subsequently evaluated using classical statistics. Our cooperation
partners from climate research were interested in ﬁnding speciﬁc regions in the
atmosphere that represent potential sensitive indicators for climate change. An
example for such a hypothesis could be that a cooling trend over several years, lo-
cated at certain pressure levels in a speciﬁc geographic region, can be considered
a robust and sensitive indicator for atmospheric change. In order to generate
such hypotheses, we utilize the data derivation mechanism of our analysis frame-
work [52, 54] for temporal data abstraction.
First, certain climate variables such as temperature or geopotential height are
temporally smoothed, and then linear trends are computed as moving diﬀerences
over a certain timespan. In order to determine the signiﬁcance of the derived
climate signal, the corresponding signal-to-noise ratio (SNR) is computed as
well. The temporal trends in the aspired indicator regions should exceed a cer-
tain SNR, which means that the derived climate signals substantially deviate from
the natural climate variability (compare also to Ladstädter et al. [132, 133]). The
hypotheses that emerge during the visual exploration process are then evaluated
using statistical trend testing [131, 256].
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Figure 4.1: Exploration of the temperature ﬁeld of ECHAM5. Areas with high SNR values have been selected
in another view (not shown), the corresponding derived temperature trends are highlighted in a function graph
view (a). The same features are emphasized in a plot showing trend vs. pressure levels (b) as well as in the
geographical context (c). Figure adapted from Ladstädter et al. [133].
In the following, the temperature ﬁeld of one ECHAM5 climate model simu-
lation run1 [193] of the B1 scenario of the Intergovernmental Panel on Climate
Change (IPCC) 4th Assessment Report is investigated. The ECHAM5 IPCC 20th
century run is utilized for the period before 2001. In order to reduce the inﬂuence
of seasonal cycles, seasonal-mean ﬁelds of temperature (June-July-August) are
used. Linear trends are computed over 25 years, together with the correspond-
ing SNR. In the visual exploration, several linked scatterplots and a function
graph view are brought up next to each other. In order to localize the sensitive
indicator regions, low absolute signal-to-noise ratios are excluded from the se-
lection (not shown here). Since we do not want a sharp discrimination between
regions with high and low signiﬁcance, smooth brushing is utilized [53] in our
study. The uppermost pressure level (10 hPa) is, moreover, excluded since the
ECHAM5 data has known deﬁciencies in these areas [42].
Figure 4.1a depicts the variation of the derived temperature trend over time
(2014–2050) in the new function graphs view. The feature highlighting (red
color) is enhanced in order to make the sensitive indicator regions more visible.
Negative temperature trends show a high signiﬁcance over the whole investigated
time period. Positive trends become more signiﬁcant around 2030. In Fig. 4.1b,
sensitive regions with positive temperature trends are mainly located in the upper
troposphere, while indicator regions with negative trends are located in the lower
stratosphere. The indicators can be investigated in their geographic context as
well (see Fig. 4.1c), where the Northern Hemisphere summer is visible in the
June–August trends.
Speciﬁc hypotheses generated from these views (i.e., the identiﬁed indicator
regions) are subsequently evaluated using statistical least-squares-ﬁtting (com-
1Max-Planck-Institute for Meteorology (MPI-M) Hamburg, Germany.
42
Glyph-based Analysis of a Diesel Exhaust System
Figure 4.2: (a) Statistical trends are computed mainly with respect to the IPCC regions [131, 214]. Temperature
trends are computed for the time period 2001–50. Regions with statistically signiﬁcant positive trends are
depicted in red, and signiﬁcant negative trends are shown in blue. Figure taken from Ladstädter et al. [133]
pare to Lackner et al. [131]). For the Canada–Greenland–Iceland (CGI) region,
for instance, the signiﬁcant negative temperature trend in the topmost pres-
sure levels (10–30 hPa) can be conﬁrmed as well as the positive trend at the
250 hPa level (see Fig. 4.2b). Also other generated hypotheses compare well
with the results from statistical analysis (compare to Ladstädter et al. [133]).
In Fig. 4.1c, a band of high signiﬁcance is visible in the Southern Hemisphere
subtropics (20◦–30◦S). This apparently sensitive indicator is located between the
zonal bands of the IPCC regions that are commonly utilized in the computa-
tional analysis [131, 214]—see the gap between the tropical (TRO) and Southern
Hemisphere midlatitudes (SHM) band in Fig. 4.2a. In a traditional statistical
analysis, this indicator region would have been “overlooked.”
Further results and generated hypotheses can be found in section 4 of paper A,
where a diﬀerent scenario (A2) of the ECHAM5 climate simulation and ERA-40
reanalysis data2 [212] is used. As one conclusion, we see an excellent potential of
generalizing this tight integration of visual exploration and statistical analysis to
other scenarios with similar characteristics.
4.2 Glyph-based Analysis of a Diesel Exhaust System
We use the glyphs proposed in Sec. 3.2 in a visual analysis of a Diesel particular
ﬁlter that is part of a Diesel exhaust system studied by Doleisch et al. [54]. The
ﬁlter traps Diesel particulates (soot) and burns them at high temperatures during
regeneration cycles. According to Doleisch et al. [54], the domain experts want
to understand whether the soot is burned completely and at which locations
and how fast it is oxidized. In Fig. 4.3, diﬀerent data variates are encoded in
the glyph-based visualization. Flow temperatures are represented by color and
the overall glyph size for redundancy purpose. The amount of soot is depicted
2European Centre for Medium-Range Weather Forecasts, Reading, U.K.
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Figure 4.3: Soot particles are burned at high temperatures in a Diesel particular ﬁlter. Two areas are indicated
by circles with a high amount of soot (upper shape) and a decelerated soot reduction (lower glyph shape), which
is seemingly related to low temperatures (color) and lower O2 levels (rotation).
by the upper glyph shape, and the lower shape shows the second derivative of
the amount of soot (soot momentum3). Additionally, the amount of O2, being
important for the oxidation process, is depicted by the glyph rotation (−45◦ to
45◦). Using the glyph-based visualization, the depicted data variates can be
related to each other.
In ﬁgure 4.3, the oxidation progresses from left to right over time. We can see
that an uneven soot oxidation is apparently related to diﬀerences in temperature.
Two areas with relatively low temperature (green color, see the circles) are located
to the right of the peak temperatures of the oxidation process (red). The O2
fraction in these areas is relatively low (counter clockwise rotation), which aﬀects
the soot oxidation in addition to low temperatures. The amount of soot in these
areas is thus relatively high (upper glyph shape). In contrast, we can see that
the amount of soot in areas left to the peak temperatures is rather low (here the
soot has been burned already). Using the glyph-based visualization in addition to
linking and brushing supports the investigation of important data characteristics.
3This information is important, since we are interested in the rate of soot reduction (negative
1st derivative) and whether the soot reduction is accelerated (negative 2nd derivative) or
slowed down (positive 2nd derivative), compare to Hauser [74].
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Figure 4.4: Visual analysis of heat transfer in an FSI scenario: (a) vortical regions within the ﬂow volume are
selected via the λ2 criterion [101]. The feature is transferred to the solid part, where statistical properties for
different selected regions are shown over time (b).
Such an approach is demonstrated in section 4.4.1, where aggregated properties
of multi-run data are depicted by glyphs.
4.3 Visual Analysis of a Fluid–Structure Interaction
In the following, data from a multi-physics simulation of warm water ﬂow though
a cooler aluminum foam is investigated. Both domains are modeled individually
in the simulation as spatially adjoining 3D volumes. Fluid and structure are
thereby connected by an interface representing the physical boundary region (see
Fig. 3.4a, page 35). The interface enables the exchange of properties such as heat.
In the analysis, we investigate how the thermal behavior of the foam is inﬂuenced
by its micro structure. We utilize the interface concept described in section 3.3.
Both ﬂuid and solid data resulting from the simulation are integrated in our
visual analysis framework. A many-to-many relation is established between the
grid cells located in the boundary region between the data parts (illustrated in
Fig. 3.4b). Weight values are speciﬁed such that grid cells located farther apart
have less inﬂuence on each other than cells located close-by.
Vortices are highly important for understanding ﬂow characteristics such as
the investigated heat exchange. Vortical ﬂow regions are, therefore, selected
using the λ2 criterion [101]. Areas with strong vortical properties are depicted
in red in Fig. 4.4a. The selection from the ﬂuid part is instantly transferred to
the foam part via the interface. In order to derive quantitative properties from
the transferred feature, the solid temperature in the selected vicinity of vortical
ﬂuid has been averaged and is plotted as a green curve over time in Fig. 4.4b.
Additionally, the temperature in the solid part close to the ﬂuid is depicted as
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a brown curve, and the overall average temperature in the solid is shown as
a black curve (corresponding standard deviations are shown as ﬁlled areas in
the background; see Unger et al. [236] for more details on this visualization of
statistics computed on smoothly brushed features). As shown in Fig. 4.4b, the
solid temperature close to vortical ﬂow (green curve) is warmer than the solid
in vicinity to the ﬂuid (brown curve) as well as the average solid temperature
(black curve). This is a strong indication of a direct relation between turbulent
ﬂow around the foam structure and the corresponding heating process.
4.4 Visual Analysis of Multi-run Climate Data
In this section, the concept of relating two parts of scientiﬁc data by an interface
is exempliﬁed in a study of multi-run climate data. Additionally, we demonstrate
how a model of visual analysis that is based on statistical moments enables the
structured study of diﬀerent characteristics of multi-run data (Sec. 4.4.2). Data
from a multi-run simulation of a palaeoclimatic cold event is investigated [10].
The anomaly was caused by a meltwater outﬂow from Lake Agassiz, an enor-
mous glacial lake located in the center of North America. Due to climate warm-
ing and melting of the Laurentide Ice Sheet, the lake drained approximately
8,200 years ago. The investigated data results from a multi-run simulation of
the CLIMBER-2 coupled atmosphere–ocean–biosphere model, which simulates a
cooling of about 3.6 K over the North Atlantic [10].
An important goal for the climate modelers is to better understand how sensi-
tively their simulation model reacts to variations in certain control parameters.
In such a sensitivity analysis one aims at identifying the parameters with most
inﬂuence, which can help to validate the model and also guide future research
eﬀorts [70]. Multiple simulation runs are, therefore, computed with varied initial
parameters. In the following, we perform a visual sensitivity analysis of the ocean
part of the CLIMBER-2 model based on the input parameters diﬀ h and diﬀ v.
In section 4.4.2, our moment-based scheme for visual analysis is exempliﬁed on
data from the atmosphere-part of the same CLIMBER-2 model [10].
4.4.1 Visual Sensitivity Analysis across an Interface
In the multi-run simulation of the ocean model, two ocean diﬀusivity parameters
are altered, one horizontal (diﬀ h) and one vertical (diﬀ v), with ten variations
each. The resulting data consist of a total of 100 runs (10 × 10), where the
temperature values for each run are given for 500 years on 2D sections (latitude
× depth) through the Atlantic, Indian and Paciﬁc ocean. Since the number of
independent dimensions of the multi-run data is challenging, aggregated statistics
with respect to the run dimensions of the data are computed. The resulting
aggregated data are stored in one data part, where a one-to-many relation is
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Figure 4.5: Aggregated and multi-run ocean data form a one-to-many relation in the interface: (a) glyph-based
visualization of four aggregated properties (color, overal glyph size, upper/lower shape). The original multi-run
data on 2D cross sections is shown in (b). The run parameters are encoded in one of the spatial dimensions.
established between each aggregated grid cell and the related cells in the multi-
run data part (given for the same space and time). In the analysis, one can thus
go back and forth between aggregated and multi-run data, using the interface to
transfer features in both directions.
The glyphs proposed in section 3.2 are utilized to represent aggregated statis-
tics in a 3D visualization. The quartile information commonly shown in box
plots [154] is computed for each multi-run distribution. In Fig. 4.5a, the lower
and upper glyph shape represent the distance between distribution’s median q2
and the lower and upper quartile (q1 and q3), respectively. The overall glyph
size, moreover, represents the interquartile range (IQR = q3 − q1), which is a
robust estimate for the standard deviation. The median temperature is depicted
using a diverging color map [19]. The corresponding statistical properties can be
explored in the aggregated data using the setup similar to ﬁgure 3.5 (page 38).
Large interquartile ranges are brushed and opacity represents the corresponding
DOI values in Fig. 4.5a. The glyphs give a qualitative overview of the related
multi-run distributions. A few locations with large interquartile ranges (larger
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Figure 4.6: Analyzing distributions that contain at least 10% outliers: (a) scatterplot showing the percentage of
total outliers (x-axis), and a measure to determine how the outliers are distributed (y-axis), i.e., are more located
above q3 (upper outliers) or below q1 (lower outliers). The same outlier properties are depicted using glyphs (b).
glyphs) can be seen. The upper and lower glyph shape, moreover, provide infor-
mation about the skewness of the distribution. The multi-run data for the same
time step is shown in Fig. 4.5b. For each run, the cross section (latitude × depth)
given for the Atlantic, Indian and Paciﬁc Ocean are shown. The corresponding
run settings are encoded in one of the spatial axes of the visualization (run axis).
The camera settings in both views are synchronized during interaction.
Visual Outlier Analysis: As a next step, we investigate certain multi-run values
that deviate signiﬁcantly from the rest of the corresponding distribution in the
multi-run data. Finding such outliers, together with the corresponding run set-
tings, can help to ﬁnd possible errors in the model as well as unsuitable parameter
settings for the simulation. For each distribution in space/time, the total percent-
age of “mild” outliers is computed [233]: that is the percentage of values above
q3+1.5× IQR (upper outliers) plus the percentage of values below q1 −1.5× IQR
(lower outliers). The scatterplot in Fig. 4.6a depicts the total percentage of out-
liers, computed for each multi-run distribution, on the x-axis. The y-axis shows
the percentage of upper minus lower outliers and, therefore, provides information
on how the outliers are distributed. This means, for example, are more outliers
located above the upper quartile or below the lower quartile, are they equally
distributed, etc. The number of data items per rectangle is encoded in luminance
and the corresponding DOI values are shown in color (red represents the focus).
Using a smooth brush [53], we focus on distributions that contain more than 10%
of outliers.
The corresponding outlier characteristics can be investigated in the spatial con-
text using our glyph-based visualization (see Fig. 4.6b). The percentage of total
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outliers is encoded in the overall glyph size, and the percentage of upper and
lower outliers is represented by the upper and lower glyph shape, respectively.
The median temperature is encoded in color. A group of grid cells with mainly
upper outliers is located in the north of the Atlantic (red ellipse). Another group
of lower outliers is propagating northwards over time, and downward near the
seabed (blue ellipse). This feature can be investigated over time by interactively
changing the depicted time step. Here, it extends over the North pole to the
other parts of the arctic sea (not shown here). This feature is further analyzed
by deriving additional statistics in both aggregated and multi-run data. Com-
puting a measures of outlyingness in the multi-run data (as outlined in Sec. 3.4)
eventually supports the identiﬁcation of concrete settings for diﬀ h and diﬀ v that
produce certain outlier characteristics that are speciﬁed in the aggregated data
part. The investigation of these features across the interface was beneﬁcial for
this application study. Further details and results are provided in paper C.
4.4.2 Moment-based Visual Analysis of Multi-run Climate Data
We demonstrate our moment-based scheme for visual analysis (described in
Sec. 3.4) in another study of multi-run climate data. The investigated data stems
from the atmosphere-part of the CLIMBER-2 model, which simulates a cooling
over the North Atlantic [10]. A global sensitivity analysis [158] is performed in
the simulation. The space of model parameter, consisting of seven parameters,
is thereby sampled iteratively in order to identify the most inﬂuential paramters.
The resulting multi-run data consists of 240 runs that are each given for a 3D at-
mosphere over 500 years. Multi-run and aggregated data are again related via an
interface. The four standard moments are initially computed for each distribu-
tions of multi-run values. The resulting mean temperature, standard deviation,
and skewness are represented in color in Fig. 4.7a (timestep 80). Distributions
with higher standard deviations can be seen in southern latitudes together with
positive skewness values. A view setup is created that shows combinations of all
four moments (aggregated data) and a quantile plot.
Relations between diﬀerent moments are investigated via brushing. Since there
is no clear distinction between focus and context, a smooth brush [53] is utilized.
Certain distributions with positive skewness and negative kurtosis are selected
in Fig. 4.7b and highlighted in green in the quantile plot in Fig. 4.7c. The
distributions in this plots have been normalized (scale transformation) in order to
be comparable among each other. The majority of the selected distributions are
bimodal, i.e., they have two local maxima (modes) as also shown in the histogram.
The runs for these grid cells represent diﬀerent states of the climate model. The
distributions can be compared to distributions depicted in red, which are selected
in a mean vs. standard deviation plot (not shown here). As a next step, the eﬀect
of outliers on the classical moments is investigated. Several views are replaced
by their robust alternatives using a transformation of robustness Trob. Some of
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Figure 4.7: (a) Aggregated mean temperature, standard deviation, and skewness are shown for the 3D atmo-
sphere of a multi-run climate simulation (timestep 80). Interesting data characteristics are brushed in (b) and the
corresponding distributions are investigated in a quantile plot (c). A robust version of view (b) is shown in (d).
the highlighted points (red, green) with negative kurtosis values in Fig. 4.7b are
positive when estimated in a robust way (Fig. 4.7d). Further results from this
study can be found in Sec. 5 in paper D.
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Conclusions and Future Work
Multi-faceted scientiﬁc data are becoming a standard in many areas includ-ing climate research and engineering. Data are often multi-variate, time-
dependent and stem from multi-modal, multi-run, and/or multi-model scenarios.
Addressing the diﬀerent data characteristics described above in an integrated
approach is very challenging. In this work, we propose multiple extensions for a
visual analysis framework that is based on feature speciﬁcation via brushing in
multiple linked views, focus+context visualization, and on-demand data deriva-
tion [52, 73].
The integration of derived data resulting from computational analysis such as
statistics into the visual analysis process has shown to be beneﬁcial in many
scenarios [113, 116, 223]. When exploring time-dependent climate data, for in-
stance, the computation of temporal trends was essential for generating promising
hypotheses. It was very rewarding to see how positively our visual analysis tech-
nology was adopted in a challenging application domain such as climate research.
Another example was the computation of descriptive statistics for analyzing data
trends in multi-run data. This kind of data reduction enabled an eﬀective visual
analysis where the analyst could change between traditional and robust esti-
mates of the four moments. Additional measures of outlyingness were essential
for identifying outliers that substantially deviated from the results of the other
runs. This increase of opportunities, however, also generated a challenge for the
analyst to maintain an overview of the currently used statistics. Selected view
transformations helped to categorize this multitude of informative views based on
statistics and aligned well with the iterative nature of a visual analysis (compare
to Keim’s mantra [116]). Relating transformation can be used, for instance, to
investigate deviations from expected patterns or trends stemming, for instance,
from a linear regression model. We use similar view transformations for creating
diﬀerence views in the visual analysis of multi-variate movement data [47].
We identify the visual analysis of data from multi-run simulations and inter-
acting simulation models (e.g., coupled climate models or multi-physics simula-
tions) as promising directions for future research, as well as multi-modal visu-
alization. The proposed interface concept supports a visual analysis that incor-
porates multiple parts of scientiﬁc data. Features that are speciﬁed via smooth
brushing [53] can be transferred across the interface in several ways, for instance,
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transferring the maximum or a weighted sum of related DOI values. For the
investigated cases with multi-run data and aggregated statistics, the analysis
usually starts at the aggregated level (overview ﬁrst) where certain data char-
acteristics can be speciﬁed via brushing. The feature can then be reﬁned and
investigated in detail in the related multi-run data, for instance, using a quantile
plot. The analysis can then go back and forth between the data parts, where
features are iteratively reﬁned. Similar patterns could be observed when analyz-
ing data from a ﬂuid–structure interaction simulation. Moreover, the proposed
glyphs for 3D data visualization were not only useful for representing diﬀerent
variates, but also for analyzing aggregated data properties from multi-run data.
Here, it was important to maintain the orthogonality of the diﬀerent glyph prop-
erties such that the diﬀerent variates can be interpreted separately.
In future work, we aim to integrate further methods from computational anal-
ysis such as additional measures of outlyingness, clustering or principal compo-
nent analysis. Using visualization to understand the stages of the analysis, for
instance, ﬁnding appropriate parameters or understanding the result of cluster-
ing can support a powerful visual analysis process. Especially the identiﬁcation
of common analysis patterns (similar to the visual analytics mantra [116] or the
information seeking mantra [209]) can give guidelines for similar scenarios. Es-
pecially methods from machine learning such as neuronal networks can extract
patterns and knowledge from the data, which can be used for a knowledge-assisted
visualization [33].
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Abstract
One of the most prominent topics in climate research is the in-vestigation, detection, and allocation of climate change. In this
paper, we aim at identifying regions in the atmosphere (e.g., certain
height layers) which can act as sensitive and robust indicators for
climate change. We demonstrate how interactive visual data explo-
ration of large amounts of multi-variate and time-dependent climate
data enables the steered generation of promising hypotheses for subse-
quent statistical evaluation. The use of new visualization and inter-
action technology—in the context of a coordinated multiple views
framework—allows not only to identify these promising hypotheses,
but also to eﬃciently narrow down parameters that are required in
the process of computational data analysis. Two datasets, namely
an ECHAM5 climate model run and the ERA-40 reanalysis incorpo-
rating observational data, are investigated. Higher-order information
such as linear trends or signal-to-noise ratio is derived and interac-
tively explored in order to detect and explore those regions which
react most sensitively to climate change. As one conclusion from this
study, we identify an excellent potential for usefully generalizing our
approach to other, similar application cases.
This article was published in IEEE Transactions on Visualization and Computer Graphics,
14(6):1579–1586, Nov/Dec 2008. Digital Object Identiﬁer no. 10.1109/TVCG.2008.139.
The work was also presented by the main author at VisWeek 2008, Oct. 19–24, Columbus
Ohio, US. An error in equation 2 has been corrected here.
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1 Introduction
We can see that climate change has become a broadly discussed topic—politics,
business, and also the general public engage with climate issues in parallel to the
work of scientists. Of course, it is prediction which is the most important related
aspect—but similar to weather research it is diﬃcult to come up with determin-
istic results. In this study, we investigate whether we can identify particular
subsets in climate data—both in time and space—that potentially represent sen-
sitive and robust indicators of atmospheric climate change which possibly have
strong predictive power with respect to the long-term development of our Earth’s
climate. We work with two representative datasets to draw our conclusions.
Improved measurement records (e.g., satellite observations) as well as extensive
simulations commonly result in large, time-dependent, and multi-variate datasets
which are diﬃcult to manage. Visualization has proved to be very useful for
gaining insight into such large and complex data. Three main classes of use
cases or application goals can be identiﬁed [205], namely (1) visual exploration;
(2) interactive visual analysis or conﬁrmative visualization; and (3) presentation
(or dissemination).
In our case, we utilize interactive visualization primarily for the early, more
explorative steps (compare also to Tukey [233]). Comparable to the “discover
the unexpected”TM, as coined by Cook and Thomas [223], we aim at rapidly
identifying promising hypotheses that afterwards are checked in an analytical,
conﬁrmative process (in our cases mostly handled by statistics). Generally, we
think that it is easier for visualization to unfold its maximal utility in the con-
text of undirected exploration (as compared to the analysis of clearly speciﬁed
application questions)—and that, even though we have seen a number of cases
where visualization facilitated interactive analysis very eﬀectively [54, 134, 197].
While computational approaches such as statistics conveniently provide good
means to accurately—and also quantitatively(!)—check speciﬁcally formulated
hypotheses, it is generally quite challenging to actually derive these speciﬁc ap-
plication questions. Intuition of experts—based on experiences and knowledge
gained from many years—leads to promising hypotheses as well as scientiﬁc trial-
and-error approaches. The emerged availability of powerful visualization tech-
nology now turns into substantial support for this important step in scientiﬁc
work. Instead of cumbersomely searching within many dimensions and exten-
sive content, we eﬀectively shed light onto complex relations within multi-variate
data by interactive visual exploration. By looking at the data (and the implicit
relations within the data) and by integrating domain knowledge, the user is able
to eﬃciently narrow down on interesting aspects of the data, which is usually
achieved in an iterative process of repeated visualization and interaction steps.
Subsequent analysis is thereby fed with well-informed hypotheses, thus resulting
in a streamlined overall process with fewer large-cycle iterations.
In addition to the important step of identifying hypotheses in the ﬁrst place,
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it also turns out to be important to identify the right parameter settings and/or
boundary conditions for the statistical analysis, especially if there are multiple
parameters that inﬂuence the process. It is one characteristic of modern scientiﬁc
methodology that it is now possible to vary many more parameters than ever
before. While this is useful for a more varied and more detailed analysis, it
also generates the signiﬁcant challenge of managing all this variability. Since
parameters also often inﬂuence each other, meaning that we usually cannot utilize
separability to eﬃciently identify optimal parameters (one by one), we again
welcome support as oﬀered by interactive visualization to act in a more informed,
direct way.
In this paper, we demonstrate how interactive visual exploration is used to iden-
tify certain regions in space and time which are sensitive to climate change. Even
though we successfully used the here employed visualization technology in con-
junction with all three types of application questions (conﬁrmation, exploration,
presentation), we focus on hypothesis generation in this paper. For analysis, the
identiﬁed regions are then statistically evaluated. Visual exploration is also used
to narrow down the parameter ranges that aﬀect the computational analysis.
The entire datasets can be explored at once without the need to preselect certain
subsets, as this is done, e.g., in classical trend testing [131].
The remainder of this paper is organized as follows: section 2 gives a brief
introduction to the here investigated questions of climate research. In section 3
the employed visualization technology is described. Several concrete details of
this application are presented and discussed in Sec. 4. Finally, the paper is
concluded in section 5.
2 Climatological Background
Climate research is concerned with the analysis of the climate system—composed
of the atmosphere (compare to Fig. 1), the hydrosphere, cryosphere, lithosphere,
and the biosphere—, its variability and its long-term behavior [246]. The cur-
rently most prominent topic in climate research is the investigation of climate
change, its detection and attribution, whether naturally or anthropogenically
induced.
For this purpose, we are interested in determining characteristic spatial and
temporal climate signals which can be attributed to some cause such as, for ex-
ample, anthropogenic forcing. These signals are compared with the climate noise
to assess the signiﬁcance of the ﬁndings. The signal should deviate substantially
from the noise to be of use for detecting climate change.
It is not yet completely clear, which physical variable describing the state of the
atmosphere is best suited as a sensible parameter for detecting climate change.
Previous work mostly concentrates on the surface temperature, not at the least
because of the availability of long-term records. With the advent of radiosonde
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Figure 1: Illustration of the vertical thermal structure of the atmosphere, reﬂecting a balance between radiative,
convective and dynamical heating and cooling processes of the surface-atmosphere system. Different layers of
the standard atmosphere are shown (illustration adapted from Melbourne et al. [155]). Changes in the upper
troposphere-lower stratosphere region have strong impact on the Earth’s climate system [246].
and satellite-based measurements as well as global climate modeling in the last
decades, data for upper air atmospheric variables are also available [214]. Key cli-
mate parameters such as temperature, pressure, humidity, or geopotential height
can be accessed and are among the candidates to provide a sensitive indicator
for atmospheric climate change [62, 109].
In the context of climate research, large multi-variate data ﬁelds are commonly
investigated. Usually these ﬁelds describe the physical state of the atmosphere
and can stem from various sources, such as global climate models, reanalysis
data (meteorological observations assimilated into a numerical weather predic-
tion model), or measurement records from a single instrument (e.g., satellite
data). For climate models, these gridded data can easily constitute a resolution
of 1.875◦ × 1.875◦ in latitude and longitude, on 16 pressure levels (leading to a
grid with about 300K cells), e.g., repeated on 100 time steps.1
When it comes to analyzing the data, it is challenging for scientists and practi-
tioners to get a grip on these large time-dependent three-dimensional ﬁelds. The
common way to gain information is to use classical statistical methods such as
linear trend regression, multi-variate data analysis, or pattern analysis, to name
only three [256]. These methods usually require prior knowledge about the data
to narrow down the scope of the analysis (e.g., parameters, boundary conditions).
In this study we focus on the temperature and the geopotential height as in-
teresting key atmospheric variables in climate research. While the temperature
is easily comprehensible out of every-day experience, the geopotential height de-
1Note, however, that the datasets used in this study consist of 180K cells given at 108 and 42
time steps, respectively, corresponding to a horizontal resolution of 2.5◦x2.5◦ and 18 pressure
levels up to 10hPa (as indicated in Fig. 1).
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serves a short elaboration: In meteorology and climatology the common measure
of height is not the geometric but the geopotential height z, which can be seen
as the geometric elevation above sea level corrected by Earth’s gravitation:
z := 1/gN
∫ h
0
g(φ, h′)dh′ (1)
where gN is the standard gravity at sea level, φ is the latitude, and h is the
geometric elevation. The correction is quite small (less than 1% for h = 50km),
but using z instead of h is the more natural measure in the application: Using
in-situ or remote-sensing measurements of the atmosphere, for example, com-
monly provides the temperature, pressure and humidity, but not the geometric
height. Using the barometric formula (relating the pressure with the height), the
geopotential height can be derived directly out of these parameters [246]. Mea-
suring geopotential heights of constant pressure surfaces has therefore become a
common approach in climate science, also because the thermal expansion raises
the height of the constant pressure surfaces, providing a key parameter to detect
climate change.
We consider the temperature ﬁeld of one ECHAM5 climate model simulation
run2 [193] of the A2 scenario simulations for the Intergovernmental Panel on
Climate Change (IPCC) 4th Assessment Report for the time period 1961 to 2064,
as well as the geopotential height ﬁeld of the ERA-40 reanalysis dataset3 [212]
for the time period 1961 to 2002, respectively. Since the ECHAM5 A2 scenario
simulation starts in the year 2001, it is complemented using the ECHAM5 IPCC
20th century run before 2001. Using seasonal (northern) summer means (June-
July-August) in this example provides us with data without the inﬂuence of the
seasonal cycle, yielding clear climate signals.
Given this background, we investigate the following application questions in
this study. We use visual exploration to:
• rapidly generate promising hypothesis, i.e., identify certain regions in space
and time which potentially are sensitive to climate change. Thereby we
can eﬃciently narrow down the parameters and/or boundary conditions
for subsequent statistical analysis;
• assess the inﬂuence of smoothing parameters and trend time-frames on the
ﬁndings;
• analyze the relations between certain interesting subsets of data in multiple
dimensions.
The here employed modern visualization approach provides us with the unique
ability to achieve these tasks faster, and also without the usually needed a priori
knowledge about the datasets (i.e., to get support in data exploration).
2Max-Planck-Institute for Meteorology (MPI-M) Hamburg, Germany.
3European Centre for Medium-Range Weather Forecasts, Reading, U.K.
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3 Interactive Visual Data Exploration
The interactive exploration of the climate data in this application has been car-
ried out in a framework employing a coordinated multiple views setup [52]. The
area of coordinated and multiple views has been steadily developing over the
past ﬁfteen years. A good overview is given by Roberts [191]. A comprehen-
sive overview on visual data mining and visualization techniques with respect to
climate data is given by Nocke [165].
Interactive visual analysis enables users to get into a visual dialog with the
climate data. The procedure that is usually employed is the following: ﬁrst an
interactive visualization according to user input is generated. This helps the user
to gain knowledge about the data, especially in the case of very large and complex
datasets. This knowledge often leads to new questions and/or hypotheses, which
can be explored and analyzed in more detail in an iterative process. Through
interaction the previous visualization results are modiﬁed step by step to gain
more knowledge and insight into the data. For this process it is crucial, that
the tools supporting this knowledge gaining process must be fully interactive
and ﬂexible, allowing to query the data in many diﬀerent ways, even for large
datasets.
In this application study we have used and extended the SimVis framework [52].
In contrast to many of the previously published coordinated multiple views proto-
types, SimVis is targeted at interactive PC-based handling of large datasets. The
previous development of this technology was targeted at the analysis of 3D time-
dependent ﬂow simulation data especially in the automotive ﬁeld [54], but has
recently been extended to also cope with various other data types, e.g., measured
3D weather radar data.
In SimVis, multiple linked views are used to concurrently show, explore, and
analyze diﬀerent aspects of multi-ﬁeld data. The diﬀerent views that are used
next to each other include 3D views of volumetric data (grids, also over time), but
also several types of attribute views, e.g., 2D scatterplots and histograms. Inter-
active feature speciﬁcation is usually performed in these attribute views. The
user chooses to visually represent selected data attributes in such a view, thereby
gaining insight into the selected relations within the data. Then, the interesting
subsets of the data are interactively brushed directly on the screen (compare also
to the XmdvTool [248]). The result of such a brushing operation is reintegrated
within the data in the form of a synthetic data attribute DOI j ∈ [0, 1] (degree-
of-interest (DOI), compare to Furnas [65]). This DOI attribution is used in the
3D views of the analysis setup to visually discriminate the interactively speciﬁed
features from the rest of the data in a focus+context visualization style which is
consistent in all (linked) views [72].
In the SimVis system, smooth brushing [53] (enabling fractional DOI values)
as well as the logical combination of brushes for the speciﬁcation of complex
features [52] are supported. A smooth brush results in a trapezoidal DOI function
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around the main region of interest in the attribute views. Brush attributes and
their composition are explicitly represented in the system and can be interactively
adjusted through the integration of a fully ﬂexible derived data concept, a data
calculator module with a respective graphical user interface—in this study we
will beneﬁt from this feature to derive meaningful parameters with respect to
climate change. These new attributes can be derived from existing ones and
thereafter are available for full investigation in all linked views. Due to the
explicit representation of brush attributes as well as all view settings, analysis
sessions can be saved and reapplied to other datasets through the use of a feature
deﬁnition language [52]. This enables an easier and faster comparison of diﬀerent
climate simulation runs, for example.
New Extensions to the SimVis Framework
In this study we extended the SimVis technology to also work with large climate
simulation results, where especially the time-dependent behavior of diﬀerent at-
tributes is of interest.
To deal with overdrawing and visual cluttering when depicting large amounts
of data we developed a four-level focus+context visualization [161], with the con-
text information for orientation and also three diﬀerent levels of focus in every
attribute view. The diﬀerent focus levels result from logical combinations of fea-
tures, which are speciﬁed by the user in a hierarchical scheme based on individual
selections. When several colors representing diﬀerent focus levels are blended to-
gether (based on their respective smooth DOI values), it is crucial to have as
little color mixing as possible (i.e., avoid the introduction of additional tints).
This enables a more straightforward interpretation of the colors and the under-
standing of corresponding semantics and interrelations of the data. Moreover,
the user is enabled to enhance the contrast of the DOI attribution in a view to
place emphasis on regions with only a few important data items that otherwise
are occluded by large amounts of context data. Therefore, the DOI values used
in our color compositing scheme can be enhanced, i.e., DOIj = DOIγj , where γ
can be altered by the user within [0, 1]. Alternatively, the maximum DOI value
per screen pixel can be displayed opaquely on top, allowing to focus only on the
features regardless of the relative importance with respect to the overall data.
For the improved visual analysis of the time-dependent climate data, we ex-
tended the existing framework with a function graphs view, where we depict a
scalar function over time for each voxel/cell of a volumetric and time-dependent
dataset [161]. In our scenario, this can lead to a dense visualization consisting of
hundreds of thousands or even millions of function graphs, which are given at a
relatively low number of time steps (e.g., 100). Using customizable transfer func-
tions, the number of function graphs passing through each pixel is mapped to the
pixel’s luminance, which allows a straightforward interpretation of data trends,
prominent (visual) structures within the data, and outliers [102, 172]. We use
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Figure 2: Interactive visual exploration of climate data: Meaningful climate parameters are derived from the
original data which are explored interactively in order to form hypotheses. Statistical analysis conﬁrms or rejects
the hypotheses. The results from analysis are generally visualized for illustration. In this pipeline each step can
also reﬂect back on previous steps for efﬁcient information drill down.
data aggregation (frequency binmaps [172] which have been extended to incorpo-
rate also DOI information) and image space methods to retain the responsiveness
even when interacting with such large datasets.
Enhanced brushing techniques were integrated in order to cope with the tem-
poral nature of the data. Time series are classiﬁed according to their similarity to
a user-deﬁned pattern, which can be directly sketched as a polyline by specifying
an arbitrary number of control points. Several measurements were incorporated
to quantify similarity, including the sum of absolute diﬀerences between the gra-
dients (ﬁrst derivative estimated as forward or central diﬀerences) of the function
graphs and the target function. The aggregation of diﬀerences per time series
is then compared to one threshold (for binary classiﬁcation) or alternatively two
thresholds (again with a smooth transition area between focus and context) to
obtain fuzzy DOI values.
4 Exploring The Two Climate Datasets
In this section, we demonstrate the interactive visual data exploration in the ﬁeld
of climate research. We use the extended SimVis framework to deal with the ap-
plication questions as introduced in Sec. 2. Our main goal is to rapidly identify
promising hypotheses, i.e., certain regions in the atmosphere which are poten-
tially robust indicators for climate change. The emerged hypotheses are then
further investigated using statistical analysis [131], and we are able to present
some preliminary results already here.
The respective process is illustrated in Fig. 2. Since it is rather diﬃcult to iden-
tify the regions sensitive to climate change within the original data, we ﬁrst de-
rive meaningful parameters. In our case linear trends are calculated on smoothed
data as moving diﬀerences over N years, and the corresponding signal-to-noise
ratios (SNR) are derived to determine the signiﬁcance of the respective trends.
The computation of these parameters is detailed in Sec. 4.2, and can be performed
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and altered directly within SimVis.4 The sensitive areas in space and time for
which the anticipated signal emerges out of the climate noise background can be
selected and visualized in all available attributes and views.
In an interactive visual exploration process the promising hypotheses can then
be rapidly identiﬁed (e.g., certain height/pressure layers given at certain latitudes
over a certain timespan). The hypotheses can then be conﬁrmed or rejected
using classical least-squares-ﬁtting of a linear trend over a ﬁxed timespan and
pre-deﬁned geographical region [131]. The results from statistics can be further
explored and illustrated using conﬁrmative visualization. The parameters aﬀect-
ing each step in our scenario (e.g., the timespan over which the linear trend is
computed, the parameters aﬀecting the visualization, or the boundary conditions
for the statistical analysis) can be altered and narrowed down eﬃciently in this
process. This leads to more insight and deep information drill-down.
4.1 Hypothesis Generation
In order to quickly come up with new hypotheses, which are otherwise diﬃcult
to generate, we ﬁrst have to consider the features which characterize those atmo-
spheric regions in space and time, which are supposed to be sensitive to climate
change. These can be determined by a high absolute SNR, where the derived
climate signal (i.e., linear trend) exceeds the natural climate variability. In the
following, the temperature ﬁeld of an ECHAM5 climate model run (A2 scenario),
and the ERA-40 geopotential height ﬁeld will be explored.
The ability to browse the whole ﬁeld without prior knowledge of its character-
istics (as usually required when using computational analysis) is advantageous
here. By exploring the data as well as derived attributes with interactive visuali-
zation, possible ﬁeld deﬁciencies (for example common in certain latitude regions
for some reanalysis data) can be eﬃciently detected and consequently taken into
account. Without knowing in advance what the expectations in the data are, in-
teresting features or patterns can be found by browsing interactively through the
ﬁeld. The ﬁndings narrow down the scope for a later, more specialized treatment
using statistical tools, which then are applied to gain quantitative results.
ECHAM5 climate model run
We examine the temperature ﬁeld in an ECHAM5 climate model run, where the
derived parameters are computed based on a 25 year moving timeframe (N = 25).
In Fig. 3a the SNR values of the derived linear temperature trends (y-axis) over
the time domain from 1973 to 2052 (x-axis) are shown in a scatterplot. We
are interested in regions where the derived climate signal has a high signiﬁcance
(i.e., high absolute SNR values), however, there is no sharp boundary which
4The derived data, for instance, for the ECHAM5 climate model results in a 2.38 GB dataset,
which can be interactively explored and also saved to and loaded from the hard disk.
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separates data of signiﬁcance (focus) from the context. So we take advantage of
the smooth brushing [53] capability of SimVis assigning fuzzy degree-of-interest
(DOI) values. Using a smooth NOT-brush (violet rectangle in Fig. 3a) we exclude
the data elements with a relatively low SNR from our selection, i.e., a DOI of 0
(context) is assigned to SNR values within [−0.75, 0.75], a DOI value of 1 (focus)
where |SNR| ≥ 1.25, and a DOI from ]0, 1[ to SNR values from the transition
between focus and context (see the illustration on the left of Fig. 3a).
As a next step we investigate the corresponding feature with respect to the
height. The 2D scatterplot in Fig. 3b shows derived temperature trend values
(x-axis) with respect to pressure levels (y-axis). In the visualization, the averaged
DOI values (with respect to the number of data points) are accumulated and high-
lighted in red according to the DOI. We can see a high signiﬁcance (represented
as pure red) in the topmost layers of the simulation, which may be an indicator
region (see inset Fig. 3g). However, according to the literature the ECHAM5
data has known deﬁciencies in its highest pressure levels [42]. Therefore, we
completely exclude the highest 10 hPa level and partly exclude the 20 hPa layer
using a smooth NOT-brush5 (shown in Fig. 3b, also in the magniﬁcation above
Fig. 3g). A negative temperature trend with high signiﬁcance is still highlighted
in the remaining highest pressure levels (indicated by a blue ellipse in Figs. 3b
and 3c). This cooling trend located in the lower stratosphere is supposed to be
of high signiﬁcance with respect to climate change (and thus part of one here
generated hypothesis).
We also investigate regions with only few important data points (i.e., possi-
bly weaker indicators). Therefore, the maximum instead of the average of the
DOI values are shown in Fig. 3c. Here, a positive (warming) temperature trend
is highlighted in most pressure levels of the troposphere (orange ellipse). Since
this feature is barely visible in Fig. 3b it is supposed to be a less robust indi-
cator for climate change compared to the prominent cooling trend in the lower
stratosphere (blue ellipse). In ﬁgure 3c also the tropopause is visible.6
Figures 3d and 3e show the variation of the derived temperature trend over
time (1973–2052) in the new function graphs view. The DOI values are enhanced
in Fig. 3e in order to make the features more visible. The main part of the positive
trend curves rises slightly (see the large amount of blue curves close to the zero
line, indicated by arrow 1) and is mainly located in the troposphere. Note that
only those parts of the curves in Fig. 3e (arrow 3) are highlighted where the
respective SNR at the corresponding time step is relatively high. The emphasized
warming trend is supposed to be a less robust climate change indicator since it is
only visible when the feature representation is enhanced. On the other hand, one
5As a result, high negative SNR values in the lower part of Fig. 3a no longer belong to the
overall feature and are therefore depicted in blue.
6The tropopause is the boundary between the troposphere and the stratosphere. It is higher
in the tropics (up to about 17 km) and lower at the poles (up to about 8 km), which is also
visible in Fig. 3c.
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can see that the negative temperature trend is very prominent and robust over
the whole visible time period (arrow 2)—three traces of curves emerge visually7
(indicated also by the small arrows). We come back to this later in Sec. 4.3.
Therefore the cooling trend stemming from the lower stratosphere is supposed to
be a more robust indicator for climate change considering the whole investigated
timespan.
An overview of the spatial location of the sensitive regions with high absolute
SNR values is given in Fig. 3f showing a latitude (x-axis) versus pressure (y-axis)
scatterplot. Two highlighted areas (indicated by orange ellipses) are centered
horizontally around the tropical region in the remaining high pressure levels—this
feature is discussed in more detail in Sec. 4.3. Another sensitive region is visible
in the northern high latitudes in the lower stratosphere (green ellipse). Brushing
this region, one can identify the corresponding feature belonging mainly to the
negative (cooling) temperature trend (indicated by a blue ellipse) in Figs. 3b
and 3c, respectively.
Generated hypothesis: The above described visual exploration process lead to
the following hypothesis: A promising and robust indicator region with respect
to climate change is seemingly located in the lower stratosphere (upper pressure
levels in the ECHAM5 temperature ﬁeld), geographically located in the northern
latitudes as well as in the tropics. The corresponding cooling trend is considered
to be a robust indicator over the whole investigated timespan. On the other hand,
the observed positive trend in the troposphere can be considered less prominent
according to visual exploration (some preliminary results from the statistical
evaluation are given at the end of this section).
ERA-40 Reanalysis Data
In our study, we also examine the geopotential height ﬁeld of the ERA-40 reanal-
ysis dataset [212] for the time period 1961 to 2002 where the derived parameters
are based on a 15 year moving timeframe (N = 15). As done with ECHAM5,
low absolute SNR values are excluded in the 2D scatterplot in Fig. 4a using a
smooth NOT-brush (violet color). When examining the evolution of the derived
geopotential height trend over time in a function graphs view, high variations in
the early years can be observed (see Fig. 4b). According to the literature [237],
this is supposed to be a spurious feature. Thus, we restrict our selection to the
post-1979 era, where also satellite data were assimilated.
As shown in the function graphs views in Figs. 4b and 4c, the main portion of
the geopotential height trend is centered around the zeroline. We want to focus
7Brushing one of these traces reveals that each trace corresponds to one speciﬁc pressure level
in the stratosphere (the lower one to the 10 hPa, the middle one to the 20 hPa, and the upper
one to the 30 hPa pressure layer). This feature is an artifact resulting from the resolution
of the simulation grid, since the ECHAM5 dataset is computed on discrete pressure levels.
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on the outliers, which diverge from the observable main data trend. Thus, we
use a similarity-based NOT-brush (the violet brush located around the zeroline)
in order to select curves with high variations—the resulting feature is highlighted
in blue and red in Figs. 4b and 4c. Here, the red curves belong also to the high
absolute SNR and post-1979 feature speciﬁed in the 2D scatterplot, while the
blue curves (2nd level focus) are only selected in the function graphs view by the
similarity-based NOT-brush. The visual prominence of the features is moreover
enhanced in Fig. 4b in order to allow the user to focus on all regions containing
features (i.e., low γ value for the DOI enhancement). In order to show the actual
signiﬁcance of the feature it is depicted without enhancement in Fig. 4c.
The selection corresponding to the similarity NOT-brush is examined in a
scatterplot showing derived geopotential height trends (x-axis) vs. latitude (y-
axis). The highlighted feature shows that the high trend variations brushed in
the function graphs view is only prominent in southern latitudes, which seems to
be a spurious feature (see Fig. 4e). According to Santer et al. [201] the ERA-40
dataset contains deﬁciencies in these regions. Therefore, we exclude the latitudes
60◦S–90◦S from the selection. The result is shown in Fig. 4d highlighting high
absolute SNR selections in the post-1979 era.
The variation of the geopotential height trend over time is visually examined
in the function graphs view, highlighting the same features in red (post-1979 era,
high absolute SNR selection, excluding southern latitudes). In Fig. 4f the features
are visually enhanced in order to examine all areas containing brushed data
items. One can see that the highlighted regions are vertically centered around
the zeroline. On the other hand, the features are depicted without enhancement
in Fig. 4g in order to focus on the prominence of the features. Since only the
negative trend curves are enhanced, these are supposed to be more signiﬁcant
with respect to climate change than the positive trends.
Generatedhypothesis: The features (high SNR, post-1979 era, excluding south-
ern latitudes) are highlighted in red in the scatterplot in Fig. 4j, showing latitudes
(x-axis) vs. pressure levels (y-axis). Here two structures are very prominent (indi-
cated by two ellipses) and are supposed to be the promising indicators for climate
change (and thus part of the here generated hypothesis). The one sensitive region
is located in the upper pressure levels and is prominent in northern latitudes (see
green ellipse). This feature corresponds to the negative geopotential height trend
indicated by a green ellipse in Figs. 4h and 4i. The other sensitive region can
be examined in the tropical region in medium pressure levels centered around
the 700 hPa level (see orange ellipse). Since the geopotential height has diﬀerent
properties as the temperature also the sensitive regions are diﬀerently located.
While the promising indicators are mainly located in the uppermost pressure lev-
els of the ECHAM5 temperature ﬁeld, for the ERA-40 geopotential height ﬁeld
they appear also in the lower to middle troposphere.
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Preliminary Results from Statistical Analysis
The hypotheses which were generated during interactive visual exploration are
subject to statistical analysis. The employed least-squares-ﬁtting method [131]
expects the timespan over which the curves are ﬁtted, and the corresponding
latitude range as prerequisites. Linear trends are calculated over the investigated
timespan and region. The statistical signiﬁcance of a trend is determined by the
Students t-test and the goodness-of-ﬁt measure, which is given by the coeﬃcient
of determination R2 (compare to Wilks [256]). We deﬁne the trend signiﬁcance
and the goodness-of-ﬁt as the quantitative criteria for assessing the sensitivity
and robustness of the explored parameter (for further details on the method
see Lackner et al. [131]). Since this paper focuses on hypothesis generation, we
only give some preliminary results from this analysis. A detailed computational
analysis is, however, subject of future work.
For the ECHAM5 dataset, for instance, the high signiﬁcance for the highlighted
features in the lower stratosphere could be conﬁrmed applying the statistical
analysis to the higher northern latitude region of 60◦N–90◦N at the 20hPa–30hPa
pressure levels (see the prominent features in the scatterplots in Figs. 5a and 5b
showing temperature trends (y-axis) vs. latitudes (x-axis), features in Fig.5b are
enhanced). When evaluating the hypothesis generated for the geopotential height
ﬁeld the ERA-40 reanalysis dataset we also got similar results.
On the other hand, the southern latitudes 25◦S–90◦S over the timespan 2025–
2050 were also evaluated. According to the explorative visualization, these areas
had a relatively low signiﬁcance—see the less prominent features in Fig. 5a. How-
ever, according to the statistics the same areas returned a strong signiﬁcance for
the chosen timespan stemming mainly from 25◦S–45◦S. Therefore, the features
in this latitude region were again examined using SimVis, but now displaying
the maximum DOI values in order to focus on all areas containing features (see
Fig. 5b). Still, only small areas with low prominence could be found, even though
we already get a slightly improved agreement. Getting back to statistics, we
varied the timespans for the least-squares-ﬁt method, i.e., 2020–2045 and 2015–
2040, respectively. With these modiﬁed parameters also the statistical analysis
returned a noticeable lower signiﬁcance for the respective latitude range, which
shows that the least-squares-ﬁt reacts very sensitively to the chosen timerange
(the coupling of visualization and statistical analysis was crucial to identify this
relation).
Using this iterative approach between visual exploration and computational
analysis, we could beneﬁt from the strengths of both domains: Finding the right
parameters for statistics is usually cumbersome, however, using interactive visual
explorations these parameter ranges could be eﬃciently narrowed down in an
iterative process. Moreover, we could investigate that the applied statistical
method reacts more sensitive with respect to the chosen timespan than expected.
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Figure 5: ECHAM5: Sensitive regions with respect to climate change highlighted in the scatterplot (latitude on x,
temperature trend on y-axis) were handed over to statistics for further analysis. In (a) the averaged DOI attribution
are depicted in order to visualize the importance of each feature. On the other hand, the visual representation of
the features is enhanced in (b), showing the maximum DOI values.
These examples show how the application of visual exploration techniques—used
in an iterative process—contributed to an improved workﬂow in this application.
4.2 Parameter Optimization
As illustrated in Fig. 2 there are several parameters involved in the exploration
scenario in this study. It is often challenging to come up with the optimal settings,
aﬀecting the respective exploration steps in the pipeline. For example, we derive
climate parameters (linear trend, SNR) from the original data in order to form our
hypotheses. Thereby, the timeframe over which these calculations are performed
signiﬁcantly aﬀects the derived data, and therefore also inﬂuences the following
steps in the pipeline. Using interactive visual exploration we can assess the
sensitivity of our results to the timeframe. To this end, we have derived the
parameters over 10 and 25 years for ECHAM5 and over 10 and 15 years for
ERA-40. On the example of ECHAM5, we brieﬂy show how SimVis was used to
come up with parameters that then were suitable for our analysis.
In order to be able to calculate meaningful linear trends, the original data is
smoothed ﬁrst using a moving average over a timespan of N years. Then, the
linear trend of a year i is calculated as a moving diﬀerence between the smoothed
data y˜, i.e., trendi = 1N (y˜i+N/2− y˜i−N/2). The linear trend ﬁt curve for each time
frame over N +1 years is calculated using the derived trend values as a slope, i.e.,
ﬁtij = y˜i−N/2 + [j − (i − N/2)]trendi, where j runs from i − N/2 to i + N/2. As
a next step, the ﬁtted trend curve is removed from the original data y to obtain
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Figure 6: ECHAM5 temperature: derived parameters computed over 10 years instead of 25 years. The features
which were barely visible with 25 years (Fig. 3b) are now highlighted in (b). The function plots of the derived
temperature trend seem to contain a lot of noise.
the detrended standard deviation s for the current timeframe, determining the
natural variability of the climate data:
si =
[ 1
N − 1
i+N/2∑
j=i−N/2
(yj − ﬁtij)2
] 1
2 (2)
Finally, the signal-to-noise ratio is computed as the ratio of the trend to the
standard deviation, i.e., SNRi = trendisi (compare to Ladstädter et al. [132]).
The resulting parameters are explored using SimVis, in a similar setting as
described in Sec. 4.1. When the ECHAM5 data is smoothed over a shorter time
frame (10 instead of 25 years) there are obviously more high-frequency features
present in the data, which can also be observed in Fig. 6a showing SNR values
(y-axis) over time (x-axis). Comparing Fig. 6b and Fig. 3b shows that averaging
over less data points leads to less pronounced formation of features. For the long-
term trend in which we are interested, a longer timeframe is clearly favorable,
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since the high-frequency characteristics are eﬀectively ﬂattened out and do not
show up in the visual exploration.
When examining the linear temperature trends using a function graphs view
one gets a high response in the upper and lower trend values (10-years), which also
seem to contain a lot of noise (see Fig. 6c). Here, no clear highlighted trends can
be identiﬁed in the visualization, in contrast to Figs. 3d and 3e, arrow 2. Using
25 years we obtain clearer signals and thus better-deﬁned features. Accordingly,
we used 25 years instead of 10 years in the ECHAM5 dataset, and 15 instead of
10 years in the ERA-40 dataset, respectively.
4.3 Analyzing Relations Between Selections
Up to now we were performing our investigation mainly in one direction, e.g.,
brushing high absolute SNR values and examining the resulting feature in other
dimensions. In science, this principle is known as implication (a → b). In the
following, we want to check whether this interrelation also exists in the oppo-
site direction, i.e., whether we we get a similar feature in one dimension when
specifying a feature in another dimension (a ← b). If this interrelation can be
conﬁrmed the respective statement is stronger (a ↔ b).
When examining the derived temperature trends in the function graphs view
(ECHAM5, 25 years, see Sec. 4.1), one can visually identify three streams of
curves, which were very prominent in the visualization and also seemed to be-
long to the high absolute SNR feature (highlighted in red in Figs. 3d and 3e,
indicated by small arrows). Using similarity-based brushing we can examine the
interrelations between these visible trends and the other dimensions. In Fig. 7a
such a brush is speciﬁed, aiming to approximate the visible structure of the
respective curves. Here, similarity is evaluated based on the gradients of the
function graphs and the target function. Three families of curves are emphasized
in red and blue within the function graphs view (context data depicted in black).
The bottom family of enhanced curves stems from the uppermost pressure level,
which has been excluded, and is therefore colored in blue (second level feature).
Examining the resulting feature in a scatterplot (SNR over time, see Fig. 7b),
one can see that the highlighted curves have a relatively high (negative) signal-
to-noise ratio—note, that the high SNR feature is disabled in the scatterplot.
The similarity feature is highlighted in another 2D scatterplot (see Fig. 7c),
where it is approximately horizontally centered around the zeroline (the tropical
region), and located in the uppermost pressure levels. A similar feature can be
examined in Fig. 3f—indicated by orange ellipses—when going into the opposite
direction (i.e., selecting high absolute SNR values in a scatterplot). However, in
the previous examination these two highlighed spots were not very dominant—
they were occluded by other highlighted areas in the upper pressure levels, where
the most prominent feature was in the high northern latitudes. Due to the use
of similarity based brushing, the areas in the tropics containing these families
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Figure 7: A prominent visual structure in the function plots view is brushed based on it’s similarity to a user
deﬁned target function (a). Three families of curves are thereby highlighted. The respective feature contains a
relatively high signal-to-noise ratio highlighted in (b), and can be located in the upper pressure levels, centered
around the tropical region (c).
of similar curves could be located. Since this relation seemingly exists in both
directions (a ↔ b) the corresponding statement is supposed to be stronger and
can be considered for further investigation (e.g., using statistics).
4.4 Further Results
When analyzing the ECHAM5 dataset (25 years) in the 2D scatterplot, a negative
(cold) temperature trend feature (considering high absolute SNR values) visually
emerged in the pressure level closest to the surface (indicated by a green ellipse
in Fig. 3c). This feature varies from the more prominent warming trend features
with high SNR also located in this pressure level. Brushing the area (green ellipse)
with a rectangular brush reveals that this feature corresponds to relatively low
SNR values in the timespan 2022 to 2052 (see Fig. 8a). When looking at the
geographic location, one can identify that the brushed feature corresponds to a
certain area which is mainly located at the Tibetan Plateau (see Fig. 8b, where
also a land-sea coloring is incorporated). According to the process illustrated
in Fig. 2, the next step would be to use statistical analysis in order to evaluate
whether this geographical region has a special characteristic—this is subject of
future work. However, using classical statistical analysis, it would have been very
challenging to identify this region in the spatial context. Also when using a binary
classiﬁcation scheme instead of smooth brushing (e.g., with a hard selection of
|SNR| ≥ 1), this feature would have been challenging to detect.
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Longitude
(a) (b)
Figure 8: Cooling trend brushed in the lowest pressure level indicated by a green ellipse in Fig. 3c shows relatively
low SNR values (a) and corresponds to a certain geographic area also including the Tibetan Plateau.
4.5 Performance Issues
The presented study was carried out on a system consisting of the following
components: The hardware used was a modern PC-based system (Intel Core2
Quad CPU, 4 GB RAM, 320 GB harddisk, 64bit Windows) with a NVIDIA
GeForce 8800 graphics card. The SimVis software is written in C++, using
OpenGL and Cg shader language.
The two datasets investigated during this case study consist of 180K cells, de-
ﬁned at 42 time steps (ERA-40) and 108 time steps (ECHAM5), respectively. The
derived data of ECHAM5 resulted in approximately 2.3 GB of data, for exam-
ple. Due to algorithmic optimizations and an eﬀective data handling framework,
we are able to handle analysis sessions with multiple linked views at interactive
framerates. By the use of binning techniques, large amounts of function plots
can be depicted and analyzed, while still providing full interactivity. To the best
of our knowledge no other comparable system can handle such large amounts of
function graphs interactively on a PC.
5 Conclusion and Future Work
The generation of hypotheses in climate research is a crucial task. In this paper,
we demonstrate the useful integration of state-of-the-art interactive visual ex-
ploration technology into the hypothesis generation process in climate research.
The goal was to investigate atmospheric regions in space and time that are sensi-
tive with respect to climate change. In order to rapidly come up with promising
hypotheses, we explored derived parameter spaces using interactive visual ex-
ploration of complex features speciﬁed in multiple, linked attribute views. For
analysis, the emerged hypotheses were handed over to statistical analysis. Up
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to now, the results from visual exploration could already be conﬁrmed in some
exemplary cases. We also applied visual exploration in individual cases where
the correlation could not be established. Here, our visual exploration framework
showed to be especially useful to further investigate these cases, and to improve
the understanding of the inﬂuence of diﬀerent parameters on computational anal-
ysis. The power of this approach is that no prior knowledge about the data is
needed to rapidly formulate hypotheses. Therefore, parameter ranges aﬀecting
for instance the computational analysis can be narrowed down eﬃciently.
Lessons learned from this case study are that interactive visual exploration
with the opportunity to interactively drill down into certain aspects of the data
(through brushing) substantially supports the exploration and analysis process
of climate researchers in many ways. Using interactive visual exploration allowed
us to examine the whole ﬁeld without knowing its characteristics in advance,
which showed to be very useful. Interesting features or patterns can be found by
browsing interactively through the ﬁeld. The ﬁndings narrow down the scope for
a later, more specialized treatment using statistical tools, which then are applied
to gain quantitative results. For visualization research it is very rewarding to see
how positively new technology is adopted in a challenging application domain.
Generally, we see great potential for visualization when performing undirected
exploration since it eﬃciently complements computational analysis (e.g., statis-
tics). We think that the approach presented here of using visual exploration
to come up with promising hypotheses and then quantitatively evaluating the
results can be generalized to several other scenarios.
In future work we will focus on further fusing statistical methods yielding
quantitative results in our visual exploration framework. We also want to perform
a detailed quantitative evaluation of the results gained from this study using
computational analysis. Here again, we want to show how visual exploration and
statistics can interact in a feedback loop to gain in depth insight into the data.
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a.  2 data attributes represented 
as upper/lower glyph shape
b.  Added data attribute to 
overall glyph size
d.  A data attribute has been 
assigned to glyph aspect ratio
c.  Glyph rotation has been as-
signed a data attribute as well
Figure 1: Adding more attributes to the glyph, while preserving the glyph’s orthogonality.
Abstract
Glyphs are useful for the eﬀective visualization of multi-variatedata. They allow for easily relating multiple data attributes to
each other in a coherent visualization approach. While the basic prin-
ciple of glyph-based visualization has been known for a long time, sci-
entiﬁc interest has recently increased focus on the question of how to
achieve a clever and successful glyph design. Along this newer trend,
we present a structured discussion of several critical design aspects of
glyph-based visualization with a special focus on 3D data. For three
consecutive steps of data mapping, glyph instantiation, and render-
ing, we identify a number of design considerations. We illustrate our
discussion with a new glyph-based visualization of time-dependent 3D
simulation data and demonstrate how eﬀective results are achieved.
This paper was published in Proc. Spring Conf. on Computer Graphics (SCCG 2009), pages
27–34, 2009. The work was also presented by Andreas E. Lie at the SCCG 2009, April
23–25, Budmerice, Slovakia.
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1 Introduction
In scientiﬁc projects as well as in commercial applications we see an increased
utilization of computational simulation for the investigation of natural phenom-
ena. Compared to earlier years, current resulting datasets are 3D instead of 2D,
time-dependent instead of single time step, only, and multi-variate with many val-
ues per space-time location, to name just three of more recent properties (which
soon will be standard in many cases). This means that not only the large size
of simulation datasets is challenging, but also its complexity. With this, it is
getting more important and more diﬃcult to enable users to “read between the
lines”, i.e., to better understand the relations between diﬀerent data dimensions.
A variety of useful visualization approaches have been proposed to reveal the in-
formation that is contained in high-dimensional data, and we refer to Ward [250]
and Bürger and Hauser [24] for a review of some of these approaches.
An interesting approach is to use glyphs to represent multiple data variates
per space-time location. A generic (and usually also relatively simple) shape is
deﬁned with a set of variable appearance properties, including shape characteris-
tics, color, opacity, etc., that—when instantiated—is parameterized by a subset
of the data variates per data item. Glyph-based visualization has been known
for many years. It is more than 15 years ago, for example, that de Leeuw and
van Wijk [48] proposed the so-called “local ﬂow probe” as an interesting example
for glyph-based visualization of 3D ﬂow data. Recently, there is new interest in
glyph-based approaches. See, for example, Ropinski and Preim [194] for a re-
cent survey. Several interesting examples of glyph-based visualization that have
recently been published, see Oeltze et al. [174], Kindlmann and Westin [123],
Ropinski et al. [195], and Meyer-Spradow et al. [156].
An important lesson learned from these recent works is that an appropriate
glyph design is crucial for the success of a glyph-based visualization. It was a
wide-spread opinion in the related research community for a long time, that “just”
knowing the well-published basic principle of glyph-based visualization would well
suﬃce to also utilize this approach successfully. More recently, however, it has
been understood that only very well designed glyphs are actually useful. In this
paper we therefore discuss critical design aspects of glyph-based visualization
with the special focus on 3D data. We exemplify our discussion with a new,
glyph-based visualization of time-dependent 3D simulation data and show how
eﬀective results can be achieved.
In section 2 we describe similar and related work. In sections 3 and 4 we
will present considerations with respect to glyph representation. Section 5 will
exemplify diﬀerent datasets visualized by glyphs created according to these con-
siderations.
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2 Related Work
Ward [249] discusses diﬀerent glyph types and placement strategies for glyphs.
This work is considered highly relevant for glyph-based visualization. Ropinksi et
al. [195] propose glyph placement strategies, and use glyphs on surfaces in 3D for
visualizing multi-variate data. Our focus is not placing glyphs on surfaces, but
in a truly 3D environment. They also provide a thorough taxonomy for glyph-
based visualizations in the medical domain [194]. We aim to build upon this
by extending the preprocessing step prior to the creation of the glyphs. Sawant
and Healey [204] successfully map several attributes to their glyphs used in ﬂow
visualization. Our aim is to use more complex shapes to enable more variates to
be mapped to glyph properties. Bertin [12] proposed six retinal variables: shape,
size, orientation, color (value and hue) and texture, which stresses the importance
of careful and well thought glyph design. Shaw et al. [207] show that it is hard
to distinguish similar shapes of super ellipsoids. This is a problem related to
the orthogonality of the shapes. Wong et al. [262] fuse several layers of variate
visualizations, but suﬀers slightly from cluttering and occlusion. De Leeuw and
van Wijk [48] designed the Probe glyph which could properly visualize twelve
diﬀerent parameters simultaneously. Van Walsum et al. [239] describe features
and attribute sets which are extracted from the regions of interest in the data,
allowing local minima and maxima to be mapped to icons (or glyphs). We build
upon the idea of features and attribute sets, and allow changing of mapping
inside the extracted data ranges as well. Densely packed icons have been used
to form visual textures [179], representing multi-variate data. Stolte et al. [217]
proposed a system named Polaris which does interactive visual analysis and allows
data transformations to unveil hidden relations and data. Kindlmann [122] uses
diﬀerent kinds of super quadrics as glyphs to visualize data. Similar work has
been done by T.J. Jankun-Kelly and Mehta [99] which use super ellipsoid glyphs
to visualize variates in nematic liquid crystals. Piringer et al. [181] show the
importance of halos to enhance the depth perception and separability of points.
Toutin [225] uses color to assist the viewer in interpreting spatial relation.
3 Overview
E. Tufte discusses in his work [232] that developing design techniques for en-
hancing graphical clarity is crucial. According to the model of the visualization
pipeline [77], we suggest to substructure the task of glyph-based 3D visualiza-
tion into three separate steps, namely Data Mapping, Glyph Instantiation and
Rendering. Figure 2 shows the ﬂow from the data mapping step, to glyph in-
stantiation and the ﬁnal rendering step. It is generally very useful for glyphs to
have normalized input from the variables the glyphs represent. While the inter-
val [−1, 1] arguably can be used for such a normalization purpose, we choose to
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Figure 2: Data variates undergo data mapping stages; windowing, exponentiation and mapping. These values
are then used to instantiate the corresponding glyphs, (e.g, determining shape, size) and ﬁnally the glyphs are
rendered into the context.
use the range [0, 1] for the design of our very comprehensible model. Accordingly,
the data mapping step comes ﬁrst in our pipeline, and the glyph instantiation
and rendering steps successively. We think its generally useful to consider to
data mapping as three elementary stages, namely, windowing, exponentiation,
and mapping. Aiming for a glyph-based visualization of 3D data, there is always
a question on how to cope with the problem of occlusion and cluttering which
results in information loss. We propose three generic options in order to deal
with these challenges, namely, halos, chromadepth, and interactive slicing. The
glyphs depicted in ﬁgure 1 are created by drawing two super ellipses (one for the
upper, the other for the lower half) and combining them. These shapes are con-
sidered simple, meaning that they are easy to understand and allow for mental
completion if they were to overlap or partially occlude each other. The glyphs
can have data mapped to them, controlling the upper and lower half, color, ro-
tation, size and aspect ratio. In section 6, we will describe the creation of these
glyphs in more detail.
4 Selected generic Considerations with respect to
Glyph Representation
4.1 Data Mapping
In this section we discuss three steps in the data mapping stage where the user
has the ability to increase the value of the visualization by adjusting the data
variates according to his/her needs. We also cover several aspects of glyph design
to provide some guidelines for making the most useful glyphs. Finally, we will
cover how to cope with occlusion and cluttering in the visualizations.
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Figure 3: (a) User selects wleft and wright which adjusts the data mapping ramp for input datavalues. The
dotted line represents the default value for the ramp. (b) User can control the data mapping curve by adjusting
the C term in xC . The middle dotted line represents the default curve, the curve can be bent upwards or
downwards. (c) The output range of the datamapping can be adjusted to ﬁt the datavariates. User selects rmin
and rmax to clamp the output range.
Windowing: The process of windowing serves the eﬀect of enhancing diﬀerences
in data values. This is achieved by clamping the range of selected values to
be linearly distributed to the output range. Figure 3a displays such a mapping
function for data values. Every value outside the clamped window results in either
the mapping functions minimum or maximum output depending on the data
value in question. The windowing allows the user to select the wleft and wright
giving the user complete control over how and where the mapping slope will reside
in the data domain. Windowing is a method widely used in medical visualization
where it is more commonly known as contrast enhancement, and is often applied
to visualize 2D or 3D images. In ﬁgure 4 several examples of such windowing are
illustrated. The default setting equals a simple linear mapping of the data values
(the dotted lines in ﬁgure 3a).
Exponentiation: After the windowing all datavalues are transformed to the unit
range, [0, 1], the next step in our pipeline is to adjust the function that further
processes the data. This process is known as exponentiation. Here we allow the
user to control the exponent c in the simple, yet powerful function xc. Such
functionality makes selected data values easier to distinguish based on which
curve was chosen. Figure 3b displays such exponential mapping. This curve
exists only inside the window and is by default x1 which is linear mapping.
Figure 4 is an example where both windowing and exponentiation have been
applied to the data.
Mapping: Data may have characteristics that may result in unwanted glyph
behaviour. We therefore allow the glyph mapping to be altered according to the
users wish for solving such problems. It would, for instance, make little sense to
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a. b.
c. d.
Figure 4: Different changes to the datamapping stage done successively: (a) depict default datamapping. In (b)
window adjustments have been done to achieve better contrast with respect to higher values. Exponentiation
curve has been ﬁne tuned in (c) to reveal more differences among the lower values for the selected range. In (d)
the mapping output range has been inverted.
map time to a rotation attribute, which could rotate the glyph ±45◦. Mapping
allows us to change the output range of the data mapping pipeline, making this
attribute more ﬁtting by restricting the output range to (in this case) [0.5, 1]
instead of the regular [0, 1] range. Now time t = 0 equals zero rotation, and
t = max equals the equivalent max glyph rotation. An example where mapping
applies well, is in the case where the user wants to focus on low values for a
certain data variate. This variate can now be mapped to glyph size, resulting
in more prominent glyphs for low values by reversing the mapping. Figure 3c
shows an example of change in the output function. Figure 4d displays the eﬀect
of reversing the mapping.
Data mapping consists of three simple steps, which are intuitive and straight
forward to specify. These steps are an important aspect for glyph-based visu-
alization. Users of glyph-based visualizations will start by selecting a mapping
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a.  3D arrow glyphs b.  2D glyph billboards
Figure 5: (a) 3D glyphs are ﬁne, if data with an inherent relation to the 3D space is shown (such as ﬂow direction);
(b) otherwise 2D (billboarded) glyphs are preferred.
(possibly choosing to invert data or clamp output ranges). After specifying the
correct output ranges for the data mapping pipeline, they then proceed to change
and ﬁne tune the windowing and exponentiation data mapping stages.
4.2 Glyph Instantiation
2D vs. 3D: Using glyphs for visualizing multi-variate variables in 3D is challeng-
ing for the user. To mentally reconstruct the particular values represented by
glyphs is non-trivial. Size, orientation and geometric properties are often mapped
to the data (because the properties represent strong visual cues). Eﬀects from
3D projection complicate the interpretation of the glyph shapes. Therefore, we
suggest to only use 3D glyphs if they are geometric properties and inherently
related to the 3D position where they are placed. For example, it makes sense to
show arrow based glyphs mapped with the three velocity components in 3D sim-
ulation domains. For other visualization we strongly propose to use billboarded
2D glyphs since they avoid distortion of other glyph properties. Figure 5a is such
an example of arrow based glyph visualization.
Orthogonality: A big challenge in glyph design is the orthogonality of the glyph
components. If glyph parts are not visually separable, the interpretation is non-
trivial. An example of such a mapping, is to map data values to individual RGB
color components, since interpreting the individual color components from a color
is very hard. Furthermore, large numbers of variates is hard to accommodate if
the glyph shape is simple. The glyph size and complexity must be seen in a
direct relation to the resolution of the visualization. If there are few datapoints
large glyphs can be used. If there are many data points, simple shaped glyphs
that can be displayed in a densely manner are required. Eventually it must be
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Figure 6: Upper row: the attribute is directly mapped to the shape exponent. The lower row: perceptual shape
normalization along the diagonal.
assumed that there exist some maximum number of glyph shapes and properties
that the user can distinguish and discriminate. In our examples we found it
challenging to have 5 or 6 diﬀerent variates mapped to the glyph. In the ﬁgure 1
we can see how well the glyph avoids distortion when having more and more
attributes mapped to it. In the ﬁrst image three variates are mapped. Two
to (upper and lower) shape and one to color. The second image has included
size as a parameter for the glyph. In the third rotation is introduced, and in
the last visualization aspect ratio is mapped for a total of 6 variates. Mapping
both size and aspect ratio should be handled with care, since they combined
impose a perceptual challenge on the viewer. They can however be utilized,
for instance, by using size as a selection parameter. Thus large glyphs have
important characteristics (small glyphs do not), and having aspect ratio possibly
depicting another parameter of interest. An example mapping can be seen in the
Hurricane Isabel visualization, see ﬁgure 10, where size depicts amount of clouds,
and aspect ratio depicts air velocity.
Normalization: A variation of the glyph shape, for example, has the implicit
eﬀect of changing the size (i.e., area) of the glyph. We therefore suggest to
normalize these eﬀects against each other, e.g., to adapt the overall glyph size in
order to compensate the otherwise implicit change of the size due to the shape
variation. In our glyph design we also take into consideration that the shapes used
for representing the glyphs are visually not equally spaced. Figure 6 shows how
the shapes originally where, and how (the lower row) they became after shape
equalization. For the shape equalization, we calculated the distance from the
center of the shape, to its curve along the diagonal, and used these calculations
to select shapes which would result in visually equally spaced shapes. In ﬁgure 7
you can see how measurements were made to normalize the shapes.
Redundancy: As mentioned above, it is challenging to read glyph-based visu-
alizations, even if designed with care. Using redundancy to depict especially
relevant data characteristics is an useful way to emphasize important attributes,
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Figure 7: We calculate the difference between the innermost and outermost curve, and use this number to
equally distribute the shape variations linearly along the diagonal.
and decrease the chances for information loss. The glyphs design inherently dis-
plays the same shapes on the right and left side of the glyphs, which allows users
to correctly understand how the glyphs are shaped, despite being able to see only
partially occluded glyphs in visualizations. The densely packed glyphs in ﬁgure 9
relies strongly on this. Figure 9 has color and size mapped to temperature, em-
phasizing the importance of temperature in the visualization. We also use a
vertical bar inside the glyphs, to assist users interpreting the rotation of a given
glyph. Figures 1, 9 and 10 all show these bars that assist user interpretation of
rotation.
Glyph-based visualization is just one opportunity to visualize multi-variate
data. Glyphs are helpful to understand multiple variates simultaneously (e.g.
“reading between the lines”). Therefore it is of much more importance to carefully
think about inter property aspects of glyph design, i.e. how the diﬀerent glyph
characteristics are dependent on each other, than the individual glyph expressions
of data variables. The size and aspect ratio characteristics is an excellent example
of this. Eventually it is how all the diﬀerent variations harmonize that will result
in whether or not users are able to achieve their goals.
4.3 Rendering
A general problem in 3D visualization is occlusion, depth perception and visual
cluttering. Glyph-based visualizations are most comprehensible when selecting
(or placing) glyphs in such a manner that only a small number of glyphs are
shown simultaneously and that they do not overlap or occlude one another. Often
it is not trivial to achieve either small numbers of glyphs, or view angles where
glyphs do not overlap. In these circumstances we suggest three approaches; halos,
chromadepth, and interactive slicing, that by themselves have been proposed in
diﬀerent situations and scenarios.
Halos: A simple but eﬀective way to improve depth perception of discrete prim-
itives in datasets is to include halos around the primitives. This will make the
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primitives stand out from other objects, and allow users to mentally complete
the partially occluded shapes since the individual glyphs can be identiﬁed. This
is a technique very common among illustrators for drawing attention toward ob-
jects. Piringer et al. [181] and Interrante and Grosch [92] use halos to emphasize
discontinuity in depth and to draw the users attention towards objects.
Chromadepth: Relative depth perception is hard to cope with by using only ha-
los. The relation of two non-overlapping glyphs are diﬀucult to determine (which
is in front of which). By allowing the use of color to represent depth (instead of
a data attribute), similar to the work of Toutin [225], and by using a color scale
that either is complementary or has clear continuous change, depth perception
can be achieved successfully. The ﬁgure 8c is an example of chromadepth and
its eﬀect.
Interactive Slicing: Occlusion is a major problem when reading glyphs. Since
halos and chromadepth does not cope with occlusion, we suggest to employ
interactive slicing, a technique that allows for view dependent slice-based vi-
sualizations. The user speciﬁes a plane in the 3D visualization, which determines
whether the renderer should omit the data or not. This way we can avoid the
occlusion problem by suppressing the occluding glyphs in the front of our speci-
ﬁed plane. Figure 10 is an example of such slicing, where only the lowest layer of
the hurricane Isabel is visualized. Interactive slicing is commonly used in volume
visualization.
These three solutions enable the user to cope with a large amount of problems
caused by occlusion and visual cluttering. They also enhance and attract the
focus of the user to the glyphs with halos and may assist revealing hidden nuggets
(valuable information) in the data by interactive slicing.
5 Demonstration
In this section we will demonstrate that glyphs can be used in conjunction with
very diﬀerent datasets and successfully depict several diﬀerent characteristics
simultaneously. The datasets are the Diesel Exhaust System-dataset and data
from the hurricane Isabel. Both these datasets are studied thoroughly by Doleisch
et al. [54, 55].
5.1 Diesel Exhaust System
The diesel exhaust system includes a diesel particle ﬁlter which traps soot, and
burns the soot at over 1000 degrees to oxidize it at diﬀerent intervals. The dataset
contains over 260.000 vertices, and is given at ten timesteps. In Figure 9 timestep
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a. b.
c. d.
Figure 8: These visualizations are from the Diesel particle ﬁlter dataset. (a) represents just simple colored glyphs.
(b) emphasizes glyph differentiation by adding halos to the glyphs. In (c) color is used to assist the user in
interpreting the spatial relation between the glyphs (depth perception). Various orthogonal slices can be seen
in (d) where color indicates the depth of the slice taken, similar to (c).
ﬁve is visualized. We map data attributes to the glyph properties as speciﬁed in
table 1.
Exhaust and soot particles from the diesel engine is guided into a diesel particle
ﬁlter where soot is trapped and oxidized at around temperatures from 600 up to
over 1000 degrees celsius. Table 1 shows which data values are mapped to the
glyph properties. The oxidation process moves from left to right.
From the visualization in ﬁgure 9, we can see that the temperature diﬀerences
cause an uneven oxidation of the soot. Two areas with non-optimal temperature
levels (green) can be located on the right side of the oxidation peak temperatures
87
Paper B Critical Design and Realization Aspects of Glyph-based 3D Data Visualization
Figure
9:
Dieselparticle
ﬁlteroxidizessootattem
peraturesabove
1000
degreesCelsius.The
colorrepresentsthe
tem
perature
ofthe
process.Upperglyph
shape
visualizesthe
am
ountofsootatthatgiven
point,and
the
lowershape
therate
ofrate
ofchange.Rotation
istheam
ountofO
2
which
isneeded
forthe
oxidation
process.Glyph
sizeism
apped
totem
peraturetoachieveredundancyforthevisualization.Onecan
seethatthereexisttwogreen
areasrightofthepeaktem
peratures
wheretherearehigh
am
ountsofsoot,and
theoxidation
isnon-optim
albecauseoflowertem
peratures.
88
Technical Details
Color Flow Temperature
Glyph Upper Soot amount
Glyph Lower Soot amount second derivative
Glyph Size Flow Temperature
Glyph Rotation O2 fraction
Table 1: Glyph property mapping for Diesel Exhaust System dataset.
Color Temperature
Glyph Upper Pressure
Glyph Lower Precipitation
Glyph Size Clouds
Table 2: Glyph property mapping for Hurrican Isabel dataset.
(red). In these areas one can see that the O2 levels are low (rotation), a critical
part (in addition to high temperature) to burn as much soot as possible. The
visualization also can verify that soot amount left of the peak temperatures is
very low.
5.2 Hurricane Isabel
The hurricane simulation contains meteorological data from the class 5 hurricane
Isabel which ravaged in 2003. The dataset has 24 variables and contains 24
timesteps, each of 100.000 vertices. In Table 2 the glyph property mapping for
the visualization in Figure 10. We choose to focus on fast moving air ﬂows that
exist close to the surface. Through the use of slicing, only the lowest layer of data
(closest to the surface) is selected. Semi-transparent glyphs can be identiﬁed in
this visualization, which is a direct result of brushing ﬂow velocity vs clouds with
smooth degree-of-interest in the SimVis framework.
We can identify the eye of the hurricane in the lower right corner of the visu-
alization in ﬁgure 10. The eye is almost surrounded by a wall of precipitation
and relatively colder airﬂows. From this visualization one can see that there is
low pressure inside the hurricane, and that cold winds from north mix in with
warm air from the south. A cold front can be identiﬁed in the higher left parts
of the visualization. There exists also a very interesting area directly below this
cold front, where a small subset of glyphs (four) identiﬁes a region where there
is a high amount of pressure and precipitation.
6 Technical Details
Our glyph visualization is integrated into the SimVis framework [51] for assisting
the user in visual datamining and analysis. The SimVis framework allows inter-
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active visual analysis of large multi-variate datasets. The renderer allows user
changes to the data pipeline to adjust for more optimal glyphs. See section 4.1
on windowing and exponentiation for a thorough explanation. The framework
and the plugin was developed in programming languages C++, OpenGL and
CG-shader.
We employ a glyph texture atlas containing all possible glyph variations. This
texture allows us to externalize the glyph itself, making the glyphs fully inde-
pendent of the framework. By using such atlases, new glyphs and variations are
very likely to appear since the framework is unaware of a glyphs visual char-
acteristics. In the atlas we only represent one quadrant of each glyph, to save
valuable space by omitting redundant information. The glyph shapes can easily
be reconstructed inside a shader by simple mirror and rotation operations.
Our glyph texture atlas was created by drawing various super ellipses, and
saving them in the atlas. We also employed antialiasing to smooth the borders
of the glyphs giving them a more visually pleasing look. Halos were saved in a
separate channel of the atlas, enabling the shader to include the halo if the user
speciﬁed so.
The shader would ultimately load the glyph atlas as a lookup texture, picking
the correct quadrants (quarters of the glyph) from that texture and mirror and
rotate these quadrants to completely draw the glyph itself. Since the texture
coordinates can easily be modiﬁed inside the shader, we allow for diﬀerent halves
to be drawn in the glyph thus enabling more attributes to be mapped to the
glyph. Size, rotation and aspect ratio is also performed by adjusting the texture
coordinates to achieve the desired eﬀect.
We choose Super Ellipses as a basis for our glyph shapes. These shapes are
simple to understand, and easy to get to parameterized form. The super ellipses
can be varied by changing their controlling exponent, from a square (low expo-
nent) through circle and diamond shapes to star shape (with high exponents).
This exponent is continuous and therefore well suited for having mapped data
to it. These shapes are easy to distinguish from each other, and work very well
to convey information of the data values they depict. By having two separate
ellipses, one for top and one for bottom, we can map two diﬀerent datavalues to
these parameters. The glyph shapes were perceptually normalized to allow them
to represent an even amount of change in the corresponding data. See ﬁgure 7
and ﬁgure 6. The area of cover of every glyph is also calculated, to allow for size
normalization during the glyph instantiation step.
An advantage of simple shapes, is that the viewer of the visualization still can
mentally complete the glyphs if they were to overlap and occlude each other.
This quality, in addition to visual redundancy, makes simple glyphs very eﬃcient
in conveying their information.
We are able to map data to color, size, the two super ellipse halves, rotation
and aspect ratio of the glyph. The glyphs can properly visualize six diﬀerent
parameters in addition to the DOI controlled opacity provided by the SimVis
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framework. These attributes are closely coupled with retinal variables described
by Bertin [12]: shape, size, orientation and color (hue and value).
7 Summary and Conclusions
We present an eﬀective way to allow user adjusting of data values that is both
straightforward and comprehensible. All data variates may undergo the data
mapping steps: windowing, exponentiation, and mapping. These are considered
as easy to understand, but powerful tools that allow ﬁne tuning the resulting
glyph shapes. The data mapping stage inherently increases the value of the
resulting glyphs.
The design of glyphs to be used in visualizations is both complex and cru-
cial. We point out improvements of glyph design by discussing the glyphs inter
property aspects (orthogonality and redundancy). We moreover propose to nor-
malize glyph shapes both perceptually and in size to avoid loss of orthogonality
while maintaining clarity. 2D shapes are ultimately easier to interpret than their
3D counterparts, and we propose to only use the 3D glyphs when spatial relation
is inherent.
We stress to use already existing techniques to help avoid problems with occlu-
sion and cluttering. The use of halos help emphasize discontinuity. Chromadepth
and interactive slicing help the user interpret depth.
8 Future Work
A user study would help emphasize the strengths and weaknesses of glyph-based
visualizations, as well as feedback on the guidelines provided to create such
glyphs. Another interesting angle would be to apply MPEG-7 shape descrip-
tors to have perceptually focused metrics for glyphs.
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Abstract
We present a systematic approach to the interactive visual analy-sis of heterogeneous scientiﬁc data. The data consists of two
interrelated parts given on spatial grids over time (e.g., atmosphere
and ocean part from a coupled climate model). By integrating both
data parts in a framework of coordinated multiple views (with linking
and brushing), the joint investigation of features across the data parts
is enabled. An interface is constructed between the data parts that
speciﬁes 1) which grid cells in one part are related to grid cells in
the other part, and vice versa, 2) how selections (in terms of feature
extraction via brushing) are transferred between the two parts, and
3) how an update mechanism keeps the feature speciﬁcation in both
data parts consistent during the analysis. We also propose strategies
for visual analysis that result in an iterative reﬁnement of features
speciﬁed across both data parts. Our approach is demonstrated in
the context of a complex simulation of ﬂuid–structure interaction and
a multi-run climate simulation.
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1 Introduction
Computational simulation is used in science and engineering to investigate dy-
namic processes and complex phenomena. Interactive visual analysis enables the
user to explore and analyze data in a guided human–computer dialog. Using
proven interaction schemes such as linking and brushing, a powerful informa-
tion drill-down process is supported [209]. Visual analysis is based on concepts
such as coordinated multiple views, interactive feature speciﬁcation via brushing,
focus+context visualization, and on-demand data derivation [73].
Scientiﬁc data in a traditional application scenario is usually given in a coherent
form. It can be considered, to a certain degree, as a table with rows and columns
that contains multiple data attributes (given in relation to space and time). We
call this a single-part scenario. In practice, however, we increasingly often ﬁnd
model and data scenarios that are more heterogeneous. They consist of two or
more individual data parts that are related to each other. The data parts are,
for example, computed with diﬀerent simulation models, given on various data
grids, with diﬀerent dimensionality (e.g., 2D/3D data). Such multi-part scenarios
present us with the challenge of integrating multiple data parts in the analysis.
Dynamic ﬂow, for instance, is traditionally simulated with a rigid boundary.
In modern ﬂuid–structure interactions (FSIs), however, a movable or deformable
structure interacts with an internal or surrounding ﬂuid ﬂow. These simulations
are becoming more popular and belong, with respect to both modeling and com-
putational issues, to the most challenging of multiphysics problems [22]. Fluid
and solid parts are usually modeled individually on spatially adjoining grids that
are connected by a so-called interface.1 The latter represents the physical bound-
ary between the two parts and enables them to inﬂuence each other during the
simulation (compare to airplane wings or turbine blades that are deformed by the
surrounding ﬂow). Also in the climate system, as another multi-part scenario,
atmosphere, ocean, ice, and land interact with each other. Ocean and atmo-
sphere, for example, interact by means of thermal absorption, precipitation, and
evaporation [86]. To understand such dynamic processes, the climate components
are usually modeled individually and then coupled in the simulation, often with
additional coupler modules.
Creating a coherent visualization from heterogeneous data that consists of two
parts (e.g., atmosphere and ocean, or ﬂuid and structure) is a challenge for visual
analysis. How can we investigate feedback between the two data parts? The
analyst is, for example, interested in areas of an ocean model that are inﬂuenced
by adjacent hot areas in the atmosphere. The corresponding regions are ﬁrst
selected in the atmosphere via brushing. This feature then needs to be transferred
1The term interface is used in many disciplines such as chemistry, physics, biology, or computer
science. According to the Oxford English dictionary, it denotes “a point where two things
meet and interact”, e.g., the surface that connects two physical materials, a biological cell
and another material, or a human and a computer (user interface).
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to the ocean part where it can be related to ocean features and further analyzed.
In our analysis framework, we realize this feature transfer by an interface that
connects the two data parts similar to a ﬂuid–structure interaction. Our interface
is designed such that the data parts can be given on diﬀerent grids (e.g., 2D/3D,
unstructured, and hybrid), with diﬀerent resolutions or time-scales.
Another example that can be considered a multi-part scenario is hierarchically
organized scientiﬁc data. A data part with higher data dimensionality can be
related to a part with lower dimensionality, and vice versa. Multi-dimensional
scientiﬁc data signiﬁes that diﬀerent attributes (e.g., temperature, pressure) are
measured or simulated with respect to an m-dimensional data domain. The do-
main (i.e., the independent data dimensions) can be 2D or 3D space and time,
but also input parameters to a simulation model. In climate research or engi-
neering, for instance, so-called multi-run simulations have become an important
approach to assess simulation models [86, 151]. They are used to evaluate the
variability of a model and to better understand how sensitively the model reacts
to its input parameters (sensitivity analysis [70]). The values of certain input
parameters are varied. Simulation outputs (runs) are then computed for many
combinations of the parameters. This leads to multi-run data where a collection
of values exists per space/time location [141] (one value for each run).
The analysis of such higher-dimensional scientiﬁc data is generally challeng-
ing. A natural attempt in such a situation is to reduce the data dimensionality,
for instance, by computing statistical aggregations along selected independent
dimensions (e.g., averaging with respect to a spatial axis, the time axis, or the
input parameters of the simulation). In practice, often only the aggregated data
is further analyzed.
In this paper, we demonstrate that it is useful to integrate both the original
multi-run data and the aggregated data part (with lower dimensionality) into
the visual analysis. Similar to the simulation of a ﬂuid–structure interaction,
we construct an interface as a bridge between the two data parts. During the
visual analysis, the interface is used to transfer selections (features speciﬁed via
brushing) between the parts. Thus, complex relations can be investigated within
and across the two data parts.
Corresponding to the multi-part scenarios described above, we have researched
this problem and present the following contributions with this paper:
• We propose the construction of an interface that enables the joint visual
analysis of heterogeneous scientiﬁc data that consists of two data parts.
• We propose strategies for visual analysis where the analyst works with both
data parts simultaneously.
• We demonstrate the usefulness of our approach in the context of a ﬂuid–
structure interaction and a multi-run climate simulation.
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2 Related Work
The integration of abstract data from multiple sources is common in informa-
tion visualization (e.g., in relational databases [171], or web data [28]). North
et al. [171] propose ﬂexible visualization schemas built upon the snap-together
visualization model, which enable the user to create multiple-view visualizations
analogous to relational data schemas. Polaris/Tableau [217] supports the explo-
ration of data cubes, where data is given at diﬀerent hierarchical levels. These
approaches deal with heterogeneous abstract data. In this paper, we present a
visual analysis approach for heterogeneous scientiﬁc data usually given on grids
over time. Cross-ﬁltered views [252] allow interactive drill-down into relation-
ships between multiple data attributes, also across multiple datasets. Brushing
ﬁlters between pairs of views can be enabled/disabled. Cross-ﬁltered views are
neutral with respect to the data dimensionality and also support the derivation
of new data attributes. With our approach, we account for the heterogeneity of
the independent dimensions of space and time, similar to scenarios with multi-
run data. Features can also be transferred between non-overlapping data parts
such as spatially adjoining physical materials or interacting climate components.
While the data is ﬁltered with cross-ﬁltered views, our approach leads to a joint
focus–context discrimination that is related across heterogeneous data parts.
The area of coordinated multiple views has been steadily developing over the
past ﬁfteen years (see Roberts [192] for an overview). XmdvTool [248] allows the
analysis of complex relations in multi-variate data using combinations of brushes
in multiple views. SimVis [52] and WEAVE [66] are just two examples that
realize the concept of a visual analysis framework for scientiﬁc data. Multiple
linked views are used to simultaneously show, explore, and analyze diﬀerent
aspects of multi-variate data. The views are used next to each other and include
3D views of volumetric data (grids, also over time), but also attribute views such
as 2D scatterplots, function graph views, or histograms. Interesting subsets of
the data are interactively selected (brushed) directly on the screen, the relations
are investigated in other linked views (compare also to the XmdvTool [248]).
In some systems, the result of a smooth brushing operation [53] is reinte-
grated within the data in the form of a synthetic degree-of-interest data at-
tribute DOI j ∈ [0, 1] for every data item j (compare to the DOI attribution for
generalized ﬁsheye views by Furnas [65]). This data attribution represent the
ﬁrst interpretation level, ranging from data to knowledge [33]. Logical combi-
nations of brushes in multiple linked views enable the speciﬁcation of complex
features in a hierarchical feature deﬁnition language [52]. The DOI attribution
is used in all linked views to visually discriminate interesting features from the
rest of the data in a focus+context visualization style [161]. Our framework is
based on these concepts, extending the analysis capabilities to scenarios with
heterogeneous scientiﬁc data. We connect the two data parts by an interface
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that transfers fractional DOI information between the parts. Complex features
can be speciﬁed via (smooth) brushing within and across the data parts.
According to Fuchs and Hauser [63], scientiﬁc data stemming from diﬀerent
modalities (e.g., diﬀerent simulation models, or measurements) can be fused at
diﬀerent levels in the visualization pipeline. In multi-block ﬂow visualization,
for instance, simulations are performed on multiple grid types with diﬀerent
resolutions [56]. Since the blocks do not represent diﬀerent physical materials,
a feature transfer across the blocks would not make sense. In the visualization,
the blocks are usually fused at the data level (e.g., by constructing one hybrid
or unstructured grid). In VisIt, for instance, data from diﬀerent meshes are
evaluated onto a common mesh (cross-mesh ﬁeld evaluation [37]). Since the data
is fused at the data level, it can be considered as a single-part scenario according
to our terminology. Treinish [228] proposes a uniform data model that adjusts
to the data structure and how the data is processed. Using such a data-/model-
centric approach, data from diﬀerent sources can be fused (or correlated), thus
avoiding unnecessary interpolation or resampling to a common mesh. With our
approach, fusion is performed at the feature/interpretation level [33] instead of
the data level.
The treatment of multi-run data is rather new to the visualization commu-
nity [141]. Information visualization techniques such as parallel coordinates or
scatterplot matrices are used in combination with statistics to improve the under-
standing of the model output from multi-run simulations [41]. Nocke et al. [166]
propose a system of coordinated multiple views to analyze a large number of
tested model parameters and simulation runs. Statistical aggregations of the
multi-run data are visualized, e.g., using linked scatterplots, graphical tables, or
parallel coordinates. In their approach, however, the data is given in a coher-
ent data part. Potter et al. [185] propose a framework that consists of overview
and statistical visualizations for analyzing multi-run data. Matković et al. [151]
visualize multi-run data as families of data surfaces with respect to pairs of in-
dependent data dimensions. Projections and aggregations of the data surfaces
are analyzed at diﬀerent levels (e.g., a 1D proﬁle or single value per surface).
In our work, we propose a more general interface concept that connects data
items between two parts of scientiﬁc data and supports the transfer of fractional
DOI information. This approach can also be used for multi-run data. In re-
cent work [111], we have integrated traditional and robust estimates of statistical
moments in the visual analysis of such data, where we also utilize the interface
described here.
Kao et al. [108] visualize distributions over 2D multi-run data, where the distri-
bution can apparently be represented by statistical parameters. For other cases,
they propose a shape descriptor approach [107] constructing a 3D volume with
the probability density function (PDF) of the data as voxel values. Mathematical
and procedural operators [141] are proposed to transform the distribution data
into a form where existing visualization techniques can be applied (e.g., pseudo-
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coloring, streamlines, or isosurfaces). This operator approach is very promising
due to its ﬂexibility. However, it is not integrated in a visual analysis framework
that would enable the analyst to interactively specify features within the trans-
formed data. Recently, Potter et al. [186] extend the box plot [154] to include
additional statistics. The resulting summary plot depicts diﬀerent characteris-
tics of multi-run data, however, it cannot be placed in a dense manner. In our
multi-run example, we use carefully designed glyphs [136] to visualize aggregated
data properties in a 3D context.
3 Sample Analysis of an FSI Scenario
Fluid–structure interactions (FSIs) are complex multiphysics problems and cur-
rently an important topic in simulation research. In such scenarios, a solid struc-
ture interacts with a surrounding ﬂuid ﬂow, for example, by exchanging heat
and/or being deformed. The variety of FSI occurrences is abundant and ranges
from bridges, ﬂexible roofs, or oﬀshore platforms to micropumps and injection
systems, from parachutes to airbags, to blood ﬂow in arteries or artiﬁcial heart
valves [22]. In the following, the study of heat transfer in an FSI scenario is
used to illustrate our proposed methodology. Motivated by this example, we
later come up with a more general approach that can also be applied in other
scenarios with heterogeneous data such as multi-run data.
In our example, data from a multiphysics simulation of warm water ﬂow
through a cooler aluminium foam is investigated. The main goal of the domain
experts is to understand how the micro structure of the simulated foam inﬂuences
its thermal behavior. This knowledge can then be used to derive approximated
models of the foam which can be applied within larger scale simulations. A more
in-depth understanding of the ﬂow characteristics through the simulated domain
can help the application experts to experiment with diﬀerent foam structures.
This eventually leads to more desirable thermal properties of the foam structure.
The modeled domain contains two types of physically diﬀerent materials, i.e.,
water and aluminium. The underlying multiphysics simulation, therefore, gener-
ates two spatially disjoint result volumes (see Figs. 1a and 1b). Both 3D volumes
are connected by an interface which identiﬁes common faces between ﬂuid and
solid grid cells (illustrated in Fig. 1). During the simulation, the ﬂuid and solid
part can interact with each other via the interface, and exchange properties such
as heat.
In the visual analysis, we integrate both data parts, ﬂuid and structure. Vor-
tices are very important in understanding ﬂow characteristics such as heat ex-
change, which is the primary focus for this example. We are interested in the
thermal behavior in the structure part in the vicinity of vortical ﬂow. Since the
two data parts do not spatially overlap, a selection of vortex regions in the ﬂuid
(speciﬁed via brushing) needs to be transferred to the neighboring areas in the
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Figure 1: The basic structure of the ﬂuid–structure interaction: (a) simulated ﬂuid volume with temperature
mapped to color and (b) temperature distribution in the solid part of the data. Both data parts are connected via
an interface that relates cells sharing a common face between ﬂuid and solid.
solid part. For this purpose, we construct an interface between the data parts
that is similar to the one used in the simulation. The interface is created in ad-
vance to the visual analysis, and can be saved and loaded together with the data.
Grid cells that are located in the boundary region between ﬂuid and solid are
automatically correlated (the technological details are given in Sec. 4). During
the visual analysis, user-speciﬁed features within these regions are instantly ex-
changed between the data parts via the interface. The interface can, for instance,
be employed to investigate relations between ﬂow phenomena and the resulting
temperature changes within the nearby solid.
In Fig. 2a, vortex regions within the ﬂuid part have been selected using the λ2
criterion [101]. Color is mapped to the value of λ2 with lower values, indicating
stronger vortical properties, mapped as red. In Fig. 2b, the λ2 selection has
been restricted to ﬂuid cells in the vicinity of the aluminium foam using the
interface.2 In order to derive quantitative properties from this selected region, the
ﬂuid temperature within it has been averaged and plotted as a green curve over
time [236] (see Fig. 2c). Some context is provided by plotting the overall average
temperature within the ﬂuid as a black curve and the averaged temperature in
the vicinity of the solid as a brown curve (standard deviations are encoded as
ﬁlled areas in the background). Since the aluminium foam is being warmed by
the ﬂuid, the averaged ﬂuid temperature in the vicinity of the foam (brown curve)
is lower than the averaged overall ﬂuid temperature (black curve). As indicated
by the green and brown curves, it is notable that the ﬂuid temperature close to
the solid is warmer when measured in regions of vortical ﬂow.
The next step of the analysis deals with the solid portion of the simulation
data. The feature transfer mechanism over the interface works bidirectionally.
Thus, it is possible to project the previously deﬁned selection of vortical ﬂow
(λ2 criterion) onto solid regions in their vicinity. These regions are selected in
2The fully selected solid region has been transferred onto the neighboring ﬂuid part where it
is combined with the vortex feature.
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Figure 2: Visual analysis of heat transfer using the bidirectional transfer of user-speciﬁed features: (a) vortical
regions within the ﬂow volume are selected via the λ2 criterion [101]. Only ﬂuid regions (b) in the vicinity of
the solid and solid regions (d) in the vicinity of vortical ﬂow are visible. In (c, e) statistical properties of selected
regions are shown over time.
Fig. 2d, where temperature is encoded in color. The solid portions in the vicinity
of vortical ﬂuid (green curve in Fig. 2e) are warmer than the average temperature
in the solid (black curve) and also warmer than the remaining solid part in the
vicinity of the ﬂuid (brown curve). This is a strong indicator for a direct relation
between turbulent ﬂow around the simulated foam structure and the heating
process within the structure.
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4 Interactive Visual Analysis across an Interface
Motivated by the previous example of a ﬂuid–structure interaction, our goal is to
enable the joint interactive visual analysis of heterogeneous scientiﬁc data. The
data consists of two parts (e.g., multi-run and aggregated data or data from a
coupled climate model) that are both integrated into the visual analysis. Visual
analysis is often based on the concept of user-speciﬁed interest per data item
(resulting from feature speciﬁcation via brushing). Such markups represent the
ﬁrst level of semantic abstraction, ranging from data to knowledge [33]. Our
idea is to use a synthetic degree-of-interest (DOI) attribution [53] as a common
level of data abstraction between two related parts of scientiﬁc data. In order
to exchange the fractional DOI information, we construct an interface that con-
nects individual grid cells between the data parts (similar to the ﬂuid–structure
interaction scenario). Such an abstract coordination space is also implicit in the
model-view-controller pattern (see Boukhelifa and Rodgers [18], for instance).
Based on the data state reference model [36], our interface consists of the
following four components illustrated in Fig. 3 and described in the following
sections:
• the interface describes the structural relation between the two data parts
(see Sec. 4.1). That is, it speciﬁes which of the grid cells in the one data
part are related to certain other cells in the other part, and vice versa. The
structural relation can be generated automatically (e.g., in a preprocessing
step), and is saved and loaded together with the data parts.
• during the visual analysis, the transfer of DOI information represents the
functional aspect of the interface. It speciﬁes how the fractional DOI in-
formation is exchanged between the data parts (see Fig. 3b and Sec. 4.2).
In our ﬂuid–structure scenario, for example, a vortex feature speciﬁed in
the ﬂuid part is automatically transferred to the solid part where it can be
further reﬁned. The feature transfer works in both directions between the
data parts.
• the automatic update of feature speciﬁcation represents the dynamic aspect
of the interface, which ensures consistency of the features and interactive
frame rates during visual analysis. That is, the order in which the DOI in-
formation is transferred and updated between the data parts where multiple
processes run in parallel (see the arrows illustrating the update process in
Fig. 3c).
• we also propose strategies for visual analysis across an interface, i.e., the
interactive and iterative reﬁnement of features that are speciﬁed within and
between the two data parts (see Fig. 3d and Sec. 4.4).
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Figure 3: In our visual analysis scenario, two parts of the scientiﬁc data are connected through an interface: the
interface (a) speciﬁes which cells in the two data parts are related to each other, (b) it speciﬁes how the user-
speciﬁed degree-of-interest (DOI) information is transferred between the data parts. Moreover, it (c) considers
dynamic aspects between multiple processes to enable interaction during visual exploration, and (d) enables
novel analysis strategies for iterative feature reﬁnement.
4.1 The Interface (Structural Relation)
As stated above, the interface speciﬁes the structural relation between the indi-
vidual grid cells of two parts of the scientiﬁc data (see Fig. 3). This relation needs
to be generated once for a particular scenario (e.g., in an automatic preprocessing
step), and can be saved and loaded. During the visual analysis, the structural
relation is then used when transferring features between the data parts. In order
to make the interface suitable for diﬀerent scenarios with heterogeneous data,
we need to consider that the two data parts can be given on various kinds of
grid, with diﬀerent data dimensionality, and for possibly diﬀerent time steps.
For all cells in one of the data parts (at a given time step), the interface stores
a collection of references to all related cells (and the corresponding time step)
in the other part. This allows, for instance, grid cells at a given timestep to
be connected to grid cells at multiple time steps, and vice versa (e.g., when the
data parts are given for diﬀerent time intervals). Furthermore, a weight value is
assigned to each relation between two cells. This weight determines the amount
of inﬂuence a related data item has on the item in question. In the FSI scenario,
for instance, it may be desirable that ﬂuid and structure cells that are located
farther apart have less inﬂuence than cells that are relatively close to each other.
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data part2
data part1
boundary layer
Figure 4: Many-to-many relation between two spatially adjoining data parts: a grid cell in one of the data parts
can be related to multiple grid cells in the other data part, and vice versa. The weights of the grid cells related
to a certain cell (blue) are encoded in red. The different data parts can represent ﬂuid and structure, atmosphere
and ocean, or ﬂuid and ﬂuid.
To make the interface as ﬂexible as possible, the relations are separately speciﬁed
in both directions. In a symmetric scenario, this can also be simpliﬁed.
There are three possible ways that data items can be related across diﬀerent
parts of the data [171]: one-to-one, one-to-many, and many-to-many. A one-to-
one relation exists also in a traditional multi-variate dataset (single-part scenario)
or when diﬀerent data parts are given for the same grids/time steps. This relation
is, therefore, not discussed in further detail here. In the following, we describe
the many-to-many relation that exists, for instance, in an FSI simulation. The
one-to-many relation is then described in the example of a multi-run scenario.
Many-to-many relation between two data parts
This kind of relation emerges, for instance, between spatially neighboring data
parts such as an FSI simulation. Also in a coupled atmosphere–ocean model
simulation, the two models spatially adjoin at the ocean surface and exchange
properties through a coupler module (e.g., temperature, precipitation, evapo-
ration). Since the two data parts do not spatially overlap, our approach is to
consider the DOI transfer similar to a diﬀusion process of the features at the
boundary between the data parts. This is in agreement, for instance, with the
oceanographers’ concept of the upper ocean layer that is inﬂuenced by the atmo-
sphere (inﬂuence is decreasing with depth).
As shown in Fig. 4, the relationship between grid cells sharing a common
boundary between the data parts can be translated into a many-to-many inter-
face. The N data items that are close to the boundary layer are connected to
M data items which lie in their vicinity in the second data part, and vice versa.
As illustrated for the blue grid cell in Fig. 4, the inﬂuence of the related grid
cells (i.e., the weight values encoded in red) decreases with the spatial distance
between the cells.
An interface such as the one used in the ﬂuid–structure interaction example can
be automatically constructed as follows (see Fig 4): For every celli in data part1
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Figure 5: One-to-many relation between two data parts with different dimensionality: every N cells in a multi-
run data (a, c) are connected to one cell in an aggregated data part (b, d), which share the same space/time
(indicated in red).
that is within a certain distance distmax to the boundary surface, all grid cells in
data part2 that are within a distance distmax to celli are added to the collection
of related cells. The individual weights for the related cells are, for example,
speciﬁed as a function of the distance disti,j between the cells and an importance
value of the cell CI j , i.e.,
wj = CI j
distmax − disti,j
distmax
,
where CI j is usually proportional to the actual volume of the grid cell, giving
larger cells a higher inﬂuence than smaller ones. In some cases, however, the
opposite may be desirable. In simulation, for instance, smaller cells are often
used in regions of special interest. In such a case, smaller cells can then receive
a higher importance value CI j than larger cells.
One-to-many relation between two data parts
This kind of relation exists, for example, between data parts that are speciﬁed
at two diﬀerent hierarchical levels. Examples are scale space representations of
scientiﬁc data where data is given at diﬀerent resolutions [9] or multi-run and
aggregated data that are given with diﬀerent dimensionality. In the latter case,
the higher dimensional data part represents the original multi-run data (with
additional independent dimensions for the input parameters to the simulation).
In Figs. 5a and 5c, a collection of N values exists for the same data attribute
for every grid cell (e.g., 100 temperature values per cell for a simulation with
100 runs). To analyze the distribution of values, statistical properties such as
mean or standard deviation can be computed with respect to the run dimension
(or another independent data dimension). The result of this aggregation repre-
sents the second data part given at a lower dimensionality. In Figs. 5b and 5d,
every single cell in the aggregated data part is, therefore, related to the N cells
in the multi-run data that share the same space and time, and vice versa.
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4.2 Transfer of Degree-of-Interest Information
The DOI transfer represents the functional aspect of the interface. It is based
on the structural relation between the two data parts (see Sec. 4.1). For every
data item i in one data part, the transferred DOI ′i is computed from the related
data items in the other part, and vice versa. This transferred DOI information is
then combined with the local one in the data part (e.g., logical AND/OR). Since
the DOI transfer works bidirectionally, we need to ensure that the transferred
feature is not transferred back, which would lead to inconsistencies in the feature
speciﬁcation (see also Sec. 4.3). We propose three diﬀerent ways of transferring
the DOI information: 1) weighted sum, 2) maximum (or minimum) weighted
DOI value, and 3) maximum (or minimum) DOI value without weighting. De-
pending on the user’s needs, one can switch between these options during the
visual analysis. This opens up interesting opportunities for analytic procedures
(see also Sec. 4.4).
With the ﬁrst approach, the weighted sum of the DOI values of related cells
is computed for every data item i: DOI ′i = 1∑
j wj
(∑
j wj · DOI j
)
. For the one-
to-many relation (e.g., when working with hierarchically organized data parts)
this represents the transfer of the average of the related DOI values. For the
many-to-many relation this kind of DOI transfer can be seen as a diﬀusion of the
DOI information across the interface. For cases in which data is given in a con-
tinuous form, the process is similar to integrating over the weighted DOI values
of the related cells. This weighted transfer is well suited for examining the degree
to which the related cells are part of the focus in the other data part (e.g., 20 out
of 100 related cells are selected). However, it has the drawback that isolated
DOI features are de-emphasized due to averaging of the DOI values, e.g., when
only one of the related cells has a maximum DOI value and all other cells are
part of the context.
In order to preserve such DOI peaks, we suggest also to allow the maximum of
the weighted DOI values of related cells to be transferred, i.e., DOI ′i = maxj(wj ·
DOI j). As a third alternative, the user can choose to neglect the weight values,
and transfer the maximum value of the related DOI information only. This can
be useful, for instance, in order to preserve features even though only a few
related cells have large DOI values, or relatively low weights. Examples are grid
cells in an FSI scenario or multi-model simulation without considering the actual
intercell distance or cell importance. The three methods for DOI transfer are
suitable for diﬀerent stages of a visual analysis, which is discussed in section 4.4.
4.3 Automatic Update of Feature Specification
In this section, we describe dynamic aspects of interlinking two data parts. Dur-
ing the visual analysis, the feature speciﬁcation is automatically updated by
multiple threads to ensure consistency and responsiveness of the application.
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Figure 6: Relating complex features that are speciﬁed in a hierarchical manner. Yellow arrows represent node
invalidations and blue arrows represent updates.
Features can be speciﬁed by logical combinations of brushes within and across
views. In our framework, the resulting DOI information within an attribute view
(e.g., scatterplot, histogram) is represented as a leaf node in a hierarchical feature
deﬁnition language [52]. The nodes are combined by logical AND/OR-operations
in order to specify three levels of focus (see Fig. 6). The diﬀerent focus levels and
the context are encoded in color in every attribute view [161]. The DOI informa-
tion is thus deﬁned at every node in the feature tree and a ﬂag indicates whether
the information is currently up-to-date. As soon as the DOI information at a
certain tree node becomes outdated (e.g., when altering a brush in a view), all
update processes are suspended. The out-of-date event is propagated up to the
tree root (see the ﬂash symbols 1–3 in Fig. 6). Update threads are then restarted,
and the feature speciﬁcation is updated in a depth-ﬁrst manner, starting with
the deepest node in the tree that is out-of-date (steps 4, 5, and 8 in Fig. 6).
The feature trees in two data parts can be related by exchanging the DOI in-
formation of two nodes given at the same hierarchy level (e.g., nodes A and B
in Fig. 6). The naïve approach is to set the related node B out-of-date after the
DOI information in node A is updated (i.e., after step 5)—this is then propagated
up to the tree root in data part2 and starts the corresponding update threads.
This approach works well as long as the data parts are related only in one direc-
tion. If the relation is established in both directions, node A would also be set
out-of-date after node B is updated (illustrated in step 10). This would cause an
endless loop of updates. To avoid this problem, we do not set node B out-of-date
in step 6. Instead a synchronized update of nodes A and B is performed in step 5.
Subsequently, only the parent node of B is set out-of-date (step 7).
The sequence of events as to how the related nodes A and B exchange their
DOI information is illustrated by arrows in Fig 3c. First, the feature speciﬁcation
in node A (DOI1) and node B (DOI2) is updated, combining the DOI information
of the respective child nodes. When exchanging the features via the interface,
we need to ensure that the transferred DOI information is not transferred back.
This would lead to inconsistencies in the feature speciﬁcation. In steps 3 and 4 in
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Fig. 3c, therefore, the DOI information is ﬁrst transferred between the data parts
(see DOI′1 and DOI′2) and stored temporarily. After that, the transferred DOI can
be combined with the local one (steps 5 and 6 in Fig. 3c). During this process, all
operations are performed by the threads of only one data part (potential updates
of the feature speciﬁcation in the other data part are suspended).
After nodes A and B have exchanged their DOI information as described above,
only the parent node of B is set out-of-date (step 7 in Fig. 6). This restarts the
update threads in the feature tree in data part2. Since node B itself has not been
set out-of-date, steps 9 and 10—leading to an endless loop—are not performed.
4.4 Strategies for Visual Analysis
Interactive visual analysis enables the user to enter a visual dialog with the data.
The employed procedure usually follows Ben Shneiderman’s information seeking
mantra [209] (overview ﬁrst, zoom and ﬁlter, details-on-demand) or Keim’s recent
modiﬁcation for visual analysis [116] (analyze ﬁrst, show the important, zoom,
ﬁlter and analyze further, details-on-demand). The analysis process usually takes
place in a single-part scenario. When this is extended to two data parts, the
pattern has to be adapted accordingly. Additional iteration loops are introduced
between the data parts as illustrated in Fig. 3d. With spatially adjoining data
parts, for example, features are iteratively speciﬁed in one data part by brushing.
The relations of the features—transferred by the interface—are also inspected in
the other data part, e.g., in the spatial context using a 3D view or in attribute
views (compare to the FSI scenario in Sec. 3). At a certain point, the analysis
moves over to the other data part, possibly also with certain iterations, before it
can go back to the ﬁrst data part, and so on.
We have worked through several analysis scenarios with two hierarchically re-
lated data parts (Sec. 5 describes one such analysis of multi-run climate data).
From these scenarios, we see that it is useful to have views that show the data
at the aggregated and detail level next to each other. The analysis usually starts
at the aggregated level (overview ﬁrst). Statistical properties—computed from
the data part given with more detail (e.g., the multi-run data)—are investigated
at this level. Interesting data characteristics can be selected such as distribu-
tions that have a high variability or contain irregularities such as outliers. While
interactively brushing the aggregated properties, the collections of related data
values are instantly highlighted in another view at the detail level. After several
iterations at the aggregated level, the analysis continues in the data part that
is given with more detail. The features can be further reﬁned here (e.g., select-
ing/excluding individual data values that are outliers). The relations are again
checked in both data parts, and so on.
An analysis pattern with respect to the DOI transfer is to begin with a max-
imum transfer ﬁrst. This is independent of the quantitative inﬂuence which the
related data items have on each other (e.g., the distance between cells in an
107
Paper C Interactive Visual Analysis of Heterogeneous Scientiﬁc Data across an Interface
FSI scenario). That is useful, for instance, not to “lose” features in cells with
small weight values due to averaging. Such a maximum DOI transfer enables the
analyst to look up where features coexist in both data parts. At a certain stage
of the analysis, the analyst decides to change to a weighted DOI transfer. This
results in a more quantitative analysis of the relations between the data parts,
i.e., the degree to which the features coexist. With two hierarchically related data
parts (one-to-many), one can investigate how many of the related cells (e.g., in
the multi-run data part) are part of the focus. For spatially neighboring parts,
the weighted DOI transfer also gives an indication of how close or distant the
related cells are. For scenarios with FSI or coupled climate models, this transfer
corresponds to the physical properties of a diﬀusion process.
Another important aspect of related analysis procedures is that data attributes
can be transferred across the interface as well (compare to data transformations
in the data state reference model [36]). Using an integrated data calculator mod-
ule with a respective graphical user interface, additional data attributes can be
derived from existing ones that are possibly located in the other data part. To
do so, the structural relation between the data items in the data parts is used
(see Sec. 4.1). The new attributes are thereafter available for full investigation
in all linked views. We will beneﬁt from this mechanism in the demonstration
(Sec. 5), where statistical attributes are derived from multi-run data during the
visual analysis.
5 Analysis of Multi-run Climate Data
The visual analysis of heterogeneous scientiﬁc data is exempliﬁed in the context
of a climate data analysis. We investigate data from a multi-run simulation
of a palaeoclimatic cold event that was caused by a meltwater outburst from
Lake Agassiz, an immense glacial lake located in the center of North America.
About 8,200 years ago, the lake drained due to climate warming and melting of
the Laurentide Ice Sheet. The investigated data stems from the CLIMBER-2
coupled atmosphere–ocean–biosphere model that simulates a cooling of about
3.6 K over the North Atlantic [10].
With a sensitivity analysis, an important goal for the climate modelers is to
better understand the variability of a simulation model with respect to certain
model parameters. Identifying those parameters that have the most inﬂuence can
help to validate the model and also guide future research eﬀorts [70]. Multiple
simulation runs are computed with varied initial parameters. In our case, two
diﬀusivity parameters of the ocean model are altered, one horizontal (diﬀ h) and
one vertical (diﬀ v), with ten variations each. This leads to a dataset with a
total of 100 (10 × 10) runs. For each run, the data is given for 500 years on
2D sections (latitude × depth) through the Atlantic, Indian, and Paciﬁc ocean.
In the following, we present a selection of results from a visual sensitivity analysis
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of the ocean part of the CLIMBER-2 model based on the input parameters diﬀ h
and diﬀ v.
5.1 Basic Setup for the Visual Analysis
Since the number of independent dimensions in the multi-run ocean data is al-
ready challenging (ﬁve dimensions, i.e., a 2D section for each ocean, time, and
two run parameters with 10 × 10 runs), a traditional visual analysis is diﬃcult.
Reducing the data dimensionality can help, for instance, by computing statistical
aggregates along an independent data dimension. Such an example is to consider
averages over time instead of all the individual data values. For the ocean data,
we compute statistics with respect to the two run-dimensions. The aggregated
data properties are reintegrated in our framework through an attribute derivation
mechanism. The result is stored in a separate data part with lower dimensionality
than the original data (i.e., a 2D section per ocean over time).
For the visual analysis, we connect the data part that contains the multiple
runs and the aggregated data part by an interface. The interface is created
automatically during the data conversion and is loaded together with the data
parts at the beginning of the analysis session. As discussed in section 4.1, a one-
to-many relation is established between each aggregated cell and the collection
of multi-run values given for the same space and time (see Figs. 5c and 5d).
Brushing, for instance, an aggregated cell also selects the related distribution of
values in the multi-run data (at the same timestep). Since the two data parts are
connected by the interface, we can go back and forth between the original data
and aggregated statistics during the visual analysis.
In the following analysis, we ﬁrst familiarize ourselves with the data by means
of an overview visualization (in the aggregated data part). This is based on glyphs
showing derived statistical properties computed from the multi-run data. In the
aggregated part, we are able to identify certain cells which contain interesting
outliers (with respect to a sensitivity analysis). The selection is automatically
transfered via the interface to the multi-run data part. The feature is further
investigated and reﬁned, which is also reﬂected back to the aggregated data part.
In the analysis, the parameter settings that lead to the selected outliers can be
identiﬁed.
First, we want to obtain an overview of the multi-run ocean data. At every
timestep, statistical properties are computed from each distribution of multi-run
values per grid cell. We are, for instance, interested in distributions where the
outputs from diﬀerent runs have a high variation. For this purpose, we compute
the quartile information that is commonly represented in box plots [154]. The
three quartiles divide the collection of 100 values per grid cell—one value per
run—into four equally populated parts: 25 percent of values are smaller than
the lower quartile q1, 50 percent are smaller/larger than the median q2, and
25 percent of the values are larger than the upper quartile q3. The median is a
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robust estimate of the center of a distribution (as compared to the mean) and the
interquartile range (IQR = q3 − q1) is a more robust estimate for the standard
deviation [148]. Carefully designed glyphs, placed as billboards in 3D, can be
used to represent multiple properties per grid cell [136].
The glyphs provide qualitative information about the data distribution with
respect to the multiple runs. In Fig. 7a, four statistical properties are repre-
sented per aggregated cell at timestep 100: the median temperature is encoded
in color,3 the interquartile range is mapped to the overall glyph size, the upper
glyph shape represents the distance q3 − q2, and the lower shape shows q2 − q1.
Large interquartile ranges have been brushed, and opacity represents the respec-
tive DOI values. The upper and lower shape of the glyphs are based on super
ellipses [136]. Each shape represents an attribute by changing from a star (small
value), to a diamond, to a circle, and a box representing a large value (see the
glyph legend in Fig. 7a). Even though the ﬁgure may contain some visual clut-
tering, it gives a qualitative overview about the data distribution over all runs
(at the given timestep). We see a couple of interesting locations (larger glyphs)
where the corresponding distribution of multi-run values have a high variation.
The upper/lower glyph shapes also provide information about the skewness of
the distribution. Due to its horizontal symmetry, the glyph shape can usually be
mentally reconstructed when the glyph is partially occluded. The user can also
zoom and rotate the visualization.
Fig. 7b depicts the multi-run data part at the same timestep. For each run,
temperature is shown on a cross section through the Atlantic, Indian, and Paciﬁc
ocean. The 2D sections (latitude × depth) are hierarchically arranged next to
each other. The two run dimensions of the data are embedded by (re)using one of
the spatial dimensions of the visualization (denoted as run axis). The location r
along the run axis is determined by the input parameters to the simulations, i.e.,
r = diﬀ h ·steph +diﬀ v ·stepv, where steph is chosen slightly larger than 10 ·stepv.
This leaves some space between cross sections resulting from diﬀerent settings
for diﬀ h (illustrated in Fig. 7b). Both step sizes can be speciﬁed by the user.
During interaction, the camera settings for the aggregated and multi-run view
are synchronized.
5.2 Outlier analysis in the aggregated data part
As a next step, the inﬂuence of the ocean diﬀusivity parameters on the simulation
output is investigated. We focus on grid cells that contain interesting multi-run
outliers. These are values resulting from individual runs that strongly diverge
from the output of other runs (for the same grid cell and timestep). Identifying
such outliers can be useful for ﬁnding possible errors in the model or unsuitable
3The color maps are based on the work of Brewer [19]. Discrete maps are chosen to allow
more quantitative statements about the data.
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Figure 7: Multi-run climate data at timestep 100 given for two hierarchical levels: (a) glyph-based visualization
of four aggregated properties from the multi-run data (color, overal size, upper/lower glyph shape). (b) the
original multi-run data on 2D cross sections through the Atlantic, Indian, and Paciﬁc ocean. The run parameters
are encoded in one of the spatial dimensions (run axis). Camera settings in both views are synchronized.
settings for the model parameters. We compute additional data properties from
the multi-run data using the integrated data derivation mechanism of our frame-
work. The resulting properties are stored in the aggregated data part. We create
a 2D scatterplot that can answer two questions per multi-run distribution:
• what percentage of the multi-run values given for a grid cell/distribution
represent outliers (x-axis), and
• how are the outliers distributed (y-axis). That is, are more outliers located
above q3 or below q1, are they equally distributed, etc.
Univariate measures of outlyingness often consider the distance of the samples
to the data center, normalized by the standard deviation. Such measures can be
estimated in a classical or a robust way [148]. Data values that lie more than
1.5 × IQR away from the upper or lower quartile are often considered as “mild”
outliers, and values that diﬀer by more than 3×IQR are considered as “extreme”
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selected cells are also shown for the multi-run data (c).
outliers [233]. At this stage of the analysis, we consider mild and extreme outliers
as equally important. In Sec. 5.3, however, we treat them diﬀerently.
For each distribution of multi-run values at a timestep, we derive the percent-
age of upper outliers (percent data values ≥ q3 + 1.5 × IQR) and lower outliers
(percent data values ≤ q1 − 1.5 × IQR). The scatterplot in Fig 8a shows aggre-
gated properties for all grid cells and timesteps.4 The percentage of total outliers
per grid cell (at a timestep) is mapped to the x-axis. A measure that expresses
whether there are more upper or lower outliers is represented on the y-axis (i.e.,
upper minus lower outliers). In the view, the number of data items per rectangle
is encoded by its luminance and the DOI values are represented by color (pure
red represents a maximal DOI value). Grid cells with certain outlier character-
istics can be investigated via brushing: Data items at (0, 0) contain no outliers
according to the chosen measure. Items along the diagonals contain either only
4Since the point size in this plot has been increased, it is similar to a 2D histogram using
colored rectangles to represent the bar height.
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upper or lower outliers. Items located on the x-axis (y = 0) contain the same
number of upper and lower outliers. Using a smooth brush [53], we focus on
grid cells where more than 10 percent of the multi-run values diverge strongly
from the rest (with a transition to cells containing no outliers, illustrated as an
orange gradient below Fig. 8a). While brushing these aggregated characteristics,
the selection is instantly transferred to the multi-run data part via the interface.
The spatial relation of the feature can be investigated in Figs. 8b and 8c.
The glyphs in Fig. 8b depict the derived outlier characteristics at timestep 60.
Color represents the median temperature and the overall glyph size represents the
percentage of total outliers per cell (at the timestep). The upper and lower glyph
shape shows the percentage of upper and lower outliers, respectively. In Fig. 8c,
the corresponding deviation of multi-run values from the median temperature is
visualized. A group of cells with mainly upper outliers (round upper glyph shape)
is visible in the north of the Atlantic (see red ellipses in Figs. 8b and 8c). Another
group of cells with many lower outliers is located north of the Iceland-Faroe-Ridge
in the Atlantic (see the blue ellipses). By changing the depicted timestep, one can
observe that the feature with lower outliers propagates northward and downward
near the seabed over time. The feature also extends over the north pole to the
other parts of the arctic sea (not visible at this timestep). At a later stage of the
simulation, an increasing number of runs results in such lower (cooler) outliers
compared to the rest (blue ellipses in Figs. 8b and 8c). We further investigate
this feature.
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We focus on cells that contain more lower than upper outliers. To allow such
a relative selection, the data mapped to the y-axis in Fig. 8a is normalized. The
respective data attribute (upper minus lower outliers) is, therefore, divided by
the corresponding percentage of total outliers (x-axis). The resulting scatterplot
is shown in Fig. 9. For each column of total outliers (x-axis), the combinations of
upper and lower outliers are now equally distributed on the vertical axis (this is
illustrated for the example of 12 percent total outliers in Fig. 9). Accordingly, it is
now possible to brush the ratio between upper and lower outliers. Data items that
1) contain at least 10 percent of outliers at a timestep (x-axis) and 2) have at least
75 percent lower outliers—compared to the percentage of upper outliers—are in
full focus (see also the smooth extension of the brush where the DOI linearly
decreases, illustrated as orange gradients in Fig. 9). The respective feature is
further analyzed in the following section.
5.3 Outlier analysis in the multi-run data part
Up to now, our analysis was mainly based on aggregated properties. Since both
data parts are connected through an interface, we can go back to the original
multi-run data and further reﬁne our selection of lower outliers. In the following,
the model sensitivity with respect to the input parameters diﬀ h and diﬀ v is
investigated for the speciﬁed feature. Our goal is to identify 1) the grid cells with
the speciﬁed outlier characteristics and 2) the parameter settings that result in
such outliers. A measure of outlyingness is thus derived in the multi-run data
part, which also allows us to diﬀerentiate between mild and extreme outliers.
For each multi-run value xj , the deviation from the center of the corresponding
distribution is normalized by the interquartile range, i.e., xj−(q1+q3)/2IQR . Values
inside [q1, q3] are thereby mapped to the interval [−0.5, 0.5]. Note that the median
does not have to be zero on this scale.
The scatterplot in Fig. 10 shows the described measure of outlyingness for
the multi-run data (y-axis), and the corresponding deviation from the median
temperature per distribution (x-axis). We brush multi-run values that represent
extreme outliers with a smooth transition to mild outliers (see the illustration
on the right of Fig. 10). In the scatterplot, such extreme outliers are vertically
located above or below ±3.5 and deviate by more than 3 × IQR from the upper
or lower quartile, respectively. Mild outliers are located above or below ±2.0.
In Fig. 10, diﬀerent levels of focus+context [161] are discriminated in color: the
context is shown in black, data items only selected in the local view are encoded
in blue, and items selected in both data parts are highlighted in red. Since the
interface works bidirectionally, the maximum DOI value per multi-run distribu-
tion is also transferred to the related grid cell in the aggregated data. Aggregated
cells where the related distribution contains only mild outliers accordingly receive
a low DOI value.
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As a next step, multi-run values that are relatively similar to the median tem-
perature of the corresponding distribution are excluded from the selection (with
a smooth brush on the x-axis in Fig. 10, not shown here). This is to account for
distributions with a very small interquartile range, where the chosen measure of
outlyingness becomes less signiﬁcant (as compared to larger interquartile ranges).
In the following, we investigate the temporal evolution of the previously spec-
iﬁed feature of lower outliers (aggregated data part) that has been reﬁned in the
multi-run data part to also identify the parameter settings causing these outliers.
Fig. 11 shows the aggregated and multi-run data at three diﬀerent timesteps,
represented as columns. The aggregated outlier properties are visualized in the
top row. A diverging color map is used for the multi-run data (middle row) to
encode the deviation from the median temperature per grid cell. A view from
above (bottom row) is used to identify the input parameter settings resulting in
the selected outliers (diﬀ v settings are also color-coded).
At timestep 60, the selected multi-run values strongly deviating from the rest
of the distribution are visible north of the Iceland-Faroe-Ridge (see the blue
ellipses in Figs. 11b and 11c). Since the corresponding diﬀ v and diﬀ h settings
are spatially encoded in the visualization, we can see that these outliers mainly
result from larger diﬀ v settings5 (see the inset in Fig 11c). At this stage of
the simulation, multi-run values that are also simulated with larger values for
the horizontal ocean diﬀusivity (diﬀ h) deviate earlier from the other runs. For
5These runs are located on the right side each, because diﬀ v input values are encoded with a
smaller step size than diﬀ h values.
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these grid cells and run settings, the model changes from its standard behavior
to another climate condition.
At year 120 the feature of lower outliers (blue ellipse in the north of the At-
lantic) has also propagated to the other parts of the arctic sea (green ellipses in
the Indian and Paciﬁc ocean). After extending over the north pole, it is propa-
gating southwards (indicated with arrows). It is still only larger settings for diﬀ v
that produce these outliers (see upper part of Fig 11f). On the other hand, a
condition has established in the southern region in all three oceans where a few
runs constantly result in diﬀerent output values to the rest (see red ellipses).
These outliers result from large diﬀ h settings and are, therefore, represented to
the right of each ocean. A similar behavior is also visible at year 250 (see the
red ellipses in Figs 11h and 11i). At this stage of the simulation, the outliers
previously visible in the north have already disappeared. A condition has been
established in the north where the runs mainly result in similar outputs.
Over the investigated timespan, certain runs in the northern Paciﬁc also pro-
duce a larger number of lower outliers (see the orange ellipses in Fig. 11). These
outliers result mainly from smaller settings for diﬀ h and diﬀ v (e.g., see the inset
in Fig. 11i). As a next step, we change our selection in the aggregated data part
to select grid cells that contain more upper than lower outliers. A similar analysis
is performed, where the parameter settings producing these upper outliers are
investigated. Due to space limitations, this is not shown here.
In summary, we performed a visual sensitivity analysis of a multi-run climate
simulation. In our analysis framework, multi-run and aggregated data were in-
tegrated and related by an interface, which supports the investigation of fea-
tures across both data parts. Statistical properties were computed from the
distributions of multi-run values. Based on these properties, interesting outlier
characteristics could be brushed in the aggregated data part. The feature was
automatically transferred to the multi-run data via the interface where it was
further investigated. Individual runs that substantially deviate from the other
values of the distribution could be identiﬁed together with the corresponding
input parameter settings. By connecting both data parts via the interface, the
analyst can go back and forth between multi-run and aggregated data, which
enables a powerful analysis.
6 Conclusion and Future Work
The joint visual analysis and exploration of heterogeneous scientiﬁc data is a cru-
cial and challenging task. In this paper, we propose a systematic approach to the
interactive visual analysis of two heterogeneous parts of scientiﬁc data. Analogous
to the related simulation scenarios, we construct an interface between the data
parts which connects data items in the one part to data items in the other, and
vice versa. We propose diﬀerent ways of how a user-speciﬁed degree-of-interest
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attribution can be transferred between the data parts. Instead of performing
fusion between the parts at the data level—this is often not practical in scenarios
including multi-run simulation data or ﬂuid–structure interactions—we perform
the fusion on the ﬁrst semantic/interpretation level explicitly represented as user-
speciﬁed features [33]. Our approach is demonstrated in two visual analysis sce-
narios with heterogeneous scientiﬁc data, which were conducted in collaboration
with domain researchers.
For data parts speciﬁed at hierarchically diﬀerent levels, the integration of
derived statistical attributes in the analysis process has shown great potential.
It enables the analyst to work simultaneously in both—the data part containing
the actual data, and the aggregated data part representing summary information.
The analyst can go back and forth in an iterative manner, analyzing the data at
diﬀerent hierarchical levels. Relations between these data parts can thereby be
identiﬁed through the visualization and iteratively reﬁned. Such a tight integra-
tion of a computational and interactive analysis methodology agrees well with
the requirements for prototypic visual analytics solutions [116].
In future work we will focus on extending our approach to scenarios with
multiple data parts (e.g., given at multiple aggregated levels). We also aim at
further integrating statistical properties, yielding quantitative results into our
visual analysis framework. Here again, we want to show how visual analysis and
statistics can interact in a feedback loop to gain in-depth insight into the data.
We also want to identify further analytical patterns that involve our interface.
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Abstract
We present a systematic study of opportunities for the interactivevisual analysis of multi-dimensional scientiﬁc data that is based
on the integration of statistical aggregations along selected indepen-
dent data dimensions in a framework of coordinated multiple views
(with linking and brushing). Traditional and robust estimates of the
four statistical moments (mean, variance, skewness, and kurtosis) as
well as measures of outlyingness are integrated in an iterative visual
analysis process. Brushing particular statistics, the analyst can inves-
tigate data characteristics such as trends and outliers. We present a
categorization of beneﬁcial combinations of attributes in 2D scatter-
plots: (a) kth vs. (k+1)th statistical moment of a traditional or robust
estimate, (b) traditional vs. robust version of the same moment, (c)
two diﬀerent robust estimates of the same moment. We propose se-
lected view transformations to iteratively construct this multitude of
informative views as well as to enhance the depiction of the statistical
properties in scatterplots and quantile plots. In the framework, we
interrelate the original distributional data and the aggregated statis-
tics, which allows the analyst to work with both data representations
simultaneously. We demonstrate our approach in the context of two
visual analysis scenarios of multi-run climate simulations.
This article was published in Computer Graphics Forum, 29(3):813–822, 2010. Digital Object
Identiﬁer no. 10.1111/j.1467-8659.2009.01697.x. The work was also presented by the main
author at EuroVis 2010, June 9–11, Bordeaux, France. In Fig. 3, the annotation of view
transformation has been changed (Tord instead of Trob). An error in the caption of Fig. 5
has been corrected.
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1 Introduction
The increasing complexity of modern scientiﬁc data (from measurements and
computational simulations) presents us with new challenges for data analysis.
Traditional approaches are often based on the a posteriori discussion of expres-
sive statistical properties of the data. Interactive visual analysis, as addressed
in this paper, allows the iterative exploration and analysis of data in a guided
human–computer dialog. Simple but eﬀective visualization techniques are used in
combination with proven interaction schemes such as linking and brushing. This
enables a powerful information drill-down process [209]. Visual analysis uses
proven concepts such as coordinated multiple views, interactive feature speciﬁ-
cation via brushing, focus+context visualization, and on-demand data deriva-
tion [73].
In many cases, multi-dimensional scientiﬁc data can be denoted as fd(p) where
data values fd (e.g., temperature, pressure values) are measured or simulated with
respect to an m-dimensional data domain p. The domain (i.e., the independent
data dimensions) can be 2D or 3D space, time, but also independent input pa-
rameters to a simulation model. In climate research or engineering, for instance,
so-called multi-run simulations have recently become an important approach to
assess simulation models [86, 151]. The input parameters of the simulation are
varied and a simulation output is computed for each variation of the parameters
(or at least many of them). This leads to a collection of values that exists at
every space/time location [141] (one value for every run). Multi-run data is ana-
lyzed to assess the variability of the simulation model and to better understand
how sensitive the model reacts to a variation of its input parameters (sensitivity
analysis). Identifying those parameters that have the most inﬂuence can help to
validate the model and also guide future research eﬀorts [70].
The analysis of high-dimensional data is generally quite challenging, especially
if the number of independent dimension is larger than two/three. Reducing the
data dimensionality is a natural attempt in such a situation, e.g., by computing
statistics along selected independent data dimensions. Such an example is to
consider averages over time instead of all the individual data values. In this
paper, we demonstrate that it is useful to integrate statistical properties in an
interactive visual analysis process. Such an integration opens up the possibility
of new informative views on the data as well as opportunities for advanced visual
data analysis.
When analyzing data distributions, trends and outliers are often of special
interest. The four statistical moments are suitable for describing data trends
(with respect to centrality and variance) as well as the shape of the distribution
(skewness and kurtosis) [148]. These data characteristics can be estimated tradi-
tionally or in a robust way [60, 121]. Additionally, measures of outlyingness help
to identify extreme observations that substantially deviate from the rest [148].
These interesting opportunities to analyze data distributions, however, also gen-
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erate a “management challenge” for the analyst: what perspective is best for a
particular analysis task?
In this paper, the integration of traditional and robust statistical moments
in the visual analysis is discussed in a structured form. We propose a set of
generic view transformations that allow the iterative construction of a multi-
tude of informative views, based on these statistics. The transformations lead
to a classiﬁcation scheme for possible attribute/axis conﬁgurations in 2D scat-
terplots. In the analysis framework, we relate the original data—the individual
data items from which the statistics are computed—and the derived statistics to
each other. Thus, the analyst can work with both data representations simul-
taneously. Data trends and outliers can be investigated by brushing statistical
properties in multiple views, by iteratively altering the depicted view attributes,
and by deriving new data attributes on demand.
2 Related Work
Visualization and statistics facilitate the understanding of relevant characteristics
of complex datasets and there is a long history of related work [232]. Interestingly,
the slightly younger history of visualization research relates back to early works
that were inspired by considerations from statistics [233, 30, 39, 38]. Even systems
for the visual data exploration can be traced back to these [248, 219, 222]. So
there is a long history of relations between statistics and visualization.
The area of coordinated multiple views has been steadily developing over the
past ﬁfteen years (see Roberts [192] for an overview). WEAVE [66] and SimVis [52]
are just two examples for according visual analysis frameworks for scientiﬁc data.
Multiple linked views are used next to each other to concurrently show, explore,
and analyze multi-variate data. This includes 3D views of volumetric data (grids,
also over time), but also attribute views such as 2D scatterplots, histograms,
function graph views, or parallel coordinates. Interesting subsets of the data
are interactively selected (brushed) directly on the screen, the relations are in-
vestigated in other linked views (compare also to the XmdvTool [248]). Logical
combinations of brushes in multiple linked views enable the speciﬁcation of com-
plex features [52, 251]. The selection information is used to visually discriminate
the speciﬁed features from the rest of the data in a focus+context visualization
style [72].
The treatment of multi-run data is rather new to the visualization commu-
nity [141]. Information visualization techniques (e.g., parallel coordinates, scatter-
plot matices) are used in combination with statistics, to improve the understand-
ing of the model output from multi-run simulations [41]. Nocke et al. [165, 166]
propose a coordinated multiple views system to analyze a large number of tested
model parameters and simulation runs. Statistical aggregations of the multi-run
data are visualized, e.g., using linked scatterplots, graphical tables, or parallel
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coordinates. In recent work, Matković et al. [151] visualize multi-run data as
families of data surfaces (with respect to pairs of independent dimensions) in
combination with projections and aggregation of the data surfaces.
Kao et al. [108] visualize data distributions over 2D multi-run data, where the
distributions can apparently be represented by statistical parameters. For other
cases, they propose a shape descriptor approach [107] constructing a 3D volume
with the probability density function (PDF) of the data as voxel values. Mathe-
matical and procedural operators [141] are proposed to transform multi-run data
into a form where existing visualization techniques are applicable (e.g., pseudo-
coloring, streamlines, or isosurfaces). This approach is very promising due to
its ﬂexibility. However, it is not integrated in a visual analysis framework that
would enable to interactively specify and investigate features within the trans-
formed data attributes.
Recently, Patel et al. [178] visualize moments that describe the distribution of
values in a growing neighborhood around a voxel. The resulting curves enable
the speciﬁcation of a transfer function with improved discriminative properties
in volume rendering. Others [162, 173] exemplify that the integration of selected
data analysis mechanisms (such as principal component analysis, PCA) can sup-
port the visual analysis of scientiﬁc data.
Finally, the interesting work by Weaver [251, 252] demonstrates the value of a
structured discussion of selected aspects of visual analysis approaches. Diﬀerent
opportunities for visual data analysis are analyzed, providing an ordered guide
to a multitude of opportunities. With our paper, we provide such a guide to
the rich space of opportunities of moments-based interactive visual analysis of
scientiﬁc data.
3 Statistical Background
Statistical moments describe important characteristics of data distributions. The
ﬁrst two moments refer to the central tendency (mean μ) and the variability or
dispersion (variance σ2). The third and fourth standardized moment character-
ize the asymmetry (skewness) and the peakedness (kurtosis) of a distribution,
respectively. For a distribution of samples {x1, . . . , xn}, the ﬁrst moment can
be estimated by the arithmetic mean x = 1n
∑n
i=1 xi, and the second moment
by the empirical variance s2 = 1n
∑n
i=1(xi − x)2. Skewness can be estimated as
1
n
∑n
i=1(xi − x)3/s3, and kurtosis as 1n
∑n
i=1(xi − x)4/s4 − 3. The subtraction of
the constant 3 results in a kurtosis value of zero in case of normally distributed
data. Although these classical estimators are very useful in practice, they have to
be applied with care. For datasets including outliers the results can be mislead-
ing because outliers can have an arbitrarily large inﬂuence on these estimators.
In the following, we recapitulate more robust estimators for the moments as well
as measures of outlyingness that are integrated in our approach.
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Robust estimates of statistical moments: The median is a robust estimate of the
center of a distribution. It is a special case of a sample quantile [90], which is
a value q(p) such that at least np of the observations are ≤ q(p) and at least
n(1 − p) observations are ≥ q(p) where p ∈ [0, 1]. This gives the three quartiles
that are, for example, used in box plots [233]: the lower or ﬁrst quartile q1 = q(14 ),
the median or second quartile q2 = q(12 ) = med(x1, . . . , xn), and the upper or
third quartile q3 = q(34 ). Robust estimates for the standard deviation are the
interquartile range IQR = 0.741 · (q3 − q1) and the median absolute deviation
MAD(x1, . . . , xn) = 1.483 · med1≤i≤n( |xi − q2| ) (1)
from the distribution’s median q2. Using the constants 0.741 and 1.483, respec-
tively, allows for a consistent estimation of the standard deviation σ of a normal
distribution.
Two robust descriptors of the shape of the distribution are the octile-based
skewness skewoct—this is a special case of a quantile-based skewness coeﬃ-
cient [87]—and an octile-based kurtosis measure kurtoct [157]:
e7 + e1 − 2e4
e7 − e1 and
(e7 − e5) + (e3 − e1)
e6 − e2 − 1.23 (2)
where ei = q( i8 ) is the i
th octile. Alternative robust measures for skewness (k = 3)
and kurtosis (k = 4) can be obtained by replacing the classical estimates of mean
and standard deviation by the robust versions median/MAD [60]:
1
n
n∑
i=1
(xi − med(x1, . . . , xn))k
MAD(x1, . . . , xn)k
− ck. (3)
As for the classical estimates, the kth moments (skewMAD and kurtMAD for
k = 3, 4) are made comparable to the normal distribution, and thus c3 = 0 and
c4 = 3 [60]. While the octile-based skewness and kurtosis coeﬃcient (see Eq. 2)
aim to minimize the inﬂuence of outliers on the measure, the median/MAD-
based moments (skewMAD, kurtMAD in Eq. 3) still include such outliers. There-
fore, kurtMAD can also be used to identify distributions that contain outliers.
If the samples are approximately normally distributed, the median/MAD-based
measures yield values close to zero.
Measures of outlyingness: Outliers and their identiﬁcation are of special inter-
est in many practical applications. Univariate measures of outlyingness often
consider the distance of the samples xi to the data center, normalized by the
standard deviation. Both center and standard deviation can be estimated in a
classical or a robust way. This leads to the classical and the median/MAD-based
z-score [148]:
z = xi − x
s
and zMAD =
xi − med(x1, . . . , xn)
MAD(x1, . . . , xn)
. (4)
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For normally distributed samples, both the classical and the robust z-scores yield
values in the interval [−2, 2] for about 95% of the data points. Accordingly, ap-
proximately 5% of the samples are identiﬁed as potential outliers. For distribu-
tions including outliers, only the robust version lead to a reliable tool for outlier
identiﬁcation [188].
4 A Moment-based Scheme for Visual Analysis
Descriptive statistics characterize the main features of a distribution of values.
The integration of such statistical properties into a visual analysis provides in-
teresting opportunities [223]. However, there is a multitude of alternatives when
mapping, for instance, two statistical properties (such as moments) to a scatter-
plot. Which of the four moments should be plotted against each other? Should a
traditional or robust estimate be used? Should some kind of data transformation
(such as normalization or scaling) be applied?
In this section, we present a classiﬁcation scheme for possible combinations of
moment-based statistical properties in views. This scheme is constructed by a set
of view transformations that are applied consecutively to the attributes mapped
to scatterplots. We show how a large set of informative views—including known
statistical plots such as the Q–Q (quantile–quantile) plot [254] or the spread vs.
level plot [233]—can be constructed iteratively by such view transformations.
For illustrative purposes, we start with an example analysis of multi-run climate
data. In Sec 4.2, four types of view transformations are described. The resulting
view classiﬁcation scheme is presented in Sec. 4.3.
4.1 Illustrative Example of Multi-run Climate Data
Climate research is concerned with the analysis of the climate system, its variabil-
ity, and long-term behavior [246]. To allow better predictions of future events,
it is important to understand the past. The CLIMBER-2 coupled atmosphere–
ocean–biosphere model simulates a palaeoclimatic cold event [10]. The anomaly
was caused by a meltwater outburst from Lake Agassiz, an immense glacial
lake located in the center of North America. About 8,200 years ago, the lake
drained due to climate warming and melting of the Laurentide Ice Sheet. The
CLIMBER-2 model simulates a cooling of about 3.6 K over the North Atlantic
induced by a meltwater outﬂow into the Hudson strait [10].
We analyze a multi-run simulation of the ocean part of the CLIMBER-2 model.
With such an analysis, an important goal for climate modelers is to better un-
derstand the variability of a model with respect to certain model parameters
(sensitivity analysis [70]). Multiple simulation runs are computed with varied
initial parameters. In our case, two diﬀusivity parameters of the ocean model are
altered, one horizontal (diﬀ h) and one vertical (diﬀ v), with ten variations each.
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The simulation leads to a dataset with a total of 100 (10 × 10) runs. For every
run, the data is given for 500 years on 2D sections (latitude × depth) through
the Atlantic, Indian, and Paciﬁc ocean.
Basic Setup for the Visual Analysis: Since the number of independent dimensions
in the multi-run ocean dataset is already challenging (5 dimensions, i.e., 3 ×
2D sections, time, and two run parameters with 10 × 10 runs), a traditional
visual analysis is diﬃcult. Reducing the dimensionality can help, for instance, by
computing statistical aggregates along independent data dimensions such as time
or a spatial axis. For the ocean data, we compute statistics with respect to the
run-dimensions. The aggregated properties are reintegrated in our framework
through an attribute derivation mechanism. The result is stored in a separate
data part with fewer independent dimensions (i.e., 3 × 2D sections over time).
In practice, often only the aggregated data is further analyzed using statistical
tools and static visualizations [45, 82]. However, we integrate both the multi-run
and aggregated data part in an interactive visual analysis process where they are
related to each other. A one-to-many relation [171] is established between an ag-
gregated cell acj and the distribution of multi-run values xj = {x1,j , . . . , x100,j}
given for the same space/time. Both data parts can exchange selection informa-
tion, i.e., brushing an aggregated cell acj selects also the related distribution xj
in the multi-run data. Fig. 1 on page 128 shows such distributions (highlighted
in color) that were selected in the aggregated data part (not shown here).
A so-called quantile plot is shown in Fig. 1a for the multi-run data. The
sample quantiles qj(p) of each distribution of temperature values xj are plotted
on the y-axis with respect to a parameter p ∈ [0, 1]. Traditionally, only a small
number of distributions are depicted in such a plot. Using a focus+context style,
however, we are able to look at all distributions in the multi-run data. For each
location in space/time, the multi-run values of the corresponding distribution
are represented as a sequence of points monotonically extending from the left
to the right. Brushing statistical properties in the aggregated data facilitate the
identiﬁcation of interesting distributions in the quantile plot. Distributions with a
substantially negative kurtosis measure are highlighted in green, and distributions
with a high standard deviation are shown in red. Two brushes were used for
selection in the aggregated data part. To make the individual distributions in
Fig. 1a comparable to each other, we can apply selected transformations on
the view.
4.2 Generic View Transformations
View transformations can be seen as an extension to classical data transforma-
tions. They facilitate the interaction with views during visual analysis and help
the analyst to maintain a mental model of the utilized views and their depicted
attributes. Starting from a generic view v, its appearance is consecutively altered
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median mean 
MAD std.-dev. IQR
skewMAD skewness skewoct
kurtMAD kurtosis kurtoct
median 1st moment 
2nd moment 
3rd moment 
4th moment 
Trob TrobTord
Table 1: Traditional and robust estimates of moments: the table is constructed starting from the mean, applying
order increasing and robustifying view transformations.
by applying a view transformation T , i.e., v′ = T ◦v. Consequently, a large set of
informative views can be constructed. The progressive reﬁnement of views using
transformations complies with the iterative nature of a visual analysis (compare
to the visual analytics mantra [116]). The transformed version of a view can
either be used additionally, or it can replace the original view. We propose four
types of view transformations to construct our classiﬁcation of moment-based
views (presented in Sec. 4.3). The two main types allow us to switch between
the four moments, and their robust and traditional estimates:
• an order transformation Tord(tord,m) is used to increment or decrement
the kth statistical moment m shown in a view (dependent on the type
tord : k → (k ± 1));
• a “robustifying” transformation Trob(trob, b) chooses a traditional or
robust estimate of a moment m, depending on the type trob; we provide
two robust alternatives per moment, estimates based on quartiles/octiles
and others based on the median/MAD.
Order and robustifying view transformations represent the most important con-
struction elements for our view classiﬁcation scheme. They are used to create the
entries in table 1. For practical situations, we provide “shortcuts” to all twelve
measures in addition to the respective transformations.
We propose two additional types of view transformations for the analysis, which
are closer related to classical data transformations (e.g., normalization, z-stand-
ardization):
• a relating transformation Trel(trel, a, b) that sets a view axis a in re-
lation to a data attribute b; dependent on the type trel, for example, the
diﬀerence (	) or ratio (÷) of the attributes a and b is computed;
• a scale transformation Tsc(tsc, a) changes the scale/unit of an view axis a;
Example types tsc utilized in our scheme are given in table 2 and discussed
in the following.
Scale and relating view transformations both facilitate the comparison of view
attributes to each other. Also characteristics in the data/views can be enhanced
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Type tsc Description
norm[0,1] Normalizing the samples xi,j of a distribution xj to [0, 1], i.e.,
xi,j−xmin,j
xmax,j−xmin,j (with corresponding min-/max-values).
normz Computing the z-score for each distribution (see Eq. 4).
normN Normalization of the samples xi,j with respect to a standard
normal distribution N by computing Φ(xi,j) where Φ denotes
the cumulative distribution function of N .
log Computing the logarithm of the samples, i.e., log xi,j.
Table 2: Different types of scale transformations Tsc .
such as deviations from the norm. In the following, we discuss scale and relating
view transformation on several example views.
We continue with our illustrative example of multi-run climate data. Since
the individual distributions in Fig. 1a stem from diﬀerent spatial positions (e.g.,
from hot and also cold regions) the corresponding temperature ranges are quite
diﬀerent. One option to better relate the distributions to each other is a relat-
ing transformation Trel(	, ay,med(ay)) applied to the y-axis ay of the quantile
plot. Accordingly, the median is subtracted from the values xi,j of each distribu-
tion xj , i.e., x˜i,j = xi,j − med(x1,j , . . . , x100,j). By using the median instead of
the mean, also an implicit robustifying transformation is applied. The resulting
plot in Fig. 1b shows the quantiles q˜j(p) of the diﬀerences to the median x˜i,j .
It is advantageous that vertical distances in the view still represent temperature
diﬀerences, however, it is not obvious whether deviations from the median also
represent outliers.
To address this issue, another relating transformation Trel(÷, ay ,MAD(xj))
is applied to the view in Fig. 1b. The temperature diﬀerences x˜i,j are thus
divided by the corresponding MAD. The resulting plot in Fig 1d depicts the
quantiles of the median/MAD-based z-score that represents a robust measure of
outlyingness (this view can also be obtained by Tsc(normz, ay) applied to Fig. 1a,
see Tab. 2). The plot in Fig. 1d is suitable for investigating outliers located above
or below ±2 (in contrast to Fig. 1b). Several of the left-skewed distributions
highlighted in green, for instance, contain strongly deviating outliers according to
the robust z-score measure. On the other hand, selected distributions with high
standard deviation (red) apparently belong to distributions with two diﬀerent
modes (local maxima). This can also be seen in a histogram where the values of
each distribution are normalized to the unit interval by a scale transformation.
Another option facilitating the comparison of distributions in Fig. 1a is a scale
transformation Tsc(norm[0,1], ay) applied to the y-axis ay. The multi-run values
of each distribution are thus normalized to the unit interval (see Tab. 2), the re-
sulting quantile plot is shown in Fig. 1c. No presumptions about the individual
distributions are required when constructing this plot (in contrast to a Q–Q plot
described below). The typical pattern of a standard normal distribution is indi-
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Figure 1: Different quantile plots show distributions of multi-run data: (a) shows the original temperature values.
The distances to the distribution’s median are shown in (b). This view is normalized by the MAD in (d) to
identify outliers. The individual distributions in (a) are normalized to [0, 1] in (c). Views in (b, c, d) result from
view transformations T of view (a).
cated as a dashed curve. Interesting distributions that, for instance, deviate from
this curve can be observed. Moreover, relations between the quantiles of a distri-
bution can be seen (e.g., comparing the three quartiles with p = 0.25, 0.5, 0.75).
Contrary to Fig. 1a and b, it becomes clearer that the samples emphasized in
green belong to left-skewed distributions where the mass of the distributions is
concentrated on the top of Fig 1c. Vertical distances, however, can no longer
be interpreted as temperature diﬀerences since a relative scale is depicted on the
y-axis (compared with Fig 1b).
Q–Q (quantile–quantile) plots: A Q–Q plot [254] is commonly used in statistics
to compare a distribution of data samples to a theoretical distribution such as
a normal distribution. The quantiles of both distributions are, thereby, plotted
against each other. We can generate a Q–Q plot by applying a scale transfor-
mation Tsc(normN , ax) on the view in Fig. 1c. The attribute mapped to the
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in (b).
x-axis ax is then normalized with respect to a standard normal distribution N .
The resulting view is shown in Fig. 2a where the quantiles of the normalized
multi-run data qˆj(p) are plotted against the quantiles Φ−1(p) of the standard
normal distribution (x-axis). Multi-run values that are normally distributed are
(approximately) located along the indicated line. This would be a 45◦ diagonal
in the case of a standard normal distribution and a quadratic plot. Deviations
from the line can have diﬀerent reasons. The distribution may contain outliers
that would be located in the upper or lower area of the plot, or the samples may
be distributed with a diﬀerent skewness and/or kurtosis such as a heavy-tailed
distribution.
One is often interested in the deviations from the reference distribution (i.e.,
the diagonal in the Q–Q plot). A detrended Q–Q plot (see Fig. 2b) can be
used for this purpose. The standard Q–Q plot in Fig. 2a has been vertically
sheared by subtracting the attribute mapped on the x-axis from the y-axis—both
data attributes, thereby, need to be normalized to approximately the same data
range. The detrended Q–Q plot in Fig. 2b is constructed accordingly by two view
transformations of Fig. 2a, i.e., Trel(	, ay, ax) ◦ Tsc(norm[0,1], ax). Data samples
stemming from the same as the reference distribution are located approximately
on the x-axis (y = 0). Deviations from a normal distribution are represented
more explicitly in Fig. 2b and can be investigated, for instance, by brushing (the
original Q–Q plot is then used as a reference).
The presented view transformations represent the basic construction elements
for our view classiﬁcation. In future work, we will investigate the inclusion of
further view transformations such as relating transformations depicting the prin-
cipal components of two view attributes or scale transformations performing a
contrast enhancement on an axis (e.g., windowing).
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4.3 A Classification Scheme for Moment-based Views
The four types of view transformations previously discussed are the building
elements for our classiﬁcation of moment-based views. The order transforma-
tion Tord is the most important one, constructing views of type kth vs. (k + 1)th
moment (see Sec. 4.3). The view transformation Trob is the next most impor-
tant one, changing a traditional to a robust measure. Corresponding views of
type kth vs. kth moment (traditional and/or robust measures) are discussed in
Sec. 4.3. The views in each category can be further reﬁned, for instance, applying
some kind of normalization to the attributes (scale transformation Tsc). In cases
where one is interested in deviations from the norm (e.g., the diagonal in a view),
a view transformation Trel can relate both view attributes (e.g., by subtraction
or division).
Views depicting the kth vs. (k + 1)th moment
This category of views is beneﬁcial for investigating relations between moments.
An initial setup of views is created that shows combinations of all four moments
simultaneously. This allows the investigation of the basic characteristics of data
distributions. We start from a scatterplot showing mean vs. standard deviation
in the aggregated data part (see Fig. 3a). The view is altered by applying consec-
utive transformations of moment order Tord , leading to Fig. 3b and 3d (indicated
with arrows). The views are arranged such that each of them have an axis in
common. For practical reasons, such a view setup can be provided as a default
conﬁguration. In the multi-run data part (see Fig 3c), moreover, a quantile plot
shows the median/MAD-based z-score as a robust measure of outlyingness (for
alternative plots see Sec. 4.2).
Skewness and kurtosis form a pattern in Fig 3d, known as a Fleishman sys-
tem [61]. Positive kurtosis values correspond to leptokurtic distributions with
a more peaked shape and also fatter tails than a normal distribution. In other
words, values are more concentrated near the data center, and a higher probabil-
ity for extreme values exists (thus the kurtosis is also useful to identify distribu-
tions with outliers). Platykurtic distributions (kurtosis < 0), in contrast, have a
lower wider peak around the center and thinner tails (i.e., a lower probability of
extreme values compared with a normal distribution). Skewness gives addition-
ally an indication whether the data center is shifted within the distribution.
While brushing particular attributes in a view, the relations between moments
and distributions can be investigated in the other views. Using two brushes,
for instance, an interesting combination of mean and standard deviation is ﬁrst
selected in Fig. 3a and then reﬁned in Fig. 3b. The corresponding distributions
with negative and positive skewness are highlighted in green and red, respectively.
In the left part of Fig 3c, certain outliers with negative skewness (green) can be
seen that strongly deviate from the rest (see also the inset showing a quantile
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Figure 3: Basic view setup showing combinations of all four moments in (a), (b), and (d) (aggregated data part).
The quantile plot in (c) is utilized to identify possible outliers. Interesting distributions are brushed and high-
lighted in color.
plot of normalized temperature distributions, compare to Fig. 1c). During the
analysis, a 3D view is used in addition that encodes selected statistical properties
in color and gives spatial reference of the selected features using a focus+context
style (not shown here).
Robustifying transformations: Since the traditional moments can be inﬂuenced
by outliers, we use robust alternatives for certain plots. In Fig. 4a, the classical
skewness and kurtosis measures are opposed to each other. The view transfor-
mation Trob(roboct, {ax, ay}) leads to the octile-based measures in Fig. 4b. High
skewness/kurtosis values are brushed in Fig. 4a, the corresponding robust mea-
sures yield smaller values (emphasized in green) in relation to others. The selected
values in Fig. 4a, therefore, apparently result from outliers in the distributions.
High octile-based kurtosis values are, moreover, selected in Fig. 4b (colored red).
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in (a) and apparently result from outliers since the corresponding robust measures in (b) (green) yield values
closer to zero.
Scale transformations: To make the measures in Fig. 4 more comparable to a
normal distribution, a scale transformation can be applied. Skewness measures
are, therefore, multiplied with a factor
√
6/n and kurtosis measures with a fac-
tor
√
24/n [45] (n = 100, i.e., the number of samples per distribution). For
normally distributed values, both the classical and the robust measures then
yield values in [−2, 2] for about 95% of the samples.
A spread vs. level plot [233] can be obtained by applying Tsc(log, {ax, ay}) ◦
Trob(roboct, {ax, ay}) to the axes in Fig. 3a. The logarithm of the median (x-
axis) is then plotted against the logarithm of the IQR (y-axis). Such a plot
is commonly used in statistics to estimate an appropriate transformation for
a variance stabilization (e.g., when comparing groups with diﬀerent variances).
The necessary parameters for the transformation can be estimated using the plot
(see Tukey [233] for further details).
Views depicting the kth vs. kth moment estimated in a robust and/or
traditional way
Views of this category result from robustifying transformations of a kth vs. kth
moment plot and are useful to assess the inﬂuence of outliers on diﬀerent mo-
ment estimates. Examples are mean vs. median, standard deviation vs. IQR (or
MAD), skewness vs. octile-based (or median/MAD-based) skewness, etc. Also
robust measures can be compared against each other, for instance, IQR vs. MAD,
or octile-based vs. median/MAD-based skewness. For a normal distribution, the
points in such plots are expected to be located along the diagonal. Therefore,
we are especially interested in deviations from the diagonal. A relating transfor-
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mation that, for instance, subtracts the x-axis from the y-axis can be beneﬁcial
here (compare to the detrended Q–Q plot, Sec. 4.2).
Comparing estimates of the same moment: Fig. 5 opposes the traditional skew-
ness to two robust estimates (i.e., skewoct based on octiles and skewMAD based
on the median/MAD). Samples approximately located along the diagonal are
normally distributed. High absolute values for skewoct are brushed in Fig. 5b.
Some points with a positive skewoct value (green) even have a negative value
for the classical estimate in Fig. 5a. For such distributions with outliers, the
traditional measures can be very misleading.
Relating transformations: As discussed above, the deviation from the norm is
often especially interesting (e.g., the diagonal in some of our plots). Fig. 6a results
from a relating transformation of a standard deviation (x-axis) vs. IQR plot
where the diﬀerence (IQR−standard deviation) is mapped to the y-axis. Several
interesting points are located along the diagonals. To enhance the “contrast”
of the attribute on the y-axis, another relating transformation Trel(÷, ay, ax)
is performed where the y-axis is divided by the x-axis. In the resulting view
(see inset) we can brush the diagonals of Fig. 6a. The according points are
located close to ±1 in the inset and are highlighted in red and green, respectively.
The related distributions in Fig. 6b form an interesting pattern of peakedness,
which can be further investigated looking at the corresponding kurtosis values,
for instance.
133
Paper D Brushing Moments in Interactive Visual Analysis
IQ
R -
 st
an
da
rd
 de
via
tio
n
-0.55
0.55
0.0 1.1standard deviation b.a.
0
-1
1
q(
p)
 of
 no
rm
ali
ze
d t
em
p.
0.0
1.0
Normal
Distribution
0.0 1.0p
q1 q2 q3
Figure 6: (a) shows the result of a relating transformation applied to a standard deviation vs. IQR plot. Items
along the diagonals are selected in a transformed view (inset) and correspond to distributions with a peaked
shape in (b).
5 Demonstration Case
We exemplify our approach in another visual analysis of multi-run climate data.
The investigated data stems from the atmosphere-part of the same CLIMBER-2
model where a cooling over the North Atlantic is simulated [10]. A global sensi-
tivity analysis (GSA) based on the Morris method [158] is performed in the simu-
lation. The model parameter space with seven parameters is sampled iteratively
to determine the most inﬂuential parameters on the model state. The resulting
multi-run data represents a 3D atmosphere over 500 years given for 240 runs. As
a ﬁrst step, the four standard moments are computed for the distributions over
multiple runs. In Fig. 7a, the resulting mean temperature, standard deviation,
and skewness are encoded in color and give a ﬁrst overview (timestep 80 is shown,
which can be changed interactively). Higher standard deviations can be seen in
southern latitudes together with positive skewness values. To analyze the data
distributions in more detail, a view setup is created (similar to Fig. 3) that shows
all four standard moments (aggregated data) and a quantile plot.
Relations between diﬀerent moments and distributions are explored via brush-
ing. In the scatterplot in Fig. 7b, distributions with positive skewness and nega-
tive kurtosis are selected. Since there is no clear boundary separating focus and
context, a smooth brush [53] is utilized, which results in a trapezoidal degree-of-
interest function (DOI ∈ [0, 1]) around the main region of interest. The corre-
sponding distributions are emphasized in green in the other views according to
the DOI information. In Fig. 7c, a quantile plot depicts normalized temperature
values resulting from Tsc(norm[0,1], ay). The majority of the selected distributions
are bimodal, i.e., they have two modes (local maxima as shown in the histogram).
For these cells, the runs represent two diﬀerent climate states of the model. In
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Figure 7: The 3D atmosphere is shown in (a), encoding mean, standard deviation, and skewness at timestep 80.
Interesting data characteristics are brushed in (b) and reﬁned in the inset, the corresponding distributions are
investigated in a quantile plot in (c). A robustiﬁed version of (b) is shown in (d).
a scatterplot showing mean vs. standard deviation, the highlighted points form
certain clusters. One of them is brushed for further investigation (see inset), the
corresponding distributions are highlighted in red. The main characteristics of
the two selections can be compared with each other, for instance, in the quantile
plot or the skewness vs. kurtosis plot (see Fig. 7b). In the spatial context, these
distributions are located in the south in the early timesteps of the simulation.
As a next step, we analyze the inﬂuence of outliers on the utilized classical
moments. A robustifying transformation Trob is applied to several of our views.
Fig. 7d plots median/MAD-based skewness vs. kurtosis values. Due to outliers,
some of the highlighted points (red, green) with positive robust kurtosis values are
negative when estimated traditionally (see Fig. 7b). Moreover, certain skewMAD
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Figure 8: Negative outliers selected in (a) form a repetitive pattern with respect to the run parameter (high-
lighted green in the inset). Positive outliers (red) form a repetitive pattern in the mean vs. standard deviation
plot in (b). The temporal evolution can be seen in a function graphs view in (c).
vs. MAD combinations can be seen in the inset that are inversely proportional
(red, green). This correlation is not expected and is apparently a characteristic
of the investigated data.
A transformed quantile plot showing the robust z-score in Fig. 8a that allows
the selection of outliers above +2 (red) and below −2 (green). Positive outliers
(red) correspond to a repetitive pattern in the mean vs. standard deviation plot
(see Fig 8b showing timesteps 300–500), and stem mainly from diﬀerent height
levels in the atmosphere. To study the relation to the input parameters of the
simulation, a histogram (inset) highlights the number of outliers with respect
to the run number. A repetitive pattern corresponds to the negative outliers
(green) that apparently results from the Morris method [158] of sampling the
input parameter space. The runs with the corresponding input parameters result
in values that deviate from the rest, which is relatively stable over the investigated
timespan. This can be seen in the function graphs view (Fig. 8c) showing bi-
annual temperature diﬀerences for each simulation cell. The temperature drop
at timestep 100 results from the induced meltwater impulse, moreover, positive
outliers (red) in the early timesteps of the simulation can be seen.
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6 Conclusions and Future Work
Statistics are well known for describing important characteristics of data distribu-
tions. High-dimensional data can be reduced by considering statistics computed
along selected independent data dimensions (instead of the individual values).
We have demonstrated that it is rewarding to integrate such a dimension reduc-
tion mechanism in the interactive visual analysis of multi-dimensional scientiﬁc
data. Estimates of the four statistical moments in their traditional or robust
form (based on quartiles/octiles or median/MAD), in their original or trans-
formed (scaled) data unit (e.g., normalization to [0, 1], z-standardization), can
be combined in a multitude of informative views on the data. We have presented
a structured discussion of this rich space of possible moment-based views that
can be constructed by consecutive view transformations (Tord , Trob, Tsc, Trel).
Beneﬁcial conﬁgurations of such views have been discussed, including views that
oppose the kth and (k +1)th statistical moment, views showing a traditional and
robust estimate or two robust estimates of the same moment, and views that
make relations between data attributes visible by an explicit representation (e.g.,
division, subtraction).
We experienced a substantial increase of opportunities in the interactive visual
analysis as compared to traditional approaches. The tight integration of a com-
putational and interactive analysis methodology is well aligned with Keim’s re-
quirements for prototypic visual analytics solutions [116]. We consider the fact
that we came across a number of known views from statistics literature (e.g.,
spread vs. level plot, standard and detrended Q–Q plot), a conﬁrmation that
our views scheme is appropriate and useful. Parts of our view classiﬁcation can
even be regarded more general than discussed here, for example, the diﬀerence
between looking at values in the original data unit, and relative values to better
assess deviations from the trend. We also consider describing our classiﬁcation
scheme by means of generic view transformations useful as it tightly matches
the iterative nature of a visual analysis: Views are developed step-by-step along
with a mental model that is necessary to understand the views and the depicted
data properties. An according user interface solution could be developed, where
a hierarchical context menu can be used to change between views by applying
view transformations.
Interesting opportunities for future work include the extension of the concep-
tual framework presented here (e.g., including other robust estimates and mea-
sures of outlyingness). While we have focused on the use of scatterplots in this
paper, we aim at also including other views in our classiﬁcation. In parallel co-
ordinates, for example, one can bring up all four moments next to each other in
their traditional and/or robust form. Moreover, we aim at including further view
transformations, for instance, a relating transformation that shows the deviation
from a linear/non-linear regression measure between the attributes. Other view
transformations could enhance the “contrast” of the depicted attributes, for in-
137
Paper D Brushing Moments in Interactive Visual Analysis
stance, by applying a windowing or clustering algorithm that also preserves the
continuous nature of scientiﬁc data.
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Errata
Page 24: “(paper refp:glyphs)” changed to “(paper B)”
Pages ix and 93: The citation of paper C was updated with the ﬁnal information from
the publisher
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