Error-free transformation (EFT) has been recently applied to solve ill-conditioned problems. This transformation can reduce the number of arithmetic operations required compared to multiple precision arithmetic. In this study, we implement double-double (DD) BLAS1 functions with EFT and propose the application of the approach to explicit extrapolation methods for solving initial value problems of ordinary differential equations (ODEs). The presented routines can be effective for a large system of linear ODEs, especially when a harmonic sequence is used.
I. INTRODUCTION
Two-or K-fold (K > 2) working precision arithmetic that is implemented using error-free transformation (EFT) [1] has recently attracted much attention as an alternative to multiple precision arithmetic. The approach can reduce the number of normalizations that occur in each multiple precision arithmetic and can also be applied using functions supported by well-tuned BLAS libraries such as the Intel Math Kernel library and OpenBLAS. Kobayashi and Ogita [2] demonstrated the effectiveness of double-fold arithmetic using the matrix arithmetic facilitated by BLAS level 3 (BLAS3) to solve illconditioned linear equations.
In this paper, we propose the application of EFT for explicit extrapolation methods to solve initial value problems (IVPs) of ordinary differential equations (ODEs). Explicit extrapolation methods can only be implemented using the vector arithmetic provided by BLAS level 1 (BLAS1). We implemented doublefold explicit extrapolation methods and evaluated the performance of various precision techniques such as double and double-double (DD) arithmetic, in addition to algorithms such as the classical Møller method [5] to reduce round-off errors. Consequently, our routines can be effective for a large system of linear ODEs, especially when a harmonic sequence is used.
II. EXPLICIT EXTRAPOLATION FOR ODES
The n-dimensional IVP and ODE that need to be solved are shown as follows:
where y, f (t, y) ∈ R n . We discretized the preceding integration interval and at each t next ∈ [t start , t end ], we compute the approximation y next ≈ y(t next ) from y old ≈ y(t old ) using the explicit extrapolation method. In the rest of this section, we describe the algorithm in detail. A detailed account of the propagation of round-off errors in the extrapolation process can be found in Hairer and Wanner's textbook [3] .
A. Algorithm for explicit extrapolation method
Initially, we set the maximum number of stages as L, the relative tolerance as ε R , the absolute tolerance as ε A and the support sequence as {w i } L i=1 . We use two types of support sequence; the Romberg sequence (w i := 2 i ) and the harmonic sequence (w i := 2(i + 1)).
A standard explicit extrapolation method uses a combination of the explicit Euler method
and the mid-point methods
Based on the preceding process, we can obtain the initial sequence as T i1 := y wi . The step size h is determined as h := (t next − t old )/w i . Then, each discretization point t k is fixed as t k := t old + kh ∈ [t old , t next ] in the preceding process to obtain the initial sequence, where t 0 := t old , y 0 ≈ y(t old ).
Next, we calculate T ij (j = 2, ..., i) using T i−1,j−1 and T i,j−1 as follows:
In this extrapolation process, we must determine if the following convergence condition is satisfied.
If (5) is satisfied, we fix y next := T ij ; if not, we calculate an additional approximation T i+1,1 from the process of (2) and (3) and continue the extrapolation process (4). This iteration stops at i, j = L if convergence does not occur. Murofushi and Nagasaka [4] proposed ε R = ε A = 0 as the tolerance in (5) to obtain the optimized approximation when global truncation and round-off errors are balanced. This aforementioned explicit extrapolation method can be implemented using AXPY and SCAL( Fig.1 ) that are supported in BLAS1. 
B. Propagation of round-off error in the extrapolation process
Hairer and Wanner [3] analyzed the propagation effect of round-off error in the extrapolation process (4) and the following assumptions were made:
• The initial sequence T i1 contains ε i1 = (−1) i−1 ε as the corresponding error. • These errors do not diminish each other in the extrapolation process (4). According to (4), the error ε ij in T ij is expressed as:
The coefficient r ij in ε ij = r ij ε identifies the propagation effect of the round-off errors in the initial sequence. In the case of L = 20, the effect is not more than two times that obtained using the Romberg sequence. On the contrary, the extrapolation process may provide a O(10 6 ) propagation effect using a harmonic sequence. Murofushi and Nagasaka [4] recommended choosing the Romberg sequence as the support sequence to limit the propagation effect of round-off errors. Although a harmonic sequence may increase the errors in the approximation, it can reduce the number of calculations required to obtain the initial sequence. Therefore, it can achieve better performance with a harmonic sequence compared to the Romberg sequence when heavy multiple precision arithmetic is applied.
III. EXPLICIT EXTRAPOLATION METHOD WITH

ERROR-FREE TRANSFORMATION
As already described, the explicit extrapolation method can only be implemented by using SCAL and AXPY of BLAS1 functions. In this section, we extend the two functions to these functions with error evaluation using EFT. We then describe the explicit extrapolation method with error evaluation using these extended BLAS1 functions.
A. BLAS1 functions with EFT
We denote the standard IEEE754 elementary arithmetic operators as ⊕, ⊗, , and . For these operators, we define the error-free transformation (EFT), which are the functions in Fig.2 that can provide the corresponding errors that occur in these elementary arithmetic operators.
Basic functions of Error-Free Transformation
BLAS1 functions such as AXPY and SCAL cannot be optimized at the same level as BLAS2 and BLAS3; therefore, we utilize them for elements using basic EFT functions as shown in Fig.2 .
In addition to the implementation of AXPY with error evaluations, FMA arithmetic with errors is desirable. We used the FMAerror function ( Fig.3 ), and the FMAerrorApprox (Fig.4) proposed by S.Boldo and J-M. Muller [6] . Using basic EFT arithmetic, AXPYerror, AXPYerrorA, and SCALerror can be implemented as shown in Fig.5 , where each EFT arithmetic is applied for each element of the vectors. 
B. Explicit extrapolation method with EFT
We can implement the explicit extrapolation method with EFT using BLAS1 functions with error evaluations. Suppose that we can evaluate f (t k + e t k , y k + e y k ) = f k + e f k with its error.
The explicit Euler method (2) is extended as (y 1 , e y1 ) := (y 0 , e y0 ) (y 1 , e y1 ) := AXPYerror(h, e h , f 0 , e f0 , y 1 , e y1 ).
The explicit mid-point method (3) is extended as (y k+1 , e y k+1 ) := (y k−1 , e y k−1 ) (y k+1 , e y k+1 ) := AXPYerror(2 ⊗ h, 2 ⊗ e h , f k , e f k , y k+1 , e y k+1 ) (k = 1, 2, ..., w i − 1).
(8)
Therefore, the initial sequence is obtained as (T i1 , e Ti1 ) := (y wi , e yw i ).
For the preparation of the extrapolation process, we calculate c ij in (4) as (c ij , e cij ) := 1/((w i /w i−j+1 ) 2 − 1) by application of the DD arithmetic.
The extrapolation process (4) is extended as 
(9)
We can choose AXPYerrorA as an alternative to AXPYerror in all the preceding processes.
C. Møller method
The Møller method is proposed to reduce the accumulation of round-off errors incurred during the approximation of IVPs of ODEs and is a type of compensated summation. For the original summation S i := S i−1 + z i−1 , we compute it as follows:
The preceding equation can be rewritten using R i = −R i and QuickTwoSum in Fig.2 as follows:
QuickTwoSum(S i−1 , s i ) can be used to obtain the correct error in the case of |S i−1 | ≥ |s i |. Such situations can be expected in the process to obtain the initial sequence and in the extrapolation process, when the effect of the round-off error is larger than the truncation error. Although the situation of being able to provide the correct error may be satisfied in practical situations, the effectiveness of the application of the Møller method is not observed in some cases. For our comparison, we applied the equation (10) as the Møller method to (2), (3), and (4).
IV. NUMERICAL EXPERIMENTS
We compared the performance and relative errors using our implemented explicit extrapolation methods. Our two kinds of computational environments are as follows:
Ryzen Our targets of precision are IEEE754 double precision (Double) and DD provided by the QD library. The targeted algorithms are as follows:
DEFT Double precision (7), (8), (9), f +e f , and AXPYerror DEFTA Double precision (7) , (8), (9), f + e f , and AXPY-errorA DMøller Double precision Møller method. DEFTA means the usage of the FMAerrorA in the entire extrapolation process. For DEFT, DEFTA and DD computations, we used DD precision f . To check for convergence (5), we used ε R = ε A = 0 unless otherwise specified. All EFT basic functions were coded as C macros.
We picked up 2048-dimensional homogeneous linear ODE using only BLAS1 functions as follows:
The analytical solution is y(t) = [exp(−t) · · · exp(−nt)] T . This is simply one, so we use fixed step sizes t next − t old := (1/4) /(#steps) for all the patterns. TABLE III shows the computational time and the associated maximum relative errors for the case of the harmonic sequence and L = 6.
Consequently, we can observe the following:
• At the same order of relative errors, DEFT's performance is approximately 6%-7% better than that of DD and is the same as that if DEFTA. • The smallest relative error can be obtained by DEFT and DEFTA without DD. The preceding numerical experiments for homogeneous linear ODEs demonstrate that DEFTA performs better than DD for the same level of relative errors.
V. CONCLUSION AND FUTURE WORK
It can be concluded that the explicit extrapolation method with EFT is competitive for DD arithmetic. In future studies, we will implement and evaluate implicit extrapolation methods based on EFT and its variation using BLAS2 and BLAS3 functions in different computational environments.
