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Dynamics of tunneling into nonequilibrium edge states
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Time-dependent perturbations can drive a trivial two-dimensional band insulator into a quantum
Hall-like phase, with protected nonequilibrium states bound to its edges. We propose an experiment
to probe the existence of these topological edge states which consists of passing a tunneling current
through a small two-dimensional sample out of equilibrium. The signature is a nonquantized metallic
conductance near the edges of the sample and, in contrast, an excitation gap in the bulk. This
proposal is demonstrated for the case of a two-dimensional lattice model of Dirac electrons with
tunable mass in a strong electromagnetic field. In addition, we also study the tunneling conductance
of the driven resonant level model and find a phenomenon similar to dynamic localization in which
certain transport channels are suppressed.
PACS numbers: 79.60.Jv,73.21.-b,78.67.-n,72.20.Ht,81.05.ue
I. INTRODUCTION
A key signature of topological matter is the existence
of protected edge states. The advent of topological
insulators1–6 which exhibit such states protected by time-
reversal symmetry, has caused a great interest in these
states, both for fundamental reasons and because of their
potential applications. Recently, it has been proposed to
engineer topological band structures in nonequilibrium
matter7 where an initially topologically trivial insula-
tor is converted into a topological insulator via an ex-
ternal time-dependent perturbation. For a periodic per-
turbation, these nonequilibrium states could be charac-
terized in certain regimes by the corresponding Floquet
Hamiltonian8 which can have a non-trivial topology9.
Examples of the richness of time-domain phenomena in
the solid state can be found in Refs. 10–20.
Even though Floquet bands have been observed in a
solid state context recently14–16, there is no evidence of
any topological aspect associated with them yet. The
gaps observed so far are not topological in nature and are
better understood as avoiding crossings of bands of effec-
tive Hamiltonians, see Ref. 16 for details. Indeed, they
arise as pure electric field effects and should not be inter-
preted literally as a signature of time reversal symmetry
breaking. The aim of this work is (i) to propose an exper-
imental setup where the nonequilibrium edge states could
be realized, and (ii) if edge sates are realized, to unam-
biguously characterize them by their tunneling spectra.
As byproduct, we obtain the complete analytic tunneling
current spectra and occupation of a driven quantum dot
with one and two levels.
Scanning Tunneling Microscopy (STM) has been a use-
ful tool in understanding electronic properties of con-
densed matter systems21. Electron tunneling provided
the earliest evidence of an electronic excitation gap in
conventional superconductors22. The spatial resolution
of STM has played a key role in understanding the chi-
ral edge states in graphene nanoribbons with different
edge geometries23. As will be explained bellow, the ad-
vantage of STM is that it allows for spatial resolution
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FIG. 1. (Color online) STM setup for tunneling into nonequi-
librium states. The Hamiltonian of a two-dimensional small
sample is time-dependent. The fermionic reservoirs are al-
ways in equilibrium. We are interested in the changes to
the tunneling current at the location of the tip due to the
time-dependent perturbation. In particular, we aim to probe
nonequilibrium edge states (indicated by arrows) that arise
due to the time dependence.
which unequivocally differentiates bulk from edge states
and, crucially, maps out the time-average of the density
of current-carrying states of the two-dimensional sample,
hence it is not necessary that the edge states are occu-
pied, all that is required in our setup is that they carry
finite spectral weight.
To illustrate how tunneling spectroscopy translates to
driven systems, we first consider the tunneling spectra
of a driven quantum dot which is analytically solvable.
In the long-time limit, tunneling into the dot state gives
non-quantized peaks in the conductance at energies cor-
responding to the Floquet states. Incidentally, we find
that for certain driving amplitudes the tunneling con-
ductance vanishes, a phenomenon also seen in driven
semiconductors13.
Next we study tunneling into a two-dimensional lat-
tice model driven by a circularly polarized electromag-
netic field (EM). Here we consider the coupling to the
reservoirs, the effect of finite temperature and a specific
switch-on time of the field. In the absence of driving, the
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2conductance spectrum shows a gap across the sample,
indicating insulating behavior. However, when the EM
field is turned on, a new (Floquet) band structure forms
after a transient period. More precisely, once the wave
envelope is constant so the perturbation is strictly peri-
odic, the Floquet states become quasi-stationary states,
i.e., they are stationary with respect to advances in time
by multiples of the drive period. In the long-time dynam-
ics, the conductance is nonzero at the edges of the sample,
indicating the presence of localized Floquet states. The
bulk gap persists. The magnitude of the conductance
depends on the nonequilibrium spectral weight carried
by these states at the chemical potential of the tip. For
small amplitude driving, it is mostly localized around
the original band structure. Our purpose here is to sug-
gest a possible realization of nonequilibrium edge states
with short ultrafast pulsed-laser excitations where relax-
ation mechanisms play a small role, and to understand
the STM signatures of nonequilibrium edge states if the
Floquet regime is achieved.
In Sec. II, we describe the model Hamiltonian of the
proposed STM setup. Then in Sec. III we use nonequi-
librium perturbation theory to compute the tunneling
current. In Sec. IV, we study the tunneling spectrum
and occupation of a driven resonant level. In Sec. V we
discuss the model of nonequilibrium Dirac Fermions and
conclude in VI. The Appendixes explain the details of
the calculations.
II. STM MODEL HAMILTONIAN
We consider a two-dimensional sample as shown in
Fig. 1 which is subject to a time-dependent driving field.
A moveable STM tip is located close above the sample,
tunnel-coupled locally to the states in the system. The
sample is further connected weakly to a bath located be-
neath a layer of insulating substrate. By choosing one
local and one global probe, the experiment can gather
local information by moving just a single tip. The sys-
tem can be described by a generic model with explicit
time dependence,
Hˆ(t) = HˆS(t) + Hˆα + Hˆ
′ (1)
where,
HˆS(t) =
∑
isjσ
Hisjσ(t)c
†
iscjσ
+
1
2
∑
c†isc
†
jsUis,js′,kσ,lσ′clσ′ckσ, (2)
Hˆα =
∑
ks
αka
†
αksaαks, (3)
Hˆ ′ =
∑
αkσ,is
Jαkσ,isa
†
αkσcis + h.c., (4)
and HS(t) is the sample Hamiltonian of interest, Hα are
the tip (α = T ) and bath (α = B) fermionic reservoirs.
Both leads are considered large unpolarized, nonsuper-
conducting Fermi liquids. H ′ is the sample coupling to
the tip and bath. The tip couples to a particular site
i = T of the sample, JTkσ,is = δσsδiTJTks,Ts. We also
use this symbol for temperature and also to distinguish
functions and variables of the tip (like chemical potential
µT ) from those of bath (e.g. µB). We hope the meaning
will be clear from the context. For simplicity, the bath
is assumed to have no spatial structure and couples to
all sites such that JBkσ,is = δσsJBks,is. Indices such as
σ, s, s′ label the particle spin and i, j represent a set of
atomic levels at each site, for example is, ipx, ipy... would
correspond to an s and p levels on site i. k labels the
three-dimensional (3D) momentum of the bath and tip
degrees of freedom. The sample dynamics is represented
by a time-dependent tight-binding Hamiltonian with pos-
sible interactions represented by Uis,js′,kσ,lσ′ .
III. TUNNELING CURRENT
Here we follow Ref. 12 and rewrite the transport prob-
lem in the language of correlators in the Baym-Kadanoff
contour10. The current through the tip is
IT (t) = −e〈dNT (t)/dt〉. (5)
The operators are in the Heisenberg representation with
respect to Hˆ(t) and 〈·〉 = Tr(ρ0·) is the average over ini-
tial density matrices of the total system including reser-
voirs. The number of particles in the tip is NT (t) =∑
ks a
†
Tks(t)aTks(t) and dNT /dt = i[NT , Hˆ(t)] can be ex-
pressed as an equal-time mixed correlator G<is,αks′(t, t
′) ≡
i〈a†αks′(t′)cis(t)〉,
IT (t) =
2ie
~
Re
∑
kσs
JTkσ,Ts〈a†Tkσ(t)cTs(t)〉
=
2e
~
Re
∑
kσs
JTkσ,TsG
<
Ts,Tkσ(t, t). (6)
The tunneling Hamiltonian H ′ is connected to the sam-
ple in the far past where each component of the system
is separately in equilibrium. The tip and the bath ini-
tial density matrix are defined by their temperature and
chemical potential and are assumed to be in equilibrium
at all times. After a transient period the sample reaches
a nonequilibrium steady state which is determined by
the state of the reservoirs. We perform perturbation the-
ory of G<Ts,Tkσ(τ, τ
′) = 〈Tca†Tkσ(τ)cTs(τ ′)〉 on the closed
time path contour10 with respect to the tunneling term
and obtain an expression in which the reservoir correla-
tors are factored out from the sample correlators. In the
final step contour ordered correlators are projected into
3real time24,
G<is,αkσ(t, t
′) =
∑
js′
∫
dt1J
∗
αkσ,js′ [G
r
is,js′(t, t1)g
<
αkσ(t1, t
′)
+G<is,js′(t, t1)g
a
αkσ(t1, t
′)], (7)
where, Gr,ais,js′(t, t
′) ≡ −iθ(±t ∓ t′)〈{cjs′(t), c†is(t′)}〉,
G<is,js′(t, t
′) ≡ i〈c†is(t′)cjs′(t)〉, gr,aαkσ(t, t′) ≡ −iθ(±t ∓
t′)〈{aαkσ(t), a†αkσ(t′)}〉, g<αkσ(t, t′) ≡ i〈a†αkσ(t′)aαkσ(t)〉.
Crucially, we switch on interactions in the far past
so that the actual time dependence of observables is
only due to an external time-dependence of the Hamil-
tonian with no memory of initial state10. The tip
and bath operators are assumed non-interacting and
hence gr,aαkσ(t, t
′) = ∓θ(±t ∓ t′) exp[−iαk(t − t′)] and
g<αkσ(t, t
′) = ifα(αk) exp[−iαk(t − t′)], are found from
their equations of motion. But the operators inGr,<(t, t′)
are in the interaction representation with respect to
HˆS(t) and hence must be computed taking into account
the coupling to the reservoirs. Explicitly, from Eqn. 6 we
obtain12,
IT (t) = −2e~ Im
∫ t
−∞
dt1
∫
d
2pi
e−i(t1−t)ΓT ()[G<TsTs(t, t1)
+ fT ()G
r
TsTs(t, t1)]. (8)
Summation over repeated spin in-
dices is implied and we have defined
ΓTis,js′() = 2pi
∑
σ ρTσ()JTσ,is()J
∗
Tσ,js′() =
δss′δi,T δj,T 2pi
∑
σ ρσ()|JTσ,Tσ()|2 = δss′δi,T δj,TΓT ()
and JTkσ,is = JT,σ,is(). The Fermi distribution
fT () = (1 + expβ(− µT ))−1 describes the thermal
occupation of the tip. In Eqn. 8 all correlation and
nonlinear effects are included in the sample local Green
functions. For the rest of this work we apply Eqn. 8
to the problem of tunneling into driven non-interacting
nonequilibrium states.
A. Time-dependent non-interacting states
The tunneling into and and out of the sample is taken
into account to all orders of perturbation theory via a
complex self-energy in the Dyson equations25
Gr,a = Gr,a0 + G
r,a
0 Σ
r,aGr,a, (9)
G< = GrΣ<Ga. (10)
Time variables have been omitted for clarity and integra-
tion of repeated ones over the real axis is implied. The
self-energies are
Σr,ais,js′(t, t
′) =
∑
αkσ
J∗αkσ,isg
r,a
αkσ(t, t
′)Jαkσ,js′ , (11)
Σ<is,js′(t, t
′) = i
∑
α
∫
d
2pi
fα()Γ
α
is,js′e
−i(t−t′), (12)
n=0
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FIG. 2. (Color online) (a) Occupation of nonequilibrium
states in the driven quantum dot with one level; see Eqn. 18.
Here we chose representative values of the bias eV= 0,−1
and Γ¯ = 0.1 (solid curves). The dashed curve corresponds to
eV= 0 = Γ¯. (b) Nonequilibrium states of a driven quantum
dot with one level. (c) Tunneling spectra [Eqn. 17] for two
amplitudes of the drive e1 = 1.2, 2.4. For e1 = 2.4(solid) we
have J20 (e1/Ω) = 0 and the zero-bias resonance vanishes. In
this case, weight is transferred to higher order nonequilibrium
states. We set µB = 0 = e0 = T in all panels and energies are
in units of Ω.
where we assumed reservoirs with featureless density of
states, i.e., the wideband limit (WBL), where JTkσ,is =
δσsδiTJT and JBkσ,is = δσsJB (see Appendix A).
ΓTis,js′ = 2pi
∑
σ ρTσJTσ,isJ
∗
Tσ,js′ is the tip-sample cou-
pling. From Eqn. 11 we see that the retarded self
energy is Markovian Σr,aisjs′(t, t
′) = ∓(i/2)(ΓTisjs′ +
ΓBisjs′)δ(t − t′) = ∓(i/2)δss′(δi,T δj,TΓT + ΓB)δ(t − t′),
and hence Eqn. 9 adopts the differential form, (i∂t −
HS(t)−Σr)Gr(t, t′) = δ(t− t′) with boundary conditions
Gr(t, t′) = 0 for t < t′, Gr(t, t) = −i. In general, Σr
and HS(t) do not commute and we must Trotterize the
time evolution ofGr(t, t′). Once the retarded Green func-
tion is known all other correlators can be obtained from
it using Eqn. 10. Some analytic progress can be made
for strictly periodic Hamiltonians (Appendix B) and the
driven one- and two-level systems discussed in the next
section.
IV. TUNNELING INTO A NONEQUILIBRIUM
QUANTUM DOT
A. Quantum dot with one level
It is useful to consider the case in which a complete an-
alytical solution exists, i.e., that of a periodically driven
one level connected to featureless fermionic reservoirs. It
serves to illustrate the main features in the tunneling
current through a driven system11 and translates to a
large degree to the more complicated situation of a two-
dimensional sample discussed in the next section. Inci-
dentally, we also show an example where the conductance
4vanishes for certain values of the driving amplitude, a
dynamic localization13 of sorts where the electron is pre-
vented from tunneling due to quantum interference ef-
fects. Let the Hamiltonian (in first quantization) be
Hd(t) = e0 + e1 cos Ωt. (13)
For this model, the quasienergy is e0 and the Floquet
states are labeled as n = e0 + nΩ. The Dyson equation
takes a scalar form (i∂t − e0 − e1 cos Ωt + iΓ¯)Gr(t, t′) =
δ(t − t′) where Γ¯ = (ΓT + ΓB)/2. In the WBL Eqn. 8
gives the time-averaged current,
I¯T =
e
~
ΓTΓB
ΓT + ΓB
∫
d ρd()[fT ()− fB()], (14)
where the time-averaged density of states (see
Appendix B), ρd() = −(1/pi)ImGr(0, ) =
(Γ¯/pi)
∑
n J
2
n(e1/Ω)/(( − n)2 + Γ¯2) has resonance
peaks at the eigenvalues of the Floquet Hamiltonian
and satisfies the sum rule
∫
dρd() = 1 due to fermion
conservation16. Jn in the nth Bessel function of the 1st
kind. Intuitively, the state’s original spectral weight
breaks into infinitely many ‘states’ labeled by n each
broadened by the coupling to the reservoirs. Integration
over energy gives
I¯T =
e
h
ΓTΓB
Γ¯
∑
n
J2n(e1/Ω)Im[ψ
n
T − ψnB ], (15)
where ψnα = ψ(1/2 + (µα − n − iΓ¯)(iβ/2pi)) and ψ(z)
is the digamma function at z. This expression shows
that tunneling electrons can gain n photons of energy in
the process and that all n-th order processes contribute.
Without loss of generality let µB = 0 and µT = eV then
the time-averaged conductance dI¯T /dV is
G¯(V ) =
e2
h
β
2pi
ΓTΓB
Γ¯
∑
n
J2n(e1/Ω)×
Re ψ′(1/2 + (eV − n − iΓ¯)(iβ/2pi)), (16)
which at zero temperature becomes
G¯(V ) =
e2
h
∑
n
J2n(e1/Ω)
ΓTΓB
(eV − n)2 + Γ¯2 . (17)
The important point is that the conductance has reso-
nance peaks at energies where the nonequilibrium states
have nonvanishing weight regardless of their occupation.
The conductance is, in general, not quantized. Because
the dot has no spatial structure, the tunneling conduc-
tance is simply related to the time-averaged density of
states. This feature remains in the driven lattice model
in the tunneling regime. The same sum of squares of
Bessel functions appears in a related quantity, the life-
time on the dot26.
Interestingly, the tunneling resonance at n vanishes
for values of the driving amplitude which give zeroes of
the Bessel functions. For example, if e1/Ω = 2.41 the
resonance at e0 vanishes [Fig. 2c]. Similarly, at e1/Ω =
3.83 the resonance at e0+Ω vanishes. Since the total area
under G¯(V ) is conserved,
∫
dV G¯(V ) = (e/~)ΓTΓB/2Γ¯,
other resonance peaks increase. A similar phenomenon
has been observed in driven semiconductors13 and it can
give rise to negative conductance.
We now consider the occupancy of the level, nd(t) =
−iG<(t, t) = 〈c†(t)c(t)〉. Since all the correlators are
known, from Eqn. 10 we obtain the time-averaged occu-
pation of the state as
n¯d =
∑
n
J2n(e1/Ω)n
F (n), (18)
where we defined nF (n) = 1/2+Im[ΓTψ
n
T +ΓBψ
n
B ]/2piΓ¯.
This ‘Floquet occupation’ is determined by the charac-
teristics of the reservoirs and the coupling to them. For
example, if µT = µB = 0 and at zero temperature,
nF () = θ(−) + (1/pi)sign() arctan(Γ¯/||) which has a
similar structure as a Fermi distribution but with a sec-
ond term due to the coupling to the reservoirs which
introduces an effective broadening. Roughly, Eqn. 18
means that Floquet states above either reservoir’s chemi-
cal potential will be less occupied than those bellow them.
In general, nF has a double-step structure for µT 6= µB ;
see Fig. 2a. Several interesting cases at zero temperature
can be analytically computed. We set e0 = 0 for sim-
plicity, but this could easily be relaxed: (i) n¯d = 1/2 for
zero chemical potentials. This can be understood intu-
itively considering that ‘half the weight’ of the state is
below zero energy and is fully occupied. (ii) n¯d = 3/4
for µT  µB = 0 and ΓT = ΓB → 0. Here again half
of the state is below zero energy and hence fully occu-
pied. The other half of the state has positive energy
and is half occupied due to equal coupling to reservoirs,
hence n¯d = 1/2 + 1/4 = 3/4. (iii) n¯d = 1/4 for negative
µT  µB = 0 and ΓT = ΓB → 0. Here, half of the
state is half occupied at negative energies and empty at
positive energies, hence n¯d = 1/2× 1/2 = 1/4.
B. Quantum dot with two levels
We have seen in the previous section that driven sys-
tems show a rich spectrum of phenomena. This is even
more so if more than one level is present. To illustrate
this we consider the case of tunneling into a site with an
internal two-level system (TLS),
Htls(t) = −λ
2
σx cos Ωt+
λ
2
σy sin Ωt− h
2
σz. (19)
This Hamiltonian could model a spin-1/2 particle in a
static magnetic field in the z-axis and a rotating mag-
netic field in the x-y plane. We can go through similar
procedure as outlined and obtain the average current,
conductance and total occupation of the dot. We find
that the expressions in Eqns. 14-18 hold with the replace-
ments n → βn = β −nΩ (β = 1, 2) since now there are
5FIG. 3. Typical quasienergy (and energy) spectrum in an
isolated system on a ribbon geometry and with circularly
polarized Electromagnetic fields. Since Ω is smaller than
the bandwidth we see quasienergy band folding. Six chi-
ral edge states are visible, three of them propagate to one
side and three to the other (at the opposite edges of the
sample). Inset: band structure of the static Hamiltonian.
We truncate the Floquet Hamiltonian to 6 modes and set
m = −2.5A, eaA0/~ = 1.0,Ω = 2.2A,∆static/A = 1.
two quasienergies: 1,0 = Ω0 + Ω/2, 2,0 = −Ω0 + Ω/2
with Ω0 =
√
λ2 + (Ω− h)2/2, and ∑n J2n → ∑βnBβn
where Bβn = [δn,1+δn,0−sinκ(δβ,1−δβ,2)(δn,0−δn,1)]/2,
and sinκ = (Ω−h)/2Ω0. In particular, the time-average
density of states still satisfies a sum rule
∫
dρtls() = 2
Note that the quasienergies are not independent since
1,0 + 2,0 = 0 mod Ω. In this specific model only two
weights are nonvanishing for each of the two quasiener-
gies.
We comment on the important features of the tunnel-
ing spectra. For the undriven case λ = 0 the tunnel-
ing conductance shows resonances at ±h/2 as expected.
When the system is driven λ 6= 0, the resonance peak
at h/2 splits into two peaks, symmetrically placed about
Ω0, i.e., at 1,0 = Ω0 + Ω/2 and 1,1 = Ω0 −Ω/2, in gen-
eral, with unequal heights. The peak at −h/2 splits in
the same way. The energy gap between the side bands is
Ω. For the special point h = Ω, all four peaks have equal
weight, Bβn = 1/2 and the gap between the quasiener-
gies is the smallest given by λ. At values of the frequency
that satisfy λ2 = 2Ωh−h2 only three peaks are observed.
As for the occupation of the dot the same general con-
siderations apply as for the driven one-level model.
V. TUNNELING INTO NONEQUILIBRIUM
EDGE STATES
A. System Hamiltonian
We now consider a model of non-interacting Dirac elec-
trons with tunable mass on a square lattice strongly
driven out of equilibrium. The static Hamiltonian in
infinite space is H(k) = Aσx sin kxa + Aσy sin kya +
σz(m + A cos kxa + A cos kya). The important energy
scales are the gap ∆static = 2|m+ 2| and the bandwidth
max{m± 2A}. a is the lattice constant and m the mass
of the Dirac particles. Two copies of this model is real-
ized in CdTe-HgTe quantum wells3. When |m| < 2A the
bands have Chern number ±1 and hence when the sys-
tem is put in a finite geometry, edge states(static) appear.
Below we consider the case |m| > 2A on a finite square
lattice. The Hamiltonian describes electrons coupled to
an EM field,
HˆS(t) =
∑
i
[c†i
(iAσx +Aσz)
2
e−ieaAx(t)/~ci+x+ (20)
c†i
(iAσy +Aσz)
2
e−ieaAy(t)/~ci+y + h.c.+mc
†
iσzci],
via minimal coupling where the hoppings acquire phases,
exp[−ieaA(t) · (Ri − Rj)/~], and Ri is the position
of the site i. For circular polarization A(t) = θ(t −
t0)A0(cos Ωt, sin Ωt) where A0 = Em/Ω and we use a
gauge in which the electric field is given by E(t) =
−∂tA(t). Throughout small magnetic effects are ignored
and we work in the tunneling regime, i.e., ΓT  ΓB  A.
A linearly polarized EM field also produces edge states
and their STM signatures are similar. t0 is the time when
the drive is turned on and Em is the amplitude of the
electric field on the surface.
B. Isolated system on a ribbon geometry
First we investigate the presence of edge states in an
isolated system in a ribbon geometry with perfect time-
periodic EM field, i.e., the driving has been turned on
in the far past. The quasienergy spectrum is shown
in Fig. 3. For these plots we choose eaA0/~ = 1.0,
m/A = −2.5 and Ω = 2.2A which place the system in the
non-topological regime with no irradiation (inset Fig. 3).
When the driving has been turned on and the Floquet
regime reached the system is in a non-trivial topological
state as verified by counting the edge states that cross
the dynamical gaps9 in the quasienergy spectrum. Al-
ternatively, we calculated the Chern number associated
with the bulk bands in an infinite system,
CF =
1
4pi
∫
BZ
d2k dˆF (k) · (∂kx dˆF (k)× ∂ky dˆF (k)), (21)
where dˆF (k) is defined by the Floquet Hamiltonian as
HˆF ≡
∑
k c
†
kαckβ dˆF (k) · ~σαβ . We obtain CF = 3 which
indicates a non trivial topological state. There are three
edge states propagating in the same direction, on each
edge. Moreover, the system undergoes dynamical quan-
tum phase transitions as a function of the amplitude of
the drive where one of the dynamical gaps closes: for
0.2 < eaA0/~ < 0.95 we have, within our numerical pre-
cision, CF = 1, for 0.95 < eaA0/~ < 1.6 we have CF = 3
60
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FIG. 4. (Color online) Time-averaged tunneling conductance
in a square geometry sample at different tip positions from
bottom upward: (9,1)a, (9,3)a, (9,5)a, (9,7)a and (9,9)a; see
right inset. The zero of each curve (dashed lines) was dis-
placed vertically for clarity. The edges of the sample are gap-
less near zero energy while the bulk is gapped with two dy-
namical gaps visible: at zero bias and at the zone edges ±Ω/2.
The inset is the tunneling spectrum for the undriven system
which shows an insulating behavior across the sample. We
used a circularly polarized electromagnetic field with param-
eters as in Fig. 3 and T = 0.001A,ΓB = 0.01A,ΓT = 0.005A,
Nx × Ny = 17 × 17 = 289 sites. Note that we work in the
tunneling regime where ΓT  ΓB  A.
and for 1.6 < eaA0/~ < 1.7, CF = −1. In our cal-
culations, we find evidence of edge states for arbitrarily
small field amplitudes, however the gaps are small and
the numerical cost to compute CF is large.
C. System on a square geometry connected to a
bath and with switch-on time t0
The edge states remain present when going from a rib-
bon to a square geometry. We chose a finite size sample of
square shape with Nx×Ny = 17×17 = 289 sites. Before
the perturbation is turned on the sample is in a steady
state determined by the reservoirs nearby. In the tun-
neling regime, the system is essentially unchanged from
its time-independent state with zero chemical potential.
If the perturbation is turned on at a specific point in
time t0 we compute the conductance from Eqn. A2. We
find that it takes about 10-20 periods of the driving to
reach the Floquet regime, see Appendix A. Note that this
considers only pure quantum evolution. In real driven
macroscopic systems, it is not necessary that the system
reaches a nonequilibrium steady state. If it does, the time
elapsed will depend also on other additional microscopic
relaxation mechanisms not considered here.
Fig. 4 shows our numerical results for the time-
averaged conductance in the Floquet regime. The STM
tip is at various positions on the surface of the sample,
e.g., in the center of the sample (blue) and at the edge
(red). We first note that the time-averaged differential
conductance vanishes in the bulk for energies lower than
the dynamical gap that we found in the quasienergy band
structure of Fig. 3. On the other hand, if the tip is lo-
cated at the edge of the sample, the conductance at zero
bias does not vanish indicating the presence of current
carrying states there. This is a signature of the nonequi-
librium edge states and one of our central results. When
the system is not driven, we see that the sample is in-
sulating (top-left inset). At bias voltages approaching
the quasienergies zone boundaries ±Ω/2 we observe dy-
namical gaps emerging in the STM signal as a deple-
tion of current carrying states. If we had nonequilibrium
edge states across this gap, the STM signal would be
nonvanishing at ±Ω/2. It is important to note that the
STM spectrum is sensitive to the spectral weight of the
nonequilibrium bands and hence is not periodic in en-
ergy. We have verified that the small oscillations around
zero conductance are due to finite size effects in addition
to the sensitivity of the rapidly oscillation term in A2 at
large bias voltages.
To gain some intuition as to what it is probed by the
conductance, let us assume the bath is connected only to
the same site as the tip. This gives a reasonable picture
in the tunneling regime. Then, one can show that the
time-averaged tunneling conductance is a measure of the
time-averaged nonequilibrium density of states. Indeed,
Eqn. 14 holds with (see Appendix B)
G¯(V ) ∼ (e2/~)ΓT ρT (V ), (22)
where ρT (V ) = −(1/pi)Im
∑
sG
r
TsTs(0, V ). The role of
the bath outside of the tunneling regime and with spatial
extent is an interesting problem left for future investiga-
tions. In that case, the tunneling conductance is not a
simple measure of the density of states but Eqn. B3 still
holds. Note that in any case a vanishing conductance
means the absence of nonequilibrium states. See also
Ref. 19 where transmission probabilities were calculated
in a ribbon geometry for graphene.
VI. DISCUSSION AND CONCLUSION
We now turn to a discussion of the experimental rel-
evance of our results. In a real experiment, decoher-
ance effects such as phonons or particle interactions will
make the situation more complex than considered above.
Specifically, these effects could modify the occupation of
the nonequilibrium edge states.
As demonstrated in this work, the STM signal will
probe the presence of current-carrying states, in particu-
lar Floquet modes(if present), irrespective of their occu-
pation and their nature, i.e., if they are topologically triv-
ial or not. However, we expect that the Floquet regime
maybe achieved using ultra short pulsed laser excitations
where relaxation processes have not fully taken place and
the external drive provides the dominant dynamics. Such
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FIG. 5. (Color online) Typical time-dependent conductance
at zero bias. The field is turned on at t0 and the system
evolves towards a regime in which the conductance becomes
periodic. Horizontal dashed lines indicate the time-averaged
component in the Floquet regime. The transient regime lasts
about 10-20 periods for our system parameters. A background
conductance has been subtracted. Note that in the Floquet
regime higher harmonics have been generated. Here we take
Nx = Ny = 14 and rest of the parameters are the same as in
Fig. 4.
a regime has been achieved experimentally14. Indeed, our
calculations are most relevant in the regime where the in-
fluence of phonons (or other decoherence effects) is weak,
i.e., for time scales shorter than the phonon relaxation
time, typically of order pico seconds. Electron-electron
interactions have relaxation times of the order of 10−15
seconds but this mechanism is less dominant in graphene
and topological insulators. The interesting problem of
the effect of these relaxation phenomena on the tunneling
spectra of nonequilibrium edge states is left for a future
study.
While our calculations are based on a toy model, topo-
logical edge states are expected to occur in a variety
of real systems upon radiation. The foremost interest
has recently been on topological insulator surfaces and
graphene. A pulsed laser field can reach electric field
amplitudes Em = 2× 107V/m with a duration up to ps.
We then we have a coupling eaA0/~ ∼ 0.02, which is
small. We note that if the chemical potential is close
to the Dirac point, we also expect light-induced gaps as,
in that case, the important energy scale is given by by
16 evEm/~Ω2. These gaps, however, are not topological
in nature. If a topological gap is achieved of magnitude
∆ ≈ 50 meV then a very crude estimate of the tunneling
current from Eqn. 14 gives I ∼ (e2/h)ΓρV ∼ 10−6 amps
which appears for the duration of the pulse.
In conclusion, we have shown that an STM experi-
ment can probe the existence of topological nonequilib-
rium edge states. In the process we further analyzed
the tunneling dynamics into nonequilibrium states in a
driven quantum dot. We found that under certain driv-
ing conditions, transport channels can be suppressed due
to quantum interference effects.
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Appendix A: Wideband limit
In the wideband limit (WBL), the coupling to reser-
voirs are energy independent, JTkσ,is = δσsδiTJT and
JBkσ,is = δσsJB , and Eqn. 8 becomes
IT (t) = −eΓT~ Im
[
G<TsTs(t, t) (A1)
+
∫
dt1
∫
d
pi
ei(t−t1)fT ()GrTsTs(t, t1)
]
.
Summation over repeated spin indices is implied. We
can assume that the retarded and advanced Green func-
tions of the system do not depend on the chemical poten-
tial of the reservoirs. Then the differential conductance
dIT (t)/dV is
GT (V, t) =
e2
h
[
piΓ2TRe
∫
dt1
∫
dt2G
r
TsTs′(t, t1)G
a
Ts′Ts(t2, t)
× (t2 − t1)e
ieV (t2−t1)
β sinh(pi(t1−t2)β )
+ 2piΓT Im
∫
dt1G
r
TsTs(t, t1)
(t− t1)eieV (t−t1)
β sinh(pi(t1−t)β )
]
.
(A2)
We note that at zero temperature and for time indepen-
dent Hamiltonians, Eqn. A2 gives GT (V ) = (e
2/h)[MT −
Tr[rT r
†
T ]], as expected, where MT = 2piΓT ρT (eV ) =−2ΓT Im
∑
sG
r
TsTs(eV ) is the number of channels which
is proportional to the local density of states and (rT )ss′ =
ΓTG
r
TsTs′(eV ) is the local electron reflection matrix. In
Fig. 5, we see an example of the conductance as a func-
tion of time from Eqn. A2.
Appendix B: Periodic Hamiltonian
Some analytic progress can be made for free electrons
that are subject to a periodic drive HS(t + T ) = HS(t)
with period T = 2pi/Ω. All two-time correlators become
periodic, e.g., Gr,a,<(t + T, t′ + T ) = Gr,a,<(t, t′) and
Eqn. A1 becomes
I¯T =
eΓT
~
[ ∫ d
2pi
fT ()A¯TsTs()− ImG¯<TsTs
]
, (B1)
where A¯TsTs() = −2ImGrTsTs(0, ) is the time-averaged
nonequilibrium spectral function and we used the Wigner
8representation for the Green functions. We also defined,
G¯<is,js′ = i
∑
n,α
∫
d
2pi
fα()G
r
is,`σ(n, + nΩ/2)× (B2)
Γα`σ,`′σ′G
r
js′,`′σ′(n, + nΩ/2)
∗.
The time-average occupation can be written as n¯is =
−iG¯<is,is. Eqn. B1 has an intuitive interpretation12. The
first term is proportional to the occupation of the tip
and the local sample spectral function and hence can be
interpreted as the current flowing into the sample from
the tip. The second term is proportional to the time-
averaged local occupation probability at the position of
the tip and can be interpreted as the the probability of
charge flowing out of the sample to the tip. Note that
since the couplings to the tip and bath are not propor-
tional we cannot in general write the above expression in
a Laundauer-type form. However the time-averaged con-
ductance at zero temperature can be written in terms
of general scattering matrices of the central region, from
Eqn. A2,
G¯T (V ) =
e2
h
∑
n
{MT (n)δn,0 − Tr[rT (n)r†T (n)]}, (B3)
where we defined MT (n) = 2piΓT ρT (n, eV ) =
−2ΓT ImGrTsTs(n, eV ) and ρT (n, eV ) is the ’density of
states’ for n-th band and the electron reflection matrix
[rT (n)]ss′ = ΓTG
r
TsTs′(n, eV + nΩ/2). The first term is
a local density of states and the second is a contribution
from electron tunneling. For non-interacting electrons we
can write Gr(t, t′) in terms of the eigenvalues and right
and left eigenvectors of the Floquet Hamiltonian HF =
HS(t)+Σ
r−i∂t, i.e.,HFφRδm = δmφRδm, (φLδm)†HF =
δm(φ
Lδm)†, as Gris,js′(n, ω) =
∑
δm φ
Rδm¯
is,n (φ
Lδm¯
js′,0)
∗/(ω −
δm−nΩ/2), where the quasienergies are complex, δm =
δm− iγδ and we defined m¯ = −m. Then the occupation
of a given site at zero temperature is from Eqn. 10,
n¯iσ =
∑
α,n
∑
`σ
`′σ′
∑
δm
δ′m′
Γα`σ,`′σ′
φRδmiσ,n (φ
Lδm
`σ,0 )
∗(φRδ
′m′
iσ,n )
∗φLδ
′m′
`′σ′,0
iδm − i∗δ′m′
×
[
1− 1
2pii
log
(
δm
∗δ′m′
)]
.
(B4)
and the electron-reflexion matrix becomes,
[rT (n, eV )]ss′ = ΓT
∑
δm
φRδm¯Ts,n(φ
Lδm¯
Ts′,0)
∗
eV − δm . (B5)
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