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Abstract
We use a recently developed theory of nonlinear functionals in the study of oscillations of second-
order symmetric vector differential systems to extend a number of theorems of Sun [New Kamenev
type theorems for second order linear matrix differential systems, Appl. Math. Lett., 2004, in press]
under a common theme. The criteria presented here are of the form: the integral of the coefficient
matrix is bounded at infinity (in a sense to be made explicit in the paper) and bounded away from a
positive absolute constant implies oscillation at infinity.
 2004 Elsevier Inc. All rights reserved.
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Introduction
Consider the second-order linear matrix differential equation[
P(t)Y ′
]′ + Q(t)Y = 0, t  t0, (1)
where P(t), Q(t) and Y(t) are real, n × n, continuous matrix functions on [t0,∞) such
that Q(t) and P(t) are symmetric and P(t) is positive definite (P (t) > 0). When P(t) ≡ I ,
we obtain the matrix differential equation
Y ′′ + Q(t)Y = 0, t  t0. (2)
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Hinton and Lewis [15], Tomastik [31], and Walters [32] have shown that Eq. (1) (or (2))
is oscillatory if a corresponding scalar equation obtained by applying a positive linear
functional is oscillatory. Hence, we can study the oscillation of the matrix equations (1) and
(2) in terms of a vast number of well-known oscillation criteria of the associated second-
order linear scalar equations[
p(t)y′
]′ + q(t)y = 0, t  t0, (3)
where p(t) and q(t) are continuous real-valued functions on [t0,∞), and when p(t) ≡ 1,
y′′ + q(t)y = 0, t  t0. (4)
Other oscillation criteria for Eqs. (1) and (2) have involved conditions on the eigenvalues
of P(t) and Q(t) or their integrals, which also have their origins in analogous conditions
on Eqs. (3) or (4). Let us briefly trace these origins.
In 1918, Fite [11] determined that for q(t) > 0 the condition
lim
T →∞
T∫
t0
q(s) ds = ∞ (5)
implies that Eq. (4) is oscillatory. (Later, this condition became known as the Fite–Wintner–
Leighton criterion [21], Swanson [30], but Leighton’s work dealt with the more general
equation (3).) In 1949, Wintner [34] allowed q(t) to assume negative values for arbitrarily
large values of t , and proved that the weaker condition
lim
T →∞
1
T
T∫
t0
[ s∫
t0
q(u)du
]
ds = ∞ (6)
implies the oscillation of Eq. (4). This was likely the first result based on an integral aver-
age.
In 1952, Hartman [12] proved that the limit cannot be replaced by the upper limit in (6),
and that the condition
−∞ < lim inf
T →∞
1
T
T∫
t0
[ s∫
t0
q(u)du
]
ds < lim sup
T →∞
1
T
T∫
t0
[ s∫
t0
q(u)du
]
ds ∞ (7)
suffices for the oscillation of Eq. (4). Coles [7], Willett [33], and Kwong and Zettl [19]
extended this result by considering weighted averages of the integral of q(t).
In 1978, Kamenev [16] established a new integral criterion for the oscillation of Eq. (4)
with the result of Wintner as a special case. More precisely, Kamenev proved that if α > 1
is any real number, then
lim sup
1
α
t∫
(t − s)αq(s) ds = ∞ (8)t→∞ t
t0
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to the damped linear equation
y′′ + k(t)y′ + q(t)y = 0, t  t0 > 0, (9)
where k(t) is a real-valued continuous function allowed to assume negative values for
arbitrarily large values of t ∈ [t0,∞). Chen [6] extended one of Yan’s results to the general
nonlinear second-order damped differential equation[
p(t)y′
]′ + k(t)y′ + q(t)f (y) = 0, (10)
which was then extended for the case p(t) = 1 by Wong [35] using general means. Mean-
while, in 1980 Hinton and Lewis [15] proposed a conjecture originally attributed to Reid,
that the matrix differential equation (2) is oscillatory (see [15] for definitions) if
lim
t→∞λ1
[ t∫
t0
Q(s)ds
]
= ∞, (11)
where λ1(A) λ2(A) · · · λn(A) denotes the usual ordering of the eigenvalues of the
symmetric matrix A. The conjecture was settled with additional assumptions on the rate
of growth of the trace of
∫ t
t0
Q(s)ds by Mingarelli [25], Kwong et al. [20], and Butler and
Erbe [2,3]. The conjecture was finally proved for the case n = 2 by Kwong and Kaper [17]
and for arbitrary n by Byers, Harris, and Kwong [5], in 1985 and 1986, respectively. A year
later, Butler, Erbe, and Mingarelli [4] extended the scalar criteria (6) and (7) to the matrix
equation (2) using Riccati techniques and variational principles. In 1989, Kamenev’s the-
orem was extended by Philos [27], still in the scalar case of Eq. (4), to the following
theorem:
Theorem 1 [27, Theorem 1]. Let H(t, s) and h(t, s) be continuous on D = {(t, s): t 
s  t0} such that H(t, t) = 0 for t  t0 and H(t, s) > 0 for t > s  t0. Assume further that
the partial derivative ∂H
∂s
(t, s) is nonpositive and continuous for t  s  t0, and h(t, s) is
defined by
∂H
∂s
(t, s) = −h(t, s)[H(t, s)]1/2, (t, s) ∈ D.
Then Eq. (4) is oscillatory if
lim sup
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)q(s) − 1
4
h2(t, s)
]
ds = ∞. (13)
However, Philos’ result could not be applied to the Euler differential equation
y′′ + γ
t2
y = 0, (14)
where γ > 0 is a constant. In 1995, Li [22] produced oscillation criteria which improved
the result of Philos by using a generalized Riccati transformation due to Yu [38], with the
new result being applicable to the question of the oscillation of Eq. (14). Meanwhile, two
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and Ruan [8] extended the result to matrix differential systems of a more general form. We
state the result for P(t) ≡ I , i.e., for Eq. (2).
Theorem 2 [8, Theorem 1]. Let H(t, s) and h(t, s) be defined as in Theorem 1. System (2)
is oscillatory if
lim sup
t→∞
1
H(t, t0)
λ1
{ t∫
t0
[
H(t, s)Q(s) − 1
4
h2(t, s)I
]
ds
}
= +∞. (16)
However, as noted Theorem 2 cannot be applied to system (17) defined by
Y ′′ + diag
(
γ
t2
,
β
t2
)
Y = 0, t  1, (17)
where Y(t) and Q(t) = diag( γ
t2
,
β
t2
)
are 2 × 2 matrices, and γ  β > 0 are constants.
In 1998, Meng, Wang, and Zheng [23] improved on Theorem 2, proving that system
(17) is oscillatory for γ > 14 by using the following theorem:
Theorem 3 [23, Theorem 1]. Let H(t, s) and h(t, s) be defined as in Theorem 1. If there
exists a function f ∈ C1[t0,∞) such that
lim sup
t→∞
1
H(t, t0)
λ1
{ t∫
t0
[
H(t, s)R(s) − 1
4
a(s)h2(t, s)I
]
ds
}
= +∞, (19)
where a(t) = exp{−2 ∫ t f (s) ds}, R(t) = a(t)[Q(t) + f 2(t)I − f ′(t)I ], then system (2)
is oscillatory.
Since this condition necessitates a very smart choice of f it is relatively difficult
to apply to the general case. In addition, both [23] and [8] give criteria of the form
lim supt→∞ λ1[·] = +∞, which is not very sharp.
Most recently, and following the underlying thread developed in [8] and [23] of using a
matrix Riccati transformation coupled with an appropriate kernel, Sun [29] has produced
two new sharper conditions of Kamenev-type of the form lim supt→∞ λ1[·] is greater than
some constant for system (2) to be oscillatory.
Theorem 4 [29, Theorem 1]. System (2) is oscillatory provided that for each r  t0 and
for some α > 12 ,
lim sup
t→∞
1
t2α+1
λ1
[ t∫
(s − r)2α(t − s)2Q(s)ds
]
>
α
(2α − 1)(2α + 1) . (21)
r
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for some α > 12 ,
lim sup
t→∞
1
t2α+1
λ1
[ t∫
r
(t − s)2α(s − r)2Q(s)ds
]
>
α
(2α − 1)(2α + 1) . (23)
Applying Theorem 4 to the Euler differential system (17), we note that for each r  t0,
lim sup
t→∞
1
t2α+1
λ1
[ t∫
r
(s − r)2α(t − s)2Q(s)ds
]
= lim
t→∞
1
t2α+1
t∫
r
(s − r)2α(t − s)2 γ
s2
ds = γ
α(2α − 1)(2α + 1) .
For any γ > 14 , there exists an α >
1
2 such that
γ
α(2α − 1)(2α + 1) >
α
(2α − 1)(2α + 1) ,
i.e., γ > α2. This means that condition (21) holds. So, by Theorem 4, system (17) is oscil-
latory for γ > 14 .
Main results
Our first result in this paper will be to extend the result of Sun [29] by considering a
more general kernel than the ones used in conditions (21) and (23). The end result is that
Sun’s two theorems become corollaries of our new result.
Our second result draws some inspiration from a very recent work of Mingarelli [26]
which itself follows through on an idea first introduced by Meng and Mingarelli [24], and
Kong [18]. Originally inspired by Hartman [13,14], the idea is to produce criteria that do
not depend explicitly on the largest eigenvalue of the matrices under consideration. We will
show that very general (and possibly discontinuous) nonlinear functionals can be used to
produce a more general oscillation criterion when applied to our first main result.
Theorem 6. System (2) is oscillatory provided that for each r  t0 and for some p,q > 1,
lim sup
t→∞
1
tp+q−1
λ1
[ t∫
r
(s − r)p(t − s)qQ(s) ds
]
>
pq(p + q − 2)Γ (p − 1)Γ (q − 1)
4Γ (p + q) , (25)
where Γ is the usual gamma function [28, p. 251].
Proof. Suppose to the contrary that there exists a prepared solution Y(t) of Eq. (2) which
is not oscillatory. So Y−1(t) exists for t  T  t0, and thus detY(t) = 0 for t  T  t0. We
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V (s) = −Y ′(s)Y−1(s), s  T . (26)
Following the usual calculation, V (s) = V ∗(s), and so V 2(s) is a nonnegative definite
matrix.
Since[
Y−1(s)
]′ = −Y−1(s)Y ′(s)Y−1(s), (27)
we get
V ′(s) = −Y ′′(s)Y−1(s) + [Y ′(s)Y−1(s)]2. (28)
Finally, from Eqs. (26) and (2), Eq. (28) becomes
Q(s) = V ′(s) − V 2(s), s  T . (29)
Multiplying Eq. (29) by (s − T )p(t − s)q and integrating with respect to s from T to t , we
obtain
t∫
T
(s − T )p(t − s)qQ(s) ds
=
t∫
T
(s − T )p(t − s)qV ′(s) ds −
t∫
T
(s − T )p(t − s)qV 2(s) ds.
Using integration by parts on the first integral and rearranging terms, we get
t∫
T
(s − T )p(t − s)qQ(s) ds
= −
t∫
T
(s − T )p2 (t − s) q2 [p(s − T )p2 −1(t − s) q2 − q(s − T )p2 (t − s) q2 −1]V (s) ds
−
t∫
T
(s − T )p(t − s)qV 2(s) ds. (30)
Now, setting
a =
[
p
2
(s − T )p2 −1(t − s) q2 − q
2
(s − T )p2 (t − s) q2 −1
]
I, and
b = (s − T )p2 (t − s) q2 V (s) (31)
for simplicity, we see that
t∫
T
(s − T )p(t − s)qQ(s) ds = −2
t∫
T
ab ds −
t∫
T
b2 ds =
t∫
T
a2 ds −
t∫
T
(b + a)2 ds,(32)
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t∫
T
(s − T )p(t − s)qQ(s) ds
=
t∫
T
[
p
2
(s − T )p2 −1(t − s) q2 − q
2
(s − T )p2 (t − s) q2 −1
]2
I ds
−
t∫
T
{
(s − T )p2 (t − s) q2 V (s)
+
[
p
2
(s − T )p2 −1(t − s) q2 − q
2
(s − T )p2 (t − s) q2 −1
]
I
}2
ds. (33)
Therefore, we have that
t∫
T
(s − T )p(t − s)qQ(s) ds

t∫
T
[
p
2
(s − T )p2 −1(t − s) q2 − q
2
(s − T )p2 (t − s) q2 −1
]2
I ds. (34)
Since the last integral of Eq. (33) is clearly nonnegative, it follows from inequality (34)
that
λ1
[ t∫
T
(s − T )p(t − s)qQ(s) ds
]

t∫
T
[
p
2
(s − T )p2 −1(t − s) q2 − q
2
(s − T )p2 (t − s) q2 −1
]2
ds
=
t∫
T
{[
p
2
(s − T )p2 −1(t − s) q2
]2
− 2
[
pq
4
(s − T )p2 −1+ p2 (t − s) q2 + q2 −1
]
+
[
q
2
(s − T )p2 (t − s) q2 −1
]2}
ds
=
t∫
T
[
p2
4
(s − T )p−2(t − s)q − pq
2
(s − T )p−1(t − s)q−1
q2 p q−2
]+
4
(s − T ) (t − s) ds
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4
t∫
T
(s − T )p−2(t − s)q−2[p(t − s) − q(s − T )]2 ds
(and setting u = s − T )
= 1
4
t−T∫
0
up−2(t − T − u)q−2[p(t − T − u) − qu]2 du
(and setting w = t − T )
= 1
4
w∫
0
up−2(w − u)q−2[p(w − u) − qu]2 du.
We will evaluate this integral using Euler’s Beta function [28],
1∫
0
xµ−1(1 − x)ν−1 dx = Γ (µ)Γ (ν)
Γ (µ + ν) , Re(µ, ν) > 0.
Thus,
1
4
w∫
0
up−2(w − u)q−2[p(w − u) − qu]2 du
= 1
4
[
p2
w∫
0
up−2(w − u)q du − 2pq
w∫
0
up−1(w − u)q−1 du
+ q2
w∫
0
up(w − u)q−2 du
]
. (35)
Evaluating the first integral using Euler’s Beta function, we obtain (upon setting x = u
w
)
w∫
0
up−2(w − u)q du = wp+q−1 Γ (p − 1)Γ (q + 1)
Γ (p + q) . (36)
Evaluating the second and third integrals in (35) in a similar fashion, we obtain
w∫
0
up−1(w − u)q−1 du = wp+q−1 Γ (p)Γ (q)
Γ (p + q) , (37)
and
w∫
0
up(w − u)q−2 du = wp+q−1 Γ (p + 1)Γ (q − 1)
Γ (p + q) . (38)Thus,
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4
w∫
0
up−2(w − u)q−2[p(w − u) − qu]2 du
= 1
4
[
p2
Γ (p − 1)Γ (q + 1)
Γ (p + q) w
p+q−1 − 2pq Γ (p)Γ (q)
Γ (p + q) w
p+q−1
+ q2 Γ (p + 1)Γ (q − 1)
Γ (p + q) w
p+q−1
]
= w
p+q−1
4Γ (p + q)
[
p2Γ (p − 1)Γ (q + 1) − 2pqΓ (p)Γ (q) + q2Γ (p + 1)Γ (q − 1)]
= w
p+q−1
4Γ (p + q)
[
p2q(q − 1)Γ (p − 1)Γ (q − 1)
− 2p(p − 1)q(q − 1)Γ (p − 1)Γ (q − 1) + p(p − 1)q2Γ (p − 1)Γ (q − 1)]
= w
p+q−1Γ (p − 1)Γ (q − 1)
4Γ (p + q) pq
[
p(q − 1) − 2(p − 1)(q − 1) + (p − 1)q]
= pq(p + q − 2)Γ (p − 1)Γ (q − 1)
4Γ (p + q) w
p+q−1. (39)
Substituting back in for w = t − T , Eq. (39) gives
pq(p + q − 2)Γ (p − 1)Γ (q − 1)
4Γ (p + q) (t − T )
p+q−1. (40)
So we have that
λ1
[ t∫
T
(s − T )p(t − s)qQ(s) ds
]
 pq(p + q − 2)Γ (p − 1)Γ (q − 1)
4Γ (p + q) (t − T )
p+q−1, t  T  t0.
Thus,
1
tp+q−1
λ1
[ t∫
T
(s − T )p(t − s)qQ(s) ds
]
 pq(p + q − 2)Γ (p − 1)Γ (q − 1)
4Γ (p + q)
(t − T )p+q−1
tp+q−1
. (41)
Taking the lim sup on both sides of inequality (41), we obtain
lim sup
t→∞
1
tp+q−1
λ1
[ t∫
T
(s − T )p(t − s)qQ(s) ds
]
 pq(p + q − 2)Γ (p − 1)Γ (q − 1)
4Γ (p + q) ,which contradicts condition (25). 
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(1) The values p = q = 1 are prohibited as a simple evaluation of the integrals in Eq. (35)
with these values shows. Hence, the restriction on p and q being greater than 1. The
values 1 < p, q < 2 are admissible into the Γ functions of the general result.
(2) We can plainly see that Sun’s two main theorems in [29] are corollaries to Theorem 6.
Corollary 2.42. See our Theorem 4 [29, Theorem 1].
Proof. Setting p = 2α, α > 12 and q = 2 in condition (25), we obtain
lim sup
t→∞
1
22α+1
λ1
[ t∫
r
(s − r)2α(t − s)2Q(s)ds
]
>
2α(2)(2α + 2 − 2)Γ (2α − 1)Γ (2 − 1)
4Γ (2α + 1)
= 4α(2α)Γ (2α − 1)Γ (1)
4(2α + 1)(2α)(2α − 1)Γ (2α − 1)
= α
(2α + 1)(2α − 1) ,
which is exactly Sun’s condition (21). 
Corollary 2.43. See our Theorem 5 [29, Theorem 2].
Proof. Setting p = 2, and q = 2α, α > 12 in condition (25), we obtain
lim sup
t→∞
1
22α+1
λ1
[ t∫
r
(s − r)2(t − s)2αQ(s) ds
]
>
2(2α)(2 + 2α − 2)Γ (2 − 1)Γ (2α − 1)
4Γ (2α + 1)
= 4α(2α)Γ (1)Γ (2α − 1)
4(2α + 1)(2α)(2α − 1)Γ (2α − 1)
= α
(2α + 1)(2α − 1) ,
which is exactly Sun’s condition (23). 
For our second result, we will generalize Sun’s results even further by replacing λ1 in
our first result with a general negativity-preserving nonlinear functional, as in [26], thus
producing a criterion for oscillation that does not depend explicitly on the largest eigen-
value of the matrices under consideration.
Definition 2.44. Let S be the real linear vector space of n× n symmetric matrices. A non-
linear (and possibly discontinuous) functional κ :S → R with κ(A)  0 whenever A 0
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being denoted by N (S).
Examples of negativity-preserving functionals include κ(A)=λ1(A); κ(A) = tr(A−P)
where P is positive semi-definite and fixed; κ(A) = λ1[p(A)] where p(A) is any
fixed polynomial in A with positive coefficients and odd powers only; κ(A) = λ1(A)1−λ1(A) ;
q(A) = aii , 1  i  n. We also note that any positive linear functional on S is also
negativity-preserving. Thus, functionals in the class N (S) make up all the functionals
being used in the current study of matrix oscillation theory [26]. Note that “κ” here is the
q for nonlinear negativity-preserving functionals in Mingarelli’s paper [26].
Theorem 7. System (2) is oscillatory provided that there exists a κ in N (S) such that for
each r  t0 and for some p,q > 1,
lim sup
t→∞
κ
[
1
tp+q−1
t∫
r
(s − r)p(t − s)qQ(s) ds
−pq(p + q − 2)Γ (p − 1)Γ (q − 1)
4Γ (p + q)
(
1 − r
t
)p+q−1
I
]
> 0. (46)
Proof. The proof follows the proof of Theorem 6 exactly up to and including inequal-
ity (34). At this point, we move both integrals to the left-hand side of the inequality to
obtain
t∫
T
(s − T )p(t − s)qQ(s) ds
−
t∫
T
[
p
2
(s − T )p2 −1(t − s) q2 − q
2
(s − T )p2 (t − s) q2 −1
]2
I ds  0.
The second integral is the diagonal matrix whose entries are evaluated in the proof of
Theorem 6, and given by Eq. (40). Thus,
t∫
T
(s − T )p(t − s)qQ(s) ds
− pq(p + q − 2)Γ (p − 1)Γ (q − 1)
4Γ (p + q) (t − T )
p+q−1I  0,
that is,
1
tp+q−1
t∫
T
(s − T )p(t − s)qQ(s) ds
pq(p + q − 2)Γ (p − 1)Γ (q − 1)( T )p+q−1−
4Γ (p + q) 1 − t I  0.
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κ
[
1
tp+q−1
t∫
T
(s − T )p(t − s)qQ(s) ds
− pq(p + q − 2)Γ (p − 1)Γ (q − 1)
4Γ (p + q)
(
1 − T
t
)p+q−1
I
]
 0.
Since κ is not necessarily continuous (nor sub-homogeneous), we can pass to the limit and
so find a contradiction to (46). 
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