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Abstrakt
Práce se věnuje počítání osob ve video sekvencích. Jsou popsány principy a základní metody detekce 
pohybujících se objektů ve videu. Zmíněny jsou metody LBP, optický tok, jasové histogramy a do 
hloubky je probrána metoda odečítání pozadí. Následně je popsán princip sledování pohyblivého 
objektu a metody, jak objekty vhodně počítat. Součástí této práce je aplikace, jenž byla otestována na 
počítání lidí přecházející přes lávku Fakulty Informačních Technologií, VUT v Brně. V závěru jsou 
výsledky testování zhodnoceny.
Abstract
This thesis is devoted to determining the number of moving object in video sequences. It explains 
principles and basic methods of moving object detection in video sequences. Methods such as LBP, 
optical flow and intensity histograms are mentioned, background subtraction method is examined 
more deeply. Afterwards, the principles of object tracking is explained, as well as possible methods of 
object counting. An important part of this thesis constitutes implementation of an application that was 
tested on videos capturing people at move over the FIT foot bridge. At the end of this thesis, 
application measure of success is evaluated.
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1 Úvod
Zrak. Pro člověka nejdůležitější smysl s nímž vnímá až 80% informací z okolního světa. U člověka je 
vidění trichromatické nebo-li tříbarevné. Základní barvy jsou červená, zelená a modrá, přesně jako 
barevný model RGB. Díky všem těmto faktorům je zpracování obrazu na poli informatiky živnou 
půdou pro mnoho výzkumů. Tyto výzkumy se věnují v základu dvěma základním kamenům, a to  
detekcí objektu v obraze a sledování objektu ve videu. Oba tyto kameny doznaly za poslední dvě 
desetiletí obrovského rozmachu. Díky zájmu vědeckému, ale i komerčnímu tento boom neustal a dále 
se vyvíjejí.
Lidské  oko vnímá  objekty díky jejich  konturám a  kontrastu,  tento  přístup  se  přenesl  i  na 
počítačové vidění. Avšak stejně jako jsou v lidském mozku uloženy informace o podobě objektu, je 
pro rozpoznání objektu ve snímku potřeba natrénovat data. Pokud se zaměříme na čistou detekci 
pohyblivého objektu a ne na jeho rozpoznání a přiřazení, lze jakoukoli paměť vynechat a využívat  
pouze změny v obraze z času  t-1 do času t. Porovnáním dvou snímku zjistíme zda jsou rozdílné
a mohlo  tak dojít  k  pohybu.  Tento přístup je  vlastní  i  lidskému vnímání,  kdy oko vnímá  pouze 
významné  změny.  Metodami  detekce  pohybu  se  práce  zabývá  v  kapitole  druhé,  kde  jsou  různé 
metody detekce představeny a diskutovány. Největší část kapitoly zabírá metoda odečítání pozadí, 
která je použita i ve výsledné aplikaci.
I pro samotné lidské oko je v určitých prostředích nemožné postřehnout a sledovat trajektorii 
všech objektů.  Přenést  princip sledování  do počítačového vidění  se proto snaží  mnoho výzkumů. 
Nejprve  se  výzkumy  zaměřovaly  pouze  na  jeden  objekt  ve  snímku,  což  bylo  postupem  času 
nedostatečné a sledování se začalo rozdělovat podle objektů, jenž se ve snímku objevují (auta, lidé, 
…). Ve třetí kapitole je popisován přístup sledování pohyblivého objektu pomocí blobů a tabulky 
přiřazení.  Určení  třídy  objektu  se  nevěnuje,  neboť  to  není  jejím  cílem.  Dále  kapitola  popisuje  
problémy, které mohou u sledování nastat, a je navrhnuto několik řešení. Poslední část třetí kapitoly  
se věnuje způsobu započítání objektů.
Samotným sledováním se každý rok věnuje mnoho prací,  snahou tedy bylo vytvořit  trochu 
specifičtější zadání,  v mém případě přidat počítání osob. Tím pádem po prostudování existujících 
principů a algoritmů detekce a sledování pohyblivého objektu ve videu nebylo nutno provést jejich 
implementaci  vlastním kódem.  Důležité  bylo  zaměřit  se  na následující  část.  Vytvoření  vhodného 
principu pro započítávání objektů, jenž jsou ve videu sledovány.  Tímto návrhem se zabývá čtvrtá  
kapitola.  Druhá  část  této  kapitoly  popisuje  samotnou  implementaci  mé  bakalářké  práce. 
Implementoval jsem v jazyku C++ za použití knihovny pro počítačové vidění OpenCV, pro tvorbu 
uživatelského prostředí jsem použil QT Creator. 
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Funkčnost  výsledné  aplikace  je  poté  vyzkoušena  v  kapitole  páté,  testování.  Jak  název 
bakalářské  práce  napovídá,  testování  probíhalo  na  videích  z  lávky  mezi  budovami  Fakulty 
Informačních  Technologií.  Poslední  kapitola  shrnuje  výsledky,  kterých  bylo  dosaženo,  a  hlavní 
hypotézu, že v dnešní době ještě není v naších silách vytvořit aplikaci, která by bezchybně počítala  
objekty ve video sekvencích.
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2 Detekce pohyblivých objektu
Správnou detekcí  pohybu  ve  video  sekvencích  se  vědecké  práce  snaží  zabývat  již  od  rozmachu  
výpočetní techniky, která by tento problém mohla zvládnout. První návrhy algoritmu lze nalézt již
v  70.  letech.  Velký  boom  nastal  až  od  90.  let,  kdy  se  začaly  ve  velkém  množství  používat  
bezpečnostní kamery a průmyslové kamery.  Po technice zalarmování stráže při podivném chování
v okolí byla velká poptávka. U prvních detektorů, která tak vznikaly, se ujal název alarmy, neboť
u  nich  nebylo  potřeba  nic  sledovat  a  stačilo  pouze  detekovat  nový  objekt  v  obraze  a  provést  
naprogramovanou akci (spuštění alarmu, zapnutí světel, ...). Pro větší využití se vědecké práce začaly 
zaměřovat na vytvoření metod imunních vůči změně okolí v čase, ať už přírodními vlivy nebo vlivy 
dočasnými. Toto odvětví se rozmohlo do té míry, že v dnešní době jsou aplikace běžící nad těmito  
algoritmy  mohutně  používány  v  armádě,  dopravě,  bezpečnostních  systémech  a  mnoha  jiných 
odvětvích.  Pokrok  pokračoval  i  dále,  a  tak  detekce  tvoří  nejčastěji  první  část  pro  komplexnější  
algoritmy sledování neočekávaných objektů v obraze.
Po získání  snímků,  nad nimiž  se  má  detekce provést,  postupuje  většina algoritmů  stejným 
principem. Nejprve je určeno  pozadí nebo-li referenční snímek, pro jehož získání existuje mnoho 
možností. Tento referenční snímek je poté porovnáván se snímkem novým. Porovnání probíhá pixel  
po pixelu. Tato metoda detekce je nejpřirozenější, lidský mozek a oko fungují na stejném principu.  
Snaží se oddělit pouze podstatné změny ve dvou po sobě jdoucích obrazech v čase. Jako pozadí může 
být použit nějaký snímek videosekvence, jindy to může být snímek předešlý. Nejčastěji se však jedná 
o aktualizovaný průměr několika snímků, do něhož se započítává každý snímek videosekvence. 
Přístupy detekce pohyblivého objektu lze ve výsledku rozdělit  na dva hlavní proudy.  První 
přístup, jenž je vlastní i této práce, používá statickou kameru. Některé metody používané při tomto  
přístupu jsou diskutovány dále. Druhý přístup se zaměřuje na detekci z pohyblivé kamery. Zde lze  
jmenovat například kameru na vojenském letadle, které za letu sleduje objekt v pohybu. Podobný 
princip lze  využít  i  u  kamer  v policejních  autech,  které  pronásledují  pachatele.  Metody druhého 
principu  jsou rozdílné a používají větší míru odhadu pohybu.
2.1 Metoda odečítání pozadí
Principem této metody je odečítání aktuálního snímku od pozadí, tedy referenčního snímku. Nejprve 
je příchozí snímek předpracován filtry. Odečítání probíhá bod po bodu z celého snímku. Výsledkem 
je maska popředí, která identifikuje pixely nesouhlasící s pozadím. Maska je reprezentována maticí 
v  binární  podobě.  Tato výsledná matice  projde post-processingem nebo-li  validací  dat,  kde jsou 
pomocí dalších filtrů odebrány nevyhovující body. 
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Jak lze z výše popsaného principu vyčíst, jedná se o relativně jednoduchou metodu. Právě 
kvůli těmto předpokladům je jednou z nejpoužívanějších metod.  Lze však diskutovat,  zda je také 
nejlepší metodou. Základní verze jsou velice rychlé a pro jednoduchou detekci i přesné. U robustních 
systému je však jasné, že je potřeba lepší přesnosti. S příchodem MoG (princip popsán níže) roste 
způsob využití. Systémy lze použít do měnících se prostředí jako venkovní prostory. Problémem se 
stává rychlost zpracování, která klesá s robustností systému. Díky veliké oblíbenosti metody existuje 
mnoho algoritmů (část zmíněna v práci [1]),  které se snaží tento nedostatek minimalizovat.  Další  
nespornou výhodou této metody je, že dokáže určit místo, kde na snímku došlo k pohybu, což není 
vlastností všech metod a přitom je to vlastnost velice důležitá. Lze tedy říct, že metoda odečítání  
pozadí je výbornou metodou pro detekci pohybu v robustních systémech, a to hlavně díky všeobecné 
oblíbenosti. Jejímu zlepšování se věnuje mnoho výzkumů což přispívá její všestrannosti. Je zbytečné 
ji používat, pokud není potřeba zjistit místo pohybu objektu a pokud víme, že detekce bude probíhat
v konstantních prostorách. Pro tyto případy existují lepší metody. Je potřeba zmínit, že její využití má  
význam pouze u stacionárních kamer. 
Tato podkapitola  sleduje  čtyři  hlavní  části  zpracování  snímku u metody odečítání  pozadí 
(předzpracování – modelaci pozadí – detekci popředí – validaci dat), jak reprezentuje obrázek 2.2. 
Tento přístup byl diskutován pány Cheungem a Kamathem v jejich práci [2], o níž se opírám po celou 
tuto podkapitolu. 
2.1.1 Předzpracování snímku
Výsledky detekce objektu by měly být relevantní. Snímek z videa však krom potřebných informací,  
které nás zajímají,  obsahuje také různé formy změn, deformace,  jenž nenesou žádnou informační  
hodnotu. Deformací se myslí  například šum v obraze, pohyby trávy a větví do větru nebo i déšť  
a  sníh.   K  odstranění  těchto  deformací  je  potřeba  před  samotným  odečtením  pozadí  snímek 
předzpracovat.
Běžným přístupem je užití  filtrů pro vyhlazení  snímků,  čímž se lze celkem úspěšně zbavit  
nechtěného šumu nebo i rušivého deště či sněžení [3]. Předzpracování snímku je i důležitá činnost při  
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Obrázek 2.2: Diagram toku dat pro většinu algoritmů odečítání pozadí, upraveno z [2]
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zpracování  videa  v  reálném  čase.  Zde  se  aplikují  metody  jako  zmenšení  rozlišení,  popřípadě  
vynechávání snímků (jeden snímek se zpracuje, jeden vyhodí). Často je používán převod snímku do 
stupně šedi. V těchto případech musíme počítat se ztrátou kvality detekce. U relativního zmenšení 
rozlišení tato ztráta není tak patrná, nejhorší je u vynechání snímků, kde občas nemusí detekce vůbec 
nastat.  Nejvýhodnější  se  zdá  převod  snímku  do  stupně  šedi,  ale  objekt  tak  ztrácí  některé  své  
vlastnosti. Pokud je dále potřeba s objektem pracovat, například jej sledovat, výsledné kvalita tímto 
pádem klesá.
2.1.2 Modelování pozadí
Modelování pozadí je nejdůležitější částí metody odečítání pozadí. Na kvalitě pozadí závisí, jak dobře 
bude detekováno rozdílné popředí, tedy objekt, který se na snímku může nacházet. 
Nejjednodušší a přímý postup, jak vymodelovat pozadí, je vzít určitý snímek videosekvence
a určit jej jako pozadí. Tento přístup lze zlepšit, pokud se vezme více po sobě jdoucích snímků a za  
pozadí se určí jejich průměr. Obě tyto základní metody předpokládají,  že videosekvence po dobu 
modelování pozadí nebude obsahovat objekty zájmu, což je značnou nevýhodou. V těchto případech 
zůstává nejčastěji pozadí statické, uplatnění tak lze nalézt v neměnných prostředích, jako například 
vnitřní prostory.  Tyto metody neaktualizují  pozadí a jsou rychlé na výpočet.  Použitelnost je však 
minimální. Díky neaktualizaci pozadí mají metody problémy v dynamicky měnících se prostředích. 
Pokud  princip  modelace  ponecháme,  ale  budeme  pozadí  v  čase  aktualizovat,  dostaneme  velice 
jednoduchý adaptivní detektor.
Techniky  používající  adaptivní  modely  jsou  robustnější  a  globálněji  nasaditelné.  Díky 
adaptabilitě lze dosáhnout začlenění objektů do pozadí, pokud se jím v čase stanou. Aplikace je tak  
možno použít 24 hodin v kuse. Právě proto se modely na této bázi těší obrovskému zájmu výzkumů. 
Tyto  výzkumy  se  zaměřují  hlavně  na  odolnost  modelu  pozadí  vůči  světelným  nebo  přírodním 
změnám prostředí (což je velice důležité u systémů nasazených na kamery, monitorující okolí celý  
den), jenž by mohly znepříjemnit detekci objektu v popředí. Ve většině případů se výzkumy věnují  
obnově  pozadí  bez  potřeby velkého  množství  inicializačních  snímků  (snímky  neobsahující  nové 
objekty),  existují  ale výjimky,  kde je nejprve z inicializačních snímků vytvořeno pozadí,  které je 
periodicky  upravováno  pouze  na  místech,  jenž  neobsahují  detekovaný  objekt
v popředí.
Modelaci pozadí lze dále rozdělit na nerekurzivní a rekurzivní, většinou však již uvažujeme 
užití  těchto metod spolu s adaptivní  technikou. Nerekurzivní  technika modelace potřebuje ke své  
práci buffer, do nějž se ukládá určený počet předchozích snímků, což je i její nevýhodou. Vznikají tak  
nároky na větší paměť. Výhoda bufferu je ve výpočtu pozadí, které bude velice adaptivní, avšak při 
špatně  zvolené  velikosti  mohou  vznikat  časté  false-alarmy.  Tato  technika  je  užívána  například
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u metody rozdílu posledního snímku, kde se aktuální snímek v čase t odečítá od snímku v čase t-1.  
Hojně užívaný je mediánový filtr pracující s mediánem určeným pro každý pixel. Ten je ustanoven ze 
snímků nacházejících se v bufferu.
Nerekurzivní  metody,  hlavně mediánový filtr,  jsou používány jako filtry na předzpracování 
snímků. Díky této metodě,  lze odstranit  šumy,  které v čase mění hodnotu pixelu. Poté je vybrán 
medián každého pixelu a z nich  vytvořen snímek pro další  zpracování.  Metoda je nedostačující
u aplikací, které jsou nasazeny na složitějších prostředí. V těchto případech je častějším přístupem 
užití Kalmanova filtru.
Rekurzivní  technika  buffer  nepotřebuje.  Pozadí  je  upravováno  každým  novým  snímkem. 
Jednoznačnou  výhodou jsou  nižší  paměťové  nároky.  U složitějších  algoritmů  pak  klesá  rychlost  
aktualizace modelu pozadí. Na rekurzivní technice je postaven i nejpoužívanější algoritmus adaptivní 
směsice Gaussových křivek.
Adaptivní směsice Gaussových křivek (MoG)
V práci [4], o níž se se dále budu opírat, Stauffer a Grimson využili směsice Gaussových křivek na  
detekci změn v obraze. Tato technika si získala obrovskou popularitu, a právě díky ní lze metodu 
odečítání pozadí použít u měnící se prostředí a očekávat dobré výsledky. Kvalitní výsledky s sebou 
nesou oběť v podobě pomalejšího zpracování.
Hlavním předpokladem bylo vytvořit robustní systém odolný vůči změnám okolí. Měnící se 
prostředí je převážně patrné u venkovních prostor, kde se zprvu detekovaný příchozí objekt může stát 
za danou časovou periodu součástí pozadí. Dalším velkým problémem je změna světelných podmínek 
prostředí či náhlé pohyby dříve stacionárních objektů ve snímku. 
Byl  tedy  navržen  model  adaptivně  modelující  každý  pixel  {X1,  …,  Xt}  směsicí
K  gaussovských rozložení. K bylo zvoleno v rozmezí od 3-5. Pravděpodobnost zpozorování aktuální 
hodnoty pixelu lze vyjádřit: 
P (X t)=∑
i=1
K
ωi ,t∗η(X t , μi ,t , Σ i ,t) , (1)
kde spodní indexy i a  t značí  i-tou Gaussovu křivku v čase  t, pak  ω,  μ a  Σ s tímto indexem značí 
předpokládanou  váhu  této  křivky,  její  průměrnou  hodnotu  a  její  kovariantní  matici.  Kovariantní 
matici zapisujeme pomocí rozptylu na druhou a jednotkové matice I ve formě:
Σ k ,t=σ k
2 I (2)
Diagonální forma je zvolena kvůli nižším výpočetním nárokům. Dále je předpokládáno, že 
hodnoty červené,  zelené  a  modré  barvy v  pixelu  jsou  nezávislé  a  mají  stejnou odchylku.  Tento 
předpoklad nám i za cenu snížení přesnosti ušetří náročnou inverzi matice. 
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Poslední  parametr  η značí  funkci  gaussovského rozložení  pravděpodobnosti,  tedy s  jakou 
pravděpodobností náleží pixel X v čase t dané gaussovce:
η(X t , μ , Σ )=
1
(2π )
n
2 ∣e∣
1
2
e
−12 (X t − μt )
T Σ −1 (X t − μt )
(3)
Každý pixel nového snímku je poté porovnáván s existujícími gaussovými rozloženími. Váhy 
všech rozložení jsou aktualizovány dle následujícího vzorce: 
ωk ,t=(1−α )ωk ,t−1+α (M k ,t) , (4)
kde α je učící konstanta a Mk,t je rovno 1, pokud pixel vyhovoval modelu. Pro ostatní modely je 0. Po 
této operaci jsou váhy znormalizovány.  Někdy se daná rovnice může v literatuře vyskytnout  jako 
rovnice interpolace mezi dvěma body takto:
ωk ,t=ωk , t−1+α(M k , t−ωk ,t−1) (5)
Dále jsou aktualizovány následující hodnoty v daném rozložení při shodě s  pixelem:
μ t=(1−ρ) μt−1+ ρX t (6)
σ t
2=(1−ρ)σ t−1
2 + ρ(X t−μt)
T (X t−μt) (7)
ve kterých:
ρ=αη (X t ∣ μk , σk ) (8)
Pokud shoda není nalezena, distribuce, která s nejmenší pravděpodobností patří mezi moduly 
pozadí, je nahrazena distribucí novou. Té je přidělena malá váha, velká variance a střední hodnota. Ta  
je rovna aktuální hodnotě pixelu.
Model pozadí je složen z více modulů, tyto moduly je potřeba vhodně vybrat s gaussovských 
rozložení. Nejprve jsou Gaussovky seřazeny podle hodnoty ω/σ. Tato hodnota se zvedá,  ať už stoupá 
váha pixelu (pixel patří do pozadí) nebo klesá rozptyl (pixel se v čase nemění). Seřazení probíhá od 
největší hodnoty po nejmenší, což vychází z předpokladu, že největší hodnotu  ω/σ bude mít pixel 
nejdéle náležící pozadí. Poté je prvních B distribucí vybráno jako model pozadí: 
B=argminb(∑
k=1
b
ωk>T ) , (9)
kde T odpovídá minimálnímu množství dat, které jsou zahrnuty do pozadí.
Od zvoleného parametru T se poté odvíjí dvě možnosti, jak je pozadí modelováno. Při nízkém 
prahu  (T)  je  model  pozadí  unimodální,  nebo-li  je  vybrána  pouze  jedna  nejpravděpodobnější 
distribuce.  Pokud  je  práh  zvolen  vyšší,  je  model  schopen  odchytit  i  pohyby  listí  a  jiné  malé  
nevýznamné změny. Model pozadí je pak tvořen více gaussovskými rozloženími.
Výše  popsaný  princip  i  přes  svou  robustnost  trpí  nedostatky,  na  které  upozorňují 
KaewTraKulPong a Bowden ve své práci [5]. Za prvé, systém trpí problémy při inicializační fázi  
pozadí, pokud je v prvním snímku popředí, bude trvat  log(1-α)(T), než se skutečné pozadí ve scéně 
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stane pozadím systému. To by i při malé hodnotě α = 0.002 trvalo 255 snímků. U robustních systému 
v rušných prostředích je toto velký problém. Úseky bez popředí jsou řídké a inicializace pozadí by 
byla velmi pomalá a detekce nekvalitní. Za druhé, parametr  ρ vede k velice pomalému adaptování 
střední hodnoty a rozptylu. To je způsobeno malou hodnotou hustoty pravděpodobnosti, řešením je 
právě tuto hodnotu k ρ nezapočítávat. Dalším problémem je detekce stínů, kde výše popsaná metoda 
nedokáže stín přiřadit k osobě a je tedy samostatně detekován. Jádrem problému je samotná gaussova 
distribuce, které nijak nerozlišuje mezi objektem a stínem. Nabízeným řešením je porovnání popředí
s pozadím, a pokud jsou rozdíly jak v barevném modelu tak i v jasu v určitém prahu (je poukázáno na 
hodnotu 2.5), je pixel prohlášen za stín a z popředí odebrán. Těmito třemi úpravami se MoG stává  
robustním systémem, jenž lze užít v rychle se měnících prostředích pro relativně úspěšnou detekci.
2.1.3 Detekce popředí
Účelem detekce  popředí  je  vybrat  vhodné  pixely  z  nového  snímku  reprezentující  změnu  oproti  
uloženému  snímku  pozadí.  Nejběžnější  přístup  je  zjistit,  zda  je  pixel  rozdílný  od  zvoleného 
globálního prahu:
∣I t(x , y)−B t(x , y)∣ > T ,  (10)
kde It (x,y) značí pozici pixelu v novém snímku, Bt (x,y) daný pixel v pozadí a T je zvolený práh. Jak 
lze pochopit, výsledek detekce popředí záleží na zvoleném prahu. Ten se volí experimentálně na bázi  
prostředí,  ve  kterém bude detektor použit,  a  dle kvality videosekvence.  Zvolení  správné hodnoty 
prahu  se  může  stát  kamenem úrazu.  Při  hodnotě  příliš  velké  bude  problém něco  detekovat,  při  
hodnotě malé bude vznikat přepočet false-alarmů. 
Celkově  je  zvolení  globálního  prahu  nepraktické.  Problémy  nastávají  u  snímku,  které  
obsahují  odlišně  osvětlená  místa.  V  tom  případě  budou  mít  pixely  odlišnou  hodnotu  od  prahu
v místech světlých a jinou v místech tmavých. Logickou úvahou tedy docházíme k principu použití 
lokálních  prahů pro  každý pixel.  V tomto  případě  mluvíme  o  lokálním prahování  snímků.  Toto 
prahování  je  dobré  využít,  pokud snímek  obsahuje  rozdílné  světelné  regiony.  Lokální  prahování 
využívají adaptivní modely jako  směsice Gaussových křivek. Jiné řešení problém tmavých míst je  
nabízeno v práci [6]. Tam je použit relativní rozdíl:
∣I t( x , y)−B t( x , y)∣
Bt( x , y)
> T (11)
Adaptivní model směsice Gaussových křivek
Proces  detekování  pracuje  na  principu  porovnávání.  Vektory RGB složek  nebo grayscale  složek 
každého  pixelu  z  příchozího  snímku  jsou  porovnány  vůči  všem  vytvořeným  gaussovským 
rozložením.  Porovnání  končí,  pokud  je  nalezena  shoda  nebo  se  daný  pixel  nehodí  k  žádnému 
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rozložení. Shoda je definována jako hodnota pixelu v mezích standardního odchýlení distribuce  γ. 
Poté se podle shody či neshody pixelu s distribucemi upraví pozadí. [7]
2.1.4 Validace
Pojmem validace dat v metodě odečítání pozadí se rozumí proces ověření pravdivosti výstupní masky 
popředí.  V  tomto  procesu  se  také  upravuje  pozadí,  protože  metody  popsané  v  podkapitole
o modelování pozadí nedokáží správně podchytit pohyb listí čí stíny objektů a špatně jej klasifikují  
jako masku popředí. K vyřešení tohoto problému se používá spojení morfologických filtrů spolu s CC 
groupingem,  nebo-li  seskupením spojených komponent  masky popředí.  Tyto  komponenty se poté 
porovnají s předem určeným prahem. Velikostně menší seskupení se z výstupní masky vypustí a jsou 
použity na úpravy pozadí.
Dalším problémem může  být  vznik  „duchů“,  který  nastává,  pokud se  pozadí  přizpůsobuje 
detekovanému popředí  příliš  pomalu.  Opačným problémem je  špatná detekce stávajících  objektů 
popředí, ke kterému dochází pokud se pozadí adaptuje příliš rychle, objekty tak „zarostou“ do pozadí.  
Jednoduchým řešením těchto problému je vytvářet více modelů pozadí s různou rychlostí adaptace
a periodicky mezi těmito modely data validovat.
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Obrázek 2.1: Průběh odečítání pozadí na upraveném příkladu 
z práce [8], (a) pozadí, (b) nový snímek, (c) vyextrahované  
popředí, (d) vyčištěné popředí
(a) (b) (c) (d) 
2.2 Další používané metody
I když je odečítání pozadí snad nejpoužívanější a nejoblíbenější metoda detekce pohybu v obraze, lze 
občas použít metody jiné. Může se jednat o metody typu alarm, kdy nelze zjistit místo pohybu, ale 
jsou velice rychlé, nebo metody časově náročnější, avšak přesnější. Zde se o některých zmíním. 
2.2.1 Local Binary Patterns
Metoda vyvinuta pro klasifikaci textur se později začala užívat i jako metoda vhodná pro detekci  
pohybu  v  obraze.  Její  výhodou je  invariance  vůči  změně  osvětlení,  neboť  pracuje  se  snímky ve 
stupních šedi, a rychlost výpočtu. Informace pro podkapitolu jsem čerpal z práce [9], v níž je metoda  
názorně a velice dobře vysvětlena.
Principem je výpočet hodnoty pixelu pomocí jeho okolí, originální operátor pracoval s okolím 
3x3,  tedy maticí  o  9 prvcích.  V novějších postupech se  určují  dva argumenty,  a to  P pro počet 
okolních pixelů a R jako radius od pixelu. Rozvržení těchto argumentů lze vidět na obrázku .  
Určení hodnoty pixelu
Jak algoritmus funguje zde popíši na originální metodě s maticí 3x3. Každý pixel má svou intenzitu, 
která je v matici zapsána. Tento první blok je poté prahováním převeden na matici obsahující 0 pro  
pixely,  které  se  započítávat  nebudou  a  1  pro  pixely,  které  se  započítávat  budou.  Prahování  je 
prováděno funkcí:
s( x)={1 x≥ y0 x< y , (12)
kde x je hodnota středového pixelu a y je hodnota sousedního pixelu.
Výsledná LBP hodnota středového pixelu je poté vypočtena pomocí vzorce:
LBP (xc , yc)=∑
p=0
P−1
s (g p−g c)2
P ,  (13)
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Obrázek 2.3: Kruhový model sousedů používány dnes.  
Převzato z [9]. Nastavení matice zleva doprava: P=4,  
R=0; P=8, R=1; P=12, R=3
kde  P je  počet  okolních  pixelů  a  funkce  s(x) je  definována  výše.  Zjednodušeně  lze  říct,  že  jde
o  násobení  prvků  dvou  matic,  jedná  se  o  matici  po  provedení  prahování  (tedy  s(x))  a  matici
s hodnotami 2P  (s čísly od 1 do 128 při velikosti matice 3x3). Jako hodnoty krajních pixelů snímku 
se  často  dosazují  0,  neboť  tyto  pixely  nemají  celé  okolí.  Bohužel  pomocí  samotného  výpočtu 
koeficientů nelze určit místo pohybu. Celý výše uvedený postup je zjevný z obrázku 2.4. 
Metoda detekce oblasti
Nejjednodušší metodou je rozdělit obraz do bloků určité velikosti tak, aby se částečně překrývaly 
(obrázek 2.5).  Každý blok má svůj vlastní histogram pozadí.  Při  detekci pohybu je vypočten pro 
každý blok nový histogram v čase t. Tento histogram je poté odečten s histogramem pozadí bloku. 
Výsledkem je  hodnota,  jenž je  porovnána s   optimálně  zvoleným prahem.  Blok je  poté  označen 
(pohyb byl detekován, pohyb nebyl detekován). Metoda podporuje i multimodální přístup více pozadí 
pro daný blok, poté je vhodné pozadí vybráno a aktualizováno dle podobného principu jako u MoG.
2.2.2 Optický tok
V této  metodě  má  každý  pixel  přidělen  svůj  dvojrozměrný  vektor  značící  jeho  směr  a  rychlost  
pohybu. Pokud dojde k pohybu ve snímku, změní se i vektory pixelu a pomocí parametrických změn 
souřadnic v lokálních regionech je odhadnuto, kde došlo k pohybu.  Jedná se tedy o vzor pohybu  
odpovídajícímu celému snímku, kde vektory změněných pixelů mají jiný směr a rychlost než vektory 
pixelů stabilních. Metoda se vyznačuje velice kvalitním odhadem místa, kde k detekci pohybu došlo.
Metoda má pomalou rychlost zpracování díky náročným výpočtům. Největší nevýhoda tkví
v  konstantních  světelných  podmínkách,  kterých  je  ve  snímcích  potřeba.  Ke  zmenšení  problému
s  konstantními  podmínkami  je  výhodné  používat  snímky  v  odstínu  šedi.  Informace  pro  tuto 
podkapitolu jsem čerpal z [10].
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Obrázek 2.5:  
Rozdělení snímku.  
Převzato z [9].
Obrázek 2.4: Výpočet LBP. Převzato z [9]. a) intenzity pixelů, b) matice po  
prahování podle středového pixelu, c) matice s hodnota 2^P, d) výsledná  
matice, ze které se vypočte středová hodnota sečtením všech hodnot  
okolních pixelů (143 v tomto případě)
b) d)a) c)
2.2.3 Porovnání histogramů
Rychlá metoda typu alarm. Může pracovat nad RGB, ale vhodnější je před samotnou detekcí snímek 
převést do odstínu šedi. Nejprve je potřeba sestavit histogram jasu pozadí. Histogram se sestavuje 
projitím obrazu  pixel  po  pixelu  a  zvýšením dané  hodnoty  jasu  ve  výsledném histogramu  podle 
vypočtené hodnoty jasu v pixelu. Pro pozadí se může použít například průměr několika histogramů
z po sobě jdoucích snímků. Při příchodu nového snímku je spočítán jeho histogram a podle vhodně 
zvoleného prahu rozhodnuto, zda rozdíl mezi histogramy je dostačující, aby byl snímek klasifikován 
jako s pohybem. U této metody lze užít i multimodální přístup.
Největší problém tkví v neodolnosti vůči změně světelných podmínek v obraze. Částečně lze 
tento problém řešit vhodnou aktualizací pozadí.
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3 Sledování pohyblivého objektu
Po rozmachu metod detekce pohyblivého objektu ve videu přišla logická fáze dalšího vývoje a to  
zajistit sledování detekovaného objektu. Oblast výzkumu se zabývá spojením detekovaných objektů 
napříč snímky v čase, a tak vytvořit trajektorii objektu. K přiřazení objektů napříč snímky se používá 
jejich  vlastností  jako  je  pozice,  velikost,  barevné  schéma  a  jiné.  Často  se  užívá  předpovědi 
následujícího výskytu,  kdy se například pomocí  Kalmanova  filtru  určí  možná  oblast,  ve které se 
objekt bude nacházet v příštím snímku. Pokud poté objekt spadne svými souřadnicemi v čase  t do 
předpovězené oblasti, porovnají se jeho vlastnosti s objektem v čase t-1 a vytvoří se část trajektorie. 
V  této  kapitole  se  nebudu  věnovat  předpovídání  pohybu  objektu,  protože  sledovací  zařízení  lze 
vytvořit i bez něj. Rychlost zpracování je poté vyšší a chybnost sledování není o moc horší.
Se  sledováním  vícero  objektů  ve  scéně  přichází  problémy  se  správným  přiřazením  nebo 
splynutím detekovaných objektů v dalším snímku v objekt jeden. Přiřazení vhodného objektu se děje  
pomocí matice přiřazení, jejíž princip je vysvětlen níže. Řešení dalších problémů je pouze naznačeno 
nejjednodušším možným řešením,  protože se  jedná o komplexní  část,  která  bývá řešena různými 
možnostmi. Ohledně sledování objektu ve videu jsem čerpal informace z prací [11, 12, 13].
V poslední části této kapitoly je prozkoumáno řešení počítání pohyblivých objektů. Počítání 
není častý jev u video survillence. Algoritmů a výzkumů,  které by se mu věnovaly není mnoho,
i když tato oblast skýtá veliký potenciál. Časté je využití v bezpečnosti [14]. Například u dveří jenž 
mají průchod na kartu je vhodné kontrolovat, zda počet načtení karet při vstupu odpovídá počtu osob, 
které dveře v daný okamžik překročily. Další využití je například při počítání dopravy na silnicích,
v  této  podobě  ale  nejsou  metody  tak  dokonalé,  aby  zajistily  bezchybné  započítání  každého 
dopravního prostředku.
3.1 Blob
Blob je hlavní jednotkou vyextrahovanou z matice popředí po provedení detekce objektu. Blob nelze 
zaměňovat s pojmem objekt nebo pixel, jeho definice je složitější. Řekněme, že matice popředí se  
skládá z bodů bílé a černé barvy.  Body bílé barvy značí  detekované objekty ve snímku popředí. 
Potom blob lze chápat jako ohraničenou oblast spojených bílých bodů nepřerušenou body černými.  
Lze tak pochopit, že na jednom snímku můžeme detekovat i více blobů a přitom jejich počet nemusí  
odpovídat reálnému počtu nových objektů na scéně. Objekty se mohou překrývat nebo tvořit větší  
bloby (skupina lidí), jenž je těžké rozdělit.
Každý blob má sadu vlastností  jako svou pozici vůči snímku (je reprezentována středovým 
bodem - centroidem), dále má výšku a šířku, barvu popřípadě i jeho tvar a vektor rychlosti. 
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3.2 Porovnání blobů
Řekněme, že snímek v čase t obsahuje množinu blobů Bt = {b1, b2, … , bn}. Problémem je přiřadit 
tyto bloby k objektům snímku v čase t-1 (tedy předchozímu). Ty můžeme znázornit jako množinu  
Tt-1 = {t1, t2, … , tn}.  Pokud se toto povede, lze blob ze snímku  t-1 považovat za sledovaný do 
snímku t.
Nejběžnější metodou pro vyřešení výše uvedeného problému je vytvoření matice porovnání 
(match matrix). Její velikost bude M x N, kde N značí počet objektů ze snímku minulého, a v tabulce 
budou znázorněny jako řádky. M značí počet blobů ve snímku aktuálním, v tabulce jsou znázorněny 
jako sloupce.  Hodnoty uvnitř matice budou odpovídat stupni shody mezi bloby snímku minulého
a bloby současného snímku.
3.2.1 Euklidovská vzdálenost
Pro  výpočet  stupně  shody  se  nejčastěji  používá  Euklidovská  vzdálenost  mezi  bloby  v  po  sobě 
jdoucích snímcích. Aby hodnoty více odpovídaly a byly lépe přiřaditelné, je výpočet proveden nad 
sadou  vlastností,  jenž  blob  nese.   Pokud  uvážíme  za  důležité  vlastnosti  blobu  jeho  centroid
(X a Y souřadnice) a rozdíly ve středních hodnotách RGB složek, bude rovnice pro výpočet hodnoty 
tabulky (Vj,i značí hodnotu pro j-tý řádek a i-tý sloupec) následující: 
V j ,i=√(δY /Ydim)2+(δX /Xdim)2+(δ R/255)2+(δG /255)2+(δB/255)2 , (14)
kde δY značí rozdíl mezi pozici centroidu blobu v Y-ové souřadnicí současného a minulého snímku, 
δX značí ten samý rozdíl v  X-ové souřadnici.  ΔR,  δG a  δB je rozdíl ve středních hodnotách červené. 
zelené a modré barevné složky blobu v po sobě jdoucích snímcích. Hodnoty jsou normalizovány,  
barevné  složky jsou  tedy vyděleny maximální  hodnotou a  složky centroidu blobu jsou vyděleny 
velikostí snímku v daných osách.  Normalizace je důležitá, aby se hodnoty dostaly do rozmezí 0-1,
a  tak všechny složky ve výpočtu byly stejně důležité.  Normalizaci  lze provést  i  jinými  přístupy.  
Například  určit  si  váhu  důležitosti  pro  každou  vlastnost  blobu  a  danou  vahou  vynásobit  
Euklidovskou vzdálenost vlastnosti. Všechny vlastnosti se poté sečtou a dosadí do tabulky.
3.2.2 Další metody
Jiná možnost, jak vypočítat hodnoty tabulky, je užití RGB histogramu odpovídajícímu pro daný blob. 
Histogramy se poté porovnají a najde se vhodná shoda. Tento přístup je velice vnímavý na každou 
změnu barvy,  velké hodnoty histogramu se poté budou obtížněji  shodovat  s  předešlými.  Proto je 
vhodné hodnoty histogramu vydělit velikostí blobu. 
Další možností je užití Pearsnových korelačních koeficientů, které se užívají v bioinformatice 
pro nalezení podobnosti genů. Tato metoda opět pracuje s vektory vlastností blobu a jejich shody v po 
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sobě jdoucích snímcích. Vzorec pro výpočet těchto hodnot tabulky je však rozdílný od Euklidovské 
vzdálenosti. Jeho interpretací se v literatuře nachází několik.
3.3 Přiřazení blobů
Snímkem pozadí jsou vytvořeny řádky tabulky. Další snímky jsou již s touto tabulkou konfrontovány 
a vypočítávají  se hodnoty.  Nejjednodušší přiřazení funguje na bázi procházení tabulky po řádcích
a nalezení nejlepší hodnoty (může to být největší hodnota, ale i  nejmenší  – podle implementace)
z  řádku.  Tato hodnota  se  nachází  ve  sloupci  blobu,  který je  přiřazen předešlému objektu.  Tento 
přístup  se  nazývá  greedy  search  a  je  velice  rychlý.  Díky  jednoduchému  principu  má  nespočet 
problémů  a  je  závislý  na  pořadí  řádků.  Znamená  to,  že  první  blob  je  přiřazen  k  nejvíce 
pravděpodobnému objektu, ale po celém průchodu může být poslední přiřazení nesmyslné. 
Greedy  search  a  jeho  problém přiřazení  je  znázorněn  na  obrázku  3.1  spolu  s  nejlepším 
odhadem  hodnot,  jaké  můžeme  z  matice  vytáhnout.  Abychom  se  k  tomuto  nejlepšímu  odhadu 
přiblížili, je potřeba použít permutaci matice. Z prvního řádku můžeme při velikosti matice vybrat
5 čísel, z druhého 4 čísla, …, z posledního řádku tak vybereme číslo z posledního sloupce, který je  
ještě volný. Tím nám vznikne 120 kombinací (5x4x3x2x1) při matici 5x5. Pro nalezení nejlepšího 
výsledku je potřeba těchto 120 kombinací projít. Jednoduchým algoritmem se porovnávásoučet každé 
kombinace čísel s maximální hodnotou, která byla zatím nalezena.
inicializuj nejlepší hodnotu na 0
pro každou možnou kombinaci
sečti hodnoty buněk dané kombinace permutace
pokud je součet hodnot větší než zatím nalezená nejlepší hodnota
nejlepší hodnota = součet
Ve výsledku tak vyjde nejlepší možný součet s uloženými pozicemi hodnot v tabulce. Tyto hodnoty 
jsou poté použity pro přiřazení blobu k objektu. 
Z  daného  postupu  lze  vyčíst,  že  k  předchozímu  objektu  nebude  přiřazen  blob  s nejlepší 
hodnotou.  Právě tento problém lze částečně řešit  použitím předpovědi  následného výskytu blobu. 
Tato předpověď se provádí před vytvořením match tabulky a je jí vymezená oblast, ve které se blob 
v čase  t+1 může nacházet. Tím se omezí možnosti přiřazení blobu. Princip tohoto řešení ale není  
předmětem této práce. Omezení výše napsaného problému lze řešit vytvořením prahu, který určí, zda 
je hodnota blobu použitelná k přiřazení k objektu. Tento přístup lze vidět v tabulce na obrázku 3.1. 
Pokud  se  hodnota  blobu  přes  práh  nedostane,  řádek,  který  náleží  objektu,  je  v tabulce  nadále 
16
ponechán a jeho hodnota zůstává stejná a po dobu několika snímků tento řádek funguje jako záloha. 
Pokud je nalezen vhodný blob pozdějí, je přiřazen. 
3.3.1 Problémy occlusion a merge
Mezi  časté  problémy  při  sledování  objektů  ve  videosekvencích  patří  přerušení  kontinuity  blobu 
objektem v pozadí – occlusion, nebo splynutí dvou a více blobů do jednoho – merge. Tyto problémy 
jsou těžko řešitelné a věnují se jim samostatné výzkumy. 
U occlusion je prvním krokem řešení tzv. modul spojení. Jeho úkolem je spojit bloby, jenž jsou 
blízko sebe, do jednoho. Bloby navíc musí mít své barevné rozptyly v určitém rozmezí. Důležitým 
aspektem je práh pro vzdálenost blobů i  pro vzájemnou toleranci rozptylu.  U problému merge je  
jednoduché řešení obtížnější, zde se očekává, že se bloby po čase opět rozpojí. Pokud se tak stane,
v tabulce je uchována hodnota objektu,  který splynul  s jiným objektem.  Po opětovném rozpojení 
může být blob opět přiřazen k ní. Pokud k rozpojení nedojde včas, hodnota z tabulky je odstraněna
a po rozpojení vzniká nový blob.
3.4 Počítání pohyblivých objektu
Oblast počítání objektů ve videu zatím není moc prozkoumána a její vývoj se směřuje hlavně na  
komerční sféru. Útlum v této oblasti je pochopitelný, stavebním kamenem totiž pořád zůstává detekce 
a hlavně sledování objektů. Troufám si tvrdit, že v nejbližších desetiletích nelze navrhnout kvalitní 
systém, který by bez chyb sledoval a spočítal všechny relevantní objekty ve složité scéně. Například 
při snímku davu z koncertu nebo i většího veletrhu, kde se lidé tlačí u stánků, je i pro lidské oko  
velice obtížné vyhledat všechny osoby a udržet si o nich v paměti informace. Pro počítačové vidění je 
tento problém nejvíce  problematický vzhledem k detekci.  Kontury objekty budou propojené,  pro 
počítač tak velice těžce rozeznatelné.
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Obrázek 3.1 : 3 match tabulky. Řádky značí tracky nebo-li objekty předešlého snímku,  
sloupce jsou bloby současného snimku. Upraveno z [12]
(a) greedy search – 3.77 (a) nejlepší odhad - 4.14 (a) práh 0.75, červený blob 
nepřiřazen k objektu
3.4.1 Bezpečnostní přístup
Největší  využití  se  tedy  směřuje  na  aplikace  komerční  sféry,  například  pro  bezpečnostní  firmy.
V  těchto  případech  může  sloužit  například  počítání  lidí  jako  vhodné  opatření  ke  vstupu  do 
uzavřených prostor na karty.  Kontrola načtení  karty a reálného průchodu člověka poté vyhodnotí  
neznámého člověka. Tyto prostory jsou pro přesnou detekci a spočtení objektů dle jejich pohybu více 
než vhodné kvůli své velikosti a malé pravděpodobnosti více lidí ve vchodu ve stejný čas.
Základní  tři  fáze procesu pro počítání  osob lze vypozorovat  v práci  [15],  jenž se věnuje 
problematice sledování a počítání osob. V první fázi je objekt po vstoupení do scény označen za 
potenciální  objekt  započítání.  Tato  část  se  nazývá  alarmovací.  Poté  je  objekt  sledován  až
k započítávací čáře, jedná se tedy o fázi sledování. V poslední fázi interpretace je vyhodnoceno, kolik  
lidí  odpovídá  dosledovanému  objektu.  Podle  tohoto  rozvržení  je  rozdělen  i  vstupní  snímek,
obrázek 3.2.
Nejčastějším přístupem je užití kamery ve vertikální poloze směrem k podlaze. Tento přístup 
zaručuje velice malý prostor k počítání, tím i rychlé zpracování a velkou přesnost. Samozřejmě je 
potřeba kameru umístit dostatečně nízko. Výhodou této polohy kamery je i zmírnění problému merge.  
Je  totiž  velice  nepravděpodobné,  že  by  objekty  pří  průchodu  stály  tak  blízko  sebe,  aby  nebyly 
vzájemně  rozeznatelné.  Problém  occlusion  mizí  úplně.  Tento  přístup  skrývá  obrovské  omezení
v pozici kamery.
Bohužel  pro sledování  lávky FITu jsou tyto  postupy použitelné jen zčásti.  V mém případě jsem 
vycházel pouze ze základní premisy tří fází a rozdělení snímku pomocí čar, které jsou použity na 
započítání  osoby.  Hlavní  rozdíl  je  v  umístění  kamery,  kterou  jsem nemohl  zavěsit  do  vertikální  
polohy. Návrh počítání vhodný pro lávku FITu je popsán v další kapitole.
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Obrázek 3.2: Rozdělení snímku dle 3 fází procesu  
podle [15]. Snímek směrem k podlaze
Fáze alertování
Fáze sledování
Fáze vyhodnocení
4 Návrh a implementace aplikace
Cílem praktického řešení  bakalářské práce bylo  vytvořit  aplikaci,  která  by byla  schopna správně  
počítat  procházející  objekty  ve  videosekvencích  (v  tomto  případě  osoby přes  lávku  FITu).  Tato 
kapitola  popisuje  samotný  návrh  a  poté  jeho  implementaci.  Hlavní  důraz  byl  kladen  na  kvalitu 
výsledku a rychlost,  aby bylo možno sledování v reálném čase. Na uživatelské prostředí aplikace  
proto nebyl dbán takový důraz.
 Aplikaci  jsem implementoval  v programovacím jazyku C a C++. Velkou a důležitou část 
aplikace tvoří  práce s  volně  dostupnou knihovnou pro zpracovávání  videa  OpenCV.  Uživatelské 
prostředí  je  poté  naprogramováno  pomocí  Nokia  Qt  Creator.  Díky  těmto  aspektům  je  aplikace 
multiplatformní. Na co je ovšem potřeba brát ohled, jsou správně nainstalované multimediální kodeky 
na systémech Linux.
4.1 Návrh aplikace
Logickým krokem návrhu aplikace bylo nastudování různých algoritmů pro detekci osob v obraze
a jejich sledování. Tímto tématem jsem se zabýval v kapitole 2 a 3. V této práci nebylo stěžejní dané  
algoritmy aplikovat ve vlastním kódu, ale bylo doporučeno použít už implementované v OpenCV,
a to hlavně kvůli tématu práce, která se věnuje problematice počítání již detekovaných objektů podle 
určujících pravidel  uživatele  a  prostředí.  Koncept  detektoru,  jak jej  budu popisovat,  lze  vidět  na  
obrázku 5.1.
Vstupní video datový tok je zpracováván po snímcích. Prvně se z několika snímků vytvoří  
pozadí, s nímž se nově příchozí snímky budou porovnávat. K modelaci a odečítání pozadí používá 
OpenCV  algoritmus  adaptivní  směsice  Gausovských  křivek,  kterému  se  mimo  jiné  věnuji  v  2. 
kapitole. Popředí je poté zpracováno  detektorem blobů a převedeno na lepší reprezentaci, nejčastěji 
skupinu pixelů, které lze vykreslit  například ohraničujícím obdélníkem. Detekované bloby je poté 
potřeba sledovat, zda jsou pro nás  relevantní. Na sledování používá OpenCV Mean Shift algoritmus 
pro propojené komponenty,  jenž byly detekovány.  Pro výsledné zpracování je použito Kalmanova 
filtru.
Takto  zpracovaný  snímek  s  vektorem  uložených  blobů  je  určující  pro  jejich  započítání
v následujícím zpracovaní. Návrhu počítání průchozích objektů se budu věnovat v další podkapitole.  
Následně jsou zpracované snímky postupně ukládány do výsledného video souboru, ve kterém jsou 
vykreslena zjištěná data, a dále je vytvořen textový soubor s detaily ohledně prošlých objektů.
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4.1.1 Návrh počítání osob
Problémem počítání osob se zabývá více prací (zmíněných v kapitole 3), avšak nelze v nich najít  
ucelený algoritmus. Můj návrh pracuje s pozicí centroidu blobu. Pozice je při prvé detekci uložena
a poté  je  porovnávána s  novou pozicí.  Lze tak určit  směr  pohybu  a  směr  vůči  počítacím čarám
v obraze.  Každá tato čára má svou souřadnici  a pokud byl  blob detekován před touto souřadnicí
a v dalším snímku za touto souřadnicí (nebo naopak), lze k blobu přičíst (nebo odečíst) hodnotu váhy 
čáry. Ve výsledku musí být hodnota u daného blobu větší než polovina počtu čar v obraze, aby bylo 
možno blob označit za průchozí scénou. 
Nejprve jsem vstupní obraz rozdělil uprostřed dělící čarou s vahou 2. Avšak tento návrh nebyl 
moc  odpovídající,  detekce  blobu mohla  proběhnout  až  za  čarou,  obrázek  4.2.  Tento  problém se 
částečně vyruší  rozložením obrazu pomocí  tří  čar,  a  přiřazení  vah čarám 2:1:2.  V tomto  případě 
detekovaný objekt může projít pouze přes jednu boční čáru a bude brán jako relevantní, obrázek 4.3. 
Avšak zde nastává problém například falešné detekce, nebo odskočení blobu o několik pixelů zpět.  
Ve výsledku jsem navrhl tedy obraz rozdělit pěti čarami v nerovnoměrném pozicování a s vahou 
bočních čar 2, aby bylo možno započítat i případy z obrázku 4.4.
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Obrázek 4.1: Diagram návrhu aplikace
OpenCV
Algoritmus počítání
objektů
Post proccessing
Sledování blobů
Detekce blobů
Modelování pozadí /
 detekce popředívideo datový
tok
Vstup
.avi
.txt
Výstup
Zpracování jsem chtěl dále více zrychlit  a ve většině případů není potřeba kontrolovat celý 
snímek, ale je vhodné určit si takzvaný region of interest (dále RoI). Tedy část snímku, ve které se  
budou objekty hledat a která bude relevantní k jejich započítání. RoI se samozřejmě video od videa 
liší ale většinou jej lze použít vždy, urychlí se tím zpracování a lze tak omezit detekci mimo oblast 
zájmu v obraze jak ukazuje obrázek 4.6.
V neposlední řadě jsem se v návrhu snažil nějak započítat skupinu více lidí jako více než jeden 
blob, jak bývá často detekována. K tomuto jsem si navrhl dvě řešení, která jsou v aplikaci použita.
U prvního řešení se vypočítá průměrná šířku prošlých blobů. Ta se při výsledném výpočtu porovnává 
se všemi objekty jenž scénou prošly. Pokud je šířka prošlého objektu o jeden a půl násobku větší, je  
blob započítán dvakrát,  jako dvě osoby. Toto řešení samozřejmě není dokonalé, protože skupina je 
vždy započítána pouze za dva, i když je v ní více lidí. Bohužel toto nelze nijak lépe řešit po tom, co je  
jako  jeden  blob  klasifikuje  samotný  detektor.  Druhá  zakomponovaná  možnost  pracuje
s předpokladem, že pokud jde menší skupina lidí těsně před tím než opustí snímek, přeskočí blob
z prvního člena skupiny jenž opouští scénu jako první na dalšího. Znázorněno je to na obrázku 4.8: 
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Obrázek 4.3: 3 
čáry, započítání  
objektu 
Obrázek 4.4: 5 čar,  
započítání objektu
Obrázek 4.5: 5 čar,  
nezapočítání  
objektu
Obrázek 4.2:  
Pozdní detekce
Obrázek 4.6: Omezení snímku na RoI a 
vykreslení počítacích čár v RoI prostoru
(a) detekovaný blob přichází k poslední čáře 
(b) centroid blobu se dostává za počítací čáru a blob bude započítán
          (c) centroid blobu se přesune zpět, protože modrý objekt mizí z detekovací části, blob tak bude 
   započítán dvakrát, i když byl detekován jen jeden (ale objekty jsou v příkladu tři)
4.2 Implementace aplikace
Aplikaci jsem implementoval  v jazyku C/C++ v multiplatformním vývojovém prostředí Nokia Qt 
Creator.  Důležitou  součástí  aplikace  je  využití  volně  dostupné  knihovny OpenCV na  zpracování 
obrazových dat. Vývoj jsem začal pod verzí 2.1, ale poté jsem přešel na nejnovější verzi 2.2, které má  
mnohá vylepšení svých vnitřních funkcí. Aplikace byla vyvíjena na systému Linux Mint 10 Julia.
Využil jsem objektového přístupu, abych mohl oddělit samotné počítání objektů ve videu od 
grafického  rozhraní.  Výhodou  je  také  jednodušší  udržovatelnost  metod  tříd,  jejich  nezávislost
a zapouzdření dat. Zpracování videa běží ve vlastním vlákně, aby nebylo grafické rozhraní závislé na  
dokončení  zpracování  a  docílil  jsem  tím  zrychlení  aplikace.  Kromě  grafického  rozhraní  je 
podporováno i klasické konzolové spuštění.
Konzolové spuštění pracuje s celým snímkem, ale podporuje i jeho ořezání na RoI. To probíhá 
automaticky,  stejně jako určení počítacích čar.  Ty jsou v počtu pěti  periodicky po celém obraze.  
Stejně jako u GUI, běží samotné zpracování videa ve vlastním vlákně.
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Obrázek 4.8: Přeskočení blobu  zpět
(a) (b) (c)
4.2.1 Třída MyPeopleTracker
Třída MyPeopleTracker obsahuje základní metody pro práci se vstupním videem a jeho zpracování. 
Metoda  SetTracker() nastaví OpenCV algoritmy pro detekci a sledovaní objektů ve videu. Public 
metoda  StartTracking() spouští vlákno, pokud již neběží. Pří spuštění vlákna se nastaví capture pro 
odebírání snímku a poté se podle toho, zda se zpracovává celý snímek nebo jen jeho vybraná část  
(RoI),  se  zavolá  příslušná  metoda  (StartWholeTracking() nebo  StartROITracking()).  Metody jsou 
totožné co se týče posloupnosti práce, jejich rozdíl je však ve volání jiných metod MyPeopleTrackeru 
pro zpracování a vykreslování RoI blobů do snímku. Zde bych rád vysvětlil, proč jsem zvolil dvě
v podstatě stejné metody.
Pokud je  snímek  zpracováván celý,  pro  vykreslení  čar  do  obrazu  a  ohraničení  blobů není 
potřeba dalších výpočtů na napozicování. I detekce blobů vůči čarám je jednodušší a snaží se použít  
uložené hodnoty z uživatelova nastavení. Avšak tím, že je obraz oseknut, ale ve výsledku je nasazen 
zpět na originální rozlišení,  je potřeba po jeho zpracování detektorem a trackerem vypočítat nové 
koordinace čar a blobů, aby souhlasily s originálním snímkem. Ty se potom vykreslí do výsledného 
videa.
Díky  tomuto  mám  před  samotným  zpracováním  videa  pouze  jednu  podmínku,  která 
rozhodne, jaká metoda pro postupné zpracování snímků bude zavolána a poté v samotném zpracování 
nemusím volat další podmínky a rozmýšlet, jaké metody na vykreslení do snímku volat. Je to jemné 
zrychlení na úkor delšího kódu.
Samotné  vykreslování  blobů  a  jejich  porovnání  s  počítacími  čarami  provádí  metoda 
DrawBlobsIntoImage(CvPoint leftCorner, CvPoint rightCorner), samozřejmě se provádí pro každý 
snímek. Argumenty této metody slouží na vykreslení obdélníka okolo blobů. Předtím však metoda  
uloží do asociativních kontejnerů (map v c++) jeho pozici, šířku, hodnotu (ta je nastavena na 0, zatím 
byl prvně detekován) a poté ho označí jako zatím nezapočítaný objekt. Pokud je však v kontejneru 
objekt nalezen, byl uložen již dříve. Jeho dřívější a nynější x-ová souřadnice je pak zkontrolována 
vůči kreslícím čarám. Pokud se x-ová souřadnice nachází za souřadnicí čáry a předešla souřadnice  
blobu byla před souřadnicí čáry, je objektu zvednuta hodnota (pohyb zprava doleva). Pokud je opačný 
průběh, objektu je odečtena hodnota (pohyb zleva doprava).  Poté se aktualizuje nejmenší velikost 
prošlého blobu. Objekt s dostatečnou hodnotu, je vykreslen modře, jinak je ohraničen zeleně.
Metoda resultsOfTracking() prochází vytvořený kontejner s hodnotou objektu a na její bázi 
zvyšuje počet prošlých objektů. Data poté ukládá do výsledného textového řetězce. 
Vlákno  pro  zpracování  videa  komunikuje  s  hlavním  vláknem  aplikace  pomocí  signálu, 
průběžně mu zasílá informace o prošlých a detekovaných blobech, snímky na vykreslení do okna pro 
sledování a poté informaci o svém ukončení. Díky tomuto lze sledovat průběh zpracování v reálném 
čase na videu nebo v textové podobě pomocí zasílaných informací. 
23
4.2.2 Třídy MyGraphScene a MyConsole
Třída MyGraphScene  se  stará  o  uživatelovo nastavení  počítacích čar  a  RoI.  Po  otevření  nového 
souboru je sebrán jeho snímek a umístěn jako pozadí této třídy. Pomocí tlačítek myši si poté uživatel 
volí oblast zájmu sledování a počítací čáry.  Tyto informace jsou poté uloženy a přes hlavní okno 
předány instanci třídy MyPeopleTracker.
Instance třídy MyConsole je vytvořena, pokud je program spouštěn přes příkazový řádek.
V  tomto případě není vytvořeno uživatelské rozhraní a program s uživatelem kromě reálného videa 
nekomunikuje.  Po  takovémto  spuštění  jsou  nejprve  zpracovány argumenty  a  poté  jsou  na  jejich 
základě nastaveny vlastnosti instance MyPeopleTrackeru. Nakonec je počítání spuštěno.
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5 Testování
Jak název bakalářské práce vypovídá, výslednou aplikaci jsem vyvíjel a následně testoval na videích 
lávkou mezi budovami FIT. Videa jsem natáčel na podzim a poté i na jaře s použitím dvou odlišných 
kamer. První kamerou byla mini DV kamera, s níž jsem natáčel na podzim ve dvou etapách. V první 
etapě jsem lávku natáčel ze dvou pozic. Nejprve stála kamera přímo na lávce a natáčel jsem směrem  
od UPGM, tento princip byl ale už v prvních fázích označen za nevyhovující. Největším problémem 
bylo prolínání osob, které přes lávku procházely. Jejich spočítání tak bylo skoro nemožné, neboť při  
velké  frekvenci  průchodu  osob  se  mohl  jeden  blob  pohybovat  tam a  zpět  nebo  se  zvětšovat  či 
zmenšovat podle počtu osob na snímku. Poté jsem kameru umístil ke kostelíku s pohledem směrem
k lávce.  Po otestování  vhodnosti  těchto videí  pro detekci  vyvstal  další  problém.  Tím,  že kamera  
směrovalo proti  světlé obloze, byla celá lávka nepřirozeně temná a docházelo tak jen k ojedinělé  
detekci. První set videí byl tedy nepoužitelný.
Poučen  z  výše  zmíněného  neúspěchu  jsem  si  do  druhé  etapy  vytyčil  vhodnější  umístění 
pohledů.  Tyto  pohledy  jsem  následně  použil  i  u  pozdějšího  natáčení  s  kamerou  zvládající  HD 
zpracování obrazu (dále jen HD kamera). Směry na obrázku 5.1 byly závazné pro celé testování,  
avšak různě jsem měnil přiblížení a oddálení kamery, čímž jsem se zaměřoval na různé části lávky. 
Knihovna OpenCV používá pro detekci  pohybující  se postavy dva základní  přístupy,  první 
přístup  je  založen  na  Bayesových  klasifikátorech,  zatímco  druhý  je  založen  na  vylepšeném 
adaptivním modelu směsice gaussových distribucí, který rozebírám v druhé kapitole. K použití tohoto 
modelu do výsledné aplikace mě vedly výsledky detekci objektů na lávce z úplně prvních testování.
5.1 Počítací čáry
Testování  čar  probíhalo  na  několika  videích  s  rozlišením 320x180.  Čáry  jsem umisťoval  ručně
a všechna videa jsou ořezána na oblast zájmu, protože obsahují nepotřebnou část. Počítací čáry jsou 
ve videích umístěny relativně rovnoměrně k proporcím oblasti.
Tabulka 5.1 zobrazuje výsledky získané na jednoduchých videích. V tabulce lze pozorovat, že  
výsledky se více méně drží stejných hodnot. Ve videu 1_1 byl problém detekce osoby, proto jsou 
25
Obrázek 5.1: Různé pohledy na lávku FITu
výsledky stejné, ale lišící se od reálné hodnoty. U videa 5_1 se v oblasti počítací čáry objekty míjejí,  
čím se ztratí jedna osoba, obrázek 5.3. Druhá osoba není započítána, protože její blob je v oblasti čáry 
příliš malý, je tak považován za ruch. U videa 5_4 se podařilo vhodně umístit jednu počítací čáru, jak  
ukazuje obrázek. V tomto místě měly všechny ostatní rozvržení problém se započítáním postavy, 
protože je detekována ve snímku jen chvíli.
Tabulka  5.2  se  vztahuje  k  obtížnějším  situacím  jako  průchod  skupiny,  míjení  více  lidí
a podobně. I z této tabulky je patrné, že jedna počítací čára byla dobře umístěna. Největším kamenem 
úrazu se staly videa 2_1, 2_2 a 5_6. U videa 2_2 byl problém s detekcí, kdy skupina tří osob prošla  
videem skoro nezpozorována. Video 2_1 je nejvíce komplexní co se týče možných situací. Právě na 
tomto videu selhává jedna čára, která jej nedokáže pokrýt. Nejlépe tak vychází použití 3 nebo 5 čar.
U videa 5_6 je skupina dvou osob předběhnuta jinou osobou, jedna je započítána, u druhé je ztracena 
konzistence. Na obrázku 5.4 je vidět její obnovení těsně před poslední počítací čarou. 
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Tabulka 5.1: Výsledky počítání podle počtu čar na jednoduchých videích
1_1 1_2 5_1 5_2 5_4
Zprava Zleva Zprava Zleva Zprava Zleva Zprava Zleva Zprava Zleva
1 čára 1 1 0 4 0 1 1 1 0 4
3 čáry 1 1 0 4 2 1 1 1 0 4
5 čar 1 1 0 4 2 1 1 1 0 3
7 čar 1 1 0 4 2 1 1 1 0 3
prošlo 2 1 0 4 2 1 1 1 0 4
16:9
Jednoduchá
Obrázek 5.2: Vhodné umístění jedné počítací čáry, další snímek není osoba detekována
Tabulka 5.2: Výsledky počítání podle počtu čar na složitějších videích
2_1 2_2 3_1 3_3 5_5 5_6
Zprava Zleva Zprava Zleva Zprava Zleva Zprava Zleva Zprava Zleva Zprava Zleva
1 čára 2 3 1 3 0 2 6 4 0 4 0 1
3 čáry 4 3 0 2 0 2 8 4 0 4 0 2
5 čar 3 2 1 3 0 2 6 4 0 3 0 1
7 čar 4 1 1 3 0 1 5 4 0 3 0 1
prošlo 6 3 1 6 0 3 6 3 0 4 0 3
16:9
Složitá
Z daných tabulek vyplývá, že velice dobré výsledky dosahuje použití jedné čáry. Při otestování 
některých videí na její  posun jde však vidět, jak je tento přístup náchylný.  Výsledky z některých  
testovaných videí lze vidět v tabulce 5.3. Čára byla umístěna v 1/3 z obou směrů a v polovině oblasti 
zájmu. U komplexnějších videí jako 2_1 nebo 3_3 je patrný obrovský rozdíl ve výsledku.
Největší  odzkoušení  počtu  čar  jsem provedl  nad 21  minut  dlouhým videem s  rozlišením 
320x180.  Video  bylo  zpracováno  aplikačně,  čáry  jsem  rozložil  rovnoměrně  do  oblasti  zájmu.  
Výsledky z tohoto testu jsou v tabulce 5.4. Čas zpracování nelze brát závisle na počtu čar. Z tabulky 
je patrné, že při dlouhých videích s více možnými situacemi je vhodné použít 5 popřípadě 3 čáry. 
Zpracování  se  7  čarami  jsem netestoval,  protože  už  u  krátkých  videí  vykazovaly  bloby značné 
problémy projít alespoň polovinu čar, a získat tak dostatečnou váhu pro zápočet.
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Tabulka 5.4: Výsledky zpracování delšího videa
zprava zleva čas (s)
1 čára 3 18 1489
3 čáry 7 17 1437
5 čar 7 18 1478
originál 8 20 1260
Obrázek 5.3: Počítací čára v místě  
míjení osob
Obrázek 5.4: Započítání osoby i po 
pozdní detekci, díky váze čáry
Tabulka 5.3: Rozdíl výsledku při jiném pozicování
1_2 2_1 3_3 5_1 5_4 5_5
Zprava Zleva Zprava Zleva Zprava Zleva Zprava Zleva Zprava Zleva Zprava Zleva
vpravo 0 3 5 1 3 3 0 1 0 4 0 6
uprostřed 0 4 2 3 6 4 1 1 0 4 0 6
vlevo 0 4 4 3 3 3 2 1 0 3 0 6
prošlo 0 4 6 3 6 3 2 1 0 4 0 7
16:9
1 čára
5.2 Využití šířky/váhy blobu a váhy čar
Tato  podkapitola  se  zaobírá  testováním  čtyř  principů,  které  jsou  zmíněny  v  kapitole  o  návrhu 
aplikace. První princip, který jsem v práci použil a odzkoušel, je váha čar, tedy, že boční čáry mají 
váhu  2/-2.  Na  obrázku  5.6  lze  vidět,  při  kolika  příležitostech  použití  bočních  vah  pomohlo
k započítání pozdě detekované osoby, která přešla  menšinu čar ve snímku.
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Obrázek 5.5: Kompozice snímků znázorňující výhodu větších vah u bočních čar. Snímky v  
rozlišeních 320x240, 240x192 s pěti počítacími čarami a 320x182 s třemi počítacími  
čarami
Váha blobu je využitelná při detekovaní skupiny, nebo při špatné detekci blízko jdoucích osob. 
Největší slabinou tohoto přístupu je potřeba, aby blob přešel přes všechny počítací čáry. Pokud poté 
blob odskočí na dalšího člena skupiny zpět přes poslední čáru, jeho hodnota se zvedne a může být  
započítán dvakrát. Bohužel z natočených videí se využití principu nachází jen u jediného případu, 
obrázek 5.5.  Z pěti  osob jsou detekovány dvě,  tyto  dvě osoby jsou započítány a jejich blob,  po  
zmizení osob ze scény, skočí zpět na další osoby v závěsu. Takto je výsledná váha jednoho blobu
7 (tento byl sledován přes všechny čáry) a druhé 6. Výsledkem jsou 3 prošlé osoby místo dvou, jak 
detekoval detektor.
Při detekování skupiny jako jednoho blobu je jasné, že bude jeho šířka větší než šířka blobu 
patřícímu jedné osobě. Pro tento přístup jsem vyzkoušel  více možností.  Nejprve jsem porovnával 
čistě jen šířku každého započítaného blobu s nejmenší šířkou. K tomuto principu se vztahují sloupce 
pod názvem práh v tabulce 5.5. Jiný přístup je spočítat průměrnou šířku ze všech započítaných blobů.  
Tuto průměrnou šířku poté vydělím počtem blobů a s  prahem 1.5 porovnávám s šířkou každého 
blobu. Hodnoty tohoto přístupu jsou ve sloupci průměr. Ve sloupci detekováno je počet objektů, které 
byly detekovány (to nesouvisí s pravým počtem). Řádky obsahují započítaný počet osob pro daný 
objekt ve scéně. Pro prezentaci výsledků vychází nejlépe video 2_1 v rozlišení 720x400.
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Tabulka 5.5: Započítaný počet osob vůči počtu detekovanému
práh
1,8 2,4 3 průměr detekováno obr.
dvojce 3 3 2 2 2 5.7 (a)
jeden 2 1 1 1 1
dvojce 2 2 2 2 1
jeden 0 0 0 0 0
jeden 2 2 1 1 1
pár 1 1 1 1 1
video
2_1
5.7 (b)
5.7 (c)
5.7 (c)
5.7 (d)
5.7 (e)
Obrázek 5.6: Posloupnost přeskočení blobu z jedná osoby na osobu v  
závěsu
S  velikostí  blobu  také  souvisí  princip  kontroly  jeho  validity.  Kontrola  velikosti  probíhá 
porovnáváním obsahu blobu s největším doposud nalezeným obsahem. Na obrázku 5.8 ve snímcích 
(a) a (b) jsou momenty, kdy daná metoda dobře označila a nulovala špatný blob. Bohužel, občas je  
odstraněn i blob správný, většinou se tak stává, pokud blob u konce ztratí kontinuitu. Předejde se tak 
druhotnému započítání už jednou započítaného blobu. Ve stejném obrázku snímky (g) a (i), které
v čase zpracování předcházely snímkům (f) a (h) zobrazující nulování blobu, ukazují, že osoby byly 
započítány dříve. Na snímcích (c) a (d) je princip opačný. Blob je poprvé nulován, jeho velikost je 
moc  malá.  Blíže  ke  kameře  se  jeho  velikost  zvětšuje  a  na  konci  je  započítán.  Na  posledním
snímku (e) je předvedeno špatné odstranění blobu. Pokud by metoda nebyla implementována, objekt 
by byl správně započítán. Snímky jsou pro přehlednost oříznuty na oblast, kde k nulování dochází.
Stejně jako princip průměru  pro zjištění  skupinového blobu je  kvalita  metody závislá  na 
počtu  průchozích  a  detekovaných  osob.  U videí  s  malým počtem osob  metody  vykazují  špatné 
výsledky, protože nemají na čem stavět svůj základ pro porovnání.
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Obrázek 5.7: Snímky znázorňující situace pro řádky tabulky 5.5
(a) (b) (c)
(e)(d)
5.3 Čas a kvalita zpracování
Aplikaci je možno spouštět konzolově nebo v GUI verzi. Díky této možnosti jsem chtěl otestovat, jak 
se bude lišit rychlost zpracování. Mezi další možné nastavení patří i přímé sledování zpracovaných 
snímků. Dále jsem tak otestoval, jak tato volba ovlivní čas zpracování. Čas a kvalita zpracování se  
také bude lišit od použitého video vstupu, uvítal jsem tedy možnost vyzkoušet i natáčení v plném 
rozlišení HD. Toto video jsem poté převedl do polovičního HD 720p, protože jsem neměl aplikaci na  
převod do full  HD. Tabulka 5.6 pak ukazuje různé časy při zpracování  12m 47s dlouhého videa
v různých rozlišeních a v různých nastaveních aplikace. U roi se zpracovává oblast zájmu, RT značí 
sledování zpracování v reálném čase. Rozlišení 720p jsem zkoušel jen konzolově, jeho zpracování je 
příliš dlouhé (cca 13 minut dlouhého videa trvalo zpracování 2 hodiny a necelých 37minut).
Jak dobře a rychle funguje zpracování jsem otestoval na více různých videích z obou kamer.  
Testování  probíhalo v konzolové verzi s  automatickým vykreslení  počítacích čar.  Aplikací  prošly 
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Obrázek 5.8: Oblasti ve snímků ukazující nulování blobu kvůli jeho velikosti
Tabulka 5.6: Čas zpracování v sekundách 12m 37s dlouhého  
videa v různém rozlišení.
konzole aplikace
320x180 613 905 866 921
720x400 2566 3058 2856 3414
1280x720 9458 - - -
aplikace+roi aplikace+RT+roi
(e)(a) (b) (c) (d)
(f) (g) (h) (i)
videa jak bez úpravy oblasti, tak i s automatikou úpravou. Rozlišení pro tabulky 5.7 a 5.8 je 720x400 
nebo 320x180. Z těchto dvou tabulek je patrný obrovský rozdíl v rychlosti zpracování. U menšího 
rozlišení je zpracování celého snímku jen o něco pomalejší než jeho délka. Při ořezání snímku se  
zpracování rapidně zrychlí. U většího rozlišení je zpracování více jak 5x pomalejší než doba trvání  
video sekvencí. Kvalitu výstupu nelze posoudit tak dobře jako rychlost zpracování. Při posuzování  
pouze celých snímku je důležité podotknout, že je zabírán celkem veliký prostor (Obrázek 5.1 na  
začátku  kapitoly),  tím  pádem  u  menšího  rozlišení  je  samotná  detekce  horší.  To  se  projevuje
u komplexnějších videí s více postavami,  jako video6 a video3. Při použití  automatického určení  
oblasti zájmu jsou výsledky horší. To je částečně způsobeno špatným ořezáním některých pohledů,  
jak je vidět na obrázku 5.9.
Poslední tabulka 5.9 ukazuje pouze kvalitu výstupu  u video sekvencí z PAL kamery. V těchto  
případech  snímala  kamera  menší  plochu  a  výsledky  jsou  relativně  dobré  i  u  menšího  rozlišení 
240x192, kvalitnější  videa jsou v rozlišení  320x240.  U některých záznamů jde dokonce vidět,  že 
detekce a započítání probíhalo lépe právě u videí s menším rozlišením. Co se týká automatického 
ořezání  na  oblast  zájmu,  lze  z  tabulky  vypozorovat,  že  vyhodnocení  zůstává  v  průměru  stejné. 
Největší chyba jde vidět u videa PAL2.
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Tabulka 5.8: Napočítané osoby z různých videí II
video5 video6 video7 video8
zprava zleva čas (s) zprava zleva čas (s) zprava zleva čas (s) zprava zleva čas (s)
720 celý 0 2 406 5 4 382 1 1 214 1 1 199
0 1 268 3 3 265 1 1 126 1 1 137
320 celý 0 2 54 4 3 57 1 1 34 1 1 33
0 2 48 4 0 37 1 1 23 1 1 24
video 0 3 45 6 3 40 1 1 26 1 1 25
720 roi
320 roi
Tabulka 5.7: Napočítané osoby z různých videí I
video1 video2 video3 video4
zprava zleva čas (s) zprava zleva čas (s) zprava zleva čas (s) zprava zleva čas (s)
720 celý 2 1 124 0 4 620 3 3 555 0 3 512
2 1 124 0 3 443 4 1 341 1 1 333
320 celý 1 1 25 0 4 90 1 3 77 0 3 77
1 1 16 0 3 58 3 1 57 1 4 51
video 2 1 25 0 4 92 6 3 65 1 6 60
720 roi
320 roi
Obrázek 5.9: Nevhodné automatické oříznutí scény
Z  výše  popsaných  textů  mohu  odvodit,  že  nejlepší  výsledky  jsou  dosaženy  při  použití  dobře  
rozložených 5  čar  spolu  s  videi  zachycujícími  zblízka  menší  oblast.  Při  těchto  nastaveních  jsou 
výsledky  relativně  uspokojivé  i  při  menších  rozlišení  jako  320x240.  Všechna  videa,  která  jsou
v testování uvedena, lze nalézt na DVD přiloženém k této bakalářské práci.
5.4 Podmínky testování
Testování  probíhalo  na  operačním systému  Linux  Mint  10  „Julia“.  Jako  testovací  stroj  byl  užit 
notebook s procesorem AMD Turion X2 Dual-Core Mobile RM-70 2GHz, pamětí 2GB a grafickou 
kartou ATI Mobility Radeon HD 3400. Pro odzkoušení multiplatformnosti byl program spouštěn i na 
systému Windows 7 64-bit.
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Tabulka 5.9: Kvalita zpracování videí z obyčejné kamery
PAL1 PAL2 PAL3 PAL4 PAL5
Zprava Zleva Zprava Zleva Zprava Zleva Zprava Zleva Zprava Zleva
240 1 0 1 2 0 2 0 3 - -
320 3 0 1 3 0 1 0 3 - -
2 0 1 1 - - - - 1 0
3 0 1 1 - - - - 2 0
prošlo 5 0 1 3 0 2 0 3 2 0
PAL 
4:3
240 roi
320 roi
6 Závěr
Cílem této bakalářské práce bylo popsat základní metody a principy detekce pohyblivých objektů ve 
videu.  Dále  práce  zkoumá  možnost  jejich  sledování  a  metody  pro  započítání  prošlých  objektů.  
Druhou částí  bylo  nalezení  vhodně  implementovaných  algoritmů  pro detekci  a sledování  osob.
Pomocí  těchto  algoritmy  jsem  poté  vytvořit  aplikaci  vhodnou  pro  počítání  lidí  na  lávce  FITu.
V neposlední řadě byla aplikace otestována na videích zachycujících různé situace.
Stěžejním bodem této práce byl návrh použitelné metody pro počítání objektů. Tento návrh je 
odlišný od jiných, které pracují s vertikálně položenou kamerou právě kvůli nemožnosti tento pohled 
použít.  Při  návrhu jsem se musel  potýkat  s  problémy sledování  objektů jako merge  a  occlusion. 
Problémem také byly tyče na lávce, které stínily pohledu na procházející osoby. Důležité bylo zvolit  
vhodnou pozici kamery, a jak se později po testování ukázalo, i vhodný prostor pro snímání.
Z testování aplikace na různých videích vyplynulo,  že dobře zpracovatelná videa zachycují 
pouze  malý  prostor  lávky.  Vzdálenější  pohled  na  lávku  je  lepší  pro  člověka,  ale  pro  detekci
a  započítání  osob  s  tímto  přístupem  přicházejí  problémy  jako  přerušení  kontinuity  nebo  větší  
pravděpodobnost  překřížení  procházejících  osob.  Pro  vyřešení  některých  problémů  jsou  použity 
metody na započítání větších blobů (znázorňujících více osob) dvakrát, nebo princip přeskakování  
blobu zpět při opouštění scény.
Metodu pro  započítání  větších blobu lze  klasifikovat  jako úspěšnou a  na  několika videích
v testování to prokázala. Dalším doporučením je použití více čar, které rozhodují o započítání osob.  
Nejvhodnější  počet  je  5,  tento  počet  pokryje  s  pravidelnými  rozestupy celou  sledovanou oblast.
U 7 čar je častým jevem nezapočítání osoby kvůli problému projití přes polovinu čar. Použití sudého 
počtu čar není doporučeno kvůli nerozhodnosti při započítání. Díky zvýšeným vahám u bočních čar 
jsou započítány i později detekované osoby.
 Z pohledu dalšího vývoje by bylo vhodné provést vlastní implementaci detekce a sledování  
osob, která by se více hodila do situace pro počítání lidí na lávce FITu. Použitá implementace MoG
z OpenCV je kvalitní, avšak zlepšení detekce by prospělo výstupům celé aplikace. Ty nejsou nikterak 
přesvědčující  u  delších  videí  s  více  lidmi  ze  vzdálenějších  pozic.  Proto  by  bylo  výhodnější  
implementovat algoritmy jen na detekci osob, například podle části těla jako hlava a ruce. Pokud by  
pak kamera snímala menší plochy, byla by aplikace použitelná.
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Příloha I. Obsah DVD
plakát.png
Plakát prezentující bakalářskou práci.
BP-VáclavMaliňák.pdf
Znění této práce ve formátu .pdf, jak byla odevzdána do informačního systému.
Aplikace\
Složka obsahující přeloženou aplikaci pro Windows. Dále README soubor s důležitým  
informacemi před samotným spuštěním a video soubor s natočenou ukázkou práce s aplikací.
Videa\
Složka obsahující podsložky nazvané podle typu testování. V těchto podsložkách se nacházejí  
videa, která prošla aplikací při testování.
Zdrojové kódy\
V této složce se nachází zdrojové kódy aplikace.
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