Abstract. In this paper, we consider the convective Cahn-Hilliard equation. Based on the regularity estimates for the semigroups, iteration technique and the classical existence theorem of global attractors, we prove that the convective Cahn-Hilliard equation possesses a global attractor in H k (k ≥ 0) space, which attracts any bounded subset of H k (Ω) in the H k -norm.
Introduction
In this paper, we consider the existence of global attractor for the convective Cahn-Hilliard equation
where Ω is a bounded domain in R n (n ≤ 2). On the basis of physical considerations, as usual Eq.(1.1) is supplemented with the following boundary value conditions (1.2) u(x, t) = ∆u(x, t) = 0, x ∈ ∂Ω, and the initial value condition (1.3) u(x, 0) = u 0 (x).
Eq.(1.1) arises naturally as a continuous model for the formation of facets and corners in crystal growth, see [5, 17] . Here u(x, t) denotes the slope of the interface. The convective term β · ∇B(u), see [5] , stems from the effect of kinetic that provides an independent flux of the order parameter, similar to the effect of an external field in spinodal decomposition of a driven system. For small driving force β → 0, Eq.(1.1) is reduced to the well-known Cahn-Hilliard equation.
During the past years, only a few papers were devoted to the convective Cahn-Hilliard equation. It was K. H. Kwek [6] who first studied the convective Cahn-Hilliard equation (1.1) for the case with convection, namely, B(u) = u. By some a priori estimates, he proved the existence of a classical solution, and gave the error estimates by the discontinuous Galerkin method. A. Podolny et al. [12] studied the convective Cahn-Hilliard equation with A(u) = u 3 − u and B(u) = u 2 . In their paper, the dynamics of domain walls (kinks) governed by the convective Cahn-Hilliard equation was studied by means of asymptotic and numerical methods. M. A. Zaks et al. [19] investigate bifurcations of stations periodic solutions of a convective Cahn-Hilliard equation, they described phase separation in driven systems, and studied the stability of the main family of these solutions. Eden and Kalantarov [3, 4] considered the convective Cahn-Hilliard equation as [12] with periodic boundary conditions in one space dimension and three space dimension. They established some result on the existence of a compact attractor. Recently, X. Zhao and C. Liu [20] There is much literature concerned with the convective CahnHilliard equation, for more recent results we refer the reader to [8, 9, 17] and the references therein.
The dynamic properties of convective Cahn-Hilliard equations such as the global asymptotical behaviors of solutions and global attractors are important for the study of convective Cahn-Hilliard system, which ensure the stability of parabolic phenomena and provide the mathematical foundation for the study of parabolic dynamics. So in this paper we are interested in the existence of global attractors for Eq.(1.1). We shall use the regularity estimates for the linear semigroups, combining with the iteration technique and the classical existence theorem of global attractors, to prove that the problem (1.1)-(1.3) possesses a global attractor in H k (k ≥ 0) space. This paper is organized as follows. In Section 2, based on R. Temam's classical theorem, we shall prove the result on the existence of global attractor in H 2 space. In Section 3, using the theorem on the global attractor of H 2 space, the existence of global attractors for problem (1.1)-(1.3) in H k (k ≥ 0) space is proved. Our important ideas come from [1, 2, 7, 10, 13, 14, 15, 18] , etc.
Throughout this paper, we denote L 2 , L p and H k (k = 1, 2, 3) norm in Ω simply by ∥ · ∥, ∥ · ∥ p and ∥ · ∥ H k . In the following, C, C i (i = 1, 2, . . .) will represent generic positive constants that may change from line to line even if in the same inequality.
Attractor in H
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Preliminary
Assume X and X 1 are two Banach spaces, X 1 ⊂ X a compact and dense inclusion. Consider the following equation defined on X,
where u is an unknown function, L : X 1 → X a linear operator and G : X 1 → X a nonlinear operator. Then the solution of (2.1) can be expressed as
where S(t) : X → X (t ≥ 0) is a semigroup generated by (2.1).
For convenience, we recall some basic concepts on infinite dimensional dynamical systems. Definition 2.1. Suppose S(t) is an operator semigroup defined on H, A set Σ ⊂ H is called an invariant set of S(t) if ∀t ≥ 0, S(t)Σ = Σ. An invariant set is called an attractor of S(t) if Σ is compact, and there exists a neighborhood
Therefore, we can say Σ attracts U . In particular, if Σ attracts any bounded subset of H, Σ is a global attractor.
where the closure is taken in the H-norm.
Next, we introduce the classical existence theorem of global attractor by R. Temam [16] . (H2) For any bounded set u ⊂ X and some T > 0 sufficiently large, the set ∪ t≥T S(t)u is compact in X. Then the ω-limit set A = ω(B) of B is a global attractor of problem (2.1), and A is connected providing B is connected.
In this paper, the function A(u) is a polynomial of order 2p − 1
with leading coefficient a 2p−1 > 0, the function B(u) is also a polynomial, with the order q 
where u(t) is the solution of (1.1)-(1.3) corresponding to initial value u 0 . We also get the operator semigroup {S(t)} t≥0 u 0 by solution u is strongly continuous.
To study the existence of global attractor, we have to find a closed metric space and prove that there exists a global attractor in the closed metric space. Notice that it is alright to consider the global existence and uniqueness of the solution of the problem (1.1)-(1.3) for any given initial datum, as described in the previous lemma. However, because {u | u ∈ H 2 0 (Ω)} is a closed metric space, we let U = H 2 0 (Ω). It is easy to see that the restriction of {S(t)} on the affined space U is a well defined semigroup.
Then, we give the main result of this section: 
Proof of Theorem 2.1
In order to prove Theorem 2.1, we establish some a priori estimates for the solution u of problem (1.1)-(1.3). In this part we always assume that {S(t)} t≥0 is the semigroup generated by the weak solutions of problem (1.1)-(1.3) with initial data u 0 ∈ H 2 (Ω). Thus, we have the following lemma. Proof. It suffices to prove that there is a positive constant C such that
We prove the lemma in the following steps.
Step 1: L 2 norm estimate. Multiplying (1.1) with u, and integrating the result over Ω, we deduce that
A simple calculation shows that
where k 1 and k 2 are positive constants. We also have
On the other hand, by Poincaré's inequality for function in U , we have
where c 1 depends only on the domain. In addition, we also have the following inequality
Hence
Adding (2.8) and the above inequality together, we finally arrive at
Taking γ large enough, satisfies
Thus, for initial data in any bounded set B ⊂ U , there is a uniform time t 1 (B) depending on B such that for t ≥ t 1 (B), there holds
Step 2: H 1 norm estimate. Multiplying (1.1) with ∆u, and integrating the result over Ω, we obtain
A simple conclusion shows that
we also have
where k 3 , k 4 , k 5 , k 6 are positive constants. By (2.5), (2.11)-(2.13), we get
For E 1 , based on Nirenberg's inequality, we derive that
where M i (i = 1, 2, 3, 4) here and in the following are positive constants. Thus, (2.17)
For E 2 , by (2.10), we get ∫
In order to estimate E 3 , we first estimate ∥u∥ L ∞ , we have
Hence, using (2.16) and the above inequality, we finally arrive at
we have 
Based on (2.18) and (2.19), we also obtain 
Thus, for initial data in any bounded set B ⊂ U , there is a uniform time t 2 (B) depending on B such that for t ≥ t 2 (B), there holds
Adding (2.10) and (2.25) together, we have
By Sobolev's imbedding theorem, we obtain the L m estimate of the function in the space U ,
Step 3: H 2 norm estimate. Multiplying (1.1) by ∆ 2 u, and integrating the result over Ω, we obtain (2.27) 1 2
On the other hand, we have
, and for B(u), we have
where k 7 and k 8 are positive constants. Hence
Using Nirenberg-Gagliardo's inequality, we have
Thus, we deduce that
where
By the Calderon-Zygmund type estimate, we have
By Gronwall's inequality and ∥∆u(0)∥ ≤ R, there holds
C11
. Adding (2.26) and (2.33) together, we obtain
Based on Sobolev's embedding theorem, we obtain
Let t 0 (B) = max{t 1 (B), t 2 (B), t 3 (B)}, the lemma is proved. □
The above lemma implies that the operator semigroup {S(t)} t≥0 has a bounded absorbing set in U . In the following Lemma 2.4, the precompactness of the orbit in U is proved. 
Lemma 2.4. For initial data u 0 varying in a bounded set B ⊂ U , there exists a t 1 (B) > 0 such that
and
Based on Nirenberg's inequality, we obtain
and we also have the following inequality
and we also have (2.44) ∥∇u∥
Using (2.38)-(2.44), we obtain 1 2
Taking ε small enough and γ satisfies γ − (C 12 C ε + C ε + 1 + |β|C ε + |β|)ε > 0, using Young's inequality, we have
On the other hand, integrating (2.32) between t and t + 1, we immediately conclude that
Owning to (2.45), (2.46) and the uniform Gronwall inequality inequality in [16] , we deduce that
The lemma is proved. it is easy to obtain that the L 2 norm estimate and the H 1 norm estimate on u, since the usual Cahn-Hilliard equation with the above boundary conditions has two important properties:
(1) the conservation of mass, namely
there exists a Lyapunov functional
which is decreasing in time.
However, for problem (1.1)-(1.3), the above two properties may not be existent. So, we have to use another approach to establish the a prior estimates on ∥u∥ L 2 (Ω) and ∥u∥ H 1 (Ω) : Multiplying both sides of Eq.(1.1) by u and ∆u, integrating the result over Ω. Since there's no useful method to avoid applying Nirenberg's inequality when the H 1 norm estimate is established, we have to confront some restricted conditions. We cannot help but consider this problem in one or two dimension space, and we have got to choose some condition for the order of polynomials A(u) and B(u), where A(u)'s order satisfies 2p−1 ≤ 4 n +1 and B(u)'s q ≤ 6 n + 1.
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Preliminary
In this part, we used to assume that the linear operator L : X 1 → X in (2.1) is a sectorial operator, which generates an analytic semigroup e tL , and L induces the fractional power operators and fractional order spaces as follows
By the semigroup theory of linear operators, X β ⊂ X α is a compact inclusion for any β > α. For more details on the space H α , see the reference [10] .
Thus, Lemma 2.1 can be equivalently expressed in the following Lemma 3.1. We can find Lemma 3.1 in [13, 14, 15] .
Lemma 3.1. Assume that u(t, φ) = S(t)φ (φ ∈ X, t ≥ 0) is a solution of problem (2.1) and S(t) the semigroup generated by problem (2.1).
Assume further that X α is the fractional order space generated by L and (B1) For some α ≥ 0 there is a bounded set B ⊂ X α , which means for any φ ∈ X α , there exists t φ ≥ 0 such that
Then (2.1) has a global attractor A ⊂ X α which attracts any bounded set of X α in the X α -norm.
We also have the following lemma which can be founded in [13, 14, 15] .
where some δ > 0 and C α > 0 is a constant depending only on α; (C4) The X α -norm can be defined by ∥x∥ Xα = ∥L α x∥ X .
For problem (1.1)-(1.3) , we introduce the following space:
where Ω is a bounded domain in R n (n ≤ 2). We define the linear operators
It is easy to check that L given by (3.2) is a sectorial operator and the tractional power operator (−L) 1/2 is given by
The space H 1/2 is the same as (3.1), and H 1/4 is given by 
Proof of Theorem 3.1
It's well known that the solution u(t, u 0 ) of problem (1.1)-(1.3) can be written as
Using (3.2) and (3.3), we obtain
Based on Lemma 3.1, In order to prove Theorem 3.1, we first prove the following lemma. Proof. It suffices to prove that for any bounded set U ⊂ H α , there exists C > 0 such that
For α = 1 2 , this follows form Theorem 2.1, i.e., for any bounded set U ⊂ H 1/2 , there is a constant C > 0 such that
Thus, we shall prove (3.5) for any α > 1 2 . The lemma will be proved in the following steps.
First, we prove that for any bounded set U ⊂ H α (
Based on the embedding theorems, we derive that
Using (2.35) and the above embedding, we obtain
Hence, we deduce that
where 0 < α < 1.
Thus, (3.7) is proved. Second, we prove that for any bounded set U ⊂ H α (1 ≤ α < 5 4 ), there exists a constant C > 0, such that
Based on the following embedding theorems of fractional order spaces (see Pazy [11] ), we derive that
where 3 4 ≤ α < 1. Then, using (2.35), we obtain 
By using the same method as that in the first step, from (3.12), we derive that
where β = α − 1 4 (0 < β < 1). Thus (3.10) is proved. Third, we prove that for any bounded set U ⊂ H α (
Based on the following embedding theorems of fractional order spaces (see Pazy [11] ), we deduce that
where 1 ≤ α < 5 4 . Then, using (2.35), we obtain where β = α − 1 2 (0 < β < 1). Thus (3.14) is proved. Fourth, we prove that for any bounded set U ⊂ H α ( Based on the following embedding theorems of fractional order spaces (see Pazy [11] where β = α − 3 4 (0 < β < 1). Thus, (3.18) is proved. In the same method as in the proof of (3.18), by iteration we can prove that for any bounded set U ⊂ H α (α ≥ 0) there exists a constant C > 0 such that (3.6) hold, i.e., for all α ≥ 0 the semigroup S(t) generated by problem (1.1)-(1.3) is uniformly compact in H α .
The lemma is proved. □ 
