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Abstract--This paper considers the same problem as studied previously by Cheng which is concerned with 
the optimal determination of TWK-power due-dates and sequencing of n jobs on a single machine. 
A detailed analysis of the cost function used in Cheng's model is presented from which we note that under 
suitable assumptions a very simple way to find the optimal solution is available. An extension ofthe 
original due-date s quencing optimization problem isdiscussed and the necessary and sufficient optimality 
conditions for the extended problem are derived. 
INTRODUCTION 
Due-date determination and scheduling are important operations management decisions ince all 
firms use some sort of due-dates and schedule operations in response to customer demands. The 
problem of optimal due-date assignment and sequencing of operations has received much attention 
in the literature lately. An extensive survey of scheduling research involving the due-date 
determination decision has been presented by Cheng and Gupta [1]. 
In a recent article, Cbeng [2] considers the problem of optimal due-date determination and 
sequencing of n independent jobs on a single machine using the TWK-power due-date assignment 
method. He develops an analytical method to determine the optimal value of the processing 
time multiple k* and the optimal job sequence tr* to minimize a cost function based on the 
mean flowtime and sum of squared deviation of job completion times about their assigned 
due-dates. This paper presents a detailed analysis of the cost function used in Cheng's tudy and 
reports a simpler way to assign the optimal due-dates under certain conditions. An extension of 
the original optimization problem, together with the optimality conditions, are also discussed and 
presented. 
TWK-POWER DUE-DATE ASSIGNMENT METHOD 
Let N={I ,2  . . . . .  n} be n independent jobs with the same ready time r t (i.e. 
rl = r 2 = r3 . . . . .  rn) to be processed on a single machine under the common assumptions listed 
in Baker [3]. Each job i requires tt amount of known and deterministic processing time on the 
machine. The TWK-power due-date assignment method is employed to assign a due-date 
d~ = r~ + kt'p to each job i where k and m are non-negative r al numbers denoting the processing- 
time multiple and processing-time exponent respectively. 
Under the conditions that k > 0 and m I> 1, Cheng presents a proof that the optimal job 
sequence tr* should be in the shortest-processing-time (SPT) order. The total cost function used 
in Cheng's model consists of two notional cost components: (1) mean flowtime, F, representing 
costs incurred from carrying in-process inventories; (2) sum of lateness quare, L 2, denoting costs 
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arising from failure to meet the assigned ue-dates. For any given m/> 1, the objective is to find 
a unique combination of optimal job sequence ** and processing-time multiple k* that jointly 
minimize a total cost function, C(k,~r). That is 
minimize: 
C(k, tr)=F + L 2= ~ C[,l/n + ~ (Ctq-kt~71) 2 (1) 
I <~i<~n l <~i~n 
subject o 
m >/1 (2) 
and 
k > 0, (3) 
where o is an arbitrary sequence of the set of all permutations of the n jobs, It, of which there are 
a total of n !, and the subscript [i] denotes the job in position i of a. 
For a specified ~r, function (1) is basically a non-linear optimization problem subject to two linear 
constraints (2) and (3). Many well-known non-linear search methods, such as the conjugate 
gradient, the steepest descend and the Davidon-Fletcher-Pow¢ll methods, are available in the 
literature, see Luenberger [4], to determine the joint optimal values of k and m that yield the 
minimum value of the cost function. It is noted that under certain circumstances the constraints 
may be inactive and so can be discarded. Solving this constrained non-linear optimization problem 
on a micro-computer quipped with a math-coprocessor may take less than a minute. However, 
taking a close look at the cost function (1), we find that under suitable assumptions the optimization 
problem can even be manually solved in seconds! 
Referring to the objective function (1), we have seen that with deterministic job processing times 
t~, the first term in function (1) is simply a numerical constant, independent of both k and m. As 
a matter of fact, only the job sequence ¢ will change the value of the first term of function (1). 
On the other hand, the second term of the objective function depends on all k, m and ¢, but under 
a certain condition it can be made independent ofk and m, as we will show in the sequel. Evidently, 
if all the squared values of the differences in the second term of function (1) are zero, then the cost 
function consists of the first term, F, only and is thus independent ofboth k and m. Upon expanding 
the second term, L 2, of function (1), we obtain 
L 2 = (t[i] - k t~] )  2 + (t[i] -F 112 ] - k t~] )  2 
m 2 -t- (t[1 ] d- t[2 ] -4- t{3 ] - -  k t~ l )  2 - t - ' "  • -I- (t[t ] -t- t[2 ] d- t[3 ] - t - ' "  • -I- tin] - -  kt[.]). (4) 
It is dear that the sum of the terms before the minus sign inside the ith bracket of equation (4) 
is the flowtime of job [i], while the term after the minus sign is the job's assigned ue-date. It is 
easy to see that should the due-date of each job (in any sequence) be made equal to its 
corresponding flowtime, equation (4) will become zero and the objective function (1) will be 
minimized by processing jobs according to the SPT order. This is so because it is a well-known 
result hat SPT minimizes mean flowtime, F, see Baker [3], Cbeng [5], Conway et al. [6] and Rinnooy 
Kan [7], which is the only term left in the objective function. Thus, the optimal solution is obtained 
simply by letting ~ ffi SPT and assigning dt= C~, without having to first determine the optimal k 
subject o m >I 1. 
PROBLEM EXTENSION 
An extension of the original optimization problem (1) is to consider the processing-time 
exponent, m, as another decision variable, instead of treating it as given, and to determine an 
optimal value for m in conjunction with the optimal k and or. For such an extended version of the 
problem, an interesting observation about equation (4) can be made. It is that the optimal values 
of k and m can be determined by fitting a least-square curve through the individual job flowtimes. 
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To illustrate this point, let us consider the following example. A set of 10 jobs is given with the 
following processing times: 
t~=l,  t2=3, t3=7, t4=10, t5=12, t6=17, t7=21, ts=22, t9=24, h0=30. 
The optimal due-dates obtained by processing the jobs in SPT order and solving the resulting 
optimization problem using a non-linear optimal search algorithm are found to be: 
d* = 0.391, d* = 2.684, d* = 11.851, d* = 22.146, 
d* = 30.486, d6* = 56.138, d* = 81.305, d* = 88.213, 
d* = 102.748, d* = 151.931, 
with 
and 
k* =0.3911 >0, 
m* = 1.7529 > 0 
C(k*, SPT) = 514.285. 
Now if we let each job's flowtime be its assigned ue-date, we obtain another set of results which 
are shown in Table 1. We plot the two sets of results in Fig. 1 to pictorially show the relationship 
between flowtime-based and TWK-power due-dates. Clearly, the closer the TWK-power model 
assigned ue-dates to the job flowtimes, the smaller the missing due-date costs will be. In fact, 
equating due-dates to flowtimes will result in the minimum cost, 
min C(k, a) = Fmin = 54.8, 
oEn, k~O 
corresponding to the minimum mean flowtime resulting from processing jobs in SPT order. 
OPTIMALITY CONDITIONS 
In this section we will derive the necessary and sufficient conditions for optimality of the extended 
problem. The objective function of the extended problem to be minimized is written as: 
C(k, m, ~) = F + L 2 
= Y. ct , l l .  + T, {ct,  " :  - k to l ) . (5) 
I~ i~n l~ i~n 
Taking the first partial derivative of function (5) w.r.t, k and m, respectively, ields 
dC(k ,m,a) /~k  2 ~ 2m = {ktta - Ct~ltc,l} (6) 
I~ i~n 
~C(k, m, a)/dm = 2 ~ {k2t~ In ttq - kCtjlt~l In ttJ. (7) 
l~ i~n 
Table 1. A comparison of TWK-power due-dates and 
flowtime-based due-dates 
I 1 1 0.391 
2 3 4 2.684 
3 7 11 11.851 
4 10 21 22.146 
5 12 33 30.486 
6 17 50 56.138 
7 21 71 81.305 
8 22 93 88.213 
9 24 117 102.748 
10 30 147 151.931 
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Fig. I. TWK-power due-date ( ) vs ttowtime (C]). 
The necessary conditions for optimality of C(k, m, a) are obtained by equating conditions (6) 
and (7) to zero and solving for the optimal processing-time multiple k* and processing-time 
exponent m*. That is 
and 
m* / 2m* OC(k,m, ~)/Ok = 0 =~ k* = ~ Cvltv] ~ tli I (8) 
I<~i<~n I~ i~n 
OC(k,m,a)/Om=O=:.k* ~ ,2"'In =Ii<~,~,Cvltv"~lnt[q • [i] tli ] . (9) 
I<~i<~n 
To find the sufficient optimality conditions, we take the second partial derivatives of C(k, m, a) 
w.r.t, k and w.r.t, m, respectively, to obtain 
2m O2C(k, m, tr)/Ok 2 = 2 ~ tv] > 0 (10) 
l<~i<~n 
and 
O2C(k, m, a)/Om 2 = 2 ~ {2k2t~(ln t[,]) 2 - kCHt'~l(ln tl/]) 2} 
I <<.i<<.n 
2 E {(2 m 22,, = - Cv]/ktvl)k tvl (In tvl)2}. (11) 
I<~i~n 
To ensure the optimality of k* and m* and that the condition (11) > 0 holds true, we must have 
Cvl/kt~] < 1, for all i in N, 
or  
m >ln(Cv]/k)ln tvl , for all i in N. (12) 
Since C(k, m, a) is a continuous function in k and m, we can take the second partial derivative 
of C(k, m, a) w.r.t, k and m and apply the necessary optimality condition (9) to obtain 
O2C(k, m, a )/Ok Om = O2C(k, m, a )/Om Ok 
= 2 ~ {2kt~ In ttiI - Cvlt~lln tt,l} 
I@i@n 
= 2 ~ k t~ ln  tt, 1. (13) 
l ~ i~n 
Using the Cauchy-Schwartz inequality and on the condition that condition (12) is true, one 
can easily show that 
(O2(k, m, a)/dk 2} {O2C(k, m, a)/cgm 2} Ik = k'.,,= =" > {d2C(k ,  rn, a)lOk 0m }21k : , . . , ,  =, , . .  
Thus the sufficiency conditions for k* and m* to be the optimal values that jointly minimize 
function (5) have been established. 
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In conclusion, to find k* and m *, we must find a solution to the simultaneous equations (8) and 
(9). If the m* is seen to satisfy condition (12), together with the fact that both k*/> 0 and m* >/0, 
then following the lemmas of Cheng [2], we can conclude that the optimal solution is (k*, m*) and 
the optimal job sequence a* should be SPT, resulting in the minimum cost, C(k*, m*, tr*). This 
is so because it is easy to show that the SPT optimality result derived in the appendices of Cheng 
[2] is in fact valid for m I> 0 instead of m/> 1. 
We remark that if condition (12) is not met, there is no feasible solutions to the optimization 
problem (5). If such is the case for a given problem, one has to fix the value of m > 0, instead of 
treating it as a decision variable, and solve for k* using the approach discussed in Cheng [2] to 
find the minimum cost, C(k*, a*), where ~* must be in SPT. 
CONCLUSIONS 
We have considered the problem of optimal determination of TWK-power due-dates and 
sequencing of n jobs in a single machine first presented by Cheng. A detailed analysis of the cost 
function used in Cheng's model has been presented and a very simple way to find the optimal 
solution under a special condition has been reported. We have also considered an extended version 
of the due-date sequencing optimization problem in which the processing-time exponent is treated 
as a decision variable. The necessary and sufficient optimality conditions for the extended problem 
and the condition under which feasible optimal solutions can be determined have been derived and 
discussed. 
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