Fisher discriminant analysis (FDA) is a widely used method for classification and dimensionality reduction. When the number of predictor variables greatly exceeds the number of observations, one of the alternatives for conventional FDA is regularized Fisher discriminant analysis (RFDA). In this paper, we present a simple, iterative, sketching-based algorithm for RFDA that comes with provable accuracy guarantees when compared to the conventional approach. Our analysis builds upon two simple structural results that boil down to randomized matrix multiplication, a fundamental and well-understood primitive of randomized linear algebra. We analyze the behavior of RFDA when the ridge leverage and the standard leverage scores are used to select predictor variables and we prove that accurate approximations can be achieved by a sample whose size depends on the effective degrees of freedom of the RFDA problem. Our results yield significant improvements over existing approaches and our empirical evaluations support our theoretical analyses. . 1 If the original data were represented by the matrix A ∈ R n×d , then m is the row-wise mean of A and A = A−1nm T , where 1n is the all-ones vector. As a result of mean-centering, rank(A) ≤ min{n − 1, d − 1}.
Introduction
In multivariate statistics and machine learning, Fisher's linear discriminant analysis (FDA) is a widely used method for classification and dimensionality reduction. The main idea is to project the data onto a lower dimensional space such that the separability of points between the different classes is maximized while the separability of points within the different classes is minimized.
An elegant linear algebraic formulation of FDA was presented in Zhang et al. [27] : let A ∈ R n×d be the centered data matrix whose rows represent n points in R d . We assume that A is centered around m ∈ R d ; here m is the grand mean-vector of the original raw (non-centered) data-points. 1 Suppose there are c disjoint classes with n j observations belonging to the j-th class and c j=1 n j = n. Conventional FDA solves the following generalized eigen-problem:
where A T A ∈ R d×d is the total scatter matrix and A T ΩΩ T A ∈ R d×d is the between scatter matrix.
Here Ω ∈ R n×c is the rescaled class membership matrix, with Ω ij = 1/ √ n j if the i-th row of A (i.e., the i-th data point) is a member of the j-th class; otherwise Ω ij = 0. Finally, X = x 1 x 2 . . . x q ∈ R d×q , where x i is called the ith discriminant direction, and Λ = diag{λ 1 , . . . , λ q }, with q ≤ min{d, c − 1} and λ 1 ≥ λ 2 ≥ · · · ≥ λ q > 0 . If A T A is non-singular, then the pairs (λ i , x i ) for i = 1, . . . , q are the eigen-pairs of the matrix (A T A) −1 A T ΩΩ T A. However, in many applications, such as micro-array analysis [15] , information retrieval [8] , face recognition [12, 28] , etc., the underlying A T A is ill-conditioned as the number of predictors greatly exceeds the number of observations, i.e., d n. This makes the computation of (A T A) −1 A T ΩΩ T A numerically unstable. A popular alternative to FDA that addresses the problem of A T A being ill-conditioned is the regularized Fisher discriminant analysis (RFDA). 2 Regularized Fisher discriminant analysis (RFDA). In RFDA [13, 15] , (A T A) −1 is replaced by (A T A + λI d ) −1 , where λ > 0 is a regularization parameter. In this case, eqn. (1) becomes
where G = (A T A + λI d ) −1 A T Ω = A T (AA T + λI n ) −1 Ω. (The last equality can be easily verified using the SVD of A.) Note that the inverse of A T A + λI d always exists for λ > 0. We define the effective degrees of freedom of RFDA as
Here ρ is the rank of the matrix A and we note that d λ depends on both the value of the regularization parameter λ and the non-zero singular values of A.
Solving the RFDA problem of eqn. (2) . Notice that the solution (X, Λ) to eqn. (2) may not be unique. Indeed, if X is a solution to eqn. (2) , then for any non-singular diagonal matrix D ∈ R q×q , XD is also a solution. Zhang et al. [27] proposed an EVD-based algorithm (see Algorithm 2 in Appendix B) which not only returns X as a solution to eqn. (2) but also guarantees that for any two data points w 1 , w 2 ∈ R d , X satisfies (w 1 − w 2 ) T X 2 = (w 1 − w 2 ) T G 2 (see Theorem 8) . This implies that instead of using the actual solution X, if we project the points using G, then also the distances between the projected points are preserved. Thus, for any distance-based classification method (e.g., k-nearest-neighbors), both X and G would result in the same predictions. Therefore, when solving eqn. (2) it is reasonable to shift our interest from X to G. However, due to the high dimensionality d of the input data, exact computation of G is expensive, taking time O(n 2 d + n 3 + ndc).
Our Contributions
We present a simple, iterative, sketching-based algorithm for the RFDA problem that guarantees highly accurate solutions when compared to conventional approaches. Our analysis builds upon simple structural conditions that boil down to randomized matrix multiplication, a fundamental and well-understood primitive of randomized linear algebra. Our main algorithm (see Algorithm 1) is analyzed in light of the following structural constraint, which constructs a sketching matrix S ∈ R d×s (for an appropriate choice of the sketching dimension s d), such that
Here, V ∈ R d×ρ contains the right singular vectors of A and Σ λ ∈ R ρ×ρ is a diagonal matrix with
Notice that Σ λ 2 F = d λ , which is defined to be the effective degrees of freedom of the RFDA problem (see eqn. (3)). Eqn. (4) can be satisfied by sampling with respect to the ridge leverage scores of [1, 7] or by oblivious sketching matrix constructions for S with column sizes s depending on d λ . Recall that d λ is upper bounded by ρ but could be significantly smaller depending on the distribution of the singular values and the choice of λ. Indeed, it follows that by sampling-and-rescaling O(d λ ln d λ ) predictor variables from the matrix A (using either exact or approximate ridge leverage scores [1, 7] ), we can satisfy the constraint of eqn. (4) and Algorithm 1 returns an estimator G satisfying
Here w ∈ R d is any test data point and VV T (w − m) is the part of w − m that lies within the range of A T (see footnote 1 for the definition of m). We note that the dependency of the error on ε drops exponentially fast as the number of iterations t increases. See Section 2 for constructions of S and Section 1.2 for a comparison of this bound with prior work. Additionally, we complement the bound of eqn. (6) with a second bound subject to a different structural condition, namely
Indeed, assuming that the rank of A is much smaller than min{n, d}, one can use the (exact or approximate) column leverage scores [18, 17] of the matrix A to satisfy the aforementioned constraint by sampling O(ρ ln ρ) columns, in which case S is a sampling-and-rescaling matrix. Perhaps more interestingly, a variety of oblivious sketching matrix constructions for S can also be used to satisfy eqn. (7) (see Section 2 for specific constructions of S). In either case, under this structural condition, the output of Algorithm 1 satisfies
The above guarantee is essentially identical to the guarantee of eqn. (6) and the approximation error decays exponentially fast as the number of iterations t increases. However, this second bound exhibits a worse dependency on the sketching size s. Indeed, eqn. (7) can be satisfied by sampling-and-rescaling O(ρ ln ρ) predictor variables from the matrix A, which could be much larger than the sketch size needed when sampling with respect to the ridge leverage scores.
To the best of our knowledge, our bounds are the first attempt to provide general structural results that guarantee provable, high-quality solutions for the RFDA problem. To summarize, our first structural result (Theorem 1) can be satisfied by sampling with respect ro ridge leverage scores or by the use of oblivious sketching matrices whose size depends on the effective degrees of freedom of the RFDA problem and results in a highly accurate guarantee in terms of "distance distortion" caused by iterative sketching. While ridge leverage scores have been used in a number of applications involving matrix approximation, cost-preserving projections, clustering, etc. [7] , their performance in the context of RFDA has not been analyzed in prior work. Our second structural result (Theorem 2) complements the analysis of Theorem 1 subject to a second structural condition (eqn. (7) ) which can be satisfied by sampling with respect to standard leverage scores using a sketch size that depends on the rank of the centered data matrix.
Prior Work
The work most closely related to ours is [24] , where the authors proposed a fast random-projectionbased algorithm to accelerate RFDA. Their theoretical analysis showed that random projections (and in particular the count-min sketch) preserve the generalization ability of FDA on the original training data. However, for the d n case, the error bound in their work (Theorem 3 of [24] ) depends on the condition number of the centered data matrix A. More precisely, they proved that their method computes a matrix G in time O(nnz(A)) + O(n 2 q + n 3 + ndc), which, for any test data point w ∈ R d , satisfies
with high probability for any ∈ (0, 1]. Here κ is the condition number of A; thus, their randomprojection-based RFDA approach well-approximates the original RFDA problem only when A is well-conditioned (κ small).
Our work was heavily motivated by [27] , where the authors presented a flexible and efficient implementation of RFDA through an EVD-based algorithm. In addition, [27] uncovered a general relationship between RFDA and ridge regression that explains how matrix G has similar properties with the solution matrix W in terms of distance-based classification methods. We also note that using their linear algebraic formulation and the proposed EVD-based framework, [24] presented a fast implementation of FDA. Another line of work that motivated our approach was the framework of leverage score sampling and the relatively recent introduction of ridge leverage scores [1, 7] . Indeed, our Theorems 1 and 2 present structural results that can be satisfied (with high probability) by sampling columns of A with probabilities proportional to (exact or approximate) ridge leverage scores and leverage scores, respectively (see Section 2). To the best of our knowledge, ours are the first results showing a strong accuracy guarantee for RFDA problems when ridge leverage scores are used to sample predictor variables, in one or more iterations.
Under a different context, in a recent paper [5] , we presented an iterative algorithm for ridge regression problems with d n in a sketching-based framework. There, we proved that the output of our proposed algorithm closely approximates the true solution of the ridge regression problem if the columns of the data matrix are sampled with probabilities proportional to the column ridge leverage scores. The number of samples required depends on the effective degrees of freedom of the problem. However, a key advantage of our current work is that the main result (Theorem 2) in [5] holds under assumptions on λ and the singular values of A, whereas our main result here (Theorem 1) is valid for any λ > 0. Furthermore, the transition from regularized regression problems to RFDA is far from trivial.
Among other relevant works, [20] addressed the scalability of FDA by developing a random projection-based FDA algorithm and presented a theoretical analysis of the approximation error involved. However, their framework applies exclusively to the two-stage FDA problem [3, 25] , where the issue of singularity is addressed before the actual FDA stage. Another line of research [19, 23] dealt with the fast implementation of null-space based FDA [4] for d n using random matrices. Nevertheless, their approach is quite different from ours and does not come with provable guarantees. Finally, [26] proposed an iterative approach to address the singularity of A T A, where the underlying data representation model is different from conventional FDA. Although, the running time of their proposed algorithm is empirically lower than the original approach and its classification accuracy is competitive, it does not yield a closed form solution of the discriminant directions.
Notations
We use a, b, . . . to denote vectors and A, B, . . . to denote matrices. For a matrix A, A * i (A i * ) denotes the i-th column (row) of A as a column (row) vector. For a vector a, a 2 denotes its Euclidean norm; for a matrix A, A 2 denotes its spectral norm and A F denotes its Frobenius norm. We refer the reader to [14] for properties of norms that will be quite useful in our work. For a matrix A ∈ R n×d with d ≥ n of rank ρ, its (thin) Singular Value Decomposition (SVD) is the product UΣV T , with U ∈ R n×ρ (the matrix of the left singular vectors), V ∈ R d×ρ (the matrix of the right singular vectors), and Σ ∈ R ρ×ρ a diagonal matrix whose diagonal entries are the non-zero singular values of A arranged in a non-increasing order. Computation of the SVD takes, in this setting, O(n 2 d) time. We will often use σ i to denote the singular values of a matrix implied by context. Additional notation will be introduced as needed.
Iterative Approach
Our main algorithm (Algorithm 1) solves a sketched RFDA problem in each iteration while updating the (rescaled) class membership matrix to account for the information already captured in prior iterations. More precisely, our algorithm iteratively computes a sequence of matrices G (j) ∈ R d×c for j = 1, . . . , t and returns the estimator G = t j=1 G (j) to the original matrix G of eqn. (2) . Our main quality-of-approximation results (Theorems 1 and 2) argue that returning the sum of those intermediate matrices results in highly accurate approximations when compared to the original approach.
Algorithm 1 Iterative RFDA Sketch
Theorem 1 presents our approximation guarantees under the assumption that the sketching matrix S satisfies the constraint of eqn. (4). Theorem 1. Let A ∈ R n×d and G ∈ R d×c be as defined in Section 1. Assume that for some constant 0 < ε < 1 the sketching matrix S ∈ R d×s satisfies eqn. (4) . Then, for any test data point w ∈ R d , the estimator G returned by Algorithm 1 satisfies
Recall that VV T (w − m) is the projection of the vector w − m onto the row space of A.
Similarly, Theorem 2 presents our accuracy guarantees under the assumption that the sketching matrix S satisfies the constraint of eqn. (7) . Theorem 2. Let A ∈ R n×d and G ∈ R d×c be as defined in Section 1. Assume that for some constant 0 < ε < 1 the sketching matrix S ∈ R d×s satisfies eqn. (7) . Then, for any test data point w ∈ R d , the estimator G returned by Algorithm 1 satisfies
Running time of Algorithm 1. First, we need to compute A G (j−1) which takes time O(c·nnz(A)). Then, computing the sketch AS ∈ R n×s takes T (A, S) time which depends on the particular construction of S (see Section 2) . In order to invert the matrix Θ = ASS T A T + λI n , it suffices to compute the SVD of the matrix AS. Notice that given the singular values of AS we can compute the singular values of Θ and also notice that the left and right singular vectors of Θ are the same as the left singular vectors of AS. Interestingly, we do not need to compute Θ −1 : we can store it implicitly by storing its left (and right) singular vectors U Θ and its singular values Σ Θ . Then, we can compute all necessary matrix-vector products using this implicit representation of Θ −1 . Thus, inverting Θ takes O(sn 2 ) time. Updating the matrices L (j) , Y (j) , and G (j) is dominated by the aforementioned running times. Thus, summing over all t iterations, the running time of Algorithm 1 is
which should be compared to the O(n 2 d) time that would be needed by standard RFDA approaches. We note that our algorithm can also be viewed as a preconditioned Richardson iteration with step-size equal to one for solving the linear system (AA T + λI n )F = Ω in F ∈ R n×c with randomized pre-conditioner P −1 = (ASS T A T + λI n ) −1 . However, our objective and analysis are significantly different compared to the conventional preconditioned Richardson iteration. First, our matrix of interest is G = A T F ∈ R d×c , whereas standard convergence analysis of preconditioned Richardson's method is with respect to F. Specifically, in the context of discriminant analysis, for a new observation w ∈ R d , we are interested in understanding whether the output of our algorithm closely approximates the original point in the projected space, i.e., if (w − m) T ( G − G) 2 is sufficiently small. To the best of our knowledge, standard analysis of preconditioned Richardson iteration does not yield a bound for (w − m) T ( G − G) 2 . Second, our analysis is with respect to the Euclidean norm whereas the standard convergence analysis of preconditioned Richardson iteration is in terms of the energy-norm of (AA T + λI n ), as the matrix P −1 (AA T + λI n ) is not symmetric positive definite.
We conclude the section by noting that our proof would also work when different sampling matrices S j (for j = 1, . . . , t) are used in each iteration, as long as they satisfy the constraints of eqns. (4) or (7) . As a matter of fact, the sketching matrices S j do not even need to have the same number of columns. See Section 5 for an interesting open problem in this setting.
Satisfying structural conditions (4) and (7) . The conditions of eqns. (4) and (7) essentially boil down to randomized, approximate matrix multiplication [9, 10] , a task that has received much attention in the randomized linear algebra community. We discuss general sketching-based approaches here and defer the discussion of sampling-based approaches and the corresponding results to Appendix E. A particularly useful result for our purposes appeared in Cohen et al. [6] . Under our notation, [6] proved that for Z ∈ R d×n and for a (suitably constructed) sketching matrix S ∈ R d×s , with probability at least 1 − δ,
The above bound holds for a very broad family of constructions for the sketching matrix S (see [6] for details). In particular, [6] demonstrated a construction for S with s = O(r/ε 2 ) columns such that, for any n × d matrix A, the product AS can be computed in time O(nnz(A)) +Õ((r 3 + r 2 n)/ε γ ) for some constant γ. Thus, starting with eqn. (7) and using this particular construction for S, let Z = VΣ λ and note that VΣ λ 2 F = d λ and VΣ λ 2 ≤ 1. Setting r = d λ , eqn. (10) implies that
In this case, the running time needed to compute the sketch equals T (A, S) = O(nnz(A)) + O(d 2 λ n/ε γ ). The running time of the overall algorithm follows from eqn. (9) and our choices for s and r:
The failure probability (hidden in the polylogarithmic terms) can be easily controlled using a union bound. Finally, a simple change of variables (using ε/4 instead of ε) suffices to satisfy the structural condition of eqn. (4) without changing the above running time.
Similarly, starting with eqn. (7), let Z = V and note that V 2 F = ρ and V 2 = 1. Setting r = ρ, eqn. (10) implies that V T SS T V − I ρ 2 ≤ 2ε. In this case, the running time of the sketch computation is equal to T (A, S) = O(nnz(A)) + O(ρ 2 n/ε γ ). The running time of the overall algorithm follows from eqn. (9) and our choices for s and r:
Again, a simple change of variables suffices to satisfy eqn. (7) without changing the running time.
We note that the above running times can be slightly improved if s is smaller than n, since s depends only on the effective degrees of freedom (d λ ) of the problem (or, on the rank ρ of the data matrix A). In this case, the SVD of AS can be computed in O(ns 2 ) time, and the running time of our algorithm is given by
Sketching the Proof of Theorem 1
Due to space considerations, most of our proofs have been delegated to the Appendix. However, to provide a flavor of the mathematical derivations underlying our contributions, we will present an outline of the proof of Theorem 1.
Using the quantities defined in Algorithm 1, let
Note that G = G (1) . We remind the reader that U ∈ R n×ρ , V ∈ R d×ρ and Σ ∈ R ρ×ρ are, respectively, the matrices of the left singular vectors, right singular vectors and singular values of A. We will make extensive use of the matrix Σ λ defined in eqn. (5) . The following result provides an alternative expression for G (j) which is easier to work with (see Appendix C for the proof).
Lemma 3. For j = 1, . . . , t, let L (j) be the intermediate matrices in Algorithm 1 and G (j) be the matrix defined in eqn. (11) . Then for any j = 1, . . . , t, G (j) can also be expressed as
Our next result (see Appendix C for a detailed proof) provides a bound which later on plays a very important role in showing that the underlying error decays exponentially as the number of iterations in Algorithm 1 increases. We state the lemma and briefly outline its proof. Lemma 4. For j = 1, . . . , t, let L (j) be as defined in Algorithm 1 and let G (j) be defined as in eqn. (11) . Further, let S ∈ R d×s be the sketching matrix and let
Proof sketch. Applying Lemma 3 and using the SVD of A and the fact that E 2 < 1, we first express the intermediate matrices G (j) of Algorithm 1 in terms of the matrices G (j) of eqn. (11) as
where
In the above, we used the triangle inequality, submultiplicativity of the spectral norm, and the fact that ε ≤ 1. Next, we plug-in eqn. (14) and apply submultiplicativity to conclude
where the last inequality follows from eqn. (15) and the fact that Σ λ 2 ≤ 1.
The next lemma (see Appendix C for its proof) presents a structural result for the matrix G.
Lemma 5. Let G (j) , j = 1, . . . , t be the sequence of matrices introduced in Algorithm 1 and let G (t) ∈ R d be defined as in eqn. (11) . Then, the matrix G in eqn.
(2) can be expressed as
Repeated application of Lemmas 5 and 4 yields:
The next bound (see Appendix C for its detailed proof) provides a critical inequality that can be used recursively in order to establish Theorem 1.
Lemma 6.
Let L (j) , j = 1, . . . , t be the matrices defined in Algorithm 1. For any j = 1, . . . , t − 1, if eqn. (4) is satisfied, i.e., E 2 ≤ ε 2 , then
Proof sketch. From Algorithm 1, we have that for j = 1, . . . , t − 1,
Applying the SVD of A it can be shown (see Appendix C for details) that
where Q = ∞ =1 (−1) E . Combining eqns. (19) and (20), we get
Finally, applying eqn. (21), we obtain
where the third equality holds since
The last two inequalities follow from sub-multiplicativity and the fact that Q 2 ≤ ε (from eqn. (15)).
Proof of Theorem 1. Applying Lemma 6 iteratively, we get
Notice that L (1) = Ω by definition. Also, Ω T Ω = I c and thus Ω 2 = 1. Furthermore, we know that U T 2 = 1 and Σ λ Σ −1 2 = max 1≤i≤ρ (σ 2 i + λ) − 1 2 . Thus, sub-multiplicativity yields
where the last inequality holds since (
Finally, combining eqns. (17) , (22) and (23), we get
which concludes the proof.
Empirical Evaluation
We perform experiments on two real-world datasets: ORL In our experiments, we construct the sampling-and-rescaling matrix S (see Algorithm 3 of Appendix E for details) with three different choices of sampling probabilities: (i) uniformly at random, (ii) proportional to column leverage scores, or (iii) proportional to column ridge leverage scores. For each sampling method, we run Algorithm 1 for 50 iterations with a variety of sketch sizes, and measure the relative approximation error G − G F / G F , where G is computed exactly. We also randomly divide each dataset into a training set with 60% examples and a test set of 40% examples (stratified by label), and measure the classification accuracy on the test set with G estimated from the training set. We repeat 10 trials and report the means and standard errors of the obtained accuracies. Figure 1 shows the experiment results. The first column plots the relative approximation error (for a fixed sketch size) as the iterative algorithm progresses; the second column plots the relative approximation error with respect to varying sketch sizes; and the third column plots the test classification accuracy obtained using the estimated G = t j=1 G (j) after t = 1, . . . , 10 iterations. For both leverage score and ridge leverage score sampling, we observe that the relative approximation error decays exponentially as our iterative algorithm progresses. 3 In the last column of Figure 1 , we keep the design matrix unchanged (n remains fixed) while varying the regularization parameter λ, and plot the relative approximation error against the effective degrees of freedom d λ of the RFDA problem. Observe that the relative approximation error decreases exponentially as d λ decreases; thus, the sketch size or number of iterations necessary to achieve a certain approximation precision also decreases with d λ , even though n remains fixed. Relative approximation error Effective degrees of freedom 
Conclusion and Open Problems
We have presented simple structural results to analyze an iterative, sketching-based RFDA algorithm that guarantees highly accurate solutions when compared to conventional approaches. An obvious open problem is to either improve on the sample size requirement of our sketching matrix or present matching lower bounds to show that our bounds are tight. A second open problem would be to explore similar approaches for other versions of regularized FDA that use, say, the pseudo-inverse of the centered data matrix (see footnote 2). Finally, an exciting open problem would be to investigate whether the use of different sampling matrices in each iteration of Algorithm 1 (i.e., introducing new "randomness" in each iteration) could lead to provably improved bounds for our main theorems. We conjecture that this is indeed the case, and we present further experiment results in Appendix F which support our conjecture. In particular, the results show that using a newly sampled sketching matrix at every iteration enables faster convergence as the iterations progress, and also reduces the minimum sketch size necessary for Algorithm 1 to converge. 
Appendix A Preliminary results and full SVD representation
We start by reviewing a result regarding the convergence of a matrix von Neumann series for (I − P) −1 . This will be an important tool in our analysis.
Proposition 7.
Let P be any square matrix with P 2 < 1. Then (I − P) −1 exists and
Full SVD representation. The full SVD representation of A is given by
Here, U ⊥ and V ⊥ comprise of the last n − ρ and d − ρ columns of U f and V f , respectively. 
Appendix B EVD-based algorithms for FDA
Theorem 8 indicates that if we use any distance-based classification method such as k-nearest neighbors, both X and G shares the same property. Thus, we may shift our interest from X to G.
Proof of Lemma 3. Using the full SVD representation of A we have
which completes the proof.
Detailed proof of Lemma 4. First, using SVD of A, we express G (j) in terms of G (j) .
Eqn. (26) used the fact that Σ λ V T SS T VΣ λ = Σ 2 λ + E. Eqn. (27) follows from the fact that
for any i = 1 . . . ρ. Thus, we have Σ 2 λ + λΣ λ Σ −2 Σ λ = I ρ . Since E 2 < 1, Proposition 7 implies that (I ρ + E) −1 exists and
Thus, eqn. (27) can further be expressed as
where the last line follows from Lemma 3. Further, we have
where we used the triangle inequality, the sub-multiplicativity of the spectral norm, and the fact that ε ≤ 1. Next, we combine eqns. (28) and (29) to get
Proof of Lemma 5. We prove the lemma using induction on t. Note that L (1) = Ω. So, for t = 1, eqn. (11) boils down to
For t = 2, we get
= G − G (1) . Now, suppose eqn. (16) is also true for t = p, i.e.,
Then, for t = p + 1, we can express G (t) as
where the second equality in the last line follows from eqn. (31). By the induction principle, we have proven eqn. (16) .
Remark 9. Using Lemma 5 and Lemma 4 consecutively, we have
The next bound provides a critical inequality that can be used recursively to establish Theorem 1.
Detailed proof of Lemma 6. From Algorithm 1, we have for j = 1 . . . t − 1
Now, starting with the full SVD of A, we get
Here, eqn. (35) holds because Σ λ V T SS T VΣ λ = Σ 2 λ + E and the fact that Σ 2 λ + λΣ λ Σ −2 Σ λ ∈ R n×n is a diagonal matrix whose ith diagonal element satisfies
Eqn. (36) holds as (Σ 2 + λI ρ )Σ −1 Σ 2 λ Σ −1 = I ρ . Further, using the fact that U f U T f = I n , we rewrite eqn. (37) as
Thus, combining eqns. (33) and (38)
Finally, using eqn. (39)
where the third equality holds as Σ λ Σ −1 (Σ 2 + λI ρ )Σ −1 Σ λ = I ρ and the last two steps follow from sub-multiplicativity and eqn. (29) respectively. This concludes the proof.
Now, from eqn (40), we apply sub-multiplicativity to obtain
where we used the facts that U T 2 = 1, Ω T Ω = I c , and Ω 2 = 1. Finally, combining eqns. (32), (40) and (41), we conclude
where eqn. (47) follows eqn. (43). Further, using eqn. (46), we have
where we used the triangle inequality, sub-multiplicativity of the spectral norm, and the fact that ε ≤ 1. Next, we combine eqns. (47) and (48) to get
where the first inequality follows from sub-multiplicativity and the second last equality holds due to the unitary invariance of the spectral norm. This concludes the proof.
Remark 11. Repeated application of Lemma 5 and Lemma 10 yields:
The next bound provides a critical inequality that can be used recursively in order to establish Theorem 2.
t, be the matrices of Algorithm 1 and R is as defined in Lemma 3. For any
Proof. From Algorithm 1, we have for j = 1 . . . t − 1
Now, rewriting eqn. (34), we have
Here, eqn. (53) holds because (I ρ + E + λΣ −2 ) is invertible since it is a positive definite matrix. In addition, using the fact that R = (I ρ + λΣ −2 ), we rewrite eqn. (53) as
The second and third equalities follow from Proposition 7 (using eqn. (46)) and the fact that R −1 exists. Further, Q is as defined as in Lemma 10. Moreover, the second last equality holds as
Thus, combining, eqns. (52) and (55), we have
Finally, from eqn. (56), we obtain
where we used sub-multiplicativity and the facts that U T 2 = 1, Ω T Ω = I c , and Ω 2 = 1. The last step in eqn. (59) holds since for all i = 1 . . . ρ,
Finally, combining eqns. (50), (58) and (59), we obtain
Appendix E Sampling-based approaches
We now discuss how to satisfy the conditions of eqns. (4) or (7) by sampling, i.e., selecting a small number of features. Finally, the next result appeared in [5] as Theorem 3 and is a strengthening of Theorem 4.2 of [16] , since the sampling complexity s is improved to depend only on Z 2 F instead of the stable rank of Z when Z 2 ≤ 1. We also note that Lemma 13 is implicit in [7] . Lemma 13. Let Z ∈ R d×n with Z 2 ≤ 1 and let S be constructed by Algorithm 3 with
then, with probability at least 1 − δ,
Applying Lemma 13 with Z = VΣ λ , we can satisfy the condition of eqn. (4) using the sampling probabilities p i = (VΣ λ ) i * 2 2 /d λ (recall that VΣ λ 2 F = d λ and VΣ λ 2 ≤ 1). It is easy to see that these probabilities are exactly proportional to the column ridge leverage scores of the design matrix A. Setting s = O(ε −2 d λ ln d λ ) suffices to satisfy the condition of eqn. (4) . We note that approximate ridge leverage scores also suffice and that their computation can be done efficiently without computing V [7] . Finally, applying Lemma 13 with Z = V we can satisfy the condition of eqn. (7) by simply using the sampling probabilities p i = V i * 2 2 /ρ (recall that V 2 F = ρ and V 2 = 1), which correspond to the column leverage scores of the design matrix A. Setting s = O(ε −2 ρ ln ρ) suffices to satisfy the condition of eqn. (7) . We note that approximate leverage scores also suffice and that their computation can be done efficiently without computing V [11] .
Appendix F Additional experimental results
As noted in Section 5, we conjecture that using different sampling matrices in each iteration of Algorithm 1 (i.e., introducing new "randomness" in each iteration) could lead to improved bounds for our main theorems. We evaluate this conjecture empirically by comparing the performance of Algorithm 1 using either a single sampling-and-rescaling matrix S (the setup in the main paper) or drawing (independently) a new sampling-and-rescaling matrix at every iteration j. Figures 2 and 3 show the relative approximation error vs. number of iterations on the ORL and PEMS datasets for increasing sketch sizes. Figure 4 plots the relative approximation error vs. sketch size after 10 iterations of Algorithm 1 were run. We observe that using a newly sampled sketching matrix at every iteration enables faster convergence as the iterations progress, and also reduces the minimum sketch size s necessary for Algorithm 1 to converge. Also note that the minimum sketch size requirement is smaller when ridge leverage scores are used to construct S as compared to leverage score sampling probabilities; this confirms our discussion in Section E: for ridge leverage score sampling, setting s = O(ε −2 d λ ln d λ ) suffices to satisfy the structural condition of eqn. (4), while for leverage scores, setting s = O(ε −2 ρ ln ρ) suffices to satisfy the structural condition of eqn. (7) (recall that ρ can be substantially larger than the effective degrees of freedom d λ ). 
