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Abstract 
In this work the results of highly correlated ab initio calculations on the low-
lying states of propyne, furan, and the copper dimer are reported. The excitation 
energies obtained are used to interpret the electronic spectra of these molecules. 
The electronic spectra of propyne and furan have been studied using multi-
reference configuration interaction techniques. For both molecules the calculations 
comprise the low-lying valence and s, p, and d Rydberg states, all calculations be-
ing performed at the SCF optimised geometry. A variety of basis sets were used; 
the inclusion of diffuse polarisation functions in the basis set is found to improve 
the description of the excitation processes. In contrast, the use of polarisation 
functions optimised for the molecular ground state has negligible effect. The elec-
tronic spectrum of propyne is interpreted on the basis of these results to be similar 
to that of acetylene. The computed excitation energies for the valence states of 
furan differ drastically from earlier theoretical results. The present results are 
compared to new experimental data and found to give a consistent picture for the 
low-lying states. 
The configuration interaction procedure was also utilised to determine the ex-
citation energies of the ungerade states of Cu 2 arising from the 2 S+2D asymptote. 
Much of the work took the form of a preliminary investigation to investigate the 
feasibility of the technique and applicability of a variety of basis sets. The calcula-
tions were performed at 2.20A, arbitrarily, chosen to be close to the experimental 
equilibrium geometry. The inclusion of f-functions was found to be important 
in describing excitations involving states with different numbers of d electrons. 
Large reorganisation effects are found to accompany these excitations, which are 
not adequately described at the CISD level. Results are obtained which are in rea-
sonable agreement with experiment and an interpretation is offered which states 
consistent with experimental data. The presence of a low-lying ion-pair state, with 
small amounts of valence character is confirmed. 
The methods used 'were MRD-CI and Direct-CI, both within GAMESS-UK. 
Most of the work was performed on the Cray XMP28 and Convex 3840 machines 
at ULCC. 
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Chapter 1 
Introduction 
Quantum mechanical ab initio calculations on small molecules are widely used as 
an instrument in the study of problems in many fields of chemistry and physics. 
Most of these studies have dealt with ground state phenomena, eg structural prop-
erties of compounds, etc..., where a great deal of success has been obtained. A 
smaller body of literature exists for excited states, performed largely in connection 
with molecular spectroscopy, ionisation potentials, energy transfer, and reaction 
pathways via transition states. 
With the advent of techniques which can be accurately applied to numerous 
systems these calculations have become complementary to the experimental work, 
aiding the interpretation of results which would otherwise be impossible. Ulti-
mately another form of spectroscopy will be produced, one that is unhindered by 
selection rules and the stability of the system being studied. 
This chapter contains a discussion on the basic techniques used in the field of 
quantum chemistry; including the Hartree-Fock model of a many electron systems, 
and the incorrect treatment of the interactions between electrons that are inherent 
in this model. Some of the more common methods for the overcoming the problem 
are discussed. 
1 
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1.1 The Schrödinger wave equation 
Non-relativistic approaches based upon the Schrödinger wave equation [1] have 
provided the basic theoretical framework for the treatment of atoms and molecules. 
As the stationary states of conservative systems are of interest, the time-independe 
nt form is used. For a system containing n electrons and N nuclei in the absence 
of any external fields: 
( N 2 n 	nNZ 	n 	NZZ 
2M 	
A BW(rR)=EW(rR) 
1 	A 	A iA A 	'3 A>B AB I 
(1.1) 
in atomic units. The first two bracketed terms are the nuclear and electronic 
kinetic energies, the third term is the electron-nuclear coulombic attraction, the 
fourth and fifth terms are the electron-electron and nuclear-nuclear repulsions 
respectively. The Schr3dinger wave equation is often schematically simplified by 
gathering together the bracketed terms as Ĥ , the Hamiltonian operator. 
Non-relativistic quantum theory does not include any requirement that the 
particles have spin, this has to be introduced as a separate, but complementary, 
postulate. Electrons as spin 1 particles are fermions and therefore obey Fermi 
statistics. This exhibits itself in the requirement that the wavefunction be anti-
symmetric with respect to the interchange of any two indistinguishable particles 
and in the Pauli exclusion principle wherein no particles with the same quantum 
numbers may share the same point in coordinate space. As the non-relativistic 
Hamiltonian is independent of the spin of the particles it commutes with the spin 
operators S 2 and S. 
The 3(N+n) degrees of freedom of the SchrMinger wave equation, and therefore 
the complexity of the problem, can be greatly reduced by the use of the Born-
Oppenheimer approximation [2]. Due to the disparity in the masses of the electrons 
and nuclei, the electronic motion can accommodate almost instantaneously any 
change in the position of the nuclei; therefore the electrons experience the nuclei 
as being fixed force centers. This is valid if there is no coupling between the 
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electronic states induced by nuclear motion, and if no states are degenerate or near 
degenerate with the state of interest. The overall wavefunction can be separated 
into electronic W and nuclear T,, terms: 
W(r,R) = 'T! e (r,R)W n (R) 
	
(1.2) 
where {r} defines the electronic coordinates, {R} the nuclear coordinates and W 
obeys the electronic Schrödinger equation: 
He W e  = Ee(R)W e 	 (1.3) 
The nuclear kinetic energy term is small compared to the other terms and can 
be neglected when considering the electronic wavefunction, whilst the nuclear re-
pulsion energy term is completely defined by the nuclear geometry. Therefore the 
electronic Hamiltonian is given by: 
1
(1.4) He 	V1 	
iA rIA i>j 
S3 
or as the sum of one- and two- electron terms: 
lle —h(i)+r;'  
The total energy for the system at a particular geometry, E(R), is then given by 
the sum of the nuclear repulsion energy and the electronic energy, Ee. 
The nuclear Schr6dinger equation is given by: 
HT(R) = E(R)W(R) 
	
(1.6) 
where the nuclei are considered as moving in the averaged potential of the electrons 
acting through the nuclear Hamiltonian: 
NV 2 
H=— 	A + +Ee(R) 	 (1.7) 
A 2MA A>B rAB 
The nuclear wavefunction W, describes the vibrational, rotational and transla- 
tional motion of the system. The idea of a potential energy surface comes from 
the solution of the electronic problem, giving E(R), for all nuclear configurations. 
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In practice the Born-Oppenheimer approximation is found to be excellent. 
Only in the most accurate calculations for molecules containing light atoms are 
the errors that arise from its use significant. 
The relativistic contribution to the energy is proportional to Z 4 c 2 , this term 
is large even for relatively light nuclei, however it has been noted [3] that for light 
atoms the relativistic portion of the energy is virtually independent of the num-
ber of valence electrons and that most of the relativistic energy is associated with 
the core electrons. As many molecular properties are largely determined by the 
valence electrons, the relativistic effect can be expected to be of little importance; 
indeed perturbation treatments can be used to approximate relativistic effects such 
as spin-orbit coupling. Thus the relativistic calculation for the binding energy of 
Li 2 is lower than the non-relativistic result by 0.04 eV [4]. However, this approxi-
mation does not hold for heavier nuclei (~! 70a.rn.u.) where the valence region is 
significantly affected. Electrons occupying penetrating valence orbitals, those of 
low angular momentum, are substantially stabilised by the relativistic effect due to 
the fact that they spend a significant amount of time near the heavy nucleus and 
attain a velocity appreciable compared to the speed of light; here a full relativistic 
treatment is required [4, 5]. 
The non-relativistic Schrödinger equation can only be solved exactly for the 
simplest of systems such as H, for more complicated systems approximate solu-
tions are employed to obtain We. 
1.2 Hartree-Fock Approximation 
If the particles in a many-body system are considered as being independent, i.e. 
not depending on the instantaneous position of the other interacting bodies, the 
solution of the Schrödinger equation is greatly simplified. For atomic and molec-
ular systems, by analogy with the solution for hydrogen, the concept of orbitals 
[6-8] is introduced. The most common independent electron model used in quan-
tum chemistry is the Hartree-Fock approximation, where it is assumed that each 
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electron moves under the influence of the average field of the other electrons. This 
average field is the Hartree-Fock potential v 1IF . This reduces the many body 
Hamiltonian to a collection of (effective) one-electron terms, individually referred 
to as Fock operators: 
2 	+ uHF(i) 	 (1.8) 
f(i) = h(i) + V HF(i)  
The wavefunction is then taken as the product of n one-electron functions, 0 , with 
fermion symmetry enforced upon them. The simplest form that the wavefunction 
can take is a single Slater determinant: 
IW) = 1 7 
01( 1 ) 	b2 (1)... 0(1) 
0(2) 02(2). 0(2) 
i(fl) 02 (n)... 	b(n) 
(1.10) 
or alternatively: 
We) = 101(1)02(2) . 	b(j) . . . 	 (1.11) 
where each of the one-electron functions, or spin-orbitals, is composed of spatial 
and spin parts: 
	
b,(x) 	
{ çl j (rj )c(w) 	
(1.12) 
The Slater determinant formed from the n lowest orbitais is the Hartree Fock 
ground state, which is the best variational approximation to (and hence an upper 
bound to the energy of) the ground state of the system, in the single determinant 
form. The electronic energy is given by the expectation value of the Hamiltonian 
operator for the determinant: 
E = (W e IftIW e ) 






= J dx i (x i )h(rj )1(x 1 ) 	 ( 1.14) 
and 
(iiIIkl) = ( iilkl) - (iillk) 	 (1.15) 
(iilkl) = J dxldx2(xl)(x2)r 21 &k(xl)'l(x2) 	(1.16) 
As the electrons are indistinguishable any labels may have been used; by conven-
tion the equations are expressed in terms of electrons 1 and 2. The total energy 
cannot be identified with the expectation value of a single determinant in the case 
of degenerate wavefunctions. 
Each of the spin-orbitals {/'} is an eigenfunction of the Hartree-Fock pseudo-
eigenvalue equation with orbital energies {}. This is equivalent to the optimisa-
tion of the electronic energy with respect to variations in the orbitals under the 




h(i) + 	fdx2kb(2)I2rj1 - 	 = 	(1.18) 
where the second and third terms within the brackets are the coulomb, J,, and 
exchange, k, operators respectively. The coulomb operator can be envisaged as 
the coulombic potential of an electron with density distribution li 2 acting upon 
another electron. The exchange operator has no such classical analogue. 
The Slater determinant obeys the Pauli exclusion principle correlating the mo-
tions of electrons with the same spin through the exchange integral. Thus when 
the number of c and ,t3 electrons differ, the spatial components of the spin-orbitals 
cannot be expected to be the same for electrons of different spin, even if the 
quantum numbers, barring spin, are shared. lithe spatial terms are considered 
to be the identical for paired electrons we have Restricted Hartree-Fock (RHF) 
for a closed shell system and Restricted Open-shell Hartree-Fock (ROHF) for a 
system with unpaired electrons; if the spatial term is allowed to differ we have the 
Unrestricted Hartree-Fock (UHF) single determinant. 
Chapter 1. Introduction 
	
7 
The Hartree-Fock equations can be solved numerically for atoms and small 
diatomic molecules; for larger systems some form of algebraic approximation is 
required. This usually takes the form of expanding each of the molecular orbitals 
as a linear combination of a one particle basis: 
Oi= 	 (1.19) 
The x are usually referred to as atomic orbitals and the C, as molecular orbital 
coefficients. This is commonly known as the linear combination of atomic orbitals 
(LCAO) method. 
1.2.1 The Restricted Hartree-Fock Method 
For many molecules the ground state near the equilibrium geometry is well de-
scribed by the closed shell model. This is the justification of the RHF technique 
due to Roothaan [9]. The energy is minimised with respect to variation of the 
molecular orbital coefficients, subject to the constraint that the resulting molecu-
lar orbitals remain orthogonal. This leads to the Hartree-Fock-Roothaan system 





where S and F are the overlap and Fock matrices in the atomic orbital basis: 
= (xIx), 	= (xIJIx) 	 (1.21) 
where f is an effective one electron Hamiltonian. In the closed shell case, where 
the spin terms have been integrated out: 
n 
1(n) = h(n 1 ) +E [2Ja (ri) - Ka (Ti)] 	 (1.22) 
The system of equations is solved iteratively until self consistency is obtained. 
The energy of an occupied orbital is given by 
Ea = (aihia) + : (abllab) 	 (1.23) 
b 
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which is also by Koopmans' theorem, the ionisation potential of the orbital. 
The total energy is then given by: 
22 	 N 
	
E = 2 (aIhIa) + (al [2Jb(rl) - kb(rl)] a) + 	
ZAZB 
(1.24) 
a 	 & 	 A>BTAB 
where the sum runs over occupied orbitals. 
The general expression for the energy of a system containing any number of 
open shells is given by: 
E = 	w1 h 1 + E (ceij - 	 ( 1.25) 
ij 
where the state parameters {w}, {c} and {8,} are related to the occupations 
of the orbitals i, j and upon the spins of the unpaired electrons. Orbitals within 
• shell have the same state parameters. For closed shell and high spin open-shell 
• single determinant can be used to describe the wavefunction (c 1, = 1), eg for a 
closed shell wavefunction w i = 2 1  aij = 2 and 3j, = 1 for i,j doubly occupied, and 
for the open-shell high spin wavefunction: 
w=(2 i)cii=(2 	
) 
 and 8ii=(' 	
•) 	
(1.26) 
If the total energy can be divided into the contributions from the different 
terms, then the use of a restricted wavefunction is valid. Using the method of La-
grangian multipliers {}, under the condition that the molecular orbitals remain 
orthogonal, a series of equations is obtained with different Fock operators for each 
of the shells: 
pi I_,i = 	 ( 1.27) 
1 
= wih+ 	- 	 ( 1.28) 
Unlike the closed shell Hartree-Fock theory, it is not possible to use the invari- 
ance of the total wavefunction under a unitary transformation, to eliminate the 
off-diagonal Lagrangian multipliers that are between orbitals in different shells. 
Ignoring these terms leads to the orbitals in different shells not being orthogonal. 
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The basis of the two operator method [10] is that the equations for the open 
and closed shells are solved separately. Thus 
FCç = 	 ( 1.29) 
F00 = e0 q 0 	 (1.30) 
where 




The orthogonality can be obtained using projection operators. 
It was shown by Roothaan [10] that a single pseudo-eigenvalue equations can be 
obtained by defining certain coupling operators. There is a considerable literature 
on the formulation of eigenvalue equations which embody the conditions for a 
stationary expectation value of the energy [11]. The eigenvectors obtained in the 
solution of the ROTTIF equations are also eigenvectors of the spin operator . 
Linear combinations of restricted solutions can be taken to obtain eigenvectors of 
2• The eigenvalues obtained cannot, however be related to the orbital energies. 
Although successful for many systems near equilibrium, the constraint that 
the spatial orbitals be the same for paired electrons leads to an increasingly poor 
description away from equilibrium; this is particularly obvious for H 2 which when 
treated with a restricted wavefunction is found to incorrectly dissociate to H++H. 
The unrestricted wavefunction, however, leads to the correct dissociation products 
for singly bonded systems, for H 2 one of the electrons is localised on each of the 
hydrogen atoms. 
1.2.2 The Unrestricted Hartree-Fock Method 
The Unrestricted Hartree-Fock method is the simplest theoretical method which 
is able to describe open-shell systems, and systems with broken or partially bro- 
ken bonds. In UHF the electrons of a and /3 spin are described by different sets 
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of orthonormal spatial orbitals {q} and {} which themselves need not be or-
thogonal. The condition that the energy is stationary leads to coupled eigenvalue 
problems for the unrestricted orbitals of the form: 
J'i 	=eaIq5 ) 	 (1.33) 
Oa3) = 6aJ) 	 (1.34) 
where 	
a 
jaha+(JcJ<..cx)+J/3 	 (1.35) 
The eigenvalues are the orbital energies of the various spatial orbitals. The total 
unrestricted electronic energy is then given by: 
NaNO 	1 01 16 	 of 
a 	a 	a b 	 a b 
	 (1.36) 
Introducing a basis set and expanding the unrestricted molecular orbitals 
yields: 
= 	 (1.37) 
and 
JAS JA 	 (1.38) 
This leads to the Pople-Nesbet equations for an unrestricted wavefunction [12]: 
Faca = 	 ( 1.39) 
and 
F'3 C 3 = Sc 3 e 	 (1.40) 
where F, = (X jfaI X ), similarly for Fe,. These equations can be solved for the 
coefficients c, 4 in an equivalent manner to the RHF equations. At any iterative 
step the two matrix eigenvalue problems can be solved independently since the 
coupling is incorporated into the formation of the Fock matrices. However, a self 
consistent solution for the c equations cannot be obtained without simultaneously 
obtaining a solution for the 3 set. The solution of the Pople-Nesbet equations 
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yields the form of the two sets of molecular orbitals from which the energy of the 
system can be evaluated through (1.36). The molecular orbital energies obtained 
follow Koopmans' theorem. 
When iV' 	NO there will always exist a unrestricted solution which is lower in 
energy than the corresponding restricted solution. When N = NO there are two 
possible independent solutions of the Pople-Nesbet equations. The solution may 
be the same as the restricted solution to the Hartree-Fock Roothaan equations 
or there exists the possibility of a lower energy solution for which the electron 
densities of the a and 0 electrons are different. The second solution is important 
in the description of dissociation, since at large internuclear separations a degree 
of localisation of electrons of different spin is possible. In many cases the UHF 
potential minimum is found not to correspond to the RHF minimum [3]. 
Except in special cases, the unrestricted solutions are not eigenfunctions of 
S2  since there is contamination by spin states of higher multiplicity [13]. The 
expectation value of S 2 for an unrestricted wavefunctions is given by [14]: 
NN 
=(S2 )E:raci + NO - 	 (1.41) 
ii 
where it has been assumed that N > NO and where: 
2 	 S(S+i) (Na_N'3\INa_N'3 
Eract 	2 	- 	2 	 2 
and 	= ( qJq1 ,). For systems with a high degree of spin contamination the 
results may be suspect, especially when the unrestricted wavefunction is used as 
the basis for a correlated method, however for many open-shell systems at equilib-
rium there are no low-lying high-spin states and so the ground state has negligible 
contamination. Many techniques exist to remove the spin contamination and ob-
tain pure spin states; these fall into two main categories. Those that operate spin 
projectors, or annihilators, upon the unrestricted wavefunction, such as Projected 
UHF (PUHF)[15] and Extended Hartree-Fock (EHF) [16], and those that act di-
rectly on the density matrices, such as the Spin constrained UHF (SUHF) [17]. 
The application of a spin projector introduces some multi-determinant character 
to the solution, removing one of the great advantages of the UHF method, the 
simplicity of the resulting wavefunction. 
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1.2.3 Basis sets 
By virtue of being variational, the energy calculated by the LCAO procedure will 
decrease as the number of basis functions increases. As the basis set approaches 
completeness the SCF energy will converge toward that which would be obtained 
from a numerical calculation, the Hariree-Fock limit. The choice of basis set is 
important, often the largest error in a calculation is due to truncation in the one-
particle basis. There is considerable freedom in the choice of basis function, any 
set of functions which form a complete set may be used. In reality the choice of 
functional form is governed by the rate of convergence of the orbitals when pa-
rameterised in terms of a particular basis set and the ease with which the integrals 
over the basis functions can be evaluated. 
Exponential-type or Slater type functions[18], as suggested by atomic shielding 
constants, are given by: 
XnIm( 7', 0, c) = Ar 1  Yim(0,  q)e' 	 (1.43) 
where A is the normalisation constant and Yim(O,  0) are spherical harmonics. For 
this type of function the correct behavior is found at the nucleus (cusp behavior): 
ox! 	0 	 (1.44) 
and far from the nucleus where the correct (r 1 ) behavior for coulombic poten-
tials is returned, leading to rapid convergence for atomic and molecular systems. 
However, using these functions, difficulties arise in the evaluation of multi-centre 
two electron integrals. Despite this, exponential basis functions are widely used 
for atoms and linear molecules, where the high degree of symmetry has allowed 
the use of efficient integral routines. 
For polyatomic molecules the most common form of function is the Gaussian 
form as suggested by Boys [19]: 
Xnlm (r, 0, q) = Nr 1  Y1. (0, )er2 	 (1.45) 
or in cartesian Gaussian form: 
Xlmn(X,Y,Z) = N1mnx1ymze_2 	 (1.46) 
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The Gaussian functions are not well suited to the description of the eigenfunctions 
of Hamiltonians involving coulomb potentials as they have an inappropriate form 
near the nucleus (do not have the correct cusp like behavior): 
ax 
=0 
91• 1 r=0 (1.47) 
and at long ranges where r 2 behavior is found; thus a larger number of Gaussian 
functions is required to describe an orbital than Slater functions. The necessity 
of computing a larger number of integrals is more than offset however by the 
ease of computing the multi-centre integrals. The number of integrals required 
to be stored for a basis sets composed of Gaussian functions can be reduced by 
taking linear combination of functions with fixed expansion coefficients, known as 
contracted Gaussian type functions [20]. In the cartesian form additional functions 
are introduced in the description of higher angular momentum states, eg 6 d-type 
functions are used, which combine to give a further diffuse s-function. This s-
function can lead to problems with near-linear dependence for large basis sets. 
A great deal of effort has gone into the optimisation of basis set exponents for 
use in molecular calculations. The optimisation is performed for atoms, with em-
pirical investigation of the additional requirements for the description in the molec-
ular environment. A recent development is the Atomic Natural Orbital (ANO) 
contraction scheme in which a large basis set is contracted so as to mimic the 
molecular environment [21] by averaging over several atomic states, positive and 
negative ions, and atoms in an external field. 
The use of large basis sets is required for the accurate description of molecular 
properties, especially in the description of excited states. Indeed in highly corre-
lated calculations the limiting factor is the error due to the size of the one-particle 
basis. The need to store the two electron integrals on external disk proved to be 
a bottleneck, however, the development of direct SCF techniques [22], in which 
the integrals are evaluated in each iteration, has eliminated the storage problem, 
although the computation time is increased by the repetitive calculation of the 
integrals. 
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1.2.4 The breakdown of the Hartree-Fock method 
The Hartree-Fock method yields approximately 98% of the total electronic energy 
of the molecule, unfortunately the error is of the order of magnitude of the chemical 
energy differences which are of interest, eg the calculation for N 2 gives 99.5% of 
the total energy compared to a binding energy of 0.2% [3]. The approximation 
ignores the correlation of electrons with different spins, especially those which 
occupy the same orbital which can be expected to have a large interaction. This 
error is approximately 1 eV for each electron pair, the electron correlation energy 
for He [23]. This is especially problematic for processes which involve changes in 
the numbers of electron pairs, such as bond formation. A well known example is 
that for F 2 Hartree-Fock calculations have the molecule unbound by 130 kJ mo1 1 
(5.35 eV) with respect to the atoms [24]. To recover this error it is necessary to 
introduce the effects of electron correlation. 
Symmetry breaking problems are known to occur for the RHF method for such 
systems as CO2 (3A 2 ) [25] and Cu ( 2 Ev ) [26,27] where a lower energy solution is 
given by a calculation with a lower symmetry than the molecular framework. This 
is the result of the localisation of the unpaired electrons, since in such situations 
RHF only describes one of the resonance structures. The single reference Hartree-
Fock methods also neglect the non-dynamical correlation which arises from the 
near degeneracy of configurations. 
For systems which are well described by one configuration in the region of 
equilibrium, the Hartree-Fock method yields good qualitative results and is useful 
as a first approximation and as a starting point for more accurate calculations. 
The method in its limit generally predicts bond lengths which are too short by 
0.01-0.02 A, and harmonic vibrational frequencies that are overestimated by 10 
% for molecules containing first period elements [28]. 
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1.3 Correlated Methods 
The correlation energy is defined, according to Löwdin [29], as the difference be-
tween the exact eigenvalue of the non-relativistic Hamiltonian and its expectation 
value in the Hartree-Fock approximation for the state under consideration, within 
the fixed nucleus approximation. 
There are two types of correlation effect; "non-dynamical correlation", which 
arises when several configurations are nearly degenerate and interacting, and "dy -
namical correlation" which is due to the cusp condition in the inter-electron in-
teraction that must be satisfied by the exact wavefunction. In situations when 
there is a large amount of non-dynamical correlation, the single determinant HF 
method gives qualitatively incorrect results and a multi-determinant wavefunction, 
such as that generated by Multi-Configuration SCF, is required. The dynamical 
correlation is obtained by mixing excited states into the wavefunction, separating 
the electron pairs. Convergence with the inclusion of the excited determinants 
is fairly rapid [30]. The major techniques for the computation of this effect are 
configuration interaction (or mixing), coupled cluster, and perturbation theory. 
1.3.1 Configuration Interaction 
The method of configuration interaction (CI) is the most widely used approach for 
the solution of the problem of electron correlation. In CI the total wavefunction 
is expanded as a variable linear combination in an n-particle basis 
'I' = 	 (1.48) 
I 
where the n-particle functions 4j are Slater determinants, or spin and symmetry 
adapted combinations of Slater determinants (Configuration State Functions, or 
CSF chosen to be eigenvectors of 82  and S) and the Cl are coefficients to be 
determined. The CSF may be generated using Yamanouchi-Kotani spin functions 
[31], or using Unitary Group theory [32,33]. 
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The Cl energy, E = ('I'IHIW), is variationally optimised with respect to the CI 
coefficients, Cj. The coefficients are determined as the eigenvectors of the linear 
eigenvalue equation 
(iIHI 	CJJ) = Ecj 	 (1.49) 
where the Hamiltonian element can be expanded, in terms of molecular orbital 
one- and two- electron integrals, and coupling coefficients, as 
H1 = ii (phq) + E "pqrs  (pqIrs) 	 (1.50) 
pq 	 pqrs 
The coupling coefficients depend only upon the occupation and spin coupling of 
the molecular orbitals p, q, (r, s) in the CSFs I, J, and not on such factors as the 
molecular geometry, external fields, etc... The coupling coefficients are most often 
obtained using group theory [34,35]. 
In the limit of a complete, or full, n-particle basis, termed full-CI, the basis 
set correlation energy is returned for a particular one-particle basis. As the one-
particle basis becomes infinite the basis set correlation energy approaches the exact 
correlation energy for the system. The Cl method, being variational, the lowest 
eigenvalue of (1.49) is an upper bound to the exact ground state energy. This also 
applies for excited states. According to MacDonald's Theorem [36], (i - 1)t and 
th eigenvalues with M expansion functions, E( 1 and E, bracket E 4 . 
All the CSFs in the full n-particle space can be generated by successively 
exciting one, two, three,.. electrons from the zeroth order, reference, wavefunction; 
ie equation (1.48) can be expressed in terms of excitation operators from a single 
reference function 
'I' = (c0 + 	c'{a1afl + 	 + ...)4) 0  	 (1.51) 
ia ijab 
using creation, at and annihilation, a 1 , operators. The two-body nature of the 
Hamiltonian, coupled with the orthogonality of the n-particle basis, ensures that 
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only configurations which at most differ by two orbitals can interact [37, 38], there-
fore, only singly and doubly excited states can interact directly with reference 
function . When the reference function is a closed shell HF wavefunction, Bril-
bum's theorem states that the singly excited states cannot interact through the 
Hamiltonian ((OlHIi) = 0), thus, the correlation energy of a closed shell HF state 
depends, explicitly, only on the doubly excited configuration 
= > 	c (oIHj{aajaa} 4Io) 	 (1.52) 
t>j,a>b 
although the coefficients c are affected by the presence of other excited configura-
tions. In contrast, for non-HF reference functions singly excited configurations are 
found to be of importance when computing the correlation energy [14,33]. Singly 
excited configurations are also vital for the accurate treatment of one-electron 
properties, such as the dipole moment [3]. 
The number of terms in the full-CT expansion grows factorially. The number 
of determinants is given by the number of ways of distributing the Na , and Np 
electrons amongst the M orbitals, 
(M 1 M 
(1.53) 
Ignoring the point group, the number of CSFs is given by the Weyl formula 
[39], 
28+1 1 M+1 \ I M+1 
	
M+1 N_S) M_N_S) 	
(1.54) 
for N electrons in M spatial orbitals, with total spin S=Na - N. Therefore, even 
using the most efficient "direct" procedures [40,41], and exploiting the sparseness 
'In a term borrowed from perturbation theory this is often called the first order 
interacting space. 
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of the Hamiltonian matrix [42] it is not usually possible to perform full-Cl for a 
basis which accurately reproduces experimental properties. Nevertheless, calcula-
tions with small, but reasonable one-particle basis sets can be used as a benchmark 
against which to compare the performance of more approximate methods [30]. In 
general these calculations employ direct-CI methodology, this avoids the explicit 
construction of the Hamiltonian by computing and storing the residual vector, 
>zHk,cI [30,41]. 
The application of the Cl method to chemically significant problems invariably 
involves a truncated expansion of the n-particle basis. Commonly the expansion 
is limited to those terms singly and doubly excited with respect to the reference 
function(s) (CISD). These truncated CI techniques rely on the zeroth-order wave-
function being an adequate description of the the exact wavefunction. When this 
is not the case, eg in bond breaking, where a CISD calculation fails to describe 
phenomena correctly when applied to a RHF wavefunction [3,14]. For molecules 
which can be well described by a single reference function CISD returns a signifi-
cant proportion of the correlation energy, for example r..i94 % for NH 3 and H20 at 
equilibrium geometries [43]. When the SCF configuration is not dominant a sig-
nificantly lower percentage of the correlation energy is obtained by CISD, 80 % for 
H 2 0 at 2Re [43]. The failure of CISD in these situations is largely caused by the 
neglect of quadruple excitations, CISDTQ returns a consistently high percentage 
of the correlation energy throughout the potential energy surface, 99 % [43]. 
Further, as the size of the molecule being studied increases the importance of the 
higher excitations in turn increases. Indeed Jársky and Urban note that for large 
molecules it is expected that the majority of the correlation energy will be derived 
from quadruple and higher terms [3]. The CISD method scales as M6 with the 
number of basis functions. The inclusion of quadruply excited states, and triply 
excited states, which are also found to be important in the description of multiply 
bonded systems, is desirable, although only feasible for small systems. The trun-
cated expansions which include the quadruply excited configurations, CISDQ and 
CISDTQ, scale as M8 , and M 10 , respectively. The alternative approach is to in-
clude the configurations required to provide an adequate first order description of 
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the wavefunction, as reference configurations and to perform multireference (MR) 
CISD. These MR-CI(SD) calculations are found to give reliable results for most 
systems which have been studied [30]. 
The major bottleneck in the use of MR-Cl methods is the rapid increase in the 
length of the expansion with the number of reference configurations. This leads 
to the requirement that either the number of references is kept small, or that the 
number of variational parameters in the CI be reduced. A variety of procedures 
have been proposed to do this; amongst these are, the selective techniques [13, 
44-52] , the external contraction scheme of Siegbahn [53,54], and the internal 
contraction scheme of Werner and Meyer [55,56]. 
The selective routines work by estimating the effects of the generated CSFs 
upon the roots being calculated, either perturbatively [13,48,49,52,57], or through 
the diagonalisation of a small interaction matrix [50, 51]. Often the effects of the 
discarded configurations is estimated and included in the final result [50,52,57]. 
The necessarily random nature of the selected CSFs, however, precludes the use of 
many of the efficient routines developed for full-CT. The application of the selective 
procedures has been found to give accurate results economically [57]. A further 
discussion of the MRD-CI program of Buenker is given in Section 1.3.2. 
The externally contracted Cl method [53,54] contracts together all the CSFs 
which differ in the external space. The contraction coefficients are estimated per-
turbatively. The contraction process reduces the number of variational parameters 
by i2-3 orders of magnitude with a loss of only '3-4 % of the correlation energy, 
as compared to the fully uncontracted procedure. 
The internally contracted scheme [55,56] treats the reference (internal) space 
as a single entity, the SD excitations are from the internal space not the individual 
reference configurations. All the CSF with the same external components, but 
which differ internally, are contracted. The weighting in the contractions are 
usually determined in an MCSCF computation. This is a particularly efficient 
technique as the number of terms in the CI expansion is independent of the number 
of reference configurations employed, however, the coupling coefficients become 
matrices of high order, and the resulting contracted terms are non-orthogonal. 
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Some of these problems are solved by selectively uncontracting the large number 
of singly excited states [56]. Highly accurate results have been obtained with this 
contraction scheme, to within 0.5 % of the uncontracted correlation energy. 
The truncated CI solution is neither size extensive, nor size consistent. In ther-
modynamics, a size extensive property is one that is proportional to the size of 
the system. This problem has been discussed in detail by Bartlett and co-workers 
[58-61]. The closely related property of size consistency requires that the energies 
of the components of a system be the same if calculated at infinite separation, or 
separately [33, 60]. For a CISD wavefunction with a large number of electrons, 
N, the energy is proportional to v'W. The unphysical scaling with the number of 
particles can be traced to the explicit energy dependence of the CI coefficients in 
equation (1.49). This JN behavior has been discussed by various workers [33,62]. 
The energy dependence is canceled by the inclusion of higher order excitations, for 
example, a CID or CISD wavefunction would require quadruple excitations. Al-
though multi-reference CI procedures including all single and double excitations 
relative to several well chosen reference configurations would introduce the im-
portant quadruple excitations, these methods are not rigorously size extensive or 
consistent. 
Several authors have incorporated corrections into the CISD procedure to ac-
count for higher excitations [63-65]. The single reference Davidson correction [63], 
ED 	C)EC 	 (1.55) 
is a simple perturbative estimate of the energy effects of higher than double ex-
citations. Here E is the correlation energy from CID, or CISD, and CO is the 
coefficient of the reference configuration. This has been extended for MR-CI by 
replacing Co by >R CR [66]. A slightly different route has been taken in the devel-
opment of the Coupled Pair Functional (CPF) method [67-69]. In this procedure 
the (MR)-CISD equations are modified to cancel the energy term through the use 
of normalisation denominators, and so bring about size extensivity and consistency 
to a high degree. 
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1.3.2 The MRD-CI 
Since its introduction in the mid-1970's the MRD-CI program of Buenker and 
Peyerimhoff [50,70-73] has been successfully applied to a wide range of applica-
tions, especially the calculation of the excited states of molecules for which the 
multi-reference multi-root nature of the code is a major requirement. The version 
employed in the present studies is that as included in the quantum chemistry pack-
age GAMESS-UK [74,75], which could latterly handle up to 80 reference CSFs 
and a final secular equation of dimension up to 20,000 CSFs2 . 
The selection procedure used is of the Ak type [76, 771, the contribution to 
the full MR-CISD energy being estimated employing perturbation theory for the 
individual CSF, or spin blocks. 
where 
IH o I 2 
(E0 —E3 ) 
(1.56) 
	
IIo - ( IHI'1o) = EHjiai 	 (1.57) 
for zeroth order root iji,  composed of reference CSFs i. Those CSF with estimated 
contributions to the energy lowering of any of the zeroth order roots greater than 
threshold T are included in the secular equation. The individual estimates can be 
combined to furnish an estimate of the total effect of the rejected CSF [50, 78] 
LEr(T) 	cj  
however, this relies on the zeroth order function, T o , providing a good description 
of the wavefunction at T = 0, which is usually not the case for large multi-root 
calculations. 
MRD-CI uses an extrapolation procedure based upon the estimated lowerings 
and the results of the secular equations at various thresholds. 
E(T = 0) = E(TA) + (AEI(TA) - AEI
- (TB ))  
E(TA)—E(TB) 
	
AE (T A ) 	( 1.59) 
2 Program expansions undertaken by M. F. Guest, Daresbury Lab.. 
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This is equivalent to the original extrapolation procedure of Buenker and Peyer-
imhoff [50, 70], with the assumption that ,\ is given by the value in parentheses, 
and similar to the extrapolation method of Langhoff and Davidson [79] where the 
fractional error made in estimating the energy correction of the rejected CSFs 
by LEr(T)  is assumed to be the same as in the corresponding estimate for the 
selected CSFs. 
The extrapolation method has been shown to give results in good agreement 
with the complete MR.-CISD [80,81]. Serious errors can, however, be introduced 
into the extrapolation if the character of the root undergoes substantial change 
between the thresholds used for the extrapolation, therefore the step size must 
be chosen to be small enough to prevent this, and also large enough that any 
irregularities in the convergence to T = 0 are smoothed out. In the extreme 
case, the order of the roots (in a density sense) may not be the same at different 
thresholds. Under these circumstances, since the program uses the canonical order, 
unlike roots can be extrapolated together, leading to bogus energies. Jackels and 
Shavitt noted that in MR-CT calculations, the effect of the large number of CSFs 
with small contributions is underestimated by these extrapolation procedures [57]. 
1.3.3 Multi-Configuration Self-Consistent Field 
MCSCF [82,83], in which the wavefunction is optimised with respect to varia-
tions in the CI coefficients and in the orbitals, can be viewed as an extension of 
Hartree-Fock theory [84]. The concept of orbitals is conserved, although occu-
pation numbers are non-integer, and the idea of an orbital energy is maintained 
through the use of the extended Koopmans' theorem [85]. Provided all the nec-
essary configurations are included in the expansion, the method should give a 
qualitatively good description of the electronic structure, and account for much 
of the non-dynamical correlation energy. The Complete Active Space (CAS) SCF 
method [86,87] considers wavefunctions in which the CI expansion is complete 
within a set of active orbitals. A modification of CASSCF, whereby the occu- 
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pancy of groups of orbitals are constrained is the Restricted Active Space (RAS) 
SCF [88]. 
With the MCSCF wavefunction expanded as a linear combination of CSFs, as 




cijIHI E CJJ) 	 (1.60) 
Hence, using the definition of the Hamiltonian in equation (1.50) 
E-= 	ypq hpq + 	Fpqrs(pqIi) 	 (1.61) 
pg 	 pqrs 
where the one particle density matrix is -y p, = >ij cJcj' and the two particle 
density matrix is Fpqrs = EJJ  cicj1F' 35  with'y'' F' the spin coupling coeffi- pq ' pqrs 
cients as before. 
The energy is made stationary with respect to variations in the CI coefficients 
and the orbitals, subject to the constraints that the total wavefunction is nor-
malised (jcj = 1), and that the MOs remain orthogonal ((&j11'j) = 84. The 
secular equation for the CI coefficients is the same as for CI, equation (1.49). 
The orbital convergence conditions are obtained by considering the variation 
of the energy expression caused by mixing between the MOs [89]. The orbitals 
are divided into two classes; internal orbitals, which are occupied in the reference 
configurations, and external orbitals which are unoccupied. The external orbitals 
play no role in the final (orbital optimised) wavefunction, but are used during the 
optimisation procedure to improve the internal space. A new set of orthogonal 
MOs may be obtained by an orthogonal transformation: 
= 	 (1.62) 
The transformation operator U is often represented in exponential form, U = 
with x an antisymmetric matrix (XT = — x), constituting the variational param-
eters for the orbital rotations. The derivative of the energy with respect to Xra, 
mixing orbitals 0, and &, which is zero for the converged wavefunction, is given 




='ysuru + EF8(ruIvw)}_{E 	+ 	Fruvw(SUIVW)} (1.63) 
This condition is equivalent to the satisfaction of the generalised Brillouin theorem 
[90]. For some orbital rotations the variational condition is always obeyed auto-
matically; for example if r, s are both external then the density matrix elements 
are all zero, the same can occur for certain internal-internal rotations, these re-
dundant parameters do not change the first order energy and are usually removed 
from the optimisation [91]. For CASSCF the internal-internal rotations are all 
redundant [87] which lead to a simplification of the orbital optimisation. 
The form of the MOs is then given by the solution of the set of coupled Fock 
equations: 
>2Frs 108) = >r3 RI's) 	 (1.64) 
subject to the MCSCF convergence conditions. The MCSCF Lagrangian matrix 
is given by, Ers = ( 1'r l i1. F3II'8), and the MCSCF Fock operator can be written 
as: 
Frs = yrs h(1) + 	Frsvw Jdr2 bv (2),bw (2) 	 (1.65) 
VW 
The energy expression is fourth order in the orbitals and infinite order in x, 
since the orbitals are periodic functions due to the orthogonality constraint. There 
are many orbital optimisation procedures including the Fock operator method of 
Hinze [89], super-Cl methods [92,93], and second-order Newton-Raphson proce-
dures [82, 83,94,95]. The optimisation of the orbitals is performed iteratively until 
self-consistency is obtained. The optimisation of the CI coefficients proceeds si-
multaneously in a"one-step" process, or in a separate step after each improvement 
in the orbitals, a "two-step" process. In general the one-step methods give quicker 
convergence as there is found to be strong coupling between the orbitals and the 
CI coefficients far from the solution. 
The calculation of MCSCF excited states is made difficult due to the phe-
nomena of "root flipping" [92]. During the optimisation of the excited state the 
orbitals may become poorer for the description of the ground state, which can 
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ultimately lead to a switch in the order so that the solution is no longer that 
desired but instead a saddle point. This is undesirable as the resulting root is not 
an upper bound to the energy of the state. The problem is solved by averaging 
the wavefunctions of several roots, State Averaged MCSCF [96,97]. 
The ability of the MCSCF procedure to include the non-dynamical correlation 
energy makes the resulting wavefunction an excellent zeroth-order approximation 
for MR-CISD [53-55,82], perturbation theory [98-100], or coupled cluster [101-
104] methods. 
1.3.4 Perturbation Theory 
Another approach to the computation of the correlation energy is through the ap-
plication of perturbation theory. The two forms of perturbation theory most com-
monly used in quantum chemistry are Moller-Plesset (MP) [105] and the closely 
related Many-Body Perturbation Theory (MBPT) [106-109]. MP and MBPT 
give equivalent energy expressions when expressed in the algebraic approximation 
[110, 111], though the derivations are different. MP theory is a first quantised 
form of the Rayleigh-Schrödinger perturbation theory, derived with respect to a 
Hartree-Fock wavefunction, RHF for closed shells and usually UHF for open shell 
systems. MBPT is more general, being a second quantised theory based upon a 
Fermi vacuum state, which can conveniently be expressed in diagrammatic form. 
These methods are, unlike CI, size-consistent and extensive, although non-
variational, ie the property of an upper bound for the energy does not apply. 




such that the zeroth order Hamiltonian, H0 , is the sum of the one-electron Fock op- 
erators and the perturbed Hamiltonian, V, is the difference between the electronic 
3This is known as the Moller-Plesset separation. 
Chapter 1. Introduction 	 26 
Hamiltonian, H, and H0 , including a significant part of the electron repulsion: 
H0 = 	f(i) = j2 [h(i) + vHF(i)] 	 (1.67) 
V = 	- 	vF1F'(i) 	 (1.68) 
The zeroth order expression is therefore, 
HoIo) = EoIo) 	 (1.69) 
with the E0 the sum of the orbital energies, €,, 
E0 = 	= 	(ilhli) + E (jJIij) 	 (1.70) 
ij 
and the first-order energy correction is the action of the perturbation upon the 
zeroth-order wavefunction, 
E' = (W0 IVIW 0 ) 	 (1.71) 





Electron correlation is therefore introduced at second order, MP2 and MBPT(2). 
In MBPT the n th  order wavefunction and energy are given by, 
= (1 + V)1 0) + 	[ 	- Ho)-' V]' lo)" 	(1.73) 
= 	= E0 + 	( oiv [(E0 - HQ)_1V]k Io' 	(1.74) n k=0 IL 
the subscript L indicating that the terms are limited to linked diagrams following 
the Linked Diagram Theorem [106-108]. Similar expressions exist for MP theory 
without the restriction to linked diagrams, the "unlinked" terms being canceled 
explicitly for the energy expressions at each order. 
In perturbation theory based upon HF orbitals, all the excited determinants 
are eigenfunction of H0 . The perturbation causes mixing between these and the 
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zeroth order wavefunction. The n th  order wavefunction can, therefore, be written 
as linear combinations of these eigenfunctions. 
The second-order perturbation to the energy is given by 
E2 = -E (OIVIrn)(rnIVIO) 
m 	Em E0 
(1.75) 
where Em = (inlHolrn). For a closed shell HF zeroth order function the two-body 
nature of the Hamiltonian and Brillouin's theorem [112] ensure that the summation 
is over doubly excited states only. Equation (1.75) can be expanded in terms of 
canonical orbitals to yield [33, 105] 
I(iil lab) 1 2 
ij,ab Ea + Eb 	- C3 
(1.76) 
where (ij I lab) is an antisymmetrised two-electron integral, and 6 is an SCF eigen-
value. The third order energy correction for MP is similarly restricted to doubly 
excited configurations, 





mn (Em - E0)(E - E0) 	m (Em - E0 ) 2 
using the notation Vnm = (nIVIrn). Single, triple, and quadruple excitations are 
introduced at fourth order, 
E(4) (MP) 
D SDTQ 	
V0 m Vmt  1Ttn Vno 
 -EE mn t (Em - Eo)(E - E 0)(E - E0 ) 
	
.' Vçjm V 	Vo n Vno 
+L.s m mn (E —E 0 )(E71 —E0 ) 2 
+2VooE
V0mVmnVn0  
mn (Em - E0)2 (En - E0 ) 
V mVmn 
M (Em 	0) 
(1.78) 
where the sum t corresponds to all unique single, double, triple, and quadruple 
excitations. The expression for the MP4 energy can be partitioned into its various 
contributions, + + + the first three parts arising from the S, 
D, T summations in equation (1.78), and the final part includes the Q sum and 
the renormalisation term (E 2  Vom/(Em - 
The size consistency and extensivity can be demonstrated by examining the 
formulae and applying them to a set of N (identical) isolated molecules. The 
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E 2 summation (1.75) will give S terms for one molecule and NS terms for N 
molecules, where S represents the number of unique excitations. The first term in 
the E 3 expression, equation (1.77), for rn 54 n will give 52  terms for one molecule 
and NS' terms for N molecules, the second term, however, gives S terms from 
one molecule and N 2  for N. Similarly, for (1.78), the second and third 
terms scale as N 2 , and the fourth as N 3 . These expressions with unphyical 
behavior cancel, so that the energy scales with N as required. The second term 
in E 3 is canceled by the portion of the first term with rn = n, and in E(4 ) 
the renormalisation term (second) cancels with certain quadruple contributions, 
whilst the third and fourth terms cancel with part of the contribution from double 
excitations in the first term [14,58]. The canceled terms in MP theory correspond 
to unlinked diagrams in MBPT. 
The formalism based upon the UHF Hamiltonian is similar to the RHF case. 
Again the UHF energy is returned through first order in the perturbation series, 
E ° + EM. In terms of spin and spatial orbitals the second order correction to 
the energy is given by, 
(2) 	1 	I (ijflab) I 2 	1 p p 	(ijllab) V °2 EUHF = -- _____________
4 EE4 ii ab €a+Ebi€j - 
	
ii ab 
1 & 	I(iiI lab) I 2 
-- 
i,a j,b E + 	- 	- 	
( 1.79) 4 
UHF-based perturbation series converge very slowly when the reference function 
exhibits a large degree of spin contamination [113, 114]. Recently open shell for-
malisms based upon the restricted wavefunction have been developed [115-118]. 
Perturbation treatments are valid only if the perturbation is small compared 
to the zeroth order term. This implies that the state should be well described by 
a single configuration. It is also desirable that the perturbation series converges 
rapidly, so that a large proportion of the correlation energy is returned for the low 
orders. For suitable molecules, typically, up to 90 % of the total correlation energy 
(as obtained for full-Cl) can be returned at second order for a given basis set, up to 
96 % through third order, and in excess of 99 % for full fourth order [113, 119]. The 
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non-variational nature of the technique, though, means that the full-CT correlation 
energy can be exceeded, eg 102 % is obtained at the MBPT(4) level for F [119]. 
For systems which are less well described by a single configuration the perturbation 
series is slower to converge, and may even be divergent [113]. This restriction 
has limited the application of the perturbation methods to mostly ground state 
properties. 
Second order perturbation theory is the simplest method for the inclusion of 
correlation energy, it scales as M 5 with the number of basis functions. The third 
order scales as M6 , the same as CISD, however, as the perturbation method is non-
iterative, it is more computationally efficient. The calculation of the fourth order 
correction scales as M 7 . This is mostly due to the computation of the contribution 
of the triply excited states, the contributions of the remaining terms scale as M6 , 
therefore, the triple contribution is often neglected. 
1.3.5 Coupled Cluster 
The coupled cluster (CC) approach "for solving the Schrödinger wave equation, in 
electronic structure, originates with the exponential ansatz of Coester and Kümmel 
[120, 121], which acts on an independent particle reference function, 
lit) = eT1 	) 
	
(1.80) 
T is a cluster operator, which is separated into n-body cluster terms, T = T1 + 
T2 + T3 +... + Tm +..., each of which is composed of an amplitude, t, and a series 
of excitation operators, 
Tm = . . aa,a/... 	 (1.81) 
ijkabc 
4The coupled cluster method is also known as the exp S method in nuclear physics. 
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Expanding the exponential as a power series, the CC wavefunction can be written 
as, 
	
XP) = {( i) + (T1 ) + (T2 + 1T2)  + (T3 + T2T1 + 	+ . . .}(Do) 	(1.82) 
with terms of the same excitation level collected together in parentheses. Defining 
C1 by these excitation levels yields the CI wavefunction: 1 + C1 + C2 + C3 + 
I (bo). When T includes clusters up to T for n electrons the full-CI wavefunction 
is obtained for a given basis set. As for the other correlated methods, a com-
plete solution of the CC wavefunction is not practical, it is, therefore necessary 
to truncate the series at a level of T [60,104,122-1261 . Due to the exponential 
nature of the wave operator, selected higher excitations are included, eg for T 
(coupled cluster doubles [123] or coupled pairs many electron theory [122]) certain 
quadruple, sextuple, etc,... terms: eT2 = 1 + T2 + 1 T22 + 1 T23 +.... Single cluster 
operators are often referred to as "connected", and products of two or more cluster 
operators as "disconnected". The truncated CC wavefunction differs from the CI 
counterpart by the inclusion of these disconnected terms. 
The variational minimisation of the energy expectation value for e  leads to 
equations that are too complicated to be solved. The equations for the correlation 
energy and cluster amplitudes are, therefore, derived by the method of moments, 
projecting the Schrödinger equation: 
(HN - EC) IeT4) = 0 	 (1.83) 
onto the reference function and the set of excited configurations chosen to represent 
the operators T [125, 127]. HN is defined as H - ( oIHIo). The resulting 
equations are: 
(OIHN - Ec IeT o) = 0 	 (1.84) 
ijk 
(:::IHN - EcIeTo) = 	0 (1.85) 
The explicit energy terms in equation (1.85) are eliminated by the substitution of 
equation (1.84). Another derivation of the CC equations which is often used in 
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CC theory eliminates the energy dependence of the cluster equations through the 
use of a transformation suggested by Coester [120, 121]. The Schrödinger equation 
(1.83) is premultiplied by e_T,  which when projected as above, yields: 
( o Ie_ T HNe T I o) = E 	 (1.86) 
(:::Ie_T HN eT I o ) = 0 	 (1.87) 
The equivalence of these equations has been demonstrated for the full CC operator 
[128] and for certain truncated cluster operators [129]. cek showed that only 
linked diagrams of MBPT contribute to the CC equations [130], which guarantees 
the size-extensivity of the method. This is a feature of the product separability of 
the exponential ansatz. That the energy terms in equation (1.85) exactly cancels 
the unlinked diagrams has been explicitly shown for CCSD by Paldus et al. [129]. 
In terms of MBPT, CC theory may be viewed as the summation of certain energy 
diagrams through infinite order [60]. The CCD model is correct through fourth 
order MBPT for double and quadruple excitations, the methods differ due to 
the inclusion of higher order disconnected contributions in CCD. Correspondingly 
CCSD is correct through fourth order for singles, doubles, and quadruples, and 
CCSDT through full MBPT(4). 
The CC equations for the cluster amplitudes are solved iteratively, the arrays 
generated, particularly in connection with the disconnected terms, are generally 
too large to allow solution by matrix manipulation. The CCD and CCSD methods 
scale as Al' with the number of basis functions, the same as CISD, although 
the necessity of an iterative solution of the non-linear equations means that the 
calculation takes 2-8 times longer [131]. CCSDT scales as M8 [126], making the 
method more efficient than the comparable CISDTQ. Several approximations exist 
that include the effects of the T3 clusters without the expensive iterative solution of 
the full CCSDT equations, such methods have derived and applied by Bartlett and 
co-workers [126,132-135]. Other methods simplify the calculation of the cluster 
amplitudes by using approximate treatments for the disconnected terms. The 
simplest of these are the linear CC methods which remove the disconnected terms 
and linearise the CC equations [14]. Another approximation originally proposed by 
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Meyer [136] is to include only certain important disconnected terms, the Coupled 
Electron Pair Approximation (CEPA). 
The CC methods are equally applicable to UHF and ROHF reference functions 
[124, 137]. The CCD method is effectively restricted to the use of HF orbitals 
optimised for the state being investigated due to the lack of a treatment of single 
excitations, and is not suitable for the description of bond breaking, excited states, 
and other situations were there is much non-dynamical correlation. The CCSD 
method is predicted to return a major portion of the correlation energy, ie up to 
99 %, within a basis set for well behaved systems described satisfactorily by a single 
reference function. CCSDT has been found to give results in excellent agreement 
with full-Cl [126], and to be applicable even in cases where there is a large degree 
of degeneracy in the wavefunction [138]. 
The extension of the CC approximation to the treatment of states which are 
ill described by a single reference function is not straight forward. The simplest of 
these methods is the Linear Response Theory, or Equation of Motion, CC [139-
146] , which describes the excited state wavefunction as [147], 
= We 	o) 	 (1.88) 
where W is a linear combination of excitation operators corresponding to the refer-
ence space for the excited states, and eTI o ) corresponds to the exact wavefunction 
of the reference, normally ground state, wavefunction. The LRT-CC method ben-
efits from the simplicity of the description of the reference state in terms of the sin-
gle reference CC approximation. The ground state cluster operator, e' is included 
with the electronic Hamiltonian to give an effective Hamiltonian, RN = e_T HNe T . 
The excitation energy and coefficients, W1, are obtained by diagonalising the ef-
fective Hamiltonian. The method implicitly relies on the approximation that the 
major portion of the correlation energy is transferable between the vacuum state 
and the excited states', therefore, the validity of ansatz is limited to situations in 
which the transition from to J!k does not lead to extensive reconstruction of 
the wavefunction [147], and the presence of a state which can be well described by 
a single reference function. LRT-CC is core extensive, the valence electrons are 
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not treated in a strictly size-extensive manner [148]. Despite this the method has 
been applied successfully to a wide range of systems [149-152]. 
The extension of the CC approximation to include a full CC treatment of the 
excited states in a multireference environment faces the problem of redundancy in 
the wavefunction operator; the complete set of cluster amplitudes cannot be deter-
mined by a wave operator of the form eT  [138, 1531, in particular the partitioning 
of T into the various n-body components is not defined and additional conditions 
are required. This requirement has lead to the development of two distinct form 
of MR-CC theory: Fock space, or valence universal [153-168] , and Hubert space, 
or state universal [101-103, 138, 147, 165, 169]. 
In the Fock space method the wave operator, 1), is parameterised within the 
complete Fock space, for all possible occupancies of the active orbitals [154, 156, 
157]. The most commonly employed ansatz in the Fock space formalism is that of 
Lindgren [157], 
ci = {eT}P 
	
(1.89) 
where {A} denotes a normal ordered form of A and P is the projection onto the 
reference space. The normal ordering condition prevents the operators in T con-
tracting amongst themselves and decouples the different Hubert spaces [153]. The 
various Hubert spaces, or sectors [170], are treated in a hierarchical manner, the 
vacuum state is computed as in single reference CC, then the unique cluster ampli-
tudes are determined in each successive Hubert space. The Fock space equations 
for sector (rn, n), rn electrons and n holes, are obtained from [170]: 
HciP(m,n) - cijrp(m,n) = 0 	 (1.90) 
where H is the effective Hamiltonian, 
ft = p(m,n)ci_lHcip(m,n) 	 (1.91) 
The eigenvalues of the Hamiltonian determine the energies of the system, and the 
eigenvectors give the linear expansion coefficients within the reference space. The 
cluster amplitudes are obtained by projecting equation (1.90) onto the comple-
mentary space in sector (m, n), Q(mn) = 1 - p(m,n) 
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where the operator is defined with respect to each of the reference determinants in 
P, therefore the summations in the T do not overlap and are strictly defined. The 
equations to be solved for the cluster amplitudes are similar to those of the single 
reference CC methods, with the addition of a renormalisation term, reflecting the 
coupling of the reference determinants [147, 169, 171]. The energies of the states 
and the expansion coefficients within the reference space are determined through 




The Fock and Hubert space CC methods are easier to apply within a complete 
model space, one that includes all possible distributions of electrons within the 
active orbitals, however, the effective Hamiltonian for a complete space can suffer 
from problems with intruder states [167, 169]. This occurs when a non-reference 
configuration becomes almost degenerate with the reference functions, and can 
cause convergence difficulties. The problem is overcome by employing an incom-
plete model space, this, however, greatly complicates the methods as excitations 
within the active orbitals have to be allowed for in the wave operator. Recent 
progress has been made in the study of incomplete model spaces for both Fock 
[153,172-174] and Hubert [169, 175] methods. The calculations in the Fock space 
are simplified by the presence of "quasi complete" spaces [153], these include the 
particle-hole states (singly excited states). 
The Fock space CC method has been applied to a wide variety of atoms and 
small molecules [104, 167, 168, 170]. Due to difficulties associated with the coupling 
of the reference configurations there have been few calculations employing the full 
Hilbert space procedure. An approximation which has been used is to fix the 
contraction coefficients for the reference space in an MCSCF. Bartlett [104] used 
this procedure on the ground states of F 2 and N2 obtaining results close to MR-
CISD and superior to single reference CC. More recently Balkovii et al. applied the 
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full Hilbert space CC on the potential energy surfaces for the ground and low-lying 
states of the model system 114 [171], which display regions of degeneracy and non-
degeneracy. The MR-CCSD performed well for the degenerate region, although 
agreement with full-Cl was less satisfactory for the non-degenerate region. 
Chapter 2 
The Electronic Spectra of Propyne 
Propyne, or methylacetylene, is the second member in the alkyne series of molecules, 
possessing as their major characteristic a carbon-carbon triple bond, the presence 
of which dominates both the physics and chemistry of the smaller alkynes. The 
molecule is a minor constituent of the atmosphere of Titan [176] and interstellar 
clouds [177,178]. 
In comparison with the parent molecule of the series, acetylene, there have only 
been a small number of published experimental studies on the electronic spectra 
of propyne. In common with acetylene the interpretation of the spectrum is made 
difficult by the large number of transitions, both of valence and Rydberg type that 
occur in a narrow energy range, with the associated problems of mixed valence and 
Rydberg character and intensity borrowing. Further complication is caused by the 
existence of strong vibrational progressions. The diffuse nature of the observed 
bands has prevented the unequivocal assignment of the transitions. 
Despite the small size of the molecule there have been, to the best of my 
knowledge, no theoretical studies reported on the Rydberg series and only one on 
the valence electronic spectrum. In the present work ab initio calculations were 
performed using a variety of basis sets, including extensive Rydberg functions, 
with the aim of providing guidance in this assignment of the low-lying Rydberg 
and valence states. 
36 
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2.1 Molecular orbital description of propyne 
In the discussions that follow use will be made of the molecular orbital description 
of the molecule with symmetries being described in terms of both the molecular 
point group and, for convenience, in the "local symmetry" of the triple bond, ie 
use will be made of the terms ir and o even though these do not exist in the 
molecular point group. The point group of the propyne ground state is C3,,. 
The carbon skeleton can be described by the hybridisation scheme sp3 - sp - sp 
with two mutually perpendicular "ir", e pair, MOs arising from p-orbitals giving 
the triple bond. The highest occupied molecular orbitals and therefore the most 
active for the low-lying states in the electronic spectrum are the pair of ir MOs. 
Classifying the MOs according to their behavior under the symmetry opera-
tions of this point group the corresponding SCF single configuration occupancy is 
1 - 7a, 1 - 2e (X 1 A 1 ). In the ground state no orbitals of a 2 symmetry are occu-
pied, indeed these can only be generated by the inclusion of orbitals with higher 
than p angular momenta on the methylenic hydrogens. 
The excited states fall into two categories, valence and Rydberg, the low lying 
transitions arising from excitation out of the highest e. The low-lying valence 
virtual states are derived from the . . . 2e3(e) 1 configuration, where the e*  MOs are 
the complement of the 2e MOs, configuration. This occupancy gives rise to six 
states, 2E *2  E =1,3  A 1  +1,3  A 2  +1,3  E. Under C3,, symmetry transitions of A 2 type 
are both dipole and quadrupole forbidden. 
With distortion from the "linear" C3, nuclear arrangement the MOs of propyne 
undergo significant alterations. Upon planar distortions the molecular symmetry 
is reduced to Cs. In this point group all transitions are dipole and quadrupole 
allowed. On cis-planar or trans-planar deformation the e type MOs are no longer 
degenerate; the HOMO 2e splits into in-plane "o" and out-of-plane "ir" compo-
nents of a' and a" symmetry respectively. Using arguments put forward by Walsh 
for HAAH, a situation is found similar to acetylene [179]. The energy of the a' (o) 
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state is slightly stabilised relative to the linear e state by cis bending, the a" state 
is unaffected. On the other hand the a" state is greatly stabilised by trans bending. 
For the e state the energies and symmetries are such that ai(u*)<<aF(7r*).#e*  for 
both cis and trans deformations. 
2.2 Experimental and theoretical background 
2.2.1 Ground state geometry and properties 
The ground state of propyne has a symmetric top arrangement [180, 181], the 
carbon chain in a linear configuration. The molecule has a permanent dipole 
moment, aligned along the carbon chain, of approximately 0.78 Debye [182, 183]. 
The experimental structure has been determined by a variety of techniques, 
Table 2-1. In general even relatively low level theoretical methods give reasonable 
agreement with the experimental values, Table 2-8 and Section 2.4.1. The ob-
served C-C single bond length of '1.46 A is significantly shorter than the single 
bond in ethane, A [184, 185], furthermore the bond dissociation energy, as 
calculated from the heats of formation of propyne, CH 3 , and CCII, predicted that 
the bond will be significantly stronger than that in ethane, 124+1.0 compared to 
87.8+0.3 kcal mo1 1 (5.10 and 3.61 eV)[186]. Observation of propyne and other 
hydrocarbons led Stoicheff to formulate an empirical relation in which the bond 
length varies nearly linearly with the number of atoms attached to the carbon 
atoms forming the bond [187]. The CC triple bond and acetylenic C-H bond 
lengths are similar to those found in acetylene, in the case of the C-H bond this is 
0.03 A shorter than the corresponding bond length in methane. The reduction 
of the C-C single bond and acetylenic C-H bond lengths with respect to the satu-
rated hydrocarbons reflects the change in hybridisation of the carbon atoms from 
sp3 to sp, the decrease in p character in the bond having a corresponding effect 
on the internuclear separation. 
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Table 2-1: Ground state geometries of propyne. 
Method' 
CC 
Bond lengths (A) 
C-C 	C-H CHmethyl 
Angles (deg) 
HCC 	HCH ref. 
JR 1.204' 1.462 1057b 1.093a 1095b. - [184] 
JR 1.207 1.458 1.059 1.110 - 108.5  
JR 1.2073 1.4577 1.060 1.096 - 108.3  
ED 1.20 1.46 - - - -  
MW r0 1.207 1.460 1.056 1.097 - 108.2 [181] 
MW r0 1.2073 1.4577 1.0602 1.1124 110.5 -  
MW r3 1.2066 1.4586 - - - -  
MW r3 1.2062 1.4589 1.0562 1.1054 110.2 -  
a JR=infra-red; ED =electron diffraction; MW=microwave; r 0=structure obtained 
from rotational constant Bo ; r3 =substituted structure. 
b  assumed 
An alternative explanation for the shortened C-C bond was proposed by Mul-
liken [194]; through analogy with the alkyl radical, that hyperconjugation imparts 
a degree of double bond character through the interaction of the C-H bond in the 
methyl group with the "iv" orbitals on the central carbon atom. Trambarulo and 
Gorby estimated that to explain the observed shortening would require approxi-
mately 12 % double bond character [181]. An additional effect of the hyperconjuga-
tion would be the weakening of the adjacent methyl C-H and CC bonds, although 
the increase in CC bond length would not be expected to be large. Experimental 
evidence for a large amount of hyperconjugation in the neutral propyne molecule 
is not strong, especially when the necessary comparisons are between molecules 
with greatly differing bonding environments and steric interactions. Of the bond 
dissociation energies only the methyl C-H energy has been directly determined 
and found to be 89.4 kcal mo1 1 at 300 K (3.68 eV), this is 9 kcal mol 1 (0.39 
eV) less than in ethane as would be expected from the hyperconjugation model, 
however the difference has been explained in terms of the resonance stabilisation 
of the radical product [195, 196]. Bauschlicher and Langhcff [186] used ab initio 
methods to determine the bond dissociation energies of propyne. The results ob-
tained were consistent with hyperconjugation; the acetylenic C-H and the CC 
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bonds being predicted to be weakened by the substitution of the methyl group, 
by as much as 8 kcal mol' (0.35 eV) for the triple bond. The computed effects 
on the other bonds were again due to the resonance stabilisation in the resulting 
fragments. This result for the bond dissociation energy of the triple bond was 
contrary to the earlier results of Wiberg [197, 198] who predicted that the triple 
bond would be stabilised by '"5 kcal mo1 1 (0.22 eV), the methyl group acting as 
a a and ir donor to the adjacent atom. Wiberg also noted a minor increase in the 
r electron density at the remote atom. 
The fundamental vibrational frequencies of propyne, and deuterated analogues, 
have been extensively studied by infra-red spectroscopy [199-207] , Table 2-2. 
The stretching vibrations in the methyl group are found to undergo a transition 
from normal-mode vibrations, the symmetric u 2 and antisymmetric 1/6, to a single 
local-mode vibrations, VM in higher vibrational levels[208]. The presence of the 
carbon chain allows low frequency vibrations to occur, there are four fundamental 
frequencies below 1100cm 1 all of which have appreciable populations at room 
temperature. The first excited level of the carbon skeleton bending mode, vic, 
having an occupation 41% as large as that of the vibrational ground state whilst 
the acetylenic group bend, v io , has 9.4%, as estimated using Boltzmann's statistics 
[209]. For the interpretation of the electronic spectra the most important modes 
of vibration are those concerned with changes in the carbon skeleton, particularly 
bond lengths, ie the carbon-carbon triple bond stretching mode, v 3 , and the single 
bond stretching mode, v5 . 
The UV-photoelectron spectrum has been given for ionisation by irradiation by 
both the He(I) line at 21.215 eV [212,213], and the He(II) line at 40.78 eV [214]. 
Six main bands occur in the IP region from 10 to 25 eV (bands I-E), Table 2-3. 
The first two spectral features, X and A are assigned to ionisations of E type from 
the -CC- and methyl groups respectively. The vibrational structure observed on 
band X, 940 cm-1 and 1940 cm 1 , demonstrates the excitation of vibrations in 
the carbon skeleton, similar to the ground state 113 and 115 vibrations. The angular 
dependence of the electron ejection in the first band is also consistent with the 
loss of a ir electron [215]. The 1290 cm -1 progression of the A band is similar to 
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/km mol" [205] 
Experimental 
Assignment Ref. 
a 1 modes 
V1 3335.1 45.1±3.1 acetylenic C-H stretch [201] 
'/2 2941.4 14.9±3.6 symmetric methyl C-H stretch [199] 
V3 2137.9 5.3±0.3 CEC stretch  
1/4 1385.0 1.5±1.0 methyl deformation [206] 
930.3 1.0±0.5 C-C stretch  
e modes 
'/6 2980.8 17.7±3.5 antisymmetric methyl C-H stretch [199] 
1450.3 17.9±1.6 methyl skeletal deformation [206] 
'/8 1036.1 0.4±0.3 methyl skeletal rock [211] 
628.1 87.3±4.5 C=—O-H bend [199] 
327.5 16.7±1.0 C-C=C bend [199] 
local modes 
Vm 3037 - methyl C-H stretch [208] 
= (l/nl)flog(Io/I)dv, the integral of the extinction coefficient over the band. 
that of the ground state methyl group deformations, V4 V7 and '/8•  The order 
of ionisation is then 1E <2E <1A1 <2A1 .... Beyond the first two bands, the 
assignment differs between Kimura et al. [213] and Bieri et al. [214]. Kimura et 
al. assign bands A and to arise to the Jahn-Teller splitting of the le MO with the 
1A 1 ionisation being assigned to the shoulder observed at 15.8 eV. The spectrum of 
Bieri et al. showed no evidence of this feature; the B band was therefore assigned 
to the 7A 1 ionisation. The most complete theoretical study of the UV-PES comes 
from the Green's function work of von Niessen et al. [216], which in common 
with the result of Koopmans' theorem on SCF calculations, yields the ionisation 
order from the MOs 2e <le <7a 1 <6a 1 ... in agreement with the experimental 
assignments. Using a qualitative arguments based on the hyperconjugation model 
Bock et al. [217,218] obtained an alternative ordering, e <7a 1 <le <6a 1 ..., the 
b band being resolved into two features, due to the Jahn-Teller splitting of the 1E 
state, at 15.3 and 15.5 eV. 
Propyne has a negative electron affinity; a resonance variously reported at 2.8 
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Table 2-3: Vertical ionisation potentials of propyne 






10.37 10.54 (10.37) 1) 1940C, 940d 







b adiabatic ionisation energies [219, 220] 
C  [219] 
d [214] 
[221] and 3.14 eV [222] on the electron transmission spectrum. The state, due to 
electron attachment to an antibonding MO predominantly formed from the triple 
bond e*  MOs [221], is unstable with respect to electron autodetachment, with a 
lifetime of less than 1 ms [223]. 
2.2.2 Excited states and electronic spectra 
The molecular geometries for the excited states are not known. Theoretical calcu-
lations on the lowest valence 3A' [179] and 1 '3A" [179,224] states support the idea 
that the geometries are, like those of acetylene [225-229], non-linear. By analogy 
with acetylene [230-233] the Rydberg states are expected to be linear'. 
The energies of the most prominent features in the optical [234,235] and elec-
tron impact [236-240] spectra are given in Table 2-4. For ease of interpretation the 
electron impact studies have been sub-divided into three categories, the threshold 
electron impact studies [236,237], those electron impact studies at higher energies 
'Definitions of valence and Rydberg states are given in Appendix A. 
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[238, 239], and the variable angle study of Flicker et al. [239]. As will be outlined 
in the following discussion the two optical studies do not agree. The VUV and 
electron energy loss spectra of propyne are shown in Figure 2.2.2. 
The longest wavelength absorption system of the ultraviolet spectrum of propy 
ne consists of a broad structureless dissociation feature extending from 220 to 160 
Pm (5.5-7.6 eV) [234,235,241]. The feature was first studied by Price and Walsh 
who resolved two bands, 195-188 nm (6.37-6.59 eV) and 175-160 nm (7.08-
7.75 eV) with maxima at 192 (6.45 eV) and 165 (7.51 eV) (the A and fB bands 
of Herzberg [242]) which by analogy with the spectrum of acetylene were assigned 
to be valence transitions. A subsequent UV study by Nakayama and Watanabe 
failed to confirm the existence of the two bands, instead a single broad band 
was observed a maximum at 176 nm (7.05 eV) with a secondary feature at 172 nm 
(7.20 eV). As part of a fluorescence study Hamai and Hirayama [241] investigated 
the absorption spectra of propyne in the vapour phase, between 230 and 160 nm 
(5.40-7.75 eV). The maximum absorption was found to occur at 173 nm (7.17 eV) 
in good agreement with Nakayama and Watanabe. The feature was assigned to 
the optically allowed e+e* transition to the B state of E symmetry. Evidence of 
the A state was first reported by Dance and Walker [237] who observed a shoulder 
in the electron energy loss spectrum at 6.7 eV, corresponding to a weak feature 
in the optical spectrum of Nakayama and Watanabe [235]. On this evidence the 
feature was assigned to an optically forbidden transition. 
A weak transition (X—.0) is observed at #'.s7.85 eV which has no analogue in 
the spectra of acetylene [234,235, 239, 240]. Fridh [240] assigned the peak as being 
due to the first member of the npa Rydberg series. 
Above 154 nm (8.05 eV) Price and Walsh [234] reported rich Rydberg structure 
ascribing it to two Rydberg series, the R and R', converging to a limit of 11.25 eV. 
These series were similar, with a constant shift of '-'850cm 1 (0.11 eV), to those 
known in acetylene [243] and assigned accordingly as being due to excitation form 
a ir, or e, orbital. The diffuseness of the observed peaks prevented any analysis of 
the symmetries of the excited states. 
Nakayama and Watanabe [235] also studied the absorption spectrum of propyne 
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Table 2-4: Excited electronic states of propyne 
State Optical [235] 
Vertical transition energy /eV 
Electron impact 
Threshold [237] 	Other [240] 	Variable angle [239] 
a ... 5.2 ... 5.2 
b ... 5.8 ... 5.85 
6•1BM, 6.3 ... (6.4) 
A 6.7 1 6.45'' 6.7 ... 6.7 
7.04 7.0, 7.1 
B 7.2 7.2 7.18, 7.25S 7.18 
7•445 7.38 
7.51 ... 
C 7.86 ... 7.86, 7.87 7.88 
3R' 8.05, 8.04"' 8.1 8.05 8.06 
3R'+v5 8.17 8.2 8.16 
3R'+v3 8.29 8.35, 8 . 3 BM 8.29, 828S 8.30 
311" 8.45 ... 8.447 8•45S 
3R'+2v3 8.54 ... 8.53 
3R"+v3 8.69 ... 8.69 
4R 8.83 ... 8.83, 8.81 S 8.84 
3R'/+2v3  8.93 8.9 
4R+zi3 9.07, 9.12' ... 9.07, 9.O8 9.08 
411' 9.21 9.23 9.21 9.25 
411" 9.36 ... 9.37, 9.39S 9.36 
4R'+u3 9.45 ... 9.45 9.44 
511 9.51 9.5 
5R' 9.66 ... 9.66 
4R'+2v3 9.69 ... ... 9.71 
511" 9.75 ... 9.75 
6R' 9.91 ... 9.92 
6R" 9.94 9.92, 9.93 9.96 
711 9.99 ... 
7R' 10.03 ... 10.04 
10.10 ... iO.io 
10.17 ... 10.17 7  10.16 
10.18 ... ... 10.19 
10.22 ... 10.24s 
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Figure 2-1: The electron energy loss and VUV spectra of propyne. 
Electron Energy Loss spectra of propyne at stated residual electron energies 
(Er). 
- VUV spectrum. 
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in the region 160-105 nm (7.75-11.80 eV). Unlike the spectrum of Price the major-
ity of the observed bands were found to be below 120 nm (10.33 eV), where almost 
continuous absorption was found. The presence of three Rydberg series, R, R' 
and R" was postulated converging to the same limit of 10.56 eV (see Figure 2.2.2), 
in good agreement with the ionisation potential: v o (cm 1 )=83570-R/(n-0.98) 2 , 
n=4,5,...; vo (cm 1 )=83580-R/(n-0.57) 2 , n=3,4,5,...; vo (cm 1 )=83600-R/(n-0.33) 2 , 
n=3,4,5,.... By comparison with similar series in acetylene, the R and R' Ryd-
berg series were assigned as the ns and nd series respectively. The n=3 member 
of the R series was not observed, from the quantum defect the transition would 
be expected to lie under the k--+B valence transition. The term value associated 
with the B state is 3.3 eV, a value close to that of the lowest 3s Rydberg state in 
acetylene [244]. 
Many of the early members of the Rydberg series exhibited strong vibrational 
progressions, especially with spacing r.., 1970cm 1 corresponding to CEC z4 stretch-
ing mode (cf 1849cm 1 for the analogous z4 symmetric stretch for the 7r--+3s state 
of acetylene [230]) and consistent with a large relaxation of the CC bond length 
associated with a change of bond order from three to two-and-a-half due to exci-
tation from the triple bond. The lack of bending modes provides strong evidence 
that the Rydberg states be assigned as being linear or near linear. No informa-
tion on the rotational spectra was forthcoming from the study, preventing the 
experimental determination of the excited state symmetries. 
Betts and McKoy [245], using a model potential method to calculate the Ryd-
berg series, also assigned R and R' as being due to transitions to ns andZ5with 
quantum defects of 0.90 and 0.5 respectively. No suitable candidate was found 
for R". - 
Electron impact studies at higher energies and low scattering angle [238-240] 
reveal Rydberg structure similar to the UV spectrum of Nakayama and Watanabe. 
As a result of a high resolution electron impact energy loss spectra, at energies 
of 500 eV and 25-75 eV, Fridh [240] re-interpreted the R, R' and R" as being 
excitations to us, npir and ndor MOs respectively. 
The position of the second IP at approximately 14.8 eV, almost 3.5 eV above 
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Figure 2-2: The VUV spectrum of propyne with the Rydberg series marked. 
Spectrum courtesy of Dr. I. C. Walker, Heriot-Watt University. 
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the first IP, in conjunction with the estimated position of the first Rydberg transi-
tion, suggests strongly that no transitions from other than the HOMO e pair will 
be observed in the electronic spectrum below 10 eV. Flicker et al. [239] observed 
super-excited states at 10.57, 10.72, 12.7, and 14.7 eV. The first two of these 
were assigned to be members of Rydberg series converging to vibrationally excited 
states of the first molecular ion. The other peaks were interpreted as converging 
to the third and fourth molecular ions. 
The electron energy loss studies of Knoop, and Dance and Walker [237] lo-
cated transitions below the onset of optical excitation, at 5.2 and 5.8 eV. These 
were assigned as being of singlet-triplet in character. The features occur at similar 
excitation energies to the corresponding X—*ã and R--+S transitions in acetylene 
[237,246,247]. The triplet nature of the excited state was confirmed by variable 
angle electron impact study of Flicker et al. [239]. Knoop also detected a feature 
at 6.3 eV which he suggested might be due to the third singlet-triplet transition; 
an earlier electron impact study by Bowman and Miller [236] had identified a peak 
at 6.1 eV. Neither Dance and Walker nor Flicker et al. found strong evidence of 
a transition in this region, although Flicker et al. reported that an occasional 
feature was found at 6.4 eV. In addition Flicker et al. noted an unexpected in-
tensity dependence upon scattering angle in the singlet-singlet features at 8.30 
eV, suggesting the presence of a previously unidentified underlying singlet-triplet 
transition. 
Fridh performed semiempirical calculations upon the low-lying singlet and 
triplet valence states arising from e - e* using the HAM/3 method parameterised 
upon dinitrogen [240]. The results agreed with the experimental ordering for the 
excitation energies, 3A 2 < E < Al and 'Al <1  E <1  A 2 , with the third triplet 
and first singlet states predicted to arise at the same energy, see Table 2-12. 
Hamai and Hirayama [241] studied the fluorescence spectra of several of the 
alkynes, including propyne. Propyne, in common with the other 1-alkynes, exhib-
ited a broad fluorescence emission with a maximum at 370 nm (3.35 eV) in ni-
trogenated cyclohexane solution. The vapour spectrum, obtained at atmospheric 
pressure, was found to be identical to the solution fluorescence, but shifted to the 
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blue by -5 nm, when excited at 180 nm (6.89 eV), however as the wavelength 
of the exciting radiation was decreased the fluorescence sharply yield decreased. 
Fluorescence was not observable at wavelengths below 175 nm (7.08 eV), a value 
close to the maximum absorption in the UV spectrum. This compared to acety-
lene with a fluorescence maximum at approximately 320 nm (3.87 eV) for the 
same exciting radiation. Given the similarity of the spectra for the 1-alkyne series 
Hamai and Hirayama interpreted the chromophore as being the H—CC— group 
with the emissions originating from the neutral excited A state. The large Stokes 
shift (shift to lower energy) of --'26600cm' (3.3 eV) combined with the featureless 
emission spectrum and the relatively large spectral width, '-6500cm' (0.8 eV), 
lead them to conclude that there was a large disparity in the nuclear configurations 
of the ground and excited states. The sudden cut-off in fluorescence is consistent 
with the existence of a dissociative state, cf acetylene where a decrease in the 
fluorescence yield was observed by Fujii et al. 11.8-12.8 kcal mo1 1 (0.51-0.56 eV) 
above the 0-0 transition [248] to the trans-isomer of the lowest excited state, an 
energy comparable to the linear geometry. 
The photolysis of propyne has been performed at 206 nm (6.02 eV) by Galli et 
aL[249], at 193 nm (6.42 eV) by Seki and Okabe [250] and Satyapal and Bersohn 
[251], at 147 nm (8.43 eV) by Stief ci al. [252], and at 123.6 nm (10.03 eV) 
by Payne and Stief [253]. At 206 nm, in the lower reaches of the dissociation 
continuum observed in the UV spectrum, the main photolysis products are 1,5-
hexadiyne, propylene, hydrogen and acetylene [249]. As no isotopic labeling was 
performed the initial processes involved were not determined. At 193 nm and 
147 nm, within the dissociation band and in a region of strong Rydberg structure 
respectively, the main primary processes were determined to be the loss of the 
acetylenic hydrogen atom [250,252]. On the assumption that the absorption at 
these wavelengths was most likely to occur in the -C=—C- group Seki and Okabe 
[250] concluded that the process of hydrogen elimination must occur on a timescale 
of less than one molecular vibration, before the photon energy could propagate 
to the weaker methyl C-H bonds. Thus the broad dissociation feature observed 
in the optical spectrum of propyne is interpreted as being due to the rapid loss 
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of the acetylenic hydrogen. The higher energy study at 123.6 nm had the loss of 
molecular hydrogen as the dominant process [253]. Seki and Okabe [250] suggested 
that this might be due to the absorption being predominantly in the region of the 
methyl group. 
2.2.3 The excited states of acetylene 
The electronic spectrum of acetylene has been the subject of many investigations, 
both experimental [225-227,230,235,237,243,247,254-260] and theoretical [228, 
229,231-233,261-265]. The point group of the acetylene molecule is D ... h,  which 
is reduced upon trans and cis deformations to C2h  and C2,, respectively. 
Four valence transitions have been identified in the electronic spectra of acety-
lene, the singlet R--+,k and X-B and the triplet X-à and X--+b [225-227,237, 
247,254,256]. The I-A consists of a number of weak bands at 240-210 nm 
(5.17-5.90 eV) [225,226,254]. Detailed analysis of the vibrational and rotational 
structure has been performed by Ingold and King [225] and Innes [226] who con-
cluded that the upper electronic state was of 1 A ,trans-bent, equilibrium structure 
(C2h molecular symmetry), corresponding to at the linear geometry. The 0-
0 transition energy, T 00 =5.23 eV, and the excited state structural parameters, 
r(C-C) 1.38 A, r(C-H) 1.08 A, and O(CCH) 120° have also been experimentally 
determined [225]. Ab initio calculations have confirmed the existence of this mini-
mum [229,231,232,263] and also predict the existence of a stable cis-bent isomer, 
1 A 1 (C2 molecular symmetry). However, the transition to the cis-state, like the 
linear state, is forbidden. A second complex and diffuse band system, is 
situated around 195-155 nm (6.37-8.00 eV). The transition was investigated by 
Foo and Innes [227] who ascribed a trans-bent equilibrium geometry, 'Ba , corre-
sponding to a 1 L U linear asymptote. The value determined for T 00 was 6.71 eV. 
Again theoretical studies predict the existence of a stable cis-bent, 1 B2 , isomer 
[229,231,232,263]. The other trans,' A,, , component of the I NU state has not been 
observed experimentally; this state has been predicted to either have a small min-
ima or to have a linear geometry [229,231,232,263]. The triplet states have been 
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studied by electron impact experiments [237, 247, 256] with vertical excitation en- 
ergies of 5.3 eV for the X—ã transition corresponding to a 	excited state and 
6.0 eV for 	state. These states are also found to have non-linear equilibrium 
geometries in calculations [228,232]. 
At linear geometry, spin and symmetry restrictions mean that only four of the 
possible R.ydherg series resulting from excitations out of the HOMO 1r orbital 
have been observed and identified in the one photon absorption spectrum. These 
allowed transitions result from promotions to s- and d-type orbitals, specifically 
there are the 1 11 associated with ir - ns 9 , i 3ndo9 , and  irnd8g ,   ç -  
and the arising from ir - irndir9 . In addition to these series a further state 
from ir 4 -+ içnd69 has been identified. 
The lowest energy Rydberg state (C) occurs in the 153-140 urn region with 
an absorption origin at 152 nm (8.16 eV). This state has been experimentally 
[230, 235, 243] and theoretically [232, 233, 262,264] assigned to the linear 1 JT, state 
arising from 7r-3s transition. The n=4 and n=5 members of this series have 
been identified at 9.93 and 10.57 eV respectively [259]. Hollas and Sutherley [255] 
determined the Franck-Condon factors for the n4 transition and concluding that 
the upper state was linear with bond C-C and C-H bond lengths of 1.26 and 1.07 
A, approximately 0.05 A and 0.01 A longer than the ground state, respectively. 
The assignment of the XE —p'  fl transition, associated with the electronic 
promotion ir 4 —p irnd59 , to the O band at 9.97 eV [257] has bent confirmed by 
Herman and Cohn [259] using rotational analysis. The two further dipole allowed 
transitions arising from promotion to a d-type Rydberg orbital , the ir3dir 9 ( 1 E) 
and the 7r3dcr9 ('H), have been identified as occurring at around 9.25 eV. Three 
spectra features have been observed in this region, the lO, ft, and P bands at 
9.24, 9.25, and 9.27 eV [230,235,257,259]. The D and F bands are found to 
be considerably stronger than the E band, therefore they were assigned as being 
the allowed transitions with the ft an as yet unidentified forbidden transition. 
Experimentally the unambiguous assignment has been hindered by the lack of 
resolvable rotational structure, however theoretical studies predict the 1 IIu state 
to have the lower energy [232,233]. Ashfold et al. [260] located the ' u (ir3dSg ) 
jV 
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state at 9.91 eV using 3+1 multiphoton ionisation spectroscopy. The rotational 
structure and observed line strengths lead to the conclusion that the upper state 
possessed a linear geometry. 
It is possible to get an idea of the likely transition energies in propyne by 
assuming that the excitations in propyne will occur with the same term values as 
the corresponding Rydberg transitions in acetylene. As the first IP in propyne 
occurs at a lower energy than in acetylene, 10.37 eV as compared to 11.41 eV, 
the Rydberg series that converge to this IP will arise at correspondingly lower 
energies. Using this the experimental energies of the identified Rydberg transitions 
in acetylene the lowest Rydberg transition in propyne, the 2e3s of E symmetry, 
would be expected to arise at 7.13 eV (7r3s, 8.16 eV in acetylene) with the second 
and third members of this series arising at 8.90 (7r4s, 9.93 eV) and 9.54 eV (7r5s, 
10.57 eV). The other identified transitions are to d-type Rydberg states, therefore 
the E symmetry transition to the dcr9 is predicted at 8.22 eV (9.25 eV) close to the 
A 1 transition to dir e at 8.24 eV (9.27). The transitions corresponding to excitation 
to the dc59 orbital are predicted to occur at 8.88 eV (9.91 eV) for the E and 8.94 
eV (9.97 eV) for the A 1 . All these excitations are expected to be active in the UV 
spectrum of propyne. 
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2.3 Theoretical methods employed 
The present study on the excited states of the propyne molecule employed a variety 
of different basis sets to investigate the dependence of the valence (ir, lr*)  excitation 
energies. The smallest used was Dunning- Huzinaga (9s5p/5s)/[4s2p/2s] double 
zeta, DZ, basis (38 GTOs) [266, 267]. Two basis sets of double zeta plus polarisa-
tion, DZP, standard (68 GTOs) were generated by the addition of p-functions to 
the hydrogens and d-functions to the carbons with exponents 1.0 (H), 0.72 (C) 
and 0.25 (H), 0.20 (C) 2 . The triple zeta, TZ, basis of Dunning (57 GTOs) [268] 
was also employed and additionally augmented by the addition of two polarisa-
tion functions on each atom; 2.0, 0.5 (H), and 1.44, 0.36 (C), TZ2P(117 GTOs). 
For the investigation of the electronic spectrum the DZ and DZP-type bases were 
augmented by the addition of a large Rydberg set, 3s2p2d, to the centre of the 
triple bond, with exponents 0.021, 0.008, 0.0025(s), 0.017, 0.009(p), 0.015, and 
0.008(d). This set of Rydberg functions has previously been successfully employed 
in the assignment of the azine series of molecules [269-272]. All six components 
arising from the Gaussian d-functions were retained in the SCF and subsequent 
calculations, including the pseudo s-type functions of the from d 2 +y 2 + 2 
The equilibrium structures (re ) were determined for all the basis sets at the 
SCF level and for the DZ, DZP, and TZ2P bases at the MP2 level. The calcula-
tions employing the Rydberg augmented sets were performed using the optimised 
geometries of the respective unaugmented basis set. 
The highest point group accessible in MRD-CI is D2h,  therefore the CI calcu-
lations on propyne were performed in C8 symmetry with the identities A'(A 1  + E) 
and A"(A 2 + E), symmetric and antisymmetric with respect to reflection in, in 
this case, the yz-plane of symmetry. 
2 These are denoted DZP for the standard polarisation functions and DZP 1 for the 
diffuse functions to remove ambiguity. 
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The single configuration SCF wavefunctions were used to provided the MO 
basis for all-valence electron ground state and excited state CI calculations. In all 
these the "core" carbon Cis MOs were kept doubly occupied at all times, also in 
order to keep the calculation within reasonable dimension a group of the highest 
virtual orbitals, in aufbau order, were discarded. For the calculations on the Ry-
dberg space, the maximum of 20 roots were generated, this being required due to 
the low number of symmetries being available to cover the desired energy range. 
There were up to 56 main reference configurations, leading to the maximum 80 ref-
erence CSFs once spin combinations had been taken into account; this is 56M20R. 
in the conventional MRD-CI nomenclature [71-73]. The largest calculations per-
formed generated in excess of io CSFs. The selection threshold in the MRD-CI 
module was used to reduce the number of CSFs in the final diagonalisation to 
below 18000. Information regarding the numbers of active orbitals and electrons 
employed in the calculations, along with the numbers of reference functions and 
roots, and the associated computation dimensions are given in Tables 2-5 and 2-6, 
with and without Rydberg functions, respectively. The oscillator strengths of the 
transitions in the DZP1 singlet manifold were determined. 
As part of the investigation on the energies of the valence states, iterative 
natural orbital (INO) calculations were performed on the ground state and low-
lying A 2  (A") valence state to determine if the SCF MO basis was adequate for 
describing the transition. In general the ground state wavefunction is found to be 
an adequate MO basis for the description of the states in the electronic spectrum, 
especially if the complete MO space is active. This approach breaks down when 
the excited state has a radically different electron density from the ground state, 
in such circumstances the use of the excited state SCF or MCSCF is required, 
or alternatively the density of the sate can be iterated in an iterative natural 
orbital calculation. For Rydberg transitions and most valence transitions the 
improvement gained by using the state specific wavefunction is usually small. 
All the computations, apart from the MP2 calculations, used the GAMESS 
suite of programs [74] which contain the MRD-CI program of Buenker [71-73]. 
The MP2 calculations were performed using CADPAC [273]. The calculations 
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Table 2-5: MRD-CI dimensions for the calculation of propyne without Rydberg 
functions 








DZ gs 16/32 29M1R 436160 1 6723 
DZ 'A' 16/32 60M5R 1130099 7 17756 
DZ 'A" 16/32 66M5R 1135495 7 17800 
DZ 3 A' 16/32 53M5R 1710396 10 17368 
DZ 3A" 16/32 52M5R 1773371 10 17166 
DZP gs 16/62 19M1R 1715967 4 10561 
DZP 'A' 16/62 26M3R 3142952 7 17966 
DZP 'A" 16/62 60M5R 6776108 13 16448 
DZP 3 A' 16/62 34M3R 5689973 7 14896 
DZP 3A" 16/62 32M3R 4714588 6 18485 
DZP1 gs 16/62 6M1R 1715967 3 13862 
DZP1 1 A' 16/62 29M3R 3313235 8 18226 
DZP 1 'A" 16/62 22M3R 2190294 7 19920 
DZP 1 3 A' 16/62 36M3R 6021569 8 15397 
DZP1 3A" 16/62 24M3R 3841356 7 19578 
TZ gs 16/57 6M1R 505415 1 14487 
TZ 'A' 16/57 46M3R 4263238 9 18023 
TZ 'A" 16/57 44M5R 1135495 7 17800 
TZ 3A' 16/57 47M3R 7816951 6 17287 
TZ 3A" 16/57 44M3R 7434941 6 17939 
TZ2P g.s. 16/74 6M1R 903724 4 15612 
TZ2P 'A' 16/74 40M7R 5601322 16 18071 
TZ2P 'A" 16/74 29M10R 4122539 19 19207 
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Table 2-6: MRD-CI dimensions for the calculation of propyne with Rydberg 
functions 








DZ+R g.s. 16/53 6M1R 424687 1 8493 
DZ+R 'A' 16/53 63M20R 4400193 21 19792 
DZ+R 1 A" 16/53 69M20R 4448419 24 18199 
DZP1+R g.s. 16/67 10M1R 1049357 1 13636 
DZP1+R 1 A' 16/67 63M20R 8023832 15 18618 
DZP1+R 'A" 16/67 69M20R 7919519 19 18804 
DZP1+R 3 A' 16/67 52M20R > 107 17 19984 
DZP1+R 3 A" 16/67 55M20R >107 17 17411 
DZP1+R g.s. 16/83 6M1R 1176007 2 15601 
were performed on the Convex C3840 and C240 machines at ULCC and on the 
Cray X-MP/48 at RAL. 
2.4 Results 
2.4.1 Ground state 
The present molecular energies and optimised geometries are compared with pre-
vious theoretical work in Table 2-7 and Table 2-8 (the experimental data is shown 
in Table 2-1). The energies and geometries obtained for calculations at the same 
level are in general in good agreement. The notable exception to this being the 
difference between the DZ SCF energies as obtained by the Nomura and Iwata 
[224], and the present author. The reason for this discrepancy is the shorter C-
H bond lengths as calculated in the present work, although both geometries are 
supposedly optimised. The previous calculations with the greatest inclusion of 
correlation effects are the MP4 calculations of Kellö et al. [274] performed at the 
experimental geometry, and the SDCI+Q work of Honjou et al. [275] both using 
the DZP basis. 
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Table 2-7: Theoretical propyne ground state energies 
Basis Method Geometry Energy 
/au 
Ref. 
STO-3G SCF optimised -114.4490  
3-21G SCF optimised -115.225 [179] 
4-31G SCF optimised -115.7085 [221] 
DZ SCF optimised -115.7341 [224] 
DZ Cl (6/6 - 95CSF) SCF -115.7928 [224] 
6-31G SCF STO-3G -115.8216  
DZ-4-Dc MP2 SCF -116.2767  
631G* SCF STO-3G -115.8634 [277] 
631G* SCF 4-31G -115.8693 [221] 
DZP SCF MW 6 -115.8858 [274] 
DZP MP2 MWb -116.2801 [274] 
DZP MP3 MW6 -116.3025 [274] 
DZP MP4 MWb -116.3234  
DZP SCF optimised -115.8926  
DZP SDCI (16/62a  48729CSF) SCF -116.2695 [275] 
DZP SDCI+Q SCF -116.3138 [275] 
DZ SCF optimised -115.8347 - 
DZ Cl (29M1R 16/32) SCF -116.1176 - 
DZ MP2 optimised -116.1359 - 
DZ+R.(3s2p2d) SCF DZ SCF -115.8352 - 
DZ+R(3s2p2d) Cl (6M1R 16/53a) DZ SCF -116.1182 - 
DZP SCF optimised -115.8882 - 
DZP Cl (19M1R 16/62a) SCF -116.3048 - 
DZP MP2 optimised -116.3246 - 
DZP 1 SCF optimised -115.8495 - 
DZP 1 Cl (19M1R 16/62) SCF -116.1937 - 
DZP:+R(3s2p2d) SCF DZP1 SCF -115.8499 - 
DZP1+R(3s2p2d) Cl (1OM1R 16/67) DZP1 SCF -116.0995 - 
DZP,+R(3s2p2d) INO DZP1 SCF -116.1020 - 
DZP1+R(3s2p2d) Cl (19M1R 16/83) DZP1 SCF -116.1834 - 
TZ SCF optimised -115.8565 - 
TZ Cl (6M1R 16/57C) SCF -116.1708 - 
TZ2P SCF optimised -115.9082 - 
TZ2P Cl (6M1R 16/74) SCF -116.3096 - 
TZ21? MP2 optimised -116.4041 - 
a  active electrons / active orbitals 
6 microwave structure [193] 
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The previously reported ab initio ground state geometries [186,224,275,276, 
278, 279] have been obtained at the SCF level. As noted, even relatively low levels 
of theory can return results that are are in reasonable agreement with the exper-
imental microwave, r,,, structure [193]. The methyl C-H and the carbon-carbon 
triple bond length are underestimated by all the basis sets at the SCF level, whilst 
carbon-carbon single bond is overestimated. The effect on the ground state geom-
etry of increasing the basis set size varies depending on the type of basis function 
which is added. The addition of further valence functions leads to a reduction of 
most of the bond lengths, a larger effect for the carbon-carbon bonds. For the 
addition of polarisation functions carbon-carbon triple bond and the acetylenic C-
H bond show increases, however the carbon-carbon single bond length is slightly 
reduced. The continued reduction in the carbon-carbon triple bond length with 
increasing basis set dimension leads to this bond length being underestimated by 
'0.025 A with respect to the experimental value by the largest basis used in the 
present study, TZ2P; this is the largest error for this bond of all the listed basis 
except the smallest , STO-30. The methyl C-H bond is largely unaffected by the 
addition of extra functions, whilst the HCC bond angle is slightly reduced by the 
inclusion of polarisation functions and increased by the transition from DZ to TZ. 
The inclusion of electron correlation through perturbation theory increases all the 
bond lengths as calculated using the DZ basis by at least 0.02 A, the largest in-
crement being 0.04 A for the triple bond, as would naively be expected due to 
the inclusion of greater anti-bonding character. This leads to a relatively large 
error in the computed bond lengths of the carbon skeleton. It has previously been 
noted that this size of basis is insufficient for the accurate determination of ge-
ometrical parameters [3]. For the larger DZP and TZ2P basis smaller increases 
are obtained, with a slight decrease in the computed value for the carbon-carbon 
single bond length, this brings the results into better agreement with the exper-
imental values. The smallest increases, and correspondingly the largest decrease, 
in bond length are obtained for the TZ2P basis. The MP2 optimised geometry for 
the TZ2P basis is in excellent agreement with experiment for the carbon skeleton 
and for the acetylenic C-H, agreement is somewhat poorer for the methyl group. 
The findings at the SCF and MP2 level for the CEC bond are in accordance with 
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Table 2-8: Ground state geometries of propyne. 
Method 
Bond lengths (A) 
CC 	C-C CH CHmethyl 
Angles (deg) 
HCC 	HCH Ref. 
STO-3G SCF 1.170 1.484 1.064 1.088 110.5 - [276] 
DZ SCF 1.201 1.475 1.065 1.093 108.9 109.5 [224] 
4-31G SCF 1.191 1.464 1.052 1.083 111.0 - [221] 
SCF 1.191 1.460 1.052 1.082 110.9 - [279] 
DZ+Dc SCF 1.192 1.476 1.059 1.082 - 108.7 [278] 
DZP SCF 1.191 1.472 1.060 1.084 110.2 - [275] 
DZP SCF 1.190 1.474 1.059 1.084 - - [186] 
DZ SCF 1.201 1.472 1.053 1.082 110.6 108.4 - 
DZP SCF 1.191 1.475 1.058 1.083 110.4 108.7 - 
DZP1 SCF 1.198 1.472 1.058 1.087 110.6 108.4 - 
TZ SCF 1.190 1.462 1.051 1.082 110.8 108.1 - 
TZ21? SCF 1.181 1.466 1.053 1.081 110.4 108.5 - 
DZ MP2 1.245 1.492 1.070 1.102 110.6 108.3 - 
DZP MP2 1.226 1.471 1.065 1.090 110.6 108.6 - 
TZ21? MP2 1.211 1.461 1.059 1.086 110.6 108.3 - 
Exptl 1.206 1.459 1.056 1.105 110.2 108.7-  [192, 193] 
a [191] 
those of Simandiras et al. for acetylene [280]. Simandiras et al. obtained values 
for the C-H bond length within 0.002 A of the experimental result for TZ21? at 
the MP2 level. The experimental results quoted in Table 2-8 are for the substi-
tuted structure, r3 , which is known to be somewhat larger than the equilibrium 
geometry, re , an effect particularly pronounced for hydrogen. 
The SCF-MO energies are shown in Table 2-9. The energies of the occupied 
orbitals are maintained throughout all the basis sets. Using Koopmans' theorem 
the order of ionisation is expected to be 2e < le < 7a 1 < 6a, ..., with the first 
four IPs 10.6, 16.2 1 16.9, and 19.6 eV using the orbital energies from the TZ2P 
calculation. The energy of the lowest valence e* (lr*) state is similarly unaffected 
by the addition of Rydberg functions, although the expected trend of reducing 
energy with increasing basis set dimension is shown. It should be noted that for 
the basis sets of TZ quality this e*  pair is not the lowest of the virtual valence 
states. 
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Table 2-9: Propyne ground state SCF MO energies at linear geometry (au) 
Orbital DZ DZP DZP, 
Basis 
TZ TZ2P DZ+R DZPI+R 
1a1 -11.2558 -11.2532 -11.2566 -11.2539 -11.2467 -11.2567 -11.2573 
2a1 -11.2520 -11.2450 -11.2498 -11.2449 -11.2287 -11.2527 -11.2511 
3a1 -11.2364 -11.2273 -11.2302 -11.2252 -11.2112 -11.2372 -11.2315 
4a1 -1.0644 -1.0576 -1.0611 -1.0675 -1.0608 -1.0653 -1.0621 
5a1 -0.9681 -0.9603 -0.9653 -0.9715 -0.9637 -0.9690 -0.9662 
6a1 -0.7197 -0.7177 -0.7170 -0.7201 -0.7199 -0.7206 -0.7178 
7a1 -0.6212 -0.6173 -0.6195 -0.6256 -0.6223 -0.6221 -0.6204 
le -0.5949 -0.5938 -0.5924 -0.5945 -0.5950 -0.5956 -0.5931 
2e -0.3890 -0.3874 -0.3866 -0.3902 -0.3895 -0.3899 -0.3874 
ai (s) 0.0029 0.0029 
ai (s) 0.0136 0.0133 
ai(pz ) 0.0181 0.0180 
e(px /py ) 0.0196 0.0195 
al(d2) 0.0236 0.0235 
e(d/d 2 ) 0.0239 0.0239 
C(dx2.. y2/dry ) 0.0246 0.0246 
ai (s) 0.0348 0.0341 
ai (s) 0.0697 0.0688 
al(d2) 0.0721 0.0714 
e(d/d) 0.0758 0.0753 
e(d2..2/d) 0.0764 0.0764 
e(px /py ) 0.0794 0.0788 
ai(pz ) 0.0795 0.0772 
al (s) 0.1463 0.1441 
a1 0.1479 0.1372 
a 1 0.1752 
e 0.2012 0.2034 0.2004 0.1841 0.1827 0.2061 0.2060 
a1 0.2444 0.2431 0.2029 0.1923 0.2061 0.3054 0.2793 
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The energy lowering of the single configuration SCF wavefunction by configu-
ration interaction for the basis sets without Rydberg functions increase from -0.28 
au for the DZ basis to -.0.40 au for the TZ2P basis, which includes polarisation 
functions and a wider range of valence functions. In all cases the three lowest 
occupied MOs, corresponding to the C2s, were frozen, leaving 16 active electrons. 
In all of the ground state Cl calculations the SCF single configuration amounts to 
about 89 % of the total wavefunction. The other principal configurations consist 
of the SCF configuration with the 2e MO either singly or doubly replaced by the 
lowest virtual e orbital, these however amount to less than 1 % of the wavefunc-
tion and play a lesser role for the larger basis sets (less than 0.25 % for TZ2P). 
The presence of Rydberg functions in the basis set has little effect on the ground 
state SCF energies and the lowering obtained through the inclusion of correlation, 
eg the present results for the DZ+R basis set. However, a marked reduction in 
the returned correlation energy is found when the active space is truncated; for 
example the lowering obtained for the DZP1+R basis set with 67 active orbitals 
is 's0.25 au compared to the 's0.35 au for the DZP1 calculation. Increasing the 
active space to 83 MOs greatly reduces the discrepancy. 
A considerable lowering in energy is achieved by the MP2 calculations relative 
to the single configuration SCF energies, ranging from '-'0.3 au for the DZ basis to 
au for the larger TZ2P basis. That the MP2 energies are lower than the CI 
energies for the same basis set despite the inclusion of the effects of single, triple, 
and quadruple excitations in the later, reflects to a large extent the inclusion of the 
correlation of the core electrons in the MP2 calculations. The lowering due to the 
optimisation of the geometry is considerably less than this effect, less than 0.05 
au for the DZ basis. The weight of the single SCF configuration decreases with 
increasing basis set dimension from near 89 % for the DZ basis to approximately 
86 % for the basis sets including polarisation functions. 
The Mulliken charge distribution and dipole moments as obtained at the SCF 
and MP2 levels are shown in Table 2-10, the numbering system has HC( l) and 
H3C (3) . The introduction of correlation markedly (10 %) reduces the calculated 
dipole moments. The good agreement between the DZ SCF dipole moment and 
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Basis and Method 
DZP 	DZP 1 





charge on atomsa 
qH +0.232 +0.214 +0.154 +0.151 -0.0946 +0.257 +0.151 +0.155 
qc, -0.411 -0.368 -0.373 -0.355 +0.071 -0.199 -0.098 -0.111 
qc2 +0.142 +0.157 +0.169 0.194 +0.008 -0.165 -0.151 -0.116 
qc3 -0.581 -0.604 -0.381 -0.451 -0.254 -0.457 -0.240 -0.340 
qHmet h y l +0.206 +0.143 +0.154 +0.090 +0.200 +0.185 +0.113 +0.137 
dipole momentb 
ILD 0.7834 0.7100 0.7745 0.7286 0.8024 0.8098 0.7903 0.7425 
a  Mulliken charge analysis 
b Experimental dipole moment 0.781 Debye {183] 
experiment is clearly fortuitous, but is useful, since for many molecules DZ may 
be the highest level of calculation possible. 
The harmonic frequencies of propyne and predicted JR intensities, calculated 
using MP2 on the TZ21? basis at re , are listed in Table 2-11. The definitions of 
the modes and references for the experimental data are given in Table 2-2. The 
largest error of +6.0 %, 180 cm 1 , is for the antisymmetric methyl C-H stretch, 
6• The low frequency bending modes associated with the CC and acetylenic 
C-H are found to be underestimated with respect to experiment, a feature noted 
for acetylene by Simandiras et al. [280] who found that the CEC, especially, was 
calculated low by '17 % using TZ21? at MP2. Most of the deficiency was corrected 
by the inclusion of f- functions in the basis set. 
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/cm-1 /km mol 
Experimental 
Frequency 	Intensity 
/cm' /km mo1 Percenta 
a 1 modes 
3501.6 53.25 3335.1 45.1 105.0 
3075.1 13.27 2941.4 14.9 104.5 
1/3 2142.2 3.6 2137.9 5.3 100.2 
7/4 1436.5 0.05 1385.0 1.5 103.7 
7/5 935.0 0.66 930.3 1.0 100.5 
e modes 
3160.4 9.61 2980.8 17.7 106.0 
1/7 1514.6 16.46 1450.3 17.9 103.7 
1075.0 0.54 1036.1 0.4 103.8 
1/9 628.1 100.52 633.3 87.3 99.2 
Vio 317.5 15.34 327.5 16.7 96.9 
a percentage of experimental frequency returned 
2.4.2 Excited States 
The vertical excitation energies for the valence and Rydberg states are given in 
Tables 2-12 and 2-13. 
Valence States 
The ordering of the valence excited states in propyne is found to be identical to that 
of acetylene, in agreement with the HAM/3 calculation of Fridh [240], with the 
transitions arising from excitations from the HOMO e pair of MOs to the comple-
mentary e*.  The lowest triplet state is calculated to be of symmetric A 1 symmetry 
with the 3E state computed to arise '-'1 eV higher in energy, whilst the first Va-
lence singlet state is of antisymmetric A 2 symmetry. The second singlet state is 
predicted to lie eV higher in energy. The calculated separation between the 
optically forbidden 1 A 2 4-X 1 A 1 and allowed 'E 4-X'A 1 transitions supports the 
assignment of the feature observed at 6.7eV to the A'A 2 [237,239]. The second 
and third singlet-triplet transitions, E and A 2 respectively, are predicted to be 
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Table 2-12: Propyne valence states vertical excitation energies, eV 
State DZ DZ+R 	DZP 
Present work 
DZP, 	DZP1+R TZ TZ2P 
Fridha 
HAM/3 
3 A 1 6.0066 - 	 6.0793 5.8104 5.8405 5.5954 - 6.2 
7.1665 - 	 7.0206 6.8616 6.8895 6.7136 - 6.7 
3A 2 7.8249 - 	 7.6323 7.5751 7.5886 7.3553 - 7.2 
3 ira * 
10.4564 - 	 - - - 8.2354 - - 
1 lrlr * 
1 A 2 8.0510 8.0247 	7.8488 7.6514 7•5771E 7.6062 7.6886 7.2 
8.3927 8.1686 8.1764 7.9877 7.8231 7.9896 7.9156 7.7 
1 A 1 11.6100 - 	 11.3028 11.1257 - 11.7703 10.5958 10.8 
hlro.* 
10.9383 - 	 - 9.9494 - 8.6552 8.6373 - 
- - 	 - - - 
- 9.6515 - 
a  [240] 
b  INO energy 7.5604 eV. 
separated by 	eV, leading to the prediction that the third transition is to be 
found at -.6.55 eV near a feature observed at 6.45 eV by Knoop [237,239]. 
The calculated energies are high by 0.4-1.4eV compared to the experimen-
tal values of the identified singlet and triplet valence states (Table 2-4) the best 
agreement being obtained for the lowest triplet state. Clearly the addition of dif-
fuse basis functions to the basis set reduces the error, going from DZ to TZ level 
calculations lowers the computed transition energies by 0.4 eV. The addition of 
Rydberg functions has little effect on the transition energies. INO calculations 
were performed on the ground state and the first 'A 2 for the DZP1+R basis set. 
The result was little changed (7.5604 eV) from the direct calculation of the tran-
sition energy. The current results for propyne yield excitation energies similar in 
value to calculations of approximately the same level in acetylene, where several 
authors have noted a similar failure to reproduce adequately experimental excita-
tion energies [231,233,262]. In acetylene much of the discrepancy is due to the 
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optically forbidden nature of transitions to the linear valence states, that is, the-
ory and experiment are not focusing on exactly the same phenomena. However, 
large errors, comparable to those in this study are observed for the singlet-triplet 
transitions which are vertical in nature. 
The valence 'A, state is predicted to occur in the region of 10.6-11.8 eV by the 
calculations employing basis sets without Rydberg functions, the most accurate 
being the TZ2P result of 10.60 eV. Given the degree of overestimation found for 
the other valence states it is probable that this is anywhere between 0.5 and 1 eV 
high. This state is, however, not obtained in the calculations including Rydberg 
functions, the estimated energy lying outside the energy range of the roots studied 
(see discussion of Rydberg states), although the reference configurations allowed 
the possibility of the root occurring. For the DZ+R/DZP1+R basis no valence-
valence transitions other than ee*  were located. 
The lowest "ira" (e -+ a,) transition is computed at the DZ level to arise 
at nearly 10.9 eV, an energy which drops to 8.6 eV for the TZ and TZ2P bases 
sets. In the latter calculations there is a change in the LUMO at the SCF level, 
the e*  complement of the HOMO being replaced by an a1 MO, Table 2-9. The 
presence of a low-lying iro in the singlet manifold in the TZ basis has an analogue 
for the triplet manifold, the state predicted to occur at 8.14 eV. Whether this 
calculated energy would be returned if Rydberg states were included in the basis 
set is questionable as the state occurs in a region where a lot of Rydberg transitions 
are expected. The triplet state arises in the same energy region as Flicker et al. 
[239] reported behavior in their electron impact study which was consistent with 
an underlying triplet state, -whether this state is the one computed would require 
calculations including a full ftydberg set. 
The addition of Rydberg functions has little effect on the calculated energy 
of the 1 A 2 state. A slight increase is found for the DZ basis (8.05 eV) and a 
decrease for the DZP1 basis (7.58 eV). Correspondingly, the state has little Rydberg 
character. The energies of the symmetric (A') and antisymmetric (A") components 
of the 1 E state are found to be significantly lowered by the inclusion of Rydberg 
functions for both the basis sets used. The energy of the 1 E computed transition 
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is 8.16 eV for the DZ basis and 7.82 eV for the DZP 1 basis, the lowering being 
slightly larger for the smaller basis set. A large amount of Rydberg character is 
predicted for this state, predominantly of PX/Py type. The oscillator strengths, 
Table 2-13, are consistent with what is expected with the premise that the A 2 
transition is forbidden, the predicted transition probability being low compared 
to that of the allowed E state. The triplet states are energetically uneffected by 
the Rydberg functions and the calculated states are almost exclusively valence in 
nature. 
Rydberg States 
The computations lead to reasonable values for the quantum defect, 8, when 
n=3 for the ns, np, and ndcr series (Table 2-13). The first members of the nthr and 
nd6 series have 8 values which are calculated to be slightly larger thain/ common 
problem when low quantum defects exist. More erratic behavior is obtained for the 
higher (n=4 and occasionally n=5) Rydberg states. Since there are generally only 
two Rydberg AUs for each of the p- and d-type functions, this is to be expected. 
In general to obtain a good value for the excitation to state n it is required that 
at least a reasonable value be obtained for the state (n + 1). The density of the 
observed R.ydberg states is predicted to rapidly increase in the region of 9 eV. An 
increase in the size of the Rydberg set used would in general lead to a lowering of 
the excitation energies and produce more states, particularly in this region. 
The lowest singlet states of pir type are found to be almost even combinations 
of Pr  and p, with strong valence mixing for all the singlet states except the 1 A2, 
for the triplet states this is reversed. The wavefunctions for states associated with 
transitions to R.ydberg orbitals with a local symmetry at the triple bond, eg .s, Pz, 
and d2, are found to have give linear combinations. The definitions used in the 
following discussion refer to the leading terms in the CI expansion. 
The lowest ns Rydberg state has not been experimentally identified, although it 
is expected by analogy with the corresponding transition in acetylene, and through 
arguments based on the quantum defect, to underlie the broad f3 valence band at 
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Table 2-13: Propyne vertical excitation energies for valence and Rydberg states 
(eV) 
DZ+R(3s2p2d) DZP1+R(3s2p2d) oscillator 
State singlet 	(n- 6)a singlet 	(n_ 6)a 	triplet strength 
Valence 
A 1 - - 	 5.8405 
A 2 8.0247 7.5771 7.5886 0.022 
E 8.1686 7.8231 	6.8895 0.578 
Rydberg 
e3s E 7.5048 2.18 7.3085 2.11 7.0767 0.018 
e4s E 9.1852 3.39 9.4130 3.76 8.8341 0.057 
e5s E 9.5427 4.05 9.8053 4.91 0.008 
e3pa E 8.0457 2.42 8.0533 2.42 7.9936 232 
E 9.0953 3.27 9.3749 
0.!,
e4po 3.70 - 
CO 
e3da E 8.8179 2.96 8.6254 2.79 8.8799 0.933 
e4da E 9.5903 4.18 9.5985 4.20 - 0.910 
e3p7r A 1 8.2976 2.56 8.4052 2.63 8.0263 1.090 
A 2 8.5644 2.74 8.3882 2.62 8.4859 . 00 
E 8.6084 2.78 8.5588 2.74 8.6464 0.069 
e4p7r A 1 9.4912 3.93 9.6622 4.40 - (0:7 9 D6 
A 2 9.6837 4.45 - - - - 
E 9.5917 4.18 9.6662 4.40 - 
.996 
e3dr A 1 8.9863 3.13 9.2860 3.54 9.1562 0.151 
A 2 9.1451 3.33 9.2407 3.53 8.2088 0.007 
E 8.9829 3.13 8.9762 3.12 8.8799 0.761 
e4dir A 1 9.9457 5.66 - - - - 
A 2 10.1235 7.43 9.7772 4.79 - 0.052 
E 9.9882 5.97 10.1316 7.55 - 0.085 
e3d5 A 1 9.2360 3.46 9.0826 3.21 9.0485 0.058 
A 2 9.1587 3.35 9.1121 3.29 8.9778 0.003 
E 9.2206 3.44 9.1497 3.34 9.3096 0.029 
e4d5 A 1 9.6989 4.50 10.0338 6.36 - 0.071 
A 2 9.9576 5.74 10.1444 7.76 - 0.009 
E 9.9202 5.50 9.9331 5.58 - 0.057 
* only a single component calculated. 
a  (n-8) 2 = 13-595/(IP-E); IP=10.37 eV [213] 
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Figure 2-3: The oscillator strengths of propyne. 
Experimental (top) and theoretical (bottom) excitation spectra for propvne. The 
VU'V spectrum is identical to Figure 2-2. The theoretical excitation energies are 
for the DZP1--R basis and are given in Table 2-13. 
12 
Chapter 2. The Electronic Spectra of Propyne 	 69 
approximately 7.1 eV. The present results support this assignment, the 2e3s (E) 
transition placed at 7.50 eV in the DZ+R and 7.31 eV in the DZP1+R computa-
tions. The oscillator strength estimated for this state is consistent with the a very 
weak absorption in the UV spectrum (Figure 2-3). The energies obtained for the 
corresponding 2e4s and 2e5s states using the DZP1+R basis, 9.41 eV and 9.81 eV, 
are somewhat higher than would be expected by comparison with acetylene and 
the measured energies of the 4R and 5R features, 8.83 and 9.51 eV respectively, 
which have been assigned as being the second and third member of the Rydberg 
s-series. The values from the DZ+R, 9.18 and 9.54 eV, are in better agreement 
especially for the e5s state. The oscillator strengths (f) calculated for both these 
excitations are low, 0.057 for e4s and 0.008 for e5s, would suggest that these would 
be weak spectral features, in contrast to the prominent peak observed for the 4R 
transition. An alternative assignment of the R Rydberg series will be given. 
The 2C3pz , or 2e3pi (E), is found to be the first of the 2e3p Rydberg types 
calculated to lie at 8.05 eV. This compares to 7.86 eV for the C band, the lowest 
feature assigned to a Rydberg transition, and 8.05 eV for 3R'. The oscillator 
strength of 0.232 is consistent with a moderately strong absorption. 
The three "yr" 2e3p (px/py)  states, A1+A2+E, are calculated to lie within 0.3 
eV, at about 8.4 eV. Experimentally this is a region which contains much structure 
assigned to vibrational progressions associated with 3R' and 3R" at 8.45 eV. The 
ordering of the three states is problematic. The DZ+R basis yields the order 
A 1 < A 2 < E in contrast the DZP,+R gives A 2 < A < E. Of the optically 
allowed A 1 and E both bases place the A 1 lower in energy, 8.30 and 8.41 eV. The 
oscillator strength calculations predict that these three states will give rise to a 
single intense band associated with the A 1 (f=1.09). The E state is predicted to 
be only a weak absorption and the A 2 , as expected for a forbidden transition, has 
a singularly low oscillator strength. 
The first of the 2e3d transitions, 2e3d2 (E), arises at 8.63 eV (DZP1) and 8.82 
eV(DZ+R). The corresponding oscillator strength is consistent with the presence 
of a strong UV absorption. The DZ+R energy is close to the 4R feature, 8.83 eV, 
with the DZPL+R energy found to lie between the 4R and the 3R". Comparison 
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with acetylene would seem to support the lower assignment, a similar feature being 
predicted from the turn value at 8.22 eV, Section 2.2.3. 
With the assignment of 317" as being due to promotion to 3d2 the assignment 
of the 2e3p R.ydbergs to the C band, 7.86 eV, to 2e3pZ (E) and 3R', 8.05 eV, to 
2e3p, (E) is made. This is in agreement with the previous assignment of Fridh 
[240], but contrary to that of Nakayama and Watanabe [235]. 
The six other states arising form e4 -+ e 3d transitions, 2e3d7r (d/d) and 
2e3d8 (d/d2_2), are predicted to occur at approximately 9.1 eV, within 0.4 
eV of each other. The large number of states arising in such a small interval 
would be expected to lead to a complex spectrum, four of the transitions would 
be UV allowed, however the transitions to the 2e3d8 states are predicted to be 
weak features. The ordering of the two UV active 2e3dir states (the A 2 has a 
small oscillator strength consistent with the forbidden nature of the transition) is 
uncertain. The calculation employing the DZ+R basis places the A 1 and E both 
at 8.98 eV whilst the DZP1+R computes them to be separated by 0.3 eV with the 
E state at the lower energy, 8.98 eV. The oscillator strengths associated with these 
transitions, 0.761 for E and 0.151 for A 1 , predict that these should be observed 
as prominent features in the UV spectrum. Given that the ns Rydberg series 
is expected to produce only weak features it would seem reasonable to re-assign 
the 417 peak, 8.83 eV, to be due to the first member of the ndir Rydberg series, 
probably of E symmetry. Support for this assignment comes form the quantum 
defects of the experimental 4R and 5R states which are found to be -1.03 for 
transitions to n=4 and 5, or --'0.03 for n=3 and 4. 
In comparison with the term values of the 7r3dlr Rydberg states of acetylene 
this assignment does not seem unreasonable, indeed the transitions predicted to 
occur at —p8.24 eV (Section 2.2.3), some 0.6 eV lower than the transition assigned 
here. A strong possibility is that this marked difference in the excitation energy of 
the dir-series Rydbergs is due to the methyl group perturbing the state in propyne. 
The computed energies for the 2e3d8 states are, in contrast, in close agreement 
with the predictions using the term values of the corresponding transitions in 
acetylene. 
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2.5 Conclusion 
Highly correlated ab initio calculations have been performed on the vertical tran-
sition spectrum of propyne. Despite the poor energies found for the valence tran-
sitions the ordering of the states ib found to be identical to that in acetylene. 
Investigations on the failure to reproduce the transition energies suggest that in-
creasing the dimension of the basis set will provide at least a partial solution, 
although the composition of the E valence state leads to the conclusion that a full 
Rydberg set should be included in the calculation if reasonable results are to be 
obtained. 
In the light of the present result the R Rydberg series is re-assigned as being 
due to a promotion to a dir state, probably B for 3R, and not a s as previously 
believed. The other assignments of the R' to nplr, if' to ndcr, and C to the first 
member of npa are in agreement with the earlier work of Fridh [240]. 
Chapter 3 
The Electronic Structure of Furan 
Furan (C 4 H4 0) is a five-membered aromatic ring which forms the basis for a series 
of heterocyclic compound of importance in biochemistry [281,282] and synthetic 
chemistry [283,284]. Applications extend into a wide variety of areas including 
synthetic fuel products, pharmaceuticals, dye solvents, insecticides, and coal con-
version technology. The accurate description and assignment of the ground and 
excited states are important in the understanding of the role and behavior of the 
molecule in chemical environments. 
The electronic spectrum of the molecule has been studied many times since 
the 1930's and the experimental spectrum is well characterised. Despite the large 
volume of experimental studies a satisfactory theoretical description of the low-
lying valence excitations has not been forthcoming. A particular motivation for 
this work is the availability of a new VUV study, carried out on the Daresbury 
synchrotron by Dr. I. C. Walker. In this chapter the result of large scale ab 
initio calculations are reported for the furan molecule, results are obtained for the 
valence states which are in accordance with the experimental spectrum. Reasons 
for the failure of previous theoretical work are proposed. 
72 
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3.1 The Background to the Present Work 
3.1.1 The Molecular Ground State of Furan 
The ground state of the furan molecule is believed to be planar, having C2,, sym-
metry. The principal axis passes through the oxygen and the centre of the opposite 
C,6 -C O  bond. Experimental support for the planar nature of the molecule is found 
in the small inertial defects detected in the rotational spectrum [285,286]. 
Figure 3-1: The furan molecule 
Classifying the MOs according to the symmetry operations of the molecular 
point group, the out-of-plane, or ir, orbitals are b1 and a2 , and the in-plane, or 
a, orbitals are a 1 and b2 . Five ir MOs can be generated from the out-of-plane p 
orbitals of the ring atoms, as in benzene three of these are doubly occupied in the 
electronic ground state. In the single configuration ground state eighteen of the 
MOs are doubly occupied, up to 9a 1 , 2b1 , 6b2 , 1a2 . 
The ground state geometry, within the assumption of the above molecular 
symmetry, has been determined in the gas [285-287] and crystalline phases [288]. 
In the microwave and electron diffraction studies the C-O and C,,-C,6 bond lengths 
are found to be similar, both 1.36 A. In contrast, the X-ray diffraction study has 
the C-O bond longer by more than 0.04 A [288]. Cordell and Boggs have suggested 
that the disparity between these experimental results is to be explained as an 
experimental artifact, probably due to a combination of disorder in the crystal 
lattice and thermal motion [289]. The C,6-C,6 bond is found to be the longest of 
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the bonds in the penta-atomic ring; this is consistent with the notion that this 
is largely a single bond. The molecule is only weakly aromatic, six electrons 7- 
electrons delocalised in a planar ring consistent with the Hflckel 4n + 2 rule [289]; 
it undergoes substitution rather than addition in many reactions [290]. Also the 
magnetic susceptibility is consistent with a conjugated system [291]. Cordell and 
Boggs concluded that there was strong delocalisation over the diene portion of the 
ring, but that the delocalisation did not continue around the C-O-C region [289]. 
The ionisation energies of a molecule have great consequences for the interpre-
tation of the electronic spectrum, especially regarding the assignment of the Ryd-
berg states. Numerous experimental [213,219,292-300] and theoretical [213,301-
308] studies have been performed on the ionisation spectrum of furan. The valence 
region has been studied using irradiation by He I (58.4 nm, 21.22 eV), He 11(30.4 
nm, 40.82 eV), and variable wavelength synchrotron from 90 to 200 eV. This has 
allowed the accurate identification of the major ionisation processes that occur 
below 35 eV. The core carbon and oxygen is orbitals have been investigated using 
XPS [309]. 
The experimental IPs as obtained by Kimura et al. using the He I line [213], 
Derrick et al. using He II [293], and Bawagan et al. [300] are listed in Table 3-2. 
Seven bands are observed in the UV-photoelectron spectrum below 18 eV, the 
lowest, the X band, is observed at approximately 8.9 eV. The lowest shake-up, 
or correlation state, is located at 21.9 eV [300]. Historically the most controver-
sial feature of the photoelectron spectrum has been the assignment of the three 7r 
MOs, particularly that associated with the inner lb, MO. Experimentally it is pos-
sible to differentiate between o and irMOs through the comparison of the relative 
band intensities for different energies of ionising radiation, an alternative method 
involves the angular dependence of the emission of the ionised electron. Using 
the former technique the features at 8.9 eV (X), 10.4 eV (A), and 15.6 eV were 
assigned as being due to ionisation from ir MOs [298,300]. Through the investi-
gation of the angular dependence of the resulting electron, Sell and Kuppermann 
arrived at a different assignment for the lowest 2B2 state correlating this to the 
band at 17.5 eV [296]. However, the angular dependence was found to be not as 
Table 3-1: Experimentally determined geometries of ground state furan 
Method OC 
Bond lengths A 
C,,,CO 	CCa 	Ca Ha CH 
MW 1.362 1.361 1.431 1.075 1.077 
MW 1.362 1.361 1.430 1.075 1.077 
X-ray 1.368 1.322 1.428 - - 
ED 1.364 =r(CO) 1.44 1.09 =r(CH) 
MW+ED+NMR 1.364 1.364 1.430 1.086 1.086 
CaOCa 
Bond angles (deg) 
OC13 	CC 	OCHa C,,,COHO Ref. 
106.5 110.7 106.0 115.9 127.9 [285] 
106.6 110.7 106.7 116.0 127.8  
106.2 110.1 106.8 - -  
105.7 - - 119 131 [286] 
106.7 110.5 106.1 117.3 127.9 [286] 
-4 
0' 
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Table 3-2: Valence ionisation of furan ground state (eV) 
Orbital [303] He I [213] 
Radiation 
He 11 [293) Synchrotron  	[300] 
2a 1 8.87 8.883 (8.883) 9.0 
2b1 10.38 10.308 (10.308) 10.4 
9a 12.94 13.0 (12.6) 13.0 
8a 1 13.84 13.8 (-13.3) 13.6 
6b2 14.47 14.4 (--43.9) 14.2 
5b2 15.20 15.1 (-.44.6) 15.2 
1b1 (15.2) 15.6 (.-.14.7) 15.6 
7a 1 17.77 17.5 (17.4) 17.5 
6a 1 19.0 (-..'18) 18.7 
4b2 19.5 (e'.d19) 19.8 
3b2 -..23 (-.-21.5) 23.1 
4a 1 -.-25 (-..23) 24.6 
6a 1 33.5 
() adiabatic ionisation energies 
a caljbrated using 2 A 2 in He II spectrum of [297]. 
prominent as that observed for the first two orbitals and therefore the assignment 
was tentative. The theoretical work on the UV-PES has not yielded a consistent 
ordering for the ionisations. The most complete theoretical study is the Green's 
function calculation of von Niessen et al. [303], the assignments of which are listed 
in Table 3-2. Recently the assignment of the B state as 'A l has been questioned 
by Seth-Smith et al. [299], who observing fluorescence to the molecular ion ground 
state, R2A2,  but not to the A2  B, state, in a laser induced fluorescence experiment, 
and assuming that the excited molecular ion retains C2 , symmetry, reassigned the 
band as 2 B2 . In addition a new term value for the b--+R transition was located 
at 3.06 eV, considerably lower than previously. This has the effect of lowering the 
adiabatic IP of the B state to 11.94 eV, just 1.64 eV above that of the 22 B2 state. 
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3.1.2 Experimental and Theoretical Studies on the Elec-
tronic Spectrum of Furan 
The low-lying transitions in the electronic spectrum are expected to be the result 
of excitations from the highest occupied 7r MOs, 1a2 (7r3)  and 2b1 (72 ), into empty 
valence MOs, also of ir symmetry, or neighbouring Rydberg states'. Despite the 
apparent presence of lone pair (non-bonding) electrons on the oxygen no transitions 
of n -* r have been positively identified. 
The C2,, point group of the ground state molecule means that vertical transi-
tions of A 2 symmetry are dipole and quadrupole forbidden; thus promotion from 
the a 2 HOMO to upper orbitals of a 1 such as occurs for the ns Rydberg series are 
expected to be low intensity features in the one photon UV spectrum. 
Strong evidence is found experimentally for the presence of three singlet-singlet 
valence transitions below 8 eV. The lowest energy of these are associated with a 
broad band in the UV spectrum with maximum intensity at 48800 cm (6.05 eV) 
first identified by Pickett [310] and assigned as N--V1 by Robin [244]. Pickett 
noted the presence of three members of a vibrational series on the low energy side 
of this feature; which were assigned by Robin as the optically forbidden 7r3 - 3s 
Rydberg. On the evidence of an analysis of the band using magnetic circular 
dichroism, Nordén et al. [311] suggested the presence of two singlet-singlet Va-
lence transition at 48500 cm' (6.01 eV) and —50000 cm (6.2 eV). Roebber et 
al. studied the UV absorption over the 220-195 nm (5.63-6.36 eV) energy range 
in cyclohexane solution [312]. Their results supported the conclusion of Nordén et 
al.; the spectrum was found to be red shifted but otherwise identical to the vapour 
phase, as would be expected for transitions of valence nature 2• Roebber et al. ten-
tatively assigned the vibrational progression of Pickett, beginning at 45960 cm 
(5.7 eV), to the valence N-- + V2  (7r_,7r*) transition. Using multiphoton ionisation 
'Definitions of valence and Rydberg states are given in Appendix A. 
2Transitions to states Rydberg in nature are strongly attenuated in solution. 
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(MPI) the 73 3s singlet Rydberg state was located at 5.91 eV [312]. The near UV 
spectra of several furan derivatives were studied by Nyulászi in the vapour and 
liquid phases [313]. The findings were consistent with the presence of two valence 
transitions. The third low-lying valence state was identified by Pickett with a. 
broad absorption region with a maximum located at 62800 cm -1 (7.79 eV) [310], 
a conclusion also reached by Robin [314]. The presence of two low-lying valence 
transitions is confirmed by the electron energy loss and VUV studies of Dr. I. C. 
Walker, see Figure 3-2, and a further singlet valence state has been tentatively 
identified at -'8.7 eV [315]. 
Two transitions have been reported occuring at excitation energies below the 
first optically active singlet-singlet band with maxima at .s4.0  and '5.2 eV in 
electron impact studies [316-319]. The singlet-triplet nature of the transitions was 
confirmed by the angle and energy dependence of the observed features. At higher 
energies two further triplet-singlet transitions have been located and assigned to 
valence transitions by Dr. I. C. Walker at 6.5 and 8.0 eV [315]. 
The Rydberg transitions as assigned in furan by Dr. Walker are listed in Table 
3-3 based upon VUV/UV, low energy electron impact studies and a review of the 
current literature. The \TUV/UV spectrum of furan is shown in Figure 3-3. These 
assignments will be used as the basis of the following discussion on the Rydberg 
states of the molecule. 
An extensive review of the Rydberg series of furan in the 6.4 to 9.8 eV range 
was published by Derrick et al. in 1971 [294], drawing upon the reported UV 
work of Pickett [310], Price and Walsh [320], Pickett, Hoeflich and Liu [321], and 
Watanabe and Nakayama [322]. Three Rydberg series were resolved converging 
to the first and second IPs, accounting for all the observed spectroscopic features: 
	
= 8.883 - R/(n - 0.55)2 	 (3.1) 
E = 8.883 - R/(n - 0.04)2 	 (3.2) 
E = 10.308 - R/(n - 0.82)2 	 (33) 
The identification of the appropriate ionisation asymptote was aided by using the 
similarity of the observed vibrational structure to the corresponding photoionisa- 
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Figure 3-2: The electron energy loss and VUV spectra of the valence states of 
furan. 
Electron Energy Loss spectra of furan at stated residual electron energies (Er). 
- VUV spectrum. 
TR Rydberg triplet state (a23s); all other states are valence 7r7r. 
Spectrum courtesy of Dr. I. C. Walker, Heriot-Watt University. 
(a) converging to 1a' (1P 1 =8.883 eV) 
Table 3-3: Rydberg series in furan 
n R(ns) R(np) R(nd) R(nd/f) 
3 5.910*(0.87)  6.472 (0.62) 	6.752 (0.47) 7.283 (0.00) 	7.427*  (-0.06) [7.377] (0.08) 
4 7.515 (0.85) 7.706 (0.60) 	7.787 (0.48) 8.043 (403) 8.011 (0.05) 
5 8.103 (0.82) 8.191 (0.57) 	8.226 (0.45) 8.343 (-0.02) 8.321 (0.04) 
6 8.377 (0.81) 8.435 (0.49) 	8.461 (0.33) 8.499 (0.03) 
7 8.528 (0.81) 8.566 (0.45) 8.601 (0.02) 
8 8.633 (0.62) 8.671 (0.00) 
9 8.702 (0.33) 
10 8.738 (0.32) 
(b) converging to 2bj' (1P 2 =10.308 eV) 
n R(ns) R(np) R(np/d) R(d) 
3 [7.377] (0.85) 8.101 (0.52) 8.461 (0.29) 8.772 (0.00) 
[7.520] (0.79) 
4 8.964 (0.82) 9.206 (0.49) 9.341 (0.24) 9.461 (0.00) 
5 9.534. (0.81) 9.642 (0.48) 9.713 (0.22) 9.761 (0.01) 
6 8.964 (0.82) 9.927 (-0.05) 
7 8.964 (0.82) 
o are 5 values from E=IP-13.595/(n-8) 
U are uncertain assignments 
* one-photon forbidden 
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Figure 3-3: The VUV spectrum of furan with the Rydberg series marked. 
Spectrum courtesy of Dr. 1. C. Walker, Heriot-Watt University. 
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tion peak. Through comparison with the quantum defects found for benzene the 
Rydberg series were identified as 7r3np, 7r3nd/f, and 7r2ns. The uncertain identifi-
cation of the second Rydberg series was due to the difficulty the authors found in 
locating the n=3 member of the series, eventually placed at 7.284 eV by compar-
ison with pyrrole . The first members of the 7r3np and 7r2 ns Rydberg series were 
located at 6.47 and 7.38 eV. In contrast to the earlier analysis of the spectrum 
by Watanabe and Nakayama [322], and Herzberg [242] no ns Rydberg series was 
identified as converging to the first IP, consistent with the a 2 HOMO. 
Utilising resonance enhanced multiphoton ionisation Cooper et al. [323] stud-
ied two and three photon absorption using radiation in the 360-680 nm range, 
covering 3.65-10.3 eV. The study lead to the identification of four Rydberg series 
all converging to the first IP, associated with promotion to s, p (previously identi-
fied by Derrick et al. [294]), d, and f (Derrick et al.'s d1f[294]) Rydberg orbitals. 
The first observed members of the 7r3ns (n=4) and 7r3nd (n=3) were found at 7.52 
and 7.43 eV. Major differences were found between the one- and three-photon 
spectra at 52230-57325 cm -1 (6.47-7.10 eV); in the one-photon spectrum all the 
transitions in this region could be assigned as vibrational excitations of the 7r33p 
at 6.47 eV [310], however from the three-photon spectrum another band with vi-
bronic structure was identified at 54509 cm - ' (6.77 eV). This band was tentatively 
assigned as a 7r -p lr* transition. Robin later questioned the assignment to a va-
lence feature suggesting instead that the observed band was due to 7r33p' [314]. 
Through the study of the term values of the corresponding transitions in furan 
derivatives and the using the associated reduction in the molecular symmetry to 
observe promotions optically forbidden in the parent molecule, Nyulászi was able 
to strongly support the interpretation of Robin [313]. 
The Rydberg series identified by Dr. Walker as converging to the first IP agree 
for the most part with those of Derrick et al. [294] and Cooper et al. [323], 
including the identification of further series members. The band at 6.77 eV (6.752 
eV) is assigned as 1r33p' in accordance with Robin, and Nyulászi [313,314]. In 
3The absence of an n=3 member of the ltydberg series would be consistent with nf. 
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addition the band that was suggested as a possible n=3 member of the nd/f 
series of Derrick et at. [294] has been re-assigned as the first member of an 7r3nd 
Rydberg series. Converging to the second IP three further series corresponding 
to promotion to p and d Rydberg states are listed with first members at 8.101, 
8.461, and 8.772 eV. Watanabe and Nakayama [322], and Flicker et al. [317] have 
previously associated peaks at 8.01 and 8.50, and 8.05 and 8.52 eV with these 
Rydberg series the asymptotes corresponding to the second IP, these transitions 
can however be identified as members of the Rydberg series converging to the first 
IP. 
Theoretical calculations on the excited states of furan have mostly been re-
stricted to semiempirical work on the valence states [305,324-328], the Rydberg 
states being tackled in the ab initio works of Thunemann et at. [306] and of Nakat-
suji et al. [308]. Although these have been of great assistance in the assignment of 
the experimentally observed Rydberg excitations, the results are found to be con-
tradictory for the valence states, the ab initio results especially failing to produce 
results consistent with experiment. 
The majority of the cited semiempirical computations place the 1 B2 valence 
state below the 'A l  by less than 0.5 eV, although with the inclusion of double ex-
citations in the calculation, the order is reversed [327, 328]. Satisfactory results for 
the triplet excitation levels have not been generally accessible by the application 
of semiempirical techniques [325,328]. Mirsha and Jug [326] used the semiempir-
ical SIND01 with limited configuration interaction to compute the non-vertical 
transition energies. The lowest singlet and triplet valences state were found to be 
B2 symmetry . The 'A l state was computed to be only the fourth of the singlet 
valence states, and assigned to the experimental feature at '.7.8 eV; a LB,  and the 
second 1 B2  states were placed at lower excitation energies. Mirsha and Jug found 
that there was a large change in the character associated with the transition to 
'The authors quote the results in terms of the symmetry of the corresponding planar, 
C2,, state. 
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the lowest excited valence state, the single and double bonds being reversed with 
respect to those of the ground state [326]. 
Thunemann et al. employed multireference Cl to investigate the valence and 
R.ydberg transitions from the 7t3 and it2 MOs [306]. By using, where possible, the 
MOs from the corresponding SCF, both the static and dynamic correlation of the 
state could be well described using a limited number of reference configurations. 
The 'A l state was found to occur at 7.08-6.79 eV, depending on the MO set used 
in the calculation (the open shell SCF for this state could not be converged), whilst 
the 1 B 2 state was calculated at 7.58 eV. No other valence singlet-singlet transitions 
were found occur below 8 eV. Correspondingly the experimental N—V, transition 
at 6.05 eV was assigned as being a single transition of 'A l . The N-- + V3 at 7.75 
eV was assigned as 1 B2 . Thunemann et al. found that the valence states were 
not admixtures of valence and Rydberg character; however, as the Rydberg set 
employed in their calculations only included one of the d functions (a 2 ) such an 
interaction between the valence and Rydberg functions could not be completely 
ruled out. Excellent agreement was found between the calculated Rydberg states 
and the experimental assignments of Derrick et al. [294], the ir33p, 7r33d, and 
7r23s having estimated vertical excitation energies of 6.52, 7.46, and 7.27 eV. Two 
further Rydberg series, the 7r2np and 7r2nd were predicted to have first members 
in the region of 7.85 and 8.50 eV. The low-lying triplet valence states were also 
computed, the energies being in good agreement with the experimental results. 
The lowest state was assigned as 3B2 due to promotion from the a 2 (7t3) HOMO, 
calculated at 4.08 eV, whilst the experimental feature at 5.22 eV was assigned as 
'A l , calculated at 5.44 eV, a combination of excitations from 7t2 and 7t3. 
Nakatsuji et al. [308], utilising the Symmetry Adapted Cluster-Cl (SAC-CI) 
method, also found that the singlet valence it - ir excitation of 'A l symmetry 
was lower than the 1 B2 , 7.32 and 7.50 eV respectively, and assigned the experi-
mental spectrum in accordance with Thunemann et al. [306]. The ordering of the 
computed Rydberg states (an identical Rydberg set was used), was found largely 
to be the same as that obtained by Thunemann et al. [306]. Triplet state calcula-
tions were performed for the full set of Rydberg and valence transitions, the results 
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confirming the assignments made by Thunemann et al. for the valence states. A 
small singlet triplet splitting was computed for the Rydberg states. 
Through comparison with earlier work on butadiene, Thunemann et al. sug-
gested that the remaining difference between the experimental and theoretical 
data was not due to the frozen core nor to an inadequate basis set being em-
ployed, but due to the non-vertical nature of the transition [306], as also proposed 
by Mirsha and Jug [326]. Nakatsuji et al., whilst agreeing with the possibility 
of a non-vertical transition, reasoned that the problem could be that the basis 
set employed by themselves and Thunemann et al. could not well describe the 
reorganisation of the electron cloud along the z-axis along which the transition 
moment of the 'A l was found to lie [308]. The molecular dipole moment obtained, 
also aligned along the z-axis was found to be poorly reproduced. The addition of a 
single d-function to the oxygen atom was found to reduce the excitation energy, in 
a ir only calculation by 0.1 eV, however it should be noted that the HOMO 7r 3 has 
a node at the oxygen atom and that this would not be expected to significantly 
lower the excitation energy. 
An obvious defect in the previous ab initio computations performed on the 
Rydberg state of furan, is the selective choice of only one of the d-type Rydberg 
functions, the a2 , which, due to its symmetry, would not normally be expected to 
mix with the valence or Rydberg functions which are of different symmetry. In 
the current work the full set of d-type Rydberg functions is retained. 
3.2 The Present Work 
3.2.1 Method 
The present calculations were performed under the assumption of a C2 , furan 
molecule, the alignment being such that the principle axis of symmetry is the z- 
axis. All the calculations were performed using the GAMESS suite of programs 
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Table 3-4: MRD-CI dimensions for the calculation on furan 








DZ+R gs 26/69 11M1R 1606006 8 10377 
DZ+R 'A, 26/69 48M9R 9165195 30 12770 
DZ+R 1 B, 26/69 37M14R 6022556 35 14163 
DZ+R 'B2 26/69 53M8R >107 30 12644 
DZ+R 'A 2 26/69 34M14R 6643066 35 14748 
DZP1 gs 26/75 8M1R 1085873 10 11297 
DZP1 'A, 26/75 69M4R >107 11 12583 
DZP1 'B, 26/75 62M5R >107 19 14471 
DZP1 'B2 26/75 58M4R >107 17 14850 
DZP 1 'A 2 26/75 64M5R >107 18 14371 
DZP1 3 A, 26/75 36M3R > 107 9 13971 
DZP1 3 132 26/75 52M4R >10 16 16373 
DZP1+R gs 26/84 11M1R 2383524 7 11570 
DZP1+R 'A 1 26/84 63M9R >107 18 13542 
DZP1+R. 'B, 26/84 47M13R >107 20 14148 
DZP1+R 'B2 26/84 59M8R >107 18 13342 
DZP1+R 'A 2 26/84 52M13R >107 22 13534 
DZPh+R gs 26/84 11M1R 2383524 7 11530 
[74, 75]. The post- Hartree- Fock treatments used the MRD-CI package of Buenker 
[71-73] to include correlation effects and obtain excitation energies. 
The initial basis set employed in this study was a double zeta basis (DZ) 
of Gaussian type orbitals (GTOs), using the GTOs of Huzinaga [266] contracted 
according to the Dunning procedure (9s5p/5s)/[4s2p/2s] [267]. For the description 
of the Rydberg states the DZ basis was augmented by 3s2p2d functions placed 
at the molecular centre of mass, with exponents 0.021, 0.008, 0.0025(s), 0.017, 
0.009(p), 0.015, and 0.008(d), to yield a total of 79 GTOs. In order to improve the 
description of the singlet-singlet valence transitions, which according to Nakatsuji 
et al. [308] are poorly defined by the DZ+R basis, two basis sets of DZ plus 
polarisation (DZP) quality were investigated, with exponents of 0.85 (0), 0.75 
(C), and 1.00 (H) and a diffuse set of 0.30 (0), 0.20 (C), and 0.25 (H), a total of 
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121 GTOs . The higher exponent set are those typically used for the description 
of the ground state, geometry and properties, and are considered near optimal for 
this purpose. It has previously been noted that such a tight set of polarisation 
functions may not necessarily be the best for describing excitation processes, and 
hence the use of the more diffuse set. No attempt was made to optimise these 
functions. For the calculation of the excited states the DZP basis sets were also 
augmented by the 3s2p2d Rydberg functions. In order to test the effectiveness of 
the two DZP basis sets, calculations were performed upon the 1 A 1 excited states. 
It was found that the DZP h +R basis offered little improvement upon the energies 
obtained using the DZ+R basis, therefore this basis set was reluctantly abandoned 
and only passing mention of the results obtained for the 'A 1 excited states will 
be made. The DZP1+R basis set, as for propyne (see also Section 2.4), showed 
immediate signs of selective lowering of the valence states, therefore this work was 
continued for the other symmetries. An extended set of singlet and triplet valence 
states was calculated using the DZP 1 basis set (100 GTOs). The equilibrium 
structure (r e ) was obtained at the SCF level for the DZ, DZP1, and DZPh basis 
sets, and the calculations for the excited states using the DZ+R, DZP1+R, and 
DZPh+R bases used the appropriate non-Rydberg augmented basis set re values. 
After a single configuration SCF study, all valence electron ground state CI 
calculations were performed for the DZ+R, DZP+R, and DZP 1 MOs. The five 
core MOs due to the carbon and oxygen is orbitals were frozen; after excluding 
the core complements and some of the higher virtual orbitals, but retaining all 
the ir MOs for the DZP+R bases, this led to a total of 26 active electrons in 69, 
84, and 75 MOs respectively. In the corresponding open shell singlet and triplet 
states, up to 69 main reference configurations were used to generate up to 14 roots 
of each symmetry, 69M14R in MRD-CI terminology [71-73]. The dimensions of 
the computations along with the thresholds employed are given in Table 3-4. 
'These basis sets will be referred to as DZPh for the normal exponent polarisation 
functions and DZP1 for the low exponent polarisation functions to avoid ambiguity. 
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3.2.2 The ground state 
The ground state equilibrium structures as obtained theoretically are listed in Ta-
ble 3-5. These should be compared to the experimental geometries in Table 3-1. 
The present results follow the trend noted by Cordell and Boggs [329], whereby 
the smaller basis set, in this case DZ, yields bond lengths for O-C and CaC 
which differ by a significant amount (in this case "-'0.02 A), in contrast to experi-
ment where these bond lengths are found to be almost identical [285,286], an error 
which is reduced with increasing basis set dimension. The current DZPh calcula-
tion correctly reproduces this experimental finding, however the computed bond 
lengths are approximately 0.02 A shorter than experiment. In agreement with the 
experimental structure [285,286], all the theoretical results predict that the C#-C #  
(formally single) bond is the longest of those in the penta-atomic ring, although 
at the SCF level this bond length is somewhat overestimated. Simandiras et al. 
demonstrated, using MP2, that these errors for the ring bond lengths are primarily 
due to the lack of correlation effects at the SCF level [280]. The C-H bond lengths 
are underestimated by all the studies listed, the best results being obtained by the 
MP2 calculation of Simandiras et al. [280] and (perversely) the smallest basis set 
study (STO-3G) [330]. This is not entirely unexpected as these bonds incorporate 
light atoms and are particularly prone to experimental errors introduced by the 
assumption of no variation of bond length with isotopic substitution [286]. The 
bond angles are in general in reasonable agreement with experiment, although 
again large errors are found for the experimental determination of bond angles 
including light atoms. The structure obtained for the DZP1 basis set is similar to 
that of the DZ basis, and clearly inferior to the DZPh re structure. As the main 
purpose of using the DZP1 basis was to investigate excitation energies this failure 
to describe the ground state geometry was not considered a problem. 
The ground state SCF valence MO energies are listed in Table 3-6. The ener-
gies of the occupied orbitals are largely unaffected by the addition of the Rydberg 
functions. Using Koopmans' theorem, the ionisation potentials of the 1a 2 (7r3), 
and 2b1 (7r3) MOs are 8.83 and 10.78 eV, as calculated for the DZPh+R basis set, 




Table 3-5: Theoretically determined geometries of ground state furan 
• Method OCa 
Bond lengths A 
CaC 	CC 	CHa CO HO CaOCa 
Bond angles (deg) 
OCCa 	Ca C 13Cp 	OCHa C,,, CO HO Ref. 
CNDO 1.364 1.351 1.429 1.114 1.110 103.6 112.8 105.4 114.5 126.2  
STO-3G SCF 1.376 1.340 1.445 1.082 1.077 105.4 111.2 106.1 116.5 127.2 [330] 
3-21G SCF 1.380 1.340 1.450 1.065 1.062 107.0 109.8 139.5 123.5 133.7  
4-21G SCF 1.386 1.338 1.451 1.063 1.064 106.8 109.7 106.8 116.1 127.0 [329] 
4-21G+Po SCF 1.365 1.339 1.445 1.065 1.065 106.3 110.8 106.0 116.3 126.9 [329] 
4-21G+Poc SCF 1.352 1.335 1.443 1.070 1.072 106.4 111.1 105.7 116.1 126.8 [329] 
DZ SCF 1.375 1.353 1.451 1.063 1.065 107.6 109.7 106.5 116.7 126.6 - 
DZP1 SCF 1.371 1.346 1.453 1.069 1.071 106.9 110.4 106.2 116.3 127.1 - 
DZPh SCF 1.345 1.345 1.444 1.069 1.070 107.2 110.9 105.5 116.5 126.6 - 
DZPh MP2 1.364 1.374 1.433 1.078 1.079 106.9 110.5 106.0 115.7 127.9 [280] 
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Table 3-6: Energies of valence SCF MOs (au) 
MO DZ DZP1 
Basis set 
DZPh 	DZ+R DZP1+R DZPh+R 
hi 1 -20.6171 -20.6173 -20.6192 -20.6181 -20.6194 -20.6206 
1b2 -11.3061 -11.2993 -11.2916 -11.3068 -11.3010 -11.2925 
2a 1 -11.3061 -11.2993 -11.2916 -11.3067 -11.3009 -11.2925 
3° -11.2504 -11.2415 -11.2358 -11.2511 -11.2431 -11.2366 
2b2 -11.2496 -11.2406 -11.2349 -11.2503 -11.2422 -11.2357 
4a 2 -1.4675 -1.4565 -1.4714 -1.4683 -1.4582 -1.4727 
5a 1 -1.0968 -1.0881 -1.0860 -1.0977 -1.0897 -1.0871 
3b2 -1.0229 -1.0124 -1.0134 -1.0236 -1.0139 -1.0144 
4b2 -0.8120 -0.8069 -0.8144 -0.8127 -0.8084 -0.8155 
6a 1 -0.7897 -0.7815 -0.7794 -0.7904 -0.7829 -0.7804 
7a 1 -0.7485 -0.7415 -0.7459 -0.7491 -0.7430 -0.7467 
1b 1 (7n) -0.6324 -0.6276 -0.6399 -0.6331 -0.6291 -6409 
5b2 -0.6158 -0.6062 -0.6147 -0.6165 -0.6076 -0.6156 
6b2 -0.5927 -0.5847 -0.5804 -0.5933 -0.5861 -0.5813 
8a 1 -0.5660 -0.5588 -0.5662 -0.5666 -0.5603 -0.5671 
9a 1 -0.5401 -0.5378 -0.5371 -0.5408 -0.5393 -0.5381 
2b1 (7n2) -0.4028 -0.3962 -0.3953 -0.4035 -0.3976 -0.3963 
1a2 (73 ) -0.3358 -0.3271 -0.3237 -0.3363 -0.3283 -0.3245 
b1 (irfl 0.1380 0.1479 0.1536 0.1444 0.1533 -0.1600 
a2 (7r) 0.2091 0.2157 0.2166 0.2084 0.2144 -0.2158 
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Inspection of the atomic orbital contributions to the highest two MOs demon-
strates that the 1a 2 (7r3 ) orbital is based upon the diene portion of the molecule; the 
C2 ,, symmetry of the molecule causes there to be a node at the oxygen. In contrast, 
2b1 (ir2 ) is delocalised; around the whole ring, with especially large components on 
the oxygen and /3-carbons. The oxygen "lone pair" electrons are also delocalised, 
the 7r lone pair mixes with the p functions on the neighbouring or-carbons (the 
1b1 MO), whereas the o lone pair contributes strongly to 8a 1 and 9a1 , to such 
an extent that it cannot really be called a lone pair as noted by Thunemann et 
al. [306]. Furthermore, 8a 1 and 9a 1 are very close in energy for two MOs of the 
same symmetry. For the SCF without Rydberg functions, the ir (a 2), and ir 
(b1 ) MOs are found to be similar to the 73 and 7r2 MOs, with an increase in the 
number of nodes in the ring, from two to four going from r 3 to ir and two to three 
for 7r2 to ir. The composition of the ir (a 2 ) MO like the occupied MOs, is not 
effected by the switch to basis sets including Rydberg functions; the ir (b1 ) MO 
on the other hand becomes an admixture of valence and Rydberg character, with 
particularly large components of Ps  and d5 . The Rydberg functions are found 
to yield linear combinations with respect to the C2 axis, typical examples being 
(s + Pz + d2), (p + and (p + d52 ); particularly, this was found for the tighter 
p/d Rydberg states. This suggests that the inclusion of Rydberg functions in 
the basis set may be necessary if an adequate description of excitations is to be 
obtained, particularly in the case of of promotions to the ir MO. In the discussion 
which follows the assignments will be based upon the major components in the 
configurations. 
The ground state energies as obtained in this, and for comparison, in previous 
theoretical studies are tabulated (by basis set) in Table 3-7; further information 
regarding the MRD-CI calculations are given in Appendix C. The lowering in 
energy associated with moving from the experimental structure to the optimised 
structure for a particular basis set is amply demonstrated by the present DZ basis 
results and those of Niessen et al. [303], and Hehenberger [304]. The addition of 
Rydberg functions, as expected, has negligible effect (<0.002 au) on the ground 
state energies at the SCF level. In all of the ground state CI calculations the 
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Table 3-7: Theoretical ground state energies of furan (au) 
Method Basis Geometry Energy Ref. 
SCF STO-3G optimised -225.7513 [330] 
SCF 3-21G optimised -227.3501 [332] 
SCF 4-21G optimised -228.1210 [329] 
SCF 4-21G+Po optimised -228.1587 [329] 
SCF 4-21G+Poc optimised -228.2314 [329] 
SCF DZ MW -228.4869  
SCF DZ MW -228.5556  
SCF DZ optimised -228.5564 - 
SCF DZ+PH MW -228.5738 [302] 
SCF DZP 1 optimised -228.5968 - 
CI (8M1Ra 75/26b) DZP1 SCF -229.0869 - 
SCF DZPh MW -228.5937 [333] 
SCF DZP h optimised -228.6739 - 
SCF DZ+R(2s2plda 2 ) MW -228.5572 [308] 
SAC DZ+R(2s2plda 2 ) MW -228.8106 [308] 
SCF DZ+R(3s2p2d) DZ -228.5583 - 
Cl (11M1Ra 69/26b) DZ+R(3s2p2d) DZ -229.0232 - 
SCF DZ+B(s)+R(2s2plda2 ) MW -228.6005 [306] 
CI (54/16b) DZ+B(s)+R(2s2plda2 ) MW -228.8382 [306] 
SCF DZcIB(s)+R,(2s2p) MW -228.6011 [334] 
SCF DZP1+R(3s2p2d) DZP1 -228.5982 - 
SCF DZPh+R(3s2p2d) DZPh -228.6747 - 
Cl (11M1Rc 84/26b) DZP,+R(3s2p2d) DZP 1 -228.9818 - 
Cl (11M1RU  84/26 k') DZPh+R(3s2p2d) DZPh -228.9755 - 
a  main reference and roots 
b active molecular orbital /electrons 
DZ set on 0 decontracted to give triple zeta valence 
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SCF, single configuration amounts to about 88 % of the total wavefunction, see 
Appendix C for further details, the other contributions were found to be less than 1 
%. The doubly excited configurations with the largest contribution consists of the 
SCF configuration, with 72/73 replaced by either ir or ir. The energy lowering 
compared to the single configuration SCF wavefunction by CI shows r..s0.47 au for 
the DZ+R. basis set with 69 active orbitals and 26 electrons, and .-.0.48 au for the 
DZP 1 basis set with 26 electron in 75 MOs. Substantially less of the correlation 
energy is returned when the number of virtual orbitals excluded from the active 
MO set is increased, -0.3 au and '-0.39 au for the DZPh+R and DZP1+R bases, 
respectively. This reduction in correlation energy associated with the truncation 
of the active MO set leads to the DZP 1  ground state being computed 0.1 au lower 
than the DZP1+R CI ground state. Surprisingly the DZP1+R CI set yields a 
lower ground state energy than the DZPh+R CI despite the SCF energies being 
separated by 0.08 au in favour of the DZPh+R basis. 
3.2.3 Excited states 
The results of the present calculations for the singlet excited valence states of 
furan are given in Tables 3-8, 3-9, and 3-10 for the DZ+R, DZP, + R, and DZP, 
basis sets, respectively. For comparison with previous theoretical and experimental 
work they are again listed in Table 3-11. Further details of the MRD-CI results 
are given in Tables C-2 to C-9 in Appendix C. 
Valence excitations 
The lowest 1 A 1 valence state is the antisymmetric linear combination of the 7r2 (bi ) -+ 
7r4 (bi ) and 73 (a2 ) -* 7rs (a 2 ) transitions. The second 1 A 1 valence state is the sym-
metric linear combination of these, and also includes mixing from the doubly 
excited configuration ir(a1) -i  7r(bi). 
The computed excitation energies of the first two valence states in the DZ+R 
basis set, 6.80 and 7.55 eV, are very close to those obtained by Thunemann et 
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Table 3-8: Transition energies computed with the DZ+R(3s2p2d) basis set 
Symmetry - Type Energya (5)b Symmetry 	Type - Energy0 (n...S)b 
1A1 	7r7r* 6.7952 - 1 B2 7.5501 - 
7171* 9.2824 - 7r7r* 99973 - 
7r3 d 7.6383 3.30 7r3p2 6.3955 2.34 
7l2Px 8.1151 2.49 7r3d 6.7609 2.53 
7r2dxz 8.3059 2.61 73P, 7.8462 3.62 
7r3d 8.3411 5.01 7r3d 8.7801 - 
2Px 9.1228 3.39 7r2d 8.8246 3.03 
7r2dxz 10.5371 - 7r2 dxy  9.7498 4.94 
7133 5.9606 2.17 1 B1 	713y  6.7553 2.53 
3Pz 6.7750 2.54 7r3d 7.2132 2.85 
713dr2_ y2 6.8305 2.57 713 y  7.3536 2.98 
r3d2 7.3560 2.98 7r2s 7.5102 2.20 
7133 7.4416 3.07 7r2Pz 8.0599 2.46 
3Pz 7.7336 3.44 7r2d2_2 8.5832 2.81 
2Py 7.9911 2.42 7r2d2 8.6745 2.88 
7133 8.1664 4.36 7123 8.7696 2.97 
7r2d 8.7360 2.94 73d 8.7809 - 
7r3d2_2 8.8484 - 2Pz 9.3913 3.85 
7r2d 8.8611 3.07 72  9.5608 4.27 
7r3d22 9.5951 - 7r2d2 9.9660 6.30 
2Py 9.6157 4.43 712d2....2 10.7105 - 
7133 10.4227 - 7123 11.7054 - 
0  energies in eV. 
b (n - ) 2 13.595/(IP - E); 1P1 =8.883 eV, 1P2 =10.308 eV from [293]. 
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Table 3-9: Transition energies computed with the DZP1+R(3s2p2d) basis set 
Symmetry 	Type Energya (n5)b Symmetry 	Type Energya (n 8)b 
7r7r * 6.6322 - 1 B2 6.8788 - 
93597 - 94773 - 
9.8396 - 
7r3d 7.7503 3.46 7r3px 6.6589 2.47 
2Px 8.1481 2.51 7r3d 7.7115 3.41 
ir2d 8.3269 2.62 7r3p 7.8244 3.58 
7r3d 8.5806 6.82 73d 8.8911 - 
2Px 9.3196 3.71 7r2d 8.9357 3.15 
72d 9.9160 5.89 7r2 d,,y 9.7713 5.03 
'A 2 	73S 5.9500 2.15 1 B 1 	7r3py 6.6386 2.46 
3Pz 6.4096 2.37 7r3Py 6.6517 2.47 
73d3,2_2 7.1478 2.84 7r3d 6.9884 2.68 
7r3d22 7.4047 3.03 7r2s 7.1430 2.07 
7r3d2 7.5628 3.21 7r2pz 8.0398 2.45 
7r3s 7.5944 3.25 7r3d 8.0645 4.08 
7r3d2_2 7.8292 3.59 1r2d2_2 8.3585 2.64 
2Py 7.9007 2.38 72d2 8.3949 2.67 
7r2 d 7.9987 2.43 7r2d 2 .. 2 8.9835 3.20 
3Pz 8.4954 5.92 7r2S 9.2854. 3.65 
738 8.8442 - 7r2pz 9.9740 6.38 
7r3S 9.5722 - 7r2d22 10.0054 - 
72d 11.7063 
- 12.0326 - 
a  energies in eV. 
b (n - ) 2 = 13.595/(IP - E); IP,=8.883 eV, 1P2=10.308 eV from [293]. 
Table 3-10: Valence transition energies computed with the DZP1 basis set 
Symmetry Type Energy a f(r) Symmetry Type Energy a f(r) 
'A, 713 	4 7r4 /1r2 -* ir 6.4935 0.027 'B2 ir3 	4 6.8566 0.213 
- 	 — 8.5728 0.273 — ir 9.3901 0.060 
ir2,
. 10.0315 0.038 — 7r* 12.2270 0.255 
Iri - 11.9418 0.008 -p irir/ir 2 - ir 12.2471 0.027 
3 A 1 72 _4 7r5 /7t3 - ir 5.2563 3B2 — 7r 4.2298 
73 	4 7r4 /7r2 	.' 7r5 7.3040 2 — 6.7702 
7rj --+7r 10.8223 ir3 	4 7r 10.8020 
'A 2 4 0 7 9.2653 'B1 ir3 	+ 	i9/i6 8.9573 
—' 9.4015 73 —  cr/o 9.6637 
05 	) ir 9.2662 0 17 9.7335 
72 	Or 1*9 1a,*6 9.8299 73 — 9.7335 
7r2 ° 16/a19 10.5097 a18 10.8725 
a energies in eV. 
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al. [306] and would tend to support their assignment of only one valence transi-
tion, the 'A l , to the experimental band at 's6 eV. Thunemann et al. assigned the 
experimental transition at 7.8 eV as being due to the l( lr,lr *) 'B2 which was cal-
culated at 7.58 eV. The result quoted in Table 3-11 from the paper of Thunemann 
et al. [306] was the lowest obtained and involved an iterative natural orbital com-
putation on the 'A l state based on MOs from the ground state. Without the INO 
calculation this state was computed in the region of 7.0 eV. In contrast no attempt 
has been made in the present work to optimise the MO basis for the description 
of this, or any other state. As previously stated, the present work differs from 
that of Thunemann with respect to the Rydberg states in that the complete set of 
d-functions is retained. The 'A l is found, as reported by Thunemann et al. and 
Nakatsuji el al. [306,308], not to be an admixture of valence and Rydberg states; 
therefore, the slight lowering in excitation energy obtained between these two cases 
is taken to he due to the greater inclusion of higher excited states in the present 
computation, and the reduction in the number of uncorrelated core orbitals from 
ten to five. The energy lowering obtained by Thunemann et al. through the use 
of an INO procedure is also evidence of the effect of multiply excited states. 
The 'B, valence state is found, contrary to the results of the previous theoreti-
cal work [306, 3081, to be an admixture of valence and Rydberg transitions, partic-
ularly is found to be a large component in the final wavefunction. The mixing 
of valence and Rydberg character for this state resulted in a strong dependence 
being found for the energy upon the reference set employed in the calculation. 
Two other singlet-singlet valence transitions were located using the DZ+R 
basis at 9.28 ('A l ) and 10.00 eV ('B2 ). The energy of the 'A l transition compares 
to a possible valence feature observed experimentally at eV, the discrepancy 
between the two energies being approximately the same as the error found in the 
calculation of the i'A 1 , N - V,, transition. As the two previous ab initio studies 
on furan by Thunemann et al. and Nakatsuji et al. [306,308] only calculated the 
lowest two singlet valence states, no comparison is possible. 
The assignments arrived at through the use of the DZ+R basis set, and the 
earlier theoretical results, are questioned by the present work, due to results ob- 
C' 





Thunemann b 	N akatsujic 
'-'5.8 'A, lrlr * 6.49 'A, 7r7r* 6.63 'A, 7r7r* 
6.0 'B2 irf 6.86 'B2  lr,r* 6.80 'A, irf 6.88 1B2 7r7r* 6.79 'A 1  lrlr* 	7.32 'A1 7r7r* 
7.8 1 B2 or 'A1 lrlr* 8.57 'A, 7r7r*  7.55 'B, irf 9.35 'A, lr,r* 7.58 1 B2 irf 	7.50 1 B2  lrlr * 
9.28 'A, 7r7r * 
8.96 'B, lra* 
9.27 'A 2  lra.* 
9.27 1 A 2 of 
9.39 1 B2  lrlr* 10.00 'B2  lr,r* 9.48 1 B 2 ,rlr * 
9.40 1 A 2 ,ro.* 
9.66 'B, iro 
9.73 'B, irc 
9.73 1 B, in? 
9.83 'A 2 iro 
-- 10.03 'A 1 9.84'A, 	O.*2 
a  see Section 3.1.2 for details. 
b [306] 
[308] 
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tamed using a larger DZP basis. A significantly different situation is found for 
the singlet valence states in the DZP1/DZP1+R calculations. The 1 A 1 and 1 B2 
1 (7r, ir*)  states are both computed at lower energies. This is especially the case 
for the 'B2 state which is computed in both calculations at approximately 6.8 eV, 
closer to the valence transition at 6.0 eV than to that at 7.8 eV. In the DZ+R 
computation, the two lowest singlet valence states were found to be split by -'0.75 
eV, this splitting is reduced to less than 0.4 eV for both the DZP1 and DZP1+R. 
This small separation for the valence states is not unprecedented, the two lowest 
valence states are only 0.18 eV apart in the SAC-CI calculation of Nakatsuji et 
at. [308]. The lowering of excitation energy leads to a change in the assignment 
of the electronic spectra compared to the DZ+R calculation, and to previous the-
oretical work. In agreement with experiment two valence transitions are proposed 
to occur at about 6 eV, with the 'A l predicted to be the lower and assigned to 
the experimental feature at -p5.8 eV, and the 'B2 assigned to 6.0 eV. The oscil-
lator strengths calculated for the DZP 1 basis set support this conclusion, the 'A l 
state is found to have a low oscillator strength and the 'B2 is predicted to be a 
significantly stronger absorption, see Table 3-10. 
With the assignment of the two lowest computed singlet valence states to ex-
perimental transitions at or below 6 eV, the feature at 7.8 eV has to be reassigned. 
Experimentally the symmetry of this transition has not been determined but is 
expected to be either A l or B2 , and due to a. ir -' lr* promotion [317]. In both the 
DZ+R and DZP1+R calculations the second 'A l valence state is placed at about 
9.3 eV, some 1.5 eV above the experimental feature, with the next 1 B2 valence 
state placed at 10.00 eV, and 9.48 eV respectively. A further valence state, 'A l , 
generated by a double excitation, and therefore one-photon forbidden, is predicted 
to occur at 9.84 eV due to the DZP1+R calculation. This doubly excited state 
was found not to be an admixture of valence and Rydberg states. On the basis 
of the results for the basis sets including Rydberg functions it is felt that it is not 
possible to assign unambiguously the other two valence transitions observed exper-
imentally, although tentative assignment of the 7.8 eV feature as 'A l is suggested 
with the .'8.7 eV feature 21B2. 
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In both the DZ+R. and DZP1+R computations only low-lying valence states 
of A 1 and B2 symmetries due to 7r -+ promotions were found, no transitions 
involving a or as  states were obtained. Through comparison with the DZP1 calcu-
lation these states would be expected to onset in the region of 9 eV. It is possible 
that states of this kind were "swamped" by the large number of Rydberg states 
involved in the former computations. 
The assignment of the transition at 7.8 eV as being the 21 A 1 state is supported 
by the valence only calculation using the DZP 1 basis set, computed at 8.57 eV, cf 
an error of -'0.8 eV obtained for the other low-lying valence states for this basis set. 
The oscillator strength is also consistent with this assignment, predicting a strong 
absorption for this state, Table 3-10. The assignment of the experimental valence 
transition at eV is complicated by the presence of several optically allowed 
valence transitions within a relatively small energy range, and the knowledge that 
the present results are probably high by an unspecified amount. The next 1 (7r, lr*) 
state is found at 9.39 eV, cf 9.48 eV for the analogous state in the DZP1+R 
calculation, and three 1 B1  stated generated from the excitation of a ir electron to 
a a  MO are calculated at within about 1 eV of the experimental transition, the 
lowest at 8.9 eV. The lowest transition due to promotion from a or MO, in this case 
the "delocalised" oxygen lone pair (9a 1 ), is computed as arising at approximately 
9.3 eV, although this state is of 1 A 2 symmetry and therefore the transition is one-
photon inactive. The first transition form the 7r lone pair oxygen MO is computed 
at nearly 12 eV ( 1 A 1 ), above the first two IPs and the first of the doubly excited 
states at '-10 eV ( 1 A 1 ). 
Rydberg series 
The low-lying Rydberg states of furan can be described theoretically as excitations 
out of the two highest valence orbitals, 7r2  and 73,  into diffuse s, p, d, and f (not 
included in these calculations) orbitals. The first two IPs of furan are ascribed to 
2 A 2 (band X) and 2 B 1 (A) ; the corresponding vertical IPs are 8.883 and 10.308 
eV [293]; the adiabatic IPs have identical values. The controversial third IP, the B 
band, has a vertical IP of 12.96 eV [293] and an adiabatic IP of 11.94 eV according 
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to Seth Smith et at. [299]. From the adiabatic IPs and the normal ranges of 
the quantum defect (5) for the Rydberg series approximate lower limits can be 
set for the anticipated Rydberg singlet states using the Rydberg formula. This 
was important in the present case because an inappropriate choice of reference 
configurations was found to lead to linear dependence, with very low excitation 
energies obtained for certain states states. The normal range of 5 values appears 
to be -0.75-0.90 for s states, 0.3-0.6 for p states, and below 0.3 for d states. The 
very low S values for the d states can lead to negative Ss being obtained. The 
lowest virtual orbitals of each symmetry in C2 ,, are: a 1 (s), b1 (ps), b2 (ps,), and a 2 
(d). It was not found possible to remove the strong mixing between the s and p, 
in the DZP+R 1 B 1 calculation, and for the DZ+R some important configurations 
could not be included due to this effect on the 'A2(73, S) state. The excitation 
energies obtained using the DZ+R and DZP1+R basis sets are listed along with 
the associated (n - 5) values in Tables 3-8 and 3-9, respectively. 
The S values obtained for the lowest, n=3, members of the Rydberg series are 
reasonable for the .s and p in both computations. The 3s have S at 	the 
S values lie in the 0.6-0.4 range for DZ+R, and the 3s are at 0.9 to 0.8, the 
3p 0.6-0.4 for DZP1+R. The values obtained for the 3d cover somewhat larger 
ranges, 0.4 to -0.3 and 0.6 to -0.5 for the DZ+R and DZP1+R respectively. Those 
states calculated at the limits of these ranges, especially the 7r2d in the DZP1+R 
calculation can be considered suspect on this evidence. The results for the higher, 
n=4 and sometimes 5, members of these series are found to be erratic. This 
is not entirely unexpected since the current description of most of the Rydberg 
series includes usually only two functions, and to obtain a good energy for the n 1h  
state requires that reasonable description is possible for the (n+l)th  state. The 
difficulties in describing the n=4 members of the Rydberg series are demonstrated 
by the second 7r3py state of 1 B 1  symmetry in the DZP1+R calculation. This state 
is computed at 6.65 eV, just 0.02 eV above the first member of this series and 
has a S value of 1.53. The reason for the low energy obtained for this state can 
be ascertained from Table C-7, the state is found to be an un-physical linear 
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combination of p, and s, therefore the energies of this state and the 7r23s at 7.14 
eV are of to be treated with some scepticism. 
The present results for the Rydberg states to a large extent confirm the findings 
of Thunemann et al. [306], although the present study extends that work to 
include a greater number of Rydberg states, see Table 3-12 for comparisons with 
the previous ab initio studies of Thunemann et al. and Nakatsuji et al.[306, 308], 
and the experimental assignments of Walker [315]. 
The lowest of the Rydberg excitations is found, as expected, to correspond 
to an excitation out of 73 (a2 ) into 3s (a l ), and hence is a 'A 2 species. The 
calculated excitation energies of approximately 5.95 eV are in excellent agreement 
with the experimental value of 5.91 eV, and the assignment of this feature to the 
dipole forbidden 1 A 2 (7r3 , 3sa2 ) Rydberg state underlying the N - V, transition 
[323]. The corresponding 1 B i ( 7r2 , 3sa2 ) excitation is predicted to arise at 7.51 
eV in the DZ+R computation and 7.14 eV in the DZP1+R computation (this 
value although in close accordance with the 7.27 eV obtained by Thunemann et 
al.[306] is not taken with full confidence for the reasons given above). The error 
of ±0.4 eV estimated for the extrapolation procedure in the MRD-CI calculation, 
however, prevents the unambiguous assignment of the 'B2 (7r2 , 3sa2 ) state in the 
experimental spectrum. 
The DZ+R and DZP,+R calculations result in excitation energies for the 1r3 - 
3p in the range of 6.4-6.8 eV in good agreement with the experimentally determined 
features at 6.47 and 6.75 eV, especially the DZ+R results, which reproduce these 
values to within 0.1 eV for the optically allowed states. The separation between 
the optically allowed transitions is found to be larger than the 469 cm -1 suggested 
by Robin and used by Thunemann et al.[306], who computed the energy of the 
respective p Rydberg states originating from excitation to p, and estimated the 
likely energy of the other states. The optically forbidden 'A 2 (7r3 , 3pz) is predicted 
to arise close to the allowed states, 6.78 eV in DZ+R and 6.41 eV in DZP1+R. 
The 3p Rydberg states arising from excitation from the 7r2  MO are predicted to 
have energies around 8 eV by both calculations, 8.0-8.1 eV for DZ+R and over a 
slightly wider range for DZP1+R. In both cases the 'A2(72, 3p.) state is predicted 
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Table 3-12: Singlet Rydberg excited states of furan (eV) 
Theoretical 
State DZ+R DZP1+R Thunemanna N akatsujib Experimental' 
733s 'A 2 5.96 5.95 5.94 6.27 5.91 
7r34s 'A 2 7.44 7.59 7.52 
7r33p 	'B2 6.40 6.66 6.52 6.80 6.47 
33Py 1 B, 6.75 6.63 6.52 6.74 6.75 
33Pz 1 A 2 6.78 6.41 6.98 
7r33d 	'B, 7.21 6.99 (7.28) 
7r33d 	1 A, 7.63 7.75 7.46 7.59 (7.38) 
7r33d 	'B2 6.76 7.71 (7.38) 
1r33d2_2/3d22 1 A 2 6.83/7.36 7.14/7.40 7.43 
7r238 1 B, 7.51 7.14 7.27 7.62 (7.52) 
7r24s 'B, 8.76 9.28 8.96 
7r23pZ 'B, 8.06 8.04 8.24 
2 3Px 'A, 8.12 8.14 8.27 8.1 
1r23Py 1 A 2 7.99 7.90 7.85 8.19 
23d 	'A 1 8.31 8.33 
7r23d2_2/3d2 1 B, 8.58/8.67 8.36/8.39 (8.46) 
723d 	1 B2 8.82 8.93 8.60 8.91 (8.77) 
7r23d 	1 A 2 8.73 8.00 
a [306] 
b [308] 
C  see Table 3-3 [315] 
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to be the lowest. The energies obtained for the optically allowed transitions are 
in excellent agreement with the experimental results, falling within 0.06 eV of the 
observed transition at 8.1 eV. 
The excitation energies for the d Rydberg states are found to cover surprisingly 
large ranges, as much as 0.9 eV. As the previous calculations of Thunemann et al. 
and Nakatsuji et al. [306, 308] only employed a single d-type Rydberg function, it is 
not possible to make a comparison. As previously stated, the SCF MOs were found 
to be were found to be linear combinations with respect to the symmetry axes, 
ie p/d and In general where strong interactions between configurations 
with upper p and d Rydberg orbitals occurs, the energies of the resulting d states 
are found to be poor; the p states seem to be affected to a much smaller extent. 
Particular difficulty was found for the 'Bi (ir3 , d) states which were found to 
interact strongly with the p,, and the 1 B2 (73 , especially for the DZ+R basis 
set, which interact strongly with the Ps  and to some extent with the valence state 
of the same symmetry. It is quite possible that this interaction has caused the 
valence state to be raised and the Rydberg state to be correspondingly lowered in 
energy. The same interactions occur for the DZP,+R basis set, therefore there is 
the possibility of the reverse occurring. For these reasons it is probable that the 
most reliable energies are to be found for the d Rydberg orbitals of a 2 (d5 ) which 
has no p-type function of the same symmetry species with which to interact, and 
the a1 (d2 and d52_2), which although showing mixing for the higher members in 
the series have n=3 members that are not admixtures of states. The 1 A 1 (7r3 , 3d5 ) 
Rydberg state is placed around 7.7 eV in the present work, this compares to 
promotions assigned to optically allowed transitions occurring in the 7.3-7.4 eV 
range. Excellent agreement is found between the computed values for 1 A 2 (7r3 , 3d2) 
and the one-photon forbidden process observed at 7.43 eV by Cooper ci al. [323], 
the other 1 A 2 (7r3 , 3d52_2) state is predicted to occur at lower excitation energies. 
With the large spread of energies obtained for promotions from the 7r3 orbital 
to d-type Rydbergs it is not possible to offer assistance in the assignment of the 
72  -* 3s transition, which is found to occur in the same energy region. The earlier 
calculations of Thunemann et al. [306] and Nakatsuji ci al. [308] have placed 
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this state below and almost degenerate with the d Rydberg states respectively. 
For transitions from 'r 2 the energies obtained for promotion to the 3d2, and 
3dr2- y2 are found to be in close agreement with the experimentally determined 
energies at 8.46 and 8.77 eV. Again the proximity of the excitations prevents any 
definite ordering from being obtained. 
3.3 Concluding remarks 
Calculations have been performed on the lowest valence and Rydberg excited 
states of the Furan molecule. The excitation energies and assignments of the va-
lence states are very different from the earlier theoretical predictions. Two valence 
states, the lowest of the 1 A 1 and 1 B 2 , are assigned to the experimental feature at 6 
eV. This reassignment reflects the substantial lowering obtained for the 1 B2 state 
when the DZ basis is augmented by diffuse polarisation functions. The usual polar-
isation functions optimised for the ground state are found to have little effect on the 
excitation energies of the valence states, mirroring the situation found for propyne 
(Section 2.4.2). Despite the improved description of the differential correlation 
between the states obtained by using these polarisation functions the calculated 
energies for both the singlet valence states are approximately 0.8 eV higher than 
experiment. There exist several possibilities for this remaining discrepancy; that 
the discarded virtual MOs have a large effect for the valence states relative to the 
ground state, that there is significant reorganisation of the MOs upon the valence 
transition, or that further polarisation is required to return dynamic correlation 
for the excited states. This obviously requires further investigation, although the 
author feels that the remaining differences are probably caused by the requirement 
of further polarisation functions, perhaps the original ground state functions. In 
other systems of interest to theoreticians there has been considerable work in ob-
taining basis sets to describe the differential correlation between valence states, 
such work is clearly required for the organic molecules, especially in conjunction 
with the necessary use of small basis sets that can be applied to larger systems. An 
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interesting alternative is the use of large highly contracted basis sets as proposed 
by Almlöf et al. [21]. 
Despite the improvement found for the lowest valence states, disappointing 
results are obtained for the other valence states in particularly those including 
Rydberg functions. Excluding these functions leads to an improvement and would 
suggest that the prominent experimental feature at '.7.8 eV be assigned as 'A l , 
this is supported by the large transition moment calculated. Such calculations are, 
however, unsatisfactory due to the possibility of valence- Rydberg mixing. 
The energies computed for the Rydberg states are in reasonable agreement 
with experiment, although difficulties encountered, especially concerning linear 
combinations, prevent the unambiguous assignment of the experimental spectra. 
3.3.1 Addendum 
After this study was completed a further paper by Serrano-Andrés ci al. [JACS, 
115, 6184, 1993.] appeared. Many of the results and conclusions are similar to 
the present study, however, they did not have access to new experimental data. 
Serrano-Andrés et al. employed the CASPT2 (second order perturbation theory 
acting upon a CASSCF reference function) method upon a large ANO basis, in-
cluding four polarisation functions in the contraction 4d11d. As in the present 
work two valence transitions, 'A l and 1 B2 , are assigned to the experimental fea-
ture at 6.00 eV. The ordering of these states is reversed with the 1 B2 , 6.04 eV, 
placed below the 'A l , 6.16 eV, although the use of different ground state ener-
gies for the two manifolds has the effect of lowering the 'B2 by 0.2 eV relative to 
the 'A l . The author feels that the lower excitation energies obtained by Serrano-
Andrés et al. reflect the improved polarisation functions. The excitation energy of 
the second 'A l  valence state is found to be in excellent agreement with experiment 
at 7.74 eV. 
Chapter 4 
The Low-lying Excited States of 
Dicopper 
The electronic structures of transition metal clusters are of considerable interest 
on several grounds. From the theoretical point of view, there is the role played by 
the s and d electrons in the bonding; from the practical point of view, in the role 
these systems have as models for heterogeneous catalysts; and there is the need 
to address the question of the onset of metallic properties in a cluster. There has 
been an explosion of experimental work in the last fifteen years, particularly due to 
the development of molecular beam methods which have allowed the investigation 
of properties at low temperatures and the resolution of spectral features [335]. 
The copper dimer is the one of simplest examples of a transition metal cluster. 
Copper is the lightest member of the Group IV atoms, the atomic ground state 
possess a closed shell of d-electrons with a single unpaired electron occupying an 
s orbital, therefore the dimer, Cu 2 , is expected to be closely related to the alkali 
metal dimers. Due to the relatively large separation between the Cu atomic states 
there is a low density of states in the Cu 2 molecular spectrum. There exists a 
wealth of experimental data on the ground and excited states of this molecule. 
The ground state has been extensively studied by ab initio means and is well 
characterised. There has, however, been little work on the excited states, which 
have not yet been unambiguously assigned. There is, also, the question about the 
existence of a low-lying ion-pair state [336]. 
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4.1 The copper atom 
The ground state of the copper atom has the electronic configuration [Ar]3d 104s 1 , 
where [Ar] represents the electronic occupancy of an argon atom, 1s 2 2s2 3s2 2p6 3p6 . 
This Cu configuration yields one atomic term, 2 S. Excitation of a single 3d electron 
to the 4s shell gives rise to the first excited term 2 D, with electronic configuration 
[Ar]3&4s2 . Spin orbit coupling in the 2 D term is quite large, the 2 D31 2 lying 2043 
cm-1 above the 2 D51 2 state; the [Ar]3&4s 2 2D states lie 11203 and 13245 cm -1 
(1.39 and 1.64eV) above the [Ar]3d104s 1 ground state respectively (Table 4-1). 
The spin-orbit coupling constant ((3d) for the &4s2  configuration is given by the 
Landé interval rule [337] as 817 cm -1 . 
((3d) = E( 2 D312 ) - E(2D512) 	 (4.1) 
The next highest term is the 2 P° arising form the excitation of the 4s electron 
to a 0 orbital. The corresponding electronic configuration is [Ar]3d 104p1 . This 
term suffers a relatively small spin orbit splitting (248 cm 1 , ((4p)166 cm'), 
with the lowest component, 2 Pf,, 2 , lying 30535 cm 1 (3.79 eV) above the ground 
state. Several quartet states lie a further 9000 cm -1 (1.12 eV) higher in energy. 
The dissociation energy of the copper dimer has been measured as 16760±200 
cm -1 (2.08±0.03 eV)[339]. Relative to the molecular ground state the 2 D appear 
in the 28000-30000 cm -1 (3.47-3.72 eV) region, and the 2P° at approximately 
47500 cm -1 (5.89 eV) (Table 4-1). 
The bonding of the transition metal dimers, particularly the tendency to form 
multiple bonds is governed by the relative sizes of the nd and (n + 1)d orbitals 
[335]. In copper the 3d orbitals is relatively contracted; the < r43 > / < r3d > 
ratio is calculated by numerical Dirac-Hartree-Fock as 3.27 for the 2S ground state 
[341], and 3.15 for 2 D [342]. Therefore, there is expected to be little overlap of the 
d orbitals for the molecular states arising from these asymptotes, with the result 
that the bonding results mostly from the s orbitals. 
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[Ar]3d104s 1 S112  0.000 (16760 b) 
[Ar]3&4s 2 2 D5 1 2 11202.565 (27962b) 
2 D31 2 13245.423 (30005b) —2042.858 
[Ar]3d'04p1 2 P1012 30535.302 (47295') 
30783.686 (47544b) +248.384 
[Ar]3d94s 1 4p1 4 P5012 39018.652 (55779b) 
40113.99 (56874b) —1095.34 
40943.73 (57703b) —829.74 
[Ar]3d'° 15' 	(IP) 62317.2 (79977b) 
[Ar]3d'04s 2 18  (EA) _9961c (6799b) 
Data from [338], except a  the dissociation energy of the copper dimer, 16760±200 
cm from Rohifing and Valentini [339]. 
b energy relative to the ground state of the dimer. 
1.235±0.005 eV from [340]. 
4.2 The electronic spectrum of Cu 2 
A summary of present state of the experimental knowledge of the electronic states 
of the copper dimer is given in Table 4-2. The potential energy curves correspond-
ing to these constants are illustrated in Figure 4-1. Also included for completeness 
are low-lying atomic asymptotes and the attractive limb of an ion-pair state as 
estimated using the coulombic interaction, Section 4.3. 
The earliest observations of the emission spectrum of the copper dimer were 
reported in 1954 by Kieman and Lindqvist [350] and, Ruamps [351]. Two bands 
were observed, the X -* A with its origin at 20396 cm (2.53 eV), and the 
Table 4-2: Electronic states of Cu 2 
State 
Te a 
/cm -1  
We 
/cm -1  
W eX e 
/cm -1 
Be  
/10 3 cm 1 
a, 
/10 8 cm 1 
r Voo 
J 374377C (4.6417 )b 288.4 0.64 0 • 1165b 10b 2 . 15' 37451.1c 
I -'35000 (4•3395)c 280' 1 
H '36782 (4.5604)c 36559.0: 
(c 3) -.34870 (4.3234) 100 0.5 
(b 3) '--'33120 (4.1064) 90 0.5 
C "-30702 (38066)d 116.0c 0.046c 2.73' 
F 28560 (3.5410)c 248.0c 0.90c 
E '--'27153 (3.3666) 231.5 -4.25 27136 
D ( 3z) '--'25560 (3.1691) --'160 '2.38 25508 
C 'fL (1) 21866.4 (27111)b 221 . 4' 1 . 76' 0 . 1045' 2 . 26' 21484 
B'>J 	( 0) 21747.88 (2.6964) 246.317e 2.231e 0.09889f 0.606k 2.3281e 21747 . 9f 
A 1 E 	(0) 20430.98 (2 • 5331)9 06069 0.1034 1 . 389  2.2832" 20396.0 
a --'15420 (1.9118)i -125 15350' 
X 'E 0 266.459e 1.0350e 0.10874 0.614 2.21927e 
a energies in parentheses are in eV. 
b from Page and Gudeman [343]. 
from Powers et al. [344]. 
d  from Rohlfing and Valentini [339]. 
C  from Ram et al. [345]. 
/ from Aslund et al. [346]. 
from Doversti et al [347]. 
h  from Lochet [348]. 
from Bondybey [349]. 
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Figure 4-1: Potential energy curves of dicopper determined using experimental 
data 
The states are defined in Table 4-2. 
ip demonstrates the ion-pair attractive limb. 
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X -f B at 21748 cm (2.70 eV). These are known as the "green" and "blue" 
bands respectively. 
The first high resolution study of Cu 2 was performed by Aslund et al. in 1965 
[346]. The B-X system was analysed for rotationally structure and found to be 
a parallel transition, 1E - E. Through the consideration of the correlation of 
the ground and lowest excited terms of the copper atom to form molecular states, 
Section 4.3, the states were identified as 'E and Equilibrium internuclear 
separations were obtained as 2.3274 and 2.2195 A for the excited and ground 
states respectively. 
Pesi and Weniger [352] identified apparent Q branches in the A-X system 
and thereby assigned the A state as 'Ha.  Subsequent work by Lochet [348], using 
laser-induced fluorescence, on this system, resolved only P and R branches, and 
the A state was accordingly assigned as 'E. The E nature of the B-state was 
confirmed by McCaffrey et at. [353], who also found evidence that the v' level was 
perturbed by a previously unidentified state. 
Preuss et al. [354] identified a spectral feature approximately 100 cm to 
the blue of the B-X origin. The presence of this system was confirmed indepen-
dently by Powers et al. using resonant two photon ionisation [355], and Gole et 
al. employing laser induced fluorescence [356]. The origin of the band was found 
at 21870 cm (2.71 eV). The rotationally resolved study of Page and Gude-
man [343] identified Q as well as P and R branches, assigning the C-state as II 
symmetry. 
McCaffrey et at. [353] observed large electronic isotope shifts for the A- and B-
states. The magnitude of these shifts was found to be similar to the "specific mass 
shifts" found in the optical spectrum of atomic copper for transitions involving 
states differing in the number of d electrons, especially the 2 D states derived from 
the 3d94s2 . On the basis of this observation the A- and B-states were interpreted 
as both arising from the low-energy 2 D+2 S 1 1 2 asymptote of the copper dimer. This 
assignment is not consistent with Hund's case (a) coupling of angular momenta; 
under this coupling scheme only one states is generated from the 2D+2 S1 12 
asymptote. However, considering the coupling between the total angular momenta 
Chapter 4. The Low-lying Excited States of Dicopper 	 113 
in the 2 D512+2 S112 and 2 D312+2 S112 asymptotes in Hund's case (c) two molecular 
states of 0 symmetry are obtained. The C-state is also found to exhibit an 
electronic isotope shift, approximately half as large as the A- and B- state [357]. 
Studies have also revealed information on the lifetimes and photoprocesses of 
the excited states. Steele [358] measured the lifetimes of several vibrational levels 
of the A- and B-states at a selection of buffer gas pressures. The B-state lifetime 
was found to be shorter than that for the A-state. In addition to the expected 
decrease in lifetimes with increasing buffer gas pressure, the B-state luminescence 
showed evidence of a second longer lived process with a lifetime corresponding to 
that of the A-state, suggesting efficient collisional relaxation between these states. 
In later work, Bondybey et al. [349] reported the gas phase lifetimes of the A-, B-, 
and C-states. The lifetimes of the three lowest vibrational levels of the A-state 
were found to shorten rapidly with excitation (115, 75, and 40 ns for v'=0,1,2, 
respectively) but, in contrast to Steele, were independent of helium pressure in the 
range 0.5 to 15 torr. At low pressures the decay lifetimes of the v'=O level of the 
B-state was measured as '-40 ns. At higher pressures the same double exponential 
decay was observed, as found by Steele, however the coupled state was identified 
as the C-state. The lifetime of the C-state is found to be considerably greater 
than either the A- or the B-states, the collision free estimate being 800 us. This 
long lifetime is consistent with the assignment of the C-state as II symmetry and 
the resulting optically forbidden nature of the transition to the 1 E ground state. 
Cu2 has also been investigated trapped in inert gas matrices. Ozin et al. [359] 
published results which suggested that when C112  was trapped in argon, krypton, 
or xenon matrices, that the matrix induced shifts of the spectral transitions to 
the A- and B- states were large, approximately 5000-7000 cm-' (0.62-0.87 eV) 
to the blue. Cole et al. [356], however, found that the matrix induced shift of 
these electronic transitions in neon was small. Excitation at 26000 cm-1 (3.22 
eV) yielded fluorescence from a long vibrational progression with a 0-0 band near 
25508 cm-' ( 3.16 eV), the system assigned by Ozin as the blue shifted A- (or B-) 
state. The emission from this system, designated X - D was long lived with 
an estimated lifetime of approximately 6.5 1us. This is considerably longer than 
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the matrix isolated lifetimes of either the A- or B-states, both of which have been 
measured as shorter that 10 ns, and is consistent the the assignment of the D-state 
as triplet excited state of Cu 2 . On the basis of a Franck-Condon fit to the observed 
fluorescence intensities the equilibrium internuclear separation of the D-state was 
estimated as 2.38 A [360]. 
Cole et al. [356] reported that excitation of either the A or B bands resulted 
in fluorescence from a long lived system (lifetime of 27 ms) at longer wavelengths. 
This long lived system exhibited a 0-0 transition at 15350 cm -1 (1.90 eV) and a 
long vibrational progression to the red of this origin. On the basis of the long 
lifetime, Bondybey [360] assigned the transition as originating from the lowest 
triplet state of Cu 2 . This was designated a3E, formed by the predissociation of 
either the A- or B- states followed by a cage recombination of atoms in the ground 
state ( 2 S1 12+2 S112). Comparison with the dissociation energy of the copper dimer, 
16760 cm- ' [339], demonstrated that this state was weakly bond by 1000-1500 
cm-1 (0.12-0.19 eV). Through the analysis of the vibrational band intensities, the 
re was estimated as 2.48 A. 
At higher excitation energies five bands have been observed by Powers et al. 
[344], using the resonant two photoionisation method, and assigned as Cu 2 transi-
tions from the ground state. The two lowest of these states, the F- and G- states 
of Morse [335], are found to perturb each other strongly, and exhibit long progres-
sions in the excited state frequencies. The bond length of the G-state was obtained 
by Rohifing and Valentini [339] using the Franck-Condon envelope and found to 
be considerably longer, 2.73 A, than that of the ground state. The vibrational 
frequency for the next transition, the X -+ H with an origin at 36559 em' (4.53 
eV), is the highest of any reported for Cu 2 , and indeed for any of the 3d transition 
metal dimers [335]. According to Morse [335] such a difference in vibrational fre-
quency between the upper and lower states "would require considerable electronic 
rearrangement and appears quite dubious". 
Powers et al. [344] also reported two additional band systems in the 37000-
38600 cm' (4.59-4.79 eV) region, the I-X and J-X systems. Through the ro-
tational analysis of the J-state, Page and Gudeman [343] determined the bond 
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length to be shorter than the ground state at 2.138 A. The resolution obtained 
was not sufficient to obtain the symmetry of the state. 
Sappey et al. [361] used the lowest vibrational levels of the J-state as inter-
mediate resonant steps in a two-photon study of Cu r . The molecular ionisation 
potential was determined as 7.899 eV for 2 E (cf the Cu atomic IP of 7.73 eV) 
with an associated adiabatic dissociation energy of 1.84 eV, to be compared with 
2.08 eV for the molecular ground state. Two excited-ionic-state progressions were 
found beginning at T0=1.143 and 1.256 eV, which were assigned, through compari-
son with the atom and atomic ion, as spin orbit components of the 211  state, 3 113/2 
and 3 fl 1 1 2 , respectively. The 211  ion state was estimated to have a dissociation 
energy of 2.08 eV, and a bond length of 2.23 A [343]. Following the observation 
that the 211  state was due to direct ionisation from the f-state, it was concluded 
that the molecular state contained a d-hole of the same symmetry as the ion. The 
similarity between the dissociation energies of the excited 2 H ion state and the 
molecular ground state led Sappey to conclude that a d hole in the ion either does 
nothing or increases the bonding slightly by reducing 3d core repulsion. 
Further transitions attributed to the copper dimer have been observed in emis-
sion from the study of copper arcs [362], and from the flames of copper sulphides 
[363]. Of these band systems only one is found to emit to a state with the same 
vibrational frequency as the ground states of the molecule. This emission is now 
known as the X - E, and has an electronic origin at 27136 cm -' (3.36 eV). 
Morse [335] tentatively assigned two of the remaining bands as belonging to the 
triplet manifold, terminating on the a3E state; the bands exhibiting w" values 
in agreement with Bondybey's [360] estimated vibrational frequency of that state. 
The spectra of these states have not been rotationally analyzed and there exists 
some doubt concerning their attribution to the copper dimer [343]. 
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4.3 The correspondence of molecular states and 
atomic asymptotes for dicopper 
The low-lying states of the copper dirner are expected to arise from the 2 S1,2+ 2  S1121 
2 S 1 1 2 +2 D31 2 ( 2 D5 1 2 ) 1  2 D312 ( 2D5 1 2 )+2 D31 2 ( 2 D5 1 2 ) and 2 S1 2+2 P1 1 2 ( 2 P312 ) atomic cop-
per asymptotes. A controversial feature of the assignment of the electronic spec-
trum of dicopper is the possible intrusion of an ion-pair state into the bonding 
region and the effects of this upon the explanation of the observed spectra. The 
molecular states corresponding to these atomic asymptotes, and the ion-pair limit, 
under Hund's case (a) and (c) coupling are tabulated in Table 4-3. These sepa-
rated atom limits are also shown in Figure 4-1. 
The ground state of copper, like the alkali metal dimers, corresponds to 2 S1,2+ 
2 S1 1 2 , with effectively non-bonding d electron shells, and a 3d'03d'04so4so molec-
ular orbital configuration. This is confirmed by numerous theoretical calculations, 
and is discussed further in Section 4.4. This atomic asymptote also generates a 
molecular triplet state with 3diO3dlO4so4so configuration, identified as the a 3 >2 
experimental state. 
In contrast with the alkali dimers the presence of a low-lying excited state 
corresponding to 2 D greatly increases the number of possible low-lying states in 
the copper dimer. Through the separated atom limit a total of 20 molecular states 
are predicted to be generated from the 2 S+2 D. Under Hund's case (a) coupling 
three types of state, E+,  H, and L, are produced each of which can exist as singlet 
or triplet and gerade or ungerade forms. Of these states, two are accessible from 
the ground state (I  E) by one-photon transitions with significant dipole moments, 
the 1 E and the 'H,. with configurations 3do . . . 4st4sc and 3dir. . . 4so4sc. 
'The molecular terms have degeneracies of three for the triplets, and two from states 
other than E, thus: 'E (1 state); ill, 1 z, etc.. (2 states); 3E (3 state); all, 	etc.. (6 
states). 
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Table 4-3: Correspondence of atomic and molecular states in Hund's case (a) 
and (c). 
Atomic - - 	 Molecular States 
States 	 Hund's (a) 	 Hund's 
1 , 2 +2  S1 1 2 O 
3v'+ 	 n- i 
U 'LU 
2 S 1 , 2 +2 D521 2 D 3/2 	 9/u 	 glu 
19/U 
1 A 	 2I g/u 
9/u 
3 
9/u g1 	g1 
'I,2 
2 D5/2, 2 D3/2 +2 D5/ 2 , 2 D3/ 2 1E(3) 1  E; (2) 	 0(3) 0; (2) 
1fl/(2) 
19/U (2) 
1 	1/.u(2) 	 29  2u (2) 
39/U 
4 
3E;(2) 3E(3) 	O(2),1(2) O;(3),1(3) 
0;/(2) 	 (2),2/(2) 
:3z9 3z(2) 	19/U,2g/U,39/U 
(1)9 /U 2/ 	,49/U 
3  Au 	 4 
2 S 1 /2+2 P° 2p0 	'E 	 0 1/2' 3/2 g/u g/u 
11g /u 	 lg/u 
3 E 
glu 	 O;/U,19/U 311 
glu 0;1U ,O / ,19/U ,29/U 
Cu 1 So+Cu 1 So 	 0 g/u 
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From Figure 4-1 it is evident that the A-, B-, C-, D-, and E-states would 
be expected to correlate with the 2 S+2 D limit. Of these states both the A- and 
B- have been experimentally assigned as and the C-state is identified with 
ll. Given this, and the relatively large atomic spin-orbital splitting between the 
2 D31 2 and 2 D512 terms, McCaffrey et al. [353] argued that the low-lying excited 
states should be interpreted in terms of the mutual coupling of the total angu-
lar momenta of the constituent atoms as described by Hund's case (c). Under 
this coupling scheme 20 states are again derived 2  (Table 4-3). The 2 S1 1 2+2D312 
asymptote gives rise to 0, 0 - , 1, 1, 2, and 0, 0 - , 1, 1, 2,2,3 associated with the 
2 S 1 1 2 +2 D5 1 2 asymptote, where the gerade/ungerade symmetry has been omitted. 
For an electric dipole transition coupling these molecular states to the 0 ground 
state, six are allowed, involving 0, 2 * 1, states associated with each of the asymp-
totes. McCaffrey et al. [353] connected the two 0 (A and B) states with the 2D51 2 
and 2 D31 2  asymptotes, respectively. The C-state is then assigned as being due to 
one of the four 1, [343]. 
The next highest energy asymptotes are the three 2D+2 D, which gives rise to 30 
molecular terms under Hund's case (a); restrictions imposed by the Pauli exclusion 
principle forbid certain combinations between identical states of a homonuclear 
diatomic. As a result of these restrictions no molecular states of symmetry 
are formed. The allowed transitions involve the two 'H u states. For Hund's 
(c), 59 terms are found, of which, twelve can - one-photon couple to the ground 
state; namely two O derived from the 2 D312+2 D5 1 2 asymptote and ten 1,. All 
the states possess the 3d'84so4so electronic configuration, generated by double 
excitations from the ground state. As the atomic 4s orbitals are completely filled, 
it is expected that any bonding in the molecule will be through the d-shell and 
will be essentially negligible due to the highly contracted nature of this shell, 
Section 4.1. 
2Q 0 0 terms are doubly degenerate. 
3  N 0 are obtained from the 2 D31 2+2 D312 and 2 D512+2 D51 2 pairs due to restrictions 
when the atomic J values are equal. 
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The 2 S+2 P asymptote is located 30600 cm- ' above (3.79 eV) the ground 
state asymptote, and approximately 47500 cm- ' (5.89 eV) above the molecular 
ground state. The states that can couple radiatively to a ground state are 
with electronic configuration 3d'°3d'°4so4po, and 'H  corresponding to 
3d103d104so4p7r. Hund's case (c) treatment of the 2 S+2 P states gives rise to 
two 0 and two 1,. McCaffrey et al. [353] noted that the Hund's (c) treatment 
of these molecular states was probably inappropriate due to the small spin orbit 
splitting observed for the atomic [Ar]3d104p1 configuration. 
The ion-pair limit lies at 70016 cm- ' (8.68 eV), relative to the molecular ground 
state, but due to the strong coulombic attraction, the energy drops to below 
that of the 2 S+2 P° atomic limit when the ions are still 5.37 A apart [357]. The 
attractive limb of the potential is included in Figure 4-1 as a simple coulomb 
(-e2 /R) attraction, ignoring the possibility of stronger attractions due to the 
polarisability of the ions, and interactions with molecular states. Neither is the 
repulsive interactions arising from the Pauli repulsions of the filled orbitals as 
the ions approach each other included, hence the curve displays the unphysical 
behavior of going to -oc, and having no repulsive limb. It is clear from Figure 
4-1 that the ion pair state will pass close to the low-lying excited states in their 
bonding region, indeed the majority of the published ab initio works, Section 4.4, 
identify this state with either the A- or B-state. A similar situation exist for CuAg 
where Bishea et al. [364] have assigned the low-lying B-state as corresponding to 
an ion-pair. 
4.4 Previous theoretical work on Cu 2 
Dicopper has been of considerable interest to theoreticians for many of the same 
reasons as the systems has appealed to experimentalists. In addition, the abun-
dance of experimental data on the ground state has meant that Cu 2 is viewed as 
a bench mark molecule for ab initio techniques, and as a test case for theories on 
transition metal bonding. Most of the published work has concentrated on obtain- 
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ing an adequate description of the molecular ground state, as such there has been 
a concerted effort by many groups to investigate the variation of the one-particle 
basis [365-369], the inclusion of different degrees of correlation [365,370-372] and 
the effect of relativity [371-374]. 
The ground state is universally predicted to be of 	symmetry corresponding 
to the 2 S-i- 2 S separated atomic limit. The bonding has been found to be predom-
inantly through the interaction of the 4s atomic orbitals [365,371, 375]. This is 
contrary to the suggestion of Pauling [376] based on empirical observation, that 
the relatively short bond (the nearest neighbour distance in the metal is 2.56 A) 
might be due to the existence of a triple bond caused by significant mixing of the 
3d104s 1 4p' configuration with the atomic ground state. The 3d orbitals remain 
essentially atomic in nature in the bonding region, as expected given the relative 
sizes of the 3d and 4s orbitals, see Section 4.1. 
The Hartree-Fock limits for the bond length and dissociation energy of dicop-
per, as computed by numerical H-F are 2.447 A and 0.52 eV [369]. As the basis 
set limit is reached the SCF results approach these values from below. 
The effects of correlating different groups of electrons have been investigated 
by Bauschlicher and co-workers [365,375], and Jordan and co-workers [366,367]. 
Similar results were reported by both groups. The inclusion of the 4so - 4so 7  
required to describe the correct dissociation of the molecule, through MCSCF lead 
to an increase in the calculated bond length. Correlating just the two bonding 
4s electrons was found to give a bond length similar to the SCF, 2.44 A [366], 
although a large improvement was obtained for the dissociation energy, 1.24 eV 
[366]. The configurations associated with the double excitation 4s 4s7r are 
found to be important, accounting for angular correlation of the HOMO, especially 
since the near degeneracy of the 4s and 4p orbitals in the atom. Although the d 
electrons do not play a significant role in the bonding, an adequate description of 
the potential energy curve requires that they be correlated; the inclusion of the 
d electrons reduced the computed bond length by 0.15 A to 2.29 A [366], and 
increased De by 0.1 eV. The further expansion of the number of correlated electrons 
to include the 3p was found to have little effect on either the dissociation energy or 
Table 4-4: Previous theoretical work on the ground state of Cu 2 
Method Basis D e Ref. 
numerical-HF 2.447 0.52 Partridge et al. [369] 
SCF (15s11p6d2f)1[9s6p4d2f] 2.44 (2.39) 0.51 (0.58) Werner and Martin [372] 
CISD+Q" (15s11p6d2f)1[9s6p4d2f] 2.28 (2.24) 1.14 (1.24) Werner and Martin [372] 
CEPA-1 (15s11p6d2f)1[9s6p4d2f] 2.37 (2.24) 1.69 (1.80) Werner and Martin [372] 
SCF (14sl1p6d3f)1[8s6p4d2f1 2.423 0.56 Scharf et al. [371] 
CPF (14sllp6d3f)1[8s6p4d2f] 2.28 (2.24) 1.727 (1.841) Scharf et al. [371] 
CPF (14sllp6d)1[8s6p4d] 2.297 1.766 Langhoff et al. [377] 
CPF (14sl1p6d4f)1[8s6p4d3f] 2.267 1.789 Langhoff et al. [377] 
CPF (14sllp6d4f1g)1[8s6p4d3f1g] 2.260 1.806 Langhoff et al. [377] 
SCF (14sllp6d2f)1[6s5p3d1f] 2.400 0.52 Raghavachari et al. [366] 
CISD+Qd (14sllp6d2f)1[6s5p3d1f] 2.270 1.76 Raghavachari et al. [366] 
a internuclear separation in A. 
b terms in parentheses include relativistic correction. 
dissociation energy in eV. 
d includes Davidson correction. 
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the bond length [365]. The inclusion of the d electrons is required by the necessity 
of including correlation d-d to describe the repulsion of the d cores and allow the 
closer approach of the nuclei. Excellent results have been obtained by treating 
Cu 2 as a two electron system, describing the "core" using a psuedopotential and 
including core-valence polarisation through perturbation theory [378-380] 
Much discussion has centred on the importance of the inclusion of f-functions 
in the basis set, and the relative contributions of tight and diffuse functions 
[366,367, 377, 381]. The extension of the basis set to include f-functions is found 
to be desirable in that it leads to an increase in percentage of the d-s correlation 
obtained. This is important since it is differential over the potential energy sur-
face, increasing the well depth and decreasing the bond length. In the atom, the 
increased correlation of the d orbitals afforded by the extension of the basis set to 
include f-functions, leads to an increase in the "size" of the d orbitals, as measured 
by their expectation value (rd), and a reduction in the size of the 4s orbital due 
to the reduced shielding of the nucleus [382]. Langhoff et al. [377] found that the 
inclusion of f orbitals lead to a reduction in the calculated bond length of 0.03 A. 
Several authors have noted the problem of size consistency when correlating 
such a large number of electrons (in this case 22) when using truncated CI. The 
inclusion of higher excitations, eg through the Davidson [63] correction, results 
in an reduction of the computed bond length of about 0.03 A, and an increase 
in the value of De by up to 0.2 eV. This has been attributed to the difficulty 
in describing the d-d correlation at large internuclear separations and the result-
ing error swamping the differential .s-d correlation [375]. The size consistency 
problem is reduced, though not removed, through the use of multireference CI; 
Raghavachari et al. [366] obtained r e =2.27 A and De =1.76 eV, in error with 
respect to experiment by 0.03 A and 0.3 eV, using a reference space for SDCI 
consisting of the double excitations from the 4so HOMO into 4so, and the var-
ious 4p based orbitals. Bauschlicher [383] suggested that the neglect of the d-d 
correlation would remove this swamping effect. Employing a modified CI method 
with the restriction that only one electron could be excited from the 3d-shell on 
each atom 1.99 eV, was obtained for the dissociation energy; the bond length of 
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2.35 A, was however significantly poorer than that calculated using SDCI. Fully 
size-consistent methods, such as the coupled pair functional (CPF), the coupled 
electron pair approximated (CEPA), and coupled cluster techniques, yield shorter 
bond lengths and greater dissociation energies than CISD [366, 371,372,377,384], 
the average in bond length being approximately 2.27 A [372]. 
The importance of including the effect of relativity for reproducing accurately 
the experimental bond length of C112  was demonstrated by Pelissier [385] who us-
ing Cl with relativistic effective core potentials obtained an re of 2.25 A, "'0.05 
A shorter than non-relativistic all-electron calculations. The contraction of the 
atomic 4s orbital on taking into account relativistic effects was reported by De-
sclaux [341] as -0.035 A at the SCF level. Martin [374] included the relativistic 
effects, as the first-order correction arising from the Cowan-Griffin operator [386], 
on the basis of a two-reference MCSCF wavefunction. This led to a bond short-
ening of 0.05 A (from 2.48 to 2.42 A). A slightly smaller correction of 0.04 A is 
obtained for the correlated wavefunction, for both SDCI and various size con-
sistent methods [371, 3721. The reduction is primarily through the mass-velocity 
stabilisation of the kinetic energy in the 4s-4s bond [372]. The dissociation energy 
is increased by approximately 0.1 eV [371]. 
Density functional treatments based on various local [387-391] and non-local 
[392] exchange functionals have also been applied successfully to the ground state 
of the copper dimer. The various local-spin-density (LSD) approximation calcu-
lations give results for the bond length in good agreement with experiment, re 
lying in the range 2.17 to 2.28 A, despite the exclusion of the relativistic effects 
which are found to be important in ab initio work. There is a tendency for these 
methods to overestimate the binding energy, 2.10 < D < 2.65 eV [387-391]. 
In a review, Jones and Gunnarsson [393] reported that the best results for the 
spectroscopic constants were obtained with the X c, method, and not the more 
refined electron gas functionals. Delley et al. [388] computed a bond length of 
4 Due to an omission in the original paper it was long believed that this calculation 
was non-relativistic [373]. 
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2.22 A, and a dissociation energy of 2.10 eV employing X c,, with a numerical basis. 
Painter and Averill [389] put the apparent superiority of Xc. in the computation 
of De down to the fortuitous cancellation of errors in the atom and dimer. They 
also pointed out that LSD methods tend to favour energetically the d electrons, 
and, furthermore, that the short bond lengths were consistent with the reduced 
Wigner-Seitz radii found in LSD approximation calculations for the crystals of first 
series transition metals. It is indicative of the preference for d bonding associated 
with these methods, that strong interactions are found between the 4s and 3dcr 
orbitals. This results in a substantial increase in the stabilisation of the 4s-4s 
bond, and significant a bonding for the d orbitals. The 4sa9 MO is predicted to 
lie below the 3d band and the 4.sa, MO is found embedded in the 3d band, whilst 
the HOMO is 3du[389, 390]. Despite this the first IP is still predicted to be due 
to the removal of an s electron. Ziegler et al. [394] have shown that relativistic 
effects in LSD-X,,,calculations result in a reduction of re of 0.02 A (2.26 to 2.24 A). 
With the inclusion of this correction, the tendency of the LSD results to give bond 
lengths shorter than experiment is increased. Much of the discrepancy between 
the density functional and ab initio results is removed when a non-local approach, 
such as the generalised gradient approximation (GGA), is used. Kobayashi ci al. 
[392] obtained an increase in the bond length of 0.07 A (2.18 to 2.25 A) and a 
decrease in De of 0.4 eV (2.60 to 2.20 eV) on moving from LSD to GGA, bringing 
the results into good agreement with high level üb initio calculations, and into 
excellent agreement with experiment, if the relativistic bond shortening of Ziegler 
[394] is included. 
A smaller body of work exists for the excited states [27,389,395-399], which is 
certainly not at the same level of computation as that of the ground state. As many 
of the calculations were performed before the positive experimental identification 
of the A-state as 1 E and the C-state as 'H, the results will be reinterpreted in 
the light of these findings. 
The most extensive work is that of Witko and Beckmann [398], who calculated 
the potential energy surfaces of the most of the states arising from the 2S+2 S and 
2 5+2 D asymptotes at the Cl level using a basis set of DZ quality. On the basis of 
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Anderson' 	Amos' Ozinc 
Non-empirical 
Joyes d 	Miyoshie 	Witko1 	painter2 
A 	B 
3E+ (So-, -+ s) 1.09 1.89 
3(do 	-* so u*) 2.82 
3 ll(d7r9 -+ s) 3.02 
- s) 2.41 2.15 2.26 3.29 2.41 3.09 	2.12 2.31 
- so) 2.55 3.13 
3 9 (d6 	- so) 3.27 
1 H u (d7rg -* saj) 2.852-18 2.54 2.99 3.29 	2.30 2.50 
3E(du9 -* so) 3.50 
3 (d89 - so u*) 3.53 
'Au (dbg - s) 3.01 4.03 
3119(d7r 	-4 so u*) 4.37 
'z 9 (d8,. -+ sc) 2.85 4.39 
'119 (dir,. -* so) 3.40 4.37 
'E+ (daq -* s) 3.59 2.85 3.78 
1 ll(sa9 -* pir) 4.38 4.05 4.31 4.61 
E+ (dru - pir) 4.81 4.24 4.59 4.36 
- 
per) 5.44 4.76 4.60 5.42 
- 	 pir) 5.16 4.43 5.06 4.89 
The energies are in eV. 
a [396];b  [399];c [397]; d [395];C [27];f [398]; 9 [389]. See text for further details. 
their results the authors identified the experimental A- and B- states as 	axis- 
ing from 4so 9 -4so at short bond lengths, and 1 ][I, from 3dir9 -4so, although 
the computed separation of 0.20 eV between the states was small enough that the 
ordering could not be determined. The lowest 'E was found to change character 
from predominantly 4sugl 4sal in the bonding region to 3dc4so at longer bond 
lengths. The 31L  state is placed at 3.02 eV, below the 1 E, consistent with the 
assignment of either the A- or the B-state to the 0 component of this state. Al-
though the 1 E corresponding to 3dcr4s was not computed, the corresponding 
triplet is placed at 3.50 eV, arguing against this being the A or B. With the as-
signment of the A-, B- C- states as being due to 3H(3dir4so), 1E(4sa94so), 
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and 1 ll(3dir4sa), a consistent pictures is obtained with respect to experiment. 
The derived from the 2 S+2 S asymptote is predicted at 1.89 eV in excellent 
agreement with the findings of Bondybey [360]. 
• In the early 1970s Joyes and Leleyter [395] performed LCAO-STO-SCF calcu-
lations for the 1 '3E and 1,3V'+  states arising for the 2 S+2 S asymptotes associated 
with the atomic ground states, cations, and anions. The ion-pair limit was found 
to give rise to a state at 4 eV. The 3 E complement of the ground state was 
repulsive in nature. 
Miyoshi ci al. [27] used the zSCF method to obtained excitation energies 
for the lowest 1,3v'-4-  and 1 '3Hu states. The 	state arising from the sa 4 
s 	excitation was predicted at 2.41 eV, and the 1 '3H(3dir4so) at 4.07 and 
4.21 eV. The energy of the 	state is close the A- and B-states, however the 
energy of the 1 '31j would argue against the assignment of these to either of the 
experimental states. Considerable lowering of the excitation energy was found 
when the symmetry was broken, allowing the localisation of the d-hole onto one of 
the copper atoms. Moving from Dh to C brought both the 3 Hand 1 1TL below 
the 'E, 1.24 and 1.46 eV. The figures quoted in Table 4-5 were then obtained 
including an empirical correction, noting that the SCF procedure placed the 2D 
state of the atom below the 2 S. The new energies of .s2.4 eV are in good agreement 
with experiment. The reorganisation energies associated with the localisation of 
the resulting hole upon ionisation from the 4s and 3d shells in the dimer were also 
calculated. The effect was found to be small (0.4 eV) for the 4s shell, and much 
larger for the loss of a d electron (5.7-6.2 eV) in agreement with the earlier work 
of Cox et al. [26]. 
Although the density functional method is not strictly formulated for states 
other than the ground state, reasonable transition energies have been obtained 
for excited states which are the lowest for a particular set of quantum numbers. 
Painter and Averill applied two functionals, LSDX a and VWM, to the calculation 
of the 1 E(4so4so) and 'll(3dir4soj) states [389]. The was placed below 
the 1 Ilu by approximately 0.2 eV, again suggesting that if the 1 (sa, so) is to be 
found in the same energy region as the A- and B-states. 
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The remaining published work on the excited states of dicopper is semi-empirical 
and for the most part only includes the calculation of singlet states. The three 
studies quoted here extend the theoretical treatment to include transitions to 4p 
based MOs [396,397,399]. 
Ozin et al. [397] applied the SCFXa SW method parameterised for the calcu-
lation of excitation energies. On the basis of these results, the A-state was assigned 
to d7r9 -i Sol.* and the B-state to so - soc. Also calculated were the states due 
to the 2P° atomic limit which were found in the 4.3-5.4 eV range. 
Extended Hückel Theory (EHT) calculations have been performed by several 
groups [396,399]. The earliest by Anderson [396] found the ' (4scr4so-) state 
to be dissociative in nature, corresponding to the 2 S+2 S separated atom limit. 
The restrictions placed upon the wavefunction by the requirement of antisymme-
try with respect to the interchange of electrons means that this is an un-physical 
result, there is not a state that corresponds to these limits (Section 4.3). The 
technique for the calculation of the singlet-singlet excitation energies involves the 
determination of the singlet-triplet energy and the energy of the average transi-
tion to the singlet or triplet state, hence the 'E behavior reported by Anderson 
is an artifact of the method of computation, mirroring the real behavior of the 
corresponding 3 E state. With a supposedly nonbonding '(sag , so), and the sep-
aration between the 1 (3do4soj) and the 1 ll(3dir4so) states of '-'0.7 eV (2.85 
as compared to 3.59 eV) far larger than the respective difference in the low-lying 
experimental states, Anderson assigned the A- and B-state to be the 0and l, 
of the 3 11,1 . The lowest transition to a 4p based MO was placed at 4.38 eV, corre-
sponding to 1 ll(sc9 -p pir). A second series of calculations was also performed 
using a value for the IP of the d orbitals lowered by 0.7 eV; this result is also 
listed, as B in Table 4-5. The agreement obtained between theory and experi-
ment is good for the lower states, although this may be due to the use of relatively 
accurate experimental data. The validity of the findings for higher states must 
remain questionable, as it must for a calculations of this type, due to the lack of 
good experimental data on which to base the state energetics. In order to tackle 
this shortcoming, Amos et al. [399] included parameters from theoretical calcula- 
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tions [397]. The so -* so transition is again placed at a lower energy than the 
d7r9 - so, with the do 9 -* so at considerably higher energy. The states involv-
ing 'PO are computed in the range 4.3-5.1 eV, with the lowest, due to sc - pir at 
4.31 eV. Again the calculation is only as good as the parameters used in defining 
the problem, therefore the same reservations are expressed regarding the results 
of Amos et al. as apply to the earlier work of Anderson. 
Although the theoretical work does not reproduce accurately the experimental 
excitation energies, strong evidence is found in many of the calculations that either 
the A- or the B-state is due to the intrusion of a state with a higher energy 
asymptote. The semi-empirical results would seem to suggest that this state is 
not from the 2 S+2 P° or 2 D+2  PO , but is rather a state which corresponds to the 
ion-pair limit as predicted by Witko and Beckmann [398]. 
4.5 The present study 
Preliminary investigations of the excited states of dicopper were performed at 2.20 
A. The choice of 2.20 A, whilst arbitrary, was made after a survey showed that 
operating at re for the basis set at the SCF-level, would have led to a bond length 
near 2.4 A, unacceptably long. 
4.5.1 Basis sets 
The choice of basis set for the calculation of excitation energies is an art rather than 
a science; in the case of dicopper the chosen basis set must be flexible enough in 
the valence space to describe the radically different distributions that arise when 
the d shell is opened up, and return approximately the same percentage of the 
total correlation energy for each of the states of interest. The spd portion of the 
present basis set is obtained from a 11s8p4d contraction of a 15sllp6d Gaussian-
type orbital basis set, generated by adding a single s function, a3 =0.33 to span 
the large gap between the functions used to describe the 3s and 4s orbitals [377], 
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and the diffuse d function (ad=0.1491) of Hay [400] to Wachters' 14sllp5d basis 
set [401]. The contraction schemes used were 51111111111 for s, 41111111 for p, 
and 3111 for d; leading to a total of 118 CTOs.The 6d/4d contraction of the d set 
is as recommended by Langhoff and Bauschlicher for the description of the ground 
state and to obtain the d2 - (d') 2 component of the d-d correlation energy. Also 
it is noted that the Wachters found that the optimal exponents for the description 
of the 2 D state of atomic copper were significantly different from those for the 2S. 
The inclusion of f functions in the basis set has been found to be important 
for the computation of the properties of the ground state of the copper dimer, 
resulting in a decrease in the bond length and an increase in the dissociation en-
ergy (Section 4.4). Two important forms of correlation involve these functions, 
sd -* p'f (s-d correlation) and d2 -* f 2  (a further component of d-d correlation). 
Jordan and co-workers [366,367, 382] demonstrated that a good description of the 
.s-d correlation was required for the accurate determination of the ionisation po-
tentials and excitation energies of atomic copper. The major component of the 
correlation energy of the Cu atom is due to transitions from the d MOs, -92 % 
[402]. Although non-differential for the ground state of C112, d-d correlation is 
found to be very important for those transition metals with unfilled d shells, and 
especially when comparisons are made between states with different d occupan-
cies [403]. The basic spd basis set was therefore supplemented with f polarisation 
functions. In total three exponents were employed for the f functions either singly 
or in combination, with values 0.40, 0.3375, and 2.89. Calculations were per-
formed for the following basis sets; lls8p4d, lls8p4dlf(0.40), lls8p4dlf(1.3375), 
1 ls8p4dlf(2.89), 1 lsSp4d2f(0.40,1 .3375), and 1 ls8p4d2f(0.40,2.89). The inclu-
sion of a single f function results in a basis set dimension of 138 GTOs, and two 
f functions in 158 GTOs. 
The most diffuse function, a1=0.40, is that recommended by Langhoff and 
Bauschlicher [377] and is similar to the more diffuse of the pair of functions used by 
5 14s9p5d augmented by the two p functions optimised for Cu( 2P) and scaled for the 
molecule. 
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Sunil and Jordan [382] for the description of ds -+ lip' correlation (two exponents 
of 1.48 and 0.37) in Cu. The cr f =l.3375 is the lowest exponent member of the STO-
3G for a 4f with exponent 5.0, optimised for the energy of the Cu atomic ground 
state [365]. The value is similar to the tighter of the pair of functions of Sunil 
and Jordan for s-d correlation, and to the diffuse member of the pair of functions 
recommended by the same authors for d-d correlation (1.32 and 5.28). Although 
the aj=l.3375 was originally included to provide the & - f 2  correlation, it was 
pointed out to the author [404] that the exponent was probably too low for the 
purpose. The other function, cx j =2.89, is as used in the computation of the excited 
states of CuO by Hippe et al. [405], this exponent is close to the 2.64 recommended 
by Sunil and Jordan for the Cu atom, although lower than the 3.49 reported by 
Werner and Martin [372]. 
The s components of the Cartesian d functions (d2+ 2 + 2 ) and the p compo-
nents of the Cartesian f functions f,, and  f) are retained. This results 
in four additional s and one p set for each f included in the calculation. 
4.5.2 SCF calculations and discussion 
The MO and total SCF energies of the copper dimer at 2.20 A are listed in Table 4-
6. The addition of the f functions is found, unsurprisingly, to have negligible effect 
on the MO energies. The lowering in the total energy is larger than that reported 
by Sunil et al. [367] for the addition of a single f function 
6  Whether the changes 
observed are due to shifts in the potential surface energy or in the position of the 
minima cannot of course be determined from a single point calculation. Analysis 
of the Mulliken electron populations shows that the f functions play only a minor 
role in the SCF wavefunction, the largest population, mostly negative, occurring 
for the cj=2.89 function, which has the largest overlap with the d orbitals. The 
1.3375 leads to a small positive population. 
6 Calculation performed at 2.22 A. 
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Table 4-6: SCF-MO energies of the Cu 2 ground state at 2.20A as calculated 









1sa -328.7971 -328.7970 -328.7969 -328.7971 -328.7968 -328.7969 
130 9 -328.7971 -328.7970 -328.7969 -328.7971 -328.7968 -328.7969 
2sa -40.8226 -40.8225 -40.8224 -40.8225 -40.8223 -40.8224 
2so 9 -40.8226 -40.8225 -40.8224 -40.8225 -40.8223 -40.8224 
2pau -35.6230 -35.6229 -35.6227 -35.6229 -35.6226 -35.6227 
2po -35.6230 -35.6229 -35.6227 -35.6229 -35.6226 -35.6227 
2p7ru -35.6228 -35.6227 -35.6226 -35.6228 -35.6225 -35.6226 
2p7r9 -35.6228 -35.6227 -35.6226 -35.6228 -35.6225 -35.6226 
3so -5.0086 -5.0085 -5.0083 -5.0084 -5.0082 -5.0083 
3so,, -5.0077 -5.0076 -5.0073 -5.0074 -5.0073 -5.0074 
3.3257 -3.3256 -3.3254 -3.3255 -3.3254 -3.3254 
3Plru 3.3187 -3.3186 -3.3185 -3.3186 -3.3184 -3.3185 
3p7r9 -3.3181 -3.3180 -3.3179 -3.3180 -3.3178 -3.3179 
3.3181 3.3181 -3.3178 -3.3179 -3.3178 -3.3178 
3da9 -0.5120 -0.5119 -0.5117 -0.5118 -0.5118 -0.5117 
3d7r -0.4993 -0.4992 -0.4991 -0.4992 -0.4990 -0.4991 
3d59 -0.4815 -0.4813 -0.4812 -0.4813 -0.4811 -0.4812 
3d6 -0.4737 -0.4736 -0.4735 -0.4736 -0.4734 -0.4735 
3d7r9 -0.4590 -0.4589 -0.4586 -0.4588 -0.4586 -0.4587 
3dcr -0.4492 -0.4493 -0.4488 -0.4490 -0.4490 -0.4491 
4so 9 -0.2365 -0.2370 -0.2371 -0.2368 -0.2373 -0.2372 
4sa 0.0180 0.0184 0.0187 0.0184 0.0188 0.0187 
4p7r,. 0.0823 0.0776 0.0817 0.0820 0.0777 0.0777 
0.1056 0.1013 0.1045 0.1050 0.1012 0.1012 
0.1706 0.1606 0.1693 0.1700 0.1607 0.1607 
energy' -0.79034 -0.79762 -0.80064 -0.79731 -0.80549 -0.79035 
a f-functions. 
b  total energy, E+3277 au. 
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Using the 11s8p4d2f(2.89, 0.40) basis set, SCF open-shell calculations were 
performed for some of the low-lying excited states. The ordering of the states, 
3E(4sa9,4so) <1 	(4sa9 ,4so) < 3 H u (3dirg ,4so) <' Hu(3dirg,4sa) <1 &, 
(3dfi9 , 4.sa) and the excitation energies obtained, Table 4-7, are in good agreement 
with those of Miyoshi et al. [27] as calculated under Dh symmetry. 
Comparison of the SCF-MO energies (Table 4-7) shows that the core orbitals 
are slightly stabilised ('.0.15 au) by the removal of a d electron. This reflects the 
reduction in the penetration of the core by the 4s electrons due to the contraction 
of the 3d shell, and is consistent with the findings of Wachters [401] for the atom. 
This core-valence effect, which would be further altered by the inclusion of rel-
ativistic effects, could cause difficulties in the post-HF treatments which employ 
a "frozen" core to reduce the dimension of the calculation. A change of similar 
magnitude is observed for the fully occupied 3d MOs, whilst the open shells and 
their complements experience smaller shifts. Again this is synonymous with the 
presence of a. large degree of reorganisation upon excitation. 
A crude estimate of the bonding interaction in the d shell can be obtained by 
comparing the separation of the bond ing/antibonding pairs of orbitals with the 
ground state, Table 4-8. For the 'll u and IAU  a. change in the separation of -'0.06 
au is obtained. The slightly larger effect shown for the 1 fl, reflects the larger 
orbital overlap relative of the 7T relative to the (5. The 3d orbitals for the l3]j  are 
found to have similar energies. A smaller lowering of the energies of the 3d and 
core MOs for the ',3E states. 
The results of the Mulliken analysis of the SCF wavefunction has been used 
to indicate the nature of the orbitals. The population distribution for all and the 
unpaired electrons are given in Table 4-9. Comparisons using the ground state 
as the model of a closed d shell, and the 3E as a valence 4so4so- state, allow 
conclusions to be drawn on the ion-pair nature of the '. The populations of the 
s and p AOs for the ground state demonstrate the degree of polarisation, through 
the inclusion of p character for the 4so 9 MO. The ion-pair has significantly 
more p character (+0.33e) than the 3 E, predominantly by replacement of 4s 
electrons. The molecular states corresponding to the 2 S+2D asymptote have more 




1 (1sa,) -328.7969 (2) -328.8397 (2) -328.8330 (2) -328.9527 (2) -328.9514 (2) -328.9448 (2) 
2 (1.sa9 ) -328.7969 (2) -328.8397 (2) -328.8330 (2) -328.9527 (2) -328.9514 (2) -328.9448 (2) 
3 (2sa) -40.8224 (2) -40.8642 (2) -40.8576 (2) -40.9903 (2) -40.9893 (2) -40.9818 (2) 
4 (2so) -40.8224 (2) -40.8642 (2) -40.8576 (2) -40.9903 (2) -40.9893 (2) -40.9818 (2) 
5 (2pilu ) 35.6227 (2) -35.6652 (2) 35.6588 (2) -35.7926 (2) 35.7916 (2) -35.7724 (2) 
6 (2po) -35.6227 (2) -35.6652 (2) -35.6588 (2) -35.7926 (2) -35.7916 (2) -35.7724 (2) 
7 (2pr9 ) -35.6226 (4) -35.6648 (4) -35.6578 (4) -35.7864 (4) -35.7854 (4) -35.7839 (4) 
9 (2p7r) 35.6226 (4) -35.6648 (4) -35.6578 (4) -35.7864 (4) -35.7854 (4) -35.7839 (4) 
11 (3scr,) -5.0083 (2) -5.0509 (2) -5.0445 (2) -5.1640 (2) -5.1626 (2) -5.1574 (2) 
12 (3so) -5.0074 (2) -5.0499 (2) -5.0435 (2) -5.1630 (2) -5.1616 (2) -5.1566 (2) 
13 (3po 9 ) -3.3254 (2) -3.3686 (2) -3.3619 (2) -3.4757 (2) -3.4742 (2) -3.4613 (2) 
15 (3piru ) 3.3185 (4) -3.3627 (4) 3.3555 (4) -3.4654 (4) -3.4639 (4) 3.4626 (4) 
17 (3p7rg ) 3.3179 (4) -3.3622 (4) -3.3550 (4) 3.4640 (4) -3.4625 (4) -3.4627 (4) 
18 (3po) -3.3178 (2) -3.3610 (2) -3.3542 (2) -3.4677 (2) -3.4661 (2) -3.4542 (2) 
19 (3do 9 ) -0.5117 (2) -0.5556 (2) -0.5535 (2) -0.6751 (2) -0.6736 (2) -0.6435 (2) 
20 (3dir) -0.4991 (4) -0.5438 (4) -0.5378 (4) -0.5627 (4) -0.5605 (4) -0.6374 (4) 
22 (3d89 ) -0.4812 (4) -0.5261 (4) -0.5185 (4) -0.6277 (4) -0.6261 (4) -0.4955 (3) 
24 (3d6) -0.4735 (4) -0.5184 (4) -0.5106 (4) -0.6214 (4) -0.6198 (4) -0.5471 (4) 
26 (3d7r9 ) -0.4587 (4) -0.5018 (4) -0.4946 (4) -0.4601 (3) -0.4580 (3) -0.6014 (4) 
28 (3do) -0.4491 (2) -0.4881 (2) -0.4830 (2) -0.6172 (2) -0.6156 (2) -0.5829 (2) 
29 (4scg ) -0.2372 (2) 0.3020 (1) -0.3265 (1) 0.3193 (2) -0.3182 (2) -0.3185 (2) 
30 (4so) 0.0187 (0) -0.1294 (1) -0.1828 (1) -0.1939 (2) -0.2007 (2) -0.1924 (1) 
31 (4piru ) 0.0777 (0) 0.0628 (0) 0.0641 (0) 0.0516 (0) 0.0526 (0) 0.0487 (0) 
33 (4per) 0.1012 (0) 0.0625 (0) 0.0909 (0) 0.0687 (0) 0.0698 (0) 0.0713 (0) 
34 (4p7r9 ) 0.1607 (0) 0.1432 (0) 0.1469 (0) 0.1395 (0) 0.1406 (0) 0.1384 (0) 
Total Energy -3277.79035 -3277.69282 -3277.74207 -3277.63959 -3277.64607 -3277.60834 
Excitation energy (eV) 0.0000 2.6538 1.3137 4.1022 3.9259 4.9526 
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Table 4-8: Separation of d orbitals in dicopper (au) 
State 
MOs i fl IEU 
Mug - 3da -0.0626 -0.0579 -0.0606 
3d7r9 - 3d7r,. -0.0404 -0.1026 -0.0460 
3th59 - 3d5,, -0.0087 -0.0063 +0.0516 
p character, associated with the occupation of the 4sau orbital, and f character 
than the ground state, although the changes are small. The majority of this f 
character is due to the tighter (higher exponent) function. 
Table 4-9: Population analysis at the SCF level for all and unpaired electrons 
Population 
State 	s 	p 	d 	f 
1'± 	13.7240 24.2332 19.8658 0.1770 
13.7856 24.1924 19.8366 0.1854 
	
1.8335 	0.1506 	0.0052 0.0106 
1 E 	13.4638 24.5125 19.8366 0.1854 
1.4471 	0.4767 	0.0128 0.0334 
14.5726 24.3816 18.8368 0.2090 
0.7921 	0.2188 	2.9822 0.0068 
'fl u 	14.5673 24.3981 18.8252 0.2094 
0.8000 	0.2115 	2.9817 0.0066 
'Au 14.6462 24.3049 18.8149 0.2340 
0.9417 	0.1834 	2.8704 0.0064 
4.5.3 Direct-CI calculations 
The details of the direct-Cl calculation are given in Table 4-10. In the present 
work the eighteen core MOs associated with the 1 - 3s, 2 - 3p are frozen at 
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the SCF level of treatment, also the MOs corresponding to the core complements 
and the highest p set and three s sets were discarded in aufbau order. This 
leads to a total of 70 active MOs for the 11s8p4d basis set (the active space 
consist of Gs, 3p, and 4d MOs), 90 for 11s8p4d1f ( 6s, 4p, 4d, and if), and 110 
for 11s8p4d2d ( 6s, 5p, 4d, and 21). The active space is divided into internal 
and external spaces. The internal space consists of the 3d and 4s based MOs, 
22 electrons in 12 MOs. All the configurations, in the internal space, with the 
appropriate spin and symmetry were employed as reference functions. The choice 
of the internal space, and hence the reference configurations, is effectively dictated 
by the dimensions of the calculations, the present internal space results in up to 
eighteen reference configurations, and over 2,000,000 CSFs for the larger basis 
sets. The omission of the .s2 -+ p2 configurations is unfortunate, especially as they 
have been found to be important in the description of the molecular ground state 
[365], however, as previously stated, d-d correlation is found to have an important 
contribution to the relative energies of states with different d shell occupancies, 
therefore it was felt to be necessary that the increased participation of the d-shell 
be accurately represented. 
Calculations were performed for the various basis sets, at 2.20 A on the singlet 
H, and A states arising from the 2 S+2D atomic asymptotes, and the E, corre-
sponding to 4so4scr occupancy. These computations used the MOs from the 
ground state SCF wavefunction. The active space employed was as defined above. 
This work was performed largely to investigate the effects of the f-functions on 
the excitation energies. The remaining ungerade states arising from the 2S+2D 
asymptote were calculated using the 1 is8p4d2f ( 2.89, 0.40) basis set, which was 
found to offer the best description of the excited states. 
Additional calculations were performed for the 13+ (4S,.;,48O. ) , "3H,(3dirg , 
4sa), and 1 A(3d 9 , 4so) utilising the MOs from the corresponding open-shell 
SCF calculations. These will be referred to as parental MO calculations to dif-
ferentiate them from the computations employing the closed shell ground state 
MOs. This allows study of the degree of reorganisation associated with the transi-
tions, and thus the feasibility of employing a common MO set in describing these 
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Table 4-10: Details of direct Cl for Cu 2 
State Basis MO set 
Active space 
mt. 	ext. Ref. C 2 ° CSFs 
'E 11s8p4d2f(2.89,0.40) 12 78 18 0.901 2327260 
12 78 18 0.895 1475824 
12 66 18 0.886 1057384 
1ls8p4d2f(1.3375,0.40) 12 98 18 0.896 2327260 
11s8p4dlf(2.89) 12 78 18 0.909 1475824 
11s8p4dlf(1.3375) 1 E 12 78 18 0.901 1475824 
lls8p4dlf(0.40) 12 78 18 0.895 1475824 
11.s8p4d 12 58 18 0.903 817564 
1± lls8p4d2f(2.89,0.40) 12 98 12 0.894 2324755 
12 98 12 0.901 2324755 
12 78 12 0.883 1473829 
lls8p4d2f(1.3375,0.40) 12 98 12 0.888 2324755 
11.s8p4dlf(2.89) 12 78 12 0.900 1473829 
11s8p4dlf(1.3375) 12 78 12 0.892 1473829 
11.s8p4dlf(0.40) 12 78 12 0.895 1473829 
lls8p4cl ' 12 58 12 0.888 816079 
3E lls8p4d2f(2.89,0.40) 1E+ 12 98 12 0.903 3896021 
12 98 12 0.906 3896021 
12 78 12 0.883 2467159 
3E 12 78 12 0.902 2467159 
12 66 12 0.894 1766137 
1ls8p4d2f(1.3375,0.40) 12 98 12 0.898 3896021 
11s8p4dlf(2.89) 12 78 12 0.911 2467159 
11s8p4dlf(1.3375) 12 78 12 0.903 2467159 
11.s8p4dlf(0.40) 12 78 12 0.897 2467159 
lls8p4d 12 58 12 0.888 1363185 
1A 
9 11s8p4d2f(2.89,0.40) 12 98 8 0.861 2318942 
12 78 8 0.845 1469392 
1ls8p4d2f(1.3375,0.40) 'E 12 98 8 0.854 2318942 
11s8p4dlf(2.89) 12 78 8 0.864 1469392 
lls8p4dlf(1.3375) 12 78 8 0.856 1469392 
11s8p4dlf(0.40) 12 78 8 0.845 1469392 
11s8p4d 1E+ 12 58 8 0.847 812850 
continued on next page 
	
& 	lls8p4d2f(2.89,0.40) 
2 1E t, 	lls8p4d2f(2.89,0.40) 
12 	98 
12 	98 	12 
0.860 3901580 I 
0.861 2324755 I 
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MO set mt. ext. 
12 98 
IAU 12 98 
12 78 
'Li t, 12 78 







'il t, 12 98 
12 78 
Illu 12 78 








is-f 12 98 
12 78 
12 78 
'E 12 78 
12 58 
12 98 
3 il t, 12 98 
Ref. c2a 	CSFs 
8 	0.861 2318942 
8 0.882 2318942 
8 	0.844 1469392 
8 0.870 1469392 
8 	0.850 1052402 
8 0.854 2318942 
8 	0.864 1469392 
8 0.856 1469392 
8 	0.845 1469392 
8 0.846 812850 
8 	0.859 2321434 
8 0.883 2321434 
8 	0.846 1471172 
8 0.871 1471172 
8 	0.854 105762 
8 0.854 2321434 
8 	0.864 1471172 
8 0.857 1471172 
8 	0.846 1471172 
8 0.848 813918 
8 	0.861 2321434 
8 0.841 1471172 
8 	0.851 2321434 
8 0.862 1471172 
8 	0.854 1471172 
8 0.842 1471172 
8 	0.843 813918 
8 	0.860 3898612 
8 0.882 3898612 
1 ls8p4d2f(1 .3375,0.40) 
11 s8p4dl f (2-89)  
11s8p4dlf(1.3375) 
11 s8p4dlf (0.40) 
1 ls8p4d 
l ilt, 	11s8p4d2f(2.89,0.40) 
1 ls8p4d2f(1 .3375,0.40) 
11 s8p4dl f (2.89)  
lls8p4dlf(1.3375) 




11 s8p4dl f (2.89)  
1ls8p4dlf(1.3375) 
11 s8p4dl f (0.40)  
1 ls8p4d 
sil t, 	lls8p4d2f(2.89,0.40) 
lls8p4d2f(2.89,0.40 
	
12 	98 	12 0.859 3896021 
weight of reference configurations. 
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states. The use of a common MO set is desirable if properties are to be com-
puted which involve more than one state simultaneously, such as the spin-orbit 
interaction between states [342,406]. 
Further calculations investigated the effect of reducing the active space. These 
were performed using the 11 s8p4d2f ( 2.89, 0.04) basis set. The MOs corresponding 
to the tighter of the f-functions were discarded for both ground state and parental 
MO set calculations, in addition, the MOs due to a d-function were discarded for 
a set of parental MO computations. These orbitals play an important part in 
the d-d correlation, therefore it is important to know the effects of their removal, 
especially given the restrictions on the number of active orbitals in the present 
version of MRD-CI which would be preferably be employed in multi-reference 
multi-root study. 
4.5.4 The ground state of dicopper 
The ground state energies as calculated for the various basis sets, and active spaces 
are shown in Table 4-11. The inclusion of the f-function causes a marked lower-
ing of the total energy, an effect which is most apparent for a1=2.89. This would 
seem to indicate the superiority of this function for the description of the dom-
inant d-d correlation (assuming there is not a large displacement in the position 
of the minima). That the functions of 2.89 and 0.40 describe different correla-
tion effects is clearly shown by the additivity demonstrated, the energy lowering 
offered by each function individually relative to the 11s8p4d basis are obtained 
when they are combined. The removal of the f-function from the active space of 
the 11 s8p4d2f ( 2.89, 0.40) returns an energy similar to the 1ls8p4dlf(0.40) calcu-
lations. 
The percentage contributions (>0.1 %) to the ground state wavefunction, at 
the SDCI level are listed in Table 4-12. Comparison is made between the present 
1ls8p4d2f(2.89, 0.40) basis and the results of Bauschlicher [375], and Shim and 
Gingerich [370] in Table 4-13. In agreement with these earlier studies the sin- 
gle SCF configuration affords an excellent description of the state in the near- 
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Total Energies ( au )a 
SCF 	SDCI 	CI+Davidson 
11.s8p4d2f(2.89,0.40) (12/66) -7.79035 -8.189942 -8.235176 
11 s8p4d2f (2.89,0.40) (12/78) -8.342467 -8.399982 
11 s8p4d2f (2.89,0.40) (12/98) -8.527748 -8.600404 
11s8p4d2f(1.3375,0.40) (12/98) -7.80549 -8.459531 -8.528427 
11s8p4dlf(2.89) (12/78) -7.79731 -8.480137 -8.542841 
11s8p4d1f(1.3375) (12/78) -7.80064 -8.441596 -8.505525 
11s8p4d1f(0.40) (12/78) -7.79762 -8.341076 -8.398190 
11s8p4d (12/58) -7.79034 -8.296677 -8.345569 
a  E+3270 au. 
equilibrium region The next most important term is due to 4sc —* 4so, which 
contrary to the earlier studies is found to exceed 4so -, 4p7, however, it should 
be noted that the present work used the only the former as a reference function 
whereas Bauschlicher used both, and Shim and Gingerich only used the ground 
state, therefore the present results carry an inherent bias towards 4sa. In total 
the reference configurations account for 90 % of the wavefunction. 
In agreement with Bauschlicher [375], and contrary to Shim and Gingerich 
[370], the LUMO is 4s-4s in nature. Shim and Gingerich reported that the LUMO 
was mostly pa in character around 2.20 A. 
4.5.5 Excited states 
The quality of the reference set can be gauged by the total C2 values of these 
configurations in the final wavefunction. The values are listed in Table 4-10. The 
current reference set including all the states of a particular irreducible representa-
tion and spin, generated by the distribution of the electrons amongst the 4s and 3d 
shells, gives 88-90 % of the 4s-4s states, and between 84. and 86 % for the 2S+2D 
states. The weighting of the reference configurations is greatest for the tightest 
f-functions (2.89>1.3375>0.40), and decreases with reduction in the dimension of 
the active space. The coverage for the parental orbital calculations is significantly 
Table 4-12: Percentage contribution of leading configurations to the wavefunction for 	SDCJ at 2.20A. 
Calculation 
lls8p4d lls8p4dlf lls8p4d2f 
0.40 1.3375 2.89 1.3375 2.89 2.89 2.89 
(12/58) (12/78) (12/78) (12/78) (12/98) (12/66) (12/78) (12/98) Configuration' 
89.46 88.78 89.52 90.03 88.87 87.84 88.74 89.31 3d' 03d'°4scr 
0.76 0.72 0.75 0.78 0.72 0.67 0.70 0.75 4sa 	-, 4s0,  
0.22 ... ... 3d 9 - 4d59 
0.35 0.24 0.23 0.22 0.18 0.34 0.24 ... 4sa - 4pir 
a  CSFs relative to the leading configuration. 
b the leading configuration. 
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Table 4-13: Comparison of present and literature wavefunctions for the ground 






SDCI Configuration   
94.34 86.94 91.54 89.31 3d103d°4so 
1.93 1.76 0.66 0.75 4so- - 4so 
2.97 2.73 1.75 ... 4so 	—f 4piç 
0.71 0.51 0.30 ... 4so 	- 4p7r 
0.24 ... 4so 	- 4p7r4thr 
0.23 ... 4so 	- 4scr5so- 
a from [375]; (8s6p4d1f) basis with 4s4p MOs active in the CASSCF, the CI used 
the CAS wavefunction as n-particle basis. 
' from [370]; (8s6p3d) basis , 2928 CSF. 
11s8p4d2f(2.89, 0.40) basis with 110 active MOs. 
d  CSFs relative to the leading configuration. 
the leading configuration. 
improved, -'88 % for the d-hole states as calculated with the lls8p4d2f ( 2.89, 0.40) 
basis, compared to the calculations employing the ground state MOs. 
Table 4-14 and Figure 4-2 show the excitation energies obtained for the differ- 
ent basis sets, using the ground state MOs. The inclusion of f-functions increases 
the excitation energies of the studied states. This is especially apparent for the 
d-hole states. The effect is much smaller for the E 4s-4s states. The differences 
are related to the alteration in the environment of the d electrons and the dif- 
ferential effects associated with the s-d and d-d correlation. Comparison of the 
natural orbital analyses of the excited states as calculated at 2.20 A (Table 4-15) 
show that the 1 E - 3E+transition has little effect on the d-electrons, whilst 
—4 1 E+ causes a larger reorganisation. The marked increases that occur for 
the excited states with a d-hole reflect the decrease in d-d correlation associated 
with the reduction in the number of d-electron. The lower excitation energies 
obtained with the tightest of the f-functions (2.89) relative to the intermediate 
function (1.3375) are consistent with the (expected) greater proportion of d-d cor- 
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1'ç'+a -0.289677 -0.341076 -0.441596 -0.480137 -0.459531 -0.527748 
(-0.345569) (-0.398190) (-0.505525) (-0.542841) (-0.528427) (4600404) 
3 E 2.2295 2.3184 2.3012 2.2427 2.6168 2.3221 
(2.2837) (2.3737) (2.3559) (2.3040) (2.4036) (2.3893) 
3.3509 3.4565 3.5031 3.4496 3.5422 3.5371 
(3.1217) (3.3321) (3.3321) (3.2716) (3.3838) (3.3923) 
'H,, 4.2738 4.4897 4.8115 4.6850 5.1678 4.9238 
(3.1048) (3.3634) (3.7063) (3.5390) (3.8179) (3.8391) 
4.5872 4.8152 5.1337 5.0019 5.4962 5.2515 
(3.3866) (3.6707) (4.0100) (3.8400) (4.1269) (4.1553) 
4.7876 5.0205 5.3310 5.1993 5.6971 5.4533 
(3.5900) (4.2033) (4.2033) (4.0358) (4.3291) (4.3557) 
'Hg 5.2177 5.7616 5.7616 5.6314 6.1305 5.8888 
(3.9727) (4.5957) (4.5957) (4.4984) (4.7236) (4.7590) 
The terms in parentheses include the Davidson correction. 
a  The ground state total energy, E+3278 au, is given in the first two rows. 
relation returned, especially given the contraction of the d-shell of the 4s23&  state 
of the atom relative to 4s 1 3d'° [335, 382,403]. It is noted that, given this effect 
that a more compact f-function may be required for the correct description of the 
differential correlation, such as the 4f STO-3C of Bauschlicher et al. [365]. 
The inclusion of higher "unlinked" clusters through the use of the Davidson 
correction [63], results in a large lowering of the relative excitation energies of the 
states with open d-shells. Even taking into account the comparative qualities of 
the description of the states afforded by the reference configurations, this is a large 
effect. 
The configurations with percentage contributions exceeding 0.1 %, for the var-
ious basis sets are listed in Tables 4-16 to 4-21 for each of the states 1E, 
Chapter 4. The Low-lying Excited States of Dicopper 
	 143 
l flg -...... 	.....- 	.... 











basis 	 llsSp4d 	Ils8p4dlf 	11s8p411f 	lls8p4dlf 	11s8p442f 	lls8p4d2f 
f-exponents 	 0.40 	1.3375 	2.89 	
1.3375 	2.89
0.40 0.40 
Figure 4-2: Excitation energies of states at the SDCI level for various basis sets 
Table 4-15: Natural orbital occupancies at 2.20 A using the 11s8p4d2f (2.89, 0.40) basis. 




3cicr9 1.9839 1.9799 1.9835 1.9855 1.9855 1.9854 1.9854 1.9852 1.9855 
3d7r 3.9660 3.9652 3.9668 3.9052 3.9032 3.9656 3.9656 3.8452 3.9658 
3d 9 3.9684 3.9696 3.9692 3.9726 3.9726 3.0700 3.0784 3.9722 3.8841 
Wu 3.9680 3.9690 3.9690 3.9712 3.9712 3.8797 3.8713 3.9706 3.0654 
3d7r9 3.9680 3.9682 3.9684 3.0397 3.0418 3.9718 3.9718 3.0997 3.9718 
3dau 1.9823 1.9771 1.9819 1.9827 1.9827 1.9830 1.9830 1.9823 1.9831 
4so 9 1.9556 0.9957 0.9936 1.9386 1.9357 1.9148 1.9052 1.8828 1.9167 
4sau 0.0229 0.9931 0.9945 1.0234 1.0268 1.0470 1.0566 1.0790 1.0452 
4per9 0.0026 0.0023 0.0039 0.0021 0.0021 0.0022 0.0022 0.0022 0.0022 
4P7ru 0.0128 0.0081 0.0113 0.0103 0.0105 0.0108 0.0108 0.0103 0.0109 
4Pw9 0.0073 0.0064 0.0079 0.0071 0.0071 0.0074 0.0074 0.0073 0.0073 
4Pau 0.0058 0.0053 0.0071 0.0074 0.0074 0.0075 0.0074 0.0074 0.0075 
4dor9 0.0130 0.0124 0.0134 0.0154 0.0153 0.0146 0.0144 0.155 0.0143 
4d7ru 0.0276 0.0187 0.0175 0.0137 0.0131 0.0131 0.0152 0.0157 0.0151 
4d59 0.0210 0.0204 0.0211 0.0186 0.0187 0.0187 0.0172 0.0190 0.0185 
4dbu 0.0185 0.0181 0.0184 0.0158 0.0158 0.0154 0.0156 0.0161 0.0143 
4d7r9 0.0185 0.0264 0.0256 0.0399 0.0285 0.0296 0.0294 0.0275 0.0294 
4dau 0.0089 0.0094 0.0099 0.0103 0.0104 0.0110 0.0113 0.0108 0.0111 
55c ... 0.0023 ... 0.0027 0.0025 0.0026 0.0026 0.0026 0.0026 
5sau 0.0024 0.0029 ... 0.0052 0.0052 0.0052 0.052 0.0054 0.0052 
Shell occupancies 
3d 19.8366 19.8287 19.8237 18.8568 18.8569 18.8554 18.8554 18.8552 18.8557 
4s 1.9785 1.9888 1.9880 2.9620 2.9625 2.9618 2.9618 2.9618 2.9619 
4p 0.0295 0.0220 0.0301 0.0269 0.0270 0.0279 0.0212 0.0272 0.0278 
4d 0.1061 0.1022 0.1084 0.1023 0.1017 0.1028 0.1027 0.1037 0.1035 
4f 0.0300 0.0285 0.0311 0.0257 0.0257 0.0257 0.0257 0.0257 0.0257 
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1 L g , 11u 1 H, and 'fl,, along with a reduced active space calculation using the 
11s8p4d2f (2.89, 0.40) basis set. In each case the main configuration is dominant, 
providing 75-85 % of the wavefunction. The next most important configurations 
are those required to correctly describe the dissociation of the state. The 
state is well described by 3d'°3d104so4so, this sole configuration yielding 90 % 
of the wavefunction at r=2.20 A. The 	ion-pair state has sizable contributions 
from the 2 S+2 D configurations of the same symmetry, Mag4sau and 3th74so9 , 
providing 3.5 % for lls8p4d2f, although these decrease with increasing basis 
set dimension. A similar trend is observed for the other states. 
Configurations generated by single electron transitions from the 4so 9 and 4so-,, 
to the 4pa are important for the 2 S+2 D states, with the percentage composition 
frequently around 1 %. These transitions are associated with the polarisation of 
the 4s orbitals, the importance is attributed to the near degeneracy of the 4s and 4p 
orbitals in the atom [365]. Double excitations from the 3d orbitals which result in 
one of the excited electrons remaining within the d-shell often have contributions 
greater than 0.1 %. This reflects that the calculations were performed under a 
reduced point group, and that the strict equivalence of electrons in the ir and S 
was not maintained. 
The effect of using the parental MOs (from the corresponding open-shell SCF), 
in contrast to the SCF closed shell MOs, as the n-particle basis, and of reducing 
the active space are illustrated in Table 4-22 for the 11s8p4d2f(2.89, 0.40) basis 
set. Also included are the excitation energies of 3H(3d7r9 ,4so), 3 (3d59 ,4sa.), 
and 1 '3E(3do g ,4sO,j ) calculated for the closed shell SCF-MO set; these complete 
the ungerade states that are derived from the 2 S+2D atomic asymptote. The 
contributions to the wavefunctions are listed in Tables 4-23 to 4-24, these are 
much the same as the other 2 S+2 D states. The 1 '3 E(3do 9 ,4so-) lie well above 
the the other states arising from 2 S+2 D, in agreement with the findings of Witko 
and Beckmann [398]. It is therefore unlikely that any of these is responsible for 
the low-lying states. 
The parental orbital calculations result in substantially lower excitation ener- 
gies, compared to the SCF closed shell n-particle basis. The lowering, at the SDCI 
















83.06 83.33 85.27 85.73 85.11 85.81 83.31 3d103d'04so4sa 
4.35 3.80 2.91 3.16 2.74 2.66 3.79 3do 9 -* 4so 
1.36 1.19 1.00 1.07 0.93 0.90 1.17 Mau 	4,s au  
0.77 0.67 0.57 0.52 0.53 0.46 0.67 4so g 	4 4JXTg 
0.11 0.17 0.09 ... 0.10 0.09 0.13 4sorg 5scr 
0.10 ... ... ... ... ... ... 3dcr4so 	-+ 4scr9 4per9 
0.12 0.10 ... ... ... ... 0.10 3dc -+ 
0.11 0.14 0.09 ... 0.10 ... 0.15 4so 	- 4pa. 
0.34 0.24 0.023 0.23 0.19 ... 0.24 4scr9 4so 4p7ru4p7rg 
a CSFs relative to the leading configuration. 
b the leading configuration. 
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Table 4-17: Percentage contribution of leading configurations to the wavefunc-
tion for 	SDCI at 2.20A 
Calculation 
11s8p4d 11.s8p4dlf lls8p4d2f 
0.40 1.3375 2.89 1.3375 2.89 2.89 
(12/58) (12/78) (12/78) (12/78) (12/98) (12/98) (12/78) Configuration   
90.02 89.25 89.86 90.75 89.47 89.99 89.18 3d103d104sa4so 
0.47 0.44 0.29 0.30 0.29 0.27 0.44 3da -* 4so 
0.46 0.48 0.36 0.30 0.37 0.30 0.49 4so - 4pc 
0.09 ... ... ... ... 0.09 4so 	- 5so 
0.18 0.20 0.15 0.13 0.16 0.13 0.20 4sor,, -+ 5soru  
a  CSFs relative to the leading configuration. 
b  the leading configuration. 
level, is in the region of 0.5 eV for the 4s-4s states, 1,3E4 and greater than 1.5 
eV for the d-hole states. This large effect is due to the degree of relaxation in the 
d-shell and core upon the removal of a d-electron. This is apparent from the con-
tributions to the wavefunctions, where configurations associated with polarisation 
and reorganisation have significantly lower percentages, and from the SCF orbital 
analysis (Section 4.5.2) For the II and A, states the single SCF configuration 
decreases in importance and the configuration required to describe dissociation 
correspondingly increases, an effect caused by the bias of the SCF wavefunction. 
Clearly a MCSCF based n-particle basis is desirable in such instances, although 
given the dimension of the subsequent Cl, is is unlikely that a large difference 
would be found. 
The excitation energies of the d-hole states are reduced by the reduction in the 
active space. In this case, the successive removal of MOs due to the tighter of the 
two f-functions and the highest exponent d-function, both reduce the percentage 
of the total d-d correlation returned, an effect which is greater for the ground state. 
Unfortunately the effect of increasing the active space could not be investigated; 
given the results for the copper atom, Section 4.5.3, it is possible that the inclusion 
















80.27 80.31 81.05 81.66 80.95 81.57 80.31 6,463 7r  40,2  
4.35 4.16 4.48 4.65 4.34 4.46 4.12 
0.58 0.48 0.42 0.38 0.38 0.32 0.48 4 Sorg - 4porg  
0.34 0.41 0.30 0.24 0.34 0.28 0.41 4sa9 -4 5sa 
0.14 ... 0.10 0.10 ... ... ... 4SO g _4 Vag 
0.10 0.16 0.12 0.09 0.15 0.13 0.16 4&rg -4 5per9 
0.17 0.16 0.14 0.13 0.14 0.13 0.16 3d59 S 	- 3d6u4dS c, 
0.13 ... 0.10 0.10 ... ... ... 3dSg au 3dS ti 4dt7g 
0.12 0.11 ... ... ... ... 0.11 369 4S0 u - 3d&4pa9 
0.18 0.13 0.12 0.11 0.10 ... 0.13 3d6g4ø u 	i 3d8u5&Tg 
0.23 0.19 ... ... ... ... 0.19 36g7rg _ 	3d64pT9 
0.63 0.30 0.50 0.48 0.24 0.21 0.30 3697g - 3d54dir9 
0.21 ... 0.20 0.19 ... ... ... 3d59 7r9 - 3dö,5d7r9 
0.31 ... ... 0.27 0.25 0.31 3d5g irg - 3d6,,5p7r9 
0.16 0.17 0.12 0.11 0.13 0.11 0.17 3d89 	4 4d5g 
1.02 1.00 0.76 0.63 0.75 0.61 1.01 4sau 4P'7u 
0.29 0.30 0.23 0.19 0.24 0.20 0.31 4sau 	5soru  
0.49 0.44 0.39 0.35 0.36 0.31 0.44 3d59 4sa9 -, 3d&4pa 
0.34 0.23 0.20 0.18 0.19 0.17 0.23 3d6g 4 sa9 - 3d55sa 
0.26 0.24 0.23 0.11 0.12 0.11 0.24 3d594sa9 - 3d535a 
0.22 ... ... ... ... ... ... 4scr -+ 4pir 
a CSFs relative to the leading configuration. 
b the leading configuration. 















(12/78) Configuration   
79.23 79.28 80.05 80.65 79.96 80.58 79.30 3da 4so4so 
5.33 5.14 5.44 5.64 5.30 5.44 5.08 dag2 7r 4bg364  7r  4U2  
0.56 0.47 0.41 0.37 0.37 0.31 0.47 4Sa9 	* 4JU9 
0.31 0.36 0.27 0.22 0.30 0.25 0.36 4sa9 - 5sa9 
0.09 0.14 0.11 0.22 0.14 0.12 0.15 4w9 4 5P0•g 
0.31 0.31 0.26 0.24 0.26 0.24 0.31 3dö - 3d89 4th59 
0.15 ... 0.11 0.11 ... ... ... 3d&o 	_ 3d894da9 
0.12 0.10 ... ... 0.10 ... 0.10 3d64scr - 3d89 4 pa9 
0.19 0.13 0.12 0.11 ... ... 0.13 Mbu4soru 	3dS9 5S79 
0.20 ... ... ... ... ... ... 3d8ir9 	+ 3dö9 4pir 
0.53 0.25 0.41 0.40 0.20 ... 0.25 3d&7 9 	+ 3d59 4dir 
0.26 ... ... 0.22 0.21 0.26 3d6u irg  -+ 3dö9 5p7r 
1.00 0.97 0.74 0.61 0.73 0.59 0.98 4sa -p 
0.28 0.30 0.23 0.19 0.24 0.20 0.30 4sa - 5so- 
0.55 0.50 0.43 0.39 0.40 0.34 0.50 3d84sa - 	3d594pa 
0.38 0.35 0.30 0.27 0.29 0.26 0.35 3d54sa -p 3dö9 5sa 
0.27 0.25 0.23 0.22 0.22 0.20 0.25 3d54so- - 3d695pa 
0.09 ... ... ... ... ... ... 3d &3da9 - 3dö95sa 
0.12 0.12 0.10 0.10 0.10 0.10 0.12 3dS - 4d& 
0.22 ... ... ... ... ... ... 4sc 	.-* 4p7r 
a CSFs relative to the leading configuration. 
b  the leading configuration. 















(12/78) Configuration  
77.02 77.13 77.94 78.51 77.88 78.49 77.16 
7.25 7.02 7.36 7.62 7.18 7.37 6.94 3du 4scr4sa 
0.60 0.49 0.49 0.39 0.38 0.32 0.49 4so - 4pa9 
0.32 0.37 0.28 0.23 0.31 0.26 0.37 4w9 - 5Scr 
0.20 ... ... ... ... ... ... 4su9 - 4dc9 
0.11 0.16 0.12 0.10 0.15 0.13 0.17 4sc 9 - 5pu9 
0.34 0.34 0.28 0.27 0.28 0.26 0.33 3d7rg 5u 	 . 3d7r4d69 
0.20 0.10 0.14 0.14 ... ... 0.10 3d7r9u - 3dir4du9 
0.10 ... ... ... ... 0.10 3d7r9 u 	4 3dlT u 5Pt7g 
0.11 0.10 ... ... 0.10 ... 0.10 3&94sau 3d7r4 PUg 
0.19 0.13 0.12 0.11 ... ... 0.13 3&94w -+ 3dir5su9 
0.21 ... ... ... ... ... ... 3d7r 	-' 3dir4pir 
0.56 0.26 0.43 0.42 0.20 0.20 0,24 3d7r 2-+ 3d7r4dir 
0.28 ... 0.22 ... 0.25 3d7r 2 - 3dir5dir 
0.19 ... 
... 
0.10 0.09 ... ... ... 3dir - 3dir5dir 
0.97 0.96 0.72 0.60 0.72 0.58 0.96 4so u 	4pu 
0.27 0.29 0.22 0.18 0.23 0.19 0.29 4so u 5scr 
0.64 0.58 0.49 0.44 0.47 0.40 0.58 3d7rg 4scrg -+ 3dir4pu 
0.38 0.35 0.30 0.27 0.29 0.25 0.35 3dir94su9 -' 3dir5scr 
0.26 0.24 0.23 0.21 0.21 0.19 0.24 3d7r94su9 - 3d7r35u 
0.21 ... ... ... ... ... 4sc' 
2 -+ 4pir 
a CSFs relative to the leading configuration. 
b the leading configuration. 
















82.02 81.93 82.71 83.34 82.57 83.18 81.92 3da64sa4sa 
2.78 2.65 2.92 3.04 2.80 2.91 2.62 3do, 2 7  36g4b4 7r  4a2 
0.37 0.52 0.33 0.26 0.41 0.31 0.52 4so 9 - 	 5so 9 
0.62 0.44 0.46 0.41 0.37 0.35 0.45 4sa9 - 4per9 
0.19 0.11 0.14 0.14 0.09 ... 0.11 4scT9 -p 4do 9 
0.12 0.20 0.14 0.11 0.19 0.17 0.20 480 g 	4 5J10g 
0.30 0.29 0.25 0.24 0.25 0.23 0.29 3d7ru bu 3d7r94dS 
0.17 ... 0.12 0.12 ... ... ... 3d7rcr 	-* 3dir9 4dcr9 
0.12 0.11 ... ... 0.09 ... 0.11 3dr4so 3dir9 4pc 
0.18 0.13 0.12 0.11 ... ... 0.13 3dir4sa 	- 3dir9 5sa 
0.14 0.11 ... ... ... ... 0.11 3dr 	-+ 4pIr 
0.33 0.19 0.19 0.23 0.15 0.13 0.19 3d7r 	-p 4dr 
0.13 0.13 ... 0.10 0.19 0.13 3diru 5pir 
0.21 ... ... ... ... ... ... 3d7r7r 	- 3d7r9 4p7r 
0.30 0.14 0.19 0.23 0.11 0.10 0.14 3d7r7r 	- 3d7r9 4d7r 
0.15 ... ... 0.13 0.12 0.15 3d7r1r 	-+ 3d7r9 4d7r 
0.28 0.30 0.22 0.19 0.24 0.19 0.30 4scr 	-. 5so, 
1.06 1.03 0.79 0.65 0.78 0.63 1.05 4scr 	
- 
4poru  
0.16 0.15 0.13 0.12 0.13 0.11 0.15 3d7r4so 9 -+ Mrg 5soru  
0.24 0.34 0.30 0.28 0.29 0.25 0.34 3dlru4sorg _* 3d7rg 4poru 
0.20 0.10 ... ... ... ... 0.10 3d7r4so9 - 3d7r9 5pa 
0.22 ... ... ... ... ... ... 4sc 	-p 4p7r 
° CSFs relative to the leading configuration. 
6 the leading configuration. 
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Table 4-22: Comparison of excitation energies for the 11s8p4d2f(2.89,0.40) for 
parental and common MO set (eV) 
State 
common MOs 
(12/98) 	(12/78) (12/98) 
parental MOs 
(12/78) (12/66) 
lE±a -0.527748 -0.342467 -0.527748 -0.342467 -0.189942 
(-0.600404) (-0.399982) (-0.600404) (-0.399982) (-0.235176) 
2.3221 2.3362 1.7791 1.8207 1.8612 
(2.3893) (2.3904) (1.9188) (1.9607) (1.9969) 
3.5371 3.4681 3.0054 
(3.3923) (3.2730) (3.0236) 
4.8217 3.1071 
(3.7111) (2.6903) 
i nu 4.9238 4.5138 3.2382 2.9431 2.6126 





5.4533 5.0455 3.7900 3.5044 3.1766 
(4.3557) (3.8967) (3.3762) (3.0458) (2.6537) 




2 1 E 6.3637 
(5.2786) 
The terms in parentheses include the Davidson correction. 
a  The total ground state energy, E+3278 au, is given in the first two rows. 









(12/98) 	(12/78) (12/66) Configuration a 
85.81 3.63 89.99 0.31 90.32 89.03 89.69 88.80 3d103d104so4sa 
2.66 74.80 ... 76.87 0.30 0.84 0.47 0.56 3da9 - 4so 
7.52 ... 8.69 •.. ... ... ... 3do4sa9 -p 3du9 4scr 
0.90 0.12 0.27 0.12 ... 0.18 ... ... Mau 	4sa 
0.46 0.37 0.30 0.31 ... ... ... ... 4St7g 4P0g 
0.53 ... 0.63 ... ... ... ... 4sa -p 4po, 
0.23 0.13 0.25 ... ... ... ... 4S7g 	+ 5s0 g 
0.14 ... 0.20 ... ... ... ... 4scr, - 5so, 
0.09 0.21 ... 0.16 ... ... ... ... 4so 	- 5per9 
0.29 ... 0.32 ... ... ... ... 3da4s 9 -+ 3do9 4per 
0.18 •.. 0.20 •.. .•• ... • 	•• 3do u4s7g 	) 3dO g 5.7u 
0.11 •.. 0.11 ... • 	•. ••• • 	•• 3d7tz 43O g 	) 3dO g 5pO u 
0.21 ... 0.23 •.. ... •.. •.. 3dir9 	+ 3do 9 4d7r 
0.26 ... 0.28 •.. .•. ... ... 3doir9 -+ 3da9 5pir 
0.12 ... 0.23 ... ... ... ... 3do6 	+ 3do 9 4d& 
"CSFs relative to the leading configuration. 
the leading configuration. 
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Table 4-24: Percentage contribution of leading configurations to the wavefunc-


















(12/98) (12/78) (12/66 
77.99 77.65 76.79 
10.11 9.20 8.12 
0.12 0.13 0.12 
0.10 
0.10 





0.10 (09 0.16 
0.10 0.11 0.16 
0.13 0.17 
0.14 0.17 0.20 





3da,27r 4 o:cT4so.:4so.b 
3d 4so4so 
SS4so-4sc 3 da,  
4so 9 -, 4pci9 
4so 9 -+ 5so 
4so -+ 
3d8 	3th5g4dSg 
3d8cr - 3d894dc9 
3d8ir9 - 3dög4piru 
3d67r9 - 3dö9 4thr 
3&0 7r9 -* 3dö9 5pir 
3dcr9& -+ 3494so- 
4so - 4P7u 
4scr - 5sa 
3d64so -4 3d894po 9 
3d54so- -+ 3d895sa9 
3d64so - 3d89 5pci9 
3d&4scr9 3d894po 
Mbu4sag - 3d89 5sc 
3d&4scTg _4 3d8g5pou 
3d8 - 4d8 
3d89 - 4d89 
3d53d6 --4 3d694d6 
4so - 4pir 
° CSFs relative to the leading configuration. 
6 the leading configuration. 
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Table 4-25: Percentage contribution of leading configurations to the wavefunc-






I rlu 	3fl u 	3riu 
 
(12/98) 	(12/98) 	(12/78) (12/66) Configuration' 
83.18 83.32 83.11 83.37 82.53 81.38 3d 4so4so 
2.91 2.66 5.06 4.69 4.47 3.89 64 3d8 scr4so 
0.10 0.11 0.11 0.10 
0.31 0.26 ... ... ... 0.13 4so 	5scr9 
0.35 0.35 ... ... ... 0.10 4so - 4pc 9 
0.17 0.25 ... ... ... ... 4so9 - 5pc 
0.23 0.25 0.12 0.24 0.27 0.38 3d7ro 	3dir94do9 
0.11 3d7ra 	- 3d7r94da9 
0.10 ... 0.09 ... 0.18 3dir4so 	-+ 3dr94po 9 
0.15 3dir4so 	- 3d7r9 4po 9 
0.11 0.19 3d7r-i4p7r 
0.13 0.14 0.12 0.13 0.17 0.25 3dir, - 4dr 
0.19 ... 0.18 0.15 0.26 0.34 3dir 	- 5pir, 
0.11 0.17 3d7r7r -+ 3d7r94p7r 
0.10 0.10 0.10 0.10 0.14 0.19 3d7rg 4d7ru g  
0.12 0.12 0.12 0.12 0.14 0.19 3dr7r - 3dir95pir 
0.19 0.22 ... ... 0.11 ... 4so-+5so 
0.63 0.70 ... ... 0.11 ... 4soru -. 4per,., 
0.11 0.10 ... ... ... ... 3d4sc9 -+3dir95so 
0.25 0.14 ... ... ... ... 3d7r4so9 - 3drg4poru  
.0.19 0.26 4so 	- 4p7r 
a.  CSFs relative to the leading configuration. 
6 the leading configuration. 
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of the higher virtual MOs could lead to a significant increase in the excitation 
energies of the d-hole states. 
Not surprisingly, the inclusion of the "unlinked" cluster terms in the parental 
orbital calculations has a much smaller effect for the d-hole states ('-'0.4 eV) than 
in the corresponding ground state based computations (-.1.1 eV). This reflects the 
improved zeroth-order description of the states afforded by the parental MOs, and 
the large degree of reorganisation that occurs accompanying a 3d - 43 transition, 
which is not well described at the SDCI level for the ground state MOs. The 
adequate description of the reorganisation would require that the d - d configu-
rations also be used as references, leading to the inclusion of triply excited states 
in the calculation. The Davidson correction has little effect on the 'E+ ion-pair 
state relative to the ground state, however the 3 E excitation energy is raised. 
The natural orbital analysis and orbital occupancies (Table 4-15) support 
the conclusion that these are effectively singly bonded states. The degree of p-
character in the 1 E(4so,4so 9 ) state would suggest that it is an ion-pair state 
with a large amount of valence character, rather than vice-versa. 
4.5.6 Calculations on atomic copper 
During the work on dicopper, calculations were also performed on the atom using 
the 1ls8p4d2f (2.89, 0.40) basis set. The absolute and MO energies obtained at the 
SCF level for the 2 S, 2 D, and 2 P° states are listed in Table 4-26, along with the 
numerical Hartree-Fock of Martin and Hay [407]. Although the calculations were 
performed under D2h symmetry, equivalence restrictions were employed for the 
various shells to maintain "spherical" symmetry. Despite the large basis set used, 
the results are still found to be far for the Hartree-Fock limit, the absolute energy 
of the NHF being lower by .-0.15 au. The use of GTOs, which are relatively poor 
near the nucleus is probably responsible for some of the energy loss. The energy 
difference obtained for 2 S- 2 D separation is in reasonable agreement with the NHF, 
however, the value for 2 S- 2 P is poor. The reason for this discrepancy of almost 1 
eV is that the functions used to describe the 4p orbital are too tight, as evidenced 
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is -328.8078 (2.00) -329.0491 (2.00) -328.8625 (2.00) 
2s -40.8305 (2.00) -41.0965 (2.00) -40.8819 (2.00) 
-35.6314 (6.00) -35.8926 (6.00) -35.6841 (6.00) 
3s -5.0168 (2.00) -5.2663 (2.00) -5.0702 (2.00) 
-3.3295 (6.00) -3.5624 (6.00) -3.3863 (6.00) 
3d -0.4893 (10.00) -0.6395 (9.00) -0.5464 (10.00) 
4s -0.2384 (1.00) -0.2854 (2.00) -0.0284 (0.00) 
0.0986 (0.00) 0.0695 (0.00) 0.0657 (1.00) 
total energy -1638.887412 -1638.874391 -1638.760960 
excitation energy (eV) 0.0000 0.3543 3.4408 
NHF energy' -1638.9642 -1638.9505 -1638.8657 
excitation energy (eV) 0.00 0.37 2.68 
The terms in parentheses are the orbital occupancies. 
a  numerical Hartree-Fock of Martin and Hay [407]. 
by the large Mulliken population (0.350) of the most diffuse p function. The most 
diffuse p in the present basis set has an exponent of 0.069299, this compares to 
0.056 which Marian et al. [342] estimate to be optimal for the purpose of describing 
the 3d104p state. 
The energies of the 3d orbitals for the 2 D state are lower than the correspond-
ing values for the 2 S state, this reflects the more compact nature of the d shell 
associated with the lower number of electrons (& vs. d10 ). For the 4s the energetic 
penalty due to the increase in electrons (1 to 2) on comparing 2 S to 2 D, is more 
than compensated by the reduction in the shielding of the nucleus going from d'° 
to &, as shown by the increased stability of the orbital. The core orbitals of the 
2 D state also occur at lower energies than their 25  and 2P counterparts, the 2P 
being in the main similar to the 2 S. 
The effect of relativity (which is not included in the present computations) 
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Table 4-27: The effect of relativity on the 25  state MO energies (au) 
MO non-relativistic relativistic' difference 
Is -328.8078 -332.6545 -3.8467 
2s -40.8305 -41.6718 -0.8413 
-35.6314 -35.8107 -0.1793 
35 -5.0168 -5.1565 -0.1397 
-3.3295 -3.3629 -0.0334 
3d -0.4893 -0.4797 0.0096 
4s -0.2384 -0.2448 -0.0064 
a  numerical Dirac-Fock of Desclaux [341]. 
upon the numerical Hartree-Fock is to lower the energy of the 2D state to below 
that of the 28,  by 0.04 eV [342,407]. The present non-relativistic 2S MO energies 
are compared to the numerical Dirac-Fock results of Desclaux [341] in Table 4-27. 
As expected a considerable lowering in energy is evident for the core orbitals, the 
valence 3d and 4s being effected to a much lesser extent. The destabilisation of 
the 3d orbitals upon the inclusion of relativity is due to the contraction of the 4s 
and core orbitals increasing the shielding of the nucleus for this orbital with high 
angular momentum and relatively little penetration. 
The Cl calculations on the atomic Cu states employed an active space of 55 
orbitals with eleven active electrons. The 1-3s, 2-3p AOs were frozen and the 
fourteen highest energy virtual orbitals were discarded, corresponding to the core 
complements, two s and one set of p's, The 25,  2D, and 2P atomic states were 
computed using n-particle basis sets of the corresponding SCF (parental orbital 
calculations) and using the 2 S SCF orbitals (a common orbital calculations). Two 
divisions of the active space were used six internal and 48 external (6/48), and nine 
internal with 45 external (9/45). The latter, which includes the 4p MOs within 
the internal space allowed the calculation of the 2P state. The configuration space 
consisted of those states singly and doubly excited from the reference configura-
tions (Tables 4-28 and 4-29) and from the "internal" states produced by one 
and two electron excitations from the reference configurations. The dimensions of 
the calculations are presented in Table 4-29. At this stage in the calculation the 
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Table 4-28: Reference configurations employed for the calculation of the Cu 
atom 
State a9 a'9 
3d 
b29 a, b3g 
4s 
a9 b3 	b2 	b19 
2 S 2 2 2 2 2 1 - 	 - 	 - 
2 D 2 2 2 2 1 2 - 	 - 	 - 
2222 1 - 2 - 	 - 
22221 - - 	 2 - 
22221 - - 	 - 	 2 
2p 2 2 2 2 2 - 1 - 	 - 
equivalence restrictions were necessarily relaxed, although the effect should not be 
as pronounced as at the SCF level; a small energy lowering due to the localisation 
of the hole to a p or a d orbital of a particular symmetry is expected. 
The energies obtained for the SDCI, and including the estimate correction 
for higher than double excitations through the Davidson [63] and Siegbahn [64] 
corrections, are compared to experiment in Table 4-30. Marian et al. [342], using 
the no-pair method, estimate that the lowering in the 2S- 2 D energy difference due 
to relativistic effects as 0.43 eV. Therefore comparison for these non-relativistic 
calculations should be made with a "non-relativistic experimental" value of 1.92 
eV. In all cases the parental orbital calculations are found to give the lower absolute 
and excitation energies. This is especially apparent for the 2D state, for which a 
lowering in absolute energy of approximately 0.04 au is obtained, accompanied by a 
reduction in the 2 S- 2 D excitation energy to '-1 eV. Most of the change in the 2S- 2D 
energy is returned at the SDCI level, indeed for the parent orbital calculations, the 
corrections have little differential effect. A study of the important configurations 
in the CI (Table 4-33 and Tables 4-32, 4-34 for 2 S and 2P) demonstrates that 
this is due to the relaxation of the 3d and 4s orbitals resulting from the 3d - 4s 
promotion. For the CI based on the 2 S SCF MOs, there are a large number of 
configurations associated with transitions of the form d - d' and s - s1 , which 
are not present, at least to such a large extent, in the 2D MO calculation. The 
transition from the 2 S SCF orbitals to the parent orbital set has a much smaller 
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Table 4-29: Details of direct CI calculations for the Cu atom using the 1 ls8p4d2f 
basis set 
State SCF MOs 
Active space 
mt. 	ext. Ref.a C2b CSFs 
2 8 6 48 1(3) 0.950 23347 
2 8 9 45 1(213) 0.950 710216 
2 D 2 8 6 48 1(1) 0.896 23199 
9 45 1(196) 0.898 707688 
25 9 45 4(245) 0.898 1507700 
2 D 6 48 1(1) 0.937 23199 
2 D 9 45 4(245) 0.950 1507700 
28 9 45 1(191) 0.949 710649 
9 45 1(191) 0.952 710649 
a  The term in parentheses is the number of states generated within the internal 
space. 
b weight of reference states. 
effect on the 2 P. The increase in the internal space from six to nine orbitals and 
the inclusion of the 4p orbitals in the generating space, leads to a small lowering 
of the 2 S absolute energy, with a larger effect for the 2 D. The importance of the 
—p p2 for the 2D is illustrated by weights of the terms in the CI expansion for 
this state, r1 % for the parent orbital calculation. 
The excitation energy obtained for the 25 _2 P is in good agreement with 
experiment, the remaining discrepancy probably being due to the functions used 
to represent the 4p orbitals, as stated above, although as no values for the expected 
relativistic correction for this transition are available this effect cannot be ruled 
out. Including the effects of relativity could be expected to lower the 25  ground 
state relative to the 2P state, improving the agreement with experiment. The 
25 2 D separation is however considerably less than experiment, r1 eV if the 
correction for relativity is made, and, more worrying, than the published results of 
similar calculations by Werner and Martin [372] and Marian et al.[342], Table 4-31. 
A variety of methods were employed by both groups, including SD CI, the resulting 
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Table 4-30: Energies calculated for the Cu atom by direct Cl 
State 	MO set' Cl 
Energiesa 
CI+Davidson CI+Siegbahn 
28 25 -0.164870 -0.178670 -0.179393 
(0.0000) (0.0000) (0.0000) 
-0.165993 -0.180085 -0.180836 
(0.0000) (0.0000) (0.0000) 
2D 	2S -0.081352 -0.119281 -0.123686 
(2.2726) (1.6160) (1.5158) 
-0.090686 -0.128634 -0.132922 
(2.0492) (1.4000) (1.3038) 
25 -0.090723 -0.127342 -0.131480 
(2.0482) (1.4352) (1.3430) 
-0.121372 -0.141648 -0.142719 
(1.0641) (1.0074) (0.9979) 
2 D -0.132489 -0.144785 -0.146118 
(0.9117) (0.9606) (0.9447) 
exptic (1.49) 
2p 	2S  -0.026674 -0.043407 -0.044507 
(3.7910) (3.7310) (3.7228) 
-0.032281 -0.045308 -0.045967 
(3.6384) (3.6674) (3.6699) 
exptic (3.81) 
The terms in parentheses are the excitation energies in eV relative to the 2 S state. 
a  relative to -1639 au. 
details in Table 4-29. 
cexperimen tal values from [338]. 
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Table 4-31: Comparison of the present and previous 2S _2  D excitation energies 
Method Basis 2S _2 Dab Ref. 
SDCI (16s1 1p6d2f)1[1Os8p4d2f] 0.9117 - 
SDCI+DC (16s 1 1p6d2f)1[1Os8p4d2f] 0.9606 - 
SDCI+SC (l6sllpGd2f)/[lOs8p4d2f] 0.9447 - 
SDCI ( 1 6s 1 lp6d3f)/[ 1 Os8p4d2f] 1.56 [342] 
SDCI+DC (l6sllp6d3f)/[lOs8p4d2f] 1.55 [342] 
MCPF (l 6sllp6d3f)/[ 10s8p4d2f] 1.51 [342] 
SDCI (l5sllp6d2f)/[9s6p4d2f] 1.52 (1.03) [372] 
SDCI+DC (1 5sllp6d2f)/[9s6p4d2f] 1.49 (1.00) [372] 
CEPA (15sl1p6d2f)/[9s6p4d2f1 1.42 (0.94) [372] 
a the energies are in eV. 
b  the terms in parentheses include relativistic effects. 
Table 4-32: Percentage contribution of leading configurations to the wavefunc-
tion for 28  SDCI 
Calculation 
6/48 9/49 Configuration   
	
95.03 94.78 	3d'04s'' 
0.09 	0.09 4s --+5s 
a CSFs relative to the leading configuration. 
b  the leading configuration. 
28 2 D separation is almost independent of method, ranging from 1.40 to 1.56 
eV. The basis set used in both studies was similar to the present one in the choice 
of exponentials and contraction scheme for the s, p, and d functions. Whilst 
different f polarisation functions were used this should not have the observed 
effect, therefore differences in basis set can be virtually ruled out as the reason 
for the discrepancy. This leaves the active set of MOs, it is probable that the 
discarding of the virtual MOs has, despite the cut-off coinciding with a large 
gap in the SCF MO energies, had a severely detrimental effect on the present 
calculation, and by implication the computations on the diatomic. 
It is therefore expected on the basis of these results that the excitation energies 
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Table 4-33: Percentage contribution of leading configurations to the wavefunc-
tion for 2 D SDCI 
2 Sa (6/48)  
Calculation 
2 S1 (9/45) 	2 W (6/48) 2 D 	(9/45) Configuration' 
89.59 87.18 93.69 91.74 
0.34 0.34 ... ... 3db29 -* 4db29 
0.25 0.24 ... ... 3db29 -+ 5db29 
0.37 0.39 ... 
... 3da,, -+ 4da 
0.28 0.27 ... 
... 3da - 5da 
0.35 0.34 ... ... 3da9 -+ 4da9 
0.21 0.21 ... ... 3da9 -+ 5da9 
0.27 0.26 ... ... 3da -+ 4da 
0.20 0.22 ... ... 3da - 5da 
0.38 0.37 ... ... 3db39 -+ 4db39 
0.28 0.28 ... ... 3db39 - 5db39 
1.70 1.84 ... ... 4s-+5s 
0.90 0.83 ... ... 4s --+6s  
0.12 0.11 ... ... 4s-7s 
0.28 0.88 0.44 1.05 4s2 -p 4pb 
0.22 0.29 0.22 0.21 4s2 .- 4pb3,5pb3 
0.28 0.90 0.49 0.96 4s 2 -+ 4pb 
0.22 0.29 0.25 0.19 4s2 -+4pb2,5pb2 
0.26 0.79 0.49 1.08 42 - 4pb 9 
0.20 0.25 0.25 0.22 4s 2 	4pb19,5pb19 
a n-particle basis. 
b  CSFs relative to the leading configuration. 
the leading configuration. 
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Table 4-34: Percentage contribution of leading configurations to the wavefunc-
tion for 2 P SDCI 
Calculation 
2 8a (6/48) 2pa  (9/45) Configuration b 
93.83 94.13 3db04pbc 
0.30 0.12 3da9 —+ 4s 
0.72 0.82 3da — 4s 
0.67 ... 4pbig — 5pb19 
0.11 3da'.-3da9 
a n-particle basis. 
b CSFs relative to the leading configuration. 
the leading configuration. 
calculated for the transitions in Cu 2 are too low by 0.5 eV, an amount similar to 
the estimated lowering of the 2 D atomic state relative to the ground state due to 
relativistic effects. Then why is no such effect observed for the 2P? It would seem 
that the 25  and 2 P are similar enough that no large differential is to be found for 
the high energy virtual orbitals. 
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4.6 The spin-orbit interaction for 2S+2D states 
The result of the spin-orbit interaction on the excitation energies was included 
in a semi-empirical manner following the "atoms-in-molecules" model of Cohen 
and Schneider [408], and Hay et al. [409]. In this treatment the matrix elements 
coupling the molecular states at infinite separation are determined using the atomic 
spin-orbit parameters. At this separation the molecular states can be expressed 
in terms of the atomic states from which they arise. Inherent in this scheme 
is the assumption that the spin-orbit elements do not change with internuclear 
separation, an approximation which is valid if the molecular states retain the 
identity of the atomic states, ie if the bonding interaction remains weak. 
The method was originally derived by Cohen and Schneider to describe the 
low-lying states of the rare gas dimers Ne 2 and Net  [408], the results of which 
are in reasonable agreement with later full ab initio calculations [410]. Hay et 
al. applied a similar method to the transition metal dimers Zn 2 and H92 [409]. 
Further use has included alkali metal dimers [411] and the ion-pair states of CuC1 
[412]. 
The spin-orbit interaction is given by one- and two-electron terms as in Equa-
tion (4.2) [413,414]. The one-electron term relates to the interaction of the elec-
tron's magnetic dipole moment with the magnetic field produced by the the orbital 
motion in the nuclear electric field; the two-electron term, the spin-other-orbit 
term, expresses the interaction of the spin of the electron with the magnetic fields 
produced by the motion of the other electrons. The spin-other-orbit term is, in ef-
fect, the shielding of the nuclear field caused by the presence of the other electrons 
[406]. 
e2h 	f ZA 	 1 Hso 	 —s--si. (rixp1) - 	—i- (r1 xp) . (s + 2s)} 	(4.2) 87r Ail rIA 
The one-electron term, under a central field, can be expressed in terms of the 
electron spin, s, and angular momentum, 1: 
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H0 = 	2 (r1 )l 1 .s1 	 (4.3) 
Cohen and Schneider proceeded by assuming that the coupling constant, e1(r), 
was the same for all the electrons within a particular shell (() and that any vari-
ation in the two-electron terms was negligible. Much of the two-electron contri-
bution is then included through the use of experimentally determined parameters 
for the atom. This was extended to the molecular case by assuming that the 
molecular orbitals remain atomic like, leading to Equation (4.4). 
vso—E 
A 'A A 
- 	 cnAli .si 	 (4.4) 
IA 
The summation running over atoms, A, and the associated electrons, i. 
Since the molecular states arise from one atom in 25,  only the 2 D need be 
considered. The atomic states are decomposed into space and spin combinations 
as follows [413], the terms referring to the d-hole in the Cu atom: 
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Similarly for the ungerade (-) and gerade (+) molecular states: 
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- r - 	([2j[0] 	-[2]A[0]B) F 	([0]A[2iB - [OjA[2+]B)} 
1111 1 	1 =([1]40} 	- [1]A[O]B) 13 	([Oj[i] 	- [O+]A[ljB)} 
= 	
{ 	([Oj[O] 	- {OJA[0]B) :F ([0][0] [0]A[O+]B)} 
The coupling matrix for the atomic terms, Table 4-35, is derived using the 
relation 1.s = 1s2  + lThs+ +l+s,  and the molecular coupling matrices, Tables 
4-36 to 4-38, are then derived using the above relation for the d orbitals, or through 
the correlation of the molecular states with the corresponding atomic asymptotes. 
The results of the treatment for the ground state and parental orbital MOs 
are listed in Table 4-40; also included are the first-order, or diagonal, energies. 
The coupling constant used is 817 cm, the coupling constant for the 2D atomic 
states (Section 4.1). The excitation energies for the states not calculated with the 
parental orbital set are estimated using the either the lowering of the respective 
singlet state in the case of or the average of the computed states (13). 
This treatment is clearly crude in nature by its very design, neglecting pertur- 
Table 4-35: Atomic spin-orbit coupling matrix 
2D5 1 2 2D31 2 I 
1 	0 
2D / I 0 - 21 
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Table 4-36: Coupling matrix for Q=O states 
3
1J0+ 'E0+ 3 1J0- 	3E0- 
- 
2 - J2 0 0 
1's:' 
—'Of 0 0 	0 
3fl_ 0 0. 1 
3 E0- 0 0 0 
Table 4-37: Coupling matrix for !=1 states 
3A, 
3 111 1 111 3E 1 
3A,  1 1 0 
3fl 1 1 0 1 2 ./2 
1 i 
2 0 J2 
3 E 1 0 0 /2 /2 
Table 4-38: Coupling matrix for Q=2 states 
3A 	lÀ 	3rr 
'-2 '-2 112 
3A 	A 	 1 	 1 
U 1 
2 	-1 	0 
112 
Table 4-39: Coupling matrix for 1=3 states 
3 3 
3
z 2 	1 
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Table 4-40: Energies of ungevade states of Cu 2 from the 2 S+2 D atomic asymp-
tote including the spin-orbit interaction (eV) 
Ground state MOs Parental MOs 
State ab initio diagonal Spin-orbit ab initio Spin-orbit 
3 fl 0 3.7111 3.7617 3.7566 2.6903 2.7359 
0; 3.7617 3.7557 2.7350 
1,. 3.7111 3.6880 2.6686 
2u 3.6605 3.6432 2.6236 
i rl u 1, 3.8391 3.8391 3.8332 2.8385 2.8316 
1  4.3220 4.4233 4.4395 (3.33) (3.45) 
2u 4.3220 4.2533 (3.27) 
3,, 4.2207 4.2207 (3.23) 
2,, 4.3557 4.3557 4.4416 3.3967 3.4703 
3 E 0; 5.0281 5.0281 5.0341 (4.03) (4.04) 
1,, 5.0281 5.0410 (4.04) 
1 E 01 5.2786 5.2786 5.2887 (4.28) (4.28) 
The terms in parentheses are estimated, see text for further details. 
bations through interactions with other states; this is especially the 	ion-pair 
state, which can be expected to have an appreciable effect on the the nearby 
However it serves to give an indication of the likely importance of the spin-orbit 
interaction. The second-order, or off-diagonal, interaction is generally small and 
most of the spin-orbit effect is returned through the first-order, or diagonal, terms. 
Little mixing is produced between the states, except for the Q=2 components of 
the 1,3,,  which interact strongly, the resulting states are linear combinations of 
the singlet and triplet states, in the ratio 2:1. The second-order spin-orbit effect 
for these states is of the same magnitude as the first-order effect, -0.05 eV. 
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4.7 Comparison with experiment 
The results of the present study of the ungerade states of dicopper are listed in 
Table 4-41 along with experimental transition energies. As it is estimated that 
the 2.20 A used in this study is approximately 0.07 A shorter than the ground 
state equilibrium geometry for this basis set, and assuming that the excited states 
are described to the same level, a further set of experimental transition energies 
has been derived from spectroscopic constants for transitions occurring at 2.15 
A(Table 4-41). It should be noted that the 1 E(4so9 ,4so) and 1 fl, states cross 
in the region of 2.21 A. 
The calculations based upon the ground state MOs yield excitation energies 
considerably higher than experiment, '-p0.5 eV for the scsc states, and '.-'l eV for 
the 2 S+2 D states. The following assignments will be based on the parental orbital 
calculations, predominantly through comparison with the experimental energies as 
estimated at 2.15 A. 
The assignments of the low-lying states agrees with the reassessment of the 
work of Witko and Beckmann [398] given in Section 4.4. Bondybey's assignment 
of the a-state as 3E(4so,4so) [349] is confirmed. The relatively high energy of 
the 1 E(4sa, 3da9 ) state strongly argues against this state being either of the A-  
or the B-states. Although questions persist regarding the magnitudes of the effects 
of increasing the active space to include the core-complements, and the inclusion 
of relativity on ordering of the 'E+(4so, 4s o) and 3ll(4so, 3dir), these effects 
are expected to largely cancel. The A-state is assigned as and the B-state 
as the 1 E (0) ion-pair state. The next two excited states may also be assigned 
with confidence: the C-state as 1 11 1 ,, and the D state as 3L. 
The energies of these low-lying states are within 0.2 eV of the experimental 
values, at 2.15 A. The current calculations have not included relativistic effects 
which would be expected to lower the energy of the 2S+2 D states relative to 
the ground state. The 2 D atomic state is lowered by 0.46 eV relative to the 25 
[342]. Such a large effect would lower the excitation energies to below experiment, 
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Table 4-41: Comparison of present results with experiment (eV) 




Te (2.22 A) 	2.15 A 
3E(4sa,4so9 ) 2.39 1.92 1.91 (a) 
3ll(4so,3d7r9 ) 3.71 2.69 2,. 2.62 
1, 2.67 
O 2.74 2.53 (A) 2.57 
0; 2.74 
1 H,.(4s,3d7r9 ) 3.84 2.84 1,. 2.83 2.71 (C) 2.73 
1 E(4so,4sa9 ) 3.39 3.03 2.70 (B) 2.82 
&(4sa, 3dt59 ) 4.32 3.33 3,. 3.23 
2,. 3.27 
 3.45 3.17 (D) 3.27 
'A,.(4so,3d6 9 ) 4.36 3.40  3.47 
23 E,.(4sa,3do 9 ) 5.03 4.03 1, 4.04 
0; 4.04 
2 1 E(4sc,.,3do 9 ) 5.28 4.28 0 4.29 3.81 (G) 3.88 	- 
a  see section 4.2 
however, as evidenced by the atomic calculations increasing the active space can 
be expected to raise the excitation energies (Section 4.5.6). 
Experimental evidence for the assignments as proposed above comes from life-
time measurements on the low-lying states. As discussed in Section 4.2, the A-
and B-states have significantly shorter fluorescence lifetimes than the C- and D-
states. The shortest lifetime is observed for the B-state, which is consistent with 
the assignment to an ion-pair state which would be expected to be strongly ra-
diatively coupled to the ground state. The mixing of ion- pair character into the 
A-state (ll,.+) shortens the lifetime with respect to the "pure" 2 S+2D states. 
Radiative transitions from the C- and D- states to the ground state are dipole 
forbidden, and also spin-forbidden for the D-state, which has an even longer life-
time than the C-state. It is also possible that the ion-pair character introduced 
into the A-, and B-states is the cause of the isotopic shifts noted by McCaffrey et 
al. [353], and the unusual vibration spacing [345,347]. 
At higher energies the assignment is not clear. Experimentally the E-state has 
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not been positively identified as being due to C112  [343]. Therefore, it would be 
possible to assign the F-, and C-states to the remaining , however, Powers et 
al. [344] reported that these two states perturb each other which is not possible 
for the calculated states. Further clarification of this region of the experimental 
spectra requires the accurate treatment of states from higher asymptotes. 
4.8 Conclusions and future work 
Highly correlated calculations have been performed for the low-lying states of di-
copper at, the near-equilibrium geometry of, 2.20 A, and assignments are proposed 
on the basis of these results which largely confirm previous theoretical work. The 
effects of the inclusion of f-functions in the basis on the computed excitation 
energies have been investigated. 
The experimental a-state is confirmed as 3E(4sa,4so9 ), the A-state is iden-
tified the 0 component of 3 H9 (4sa, 3d7r), and the C-state as the corresponding 
singlet. In agreement with earlier work the 1 E(4so,4so 9 ) is predicted to arise at 
considerably lower excitation energies than 1 E(4so,3do 9 ), and be the B-state. 
Analysis of the SCF and SDCI wavefunctions supports the conclusion that this 
state is of ion-pair origin, although the computation of the potential energy sur-
face, including the interactions with other states of the same (0) symmetry is 
desirable for confirmation. 
A major effect on the computed excitation energies is d-d correlation; the 
lack of a correct description results in these being calculated too low, although 
interestingly this leads to in better agreement with experiment. Both diffuse and 
tight f-functions are required for the correct description of states. The necessity 
of including a further diffuse s, and even p-functions, for the description of the 
ion-pair state should be investigated. These are important in the description of 
the electron attached state. Also the possibility of using a more contracted basis 
set to reduce the expense of the calculations is suggested. 
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Large reorganisation energies of about 1 eV are shown to occur for 2S+2 D 
states. If the treatment is to use ground state MO set, then an adequate description 
of the reorganisation on excitation is required. This is not forthcoming at the SDCI 
level and hence will probably require the use of d - d states as reference states 
or triple excitations within the calculation. 
Reasonable agreement if found between experiment and theory for calculations 
which include both of these effects, although the work on the atom would suggest 
that this is partially due to the fortuitous cancellation of errors introduced by 
the truncation of the active space and the lack of a relativistic treatment. For the 
2 S+2D states the excitation energy is overestimated. Most of the discrepancy that 
remains between the present work and experiment is probably due to the exclusion 
of these effects. Although unlikely to change the conclusions drawn for the low-
lying states, an accurate calculation will require the inclusion of these relativistic 
effects, especially spin-orbit coupling. The determination of the position of 
here predicted to lie 0.07 eV below the 3 H0+, is of considerable interest as the state 
should be experimentally accessible in the matrix, although this is unlikely to be 
the state observed by Pesi and Weniger [352]. 
In conclusion, the use of highly correlated calculations which include reor-
ganisation effects are shown to give reasonable results for the excitation energies 
for dicopper, however, further work is required including excited states for higher 
asymptotes to assign the spectra below 5 eV. The accurate description of the states 
will require the inclusion of relativistic effects. Further work is required on the 
ion-pair state in order to investigate the reasons for the surprisingly short bond 
length and large binding energy obtained for a bond order of zero, particularly 
including interactions with nearby states. 
Appendix A 
Valence, Rydberg and Ion-Pair States 
The definition of valence and Rydberg orbitals in the atom is straightforward; va-
lence orbitals are those occupied in the ground state with the maximal principle 
quantum number, n, and others which share the same principle quantum number; 
Rydberg orbitals are then those orbitals with a higher value of n. The valence 
orbitals are responsible for bonding and lone-pairs in the molecular environment. 
Valence and Rydberg transitions are then defined as excitations which terminate 
on valence and Rydberg orbitals, respectively; the corresponding valence and Ry-
dberg states are similarly defined. The extension to molecules proceeds using the 
united atom limit [314], extrapolating the molecular orbitals to the corresponding 
atomic (or moiety) limits. 
The Rydberg orbitals in the molecular environment maintain atomic character 
due to their diffuse nature, ie the Rydberg electron experiences a central potential 
due to the effective charge, Zejj, of the molecular core, comprising the nuclei and 
other electrons. The Rydberg electron is electrostatically bound to the core due 
to the imperfect shielding of the nuclei by the other electrons. The Rydberg states 
form a series converging to the ionisation potential of the core-hole orbital, the 
excitation energies given by a formula similar to atomic hydrogen (with charge 




- (n_ö) 2 
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Defining the term value (effectively the IP of the Rydberg state), where RH is the 
Rydberg constant ('13.595 eV), and (n - 6) is the effective quantum number of 
the state, here 6 is the quantum defect. Ignoring any interactions with other states 
the separations between Rydberg states are greatest for An = 1, and decrease for 
orbital angular momenta, Al = 1, and spin, As = L The Zejj is determined by the 
ability of the molecular-core electrons to shield the nuclear charge. In the atom this 
can be shown to vary considerably depending on the core-hole orbital, electrons in 
low angular momentum, low principle quantum number orbitals are significantly 
more effective at shielding the nuclei. For molecules this effect is smaller, and the 
Zejj values is normally taken as one. The value of 6, and hence (n - 8), is also 
dependent upon the degree of shielding of the nucleus, particularly the degree of 
penetration of the core by the Rydberg orbital, which characterises the angular 
momentum of the Rydberg electron (s > p > d> f). Therefore the n/S can be 
used to identify Rydberg series. Since the Rydberg electron is so distant from 
the nuclei in the molecule, the molecular core electrons of the Rydberg state are 
similar in electronic state to the corresponding ionic state. Thus the vibrational 
fine structure of Rydberg states matches that of the UV-photoelectron spectra of 
the corresponding cation. 
Ion-pair states may be defined as those molecular states which correlate under 
the united atom limit to a pair of ions [336]. Alternative definitions revolve around 
the molecular state dissociating to give a pair of ions rather than neutral fragments, 
these are however complicated by need to define if this hypothetical process is 
non-adiabatic or adiabatic. The non-adiabatic approach is similar to the united 
atoms definition, the molecular orbitals deforming smoothly to atomic orbitals, or 
orbitals localised on the moieties, as R -+ oo. If the adiabatic definition is used 
the molecule stays in the same eigenstate, however the underlying configuration 
may change. Characteristic of a pure ion-pair state is the Coulombic form (1/r) 
of the attractive limb of the potential energy surface. 
In reality molecular states are combinations of valence, Rydberg, and ion-pair 
character; the states are intimately mixed. Strong mixing can be found between 
states in the same energy range which differ by no more than two electrons and 
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have the same spin, particularly if the states have similar density distributions and 
the electronic angular momentum is maintained. 
Appendix B 
Further details of MRD-CI 
calculations on propyne 
Included in this section are tabular summaries of the present MRD-CI calculations 
in C3 symmetry. 
Table B-i: Propyne ground state CI calculations 
Basis 
Leading 







DZ scf (0.886) 0.9130 -116.0930 1.060 -116.0982 -116.1176 
DZP scf (0.884) 0.9009 -116.2458 0.832 -116.2705 -116.3048 
DZP1 sd 	(0.886) 0.9048 -116.1398 0.806 -116.1668 -116.1937 
TZ scf (0.894) 0.8938 -116.1338 0.773 -116.1398 -116.1698 
TZ21? scf (0.886) 0.8922 -116.2373 0.786 -116.2719 -116.3096 
DZ+R(3s2p2d) sd 	(0.887) 0.9123 -116.0925 0.946 -116.0986 -116.1182 
DZP1+R(3s2p2d) scf (0.892) 0.9156 -116.0745 0.883 -116.0828 -116.0995 
DZP,+R(3s2p2d)c scf (0.885) 0.9042 -116.1380 0.825 -116.1573 -116.1834 
a  all energies are expressed in au. 
6  sd - ground state SCF configuration, the terms in parenthesis are the C values. 
larger calculation with 83 active MOs 
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Table B-2: Propyne DZ+R(3s2p2d) Cl calculation in Cs symmetry, 'A' states. 
State Open Shells C 2 C 2 energy ). energy energy energy 
1 lla'(s), 17a'(s) 0.291, 0.205 
l0a'(s), 12a'(pz) 0.152, 0.121 0.9057 -115.7228 0.762 -115.8182 -115.8424 7.5048 
2 12a'(pz), 23a'(pz) 0.485, 0.206 
19a'(d2), lIa'(s) 0.070, 0.069 0.8975 -115.7271 0.798 .115.7980 .115.8225 8.0457 
3 25a'(v), 9a"(u), 8a"(px ) 0.206, 0.205, 0.125 
22a'(py ), 3a"(px), 13a 1 (py ) 0.122, 0.087, 0.084 0.9219 -115.7092 0.835 -115.8000 -115.8180 8.1686 
4 3a"(px), 13a'(py ) 0.278, 0.275 
8a"(px ), 22a'(p y ) 0.163, 0.163 0.9101 -115.6960 0.805 -115.7906 -115.8133 8.2976 
5 13a'(py), 3al(p), 25a'(v) 0.196, 0.189, 0.172 
9a"(o), 22a'(py), 8a"(pr) 0.172, 0.057, 0.054 0.9183 415.6886 0.821 -115.7820 -115.8019 8.6084 
6 14a'(d2), 19a'(d 2) 	23a'(p) 0.543, 0.227, 0.058 0.9041 -115.6881 0.739 -115.7897 -115.7942 8.8179 
7 15a'(dyz), 20a'(dyz) 0.690, 0.101 0.9112 -115.6771 0.763 -115.7658 -115.7881 8.9829 
8 4a"(dxz), 6a"(d12) 0.674, 0.108 0.9125 415.6740 0.787 -115.7860 -115.7880 8.9863 
9 23a'(pz ), 12a'(pz), 19a'(d2) 0.418, 0.230, 0.108 0.8949 -115.6774 0.764 -115.7558 -115.7839 9.0953 
10 10a'(s), 17a'(s),19a 1(d2) 0.537, 0.142, 0.079 0.9065 -115.6708 0.773 -115.7573 -115.7807 9.1852 
11 16a'(d22), 21a'(d22) 0.474, 0.322 
20a'(dyz) 0.081 0.9145 -115.6622 0.819 415.7580 .115.7787 9.2360 
12 8a" (px), 3a"(px) 0.521, 0.324 0.9109 -115.6519 0.796 415.7469 415.7694 9.4912 
13 ]la'(s), 17a'(a), 18a'() 0.380, 0.187, 0.137 0.9069 -115.6480 0.832 -115.7439 -115.7675 9.5427 
14 7a"(dxy), 5a "(dxy), 6a"(dxz) 0.409, 0.351, 0.103 0.9147 -115.6588 0.763 -115.7472 415.7671 9.5553 
15 22a'(py ), 13a'(p) 0.517, 0.321 0.9113 -115.6516 0.781 -115.7439 -115.7657 9.5917 
16 5a"(dxy), 6a'(dxy) 0.533, 0.270 0.9154 -115.6310 0.872 -115.7402 -115.7618 9.6989 
17 16a'(d22), 21a'(x2 - 	 2) 0.403, 0.336 
20a'(dyz) 0.128 0.9140 .115.6350 0.796 -115.7348 415.7562 9.8503 
18 20a'(dyz ), 6a"(dxz), 20a'(d) 0.358, 0.194, 0.103 0.9112 -115.6407 0.766 -115.7308 .115.7527 9.9457 
19 6a"(dz), 20.'(d9) 0.319, 0.157 
4a"(dxz), 8a "(dxy) 0.107, 0.099 0.9131 -115.6382 0.781 -115.7297 415.7512 9.9882 
20 17a'(s), 18a'(s), 24a'(s) 0.330, 0.320, 0.226 0.9019 -115.6015 0.894 -115.6889 -115.7104 11.6976 
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Table B-3: Propyne DZ+R(3s2p2d) CI calculation in Cs symmetry, 1 A" states 









1 lla'(s), lTa'(s), IOa'(s) 0.313, 0.292, 0.139 0.8980 -115.7177 0.768 -115.8211 .115.8483 7.3436 
2 9a 11 (v), 25a'(v), 8a"(px) 0.467, 0.249, 0.057 0.9303 -115.7181 0.836 -115.8077 -115.8233 8.0247 
3 12a'(pz), 19a'(d 22), 23a'(pz ) 0.737, 0.082, 0.054 0.8945 -115.7048 0.700 .115.7901 -115.8180 8.1699 
4 25a'(v), 9a"(v), 22a'(p y ) 0.376, 0.185, 0.098 
13a'(py), 8a"(px) 0.068, 0.055 0.9271 -115.7090 0.827 -115.8006 .115.8172 8.1898 
5 3a(p), 9a"(v) 8a"(p) 0.563, 0.151, 0.145 0.9199 -115.6905 0.791 .115.7842 -115.8035 8.5644 
6 13a'(py ), 25a'(o), 22a'(py ) 0.520, 0.181, 0.154 0.9202 -115.6877 0.806 .115.7830 -115.8021 8.6007 
7 14a'(d2), 19a'(d 2) 0.304, 0.284 
10a(.), 17a'(s) 0.195, 0.055 0.8990 -115.6620 0.789 .115.7623 .115.7894 9.0641 
8 lOa'(s), 14a'(d2) 0.426, 0.125 
17a'(s), 18a'(s) 0.120, 0.100 0.8989 -115.6658 0.711 .115.7617 -115.7878 9.1195 
9 4a 11 (d1g ), 7a"(dxy), 5a"(dxy) 0.567, 0.185, 0.096 0.9158 -115.6824 0.782 .115.7618 -115.7821 9.1451 
10 21a'(d22), 16a'(d22) 0.409, 0.284 
15a'(dy) 0.191 0.9162 -115.6798 0.791 .115.7614 -115.7816 9.1587 
11 5a"(dx9), 4a" (dxz) 0.488, 0.191 
7a"(dxy), 6a" (dxz) 0.142, 0.059 0.9170 115.6776 0.780 .115.7594 .115.7794 9.2206 
12 15a'(dyz), 16a'(d2_2) 0.520, 0.221 
20a'(dyz) 0.106 0.9175 .115.6738 0.769 .115.7583 415.7781 9.2559 
13 23a'(pz), 18a'(s) 0.525, 0.168 0.9015 .115.6164 0.974 .115.7397 .115.7658 9.5903 
14 14a'(d2), 23a'(d 2) 	19a'(pz) 0.359, 0.247, 0.099 0.9003 415.6404 0.748 .115.7397 415.7656 9.5957 
15 8a"(px), 3a"(px), 22a'(py ) 0.481, 0.187, 0.120 0.9180 -115.6463 0.779 -115.7441 -115.1637 9.6466 
16 22a'(py ), 13a'(py ), 8a"(px) 0.464, 0.207, 0.132 0.9192 -115.6452 0.784 .115.7429 .115.7623 9.6837 
17 21a'(d22), 16a'(d22) 0.441, 0.348 0.9157 -115.6522 0.785 .115.7397 .115.7537 9.9202 
18 7a"(dry), 5a"(dxy) 0.535, 0.271 0.9166 -115.6520 0.766 .115.7322 .115.7523 9.9576 
19 6a"(d) 0.689 0.9197 -115.6346 .784 415.1270 -115.7482 10.1235 
20 20a'(dyz ), 15a'(d q ) 0.659, 0.093 0.9195 -115.6345 0.789 -115.7267 .115.7459 10.1304 
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Table B-4: Propyne DZP1+R(3s2p2d) CI calculation in Cs symmetry, 'A' states. 
State Open Shells C j2 C 2 
MRDCI 







1 lla'(s), 17a'(., ), 12a'(p) 0.331, 0.199, 0.095 
22a'(pz), 10a'(), 18a'() 0.094, 0.071 0.062 0.9076 -115.7056 0.795 .115.8095 -115.8309 7.3085 
2 9a"(v), 25a'(v), 23a'(py ) 0.254, 0.252, 0.109 
8a"(px), 13a'(p y ), 3a"(p) 0.099, 0.062, 0.060 0.9310 -115.6905 0.893 .115.7975 -115.8120 7.8231 
3 12a'(pz), 19a'(d2) 0.573, 0.100 
17a'(s), 22a'(p g ) 0.060, 0.057 0.9075 .115.7011 0.822 .115.7822 -115.8035 8.0533 
4 13a'(py ), 3a"(px) 0.281, 0.271 
23a'(py ), 8a"(pr ) 0.183, 0.156 0.9163 -115.6739 0.800 .115.7726 .115.7909 8.4052 
5 14a'(d2), 19a'(d2) 0.471, 0.310 0.9053 -115.6633 0.802 -115.7597 .115.7825 6.6254 
6 3a(p,), 13a'(py ), 25a'(v) 0.245, 0.197, 0.137 
9a"(v), 8a"(px), 23a'(p y ) 0.136, 0.082, 0.077 0.9249 -115.6679 0.798 415.7656 415.7815 8.6525 
7 l5a'(dyz), 20a'(dyz) 0.533, 0.271 0.9181 415.6470 0.877 415.7587 .115.7775 8.7611 
8 5a"(dxy) 7a"(dxy) 0.428, 0.411 0.9210 -115.6395 0.851 -115.7488 -115.7662 9.0691 
9 16a'(d22), 21a'(d22) 0.327, 0.292 
4a"(dz), 6a"(dxz) 0.123, 0.114 0.9196 .115.6430 0.818 .115.7481 415.7657 9.0826 
10 4a"(dxz), 6a"(dz) 0.303, 0.192 
16a'(d22), 21a'(d22) 0.152, 0.095 0.9195 .115.6419 0.775 -115.7411 .115.7582 9.2860 
11 22a'(pz), 12a'(pz), 19a'(d2) 0.419, 0.155, 0.124 0.9034 -115.6486 0.739 -115.7326 -115.7550 9.3749 
12 lOa'(s), 17a'(5) 0.243, 0.367 
lla'(a), 18a'(s) 0.120, 0.113 0.9121 -115.6421 0.770 -115.7343 .115.7536 9.4120 
13 14a'(d2), 22a'(p z ), 19a'(d2) 0.314, 0.231, 0.203 0.9056 -115.6308 0.785 -115.7243 -135.7468 9.5985 
14 8a " (px), 3a" (px) 0.546, 0.322 0.9183 -115.6289 0.779 -115.7266 415.7444 9.6622 
15 23a'(py ), 13a'(py ) 0.507, 0.353 0.9185 -115.6302 0.774 -115.7268 .115.7443 9.6662 
16 10a'(s), 11a'(s) 0.453, 0.289 0.9172 -115.6282 0.753 -115.7210 -115.7390 9.8108 
17 5a"(dxy) 7a" (dxy) 0.458, 0.420 0.9203 -115.6125 0.790 -115.7137 .115.7308 10.0338 
18 21 a '(d2_2) 	16a'(d22) 0.460, 0.406 0.9188 .555.6157 0.756 -115.7126 .115.7299 10.0583 
19 6a"(dxz), 4a"(drz) 0.394, 0.371 0.9183 -115.6134 0.742 -115.7061 .115.7233 10.2381 
20 17a'(s), 21a'(s), 18a(s) 0.439, 0.234, 0.204 0.9088 -115.5932 0.744 .115.6819 -115.6996 10.8814 
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Table B-5: Propyne DZP1+R(3s2p2d) Cl calculation in Cs symmetry, 1 A" 
states. 









1 9a"(v), 25a'(o), 8a"(p 1 ) 0.555, 0.087, 0.062 0.9384 -115.7006 0.882 -115.8023 -115.8210 7.5771 
2 Ila'(s), 17a'(s), lOa'(s) 0.297, 0.283, 0.122 
18a'(s), 24a'(i) 0.115, 0.065 0.9086 -115.6921 0.745 -115.7960 -115.8166 7.6973 
3 25a'(o), 13a'(p y ) 0.408, 0.143 
21a'(py ), 20a'(dyz) 0.122, 0.097 0.9352 -115.6881 0.686 -115.1971 -115.8105 7.8633 
4 12a 1 (p), 19a'(d 2)'  22a'(p z ) 0.715, 0.109, 0.062 0.9036 .115.6796 0.130 415.7708 .115.1928 8.3449 
5 3a"(pr ), 9a"(v), 8a"(px), 0.605, 0.135, 0.101 0.9243 415.6754 0.819 415.7748 415.7912 8.3882 
6 13a'(py ), 23a'(py ) 0.551, 0.198 
21a'(v), 20a'(dyz) 0.071, 0.052, 0.9270 -115.6695 0.836 -115.7695 115.7850 8.5588 
7 4a"(d,2 ), 6a"(dxz), 9a"(v) 0.606, 0.178, 0.079 0.9199 -115.6621 0.845 -115.7521 -115.7696 8.9762 
8 14a'(d2), 19a'(d 2) 	10a'(5) 0.263, 0.261, 0.159 0.9089 -115.6425 0.745 -115.7469 -115.1616 9.0328 
9 5a" (dzy) 7a"(dzy ) 0.591, 0.274 0.9192 415.6510 0.802 -115.7411 -115.7646 9.1121 
10 21a'(d22), 16a'(d22) 0.445, 0.373 
15a'(dyz) 0.080 0.9230 415.6534 0.851 415.7469 415.7633 9.1497 
11 15a1 (dy z), 20'(d), 25a'(v) 0.432, 0.256, 0.117 0.9249 -115.6506 0.842 -115.7440 -115.7599 9.2407 
12 lOa'(s), 19a'(pz) 0.455, 0.135 
14a'(d2), 17a'(s), 0.117, 0.109 0.9082 -115.6366 0.754 -115.7376 -115.7585 9.2801 
13 6a"(dxz), 4a"(dxz) 0.537, 0.253 0.9179 -115.6323 0.841 -115.7221 -115.7402 9.7772 
14 8a" (px), 3a"(px) 0.586, 0.155 0.9250 -115.6269 0.762 -115.1236 -115.1391 9.8065 
15 14a'(d2), 19a'(d 2) 	22a'(pz) 0.345, 0.291, 0.137 0.9077 -115.6188 0.715 .115.7163 -115.1366 9.8746 
16 lla'(s), 10a'(3), 0.521, 0.161 0.9101 -115.6154 0.740 .115.1147 -115.7348 9.9252 
17 7a"(dx), 5a"(dxy) 0.597, 0.266 0.9198 -115.6283 0.778 -115.1173 415.7345 9.9331 
18 20a'(dyz), 15a'(dyz) 0.450, 0.359 0.9236 -115.6233 0.801 -115.1112 .115.7272 10.1316 
19 21a'(d22), 16a'(d2_2) 0.388, 0.382 0.9228 -115.6262 0.777 -115.7108 -115.7267 10.1444 
20 22a'(pz), 18a'(a), 14a'(d2) 0.489, 0.116, 0.122 0.9104 .115.5988 0.610 -115.6607 -115.6917 10.9338 
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Table B-6: Propyne DZP:+R(3s2p2d) CI calculation in Cs symmetry, 3A' states. 









9a"(v), 25a'(v) 0.437, 0.362 0.9368 -115.1492 0.905 .115.8715 -115.8849 5.8405 
2 25a'(r), 9a"(v) 0.419, 0.344 0.9421 -115.7141 0.879 .115.8345 -115.8463 6.8895 
3 17a'(s), lla'(s), 18a'(s) 0.276, 0.275, 0.130 
24a'(s), 10a'(s) 0.106, 0.093 0.9096 -115.6914 0.815 -115.8178 -115.8394 7.0767 
4 12a'(pz), 19a'(d2),  22a'(pz) 0.679, 0.123, 0.080 0.9151 -115.6785 0.815 -115.7861 .115.8057 7.9936 
5 3a"(px), 8a"(px) 0.340, 0.189 
13a'(py ), 23a'(p y ) 0.175, 0.134 0.9150 415.6702 0.842 .115.7849 .115.8045 8.0263 
6 13a'(py ), 3a"(pr) 0.326, 0.217 
23a'(py ), 8a"(px) 0.201, 0.085 0.9164 -115.6666 0.737 -115.7637 .115.7818 8.6464 
7 10a'(s), 14a'(d2) 0.466, 0.100 0.9097 .115.6332 0.808 -115.7533 -115.7749 8.8341 
8 19a'(d 2) 	14a'(d2) 0.275, 0.267 
10a' '( 3), 18a'(s) 0.105, 0.099 0.9121 .115.6411 0.770 .115.7533 .115.7732 8.8799 
8 15a'(d9z), 21a'(d22) 0.517, 0.150 
20a'(d9), 16a'(d22) 0.119, 0.080 0.9157 -115.6515 0.823 -115.7541 -115.7732 8.8799 
10 16a'(d22), 21a'(d22) 0.463, 0.198 
15a'(dyg ), 20a'(dyz ) 0.097, 0.089 0.9166 415.6492 0.818 .115.7541 .115.7730 8.8832 
11 5a"(d3 ,), 4a"(dxz), 7a"(dzy) 0.704, 0.112, 0.077 0.9132 415.6452 0.822 415.7565 415.7670 9.0485 
12 4a"(dz), 6a"(drz) Sa"(dzy) 0.475, 0.247, 0.107 0.9128 -115.6484 0.804 -115.7437 .115.7630 9.1562 
13 14a'(d2), 19a'(d2) 0.274, 0.240 
22a'(pz), 12a'(pz) 0.203, 0.123 0.9150 -115.6178 0.782 -115.7351 -115.1546 9.3804 
14 23a'(py ), 33a'(py ), 8a"(px) 0.311, 0.259, 0.158 0.9162 -115.8257 0.771 .115.7316 .115.1503 9.5012 
15 21a'(d2 2 ), 16a'(d 22 ) 0.542, 0.314 0.9120 -115.6221 0.820 -115.7277 -115.7482 9.5605 
16 20a'(dyz), 6a"(dxz), 15a'(d yz ) 0.363, 0.213, 0.115 0.9133 -115.6176 0.810 -115.7229 -115.7425 9.7158 
17 8a"(px), 3a"(px) 0.372, 0.192 
23a'(py ), 13a'(py ) 0.161, 0.107 0.9158 -115.6234 0.710 .115.7159 -115.7338 9.9509 
18 6a"(dz), 20a'(dyz), 4a "(dxz) 0.341, 0.221, 0.139 0.9126 -115.6166 0.786 -115.7126 415.7319 10.0019 
19 17a'(s), 24a'(s) 0.447, 0.205 0.9112 -115.5833 0.773 -115.6995 -115.7180 10.3804 
20 17a'(s), 24a'(s) 0.477, 0.429 0.9138 -115.5373 0.555 -115.6202 .115.6310 12.7493 
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Table B-7: Propyne DZP1+R(3s2p2d) CI calculation in Cs symmetry, 3A" 
states. 









1 9a"(v), 25a'(v) 0.497, 0.266 0.9376 -115.1127 0.861 -115.8321 -115.8449 6.9216 
2 17a 1 (3), lla'(s), 182() 0.295, 0.219, 0.143 
24a'(s), 10a'(s) 0.106, 0.103 0.9129 -115.6842 0.829 -115.8137 .115.8344 7.2145 
3 25a'(v), 9a"(v), 23a'(p y ) 0.440, 0.212, 0.079 0.9374 -115.6876 0.858 .115.8081- -115.8211 7.5751 
4 12a'(p:), 19a'(d 2) 	22a!(pz) 0.624, 0.140, 0.119 0.9117 -115.6748 0.792 -115.7162 .115.1959 8.2601 
5 6a"(dxz), 4a "(dz) 0.435, 0.332 
7a"(dxy ), 9a"(v) 0.059, 0.057 0.9139 .115.6458 0.858 415.7688 -115.7897 8.4296 
6 13a'(py ), 3a" (px) 0.311, 0.221 
23a'(py ), 8a"(px) 0.153, 0.145 0.9174 -115.6623 0.756 .115.7696 .115.7816 8.4859 
7 3a"(ps), 13a'(py), 8a"(px) 0.302, 0.233, 0.148 
23a'(py ), 25a'(v), 9a"(v) 0.080, 0.068, 0.057 0.9186 -115.6583 0.793 -115.7667 .115.7848 8.5639 
8 10a'(s) 0.572 0.9108 -115.6219 0.856 .115.7500 .115.7710 8.9387 
9 Sa " (dxy), 7a " (dxy) 0.511, 0.332 0.9178 -115.6496 0.814 -115.7512 -115.7696 8.9118 
10 22a'(p x ), 12a'(pz) 0.447, 0.180 0.9110 415.6201 0.811 .115.7455 415.1671 9.0459 
11 19a'(d2), 14a'(d 2),  18a'($) 0.443, 0.159, 0.081 
10a'(s), 2at(pz) 0.063, 0.058 0.9102 .115.6366 0.765 .115.1459 4157651 9.0830 
12 15a'(dyz), 202(dyz) 0.611, 0.246 0.9313 .115.6322 0.835 -115.7467 -115.7611 9.2088 
13 16a'(d22), 21a'(d22) 0.692, 0.168 0.9130 .115.6262 0.172 -115.1381 .115.7514 9.3096 
14 23a'(py ), 8a"(px ) 0.289, 0.229 
13a'(py ), 3a"(p1 ) 0.148, 0.136 0.9185 -115.7179 0.773 -115.7236 -115.7418 9.1340 
15 7a" (dxy), 5a "(d9) 0.438, 0.373 0.9163 -115.6225 0.780 -115.7196 -115.7380 9.8359 
16 23a'(py ), 8-"(p1 ) 0.228, 0.212 
3a"(px), 13a'(py ) 0.146, 0.134 0.9172 .115.6195 0.689 .115.7186 -115.7359 9.8932 
17 20a'(dyz), 15a'(dyz) 0.506, 0.216 0.9314 -115.6013 0.822 -115.7197 .115.7343 9.9387 
18 4a"(dzz), 6a"(dzz) 0.483, 0.246 0.9160 .115.6165 0.744 .115.7077 .115.7259 10.1649 
19 11a'(s), 10a'(,) 0.430, 0.134 0.9175 -115.6017 0.688 -115.1053 .115.7227 10.2527 
20 14a'(d2), 22a'(pz), 19a'(d2) 0.591, 0.124, 0.107 0.9169 .115.5982 0.851 -115.6961 -115.7129 10.5199 
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Table B-8: Oscillator Strengths Calculated for DZP1+R. in Cs symmetry 
A' symmetry A" symmetry 
Transition Energy Oscilator Transition Energy Oscilator 
/au Strength /au Strength 
1 (s) 7.3085 0.007 1 (v) 7.5771 0.022 
2 (v) 7.8231 0.091 2 (s) 7.6973 0.011 
3 (z) 8.0533 0.171 3 (v) 7.8633 0.487 
4 (y) 8.4052 1.090 4 (z) 8.3449 0.062 
5 (z 2 ) 8.6254 0.928 5 (x) 8.3882 0.000 
6 (x) 8.6525 0.064 6 (y) 8.5588 0.005 
7 (yz) 8.7611 0.718 7 (xz) 8.9762 0.043 
8 (xy) 9.0691 0.015 8 (z 2 ) 9.0328 0.005 
9 (x 2-y2 ) 9.0826 0.058 9 (xy) 9.1121 0.003 
10 (xz) 9.2860 0.151 10 (x 2 -y2 ) 9.1497 0.014 
11(z) 9.3749 0.015 11 (yz) 9.2407 0.007 
12 (s) 9.4130 0.045 12 (s) 9.2801 0.012 
13 (z 2 ) 9.5985 0.877 13 (xz) 9.7772 0.052 
14 (x) 9.6622 0.796 14 (x) 9.8065 0.073 
15 (y) 9.6662 0.926 15 (z 2 ) 9.8746 0.032 
16 (xy) 9.8108 0.007 16 (s) 9.9252 0.001 
17 (x 2-y2 ) 10.0338 0.071 17 (xz) 9.9331 0.037 
18 (xz) 10.0583 0.020 18 (yz) 10.1316 0.066 
19 (z 2 ) 10.2381 0.019 19 (xy) 10.1444 0.009 
20 (s) 10.8814 0.879 20 (z) 10.9338 0.199 
Appendix C 
Further details of MRD-CI 
calculations on furan 
This section contains further details of the present MRD-CI calculations. The 
tabulated data includes the energies obtained at various stages within the calcu-
lations, the diagonaliser energy (MRD-CI), the energy extrapolated to include the 
estimated effects of a configurations singly and doubly excited from the reference 
configurations (MR-CISD), and the full-CT energy as computed incorporating the 
Davidson correction for multiply excited states. The excitation energy relative to 
the ground state is given in eV. Also included are descriptions of the roots and 
the C2 values. 
Table C—i: Furan ground state CI calculations 
Leading MRDCI MR-CISD Full-CI 
Basis terms   C 2  energy' A energy' energy' 
DZ+R(3s2p2d) scf (0.872) 0.8870 -228.9265 0.718 -228.9791 -229.0232 
DZP 1 scf (0.875) 0.8879 -228.9180 0.746 -229.0400 -229.0869 
DZP1+R(3s2p2d) scf (0.881) 0.8980 -228.8750 0.753 -228.9489 -228.9818 
DZPh+R.(3s2p2d) scf (0.882) 0.8996 -228.8698 0.757 -228.9435 -228.9755 
a  all energies are expressed in au. 
b scf - SCF configuration, the terms in parenthesis are the C values. 
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Table C-2: Furan DZ+R(3s2p2d) CI calculation, 1 A 1 states. 









1 7b1(,r), 4a2(r) 0.462, 0.242 0.9053 -228.4681 0.800 .228.7343 -228.7734 6.7952 
2 2a2(d), 3a2(d) 0.643, 0.240 0.8943 -228.4790 0.739 -228.6983 -228.7425 7.6383 
3 3b1 (p), 6b, (p) 0.572, 0.218 0.9005 -228.4391 0.749 .228.6825 .228.7249 8.1151 
4 4bi(dz) 0.790 0.8998 -228.4194 0.765 .228.6735 .228.7179 8.3059 
5 3a2(d y ), 2a2(d) 0.600, 0.242 0.8943 228.4475 0.737 -228.6719 -228.7166 8.3411 
6 66i(), 3bi(p) 0.588, 0.238 0.9008 -228.3939 0.741 -228.6450 -228.6879 9.1228 
o()7b1(ir) 0.351, 0.216 
5b1(dxz) 0.115, 0.063 0.8736 -228.3863 0.693 -228.6285 .228.6820 9.2824 
8 5b1 (d) 0.726 0.9054 -228.3541 0.667 -228.5971 .228.6359 10.5371 
9 7b(ir 2 )14(1r), 0.334 
7b1(e4 )1b1(n1), 402(r) 0.224, 0.212 0.8574 -228.3261 0.756 -228.5766 -228.6400 10.4263 
Table C-3: Furan DZ+R(3s2p2d) CI calculation , 1 B 1 states. 
State Open Shells C C2 energy A energy energy energy 
1 7b2(py ), l0b2(p) 0.733, 0.127 0.8998 -228.4834 0.746 -228.7328 .228.7749 6.7553 
2 %(d), 9b2(d9) 0.795, 0.061 0.8996 .228.4590 0.763 .228.7149 -228.7589 7.2132 
3 10b2(p), 7b2(py ) 0.669, 0.108 0.8976 -228.4184 0.817 .228.7075 .228.7529 7.3536 
4 150 1(5), lOai(s) 0.336, 0.202 
1 101(5) 0.172 0.8836 -228.4309 0.700 .228.6952 .228.7472 7.5102 
S 12°1(pz), 19ai(pz) 0.704, 0.101 0.8769 -228.4398 0.687 -228.6723 -228.7270 80599 
6 13a1(d22), lOaj(s) 0.460, 0.138 
16a1(d 22 ) 0.122 0.8798 -228.3960 0.697 -228.6542 -228.7077 8.5832 
7 14a1(d2), 190 1(pz) 0.692, 0.086 0.8787 .228.4072 0.685 -228.6504 .228.7044 86745 
8 9b2(d9), 8b2(d9) 0.741, 0.059 0.8995 -228.4017 0.724 -228.6596 .228.7005 8.7809 
9 IOoi(s), 150i(s) 0.435, 0.203 
13a1(d22) 0.162 0.8802 -228.3920 0.700 -228.6473 .228.7009 8.7696 
10 l 9 oI(pz), l 2aj(pz) 0.580, 0.083 0.8759 .228.3805 0.671 .228.6224 .228.6780 9.3913 
11 16a1(d2_ 92), 16o1(d2_ 92) 0.633, 0.172 0.8759 -228.3606 0.572 .228.5796 -228.6296 10.7105 
12 18a1(d2) 0.748 0.8820 .228.3450 0.690 -228.6067 -228.6569 9.9660 
13 11o(s), 150i(s) 0.665, 0.126 0.8839 -228.3485 0.725 .228.6210 -228.6718 9.5808 
14 17 0i(s), 200 1( 6 ) 0.400, 0.293 
0.120 0.8807 -228.3125 0.587 -228.5463 -228.5930 11.7064 
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Table C-4: Furan DZ+R(3s2p2d) CI calculation , 1 B2 states. 
State Open Shell, c2 C 2 energy A energy energy - energy 
1 5b1(dr:), 6b1(p), 3b1(p.r) 0.432, 0.219, 0.105 0.9043 -228.4819 0.749 .228.7345 228.7747 6.7609 
2 3b1(px), 5bj(d1), 6b1(px ) 0.287, 0.255, 0.255 0.9040 -228.4705 0.802 .228.7451 -228.7881 6.3955 
3 7bj(e), 5bi(d), 461(dxg) 0.320, 0.288, 0.170 0.9065 -228.4550 0.737 .228.7073 .228.7457 7.5501 
4 3bi(p), 6b1(px ) 0.448, 0.324 0.9062 -228.4308 0.776 .228.6945 -228.7348 7.8462 
5 5b1(dz), 4a2(7r), 7b1(w) 0.311, 0.297, 0.209 0.9024 .228.4184 0.716 -228.6602 .228.1005 8.7801 
6 2a2(dxy), 3o2(dxy) 0.649, 0.190 0.8993 -228.4294 0.742 .228.6562 -228.6989 8.8246 
7 3a2(dxy ), 2a2(dxy ) 0.653, 0.178 0.8993 -228.3950 0.730 .228.6224 .228.6647 9.1498 
8 402(sr5 ), 7b1(n) 0.440, 0.291 0.8936 -228.4068 0.686 .228.6107 .228.6558 9.9973 
Table C-5: Furan DZ+R(3s2p2d) CI calculation , 1 A 2 states. 
State Open Shells C C2 energy A energy energy energy 
1 10a1(s), 1 1 0 1(5) 0.423, 0.268 
15 01(5), 17oj(t) 0.107, 0.073 0.8901 -228.4782 0.767 -228.7554 .228.8041 5.9806 
2 12a1(pz). 29al(pz) 0.790, 0.050 0.8905 -228.4824 0.737 .228.7268 .228.7142 6.7750 
3 13ol(d2_2) 	16a1(d22) 0.752, 0.064 0.8958 -228.4467 0.778 .228.7255 .228.1722 6.8305 
4 14a1 (d2) 0.800 0.8923 -228.4552 0.141 .228.7060 .228.7528 7.3560 
5 1003(5), lSoj(s) 0.401, 0.143 
170 i(s), 11aj() 0.137, 0.104 0.8883 .228.4389 0.759 .228.7009 .228.8041 7.4416 
6 19a(pz) 0.668 0.8930 .228.4075 0.772 -228.6915 .228.7390 7.1336 
7 7b2(py), 10b2(p91 ) 0.731, 0.110 0.8993 .228.4297 0.745 -228.6861 .228.7295 7.9911 
8 17a(s), 110i(n) 0.352, 0.346 0.8883 -228.4096 0.739 .228.6750 .228.7231 8.1664 
9 962(d95 ), 8b2(dyz ) 0.738, 0.113 0.8996 .228.4584 0.734 -228.6593 -228.7021 8.7360 
10 9b2(d92 ), 7b2(p) 0.620, 0.092 
1062(Py)' 8b2(d9) 0.070, 0.067 0.8996 .228.3774 0.765 .228.6528 -228.6975 8.8611 
11 1603(d22) 0.605 0.8911 -228.3954 0.101 -228.6531 -228.6980 8.8484 
12 1801(d2), 16oI(d2_2) 0.554, 0.139 0.8976 -228.3968 0.629 -228.6264 .228.6706 9.5951 
13 lOb2(py ) 0.647 0.9015 .228.3691 0.690 -228.6276 .228.6698 9.6157 
14 lSoj(&), 170 i(5) 0.510, 0.264 0.8977 -228.3625 0.687 -228.6004 .228.7231 10.4221 
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Table C-6: Furan DZP1+R(3s2p2d) CI calculation , 'A, states. 
State Open Shells C 2 energy A energy energy energy 
1 7b1(), 4a2(r) 0.427, 0.271 0.9365 -228.4665 0.894 .228.7165 .228.7381 6.6322 
2 2a2(dxy), 3o2(d9) 0.634, 0.236 0.9043 -228.4742 0.767 -228.6647 -228.6970 7.7503 
3 3b1(pr), 6bi(p) 0.533, 0.258 0.9081 -228.4363 0.788 .228.6502 -228.6824 8.1481 
4 4bi(d), 5bi(d) 0.768, 0.084 0.9068 -228.4162 0.825 .228.6415 -228.6758 8.3269 
5 3a2(dry), 2a2(dx) 0.590, 0.233 0.9022 .228.4425 0.745 228.6333 .228.6665 8.5806 
6 6b1(px), 3bi(p) 0.509, 0.287 0.9072 -228.3930 0.760 -228.6069 -228.6393 9.3196 
7 402(r), 7bi(7r),5bi(dZ) 0.327, 0.165, 0.159 
6bi(px), 0 . 059 , 0.051 0.8952 .228.3868 0.731 -228.6010 .228.6379 9.3597 
8 7b(n4 2 )1a(n), 7b1(sr)1b1(7r1) 0.363, 0.213 
453(7), 7b(sr 2 )2b2(ir) 0.158, 0.053 0.8995 -228.3218 0.866 .228.5813 .228.6202 9.8396 
9 5bi(d1z), 7b1(7r), 4b1(dx2) 0.576, 0.163, 0.057 0.9073 228.3652 0.725 .228.5849 .228.6174 9.9160 
Table C-7: Furan DZP,+R(3s2p2d) CI calculation , 1 B, states. 
State Open Shells C C 2 energy A energy energy energy 
I b2(py ), 10b2(py ) 0.758, 0.119 0.9058 -228.4836 0.792 .228.7051 .228.7379 6.6386 
2 10b2(py ), 91>2(d9 ) 0.457, 0.194 
7b2(py ), 10a1(s) 0.099, 0.089 0.9039 -228.4176 0.875 .228.6990 .228.7374 6.6517 
3 8b2(dyz), 9b2(d9) 0.739, 0.130 0.9082 .228.4555 0.831 .228.6920 .228.7250 6.9884 
4 10a1(), 11a1(e) 0.406, 0.188 
11a1(s), 10b2(py ) 0.115, 0.063 0.8978 -228.4248 0.744 -228.6813 .228.7193 7.1430 
5 12a1(pz), 19ai(p) 0.711, 0.084 0.8901 -228.4385 0.738 -228.6462 .228.6864 8.0398 
6 9b2(dyz), 8b2(d9) 0.517, 0.124 
lOb2(p y ) 0.230 0.9107 -228.4119 0.811 -228.6539 -228.6855 8.0645 
7 13ai(d12 2 ) 	16o1(d22) 0.607, 0.189 0.8929 -228.4039 0.763 .228.6347 -228.6747 8.3585 
8 14a1(d2) 0.748 0.8915 -228.4076 0.767 .228.6326 -228.6733 8.3949 
9 16cs1(d22), 16a1(d22) 0.416, 0.233 
19a1(pz) 0.183 0.8923 -228.3702 0.762 228.6107 228.6517 8.9835 
10 lOoi(s), 15a1(s) 0.363, 0.241 
lloi( 6 ) 0.153 0.8975 -228.3852 0.718 .228.6044 .228.6406 9.2854 
11 1 9ai(pz), 16a1(d22) 0.486, 0.201 
12a1(pz) 0.115 0.8890 .228.3764 0765 -228.6104 .228.6502 9.9740 
12 18a1(d2) 0.730 0.8917 .228.3588 0.710 -228.5763 .228.6141 10.0054 
13 Iloi(s), 15a1(s) 	. 0.494, 0.235 0.9021 -228.3450 0.649 .228.5497 -228.5810 12.0326 
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Table C-8: Furan DZP,+R(3s2p2d) CI calculation , 'B2 states. 









1 3bj(p), 6b1(px ), 7b1(n) 0.493, 0.292, 0.059 0.9216 -228.4812 0.824 -228.7083 .228.7371 6.6589 
2 7b1( 4* ), 5b1(d1z) 0.364, 0.273 
351(px) 4bi(d2) 0.135, 0.094 0.9131 -228.4658 0.828 -228.6994 -228.7290 6.8788 
3 bi(d), 7&1(,r) 0.650, 0.207 0.9182 -228.4886 0.787 -228.6703 -228.6984 7.7115 
4 6bi(p), 3bj(p) 0.551, 0.264 0.9207 -228.4329 0.827 -228.6665 -228.6943 7.8244 
5 5b1(dzz), 7b1(ir45 ), 4b1 (d2) 0.561, 0.183, 0.132 0.9191 .228.4159 0.764 -226.6380 -228.6657 8.8020 
6 2s2(d), 3a2(dz9) 0.615, 0.234 0.9029 -228.4239 0.765 -228.6198 .228.6534 8.9357 
7 4o2(ir) 0.737 0.8852 -228.4045 0.716 -2285915 .226.6335 9.4773 
8 3a2(d9), 2o2(d9) 0.609, 0.210 0.9011 -228.3916 0.756 .228.5888 .228.6227 9.7713 
Table C-9: Furan DZP1+R(3s2p2d) CI calculation , 'A 2 states. 









1 '°i(). Ilai(s) 0.327, 0.267 
10ai(s) 0.167 0.9131 -228.4829 0.834 -228.7320 .228.7631 5.9500 
2 120 1(pz), 19 a1(pz) 0.736, 0.092 0.9066 -228.4780 0.841 -228.7123 .228.7463 6.4096 
3 13a1(d22), 16a1(d22) 0.511, 0.240 0.9142 -228.4434 0.816 .228.6887 .228.7192 71378 
4 14a1(d2), 18a1(d2) 0.714, 0.107 0.9122 -228.4424 0.604 -228.6788 -228.7097 7.4047 
5 18a1(d2), 14a1(d2) 0.558, 0.142 
19a1(pz) 0.101 0.9090 -228.4062 0.874 .228.6700 -228.7039 75628 
6 10ai(s), 15ai(s) 0.603, 0.175 0.9117 .228.4381 0.798 -228.6718 .228.7027 75944 
7 13a1(d22), 16a1(d22) 0.413, 0.303 0.9134 -228.4104 0.835 .228.6631 -228.6941 7.8292 
8 %(p), 101,2(py) 0.517, 0.201 0.9026 -228.4327 0.780 -228.6564 .228.6914 79007 
9 8b2(d9), 9b2(d9z) 0.773, 0.061 0.9040 -228.4115 0.848 .228.6517 -228.6879 79987 
10 l 901(pz), 16a1(d22) 0.512, 0.152 
0.134 0.9058 -228.4178 0.7402 -228.6380 -228.6696 8.4954 
11 lloi(i), 150i(s) 0.559, 0.111 0.9153 -228.4094 0.732 -228.6291 .228.6568 8.8442 
12 °i() ,  150i(s) 0.442, 0.214 
200i(s) 0.153 0.9146 -228.3740 0.726 -228.6022 .228.6300 9.5722 
13 9b2(d 2 ) 0.790 0.9046 -228.3552 0.584 -228.5253 -228.5516 11.7063 
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The results of large-scale ab inttio Cl calculations on the electronic states of 1.3.5-triazinc. using a multi-reference multi-root 
Cl (MRD-C1) method are related to new VUV absorption and low-energy electron energy-loss (EEL) measurements, leading to 
detailed spectral assignments. Vertical transition energies are computed to within 0.6 eV for all and 0.3 eV for most of* the low- 
lying electronic states. The computations are extended to cationic states and to the evaluation of ground state molecular electronic 
properties of the molecule. 
1. Introduction 
We have previously reported the results of spectro-
scopic experiments (VU\' absorption and near-
threshold electron energy-loss. EEL) together with 
multi-reference Cl calculations on pyridine [ I ] and 
each of the three diazines [2-4]. We have now ex-
tended this work to 1.3.5-trjazjne. in order to further 
our understanding of spectroscopic and other elec-
tronic properties of the azabenzenes. 
An extended VU\' absorption spectrum for 1.3.5-
tnazine has been reported [5 ] as has an EEL spec-
trum (3.25-1 7 eV) recorded for electrons of 150 eV 
incident-energy [6]. In these. nr states are located 
at (vertical transition energies) 5.7 eV (A.). 6.86 
eV (A', ) and 7.76 eV (iE) Other investigators have 
been concerned with the detailed analysis of these 7r7r 
bands [7.8]. At least two nir states. 'E" and A. 
contribute to electronic excitation spectra around 4- 
Corresponaenc i ' 10: I.C. Walker. Department at Chemistr. 
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5 eV [5.6]. The lower-lying of these. 'E" (which is 
S i ) has been explored using a variety of techniques 
[9.10-20] and the band origin reliably positioned at 
3.827 eV (30869cm') [14.20]. The lowest triplet 
state 3 E" has been estimated to lie about 0.5 eV below 
the corresponding singlet [19.20]. No other low-lying 
triplet state has been located by experiment. The or-
igin 01' the 6e-3sa ;  Rydberg transition is 6.916 eV 
[6.8.21 J accompanying vibrational structure 
matches that in the lowest photoelectron band [6]. 
Other proposed Rydberg-state origins are 9.37 cV 
le"3p) and 8.60 eV (6e4s) [6]. 
In this work, we have extended the measured \'UV 
spectrum and present it along with new EEL spectra 
recorded under conditions favourable for the detec-
tion of optically forbidden transitions. We consider 
detailed assignment of the spectroscopic states using 
the results of multi-reference, multi-root configura-
tion interaction calculations, as previously applied 
[1-4]. Few high-order computations on the elec-
tronic states of 1.3.5-triazine have been reported, —_ 
electron only calculations have focused upon the low-
lying 'r'r states [22-25]. The results from refs. 
)301-)10-i '2 'S 05.00 ' 992 Elsevier Science Publishers B.V. All riants reserted. 
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[23.25] are particularly noteworthy for accurate as-
signment of all three bands. When a electrons are in-
cluded [26-28], the agreement with experiment is 
variable. A study on x-electron delocalisation in 
azines led to the surprising conclusion [29] that the 
delocalisation energy of 1 ,3.5-triazine is 10% higher 
than that of benzene and the other azines. In an im-
portant series of papers on rnr states Goodman et al. 
[10— 12] have drawn attention to some of the factors 
involved in an MO interpretation of these. These will 
be discussed below in relation to the present theoret-
ical work. 
We consider, also, the assignment of the photoelec-
tron spectrum (PES) of 1,3,5-triazine [6.30] and, in 
addition, compute some ground-state electronic 
properties. Because of its high symmetry, few of these 
have been determined experimentally. 
2. Experimental methods and results 
2.1. VUV absorption 
The VUV spectrum of fig. 1 was recorded at the 
SERC synchrotron source, Daresbury, using proce-
dures which have been previously detailed [1-3]. The 
data are presented on an energy (eV) abscissa for di-
rect comparison with the scattered-electron results 
and photoelectron data. Over the range of overlap, 
the present VUV spectrum is concordant with that of 
ref. [5], including absolute intensities. We have cx- 
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Fig. 1. VUV absorption spectrum of 1.3.5-thane. 
tended the measured spectral range at the high en- 
ergy end from about 9 to 11.8 eV: however, the low- 
est absorption band (nit") lies below our onset energy. 
The known it,r absorptions ('As, and 'E' in 
ascending order, see above) are marked on fig. 1. Fig. 
2 shows these ,tir bands on expanded scales. In each 
of them weak vibrational structure, ascribed to exci-
tation of vibrational mode v 3 (symmetry a, 0.123 
eV in the ground state [9], 0.1 eV here) can be 
discerned. There is no doubt about the location of the 
lowest Rydberg state (e'3s, 'E'), origin 6.971 eV, 
which is both one-photon and two-photon allowed 
[21]. In the two-photon absorption spectrum, vibra-
tional fine structure has been interpreted as excita-
tion of, predominantly, a degenerate (e') vibration, 
V6 (a ring-breathing mode, 0.084 eV in the ground 
state [ 9 ] ) together with the totally symmetric modes 
v 1 , ( 0.123 eV in the ground state) and v 2 (0.141 eV 
in the ground state) [21]. Comparison of the ob-
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Fig. 2. Absorption bands of 1.3.5-trianne. (a) xe ('A1). (b) 
,vr ('As) and n3s (SE) PES is a trace of the (6e') band in 
the photoelectron spectrum, taken from ref. (6J. This illustrates 
that the structures at 7.187 and 7.213 eV are not of the n3s band. 
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band suggests that two relatively intense absorptions. 
at 7.187 and 7.213 eV respectively, do not belong to 
the 'E' Rvdberg state (fig. 2b). We return to these 
following presentation of the theoretical data. 
Transitions at 9.365 and 10.603 eV (fig. 3a) are 
linked to the 2 E" ionisation limit (11.69 eV [ 6 ] ) and 
assigned 'e"3p and te"4p respectively, from the 
quantum defects (0.52 and 0.48 respectively). This 
is in agreement with Fridh et al. [6]. Our tentative 
assignment for the 'e"5p member of this series is 
11.046 eV, quantum defect 0.41 (fig. 3a). In these, 
the active vibration is thought to be 
The broad band spanning 8.5-9.2 eV carries weak 
structure (fig. 3b). The e'4s Rydberg state is ex-
pected to lie around 8.6 eV. as proposed by Fridh et 
al. [6]. Considering the expected vibrational sub-
structure, our preferred origin is 8.680 eV, quantum 
defect 0.80 (fig. 3b). Also the maximum at 8.902 eV 
appears to be the origin of a Rydberg state associated 
with 1P2 (figs. 3a and 3b). The quantum defect, 0.79, 
is typical of an s-type state (e"3s, 'E"). However, as 
this is optically forbidden, there must be doubt in this 
assignment and the possibility that it is e"3p, with an 
anomolously high quantum defect, should be consid- 
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Fig. 3. Absorption bands of I .3.5-triazine (a) Rydbetg slates as-
sociated with 1P 2  (b) Rydbergsiates. PES isa trace of the (6e')' 
band in the photoelectron spectrum taken from ref. (6]. The other 
trace is of the it3p VUV absorption band of (a). 
ered. We label an absorption ma.ximirnum at 9.077 
eV as e'4d. from the quantum defect (0.18). The as-
sociated e'3d state is expected around 8.2 eV. In fact. 
there is a very weak maximum at 8.16 eV. on the high-
energy side of the intense 'tttr band (fig. 2c). An-
other weak maximum at 7.97 eV (fig. 2c) is tenta-
tively labelled e'3p (quantum defect 0.42). Finally. 
we note that the Rydberg structures between 8.5 and 
9.2 eV sit on a broad hump which is present, also, in 
near-threshold EEL spectra (below and fig. 4(i)), 
suggesting an underlying valence state. We identify 
the maxima at 8.65 and 8.72 eV respectively (fig. 3b) 
with this valence state. It will be shown later that the 
present theoretical data are consistent with a tir in 
this energy region. 
Spectral data are tabulated in table 1. 
I 	I'; 
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Fig. 4. Spectra of 1,15-inazine (i)-(iii) EEL spectra recorded 
at the indicated residual electron energies. E,. The signal in (ii) 
is of negative ions, formed in resonant dissociative attachment 
Processes. and these contribute, also, to the spectrum of (i) The 
lowest trace is the VUV absorption spectrum, in which the pro-
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Table I 
Present spectral energies and ac&ignTTtents for 1.3.54riaZine 
Valence slates Rydberg states 
energy 4' type energy 4' type quantum 
(eV) (eV) defect 
47 b) 6.917 'n3s 0.90 




7 .003 0.086 
5.585 0.106 
7 .034 0.117 
5.702 0.213 
7 .088 0.171 
7.120 0.203 
6.55 7.153 0.236 
6.65 0.10 7.167 0.250 
6.74 0.19 
6.86 0.31 
8.680 'n4s . 	 0.80 
8.718 0.038 
7.187 'nr' 8.756 0.076 
7.213 0.026 8.790 0.110 
7.589 'nt' 7.97 'n3p 0.42 
7.706 0.117 
7.771 0.182 8.161 'n3d 0.29 
7.858 0.267 9.077 'n4d 0.18 
8.652 'mr 8.902 ',3p 0.7 
8.718 0.066 9.030 012 
9.124 	0.222 








11.046 't5p 	0.41 
11.268 0.122 
11.392 0.246 
J= vibrational spacing, see text. 	EEL all other energies from VUV spectra. 
2.2. Electron energy-loss (EEL) 
The EEL spectra illustrated (fig. 4) were recorded 
in a trapped electron spectrometer which has been 
described [1-3]. 
1 .3,5-triazine was unusual among the azabenzenes 
in that it was found to undergo dissociative electron 
attachment (eq. (la), see below) via a number of 
resonant (anionic) states ([AB]) starting around 
4.2 eV. 
e+AB-[ AB - ]( 	
(la) 
AB"+e. 	 (lb) 
The dissociation processes were detected through 
collection of (unidentified) negative ions (B - above) 
in the absence of a trapping potential, that is under 
conditions such that scattered electrons were not col-
lected. The negative ion signal is shown in fig. 4(ü). 
The dissociating anion states (located about 4.7, 5.5, 
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6.6. 8.7 and 9.2 eV) are likely to be excited (2-parti-
cle. I-hole) resonances. Another resonant state, which 
causes a broad maximum in the total electron scatter-
ing cross-section centred near 4.0 eV has been as-
signed as a ground-state shape resonance (1-particle 
state) [31]. 
In fig. 4(i), recorded with a trapping potential of 
about 0.1 V, negative ions are present along with 
scattered electrons of residual energy (Er ) 0-0.1 eV; 
the latter dominate. The resonances revealed in dis-
sociative attachment are likely, also, to decay with 
autoionisation to the parent (1-particle, 1-hole) states 
(eq. (ib)). Such resonant, inelastic scattering will 
account for the relatively large excitation cross-sec-
tions observed at 4-6 eV and about 9 eV at low resid-
ual electron energies (fig. 4(i)). 
Resonant inelastic scattering also complicates the 
interpretation of the spectrum of fig. 4(iii). In this, 
only scattered electrons of residual energy 1.5 eV 
are recorded [1]. The broad energy-loss band around 
3 eV happens for electrons of incident energy around 
4.5 eV, which is a resonance region (fig. 4(u)), and 
the molecule is excited indirectly via the resonance 
(eq. (ib)). The final state of the molecule is either a 
highly vibrationally excited electronic ground state or 
a low-lying triplet. In order to establish whether or 
not there is a triplet state spanning 3 eV, we have 
looked carefully, at low E values, for evidence of di-
rect electron energy-loss around 3 eV but without 
success. In general, the electron energy-loss onset for 
Er values below about 1 eV, precedes the optical on-
set (fig. 4) by about 0.5 eV. Thus, we are sure of trip-
let state excitation within about 0.5 eV of the optical 
onset, but the existence of a triplet around 3 eV can-
not be settled from the present work. 
At higher energy-losses, with Er 1.5 eV, the EEL 
peaks (fig. 4(iii)) broadly match the VUV absorp-
tion bands (fig. 2), but with different relative inten-
sities. However, comparison of peak maxima be-
tween different EEL spectra, and with optical data, 
indicates energy regions where optically forbidden 
states contribute to inelastic electron scattering (fig. 
4). In particular, E, for the second band is 5.5 eV 
while that in optical absorption is 5.7 eV and there is 
a weak shoulderat 4.7 eV in EEL (Er 1.5 eV). These 
data (table 1) are related to computed results in sec-
tions 3 and 4.  
3. Theoretical methods and basis sets 
We continue the policy of using three basis sets. 
each focused upon a different aspect of the azine 
properties [1-4]. A double zeta (DZ) basis of the 
Huzinaga/Dunning-tvpe [32] was employed to 
identify the low-lying singlet and triplet states of va-
lence character and to study cationic states relevant 
to assignment of the photoelectron spectrum. This 
basis set was augmented by molecule-centre-based 
[3s,2p,2d] Rydberg functions (DZ+R) for the main 
assignments of the optical and EEL electronic spec-
tra. Finally, we utilized a triple zeta valence + polar-
isation basis (TZVP) for an SCF+ (all-valence elec-
tron) CI study of the X 'A' I ground state electronic 
properties of the molecule. Further details of these 
are contained in section 5 of ref. [4]. Here, it will 
suffice to note that that total GTO bases are DZ (66), 
DZ+R (87) and TZVP (138) with numbers of 
MOs/active electrons in the CI as 43/24, 61/24 and 
100/30, respectively. All calculations with the DZ and 
TZ\'P bases were at the computed equilibrium ge-
ometry, as is standard practice. For consistency with 
our previous studies, the molecule lies in the yz plane. 
This will allow direct comparison of particular Ryd-
berg states between the azines. In the present in-
stance, this does not conform with normal point group 
conventions where C 3 (:) is out of plane, but is con-
sistent with ref. [9].-In the DZ+R work, up to 20 
roots of each symmetry in the C 2 subset were ob-
tained and up to about 50 main reference configura-
tions which, when quadruple open-shell spin combi-
nations (configuration state functions, CSFs) are 
taken into account, gave about 70 main reference 20 
root calculations; these are 70M20R in the MRD-CI 
terminology [33]. 
The highest point group accessible in MRD-CI is 
D, and hence 1,3,5-triazine was treated in C 2,, with 
the identities A 1 (A'1 +E'), A2 (A','+ E"), B 1 (A" + 
E") and B2  (A,+E'). The MOs are symmetric (s) 
and antisymmetric (a) with respect to the x plane. 
In DU symmetry, the SCF single configuration oc-
cupancy (all electron) is le'-6e', la' 1 -5a'1 , la, la, 
Ic" and all of these have a relationship to the molec-
ular orbitals (MOs) of benzene [9,34.35]. The mo-
lecular orbitals of lone-pair (LP) type in the (SCF) 
ground state transform as (a' +e') while the it MOs 
are (a +e"). Excited states will fall into two types, 
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valence and Rydberg, with the valence states arising 
from transitions from LP/7t to low-lying ir (ben-
zene-like le, here 2e") and c MOs. The linear 
combinations of MOs in D U for low-lying excita-
tions can be derived by consideration of the nir and 
7ryr processes occurring. 
The lone-pair (LPn) are 5a (n 1 +n+n3 =no ) and 
6e' (n 1 +n2 -2n3 =n,; n-n 1 =n1 ) with it MOs 
1a + Ic" (7r, +7r.). If coupling of other levels can be 
ignored at this stage (but see below) then the 6 D31 
states are given by 
(2) 
A'=itt'+it1it, 	 (3) 
E'=it,,t:+x.x; and ,t,it—,t.jr, 	 (4) 
(5) 
A'=n1it-n1x', 	 (6) 
E"=n,it+n1 it; and ti, 7t-n.ir;. 	(7) 
The-relationships of the mr states (le") 3 (2e")' to 
those of benzene are A =B 2 , A, and E'=E 1 
[22,23]. 
4. Theoretical results 
4.1. Comparison with other structural data 
Early investigation of 1 ,3,5-triazine by X-ray dif-
fraction showed the molecule to have DU  symmetry 
[36-38]. With this, and an assumed C-H bond length 
of 1.084 A, the moments of inertia from the rota-
tional Raman spectrum yield r0 (CN)= 1.338 A, 
LNCN=127°, LCNC=ll3 [39]. The results of 
combined electron diffraction (ED), IR/Raman 
studies and ab imtio force field calculations led to 
[40] an ri/ra . structure (also D30, CN 1.338 A, CH 
1.106 A, LCNC=1l3,9° and LHCN=1l6.9°, A 
number of other electronic structure calculations have 
produced DU structures in close agreement with the 
above results and in particular with LNCN exceed-
ing L CNC [41,42]. These and other computations 
will be referred to subsequently, but it is worth noting 
that split-valence ab initio calculations on the a and 
it cations show Jahn-Teller distortion of the ring 
structures away from Di b. Thus the adiabatic I'Ps  
could well refer to elongated molecules, where the 
equilateral triangles of 3C/3N are distorted to isos-
celes triangle [43] in the cations. 
The results of the present molecular total energies 
are compared with previous calculations [29,35,44.-
47] in table 2. In general, former work is restricted o 
SCF calculations, Some obvious differences [35,47] 
in DZ basis calculations which are not at equilibrium 
are apparent from table 2. Thus, the results in ref. 
[47] were obtained with the same basis  used jnthe 
present work but with short C-H bond lengths. This 
will have some effect upon the calculated ionisation 
energies [47]. The earlier study [35] used a rela-
tively short expansion of GTOs, with consequent im-
pact upon total energy. 
Perhaps because of the high symmetry, the struc-
ture of 1,3,5-triazjne has been studied at equilibrium 
with a number of basis sets (table 3). In general, the 
C-N bond length decreases with increase in basis set 
from 1.354A (STO-30) [43] to 1.318 A (6-31G) 
[29]. The experimental data seem quite clear that 
1.338A will fit both Ranian [40] and electron dif-
fraction [41] data. In all calculations, the internal 
bond angle is larger at C that at N. 
4.2. Assignment of the PES 
The most highly resolved PES of triazine is that of 
Frid.h et al. [6]. The 10-18 eV region can be de-
scribedintermsof5banth (A-E) (fig. 5).Themost 
extensive previous theoretical work is the TDA/GF 
study [47]. In comparisons with data in refs. [6,47] 
it should be noted that [ 6 ] uses the MO nomencla-
ture of pyridine (up to I 1a 1 7b2 2b 1 1a2 ) as well as 
the I ,3,5-iriazine D ib sequencing (eq. (8)) while ref. 
[47] uses a valence shell only numbering. Some 
identities are thus as foll ows: (i) 6e' (present, [6]), 
4e' [47], (1la 1 +7b) [6]; and (ii) 5a (present, 
[6]), 3a [47], 8a 1  [6]. The present results are ex-
pressed in terms of orbital occupancy in table 4 and 
are shown graphically in fig. 5. The best fit of the band 
A-D centroids (E lies beyond the GF limit) is given 
by the GF calculations. Preliminary results obtained 
by the SAC-CI method are also shown in fig. 5. The 
MRD-CI study shows the same phenomenon as our 
previous azne studies [2-4], namely, highly selec-
tive lowering of the IPs of LP (and a states generally) 
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Table 2 
Total energies by basis set for 1.3.5-triazine ground state 
Basis set 	 Method 	 Energy (au) 	Ref. 
DZ SCF(r) -278.56266 this work 
DZ CI(IMIR3Oe) -279.10819 this work 
DZ CASSCF(lOe) -278.68324 this work 
(15416 	nf.) 
DZ+R SC? -278.56443 this work 
(DZ+3s2p2d) Cl(I 1MIR 24e) -278.92368 this work 
TZVP SCF(r) -278.77460 this work 
CI (30e) -279.43670 this work 
(215177 	SF) 
STO-3G SCF(r) -275.13795 [44] 
3-210 SCF(r) -277.10111  
4-310 SCF(r) -278.2334  
DZ SC? -278.567  
DZ SCF -278.309 1351 
DZ SC? -278.48651 (47] 
6-310 SCF(r) -278.53526 [44] 
6-310 SC? -278.69285 (42] 
6-310 SCF(r) -278.70076 [44] 
6-310 MP2(r) -279.55806 [29] 
6-310' MP3(r,) -279.57013 [29] 
Table 3 
Comparison of equilibrium structures from ab initio calculations and experimental data 
Method 	 Ref. 	 Bond length (A) 	 Angle (deg) 
NCN 
CN 	 Cli 
SCF-DZ this work 1.3362 1.0788 123.749 
SCF-TZVP this work 1.3154 1.0739 125.459 
STO-3G [43] 1.354 1.091 126.4 
4-210 (43] 1.327 1.065 123.4 
4-210 (41) 1.332 1.067 123.9 
4-210 [41) 1.325 1.073 126.3 
6-310 [42] 1.353 1.091 126.4 
3-210 (48) 1.330 - 124.0 
6-310 (29) 1.318 
- 125.6 
ED [40] (re ) 1.338 1.106 126.1 
X-ray [37.38) 1.319 (1.00) 126.8 
Raman [39] 1.338 (1.084) 127.0 
W denotes electron diffraction. 
while the it slates are well reproduced. Thus ionisa-
tion from 6e', 5a and la are computed to be lower 
in EP than found experimentally. 
We also performed CASSCF calculations of the 
lowest 2E' and 2E" states. A subset of 10 electrons (9 
in ions) in 9 MOs was used, which yielded 2E' 10.428  
eV and 2E' 11.411 eV (2220 CSF for the ions). The 
wa'vefunctjons show some contamination of higher 
states relative to the immediate one-electron pro-
cesses and are shown in eqs. (8)-(11), where a" 
and "s" refer to antisvmmetric and symmetric c-type 
MOs, and terms with the same occupancy but differ- 
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1 	GF 	IDA 	SAC-CI 	C I 	- 	 1'SCE= Ia'1-5a'1 le'-6e' 1a la le", 	(8) 
PcAsscr 
- 	
=0.955,-0.235'P[ ( le') 2 (2e) 2 ) 
b ±:....... I 	 --- 	 —0.106[(1e)'(1e')'(2e)'(2e')') . 	(9) 
A 
The CASSCFX-E ground state:  
12 n-- 	'c..sscr=0.940W[(6e')3] 
L 	 +0.276'[(le") 3 (6e') 3 (2e") 3 ] 
- 	C 	 —0.l09(1e)2(6e')3(2e)2] . 	(10) 
—, 	
.-• D - 	The CASSCFX-E" ground state: 
Se 	 ....- 
16L 	 J !FcAsscp=O.949i'[(le")3] 
-L 
I- 
18 	 - 
Fig. 5. lonisation energies and cationic states of 1,3,5-triazjne 
comparison of computed data with an experimental spectrum 
(PES) taken from ref. (6]. GF is the Green's function, TDA the 
Tamm-Dancoffcajculatjons [47]. SAC-CI and CI - this work. 
Table 4 
Computed ionisation potentials (eV) with DZ basis set 
Energy (eV) 	Orbital occupancy 
9.877 (6e') 3 
11.731 (Ic") 3 
12.589 (5a, P 
13.341 (6e') 2 (2e")' 
14.036 
14.355 (6e') 2 (2e)' 
14.572 0e') 3 (6e') 3 (2e)' 
14.862 (le) 3 (6c') 3 (2e")' 
14.958 (Iafl' 
15.218 (1e) 3 (6e') 3 (2e 
15.294 OCT 
16.045 (5a)'(6') 3 (2e")' 
16.639 (1a)' 
16.715 (5a )'(6') 3 (2e)' 
17.617 ( le) 2 (2e)' 
em spin combinations have been gathered together. 
The CASSCF energies for 1 2E' and 1 E" are closer to 
experiment than the CI values. 
The SCF and CASSCF X 'A', ground state:  
—0.173'[(le) 1 (1e') 1 (2eZ)'] 
—0.11497[ ( le")'(2e) 2 
The present study confirms that the adiabatic IPs 
[6] at 10.01 (A), 11.69 (B) and 13.26 (C) eV (fig. 
5) are indeed I 2E', 1-2  E"  and 1 2A'1 states, respec-
tively. Furthermore, band D is clearly 1 2A" +2  2E' (if 
shake-up states are omitted from the terminology) 
but, as with ref. [47 , the order of states is uncertain. 
Band  is 1 2A'2 +2 2A,, again of uncertain order and, 
in agreement with ref. [ 6 ], the fine structure must be 
associated with 2 2A;. 
4.3. Calculated excised states and relation to 
experiment 	- 
4.3.1. Valence states 
Principal results for the MRD-CI studies are given 
in table 5 (DZ basis set, singlet and triplet states; 
DZ + R basis, singlet states only). 
For the 'xir states, the DZ basis set gives 'A 5.48 
eV (5.7 eV measured), 'A', 7.52 eV (6.86 eV mea-
sured) and 'E' 7.89 eV (7.76 eV measured). The state 
order is correct and the energies good for the first and 
third states. Addition of the Rydberg functions 
slightly increased the 'A state energy (5.59 eV), 
making it very close to the experimental value. How-
ever, the energies of the two higher states were low-
ered, that for 'E' excessively (to 7.25 eV) bringing it 
below the S, state (now 7.41 eV). Thus, it was dif-
ficuitto get the correct balance of valence and Ryd-
berg functions in these states. The basis set used 
seemed to exaggerate the Rydberg character of the E' 
state. Arguments were presented above for a valence 
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Table 5 
Excitation energies (eV) for tow-lying singlet ('S) and triplet ('T) stales of I.3.5-triazjne 
Open shells 	 Energy (eV) 
calculated experiment 





er A 4.237 4.139 3.439 4.58' 
A7 4.402 4.252 3.510 
E 4.459 4.030 3.656 3.83e1 
a ±ea 2 E 7.359 7.080 6.524 
7.885 7.840 
ee A 9.312 7.747 8.746 
E 9.471 8.282 
A 9.928 9.352 
(eb') 6(e)' A 10.075 9.396 
tar 
ee ki 5.481 5.595 5.206 57 bI 47 C) A, 7.522 7.406 4.523 6.86 b) 
E' 7.893 7.252 5.386 7.76 b) 5.52 
ae±ea E 9.2 10.032 8.161 8.65 
E' 11.601 10.617 
no. 
ePa; E' 10.026 9.568 
ee A 10.737 10.154 
10.739 9.201 
E' 10.763 10.531 






E ' 	xy) 
7.041 
7.861 
A", (,.ry) 8.582 
A (x) 7.502 	 7.97 E ' (x) 7.396 
ae±e'a A, (X) 8.433 
ee±ea E' 	xy) 8.627 
E (. xy) 9.537 
Xtr 
rita; E(s) 8.270 
E' (s) 9.457 
ene A(y.:) 8.786 	 8.90b) 
E(y.:) 9.736 
A (y. --) 9.658 
(Continued on next page) 
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Table 5 (continued) 
Type 	 DZ+R 	 Eperixnent 
no- 
e'na E (s) 6.599 6.92 bI 
E(s) 8.819 8.68 bl 
E(s) 9.430 
E'(x2 ) 8.130 8.16b) 
e'e±e'e' E(yz.y—: 2 ) 8.475 
A', (yz) 7.911 
A', (yz) 8.651 




ea E (x) 9.407 9.36 b) 
E'(x) 10.857 10.59 
ee±ee E'(xz,.xy) 10.448 
A!, (;=) 10.172 
This work. b1  Present VUV. 	Present EEL 	Ref. [5). 	Refs. [19,20). 
state underlying the Rydberg state transitions at 8.5-
9.2 eV (figs. 3b and 4(i)). We propose a xt ('E') 
assignment, calculated at 9.2 eV (DZ, table 5). 
For the Inir states, both basis sets predict three to 
lie near 4 eV excitation energy. Of these, only the 
'A component has non-zero oscillator strength. We 
assume this to be dominant in VUV absorption and 
so assign it to the 4.58 eV transition [ 5 ] and fig. 4; 
calculated values are 4.24 eV (DZ) and 4.14 eV 
(DZ+R). The extended basis set correctly predicts 
'E" to be lowest-lying of the I n7r states. Its measured 
origin is 3.827 eV which compares with calculated 
vertical excitation energies of 4.46 eV (DZ) and 4.03 
eV (DZ+R). The third (optically forbidden) state 
in this group, 'A( (calculated energy 4.40 eV (DZ) 
and 4.25 eV (DZ+R)), has not yet been located by 
experiment. A higher optically allowed (I A2" ) state is 
to be expected. Such a state was computed at 7.75 eV 
with the DZ+R basis, having been lowered dramat-
ically from the DZ value of 9.31 eV. This implies 
Rydberg character. As pointed out above, two rela-
tively sharp (and Rydberg-like) optical bands at 
7.187 and 7.213 eV (fig. 2a) appear not to belong to 
the nearby e'3s state and we now suggest that they 
arise from excitation of this fourth nn" state. 
Brinen and Goodman [10] have noted that, as well 
as the (e') 3 (e')' MO composition Leading to 
E" + A7 + A states, further interactions could per- 
turb these E" states. If we adopt the nomenclature of 
ref. [10], with the identities for the inner lone-pair 
level (5a, n0 ), the degenerate levels (6e', flh/fl(I)) 
and (le", xI/x(I)) then (unnormalised) states of 
each symmetry of the types shown could emerge as 
follows: 
, 	 (12) 
, 	 (13) 




First, we note that there was no evidence in the cal-
culated states (1A+lA7+ lE") of interactions with 
configurations derived from n0(5a) except. at a 
minute level. Second, a more substantial interaction 
occurs in 2E"/3E", namely a perturbation of the 
5a 2e" state by 6e'2a. Finally, the symmetry desig-
nations of ref. [10] A', A",, E" (eqs. (12)—(15)) do 
not follow those of eqs. (5)—(7), whereas the latter 
obey the standard conventions with the irreducible 
representations in D3h. It is interesting to note in 
81 We are grateful to Dr. K.P. Lawley for discussion on this point. 
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this context, that the inner pt-MO, la',, participates 
in similar interactions with 2a in the 2E' and 3E' 
states through the combinations (la2e")+ 
(1 e"2a). All of these interactions are mirrored in the 
singlet and triplet manifolds. 
In the triplet manifold, we calculate three 3n7r states 
to lie below S, and within 0.3 eV of each other. This 
is generally consistent with available experimental 
data. As discussed in section 2.2, it is not clear 
whether or not any of these contribute to the ob-
served electron energy-loss band at 3 e (fig. 4(iii)). 
Three 3itx states emerge at 4.53, 5.20 and 5.39 eV re-
spectively. From these, we assign the shoulder at 4.7 
eV in EEL and the maximum at 5.5 eV (fig. 4(iii)) 
to 3 t7t excitation. A third, relatively low-energy trip-
let state ( 3n7t, 3E") is calculated at 6.52 eV. This may 
contribute to near-threshold electron energy-loss at 
6.5 eV (fig. 4(i)). As pointed out above, from exper-
iment, triplet states appear to lie close to optically al-
lowed states and the present theoretical work sup-
ports this view. 
4.3.2. Rydberg states 
Calculated energies for singlet Rydberg states are 
listed in table 5. The computed value for the first of 
these, n3s (E"), is 6.6 eV which compares with a 
measured energy of 6.92 eV. The corresponding n4s 
state is calculated to lie at 8.82 eV, in reasonable 
agreement with the experimental estimate of 8.68 eV 
(ref. [6], and this work). 
Rydberg states of type e'3p (i.e. associated with 1P 1 , 
10.01 eV, (6e')) are expected, from quantum de-
fects, around 7.5 eV and hence obscured in the VUV 
by the strong mr absorption. The only such state to 
have been located by spectroscopy is that at 7.97 eV, 
assigned from the present optical data (fig. 2c). As 
seen in table 5, calculated energies which may be 
identified with states of this type are in reasonable 
agreement with expectation. The same is generally 
true for e3d states. The computed energy of an opti-
cally allowed component, 8.13 eV (table 5) agrees 
well with a proposed experimental energy, 8.16 eV 
(fig. 2c). However, a computed energy of 7.02 eV for 
an (e'3d) state of symmetry 'A (table 5) is low by 
more than I eV. 
Of the Rydberg states relating to I.P (11.69 eV, 
(1 
 
e") - ' ) only a few are optically allowed. As dis-
cussed above, a transition at 8.90 eV in the VUV 
spectrum (fig. 3b) has the mark of a Rydberg state  
e"3s, 'E" (computed energy 8.27 eV) but its inten-
sity is high for an optically forbidden process. On the 
other hand e'3p components ('Ar) are calculated 
to lie at 8.79 eV, close to the observed 8.90 eV energy. 
An allowed excitation, terminating in a ps-type or-
bital, is calculated at 9.41 eV which compares with 
an observed value of 9.36 eV (fig. 3a). 
5. Ground state electronic properties 
Present computed results are collected in table 6. 
Owing to the high symmetry of the molecule, few ex-
perimental data are available for comparison. In 
principle, we might expect data on second moments 
of the charge distribution to arise from microwave 
(MW) experiments on monodeutei'o- 1 ,3,5-triazjne, 
where the small dipole moment, as in monodeutero. 
benzene [48] should allow MW study. The magnetic 
shielding at the N nuclei is remarkably similar to that 
in pyrixnidine [2], where the N atoms also have a 
meta-orientation. The ' 4N nuclear quadrupole cou-
pling is 4.572 MHz with asymmetry parameter (,) 
0.443 [49]. It has generally been assumed that the 
three components X,,, ,',,, and which by definition 
have Ix ? Ix,,l IxI, have the orientation radial 
(R, pointing out from the ring centre), 7' (tangen-
tial) and 17 at N, with derived values of -4.572, 
+ 1.273 and + 3.299, respectively [50]. In other pa-
pers of this series [1-4], we have noted that the TZVP 
basis set yields a value of the ' 4N nuclear quadrupole 
coupling constant (QN) of 5.0111 MHz au [4]. 
The computed ' 4N nuclear quadrupole coupling con-
stants (SCF/CI) for the free molecule are -5.410/ 
-5228 (R), + 1.762/1.787 (7') and +3.684/ 
+3.441 MHz (17). As with the other azines [1-4], 
these values are higher in magnitude that the con-
densed phase (77 K) data [50], but the orientation 
of the R, 7', 17 components match the assumed set 
[50]. In the crystal, the molecules lie (stepwise) in 
parallel sheets with the shortest intermolecular con-
tam C-C3,3l and N-N3.17A [37]. Thus there is 
no intermolecular H bonding. 
In the absence of experimental information on any 
Of the second moments of the charge distribution or 
magnetic susceptibility, it seems appropriate to re-
view the changes as the benzene ring is modified by 
replacement of CH by N. The dianignetic suscepti-
bility (electronic term total) shows that the out-of- 
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Table 6 
Calculated One-electron properties for the ground state of 1.3.5-triazine at r from the TZVP basis set - atomic properties evaluated at 
the N C H nuclei, molecular properties at the centre of mass 
sCF Cl 
Atomic 	potential (esu cm ') 
at  -166.4894 -166.4905 
at  -132.7932 -132.9842 at  -9.7604 -9.7642 
magnetic shielding (ppm) 
at 	:2 -328.8991 -328.9508 
-336.2608 -336.1638 
X2 -311.6178 -311.6694 
at C 	: -265.3546 -265.7891 
y' -268.0480 -268.6142 
x2 -245.6829 -245.8024 
at 	: -35.6732 -35.6246 
-16.6571 -16.7088 X2 
-4.9332 -4.9525 
electric field (10' dyne esu 
at N z 0.0092 0.0089 
y 0.0053 0.0051 
at 	: -0.0013 -0.0017 
y -0.0008 -0.0010 
at 	z -0.0018 -0.0024 
y -0.0010 -0.0014 
force at nucleus (au) 
at N z 0.3741 0.3623 
y 0.2160 0.2092 
at 	z -0.0454 -0.0589 
y -0.0262 -0.0340 
at 	z -0.0106 -0.0141 
y -0.0061 -0.0081 
electric field gradient at '4N 
principal axis bi 	R 1.0796 1.0433 
T -0.3444 -0.3566 
17 -0.7352 -0.6867 
11 0.362 0.316 
electric field gradient at 
principal axis 	q 0.1575 0.1571 
B -0.3229 -0.3227 
17 0.1654 0.1656 
it 0.024 0.026 
(Continued on next page) 
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Table 6 (continued) 
sCF 	 CI 
Molecular 	quadrupole moment (esu cm-) 
2 (=y2) -0.4506 -0.5317 
X. 
0.9013 1.0634 
second moments (l0_ 16 	2) 
electronic 	.2  (=y2 ) -49.4951 -49.5347 
X2 -7.1192 -7.1109 
total 	%3 (=3,2 ) -7.3716 -7.4082 
-7.1192 -7.1104 
diaznnetic susceptibility (10-6 emu mol) 
electronic 	2 (=y2) -240.1902 -240.3085 
-419.9730 -420.2840 
total 	:2(=y2) -61.4781 -61.5964 
x2 -62.5488 -62.8598 
' For consistency with excited slate studies in the azines [1-4,9], the molecule lies in they: plane. 
b) R. Tend 17 correspond to principal axes pointing in a radial, tangential and x direction respectively. 
q and it correspond to in-plane and out-of-plane it components, while B refers to the component along the CH bond. 
plane component (x 2 ) is about 5% lower for each of 
the diazines relative to benzene or pyridine [1-4], 
and this trend is continued with a further 5% drop for 
1.3,5-triazine. The in-plane values decline in the same 
sequence but the effects are smaller. The experimen-
tal values for pyridine and benzene are similar [51]. 
The magnetic susceptibility anisotropy [52] has been 
used as a measure of aromatic character. It is defined 
as the difference between the out-of-plane and aver-
age of the in-plane values of magnetic susceptibility. 
In the present series, the values are little changed by 
CI being (X 10-6 emu mol) pyridine (-203), 
diazines (-191) and 1,3,5-triazine (-180) and 
supporting the contention that there is a lowering of 
aromatic character as CH is replaced by N and in 
contrast to ref. [29]. 
The second moments of the electronic charge dis-
tribution, also determined from MW spectroscopy in 
suitable cases, have long been known to be well rep-
resented by SCF calculated values [53]. The present 
series of TZVP basis set calculations, with and with-
out CL, show that the results are very accurate for 
pyridine [53.54], leading to confidence that those 
computed for the higher azines are of predictive value. 
The total values of the second moments (generally) 
include the nuclear components: since these are zero  
for the out-of-plane component (c 2 in MW, here x 2 ), 
it is not surprising that the X2 values are markedly 
smaller in magnitude. However, as CH is replaced by 
N in CMHNo_ A , the value of x 2 (in units of 10_ 16 
2)  shows a decline, thus -8.50 (n=6), -8.0 
(n=5), -7.6 (n=4),and -7.1 (n=3) [55]. 
In the special case of the molecular quadrupole 
moments, the sign of the out-of-plane value 
(<3x2 -r2 l), table 6) changes in the series, with 
values (in units of 10_26 esu cm2 ) - 8.95 (n=6), 
-5.0 (n=5), -2.5±0.3 (n=4), and +0.90 (n=3). 
6. Concluding remarks 
Excitation energies of the low-lying excited states 
of 1,3,5-triazine have been calculated to within 0.6 
eV for all, and to within 0.3 eV for most, relative to 
experimental vertical values. The largest discrepancy 
between computed and measured energies are for the 
second and third rir states. These results confirm that 
the three low-lying 'nx' states of 1.3,5-triazine all lie 
within the energy region spanned by the first optical 
absorption band. Within this group, the singlet-trip-
let splitting is about 0.5 eV (but the possibility of a 
3n7r state around 3 eV has arisen from the electron 
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impact experiments). The lowest 37M, state is in this 
same energy region. We have proposed spectral ener-
gies for a fourth low-lying 'nn' state (about 7.2 eV) 
as well as a fourth 'nr state (about 8.5 eV). 
The paucity of observed Rydberg-excited states is 
accounted for by the fact that only a few are optically 
allowed and, these, in general, lie in congested spec-
tral regions. 
The GF calculations lead to the best interpretation 
of the ionisation potentials, where MRD-C1 pro-
duces low IPs for n-type ionisations, as found previ-
ously for other azines. 
Of the ground state properties considered here, the 
' 4N nuclear quadrupole coupling is the only one to 
have been determined by experiment and is well re-
produced by the present calculations. Further exper-
imental work in this area is necessary. 
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