We review and modify the active set algorithm by Dümbgen et al. (2007 for nonparametric maximum-likelihood estimation of a log-concave density. This particular estimation problem is embedded into a more general framework including also the estimation of a log-convex tail inflation function as proposed by McCullagh and Polson (2012) .
Introduction
Let P be an unknown probability distribution on a real interval X with density f with respect to a given continuous measure M . Our goal is to estimate this density f from empirical data, summarized as a discrete distribution
with n ≥ 2 probability weights w 1 , . . . , w n > 0 and interior points x 1 < · · · < x n of X . A standard situation is that x 1 , . . . , x n are the order statistics of n i.i.d. random variables with distribution P and w i = 1/n. The present description with arbitrary weights w i > 0 covers also situations with N ≥ n raw observations from P which are recorded with rounding errors. Then x 1 , . . . , x n are the different recorded values, and w i is the relative frequency of x i in the sample.
We assume that the density f is of the form f (x) = f θ (x) := e θ (x) with an unknown function parameter θ : X → [−∞, ∞) in a given family Θ 1 . Then θ is estimated by a function θ ∈ arg max θ∈Θ 1 with the normalized log-likelihood
In the specific settings we have in mind, Θ 1 is a subset of a larger family Θ of functions θ : X → [−∞, ∞) all of which satisfy 0 < e θ dM ≤ ∞ and θ + c ∈ Θ for arbitrary real constants c. Namely, Θ 1 := θ ∈ Θ : e θ dM = 1 , so we may apply the Lagrange trick of Silverman (1982) and rewrite θ as
Note that L ≡ on Θ 1 . Moreover, for θ ∈ Θ with L(θ) > −∞ and c ∈ R,
Hence a maximizerθ of L over Θ with L(θ) > −∞ will automatically belong to Θ 1 and maximize over Θ 1 . On the other hand, if θ maximizes over Θ 1 , it also maximizes L over Θ. Note also that L(θ) > −∞ if, and only if, θ(x i ) ∈ R for 1 ≤ i ≤ n and e θ dM < ∞.
The remainder of this paper is organized as follows: In Section 2 the two specific estimation problems are described in more detail, and it is shown that under certain assumptions on M the maximizer θ exists and is unique. In Section 3 we describe a general active set method for the computation of θ. It is a modification of the active set method described by Dümbgen et al. (2007 and used in the R package 'logcondens' explained by Dümb-gen and Rufibach (2011) . The new version is more efficient in that all single Newton steps take constraints on θ into account. It is also similar to the support reduction algorithm of Groeneboom et al. (2008) . Two numerical examples illustrating the estimation method are given in Section 4. Section 5 provides proofs and technical details for the three specific applications, in particular the computation of θ → e θ dM and its partial derivatives.
The algorithms have been implemented in the statistical langage R (R Core Team, 2016) and are available from the authors.
2 Two and a half specific estimation problems 2.1 Setting 1: Log-concave densities As in Dümbgen et al. (2007 , M is Lebesgue measure on X , and Θ consists of all concave and upper semicontinuous functions θ : X → [−∞, ∞). Here L(θ) > −∞ if, and only if, θ(x 1 ), θ(x n ) ∈ R and e θ dM < ∞.
The following lemma has been proved by Walther (2002) , see also Dümbgen et al. (2007 or Cule et al. (2010) :
Lemma 2.1. In Setting 1, there exists a unique maximizer θ of L over Θ. More precisely, there exist m ≥ 2 points τ 1 < · · · < τ m in {x 1 , x 2 , . . . , x n } with τ 1 = x 1 , τ m = x n , and on each interval [τ j , τ j+1 ], 1 ≤ j < m, the function θ is linear (affine). Furthermore, θ ≡ −∞ on X \ [τ 1 , τ m ], and the slope θ (τ j +) = θ(τ j+1 ) − θ(τ j ) /(τ j+1 − τ j ) is strictly decreasing in j ∈ {1, . . . , m − 1}.
Let us fix arbitrary points τ 1 < · · · < τ m in {x 1 , . . . , x n } with τ 1 = x 1 and τ m = x n . Any function θ : R → [−∞, ∞) which is linear on each interval [τ j , τ j+1 ], 1 ≤ j < m, and satisfies θ ≡ −∞ of X \ [τ 1 , τ m ] is uniquely determined by the vector θ = (θ j ) 
This function L(τ , ·) on R m is twice continuously differentiable with negative definite Hessian matrix, see also Section 5.3.
Setting 2: Tail inflation
Motivated by McCullagh and Polson (2012) , let M be a given continuous probability measure P 0 on X with full support, i.e. P 0 (B) > 0 for any nonempty open set B ⊂ X . We assume that λ ∈ R :
Setting 2A
We consider an open interval X and the enlarged parameter space Θ := convex functions θ : X → R .
Note that for θ ∈ Θ, L(θ) > −∞ if, and only if, e θ(x) P 0 (dx) < ∞. In case of X = R,
Example 2.2 (Gaussian mixtures). Suppose we observe
with unknown parameters µ 1 , . . . , µ n ∈ R, σ 1 , . . . , σ n ≥ 1 and independent random variables ε 1 , . . . , ε n ∼ P 0 := N (0, 1). The marginal distribution
Obviously each θ i is a convex function, so the log-mixture density θ is convex, too, which can be deduced from Hölder's inequality or Artin's theorem, see Section D.4 of Marshall and Olkin (1979) .
Example 2.3 (Student distributions). Let P 0 = N (0, σ 2 ) and P = t k with σ, k > 0. Tedious but elementary calculations show that θ = log(dP/dP 0 ) is convex if, and only if,
Example 2.4 (Logistic distributions). Let P 0 = N (0, 1), and let P be the logistic distribution with scale parameter σ > 0, i.e. with lebesgue density p(x) = σ −1 (e x/σ + e −x/σ + 2) −1 . Here one can show that θ = log(dP/dP 0 ) is convex if, and only if, σ ≥ 2 −1/2 .
Lemma 2.5. In Setting 2A there exists a unique maximizer θ of L over Θ. Precisely, either θ is linear, or there exist m ∈ {1, . . . , n − 1} points τ 1 < · · · < τ m in [x 1 , x n ] \ {x 1 , . . . , x n } with the following properties:
and the sequence of slopes of θ on these m + 1 intervals is strictly increasing. Furthermore, each interval (x i , x i+1 ), 1 ≤ i < n, contains at most one point τ j .
Let us fix any vector τ with m ≥ 1 components τ 1 < · · · < τ m in (x 1 , x n ). Any function θ : X → R which is linear on the intervals X 0 , X 1 , . . . , X m specified in Lemma 2.5 is uniquely determined by the vector
In case of m = 1, the weightw 1 is just given byw 1 = 1.
: θ 0 > λ (P 0 ) and θ m+1 < λ r (P 0 ) it is twice continuously differentiable with negative definite Hessian matrix, see also Section 5.4.
Setting 2B
This setting is identical to Setting 2A, but now we consider the interval X = [0, ∞), and in addition to convexity we also require θ to be isotonic, i.e. non-decreasing: Θ := convex and isotonic functions θ : [0, ∞) → R .
McCullagh and Polson (2012) consider the specific case that P 0 is the chi-squared distribution with one degree of freedom. Their function parameter ρ corresponds to ρ = θ − θ(0), and their normalization constant M ρ is just e −θ(0) .
More generally suppose that P 0 is the gamma distribution Gamma(α, β) with shape parameter α > 0 and rate parameter β > 0, i.e. P 0 has Lebesgue density
Example 2.6 (Scale-mixtures of Gamma distributions). Suppose we observe
with independent random variables S 1 , . . . , S n ≥ 1 and G 1 , . . . , G n ∼ P 0 := Gamma(α, β) for given α, β > 0. Then the marginal distribution
Since φ(·, s) is linear for any s > 0, Hölder's inequality or Artin's theorem implies convexity of θ. Moreover, φ(·, s) is isotonic in case of s ≥ 1, so Q([1, ∞)) = 1 implies that θ is isotonic as well.
Lemma 2.7. In Setting 2B there exists a unique maximizer θ of L over Θ. Precisely, either θ ≡ 0, or there exist m ∈ {1, . . . , n − 1} points τ 1 < · · · < τ m in {0} ∪ [x 1 , x n ] \ {x 1 , . . . , x n } with the following properties:
and the slope θ (τ j +) is strictly positive and strictly increasing in j ∈ {1, . . . , m}. Furthermore, each interval (x i , x i+1 ), 1 ≤ i < n, contains at least one point τ j .
Note that the number m in Lemma 2.7 could be 1, meaning that θ is constant on [0, τ 1 ] and linear on [τ 1 , ∞) with slope θ (τ 1 +) ∈ (0, λ r (P 0 )).
Let us fix any vector τ with m ≥ 1 components 0 ≤ τ 1 < · · · < τ m < x n . Any function θ : [0, ∞) → R which is constant on [0, τ 1 ] and linear on the intervals X 1 , . . . , X m specified in Lemma 2.7 is uniquely determined by the vector
with the c.d.f. F 0 of P 0 , the parameters
and the weights
In case of m = 1, the weightw 1 is just given byw 1 = 1. 
in Setting 2B.
In Setting 2B we define θ (0 −) := 0, so a change of slope at 0 means that θ (0 +) = 0.
Let V be the linear space of all such functions θ. One particular basis is given by the functions
where
That means, dim(V) equals n in Setting 1 and ∞ in Settings 2A-B. Any θ ∈ V may be written as
with real coefficients α 0 , α 1 , β τ such that β τ = 0 for at most finitely many τ ∈ D. Note that
whence θ ∈ Θ if, and only if, β τ ≥ 0 for all τ ∈ D.
Characterization of θ. For θ, v ∈ V with L(θ) > −∞ we consider the directional derivative
Since L is strictly concave on V, a function θ ∈ V ∩ Θ with L(θ) > −∞ equals θ if, and only if, DL(θ, v) ≤ 0 for any v ∈ V such that θ + tv ∈ Θ for some t > 0.
Representing θ as in (4) and v analogously, one can easily verify that (5) is equivalent to saying that
where µ denotes the empirical mean
Local optimality. Requirements (6-8) can be interpreted as follows:
be the finite set of its "deactivated (equality) constraints". That means,
For an arbitrary finite set D ⊂ D we define Then requirements (6-8) are equivalent to saying that Xo ve
In other words, θ is "locally optimal" in the sense that
Checking global optimality. Requirement (9) is equivalent to
Thus a function θ ∈ V∩Θ with L(θ) > −∞ is equal to θ if, and only if, it is locally optimal in the sense of (10) and satisfies (11). As explained in Section 5.2, for computational efficiency and numerical accuracy it is advisable to replace the simple kink functions V τ with localized versions V τ,θ , but the general description of our methods is easier in terms of V τ .
Basic procedures
Our active set method involves a candidate function θ ∈ Θ ∩ V such that L(θ) > −∞ and a proposal θ new ∈ V satisfying the following two constraints:
That means, θ new need not be in Θ, but in case of θ = θ, replacing θ with a suitable convex combination of θ and θ new will yield a function in Θ with strictly larger value of L. If we represent θ and θ new as in (4) with coefficients α 0 , α 1 , β τ for θ and α 0,new , α 1,new , β τ,new for θ new , then (1 − t)θ + tθ new belonging to Θ for some t > 0 is equivalent to
Basic procedure 1: Two step size corrections and a normalization. Let (θ, θ new , δ) be a triplet with the properties above, where θ = θ, so δ > 0. Now we check whether θ new is really better than θ in terms of L. Precisely, we replace θ new with θ + 2 −n (θ new − θ) with n being the smallest nonnegative integer such that
In algorithmic language, as long as
After finitely many steps, the new triplet (θ, θ new , δ) will satisfy
Note also that property (12) remains valid under these modifications. For a theoretical justification of this step size correction we refer to Dümbgen (2017) .
It may happen that the proposal θ new is still outside Θ. In view of (12) we determine
Then we replace θ with the function
which belongs to Θ and has a strictly larger value of L than the original θ.
In addition we replace the new θ with θ − c with a constant c ∈ R such that f θ defines a probability density. This step will increase the value of L(θ) further, unless c = 0.
Here is pseudocode for basic procedure 1:
Note that in case of t o < 1, at least one point from the original set D(θ) will be removed. When implementing the second step size correction, however, one has to be careful that this really happens. Just replacing θ with (1 − t o )θ + t o θ new , recomputing the parameters β τ = ξ θ (τ +) − θ (τ −) and checking them for being nonzero could be misleading due to numerical errors. In our specific implementations we keep track of the set D(θ), and while computing t o for the second step size correction we also determine the new set D(θ) directly. Now we have to determine a new proposal θ new and the corresponding directional derivative δ.
Basic procedure 2: Obtaining
Restricted to the finite-dimensional space V D , the functional L is twice continuously differentiable with negative definite Hessian operator. Thus we may perform a standard Newton step to obtain a function θ new ∈ V D such that
with equality if, and only if,
In the pseudocode provided later, this procedure is written as
In general there is no guarantee that the proposal θ new is valid in the sense of (12), so we have to specify the choice of D. (12) is obvious.
Basic procedure 2b: Deactivating one constraint. Suppose that θ is already locally optimal, i.e. (10) holds true. In that case, θ = θ if, and only if, (11) 
Finding τ o explicitly will be discussed in more detail later. With such a point τ o we define
Moreover, θ new may be outside of Θ but will certainly satisfy (12). To verify that claim we write
Basic procedure 2': Obtaining θ new via a gradient method. Suppose that θ is already locally optimal, at least approximately, and let T o be a nonvoid finite subset of
Then we set
with coefficients λ τ > 0, for instance, λ τ = 1, and compute the corresponding directional derivative
One possible strategy for chosing T o is to split D into disjoint intervals by means of D(θ) and to determine one maximizer of τ → DL(θ, V τ ) on each of these intervals. Then T o comprises all such maximizers τ with strictly positive and sufficiently large value of DL(θ, V τ ). If we replace the V τ with localized functions V τ,θ as explained in Section 5.2, then the functions V τ,θ , τ ∈ T o , have disjoint supports, so a Newton-type choice of λ τ would be
Basic procedure 3: Finding local maxima of τ → DL(θ, V τ ). In basic procedures 2b or 2' we have to check whether θ ∈ Θ ∩ V with L(θ) > −∞ satisfies (11) and, if not, find
is strictly positive. In Setting 1 this is straightforward, because D is a finite set.
To find local maximizers of h θ on D in Settings 2A-B, we restrict our attention to functions θ which are locally optimal. In particular,
defines a probability measure on X . Now we write
Note that for any probability measure Q on R with |x| Q(dx) < ∞ and τ ∈ R,
defines a convex and non-increasing function H Q : R → [0, ∞) with derivatives
Hence h θ = H P − H P θ is a Lipschitz-continuous function on R with derivatives
where F and F θ denote the cumulative distribution functions of P and P θ , respectively. Note that F is constant on the intervals (−∞, x 1 ), [x 1 , x 2 ), . . . , [x n−1 , x n ), [x n , ∞) whereas F θ is continuous on R and strictly increasing on X . Consequently,
(ii) h θ is concave and non-increasing on (−∞, x 1 ], (iii) h θ is concave and non-decreasing on [x n , ∞) with lim τ →∞ h θ (τ ) = 0 > h θ (x n ). The limit in (iii) follows from dominated convergence together with the fact that (
The strict inequality for h θ (x n ) follows from P ((x n , ∞)) = 0 < P θ ((x n , ∞) ). Hence any τ with h θ (τ ) > 0 has to satisfy τ < x n .
In Setting 2A one may even conclude from local optimality of θ that (ii') h θ is concave and non-increasing on (−∞,
+ ( P − P θ )(dx). Consequently, it suffices to search for local maximizers of h θ on (x 1 , x n ).
In Setting 2B, (ii) implies that the maximizer of h θ on [0, x 1 ] is 0. Hence it suffices to search for local maximizers of h θ on {0} ∪ (x 1 , x n ).
If we want to maximize h = h θ on an interval [a, b] = [x i , x i+1 ] for some 1 ≤ i < n, we could proceed as follows: First we check whether h (a +) ≤ 0 or h (b −) ≥ 0. In these cases,
we determine the unique point τ ∈ (a, b) satisfying h θ (τ ) = 0, at least approximately.
In our specific examples for Settings 2A-B the latter task can be solved explicitly by means of the standard Gaussian or gamma quantile functions, see Sections 5.4 and 5.5. For other reference distributions P 0 the evaluation of h = h θ and h at single points may be more involved, for instance, requiring some numerical integration. To avoid evaluating h and h too many times, the following procedure returns for a given precision parameter δ o > 0 a point τ ∈ [a, b] and the value h(τ ) such that h(τ ) ≥ max x∈ [a,b] 
Complete algorithms
Finding a starting point θ. One possibility to determine a starting point θ is to activate all constraints initially and find an optimal function in V ∅ ⊂ Θ. In Settings 1 and 2A, we are then looking for a function θ(x) = κx − c( κ) with c(κ) := log Xo e κx M (dx), and κ ∈ R is the unique real number such that c ( κ) = µ. Note that κ is just a MLE for a one-parameter exponential family.
In Setting 2A, if P 0 = N (0, 1), then c(κ) = κ 2 /2, whence κ = µ. If instead P 0 = Gamma(α, β), then c(κ) = −α log((1 − κ/β) + ), so that κ = β − α/ µ.
In Setting 2B, activating all constraints would lead to the trivial space V ∅ = {0}. Alternatively, one could determine an optimal function in V {0} ∩ Θ. With κ as before, i.e. c ( κ) = µ, the optimal function θ is given by θ(
In all settings, we obtain a starting point θ ∈ Θ depending on µ only which is locally optimal.
Local search. An important building block of our algorithms is a local search procedure. Starting from a triplet (θ, θ new , δ) with the properties mentioned before and δ > 0, it iterates basic procedures 1 and 2a and returns a new function θ ∈ Θ ∩ V with strictly larger value of L(θ) which is locally optimal, at least approximately, and the new set D(θ) is a subset of the original set D(θ) ∪ D(θ new ):
Here δ 1 > 0 is a given small precision parameter.
A complete algorithm. One version of our algorithm is working with functions θ ∈ V ∩ Θ with L(θ) > −∞ which are locally optimal, at least approximately. Then we check condition (11). If there exists a point τ o ∈ D \ D(θ) such that DL(θ, V τo ) > δ 2 for a given small number δ 2 > 0, we run basic procedure 2b and then a local search. For that we have to implement an explicit version of basic procedure 3:
It should return a parameter τ o ∈ D and h o = DL(θ, V τo ). Precisely, in Setting 1, the parameter δ 2 is irrelevant, and τ o maximizes DL(θ, V τ ) over all τ ∈ D. The same is true in our special instances of Settings 2A-B. Otherwise we can guarantee that either
The complete algorithm reads as follows:
Concerning the choice of δ 2 > 0, note that an affine transformation x → a + bx of our data with b > 0 would result in new directional derivatives DL(θ, V τo ) which differ from the original values by this factor b. Hence in Setting 1 it makes sense to choose δ 2 > 0 to be a small constant times some scale parameter such as σ := n i=1 w i (x i − µ) 2 1/2 . In Settings 2A-B the parameter δ 2 should reflect the spread of the reference distribution P 0 .
An alternative start for Setting 1. Instead of activating all constraints initially we could start with the MLE θ of a Gaussian log-density up to an additive constant, i.e.
Next we fix a set D ⊂ D with #D = m(n) satisfying lim n→∞ m(n) = ∞ but lim n→∞ m(n)/n = 0. Then we replace θ 0 with the unique linear spline θ ∈ V D such that θ ≡ θ 0 on D ∪ {x 1 , x n } and normalize it via θ ← θ − log xn x 1 e θ(x) dx . Then we compute (θ new , δ) ← Newton(θ, D) and start a local search to obtain a locally optimal function θ ∈ Θ. All these steps would replace the very first line, θ ← Start( µ), in the procedure ActiveSetMLE above.
4 Numerical examples for Settings 2A-B Setting 2A. We simulated a random sample of size n = 400 from P = N (µ, σ 2 ) with mean µ = 0.5 and standard deviation σ = 1.25. With the reference distribution P 0 = N (0, 1), the corresponding log-density ratio equals θ(x) = log dP dP 0 (x) = 0.18x 2 + 0.32x − 0.08 − log 1.25.
The estimator θ turned out to have m = 8 knots τ j , and its computation required 68 Newton steps with 17 local searches, where we took δ 1 = 10 −10 /n and δ 2 = 10 −4 /n. Figure 1 depicts the function t → h(t) = DL( θ, V t ), where the knots τ j are indicated by vertical lines. As predicted by theory, h(t) ≤ 0 for all t with equality in case of t = τ j , 1 ≤ j ≤ m. Figure 2 depicts the true and estimated tail inflation functions θ and θ. Figure 3 shows the corresponding Lebesgue densities p 0 = φ, p = e θ p 0 and p = e θ p 0 .
Setting 2B. Using an acceptance rejection method, we simulated a random sample of size n = 400 from the distribution P defined by P (dx) := e θ(x) P 0 (dx), with P 0 = Gamma(1, 1), and where the corresponding log-density ratio equals θ(x) = log dP dP 0 (x) = 0.25x
and c ≈ 0.619 is the normalizing constant.
The estimator θ turned out to have m = 5 knots τ j and its computation required 40 Newton steps with 11 local searches, where we took δ 1 = 10 −10 /n and δ 2 = 10 −4 /n.
Figures 4, 5, 6 are analogous to the displays for Setting 2A, showing the directional derivatives h(τ ) = DL( θ, V τ ), the log-density ratios θ, θ, and the Lebesgue densities e θ p 0 , e θ p 0 , p 0 , respectively. Figure 6: Lebesgue densities p 0 (magenta), p = e θ p 0 (green) and p = e θ p 0 (black) for data example in Setting 2B.
Proofs and technical details

Proofs for Section 2
An essential ingredient for the proof of Lemmas 2.1, 2.5 and 2.7 is the following coercivity result for arbitrary measures M on X :
(ii.a) Suppose that the three numbers M ({x ∈ X :
x > x n }) are strictly positive. Then for convex functions θ : X → R,
(ii.b) Suppose that the two numbers M ([x 1 , x n ]) and M ({x ∈ X : x > x n }) are strictly positive. Then for convex and isotonic functions θ : X → R, As to part (i), concavity of θ implies that i(θ) = min θ(x 1 ), θ(x n ) . Hence
Consequently, it suffices to show that
By concavity of θ, for arbitrary x, y ∈ (x 1 , x n ) with θ(y) ≥ i(θ),
Thus for any ε ∈ (0, 1) there exists an interval of length ε(x n − x 1 ) on which
by assumption, these considerations show that
In case of ε < w o , the latter bound tends to −∞ as r(θ) → ∞.
As to part (ii.a), convexity of θ implies that either
and (14) θ
Hence with X := {x ∈ X : x < x 1 } and X r := {x ∈ X : x > x n }, (13) − log Xr e θ (xn +)(x−xn) dM − 1 in case of (14)
Hence these inequalities show that
Part (ii.b) is proved analogously:
Here (14) is always satisfied, so
Furthermore,
Proof of Lemmas 2.5 and 2.7. We first consider Setting 2A. For an arbitrary function θ ∈ Θ letθ
, and L(θ) ≥ L(θ) with equality if, and only ifθ ≡ θ. Thus we may restrict our attention to convex functions θ on X such that θ ≡ θ (x 1 +) on X ∩(−∞,
Consequently, the sequence (θ k ) k is uniformly bounded on [x 1 , x n ] and uniformly Lipschitz continuous on X . Hence we may apply the theorem of Arzela-Ascoli and replace (θ k ) k with a subsequence, if necessary, such that θ k → θ ∈ Θ pointwise on X and uniformly on any compact subinterval of
One can easily deduce from strict convexity of exp(·) that L is strictly concave on Θ. Hence there exists a unique maximizer θ of L over Θ.
andθ ≤ θ. Thus we may conclude that θ ≡θ, a function with at most n − 1 changes of slope, all of which are within (x 1 , x n ).
Suppose that θ changes slope at two points τ 1 < τ 2 but (τ 1 , τ 2 ) contains no observation x i . Then we could redefine
Finally, as argued in Section 3.1, θ satisfies the (in)equalities
But h(·) itself is continuous with one-sided derivatives
with the distribution functions F of P and F θ of P θ . If θ changes slope at some point τ , then it follows from
Hence τ cannot be an observation x i .
These arguments prove Lemma 2.5. The same arguments apply to Setting 2B without essential changes, because the functionsθ,θ and θ = lim k→∞ θ k above are automatically isotonic. The only difference, merely notational, is that in case of θ (0 +) > 0 we interpret 0 as a first knot τ 1 . Hence Lemma 2.7 is also true.
Localized kink functions
As mentioned at the end of Section 3.1, working with the kink functions V τ (x) = ξ(x − τ ) + may be computationally inefficient and numerically problematic. For instance, by means of local search we obtain functions θ satisfying (10) approximately, but not perfectly. As a result it may happen that DL(θ, V τ ) > 0 for some τ ∈ D(θ) although this contradicts (10). Furthermore, the support of V τ may contain several points σ ∈ D(θ), so the evaluation of DL(θ, V τ ) would involve several integrals of an affine function times a log-affine function with respect to P 0 . Hence we propose to replace the simple kink functions V τ in (11) with localized kink functions
Then we replace (11) with
Note that in case of (10), the two requirements (11) and (15) are equivalent, because then DL(θ, V τ,θ ) = DL(θ, V τ ). We do assume that P θ is a probability measure, even if (10) is not satisfied perfectly.
To simplify subsequent explicit formulae, let us introduce the following auxiliary functions: For real numbers a < b let
In addition we set j 01 (x; a, a) := j 10 (x; a, a) := 0. In Setting 1 let D(θ) ∪ {x 1 , x n } = {τ 1 , . . . , τ m } with m ≥ 2 points τ 1 < · · · < τ m in {x 1 , . . . , x n }. Then for τ j ≤ τ ≤ τ j+1 with 1 ≤ j < m, and τ 1 ∈ {0} ∪ (x 1 , x n ) in Setting 2B. For τ ≤ τ 1 we define
For τ j ≤ τ ≤ τ j+1 with 1 ≤ j < m we set
The latter two representations (18) and (19) follow from elementary considerations and will be useful later. Finally, for τ > τ m we define
Figure 8 illustrates these localized kink functions V τ,θ .
When searching for local maxima of
in case of D(θ) = {τ 1 , . . . , τ m } as above, one should treat the m+1 intervals (−∞, τ 1 ], [τ j , τ j+1 ] with 1 ≤ j < m and [τ m , ∞) separately, because h θ equals 0 but could be non-differentiable at points in D(θ). Hence one should look for maximizers of h θ on the n −1 intervals [x i , x i+1 ], 1 ≤ i < n , where x 1 < · · · < x n are the different elements of {x 1 , . . . , x n } ∪ {τ 1 , . . . , τ m }.
Now we provide explicit formulae for h θ and its one-sided derivatives. One can easily derive from (16) and (17) that for τ < τ 1 ,
and h θ (τ ) = (τ − τ 1 ) h θ (τ +) + j 10 (x; τ, τ 1 ) ( P − P θ )(dx) . For 1 ≤ j < m and τ j < τ < τ j+1 , equations (18) and (19) lead to
and
Finally, for τ > τ m , it follows from (20) and (21) that
The representation of h θ (τ ) in terms of h θ (τ +) is particularly convenient, because we'll evaluate h θ only at local maximizers, i.e. zeros of h θ .
Technical details for Setting 1
For real numbers x 1 < x 2 and a linear function θ on [x 1 , x 2 ], (
If |δ| is small or even 0, the formulae above get problematic. Here is a reasonable approximation for small values of |δ|: For integers a, b ≥ 0 let
and let U ab be a random variable with distribution Beta(a + 1, b + 1), so
.
as |r − s| → 0. Hence
Gradient vector and Hessian matrix of L(τ , θ) in (1). Recall that we consider a vector τ of m ≥ 2 points τ 1 < · · · < τ m with {x 1 , x n } ⊂ {τ 1 , . . . , τ m } ⊂ {x 1 , . . . , x n }, and in what follows, vectors θ, δ ∈ R m correspond to linear spline functions θ, δ : [x 1 , x n ] → R with knots τ 1 , . . . , τ m . For fixed τ and as a function of θ ∈ R m ,
has gradient vector ∇L(τ , θ) =: g(τ , θ) with components
and negative Hessian matrix −D 2 L(τ , θ) =: H(τ , θ) with components
Note also that
which explains why H(τ , θ) is positive definite.
Evaluating the directional derivative DL(θ, V τ,θ ). If θ ∈ V with {x 1 , x n }∪D(θ) having elements τ 1 < · · · < τ m , then for 1 ≤ j < m and τ j ≤ τ ≤ τ j+1 ,
Technical details for Setting 2A
We provide explicit formulae for the special case of P 0 = N (0, 1) with Lebesgue density φ and distribution function Φ.
The following formulae follow from tedious but elementary algebra, the essential ingredients being e θx φ(x) = e θ 2 /2 φ(x − θ) for x, θ ∈ R and φ(z) dz = C + Φ(z),
On the one hand, for a fixed number a ∈ R let
and explicit expressions for
are given by
Moreover,
On the other hand, for fixed real numbers a < b let
we may write
, and explicit expressions for For 1 ≤ j < m and τ ∈ (τ j , τ j+1 ),
h θ (τ +) = P ((τ j , τ ]) − j 10 (x; τ j , τ j+1 ) P (dx) + J 10 (θ j , θ j+1 ; τ j , τ j+1 ) − J(θ j , θ * ; τ j , τ ), h θ (τ ) = (τ − τ j ) h θ (τ +) + J 01 (θ j , θ * ; τ j , τ ) − 1 [τ j <x≤τ ] (x − τ j ) P (dx), where
Finally, for τ > τ m , h θ (τ +) = K(θ * , θ m+1 ; τ ) − P ((τ, ∞)), If τ is restricted to some interval I not containing any observations x i or knots τ j , the latter expressions for h θ (τ +) are constant in τ except for one term K(θ * , −θ 0 ; −τ ), J(θ j , θ * ; τ j , τ ) or K(θ * , θ m+1 ; τ ). Hence finding τ such that h θ (τ +) = 0 leads to equations of the following type: For given real numbers θ 0 , θ 1 , τ 0 and c, find τ ∈ R such that K θ 0 + θ 1 (τ − τ 0 ), ±θ 1 ; ±τ
J θ 0 , θ 0 + θ 1 (τ − τ 0 ); τ 0 , τ
and check whether τ ∈ I. Since K θ 0 + θ 1 (τ − τ 0 ), ±θ 1 ; ±τ = e θ 0 −θ 1 τ 0 +θ 2 1 /2 Φ(∓(τ − θ 1 )), the unique solution of (22) 
Technical details for Setting 2B
We provide explicit formulae for the special case of P 0 being a gamma distribution with shape parameter α > 0 and rate parameter β = 1, i.e. P 0 has density p 0 (x) = Γ(α) −1 x α−1 e −x , x > 0.
Note that the case of a gamma distribution with rate parameter β = 1 may be reduced to the present setting by multiplying all observations with β, then estimating the function θ by θ temp and finally setting θ(x) := θ temp (x/β).
On the other hand, for fixed numbers 0 ≤ a < b < ∞ let Value, gradient vector and Hessian matrix for L(τ , ·) in (3). With the previous auxiliary functions we may write
J(θ j , θ j+1 ; τ j , τ j+1 ) − K(θ m , θ m+1 ; τ m ) + 1.
In case of m ≥ 2, the gradient g(τ , θ) = (g j (τ , θ)) m+1 j=1 of L(τ , ·) equals
