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ON THE POINTWISE IMPLEMENTATION OF
NEAR-ACTIONS
ASGER TO¨RNQUIST
Abstract. We show that the continuum hypothesis implies that every
measure preserving near-action of a group on a standard Borel prob-
ability space (X,µ) has a pointwise implementation by Borel measure
preserving automorphisms.
1. Introduction
(A) Let (X,µ) be a standard non-atomic Borel probability space. A Borel
bijection f : X → X is measure preserving (m.p.) if for all Borel A ⊆ X,
µ(f−1(A)) = µ(A). In this paper the group of measure preserving Borel
bijections on (X,µ) will be denoted Gmp(X,µ). Let
Imp(X,µ) = {f ∈ Gmp(X,µ) : f(x) = x a.e.},
that is, Imp(X,µ) is the (normal) subgroup of all those measure preserving
bijections that fix all but a null set of points in X. The cosets in
Gmp(X,µ)/I(X,µ)
are usually called measure preserving transformations, and they form a
group denoted Aut(X,µ). The group Aut(X,µ) is a Polish group when
equipped with the weak topology, i.e. the topology it inherits when natu-
rally identified with a subgroup of the unitary group of L2(X,µ), see [9]. We
will denote by ϕ¯ the canonical homomorphism of Gmp(X,µ) onto Aut(X,µ).
The present paper is concerned with the following fundamental question:
Question 1.1 (“The lifting problem for Aut(X,µ)”). Is it possible to find
a homomorphisms h : Aut(X,µ) → Gmp(X,µ) such that ϕ¯ ◦ h(T ) = T
for all measure preserving transformations T ? That is, does the identity
automorphism Id : Aut(X,µ)→ Aut(X,µ) “split”,
Id : Aut(X,µ)
h
−→ Gmp(X,µ)
ϕ¯
−→ Aut(X,µ).
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We will call such a map h a (homomorphic) lifting of the identity auto-
morphism on Aut(X,µ). Our main result is:
Theorem 1.2. Assume that the Continuum Hypothesis, CH, holds. Then
the identity automorphism Id : Aut(X,µ) → Aut(X,µ) splits, that is, there
is a homomorphic lifting h : Aut(X,µ)→ Gmp(X,µ) such that ϕ¯ ◦ h = Id.
(B) The motivation behind Question 1.1 comes from ergodic theory,
where the group Aut(X,µ) is of fundamental interest. In the study of
measure preserving dynamical systems, an important distinction is made
between spatial actions on the one hand, and near-actions on the other
hand. A spatial measure preserving action of a group G is simply an action
ρ : G × X → X of G on X (sometimes written ρ : G y X) in the usual
sense, that additionally preserves the measure, i.e. for all Borel B ⊆ X we
have
µ(B) = µ(ρ(g)(B)).
Here it is part of our assumption on ρ that µ(ρ(g)(B)) is µ-measurable for
each g ∈ G and Borel B ⊆ X. If we additionally assume that ρ(g, ·) :
x 7→ ρ(g, x) is a Borel function for each g ∈ G (that is, ρ corresponds to a
homomorphism of G into Gmp(X,µ)), then we will call ρ a spatial action by
(measure preserving) Borel automorphisms.
In most cases of interest G will be a Polish group, or at least a topological
group, in which case it may be natural to further require that ρ : G×X → X
be Borel. We call such an action ρ a Borel spatial action (following the
conventions of [7].)
On the other hand, a near-action of G is a map η : G×X → X such that
(1) If e ∈ G is the identity element then η(e)(x) = x for almost all x.
(2) For all g, h ∈ G, η(gh)(x) = η(g)(η(h)(x)) for almost all x.
(3) For all Borel B ⊆ X and g ∈ G, µ(B) = µ(η(g)(B)).
Again, it is part of the definition of a near-action that η(g)(B)) is measurable
for all g ∈ G. If G is a topological group we call η a measure preserving
Borel near-action if η is Borel as a function η : G×X → X.
The above notions of spatial action and near-action and the related con-
cepts may be generalized to their measure class preserving counterparts in
the obvious way.
There is a direct correspondence between the near-actions of a group G
and the homomorphisms of G into Aut(X,µ): Each element of g ∈ G de-
fines through x 7→ η(g)(x) a measurable m.p. bijection almost everywhere,
and thus an element of Tg ∈ Aut(X,µ). Condition (2) of the definition of a
near-action ensures that g 7→ Tg is a homomorphism, which is uniquely de-
termined by η. If on the other hand f : G→ Aut(X,µ) is a homomorphism,
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we obtain a near-action of G by picking a representative in Gmp(X,µ) for
f(g), for each g ∈ G. There are of course many near-actions corresponding
to f .
If η : G × X → X is a near-action, we call a (Borel) spatial action
ρ : G×X → X a (Borel) spatial model of η if
η(g, x) = ρ(g, x) µ a.e. x.
The relationship between homomorphisms and liftings on the one hand,
and near-actions and Borel spatial models on the other hand is clear: If
η : G × X → X is a near-action, and f : G → Aut(X,µ) is the corre-
sponding homomorphism, then η has a spatial model if and only if there is
a homomorphism h : G→ Gmp(X,µ) such that
ϕ¯ ◦ h = f.
Thus similarly to Question 1.1 we may ask:
Question 1.3. If η : G×X → X is a m.p. near-action of a group G, does
η have a spatial model ρ acting by Borel automorphisms?
If above we require that η is a Borel near-action, and ask for a Borel
spatial model, this is a well-studied question which has a negative solution
in general: It was shown by Glasner, Tsirelson and Weiss [7] that there
are Polish groups which do not admit any non-trivial m.p. Borel spatial
actions. A particular instance of this is the group Aut(X,µ) itself, but
Glasner, Tsirelson and Weiss’ results encompass all so-called Levy groups,
see [7] and [8]. On the other hand, a classical theorem of Mackey [13] shows
that if G is a locally compact group, then any Borel m.p. near-action of G
has a Borel spatial model. This result was recently extended by Kwiatkowska
and Solecki [12] to apply to all isometry groups of locally compact metric
spaces.
However, in sharp contrast to the Glasner-Tsirelson-Weiss result, we will
show the following:
Theorem 1.4. Suppose G is a group of cardinality at most ℵ1. Then every
m.p. near-action of G on a standard Borel probability space (X,µ) has a
spatial model which acts by Borel m.p. automorphisms. Equivalently, if
f : G → Aut(X,µ) is a homomorphism, then there is a homomorphism
h : G→ Gmp(X,µ) such that ϕ¯ ◦ h = f . In particular, if CH holds then all
m.p. near-actions have a spatial model acting by m.p. Borel automorphisms.
Of course, Theorem 1.2 is a direct consequence of Theorem 1.4. Theorem
1.4 holds more generally for measure class preserving near-actions, see (C)
below.
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It is natural to also consider the easier question of simply having a (mea-
surable) spatial model of a near-action. Here it turns out that CH can be
replaced with Martin’s Axiom:
Theorem 1.5. Assume that Martin’s Axiom, MA, holds. Then every m.p.
near-action on a standard Borel probability space has a spatial model.
(C) After reading a note circulated by this author early in the summer
of 2009 and containing the proof of Theorem 1.2, David Fremlin was kind
enough to point out to the author that his proof shows something much
more general than Theorem 1.2.
Indeed, let X be a standard Borel space, and let B(X) denote the σ-
algebra of Borel sets on X. Let J be an ideal in B(X). Then define G(X,J )
to be the group consisting of those Borel bijections f : X → X such that
f−1(B) ∈ J if and only if B ∈ J , for all B ∈ J . Then we may form the
group
I(X,J ) = {f ∈ G(X,J ) : {x ∈ X : f(x) 6= x} ∈ J }.
Clearly I(X,J ) is a normal subgroup of G(X,J ), and so we may consider
the quotient group
Aut(X,J ) = G(X,J )/I(X,J ).
Denote by ϕJ : G(X,J ) → Aut(X,J ) the corresponding homomorphism
with kernel I(X,J ). Then Theorem 1.4 has the following generalization:
Theorem 1.6. Suppose J is a σ-ideal in B(X) such that there is at least
one uncountable Borel set B ∈ J . Then if G ≤ Aut(X,J ) is any subgroup
at most of cardinality ℵ1, then there is a homomorphism h : G → G(X,J )
such that ϕJ ◦ h = IdG.
If we take J to be the σ-ideal of µ-null sets of some standard Borel
probability measure on X, then we obtain the obvious generalization of
Theorem 1.4 to measure class preserving near actions and spatial actions.
Another case of interest where Theorem 1.6 applies is if we take X to be a
Polish space, and let J be the ideal of meagre sets.
(D) Question 1.1 belongs to a line of set theoretic research into quotient
structures and their homomorphisms. It is most closely related to the lifting
problem for the measure algebra: Recall that if B(X) is the set of Borel
subsets of some standard Borel probability space (X,µ), and I(X) is the
ideal of µ null sets in B(X), then
MALG(X,µ) = B(X)/I(X).
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Let ϕ˜ : B(X) → MALG(X,µ) be the canonical boolean algebra homomor-
phism with kernel I(X). It was shown by von Neumann and Stone in [21]
that under CH there is a boolean algebra homomorphism h : MALG(X,µ)→
B(X) (a “lifting”) such that ϕ˜ ◦ h is the identity on MALG(X,µ), i.e that
the identity homomorphism Id : MALG(X,µ) → MALG(X,µ) ‘splits’ over
ϕ˜. Later Shelah famously showed in [17] that it is consistent with ZFC
and 2ℵ0 = ℵ2 that Id : MALG(X,µ) → MALG(X,µ) does not split. On
the other hand, Carlson, Frankiewicz and Zbierski showed in [1] that it is
consistent with 2ℵ0 = ℵ2 that there is a lifting.
There has been many other interesting results regarding the structure of
quotient objects, perhaps the most well-known being the structure of the
automorphisms of the boolean algebra P(ω)/FIN, see [18], [19], [20], [2]
and [3]. Some remarkable recent results regarding the similar problem for
the automorphisms of the Calkin Algebra C(H) = B(H)/K(H), where H
is an infinite dimensional separable Hilbert space and K(H) is the ideal of
compact operators in the C∗ algebra of all bounded operators B(H), has
been achieved by Phillips and Weaver [16], and by Ilijas Farah in [4].
The results quoted above regarding the lifting problem for MALG(X,µ)
suggest several similar problems for the lifting problem for Aut(X,µ). In
the last section of this paper we discuss these and other open problems that
promise to be quite interesting for future research.
(E) The paper is organized into four sections, including the introduction.
§2 is dedicated to the proof of Theorem 1.6. In §3 we prove Theorem 1.5,
that assuming Martin’s Axiom there is a Lebesgue measurable lifting of
Aut(X,µ). Finally, in §4 we discuss several open questions related to the
theme of this paper.
Acknowledgements. I would like to thank David Fremlin for carefully
reading a very preliminary version of this paper, and for pointing out the
right generality in which the main theorem should be stated. I would also
like to thank Katherine Thompson for many useful discussions about the
ideas for this paper.
2. Proof of the main theorem
In this section we will prove Theorem 1.6, from which Theorems 1.2 and
1.4 follow. We fix once and for all a standard Borel space X and a σ-ideal J
in B(X). Denote by co(J ) the filter of all Z ∈ B(X) such that X \ Z ∈ J .
Recall that ϕJ : G(X,J )→ Aut(X,J ) denotes the canonical epimorphism
with kernel I(X,J
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The proof of Theorem 1.6 requires several lemmata. As a point of depar-
ture let us note the following easy fact:
Lemma 2.1. Let H < Aut(X,J ) be a countable group, and let T0 ∈
Aut(X,J ) \ H. Suppose ρ : H × X → X is an action by Borel auto-
morphisms such that ϕJ (ρ(T, ·)) = T for all T ∈ H. If ϕJ (θ0) = T0 then
there is Borel set Z ⊆ X such that Z ∈ co(J ), Z is invariant under ρ and
θ0, and there is an action ρ˜ : 〈H ∪{T0}〉×Z → Z such that ρ˜(T0, ·) = θ0 ↾ Z
and ρ˜ ↾ H × Z = ρ ↾ H × Z.
Proof. Let Z be the set of all x ∈ X such that for all n1, . . . , nk ∈ {−1, 1},
n0, nk+1 ∈ {−1, 0, 1} and γ1, . . . , γk ∈ H it holds that if
T n00 γ1T
n1
0 · · · γkT
nk+1
0 = Id
then
θn00 ρ(γ1, ·)θ
n1
0 · · · ρ(γk, ·)θ
nk+1
0 (x) = x.
Clearly Z is Borel, Z ∈ co(J ) and Z is invariant under ρ and θ0. For z ∈ Z
and T ∈ 〈H ∪ {T0}〉 write T = T
n0
0 γ1T
n1
0 · · · γkT
nk+1
0 , with γ1, . . . , γk ∈ H,
and define
ρ˜(T, z) = θn00 ρ(γ1, ·)θ
n1
0 · · · ρ(γk, ·)θ
nk+1
0 (z).
If T = T
n′0
0 γ
′
1T
n′1
0 · · · γ
′
lT
n′
l+1
0 is another representation of T of this form then
by the definition of Z we must have
ρ˜(T, z) = θ
n′0
0 ρ(γ
′
1, ·)θ
n′1
0 · · · ρ(γ
′
l , ·)θ
n′
l+1
0 (z).
Thus ρ˜ is well-defined on Z. Clearly ρ˜ is a 〈H ∪ {T0}〉-action by Borel
bijections such that ρ˜(T0, ·) = θ0 ↾ Z and ρ˜ ↾ H × Z = ρ ↾ H × Z. 
If the conclusion of Lemma 2.1 was always true for Z = X and for some θ0
with ϕJ (θ0) = T0, then Theorem 1.6 would follow from an easy transfinite
induction. However, we certainly cannot expect to have Lemma 2.1 with
Z = X for just any θ0 with ϕJ (θ0) = T0 if we proceed na¨ıvely, loosely
speaking since the action of H might behave very differently on some J set
than on a given co(J ) set.
We will prove a Lemma that shows that under certain conditions, there
is always some θ0 with ϕJ (θ0) = T0 that satisfies Lemma 2.1 with Z = X.
First we need to recall the notion of a (Bernoulli) shift action, and a Lemma
regarding their universality among Borel actions of countable groups. If
H ≤ G are countable groups and X is a standard Borel space, recall that a
Borel action β : H y XG is defined by
(β(h)(x))(g) = x(h−1g)
for h ∈ H and g ∈ G.
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Lemma 2.2 (Folklore). Let H ≤ G be countable groups and let X = 2N =
{0, 1}N be Cantor space. Then the shift action β : H y XG has the following
universality property: If Y is a standard Borel space and σ : H y Y is a
Borel action of H on Y , then there is a Borel injection ψ : Y → XG such
that for all h ∈ H,
ψ(σ(h)(x)) = β(h)(ψ(x)),
i.e., ψ conjugates the actions σ and β|ψ(Y ).
Proof. It is easy to see that β : H y XG = (2N)G is conjugate (via a Borel
map) to β′ : H y XH , so we may assume that H = G. Let (Bn)n∈N be a
sequence of Borel sets that separate the points if Y . Define ψ : Y → XH by
ψ(x)(h)(n) =
{
1 if σ(h−1)(x) ∈ Bn
0 otherwise.
Then
ψ(σ(g)(x))(h)(n) = 1 ⇐⇒ σ(h−1g)(x) ∈ Bn ⇐⇒
ψ(x)(g−1h)(n) = 1 ⇐⇒ β(g)(ψ(x))(h)(n) = 1,
which shows that ψ conjugates the σ and β actions. Finally, since (Bn)
separates points ψ is 1-1. 
We now have the following strong version of Lemma 2.1, which will play
a key role in our construction:
Lemma 2.3 (“Rearrangement”). Let H ≤ G be countable groups, and sup-
pose there are countable groups Gi, i ∈ N, such that G ≤ Gi for all i. Let
X be a standard Borel space which is partitioned into Borel pieces,
X = X0 ⊔
⊔
i∈N
(2N)Gi ,
that is, X is the disjoint union of X0 and (2
N)Gi , i ∈ N, X0 is Borel, and
(2N)Gi carries its usual Borel structure for all i ∈ N. Suppose ρ : H y X is
a Borel action of H such that
ρ ↾ H × (2N)Gi
is the shift action. Then there is a Borel action ρˆ : G y X such that
ρˆ ↾ H ×X = ρ.
Proof. For convenience, let Xi = (2
N)Gi , so that X =
⊔
i≥0Xi. Note that
by definition, X0 is ρ-invariant. Thus by Lemma 2.2 we may find Borel
injections ψi : X0 → (2
N)Gi , i ≥ 1, such that ψi conjugates ρ ↾ X0 and
ρ ↾ ψi(X0). We let ψ0 : X0 → X0 be ψ0(x) = x. Now let
Z0 = X0 ⊔ (X1 \ ψ1(X0)),
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and for i ≥ 1 let
Zi = (Xi+1 \ (ψi+1(X0))) ⊔ ψi(X0).
Then each Zi is ρ-invariant, and the functions
ψ¯i : Zi → Xi+1 : x 7→
{
ψi+1ψ
−1
i (x) if x ∈ ψi(X0)
x otherwise.
defines a bijection between Zi and Xi+1, i ≥ 0. Moreover, ψ¯i conjugates
the actions ρ ↾ Zi and ρ ↾ Xi+1. Now for i ≥ 1 let βi : G × Xi → Xi be
the Bernoulli shift action of G. For each i ≥ 0 we may define a G-action
ρˆi : G× Zi → Zi by
ρˆi(γ, x) = ψ¯
−1
i (βi(γ, ψ¯i(x))).
Since βi ↾ H × Xi = ρ ↾ H × Xi and ψ¯i conjugates the actions ρ ↾ Zi and
ρ ↾ Xi+1, we have that ρˆi ↾ H × Zi = ρ ↾ H × Zi. Thus if we let
ρˆ =
⋃
i∈N
ρˆi,
then ρˆ is a Borel G-action as required. 
2.1. The master actions. Fix a group H ≤ Aut(X,J ) of cardinality ℵ1.
Let (Tα : α < ω1) be an enumeration of H. For α < ω1 define
Hα = 〈Tβ : β < α〉,
i.e., Hα is the subgroup generated by all Tβ, β < α. By definition we let
H0 = {I}, the subgroup containing only the identity in Aut(X,J ).
We now describe a natural Polish space Sα of countable groups contain-
ing a copy of Hα, and with a sequence of designated elements that will
correspond to the Tβ , β < α.
If x ∈ 2N×N, write Rx for the relation
mRxn ⇐⇒ x(m,n) = 1.
We let
LO = {x ∈ 2N×N : Rx is a (strict) linear ordering}.
Elements of LO will usually be denoted by <∗ or something similar, and
we will write m <∗ n to indicate what should more correctly be written
mR<∗n. Moreover, we will write m ≤
∗ n if m <∗ n or m = n. Let GP
denote the set of all groups with underlying set N, i.e.
GP = {(f, g, e) ∈ NN×N × NN ×N :
(∀i, j, k ∈ N)(f(f(i, j), k) = f(i, f(j, k)))∧
(∀i ∈ N)f(i, e) = f(e, i) = i ∧ (∀i)f(i, g(i)) = e}.
ON THE POINTWISE IMPLEMENTATION OF NEAR-ACTIONS 9
Again, it is notationally convenient to denote an element in GP by G, and
refer to the multiplication in G by ·G, the inverse by
−1, and the identity
element by eG.
For α < ω1 let
Aα = {(<
∗, n) ∈ LO×N : ({k ∈ N : k <∗ n}, <∗) ≃ α},
that is, (<∗, n) ∈ Aα if and only if the initial segment {k : k <∗ n} is order
isomorphic to the ordinal α.
Lemma 2.4. The set Aα is Borel for all α < ω1.
Proof. By induction on α. If α = β + 1 then
Aα = {(<
∗, n) ∈ LO×N :(∃m)((<∗,m) ∈ Aβ∧
(∀k)k <∗ n =⇒ k ≤∗ m)}.
If α is a limit, fix βi < α, i ∈ N such that supi∈N βi = α. Then
Aα = {(<
∗, n) ∈ LO×N : (∀i)(∃m)(<∗,m) ∈ Aβi∧
(∀k)k <∗ n =⇒ (∃i)(∃l)(<∗, l) ∈ Aβi ∧ k <
∗ l}.

Definition. For α < ω1 we define Sα ⊆ LO×GP to consists of all
(<∗, G) ∈ LO×GP such that
(i) For some n ∈ N, (<∗, n) ∈ Aα;
(ii) There is a monomorphism ϕ : Hα → G such that (<
∗, ϕ(Tβ)) ∈ Aβ for
all β < α.
Lemma 2.5. The set Sα is Borel for all α < ω1.
Proof. We claim that (<∗, G) satisfies (i) and (ii) is equivalent to the state-
ment: There is n ∈ N such that
(i′) (<∗, n) ∈ Aα,
(ii′) For all β0, . . . βl < α, n0, . . . , nl ∈ {−1, 1} and m0, . . . ml ∈ N it holds
that
(a) T n0β0 T
n1
β1
· · ·T nlβl = I ∧ (∀i ≤ l)(<
∗,mi) ∈ Aβi =⇒
mn00 ·G m
n1
1 · · ·m
nl
l = eG
and
(b) T n0β0 T
n1
β1
· · ·T nlβl 6= I ∧ (∀i ≤ l)(<
∗,mi) ∈ Aβi =⇒
mn00 ·G m
n1
1 · · ·m
nl
l 6= eG.
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It is clear that (i) and (ii) imply (i′) and (ii′), and that (i′) and (ii′) are
Borel conditions. To show (i′) and (ii′) imply (i) and (ii), it suffices to show
that if (<∗, G) satisfies (i′) and (ii′), then the map ϕ : Hα → G given by
ϕ(x) = mn00 ·G m
n1
1 · · ·m
nl
l ⇐⇒
x = T n0β0 T
n1
β1
· · ·T nlβl ∧ (∀i ≤ l)(<
∗,m0) ∈ Aβi .
defines a monomorphism with ϕ(Tβ) = m if and only if (< ∗,m) ∈ Aβ. That
ϕ is a well-defined function follows easily from (a). If ϕ(x) = eG and
x = T n0β0 T
n1
β1
· · ·T nlβl ,
then x = I follows from (b). Thus is ϕ is a monomorphism as required. 
Remark. For (<∗, G) ∈ Sα, the unique monomorphism ϕ : Hα → G satis-
fying (ii) in the definition of Sα will be called the canonical monomorphism
Hα → G.
Definition. For α < ω1, the α’th master action σα : Hα yMα is defined
by
(1) Mα = Sα × (2N)N;
(2) For β < ω1,
σα(Tβ)(<
∗
0, G0, x) = (<
∗
1, G1, y) ⇐⇒
<∗0=<
∗
1 ∧G0 = G1∧
(∀m)((<∗0,m) ∈ Aβ =⇒ (∀n)y(n) = x(m
−1 ·G0 n)).
Note that σα ↾ {(<
∗, G)} × (2N)N is isomorphic to the shift-action of Hα on
(2N)N, when Hα is identified canonically with its image under the canonical
monomorphism ϕ : Hα → G, and G is identified with its underlying set N.
So we think of (2N)N as (2N)G and think of σα|{(<
∗, G)}× (2N)N as the shift
action Hα y (2
N)G for each (<∗, G) ∈ Sα. It is clear that condition (2) of
the definition of σα defines the action uniquely since the Tβ, β < α generate
Hα. Moreover, σα(Tβ) is a Borel automorphism of Mα for each β < α, and
so σα defines a Borel action of Hα on Mα. Finally note that if β < α then
Mα ⊆Mβ and that for the actions σα, σβ we have
σα ↾ Hβ ×Mα = σβ ↾ Hβ ×Mα,
where again Hβ is canonically identified with a subgroup of G for each
(<∗, G) ∈ Sα ⊆ Sβ. The following is clear from the definitions:
Lemma 2.6. If α < ω1 is a limit ordinal, it holds for the master action σα
that
σα =
⋃
β<α
σβ ↾Mα.
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We are now ready to prove Theorem 1.6. The idea is to construct the
homomorphism h : H → G(X,J ) by transfinite induction on ω1 by con-
structing in stages hα : Hα → G(X,J ), at each stage making sure that on
some J set we have a large invariant “reservoir” of master actions. This
will allow us to use Lemma 2.3 to extend the homomorphism at each stage
of the induction.
Proof of Theorem 1.6. Since J contains an uncountable Borel set we can
assume that X has the form X = X0 ⊔ 2
N × M0 (disjoint union) such
that X0 ∈ co(J ) . We construct by induction on α < ω1 homomorphisms
hα : Hα → G(X,J ) and uncountable Borel sets Yα ⊆ 2
N such that
(1) h0(I) = Id, Y0 = 2
N;
(2) hα : Hα → G(X,J ) is a homomorphism such that ϕJ (hα(T )) = T
for all T ∈ Hα;
(3) If β < α then Yβ ⊇ Yα and Yβ \ Yα is countable;
(4) For (y, x) ∈ Yα ×Mα we have hα(T )(y, x) = (y, σα(T )(x)) for all
T ∈ Hα;
(5) If β < α then hβ = hα ↾ Hβ.
If this can be done then we let
h =
⋃
α<ω1
hα.
By condition (5), h is a function, h : H → G(X,J ). By condition (2) it is a
homomorphism with ϕJ (h(T )) = T for all T ∈ Aut(X,J ). Thus to prove
Theorem 1.6 it suffices to construct hα and Yα satisfying (1)–(5).
Case 1: α is a limit ordinal.
We let hα =
⋃
β<α hβ and Yα =
⋂
β<α Yβ. (1)–(3) and (5) are clearly
satisfied. (4) follows by Lemma 2.6.
Case 2: α = β + 1.
Let ρβ : Hβ ×X → X be the action corresponding to hβ ,
ρβ(T, x) = hβ(T )(x).
By Lemma 2.1 we may find a Borel Z ⊆ X0 and θ : Z → Z Borel such that
Z ∈ co(J ) and ϕJ (θ) = Tβ (more precisely, an extension θ¯ of θ satisfies
ϕJ (θ¯) = Tβ), such that Z is invariant under
{hβ(T ) : T ∈ Hβ} ∪ {θ},
and ρβ ↾ Z extends to an action ρ
0 : Hα × Z → Z such that
ρ0 ↾ Hβ × Z = ρβ ↾ Hβ × Z,
and ρ0(Tβ, ·) = θ.
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Pick a countable sequence (yi ∈ Yβ : i ∈ N) of distinct elements in Yβ.
Let Yα = Yβ \ {yi : y ∈ N}, and let
W = X \ (Z ∪ Yα ×Mα).
Also pick a sequence (<∗i , Gi) ∈ Sα, i ∈ N, distinct. Then
W = (W \
⋃
i∈N
{(yi, <
∗
i , Gi)} × (2
N)N) ⊔
⊔
i∈N
{(yi, <
∗
i , Gi)} × (2
N)N.
is a decomposition of W into ρβ-invariant pieces. Note that ρβ ↾ {(yi, <
∗
i
, Gi)} × (2
N)N is isomorphic to a shift-action of Hβ < Gi on (2
N)Gi and by
construction Hβ < Hα ≤ Gi. Thus the hypothesis of Lemma 2.3 is satisfied
for ρβ ↾ Hβ ×W , and so we may find a Borel action ρ
1 : Hα×W →W such
that ρ1 ↾ Hβ ×W = ρβ ↾ Hβ ×W .
Finally, we define ρ2 : Hα × (Yα ×Mα)→ Yα ×Mα by
ρ2(T, (y, x)) = (y, σα(T )(x)).
Note that by (4), ρ2 is an extension of ρβ ↾ Hβ × (Yα×Mα). It follows that
ρα = ρ
0 ∪ ρ1 ∪ ρ2
defines a Borel action of Hα extending ρβ. Let
hα : Hα → G(X,J ) : T 7→ ρα(T, ·).
Conditions (1), (3) and (5) are clearly satisfied. (2) follows since ρ0(Tβ, ·) =
θ. (4) follows directly from the definition of ρ2. Thus the proof of Theorem
1.6 is complete. 
Remark. Let µ be a Borel measure on X and let J be the ideal in B(X)
of measure zero sets. Then
Aut(X,J ) = G(X,J )/I(X,J )
is the group of measure class preserving transformations on (X,µ). If µ is a
σ-finite measure then this is a Polish group, usually denoted Aut∗(X,µ), see
[10, 17.46]. The notions of near-actions and spatial actions can be general-
ized in the obvious way to measure class preserving actions, and Theorem
1.6 applies to Aut∗(X,µ). Thus we have:
Corollary 2.7. Let X be a standard Borel space and µ a Borel measure
with at least one uncountable null set (e.g. X uncountable and µ a σ-finite
measure.) Let G be a group of at most cardinality ℵ1. Then every measure
class preserving near-action of G on (X,µ) has a spatial model acting by
Borel automorphisms.
In particular, if CH holds then all measure class preserving near-actions
have a spatial model acting by Borel automorphisms.
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3. A Lebesgue measurable lifting from MA
In this section we consider the easier problem of producing a Lebesgue
measurable lifting of Id : Aut(X,µ) → Aut(X,µ), where (X,µ) denotes a
standard Borel probability space. Since it presents no added difficulty in
the proof, we will consider the more general problem of producing a lifting
of Id : Aut∗(X,µ) → Aut∗(X,µ), where Aut∗(X,µ) denotes the group of
measure class preserving automorphisms of (X,µ).
Let GLM(X,µ) denote the set of all Lebesgue measurable measure class
preserving bijections of (X,µ) which have a Lebesgue measurable inverse,
and let
ILM(X,µ) = {f ∈ GLM(X,µ) : f(x) = x a.e.}.
Then ILM(X,µ) is a subgroup of GLM(X,µ) such that
GLM(X,µ)/ILM(X,µ) ≃ Aut
∗(X,µ),
and we denote by ϕLM : GLM(X,µ)→ Aut
∗(X,µ) the canonical epimorphism
with kernel ILM(X,µ).
It is worthwhile making explicit the similar category version of this. If
Y is a topological space, one may consider the group GBM(Y ) of all Baire
measurable bijections (see [10, 8.I]) which have a Baire measurable inverse,
and which preserve the ideal of meagre sets. Then, in analogy with the
above, we may form
IBM(Y ) = {f ∈ GBM(Y ) : {x ∈ Y : f(x) = x} is comeagre}
and the corresponding quotient group
GBM(Y )/IBM(Y ) = AutBM(Y ).
Let ϕBM : GBM(Y )→ AutBM(Y ) be the canonical epimorphism.
In this section we prove:
Theorem 3.1. Suppose Martin’s Axiom, MA, holds. Then Id : Aut∗(X,µ)→
Aut∗(X,µ) splits over ϕLM, i.e. there is h : Aut(X,µ) → GLM(X,µ) such
that ϕLM ◦ h = Id.
Similarly, assuming MA, if Y is a locally compact c.c.c. Hausdorff space
(e.g. Y a locally compact Polish space) then Id : AutBM(Y ) → AutBM(Y )
splits over ϕBM.
Theorem 3.1 follows from the following more general statement:
Theorem 3.2. Suppose κ ≤ 2ℵ0 is a cardinal and MA(λ) holds for all
cardinals λ < κ. Then for any group H ≤ Aut∗(X,µ) of cardinality κ there
is a homomorphism h : H → GLM(X,µ) such that ϕLM ◦ h = IdH .
Similarly for the category case.
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Remark. The only role played by Martin’s Axiom in the proof of the
above is to ensure that the union of fewer than κ null sets (meagre sets) in
the standard Borel probability space (X,µ) (locally compact c.c.c. Hausdoff
space Y ) is again a null set (meagre set), see [11, Theorem 2.21 and 2.22].
Before proving 3.2, we need two straightforward generalizations of Lemma
2.1 and 2.2.
Lemma 3.3. Let κ < 2ℵ0 and suppose that MA(κ) holds. Let H < Aut∗(X,µ)
be a group of cardinality κ, and let T0 ∈ Aut
∗(X,µ) \ H. Suppose ρ :
H ×X → X is an action of H by Lebesgue measurable bijections such that
ϕLM(ρ(T, ·)) = T for all T ∈ H. If θ0 ∈ GLM(X,µ) is such that ϕLM(θ0) = T0
then there is Z ⊆ X such that µ(Z) = 1, Z is invariant under all θ0 and
ρ(T, ·) for all T ∈ H, and there is an action ρ˜ : 〈H ∪ {T0}〉 × Z → Z such
that ρ˜(T0, ·) = θ0 ↾ Z and ρ˜ ↾ H × Z = ρ ↾ H × Z.
The same statement holds, mutatis mutandis, in the Baire category case.
Proof. By the same argument given for 2.1, the Lemma holds for H count-
able. If H is not countable, then for each countable subgroup ∆ < H we
can find Z∆ ⊆ X with µ(Z∆) = 1 and satisfying the Lemma for ∆ and
ρ ↾ ∆×X. Let ρ˜∆ : ∆× Z∆ → Z∆ witness this. If we let
Z =
⋂
{Z∆ : ∆ < H is a countable subgroup}
then since MA(κ) holds we have µ(Z) = 1 and
ρ˜ =
⋃
{ρ˜∆ ↾ ∆× Z : ∆ < H is a countable subgroup}
is as required. 
The notion of shift action β : H y XG generalizes easily to uncountable
groups H ≤ G.
Lemma 3.4. Let ℵ0 ≤ κ < 2
ℵ0 and assume MA(κ) holds. Let H ≤ G be
groups, |G| = κ, and let X = 2N. Then the shift action β : H y XG has
the following universality property: If Y is a set, |Y | ≤ 2ℵ0 , and σ : H y Y
is an action of H on Y , then there is an injection ψ : Y → XG such that
for all h ∈ H,
ψ(σ(h)(x)) = β(h)(ψ(x)).
Proof. The proof is identical to that of Lemma 2.2 once we note that Y is
countably separated and that by MA(κ), 2κ = 2ℵ0 . 
Proof of Theorem 3.2. We will construct an action ρ : H × X → X by
Lebesgue measurable bijections by induction on κ = |H| such that
ϕLM(ρ(T, ·)) = T
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for all T ∈ H. The proof is made easier compared to the Borel case by the
fact that during the inductive construction, we only need to make sure that
for each T ∈ H, ρ(T, ·) is defined and fixed on a set of full measure from
some point on. Below, if a Lebesgue measurable measure class preserving
bijection θ : Y → Y is defined only on a subset Y ⊆ X of full measure, we
will allow ourselves to apply ϕLM to θ, by identifying θ with the Lebesgue
measurable bijection θ¯ : X → X that acts identically on X \ Y .
Let (Tα : α < κ) be an enumeration of H. Let
Hα = 〈Tβ : β < α〉,
where as usual H0 = {I}. We decompose the space X into disjoint pieces
(Xα : α < κ), such that µ(X0) = 1, and |Xα| = 2
ℵ0 for all α < κ. For
α < κ, we will inductively define Lebesgue measurable sets Yα ⊆ X and
actions ρα : Hα × Yα → Yα by Lebesgue measurable bijections such that
(1) Y0 = X0
(2) µ(Yα) = 1
(3) β < α =⇒ Yβ ⊆ Yα
(4) β < α =⇒ ρα ↾ Hβ × Yβ = ρβ
(5) (∀T ∈ Hα)ϕLM(ρα(T, ·)) = T
(6) α < γ =⇒ Yα ∩Xγ = ∅
If we succeed in doing so then ρ : H ×X → X defined by
ρ(T, x) =
{
ρα(T, x) if T ∈ Hα, x ∈ Yα,
x otherwise
is as required. So suppose ργ and Yγ have been defined for all γ < α.
Case 1. α is a limit ordinal.
Then we let Yα =
⋃
γ<α Yγ and
ρα =
⋃
γ<α
ργ .
Case 2. α = γ + 1.
Let θ : Yγ → Yγ be a bijection such that ϕLM(θ) = Tγ . Then by Lemma
3.3 there is some Z ⊆ Yγ such that µ(Z) = 1 and Z is invariant under θ
and ργ(T, ·) for all T ∈ Hγ , and an action ρ0 : Hα × Z → Z such that
ρ0(Tγ , ·) = θ ↾ Z and
ρ0 ↾ Hγ × Z = ργ ↾ Hγ × Z.
Using Lemma 3.4 we may find an injection ψ : Yγ \ Z → (2
N)Hα such that
ψ(ρβ(T, x)) = β(T, ψ(x))
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for all x ∈ Yγ \Z, where β denotes the shift-action of Hα on (2
N)Hα . Extend
ψ to a bijection ψ¯ : W ∪ Yγ \ Z → (2
N)Hα for some W ⊆ Xγ+1 such that
ψ¯ ↾ Yγ \ Z = ψ, and define ρ
1 : Hα ×W ∪ Yγ \ Z → W ∪ Yγ \ Z by
ρ1(T, x) = ψ¯−1(β(T, ψ¯(x))).
If we then let
ρα = ρ
0 ∪ ρ1
and Yα = Yγ ∪W then (1)–(6) above are satisfied.
The proof of the category case is similar. 
4. Open problems
Throughout this section, (X,µ) will denote a standard Borel probability
space.
In light of the results of this paper, as well as the strong analogy between
the lifting problem for Aut(X,µ) (Question 1.1) and the lifting problem for
the measure algebra, there are several open problems that suggest them-
selves. Surely the most important open problem is the following:
Problem 4.1. Is it consistent with ZFC that Id : Aut(X,µ) → Aut(X,µ)
does not split, i.e. that there is no homomorphic lifting h : Aut(X,µ) →
Gmp(X,µ)?
The analogous question for the measure algebra was settled in the affirma-
tive by Shelah, [17] and [18], and so one naturally expects that Problem 4.1
also has a positive answer. This view seems to be further supported by the
result of Glasner, Tsirelson and Weiss [7] that no non-trivial Borel measure
preserving near-action of Aut(X,µ) on a standard Borel probability space
can have a Borel spatial model.
It is worthwhile pointing out that the following na¨ıve approach to Problem
4.1 does not work: Let λ denote the Lebesgue measure on R. For each
A ⊆ [0, 1) Borel, associate to it the measure preserving bijection TA : [0, 2)→
[0, 2) given by
TA(x) =


x+ 1 if x ∈ A
x− 1 if x− 1 ∈ A
x otherwise.
Then for each [A] ∈ MALG([0, 1), λ) this defines a unique element of ϕ¯(TA)
in Aut([0, 2), λ), and if we consider MALG([0, 1), λ) as a group under the
symmetric difference operation, then [A] 7→ ϕ¯(TA) is a group homomor-
phism.
One might now have hoped that if there was a lifting of Aut([0, 2), λ)
then the above construction would lead to a lifting of MALG([0, 1), λ). Ilijas
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Farah has pointed out that this is not so, because as a group, MALG([0, 1), λ)
always has a lifting. This may be seen, for instance, by an easy induction.
The failure of this approach does prompt the following question:
Problem 4.2. What is the relationship between the lifting problem for
Aut(X,µ) and the lifting problem for MALG(X,µ)? In particular, does a
lifting for one imply a lifting for the other?
The proof of Glasner, Tsirelson and Weiss relies on that the spatial model
implementing the given near-action is (jointly) Borel, i.e. that the spatial
action ρ : G ×X → X is Borel as a map from G ×X to X. The following
natural question was brought up by Solecki:
Problem 4.3. Does it follow from CH that every near-action has a sepa-
rately Borel spatial model, i.e. a pointwise implementing action ρ : G×X →
X such that for all x ∈ X the map g 7→ ρ(g, x) is Borel, and for all g ∈ G
the map x 7→ ρ(g, x) is Borel?
The proof of Theorem 1.2 does not seem to give any information about
this. Solecki’s question also brings up the more general question of what sort
of regularity properties are necessary for Glasner-Tsirelson-Weiss’ result to
go through. As a “test case” for Problem 4.1 it would be of interest to know
the answer to the following:
Problem 4.4. Does it follow from AD, the Axiom of Determinacy (see
e.g. [10] or [15]), that there is no homomorphic lifting h : Aut(X,µ) →
Gmp(X,µ)? More generally, does it follow from AD that no Levy group can
act pointwise in a non-trivial measure preserving way?
Another question that arise from the proof of Theorem 1.6 is the problem
of Borel hierarchy complexity of the automorphisms constructed for the
lifting. It is clear that nothing in the construction produces a bound on the
rank in the Borel hierarchy of the Borel bijections produced. So we ask:
Problem 4.5. Is it consistent with ZFC to have a lifting h : Aut(X,µ) →
Gmp(X,µ) such that for some γ < ω1, h(T ) ∈ Π
0
γ for all T ∈ Aut(X,µ)?
That is, can we produce a lifting where all the Borel automorphisms have a
bounded Borel rank? If yes, does the existence of such a lifting follow from
CH?
The problem is analogous to a problem of A.H. Stone, see Problem DO.c
in [5], which asks the same for the lifting problem for MALG(X,µ). This is
(to my knowledge) still open for MALG(X,µ).
As mentioned in the introduction, Carlson, Frankiewicz and Zbierski have
shown that if we add ℵ2 Cohen reals (or random reals) to a model of CH,
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then MALG(X,µ) still has a lifting into B(X). In particular, it is consistent
with ¬CH to have a lifting of MALG(X,µ). We ask analogously:
Problem 4.6. Is it consistent with ¬CH to have a lifting of Aut(X,µ)? In
particular, if we add ℵ2 Cohen reals (or random reals) to a model of CH, do
we still have a lifting of Aut(X,µ)?
Our next problem concerns Theorem 3.1. In [14], Maharam shows that
there always is a lifting of MALG(X,µ) with Lebesgue measurable sets. (Ma-
haram attributes this result to von Neumann.) In light of Theorem 3.1, we
therefore ask:
Problem 4.7. Does it follow from ZFC alone that there is a Lebesgue
measurable lifting of Aut(X,µ)?
Finally, David Fremlin has asked me the following questions, which I
regrettably do not know the answer to.
Problem 4.8. In Theorem 1.6, can we dispense with the hypothesis of J
containing at least one uncountable Borel set? In particular, does Theorem
1.6 hold if we take J to be the set of all countable subsets of X?
Fremlin’s next question concerns semigroups rather than groups. If X is
a Polish space, J a σ-ideal of B(X), A = B(X)/J and G is a countable
semigroup of Boolean homomorphisms from A to itself, then in [6, 344B], it
is shown that G can be represented by a family fpi of Borel functions from
X to itself such that fpiφ = fφfpi for all pi, φ ∈ G. Fremlin asks:
Problem 4.9. Does this Theorem hold for semigroups G of cardinality ℵ1?
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