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Imagine a stick broken at a random point according to the known distribution function F, the 
right hand piece being discarded. The remaining left hand piece is then broken according to the 
same (but resealed) distribution F ad infinitum. What is the largest piece discarded and at what 
stage of the process does it occur? Using a basic recursive property, these and related questions 
are studied, in particular when the distribution F is uniform. 
uniform distribution * order statistics * recurrence relation 
The study of stochastic processes based on breaking intervals at a randomly 
distributed point has a long history. One classical problem involves a unit interval 
split at n points following a joint independent uniform distribution. Tests of the 
underlying uniform distribution are relevant to the study of Poisson processes 
(Greenwood ( 1946)) and to certain non-parameteric goodness of fit problems ( 
ball (1947)). The distribution of the sum of squares of the n+ 1 segment lengths, 
Li, was studied by Moran (1947) and sums of more general functions of the Li by 
arling (1953). There is a close relationship between these tests an tests of 
significance in harmonic analysis studied by Fishes (1929). 
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In this paper we study a quite diiferent problem again, the essential difference 
being that once a piece is overlooked for s itting it may never be reconsidered. 
e process is most sim stated in terms a stick of standard length Lo which 
is recursively s g to a simple stochastic scheme. At the nth split, the 
remaining portion of length L, is split into two parts, with lengths L,X, and 
&#(I- ) where is a random variable with fixed known distribution function 
F and distributed independently of the history of the process i.e. of the previous 
Xi. The portion retained is of length L,+1 = L,X,. 0ur primary goal is to find the 
distribution of the largest of the absolute losses, k,+i - L,, in particular the size of 
and split at which this loss occurs. Stated this generally the problem clearly has 
many applications. The origin of the present work was an interesting application 
to the theory of symmetric groups on n objects. It can be shown that finding the 
distribution of the largest cycle of a randomly chosen permutation is equivalent o 
finding the distribution of the largest number of objects recursively removed from 
a set of n objects where the number chosen at each step is uniform over the number 
that remain. As n + a, this becomes equivalent o the continuous problem studied 
in this paper. 
Let our originai interval, IO, be represented by the unit interval [0, 11. At the first 
split, this interval is split at a point X, with density function f on [0, 11. The portion 
retained is I, = [0, X,] and the portion discarded is D, = [ 1 -Xi, I]. At the second 
split, I, is split into I2 = [0, X,X,] and D2 = [X,X,, X,] and at the nth split the 
intervals I, = [Q, ,*X,,] and D,=[X,X,*~*X,,X,X,*-=X,-,1 are 
generated. 
We are interested in the lengths of the discarded intervals 
= . . . 
n -*Cl -xn) 
and various interesting functions of these. The distribution of Ln itself can be easily 
b;l qbserving that it is a product of n independent variables with density 
another variable with density f( 1 - u). then 
ent variates, the first n identical with 
e last with density e-"f (1 -em”). Assuming t at V = -log X 
n+l - 
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more interesting em, which forms the subject matter of this paper, is 
finding the distribution of the order statistics L(,,, LC2) . . e , in particular the largest 
discard L(,, and the split I at which it occurs. (Notice that L(,, is use 
largest not the smallest). Our analysis is based on the following recursive property. 
f we treat L1 = 1 - X1 as given, then the resealed differences 
Y=Li+l/(l-L*), i=l,2,..., 
have the same joint distribution as do the (Li) unconditionally and are independent 
of L1 by independence of the Xi. (Of course there is a similar second order recursion 
but the first order relation is sufficient for our purposes). This property is used in 
the next two sections to derive renewal equations for the distribution of L(,, and 
the joint distribution of Ltl, and its split index. 
istri xi isc 
The first order statistics of the sequence 
Y(j) are simply related by the equation 
L(*,=max(LI, (1 -L,)y,,,) 
L(i) and the shifted resealed sequence 
and YfI, is distributed independently of LI with the same distribution as L,,). This 
generates the following result. 
The distribution function N of L(,, satis$es the equation 
H(u) = 
I 
* H(ul(l- L))_f(l -L) dL. 1 
0 
The relation between L,,) and Y( ,) allows us to equate events 
{L,,,<u}={max(Ll,(l-L,)~,,)cu)={L,<u, Y~I~<ul(l-L1)I. 
ence, since L1 has density f( 1 - L) at L and L,,) g Yf 1) independently of L, , we 
obtain 
which is the r. 
Changing to the dummy variable u = u/( 
u/(1-u) 
(4/u = 
U 
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ere the starting condition N(U) = 1 on [ 1,~) is 
for any density f but is particularly 
are uniform i.e. f(x) = 1, 0 < x < 1. 
arly depend: 4 ~2 rr_*iinuit4 of the 
iff erentiating (I) we obta;: 
+w:cr)(l -f(1))+ 
for u > 8 and supposing f to exist Lebesgue (A) almost everywhere on the interval 
(u, u/(1 - u)). Thus, provided f is differentiable (A a.e.) on (0, l), the density h(u) 
exists on (0,l) and is continuous on (0,l). Higher derivatives of may not exist 
at isolated points. 
Let I be the split at which the maximum discard is attained i.e. L, = L,,) . Denote 
its probability function by P(i) = Pr( I = i). We have already defined Y(,) to have 
the same distribution as Ltl, independent of L, . We define the variable J to satisfy 
YJ= Ytl,, i.e. L,,,=(l-L,)Y(,, which has the same distribution as I independent 
of Lt. Let 
G(i,u)=Pr(l=i, 
hen 
I 
u,,,, 0 and ( 
L(iJ< u)* 
both have the common joint distribution G, the latter 
nfortunately, a simple recursive equation for the probability 
cannot be developed. Instead, we must work firstly with the joint 
by integrating out U. his is because with i > 1 
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. The relation between Ltl, and 1) together with the above relatio 
us to equate the events 
{I=i,L,,,<u)={L,C(l-- t,,<v,J=i-l}, i>l. 
This set is of course contained in the set (L, ~5). Using the fact that 
(I, L(,,) g (.?, Y&,) independently of L, , it follows that 
G(i, u) = r(I = i, Ltl, < u) 
= Pr(L/(l-L)< Y(,+..4f(l- ), .?=i-l!L,=L)f(l-L)dL, 
which is the r.h.s. of (3), Alternatively, in terms of the density function, g(i, u), 
I 
min(2u,u/(l-u)) 
di, 4 = g(i-1, v)f(u/v) dv/v. 
0 
These equations can be used analogously to (1) to approximate G( i, u) or g( i, u) 
to any desired degree of accuracy from G( i - 1, u). When u 3 $ equation (3) simplifies 
since G(i-l,u/(l-L))=P(i-1) for Lal-u. ence, when u 2 $, 
I 
1-U 
G(i, u) = G(i-l,u/(l-L))f(l-L)dL 
0 
-I 
l/2 
G(i-1, L/(1-L))f(l-L)dL 
0 
+Pr(l-uSL,S$)P(i-1). 
Of interest is the case u = 1, when 
P(i)=Pr(OSL,+)P(i-l)- G(i- 1, L/(1 - L))f(l -L) dL 
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Thus from we can approximate U) and then C( i, U) for any i and similarly 
for the densities g( i, er ) of Z is then obtained by putting 
kc . Again for u 2 i, 
(u/(1- L))f(l--ML 
(W--L))f(l-LJdL 
=H(u)-Pr(;aL,su), 
since H(u/(l- L))=H(l)=l when u, La& The other term 
l/2 1 
H(L/(l-L))f(l-L)dL= H(L/(l-L))f(l-L)dL 
=P(l)-Pr(+L,sl), 
since Pr( Z = 1) = Pr( L, > (1 - L,) Y&. Substituting in (4) gives 
G(l, u)=P(l)-F(l-U) 
so that the density is f(u) for u 2 5. This is to be expected since 
in the set {I = 1). 
-L)dL 
El 2 $ is contained 
The equations (l)-(4) allow us to approximate the distribution of U and the 
probability function of Z for any densityf: In this section we obtain these distributions 
firstly, since this is likely to be a realistic assumption in many cases 
ecause several interesting relationships and simplifications hold for 
apparently no other. 
cation is in the ex (u), the density of L, ,). By 
h(v)f(u/v)v-’ dv, 0~ u < 1. 
‘*I 3 n ‘((n - r)/n)I- 
%ugouap pug I-J1 3 (n - r)/n g ‘I 3 n wyi ~yiqq 
IwaJu! yma uo stu103 I yun3 lua.ragIp saqt?$ 
)ua.mddE 6Iatmpau.q 30 amlaru)s aq, 30 15~ 
l O<n ‘((n-l)jn)$+(n)y 
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e only solution of the integral equation is f(u) = 1 on 
on-zero for some i if is a distribution function we 
arrive at the uniform density as the only solution of (8) among differentiable density 
functions. This argument is easily modified to include density functions not diff erenti- 
able at a countable number of points. 
The unit interval (0,l) was divided into 10,000 intervals of equal length and the 
equation (7) used to numerically approximate h and I+. A graph of these functions 
is given in Figure 1. The proportion of mass unaccounted for is 0.0011 Oh mx! the 
first three moments are 0.62433, 0.42670 and 0.31364 respectively. 
ig. 1. Numerically approximated CDF, e maximum discard L(, ,. 
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where the q(u) are injini le f~~c~io~s on (0, 
differentiable on ( 1, m) a uous de~v~tive 4t 
is continuous on (I/ (k+ I) -C u < I/k) with a discontinuity at l/k an 
derivative at I/( k f- 1). 
‘The distribution and density functions of L(,, conditional on i 
erically approxi 
width of l/5000. The probability function o is calculated from 
tabulated in Table 1. (The relat 
is only satisfied to 3 significant figures). A formula which appears to fit the estimated 
values to 3 figures exactly is 
/ 
i--l 
P(i) = 1.373 n (2.197+0.317j). 
j=O 
Graphs of the conditional densities, g(i, u)/ (i), are given in 
it is clear that g( 1, u) shares the same discontinuities as h(u) and, from the equation 
following (3), that the densities g( i, u) have progressively higher derivatives at points 
l/i as 
Table 1 
Probability function of the split index i at which maximum discard occurs 
i 1 2 3 4 5 6 7 8 
P(i) 0.6243 0.2489 0.0879 0.0279 0.008 1 0.002 1 0.0005 0.000 1 
‘JWGMO =(x)1 - I- 
rqB3 
ss 
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