This paper proposes a new method for forecast selection from a pool of many forecasts. The method uses conditional information as proposed by Giacomini and White (2006) . It also extends their pairwise switching method to a situation with many forecasts. I apply the method to the monthly yen/dollar exchange rate and show empirically that my method of switching forecasting models reduces forecast errors compared with a single model. JEL classi…cation: C52; C53; F31; F37
Introduction
Forecasters often face a problem of selecting forecasts. I propose a new method for forecast selection from a pool of many forecasts and apply it to the monthly yen/dollar exchange rate. The Japan Center for International Finance (JCIF) survey and 28 model-based forecast series are used as primary forecasting models, from which I select a single model (or multiple models for forecast combinations) at each forecasting date. The empirical results and Monte Carlo simulations show that my method of switching forecasting models can reduce forecasts errors compared with a single model.
The key feature of my forecast selection method is that it can respond to the new information much more quickly than forecast selection methods based on the past average performances. The following example illustrates the point. Suppose you are a gambler and want to know which racehorse will win. There are two tipsters by the racetrack and you know what they have said in the past. Today, one tipster says "Horse A will win", while the other says "Horse B will win". If a naive gambler only knows that on average the …rst tipster has higher probability of identifying a winning horse, he might want to bet on the horse A.
His decision is based on an unconditional test. On the other hand, an experienced gambler may evaluate the tipsters' predictions depending on their conditions today. For example, knowing that the …rst tipster gives more precise forecasts when he is sober (most of the time he is) than when he is drunk, and if he is drunk today, the experienced gambler will discount the …rst forecast. This is a conditional test. I show switching models by the timely use of conditional information can reduce forecast errors under structural breaks.
There is a vast body of literature on forecast selection. 1 My method is motivated by the conditional predictive ability test proposed by Giacomini and White (2006) . In their paper, they propose a decision rule for selecting between two models. My method uses conditional information for forecast selection from more than two models. Meese and Rogo¤ (1983) …nd that model-based forecasts are no better than a random walk forecast in the short run outof-sample forecasting. 2 My empirical results are consistent with the preceding literature in that beating a random walk by a single model is di¢ cult. However, I also …nd that switching models based on conditional information might outperform a random walk forecast. 3 The paper is constructed as follows. Section 2 evaluates out-of-sample performances of 29 forecast series. Section 3 explains the new forecast selection method. Section 4 examines the out-of-sample performance of the forecast selection method. Robustness checks and Monte
Carlo simulations are also presented. Section 5 concludes the paper.
Primary Forecasting Models
In this section, I introduce 29 primary forecasting models (henceforth primary models), from which one or multiple forecasts are selected (and combined) at each forecasting date. See Table 1 for the list of primary models and the appendix 1 for data sources. A forecast by the latest realized target value shall be called a RW (random walk) forecast. This forecast series is easy to construct, frequently used both in practice and in the literature. Also, because I use a quadratic loss function to evaluate forecast performances, the random walk forecast minimizes the expected loss if a forecast target follows a random walk process. For these reasons, I use RW as a benchmark, upon which forecasters wish to improve. Forecast performances of other models as well as any forecast selection methods are measured by the decrease in the forecast loss relative to RW . A formal measure will be de…ned in the next subsection. I use the sample means of all the respondents in the JCIF survey as a forecast sequence and call it JC (Japanese companies). Other 27 models are simple linear-regression models. The appendix 2 gathers more details about the survey and regression-based models. To evaluate a forecast selection method, I use the performance measure f i de…ned by
Evaluation of primary models
Thus, f i measures the amount of loss reduction from the benchmark loss M SE 1 , as a percentage to the maximum loss reduction by the ex post best selection. Note that f 1 = 0 and f i is bounded above by 100% for any selection method i which selects one model at a time. Table 2 ) has a better performance than I3.
Why does switching models help?
How can switching between primary models reduce forecast errors? I check which primary models produced more accurate forecasts at each forecasting date, and how often so. A forecasts move wildly between the top and the bottom of the primary ranking. In fact, JC is both "the most frequently 1st ranked" and "the most frequently worst ranked" forecast among all primary models. On the contrary, RW was never ranked either 1st or worst and its distribution is concentrated in the middle of the primary ranking. The contrast between these two forecasts indicates a trade-o¤ between models: a model which can yield forecasts with pinpoint accuracy can also yield large forecast errors at other times (high and low primary ranks), while a model which surely avoids large forecast errors sacri…ces pinpoint accuracy (middle primary ranks).
The latter property is even more pronounced for the mean forecast (a simple average of all primary models). Figure 2 (b) shows the cumulative distribution of primary ranks for RW , the mean forecast, and the ex post best model I3. 6 The mean forecast does not improve upon RW on the left side of the distribution, while there is a considerable improvement on the right side of the distribution. In other words, the mean forecast does not achieve the pin-point accuracy, but it avoids large losses by "diversifying" forecast errors over primary models. However, it fails to beat the performance of I3 as shown in Table 2 .
These empirical …ndings are the basis of my forecast selection method. As long as I use a single model or simply average models, I cannot escape the trade-o¤ shown above. However, it might be possible to switch models to overcome the trade-o¤ and reduce forecast losses.
Conditional Forecast Selection
This section explains how to construct a selection criterion using conditional information.
This involves three steps: (i) forecast loss di¤erences, (ii) check statistical reliability of the forecasts, and (iii) construct a ranking of primary models using both (i) and (ii). I explain each step in separate subsections.
Forecasting loss di¤erences
The loss 7 di¤erence of primary model i at time t is de…ned by
where e i;tjt 1 is an error of the forecast made by primary model i at time t 1 for the target value at time t. Note that e i;tjt 1 becomes available to a forecaster at time t. By construction, A 1;t = 0 for all t. The positive value of (2) suggests that primary model i
should have been used instead of the benchmark model at time t 1. The negative value suggests the opposite. Also, A i;t > A j;t suggests the better performance of primary model i 6 Here, primary ranks were recalculated with the mean forecast. Hence, the bottom rank is 30th. 7 I use a quadratic loss function but it can be replaced by other loss functions.
6 over j concerning forecasts made at time t 1.
At time t, a forecaster wishes to know one-period-ahead loss di¤erences fA i;t+1 g 29 i=2 to select the best model. I employ two types of conditional information to forecast A i;t+1 .
The …rst variable is the realized loss di¤erences up to time t. This is expected to capture systematic mistakes that some models may typically, if not always, make. If such a systematic pattern exists, past loss di¤erences can predict future loss di¤erences. The second variable is the mean deviation of the forecast target, where the mean is that of the most recent 12 months' data available at time t. This time-varying mean is meant to capture structural changes in exchange rate formation in a market. Given these two kinds of conditional information, I propose the following regression-based forecast of A i;t+1 :
where B t denotes the second signal de…ned by the mean deviation of the forecast target.
The lag lengths p i and q i for the two signals are chosen by the BIC criteria between 0 and 2. First, I estimate the parameters in (3) by expanding the data window (i.e., by all the data up to the forecasting date t), and then use the estimated parameters and the latest signals
will be the average of past loss di¤erences. Therefore, my method makes use of conditional information only if the BIC criterion chooses p i > 0 or q i > 0. In Section 4, I provide a robustness check with respect to the choice of p i and q i .
Statistical reliability
, forecasts of fA i;t+1 g m i=2 , but I do not know which one to trust. In practice, it is possible to construct large b A i;t+1 by arbitrary choice of signals so that primary model i looks good. Therefore, it is necessary to take into account the statistical reliability of b A i;t+1 estimated with a speci…c choice of conditional information. For this purpose, I use one minus the p-value of the conditional predictive ability test by Giacomini and White (2006) .
The authors prove the following result under mild conditions.
where N is the number of out-of-sample forecasts, h i;t is a vector of signals used to forecast Note that dim(h i ) = 1 + p i + q i depends on the BIC result for regression (3) . Intuitively, this test statistic (4) ("GW statistic"henceforth) detects the correlation between the conditional information and the one-month-ahead loss di¤erence. If the correlation is larger, I can use the chosen conditional information to predict A i;t+1 with more con…dence. Therefore, I discount
by multiplying one minus the p-value of the test and denote the discount factor by
. If P i;t has a large value, it is a good sign for b A i;t+1 . If P i;t is very small, I do not want to give much credit for b A i;t+1 . 10 
Ranking measure
Given forecasts of the loss di¤erence by (3) and their statistical reliability by (4) for all i 2 M , consider the following ranking measure:
where the sign operator sign ( ) returns the sign (plus or minus) of the argument and
is a parameter which controls the relative importance of b A i;t+1 to P i;t . When = 0:5, (5) is equivalent to the product b A i;t+1 P i;t in terms of the ranking they produce. When = 0, only the p-value of the GW test and the sign of b A i;t+1 matter. 11 When = 1, only b A i;t+1 matters for the ranking. I propose the ranking with = 0:5 as a main case, but I also study the e¤ect of the weight on the forecast performance. The ranking de…ned by the decreasing order of (5) is called the GW -ranking. By combining the top x primary models for x 2 f1; ::; 29g at each forecasting date, I construct 29 forecast series GW 1, GW 2, GW 3,
. . . , GW 29. I also compare two weighting schemes to combine selected models. The …rst is the simple mean (referred to as using mean weights). The second scheme uses the inverse of the GW -ranks as weights (referred to as using rank weights). Relative to the mean weights, the rank weights give more weights for forecasts that are higher in the GW -ranking. 12 The next section evaluates the performances of GW 1, . . . , GW 29.
Results
As shown in the bottom of Table 2 , the MSE of GW 1 forecast series is 7:04 and its f i is 19:6%. Thus, GW 1 achieves a smaller MSE than the ex post best model I3. Figure 2 shows GW 1 with the range of forecasts made by primary models and realized exchange rates.
In panel b, the yen appreciation started in July 2003. Before then, RW was repeatedly selected in GW 1. Immediately after RW incurred a large forecast loss, GW 1 switched to JC, which was the most radical forecast at that time. Similar cases can be found in the …gure. This indicates that the GW -ranking can change ‡exibly to reduce forecast errors under structural breaks. Figure 1(c) shows the cumulative distribution of primary ranks of GW 1 contrasted with those of RW and the mean forecast. Unlike the mean forecast, it improves upon RW on the left side of the distribution. Table 3 lists primary models in the order of the average GW -ranks for 84 months from 11 This corresponds to the following procedure: (i) for models with a positive prediction n i 2 M j b A i;t+1 0 o , attach higher ranks to model i with larger P i;t , (ii) for models with a negative prediction n i 2 M j b A i;t+1 < 0 o , attach lower ranks to model i with larger P i;t . 12 If I1 and P 1 are the top 2 models by the GW -ranking, then GW 2 (rank weights) forecast is the weighted sum of the two forecasts with the weights given by (1, 1/2) normalized to sum up to one. is ranked 1st, 2nd, .., and 5th in the GW -ranking. The benchmark RW has the best average rank 4:4, while JC has the worst average rank 25:6. That RW is ranked high by my forecast selection method is consistent with the literature on the exchange rate forecast. On average, it is di¢ cult to beat the random walk by a single model. What is more surprising is that JC was ranked 1st three times, even though it has the worst average rank and the largest MSE. 13 The forecast sequence GW 1 picked out 8 models during the forecasting period. There are only 6 primary models for which average p i is positive. Out of these 6 models, 5 models were used in GW 1 for 52 periods. 14 Recall that (p i ; q i ) = (0; 0) means that the unconditional predictive ability test was used for such models. Interestingly, none of these models was used in GW 1. In sum, the forecast selection based on the GW -ranking shows two features. First, through the BIC lag selection, both conditional and unconditional tests are used in the forecast selection. However, when the unconditional test was applied, models were heavily discounted and not ranked high in the GW -ranking. Second, when the conditional test was applied, b A i;t+1 , rather than P i;t , mainly drives the forecast selection. In fact, the next 13 This can be due to its "directional" accuracy. I checked how often the actual loss di¤erence A i;t+1 had the same sign with the prediction b A i;t+1 for each primary model. It turns out that JC has the highest frequency: 68:7% of the time, predicted loss di¤erences were in the right directions.
14 For the remaining 32 periods, RW and two other models (B3 and B5, both of which have average (p i ; q i ) = (0; 1)) were used in GW 1.
subsection shows that the performance di¤erence between = 0:5 and = 1 is small.
Robustness checks
This subsection presents robustness checks for the proposed forecast selection method from three perspectives. First, I study the performance of forecast combinations based on the GW -ranking, and compare it with forecast combinations based on the M SE-based ranking.
Second, I investigate how changing the value of from 0:5 a¤ects the result. Finally, I
conduct a robustness check with respect to the lag selection method of (p i ; q i ) in (3).
For each forecasting date t, denote by mse i;t the real-time MSE of i 2 M , and rank the primary models in the increasing order of mse i;t (the M SE-ranking). By combining the top x primary models based on this ranking for x 2 f1; ::; 29g, I construct forecast series M SE1, M SE2, M SE3, . . . , M SE29 (both mean and rank weights are considered as before). Figure 5 shows the performances of GW 1 29 and M SE1 29. First, the performance of forecast combinations based on the M SE-ranking is worse than forecast combinations based on the GW -ranking. In particular, M SE-based forecasts do not come close to the ex post best model (I3, f i = 15:4%) and the improvement over the mean forecast is small. 15 Second, for GW 1 29, the use of rank weights resulted in the better performance than mean weights. More surprisingly, the forecast performance roughly decreases in the size of combinations. This contrasts the bene…t of my forecast selection method with that of forecast combinations. We usually expect that forecast errors from di¤erent models cancel out -the bene…t of diversi…cation. However, if conditional information tells us which model is better, pooling a bad model worsens the forecast performance and this may outweigh the bene…t of diversi…cation. The M SE-ranking does not contain much information about which model is better at the moment. Hence the bene…t of diversi…cation is not severely compromised. In the GW -ranking, models are ranked using more information, and adding worse models can worsen forecast performance. Figure 5 is consistent with this argument. 16 Figure 6(a) shows the change in f i when is changed from 0:5. The impact of changing between 0:5 and 1 is small, while that of changing between 0 and 0:5 can be large. Figure   6 (b,c) show the same picture for di¤erent choice of lag lengths for the regression (3). The forecast performance is more sensitive to when the lag length is …xed. Table 4 shows f i for di¤erent lag selections. The BIC with the maximum lag length 2 is the benchmark case.
In the row of "Lag 1", the performance with the BIC with the maximum lag length 1 is shown in the left panel, while the performance with the …xed lag length 1 is shown in the right panel. Shaded cells indicate the better performances than the ex post best model I3.
Except when the maximum lag length is 1, the performance is not so sensitive to the choice of the maximum lag length for the BIC, because the average BIC lag length does not change much. On the other hand, the performance seems more sensitive to the choice of the …xed lag length. All in all, except the very small value of , the result is not too sensitive to the value of , and using the BIC criteria and = 0:5 seems to be a sensible choice.
Monte Carlo evidence
This subsection presents Monte Carlo experiments to support my forecast selection method.
I consider the following data generating process. A 1;t+1 0, and for i 2,
where S t = 1 or 0 with equal probabilities for each period. 17 Primary models di¤er in two respects of the loss di¤erence: (i) persistence i 2 ; 0; and (ii) jump size i 2 0; 2 ; in response to the state S t . The noise term " i;t+1 is i.i.d. both in time-series and in cross-section.
recommends real-time estimation of optimal weights for multiple forecasts. An e¤ort is targeted to …nd weights so that forecast errors from combined models cancel out as much as possible. In my method, an e¤ort is directed to …nd relevant information in order to choose the currently best model. 17 This is a modi…ed version of the simulation design in section 5.2 in Giacomini and White (2006) . Since the forecast loss is directly generated, forecast combinations cannot be studied. A Monte Carlo experiment of forecast combinations requires a careful design of cross-sectional relationship among forecast errors, which is left for the future work.
12
The process (6) implies that E[A i;t+1 ] = 0 for all i, but for i 2, E[A i;t+1 jA i;t ; S t ] = 8 > < > :
Therefore, unconditionally all primary models have the equal predictive ability, while conditionally their performances can be di¤erent. This makes the conditional information (fA i;t g i2M ; S t ) potentially useful for the forecast selection. A benchmark model i = 1 is implicit, and the other models i 2 f2; :::; 10g are characterized by 9 combinations of ( i ; i ).
I consider the following four cases of parameter values. The parameters for the case 1 were chosen such that the unconditional variance V ar[
matches that in the data used in this paper. The parameters for the other three cases are chosen to capture better environments for the conditional forecast selection because of small noise (case 2), large jump (case 3), and high persistence (case 4). For each case, a time series sample is generated by (6) . The size of estimation window, the forecasting period, the evaluation period are as described in section 3. This is repeated for 3,000 times.
18 Table 5 shows the average (for 3,000 simulations) performance measure f i of GW 1 with 2 0; ; 1 and di¤erent lag selection methods for each of 4 cases. Shaded cells imply that the average performance of GW 1 is better than that of the ex post best model.
Except when is small, GW 1 has a better average performance than the ex post best model. 19 Finally, the e¤ect of on the average performance is minor except when = 0. By deviating from = 0:5, there can be both losses and gains depending on the lag selection 18 M SE-based forecast selection is not useful in this experiment, because all primary models are designed to perform equally on average. In fact, the average f i of M SE1 is nearly zero for all four cases.
19 I also check the frequency (% out of 3,000 simulations) that GW 1 outperforms the ex post best model. For the benchmark method (the BIC lag 2 and = 0:5), GW 1 is better than the ex post best forecast for about 60% for case 1-3. With higher persistence (case 4), the frequency goes up to above 90%.
method, but losses seem greater than gains. This supports the use of = 0:5 and the BIC lag selection as a practical benchmark.
Conclusion
This paper proposed a new method of selecting (and combining) forecasts from many models. Motivated by the work of Giacomini and White (2006) , I constructed a time-varying measure which uses conditional information to rank many models according to their relative forecast accuracy. I applied the method to the monthly yen/dollar exchange rate and showed empirically that it improved the forecast performance compared with a single model.
Much work remains to con…rm the empirical results presented here. First, as another robustness check, it is straightforward to extend the empirical work to longer forecast horizons.
Second, since the method is based on the asymptotic property of the conditional predictive ability test, care needs to be taken for its performance with a …nite sample. Third, a mean forecast could be included in a set of primary models and used as a benchmark instead of the random walk model. Such an exercise will shed more light on the relationship between forecast selection and forecast combinations. Finally, recent research shows that there is signi…cant heterogeneity between forecasters, which follows a systematic pattern (e.g., Beine with Japanese data only, with US data only, and with the di¤erence of the two series.
For example, there are three forecast series using in ‡ation rates: a forecast with Japanese in ‡ation (P 1); a forecast with US in ‡ation (P 2); and a forecast with in ‡ation di¤erential (P 3). Similarly, there are three forecast series for interest rates (I1, I2, I3). Three forecast series are made from Japanese trade data: a forecast with Japanese exports (B1); a forecast with Japanese imports (B2); and a forecast with the Japanese trade balance (B3). Similarly, I construct three forecast series using trade data between Japan and the US (B4, B5, B6), and three more forecast series with US trade data (B7, B8, B9). Also, I construct models using two or three variables selected from above. For example, the model P B1 includes the AR term, the in ‡ation di¤erential, and the Japanese trade balance as predictors. Note: Models 4 to 29 may also include AR terms depending on the lag selection result. 
Tables

