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Introduction
1 Objectifs de cette thèse
Notre objectif dans ce travail est l'étude d'une classe de systèmes nonlinéaires d'équations
aux dérivées partielles (EDP) constituée par des équations d'onde et des équations de Klein-
Gordon couplées, posées sur un espace-temps courbe. Un de nos résultats principaux est
l'existence de solutions régulières déﬁnies globalement en temps pour le problème de Cauchy
lorsque les données initiales sont suﬃsamment petites et que les nonlinéarités des équations
satisfont à des conditions très naturelles (conditions nulles, conditions de non-explosion). Nous
couvrons ainsi une classe très large de systèmes hyperboliques nonlinéaires qui apparaissent
dans des nombreux contextes physiques. Notre application principale dans cette thèse est
donnée par la théorie f(R) de la gravitation nonlinéaire.
Cette théorie f(R) est une modiﬁcation de la théorie de la relativité générale introduite
par Einstein en 1915. L'introduction de cette théorie plus générale est justiﬁée de la manière
suivante : ces dernières années, de plus en plus d'observations astronomiques nous indiquent
que l'expansion de l'Univers est dans une phrase d'accélération, ce qui n'est pas compatible
avec les modèles déduits de la relativité générale classique.
Pour résoudre cette diﬃculté, les physiciens ont proposé plusieurs théories modiﬁées, et
parmi elles est l'introduction de l'énergie noire. Une autre théorie possible introduite par
Buchdahl dans [3] est la théorie f(R) de la gravitation nonlinéaire, que nous nous proposons
détudier dans cette thèse. Selon le choix de la fonction f , la théorie f(R) présente les aspects
diﬀérents en ce qui concerne le comportement global du champ de gravité. La relativité générale
est vue comme un cas limite de cette theorie, et est obtenue en prenant f(R) précisément égale
à la courbure scalaire R de l'espace-temps. Ce degré de liberté nous permet d'inclure plusieurs
modèles physiques : l'énergie noire, la masse noire, la formation des structures, etc.
Cette théorie est très appréciée par les physiciens, mais les modèles mathématiques qui
en sont issus n'ont pas été étudiés du point de vue mathématique. Les équations de champ
de la théorie f(R) sont algébriquement et analytiquement plus complexes que les équations
d'Einstein de la relativité générale : ces équations contiennent des dérivées partielles du qua-
trième ordre en la métrique inconnue, alors que les équations d'Einstein ne contiennent que
des dérivées d'ordre (au plus) deux.
Dans la première partie de la thèse, nous présentons une étude mathématique de la théorie
f(R) de la gravité nonlinéaire. Nos objectifs principaux sont les suivants [12] :
1. Formulation du problème de Cauchy lorsque des données initiales sont prescrites sur une
hypersurface de type espace.
2. Re-formulation des équations de la théorie f(R) de la gravité nonlinéaire. Nous commençons
par présenter plusieurs formulations qui sont chacunes pertinentes pour des techniques d'-
analyses mathématiques diﬀérentes. Parmi ces formulations, nous choisissons ﬁnalement la
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"formulation conforme augmentée", que nous déﬁnissons et qui transforme les équations de
champ de la théorie f(R) sous la forme d'un système hyperbolique quasi-linéaire du seconde
ordre, composé d'équations d'onde et d'équations de Klein-Gordon.
3. Nous démontrons l'existence de solutions (déﬁnies localement en temps) du problème de
Cauchy dans le cadre de notre formulation conforme augmentée.
4. Nous montrons ensuite la propriété de convergence suivante : si la fonction f est proche
de la fonction identité R (en un sens convenable), nous démontrons que la solution du prob-
lème de Cauchy donnée par la théorie f(R) reste proche de la solution donnée par l'équation
d'Einstein. Cette propriété est fondamentale pour aﬃrmer que la théorie f(R) est "physique-
ment raisonnable", en particulier parce que la relativité générale est déjà validée par de très
nombreuses observations astronomiques. Une "nouvelle" théorie du champ de gravité doit ad-
mettre la relativité générale dans une certaine limite. Le passage d'un système d'ordre quatre
(dans la théorie f(R)) a un système d'ordre deux (équations d'Einstein) rend cette analyse
"limite" singulière et techniquement délicate.
Dans la deuxième partie de cette thèse, nous étudions la question de l'existence globale
en temps dans le cadre des systèmes nonlinéaires composés d'équations d'onde et d'équations
de Klein-Gordon [13]. Notre motivation pour ce travail est fournie par notre étude précédente
des équations du champ de la théorie f(R) de la gravité nonlinéaire, qui prennent la forme
d'un système de ce type. Par ailleurs, de tels systèmes apparaîssent fréquemment dans les con-
textes physiques, par exemple : le système de Dirac-Klein-Gordon, le système de Proca-Klein-
Gordon, etc. Nous avons développé une nouvelle technique basée sur un feuilletage courbe de
l'esace-temps, que nous qualiﬁons de "feuilletage hyperboloïdal". Avec ces techniques, nous
pouvons surmonter certaines des diﬃcultés rencontrées habituellement dans la litérature avec
les techniques classiques.
2 Validité mathématique de la théorie f(R) de la gravitation
2.1 Équations du champ de la théorie f(R)
Comme nous l'avons présenté dans la section 1, en plus des termes du deuxième ordre dus à
la courbure de Ricci dans les équations d'Einstein, les équations du champ de la théorie f(R)
contiennent des dérivées du quatrième ordre en la métrique inconnue, qui proviennent des
dérivées du second ordre de la courbure scalaire. Ces équations de type "ondes nonlinéaires"
(dans une jauge bien choisie) constituent le système d'EDP à resoudre et sont considérable-
ment plus complexes que le système d'Einstein. Cependant, nous mettons ici en évidence une
structure mathématique remarquable qui est à la base de notre "formulation conforme aug-
mentée". Cette formulation conforme augmentée est une extension du système original et dans
laquelle la métrique inconnue et sa courbure scalaire sont considérées comme des inconnues
indépendantes. Nous établissons l'existence locale de solutions pour ce système augmenté et
nous démontrons ensuite que la solution du système augmenté coincide avec la solution du
système original de la théorie f(R) de la gravitation nonlinéaire.
Rappelons que la théorie de la relativité générale est basée sur l'action d'Hilbert-Einstein :
AHE[φ, g] :=
∫
M
( Rg
16pi
+ L[φ, g]
)
dVg
associée à l'espace-temps (M, g) inconnu de dimension (3 + 1) et de signature lorentzienne
(−,+,+,+). La forme de volume canonique est désignée par dVg, et nous notons par Rm =
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Rmg, Ric = Ricg et R = Rg, respectivement, les courbures de Riemann, de Ricci et la courbure
scalaire de la métrique g. La fonctionnelle ci-dessus est déterminée par la courbure scalaire Rg
et un lagrangien L[φ, g] décrivant la matière représentée par un champ φ déﬁni sur M .
Il bien connu que les points critiques de l'actionAHE[φ, g] (au moins formellement) satisfont
à l'équation d'Einstein :
Gg := Ricg − Rg
2
g = 8pi T [φ, g], (1)
où
Tαβ[φ, g] := −2 δL
δgαβ
[φ, g] + gαβ L[φ, g]
est le tenseur énergie-impulsion déterminé par le modèle de matière. Si nous nous concentrons
d'abord sur le cas du "vide", l'équation d'Einstein est équivalente à
Ricg = 0.
La théorie f(R) de la gravitation nonlinéaire peut être interprêtée comme une théorie de
la "gravité d'ordre élevé" et est déﬁnie comme suit. Soit f une fonction de R dans R ﬁxée.
Nous introduisons l'action de la théorie f(R) par
ANG[φ, g] =:
∫
M
(f(Rg)
16pi
+ L[φ, g]
)
dVg,
dont les points critiques satisfont à l'équation suivante :
Ng := f
′(Rg)Gg − 1
2
(
f(Rg)−Rgf ′(Rg)
)
g +
(
gg −∇d
)(
f ′(Rg)
)
= 8pi T [φ, g]. (2)
Nous observons que le tenseur Ng de la théorie f(R) de la gravité nonlinéaire "remplace" le
tenseur d'Einstein Gg, tandis que le tenseur énergie-impulsion reste invariant. En particulier,
si nous prenons la trace de (2),
tr Ng = f
′(Rg)Rg − 2f(Rg) + 3gf ′(Rg) = 8pitr (T ). (3)
Cette équation peut être vue comme une équation d'évolution de la courbure scalaire Rg. Elle
va jouer un rôle indispensable dans notre analyse.
Concernant le tenseur énergie-impulsion, nous observons que (voir aussi le texte plus loin)
le tensor Ng est de divergence nulle :
∇αNαβ = 0.
Cette proppriété implique que le tenseur énergie-impulsion est aussi à divergence nulle :
∇αTαβ = 0.
Pour que la théorie f(R) soit une extension de la théorie classique de la relativité générale,
il est nécessaire d'imposer f(R) ∼ R quand R → 0. De plus, nous montrons dans ce travail
que le signe du coeﬃcient κ := f ′′(0) > 0 est critique pour la stabilité et nous supposons donc
que
f ′(R) = 1 + κ
(
R+ κO(R2)
)
.
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Par intégration, nous avons
f(R) = R+ κ
(R2
2
+ κO(R3)
)
, (4)
où, par déﬁnition, le terme O(z2)/z2 est borné quand z → 0 (uniformément par rapport à
κ). En particulier, la fonction f étant supposée C∞, elle est croissante et strictement convexe
dans un voisinage de 0, et donc inversible. Un cas particulier mais intéressant en physique est
obtenu en prenant le terme κO(R3g) identiquement égal à zéro.
Dans un système de coordonnées locales, l'équation (2) est un système d'EDP non-linéaires
du quatrième ordre, tandis que l'équation d'Einstein est un système du seconde ordre. Notre
déﬁ dans cette étude est d'analyser l'eﬀet de ces termes du quatrième ordre et de développer
un cadre mathématique qui généralise celui de la relativité générale mathématique. De plus,
comme nous l'avons expliqué dans la première section, nous retrouverons la théorie d'Einstein
en faisant converger le coeﬃcient κ vers 0.
2.2 Le problème de Cauchy
Dans la littérature physique, plusieurs choix sont possibles pour le repère dans lequel les
mesures physiques sont réalisées (malgré l'équivalance mathématique). Pour les physiciens,
ce choix de repère est essentiel pour formuler précisément le fonctionnel d'action décrivant la
matière et la couplant au champ de la gravité. Dans le "repère de Jordan", la métrique originale
gαβ présentée dans l'équation (2) est vue comme la métrique "physique". Par ailleurs, dans le
"repère d'Einstein", la métrique conforme g†αβ := f ′(Rg)gαβ est interprêtée comme étant la
métrique qui a une signiﬁcation physique. Pour ces considérations sur les aspects physiques de
la théorie, nous renvoyons à [15]. Notre objectif ici est uiniquement de clariﬁer la terminologie
du point de vue mathématique. En particulier, le terme de repère est utilisé en un sens
diﬀérent en géométrie diﬀérentielle, et nous préfèrons utiliser ici les expressions couplage de
Jordan et couplage d'Einstein aﬁn d'éviter toute confusion.
Plus précisément, le "couplage de Jordan" représente le couplage minimal du champ de
matière à la géométrie de l'espace-temps (représenté par le tenseur Ng) exprimé dans la
métrique de Jordan (la métrique original g). Par ailleurs, le "couplage d'Einstein" est le
couplage minimal du champ de la matière à la géométrie de l'espace-temps exprimé dans a
métrique conforme g†.
Au vue des observations de [15], des couplages diﬀérents conduisent à des théories qui
peuvent être non-équivalentes. Nous soulignons qu'une théorie physique peut être présentée
dans les métriques diﬀérentes. Sinsi, le couplage de Jordan peut être présenté avec la métrique
d'Einstein, tandis que le couplage d'Einstein peut aussi être présenté avec la métrique d'Ein-
stein. Mais, si nous changeons la métrique de présentation avant de décider du couplage de
la matière, le couplage dans une autre métrique en général ne sera plus minimal. Plus pré-
cisément, le couplage d'Einstein n'est pas minimal par rapport à la métrique de Jordan, et le
couplage de Jordan n'est pas minimal par rapport à la métrique d'Einstein. Il semble que ces
terminologies physiques aient conduit à de multiples confusions dans la littérature physique.
Dans ce travail, on considère le modèle de matière décrit par un champs scalaire réel de
masse nulle, donné par les tenseurs énergie-impulsion suivants (selon le couplage adopté) :
Couplage de Jordan : Tαβ := ∇αφ∇βφ− 1
2
gαβg
δλ∇δφ∇λφ,
Couplage d'Einstein : T †αβ := f
′(Rg)
(∇αφ∇βφ− 1
2
gαβg
δλ∇δφ∇λφ
)
.
(5)
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Nous soulignons que le couplage d'Einstein est présenté avec la métrique de Jordan. Nous re-
marquons que des choix de couplage diﬀérents nous conduisent  des systèmes d'EDP diﬀérents.
Nous nous concentrons principalement sur le couplage de Jordan, en raison du fait que, comme
nous observons dans la suite, le couplage d'Einstein fournit un problème de Cauchy mal-posé.
Maintenant nous énonçons le résultat principal de la première partie de la thèse sous une
forme abrégée. Rappelons que le problème de Cauchy de l'équation d'Einstein est formulé
comme suit (cf. Choquet-Bruhat [4]) pour la terminologie et les références historiques). Soit
(M, g) une variété riemannienne de dimension 3 et K un champ de tenseur 2-covariant déﬁni
sur M . Nous supposons que ces données initiales (combinées avec les données initiales qui
décrivent le champ de matière) satisfont certaines contraintes de type Gauss-Coddazi que
nous déterminons. Nous cherchons un développement (globalement hyperbolique) de ces don-
nées initiales, c'est-à-dire, par déﬁnition, une variété lorentzienne (M, g) qui satisfait l'équation
d'Einstein et telle que la variété M est plongée comme une sous-variété de métrique induite g
coïncidant avec la restriction de g à M et de seconde forme fondamentale coïncidant avec K.
Le développement maximal (globalement hyperbolique), par déﬁnition, est l'unique développe-
ment de ces données initiales qu contiens tous développements possibles à isometries près.
Nous généralisons cette formulation du problème de Cauchy au cas de la théorie f(R).
L'équation du champ (2) est du quatrième ordre, et des données initiales supplémentaires sont
ainsi nécessaires. Nous ajoutons aux données initiales deux champs scalaires R0, R1 déﬁnis
sur M qui (essentiellement) représente la restriction de la courbure scalaire et sa dérivée
temporelle. De plus, les restrictions du champ scalaire et sa dérivée temporelle sont notés,
respectivement, φ0, φ1.
Théorème 1 (Développements de Cauchy pour la théorie f(R) de la gravité nonlinéaire). On
considère l'équation du champ gravitationnel (2) pour une fonction f de la forme (4) et pour un
couplage matériel de Jordan (5). Des données initiales (M, g,K,R0, R1, φ0, φ1) suﬃsamment
régulières étant prescrites, il existe un unique développement maximal globalement hyperbolique
(M, g) de ces données initiales satisfaisant l'équation (2) (en un sens que nous expliquerons
dans les sections suivantes).
Nous préciserons cet énoncé dans la partie 1 ci-dessous. Nous soulignons que notre résultat
présente la première démonstration mathématique rigoureuse montrant que la théorie de f(R)
peut être vue comme une modiﬁcation de la théorie classique introduite par Einstein.
Au-delà de ce résultat, nous présentons les équations du champ sous la forme d'un système
de EDP quasi-linéaires hyperboliques. En eﬀet, un ensemble de conditions de jauge imposées
sur la métrique d'Einstein : les "conditions d'onde". Notre formulation contient une variable
supplémentaire, désignée par ρ qui représente la courbure scalaire de l'espace-temps.
Deﬁnition 2. La formulation conforme augmentée des équations de la théorie f(R) (avec
le couplage de Jordan et sous les conditions d'onde ajoutées sur la métrique d'Einstein) s'écrit :
g†α
′β′
∂α′∂β′g
†
αβ = Fαβ(g
†; ∂g†, ∂g†)− 12∂αρ∂βρ+ V (ρ)g†αβ − 16pi∂αφ∂βφ,
g†α
′β′
∂α′∂β′φ = −2g†αβ∂αφ∂βρ,
g†α
′β′
∂α′∂β′ρ− ρ
3κ
= W (ρ)− 4pi
3e2ρ
g†αβ∂αφ∂βφ,
g†αβΓ†λαβ = 0,
(6)
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où Fαβ(g
†; ∂g†, ∂g†) est une forme quadratique par rapport à la variable ∂g† (déﬁnition précise
donnée dans les discussions suivantes) et la fonction V = V (ρ) etW = W (ρ) sont quadratiques
par rapport à ρ quand ρ = 0.
Nous retournons la théorie d'Einstein en choisissant f(R) = R et κ = 0. Nous démontrerons
que si ρ = 0, le système ci-dessus se réduit au système standard d'Einstein.
3 Méthode du feuilletage hyperboloïdal
3.1 Objectifs de la méthode
Nous nous intéressons aux équations d'onde quasi-linéaires posées dans l'espace de Minkowski
de dimension (3+1) et, en particulier, aux modèles en physique mathématique et qui décrivent
certains couplages non-linéaires par des équations de Klein-Gordon : par exemple, le système
de Dirac-Klein-Gordon, le système de Proca-Klein-Gordon, etc. Cette étude est aussi motivée
par des études réalisées sur le système (5) et le système des équations d'Einstein couplée avec
un champ scalaire réel de masse positive. L'équation de Klein-Gordon est aussi essentielle pour
la modélisation des ondes non-linéaires dans les ﬂuides ou dans les matériaux élastiques.
La méthode du feuilletage hyperboloïdal est une "méthode de champ de vecteurs" à la
manière de [10] et [5]. Cette approche se base sur les deux ingrédients principaux classiques :
d'une part, une estimation de l'énergie (convenablement pondérée) déﬁnie à partir des champs
de Killing de l'espace-temps de Minkowski et, d'autre part, une estimation du type de Sobolev
qui fournit l'estimation clef dans L∞. Avec ces arguments, les auteurs réussissent à établir
l'existence globale-en-temps des solutions pour des données initiales suﬃsamment petites et
localisées (c'est-à-dire supportées dans un compact). De plus, cette méthode s'appuie sur un
argument de bootstrap, ainsi qu'une analyse très ﬁne de la vitesse de décroissance en temps
des solutions et, de plus, l'analyse de la "structure nulle" des équations considérées. Pour un
système couplé d'équations d'onde et d'équations de Klein-Gordon, le travail le plus récent [9]
prpopose une généralisation directe de cette méthode des champs de vecteur.
Dans cette partie, nous considérons le problème de Cauchy associé à des systèmes non-
linéaires couplant des équations d'onde et des équations de Klein-Gordon. Nous introduisons
un nouveau cadre le feuilletage hyperboloïdal qui nous amène à une généralisation im-
portante de l'état de l'art dans ce domaine. Avec des normes de type L2 (convenablement
pondérées), nous pouvons traiter ici des termes nonlinéaire qui n'étaient pas inclus dans [9]
mais qui sont importants dans certains contexts de la physique mathématique. (Des applica-
tions seront ainsi traitées dans un travail en cours [14].) Ce cadre du feuilletage hyperboloïdal
nous amène une nouvelle méthodologie, qui se base sur une observation d'Hörmander [8] pour
l'analyse de l'équation standard de Klein-Gordon.
Nous notons par  l'opérateur d'onde dans l'espace-temps de Minkowski. Pour mieux
expliquer nos idées, nous commençons par un système simple (mais suﬃsamment complexe
pour notre propos)
u =P (∂u, ∂v),
v + v =Q(∂u, ∂v).
(7)
Il s'agit d'un système composé d'une seule équation d'onde couplée avec une seule équation de
Klein-Gordon. Les termes quadratiques P etQ décrivent les interactions entre ces deux champs
scalaires u et v, dont l'un est massif. Nous rappellons que, d'une part, l'existence de solutions
globales-en-temps des équations d'onde quasi-linéaires (sans couplage avec Klein-Gordon) est
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établie par [10] dans le cas où les termes quadratiques vériﬁent la "condition nulle". D'autre
part, l'existence de solutions globales-en-temps (sans couplage avec une équation d'onde) est
établie dans [11] et des termes quadratiques arbitraires peuvent être inclus ici. (Le même
résultat est aussi établi dans [17] par une méthode diﬀérente.
Par contre, si l'on utilise ces méthodes classiques sur un système couplé d'équations d'onde
et d'équations de Klein-Gordon du type (7), une diﬃculté essentielle apparaît : un champ de
vecteur de Killing associé à l'opérateur , c'est-à-dire le champ S := t∂t + r∂r, n'est plus un
champ de Killing de l'opérateur de Klein-Gordon ( + 1), de sorte que ce champ de vecteur
S ne peut plus être utilisé dans l'analyse.
Dans[9], Katayama a réussi à résoudre cette diﬃculté et a établi un résultat d'existence nou-
veau pour les solutions globales-en-temps pour une classe de systèmes couplés (7). Il s'appuie
sur une nouvelle estimation de type Sobolev qui remplace l'estimation classique de Klainerman-
Sobolev, et il utilise aussi une estimation de type L∞ − L∞. Notre texte fournira plus loin
d'autres références sur ce sujet.
3.2 Existence globale pour les systèmes des équations d'onde et des équa-
tions de Klein-Gordon
Dans cette section, nous pouvons énoncer notre résultat principal. Par convention, tous les
indices latins a, b,... prennent les valeurs {1, 2, 3}, tandis que les indices grecs α, β,... prennent
leurs valeurs dans {0, 1, 2, 3}. La convention classique de "sommation d'Einstein" est aussi
utilisée.
Nous nous intéressons au problème de Cauchy associé au système suivant :
wi +Gjαβi (w, ∂w)∂α∂βwj + c2iwi = Fi(w, ∂w),
wi(B + 1, x) = wi0,
∂twi(B + 1, x) = wi1,
(8)
dans lequel les inconnues sont les fonctions wi (1 ≤ i ≤ n0) déﬁnies sur l'espace-temps de
Minkowski R3+1. L'hypothèse suivante de symétrie est imposée :
Gjαβi = G
iαβ
j , G
jαβ
i = G
jβα
i (9)
et la structure d'onde-Klein-Gordon est décrite en posant :
ci =
{
= 0, 1 ≤ i ≤ j0,
≥ σ, j0 + 1 ≤ i ≤ n0,
où σ > 0 est (une constante positive et) la borne inférieure des constantes de Klein-Gordon.
La partie courbe des termes principaux Gjαβi (w, ∂w) et les termes quadratiques Fi(w, ∂w) sont
décomposés de la manière suivante :
Gjαβi (w, ∂w) = A
jαβγk
i ∂γwk +B
jαβk
i wk, (10a)
Fi(w, ∂w) = P
αβjk
i ∂αwj∂βwk +Q
αjk
i wk∂αwj +R
jk
i wjwk, (10b)
où, pour simplicité dans la présentation et sans perdre en généralité, nous supposons que les
coeﬃcients Ajαβγki , B
jαβk
i , P
αβjk
i , Q
αjk
i , et R
jk
i sont constants.
13
Pour simpliﬁer la présentation, nous utilisons la convention suivante sur les indices :
tous indices i, j, k, l prennent les valeurs 1, . . . , n0,
tous indices ıˆ, ˆ, kˆ, lˆ prennent les valeurs 1, . . . , j0,
tous indices ıˇ, ˇ, kˇ, lˇ prennent les valeurs j0 + 1, . . . , n0.
Il sera utile d'introduire la notation
uıˆ := wıˆ
pour les composantes qui satisfont aux équations d'onde ou composantes d'onde, et
vıˇ := wıˇ
pour les composantes qui satisfont aux équations de Klein-Gordon ou composantes de
Klein-Gordon.
Nos hypothèses principales sont la conditions nulles pour l'équations d'onde :
Aˆαβγkˆıˆ ξαξβξγ = B
ˆαβkˆ
ıˆ ξαξβ = P
αβˆkˆ
ıˆ ξαξβ = 0
si (ξ0)
2 −
∑
a
(ξa)
2 = 0,
et les conditions de non-explosion qui excluent les termes nonlinéaire générant une explosion
en temps ﬁni. Ce sont les termes quadratiques qui contiennent les composantess d'onde comme
facteur. Plus precisément, nous supposons que
B ˇαβkˆi = R
jkˆ
i = R
ˆk
i = 0.
Nous soulignons que les conditions nulles sont imposées sur les termes quadratiques pure-
ment de type "onde" : ces conditions ne sont imposées que sur les formes quadratiques
apparaissant dans les équations d'onde et ne concernent que les dérivées des composantes
d'onde.
De plus, nous imposons la condition
Qαjkˆi = 0,
qui est la seule restriction véritable dans cette thèse. Mais c'est nécessaire à cause de l'implé-
mentation de la méthode du feuilletage hyperboloïdal. Si cette hypothèse n'est pas réalisée, la
solution ne possède plus une vitesse de décroissance proche de celle des solutions du système
linéarisé. (Nous renvoyons à [14] pour l'analyse de tels termes.)
Nous énonçons maintenant le résultat principal de la deuxième partie de la thèse.
Théorème 3 (Existence globale du système d'onde-Klein-Gordon). Nous considérons le prob-
lème de Cauchy (8) avec des données initiales de classe C∞ posées sur l'hypersurface spatiale
{t = B + 1} et nous supposons que ces fonctions sont supportées dans la boule {|x| ≤ B}.
Alors sous les conditions (10), il existe une constante 0 > 0 telle que, si
‖wi0‖H6(R3) + ‖wi1‖H5(R3) ≤ 0,
alors la solution locale associée se prolonge pour tout temps positif.
Dans le cas spécial n0 = j0, le système (8) ne contient que les composantes d'onde et le
théorème 3 se réduit au résultat classique d'existence globale pour les système quasi-linéaires
avec nonlinéarités quadratiques nulles. Dans ce cas, notre méthode est, dans une certaine
mesure, plus simple que la méthode classique. De plus, notre méthode montre que la solution
décroit plus rapidement en comparaison du resultat obtenu par la méthode classique.
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3.3 Stratégie générale de la démonstration
Nous présentons dans cette section les idées cruciales de notre nouvelle méthode. Les
déﬁnitions rigoureuses sur les notions utilisées dans cette discussion seront introduites dans la
partie II.
 Feuilletage hyperboloïdal
L'idée la plus importante dans les travaux de la deuxième partie de la thèse, c'est
de feuilleter l'espace-temps (la partie dans un cône de la lumière) par une famille
d'hyperboloïdes, tandis que dans le contexte classique, l'espace-temps est feuilleté une
famille de plans. En comparaison avec le feuilletage classique, ce feuilletage hyperboloï-
dal a l'avantage d'être invariant sous les transformations de Lorentz.
Il nous faut alors trouver une estimation d'énergie associée à ce feuilletage, ce que nous
obtenons ici. (Ceci suggère qu'il faut chercher des feuilletages encore plus généraux dans
une variété lorentzienne courbe [14].)
 Repère semi-hyperboloïdal
Nous introduisons alors le champ de repères semi-hyperboloïdals adapté à ce feuilletage
hyperboloïdal. Ce champ de repère consiste en trois champs vectoriels tangents aux
hyperboloïdes et un champ de type temporel. Suivant ici [8], nous préférons de ne pas
utiliser le vecteur normal aux hyperboloïdes mais le champ de vecteur ∂t. Nous rappellons
que dans la littérature classique le repère nul (qui consiste en deux champs vectoriels
nuls et deux champs vectoriels tangents aux cônes de lumière) est souvent utilisé.
En comparaison avec le repère nul, l' avantage du repère semi-hyperboloïdal est sa
regularité dans l'intérieur du cône de la lumière, tandis que le repère nul est singulier
(en {r = 0}). Cet avantage nous permet de surmonter quelques diﬃcultés techniques.
 Décomposition de l'opérateur d'onde adaptée au repère semi-hyperboloïdal
Nous décomposons l'opérateur d'onde par rapport au repère semi-hyperboloïdal. Cette
d¢omposition nous permet d'exprimer la dérivée temporelle du seconde ordre par d'autres
dérivées qui possèdent des décroissances plus rapides et cette décomposition améliore
donc signiﬁcativement les estimations sur les composantes d'onde.
 Énergie hyperboloïdale
La clé de notre méthode est une analyse ﬁne de l'énergie hyperboloïdale (introduite par
[8]) : nous utilisons ici tous les termes de cette énergie aﬁn de contrôler certaines dérivées
des composantes d'onde, tandis que [8] ne s'intére qu'aux termes d'ordre zéro.
 Inégalités globales de type Sobolev
Pour établir les estimations L∞ sur la solution (et ses dérivées), nous analysons un en-
semble d'estimations de commutateurs et nous établissons une inégalité du type Sobolev
globale sur les hyperboloïdes (semblalble à celle établie dans [8]).
 Inégalité de type Hardy sur un hyperboloïde
De plus, nous avons aussi besoin d'une nouvelle inégalité, c'est-à-dire une inégalité de
Hardy sur un hyperboloïde. Elle sert à contrôler la norme L∞ des composantes de la
métrique courbe.
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 Stratégie de bootstrap et hiérarchie d'énergie
Dans l'argument de bootstrap que nous introduisons dans les sections suivantes, nous
n'imposons pas une unique hypothèse de bootstrap (comme dans la littérature existante
sur les équations quasi-linéaires), mais nous imposons un ensemble d'hypothèses qui,
demande des comportements diﬀérents sur les énergies des dérivées d'ordres diﬀérents.
Nous demontrons que les énergies d'ordre moins élevé sont bornées tandis que les énergies
d'ordre plus élevé possèdent des coissances polynomiales. Cette stratégie plus complexe
se trouve être indispensable pour les systèmes qui contiennent les couplages d'équations
d'onde et d'équations de Klein-Gordon à cause du fait que les dérivées d'ordres diﬀérents
ont des décroissances diﬀérentes.
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Partie I
Validité mathématique pour la théorie
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1 Introduction
1.1 The theory of nonlinear gravity
In recent years, new observational data have suggested that alternative theories of gravity, based on
extensions of Einstein’s field equations of general relativity, may be relevant in order to explain, for
instance, the accelerated expansion of the Universe and certain instabilities observed in galaxies.
Among these theories, the so-called f(R)–theory of nonlinear gravity (where a function of the scalar
curvature R is prescribed) is recognized as a physically viable alternative to Einstein’s theory.
Despite their important role played in physics, these field equations have not been investigated
by mathematicians yet. This is due to the fact that the nonlinear gravity field equations are
significantly more involved than the ‘classical’ Einstein equations, since they contain fourth-order
derivatives of the unknown metric (rather than second-order derivatives).
Our purpose in the present paper is to initiate the mathematical study of these nonlinear gravity
theories. Our main objective in the present paper is to define a suitable notion of ‘initial data
set’ for this theory, formulate the initial value problem, and establish the existence of a globally
hyperbolic maximal developments associated with a given initial data set. Our ain theorem will
validate the physical intuition that the nonlinear gravity theory is an ‘approximation’ of Einstein’s
theory.
As already mentioned, in addition to the (second-order) Ricci curvature terms arising in E-
instein equations, the field equations of the f(R)-theory involve fourth-order derivatives of the
metric and, specifically, second-order derivatives of its scalar curvature. The corresponding sys-
tem of partial differential equations (after a choice of gauge) consists of a system of wave-like
equations which is significantly more involved than the original Einstein system. Yet, a remark-
able mathematical structure is uncovered in the present paper, which is based on a reformulation
of the problem, refered to as the augmented conformal formulation: we formulate an extended
system in which both the metric and its scalar curvature are regarded as independent unknowns;
we establish the well-posedness of the initial value problem for this augmented formulation, and
we then recover the solutions of field equations nonlinear gravity.
Recall first that Einstein theory is based on the Hilbert-Einstein action
AHE[φ, g] :=
∫
M
( Rg
16pi
+ L[φ, g]
)
dVg
associated with a (3 + 1)–dimensional spacetime (M, g) with Lorentzian signature (−,+,+,+)
whose canonical volume form is denoted by dV = dVg. Here and thereafter, we denote by
Rm = Rmg, Ric = Ricg, and R = Rg the Riemann, Ricci, and scalar curvature of the metric
g, respectively. Greek indices α, β = 0, . . . , 3 represent spacetimes indices. Observe that the above
functional AEH[g] is determined from the scalar curvature Rg and a Lagrangian L[φ, g], the latter
term describing the matter content represented by fields φ defined on M .
It is well-known that the critical metrics of the action AEH[g] ( at least formally) satisfy
Einstein’s equation
Gg := Ricg − Rg
2
g = 8pi T [φ, g], (1.1)
in which the right-hand side
Tαβ [φ, g] := −2 δL
δgαβ
[φ, g] + gαβ L[φ, g] (1.2)
is referred to as the stress-energy tensor of the matter model. For instance in the vacuum, these
equations are equivalent to the Ricci-flat condition
Ricg = 0. (1.3)
The ‘higher-order’ gravity theory of interest in the present paper is defined as follows. A
function f : R→ R being prescribed, we can introduce the action of the f(R)-theory by
ANG[φ, g] =:
∫
M
(f(Rg)
16pi
+ L[φ, g]
)
dVg, (1.4)
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whose critical points satisfy the following field equations of nonlinear gravity
Ng := f
′(Rg)Gg − 1
2
(
f(Rg)−Rgf ′(Rg)
)
g +
(
gg −∇d
)(
f ′(Rg)
)
= 8pi T [φ, g]. (1.5)
Observe that the nonlinear gravity tensor Ng now replaces Einstein’s tensor Gg while the right-
hand side (further discussed below) is still given by the stress-energy tensor (1.2). In particular,
by taking the trace in (1.5), we find the following scalar equation
tr Ng = f
′(Rg)Rg − 2f(Rg) + 3gf ′(Rg) = 8pitr (T ), (1.6)
which can be regarded as an evolution equation for the spacetime curvature and will play an
important role in the present work.
Concerning the matter content, we observe (cf. Section 2 below for details) that the nonlinear
gravity tensor Ng is divergence free, that is,
∇αNαβ = 0, (1.7)
so that the matter field necessarily satisfies the divergence equation
∇αTαβ = 0. (1.8)
Clearly, for the nonlinear theory to formally be an extension of the classical theory, it is
necessary to assume that f(R) ' R for small R. In addition, we will see later that the (positive)
sign of the coefficient κ := f ′′(0) > 0 is critical for stability and, so, we set
f ′(R) = 1 + κ
(
R+ κO(R2)
)
, (1.9)
which after integration yields
f(R) = R+ κ
(R2
2
+ κO(R3)
)
, (1.10)
where, by definition, the remainder O(z2)/z2 remains bounded when z → 0 (uniformly in κ).
In particular, the map f (which we assume to be smooth) is increasing and strictly convex in a
neighborhood of 0 and, therefore, is one-to-one. A case of particular physical interest arises if the
term κO(R3) in (1.10) is taken to vanish identically.
In local coordinates, the field equations (1.5) consist of a nonlinear system of fourth-order
partial differential equations (PDE’s), while the Einstein equation (1.1) leads to only second-order
equations. Our challenge in the present paper is to investigate the role of these fourth-order terms
and whether they can be handled within the mathematical framework developped for Einstein
equations. Furthermore, one would expect to recover Einstein’s theory by letting the coefficient
κ tend to zero. This formal limit is, however, highly singular, since the latter is a system of only
second-order PDE’s, while the nonlinear gravity equations are fourth-order.
1.2 The initial value problem
In the physics literature, the choice of the frame in which measurements should be made (despite
being mathematically equivalent) are still under vivid discussions, and this issue is essential for
physicists in order to properly formulate the coupling between the gravity equations and the
matter fields. In the so-called “Jordan frame”, the original metric gαβ is considered to be the
“physical metric”, while in the so-called “Einstein frame”, the conformally-transformed metric
g†αβ := f
′(Rg)gαβ is considered to be the “physical metric”. Some discussions in the physical
aspects of the theory can be found for example in [6]. Our purpose here is simply to fix the
terminology. In particular, since the term “frame” has a different meaning in differential geometry,
we will use the expressions “Jordan coupling” and “Einstein coupling” instead.
More precisely, the “Jordan coupling” refers to the minimal coupling of the matter field to the
geometry of the spacetime (represented by the tensor Ng) with respect to the “Jordan metric” (the
22
original metric) gαβ . On the other hand, the “Einstein coupling” refers to the minimal coupling
of the matter field to the geometry of the spacetime with respect to g†αβ .
As discussed for instance in [6], different couplings lead to different physical theories which may
not be equivalent to each other. We emphasize that a theory can be expressed in various choices
of metrics, which means in our case that the “Jordan coupling” can also be expressed with the
“Einstein metric” g†αβ , while the “Einstein coupling” can also be stated in the “Jordan metric”
gαβ . Hence, if one changes the metric before defining the matter model, the coupling may no
longer be the minimal coupling in the new metric. This suggests that the “Einstein metric” is not
the physical metric in the “Jordan coupling” theory, while the “Jordan metric” is not the physical
metric in “Einstein coupling”. This physical terminology has apparently led to great confusion in
the physical literature.
Throughout this article, the matter model of interest is the real massless scalar field, defined
by its stress-energy tensor and we consider the following two possible couplings:
Tαβ := ∇αφ∇βφ− 1
2
gαβg
δλ∇δφ∇λφ,
T †αβ := f
′(Rg)
(∇αφ∇βφ− 1
2
gαβg
δλ∇δφ∇λφ
)
.
(1.11)
We emphasize that the Einstein coupling is written in the Jordan metric. (Our notion of Einstein
coupling is precisely equivalent to the notion of “Einstein frame” in [6].) As we will see, different
choice of couplings leads to different systems of PDE’s. Our primary interest is for the so-called
Jordan coupling, since we will argue that the Einstein coupling leads to an ill-defined problem
and, in the rest of this section, we thus state our conclusion for the Jordan coupling.
We are now in a position to state our main results, in a preliminary form at least. Recall
that the initial value problem for the Einstein equations is formulated as follows (cf. Choquet-
Bruhat [3] for the terminology and historical references). Given a Riemannian 3–manifold (M, g),
a 2–covariant tensor field K (together with suitable matter data) satisfying certain constraint
equations, one search for a (globally hyperbolic) development of this initial data set, consisting by
definition of a Lorentzian manifold (M, g) satisfying Einstein equations, such that M is embedded
in M as a spacelike hypersurface with induced metric g and second fundamental form K. The
maximal (globally hyperbolic) development, by definition, is the unique development of the initial
data set in which one can isometrically embed any such development.
We generalize this standard formulation of the initial value problem to the theory of nonlinear
gravity. Since the field equations (1.5) are now fourth-order, additional initial data are required,
which are denoted by R0, R1 and are specified on the initial slice M : they represent the spacetime
scalar curvature and its time derivative of the (to-be-constructed) spacetime. In addition, initial
data for the scalar field and its time-derivative are denoted by φ0, φ1, respectively, and are also
prescribed on the initial hypersurface.
Theorem 1.1 (Cauchy developments of nonlinear gravity). Consider the field equations (1.5) of
nonlinear gravity based on a function f = f(R) satisfying (1.9) and assume that the matter is
described by a scalar field with Jordan coupling (1.11). Given a “asymptotically flat” initial data
set (M, g,K,R0, R1, φ0, φ1) (the rigorous definition will be given in definition 6.1 ), there exists a
unique maximal globally hyperbolic development (M, g) of these data which satisfies the nonlinear
gravity equations (1.5) (in the sense of Definition 2.5, below). Furthermore: if there is a initial data
set (M, g′,K ′, φ′0, φ
′
1) of the Cauchy problem associated to the classical Einstein equation which is
“closed” to the initial data set (M, g,K,R0, R1, φ0, φ1), then the solution generated is still “closed”
to the solution generated by Einstein equation with the initial data (M, g′,K ′, φ′0, φ
′
1).
The statements above will be made precise in the course of this paper. We emphasize that
our results provide the first mathematically rigorous proof that the theory of nonlinear gravity is
sound and can be regarded as an approximation of the classical theory of gravity introduced by
Einstein, as expected by physicists.
Importantly, we are able here to express the field equations as a system of second-order hyper-
bolic equations, as now stated. In fact, we advocate here the use of wave coordinates associated
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with the Einstein metric and our formulation in such coordinates is given in the following defini-
tion. Our formulation contains an additional unknown denoted by ρ which represents the scalar
curvature of the spacetime (and specifically ρ = 12 ln f
′(Rg)).
Definition 1.2. The augmented conformal formulation of the field equations of nonlinear
gravity (with Jordan coupling and in wave coordinates associated with the Einstein metric) reads:
g†
α′β′
∂α′∂β′g
†
αβ = Fαβ(g
†; ∂g†, ∂g†)− 12∂αρ∂βρ+ V (ρ)g†αβ − 16pi∂αφ∂βφ,
g†
α′β′
∂α′∂β′φ = −2g†αβ∂αφ∂βρ,
g†
α′β′
∂α′∂β′ρ− ρ
3κ
= W (ρ)− 4pi
3e2ρ
g†
αβ
∂αφ∂βφ,
g†
αβ
Γ†
λ
αβ = 0,
(1.12)
in which Fαβ(g
†; ∂g†, ∂g†) are quadratic expressions (defined in Section 3 below) win ∂g† deter-
mined by the Ricci curvature, and the function V = V (ρ) and W = W (ρ) are of quadratic order
ρ2 as ρ→ 0.
We recover Einstein’s theory by choosing f(R) = R and κ→ 0. We will show that ρ = 0 and
the above system reduces to the standard formulation in wave coordinates so that, in particular,
we recover the expression R = 8pi∇αφ∇αφ of the scalar curvature in terms of the norm of the
scalar field.
2 Formulation of the Cauchy problem in the Jordan metric
2.1 The 3 + 1 decomposition of spacetimes
In this section, we formulate the initial value problem for the nonlinear gravity system when
initial data are prescribed on a spacelike hypersurface. Until further notice, our setup is as follows
in which we follow the presentation given in [3]. We are interested in time-oriented spacetimes
(M, g) endowed with a Lorentzian metric g with signature (−,+,+,+), which are homeomorphic
to [0, tmax)×Mt and admit a global foliation by spacelike hypersurfaces Mt ' {t}×M determined
by a time function t : M → [0, tmax) and a fixed three-dimensional manifold M . Throughout, we
always assume that
The spacetime M is globally hyperbolic, and everyMt is a Cauchy surface, (2.1)
so that a (system of) wave equation(s) posed on any Cauchy surface enjoys the usual uniqueness
property. See the textbooks by [3, 5] for the definitions.
We take local coordinates adapted to this product structure, say (xα) = (x0 = t, xi), and we
choose vectors ∂i as a natural frame of Mt. This structure defines the natural frame (∂t, ∂i). We
also introduce the so-called Cauchy adapted frame by setting ei = ∂i and e0 = ∂t − βi∂i where
β = βi∂i a time-dependent field tangent to Mt and called the shift vector, with the restriction
that e0 is orthogonal to Mt.
Now we introduce the dual frame θα of the Cauchy adapted frame (eα) by
θ0 = dt, θi = dxi + βidt.
All tensors under consideration will be always expressed in a Cauchy adapted frame or in its dual
frame. In particular, the spacetime metric reads
g = −N2θ0θ0 + gijθiθj , (2.2)
where the positive function N is refered to as the lapse function.
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The structure coefficients of a Cauchy adapted frame are defined by
Ci0j = −Cij0 = ∂jβi. (2.3)
The Riemannian connection associated to g is represented by the following differential forms ω:
∇eα = ωβγαθγ ⊗ eβ ,
and
∇θα = −ωαγβθγ ⊗ θβ .
We denote by g = gt the induced Riemannian metric associated with the slices Mt and by ∇
the Levi-Civita connection of g with the Christoffel symbols (with respect to the natural frame
{xi}) denoted by Γcab. We can also introduce the second fundamental form K = Kt defined, for
all vectors X,Y tangent to the slices Mt, by
K(X,Y ) := g(∇Xn, Y ),
which in the Cauchy adapted frame reads
Kij = − 1
2N
(
< e0, gij > −glj∂iβl − gil∂jβl
)
. (2.4)
Here and throughout this paper, we use the notation < e0, gij > for the action of the vector field
e0 on the function gij . We define the operator ∂0 acting on a two-tensor defined on the slice Mt
by
∂0Tij =< e0, Tij > −Tlj∂iβl − Til∂jβl (2.5)
which is again a two-tensor on Mt. With this notation, we thus have K = − 12N ∂0g.
Standard calculations in section VI.3 of [3] yield the following splitting of the connection:
ωijk = Γ
i
jk,
ωi00 = Ng
ij∂jN, ω
0
0i = ω
0
i0 = N
−1∂iN, ω000 = N
−1 < e0, N >,
ω0ij =
1
2
N−2
(
< e0, gij > −ghj∂iβh − gih∂jβk
)
= −N−1Kij ,
ωi0j = −NKij + ∂jβi, ωij0 = −NKij .
(2.6)
Here, Γ
i
jk denotes the Christoffel symbol of the connection of ∇ in the natural frame {xi}. It is
also a standard matter to derive the following Gauss–Codazzi equations on each slice:
Rij,kl = Rij,kl +Kikklj −KilKkj ,
R0i,jk = N(∇jKki −∇kKji),
R0i,0j = N(∂0Kij +NKikK
k
j +∇i∂jN).
(2.7)
Next, by suitable contractions of these identities, we arrive at
Rij = Rij − ∂0Kij
N
+KijK
l
l − 2KilKlj −
∇i∂jN
N
, (2.8a)
R0j = N
(
∂jK
l
l −∇lKlj
)
, (2.8b)
G00 =
N2
2
(
R−KijKij + (Kll )2
)
. (2.8c)
These equations clarify the relations between geometric objects in M and in Mt, respectively.
The equation (2.8a) yields the evolution of the tensor K and together with the definition
∂0g = −2NK, we thus find the evolution system
∂0Kij = N
(
Rij −Rij
)
+NKijK
l
l − 2NKilKlj −∇i∂jN,
∂0gij = −2NKij .
(2.9)
On the other hand, the equations (2.8b) and (2.8c) will serve as constraint equations.
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2.2 Evolution and constraint equations
Now, we are going to combine the equation (2.8) and the field equation (1.5) and obtain the
fondamental equations of nonlinear gravity.
To deal with the system (1.5), we recall first some identities related to the Hessian form in a
Cauchy adapted frame. Given any smooth function f defined on (M, g), we can write
∇df = ∇( < eγ , f > θγ) =< eβ , < eα, f >> θβ ⊗ θα− < eγ , f > ωγβαθβ ⊗ θα.
We need to calculate explicitly the following components:
∇i∇jf = ∂i∂jf − ∂kfωγij = ∂i∂jf − Γ
k
ij∂kf − ω0ij < e0, f >
= ∇i∇jf +KijN−1(∂t − βl∂l)f
= ∇i∇jf +KijLnf,
(2.10)
where Ln is the Lie derivative associated to the normal unit vector of the slice Mt. Furthermore,
we find
∇j∇0f = ∇0∇jf = < e0, ∂jf > − < e0, f > ω00j − ∂ifωi0j
=(∂t − βi∂i)∂jf − (∂t − βi∂i)f N−1∂jN +N∂ifKij − ∂if∂jβi
=(∂t − βi∂i)∂jf − (∂t − βi∂i)f ∂j lnN +N∂ifKij − ∂if∂jβi
=∂j(∂t − βi∂i)f − (∂t − βi∂i)f ∂j lnN +N∂ifKij
=N∂j
(
N−1(∂t − βi∂i)f
)
+NKij∂if.
The trace of the Hessian of a function, that is, the d’Alembert operator, is expressed in the
Cauchy adapted frame as follows:
gf =gαβ∇α∇βf = −N2∇0∇0f + gij∇i∇jf
=−N−2∇0∇0f + gij∇i∇jf + gijKijN−1(∂t − βl∂l)f
=−N−2∇0∇0f + ∆gf + gijKijLnf,
where ∆gf is the Laplace operator associated with the metric g.
For a technical reason, we need rewrite the field equation (1.5) in a slightly different form.
Define the tensor
Egαβ := Ngαβ −
1
2
tr (Ng)gαβ , (2.11)
where tr (Ng) is the trace of the tensor Ng with respect to the metric g. Then
Egαβ = f
′(Rg)Rαβ +
1
2
f ′(R)W1(Rg)gαβ −
(
1
2
gαβg +∇α∇β
)
f ′(Rg),
where we have introduced the function
W1(r) :=
f(r)− rf ′(r)
f ′(r)
, r ∈ R. (2.12)
Then by (1.5), Eg satisfies the following equation:
Egαβ = 8pi
(
Tαβ − 1
2
tr (T )gαβ
)
. (2.13)
By defining next by
Hαβ :=
(
Tαβ − 1
2
tr (T )gαβ
)
, (2.14)
the field equation can be written as
Egαβ = 8piHαβ . (2.15)
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For different components, we will choose a different form of the equations, specifically:
Egij = 8piHij ,
Eg0j = 8piH0j ,
Ng00 = 8piT00,
(2.16)
Or equivalently:
f ′(Rg)Rij +
1
2
f ′(R)W1(Rg)gij −
(
1
2
gijg +∇i∇j
)
f ′(Rg) = 8pi
(
Tij − 1
2
tr (T )gij
)
, (2.17a)
f ′(Rg)R0j −∇0∇jf ′(Rg) = 8piT0j , (2.17b)
f ′(Rg)Gg00 −
1
2
f ′(Rg)W1(Rg)g00 +
(
g00g −∇0∇0
)(
f ′(Rg)
)
= 8piT00. (2.17c)
The following lemma shows that any solution of (1.5) is also a solution of (2.16) (and vice
versa).
Lemma 2.1. If gαβ and Tαβ satisfy the equations (1.5), then they also satisfies (2.16). The
converse also holds.
Proof. By a simple calculation, (2.16) is found to be equivalent to the following three equations:(
Ng − 8piT
)
ij
= −1
2
gijtr (8piT −Ng),(
Ng − 8piT
)
ij
= 0,
Ng00 − 8piT00 = 0.
Then by taking the trace of the tensor (Ng − 8piT ),
tr (Ng − 8piT ) = −3
2
tr (8piT −Ng)
which leads to
tr (8piT −Ng) = 0.
Then the desired result is proved.
From (2.17a) and by using (2.10), we arrive at the following form:
Rij =
1
f ′(Rg)
(
Egij −
1
2
f ′(Rg)W1(Rg)gij +
1
2
(
gijg + 2∇i∇j
)
f ′(Rg)
)
=
Eij
f ′(Rg)
− 1
2
W1(Rg)gij +
(
gij∆g + 2∇i∇j
)
f ′(Rg)
2f ′(Rg)
− gij∇0∇0f
′(Rg)
2N2f ′(Rg)
+
(
Kij +
1
2
gijK
)
Ln ln(f
′(Rg)),
(2.18a)
where
K := gijKij (2.18b)
is the trace of K with respect to g. We also have
R0j =
1
f ′(Rg)
(
Ng0j +∇0∇jf ′(Rg)
)
=
Ng0j
f ′(Rg)
+
N∂j
(
N−1(∂t − βi∂i)f ′(Rg)
)
f ′(Rg)
+NKij∂i
(
ln(f ′(Rg))
)
=
Ng0j
f ′(Rg)
+
N∂j
(
f ′′(Rg)LnRg
)
f ′(Rg)
+NKij∂i
(
ln(f ′(Rg))
)
,
(2.18c)
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and
G00 =
1
f ′(Rg)
(
Ng00 +
1
2
f ′(Rg)W1(Rg)g00 − (g00g −∇0∇0)f ′(Rg)
)
=
Ng00
f ′(Rg)
+
1
2
g00W1(Rg)− g00
f ′(Rg)
(
∆g + g
ijKijLn
)
f ′(Rg).
(2.18d)
By combining (2.18a) with (2.8a), (2.18c) with (2.8b) and (2.18d) with (2.8c), the evolution
equations and constraint equations for the system of nonlinear gravity are formulated as follows:
∂0Kij =NRij −NRij +NKijKll − 2NKilKlj −∇i∂jN
=NRij +NKijK
l
l − 2NKilKlj −∇i∂jN
− NEij
f ′(Rg)
+
N
2
W1(Rg)gij −
N
(
gij∆g + 2∇i∇j
)
f ′(Rg)
2f ′(Rg)
+
Ngij∇0∇0f ′(Rg)
2N2f ′(Rg)
−N(Kij + 1
2
gijK
)
Ln ln(f
′(Rg)),
∂0gij =− 2NKij ,
(2.19)
R−KijKij + (Kjj )2 =
2Ng00
N2f ′(Rg)
+
2∆gf
′(Rg)
f ′(Rg)
+ 2gijKijLn
(
ln f ′(Rg)
)−W1(Rg), (2.20)
and
∂jK
i
i −∇iKij =
Ng0j
Nf ′(Rg)
+
∂j
(
f ′′(Rg)LnRg
)
f ′(Rg)
+Kij∂i
(
ln(f ′(Rg))
)
. (2.21)
Now, we analyze the coupling with the matter field and consider the stress energy tensor Tαβ .
The equations read Ngαβ = 8piTαβ , where Tαβ = Tαβ for the Jordan coupling and Tαβ = T
†
αβ for
the Einstein coupling. We also define the mass density σ and the momentum vector J (measured
by an observer moving orthogonally to the slices) by the relations
σ := N−2T00, Jj := −N−1T0j . (2.22)
Recall first the constraint equations for the classical theory of general relativity, when the
Einstein equations Gαβ = 8piTαβ are imposed. Therefore, the last two equations in (2.8) yield
R+Kij K
ij − (Kii )2 = 16piσ,
∇iKij −∇jKll = 8pi Jj ,
(when f ′ ≡ 0). (2.23)
In the same way, we introduce a definition suitable for nonlinear gravity.
Proposition and Definition 2.2. The equations for nonlinear gravity in a Cauchy adapted
frame {e0, e1, e2, e3} decompose into:
1. Evolution equations:
∂0Kij =NRij +NKijK
l
l − 2NKilKlj −∇∂jN
− 8piN
(
Tij − 12gijtr (T )
)
f ′(Rg)
+
N
2
W1(Rg)gij −
N
(
gij∆g + 2∇i∇j
)
f ′(Rg)
2f ′(Rg)
+
Ngij∇0∇0f ′(Rg)
2N2f ′(Rg)
−N(Kij + 1
2
gijK
)
Ln ln(f
′(Rg)),
∂0gij =− 2NKij .
(2.24)
2. Hamiltonian constraint equations:
R−KijKij + (Kjj )2 =
16piσ
f ′(Rg)
+
2∆gf
′(Rg)
f ′(Rg)
+ 2gijKijLn
(
ln f ′(Rg)
)−W1(Rg), (2.25)
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3. Momentum constraint equations:
∂jK
i
i −∇iKij = −
8piJi
f ′(Rg)
+
∂j
(
f ′′(Rg)LnRg
)
f ′(Rg)
+Kij∂i
(
ln(f ′(Rg))
)
. (2.26)
Observe that, in the classical gravity theory, the factor f(R) coincides with R and f ′(Rg) ≡ 1,
so that the terms consulting f ′(Rg) in the right-hand sides of the constraint equations (2.25) and
(2.26) vanish identically and we recover the standard equations (2.23).
We observe that these constraint equations are highly involved compared with the classical
case. The main difficulty is that they consult the four-order derivatives of the metric g in the form
of the second order derivatives of the scalar curvature Rg. We also remark that these four-order
derivatives destroy the elliptic structure of the classical constraint equations.
2.3 The divergence identity
As in the classical case, the evolution equation of the matter field is deduced by the relation
∇αTαβ = 0, which should also be guaranteed by (1.5).
Lemma 2.3 (The divergence identity in nonlinear gravity). The contracted Bianchi identities
∇αRαβ = 1
2
∇βR (2.27)
imply
∇αNgαβ = 0. (2.28)
Proof. The following calculation is made in a abstract (local) natural frame. Indeed, this is checked
as follows by computing the three relevant terms:
∇α(∇α∇βf ′(R)− gαβgf ′(R)) = (∇α∇α∇β −∇β∇λ∇λ)f ′(R)
= (∇α∇β∇α −∇β∇α∇α)(f ′(R))
= [∇α,∇β ](∇α(f ′(R))) = Rαβ∇α(f ′(R)),
then
∇α(f ′(R)Rαβ) = Rαβ∇α(f ′(R)) + f ′(R)∇αRαβ
= Rαβ∇α(f ′(R)) + 1
2
f ′(R)∇βR,
and finally
∇α
(1
2
f(R) gαβ
)
=
1
2
∇β(f(R)) = 1
2
f ′(R)∇βR
Combine these three identities together yields the desired result.
As a first application of (2.27), we can now determine which coupling (in the Jordan metric
under consideration in this section) is mathematically sound.
If we assume that
Tαβ = Tαβ = ∂αφ∂βφ− 1
2
gαβg
α′β′∂α′φ∂β′φ,
then, by the field equation Ngαβ = 8piTαβ and (2.27), we find
∇αβTαβ = 0
and thus
∂βφgφ = 0.
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Consequently, if φ satisfies the following wave equation on M
gφ = 0, (2.29)
then the tensor Tαβ is automatically divergence-free. We thus have a single scalar equation for
the evolution of the matter field φ.
Next, if we assume the Einstein coupling
Tαβ = T
†
αβ = f
′(Rg)
(
∂αφ∂βφ− 1
2
gαβg
α′β′∂α′φ∂β′φ
)
,
then the field equation Ngαβ = T
†
αβ together with (2.27) lead us to
∇αT †αβ = 0,
which yields
f ′′(Rg)Tαβ∇αRg + f ′(Rg)∂βφgφ = 0.
This (vectorial) equation can be written as
∂βφgφ =
f ′′(Rg)
f ′(Rg)
(
∂αφ∂βφ− 1
2
gαβg
α′β′∂α′φ∂β′φ
)∇αRg
or equivalently (
f ′′(Rg)
f ′(Rg)
∂αφ∇αR−gφ
)
∇βφ = f
′′(Rg)
2f ′(Rg)
(
gα
′β′∂α′φ∂β′φ
)
∇βR. (2.30)
For general initial data, this always leads to an over-determined differential system (since only
one scalar field should be determined) and this strongly suggests that the Einstein coupling is not
compatible (unless we make the additional assumption that ∇φ and ∇R are colinear).
From now on, we thus focus our attention on the Jordan coupling.
2.4 The initial value problem for nonlinear gravity
We now formulate the Cauchy problem for the system (1.5). To do so, we specify the expression of
the stress-energy tensor Tαβ . Acoording to our earlier discussion, we assume the Jordan coupling:
Tαβ = Tαβ = ∂αφ∂βφ− 1
2
gαβg
α′β′∂α′φ∂β′φ (2.31)
and we can then compute the corresponding matter fields
σ = N−2T00 = |Lnφ|2 + 1
2
∣∣∇φ∣∣2
g
=
1
2
(|Lnφ|2 + gij∂iφ∂jφ),
Ji = −Lnφ∂iφ.
(2.32)
Definition 2.4. An initial data set for the nonlinear gravity theory (M, g,K,R0, R1, φ0, φ1)
consists of the following data:
• a 3−dimensional manifold M endowed with a Riemannian metric g and a symmetric (0, 2)-
tensor field K,
• two scalar fields denoted by R0 and R1 defined on M and representing the (to-be-constructed)
spacetime curvature and its time derivative,
• two scalar fieds φ0 and φ1 defined on M ,
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• which are assumed to satisfy the Hamiltonian constraint of nonlinear gravity
R−KijKij + (Kjj )2 =
8
(
φ21 + g
ij∂iφ0∂jφ0
)
f ′(R0)
+
2∆gf
′(R0)
f ′(R0)
+ 2gijKijLn
f ′′(R0)R1
f ′(R0)
−W1(R0),
(2.33)
and the momentum constraint of nonlinear gravity
∂jK
i
i −∇iKij =
8piφ1 ∂iφ0
f ′(R0)
+
∂j
(
f ′′(R0)R1
)
f ′(R0)
+Kij∂i
(
ln(f ′(R0))
)
. (2.34)
Definition 2.5 (Formulation of the initial value problem for nonlinear gravity). Given an initial
data set (M, g,K,R0, R1, φ0, φ1) as in Definition 2.4, the initial value problem associated with
the nonlinear gravity theory consists of finding a Lorentzian manifold (M, g) and a matter field φ
defined on M
1. The field equations of nonlinear gravity (1.5) are satisfied,
2. There exists an embedding i : M →M with pull back metric g = i∗g and second fundamental
form K.
3. The field R0 coincides with the restriction of the spacetime scalar curvature R on M , while
R1 coincides with the Lie derivative LnR restricted to M , where n denotes the normal to
M .
4. The scalar fields φ0, φ1 coincides with the restriction of φ,Lnφ on M .
Such a solution to (1.5) is refered to as a nonlinear gravity development of the initial data
set (M, g,K,R0, R1, φ0, φ1).
Similarly as in classical gravity, we can define the notion of maximally hyperbolic nonlinear
gravity development of the initial data set.
We first observe that the initial value problem for nonlinear gravity reduces to the classical
formulation in the special case of vanishing geometric data φ0 = φ1 = R0 = R1 ≡ 0. Similarly as
in classical gravity, these fields can not be fully arbitrary prescribed but certain constraints (given
above) must be assumed.
2.5 Preservation of the constraints
We now address the following issue: Suppose that the evolution equations are satisfied by a pair of
symmetric two-tensors (g,K) in the spacetime and the stress-energy tensor T is divergence-free,
and suppose that if the constraint equations are satisfied on the initial slice M0, then we will
prove that the field equations hold on the spacetime – that is the preservation of the constraint
equations.
This is the first example of the “preservation-type” results.We will see other examples in the
following discussion. The common character of these results are: in a differential system the
equations are classified into two categories: one is easer to handle (the evolution equations in
this example) while the other is difficult (the constraint equations). Our strategy is to replace
the difficult equations by some equations which can be deduced form the original system (in this
example, the trace-free equation of T ), and which are also easier to handle. This forms a new
system and our task is to prove the equivalence between the original system and this newly formed
system.
Before the statement of the main result, we remark the following observations. The evolution
equations (2.24) are equivalent to (2.17a) and the constraint equations (2.25) and (2.26) are equiv-
alent to (2.17b) and (2.17c). So we suppose that (2.17a) together with the divergence condition
31
∇αTαβ = 0 are satisfied in the spacetime M = ∪t∈[0,tmax)Mt, and the constraint equations (2.17b)
and (2.17c) are satisfied on the initial slice. Then we will prove that the equations (2.17b) and
(2.17c) are satisfied in the whole spacetime. More precisely, the following proposition holds:
Proposition 2.6. With the previous notation, suppose that equations
Egij − 8piHij = 0 (2.35)
and
∇αTαβ = 0 (2.36)
hold in
⋃
t∈[0,tmax)Mt and
Eg0j = 8piH0j , Ng00 = 8piT00 (2.37)
hold on the initial slice M0 = {t = 0} Then
Eg0j = 8piH0j , Ng00 = 8piT00 in the spacetime
⋃
t∈[0,tmax)
Mt. (2.38)
Proof. The calculations are made in a Cauchy adapted frame. For convenience in the proof, we
introduce the notation
Σαβ := Ngαβ − 8piTαβ ,
and we will prove that σαβ = 0 which leads to the desired result.
By the hypothesis ∇αTαβ = 0 and the identity (2.27),
∇αΣαβ = 0. (2.39)
Recall the definition of Egαβ and Hαβ , the following relation holds:
Σαβ = Egαβ −Hαβ −
1
2
gαβtr (Eg −H). (2.40)
In particular
Σ00 = Eg00 −H00 −
1
2
g00tr (Eg −H) (2.41)
Now by considering the fact that g0i = g0i = 0 and (2.35),
tr (Eg −H) = g00(Eg00 −H00). (2.42)
Combine (2.41) and (2.42),
tr (Eg −H) = 2g00Σ00. (2.43)
Substitute this equation into (2.40),
Σαβ = Egαβ −Hαβ − gαβg00Σ00. (2.44)
where we can calculate more precisely the spacial components with the aid of (2.35)
Σij = −gijg00Σ00. (2.45)
Now with these preparations we calculate
Σαβ = g
αα′Σα′β .
When α = β = 0,
Σ00 = Σ0αg
α0 = g00Σ00. (2.46)
When β = 0, 1 ≤ α ≤ 3. We denote by a = α. Then recall that ga0 = 0,
Σa0 = g
aα′Σα′0 = g
aa′Σa′0
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For 1 ≤ b ≤ 3
Σ0b = gbβg
0αΣβα = g
00gbcΣ
c
0.
For 1 ≤ b ≤ 3 and 1 ≤ a ≤ 3, by applying (2.45) and (2.46), then
Σab = g
aαΣbα = g
aa′Σba′ = −gaa′gba′g00Σ00 = −δabΣ00.
So we conclude by
Σ0b = g
00gbcΣ
c
0, Σ
a
b = −δabΣ00. (2.47)
Now recall that the identity (2.39) can be written as
∇αΣαβ = 0
which leads to
< eα,Σ
α
β >− ωδαβΣαδ + ωααδΣδβ = 0.
When β = 0,
< e0,Σ
0
0 >+ ∂aΣ
a
0 − ωδαβΣαδ + ωααδΣδβ = 0. (2.48)
For 1 ≤ b ≤ 3, taking the equation (2.47),
< e0, g
00gbcΣ
c
0 >+ ∂a
(− δabΣ00)− ωγαbΣαγ + ωααγΣγb = 0
which leads to
< e0,Σ
c
0 >− g00gbc∂bΣ00 − g00gbc
(
ωγαbΣ
α
γ − ωααγΣγb
)
+ g00g
bc < e0, g
00gbc′ > Σ
c′
0 = 0. (2.49)
Consider (2.48) and (2.49) together, we remark that by (2.47), the lower order terms are linear
combinations Σα0 with 0 ≤ α ≤ 3. So these equations forms a first-order differential system.
Furthermore we remark that this system is symmetrizable. Recalling that we denote by g = gt
the induced Riemannian metric on the slices Mt, we introduce the following notation:
V := (Σ00,Σ
a
0)
T , ρa := g00(g
a1, ga2, ga3)T ,
σ1 = (1, 0, 0), σ2 = (0, 1, 0), σ3 = (0, 0, 1).
Then the principal part of the system formed by (2.48) and (2.49) can be written as
< e0, V >+
∑
a
Aa∂aV = F (2.50)
where
Aa =
(
0 σa
−g00ρa 0
)
and F a linear form on V . Then by multiply this equation by the matrix A0 defined as following:
A0 =
(
1 0
0 −g00gab
)
= −g00
( −g00 0
0 gab
)
.
Then the system (2.50) becomes
A0< e0, V >+
∑
a
A0A
a∂aV = A0F
and remark that A0A
a are symmetric:
A0A
a =
(
0 σa
(σa)T 0
)
.
Then the system (2.50) is symmetrizable. We also remark that by (2.37) implies that V = 0
on the initial slice {t = 0}. Then, thanks to our global hyperbolicity assumption (2.1) and by a
standard uniqueness theorem, we conclude that V = 0 in the whole spacetime.
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3 Formulation of the Cauchy problem in the Einstein met-
ric
3.1 Conformal transformation
From the last section we observe that both evolution equations and and constraint equations for
nonlinear gravity are highly involved and difficult to be treated with standard PDE’s techniques.
Then main difficulty comes from the forth-order term ∇α∇βf ′(Rg) in (1.5). To overcome this
difficulty, we adopt the following conformal transformation:
g†αβ := e
2ρ gαβ , g
†αβ = e−2ρgαβ , (3.1)
where the conformal factor is defined by
ρ :=
1
2
ln f ′(Rg) or equivalently f ′(Rg) = e2ρ. (3.2)
We have the following expression of the tensor Ng in the Einstein metric.
Lemma 3.1. With the notation above, the following identities hold:
e2ρR†αβ − 6e2ρ∂αρ∂βρ+
g†αβ
2
W2(ρ) = Ngαβ −
1
2
gαβtr (Ng), (3.3)
where the function W2 = W2(ρ) is defined implicitly by the relation
W2(s) =
f(r)− f ′(r)r
f ′(r)
, e2s = f ′(r). (3.4)
where W1 is defined by (2.12). We also define the function
W3(s) := f(r), e
2s = f ′(r)
which will be used in the proof.
Proof. Recall the tensor
Ngαβ = f
′(Rg)Rαβ − 1
2
f(Rg)gαβ +
(
gαβg −∇α∇β
)
f ′(Rg)
and the trace
tr (Ng) = f
′(Rg)Rg − 2f(Rg) + 3gf ′(Rg).
We remark the following identities:
∇α∇βe2ρ = 2e2ρ∇α∇βρ+ 4e2ρ∇αρ∇βρ,
ge2ρ = 2e2ρgρ+ 4e2ρg(∇ρ,∇ρ).
With these identities, we get
Ngαβ = e
2ρRαβ − 1
2
gαβW3(ρ) + 2e
2ρ
(
gαβg −∇α∇β
)
ρ+ 4e2ρ
(
gαβg(∂ρ, ∂ρ)− ∂αρ∂βρ
)
and
gρ− W3(ρ)
6e2ρ
+ 2g(∂ρ, ∂ρ)− 1
6
W2(ρ) =
tr (Ng)
6e2ρ
.
In general, the following relation hold between the Ricci curvature tensor of g and g†:
R†αβ = Rαβ − 2
(∇α∇βρ−∇αρ∇βρ)− (gρ+ 2g(∇ρ,∇ρ))gαβ . (3.5)
By (3.5), Ng can be expressed as following:
Ngαβ = e
2ρR†αβ − 6e2ρ∇αρ∇βρ+ 6e2ρgαβg(∇ρ,∇ρ) + 3e2ρgαβgρ− 1
2
W3(ρ)gαβ .
Combined with the trace equation, the desired result is proved.
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Now the field equation in conformal metric is formulated as following.
Proposition and Definition 3.2. The field equations of nonlinear gravity in the Einstein
metric g†αβ = e
2ρgαβ with ρ =
1
2 ln(f
′(Rg)) read as follows:
e2ρR†αβ − 6e2ρ∂αρ∂βρ+
g†αβ
2
W2(ρ) = 8pi
(
Tαβ − 1
2
g†αβg
†α′β′Tα′β′
)
. (3.6)
At this juncture, it is unclear how the scalar field ρ should be recovered in term of the Einstein
metric. We will derive below an evolution equation on ρ.
Remark 3.3. For later use, we also observe here that for an arbitrary C2 function w,
g†w = e−2ρ
(
gw + 2gαβ∂αρ∂βw
)
= e−2ρgw + 2g†
αβ
∂αρ∂βw. (3.7)
Then the trace equation is transformed into
g†ρ =
W2(ρ)
6e2ρ
+
W3(ρ)
6e4ρ
+
1
6e4ρ
tr (Ng). (3.8)
3.2 Evolution and constraint equations in the conformal metric
As in the last section, we can formulate the evolution equations and constraint equations with
respect to the transformed field equation (3.3). To do so, we introduce as before a foliation of
spacetime M = [0,+∞) ×Mt and a Cauchy adapted frame {e0, e1, e2, e3} with respect to the
transformed metric g†. Then by exactly the same calculation, we find
R†ij = Rij − ∂0K
†
ij
N
+K†ijK†
l
l − 2K†ilK†
l
j −
∇†i∂jN†
N†
, (3.9a)
R†0j = N†
(
∂jK
†l
l −∇
†
lK
†l
j
)
, (3.9b)
G†00 =
N†2
2
(
R
† −K†ijK†ij + (K†ll)2
)
. (3.9c)
Here∇† refers to the covariant derivative on the slice Mt with respect to g†. Then (3.9a) represents
the evolution equations
∂0K
†
ij = N
†(R†ij −R†ij)+N†K†ijK†ll − 2N†K†ilK†lj −∇†i∂jN†,
∂0g
†
ij = −2N†K†ij .
(3.10)
The transformed field equations (3.3) can be written as following:
R†αβ = e−2ρ
(
Ngαβ −
1
2
gαβtr (Ng)
)
+ 6∂αρ∂βρ− 1
2e2ρ
g†αβW2(ρ).
By taking the trace of this equation with respect to the metric g†,
R† = −e−4ρtr (Ng) + 6g†(∂ρ, ∂ρ)gαβ + e−2ρg†αβW2(ρ)
which leads to
G†αβ = Ngαβ + 6∇α%∇β%− 3g†(∂ρ, ∂ρ)g†αβ + e−2ρg†αβW2(ρ),
So the evolution equations and constraint equations are found: The evolution equations are
∂0K
†
ij =N
†R
†
ij +N
†K†ijK†
l
l − 2N†K†ilK†
l
j −∇
†
i∂jN
†
−N†e−2ρ
(
Ngij −
1
2e2ρ
g†ijtr (Ng) + 6e
2ρ∂iρ∂jρ+
1
2
g†ijW2(Rg)
)
∂0g
†
ij =− 2N†K†ij ,
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while the Hamilton constraint equation is
R
† −K†ijK†ij + (K†ll)2 =
2Ng00
e2ρN†2
+ 12|Ln†ρ|2 + 6g†(∇†ρ,∇†ρ)− e−2ρW2(ρ)
and the momentum constraint equations read
∂jK
†l
l −∇
†
K†
l
j =
Ng0j
e2ρN†
+ 6Ln†ρ ∂jρ.
Here n† denotes the normal unit vector of the slice Mt.
We consider again the Jordan coupling with matter field (the reason of this choice of coupling
is explained in the next subsection):
Ngαβ = 8piTαβ .
Furthermore, define
J†j = −T0j
N†
, σ† =
T00
N†2
.
Then the evolution and constraint equations with conformal metric are formulated as following.
Definition 3.4. In the Einstein metric, the equations of nonlinear gravity in a Cauchy adapted
frame {e0, e1, e2, e3} can be decomposed as follows:
1. Evolution equations:
∂0K
†
ij =N
†R
†
ij +N
†K†ijK†
l
l − 2N†K†ilK†
l
j −∇
†
i∂jN
†
−N†e−2ρ
(
8piTij − 4pie−2ρg†ijtr (T ) + 6e2ρ∂iρ∂jρ+
1
2
g†ijW1(Rg)
)
,
∂0g
†
ij =− 2N†K†ij .
2. Hamiltonian constraint equation:
R
† −K†ijK†ij + (K†ll)2 =
16σ†
e2ρ
+ 12|Ln†ρ|2 + 6g†(∇†ρ,∇†ρ)− e−2ρW2(ρ) (3.11)
3. Momentum constraint equations:
∂jK
†l
l −∇
†
K†
l
j = −
J†j
e2ρ
+ 6Ln†ρ ∂jρ. (3.12)
Remark 3.5. We emphasize again that the constraint equations are equivalent to
Ng00 = 8piT00,
Ng0a = 8piT0a.
The evolution equations are equivalent to
Ngab −
1
2
gabtr (Ng) = 8pi
(
Tab − 1
2
gabtr (T )
)
.
3.3 The divergence identity
As before, in order to get the evolution equation of the matter field, we need to calculate the
divergence of the tensor Ng with respect to the conformal metric g
†. This is concluded by the
following lemma:
Lemma 3.6.
∇†αNgαβ = e−2ρ
(
2gγδ∂γρNgδβ − tr (Ng)∂βρ
)
. (3.13)
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Proof. The following calculations are made in a abstract (local) natural frame. This identity comes
from the relation
Γ†
γ
αβ = Γ
γ
αβ + δ
γ
α∂βρ+ δ
γ
β∂αρ− gαβ∇γρ.
Then
∇†αNgαβ
=e−2ρgαγ∇†γNgαβ
=e−2ρgγα
(
∂γNgαβ − ΓδγαNgβδ − ΓδγβNgαδ
)
− e−2ρgαγ(δδγ∂αρ+ δδα∂γρ− gγα∇δρ)Ngβδ − e−2ρgαγ(δδγ∂βρ+ δδβ∂γρ− gγβ∇δρ)Ngαδ
=e−2ρ∇αNgαβ
− e−2ρ(∇δρ+∇δρ− 4∇δρ)Ngβδ − e−2ρ(∂βρtr (Ng) +∇αρNgαβ −∇αρNgαβ)
Remark that ∇αNgαβ = 0 by lemma 2.3, then
∇†αNgαβ = e−2ρ
(
2gγδ∂γρNgδβ − tr (Ng)∂βρ
)
.
With the Jordan coupling, the divergence of the stress-energy tensor is expressed by
∇†αTαβ =
(
2gδγ∂δρ Tγβ − tr (T )∂βρ
)
e−2ρ
which (together with the state equations of the matter field coupled) will supply the evolution
equation of the matter field.
Here parallel to the case of Jordan metric, we will determine the choice of coupling in the
Einstein metric with the aid of (3.13). Surprisingly, we will see that in Einstein metric, the
reasonable choice is again the Jordan coupling.
We remark the following calculation. When
Tαβ = Tαβ = ∂αφ∂βφ− 1
2
gαβ |∇φ|2g,
which is the case of Jordaon coupling,
∂βρ tr (T )− 2gδγ∂δρ Tγβ =− |∇φ|2g∂βρ− 2g(∂ρ, ∂φ)∂βφ+ |∇φ|2g∂βρ
=− 2g(∂ρ, ∂φ)∂βφ
which leads to (
2gδγ∂δρTγβ − tr (T )∂βρ
)
e−2ρ = 2g†(∂ρ, ∂ρ)∂βφ. (3.14)
Then we remak at first the following identities:
∇†αTαβ = ∂βφg†φ.
Combined with (3.13),
∂βφg†φ = 2e−2ρgα
′β′∂α′φ∂β′ρ ∂βφ.
This leads to the following wave equation:
g†φ = 2g†
α′β′
∂α′φ∂β′ρ. (3.15)
Then we consider the Einstein coupling:
Tαβ = T
†
αβ = e
2ρ
(
∂αφ∂βφ− 1
2
gαβ |∇φ|2g
)
,
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then
∇†αTαβ =e2ρ∂βφg†φ+ 2e2ρg†αα
′
∂α′ρ
(
∂αφ∂βφ− 1
2
gαβ |∇φ|2g
)
= e2ρ∂βφ
(
g†φ+ 2g†(∂ρ, ∂φ)
)− ∂βρ|∇φ|2g.
Combined with (3.18),
e2ρ∂βφ
(
g†φ+ 2g†(∂ρ, ∂φ)
)− ∂βρ|∇φ|2g = 2g†(∂ρ, ∂φ)∂βφ.
This leads to
e2ρ∂βφ
(
g†φ+ 2g†(∂ρ, ∂φ)− 2e−2ρg†(∇†ρ,∇†φ)
)
= ∂βρ|∇φ|2g,
which, as in the case of Jordan metric, leads to an over-determined differential system. This
suggests again that the Einstein coupling is not compatible.
3.4 The initial value problem in nonlinear gravity (conformal version)
As in the case of Jordan metric, we formulate the initial value problem and the constraint equations
on initial data in conformal metric. To do so, we take again the Jordan coupling of a real massless
scalar field:
Tαβ = ∂αφ∂βφ− 1
2
gαβ |∇φ|2g.
Then taking the expression of σ† and J†,
σ† =
1
2
(|Ln†φ|2 + gij∂iφ∂jφ),
J†j = −Ln†φ∂jφ.
As in the classical case, define the following initial data set for this conformal formulation.
Definition 3.7. An initial data set for the nonlinear gravity theory in Einstein metric
(M, g†,K†, ρ†0, ρ
†
1, φ
†
0, φ
†
1) consists the following data:
• a 3−dimensional manifold M endowed with a Riemannian metric g† and a symmetric
(0, 2)−tensor field K†,
• two scalar fields denoted by ρ†0 and ρ†1 on M and representing the (to-be-constructed) con-
formal factor and its time derivative,
• two scalar field φ†0 and φ†1 defined on M ,
• which are assumed to satisfy the Hamiltonian constraint of nonlinear gravity in Ein-
stein metric
R
†−K†ijK†ij+(K†jj)2 = 8 e−2ρ
(
(φ†1)
2+g†
ij
∂iφ
†
0∂jφ
†
0
)
+6(ρ†1)
2+6g†
ij
∂iρ
†
0∂jρ
†
0−e−2ρ
†
0W2(ρ
†
0),
(3.16)
and the momentum constraint of nonlinear gravity in Einstein metric
∂jK
†i
i −∇
†
iK
†i
j =
φ†1∂jφ
†
0
e2ρ
+ 6ρ†1∂jρ
†
0. (3.17)
Then similarly, we formulate the initial value problem of nonlinear gravity in Einstein
metric.
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Definition 3.8 (Formulation of the initial value problem in Einstein metric). Given an initial
data set (M, g†,K†, ρ†0, ρ
†
1, φ
†
0, φ
†
1) as in Definition 3.7, the initial value problem associated with
the nonlinear gravity theory consists of finding a Lorentzian manifold (M, g) and a two-tensor field
Tαβ on M
1. The conformal metric g† is defined with the relation g†αβ = e
2ρgαβ with the conformal factor
ρ = 12 ln(f
′(Rg)) where Rg is the scalar curvature of g.
2. The field equations of nonlinear gravity (3.6) are satisfied with ρ = 12 ln f
′(Rg).
3. There exists an embedding i : M → M with pull back metric g† = i∗g† and second funda-
mental form K†.
4. The field ρ†0 coincides with the restriction of the conformal factor ρ on M , while ρ
†
1 coincides
with the Lie derivative Ln†ρ restricted to M , where n
† denotes the normal unit vector of M .
5. The scalar fields φ†0, φ
†
1 coincides with the restriction of φ, Ln†φ on M .
Such a solution to (3.6) is referred to as a nonlinear gravity development of the initial data
set (M, g†,K†, ρ†0, ρ
†
1, φ
†
0, φ
†
1).
Similarly as in classical gravity, we can define the notion of maximally hyperbolic nonlinear
gravity development of the initial data set.
We first observe that the initial value problem for nonlinear gravity reduces to the classical
formulation in the special case of vanishing geometric data φ†0 = φ
†
1 = R0 = R1 ≡ 0. On the other
hand, without matter fields and for non-vanishing geometric data R0 and R1, the spacetimes
under consideration do not satisfy Einstein vacuum equations. Similarly as in classical gravity,
these fields can not be fully arbitrary prescribed but certain constraints (given above) must be
assumed.
3.5 Preservation of the constraints
As in the case of original (Jordan) metric, we discuss the preservation of the constraint equations.
This result is concluded in the following proposition.
Proposition 3.9. Let (g†,K†) be a pair of symmetric two-tensor of class C2 defined in the
spacetime M = ∪t∈[0,tmax)Mt. If the following equations hold in M
Ngij −
1
2
tr (Ng)gij = 8pi
(
Tij − 1
2
tr (Ng)gij
)
, (3.18)
∇†αTαβ = e−2ρ
(
gγδ∂γρTγβ − ∂βρtr (T )
)
, (3.19)
and on the initial slice M0
Ng0β = 8piT0β . (3.20)
Then (3.20) hold in M .
Proof. Recall the definition
Σαβ = Ngαβ − 8piTαβ .
We will prove that σ00 = 0.
Then (3.18) can be written as
Σij − 1
2
tr †(Σ)g†ij = 0. (3.21)
Taking the trace of the tensor Σαβ − 12 tr Σgαβ with respect to g†:
tr †Σ− 2tr †Σ = −N†−2Σ00 + g†ij
(
Σij − 1
2
tr (Σ)gij
)
,
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combined with (3.21),
tr †Σ = −N†−2Σ00. (3.22)
Combine (3.22) with (3.21), then
Σij = − Σ00
2N†2
g†ij . (3.23)
By the same procedure in the proof of proposition 2.6, the following relations hold:
Σ0b = g
†00g†bcΣ
c
0, Σ
a
b = −δabΣ00. (3.24)
Now consider the identity (3.13) combined with (3.19), the following identity holds:
∇†αΣαβ = e−2ρ
(
2∂γρΣ
γ
β − ∂βρtr (Σ)
)
(3.25)
We remark that by (3.24), the right-hand-side is a linear form of the function Σβ0 . Recall that by
definition,
∇†αΣαβ = < eα,Σαβ >− ω†
δ
αβΣ
α
δ + ω
†α
αδΣ
δ
β . (3.26)
Combine (3.25) and (3.26), a first-order linear differential system is formed:
< eα,Σ
α
β >− ω†
δ
αβΣ
α
δ + ω
†α
αδΣ
δ
β = e
−2ρ(2∂γρΣγβ − ∂βρtr (Σ))
Remark that the principle part of this system
< e0,Σ
0
0 >+ ∂aΣ
a
0 = lower order terms,
< e0, g
†00g†bcΣ
c
0 >− ∂bΣ00 = lower order terms.
(3.27)
can be symmetrized by the same procedure of the system formed by (2.48) and (2.49). Recall also
that by (3.20), this system has vanishing initial data. Then, recalling our global hyperbolicity
assumption (2.1), the desired result is proved.
4 The conformal formulation in wave coordinates
4.1 Gravity tensors in wave coordinates
Form this section we will begin to solve the system (3.6) with the techniques of PDE. To do so,
we need firstly write (3.6) in a coordinate system well chosen. If we observe the left-hand-side of
(3.6), we remark that if we neglige the terms on ρ, the principle part (the second-order derivatives
on g†) is contained in R†αβ . To its investigate the structure, we preform the following calculation
which is valid for a general Lorentzian manifold with arbitrary local coordinate system.
Let (M, g) be a Lorentzian manifold with metric g of sign (−,+,+,+) in a local coordinate
system {x0, x1, x2, x3}. We denote by Γγαβ the associated Christoffel symbols. g := ∇α∇α is
called the d’Alembert operator (associated to g). The following lemma is the result of a direct
but tedious calculation:
Lemma 4.1 (Ricci tensor in general coordinates). With the notation1 Γλ := gαβΓλαβ, and Γλ :=
gλβΓ
β, we have
Rαβ = −1
2
gα
′β′∂α′∂β′gαβ +
1
2
(∂αΓβ + ∂βΓα) +
1
2
Fαβ(g; ∂g, ∂g), (4.1)
where Fαβ(g; ∂g, ∂g) are nonlinear functions in the metric coefficients and are quadratic in their
first-order derivatives and the second-order operator gα
′β′∂α′∂β′ is called the reduced d’Alembert
operator.Furthermore
gu = gα
′β′∂α′∂β′u+ Γ
δ∂δu.
1We emphasize that here Γγ are regarded as functions but not the components of a vector.
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Proof. These are direct but tedious calculations:
Rαβ = ∂λΓ
λ
αβ − ∂αΓλβλ + ΓλαβΓδλδ − ΓλαδΓδβλ
combined with
Γλαβ =
1
2
gλλ
′(
∂αgβλ′ + ∂βgαλ′ − ∂λ′gαβ
)
.
Then we calculate the expression of Ricci tensor,
Rαβ = ∂λΓ
λ
αβ − ∂αΓλβλ + ΓλαβΓδλδ − ΓλαδΓδβλ,
where the second order derivatives come from the first two terms. So we focus on the first two
terms,
∂λΓ
λ
αβ − ∂αΓλβλ =
1
2
∂λ
(
gλδ(∂αgβδ + ∂βgαδ − ∂δgαβ)
)− 1
2
(
∂α(g
λδ(∂βgλδ + ∂λgβδ − ∂δgβλ)
)
= −1
2
∂λ
(
gλδ∂δgαβ
)
+
1
2
∂λ
(
gλδ(∂αgβδ + ∂βgαδ)
)− 1
2
∂α
(
gλδ∂βgλδ
)
,
then
∂λΓ
λ
αβ − ∂αΓλβλ = −
1
2
gλδ∂λ∂δgαβ +
1
2
gλδ∂α∂λgδβ +
1
2
gλδ∂β∂λgδα − 1
2
gλδ∂α∂βgλδ + l.o.t. (4.2)
where l.o.t. refers to the quadratic terms of first-order or zero-order derivatives.
Then we focus on the term ∂αΓβ + ∂βΓα.
Γγ = Γγαβg
αβ =
1
2
gαβgγδ
(
∂αgβδ + ∂βgαδ − ∂δgαβ
)
= gγδgαβ∂αgβδ − 1
2
gαβgγδ∂δgαβ
and
Γλ = gλγΓ
γ = gαβ∂αgβλ − 1
2
gαβ∂λgαβ .
So
∂αΓβ = ∂α
(
gδλ∂δgλβ
)− 1
2
∂α
(
gλδ∂βgλδ
)
,
then
∂αΓβ + ∂βΓα = g
γδ∂α∂λgδβ + g
λδ∂β∂λgδα − gλδ∂αβgλδ + l.o.t. (4.3)
Then compare (4.2) and (4.3), the desired result is proved.
Observe the field equation (1.5) or the transformed field equation in conformal metric (3.3),
there are linear terms of Ricci curvature tensor. To guarantee the hyperbolicity of the linear part
(at least for the second order terms in (1.5)), we will use the wave coordinate conditions: a local
coordinate system is called a wave coordinate system if its Christoffel symbols satisfies the
following conditions:
Γλ = gαβΓγαβ = 0. (4.4)
Now, by (3.3), the principle part (neglige the terms on ρ) of the expression
Ngαβ −
1
2
gαβtr (Ng)− 1
2
e2ρ
(
∂αΓ
† + ∂βΓ†
)
is 12e
2ρg†αβ∂α′∂β′g†αβ which is a (quasi-linear) wave operator. Motivate by this expression, we
introduce the following formulation of (3.6) in a wave coordinate system:
The equation (3.6) written in a wave coordinate system takes the following form
Ngαβ −
1
2
gαβtr (Ng)− 1
2
e2ρ
(
∂αΓ
†
β + ∂βΓ
†
α
)
= 8pi
(
Tαβ − 1
2
tr (T )gαβ
)
, (4.5)
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The trace equation (3.8) becomes
g†ρ+ Γ†
δ
∂δρ =
W2(ρ)
6e2ρ
+
W3(ρ)
6e4ρ
+
4pitr (T )
3e4ρ
(4.6)
with
Γ†λ = 0.
Then by lemma 4.1, this system, written with the metric g† and its derivatives, is as following
Lemma 4.2. The field equation (3.6) written in a wave coordinate system is expressed as following:
g†
α′β′
∂α′∂β′g
†
αβ = Fαβ(g
†; ∂g†, ∂g†)− 12∂αρ∂βρ+ W2(ρ)
e2ρ
g†αβ −
8pi
e2ρ
(
2Tαβ − tr (T )gαβ
)
(4.7a)
with the constraint equations given by wave coordinate conditions
g†
αβ
Γ†
γ
αβ = 0. (4.7b)
Together with the trace equation
g†
α′β′
∂α′∂β′ρ =
W2(ρ)
6e2ρ
+
W3(ρ)
6e4ρ
+
4pitr (T )
3e4ρ
(4.7c)
where ρ = 12f
′(Rg) and the evolution equation of matter field
∇†αTαβ =
(
tr (T )∂βρ− 2gδγ∂γρTγβ
)
e−2ρ. (4.7d)
We emphasize here in in this formulation, the trace equation (4.7c) and the evolution equation
of matter field (4.7d) are not independent of the field equation. The essential equations are (4.7a)
and (4.7b).
4.2 The wave-like system of nonlinear gravity theory
The aim of this subsection is to study the system formed by (4.7a) and (4.7b). The main difficulty is
that this is a (neglige the terms on ρ) quasi-linear wave system but with constraints (4.7b) which
is difficult to manage. The strategy is try to replace these constraints by another differential
equation which is simpler to manage. This forms a new system and (a priori) not equivalent to
the original (3.6). This system is call the wave-reduced system which is defined as following:
Definition 4.3 (Wave-reduced system, geometric form). The wave-reduced system associated to
(3.6) is formulated as following
Ngαβ −
1
2
gαβtr (Ng)− 1
2
e2ρ
(
∂αΓ
†
β + ∂βΓ
†
α
)
= 8pi
(
Tαβ − 1
2
tr (T )gαβ
)
, (4.8a)
∇†αTαβ =
(
tr (T )∂βρ− 2gδγ∂γρTγβ
)
e−2ρ (4.8b)
where Ngαβ is defined by (3.3) and we recall the relation e
2ρ = f ′(Rg).
Then by (3.3) and Lemma 4.1, this system is written as following:
g†
α′β′
∂α′∂β′g
†
αβ = Fαβ(g
†; ∂g†, ∂g†)− 12∂αρ∂βρ+ W2(ρ)
e2ρ
g†αβ −
8pi
e2ρ
(
2Tαβ − tr (T )gαβ
)
∇†αTαβ =
(
tr (T )∂βρ− 2gδγ∂γρTγβ
)
e−2ρ.
ρ =
1
2
ln f ′(Rg).
(4.9)
which is (4.7) without the constraint equations (4.7b) but combined with the evolution equation
(4.7d). We will establish the following result.
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Proposition 4.4. Consider a spacetime M = ∪t∈[0,tmax)Mt with metric g† which is supposed to
be globally hyperbolic, together with a matter field T . Suppose that the following wave coordinate
conditions hold
Γ†
γ
:= g†
αβ
Γ†
γ
αβ = 0 (4.10)
on the initial slice M0, together with the constraint equations (3.11) and (3.12). Then, the condi-
tions (4.10) are satisfied within the domain of determinacy of M0.
This proposition means that if we want to find a solution of (3.6), what we need to do is to
find a solution of (4.9) with the constraint equations (4.10) satisfied on the initial slice, which will
turns to be four additional constraint equations demanded on initial data set. Recall again that
the interest of seeing (4.8) rather than (3.6) is that the former one has a hyperbolic “principle
part” (neglige the terms on ρ).
The key to proving this proposition is using contracted Bianchi identity (in the sense of (3.13))
and, amazingly, the precise form of the nonlinear gravity tensor Ng is not used for this step !
4.3 Preservation of the wave coordinate condition
Before prove this proposition, we need some preparations. The following lemmas gives the key
identities to be used.
Lemma 4.5. Let (M, g) be a regular pseudo-riemannian manifold. Then the following identity
holds:
∇α(∂αΓβ + ∂βΓα − gαβgα′β′∂α′Γβ′) =gα′β′∂α′∂β′Γβ − gαα′Γγαα′∂γΓβ − gαα′Γδα′β∂δΓα
− ∂βgα′β′
(
∂α′Γβ′
) (4.11)
where Γγαβ are the Christoffel symbols, Γ
γ := gαβΓγαβ and Γγ = gγ′γΓ
γ′ .
Proof. This is by direct calculation. First we remark the following identities:
∇α∂βu = gαα′∂α′∂βu− Γγα′β∂γu,
gu = gαβ∂α∂βu− gαβΓγαβ∂γu.
Then we find
∇α(∂αΓβ + ∂βΓα − gαβgα′β′∂α′Γβ′)
=∇α∂αΓβ +∇α∂βΓα − ∂β
(
gα
′β′∂α′Γβ′
)
=gΓβ + gαα
′
∂α′∂βΓα − gαα′Γδα′β∂δΓα − ∂βgα
′β′(∂α′Γβ′)− gα′β′∂β∂α′Γβ′
=gΓβ − gαα′Γδα′β∂δΓα − ∂βgα
′β′(∂α′Γβ′)
=gα
′β′∂α′∂β′Γβ − gαα′Γγαα′∂γΓ†β − gαα
′
Γδα′β∂δΓα − ∂βgα
′β′(∂α′Γβ′).
The following lemma gives the relation between the wave condition and the evolution equation
of the wave-reduced system (4.9).
Lemma 4.6. Let (M, g†) be a Lorentzian manifold. Suppose that g† in class C4 and Tαβ a tensor
of class C2. If in a local coordinate system {x0, x1, x2, x3}, (g†, Tαβ) satisfy the system (4.8), then
the following equation holds in the domain of the coordinate system:
g†
α′β′
∂α′∂β′Γ
†
β =Fβ(ρ, g
†; Γ†γ , ∂Γ†γ) (4.12)
where Fβ(ρ, g
†; ·, ·) is a combination of linear and bilinear forms and we recall Γ†γαβ the Christoffel
symbol and
Γ†β = gββ′Γ†
β′
= gββ′g
αγΓ†
β′
αγ .
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Proof. Taking the trace of (4.8a) with respect to the metric g,
tr (Ng − 8piT ) = −e2ρgαβ∂αΓ†β . (4.13)
Combined with (4.8a),
Ngαβ − 8piTαβ =
1
2
gαβtr (Ng − 8piT ) + 1
2
e2ρ
(
∂αΓ
†
β + ∂βΓ
†
α
)
=
1
2
e2ρ
(
∂αΓ
†
β + ∂βΓ
†
α − g†αβg†
α′β′
∂α′Γ
†
β′
) (4.14)
Taking the trace of (4.14) with respect to g†,
1
2
∇†α(e2ρ(∂αΓ†β + ∂βΓ†α − g†αβg†α′β′∂α′Γ†β′)) = ∇†α(Ngαβ − 8piTαβ). (4.15)
The left-hand-side is calculated by using (4.11)
1
2
∇†α(e2ρ(∂αΓ†β + ∂βΓ†α − g†αβg†α′β′∂α′Γ†β′))
=
1
2
e2ρ∇†α(∂αΓ†β + ∂βΓ†α − g†αβg†α′β′∂α′Γ†β′)
+ e2ρ
(
∂αΓ
†
β + ∂βΓ
†
α − g†αβg†
α′β′
∂α′Γ
†
β′
)∇†αρ
=
1
2
e2ρ
(
g†
α′β′
∂α′∂β′Γ
†
β − g†αα
′
Γ†
γ
αα′∂γΓ
†
β − g†αα
′
Γ†
δ
α′β∂δΓ
†
α − ∂βg†α
′β′(
∂α′Γ
†
β′
))
+ e2ρ
(
∂αΓ
†
β + ∂βΓ
†
α − g†αβg†
α′β′
∂α′Γ
†
β′
)∇†αρ
=:
1
2
e2ρg†
α′β′
∂α′∂β′Γ
†
β +
1
2
e2ρF˜β(ρ, g
†; Γ†γ , ∂Γ†γ)
where Fβ(ρ, g
†; ·) is a combination of linear and bilinear forms of the functions Γ†γ and ∂Γ†γ .
The right-hand-side of (4.15) is calculated by using the identity (3.13) and (4.8b).
∇†α(Ngαβ − 8piTαβ) = e−2ρ(tr (Ng − 8piT )∂βρ− 2gγδ∂γρ(Ngδβ − 8piTδβ)).
Then by (4.13),
∇†α(Ngαβ − 8piTαβ)
=e−2ρ
(
− e2ρgα′β′∂α′Γ†β′∂βρ− e2ρgγδ∂γρ
(
∂αΓ
†
β + ∂βΓ
†
α − g†αβg†
α′β′
∂α′Γ
†
β′
))
=− gγδ∂γρ
(
∂γΓ
†
β + ∂βΓ
†
δ
)
.
Then by (4.15),
g†
α′β′
∂α′∂β′Γ
†
β = Fβ(ρ, g
†; Γ†γ , ∂Γ†γ), (4.16)
where
Fβ(ρ, g
†; Γ†γ , ∂Γ†γ) = −F˜β(ρ, g†; Γ†γ , ∂Γ†γ)− 2e−2ρgγδ∂γρ
(
∂δΓ
†
β + ∂βΓ
†
δ
)
is a combination of linear and bilinear forms of the functions Γ†γ and ∂Γ†γ .
Lemma 4.7. Let (M, g†) be a Lorentzian manifold with space-like foliation M = [0, tmax) ×Mt
and the sign of g† is (−,+,+,+). Suppose that the metric is in class C4 and the tensor field Tαβ
is in class C2 and the equation (4.8) holds on the initial slice M0. Suppose furthermore on the
slice M0 the wave coordinate conditions and the constraint equations hold, which are
Γ†
γ
:= g†
αβ
Γ†
γ
αβ = 0
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and (as stated in (3.16) and (3.17))
R
† −K†ijK†ij + (K†ll)2 =
16σ†
e2ρ
+
12| < e0, ρ > |2
N†2
+ 6g†(∇ρ,∇ρ)− e−2ρW2(ρ),
∂jK
†l
l − ∇¯†K†
l
j = −
J†j
e2ρ
+
6 < e0, ρ > ∂jρ
N†
.
Then on M0,
∂0Γ
†λ = 0.
Proof. We recall the Cauchy adapted frame (e0, e1, e2, e3) defined as following:
e0 := ∂0 − βi∂i, βi := g
†
0i
g†ii
,
ei := ∂i.
So g†(e0, ei) = 0.
A tensor can be written in both natural frame and a Cauchy adapted frame. We denote by a
underlined letter with index the components of a tensor written in a Cauchy adapted frame. For
example, Tαβ is the (α, β) component of the tensor T in a Cauchy adapted frame.
Recall that the momentum constraint equations are equivalent to
Ng
0j
= 8piT 0j , (4.17)
the Hamiltonian constraint equation is equivalent to
Ng
00
= 8piT 00. (4.18)
Recall that the Cauchy adapted frame is expressed by the natural frame via
eα = Φ
β
α∂β ,
where
(
Φβα
)
αβ
=

1 −β1 −β2 −β3
0 1 0 0
0 0 1 0
0 0 0 1

Then
Ng
αβ
= Ngα′β′Φ
α′
α Φ
β′
β , Tαβ = Tα′β′Φ
α′
α Φ
β′
β .
Now remark that the wave-reduced field equation (4.8a) can be rewritten with the components
in Cauchy adapted frame:
Ng
αβ
− 1
2
tr Ngg
†
αβ
− 1
2
e2ρΦα
′
α Φ
β′
β
(
∂α′Γ
†
β′ + ∂β′Γ
†
α′
)
= 8pi
(
Tαβ −
1
2
tr (T )g†
αβ
)
which is
Ng
αβ
− 1
2
tr Ngg
†
αβ
− 1
2
e2ρ
(
Φβ
′
β < eα,Γ
†
β′ > +Φ
α′
α < eβ ,Γ
†
α′ >
)
= 8pi
(
Tαβ−
1
2
tr (T )g†
αβ
)
. (4.19)
Now combine (4.19) with (4.17) by fixing α = 0, 1 ≤ β = b ≤ 3 in (4.19) and remark that
g†
0j
= 0:
Φβ
′
b < e0,Γ
†
β′ > +Φ
α′
0 < eb,Γ
†
α′ >= 0.
Consider this equation on the initial slice M0. Recall that Γ
†λ = 0 so that ∂bΓβ = 0 for any
1 ≤ b ≤ 3 and 0 ≤ β ≤ 3. Then remark that Φβ′b = δβ
′
b and < eb,Γ
†
α′ >= ∂bΓ
†
α′ = 0. So that
< e0,Γ
†
b >= 0, (4.20)
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which leads to ∂tΓ
†
b = 0.
Now combine (4.19) with (4.17) and (4.18) by fixing α = β = 0 in (4.19):
Φβ
′
0 < e0,Γ
†
β′ > +Φ
α′
0 < e0,Γ
†
α′ >= −tr (Ng − 8piT )g†00.
Now recall (4.17) and (4.18) and the fact that g†0j = 0, then
tr (Ng − 8piT ) = gαβ
(
Ng
αβ
− 8piTαβ
)
= gij
(
Ng
ij
− 8piT ij
)
. (4.21)
Recall (4.19) with 1 ≤ α = i ≤ 3 and 1 ≤ β = j ≤ 3, and remark that < ei,Γ†α >= 0, then
Ng
ij
− 8piT ij =
1
2
tr (Ng − 8piT )gij
which leads to
gij
(
Ng
ij
− 8piT ij
)
=
1
2
tr (Ng − 8piT )gijgij
so that (by (4.21))
tr (Ng − 8piT ) = 3
2
tr (Ng − 8piT )
then
tr (Ng − 8piT ) = 0.
Substitute this into (4.20),
Φβ
′
0 < e0,Γ
†
β′ > +Φ
α′
0 < e0,Γ
†
α′ >= 0.
Recall (4.20),
Φ00 < e0,Γ
†
0 > +Φ
0
0 < e0,Γ
†
0 >= 0.
So the desired result is proved.
Proof of Proposition 4.4. Combine lemma 4.6 and lemma 4.7, we see that Γ†β satisfies the follow-
ing initial value problem
g†
α′β′
∂α′∂β′Γ
†
β = Fβ(ρ, g
†; Γ†γ , ∂Γ†γ)
with initial data
Γ†β |x0=0 = 0, ∂0Γ†β |x0=0 = 0.
Recall that x0 is the time-time like direction and the symmetry of g† guarantees the hyperbolicity
of g†α
′β′
∂α′∂β′ .
We also observe that Γ† = 0 is a solution of this initial value problem. Then, by recalling the
global hyperbolicity of g†, the desired result of uniquenes within the domain of determinacy is
proved.
5 The augmented conformal formulation
5.1 Definition
In this section we will re-formulate again our system in order to get the local-in-time existence
of the system (3.6). The main difficulty is that if we take into consideration of the fact that ρ is
function of the scalar curvature, this is a third-order system without any special structure on its
principle part (remark that the third order terms are ∂ρ where ρ is a function of the second-order
derivatives of g†αβ .) To over pass this difficulty, we make the following trick. We replace in system
(4.8) the constraint e2ρ = f ′(Rg) by the trace equation which gives the evolution law of ρ. This
leads to the formulation to be presented. Here we replace ρ by % in order the emphasize that the
relation e2ρ = f ′(Rg) is no longer a priori valid.
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For the convenience of discussion, we introduce the following notation. We define the tensor
N‡gαβ by the following equation:
N‡gαβ −
1
2
gαβtr (N
‡
g ) = e
2%R‡αβ − 6e2%∂α%∂β%+ 1
2
g‡αβW2(%). (5.1)
Here we use % to take the role of ρ = 12 ln f
′(Rg) and we define g
‡
αβ = e
2%gαβ . We also use the
notation ∇‡, R‡α and R‡ for the connection, the Ricci curvature tensor and the scalar curvature
associated with the metric g‡. Also, Γ‡γαβ refers to the Christoffel symbols of g
‡ under a natural
frame, and Γ‡γ := g‡αβΓ‡γαβ and Γ
‡
γ := g
‡
γγ′Γ
‡γ .
Definition 5.1. The conformal augmented formulation for the nonlinear gravity theory is the
following differential system:
N‡gαβ −
1
2
e2%
(
∂αΓ
‡
β + ∂βΓ
‡
α
)
= 8pi
(
Tαβ − 1
2
gαβtr (T )
)
. (5.2a)
g‡% =
W2(%)
6e2%
+
f(θ(%))
6e4%
+
4pitr (T )
3e4%
g‡αβ . (5.2b)
A priori, the variable % becomes an independent unknown that is, it is no longer regarded as
a function of the scalar curvature Rg. Then this system becomes a second-order system.
First we calculate the divergence of the tensor N‡gαβ . This is conclude in the following lemma:
Lemma 5.2. When (5.2b) holds, the following identity holds:
∇‡αN‡gαβ = e−2%
(
2gαα
′
∂α′%N
‡
gαβ
− tr (8piT )∂β%
)
. (5.3)
Proof. This is by direct calculation. First, by (5.2),
N‡gαβ = e
2%G‡αβ − 6e2%
(
∂α%∂β%− 1
2
gαβ |∇%|2g‡
)− 1
2
g‡αβW2(%)
where
G‡αβ := R‡αβ − 1
2
g‡αβR
‡
is the Einstein tensor associated to the metric g‡.
Now we remark the following identities:
∇‡αβG(%)αβ = 0,
∇‡αβ(∂α%∂β%− 1
2
gαβ |∇%|2g‡
)
= ∂β%g‡%.
For the convenience of expression, we introduce the following notation: Let the application s(·)
R −→ R
r −→ s(r) = 1
2
ln f ′(r)
and we denote by θ(·) the (local) inverse of s(·) near 0. Then
∇‡αβ(g‡αβW2(%)) =∂β(W2(%))
=∂β
(
e−2%f(θ(%))− θ(%))
=− 2e−2%∂β%f(θ(%)) + e−2%f ′(θ(%))θ′(%)∂β%− θ′(%)∂β%
=− 2e−2%∂β%f(θ(%)) + e−2%e2%θ′(%)∂β%− θ′(%)∂β%
=− 2e−2%∂β%f(θ(%)).
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With these identities we can calculate the divergence of N‡gαβ :
∇‡αN‡gαβ =2e2%G
%
αβ∇‡
α
%− 12e2%(∂α%∂β%− 1
2
gαβ |∇%|2g‡
)∇‡α%
− 6e2%∂β%g‡%+ e2%∂βf(θ(%))
=2e2%G%αβ∇‡
α
%− 12e2%(∂α%∂β%− 1
2
gαβ |∇%|2g‡
)∇‡α%− g‡αβW2(%)∇‡α%
− 6e2%∂β%g‡%+ e−2%∂βf(θ(%)) + g‡αβW2(%)∇‡
α
%
=2N‡gαβ∇‡
α
%− 6e2%∂β%
(
g‡ −
f(θ(%))
6e4%
− W2(%)
6e2%
)
.
Then by (5.7c),
g‡% =
f(θ(%))
6e4%
+
W2(%)
6e2%
+
4pitr (T )
3e4%
.
Then the desired result is proved by substitution.
Then by this lemma, we see that the evolution law of T is given by
∇‡αTαβ =
(
2gδγ∂γ%Tγβ − tr (T )∂β%
)
e−2%, (5.4)
Then there arise the following questions: will the relation e2% = f ′(Rg) (with g†αβ = e
2%gαβ)
be guaranteed by (5.2)? The following subsections of this section are devoted to answer this
question.
First, in the second subsection, we will re-formulate the initial value problem for the augmented
conformal formulation, which we have formulated for the nonlinear field equation in both Jordan
and Einstein metric.
Then in the third subsection, to make the principle part of (5.2) hyperbolic, we will reduce
this system in a wave coordinate. We will prove in the forth subsection that once the wave
constraint equations Γ‡λ = 0 hold on the initial slice, then the augmentation relation e2% = f ′(Rg)
is guaranteed by (5.8).
5.2 Formulation of the initial value problem for the augmented confor-
mal formulation
In this section we formulate the initial value problem for the augmented conformal formulation.
This is rather a repeat of the definition 3.7 and 3.8. But we would rather like to do this for the
clarity of the following discussion.
As in the classical case, define the following initial data set for this conformal formulation.
Definition 5.3. An initial data set for the augmented conformal formulation of non-
linear gravity theory (M, g‡,K‡, %0, %1, φ
‡
0, φ
‡
1) consists the following data:
• a 3−dimensional manifold M endowed with a Riemannian metric g‡ and a symmetric
(0, 2)−tensor field K‡,
• two scalar fields denoted by %0 and %1 on M and representing the (to-be-constructed) con-
formal factor and its time derivative,
• two scalar field φ‡0 and φ‡1 defined on M ,
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• which are assumed to satisfy the Hamiltonian constraint of nonlinear gravity of aug-
mented conformal formulation
R
‡−K‡ijK‡ij+(K‡jj)2 = 8 e−2ρ
(
(φ‡1)
2+g‡
ij
∂iφ
‡
0∂jφ
‡
0
)
+6(%1)
2+6g†
ij
∂i%0∂j%0−e−2%0W2(%0),
(5.5)
and the momentum constraint of augmented conformal formulation
∂jK
‡i
i −∇
‡
iK
‡i
j =
φ‡1∂jφ
‡
0
e2%0
+ 6%1∂j%0. (5.6)
Here R
‡
and ∇‡ refers to the scalar curvature and connection with respect to the metric g‡.
Then similarly, we formulate the initial value problem of augmented conformal formu-
lation.
Definition 5.4 (Formulation of the initial value problem of augmented conformal formulation).
Given an initial data set (M, g‡,K‡, %0, %1, φ
‡
0, φ
‡
1) as in Definition 5.3, the initial value problem
associated with the nonlinear gravity theory consists of finding a Lorentzian manifold (M, g) and
a two-tensor field Tαβ on M
1. The augmented conformal metric g‡ is defined with the relation g‡αβ = e
2%gαβ with the
conformal factor % satisfying the evolution equation (5.7c).
2. The augmented conformal field equations (5.7) are satisfied.
3. There exists an embedding i : M → M with pull back metric g‡ = i∗g‡ and second funda-
mental form K‡.
4. The field %0 coincides with the restriction of the conformal factor % on M , while %1 coincides
with the Lie derivative Ln‡% restricted to M , where n
‡ denotes the normal unit vector of M
(with respect to g‡).
5. The scalar fields φ‡0, φ
‡
1 coincides with the restriction of φ, Ln‡φ on M .
Such a solution to (3.6) is referred to as a nonlinear gravity development of the initial data
set (M, g‡,K‡, %0, %1, φ
‡
0, φ
‡
1).
Exactly as formulated in Section 3, the constraint equations can be written in the following
geometric form: The Hamiltonian constraint:
Ng00 = 8piT00.
The momentum constraint:
Ng0a = 8piT0a.
5.3 Wave-reduced augmented conformal formulation
As explained above, in this subsection we are going to reduce the conformal augmented system
(5.2) in a wave coordinate system in order to form a hyperbolic principle part. This leads to the
following formulation (where we replaced the wave constraints by the evolution law of T given by
(5.3)):
Definition 5.5. The conformal augmented formulation for the nonlinear gravity theory is the
following differential system:
N‡gαβ −
1
2
gαβtr (N
‡
g )−
1
2
e2%
(
∂αΓ
‡
β + ∂βΓ
‡
α
)
= 8pi
(
Tαβ − 1
2
gαβtr (T )
)
. (5.7a)
∇‡αTαβ =
(
2gδγ∂γ%Tγβ − tr (T )∂β%
)
e−2%, (5.7b)
g‡%+ Γ‡
δ
∂δ% =
W2(%)
6e2%
+
f(θ(%))
6e4%
+
4pitr (T )
3e4%
g‡αβ . (5.7c)
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By lemma 4.1, the following PDE form of the system (5.7) is direct:
Lemma 5.6. The conformal augmented formulation for the nonlinear gravity theory is the fol-
lowing differential system
g‡
α′β′
∂α′∂β′g
‡
αβ = Fαβ(g
‡; ∂g‡, ∂g‡)− 12∂α%∂β%+ W2(%)
e2%
g‡αβ − 16pi
(
Tαβ − 1
2
gαβtr (T )
)
, (5.8a)
∇‡αTαβ =
(
2gδγ∂γ%Tγβ − tr (T )∂β%
)
e−2%, (5.8b)
g‡
α′β′
∂α′∂β′% =
W2(%)
6e2%
+
f(θ(%))
6e4%
+
4pitr (T )
3e4%
. (5.8c)
where
g‡αβ = e
2%gαβ
which is not a priori coincide with g†.
5.4 Preservation of the constraints
In this subsection we will solve the first problem of preservation of the constraints. The answer is
concluded by the following proposition.
Proposition 5.7. Let (M, g‡) be a Lorentzian manifold with space-like foliation M = [0, tmax)
with the sign of g‡ (−,+,+,+). Let T be a C1 symmetric two tensor and % be a C4 scalar fields
defined in (−, )×R3. Furthermore, assume that g‡ is in class C4 and the triple (g‡αβ , φ, %) is a
classical solution of (5.8). Denote by gαβ := e
−2%g‡αβ a metric conformal to g
‡. Then if on the
slice {x0 = 0}, the constraint equations (5.5), (5.6) together with the following constraint equations
hold:
g‡
αβ
Γ‡
γ
αβ = 0, (5.9)
where Rg is the scalar curvature associated with gαβ and Γ
‡γ
αβ are the Christoffel symbols of g
‡.
Then (5.9) hold in (−, )× R3. Furthermore,
e2% = e2ρ =
1
2
ln(f ′(Rg)) (5.10)
holds in (−, )× R3. So that (g‡αβ , φ, %) is also a solution of (3.6).
The rest of this section is devoted to the proof of this proposition. From now on in this section
we assume that the function g‡αβ , % and Tαβ are regular enough such that all the derivatives
appear in the equations are continuous.
To prove this proposition, we make the following preparations.
First we calculate the divergence of the tensor N‡gαβ . This is conclude in the following lemma:
Lemma 5.8. When (5.7c) holds, the following identity holds:
∇‡αN‡gαβ = e−2%
(
2gαα
′
∂α′%N
‡
gαβ
− tr (8piT )∂β%
)
+ 6e2%∂β%Γ
‡δ∂δ%. (5.11)
Proof. This is by direct calculation. First, by (5.2),
N‡gαβ = e
2%G‡αβ − 6e2%
(
∂α%∂β%− 1
2
gαβ |∇%|2g‡
)− 1
2
g‡αβW2(%)
where
G‡αβ := R‡αβ − 1
2
g‡αβR
‡
is the Einstein tensor associated to the metric g‡.
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Now we remark the following identities:
∇‡αβG(%)αβ = 0,
∇‡αβ(∂α%∂β%− 1
2
gαβ |∇%|2g‡
)
= ∂β%g‡%.
For the convenience of expression, we introduce the following notation: Let the application s(·)
R −→ R
r −→ s(r) = 1
2
ln f ′(r)
and we denote by θ(·) the (local) inverse of s(·) near 0. Then
∇‡αβ(g‡αβW2(%)) =∂β(W2(%))
=∂β
(
e−2%f(θ(%))− θ(%))
=− 2e−2%∂β%f(θ(%)) + e−2%f ′(θ(%))θ′(%)∂β%− θ′(%)∂β%
=− 2e−2%∂β%f(θ(%)) + e−2%e2%θ′(%)∂β%− θ′(%)∂β%
=− 2e−2%∂β%f(θ(%)).
With these identities we can calculate the divergence of N‡gαβ :
∇‡αN‡gαβ =2e2%G
%
αβ∇‡
α
%− 12e2%(∂α%∂β%− 1
2
gαβ |∇%|2g‡
)∇‡α%
− 6e2%∂β%g‡%+ e2%∂βf(θ(%))
=2e2%G%αβ∇‡
α
%− 12e2%(∂α%∂β%− 1
2
gαβ |∇%|2g‡
)∇‡α%− g‡αβW2(%)∇‡α%
− 6e2%∂β%g‡%+ e−2%∂βf(θ(%)) + g‡αβW2(%)∇‡
α
%
=2N‡gαβ∇‡
α
%− 6e2%∂β%
(
g‡ −
f(θ(%))
6e4%
− W2(%)
6e2%
)
.
Then by (5.7c),
g‡% = −Γ‡δ∂δ%+
f(θ(%))
6e4%
+
W2(%)
6e2%
+
4pitr (T )
3e4%
Then the desired result is proved by substitution.
Lemma 5.9. (5.8a) leads to the following identity:
g‡% =
Rg
6e2%
+
W2(%)
3e2%
+
4pitr (T )
3e4%
− g
αβ∂αΓ
‡
β
6e2%
. (5.12)
Proof. This is also a direct calculation. Recall that (5.8a) is written as
e2%R‡αβ − 6e2%∂α%∂β%+
g‡αβ
2
W2(%)− e
2%
2
(
∂αΓ
‡
β + ∂βΓ
‡
α
)
= 8pi
(
Tαβ − 1
2
gαβtr (T )
)
. (5.13)
Recall that (3.5) leads to
R‡αβ = Rαβ − 2
(∇α∇β%− ∂α%∂β%)− (g%+ 2g(∇%,∇%))gαβ
Substitute this into (5.13),
e2%Rαβ − 2e2%∇α∇β%− 4e2%∂α%∂β%− gαβe2%g%− 2e2%gαβg(∇%,∇%) +
g‡αβ
2
W2(%)
=8pi
(
Tαβ − 1
2
tr (T )gαβ
)
+
1
2
e2%
(
∂αΓ
‡
β + ∂βΓ
‡
α
)
.
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Taking the trace of this equation with respect to g,
e2%Rg − 6e2%g%− 12e2%g(∇%,∇%) + 2e2%W2(%) = −8pitr (T ) + e2%gαβ∂αΓ‡β
which can also be written as
g%+ 2g(∇%,∇%) = Rg
6
+
W2(%)
3
+
4pitr(T )
3e2%
− g
αβ
6
∂αΓ
‡
β .
Recall (3.7), the desired result is proved.
The following lemma is to clarify the geometric form of the system (5.8)
Lemma 5.10. Let (M, g‡) be a Lorentzian manifold. Suppose that g‡ in class C4 and Tαβ a
tensor of class C2. If in a local coordinate system {x0, x1, x2, x3}, (g‡, Tαβ) satisfy (5.8) Then the
following equation holds in the domain of the coordinate system:
g‡
α′β′
∂α′∂β′Γ
‡
β =Fβ(%, g
‡; Γ‡γ , ∂Γ‡γ) (5.14)
where Fβ(%, g
‡; ·, ·) is a combination of linear and bilinear forms and we recall Γ‡γαβ the Christoffel
symbol and
Γ‡β = g‡ββ′Γ
‡β′ = g‡ββ′g
‡αγΓ‡
β′
αγ .
Proof. Taking the trace of (5.7a) leads to the following equation
e2%gα
′β′∂α′Γ
‡
β′ = −tr (N‡g − 8piT ). (5.15)
Combine this with (5.7a),
e2%
2
(
∂αΓ
‡
β + ∂βΓ
‡
α − gαβgα′β′∂α′Γ‡β′
)
= N‡gαβ − 8piTαβ . (5.16)
Taking the divergence of this equation with respect to the metric g‡, the left-hand-side is
calculated by using (4.11):
1
2
∇‡α
(
e2%
(
∂αΓ
‡
β + ∂βΓ
‡
α − gαβgα′β′∂α′Γ‡β′
))
=
1
2
e2%
(
g‡
α′β′
∂α′∂β′Γ
‡
β − g‡αα
′
Γ‡
γ
αα′∂γΓ
‡
β − g‡αα
′
Γ‡
δ
α′β∂δΓ
‡
α − ∂βg‡α
′β′(
∂α′Γ
‡
β′
))
+ e2%
(
e2%
(
∂αΓ
‡
β + ∂βΓ
‡
α − gαβgα′β′∂α′Γ‡β′
))∇‡α%
=:
1
2
e2%gα
′β′∂α′∂β′Γ
‡
β + F˜β(%, g
‡; Γ‡γ , ∂Γ‡γ)
(5.17)
where F˜ is a combination of linear and bilinear forms on Γ‡γ and ∂Γ‡γ depending on %, g‡ and
their derivatives.
The right-hand-side is calculated by using (5.7b) and (5.11):
∇‡α(N‡gαβ − 8piTαβ)
=e−2%
(
2gαα
′
∂α′%N
‡
gαβ
− tr (8piT )∂β%
)
+ 6e2%∂β%Γ
‡δ∂δ%− 8pie−2%
(
2gδγ∂γ%Tγβ − tr (T )∂βρ
)
=e−2%
(
2gγα∂γ%
(
N‡gαβ − 8piTαβ
)− tr (N‡g − 8piT )∂β%)+ 6∂βρΓ‡δ∂δρ.
Then by (5.15) and (5.16),
∇‡α(N‡gαβ − 8piTαβ) = gγα∂γ%(∂αΓ‡β + ∂βΓ‡α)+ 6∂βρΓ‡δ∂δρ (5.18)
which is a linear form of the functions Γ‡α and ∂γΓ‡α.
Combine (5.17) and (5.18) with (5.16), the desired result is established.
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Lemma 5.11. Assume that on the initial slice {t = 0} the equations (5.8) holds. Furthermore we
assume that
Γ‡λ = 0
and the constraint equations (5.5) and (5.6) hold on the initial slice {t = 0}.
Then on the initial slice
∂tΓ
‡
λ = 0.
Proof. We remark that the constraint equations (5.5) and (5.6) are equivalent to
N‡g 0j = 8piT00,
and
N‡g 00 = 8piT00.
Then the proof is exactly the same calculation which is preformed in the proof of lemma 4.7 that
we omit the detail.
Proof of proposition 5.7. By lemma 5.10 and lemma 5.11 and by the global hyperbolicity of the
metric g‡, we see that in the spacetime M ,
Γ‡β = 0. (5.19)
Now recall the lemma 5.9. Combine (5.12) with (5.19),
g‡% =
Rg
6e2%
+
W2(%)
3e2%
+
4pitr (T )
3e4%
. (5.20)
In the same way (5.7c) becomes
g‡% =
W2(%)
6e2%
+
f(θ(%))
6e4%
+
4pitr (T )
3e4%
. (5.21)
Compare these two equations we get
Rg +W2(%)− f(θ(%)) = 0
which leads to (by the definition of W2 given in )
θ(%) = Rg.
Then by the definition of θ, e2% = Rg.
6 Local existence theory – formulation and statement of
the result
6.1 Overview
In this section we will establish the local existence of the Cauchy problem associated to system
(5.8) with a type of initial data called asymptotic flat initial data and a special (but important and
typical) nonlinear function f . In the following subsections we will make a sequence of notation
and definition for the statement of the main result of local existence announced in theorem 6.2.
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6.2 Construction of the initial data set for PDE system
Recall the mater model we are considering is the real massless scalar field with Jordan coupling.
Recall the discussion made on section 3.3 (the equation (3.15)), the system (5.8) is written as
g‡
α′β′
∂α′∂β′g
‡
αβ = Fαβ(g
‡; ∂g‡, ∂g‡)− 12∂α%∂β%+ W2(%)
e2%
g‡αβ − 16pi∂αφ∂βφ, (6.1a)
g‡
α′β′
∂α′∂β′φ = 2g
‡α′β′∂α′φ∂β′%, (6.1b)
g‡
α′β′
∂α′∂β′% =
W2(%)
6e2%
+
f(θ(%))
6e4%
− 4pi
3e2%
g‡
α′β′
∂α′φ∂β′φ. (6.1c)
Remark that this is a diagonalized quasi-linear wave system. To make the associated initial value
problem well posed, the initial data should be composed by the following functions:
g‡αβ(0, x) = g
‡
0αβ , ∂tg
‡
αβ(0, x) = g
‡
1αβ ,
%(0, x) = %0, ∂t%(0, x) = %1,
φ(0, x) = φ0 = φ
‡
0, ∂tφ(0, x) = φ1 = φ
‡
1.
There are 24 functions to be supplied, but the geometrical initial data set (M, g‡,K‡, %0, %1, φ
‡
0, φ
‡
1)
supplies only 16 functions.
To construct a solution of (6.1) which solves also (3.6), by proposition 5.7, the condition (5.9),
(5.5) and (5.6) should be satisfied on the initial hypersurface. This leads to a nonlinear PDE
system composed by eight equations. It can be expected that the 8 supplementary initial data
can be determined by these 8 constraint equations. However it is not a trivial task. We will not
investigate this system in detail but assume that such a system of 8 constraint equations plus 16
functions supplied by the geometric initial data set will determine a PDE initial data set.
We denote by (M, g‡0αβ , g
‡
1αβ , %0, %1, φ0, φ1) the PDE initial data determined by
(M, g‡,K‡, %0, %1, φ
‡
0, φ
‡
1) and the constraint equations (5.5), (5.6) and (5.9)
6.3 Simplification of the f(R) field equation
To clarify the nonlinear effect given by f , we focus on the second order term of f and for simplicity,
we assume that
f(r) := r +
κ
2
r2 (6.2)
with κ ≥ 0. Recall e2ρ = f ′(Rg), then
e2ρ = 1 + κRg, Rg =
e2ρ − 1
κ
,
then
W2(s) =
f(r)− rf ′(r)
f ′(r)
=
r + κ2 r
2 − r(1 + κr)
1 + κr
= − κr
2
2(1 + κr)
where
e2s = f ′(r) = 1 + κr.
So
W2(s) = − (e
2s − 1)2
2κe2s
.
The spacetime we will consider in the rest of this section, denoted by M , is equipped with a
1−parameterized space-like foliation
M = [0, T ]×Mt, t ∈ [0, T ]
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and we assume that for each t, Mt is diffeomorphic to R3. That is, M is diffeomorphic to [0, T ]×R3.
We assume that in its canonical coordinate system (x0, x1, x2, x3) the metric g‡ is of signature
(−,+,+,+).
We will work in the case where the space-time metric is “near” the Minkowski metric. So the
following notation is found to be convenient: Denote by
hαβ := g
‡
αβ −mαβ .
Then a triple (g‡αβ , %, φ) is also represented by (hαβ , %, φ).
When κ is given, we will write the triple (hαβ , %, φ) as (h
κ
αβ , %
κ, φκ) to emphasize that the
solution of (5.8) depends on the coefficient κ.
With these notation the system (5.8) is reduced in the following form:
(mα
′β′ +Hα
′β′(hκ))∂α′∂β′h
κ
αβ =Fαβ(h
κ; ∂hκ, ∂hκ)− 16pi∂αφκ∂βφκ
− 12∂α%κ∂β%κ −
(
e2%
κ − 1)2
2κe4%κ
(
mαβ + h
κ
αβ
)
,
(6.3a)
(mα
′β′ +Hα
′β′(hκ))∂α′∂β′φ
κ = 2(mα
′β′ +Hα
′β′(hκ))∂α′φ
κ∂β′%
κ, (6.3b)
(mα
′β′ +Hα
′β′(hκ))∂α′∂β′%
κ − e
2%κ − 1
6κe4%κ
= − 4pi
3e2%κ
(mα
′β′ +Hα
′β′(hκ))∂α′φ
κ∂β′φ
κ, (6.3c)
where (
Hαβ(hκ) +mαβ
)
αβ
=
(
(mαβ + h
κ
αβ)αβ
)−1
, (6.4)
hκ denotes the matrix hκαβ . We remark that H
αβ(·) are C∞ functions defined in a compact
neighborhood of 0 in R10, which means there exists a positive constant ε0 such that if
max
1≤i≤10
|xi| ≤ ε0,
then for all k ∈ N, the k−th order derivatives of Hαβ , denoted by DkHαβ , is well defined at
x = (x1, · · ·x10) and
sup
|xi|≤ε′
|DkHαβ(x)∣∣ ≤ C(k, ε0)
A classical result of linear algebra shows that when maxαβ hαβ ≤ ε0 with ε0 sufficiently small,
then
Hαβ(h) = −hαβ +Qαβ(hα′β′ , hα′β′)(1 +Rαβ(hα′β′)) (6.5)
where Qαβ(·, ·) is a quadratic form and
|Rαβ(hα′β′)| ≤ C(ε0) max
α′β′
|hα′β′ |.
Remark that with this notation, the PDE initial data can be rewritten with hαβ as
(M,h0, h1, %0, %1, φ
‡
0, φ
‡
1) with
hαβ |t=0 = h0αβ := g‡0αβ −mαβ , ∂thαβ = h1αβ := g‡1αβ .
Some observations can be already made. This system is composed by 12 quasi-linear wave-
type equations where 11 of them (those on hκαβ and φ
κ) are quasi-linear wave equations while
the equation on %κ is a quasi-linear Klein-Gordon equation with a potential containing a linear
defocusing part.
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6.4 Vector fields and index
For the convenience expression, we introduce in this section a series of notiation:
We introduce the vector fields which are the generators of the spacial rotation. They are
commute to the linear wave and linear Klein-Gordon operator:
Ωij := xi∂j − xj∂i = xi∂j − xj∂i,
where the index of coordinates are rising and lowering by the Minkowski metric. There are totaly
3 such rotation vector fields. We denote by
Ω1 := Ω12, Ω2 := Ω23, Ω3 := Ω13.
Remark that
[Ωa,] = 0, [Ωa,+ 1] = 0,
that is, the Ωa commute with the linear wave and Klein-Gordon operator.
For the convenience of proof, we introduce the following notion on multi-index. Let I be
a finite set composed by n letters I = {α1, α2, . . . , αn}. We call n the order of I , denote by
|I | = n. We introduce a order ”” on I defined by
αi  αj if and only if i ≤ j.
The pair (I ,) is called a abstract multi-index. Obviously a subset of I can also be regard
as a multi-index with the restricted order. The order  describe the location of each differential
operator in a product.
Now we introduce the partition of a abstract index I . Let Jk be family of subset of I with
m⋃
k=1
Jk = I , Jk ∩Jk′ = ∅.
we say {Jk} is a m−partition of I and denote by
∑m
k=1Jk = I . We observe that each Jk
can be regard as a multi-index and
∑m
k=1 |Jk| = |I |.
If for all k = 1, 2, . . .m, Jk 6= ∅, we say {Jk} is a proper m−partition of I and denote by∑m
k=1Jk = I , |Jk| ≥ 1.
Now return to the case of multi-index in the context of differential operators. Let Z be a family
of one-order differential operator, Z = {Z1, Z2, . . . Zp}. An n order multi-index on family Z is a
map
I : I −→ {1, 2, . . . n}
αi −→ I(αi) ∈ {1, 2, . . . n}
We write ZI := ZI(α1) ◦ ZI(α2) ◦ · · · ◦ ZI(αn). We often abuse a bit the notation by writing
I = (αn, αn−1, . . . , α1) with αi ∈ {1, 2, . . . n} where we have valuate each letter αi by I(αi).
A m−partition of index I is defined as following: Let {Jk} be a (proper) m−partition of
the abstract index I . Then we restrict the map I on each ordered set Jk. This gives m multi-
index, denoted by {Jk} = I({Jk}). Then we call Jk a (proper) m−partition of I, denoted by
I =
∑m
k=1 Jk, (|Jk| ≥ 1).
We often consider the set P(I ,m) composed by all the possible m−partition of I . Then
each partition in P(I ,m) can associated to a partition of I. We remark that if
∏m
k=1 uk is a
product of m C∞ functions, then
ZI
( m∏
k=1
uk
)
=
∑
{Jk}∈P(I ,m)
m∏
i=1
ZJkuk
with {Jk} = I({Jk}). But for simplicity we often take the notation
ZI
( m∏
k=1
hk
)
=
∑
∑m
k=1 Jk=I
m∏
k=1
ZJkuk
when there no risk of misunderstanding.
56
6.5 Functional spaces
We recall that in the classical case, a initial data set of a Cauchy problem of the general relativity
satisfies the constraint equations (2.23). This system leads to a nonlinear elliptic system and by
the theorem of positive mass, the non-trivial part of the metric g¯ − m¯ always has (at most) a
decreasing rate as r−1 at spacial infinity which gives the definition of the ADM mass. If g¯ − m¯
decreases faster than r−1, then g¯ = m¯.
In our case, the constraint equations (5.5) and (5.6) are much more complicated than the
classical system, the parallel result to the positive mass theorem is totally known. But as we
will concentrated on the convergence result where we take a “Einstein” initial data set (which is
%0 = %1 ≡ 0) which satisfies the classical constraint equations. So we have to handle the quasi-
linear wave system with initial data decreasing as r−1 at spacial infinity. These functions as (in
general) not in L2(R3). So we need to construct our local solution with the aid of the following
functional space.
For the convenience of discussion we first define the following norms for the C∞c (R3) functions
which are the smooth functions with compact support set. A first norm to be introduced is
‖%‖Xd :=
∑
|I1|+|I2|≤d
‖∂I1x ΩI2%‖L2(R3).
The L2 norm is with respect to the standard volume form, i.e. the Lebesgue measure.
The second norm defined for the C∞c (R3) functions is
‖%‖Xd+1P :=
∑
|I1|+|I2|≤d
‖∂x∂I1x ΩI2%‖L2(R3),
where ∂xφ refers to the spacial gradient of φ.
The first functional space to be used in the following discussion, the space Xd+1P , is defined as
the completion of the norm ‖ · ‖Xd+1P on the C
∞
c functions.
We denote by ‖ · ‖Xd+1R := ‖ · ‖Xd + ‖ · ‖Xd+1P . The second functional space, X
d+1
R , to be used in
the following discussion, is defined as the completion of the norm ‖ · ‖Xd+1R on the C
∞
c functions.
The last functional space to be used, denoted by Xd+1H , is defined as following: we define the
following norms,
‖f‖B−1 := sup
r≥0
{(1 + r)|f |}
‖f‖Xd+1H := ‖f‖B−1 + ‖f‖Xd+1P ,
We define the functional space Xd+1H as the completion of the Cc(R3) functions with respect of
this norm.
The relations among these functional spaces are:
Xd+1 ⊂ Xd+1R ⊂ Xd, XdR ⊂ XdP , XdH ⊂ XdP .
And, as we will see in the next section, when d ≥ 2, by (7.8),
Xd ⊂ B−1, XdR ⊂ XdH ⊂ XdP .
Finally, for the triple S0 := (h0αβ , %0, φ0), we define the norm:
‖S‖Xd+10 :=
∑
α,β
‖h0αβ‖Xd+1H + ‖%0‖Xd+1R + ‖φ0‖Xd+1P
and denote by Xd+10 = X
d+1
H ×Xd+1R ×Xd+1P . For the triple S1 = (h1αβ , φ1, %1), we define
‖S1‖Xd1 :=
∑
α,β
‖h1αβ‖Xd + ‖%1‖Xd + ‖φ1‖Xd
Now we define the notion of asymptotically flat PDE initial data.
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Definition 6.1 (Definition of the asymptotically flat initial data). A PDE initial data set in wave
coordinate system (M,h0αβ , h1αβ , %0, %1, φ0, φ1) of initial value problem defined in definition 3.7
is called asymptotically flat if
• the initial slice M0 is diffeomorphic to R3 and in its canonical coordinate system, the initial
data set satisfies the wave constraint equations.
• in the canonical coordinate system (x1, x2, x3),
‖h0αβ‖B−1 ≤ ε0.
where ε0 represents the ADM mass.
• the B−1(R3) norm of %0, %1, φ1 are finite.
This means that the initial data decreasing as r−1 at spacial infinity.
A geometrical initial data (M, g‡,K‡, %0, %1, φ
‡
0, φ
‡
1) is called asymptotically flat, if it gives a
asymptotically flat PDE initial data.
We recall that the components of the solution to the system (6.1) are functions defined in
R4 with three spacial variables and one time variable. To describe these functions, we need to
introduce the following functions space.
Let C∞c denotes the smooth functions with compact support defined in R4. Let u ∈ C∞c . Then
for all t ∈ R, the function u(t, ·) defined in R3 is a C∞c function. This observation leads to the
following definitions:
We define
‖u(t, ·)‖Ed :=
∑
|I1|+|I2|≤d
‖∂I1ΩI2u(t, ·)‖L2(R3)
=
∑
k+|J1|+|J2|≤d
‖∂kt ∂J1x ΩJ2u(t, ·)‖ =
∑
k+l≤d
‖∂kt u(t, ·)‖Xl ,
‖u(t, ·)‖Ed+1P :=
∑
α
|I1|+|I2|≤d
‖∂α∂I1ΩI2u(t, ·)‖L2(R3)
=
∑
α
∑
k+|J1|+|J2|≤d
‖∂α∂kt ∂J1x ΩJ2u(t, ·)‖L2(R3) =
∑
k+l≤d
‖∂kt u(t, ·)‖XlP ,
‖u(t, ·)‖Ed+1R := ‖u(t, ·)‖Ed + ‖u(t, ·)‖Ed+1P ,
‖u(t, ·)‖Ed+1H := ‖u(t, ·)‖B−1 + ‖u(t, ·)‖Ed+1P .
We also define the following norms on time interval [0, T ] for p ∈ [1,∞]:
‖u‖Lp([0,T ];Ed) :=
∥∥‖u(t, ·)‖Ed∥∥Lp([0,T ]), ‖u‖L([0,T ];EdP ) := ∥∥‖u(t, ·)‖EdP ∥∥Lp([0,T ]),
‖u‖Lp([0,T ];EdR) :=
∥∥‖u(t, ·)‖EdR∥∥Lp([0,T ]), ‖u‖Lp([0,T ];EdH) := ∥∥‖u(t, ·)‖EdH∥∥Lp([0,T ]).
Finally we define, for p <∞, the functional space Lp([0, T ];Ed), Lp([0, T ];EdP ), Lp([0, T ];EdR)
and Lp([0, T ];EdH) the completion with respect to the corresponding norm on the C
∞
c (R4) function
and denoted by C([0, T ], ;Ed), C([0, T ];EdP ) and C([0, T ];E
d
H) the completion of C
∞
c functions
with respect to the corresponding norms.
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6.6 Statement of the theorem of local existence
For the convenience of discussion, we introduce the following norm on initial data S0 := (h0, h1, φ0, φ1, %0, %1):
‖S0‖Xd+1κ := max{‖h0αβ‖Xd+1H , ‖h1αβ‖Xd , κ
−(1/2)[d/2]+1/4‖φ0‖Xd+1P ,
κ−(1/2)[d/2]+1/4‖φ1‖Xd , κ−[d/2]−1/2‖%0‖Xd+1P , κ
−[d/2]−1/2‖%1‖Xd}.
Now we are ready to state the local theorem of existence.
Theorem 6.2 (Local existence and uniform bound). Let d ≥ 4 be an integer. And assume that
(h0αβ , h1αβ) ∈ Xd+1H ×Xd, (φ0, φ1) ∈ Xd+1P ×Xd, (%0, %1) ∈ Xd+1R ×Xd.
Denote by S0 := (h0, h1, φ0, φ1, %0, %1) and suppose that ‖S0‖Xd+1κ ≤ ε ≤ ε0 with ε0 > 0 sufficiently
small. Then there exist two constants A > 0 and T ∗ > 0 independent of κ such that on the time
interval [0, T ∗], the cauchy problem (6.3) (with 0 < κ ≤ 1) has a unique (distributional) solution
(hκαβ , φ
κ, %κ) in the following functional space:
∂kt h
κ
αβ ∈ C([0, T ], Xd−kH ) ∩ C1([0, T ], Xd−k−1H ), ∂kt φκ ∈ C([0, T ], Xd−kP ) ∩ C1([0, T ], Xd−k−1P ),
∂kt %
κ ∈ C([0, T ], Xd−kR ) ∩ C1([0, T ], Xd−k−1R )
for 0 ≤ k ≤ d− 1. Furthermore the following estimates hold with constant independent of κ:
‖hκαβ(t, ·)‖EdH ≤ Aε, (6.6a)
‖φκ‖EdP ≤ Aε, (6.6b)
‖%κn‖EdP + κ
−1/2‖%κn‖Ed−1 ≤ Aε. (6.6c)
where C(ε0) is a constant determined by ε0.
6.7 Existence result for nonlinear field equation
Equipped with the local existence theorem 6.2, we are able to build the local solution of the
original Cauchy problem defeined in definition 5.4. This is concluded in the following theorem.
Theorem 6.3 (Existence of nonlinear gravity development). Let (M, g‡,K‡, %0, %1, φ
‡
0, φ
‡
1) be a
initial data set of the Cauchy problem defined in definition 5.3 and assume its associated PDE
initial data S0 = (h0, h1, φ0, φ1, %0, %1) is asymptotically flat and satisfies the conditions of theorem
6.2. Let (hκαβ , φ
κ, %κ) the solution of (5.8) associated to S0. Then the space-time ([0, T ]× R3, g‡)
is a nonlinear gravity development of the initial data (M, g‡,K‡, %0, %1, φ
‡
0, φ
‡
1) .
Proof. We just inverse the procedure of formulation. Remark that the local solution (hκαβ , φ
κ, %κ)
constructed is sufficiently regular with h = g‡ − m sufficiently small. This guarantees that the
metric g‡ is globally hyperbolic on [0, T ]×R3. So we apply the result on preservation of constraints
with is proportion (5.7). Once the constraints
e2% =
1
2
ln f ′(Rg),
Γ‡
λ
= 0
are verified, we see that the pair (g‡, φ) satisfies the conformal field equation (3.6).
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7 Technical tools for local existence theory
7.1 Estimates on commutators
From this subsection we will make some preparations in order to prove the theorem 6.2. In this
subsection we will concentrate on the estimates on commutators. First we remark the following
basic commutative relation:
[∂a,Ωbc] = δab∂c − δac∂b, [∂t,Ωab] = 0. (7.1)
Lemma 7.1. Let u be a C∞ function defined in [0, T ]×R3. Then for any multi-index I1, I2 with
|I1|+ |I2| = n, the following estimates hold:
[ΩI , ∂α]u =
∑
|J|<|I|
ΘIcαJ∂cΩ
Ju (7.2)
where ΘIcαJ are constants. When α = 0, Θ
Ic
αJ = 0.
Proof. Firs we remark that when α = 0, ∂0 = ∂t commutes with Ω
I .
When α > 0, this is proved by induction on the order of |J |. When |J | = 1, the result is proved
by (7.1). We denote by
[Ωa, ∂β ] = θ
c
aβ∂c.
Now assume that for |J | ≤ k, (7.2) is valid. Then for |J | = k,
ΩJ = Ωa1Ω
J1
where |J1| = k − 1. Then
[ΩJ , ∂a]u =Ωa1Ω
J1∂αu− ∂αΩa1ΩJ1u = Ωa1ΩJ1∂αu− Ωa1∂αΩJ1u+ Ωa1∂αΩJ1u− ∂αΩa1ΩJ1u
=Ωa1
(
[ΩJ1 , ∂α]u
)
+ [Ωa1 , ∂α]Ω
J1u
=Ωa1
( ∑
|K1|<|J1|
ΘJ1bαK1∂bΩ
K1u
)
+ θba1a∂bΩ
J1u
=
∑
|K1|<|J1|
ΘJ1bαK1Ωa1∂bΩ
K1u+ θba1a∂bΩ
J1u
=
∑
|K1|<|J1|
ΘJ1bαK1∂bΩa1Ω
K1u+ θba1a∂bΩ
J1u+
∑
|K1|<|J1|
ΘJ1bαK1 [Ωa1 , ∂b]Ω
K1u
=
∑
|K1|<|J1|
ΘJ1bαK1∂bΩa1Ω
K1u+ θba1a∂bΩ
J1u+
∑
|K1|<|J1|
ΘJ1bαK1θ
c
a1b∂cΩ
K1u.
This conclude the desired result.
Lemma 7.2. Let u be a C∞c function defined in [0, T ] × R3. Then the following estimates hold
for |I1|+ |I2| = d:
|∂I1x ΩI2∂xu| ≤ |∂x∂I1x ΩI2u|+ C(d)
∑
|I′2|<|I2|
|∂x∂I1x ΩI
′
2u|, (7.3a)
|∂x∂I1x ΩI2u| ≤ |∂I1x ΩI2∂xu|+ C(d)
∑
|I′1|+|I′2|<d
|∂I′1x ΩI′2∂xu|, (7.3b)
∣∣[∂I1x ΩI2 , ∂α∂β ]u∣∣ ≤ C(d) ∑
a,α
|J2|<|I2|
|∂a∂α∂I1x ΩJ2u|, (7.3c)
|∂krΩI1u(t, x)| ≤ C(k)
∑
|J1|≤k
|∂J1x ΩI1u(t, x)|, for |x| ≥ 1, (7.3d)
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|[∂I1x ΩI2 , Hαβ∂α∂β ]u| ≤
∑
J1+J
′
1=I1
J2+J
′
2=I2
|J′1|+|J′2|>0
|∂J′1x ΩJ′2Hαβ | |∂α∂β∂J1x ΩJ2u|
+ C(d)
∑
J1+J
′
1=I1
|J2|+|J′2|<|I2|
α,β,α′,a
|∂J′1x ΩJ′2Hαβ | |∂α′∂a∂J1x ΩJ2u|
(7.3e)
where Hαβ are C∞ functions.
Proof. We remark that from (7.2), the following identity is direct:
[∂I1x Ω
I2 , ∂α] =
∑
|K|<|I2|
ΘI2bαK∂b∂
I1
x Ω
Ku.
• To prove (7.3a), we remark that
[∂I1x Ω
I2 , ∂α]u = ∂
I1
x
(
[ΩI1 , ∂α]u
)
=
∑
c,|J2|≤|I2|
∂I1x
(
ΘI1cαJ2∂cΩ
J2u
)
=
∑
c,|J2|≤|I2|
ΘI1cαJ2∂c∂
I1
x Ω
J2u
and ∑
c,|J2|≤|I2|
∣∣ΘI1cαJ2∂c∂I1x ΩJ2u∣∣ ≤ C(d) ∑
c,|I′2|<|I2|
|∂c∂I1ΩI′2u|. (7.4)
This proves (7.3a).
• (7.3b) is proved by induction on d. We see clearly that (7.3b) holds for d = 0. If it holds for
d ≤ k, let us prove the case d = k + 1:∣∣∂α∂I1ΩI2u∣∣ ≤ ∣∣∂I1ΩI2∂αu∣∣+ ∣∣[∂α, ∂I1ΩI2 ]u∣∣.
Then by (7.4), ∣∣∂α∂I1ΩI2u∣∣ ≤∣∣∂I1ΩI2∂αu∣∣+ C(d) ∑
c,|I′2|<|I2|
|∂c∂I1ΩI′2u|
Remark here, |I ′2| ≤ |I2| − 1 ≤ k. Then we apply the assumption of induction on the second term
in right-hand-side:
|∂c∂I1ΩI′2u| ≤ |∂I1ΩI′2∂cu|+ C(d− 1)
∑
c′,|I′′2 |>|I′2|
∣∣∂I1ΩI′′2 ∂c′u∣∣
which proves (7.3b).
• The proof of (7.3c) is a direct application of (7.2).
[∂I1x Ω
I2 , ∂α∂β ]u =[∂
I1
x Ω
I2 , ∂α]∂βu+ ∂α
(
[∂I1x Ω
I2 , ∂β ]u
)
=
∑
|J2|<|I2|
ΘI2cαJ2∂c∂
I1
x Ω
J2∂βu+
∑
|J2|<|I2|
ΘI2cβJ2∂α∂c∂
I1
x Ω
J2u
=
∑
|J2|<|I2|
ΘI2cαJ2∂c∂
I1
x ∂βΩ
J2u+
∑
|J2|<|I2|
ΘI2cαJ2∂c∂
I1
x [Ω
J2 , ∂β ]u
+
∑
|J2|<|I2|
ΘI2cβJ2∂α∂c∂
I1
x Ω
J2u
=
∑
|J2|<|I2|
|K2|<|I2|
ΘI2cαJ2Θ
J2c
′
βK2
∂c∂c′∂
I1
x Ω
K2u
+
∑
|J2|<|I2|
ΘI2cβJ2∂α∂c∂
I1
x Ω
J2u+
∑
|J2|<|I2|
ΘI2cαJ2∂c∂
I1
x ∂βΩ
J2u
(7.5)
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which leads to (7.3c).
• The proof of (7.3d) consults the notion of homogeneous functions. A function f of class
C∞(R3 \ {0}) is called homogeneous of degree i if
f(rx) = rif(x), for any r > 0 and x ∈ R3 \ {0}.
Recall the classical result that a partial derivative of a homogeneous function of degree i is again
homogeneous and of degree i− 1.
We denote by ωa := x
a
r . And we notice that they are homogeneous functions of degree 0. And
recall the definition of radical derivative ∂r = ω
a∂a. We will prove that
∂kr =
∑
a,
|I|≤k
AkI∂
I
x (7.6)
where AkI is a homogeneous function of degree −k + |I|.
For k = 1, this is guaranteed by the expression of ∂r. Assume that this holds for the integer
less than or equal to k, we will prove the case of k + 1:
∂k+1r u = ∂r∂
k
r u = ∂r
(∑
I,a
AkI∂
I
x
)
=
∑
I,a
ωb∂b
(
AkI∂
I
x
)
=
∑
I,a
ωb∂bA
k
I∂
I
x +
∑
I,a
ωbAkI∂b∂
I
x
We remark that ωb∂bA
k
I is homogeneous of degree −k−1+ |I| and ωbAkI is homogeneous of degree
−(k + 1) + |I|+ 1. This concludes (7.6).
Then we sees that (7.3d) is a direct result of (7.6).
• To prove (7.3e), we preform the following calculation:
[∂I1x Ω
I2 , Hαβ∂α∂βu]
=
∑
J1+J
′
1=I1,J2+J
′
2=I2
|J′1|+|J′2|>0
∂
J′1
x Ω
J′2Hαβ∂J1x Ω
J2∂α∂βu+H
αβ [∂I1x Ω
I2 , ∂α∂β ]u
=
∑
J1+J
′
1=I1,J2+J
′
2=I2
|J′1|+|J′2|>0
∂
J′1
x Ω
J′2Hαβ∂α∂β∂
J1
x Ω
J2u+
∑
J1+J
′
1=I1
J2+J
′
2=I2
∂
J′1
x Ω
J′2Hαβ [∂J1x Ω
J2 , ∂α∂β ]u
=
∑
J1+J
′
1=I1,J2+J
′
2=I2
|J′1|+|J′2|>0
∂
J′1
x Ω
J′2Hαβ∂α∂β∂
J1
x Ω
J2u
+
∑
J1+J
′
1=I1
J2+J
′
2=I2
∂
J′1
x Ω
J′2Hαβ
( ∑
|K2|<|J2|
|K′2|<|K2|
ΘJ2cαK2Θ
c′K2
βK′2
∂c∂c′∂
J1
x Ω
K′2u+
∑
|K2|<|J2|
ΘJ2cβK2∂α∂c∂
J1
x Ω
K2u
)
where (7.5) is applied. Then (7.3e) comes directly form this identity.
We also need the commutator estimates on the product in the form ∂I1ΩI2 . These estimates
are included in the following lemma
Lemma 7.3. Let u be a C∞c function defined in [0, T ] × R3. Then the following estimates hold
for |I1|+ |I2| = d:
|∂I1ΩI2∂αu| ≤ |∂α∂I1ΩI2u|+ C(d)
∑
a,|I′2|<|I2|
|∂a∂I1ΩI′2u|, (7.7a)
|∂α∂I1ΩI2u| ≤ |∂I1ΩI2∂αu|+ C(d)
∑
β
|I′1|+|I′2|<d
|∂I′1ΩI′2∂βu|, (7.7b)
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∣∣[∂I1ΩI2 , ∂α∂β ]u∣∣ ≤ C(d) ∑
a,α
|J2|<|I2|
|∂a∂α∂I1ΩJ2u|, (7.7c)
|[∂I1ΩI2 , Hαβ∂α∂β ]u| ≤
∑
J1+J
′
1=I1
J2+J
′
2=I2
|J′1|+|J′2|>0
|∂J′1ΩJ′2Hαβ | |∂α∂β∂J1ΩJ2u|
+ C(d)
∑
J1+J
′
1=I1
|J2|+|J′2|<|I2|
α,β,α′,a
|∂J′1ΩJ′2Hαβ | |∂α′∂a∂J1ΩJ2u|
(7.7d)
Proof. We remark that from (7.2), the following identity is direct:
[∂I1ΩI2 , ∂α] =
∑
|K|<|I2|
ΘI2bαK∂b∂
I1
x Ω
Ku.
Then we preform exactly the same calculation to the proof of lemma 7.2 with ∂I1x replaced by
∂I1 .
7.2 Global type Sobolev inequalities and embedding results
In this subsection we will reprove the following estimate due to [cite Klainermain]
Lemma 7.4. Let u ∈ Xd with d ≥ 2. Then for
‖u‖B−1 ≤ C‖u‖Xd . (7.8)
Proof. We will only prove this inequality for the C∞c functions. Then by the procedure of regu-
larization , it will extend to the whole Xd.
We consider R3 equipped with the polar coordinates, i.e.:
x1 = r sin θ cosϕ, x2 = r sin θ sinϕ, x3 = r cos θ.
Remark that (7.8) is equivalent to the following inequality for all x0 ∈ R3:
|u(x0)|(1 + r0) ≤ C‖u‖Xd
with x0 = (x
1
0, x
2
0, x
3
0) = (r0 sin θ0 cosϕ0, r0 sin θ0 sinϕ0, r0 cos θ0).
The case where r0 ≤ 1 is direct by classical Sobolev inequality. We will concentrated on the
case where r0 > 1.
We will consider the estimate on the the following open subset of R3 defined by
V = (r0 − 1/2, r0 + 1/2)× (θ0 − 1/2, θ0 + 1/2)× (ϕ0 − 1/2, ϕ0 + 1/2)
Now let u be a C∞c function, we denote also by u its restriction on V and define:
v(r, θ, ϕ) := u(r sin θ cosϕ, r sin θ sinϕ, r cos θ)
with r0 > 1. Then by classical Sobolev inequality,
|u(x0)|2 = |v(r0, θ0, φ0)|2 ≤ C
∑
k0+k1+k2≥2
∫
V
|∂k0r ∂k1θ ∂k2ϕ v|2drdθdϕ.
Remark that in V , r0 − 1/2 < r < r0 + 1/2, which leads to 1 − 1/(2r0) < r/r0 < 1 + 1/(2r0).
Recall that r0 > 1, then
1
2
<
r
r0
<
3
2
.
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Then
1
2
∫
V
|∂k0r ∂k1θ ∂k2ϕ v|2drdθdϕ ≤
∫
V
|∂k0r ∂k1θ ∂k2ϕ v|2
r2
r20
drdθdϕ
=r−20
∫
V
|∂k0r ∂k1θ ∂k2ϕ v|2r2drdθdϕ
=r−20
∫
V
|∂k0r ∂k1θ ∂k2ϕ v|2dx
≤r−20
∫
R3
|∂k0r ∂k1θ ∂k2ϕ v|2dx
where dx is the standard volume form of R3.
Here we remark that
∂θv = cosϕΩ31u+ sinϕΩ32u =
x1(
(x1)2 + (x2)2
)1/2Ω31u+ x2(
(x1)2 + (x2)2
)1/2Ω32u
and
∂ϕv = Ω12u, ∂rv = ∂ru.
Remark that ΩJ cosϕ, ΩJ sinϕ are homogeneous of degree 0. So we see, by homogeneity, that
for r ≥ 1/2,
|∂k0r ∂k1θ ∂k2ϕ v| =
∣∣∂k0r ( cosϕΩ31 + sinϕΩ33)k1Ωk212u∣∣ ≤ C ∑
|I|≤k1+k2
|∂k0r ΩIu|
which leads to
|u(x0)|2 ≤ Cr−20
∑
|I|+k0≤2
∫
R3
|∂k0r ΩIu|2dx (7.9)
Then by (7.3d), the desired result is proved.
For the convenience of application, we will also need the following embedding results.
Lemma 7.5. Let u be a function in Xd+2H and v ∈ L∞([0, T ];Ed+2H ). Then for all pair of multi-
index (I1, I2) with |I1|+ |I2| ≤ d, the following estimate holds:∥∥∂I1x ΩI2u∥∥L∞(R3) ≤ C‖u‖Xd+2H . (7.10a)∥∥∂I1ΩI2v(t, ·)∥∥
L∞(R3) ≤ C‖v(t, ·)‖Ed+2H for t ∈ [0, T ]. (7.10b)
Proof. We will only prove this inequality when u ∈ C∞c (R3) and v ∈ C∞c (R4). Then by the
regularization procedure, it will extends on Xd+2H and L
∞([0, T ];Ed+2H ) .
• Let us begin with (7.10a). The proof is composed by estimates in different cases.
CASE 1. I1 = I2 = 0. Then the left-hand-side of (7.10a) is controlled by its B
−1 norm so (7.10a)
holds.
CASE 2. |I1| > 0. In this case we suppose that I1 = (a1, a2, · · · , an) and denote by I ′1 =
(a2, · · · , an). Then I ′1 is of order n− 1 ≥ 0. Then by classical Sobolev’s inequality,∥∥∂I1x ΩI2u∥∥L∞(R3) = ∥∥∂a1∂I′1x ΩI2u∥∥L∞(R3) ≤ C ∑
|J1|≤2
∥∥∂J1x ∂a1∂I′1x ΩI2u∥∥L2(R3) ≤ C‖u‖Xd+2P .
CASE 3. |I2| = 0, |I2| > 0. In this case we suppose that I2 = (b1, b2, · · · , bn) and denote by
I ′b = (b2, · · · , bn). Then I ′2 is of order n− 1 ≥ 0. Then∥∥∂I1x ΩI2u∥∥L∞(R3) = ∥∥Ωb1ΩI′2u∥∥L∞(R3) ≤ C∑
b
∥∥(1 + r)∂bΩI′2u∥∥L∞(R3) = C∑
b
∥∥∂bΩI′2u∥∥B−1
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Then by (7.8),∥∥∂I1x ΩI2u∥∥L∞(R3) ≤C∑
b
∥∥∂b∂I1x ΩI′2u∥∥X2 = C ∑
|J1|+|J2|≤2
∑
b
∥∥∂J1x ΩJ2∂b∂I1x ΩI′2u∥∥L2(R3)
≤C
∑
|J1|+|J′2|≤2
b′
∥∥∂b′∂I′1x ∂J1x ΩJ′2ΩI′2u∥∥L2(R3) ≤ C‖u‖Xd+2P
where the estimate of commutator (7.3a) is applied.
Combine these three cases, (7.10a) is proved.
• Then we will prove (7.10b). The proof is similar: we also discuss in three different cases:
CASE 1. I1 = I2 = 0. Then the left-hand-side of (7.10b) is controlled by its B
−1 norm so (7.10b)
holds.
CASE 2. I1 > 0. In this case we also suppose that I1 = (α1, α2, . . . , αn) and denote by I
′
1 =
(α2, . . . , αn). Then |I ′1| ≥ 0. Then also by classical Sobolev’s inequality:
‖∂I1ΩI2v(t, ·)‖L∞ ≤C
∑
|J1|≤2
‖∂J1x ∂α1∂I
′
1ΩI2v(t, ·)‖L2(R3) = C
∑
|J1|≤2
‖∂α1∂J1x ∂I
′
1ΩI2v(t, ·)‖L2(R3)
≤C‖v(t, ·)‖Ed+2P .
CASE 3. |I1| = 0, |I2| > 0. Then we suppose that I2 = (b1, b2, . . . , an), and denote by I ′2 =
(b2, . . . , bn). Then |I ′2| ≥ 0. Then
‖∂I1ΩI2v(t, ·)‖L∞(R3) =‖Ωb1ΩI
′
2v(t, ·)‖L∞
≤ C
∑
b
‖(1 + r)∂bΩI′2v(t, ·)‖L∞(R3) = C
∑
b
‖ΩI′2v(t, ·)‖B−1
≤C
∑
b
‖∂bΩI′2v(t, ·)‖X2 = C
∑
b
|J1|+|J2|≤2
‖∂J1x ΩJ2∂bΩI
′
2v(t, ·)‖X2
≤C
∑
b′
|J2|+|J′2|≤2
‖∂J1x ∂b′ΩJ
′
2ΩI
′
2v(t, ·)‖X2 ≤ C‖v(t, ·)‖Ed+2P .
Combine these three cases, (7.10b) is established.
Lemma 7.6. Let u ∈ XdH and v ∈ L∞([0, T ];EdP ), then the following estimate holds for all pair
of multi-index (I1, I2) with 1 ≤ |I1|+ |I2| ≤ d:
‖(1 + r)−1∂I1x ΩI2u‖L2(R3) ≤ C‖u‖XdP . (7.11a)
‖(1 + r)−1∂I1ΩI2v(t, ·)‖L2(R3) ≤ C‖v(t, ·)‖EdP , for t ∈ [0, T ] (7.11b)
Proof. • The proof of (7.11a) is composed by estimates in different cases:
CASE 1. |I1| > 0. In this case we suppose that I1 = (a1, a2, · · · , an) and denote by I ′1 =
(a2, · · · , an). Then I ′1 is of order n− 1 ≥ 0. Then∥∥∂I1x ΩI2u∥∥L2(R3) = ∥∥∂a1∂I′1x ΩI2u∥∥L2(R3) ≤ ∥∥u∥∥XdP .
CASE 2. |I1| = 0, |I2| > 0. In this case we suppose that I2 = (b1, b2, · · · , bn) and denote by
I ′b = (b2, · · · , bn). Then I ′2 is of order n− 1 ≥ 0. Then∥∥(1 + r)−1∂I1x ΩI2u∥∥L2(R3) = ∥∥(1 + r)−1Ωb1ΩI′2u∥∥L2(R3) ≤ C∑
b
∥∥∂bΩI′2u∥∥L2(R3) ≤ C‖u‖XdP .
Combine these two cases, (7.11a) is proved.
• The proof of (7.11b) is exactly the same if we replace ∂x by ∂ in the above proof.
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Lemma 7.7. Let u be a in class X2. Then
‖u‖L∞(R3) ≤ C
∑
|I1|+|I2|≤2
‖(1 + |x|)−1∂I1x ΩI2u‖L2 . (7.12)
Proof. This inequality is equivalent to
|u(x)| ≤ C
∑
|I1|+|I2|≤2
‖(1 + |x|)−1∂I1x ΩI2u‖L2 , x ∈ R3 (7.13)
for all u ∈ C∞c (R3). Then by regularization, this inequality is hold for all u ∈ X2. This is proved
by distinguish different x.
Let χ(·) a C∞ function defined on [0,∞) with
χ(s) =
{
1, s ≤ 1/2,
0, 1 ≤ s <∞.
Then χ(| · |) is a C∞c (R3) function.
Now we consider the case |x| ≤ 1/2. We consider the function
f(x) := χ(|x|)u(x)
which is in class C∞c ({|x| < 1}). Then we apply the classical Sobolev’s inequality:
|u(x)| =|f(x)| ≤ C
∑
|I|≤2
‖∂Ixf‖L2({|x|<1}) = C
∑
|I|≤2
∥∥∂Ix(χ(|x|)u(x))∥∥L2({|x|<1})
=C
∑
|I1|+|I2|≤|I|,
|I|≤2
∥∥∂I1x χ(|x|)∂I2x u(x)∥∥L2({|x|<1}) ≤ C ∑
|I2|≤2
‖∂I2x u(x)‖L2({|x|<1})
≤C
∑
|I2|≤2
∥∥(1 + |x|)−1∂I2x u(x)∥∥L2({|x|<1}) ≤ C ∑
|I2|≤2
∥∥(1 + |x|)−1∂I2x u(x)∥∥L2(R3)
where we remarked that ∂I1x χ(|x|) are bounded.
When |x| ≥ 1/2, we consider the following calculation:
|u(x)| =∣∣(1− χ(2|x|))u(x)∣∣ = ∥∥(1 + |x|) · (1 + |x|)−1(1− χ(2|x|))u(x)∥∥
L∞(R3)
≤∥∥(1 + |x|)−1(1− χ(2|x|))u(x)∥∥
B−1
and the by (7.8),
|u(x)| ≤∥∥(1 + |x|)−1(1− χ(2|x|))u(x)∥∥
B−1
≤C
∑
|I1|+|I2|≤2
∥∥∂I1x ΩI2((1 + |x|)−1(1− χ(2|x|))u(x))∥∥L2(R3)
=C
∑
|J1|+|J′1|=I1
|I1|+|I2|≤2
∥∥∂J′1x ((1 + |x|)−1(1− χ(2|x|))) ∂J1x ΩI2((1 + |x|)−1(1− χ(2|x|))u(x))∥∥L2(R3)
where for the last equality we have used the fact that
Ωa
(
(1 + |x|)−1(1− χ(2|x|))) = 0
because both factors are radial symmetric. Then we will prove that
∂J
′
1
(
(1 + |x|)−1(1− χ(2|x|))) ≤ C(1 + |x|)−1
for |J ′1| ≤ 2. This is check directly by calculating and the fact that
(
1−χ(2|x|)) and its derivatives
are supported out of the ball {|x| < 1/4}. Then the desired result is established.
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7.3 Linear estimates
We begin with the linear theory of wave equation with the initial data given in Xd+1H (R3)×Xd(R3).
For the simplicity of proof, we introduce the energy functional with respect to a metric gαβ defined
in R4 as following:
Eg(t, u) :=
(∫
R3
(− g00|∂tu|2 + gab∂au∂bu)(t, ·)dx)1/2 (7.14)
and
Eg,c(t, u) :=
(∫
R3
(− g00|∂tu|2 + gab∂au∂bu+ c2v2)(t, ·)dx)1/2 (7.15)
A metric gαβ is said to be coercive with constant C > 0, means that
C−1‖∇u‖L2(R3) ≤ Eg(t, u) ≤ C‖∇u‖L2(R3), (7.16)
where ∇u refers to the space-time gradient of u. For the convenience of discussion, we introduce
the notation for the C∞c functions defined in the region [0, T ]× R3:
‖u(t, ·)‖Xd+1E :=
∑
|I1|+|I2|≤d
‖∇∂I1x ΩI2u(t, ·)‖L2(R3).
By (7.3a) and (7.3b), the norm ‖ · ‖Xd+1E and ‖∇(·)‖Xd are equivalent.
We also introduce the following notation:
Edg (s, u) :=
∑
|I1|+|I2|≤d
Eg(s, ∂
I1ΩI2u), Edg,c(s, u) :=
∑
|I1|+|I2|≤d
Eg,c(s, ∂
I1ΩI2u).
Then when the coercive condition (7.16) is assumed,
C−1‖u(t, ·)‖Ed+1P ≤ E
k
g (s, u) ≤ C‖u(t, ·)‖Ed+1P . (7.17)
The existence results to be established in the nest subsection is essentially based on the following
linear estimates.
Lemma 7.8 (L∞ type estimate for wave equation). Let u be a C∞c function defined in the region
[0, T ] and let F = −u, then for any 0 ≤ t ≤ T
‖u(t, ·)‖B−1(R3) ≤ Ct
∫ t
0
‖F (s, ·)‖B−1(R3)ds+ C
(‖u(0, x)‖B−1(R3) + t‖∇u(0, x)‖B−1(R3)) (7.18)
where ∇u refers to the space-time gradient of u.
Proof. This estimate based on the explicit expression of the linear wave equation. We consider
the Cauchy problem:
u = −F
u(0, x) = −f(x), ∂tu(0, x) = −g(x)
(7.19)
The u can be expressed by
u(t, x) =
1
4pi
∫ t
0
1
t− s
∫
|y|=t−s
F (s, x− y)dσ(y)ds
+
1
4pit
∫
|y|=t
g(x− y)dσ(y) + 1
4pit2
∫
|y|=t
(
f(x− y)− < ∂xf(x− y), y >
)
dσ(y)
:=u1(t, x) + u2(t, x) + u3(t, x).
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Here dσ(y) refers to the standard Lebesgue measure on the sphere |y| = t − s or |y| = t, and
< ·, · > refers to the standard scalar product on R3. The notation ∂xf stands for the (spacial)
gradient of f . The remained work is to estimate ui with i = 1, 2, 3.
When |x| ≤ 1, we make use of the fact that ‖ · ‖L∞(R3) ≤ ‖ · ‖B−1 . Then
|u1(t, x)| ≤ 1
4pi
∫ t
0
‖F (s, ·)‖B−1
t− s
∫
|y|=t−s
dσ(y)ds ≤
∫ t
0
‖F (s, ·)‖B−1(t− s)ds ≤ t
∫ t
0
‖F (s, ·)‖B−1 .
The other terms u2 and u3 are estimated similarly. Then (7.18) is proved in this case.
When |x| > 1, we need to establish the decay estimate of the solution at spacial infinity. We
begin with u1.
|u1(t, x)| ≤ 1
4pi
∫ t
0
1
t− s
∫
|y|=t−s
‖F (s, ·)‖B−1
1 + |x− y| dσ(y)ds
=
1
4pi
∫ t
0
‖F (s, ·)‖B−1
t− s
∫
|y|=t−s
(1 + |x− y|)−1dσ(y)ds
We focus on the expression
∫
|y|=t−s(1+ |x−y|)−1dσ(y). We make the following parametrization of
the sphere {|y| = t− s}. Let θ be the angle from the vector −x to the vector −y, and ϕ refers the
angle from the plan determined by pair of vector (x, y) to a fixed plan containing x (for example
the plan determined by x and (0, 0, 1)). With this parametrization, the volume form σ(y) has the
following expression:
dσ(y) = (t− s)2 sin θdθdϕ
Also, by the classical trigonometrical theorem “Law of cosines”,
|x− y|2 = |x|2 + |t− s|2 − 2|x|(t− s) cos θ.
Then ∫
|y|=t−s
(1 + |x− y|)−1dσ(y) =
∫ 2pi
0
∫ pi
0
(t− s)2 sin θdθdϕ
1 +
(|x|2 + |t− s|2 − 2|x|(t− s) cos θ)1/2
= 2pi
∫ 1
−1
(t− s)2dγ
1 +
(|x|2 + |t− s|2 − 2|x|(t− s)γ)1/2
where γ := cos θ. Then∫
|y|=t−s
(1 + |x− y|)−1dσ(y) = 2pi(t− s)|x|
∫ 1
−1
|x|(t− s)dγ
1 +
(|x|2 + |t− s|2 − 2|x|(t− s)γ)1/2
=
2pi(t− s)
|x|
∫ |x|+(t−s)
||x|−(t−s)|
τdτ
1 + τ
where τ :=
(|x|2 + |t− s|2 − 2|x|(t− s)γ)1/2. Then,
|u1(t, x)| ≤ 1
4pi
∫ t
0
‖F (s, ·)‖B−1
t− s
∫
|y|=t−s
(1 + |x− y|)−1dσ(y)ds
≤ 1
2|x|
∫ t
0
‖F (s, ·)‖B−1
∫ |x|+(t−s)
||x|−(t−s)|
τdτ
1 + τ
ds.
Now the discussion should be made in the following two cases:
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1. |x| > t. In this case |x| > t− s always holds. then
|u1(t, x)| ≤ 1
2|x|
∫ t
0
‖F (s, ·)‖B−1
∫ |x|+(t−s)
||x|−(t−s)|
τdτ
1 + τ
ds
=
1
2|x|
∫ t
0
‖F (s, ·)‖B−1
∫ |x|+(t−s)
|x|−(t−s)
τdτ
1 + τ
ds
≤ 1
2|x|
∫ t
0
‖F (s, ·)‖B−1
∫ |x|+(t−s)
|x|−(t−s)
dτds
=
1
|x|
∫ t
0
(t− s)‖F (s, ·)‖B−1ds ≤ t|x|
∫ t
0
‖F (s, ·)‖B−1ds
which leads to
|x||u(t, x)| ≤ t
∫ t
0
‖F (s, ·)‖B−1ds.
2. |x| ≤ t. In this case we need a more precise calculation.
|u1(t, x)| ≤ 1
2|x|
∫ t
0
‖F (s, ·)‖B−1
∫ |x|+(t−s)
||x|−(t−s)|
τdτ
1 + τ
ds
=
1
2|x|
∫ t−|x|
0
‖F (s, ·)‖B−1
∫ |x|+(t−s)
(t−s)−|x|
τdτ
1 + τ
ds+
1
2|x|
∫ t
t−|x|
‖F (s, ·)‖B−1
∫ |x|+(t−s)
|x|−(t−s)
τdτ
1 + τ
ds
≤ 1
2|x|
∫ t−|x|
0
2|x|‖F (s, ·)‖B−1ds+ 12|x|
∫ t
t−|x|
2(t− s)‖F (s, ·)‖B−1ds
≤
∫ t−|x|
0
‖F (s, ·)‖B−1ds+
∫ t
t−|x|
‖F (s, ·)‖B−1ds =
∫ t
0
‖F (s, ·)‖B−1ds
Recall that |x| ≤ t ≤ T , then
|u1(t, x)| ≤
∫ t
0
‖F (s, ·)‖B−1ds ≤ t|x|
∫ t
0
‖F (s, ·)‖B−1ds
so that
|x||u1(t, x)| ≤ t
∫ t
0
‖F (s, ·)‖B−1ds.
The estimate of u2 and u3 are similar.
|u2(t, x)| ≤ 1
4pit
∫
|y|=t
|g(x− y)|dσ(y)
≤‖g‖B−1
4pit
∫
|y|=t
(|x− y|+ 1)−1dσ(y)
By the same parametrization made in the estimate of u1 and similar calculation, we can conclude
by
|x||u2(t, x)| ≤ t‖g‖B−1 .
In the same way:
|u3(t, x)| ≤ 1
4pit2
∫
|y|=t
‖f‖B−1dσ(y)
|x− y|+ 1 +
1
4pit
∫
|y|=t
‖∂xf‖B−1dσ(y)
|x− y|+ 1
≤ 1|x| ‖f‖B−1 +
t
|x| ‖∂xf‖B−1 .
Combine the estimates made in |x| ≤ 1 and |x| > 1, the desired result is established.
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Lemma 7.9 (L2 type estimate for wave equation). Let u be a C∞c function defined in the region
[0, T ] × R3 and gαβ = mαβ + Hαβ be a C∞ metric where mαβ is the Minkowski metric with
signature (−,+,+,+). Assume that gαβ is coercive with constant C. Let f = −gαβ∂α∂βu, then
for any 0 ≤ t ≤ T ,
d
dt
Eg(t, u) ≤ C‖f(t, ·)‖L2(R3) + C
∑
α,β
‖∇gαβ(t, ·)‖L∞Eg(t, u). (7.20)
where ∇u refers to the space-time gradient of u.
Proof. This is a standard calculation.
∂tug
αβ∂α∂βu =
1
2
∂0
(
g00(∂0u)
2 − gab∂au∂bu
)
+ ∂a
(
gaβ∂tu∂βu
)
+
1
2
∂tg
αβ∂αu∂βu− ∂αgαβ∂tu∂βu
Integrate on the slice {t = τ} and apply the Stocks’ formula,
1
2
∫
R3
∂0
(− g00(∂tu)2 + gab∂au∂bu)dx =∫
R3
∂tufdx
+
1
2
∫
R3
(
∂tg
αβ∂αu∂βu− 2∂αgαβ∂tu∂βu
)
dx
which leads to (by coercive condition, )
1
2
d
dt
(
Eg(t, u)
)2
=
∫
R3
∂tufdx+
1
2
∫
R3
(
∂tg
αβ∂αu∂βu− 2∂αgαβ∂tu∂βu
)
dx
which is
Eg(t, u)
d
dt
Eg(t, u) =
∫
R3
∂tufdx+
1
2
∫
R3
(
∂tg
αβ∂αu∂βu− 2∂αgαβ∂tu∂βu
)
dx.
So that
Eg(t, u)
d
dt
Eg(t, u) ≤ ‖∂tu‖L2(R3)‖f‖L2(R3) + C‖∇gαβ‖L∞(R3)‖∇u‖2L2(R3).
Then recall (7.16)
d
dt
Eg(t, u) ≤ C‖f‖L2(R3) + C‖∇gαβ‖L∞(R3)Eg(t, u).
Now we will combine lemma 7.8, 7.9 with the Sobolev estimate (7.8) in order to get a estimate
on the Ed+1H norm. For the convenience of the discussion, With this notation, we can state the
following estimate:
Lemma 7.10 (EdH norm estimate on wave equation). Let u be a C
∞
c function defined in the region
[0, T ]×R3. Let gαβ be a C∞ metric, gαβ = mαβ +Hαβ with mαβ the standard Minkowski metric.
Assume that g satisfies the following coercive condition with a constant C > 0 and |H00| ≤ 1/2.
Let gαβ∂αβu = −F . Then the following estimates hold for d ≥ 3:
‖u(t, ·)‖Ed+1P ≤C‖u(0, ·)‖Ed+1P e
C
∫ t
0
Dd(τ)dτ + C
∫ t
0
‖F (τ, ·)‖Ed eC
∫ t
τ
Dd(s)dsdτ, (7.21a)
‖u(t, ·)‖B−1 ≤Ct
∫ t
0
‖F (s, ·)‖B−1ds+ CtE3g(0, u)
∑
α,β
∫ t
0
‖Hαβ(s, ·)‖L∞eC
∫ s
0
D3(τ)dτds
+ Ct
∑
α,β
∫ t
0
‖Hαβ(s, ·)‖L∞
∫ s
0
‖F (τ, ·)‖E3eC
∫ s
τ
D3(λ)dλds+ CtE3g(0, u)
(7.22)
where
Dk(t) := max
α,β
‖Hαβ(t, ·)‖Ek+1H .
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Proof. We begin with the estimate on Ed norm of ∇u. We derive the equation with respect to
∂I1ΩI2 where |I1| + |I2| = l. Remember that this product of operator commute with the linear
wave operator, Then
−∂I1ΩI2F = ∂I1ΩI2u+Hαβ∂α∂β∂I1ΩI2u+ [∂I1ΩI2 , Hαβ∂α∂β ]u
which is
gαβ∂α∂β∂
I1ΩI2u = −F − [∂I1ΩI2 , Hαβ∂α∂β ]u.
Apply (7.20),
d
dt
Eg(t, ∂
I1ΩI2u) ≤C‖∂I1ΩI2F (t, ·)‖L2(R3) + C‖[∂I1ΩI2 , Hαβ∂α∂β ]u(t, ·)‖L2(R3)
+ C
∑
α,β
‖∇Hαβ(t, ·)‖L∞(R3)Eg(t, ∂I1ΩI2u).
(7.23)
We should estimate the second term in right-hand-side. By (7.3e),∥∥[∂I1ΩI2 , Hαβ∂α∂β ]u∥∥L2(R3) ≤ ∑
J1+J
′
1=I1
J2+J
′
2=I2
|J′1|+|J′2|>0
‖∂J′1ΩJ′2Hαβ ∂α∂β∂J1ΩJ2u‖L2(R3)
+
∑
J1+J
′
1=I1
|J2|+|J′2|<|I2|
α,β,α′,a
‖∂J′1ΩJ′2Hαβ ∂α′∂a∂J1ΩJ2u‖L2(R3)
=:T1 + T2.
(7.24)
Here we make the convention that when l ≤ 0, [∂I1ΩI1 , ∂α∂β ] = 0. We see that both terms can be
bounded by CDdE
d(s, u): For T1, when |J ′1|+ |J ′2| ≤ d− 1, Then by (7.10b),
‖∂J′1ΩJ′2Hαβ ∂α∂β∂J1ΩJ2u‖L2(R3) ≤‖∂J
′
1ΩJ
′
2Hαβ‖L∞(R3)‖∂α∂β∂J1ΩJ2u‖L2(R3)
≤C‖Hαβ‖Ed+1H ‖u‖Ed+1P .
When |J ′1|+ |J ′2| ≥ d, then J1 = J2 = 0. Then by (7.11b) and (7.8),
‖∂J′1ΩJ′2Hαβ ∂α∂β∂J1ΩJ2u‖L2(R3) ≤‖(1 + r)−1∂J
′
1ΩJ
′
2Hαβ‖L2(R3)‖(1 + r)∂α∂βu‖L∞(R3)
≤C‖Hαβ‖Ed+1H ‖∂α∂βu‖E2 ≤ C‖H
αβ‖Ed+1H ‖u‖E4P .
The therm T2 is bounded in the same manner and we omit the detail.
Combine this with (7.23),
d
dt
Eg(t, ∂
I1ΩI2u) ≤C‖∂I1ΩI2F (t, ·)‖L2(R3) + CDdEdg (t, u)
+ C
∑
α,β
‖∇Hαβ(t, ·)‖L∞(R3)Eg(t, ∂I1ΩI2u)
(7.25)
Taking the sum with respect to (I1, I2) for |I1|+ |I2| ≤ d, then
d
dt
Edg (t, u) ≤ C‖F (t, ·)‖Ed + CDdEdg (t, u). (7.26)
Integrate (7.26):
Edg (t, u) ≤ Edg (0, u)eC
∫ t
0
Dd(τ)dτ + C
∫ t
0
‖F (τ, ·)‖Ed eC
∫ t
τ
Dd(s)dsdτ, (7.27)
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which leads to (by (7.17)) (7.21a).
We now turns to estimate the B−1 norm. We can easily deduce that
u = −(1−H00)−1(Hab +H00mab)∂a∂bu− 2(1−H00)−1Ha0∂t∂au− (1−H00)−1F (7.28)
here we use the assumption that H00 ≤ 1/2 to make sure that (1−H00)−1 is well defined. Then
and then by lemma 7.8,
‖u‖B−1 ≤Ct
∫ t
0
‖(1−H00)−1F (s, ·)‖B−1ds
+ Ct
∫ t
0
‖(1−H00)−1Hab∂a∂bu‖B−1ds+ Ct
∫ t
0
‖(1−H00)−1Ha0∂a∂tu‖B−1ds
+ C
(‖u(0, x)‖B−1(R3) + t‖∇u(0, x)‖B−1(R3))
≤Ct
∫ t
0
‖F (s, ·)‖B−1ds+ Ct
∫ t
0
‖Hab∂a∂bu‖B−1ds+ Ct
∫ t
0
‖Ha0∂a∂tu‖B−1ds
+ C
(‖u(0, x)‖B−1(R3) + t‖∇u(0, x)‖B−1(R3))
We remark that the following estimates are guaranteed by (7.8),
‖Haβ∂a∂βu‖B−1 ≤ ‖Haβ‖L∞ ‖∂a∂βu‖B−1 ≤ ‖Hαβ‖L∞ ‖∂a∂βu‖E2 ≤ C
∑
a,β
‖Haβ‖L∞E3g(s, u)
and
‖∇u(0, ·)‖B−1 ≤ C‖∇u(0, ·)‖E2 ,
Then combined these two estimate:
‖u(t, ·)‖B−1 ≤Ct
∫ t
0
‖F (s, ·)‖B−1ds+ Ct
∑
α,β
∫ t
0
‖Hαβ(s, ·)‖L∞E3g(s, u)ds+ CtE2g(0, u).
(7.29)
Now combine (7.27) and (7.29),
‖u(t, ·)‖B−1 ≤Ct
∫ t
0
‖F (s, ·)‖B−1ds+ CtE3g(0, u)
∑
a,β
∫ t
0
‖Haβ(s, ·)‖L∞eC
∫ s
0
D3(τ)dτds
+ Ct
∑
a,β
∫ t
0
‖Haβ(s, ·)‖L∞
∫ s
0
‖F (τ, ·)‖E3Re
C
∫ s
τ
D3(λ)dλds+ CtE3g(0, u).
(7.30)
Furthermore, the following L2 type estimate on Klein-Gordon equation is important:
Lemma 7.11 (L2 type estimate for KG equation). Let v be in class C∞c defined [0, T ]× R3 and
let F = c2v − gαβ∂α∂βv, c > 0. Let gαβ = mαβ +Hαβ be a C∞ metric and satisfies the coercive
condition with a constant C, i.e. (7.16), then the following estimate holds for 0 ≤ t < T :
c‖v(t, ·)‖Ed + ‖v(t, ·)‖Ed+1P ≤C
(‖v(0, ·)‖Ed+1P + c‖v(0, ·)‖Ed)eC ∫ t0 Dd(τ)dτ
+ C
∫ t
0
‖F (s, ·)‖Ed eC
∫ t
s
Dd(τ)dτds.
(7.31a)
Proof. The proof is essentially the same to that of lemma 7.8. The only difference comes from the
potential term:
∂tv
(
gαβ∂α∂βv − c2v
)
=
1
2
∂0
(
g00(∂0v)
2 − gab∂av∂bv
)− 1
2
(c∂0v)
2 + ∂a
(
gaβ∂tv∂βv
)
+
1
2
∂tg
αβ∂αv∂βv − ∂αgαβ∂tv∂βv.
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Then the same calculation of the proof in (7.8) leads to
d
dt
Eg,c(t, v) ≤ C‖F (t, ·)‖L2(R3) + C
∑
α,β
‖∇Hαβ(t, ·)‖L∞(R3)Eg,c(t, v). (7.32)
Now we derive the equation with respect to ∂I1ΩI2 , and preform the same calculation as we
done in the proof of lemma 7.10, the we arrive at:
Edg,c(t, u) ≤ Edg,c(0, u)eC
∫ t
0
Dd(τ)dτ + C
∫ t
0
‖F (τ, ·)‖Ed eC
∫ t
τ
Dd(s)dsdτ. (7.33)
Then combined with the expression of Eg,c and the coercive condition (7.16), the desired result is
proved.
At the end of this subsection, we establish the following estimate on second order time derivative
of the solution.
Lemma 7.12. Let u be a C∞c function defined in R4. Suppose that u satisfies the following
wave/Klein-Gordon equation:
gαβ∂α∂βu− c2u = −F
where c ≥ 0. Suppose that gαβ = mαβ +Hαβ with ∣∣H00∣∣ ≤ 1/2 . Then the following estimate hold
for all pair of multi-index (I1, I2)∥∥∂I1x ΩI2∂t∂tu∥∥L2(R3)
≤∥∥∂I1x ΩI2((1−H00)−1(mab +Hab)∂a∂bu)∥∥L2(R3) + c2∥∥∂I1x ΩI2((1−H00)−1u)∥∥L2(R3)
+ 2
∥∥∂I1x ΩI2((1−H00)−1H0a∂t∂au)∥∥L2(R3) + ∥∥∂I1x ΩI2((1−H00)−1F )∥∥L2(R3).
(7.34)
Proof. This is by decomposition of the wave operator:
gαβ∂α∂βu =
(− 1 +H00)∂t∂tu+ 2H0a∂t∂au+ (mab +Hab)∂a∂bu
Then by the equation(− 1 +H00)∂t∂tu+ 2H0a∂t∂au+ (mab +Hab)∂a∂bu− c2u = −F,
we have
∂t∂tu = − c
2u
1−H00 +
2H0a∂t∂au
1−H00 +
(
mab +Hab
)
∂a∂bu
1−H00 +
F
1−H00
Then the desired result is proved.
7.4 Existence results for linear equations
In this subsection we will establish the existence theory for linear wave and Klein-Gordon equations
with initial data in the corresponding functional spaces defined in subsection 6.5. We begin with
the wave equation.
Proposition 7.13 (Existence of linear wave equation in Ed+1H ). Let d ≥ 3 be an integer. Assume
that F ∈ L1([0, T ];Ed), (u0, u1) ∈ Ed+1H × Ed. Assume that gαβ is a C∞ metric defined on
[0, T ]×R3 and coercive with constant C > 0, and Hαβ = gαβ−mαβ is in the class C([0, T ];Ed+1H )
with |H00| < 1/2. Then the following Cauchy problem
gαβ∂α∂βu = −F,
u(0, x) = u0(x), ∂tu(0, x) = u1(x)
(7.35)
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has a unique solution in class C([0, T ];Ed+1H ) with ∂
k
t u ∈ C([0, T ];Ed+1−k), 1 ≤ k ≤ d. Further-
more, this solution satisfies the following estimate:
‖u(t, ·)‖Ed+1P ≤ C‖∇u(0, ·)‖Ede
C
∫ t
0
Dd(τ)dτ + C
∫ t
0
‖F (τ, ·)‖Ed eC
∫ t
τ
Dd(s)dsdτ, (7.36a)
‖u(t, ·)‖B−1 ≤Ct
∫ t
0
‖F (s, ·)‖B−1ds+ CtE3g(0, u)
∑
α,β
∫ t
0
‖Hαβ(s, ·)‖L∞e
∫ s
0
D3(τ)dτds
+ Ct
∑
α,β
∫ t
0
‖Hαβ(s, ·)‖L∞
∫ s
0
‖F (τ, ·)‖E3e
∫ s
τ
D3(λ)dλds+ CtE3g(0, u)
(7.37)
where
Dk(t) := max
α,β
‖Hαβ(t, ·)‖Ek+1H .
Proof of proposition 7.13. The uniqueness is direct by applying the lemma 7.9.
The existence is based on the regularization and the estimate proved in lemma 7.10. We
proceed by make a series of triple (un0 , u
n
1 , F
n) which converges to (u0, u1, F ) in the following
sense:
lim
n→∞ ‖u
n
0 − u0‖Ed+1H = 0, limn→∞ ‖u
n
1 − u0‖Ed = 0
lim
n→∞ ‖F
n − F‖L1([0,T ];Ed) = 0, lim
n→∞ ‖H
αβ
n −Hαβ‖L∞([0,T ];Ed) = 0
where un0 , u
n
1 are C
∞
c (R3) functions and for all t ∈ [0, T ], Fn(t, ·) ∈ C∞c (R3).
By classical existence theorem of linear wave equation (see for example [8]), fix the time interval
[0, T ], each triple (un0 , u
n
1 , F
n) determines a unique C∞c solution by (7.35). These solution, denoted
by un, formes a series.
By estimate (7.21a), {un} is a Cauchy sequence in L∞([0, T ], Xd+1P ). When d ≥ 3, (7.22) shows
that {un} is a Cauchy sequence in L∞([0, T ],B−1). So that {un} converges in C([0, T ], Ed+1H )
(un are C∞c functions so u
n ∈ C([0, T ];B−1)). Furthermore, because un are C∞c functions so
they are in C([0, T ], Ed+1H ) which is a closed subspace of L
∞([0, T ], Ed+1H ). Then {un} converges
in C([0, T ], Ed+1H ). We denote by u the C([0, T ], E
d+1
H )−limit of {un}. Then we see that u ∈
C([0, T ];EdH)
We call apply the same argument on {∂kt u} and get the desired regularity.
The estimate on u is gained by taking limit of the estimate on un.
If we analyse carefully the proof of proposition 7.13, we can conclude that if the triple (F, u0, u1)
is only supposed to be in L1([0, T ], Ed)×Ed+1P ×Ed, the Cauchy problem (7.35) determines also
a unique solution in C([0, T ], Ed+1P ). We prefer to state this result separately in the following
proposition:
Proposition 7.14. Let d ≥ 3 and assume that the triple (F, u0, u1) is only supposed to be in
L1([0, T ], Ed) × Ed+1P × Ed. And assume that gαβ is a C∞ metric defined on [0, T ] × R3 and
coercive with constant C > 0, and Hαβ = gαβ − mαβ is in the class C([0, T ];Ed+1H ). Then the
Cauchy problem (7.35) has a unique solution u in C([0, T ], Ed+1P ) and ∂
k
t u ∈ C([0, T ];Ed+1−k) for
0 ≤ k ≤ d. Furthermore it satisfies the following estimate
‖u(t, ·)‖Ed+1P ≤ C‖∇u(0, ·)‖Ede
∫ t
0
CDd(τ)dτ + C
∫ t
0
‖F (τ, ·)‖Ed e
∫ t
τ
Dd(s)dsdτ, (7.38a)
where
Dk(t) := max
α,β
‖Hαβ(t, ·)‖Ek+1H .
Apply lemma 7.11 and taking the same procedure of regularization used in the proof of propo-
sition 7.13, the following existence result for linear Klein-Gordon equation holds:
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Proposition 7.15 (Existence for KG equation). Let d ≥ 3 and the triple (v0, v1, F ) be in class
Ed+1R ×EdR ×L1([0, T ], EdR). Assume that gαβ is a C∞ metric defined on [0, T ]×R3 and coercive
with constant C > 0, and Hαβ = gαβ −mαβ is in the class C[0, T ];Ed+1H ). Then the following
Cauchy problem
gαβ∂α∂βv − c2v = F, c > 0,
v(0, x) = v0(x), ∂tv(0, x) = v1(x)
(7.39)
has a unique solution in class C([0, T ];Ed+1R ) ∩ C1([0, T ];EdR). Furthermore, it satisfies the fol-
lowing estimate
‖v(t, ·)‖Ed+1P + ‖∂tv(t, ·)‖Ed + c‖v(t, ·)‖Ed ≤C
(‖∇u(0, ·)‖Ed + c‖v(0, ·)‖Ed)eC ∫ t0 Dd(τ,·)dτ
+ C
∫ t
0
‖F (s, ·)‖Ed eC
∫ t
s
Dd(τ,·)dτds,
(7.40a)
‖v(t, ·)‖Ed+1P + c‖v(t, ·)‖Ed ≤C
(‖∇u(0, ·)‖Ed + c‖v(0, ·)‖Ed)eC ∫ t0 Dd(τ,·)dτ
+ C
∫ t
0
‖F (s, ·)‖Ed eC
∫ t
s
Dd(τ,·)dτds,
(7.40b)
where
Dk(t) := max|I1|+|I2|≤k
α,β
‖∂I1ΩI2Hαβ(t, ·)‖L∞(R3).
7.5 Nonlinear estimates
To estimate the solution of quasi-linear system, we will need the following estimates on nonlinear
terms.
Lemma 7.16. Let F be a C∞ function from Rm to R and u a C∞ application form R4 to Rm
with components denoted by u = (u1, u2, · · · , um). Let Z be a family of one order linear differential
operate Z = {Zα} with α ∈ Λ where Λ is a subset of N∗. Then the following identity holds for all
multi-index I = (α1, α2, · · · , α|I|) with |I| ≥ 1:
ZI
(
F (u)
)
=
∑
1≤|L|≤|I|
PLF (u)
∑
∑
jiKji=I
m∏
j=1
lj∏
i=1
ZKjiuj . (7.41)
Here
PL =
m∏
i=1
∂lii
is a product of partial differential operator with L = (l1, · · · lm) and the convention:
ZIu = 1, if |I| = 0
is applied. Furthermore, in a product if the set of index is empty, this product is regarded as 1.
For example,
lj∏
i=1
ZKjiuj = 1, if lj = 0.
Proof. We remark that in the right-hand-side, for a fixed L, the sum is taken over all the proper
|L|−partition of index I. That is, over all the proper L−partition of abstract index I with
|I | = I. We denote by
Kji = I with {Kji} = I({Kji})
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and we denote by Pp(I , |L|) the set of all proper |L|−partition of I . Then (7.41) can be written
as
ZI
(
F (u)
)
=
∑
1≤|L|≤|I|
PLF (u)
∑
{Kji}∈Pp(I ,|L|)
m∏
j=1
lj∏
i=1
ZKjiuj , {Kji} = I({Kji}).
Now we associate each term in right-hand-side to a pair (L, {Kij}) by the following manner: in
the sum, each term PLF (u)
∏m
j=1
∏lj
i=1 Z
Kjiuj corresponds to an operator P
L which supply L.
The {Kji} is a partition of I which is a restriction of I on a abstract partition {Kji}. Remark
that for fixed L the sum is taken onPp(I , |L|), so we have constructed a bijection from the terms
in right hand side to the following set
Q(I ) = {(L, {Kji})|Kji ∈PP (I , |L|), 1 ≤ |L| ≤ |I |}
We will prove (7.16) by induction on the order of |I| with associated abstract multi-index
I = {α1, α2, . . . , αn}. We check by direct calculation that this identity is valid for |I| = 1.
Suppose that it holds for |I| ≤ n, we consider |I ′| = n+ 1. Let I ′ be the associated n+ 1 order
abstract multi-index composed by {α1, α2 . . . , αn, αn+1} and the restriction of I ′ on I is coincide
with I.
Then
ZI
′(
F (u)
)
=ZI′(αn+1)
( ∑
1≤|L|≤|I|
PLF (u)
∑
{Kji}∈Pp(I ,|L|)
m∏
j=1
lj∏
i=1
ZKjiuj
)
=
∑
1≤|L|≤|I|
ZI′(αn+1)
(
PLF (u)
) ∑
{Kji}∈Pp(I ,|L|)
m∏
j=1
lj∏
i=1
ZKjiuj
+
∑
1≤|L|≤|I|
PLF (u)
∑
{Kji}∈Pp(I ,|L|)
ZI′(αn+1)
m∏
j=1
lj∏
i=1
ZKjiuj
= : T1 + T2.
For T1, we remark that
T1 =
∑
1≤|L|≤|I|
m∑
k=1
PL
′
kF (u)ZI′(αn+1)uk
∑
{Kji}∈Pp(I ,|L|)
m∏
j=1
lj∏
i=1
ZKjiuj
=
∑
1≤|L|≤|I|
m∑
k=1
PL
′
kF (u)
∑
{Kji}∈Pp(I ,|L|)
m∏
j=1
l′j∏
i=1
ZK
′
jiuj
with L′k = (l
′
1, l
′
2, . . . l
′
k, . . . , l
′
m) with l
′
j = lj for j 6= k and l′k = lk + 1 and K ′ji = Kji with
(j, i) 6= (k, l′k) and K ′kl′k = αn+1. Here Kij is the restriction of I on Kji while K
′
ji is the restriction
of I ′ on K ′ji.
For T2,
T2 =
∑
1≤|L|≤|I|
PLF (u)
∑
{Kji}∈Pp(I ,|L|)
ZI′(αn+1)
m∏
j=1
lj∏
i=1
ZKjiuj
=
∑
1≤|L|≤|I|
PLF (u)
∑
{Kji}∈Pp(I ,|L|)
∑
1≤j0≤m
1≤i0≤lj
m∏
j=1
lj∏
i=1
ZK
′
jiuj
where K ′ji = Kji when (j, i) 6= (j0, i0) and K ′j0i0 = Kj0i0 ∪ {αn+1}.
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Now we associate each term in T1 and T2 a pair of form (L
′, {Kji}) by the same manner. We
remark that this defines an injection from the terms contained in T1 and T2 to the set
Q(I ′) = {(L′, {Kji})|1 ≤ |L′| ≤ |I ′|, {Kji} ∈PP (|L|,I ′)}.
The injectivity is by checking the fact that for two terms if L′ = L˜′, the different terms correspond
to different partition by the definition of “sum over partitions”.
Denote by A the image of the terms in T1 and T2 under this injection. This is a subset of
Q(I ′). We will prove that A = Q(I ′) which leads to the equality in the case where |I ′| = n+ 1.
To do so, let
(L′, {K ′ji}) ∈ Q(I ′), L′ = (l′1, l′2 . . . , l′m)
Then we see that as αn+1 ∈ I ′ there is one and only one (j0, i0) such that αn+1 ∈ K ′j0i0 because⋃
(j,i)K
′
ji = I
′ and they are disjoint to each other. We will prove that (L′, {K ′ji}) ∈ A .
We define L = (l1, l2, . . . , lm) with lj = l
′
j for j 6= j0 and lj0 = l′j0 − 1. We construct {Kji}
as following: Kji = K ′ji if (j, i) 6= (j0, i0) and Kj0i0 = K ′j0i0 ∩ {αn+1}c. Such constructed pair
(L,Kji) to be in Q(I ).
When Kj0i0 = ∅, we see that (L′, {K ′ji}) corresponds to a term in T1. More precisely in the
following term:
ZI′(αn+1)
(
PLF (u)
) ∑
{Kji}∈Pp(I ,|L|)
m∏
j=1
lj∏
i=1
ZKjiuj
=PL
′
kF (u)
m∑
k=1
Zαn+1uk
∑
{Kji}∈Pp(I ,|L|)
m∏
j=1
lj∏
i=1
ZKjiuj
where we can see it by fixing k = j0 and {Kji} in the sum.
When Kj0i0 6= ∅, (L′, {K ′ji}) corresponds to a term in T2:
PLF (u)
∑
{Kji}∈Pp(I ,|L|)
ZI′(αn+1)
m∏
j=1
lj∏
i=1
ZKjiuj
=PLF (u)
∑
{Kji}∈Pp(I ,|L|)
∑
1≤j0≤m
1≤i0≤lj
m∏
j=1
lj∏
i=1
ZK
′
jiuj
we see it by fixing (ii, j0) and {Kji} in the sum.
Lemma 7.17. Let F be a C∞ function from Rm to R and u a C∞ application form R4 to Rm.
Then the following identity holds for any multi-index I1, I2 with |I1|+ |I2| ≥ 1:
∂I1ΩI2
(
F (u)
)
=
|I1|+|I2|∑
l=1
∑
∑m
j=1 lj=l
PLF (u)
∑
∑
j,i K1ji=I1∑
j,i K2ji=I2
m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj (7.42)
where L = (l1, l2, · · · , lm) is a m−dimensional vector with its components taking value in N and
PL the partial differential operator
PL =
m∏
i=1
∂lii
and the convention:
∂I1ΩI2u = 1, if |I1| = |I2| = 0
is applied.
77
Proof. The proof is an application of (7.41). Let DI = ∂I1ΩI2 with D = {∂α,Ωa}. We denote by
Dα = ∂α for α = 0, 1, 2, 3, Dα = Ωα−3, for α = 4, 5, 6.
We denote the components of I1 and I2 by
I1 = (β1, β2, · · ·βn1), I2 = (γ1, γ2, · · · , γn2)
Then I is determined by
I = (α1, α2, · · ·αn1 , αn1+1 · · · , αn1+n2)
with αi = βi for i = 1, 2, n1 and αi+n1 = γi + 3 for i = 1, 2, n2.
Remake that D is a family of first-order linear differential operator. Then by (7.41)
∂I1ΩI2
(
F (u)
)
=
∑
1≤|L|≤|I|
∑
∑
jiKji=I
PLF (u)
m∏
j=1
lj∏
i=1
ZKjiuj . (7.43)
Then, because
∑
jiKji = I is a partition of I. Then
DKji = ∂K1jiΩK
′
2ji
with
∑
jiK1ji = I1 a partition of I1 and
∑
jiK2ji = I2 a partition of I2. This gives
∂I1ΩI2
(
F (u)
)
=
∑
1≤|L|≤|I|
∑
∑
ji K1ji=I1∑
ji K2ji=I2
PLF (u)
m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj .
Then the desired result is proved.
The result of lemma 7.17 will be applied in the following case where F (·) is supposed to vanish
at 0 in second order.
Lemma 7.18. Let F be a C∞ function defined in a compact neighborhood V of 0 in Rm and
F (0) = ∇F (0) = 0. Let d ≥ 3 and suppose that u map from R4 to V with its components
uj in L
∞([0, T ];Ed). Then the following estimates hold for any couple of index (I1, I2) with
|I1|+ |I2| ≤ d:
∥∥∂I1ΩI2(F (u))(t, ·)∥∥
L2(R3) ≤ C(F, V, d)
|I1|+|I2|∑
k=2
‖u(t, ·)‖kEd , for t ∈ [0, T ] (7.44)
where C(F, V, d) is a constant determined by F , V and d, and ‖u(t, ·)‖Ed := maxj ‖uj(t, ·)‖Ed .
Proof. When |I1|+ |I2| = 0, by the condition F (0) = ∇F (0) = 0,
|F (u)| ≤ C(F, V )
m∑
j=1
|uj |2
which leads to the desired result.
For |I1|+ |I2| ≥ 1, proof is based on the lemma 7.17. We take the expression:
∂I1ΩI2
(
F (u)
)
=
|I1|+|I2|∑
l=1
∑
∑m
j=1 lj=l
PLF (u)
∑
∑
j,i K1ji=I1∑
j,i K2ji=I2
m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj
and remark that for |L| = ∑mj=1 lj = 1, PLF (0) = 0. Then we have, in the compact neighborhood
V of 0,
|∂jF (u)| ≤ C(F, V )|u|
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where C(F, V ) is determined by V and F and |u| := maxj |uj |. Then,∣∣∂I1ΩI2(F (u))∣∣ ≤ m∑
j=1
|∂jF (u)|
∣∣∂I1ΩI2uj∣∣
+
|I1|+|I2|∑
l=2
∑
∑m
j=1 lj=l
|PLF (u)|
∑
∑
j,i K1ji=I1∑
j,i K2ji=I2
m∏
j=1
lj∏
i=1
∣∣∂K1jiΩK2jiuj∣∣
≤C(F, V )|u| ∣∣∂I1ΩI2u∣∣+ |I1|+|I2|∑
l=2
∑
∑m
j=1 lj=l
|PLF (u)|
∑
∑
j,i K1ji=I1∑
j,i K2ji=I2
m∏
j=1
lj∏
i=1
∣∣∂K1jiΩK2jiuj∣∣.
(7.45)
The first term in right-hand-side is estimated as following:∥∥u(t, ·) ∂I1ΩI2u(t, ·)∥∥
L2(R3) ≤‖u(t, ·)‖L∞(R3)‖∂I1ΩI2u(t, ·)‖L2(R3)
≤C‖u(t, ·)‖E2‖u(t, ·)‖Xd ≤ C‖u(t, ·)‖2Ed
where the Sobolev’s inequality is applied.
The second term in right-hand-side of (7.45) is estimated as following: we observe the term :
∑
∑
j,i K1ji=I1∑
j,i K2ji=I2
m∏
j=1
lj∏
i=1
∣∣∂K1jiΩK2jiuj∣∣
Recall that |L| = ∑j lj ≥ 2, then we see that in the product there are at least two factors and∑
ji
K1ji = I1,
∑
ji
K2ji = I2
is a partition of (I1, I2) in |L| =
∑
j lj pieces with |L| ≥ 2. Remark that∑
ji
|K1ji| = |I1|,
∑
ji
|K2ji| = |I2|.
We observe that there among the index K1ji there is at most one, denoted by K1i0j0 , is of order
higher than |I1|/2. In an other world,
|K1ji| ≤
[|I2|/2], if i 6= i0, j 6= j0,
where [x] denotes the biggest integer less than or equal to x. The same result holds for the index
K2ji. Then we conclude that in the decomposition of (I1, I2) there is at most one pair of index,
denoted by (K1i0j0 ,K2i0j0), is of order higher than d/2. In an other world,
|K1ji|+ |K2ji| ≤ [d/2], if i 6= i0, j 6= j0.
Then if we take the L2 norm, we will find that∥∥∥∥ m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj(t, ·)
∥∥∥∥
L2(R3)
≤
m∏
j=1
j 6=j0
lj∏
i=1
i6=i0
∥∥∂K1jiΩK2jiuj(t, ·)∥∥L∞(R3) · ∥∥∂K1i0j0ΩK2i0j0uj0(t, ·)∥∥L2(R3)
≤
m∏
j=1
j 6=j0
lj∏
i=1
i6=i0
∥∥∂K1jiΩK2jiuj(t, ·)∥∥E2 · ‖uj0(t, ·)‖Ed
≤
m∏
j=1
j 6=j0
lj∏
i=1
i6=i0
‖u(t, ·)‖E2+[d/2]‖u(t, ·)‖Ed .
79
Here we have applied (7.3a). Now recall d ≥ 3, then 2 + [d/2] ≤ d. Then∥∥∥∥ m∏
j=1
lj∏
i=1
∂K1jiΩK2jiu(t, ·)
∥∥∥∥
L2(R3)
≤ ‖u‖|L|
Ed
.
Also, we remark that in the compact neighborhood V , supx∈V |PLF (u)| ≤ C(F, V ) with
C(F, V, |L|) a constant determined by F and V and |L|. Then the desired result is proved.
Now combine lemma 7.18 with the global Sobolev inequality (7.8), the following estimate holds:
Lemma 7.19. Taking the assumptions on F and u as in lemma 7.18. Then for |I1|+ |I2| ≤ d−2,
the following estimate holds:
‖∂I1ΩI2(F (u))(t, ·)‖B−1 ≤ C(F, V, d) |I1|+|I2|+2∑
k=2
‖u(t, ·)‖kEd . (7.46)
We also need the following type of estimate in the following discussion:
Lemma 7.20. Let d ≥ 3 and assume that H(·) be a C∞ function defined in a compact neigh-
bourhood V of 0 in Rm and assume that u is a map from R3 to V with its components uj in class
L∞([0, T ];EdH). Then the following estimate holds for d ≥ |I1|+ |I2| ≥ 1:
∥∥(1 + r)−1∂I1ΩI2(H(u))(t, ·)∥∥
L2(R3) ≤ C(H,V, d)
|I1|+|I2|∑
k=1
‖u(t, ·)‖kEdH , t ∈ [0, T ]. (7.47)
Proof. We apply the expression (7.42):
∂I1ΩI2
(
H(u)
)
=
|I1|+|I2|∑
l=1
∑
∑m
j=1 lj=l
PLH(u)
∑
∑
ji K1ji=I1∑
ji K2ji=I2
m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj
Remark that PLH(u) is bounded by a constant C(H,V, |L|) determined by V . The estimate of∥∥∂I1ΩI2(H(u))(t, ·)∥∥
L2(R3) reduced into the estimate of∥∥∥∥(1 + r)−1 m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj(t, ·)
∥∥∥∥
L2(R3)
where K1ji and K2ji is a possible partition of (I1, I2). We take the same argument to that the
proof of lemma 7.18. Suppose that |K1j0i0 | + |K2j0i0 | ≥ |K1ji| + |K2ji| for all pares (j, i), i.e.
(K1j0i0 ,K2j0i0) is the pair of index with highest order. Then
|K1ji|+ |K2ji| ≤ [d/2], if i 6= i0, j 6= j0
and
|K1j0i0 |+ |K2j0i0 | ≥ 1.
Then ∥∥∥∥(1 + r)−1 m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj(t, ·)
∥∥∥∥
L2(R3)
≤
m∏
j=1,
j 6=j0
lj∏
i=1,
i6=i0
∥∥∂K1jiΩK2jiuj(t, ·)∥∥L∞(R3)∥∥(1 + r)−1∂K1j0i0ΩK2i0j0uj(t, ·)∥∥L2(R3)
Then by (7.10b) and (7.11b), the desired result is proved.
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Lemma 7.21. Taking the same assumption on H and u as in lemma 7.20, and assume further-
more that H(0) = 0. Then for all |I1|+ |I2| ≤ d− 2, the following estimate holds:
∥∥∂I1ΩI2(H(u))(t, ·)∥∥
L∞(R3) ≤ C(H,V, d)
|I1|+|I2|+2∑
k=1
‖u(t, ·)‖kEdH . (7.48)
Proof. When I1 = I2 = 0, we recall the that the condition H(0) = 0 implies
‖H(u)‖L∞(R3) ≤ C(H,V )‖u‖L∞(R3) ≤ C(H,V )‖u‖B−1 .
When |I1|+ I2| ≥ 1, we apply (7.47) combined with lemma 7.7:
‖∥∥∂I1ΩI2(H(u))(t, ·)∥∥
L∞(R3) ≤C
∑
|J1|+|J2|≤2
‖∂J1x ΩJ2∂I1ΩI2
(
H(u)
)
(t, ·)‖L2(R3)
≤C
∑
|J1|+|J′2|≤2
|I′1|≤|I1|
‖∂J1x ∂I
′
1ΩJ
′
2ΩI2
(
H(u)
)
(t, ·)‖L2(R3)
Here we remark that when |I1| ≥ 1, by applying (7.7a) successively (|I1| times), we see that
|I ′1| ≥ 1, this leads to the fact that |J1|+ |I ′1|+ |J2|+ |I ′2| ≥ 1. Then we apply (7.47).
When |I1| = 0, then |I2| ≥ 1 then we can also apply (7.47).
Lemma 7.22. Let F be a C∞ function defined in a compact neighbourhood V1 of 0 in Rm and H
be a C∞ function defined in a compact neighbourhood V2 of 0 in Rn. Assume that F (0) = 0 and
∇(F ) = 0. Let u be a map from R4 to V1 with its components uj in class L∞([0, T ];EdH) and v be
a map form R4 to V2 with its components vl in class L∞([0, T ];Ed). Then the following estimate
holds for |I1|+ |I2| ≤ d with d ≥ 3:∥∥∂I1ΩI2(H(u)F (v))(t, ·)∥∥
L2(R3) ≤ C(H,F, V, d)
( d∑
k=0
‖u(t, ·)‖kEdH
)( d∑
k=2
‖v(t, ·)‖kEd
)
, t ∈ [0, T ].
(7.49)
Proof. The proof is based on the lemma 7.18, lemma 7.19, lemma 7.20 and lemma 7.21.
∂I1ΩI2
(
H(u)F (v)
)
=
∑
J1+J
′
1=I1
J2+J
′
2=I2
∂J1ΩJ2
(
H(u)−H(0))∂J′1ΩJ′2(F (v))+H(0)∂I1ΩI2(F (v)).
When d ≥ |J ′1|+ |J ′2| ≥ d/2, |J1|+ |J2| ≤ [d/2] ≤ d− 2:∥∥∂J1ΩJ2(H(u)−H(0))(t, ·)∂J′1ΩJ′2(F (v))(t, ·)∥∥
L2(R3)
≤∥∥∂J1ΩJ2(H(u)−H(0))(t, ·)∥∥
L∞(R3)
∥∥∂J′1ΩJ′2(F (v))(t, ·)∥∥
L2(R3)
≤C(H,F, V, d)
|J1|+|J2|+2∑
k=1
‖u(t, ·)‖kEdH
|J′1|+|J′2|∑
k=2
‖v(t, ·)‖kEd ,
where lemma 7.21 and lemma 7.19 are applied (on function H(u) − H(0) and F (v)). The term
H(0)∂I1ΩI2
(
F (v)
)
is estimated by (7.44).
When |J1|+ |J2| ≥ d/2 > 1, |J ′1 + |J ′2| ≤ [d/2] ≤ d− 2:∥∥∂J1ΩJ2(H(u))(t, ·)∂J′1ΩJ′2(F (u))(t, ·)∥∥
L2(R3)
≤∥∥(1 + r)−1∂J1ΩJ2(H(u))(t, ·)∥∥
L2(R3)
∥∥(1 + r)∂J′1ΩJ′2(F (u))(t, ·)∥∥
L∞(R3)
=
∥∥(1 + r)−1∂J1ΩJ2(H(u))(t, ·)∥∥
L2(R3)
∥∥∂J′1ΩJ′2(F (u))(t, ·)∥∥
B−1
≤C(H,F, V, d)
( |J1|+|J2|∑
k=1
‖u(t, ·)‖kEdH
)( |J′1|+|J′2|+2∑
k=2
‖v(t, ·)‖kEd
)
.
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where lemma 7.20 and lemma 7.19 are applied.
We will need the following estimate on multi-linear functions.
Lemma 7.23. Let d ≥ 3 be an integer and ui, vi, i = 1, 2, · · ·m be functions in class L∞([0, T ];Ed).
Then the following estimates hold for m ≥ 2 and |I1|+ |I2| ≤ d:∥∥∥∥∂I1ΩI2( m∏
i=1
ui−
m∏
i=1
vi
)
(t, ·)
∥∥∥∥
L2(R3)
≤ C(V, d)‖u(t, ·)−v(t, ·)‖Ed
m−1∑
k=1
∑
k1+k2=k
‖u(t, ·)‖k1
Ed
‖v(t, ·)‖k2
Ed
(7.50)
where ‖u‖Xd := maxi ‖ui‖Xd and ‖v‖Xd := maxi ‖vi‖Xd .
Proof. We remark the following indentity
m∏
i=1
ui −
m∏
i=1
vi =
m∑
k=1
(uk − vk)
∏
j<k
uj
∏
j>k
vj .
The for each term,
∂I1ΩI2
(
(uk − vk)
∏
j<k
uj
∏
j>k
vj
)
=
∑
∑
i K1i=I1∑
i K2i=I2
∂K1kΩK2k(uk − vk)
∏
j>k
∂K1jΩK2juj
∏
j<k
∂K1jΩK2jvj .
To estimate the product
∂K1kΩK2k(uk − vk)
∏
j>k
∂K1jΩK2juj
∏
j<k
∂K1jΩK2jvj ,
we apply the same reasoning in the proof of lemma 7.18, there is at most one pair of multi index
of order bigger that d/2. Then (7.50) is proved by applying the classical Sobolev’s inequality.
Lemma 7.24. Let d ≥ 3 be an integer and ui, vi, i = 1, 2, · · ·m be functions in class L∞([0, T ];EdH).
Then the following estimates hold for m ≥ 2 for 1 ≤ |I1|+ |I2| ≤ d:∥∥∥∥(1 + r)−1∂I1ΩI2( m∏
i=1
ui −
m∏
i=1
vi
)
(t, ·)
∥∥∥∥
L2(R3)
≤C(V, d)‖u(t, ·)− v(t, ·)‖EdH
m−1∑
k=1
∑
k1+k2=k
‖u(t, ·)‖k1
EdH
‖v(t, ·)‖k2
EdH
, t ∈ [0, T ],
(7.51)
where ‖u‖EdH := maxi ‖ui‖EdH and ‖v‖Xd := maxi ‖vi‖EdH .
Proof. We remark the following indentity
m∏
i=1
ui −
m∏
i=1
vi =
m∑
k=1
(uk − vk)
∏
j<k
uj
∏
j>k
vj .
The for each term,
∂I1ΩI2
(
(uk − vk)
∏
j<k
uj
∏
j>k
vj
)
=
∑
∑
i K1i=I1∑
i K2i=I2
∂K1kΩK2k(uk − vk)
∏
j>k
∂K1jΩK2juj
∏
j<k
∂K1jΩK2jvj .
To estimate the product
∂K1kΩK2k(uk − vk)
∏
j>k
∂K1jΩK2juj
∏
j<k
∂K1jΩK2jvj ,
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we also apply the same reasoning in the proof of lemma 7.18, there is at most one pair of multi
index of order bigger that d/2. We discuss in the following three different cases.
CASE 1. |K1k|+ |K2k| ≥ |K1j |+ |K2j | for j = 1, 2, · · ·m, i.e. (K1k,K2k) takes the highest order.
Then for j 6= k, |K1j |+ |K2j | ≤ [d/2] ≤ d− 2 and |K1k|+ |K2k| ≥ 1. So∥∥∥∥(1 + r)−1∂K1kΩK2k(uk − vk)∏
j>k
∂K1jΩK2juj
∏
j<k
∂K1jΩK2jvj
∥∥∥∥
L2(R3)
≤∥∥(1 + r)−1∂K1kΩK2k(uk − vk)∥∥L2(R3)∥∥∥∥∏
j>k
∂K1jΩK2juj
∏
j<k
∂K1jΩK2jvj
∥∥∥∥
L∞(R3)
≤C‖uk − vk‖EdP
∥∥∥∥∏
j>k
∂K1jΩK2juj
∏
j<k
∂K1jΩK2jvj
∥∥∥∥
L∞(R3)
.
Here we applied (7.10a) on the first factor. Remark that m ≥ 2 then there exists a j0 6= k. So the
second factor is bounded by applying (7.48) and the fact that |K1j |+ |K2j | ≤ d− 2.
CASE 2. |K1k| + |K2k| ≤ [d/2] ≤ d − 2 and there exists j0 < k such that |K1j0 | + |K2j0 | ≥
|K1j |+ |K2j |. Then∥∥∥∥(1 + r)−1∂K1kΩK2k(uk − vk)∏
j>k
∂K1jΩK2juj
∏
j<k
∂K1jΩK2jvj
∥∥∥∥
L2(R3)
≤∥∥∂K1kΩK2k(uk − vk)∥∥L∞(R3)∏
j>k
∥∥∂K1jΩK2juj∥∥L∞(R3) ∏
j<k
j 6=j0
∥∥∂K1jΩK2jvj∥∥L∞(R3)
× ∥∥(1 + r)−1∂K1j0ΩK2j0uj0∥∥
L2(R3)
≤C‖u− v‖EdH
∏
j>k
∥∥uj∥∥EdH ∏
j<k
j 6=j0
∥∥vj∥∥EdH‖uj0‖EdH
where (7.10b) and (7.11b) are applied.
CASE 3. |K1k| + |K2k| ≤ [d/2] ≤ d − 2 and there exists j0 > k such that |K1j0 | + |K2j0 | ≥
|K1j | + |K2j |. The prove is exactly the same to the last case if we exchange the roles of uj and
vj .
Finally we should be able to estimate the difference of two quadratic functions. This is con-
cluded in the following lemma:
Lemma 7.25. Let d ≥ 3 be an integer. Let F be a C∞ function defined in a compact neighbourhood
V of 0 in Rm with F (0) = ∇F (0) = 0. Assume that u and v are maps from R4 to V with their
components in L∞([0, T ];Ed). Then the following estimate hold for all pair of index (I1, I2) with
|I1|+ |I2| ≤ d:
∥∥∂I1x ΩI2(F (u)− F (v))∥∥L2(R3) ≤ C(F, V, d)‖u− v‖Xd |I1|+|I2|−1∑
k=1
∑
k1+k2=k
‖u‖k1
Xd
‖v‖k2
Xd
. (7.52)
Proof. When I1 = I2 = 0, we apply the mean value theorem: there is a θ ∈ [0, 1] such that
|F (u)− F (v)| ≤ ∣∣∇F (θu+ (1− θ)v)∣∣u− v∣∣.
Then by the condition ∇F (0) = 0,
|F (u)− F (v)| ≤ ∣∣∇F (θu+ (1− θ)v)|u− v| ≤ C(F, V )|θu+ (1− θ)v||u− v|.
Then
‖F (u)(t, ·)− F (v)(t, ·)‖L2(R3) ≤C(F, V )‖u− v‖L2(R3)‖θu+ (1− θ)v‖L∞(R3)
≤C(V )‖u(t, ·)− v(t, ·)‖Ed(‖u(t, ·)‖Ed + ‖v(t, ·)‖Ed).
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For the case for |I1|+ |I2| ≥ 1, we recall the expression (7.42) :
∂I1ΩI2
(
F (u)− F (v))
=
|I1|+|I2|∑
l=1
∑
∑
j lj=l
(
PLF (u)
∑
∑
j,iK1ji=I1∑
j,i K2ji=I2
m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj − PLF (v)
∑
∑
j,iK1ji=I1∑
j,i K2ji=I2
m∏
j=1
lj∏
i=1
∂K1jiΩK2jivj
)
=
∑
j
∂jF (u)
(
∂I1ΩI2uj − ∂I1ΩI2vj
)
+
|I1|+|I2|∑
l=2
∑
∑
j lj=l
PLF (u)
∑
∑
j,iK1ji=I1∑
j,i K2ji=I2
( m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj −
m∏
j=1
lj∏
i=1
∂K1jiΩK2jivj
)
+
|I1|+|I2|∑
l=1
∑
∑
j lj=l
(
PLF (u)− PLF (v)) ∑∑
j,iK1ji=I1∑
j,i K2ji=I2
m∏
j=1
lj∏
i=1
∂K1jiΩK2jivj
= : T1 + T2 + T3.
To estimate T1, we take into consideration of the condition ∇F (0) = 0 with leads to∣∣∂jF (u)(t, ·)∣∣ ≤ C(V )|u|.
So ‖∂jF (u)(t, ·)‖L∞(R3) ≤ C(V )‖u(t, ·)‖L∞(R3) ≤ C(F, V )‖u(t, ·)‖Xd . Then
‖T1(t, ·)‖L2(R3) ≤ C(F, V )‖u(t, ·)− v(t, ·)‖Xd‖u(t, ·)‖Xd .
To estimate T2, we need to apply lemma 7.23. To do so, we remark the following relation:
∂I1ΩI2
( m∏
i=1
u
lj
j −
m∏
i=1
v
lj
j
)
=
∑
∑
j,iK1ji=I1∑
j,i K2ji=I2
( m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj −
m∏
j=1
lj∏
i=1
∂K1jiΩK2jivj
)
(7.53)
Then
T2 =
|I1|+|I2|∑
l=2
∑
∑
j lj=l
PLF (u)∂I1ΩI2
( m∏
j=1
u
lj
j −
m∏
j=1
v
lj
j
)
Recall that |PLF (u)| is bounded by a constant C(F, V, |L|) determined by the neighbourhood V ,
the function F and the order |L|. Then we apply (7.50).
The estimate of T3 is as following:
‖T3‖L2(R3) ≤
|I1|+|I2|∑
l=1
∑
∑
j lj=l
∥∥PLF (u)− PLF (v)∥∥
L∞(R3)
∑
∑
j,iK1ji=I1∑
j,i K2ji=I2
∥∥ m∏
j=1
lj∏
i=1
∂K1jix Ω
K2jivj
∥∥
L2(R3)
(7.54)
As in the estimate on T2, we see that
∑
∑
j,iK1ji=I1∑
j,i K2ji=I2
∥∥ m∏
j=1
lj∏
i=1
∂K1jix Ω
K2jiv(t, ·)∥∥
L2(R3) ≤
|I1|+|I2|∑
l=1
‖v(t, ·)‖lXd .
and∥∥PLF (u)(t, ·)−PLF (v)(t, ·)∥∥
L∞(R3) ≤ C(F, V, |L|)‖u(t, ·)−v(t, ·)‖L∞ ≤ C(V, |L|)‖u(t, ·)−v(t, ·)‖Ed .
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Then
‖T3(t, ·)‖L2(R3) ≤ C(V )‖u(t, ·)− v(t, ·)‖Ed
d−1∑
k=1
‖v‖kEd
which concludes (7.52).
The following L∞ type estimate is a direct application of lemma 7.25 and the global Sobolev
inequality (7.8):
Lemma 7.26. Let F , G, u and v take the assumption as in lemma 7.25, then for any |I1|+ |I2| ≤
d− 2, the following estimate holds:∥∥∂I1ΩI2(F (u)(t, ·)− F (v)(t, ·))(t, ·)∥∥
B−1(R3)
≤C(F, V, d)‖u(t, ·)− v(t, ·)‖Ed
d−1∑
k=1
∑
k1+k2=k
‖u(t, ·)‖k1
Ed
‖v(t, ·)‖k2
Ed
.
(7.55)
Lemma 7.27. Let d ≥ 3 be an integer. Let H be a C∞ function which is defined in a compact
neighbourhood V of 0 in Rm and let u, v be maps from R4 to V with their components in class
L∞([0, T ], EdH). Then the following estimate holds for 1 ≤ |I1|+ |I2| ≤ d:∥∥(1 + r)−1∂I1ΩI2(H(u)−H(v))(t, ·)∥∥
L2(R3)
≤C(V )‖u(t, ·)− v(t, ·)‖EdH
|I1|+|I2|∑
k=0
∑
k1+k2=k
‖u(t, ·)‖k1
EdH
‖v(t, ·)‖k2
EdH
.
(7.56)
Proof. The proof is quite similar to that of lemma 7.25.
When |I1|+ |I2| ≥ 1, we apply the same calculation:
∂I1ΩI2
(
H(u)−H(v))
=
|I1|+|I2|∑
l=1
∑
∑
j lj=l
(
PLH(u)
∑
∑
j,iK1ji=I1∑
j,i K2ji=I2
m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj − PLH(v)
∑
∑
j,iK1ji=I1∑
j,i K2ji=I2
m∏
j=1
lj∏
i=1
∂K1jiΩK2jivj
)
=
|I1|+|I2|∑
l=1
∑
∑
j lj=l
PLH(u)
∑
∑
j,iK1ji=I1∑
j,i K2ji=I2
( m∏
j=1
lj∏
i=1
∂K1jiΩK2jiuj −
m∏
j=1
lj∏
i=1
∂K1jiΩK2jivj
)
+
|I1|+|I2|∑
l=1
∑
∑
j lj=l
(
PLH(u)− PLH(v)) ∑∑
j,iK1ji=I1∑
j,i K2ji=I2
m∏
j=1
lj∏
i=1
∂K1jiΩK2jivj
= : T1 + T2.
The estimate of T1 and T2 are similar to the estimate made in the proof of lemma 7.25. T1 is
estimated by apply lemma 7.24 and T2 is by applying the following estimate∥∥PLH(u)− PLH(v)∥∥
L∞(R3) ≤ C(H,V, |L|)‖u− v‖L∞ ≤ C(V, |L|)‖u− v‖Xd
and the fact that (by applying (7.47))∥∥∥∥(1 + r)−1 m∏
j=1
lj∏
i=1
∂K1jix Ω
K2jivj
∥∥∥∥
L2(R3)
≤ C(V )‖v‖|L|
XdH
.
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We also need a L∞ estimate on H(u)−H(v):
Lemma 7.28. Let d ≥ 3. Assume that H be a C∞ function defined in a compact neighbourhood
V of 0 in Rm and assume that u, v are maps from R4 to V with their components in the class
L∞([0, T ];EdH). Then the following estimate holds for |I1|+ |I2| ≤ d− 2:
‖∂I1ΩI2(H(u)−H(v))(t, ·)‖L∞(R3)
≤C(H,V, d)‖u(t, ·)− v(t, ·)‖EdH
|I1|+|I2|+1∑
k=0
∑
k1+k2=k
‖u(t, ·)‖k1
EdH
‖v(t, ·)‖k2
EdH
(7.57)
Proof. When I1 = I2 = 0, then there exists θ ∈ [0, 1] such that
|H(u)−H(v)| ≤ |∇H(θu+ (1− θ)v)||u− v| ≤ C(H,V )|u− v|.
which proves (7.57).
For |I1|+ |I2| ≥ 1, we apply lemma 7.7 combined with (7.56).
Lemma 7.29. Let F be a C∞ function defined in a compact neighbourhood V1 of 0 in Rm and
H be a C∞ function defined in a neighbourhood V2 of 0 in Rn. Let d be an integer and d ≥ 3.
Assume that F (0) = 0,∇F (0) = 0. Let u1 and u2 be maps from R4 to V1 with their components in
L∞([0, T ];EdH) and v1, v2 be maps from R4 to V2 with their components in class L∞([0, T ];Ed).
Then the following estimate holds for |I1|+ |I2| ≤ d and d ≥ 3. Then∥∥∂I1ΩI2(H(u1)F (v1)−H(u2)F (v2))(t, ·)∥∥L2(R3)
≤C(V )(‖u1(t, ·)− u2(t, ·)‖EdH + ‖v1(t, ·)− v2(t, ·)‖Ed) d−1∑
k=1
Mk(t)
(7.58)
where
M(t) := max{‖u1j(t, ·)‖EdH , ‖u2j(t, ·)‖EdH , ‖v1j(t, ·)‖Ed , ‖v2j(t, ·)‖Ed}.
Proof. We remark the following calculation:
∂I1ΩI2
(
H(u1)F (v1)−H(u2)F (v2)
)
=∂I1ΩI2
(
H(u1)F (v1)−H(u1)F (v2) +H(u1)F (v2)−H(u2)F (v2)
)
=∂I1ΩI2
(
H(u1)(F (v1)− F (v2))
)
+ ∂I1ΩI2
(
F (v2)(H(u1)−H(u2))
)
= : T1 + T2
The term T1 is estimated as following:
T1 = ∂
I1ΩI2
(
H(u1)(F (v1)− F (v2))
)
=
∑
J1+J2=I1
J′1+J′2=I2
∂J1ΩJ2
(
H(u1)
)
∂J
′
1ΩJ
′
2(F (v1)− F (v2)).
When |J1|+ |J2| ≤ [d/2] ≤ d− 2, by applying (7.48) and (7.52)∥∥∂J1ΩJ2(H(u1))∂J′1ΩJ′2(F (v1)− F (v2))(t, ·)∥∥L2(R3)
=
∥∥∂J1ΩJ2(H(u1))(t, ·)∥∥L∞(R3)∥∥∂J′1ΩJ′2(F (v1)− F (v2))(t, ·)∥∥L2(R3)
≤C(H,F, V, d)
( |J1|+|J2|+2∑
k=0
‖u1(t, ·)‖EdH
)(
‖v1(t, ·)− v2(t, ·)‖Ed
|J′1|+|J′2|−1∑
k=1
∑
k1+k2=k
‖v1(t, ·)‖k1Ed‖v2(t, ·)‖k2Ed
)
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When |J1|+ |J2| ≥ d/2 > 1, |J ′1|+ |J ′2| ≤ [d/2], we apply (7.47):∥∥∂J1ΩJ2(H(u1))∂J′1ΩJ′2(F (v1)− F (v2))(t, ·)∥∥L2(R3)
≤‖(1 + r)−1∂J1ΩJ2(H(u1))(t, ·)‖L2(R3)‖∂J′1ΩJ′2(F (v1)− F (v2))(t, ·)‖B−1
≤C(V )
|J1|+|J2|∑
k=1
‖u‖kEdH · C(H,F, V, d)‖v1(t, ·)− v2(t, ·)‖Ed
|J′1|+|J′2|+1∑
k=1
∑
k1+k2=k
‖v1(t, ·)‖k1Ed‖v2(t, ·)‖k2Ed
≤C(H,F, V, d)‖v1(t, ·)− v2(t, ·)‖Ed
|I1|+|I2|+2∑
k=1
∑
k1+k2+k3=k
‖u1(t, ·)‖k1EdH‖v1(t, ·)‖
k2
Ed
‖v2(t, ·)‖k3Ed
The term T2 is estimated similarly by applying (7.44), (7.56), (7.46) and (7.57). We omit the
detail but write out the estimate
‖T2(t, ·)‖L2(R3) ≤ ‖u1(t, ·)− u2(t, ·)‖EdH
|I1|+|I2|+1∑
k=2
∑
k1+k2+k3=k
‖u1‖k1EdH‖u2‖
k2
EdH
‖v2‖k3Ed .
8 Proof of the local existence theorem
8.1 Iteration and uniform bound
In this section we will begin the proof of theorem 6.2. The proof of this theorem will occupy the
following two subsections. The prove is a classical iteration procedure constructed below:
(mα
′β′ +Hα
′β′(hκn))∂α′∂β′h
κ,n+1
αβ =Fαβ(h
κ
n; ∂h
κ
n, ∂h
κ
n)− 16pi∂αφκn∂βφκn
− 12∂α%κn∂β%κn − κ−1Vh(%κn)
(
mαβ + h
κ,n
αβ
)
,
(8.1a)
(mα
′β′ +Hα
′β′(hκn))∂α′∂β′φ
κ
n+1 = 2(m
α′β′ +Hα
′β′(hκn))∂α′φ
κ
n∂β′%
κ
n, (8.1b)
(mα
′β′ +Hα
′β′(hκn))∂α′∂β′%
κ
n+1 −
%κn+1
3κ
= κ−1Vρ(%κn)−
4pi
3e2%
κ
n
(mα
′β′ +Hα
′β′(hκn))∂α′φ
κ
n∂β′φ
κ
n,
(8.1c)
where
κ−1Vh(s) :=
(
e2s − 1)2
2κe4s
, κ−1Vρ(s) :=
e2s − 1
6κe4s
− s
3κ
and with initial data
hκ,nαβ (0, x) = h0αβ , φ
κ
n(0, x) = φ0(x), %
κ
n(0, x) = %0(x),
∂th
κ,n
αβ (0, x) = h1αβ , ∂tφ
κ
n(0, x) = φ1(x) ∂t%
κ
n(0, x) = %1(x).
Recall the function Hαβ(h) are defined in (6.4) and the associated estimates are in (6.5). We take
(hκ,0αβ ). For the convenience of discussion, we denote by
Sκn := (h
κ,n
αβ , φ
κ
n, %
κ
n).
We also denote by FH(S
κ
n), FP (S
κ
n) and FR(S
κ
n) the terms in right-hand-side of (8.1a), (8.1b) and
(8.1c).
We take Sκ0 = (h
κ,0
αβ , φ
κ
0 , %
κ
0 ) as the solution of the following homogeneous Cauchy problem:
hαβ = 0, φ = 0, %− %
3κ
= 0,
hκ,0αβ (0, x) = h0αβ , φ
κ
0 (0, x) = φ0(x), %
κ
0 (0, x) = %0(x),
∂th
κ,0
αβ (0, x) = h1αβ , ∂tφ
κ
0 (0, x) = φ1(x) ∂t%
κ
0 (0, x) = %1(x).
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we sees that the source terms and metric coefficients in (8.1) are sufficiently regular and the
initial data are in the corresponding class demanded in proposition 7.13, 7.14 and 7.15. Then we
conclude that by the theory of local existence for linear equations, this iteration procedure is well
defined in a fixed time interval [0, T ] where the metric coefficients and source terms are in the
corresponding class and |H(hκn)00| ≤ 1/2 . We see that is iteration defines a sequence of triple
Sκn := (h
κ,n
αβ , φ
κ
n, %
κ
n). In order to get the local existence, we will prove that S
κ
n converges with
respect to the following norm:
‖S(t, ·)κn‖Ed+1κ
:= max{‖hκ,nαβ (t, ·)‖Ed+1H , ‖φ
κ
n(t, ·)‖Ed+1P , ‖%
κ
n(t, ·)‖Ed+1P , κ
−1/2‖%κn(t, ·)‖Ed},
For all t ∈ [0, T ∗] where T ∗ > 0 will is to be constructed.
We suppose that for certain d ≥ 3, for all k ≤ n and all t ∈ [0, T ],
‖Sκk (t, ·)‖Ed+1κ ≤ Aε, (8.2)
we will show that ‖Sκn+1(t, ·)‖Xd+1κ ≤ Aε with T and A well chosen.
First, we remark that when (8.2) holds with Aε ≤ ε0 with ε0 small enough, the metric gκ,kαβ :=
mαβ + hκ,kαβ are coercive with constant C(ε0) where C(ε0) is determined by ε0.
Now combined (8.2) with lemma 7.18, the following estimates on source terms are direct:
Lemma 8.1. Assume that (8.2) holds with d ≥ 3. Suppose that 0 ≤ Aε ≤ ε0 where ε0 is a
constant sufficiently small. Then the following estimates holds for k ≤ n:
‖Fαβ(hκk , ∂hκk , ∂hκk)(t, ·)‖Ed + ‖∂αφκk∂βφκk(t, ·)‖Ed + ‖∂α%κk∂β%κk(t, ·)‖Ed ≤ C(ε0, d)(Aε)2, (8.3a)
‖(mα′β′ +Hα′β′(hκk))∂α′φκk∂β′φκk(t, ·)‖Ed ≤ C(ε0, d)(Aε)2, (8.3b)
‖e−2%κk (mα′β′ +Hα′β′(hκn))∂α′φκk∂β′φκk(t, ·)‖Ed ≤ C(ε0, d)(Aε)2, (8.3c)
‖κ−1Vρ(%κk)(t, ·)‖Ed ≤ C(ε0, d)(Aε)2, ‖κ−1Vh(%κk)(mαβ + hκ,kαβ )(t, ·)‖Ed ≤ C(ε0, d)(Aε)2. (8.3d)
These are classical estimate when we establish the local theory of existence for quasi-linear wave
equations with quadratic nonlinearity. The only thing important is (8.3d) where the κ appears in
the left-hand-side in order to get estimates independent of κ.
Proof. These estimates are applications of (7.44) and (7.49) combined with (8.2). The only thing
we need to be pay attention is that to guarantee the C∞ regularity of the function Hαβ(·), we
need to restrict its defined in a compact neighborhood V of 0 in R10 with
V = { max
1≤1≤10
|xi| ≤ ε0}
with ε0 sufficiently small. This can be guaranteed by taking ε ≤ ε0 in (8.2).
We remark that Fαβ(h
κ
n, ∂h
κ
n, ∂h
κ
n) is quadratic with respect to ∂h
κ
n and C
∞ with respect to
hκn. Then we apply (7.49). The estimate on the term
(mα
′β′ +Hα
′β′(hκk))∂α′φ
κ
k∂β′φ
κ
k
is established in the same manner.
The estimate of (8.3d) is proved by making use of the estimate
κ−1/2‖%κk‖Ed ≤ Aε,
which is a direct result of (8.2).
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Now we begin the estimates on the commutators such as [∂I1x Ω
I2 , Hα
′β′(hκn)∂α′∂β′ ]h
κ,n
αβ who
appears in the estimates of ‖hκ,n+1αβ ‖XdE .
Lemma 8.2. There exists a positive constant ε0 such that if (8.2) bholds with d ≥ 3, Aε ≤ ε0 ≤ 1,
then the following estimates hold for all couple of index (I1, I2) with 1 ≤ |I1|+ |I2| ≤ d:∥∥[∂I1ΩI2 , Hα′β′(hκn)∂α′∂β′ ]hκ,n+1αβ (t, ·)∥∥Ed ≤ C(ε0, d)Aε‖hκ,n+1αβ (t, ·)‖Ed+1P , (8.4a)∥∥[∂I1ΩI2 , Hα′β′(hκn)∂α′∂β′ ]φκn+1(t, ·)∥∥Ed ≤ C(ε0, d)Aε‖φκn+1(t, ·)‖Ed+1P , (8.4b)∥∥[∂I1ΩI2 , Hα′β′(hκn)∂α′∂β′ ]%κn+1(t, ·)∥∥Ed ≤ C(ε0, d)Aε‖%κn+1(t, ·)‖Ed+1P . (8.4c)
Proof. The estimate of these three commutators are similar. We will only prove the first in detail.
Let (I1, I2) be a pair of multi-index, |I1|+ |I2| ≤ d. Recall the estimate of commutator (7.3e):∣∣[∂I1ΩI2 , Hα′β′∂α′∂β′ ]hκ,n+1α′β′ ∣∣ ≤ ∑
J1+J
′
1=I1
|J2|+|J′2|<|I2|
α′,β′,α′′,a
|∂J′1ΩJ′2Hα′β′ | |∂α′′∂a∂J1ΩJ2hκ,n+1αβ |
+
∑
J1+J
′
1=I1
J2+J
′
2=I2
|J′1|+|J′2|>0
|∂J′1ΩJ′2Hα′β′ | |∂α′∂β′∂J1ΩJ2hκ,n+1αβ |
=:T1 + T2.
• We begin with T2. The estimate is established in the following two cases.
CASE 1. 1 ≤ |J ′1|+ |J ′2| ≤ d− 1, 1 ≤ |J1|+ |J2| ≤ d− 1.
In this case, ∥∥∂J′1ΩJ′2Hα′β′(hκn)∂α′∂β′∂J1ΩJ2hκ,n+1αβ ∥∥L2(R3)
≤‖∂J′1ΩJ′2Hα′β′(hκn)‖L∞(R3)‖∂α′∂β′∂J1ΩJ2hκ,n+1αβ
∥∥
L2(R3)
≤C(ε0, d)Aε‖hκn(t, ·)‖Ed+1P ,
where we applied Aε ≤ 1 and (7.48).
CASE 2. J ′1 = I1, J
′
2 = I2, J1 = J2 = 0. Recall that d ≥ 3 then |J1|+ |J2| ≤ d− 3.∥∥∂J′1x ΩJ′2Hα′β′(hκn)∂α′∂β′∂J1x ΩJ2hκ,n+1αβ ∥∥L2(R3)
≤∥∥(1 + r)−1∂I1x ΩI2Hα′β′(hκn)∥∥L2(R3)∥∥∂α′∂β′hκ,n+1αβ ∥∥B−1
≤C(ε0, d)Aε‖hκ,n+1αβ ‖Ed+1P ,
where we aoplied Aε ≤ 1 and (7.47).
The estimate of term T1 is quite simpler. Recall that in the expression of T1, the sum is taken
over the index satisfying the following conditions:
J1 + J
′
1 = I1, |J2|+ |J ′2| ≤ |I2| − 1
So
(|J1|+ |J ′1|) + (|J2|+ |J ′2|) ≤ d− 1
which leads to
|J ′1|+ |J ′2| ≤ d− 1.
So ∥∥∂J′1x ΩJ′2Hα′β′∂α′′∂a∂I1x ΩJ2hκ,n+1αβ ∥∥L2(R3) ≤ ∥∥∂J′1x ΩJ′2Hα′β′∥∥L∞∥∥∂α′′∂a∂I1x ΩJ2hκ,n+1αβ ∥∥L2(R3)
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As in the estimate of T2, we see that with |J ′1|+ |J ′2| ≤ d− 1,∥∥∂J′1x ΩJ′2Hα′β′∥∥L∞(R3) ≤ C(ε0, d)Aε.
The second factor on hκ,n+1αβ is bounded directly by ‖hκ,n+1αβ ‖Xd+1E . So we conclude by (8.4a).
Now we need to discuss the bound of the initial data Edgn(0, h
κ,n+1
αβ ), E
d
gn(0, φ
κ
n+1) and E
d
gn,c(0, %
κ
n+1).
We will see that these norms are controlled by ‖S0‖Xd+1κ :
Lemma 8.3. When ‖S0‖Xd+1κ is supposed to be bounded by ε ≤ ε0 for ε0 sufficiently small, there
exists a positive constant determined by ε0 and d such that
Edgn(0, h
κ
n+1) + E
d
gn+1(0, φ
κ) + Edgn+1,κ−1/2(0, %
κ) ≤ C(ε0, d)ε.
Proof. We recall that
‖S0‖Xd+1κ := max{‖h0αβ‖Xd+1H , ‖h1αβ‖Xd , κ
−(1/2)[d/2]+1/4‖φ0‖Xd+1P ,
κ−(1/2)[d/2]+1/4‖φ1‖Xd , κ−[d/2]−1/2‖%0‖Xd+1P , κ
−[d/2]−1/2‖%1‖Xd}.
We remark that when 0 ≤ k ≤ 1 the norm ‖∂kt ∂I1x ΩI2%κ(0, ·)‖L2(R3) is determined directly by
%0 and %1 thus, bounded by κ
−[d/2]−1/2 ≤ κ−1/2.
When 2 ≤ k ≤ d, we need to use the equation.
We will prove that for 0 ≤ |k| ≤ d− 2 and |I1|+ |I2| ≤ d− 1− k
‖∂t∂t∂kt ∂I1x ΩI2hκαβ(0, ·)‖L2(R3) ≤ C(ε0, d)ε,
‖∂t∂t∂kt ∂I1x ΩI2%κ(0, ·)‖L2(R3) ≤ C(ε0, d)κ[d/2]+1/2−[k/2]ε,
‖∂t∂t∂kt ∂I1x ΩI2φκ(0, ·)‖L2(R3) ≤ C(ε0, d)κ1/2[d/2]−1/4ε
(8.5)
This is proved by induction on k. We see that for k = 0, 1, the estimates hold by direct
verification. Suppose that (8.5) holds for (k − 1, k) we will prove the case k + 1.
The estimate of ‖∂t∂t∂k+1t ∂I1x ΩI2φκ‖L2(R3), is a bit complicated. We see that by lemma 7.12,
‖∂t∂t∂k+1t ∂I1x ΩI2%κ‖L2(R3) ≤‖∂k+1t ∂I1x ΩI2
(
(1−H00)−1(mab +Hab)∂a∂b%κ)‖L2(R3)
+ 2‖∂k+1t ∂I1x ΩI2
(
(1−H00)−1H0a∂t∂a%κ
)‖L2(R3)
+
3
κ
‖∂k+1t ∂I1x ΩI2%κ‖L2(R3)
+ ‖∂k+1t ∂I1x ΩI2
(
(1−H00)FR
)‖L2(R3)
Then we see that
‖∂t∂t∂kt ∂I1x ΩI2%κ‖L2(R3) ≤ C(ε0, d)κ[d/2]+1/2−[d/2]ε.
We remark that by lemma 7.12,
‖∂t∂t∂kt ∂I1x ΩI2hκαβ‖L2(R3) ≤‖∂kt ∂I1x ΩI2
(
(1−H00)−1(mab +Hab)∂a∂bhκαβ)‖L2(R3)
+ 2‖∂kt ∂I1x ΩI2
(
(1−H00)−1H0a∂t∂ahκαβ
)‖L2(R3)
+ ‖∂kt ∂I1x ΩI2
(
(1−H00)FH
)‖L2(R3)
Then by the bounds supplied by ‖S0‖d+1κ and (8.5), we see that ‖∂t∂t∂I1x ΩI2hκαβ‖L2(R3) is bounded
by C(ε0, d)ε.
In the same manner, we see that for 0 ≤ k ≤ d− 2
‖∂t∂t∂kt ∂I1x ΩI2φκ‖L2(R3) ≤ C(ε0, d)κ−(1/2)[d/2]+1/4ε.
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Now we are ready to estimate the L2 type norm of Sκn:
Lemma 8.4. There exists a positive constant ε0 such that if (8.2) holds for Aε ≤ ε0 ≤ 1 and
d ≥ 3, then
‖hκ,n+1αβ (t, ·)‖Ed+1P + ‖∂th
κ,n+1
αβ (t, ·)‖Ed ≤ C(ε0, d)
(
εeC(ε0,d)Aεt +Aε
(
eC(ε0,d)Aεt − 1)) (8.6a)
‖φκn+1(t, ·)‖Ed+1P + ‖∂tφ
κ
n+1(t, ·)‖Ed ≤ C(ε0, d)
(
εeC(ε0,d)Aεt +Aε
(
eC(ε0,d)Aεt − 1)) (8.6b)
‖%κn+1(t, ·)‖Ed+1P + ‖∂t%
κ
n+1(t, ·)‖Ed + κ−1/2‖%κn+1(t, ·)‖Ed
≤C(ε0, d)
(
εeC(ε0,d)Aεt +Aε
(
eC(ε0,d)Aεt − 1)) (8.6c)
where C(ε0, d) is a positive constant determined by ε0 and d.
Proof. The prove this an application of the L2 estimate (7.20). We first concentrate on the
estimate of hκ,n+1αβ . To do so, we derive the equation (8.1a) with respect to a product ∂
I1ΩI2 with
|I1|+ |I2| ≤ d:(
mα
′β′ +Hα
′β′(hκn)
)
∂α′∂β′∂
I1ΩI2hκ,n+1αβ = ∂
I1ΩI2FH(h
κ
n, φ
κ
n, %
κ
n)− [∂I1ΩI2 , Hα
′β′∂α′∂β′ ]h
κ,n+1
αβ ,
where FH denotes the terms in right-hand-side of (8.1a), which is
FH(h
κ
n, φ
κ
n, %
κ
n) =Fαβ(h
κ
n; ∂h
κ
n, ∂h
κ
n)− 16pi∂αφκn∂βφκn − 12∂α%κn∂β%κn − κ−1Vh(%κn)
(
mαβ + h
κ,n
αβ
)
.
Then by (7.20),
d
dt
Egn(t, ∂
I1ΩI2hκ,n+1αβ ) ≤C‖∂I1ΩI2FH‖L3(R3) + C
∥∥[∂I1ΩI2 , Hα′β′∂α′∂β′ ]hκ,n+1αβ ∥∥L2(R3)
+ C
∑
αβ
∥∥∇Hα′β′(hκn)∥∥L∞(R3)Egn(t, ∂I1ΩI2hκ,n+1αβ ).
By lemma 8.1 and (8.2), and the (equi-)coercivity of gn guaranteed by Aε ≤ ε0,
d
dt
Egn(t, ∂
I1ΩI2hκ,n+1αβ ) ≤C(ε0, d)(Aε)2 + C(ε0, d)Aε
∑
αβ
Edg (t, h
κ,n+1
αβ )
+ C(ε0, d)AεEgn(t, ∂
I1ΩI2hκ,n+1αβ ).
Taking the sum over the index (I1, I2) with |I1|+ |I2| ≤ d and α, β:
d
dt
∑
αβ
Edgn(t, h
κ,n+1
αβ ) ≤C(ε0, d)(Aε)2 + C(ε0, d)Aε
∑
αβ
Edgn(t, h
κ,n+1
αβ )
which leads to∑
αβ
Edgn(t, h
κ,n+1
αβ ) ≤
∑
αβ
Edgn(0, h
n+1
αβ )e
C(ε0,d)Aεt +Aε
(
eC(ε0,d)Aεt − 1) (8.7)
Remark that by lemma 8.3, Edgn(0, hα,β) is controlled by ‖h0‖Xd+1P and ‖h1‖Xd , so it can be
controlled by C(ε0, d)ε where C(ε0, d) is a constant depending only on d and ε0.
The estimate of Edgn(t, φ
κ
n+1) is exactly the same, we omit the detail.
The estimate of on %κn+1 is similar. By the same procedure of energy estimate, we arrive at
the following estimate:
d
dt
Egn,κ−1/2(t, ∂
I1ΩI2%κn+1) ≤C‖∂I1ΩI2FR‖L3(R3) + C
∥∥[∂I1ΩI2 , Hα′β′∂α′∂β′ ]%κn+1∥∥L2(R3)
+ C
∑
αβ
∥∥∇Hα′β′(hκn)∥∥L∞(R3)Egn,κ−1/2(t, ∂I1ΩI2%κn+1). (8.8)
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where FR denotes the right-hand-side of (8.1c). Then, also by lemma 8.1 and (8.4c) and the same
calculation in the estimate of hκ,n+1αβ ,
Edgn,κ−1/2(t, %
κ
n+1) ≤ Edgn,κ−1/2(0, %κn+1)eC(ε0,d)Aεt +Aε
(
eC(ε0,d)Aεt − 1).
Now we begin to make the choice of the couple (A0, T0) such that when A ≤ A0, T ≤ T0, (8.6)
implies
‖hκ,n+1αβ (t, ·)‖Ed+1P + ‖∂th
κ,n+1
αβ (t, ·)‖Ed ≤ Aε,
‖φκn+1(t, ·)‖Ed+1P + ‖∂tφ
κ
n+1(t, ·)‖Ed ≤ Aε,
‖%κn+1(t, ·)‖Ed+1P + ‖∂t%
κ
n+1(t, ·)‖Ed + κ−1/2‖%κn+1(t, ·)‖Ed ≤ Aε
(8.9)
on the time interval [0, T ]. This is concluded in the following lemma.
Lemma 8.5. There exists a couple of positive constants (ε0, A0(ε0, d)) where ε0 is a universal
constant and A0(ε0, d) is determined by d and ε0 such that when (8.2) is valid with A ≥ A0 and
Aε ≤ ε0 ≤ 1 on the time interval [0, T ] with
T ≤ T0 :=
ln
(
1 + (2C(ε0, d))
−1)
C(ε0, d)Aε
.
where C(ε0, d) is a constant determined by ε0 and d. Then (8.9) hold.
Proof. By lemma 8.4, we chose A0(ε0, d) and T such that when A ≥ A0(ε0, d) and t ≤ T
C(ε0, d)
(
εeC(ε0,d)Aεt +Aε
(
eC(ε0,d)Aεt − 1)) ≤ Aε.
This can be guaranteed by 
eC(ε0,d)AεT0 − 1 ≤ 1
2C(ε0, d)
,
eC(ε0,d)AεT0 ≤ A
2C(ε0, d)
which is equivalent to
T ≤ ln
(
1 + (2C(ε0, d))
−1)
C(ε0, d)Aε
A ≥ 2C(ε0, d) + 1.
Then we can take A0 = 2C(ε0, d) + 1 and T0 =
ln
(
1+(2C(ε0,d))
−1
)
C(ε0,d)Aε
.
Then we are about to estimate the B−1 norm of hκ,n+1αβ .
Lemma 8.6. There exists a positive constant ε0 such that if (8.2) holds with d ≥ 3, A ≥ A0,
Aε ≤ ε0 on the time interval [0, T ], T ≤ T0 where (A0, T0) are constants determined in lemma
8.5. Then the following estimate hold
‖hκ,n+1αβ (t, ·)‖B−1 ≤ C(ε0)T 2(Aε)2 + C(T + 1)ε. (8.10)
Proof. We will apply (7.18). Remark that
hκ,n+1αβ = FH −Hα
′β′∂α′∂β′h
κ,n+1
αβ .
Then by (7.18),
‖hκ,n+1αβ (t, ·)‖B−1 ≤Ct
∫ t
0
‖FH(τ, ·)‖B−1dτ + Ct
∑
α,β
∫ t
0
‖Hα′β′∂α′∂β′hκ,n+1αβ (τ, ·)‖B−1dτ
+ C
(‖hκ,n+1αβ (0, ·)‖B−1 + t‖∇hκ,n+1αβ (0, ·)‖B−1)
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Then we can apply on each term the global Sobolev inequality (7.8) to get estimates on the B−1
norms:
‖FH‖B−1 ≤ C‖FH‖X2 ≤ C‖FH‖E2 ≤ C(ε0)(Aε)2,
where we applied (8.3a) and (7.8).
‖Hα′β′∂α′∂β′hκ,n+1αβ (t, ·)‖B−1 ≤‖Hα
′β′‖L∞(R3)‖∂α′∂β′hκ,n+1αβ ‖X2
≤C‖Hαβ‖E2H‖h
κ,n+1
αβ ‖E4P
≤C(ε0)(Aε)2.
Here we applied lemma 8.5.
And we remark that the initial terms ‖hκ,n+1αβ (0, x)‖B−1 and ‖∇hκ,n+1αβ ‖B−1 are determined by
the initial data h0 and h1, hence, can be controlled by Cε where C is a universal constant. So we
conclude by the desired result.
Now we can conclude that, with suitable choice of A and T and sufficient small ε, the sequence
{Sn} is bounded with respect to the norm ‖ · ‖Xd+1S . More rigorously, the following proposition.
Proposition 8.7. There exists a couple of positive constant (A, T ) depends only on ε0, ε and d
such that if (8.2) holds on [0, T ], then
‖Sκn(t, ·)‖Ed+1κ ≤ Aε ≤ ε0 ≤ 1, (8.11)
which means that the sequence of triple {Sκn} is bounded in the Banach space Ed+1κ . Furthermore,
if ε→ 0+,
T →∞.
Remark that the choice of (A, T ) are independent of κ.
Proof. By lemma 8.5, we take already A ≥ A0(ε0, d) and T ≤ T0 such that (8.9) holds. In order
to prove (8.11), we need only to guarantee, by (8.10), the following inequality:
C(ε0)T
2(Aε)2 + C(T + 1)ε ≤ Aε.
This can be guaranteed by 
T ≤ A
2C
− 1,
T 2 ≤ 1
2C(ε0)Aε
.
So we demand A2C − 1 > 0. Taking into consideration of the conditions demanded in lemma 8.5:
A ≥ A0(ε0, d) = 2C(ε0, d) + 1
T ≤ T0 =
ln
(
1 + (2C(ε0, d))
−1)
C(ε0, d)Aε
together withe the condition Aε ≤ ε0. So we see that when ε sufficiently small such that
A0(ε0, d) ≤ ε0ε−1/3,
we can take A = ε0ε
−1/3 and T = min{A(2C)−1−1, (2C(ε0)Aε)−1/2, T0}. Then we see that there
exist a constant C ′(ε0, d) such that T ≥ C ′(ε0, d)ε−1/3. This proves the desired result.
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8.2 Contraction and local existance
To establish theorem 6.2, we need to prove that the sequence {Sκn} is contract. This is conclude
in the following proposition:
Proposition 8.8. Let (8.11) holds with (A, T ) determined in by proposition 8.7. Assume that
d ≥ 4. Then there exist a time interval [0, T ∗] determined by ε0, ε and d such that the sequence
{Sn} is contract in the following sense:
‖Sκn+1 − Sκn‖L∞([0,T∗];Xdκ) ≤ λ‖Sκn(t, ·)− Sκn−1(t, ·)‖L∞([0,T∗];Xdκ). (8.12)
with a fixed 0 < λ < 1. Furthermore, when ε→ 0+, we can take T ∗ such that T ∗(ε)→ +∞.
We emphasize that here the lower bound of the life-span-time T ∗ given here does not depend
on the coefficient κ.
The rest of this section is mainly devoted to the proof of this proposition. To do so, we
start by taking the difference of between the iteration relation for the pair (Sκn+1, S
κ
n) and that of
(Sκn, S
κ
n−1). This leads to the following differential system(
mα
′β′ +Hα
′β′(hκn)
)
∂α′∂β′
(
hκ,n+1αβ − hκ,nαβ
)
=
(
Hα
′β′(hκn−1)−Hα
′β′(hκn)
)
∂α′∂β′h
κ,n
αβ
+ FH(S
κ
n)− FH(Sκn−1),
(8.13a)
(
mα
′β′ +Hα
′β′(hκn)
)
∂α′∂β′
(
φκn+1 − φκn
)
=
(
Hα
′β′(hκn−1)−Hα
′β′(hκn)
)
∂α′∂β′φ
κ
n
+ FP (S
κ
n)− FP (Sκn−1),
(8.13b)(
mα
′β′ +Hα
′β′(hκn)
)
∂α′∂β′
(
%κn+1 − %κn
)
=
(
Hα
′β′(hκn−1)−Hα
′β′(hκn)
)
∂α′∂β′%
κ
n
+ FR(S
κ
n)− FR(Sκn−1)
(8.13c)
with zero initial data
hκ,n+1αβ (0, x)− hκ,nαβ (0, x) = 0, ∂t
(
hκ,n+1αβ − hκ,nαβ
)
(0, x) = 0,
φκn+1(0, x)− φκn(0, x) = 0, ∂t
(
φκn+1 − φκn
)
= 0,
%κn+1(0, x)− %κn(0, x) = 0, ∂t
(
%n+1 − %n
)
(0, x) = 0
For simplicity of expression, we denote byDH(Sn, Sn−1) the right-hand-side of (8.13a), byDP (Sn, Sn−1)
the right-hand-side of (8.13b) and by DR(Sn, Sn−1) the right-hand-side of (8.13c). Then we need
to estimate ∥∥hκ,n+1αβ − hκ,nαβ ∥∥XdE , ∥∥φκn+1 − φκn∥∥XdE , ∥∥%κn+1 − %κn∥∥XdE ,∥∥hκ,n+1αβ − hκ,nαβ ∥∥B−1 . (8.14)
First we recall the uniform bound of the sequence constructed in the last subsection:
‖Sκn(t, ·)‖Ed+1κ ≤ Aε ≤ ε0 ≤ 1 (8.15)
with d ≥ 3 for 0 ≤ t ≤ T . We remark that this condition is equivalent to (8.9) for all n ∈ N∗.
Now we will make a series of estimates to bound the norm listed in (8.14).
Lemma 8.9. Let {Sκn} be the sequence constructed by (8.1) who satisfies the uniform bound
condition (8.15) with d ≥ 4. Then the following estimate holds for |I1|+ |I2| ≤ d− 1:∥∥∂I1ΩI2DH(Sκn+1, Sκn)(t, ·)∥∥L2(R3) ≤ C(ε0, d)Aε‖Sκn(t, ·)− Sκn−1(t, ·)‖Edκ (8.16)
Proof. This is guaranteed by (7.58) and (8.2). Recall that
DH(Sn, Sn−1) =−
(
Hα
′β′(hκn)−Hα
′β′(hκn−1)
)
∂α′∂β′h
κ,n
αβ
+
(
Fαβ(h
κ
n, ∂h
κ
n, ∂h
κ
n)− Fαβ(hn−1, ∂hκn−1, ∂hκn−1)
)
− 16pi(∂αφκn∂βφκn − ∂αφκn−1∂βφκn−1)− 12(∂α%κn∂β%κn − ∂α%κn−1∂β%κn−1)
− κ−1
(
Vh(%
κ
n)
(
mαβ + h
κ,n
αβ
)− Vh(%κn−1)(mαβ + hκ,n−1αβ ))
= : T1 + T2 + T3 + T4.
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• We observe that ‖T1‖Ed is bounded by C(ε0, d)Aε‖hκn − hκn−1‖XdH .
‖∂I1ΩI2T1‖L2(R3) ≤
∑
J1+J
′
1=I1
J2+J
′
2=I2
∥∥∂J1ΩJ2(Hα′β′(hκn)−Hα′β′(hκn−1))∂J′1ΩJ′2∂α′∂β′hκ,nαβ ∥∥L2(R3).
When |J1|+ |J2| ≤ d− 3, d− 1 ≥ |J ′1|+ |J ′2| ≥ 2,∥∥∂J1ΩJ2(Hα′β′(hκn)−Hα′β′(hκn−1))∂J′1ΩJ′2∂α′∂β′hκ,nαβ ∥∥L2(R3)
≤∥∥∂J1ΩJ2(Hα′β′(hκn)−Hα′β′(hκn−1))∥∥L∞(R3)∥∥∂J′1ΩJ′2∂α′∂β′hκ,nαβ ∥∥L2(R3)
≤C(ε0, d)‖hκn − hκn−1‖EdH‖h
κ,n
αβ ‖Ed+1P
≤C(ε0, d)Aε‖hκn − hκn−1‖EdH
≤C(ε0, d)Aε‖Sκn − Sκn−1‖Edκ ,
Where (7.57) is applied.
When d − 1 ≥ |J1| + |J2| ≥ d − 2, we have 0 ≤ |J ′1| + |J ′2| ≤ 1. Then recall that d ≥ 4,
|J ′1|+ |J ′2|+ 1 ≤ d− 2. Then∥∥∂J1ΩJ2(Hα′β′(hκn)−Hα′β′(hκn−1))∂J′1ΩJ′2∂α′∂β′hκ,nαβ ∥∥L2(R3)
≤∥∥(1 + r)−1∂J1ΩJ2(Hα′β′(hκn)−Hα′β′(hκn−1))∥∥L2(R3)∥∥∂J′1ΩJ′2∂α′∂β′hκ,nαβ ∥∥B−1
≤C(ε0, d)‖hκn − hκn−1‖EdH
∥∥∂J′1ΩJ′2∂α′∂β′hκ,nαβ ∥∥X2
≤C(ε0, d)‖Sκn − Sκn−1‖Edκ‖h
κ,n
αβ ‖EdP
≤C(ε0, d)Aε‖Sκn − Sκn−1‖Edκ
where (7.8), (7.56) and (7.7a) are applied. Remark that because of the term with second order
derivative ∂α′∂β′h
κ,n
αβ , we can only bound the E
d norm, i.e. one order of regularity is lost.
• The Ed term T2 and T3 are bounded by (7.52) and (8.15).
• We should pay additional attention to the term T4:
κ−1
(
Vh(%
κ
n)
(
mαβ + h
κ,n
αβ
)− Vh(%κn−1)(mαβ + hκ,n−1αβ ))
The Ed norm of this term can be bounded by C(ε0, d)(Aε)
2. This is garanteed by (7.44) and the
assumption
κ−1/2‖%κk‖Xd ≤ C(ε0, d)Aε
deduced from (8.15).
Lemma 8.10. Let {Sκn} be the sequence constructed by (8.1) who satisfies the uniform bound
condition (8.15). Then the following estimate holds for |I1|+ |I2| ≤ d− 1:∥∥[∂I1ΩI2 , Hα′β′(hκn)∂α′∂β′ ](hκ,n+1αβ − hκ,nαβ )∥∥L2(R3) ≤ C(ε0)Aε‖hκ,n+1αβ − hκ,nαβ ‖EdP (8.17)
Proof. we preform the same calculation as in the proof of lemma 8.2:∣∣[∂I1ΩI2 , Hα′β′∂α′∂β′ ](hκ,n+1αβ − hκ,nαβ )∣∣
≤
∑
J1+J
′
1=I1
|J2|+|J′2|<|I2|
α′,β′,α′′,a
|∂J′1ΩJ′2Hα′β′ | |∂α′′∂a∂J1ΩJ2
(
hκ,n+1αβ − hκ,nαβ
)|
+
∑
J1+J
′
1=I1
J2+J
′
2=I2
|J′1|+|J′2|>0
|∂J′1ΩJ′2Hα′β′ | |∂α′∂β′∂J1ΩJ2
(
hκ,n+1αβ − hκ,nαβ
)|
=:T1 + T2.
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To estimate T1, we remark that because |J ′1|+ |J ′2|+ |J2|+ |J ′2| ≤ d− 2, by (7.48) and (8.15),
‖∂J′1ΩJ′2Hα′β′(hκ,nαβ )‖L∞(R3) ≤ C(ε0, d)Aε
and also because |J1|+ |J2| ≤ d− 2:∥∥∂α′∂a∂I1ΩJ2(hκ,n+1αβ − hκ,nαβ )∥∥L2(R3) ≤ C∥∥hκ,n+1αβ − hκ,nαβ ∥∥EdP
Then we see that
‖T1‖L2(R3) ≤ C(ε0)Aε
∥∥hκ,n+1αβ − hκ,nαβ ∥∥EdP .
The estimate on T2 is established in a bit complicated. We see that in T2, |J1|+ |J2| ≤ d− 2
so ∥∥∂α′∂a∂I1ΩJ2(hκ,n+1αβ − hκ,nαβ )∥∥L2(R3) ≤ C∥∥hκ,n+1αβ − hκ,nαβ ∥∥EdP
When 1 ≤ |J ′1|+ |J ′2| ≤ d− 1
‖∂J′1ΩJ′2Hα′β′(hκ,nαβ )‖L∞(R3) ≤ C(ε0, d)Aε
where we applied (7.48) combined with (8.15).
Now we are ready to estimate the term
∥∥hκ,n+1αβ − hκ,nαβ ∥∥EdP
Lemma 8.11. Let {Sκn} be the sequence constructed by (8.1) who satisfies the uniform bound
condition (8.15) with d ≥ 4. Then the following estimate holds:
d
dt
Ed−1gn (t, (h
κ,n+1
α,β − hκ,nαβ )) ≤C(ε0, d)Aε
∥∥Sn(t, ·)− Sn−1(t, ·)∥∥Edκ
+ C(ε0, d)AεE
d−1
gn (t, (h
κ,n+1
α,β − hκ,nαβ )).
(8.18)
Proof. We derive the equation (8.13a) with respect to a product ∂I1ΩI2 with |I1| + |I2| ≤ d − 1.
Recall the relation of commutation, we get(
mα
′β′ +Hα
′β′(hκn)
)
∂α′∂β′∂
I1ΩI2
(
hκ,n+1αβ − hκ,nαβ
)
=∂I2ΩI2
((
Hα
′β′(hκn−1)−Hα
′β′(hκn)
)
∂α′∂β′h
κ,n
αβ
)
+ ∂I1ΩI2
(
FH(S
κ
n)− FH(Sκn−1)
)
− [∂I1ΩI2 , Hα′β′∂α′∂β′ ]
(
hκ,n+1αβ − hκ,nαβ
)
.
Then we apply (7.20),
d
dt
Egn(t, ∂
I1ΩI2
(
hκ,n+1αβ − hκ,nαβ
)
)
≤C∥∥∂I1ΩI2DH(Sκn, Sκn−1)∥∥L2(R3) + ∥∥[∂I1ΩI2 , Hα′β′(hκn)∂α′∂β′ ](hκ,n+1αβ − hκ,nαβ )∥∥L2(R3)
+
∑
α′,β′
∥∥∇Hα′β′(hκn)∥∥L∞(R3)Egn(t, ∂I1ΩI2(hκ,n+1αβ − hκ,nαβ )).
Remark that by (7.48) and (8.15),∥∥∇Hα′β′(hκn)∥∥L∞(R3) ≤ C(ε0, d)Aε.
Then by lemma 8.9 and 8.10,
d
dt
Egn(t, ∂
I1ΩI2
(
hκ,n+1αβ − hκ,nαβ
)
) ≤C(ε0, d)Aε
∥∥Sn(t, ·)− Sn−1(t, ·)∥∥Edκ
+ C(ε0, d)Aε
∥∥hκ,n+1α,β − hκ,nαβ ∥∥EdP
+ C(ε0)AεEgn(t, ∂
I1
x Ω
I2(hκ,n+1α,β − hκ,nαβ )).
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Then by taking the sum over all the pair of multi-index (I1, I2) with |I1|+ |I2| ≤ d−1, and remark
that (by (8.15)):
‖hκ,n+1α,β − hκ,nαβ
∥∥
EdP
≤ C(ε0, d)Ed−1gn (t, (hκ,n+1α,β − hκ,nαβ )),
Then the desired result is proved.
The estimates on
(
φκn+1 − φκn
)
and
(
%κn+1 − %κn
)
are established in the same manner. We will
only write the result:
Lemma 8.12. Let {Sκn} be the sequence constructed by (8.1) who satisfies the uniform bound
condition (8.15) with d ≥ 4. Then the following estimates hold:
d
dt
Ed−1gn (t, (φ
κ
n+1 − φκn)) ≤ C(ε0, d)Aε
∥∥Sn(t, ·)− Sn−1(t, ·)∥∥Edκ + C(ε0, d)AεEd−1gn (t, (φκn+1 − φκn)),
(8.19a)
d
dt
Ed−1
gn,κ−1/2
(t, (%κn+1−%κn)) ≤ C(ε0, d)Aε
∥∥Sn(t, ·)−Sn−1(t, ·)∥∥Edκ+C(ε0, d)AεEd−1gn,κ−1/2(t, (%κn+1−%κn)).
(8.19b)
Then we are at the point to estimate the B−1 norm of
(
hκ,n+1αβ − hκ,nαβ
)
.
Lemma 8.13. Let {Sκn} be the sequence constructed by (8.1) who satisfies the uniform bound
condition (8.15) with d ≥ 4. Then the following estimate holds:∥∥hκ,n+1αβ − hκ,nαβ ∥∥B−1 ≤ C(ε0)t2Aε∥∥Sκn − Sκn−1∥∥Edκ . (8.20)
Proof. This is by applying (7.18). To do so we need to establish the following estimates:∥∥Hα′β′(hκn)∂α′∂β′(hκ,n+1αβ − hκ,nαβ )∥∥B−1 ≤ C(ε0)Aε‖hκ,n+1αβ − hκ,nαβ ‖EdH , (8.21)∥∥DH(Sκn, Sκn−1)∥∥B−1 ≤ C(ε0)Aε∥∥Sκn − Sκn−1∥∥Edκ . (8.22)
We see that (8.22) is direct by (8.16) and (7.8).
To establish (8.22), we see that∥∥Hα′β′(hκn)∂α′∂β′(hκ,n+1αβ − hκ,nαβ )∥∥B−1 ≤∥∥Hα′β′(hκn)∥∥B−1∥∥∂α′∂β′(hκ,n+1αβ − hκ,nαβ )∥∥L∞(R3)
≤C(ε0)Aε‖hκ,n+1αβ − hκ,nαβ ‖E4P
where (7.7) is applied.
Now we are ready to prove proposition 8.8.
Proof of proposition 8.8. We integrate (8.18), (8.19a) and (8.19b) and get the following estimates:
Ed−1gn (t, (h
κ,n+1
α,β − hκ,nαβ )) ≤
(
eC(ε0,d)Aεt − 1)∥∥Sκn − Sκn−1∥∥L∞([0,T∗];Edκ) (8.23a)
Ed−1gn (t, (φ
κ
n+1 − φκn)) ≤
(
eC(ε0,d)Aεt − 1)∥∥Sκn − Sκn−1∥∥L∞([0,T∗];Edκ) (8.23b)
Ed−1
gn,κ−1/2
(t, (%κn+1 − %κn)) ≤
(
eC(ε0,d)Aεt − 1)∥∥Sκn − Sκn−1∥∥L∞([0,T∗];Edκ) (8.23c)
Recall that the metric gn is coercive with constant C(ε0). Then
‖Sκn+1(t, ·)− Sκn(t, ·)‖Edκ
≤C(ε0, d) max{Ed−1gn (t, (hκ,n+1α,β − hκ,nαβ )), Ed−1gn (t, (φκn+1 − φκn)), Ed−1gn,κ−1/2(t, (%
κ
n+1 − %κn))}.
Then we conclude by
‖Sκn+1 − Sκn‖L∞([0,T∗];Edκ) ≤ C(ε0, d)
(
eC(ε0,d)AεT
∗ − 1)∥∥Sκn − Sκn−1∥∥L∞([0,T∗];Edκ). (8.24)
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Then if we chose
T ∗ =
ln
(
1 + (2C(ε0))
−1)
C(ε0)Aε
,
then
λ := eC(ε0)Aεt − 1 = 1/2 < 1
which satisfies the condition of contraction. Furthermore, recall that in proposition 8.7 we can
take A = ε0ε
−1/3 and T ≥ C ′(ε0, d)ε−1/3 when ε sufficiently small. So here we can also take
T ∗ = C ′′(ε0, d)ε−1/3 for ε sufficiently small. This leads to the limit of T ∗(ε) when ε→ 0+.
Now we apply the fixed point theorem of Banach and see that {Sκn} converges to a triple
Sκ := (hκ, φκ, %κ) in the sense of L∞([0, T ∗], Edκ). Then we will prove that S
κ is a solution of
(8.1). This is concluded by the following proposition.
Proposition 8.14. When d ≥ 4, the Sκ constructed above is a solution of (8.1) in the sense of
distribution. Furthermore,
hκαβ ∈ C([0, T0], EdH), ∂kt hκαβ ∈ C([0, T0], Ed−kP ), k ≤ d
φκ ∈ C([0, T0], EdP ), ∂kt hκαβ ∈ C([0, T0], Ed−kP ), k ≤ d
%κ ∈ C([0, T0], EdR), ∂kt hκαβ ∈ C([0, T0], Ed−kR ), k ≤ d.
Furthermore, ‖Sκ(t, ·)‖Edκ ≤ Aε with 0 ≤ t ≤ T ∗.
Proof. The prove is by taking the limit in both side of (8.1). We will prove that the convergence
of {Sκn} in sense of L∞([0, T ∗];Edκ) can guarantee the convergence of both side of (8.1).
Recall that the sequence {∂t∂thκ,nαβ } also converges in the sense L∞([0, T ∗];Ed−2) and so does
{∂t∂tφκn} and {∂t∂t%κn}.
The convergence of {Sκn} in Edκ guarantees the following convergence (remark that κ ≤ 1:
hκ,nαβ → hκαβ in L∞([0, T ∗];EdH), ∇hκ,nαβ → ∇hκαβ in L∞([0, T ∗];Ed−1),
φκn → φκ in L∞([0, T ∗];EdP ), ∇φκn → ∇φκ in L∞([0, T ∗];Ed−1),
%κn → %κ in L∞([0, T ∗];EdP ) ∩ L∞([0, T ∗];Ed−1), ∇%κn → ∇%κ in L∞([0, T ∗];Ed−1).
(8.25)
here ∇ denotes the space-time divergence. So by Sobolev embedding (d − 1 ≥ 2), {hκn}, {∇φκn}
and {%κn} converges in L∞([0, T ∗]× R3). Furthermore, we have
∂t∂xh
κ,n
αβ → ∂t∂xhκαβ in L∞([0, T ∗];Ed−2), ∂x∂xhκ,nαβ → ∂x∂xhκαβ in L∞([0, T ∗];Ed−2)
∂t∂xφ
κ
n → ∂t∂xφκ in L∞([0, T ∗];Ed−2), ∂x∂xφκn → ∂x∂xφκ in L∞([0, T ∗];Ed−2)
∂t∂xh
κ,n
αβ → ∂t∂xhκαβ in L∞([0, T ∗];Ed−2), ∂x∂xhκ,nαβ → ∂x∂xhκαβ in L∞([0, T ∗];Ed−2)
(8.26)
These convergence are sufficient to guarantee the convergence of both side of (8.1) because both
side depend linearly the terms with second order derivatives. And the lower order terns converge
in L∞ sense.
Now we are ready to prove the theorem 6.2:
Proof of theorem 6.2. We have verified that the triple Sκ is a local solution of (6.3). Furthermore,
we notice that the lower bound of life-span-time T ∗ constructed in proposition 8.14 does not
depend on κ. The estimates are established by taking the limit of the (8.15).
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9 Comparing the f(R) theory to general relativity
9.1 Overview
In this section we will compare the solution given by f(R) theory with the solution of classical
Einstein equation. For the convenience of discussion, we introduce the following notation: we
denote by S0 := (hαβ , φ) the triple composed by hαβ and φ which are determined by the following
Cauchy problem: (
mα
′β′ +Hα
′β′(h)
)
∂α′∂β′hαβ = Fαβ(h, ∂h, ∂h)− 16pi∂αφ∂βφ, (9.1a)(
mα
′β′ +Hα
′β′(h)
)
∂α′∂β′φ = 0 (9.1b)
with the initial data
hαβ(0, x) = h0αβ , ∂thαβ(0, x) = h1αβ ,
φ(0, x) = φ0, ∂tφ(0, x) = φ1.
We claim that if this initial data satisfies the following constraint conditions,
(9.2)
then gαβ = mαβ + hαβ and φ satisfies the classical Einstein’s field equation coupled with the real
masse less scalar field φ. For the convenience of discussion we introduce the following norm of S0:∥∥S0∥∥Xd+10 := max{‖h0αβ‖Xd+1H , ‖h1αβ‖Xd , ‖φ0‖Xd+1P , ‖φ1‖Xd}.
We will state the following local existence result on this system:
Theorem 9.1. Suppose that (h0αβ , h1αβ) ∈ Xd+1H ×Xd and (φ0, φ1) ∈ Xd+1P ×Xd and with d ≥ 4.
Denote by S0 = (h0, h1, φ0, φ1) and assume that∥∥S0∥∥Xd+10 ≤ ε ≤ ε0 ≤ 1
with ε0 a sufficiently small constant. Then there exists a pair of positive constant (A, T
∗) deter-
mined by ε0, ε and d such that the Cauchy problem (9.1) with initial data S0 has a unique solution
(in sense of distribution) (hαβ , φ) in the time interval [0, T
∗]. Here
hαβ ∈ C([0, T ∗];EdH), φ ∈ C([0, T ∗];EdP ).
When ε→ 0+, we can take
lim
ε→0+
T ∗ = +∞.
Furthermore, the local solution satisfies the following estimates in the time interval [0, T ∗]:∥∥hαβ∥∥EdH + ∥∥φ∥∥EdP ≤ Aε. (9.3)
The proof is similar to that of the theorem 6.2: we make iteration and estimate the sequence
constructed by this iteration and prove that with suitable choice of (A, T ∗), this sequence is
contract. The detailed prove is omit.
For the convenience of discussion, we introduce the following notation: Let S0 = (h
0
0αβ , h
0
1αβ , φ
0
0, φ
0
1)
be a initial data who satisfies the Einstein’s constraint equation (2.23) and S1 = (h0αβ , h1αβ , φ0, φ1, %0, %1)
be a initial data who satisfies the nonlinear constraint equations (5.5) and (5.6). Define the fol-
lowing function Dκ(S0, S1):
Ddκ(S0, S1) := max{
∥∥h00αβ − h0αβ∥∥Xd+1H , ∥∥h01αβ − h1αβ∥∥Xd , ∥∥φ00 − φ0∥∥Xd+1P ,∥∥φ01 − φ1∥∥Xd+1P ,∥∥%0∥∥Xd+1P ,∥∥%1∥∥Xd , κ−1/2∥∥%0∥∥Xd}.
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Denote by
S0(t) = (h0αβ(t), φ
0(t)) ∈ C([0, T ∗];XdH) ∩ C1([0, T ];Xd−1H )× C([0, T ∗];XdP ) ∩ C1([0, T ];Xd−1P ).
the local solution of Cauchy problem (9.1) with initial data S0(0) = S0, and
Sκ(t) =(hκαβ , φ
κ, %κ) ∈ C([0, T ∗];XdH) ∩ C1([0, T ];Xd−1H )× C([0, T ∗];XdP ) ∩ C1([0, T ];Xd−1P )
× C([0, T ∗];XdP ) ∩ C1([0, T ];Xd−1P ) ∩ C([0, T ∗];Xd−1R ).
We introduce the “distance” form S0 to Sκ:
Dd(S0, Sκ)(t) :=
∑
αβ
‖h0αβ − hκαβ‖EdH + ‖φ
0 − φκ‖EdP .
Now we are ready to state key estimate.
Theorem 9.2 (Theorem of comparison). There exists a positive constant ε0 such that if
max{‖S1‖Xd+1κ , ‖S0‖Xd+10 } ≤ ε ≤ ε0 ≤ 1,
with d ≥ 4. Then in the common interval of existence [0, T ∗] (which depends only on ε, ε0 and d),
the following estimates hold:
Dd−1(S0, Sκ)(t) ≤ C(ε0, d)
(
Dd−1(S0, Sκ)(0) +
(
Ed−2
g,κ−1/2(0, %
κ)
)2
+ κ1/2(Aε)3
)
. (9.4)
9.2 Proof of the result of comparision
The proof of theorem 9.2 demands better estimate on ‖%κn+1‖Xd−1 . We will improve it by the
following estimates:
First we establish a better bound of the L2 norm of ∂t∂
I1ΩI2%κ. This is by the following
lemmas:
Lemma 9.3. Let Sκ = (hκαβ , φ
κ, %κ) be the solution of Cauchy problem (6.3) with d ≥ 4. Then
the following estimate holds for all |I1|+ |I2| ≤ d− 2:
κ−1/2‖∂t∂I1ΩI2%κ‖L2(R3) ≤ C(ε0, d)Aε. (9.5)
Proof. This is a direct result of (6.6c).
Lemma 9.4. There exists a positive constant ε0 such that if (8.2) holds for d ≥ 4 and Aε ≤ ε0,
then
‖%κ(t, ·)‖2Ed−2 ≤ κ3/2C(ε0, d)t(Aε)3 + C(ε0, d)κ
(
Ed−2
g,κ−1/2(0, %
κ)
)2
. (9.6)
Proof. This is a modified energy estimate. We derive the equation (6.3c) with respect to ∂I1ΩI2
with |I1|+ |I2| ≤ d− 2: As in the proof of lemma 7.11:
∂t∂
I1ΩI2%κ
(
gαβ∂α∂β∂
I1ΩI2%κ − 3κ−1∂I1ΩI2%κ)
=
1
2
∂0
(
g00(∂0∂
I1ΩI2%κ)2 − gab∂a∂I1ΩI2%κ∂b∂I1ΩI2%κ
)− 1
2
∂0
(
(3κ)−1/2∂I1ΩI2%κ
)2
+ ∂a
(
gaβ∂I1ΩI2%κ∂β∂
I1ΩI2%κ
)
+
1
2
∂tg
αβ∂α∂
I1ΩI2%κ∂β∂
I1ΩI2%κ
− ∂αgαβ∂0∂I1ΩI2%κ∂β∂I1ΩI2%κ.
For simplicity, denote by v = ∂I1ΩI2%κ. Then
∂tv
(
∂I1ΩI2FR(h
κ, φκ, %κ)
)
=
1
2
∂t
(
g00(∂tv)
2 − gab∂av∂bv
)− 1
2
∂t
(
(3κ)−1/2v
)2
+ ∂a
(
gaβ∂tv∂βv
)
+
1
2
∂tg
αβ∂αv∂βv − ∂αgαβ∂tv∂βv
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Integrate this equation in the region [0, t]× R3 and use the Stokes’ formula,∫ t
0
∫
R3
∂tv
(
∂I1ΩI2FR(h
κ, φκ, %κ)
)
dxdt
=
1
2
(
Eg,κ−1/2(t, ∂
I1ΩI2%κ)
)2 − 1
2
(
Eg,κ−1/2(0, ∂
I1ΩI2%κ)
)2
+
∫ t
0
∫
R3
(1
2
∂tg
αβ∂αv∂βv − ∂αgαβ∂tv∂βv
)
dxdt
(9.7)
Then by (7.44), (7.49), (9.5) and (6.6), we see that∣∣∣∣ ∫ t
0
∫
R3
∂tv
(
∂I1ΩI2FR(h
κ, φκ, %κ)
)
dxdt
∣∣∣∣ ≤ C(ε0, d)t(Aε)3κ1/2.
Also by (6.6) and the fact that d ≥ 4∣∣∂αgαβ∣∣L∞(R3) ≤ C(ε0)‖hαβ‖Ed−1P ≤ C(ε0)Aε,
then ∣∣∣∣ ∫ t
0
∫
R3
(1
2
∂tg
αβ∂αv∂βv − ∂αgαβ∂tv∂βv
)
dxdt
∣∣∣∣ ≤ C(ε0, d)t(Aε)3κ.
Combine these two estimate with (9.7), we see that (remark 0 < κ ≤ 1)(
Eg,κ−1/2(t, ∂
I1ΩI2%κ)
)2 ≤ (Eg,κ−1/2(0, ∂I1ΩI2%κ))2 + C(ε0, d)t(Aε)3κ1/2.
This leads to (recall the definition of (Eg,κ−1/2(t, u))
κ−1‖∂I1ΩI2%κ(t, ·)‖2L2(R3) ≤ C(ε0, d)
(
Eg,κ−1/2(0, ∂
I1ΩI2%κ)
)2
+ C(ε0, d)t(Aε)
3κ1/2.
Now we are ready to prove the theorem 9.2.
Proof of theorem 9.2. By taking the difference of (6.3a) and (9.1a), and the difference of (6.3b)
and (9.1b), we obtain the following two equations:(
mα
′β′ +Hα
′β′(h0)
)
∂α′∂β′
(
(h0αβ − hκαβ
)
=− (Hα′β′(h0)−Hα′β′(hκ))∂α′∂β′hκαβ
+
(
Fαβ(h
0, ∂h0, ∂h0)− Fαβ(hκ, ∂hκ, ∂hκ)
)
− 16pi(∂αφ0∂βφ0 − ∂αφκ∂βφκ)
+ 12∂α%
κ∂β%
κ + κ−1Vh(%κ)
(
mαβ + h
κ
αβ
)
,
(9.8a)
(
mα
′β′ +Hα
′β′(h0)
)
∂α′∂β′
(
φ0 − φκ) =− (Hα′β′(h0)−Hα′β′(hκ))∂α′∂β′φκ
− 2(mα′β′ +Hα′β′(hκ))∂α′φκ∂β%κ. (9.8b)
Then we will establish the estimates (9.4) from these two equations. The proof is quite similar to
that of lemma 8.11 and lemma 8.12.
Step I. The estimates on L2 type norms. Let us begin with the Ed−2P norm of
(
h0αβ−hκαβ
)
.
Let (I1, I2) be a pair of multi-index with |I1|+ |I2| ≤ d−2. We derive (9.8) with respect to ∂I1ΩI2 :(
mα
′β′ +Hα
′β′(h0)
)
∂α′∂β′∂
I1ΩI2
(
h0αβ − hκαβ
)
=− ∂I1ΩI2
((
Hα
′β′(h0)−Hα′β′(hκ))∂α′∂β′hκαβ)+ ∂I1ΩI2(Fαβ(h0, ∂h0, ∂h0)− Fαβ(hκ, ∂hκ, ∂hκ))
− 16pi∂I1ΩI2(∂αφ0∂βφ0 − ∂αφκ∂βφκ)− [∂I1ΩI2 , Hα′β′(h0)∂α′∂β′ ](h0αβ − hκαβ)
+ 12∂I2ΩI2
(
∂α%
κ∂β%
κ
)
+ κ−1∂I1x Ω
I2
(
Vh(%
κ)
(
mαβ + h
κ
αβ
))
= : T1 + T2 + T3 + T4 + T5 + T6.
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Then combined with (7.20),
d
dt
Eg(t, ∂
I1ΩI2
(
h0αβ − hκαβ
)
) ≤ C
6∑
i=1
‖Ti‖L2 + C
∑
α,β
∥∥Hα′β′(h0)∥∥
L∞(R3)Eg(t, ∂
I1ΩI2
(
h0αβ − hκαβ
)
).
(9.9)
We will need to control the L2 norm of these Ti for i = 1, · · · , 6. The term Ti for i = 1, 2, 3, 4 can
be bounded as following:∥∥Ti∥∥L2(R3) ≤C(ε0, d)Aε(‖h0 − hκ‖Ed−1H + ‖h0 − hκ‖Ed−1P ‖φ0 − φκ‖Ed−1P )
≤C(ε0, d)AεDd−1(S0, Sκ)(t).
(9.10)
The proof is exactly the same to the proof of (8.16) and (8.17) and we omit the detail.
The crucial terms T5 and T6 are bounded as following:
‖T5‖L2(R3) ≤ C(ε0, d)κ(Aε)2
‖T6‖L2(R3) ≤ C(ε0, d)κ1/2(Aε)3 + C(ε0, d)
(
Ed−2
g,κ−1/2(0, %
κ)
)2 (9.11)
The estimates on T5 and T6 consult the refined estimates (9.5) and (9.6). More precisely, T5
is estimated by (7.44), (6.6b) and (9.5). T6 is estimated by (7.44) and (9.6):
Now combine these estimates on Ti and remark that∥∥Hα′β′(h0)∥∥
L∞ ≤ C(ε0)Aε
and
Eg(t, ∂
I1ΩI2
(
h0αβ − hκαβ
)
) ≤ C(ε0, d)Dd−1(S0, Sκ)(t),
we can deduce from (9.9), that
d
dt
Ed−2g (t,
(
h0αβ − hκαβ
)
) ≤C(ε0, d)AεDd−1(S0, Sκ)(t) + C(ε0, d)κ1/2(Aε)3
+ C(ε0, d)
(
Ed−2
g,κ−1/2(0, %
κ)
)2
.
(9.12)
where we recall the definition of D:
Dd(S0, Sκ)(t) :=
∑
αβ
‖h0αβ − hκαβ‖EdH + ‖φ
0 − φκ‖EdP .
The estimate on the norm ‖φ0 − φ1‖XdE is similar to that of h0 − hκ (even simpler). We claim
that the following estimate on the right-hand-side of (9.8b):∥∥(Hα′β′(h0)−Hα′β′(hκ))∂α′∂β′φκ∥∥Ed−2 ≤ C(ε0)Aε‖h0 − hκ‖Ed−1H , (9.13a)∥∥(mαβ +Hαβ(hκ))∂αφκ∂β%κ∥∥Ed−2 ≤ C(ε0)κ1/2(Aε)2. (9.13b)
The first can be proved exactly as in the proof of (9.12). The second one is proved as following:
for any (I1, I2) with |I1|+ |I2| ≤ d− 2,∥∥∂I2ΩI2((mαβ +Hαβ(hκ))∂αφκ∂β%κ)∥∥L2(R3)
≤
∑
J1+J
′
1=I1
J2+J
′
2=I2
∥∥∂J1ΩJ2(mαβ +Hαβ(hκ))∥∥
L∞(R3)
∥∥∂J′1ΩJ′2(∂αφκ∂β%κ)∥∥L2(R3)
≤C(ε0, d)
∑
α,β
|J′1|+|J′2|≤d−2
∥∥∂J′1ΩJ′2(∂αφκ∂β%κ)∥∥L2(R3)
≤C(ε0, d)
∑
α,β
|J′1|+|J′2|≤d−2
∑
K1+K
′
1=J
′
1
K2+K
′
2=J
′
2
∥∥∂K1ΩK2∂αφκ∂K′1x ΩK′2∂β%κ∥∥L2(R3)
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Then, when |K1|+ |K2| ≤ d− 3,∥∥∂K1ΩK2∂αφκ∂K′1ΩK′2∂β%κ∥∥L2(R3) ≤∥∥∂K1ΩK2∂αφκ∥∥L∞(R3)∥∥∂K′1ΩK′2∂β%κ∥∥L2(R3)
≤C(ε0, d)Aε‖%κ‖Ed−1
≤C(ε0, d)κ1/2(Aε)2.
When |K1|+ |K2| = d− 2 and K ′1 = K ′2 = 0, recall that d ≥ 4:∥∥∂K1ΩK2∂αφκ∂K′1ΩK′2∂β%κ∥∥L2(R3) ≤∥∥∂K1ΩK2∂αφκ∥∥L2(R3)∥∥∂β%κ∥∥L∞(R3)
≤C(ε0, d)Aε
∥∥%κ∥∥
Ed−1 ≤ C(ε0, d)κ1/2(Aε)2
So we conclude by (9.13b), and combined with (7.20),
d
dt
Ed−2g (t,
(
φ0 − φκ)) ≤C(ε0, d)AεDd−1(S0, Sκ)(t) + C(ε0, d)κ1/2(Aε)2. (9.14)
Step II. The estimate on B−1 norm. To do so we rewrite the equation (9.8a) into the following
form:

(
(h0αβ − hκαβ
)
=−Hα′β′(h0)∂α′∂β′
(
(h0αβ − hκαβ
)− (Hα′β′(h0)−Hα′β′(hκ))∂α′∂β′hκαβ
+
(
Fαβ(h
0, ∂h0, ∂h0)− Fαβ(hκ, ∂hκ, ∂hκ)
)− 16pi(∂αφ0∂βφ0 − ∂αφκ∂βφκ)
+ 12∂α%
κ∂β%
κ + κ−1Vh(%κ)
(
mαβ + h
κ
αβ
)
=: T0 + T1 + T2 + T3 + T4 + T5 + T6.
(9.15)
By (7.18) we need to control the B−1 norm of the terms Ti for i = 1, · · · 6. By (7.8), we need
only to control the X2 norm of these terms. Recall the condition d ≥ 4, then d − 2 ≥ 2. So we
only need to control the Xd−2 norm of these terms. Remark that in the Step I we have already
controlled this norm for the terms Ti with i ≥ 1. Now we only need to control the X2 norm of T0.
Let (I1, I2) be a pair of multi-index with |I1|+ |I2| ≤ 2. Then∥∥∂I1x ΩI2(Hα′β′(h0)∂α′∂β′(h0αβ − hκαβ))∥∥L2(R3)
≤
∑
J1+J
′
1=I1
J2+J
′
2=I2
∥∥∂J1x ΩJ2(Hα′β′(h0))∂J′1x ΩJ′2∂α′∂β′(h0αβ − hκαβ))∥∥L2(R3)
≤
∑
J1+J
′
1=I1
J2+J
′
2=I2
∥∥∂J1x ΩJ2(Hα′β′(h0))∥∥L∞(R3)∥∥∂J′1x ΩJ′2∂α′∂β′(h0αβ − hκαβ))∥∥L2(R3)
≤C(ε0)‖h0‖X4‖h0 − hκ‖E3P
≤C(ε0)Aε‖h0 − hκ‖Ed−1P .
Then by (7.18), the following estimate on B−1 norm holds:
‖h0αβ(t, ·)−hκαβ(t, ·)‖B−1 ≤ C(ε0)tAε
∫ t
0
Dd−1(S0, Sκ)(τ)dτ+C(1+t)
(‖h00αβ−h0αβ‖Xd−1H ) (9.16)
Step III. Conclusion. Now by integrating (9.12) and (9.15), we get the following estimate:
Ed−2g (t, h
0
αβ − hκαβ) ≤Ed−2g (0, h0αβ − hκαβ) + C(ε0, d)Aε
∫ t
0
Dd−1(S0, Sκ)(τ)dτ
+ C(ε0, d)κ
1/2(Aε)3t+ C(ε0, d)t
(
Ed−2
g,κ−1/2(0, %
κ)
)2 (9.17a)
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Ed−2g (t, φ
0 − φκ) ≤Ed−2g (0,
(
φ0 − φκ)) + C(ε0, d)Aε∫ t
0
Dd−1(S0, Sκ)(τ)dτ
+ C(ε0, d)κ
1/2(Aε)2t.
(9.17b)
Recall that g is coercive with constant C(ε0) when ε0 is sufficiently small. Then
Dd−1(S0 − Sκ)(t) ≤C(ε0, d)
∑
α,β
Ed−2g (t, h
0
αβ − hκαβ) + C(ε0, d)
∑
α,β
‖h0αβ(t, ·)− hκαβ(t, ·)‖B−1
+ C(ε0, d)E
d−2
g (t, φ
0 − φκ) ≤ C(ε0, d)2Dd−1(S0 − Sκ)(t).
(9.18)
Then combine (9.16), (9.17a), (9.17b) and (9.18), the following estimate holds:
Dd−1(S0, Sκ)(t) ≤C(ε0, d)(1 + T ∗)Dd−1(S0, Sκ)(0) + C(ε0, d)T ∗
(
Ed−2
g,κ−1/2(0, %
κ)
)2
+ C(ε0, d)T
∗κ1/2(Aε)3
+ C(ε0, d)(1 + T
∗)Aε
∫ t
0
Dd−1(S0, Sκ)(τ)dτ
(9.19)
which leads to
Dd−1(S0, Sκ)(t)
≤C(ε0, d)(1 + T ∗)
(
Dd−1(S0, Sκ)(0) +
(
Ed−2
g,κ−1/2(0, %
κ)
)2
+ κ1/2(Aε)3
)
eC(ε0,d)Aε(1+T
∗)t
which leads to the desired result.
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Chapter 1
Introduction
1.1 Main objective
We are interested in nonlinear wave equations posed on the p3   1q-
dimensional Minkowski spacetime and, especially, in models arising in
mathematical physics and involving a nonlinear coupling between with
the Klein-Gordon equation, such as the Dirac-Klein-Gordon equation, the
Proca-Klein-Gordon equation, etc. (See Section 1.4, below.) Our study
is also motivated by the Einstein equations of general relativity when the
matter model is a massive scalar field. The Klein-Gordon equation is al-
so important to describe nonlinear waves propagating in fluid or elastic
materials.
The so-called ‘vector field method’ was introduced by [Klainerman
(1986, 1987)] and [Christodoulou (1986)]. It is based on weighted norm-
s defined from the conformal Killing fields of Minkowski spacetime and
Sobolev-type arguments adapted to the wave operator, and yields a global-
in-time, well-posedness theory for the initial value problem for the nonlinear
wave equation, when the initial data have small amplitude and are “local-
ized”, that is, are compactly supported. This method relies on bootstrap
strategies and an analysis of the decay of solutions in time, and applies to
quadratic nonlinearities satisfying the so-called ‘null condition’. (See Sec-
tion 1.3.) Furthermore, as far as coupled systems of wave and Klein-Gordon
equations are concerned, the current state-of-the-art theory is given by the
recent work by [Katayama (2012a)] who suitably extended the vector field
method. (See the presentation below.)
In this monograph, building upon these earlier works, we consider the
Cauchy problem for a broad class of nonlinear coupled systems consisting
of wave equations and Klein-Gordon equations, and we introduce a novel
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approach, which we refer to as the ‘hyperboloidal foliation method’ and
leads us to a vast generalization of the state-of-the-art. By working in
suitably (spacetime) weighted norms, we are able to include nonlinearities
that were not covered by [Katayama (2012a)], but yet are important in
certain applications (to be presented in [LeFloch and Ma (2015)]). The
hyperboloidal foliation method introduces a novel methodology, which takes
its roots in an observation (recalled in Section 2.1)) made by [Ho¨rmander
(1997)] for the Klein-Gordon equation.
Let us denote by l the wave operator in Minkowski space. For our
purpose in this monograph, a simpler (yet challenging) model of interest is
provided by the system (see notation below)
lu  P pBu, Bvq,
lv   v  QpBu, Bvq, (1.1.1)
which couples the wave equation and the Klein Gordon equation and de-
scribe the nonlinear interactions of, say, two scalar fields, one of them being
massive. Here, the nonlinear terms P pBu, Bvq and QpBu, Bvq are quadratic
forms in the first-order spacetime derivatives Bu, Bu and account for both
self-interactions and interactions between the two unknown scalar fields u
and v. On one hand, global existence of solutions to nonlinear wave equa-
tions without Klein-Gordon terms is established when the nonlinearities
satisfy the ‘null condition’ (cf. 1.1.5c, below). On the other hand, the vec-
tor field method also applies to nonlinear Klein-Gordon equations, as shown
by1 [Klainerman (1987)]. However, when one attempts to tackle coupled
systems of wave and Klein-Gordon equations like (1.1.1), one faces a major
challenge due to the fact that one of the conformal Killing fields associated
with the wave equation (the scaling vector field tBt   rBr) is not conformal
Killing for the Klein-Gordon equation and, therefore, can no longer be used
in the analysis.
[Katayama (2012a,b)] precisely succeeded to circumvent this difficulty
and established a global existence theory for a class of coupled systems
like (1.1.1) satisfying certain structural conditions. He relied on an alter-
native Sobolev-type estimate in place of the classical Klainerman-Sobolev
inequality and an L8-L8 estimate. We refer to Section 2.1, below, for
further historical backgound.
The rest of this introduction is devoted to the main result we will estab-
lish by our method. Throughout, Latin indices a, b, c will take values within
1The global existence problem for the nonlinear Klein-Gordon equation in dimension
three was solved independently by [Klainerman (1985)] and [Shatah (1985)] by different
methods.
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1, 2, 3, while Greek indices α, β, γ denote 0, 1, 2, 3. Einstein’s convention on
repeated indices is in order.
We are interested in the Cauchy problem for the following broad class
of nonlinear systems of wave–Klein-Gordon equations:
lwi  Gjαβi pw, BwqBαBβwj   c2iwi  Fipw, Bwq,
wipB   1, xq  wi0,
BtwipB   1, xq  wi1,
(1.1.2)
in which the unknowns are the functions wi (1 ¤ i ¤ n0) defined on
Minkowski space R3 1. We assume the symmetry conditions
Gjαβi  Giαβj , Gjαβi  Gjβαi (1.1.3)
and, for definiteness, the wave-Klein-Gordon structure condition
ci
#
 0, 1 ¤ i ¤ j0,
¥ σ, j0   1 ¤ i ¤ n0,
(1.1.4)
where σ ¡ 0 is a (constant, positive) lower bound for the mass coefficients of
Klein-Gordon equations. We decompose the curved metric2 Gjαβi pw, Bwq
and the quadratic interaction terms Fipw, Bwq in the form
Gjαβi pw, Bwq  Ajαβγki Bγwk  Bjαβki wk, (1.1.5a)
Fipw, Bwq  Pαβjki BαwjBβwk  Qαjki wkBαwj  Rjki wjwk, (1.1.5b)
in which, for simplicity in the presentation of the method and without
genuine loss of generality, we assume that the coefficients Ajαβγki , B
jαβk
i ,
Pαβjki , Q
αjk
i , and R
jk
i are constants.
Then, in order to simplify the notation, we adopt the index convention
that
all indices i, j, k, l take the values 1, . . . , n0,
all indices pı,p,pk,pl take the values 1, . . . , j0,
and all indices qı,q,qk,ql take the values j0   1, . . . , n0.
It is convenient also to write
u
pı : wpı
for the components satisfying wave equations or wave components for
short, and to write
v
qı : wqı
2More precisely, the underlying curved metric of the problem is the Minkowski metric
plus this term.
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for the components satisfying Klein-Gordon equations, also refered to as
Klein-Gordon components for short.
Our main assumptions are the null conditions for the wave com-
ponents
Apαβγ
pk
pı ξαξβξγ  Bpαβ
pk
pı ξαξβ  Pαβp
pk
pı ξαξβ  0
whenever pξ0q2 
¸
a
pξaq2  0, (1.1.5c)
and the non-blow-up conditions (imposing that only Klein-Gordon com-
ponents have zero-order quadratic interactions and suppressing also other
products which are known to lead to finite time blow-up)
Bqαβ
pk
i  Rj
pk
i  Rpki  0. (1.1.5d)
Moreover, we impose that
Qαj
pk
i  0, (1.1.5e)
which is our only genuine restriction in this monograph, but is necessary for
the present implementation of the hyperboloidal foliation method. Name-
ly, when this condition is violated, solutions do not have the decay and
asymptotics of solutions to the linear wave or Klein-Gordon equations in
Minkowski space; this issue is postponed to [LeFloch and Ma (2015)]. We
emphasize that the null condition in (1.1.5c) is imposed for the quadratic
forms associated with the wave components, only, and that no such restric-
tion is required for the Klein-Gordon components.
We are now in a position to state the main result of the proposed theory.
Theorem 1.1 (Global well-posedness for nonlinear wave systems).
Consider the initial value problem (1.1.2) with smooth initial data posed on
the spacelike hypersurface tt  B   1u of constant time and suppose these
data are compactly supported in the ball t|x| ¤ Bu. Then, under the condi-
tions (1.1.5), there exists a real 0 ¡ 0 such that, provided the initial data
wi0, wi1 : R3 Ñ R satisfy the smallness condition
}wi0}H6pR3q   }wi1}H5pR3q   0, (1.1.6)
the Cauchy problem (1.1.2) admits a unique, smooth global-in-time solution
pwiq.
In the special case n0  j0, the system (1.1.2) contains only wave equa-
tions and the statement in Theorem 1.1 reduces to the classical existence
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result for quasilinear wave equations satisfying the null condition. Our
method is somewhat simpler than the classical proof in this case.
An outline of this monograph is as follows. In Chapter 2, we introduce
some basic notations on the hyperboloidal foliation and the associated en-
ergy, and we formulate our bootstrap assumptions. Chapter 3 is devoted to
the properties of vector fields and commutators and their decompositions,
which we will use throughout this book. In Chapter 4, we discuss the null
condition in the proposed semi-hyperboloidal frame and we derive prelim-
inary estimates on first- and second-order derivatives of the solutions. In
Chapter 5, we present some technical tools and, especially, a global Sobolev
inequality on hyperboloids and a Hardy-type inequality on hyperboloids.
We continue in Chapter 6 with fundamental estimates in L8 and L2 norm-
s, which follows from our bootstrap assumptions. Chapter 7 is devoted
to controling the second-order derivatives of the wave components, while
Chapter 8 deals with quadratic terms satisfying the null condition and also
discusses the time decay of solutions. Next, in Chapter 9, we derive L2
estimates on interaction terms, which completes our bootstrap argument.
Furthermore, to illustrate the advantage of our new theory, in Chapter 10
we include a simple (but typical) example, that is, the application of the hy-
perboloidal foliation method to scalar quasilinear wave equations. In fact,
the reader could start by reading this chapter, although some material from
earlier chapters is used. Finally, the local existence theory is sketched in
Chapter 11. Furthermore, the bibliography at the end of this book provides
the reader with further material of interest.
1.2 General strategy of proof and scope of the theory
We present here several key features of our method of proof of Theorem 1.1,
while referring to Chapter 2 below for the relevant notions (hyperboloidal
foliation, bootstrap estimates, etc.).
 Hyperboloidal foliation.
Most importantly, in this book we propose to work with the family
of hyperboloids which generate a foliation of the interior of the light
cone in Minkowski spacetime. (Cf. (2.1.4), below). In contrast
with other foliations of Minkowski space which are adopted in the
literature, the hyperboidal foliation as the advantage of being fully
geometric in nature and is invariant under Lorentz transformations.
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It is therefore quite natural to search for an estimate of the energy
defined on these hypersurfaces, rather than the energy defined on
flat hypersurfaces of constant time, as is classically done. This
also suggests that our method should generalize to more general
curved Lorentzian manifolds, as we will discuss in [LeFloch and
Ma (2015)].
 The semi-hyperboloidal frame.
Furthermore, to the hyperboloidal foliation we attach a semi-
hyperboloidal frame (as we call it), which consists of three vectors
tangent to the hyperboids and a timelike vector. (Following here
[Ho¨rmander (1997)], we do not use the normal to the hyperboloid-
s.) This frame has several advantages in the analysis in comparison
with, for instance, the ‘null frame’ which is often used in the lit-
erature and, instead, is defined from vectors tangent to the light
cone. Importantly, the semi-hyperboloidal frame is regular (in the
interior of the light cone, which is the region of interest), while the
null frame is singular at the center (tr  0u, say). This regularity
allows us to bypass certain technical difficulties.
 Adapted decomposition of the wave operator.
We also introduce a decomposition of the wave operator l with
respect to the semi-hyperboloidal frame, which, the wave com-
ponents, provides us with an expression of the second-order time
derivatives BtBt in terms of better-behaved derivatives. Cf. in Lem-
ma 2.4, below.
 The hyperboloidal energy.
Our method takes advantage of the full expression of the energy flux
induced on the hyperboloids, in order to estimate certain weigthed
derivatives on the hyperboloids. This is one of the keys which
allows us to encompass the wave and the Klein-Gordon equations
within a single framework. In constrast, [Ho¨rmander (1997)] was
only interest in controling the zero-order term of the energy.
 Global Sobolev inequality on hyperboloids.
In order to establish uniform bounds on the solutions, we analyze
various commutators of fields and operators arising in the problem
and, then, apply suitable embedding theorems. In this direction,
we rely here on a Sobolev inequality on hyperboloids, which was
discovered by [Ho¨rmander (1997)].
 Global Hardy inequality on hyperboloids.
Furthermore, we also need a new embedding estimate, that is, a
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global Hardy inequality on hyperboloids, which we establish in this
book and is essential in eventually deriving an L8 estimate on the
metric coefficients. Section 5.2 for a precise statement.
 Bootstrap strategy and hierarchy of energy bounds
In the bootstrap formulation we introduce below, we do not impose
a single bootstrap assumption as done in most of the literature on
nonlinear wave equations, but we impose a hierarchy of assump-
tions. This rather involved bootstrap argument is found to be
necessary in order to handle systems of coupled wave and Klein-
Cordon equations: this is due to the fact that, for Klein-Gordon
equations, the derivatives of different order admit different decay
behavior and, therefore, different energy bounds.
We refer to Chapter 2 for further details and continue with several
observations concerning the scope of Theorem 1.1.
1. First of all, in the course of the proof, we will show that the energy
on the hyperboloids for the so-called wave components (that is, the quan-
tity Em,cips, ZIupıq defined in Section 2.1 below) remains globally bounded
for all |I| ¤ 3, that is, up to fourth-order derivatives. Hence, the wave
components have not only “small amplitude’ but also “small energy”. Oth-
er methods of proof for such problems often lead to unbounded energy.
In contrast, in Chapter 2, we will actually establish that the ”standard”
flat energy (that is, the quantity }BαZIupıpt, q}L2pR3q defined at the end of
Chapter 2, below) is uniformly bounded for all times. Hence, in comparison
with the standard method based on the “flat energy”, a much better bound
is achieved with the help of the hyperboloidal energy.
2. We also emphasize that, in Theorem 1.1, the initial data belong
to H6, while [Katayama (2012a)] assumes a very high regularity on the
initial data (that is, 19 derivatives). In principle, H4 would be the optimal
regularity in order to work with a uniformly bounded metric and apply
the vector field technique: namely, the metric term Gjαβi pw, Bwq in (1.1.2)
involves second-order derivatives and, in the spatial dimension 3 under
consideration, Sobolev’s embedding theorem Hm  L8 holds provided m ¡
3{2. Allowing only integer exponents, we see that H4 would be optimal.
3. Certain nonlinear interaction terms may lead to a finite time blow-up
of the solutions, especially
u
pıup, upıvq, upıBvq
and are, therefore, naturally excluded in Theorem 1.1.
115
September 4, 2014 13:25 World Scientific Book - 9in x 6in PLF-YM-book page 116
4. We only impose the standard null condition. In contrast, a more
restrictive null condition was imposed in [Katayama (2012a)] as certan
interactions were excluded. Our method appears to be more robust and
allow still further generalizations; cf. [LeFloch and Ma (2015)].
5. In short, by denoting by Q an arbitrary quadratic nonlinearity and
by N an arbitrary null form and by using the notation u, v for arbitrary
wave/Klein-Gordon components, the terms allowed in Theorem 1.1 for,
both, wave and Klein-Gordon equations, are
Qpv, vq, Qpv, BBvq, Qpv, BBuq QpBv, Bvq,
QpBv, Buq, QpBv, BBvq, QpBv, BBuq,
while, in wave equations only, we impose the null condition on quadratic
forms in Bu and BBu, so that the following terms can be included
Npu, BBuq, NpBu, Buq, NpBu, BBuq,
while, in Klein-Gordon equations, we can include the terms
QpBu, Buq, QpBu, BBuq, Qpu, BBuq.
1.3 Earlier works
For a background on the vector field method and the global well-posedness
for nonlinear wave equations, we refer to the textbooks [Ho¨rmander (1997)]
and [Sogge (2008)]. Additional background on nonlinear wave equations is
found in [Strauss (1989)]. We do not attempt to review the large literature
and only mention some selected results, while refereing the reader to the
bibliography at the end of this monograph.
As already mentioned, the first results of global existence for nonlinear
wave equations in three spatial dimensions were established by [Klainerman
(1986, 1987)] and [Christodoulou (1986)] under the assumption that the
nonlinearities satisfy the null condition and when the equation is posed in
the flat Minkowski space. A (very) large literature is available for equations
posed on curved spaces and, once more, we do not try to be exhaustive. We
refer to [Lindblad (1990)], [Klainerman and Sideris (1996)], [Klainerman
and Selberg (1997)], [Klainerman and Machedon (1997)], [Bahouri and
Chemin (1999)], [Tataru (2000, 2001, 2002)], [Alinhac (2004, 2006)],
[Lindblad and Rodnianski (2005)], and [Lindblad, Nakamura, and Sogge
(2012)].
The Klein-Gordon equation on curved spaces was also studied in [Bach-
elot (1994, 2011)].
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Since the decay of solutions to the (linear) Klein-Gordon equation is
td{2 in dimension d ¥ 1, the decay function td{2 is not integrable in di-
mension two and specific arguments are required in two dimensions: [Delort,
Fang, and Xue (2004)] have treated quadratic quasilinear Klein-Gordon
systems in two space dimensions and, more precisely, coupled systems of
two equations with masses satisfying m1  2m2 and m2  2m1 with gener-
al nonlinearities. Furthermore, [Delort, Fang, and Xue (2004)] could treat
the case of equality when the null condition is assumed. This work sim-
plified and generalized (by including resonant cases) the earlier works by
[Ozawa, Tsutaya and Tsutsumi (1995, 1996)], [Tsutsumi (2003a,b)] and
[Sunagawa (2004)].
More recently, [Germain (2010)] revisited the global existence theory in
dimension three for coupled Klein-Gordon equations with different speed-
s and systematically analyzed resonance effects. This problem was also
studied by [Sideris and Tu (2001)] under the null condition.
Wave equations in one space dimension are treated by quite different
methods; see [Delort (2001); Sunagawa (2003); Candy (2013)].
The problem of global existence for coupled systems of wave and Klein-
Gordon equations have attracted much less attention so far in the litera-
ture. In addition to the references already quoted, let us mention [Bache-
lot (1988)] who first treated the Dirac-Klein-Gordon system and [Georgiev
(1990, 1992)] who treated general systems but imposed a strong version of
the null condition.
Results on the blow-up of solutions were established by [John (1979,
1981)] and, more recently, [Alinhac (2003)].
Hyperboloidal foliations were used first by [Friedrich (1981, 1983, 2002)]
in order to establish a global existence result for the Einstein equations.
His proof was based on a conformal transformation of the Einstein equa-
tions and an analysis of the regularity of its solutions at infinity. This
research was motivated by earlier work by [Penrose (1963)] on the com-
pactification of spacetimes. This idea was later developed by [Frauendiener
(1998, 2002, 2004)] and [Rinne and Moncrief (2013)]. The importance of
hyperboloidal foliations for general hyperbolic systems was emphasized in
[Zenginog´lu (2008, 2011)] in order to numerically compute solutions within
an unbounded domain. The general standpoint in these works is that, by
compactification of the spacetime, one can conveniently formulate an ‘ar-
tificial’ outer boundary and numerically compute asymptotic properties of
interest.
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1.4 Examples and applications
The Maxwell-Klein-Gordon system
The theory presented in this book applies to many systems arising in math-
ematical physics; we present here a few of them. For instance, the Maxwell-
Klein-Gordon system in Coulomb gauge takes the form of a system of non-
linear wave equations for real-valued unknown Aj and a complex-valued
field φ
lAj  =pφBjφq   |φ|2Aj  BjBtA0,
lφ  2?1 AjBjφ A0Btφ ?1BtA0φ   AαAα  m2φ,
(1.4.1)
with auxillary unknown A0 given by
∆A0  =pφBtφq   |φ|2A0, (1.4.2)
supplemented with an elliptic constraint equation imposed on the initial
data
BjAj  0. (1.4.3)
The Dirac-Klein-Gordon system
Consider next the following coupling between the Dirac equation and the
wave or Klein-Gordon equation (with m,σ ¥ 0):
?1Γα Bαψ  mψ  β vΓ0Γ1Γ2Γ3ψ,
lv   σv  ψ:Γ6ψ,
(1.4.4)
in which the unknown are the (C4-valued) spinor field ψ and the (real-
valued) scalar field v. We have denoted by ψ: the complex conjugate trans-
pose of ψ. Here, β ¡ 0 is a coupling constant, while the 4 4 matrices Γα
are the so-called Dirac matrices which are essentially characterized by the
commutation conditions
ΓαΓβ   ΓβΓα  2I mαβ , (1.4.5)
where mα,β is the Minkowski metric diag
 , 1, 1, 1 and I denotes the 44
identity matrix. It is a standard matter to deduce from the Dirac equation
second-order wave/ Klein-Gordon equations for real-valued unknowns. This
is obtained by composing the Dirac operator with itself (since, roughly
speaking, the Dirac operator is the “square-root” of the wave operator)
and considering real and imaginary parts of ψ.
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The Einstein equations
Although our theory in its present form does not directly apply to the
Einstein equations of general relativity
Gαβ  Tαβ , (1.4.6)
it however is directly motivated by this system. The left-hand side Gαβ
of (1.4.6) is the Einstein tensor of a spacetime pM, gq, that a Lorentzian
p3   1q-dimensional manifold, while the right-hand side Tαβ denotes the
energy momentum tensor of a matter field, which in our context can be
assumed to be a set of massless and massive scalar fields. We refer the
reader to the follow-up work [LeFloch and Ma (2015)].
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Chapter 2
The hyperboloidal foliation and the
bootstrap strategy
2.1 The hyperboloidal foliation and the Lorentz boosts
We will work with the foliation of the interior of the light cone in Minkowski
spacetime R3 1, defined as below.
We introduce the hyperboloidal hypersurfaces
Hs :
 pt, xq L t ¡ 0; t2  |x|2  s2( (2.1.1)
with hyperbolic radius s ¡ 0, where pt, xq  pt, xjq  pt, x1, x2, x3q denote
Cartesian coordinates. We will also write r2 : |x|2  °ipxiq2. We also
introduce the (interior of the half) cone
K :  pt, xq { |x|   t 1( (2.1.2)
and, with s0  s0 ¡ 1, the truncated cone region limited by two hyper-
boloids
Krs0,s1s :
 pt, xq { |x|   t 1, ps0q2 ¤ t2  |x|2 ¤ ps1q2, t ¡ 0(

¤
s0¤s¤s1
pHs XKq. (2.1.3)
This set is thus limited by two hyperboloids and can be naturally foliated
by hyperboloids. See Figure 2.1 for a display of the set Krs0,s1s.
By taking s1   8, we can also use the notation
Krs0, 8q :
 pt, xq L |x|   t 1, ps0q2 ¤ t2  |x|2(

¤
s¥s0
pHs XKq. (2.1.4)
We refer to Figure 2.2 for an illustration of the set Kr2, 8q.
In the following, we will interested in functions supported in the cone
Krs0, 8q (for instance in solutions to the Klein-Gordon equation (2.1.5),
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Fig. 2.1 Krs0,s1s
below) which is defined in the cone Krs0, 8q and vanishing on the light
cone tt ¡ 0, |x|  t 1u.
Remark 2.1. The estimate t ¤ 2
?
3
3 s holds in the region K X t|x| ¤ t{2u
—a region of interest in our estimates below.
It is convenient to consider first the Klein-Gordon equation
lu  σ2 u  f,
upt, xq|Hs0  u0pt, xq, utpt, xq|Hs0  u1pt, xq,
(2.1.5)
with given σ, s0  B   1 ¡ 0. Recall that the symbol l denotes the wave
operator in Minkowski spacetime. In (2.1.5), the initial data u0, u1 are
prescribed and compactly supported in the ball
 |x| ¤ B( of radius B 
s0  1. The source-term function f is defined in Krs0, 8q, so that, by the
principle of propagation at finite speed, the solution u  upt, xq to (2.1.5) is
also defined in Krs0, 8q and vanishes on the light cone tt ¡ 0, |x|  t 1u.
In the same manner, the solution of our main system (1.1.2) studied in this
monograph is also defined in Krs0, 8q and vanishes on the light cone.
Furthermore, we introduce the hyperbolic rotations or Lorentz boosts
(by rising and lowering the indices with the Minkowski metric)
La : xaB0   x0Ba  xaBt   tBa, (2.1.6)
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Fig. 2.2 Krs0, 8q
and we denote by Z the family of admissible vector fields consisting,
by definition, of all vectors
Zα : Bα, Z3 a : La. (2.1.7)
Observe that, for any Z, Z 1 P Z , the Lie bracket rZ,Z 1s also belongs to Z ,
so that this set is a Lie algebra. For any multi-index I  pα1, α2, . . . , αmq
of length |I| : m, we denote by ZI the m-th order differential operator
ZI : Zα1 . . . Zαm . We also denote by BI the m-th order derivative operator
BI : Bα1Bα2 . . . Bαm (here 0 ¤ αi ¤ 3) and LI the m-th order derivative
operator LI : Lα1Lα2 . . . Lαm (here 4 ¤ αj ¤ 7).
Since we will be working within the cone K, we have |xa{t| ¤ 1 in K
and therefore the spatial rotations
Ωab : xaBb  xbBa (2.1.8)
need not be included here since they can be recovered from Z , namely
Ωab  x
a
t
Lb  x
b
t
Ls. (2.1.9)
Observe that, within the cone K, the coefficients xa{t are smooth, bounded,
and homogeneous of degree zero (see the definition below in lemma 2.2).
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Now; we study the energy associated with the hyperboloidal foliation.
Using Btu as multiplier for the equation (2.1.5), it is easy to derive the
following energy inequality for all s1 ¥ s0: 
Em,σps1, uq
1{2 ¤  Em,σps0, uq1{2   » s1
s0
»
Hs
f2 dx

1{2
ds, (2.1.10)
where dx  dx1dx2dx3 and1 the energy on the hyperboloids is defined
as
Em,σps1, uq :
»
Hs1
 3¸
i1
 pxi{tqBtu  Biu2   pps1{tqBtuq2   au2	 dx
(2.1.11)
with a ¡ 0. Then, [Ho¨rmander (1997)]), established a Sobolev-type es-
timate adapted to this inequality (cf. Lemma 7.6.1 therein or (5.1.1) in
chapter 5) and arrived at the L8 estimate
sup
Hs1
t3{2|u| ¤ C
¸
|I|¤2
Em,σps1, ZIuq1{2
¤ CEm,σps0, ZIuq1{2   C
¸
|I|¤2
» s1
s0
»
Hs
ZIf2 dx

1{2
ds.
(2.1.12)
Most importantly, this calculation yields the optimal rate of decay t3{2 for
solutions to the Klein-Gordon equation.
2.2 Semi-hyperboloidal frame
Our analysis in the present work is based on the semi-hyperboloidal
frame as we call it, which is defined by
B0 : Bt, Ba : t1La 
 
xa{tBt   Ba, (2.2.1)
while standard methods rely on the so-called null frame (containing two
null vectors tangent to the light cone). Note that the transition matrix
between the semi-hyperboloidal frame and the natural frame Bβ is given by
Bα  ΦβαBβ and Bα  ΨβαBβ with
Φ :

1 0 0 0
x1{t 1 0 0
x2{t 0 1 0
x3{t 0 0 1
, Ψ : Φ1 

1 0 0 0
x1{t 1 0 0
x2{t 0 1 0
x3{t 0 0 1
. (2.2.2)
1The subscript refers to the Minkowski metric.
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Let us emphasize here an advantage of the semi-hyperboloidal frame:
the “bad” direction B0 (along which the derivative of solutions to the wave
equation decrease slower than the tangent directions of Hs) is a unit time-
like vector (while in the null frame the “bad” direction is a null vector)
and, with our choice of frame, the transition matrices Φ and Ψ are smooth
within the cone K.
In the following, we adopt the following notation and convention. In
order to express the components of a tensor in a frame, we always use
Roman font with upper and lower indices for its components in the natural
frame, while we use underlined Roman font for its components in the semi-
hyperboloidal frame. In other words, the coordinates of a tensor T (defined
in K) are denoted by Tαβ in the frame Bα and by Tαβ in the frame Bα. By
observing that
BαΦγβ  ¤ 1 in K, we obtain the following estimate.
Lemma 2.1. For any two-tensor T defined in the cone K and for all indices
α, β, I and admissible field Z, one hasZITαβ  À ¸
α1,β1
|I1|¤|I|
ZI1Tα1β1  in K.
The proof of this estimate relies on the following lemma:
Lemma 2.2 (Homogeneity lemma). Let F  F pt, xq be a C8 function
defined in the closed region tt ¥ 1, |x| ¤ tu and assumed to be homogeneous
of degree η in the first variable, in the sense that:
fpt, xq  tηfp1, x{tq in the region  t ¥ 1, |x| ¤ t(. (2.2.3)
Then, for all multi-indices I1, I2, the following estimate holds for some
positive constant Cpn, |I1|, |I2|, fq:BI1ZI2fpt, xq ¤ Cpn, |I1|, |I2|, fq t|I1| η in K   |x|   t 1(.
(2.2.4)
Proof. By differentiating the relation fpt, xq  tηfp1, x{tq with respect to
xa we find
Bafpt, xq  tη1Bafp1, x{tq
and, with respect to t,
Btfpt, xq  tη1
 
xa{tBafp1, x{tq   ηtη1fp1, x{tq.
Hence, Baf and Btf are homogeneous of degree pη  1q. Observe next that
Lafpt, xq  tη
 
xa{t xb{tBbfp1, x{tq   ηtηfp1, x{tq   tηBafp1, x{tq
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is also homogeneous of degree η.
We observe that if some functions fi are homogeneous of degree ηi (in
their first variable), then the product
±
i fi is homogeneous of degree
°
i ηi
and then any ZIf is homogeneous.
We claim that the degree of homogeneity of ZIf is not higher than
η. This follows easily by induction. Namely, this is clear when |I|  1.
Moreover, assume that for all |I| ¤ m, ZIf is homogeneous of degree η1 ¤ η,
then we now check the same property for all |I|  m  1. Namely, assume
that ZI  Z1 ZI1 with |I 1|  m. When Z1  Bα, then ZIf  Bα
 
ZI
1
f

and we observe that ZI
1
f is a homogeneous of degree η1 ¤ η. Then we
see that Bα
 
ZI
1
f

is again homogeneous of degree η1  1   η1 ¤ η. When
Z1  La, then La
 
ZI
1
f

is homogeneous of degree η1 ¤ η. This completes
the induction argument that ZIf is homogeneous of degree at most η.
Furthermore, observe that if f is homogeneous of degree η, then BI1f
is homogeneous of degree η  |I1|. This is so since Bαf is homogeneous of
degree η1. So BI1ZI2f is homogeneous of degree η|I1| and is C8 within
the cone K.
Now, in order to establish the estimate (2.2.4), we perform the following
calculation. Given pt, xq P K, we have
BI1ZI2fpt, xq  t|I1| ηBI1ZI2fp1, x{tq
and thus BI1ZI2fpt, xq  t|I1| ηBI1ZI2fp1, x{tq.
We observe that, by a continuity argument in the compact set tt  1, |x| ¤
1u, there exists a positive constant Cpn, |I1|, |I2|q such that
sup
|x|¤1
BI1ZI2fp1, xq ¤ Cpn, |I1|, |I2|q
and the desired result is proven.
We now estimate the coefficients of the matrices Φ and Ψ. First, we
recall the following property of homogeneous functions. We observe that
xa{t is obviously C8 in the closed region tt ¥ 1, |x| ¤ tu.
Lemma 2.3 (Changes of frame). With the notation above, the follow-
ing two estimates hold for all multi-indices I1, I2:BI1ZI2Φβα ¤ Cpn, |I1|, |I2|q t|I1| in K. (2.2.5)BI1ZI2Ψβα ¤ Cpn, |I1|, |I2|q t|I1| in K. (2.2.6)
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Proof of lemma 2.1. Recall that
Tαβ  Tα1β1Ψαα1Ψαβ1 .
Then
ZITαβ  ZI Tα1β1Ψαα1Ψαβ1  ¸
I1 I2I
ZI1
 
Ψαα1Ψ
α
β1

ZI2Tα
1β1 .
Then ZITαβ  ¤ ¸
I1 I2I
ZI1 Ψαα1Ψαβ1 ZI2Tα1β1 
¤
¸
|I2|¤|I|
ZI2Tα1β1 
where the fact ZI1 Ψαα1Ψαβ1 ¤ Cp|I1|q
is applied, which is a direct result of (2.2.6).
More generally, any second-order differential operator TαβBαBβ can be
written in the semi-hyperboloidal frame so that, for arbitrary functions u,
we can write Tαβ  Tα1β1Φββ1Φα
1
α (with obvious notation) and
TαβBαBβu  TαβBαBβu Tαβ
 BαΨβ1β Bβ1u. (2.2.7)
In particular, for the wave operator l, we obtain
lu  mαβBαBβumαβ
 BαΨβ1β Bβ1u,
where mαβ are the components of Minkowski metric tensor in the semi-
hyperboloidal frame. Then, a simple calculation gives m00  pt2 r2q{t2 
s2{t2 and leads us to the following important identity.
Lemma 2.4 (Decomposition of the wave operator). In the semi-
hyperboloidal frame, the wave operator admits the decomposition
ps{tq2B0B0u lum0aB0Bauma0BaB0umabBabu
 mαβ BαΨβ1β Bβ1u, (2.2.8)
where m0a  xa{t and mab  δba.
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2.3 Energy estimate for the hyperboloidal foliation
As presented in Chapter 1, we are interested in the following class of wave-
Klein-Gordon type systems
lwi  Gjαβi Bαβwj   c2iwi  Fi,
wi|Hs0  wi0, Btwi|Hs0  wi1,
(2.3.1)
with unknowns wi (1 ¤ i ¤ n0), where the metric (with some abuse of
notation) Gjαβi and the source-terms Fi are defined in the cone K, and
wi0, wi1 are supported on the initial hypersurface Hs0 XK. To guarantee
the hyperbolicity, we assume the symmetry property (1.1.3) and we also
assume that the constants ci satisfy (1.1.4).
We introduce the following energy associated with the Minkowski metric
on each hyperboloid Hs:
Em,cips, wiq
:
»
Hs

|Btwi|2  
¸
a
|Bawi|2   p2xa{tqBtwiBawi   c2iw2i


dx

»
Hs

c2iw
2
i  
¸
a
|Bawi|2  
 ps{tqBtwi2
 dx

»
Hs

c2iw
2
i  
¸
a
 ps{tqBawi2   t2pSwiq2   t2 ¸
ab
Ωabwi2
 dx,
(2.3.2)
where we use the notation (2.1.8) and
t1S : Bt  
¸
a
Bapxa{tq. (2.3.3)
When ci  0, we write Emps, wiq : Em,0ps, wiq for short.
On the other hand, the curved energy associated with the principal
part of (2.3.1) is defined as
EG,cips, wiq : Em,cips, wiq   2
»
Hs
 BtwiBβwjGjαβi   p1,xa{tqdx

»
Hs
 BαwiBβwjGjαβi  dx,
(2.3.4)
where the second term in the right-hand-side involves the Euclidian inner
product of the vectors
 BtwiBβwjGjαβi  and p1,xa{tq.
Proposition 2.1 (Energy estimate for the hyperboloidal foliation).
Let pwiq1¤i¤n0 be the (local-in-time) solution to (2.3.1) and suppose that,
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on some interval rs0, s1s, the following coercivity conditions are satisfied for
some constant κ1 ¡ 1 by the ”metric” G
κ11
¸
i
Em,cips, wiq ¤
¸
i
EG,cips, wiq ¤ κ1
¸
i
Em,cips, wiq, (2.3.5) »
Hs
s
t

BαGjαβi BtwiBβwj
1
2
BtGjαβi BαwiBβwj


dx
 ¤MpsqEm,cips, wiq1{2,
(2.3.6)
and the sources satisfy the bound¸
i
}Fi}L2pHsq dx ¤ Lpsq (2.3.7)
for some locally integrable functions L,M ¥ 0. Then the following energy
estimate holds (for all s P rs0, s1s):¸
i
Em,cips, wiq

1{2
¤κ21
¸
i
Em,cips0, wiq

1{2
  Cκ21
» s
s0
 
Lpτq   Mpτq dτ, (2.3.8)
where the constant C ¡ 0 depends on the the structure of the system (2.3.1)
and is independent on the initial data.
The following remarks are in order:
 In view of (2.3.2) and (2.3.8), the L2 norm of Baw and ps{tqBαw
are unifomly controlled on each hypersurface Hs. It is expected
that these derivatives enjoy better decay than Bαw itself.
 Note also that the term °apxa{rq pr{tqBa   pxa{rqBtw  t1Sw
so that t1Sw is also a “good” term (although we will not use this
term directly in the following analysis).
 In Chapter 10, we will see that the energy on the initial hyperboloid
Emps0, wiq is controlled by the H1 norm of the initial data on the
initial slice t  s0.
Proof. In view of the symmetry (1.1.3) and by using Btwi as a multiplier,
we easily derive the energy identity¸
i

1
2
Bt
¸
α
 Bαwi   c2iw2i 2  ¸
a
Ba
 BawiBtwi
  Bα
 
Gjαβi BtwiBβwj
 1
2
Bt
 
Gjαβi BαwiBβwj



¸
i
BtwiFi  
¸
i

BαGjαβi BtwiBβwj 
1
2
BtGjαβi BαwiBβwj


.
129
September 4, 2014 13:25 World Scientific Book - 9in x 6in PLF-YM-book page 130
We integrate this identity over the region Krs0,ss and use Stokes’ formula.
Note that by the property of propagation at finite speed, the solution pwiq
is defined in Krs0, 8q and vanishing on the light cone. We obtain
1
2
¸
i
 
EG,cips, wiq  EG,cips0, wiq


¸
i
»
Krs0,ss

BtwiFi   BαGjαβi BtwiBβwj 
1
2
BtGjαβi BαwiBβwj
	
dtdx

¸
i
» s
s0
dτ
»
Hτ
pτ{tqBtwiFi dx
 
¸
i
» s
s0
dτ
»
Hτ
 pτ{tqBαGjαβi BtwiBβwj  12BtGjαβi BαwiBβwj dx,
which leads to
d
ds
¸
i
EG,cips, wiq  2
¸
i
»
Hs

ps{tqBαGjαβi BtwiBβwj
 ps{2tqBtGjαβi BαwiBβwj   ps{tqBtwiFi
	
dx
So, with the assumptions (2.3.6) and (2.3.7), we get¸
i
EG,cips, wiq

1{2
d
ds
¸
i
EG,cips, wiq

1{2
¤
¸
i
»
Hs
Fi2dx
1{2Em,cips, wiq1{2  Mpsq¸
i
Em,cips, wiq1{2
¤Cκ1
¸
i
»
Hs
Fi2dx
1{2¸
i
EG,cips, wiq

1{2
  Cκ1Mpsq
¸
i
EG,cips, wiq1{2
¤Cκ1Lpsq
¸
i
EG,cips, wiq

1{2
  Cκ1Mpsq
¸
i
EG,cips, wiq

1{2
,
which yields
d
ds
¸
i
EG,cips, wiq

1{2
¤ Cκ1
 
Lpsq  Mpsq.
We integrate this inequality over the interval rs0, ss and obtain n0¸
i1
EG,cips, wiq

1{2
¤
 n0¸
i1
EG,cips0, wiq

1{2
  Cκ1
» s
s0
Lpτq   Cκ1
» s
s0
Mpτqdτ.
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By using the condition (2.3.5), we find¸
i
Em,cips, wiq ¤ κ1
¸
i
EG,cips, wiq ¤ κ21
¸
i
Em,cips, wiq,
which completes the proof.
2.4 The bootstrap strategy
We are now in a position to outline our method of proof. It will be necessary
to distinguish between three levels of regularity and, in order to describe
this scale of regularity, we will use the following convention on the indices
in use:
I7: multi-index of order ¤ 5,
I:: multi-index of order ¤ 4,
I: multi-index of order ¤ 3,
(2.4.1)
which we call admissible indices. Throughout, we denote by C a constant
depending only on the structural constants of the system (1.1.2), which are
j0, k0, B, and σ. We emphasize that these constants do not depend on
 P p0, 1s.
It is convenient to introduce the norm of a function on the hyperboloids,
so if u is a function supported in the half-cone K, we set
}u}LppHsq :
»
Hs
upt, xqpdx
1{p  »
R3
u as2   |x|2, xpdx
1{p.
(2.4.2)
The proof of Theorem 1.1 relies on Propositions 2.2 and 2.4, stated now.
The first proposition below will be established in Chapter 11.
Proposition 2.2 (Initialization of the argument). For any suffi-
ciently large constant C0 ¡ 0, there exists a positive constant 10 P p0, 1q
depending only on B and C0 such that, for every initial data satisfying¸
i
}wi0}H6pR3q   }wi1}H5pR3q ¤ 10, (2.4.3)
a corresponding solution exists in the region limited by the constant time
hypersurface t  B   1 and to hyperboloid at the time s0  B   1, which
also satisfies the uniform bound¸
j
Emps0, ZI
7
wjq1{2 ¤ C0
¸
i
}wi0}H6pR3q   }wi1}H5pR3q
	
(2.4.4)
for all admissible vector fields Z and indices I7.
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Given some constants, C1,  ¡ 0, 1{6 ¡ δ ¡ 0 and a hyperbolic time
interval rs0, s1s, we call hierarchy of energy bounds the following con-
ditions (for all s P rs0, s1s and all admissible fields and indices):
Em,σps, ZI
7
v
qq1{2 ¤ C1sδ for j0   1 ¤ q ¤ n0, (2.4.5a)
Emps, ZI
7
u
pıq1{2 ¤ C1sδ for 1 ¤ pı ¤ j0, (2.4.5b)
Em,σps, ZI
:
v
qq1{2 ¤ C1sδ{2 for j0   1 ¤ q ¤ n0, (2.4.5c)
Emps, ZI
:
u
pıq1{2 ¤ C1sδ{2 for 1 ¤ pı ¤ j0, (2.4.5d)
Emps, ZIupıq1{2 ¤ C1 for 1 ¤ pı ¤ j0. (2.4.5e)
Observe that (2.4.5e) is specific to the wave components. We also remark
that, because c
qı ¥ σ ¡ 0 for j0   1 ¤ qı ¤ n  0,
Em,σps, ZI
7
v
qıq ¤ Em,c
qı
ps, ZI7v
qıq ¤ pcqı{σqEm,c
qı
ps, ZI7v
qıq, (2.4.6)
which means these two energy are equivalent.
Given some constants κ1 ¡ 1, C1,  ¡ 0 and a hyperbolic time interval
rs0, s1s, we call hierarchy of metric and source bounds2 the following
three sets of estimates:
 For all |I7| ¤ 5,
κ11 EG,cips, ZI
7
wiq ¤
¸
i
Emps, ZI
7
wiq ¤ κ1
¸
i
EG,cips, ZI
7
wiq,
(2.4.7a) »
Hs
s
t

BαGjαβi BtZI
7
wiBβZI
7
wj  1
2
BtGjαβi BαZI
7
wiBβZI
7
wj


dx

¤MpI7, sqEm,cips, ZI
7
wiq : CpC1q2s1 δEm,cips, ZI
7
wiq
(2.4.7b)
and (with the notation (2.4.2))
n0¸
i1
rGjαβi BαBβ , ZI7swjL2pHsq   n0¸
i1
ZI7FiL2pHsq
¤LpI7, sq : CpC1q2s1 δ.
(2.4.7c)
2Throughout, C ¡ 0 denotes a constant depending only on the structure of (2.3.1) and
independent on the initial data.
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 For all |I:| ¤ 4, »
Hs
s
t

BαGjαβi BtZI
:
wiBβZI
:
w
p  1
2
BtGjαβi BαZI
:
wiBβZI
:
wj


dx

¤MpI:, sqEm,cips, ZI
:
wiq : CpC1q2s1 δ{2Em,cips, ZI
:
wiq
(2.4.8a)
and
n0¸
i1
rGjαβi BαBβ , ZI:swjL2pHsq   n0¸
i1
ZI:FiL2pHsq
¤LpI:, sq : CpC1q2s1 δ{2.
(2.4.8b)
 For all |I| ¤ 3, »
Hs
s
t

BαGjαβ
pı BtZIupıBβZIup 
1
2
BtGjαβ
pı BαZIupıBβZIup


dx

¤MpI, sqEmps, ZIupıq : CpC1q2s3{2 2δEmps, ZIupıq
(2.4.9a)
and
n0¸
i1
rGjαβi BαBβ , ZI swj2L2pHsq
 
n0¸
i1
ZIFiL2pHsq   }ZI Gqαβpı vq}L2pHsq
¤LpI, sq : CpC1q2s3{2 2δ.
(2.4.9b)
Observe that (2.4.9a) concerns the wave components, only.
Proposition 2.3. There exit positive constants 20, C1 such that if the hi-
erarchy of energy bounds (2.4.5) holds for  ¤ 20 and C1   1, then there
exists a constant κ1 ¡ 1 (determined by 20) and a constant C ¡ 0 (deter-
mined by the structure of the system (1.1.2)) such that hierarchy of metric
and source bounds (2.4.7a) also hold.
The proof of this proposition will occupy a major part of this mono-
graph, especially Chapter 6 to 9.
Proposition 2.4 (Enhancing the hierarchy of energy bounds).
Fix some parameter δ P p0, 1{6q. Suppose that Proposition 2.2 holds for
some positive constant C0 and 
1
0. Then, there exists a sufficiently large con-
stant C1 ¥ C0 such that, if the solution to (1.1.2) with data (2.4.3) satisfies
the hierarchy of energy bounds (2.4.5), then there exists some 0 P p0, 10q
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such that for all  P p0, 0q, the following hierarchy of enhanced energy
bounds also hold (for all s P rs0, s1s and all admissible indices):
Em,σps, ZI
7
v
qq1{2 ¤ 1
2
C1s
δ for j0   1 ¤ q ¤ n0, (2.4.10a)
Emps, ZI
7
u
pıq1{2 ¤ 1
2
C1s
δ for 1 ¤ pı ¤ j0, (2.4.10b)
Em,σps, ZI
:
v
qq1{2 ¤ 1
2
C1s
δ{2 for j0   1 ¤ q ¤ n0, (2.4.10c)
Emps, ZI
:
u
pıq1{2 ¤ 1
2
C1s
δ{2 for 1 ¤ pı ¤ j0, (2.4.10d)
Emps, ZIupıq1{2 ¤ 1
2
C1 for 1 ¤ pı ¤ j0. (2.4.10e)
We now assume that (2.4.5) hold and we provide a proof of Proposition
2.4 which is given under the assumption that Proposition 2.3 holds.
Proof. Step I. High-order energy estimates.
Suppose the hierarchy of metric and source bounds (2.4.7a)-(2.4.7c) hold
(for all |I7| ¤ 5). Let us apply to the equations (1.1.2) the operator ZI7
(with |I7| ¤ 5):
lZI
7
wi  Gjαβi BαBβZI
7
wj   c2iwi  rGjαβi BαBβ , ZI
7swj   ZI
7
Fi.
Then, by using Lemma 2.1 (under the condition (2.4.7a)), for |I7| ¤ 5 we
find ¸
i
Em,cips, ZI
7
wiq

1{2
¤κ21
¸
i
Em,cips0, ZI
7
wiq

1{2
  Cκ21
» s
s0
 
LpI7, τq  MpI7, τqdτ.
Then we have¸
i
Em,cips, ZI
7
wiq

1{2
¤ κ21C0  Cκ21pC1q2
» s
s0
τ1 δdτ.
Observing that the integral of the function is bounded independently of s
and provided  ¤ δpC12κ21C0q
2Cκ21C
2
1
, we obtain¸
i
Em,cips, ZI
7
wiq

1{2
¤ p1{2qC1sδ,
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which leads to the enhanced energy bound
Em,σps, ZI
7
wiq ¤ Em,cips, ZI
7
wiq ¤ 1
2
C1s
δ. (2.4.11)
This establishes (2.4.10a)-(2.4.10b).
Step II. Intermediate energy estimates.
Suppose here the hierarchy of metric and source bounds (2.4.8a)-(2.4.8b)
hold for all |I:| ¤ 4. Let us apply to the equation (1.1.2) the operator ZI:
(with |I:| ¤ 4):
lZI
:
wi  Gjαβi BαBβZI
:
wj   c2iwi  rGjαβi BαBβ , ZI
:swj   ZI
:
Fi.
Then, by using Lemma 2.1 (under the condition (2.4.7a)), for |I:| ¤ 5 we
find ¸
i
Em,cips, ZI
:
wiq

1{2
¤κ21
¸
i
Em,cips0, ZI
:
wiq

1{2
  Cκ21
» s
s0
 
LpI:, τq  MpI:, τqdτ.
Then we have¸
i
Em,cips, ZI
:
wiq

1{2
¤ κ21C0  Cκ21pC1q2
» s
s0
τ1 δ{2dτ.
Observing that the integral of the function is bounded independently of s
and provided  is sufficiently small in the sense that
 ¤ δpC1  2κ
2
1C0q
4Cκ21C
2
1
,
we find ¸
i
Em,cips, ZI
:
wiq

1{2
¤ p1{2qC1sδ,
which leads to the enhanced energy bound
Em,σps, ZI
:
wiq ¤ Em,cips, ZI
:
wiq1{2 ¤ 1
2
C1s
δ{2. (2.4.12)
This establishes (2.4.10c)-(2.4.10d).
Step III. Low-order energy estimates.
Assume now that the hierarchy of metric and source bounds (2.4.9a)-
(2.4.9b) holds for all |I| ¤ 3.
lZIu
pı  Gpαβ
pı BαβZIup  rGpαβpı BαBβ , ZI sup  ZI
 
Gqαβ
pı BαBβvq
  ZIF
pı.
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By Lemma 2.1 (under the condition (2.4.7a)), we have¸
i
Emps, ZIupıq

1{2
¤κ21
¸
i
Emps0, ZIupıq

1{2
  Cκ21
» s
s0
LpI, τq  MpI, τqdτ
and thus¸
i
Emps, ZIupıq

1{2
¤ κ21C0  Cκ21pC1q2
» s
s0
τ3{2 2δdτ.
By recalling δ   1{6, it follows that¸
i
Emps, ZIupıq

1{2
¤ κ21C0 
Cκ21C
2
1
2B2δ1{2
p1{2q  2δ .
Observing again that the integral of the function is bounded independently
of s and provided  ¤ p14δqpC12κ21C0q
4Cκ21C
2
1B
2δ1{2 , we obtain the enhanced energy
bound for the wave components
Emps, ZIupıq1{2 ¤ 1
2
C1. (2.4.13)
This establishes (2.4.10e).
Step IV. Conclusion. Assuming now that
 ¤ min
δpC1  2κ21C0q
4Cκ21C
2
1
,
p1 4δqpC1  2κ21C0q
4Cκ21C
2
1B
2δ1{2
	
,
then we see that (2.4.10) is established.
Observe that (2.4.7a), (2.4.7b), and (2.4.9a) concern only the metric
and depend mainly on L8 bounds on the solution and its derivatives: these
bounds will be established in Chapter 6. On the other hand, the inequal-
ities (2.4.7c) and (2.4.9b) are L2 type estimates and will be eventually
derived in Chapter 9.
We complete this chapter with a proof of our main result (by assuming
Propositions 2.2 and 2.4).
Proof of Theorem 1.1. Let pwiq be the unique local-in-time solution to
(1.1.2), and let rs0, ss be the largest interval (containing s0) on which
the inequalities (2.4.5) hold for all s P rs0, ss. As guaranteed by
Proposition 2.2, there exists some 10 such that, provided }wi0}H6pR3q  
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}wi1}H5pR3q      10, we have EGps0, ZI
7
wjq1{2 ¤ C0 with C0   C1q. By
continuity, we certainly have s ¡ s0.
Proceeding by contradiction, we assume that s    8, so that, at the
time s  s, at least one of the inequalities (2.4.5) must be an equality.
That is, at least one of the following conditions holds:
Em,σps, ZI
7
v
qq1{2  C1sδ for j0   1 ¤ q ¤ n0,
Emps, ZI
7
u
pıq1{2  C1sδ for 1 ¤ pı ¤ j0,
Em,σps, ZI
:
v
qq1{2  C1sδ{2 for j0   1 ¤ q ¤ n0,
Emps, ZI
:
u
pıq1{2  C1sδ{2 for 1 ¤ pı ¤ j0,
Emps, ZIupıq1{2  C1, for 1 ¤ pı ¤ j0.
(2.4.14)
Yet, for  ¤ 0 and according to Proposition 2.4, the enhanced energy
bounds also hold:
Em,σps, ZI
7
v
qq1{2 ¤ 1
2
C1s
δ for j0   1 ¤ q ¤ n0,
Emps, ZI
7
u
pıq1{2 ¤ 1
2
C1s
δ for 1 ¤ pı ¤ j0,
Em,σps, ZI
:
v
qq1{2 ¤ 1
2
C1s
δ{2 for j0   1 ¤ q ¤ n0,
Emps, ZI
:
u
pıq1{2 ¤ 1
2
C1s
δ{2 for 1 ¤ pı ¤ j0,
Emps, ZIupıq1{2 ¤ 1
2
C1 for 1 ¤ pı ¤ j0.
This is a contradiction and therefore it must be that s   8. Hence,
the inequalities (2.4.5) hold for all s P rs0, 8q and, by the local existence
criteria in Theorem 11.2 (combined with Sobolev’s inequalities), this local
solution extends for all times. This completes the proof of Theorem 1.1.
2.5 Energy on the hypersurfaces of constant time
To end this chapter, we prove that the global-in-time solutions we have
constructed for (1.1.2) enjoy a uniform energy estimate along the standard
hypersurface of constant time t.
Proposition 2.5. Suppose that the wave components ui of the global-in-
time solution wi satisfying (2.4.5) and (2.4.9) (with 0 sufficiently small
and C1   1). Then, the following estimate also holds for all t ¥ B   1:
}BtZIupt, q}L2pR3q  
¸
a
}BaZIupt, q}L2pR3q ¤ C3pδ, 0qC1, (2.5.1)
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where C3 is depends upon δ, 0 and the structure of the system.
The proof of this result relies on a modified version of the basic energy
estimate, as follows.
Lemma 2.5. Let puiq be the solution to the following Cauchy problem
lui  Gjαβi Bαβui  Fi,
ui|Hs0  ui0, Btui|Hs0  u10,
(2.5.2)
where Fi and G
jαβ
i are defined in Krs0, 8q. Then, there exists a positive
constant ε0 such that provided
max
i,j,α,β
|Gjαβi | ¤ ε0,
there exists a positive constant Cp0q (depending upon ε0) such that
}Btupt0, q}L2pR3q  
¸
a
}Baupt0, q}L2pR3q

2
¤C
¸
i
EGpt, uiq   C
¸
i
» pt20 1q{2
t0
ds
»
Hs
ps{tqBtuiFidx
  C
» pt20 1q{2
t0
ds
»
Hs
ps{tqBαGjαβi BtuiBβuj  12BtGjαβi BαuiBβuj  dxds.
(2.5.3)
Proof. The proof relies on an energy estimate within the region Kt0 :
tpt, xq|x| ¤ t  1, t0 ¤ t ¤ a|x|2   t20u. The corresponding figure 2.3
displays the set Kt0 . We start from the identity¸
i

1
2
Bt
¸
α
 Bαui2  ¸
a
Ba
 BauiBtui
  Bα
 
Gjαβi BtuiBβuj
 1
2
Bt
 
Gjαβi BαuiBβuj



¸
i
BtuiFi  
¸
i

BαGjαβi BtuiBβuj 
1
2
BtGjαβi BαuiBβuj


and integrate it within Kt0 with respect to the volume form dtdx. Applying
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Fig. 2.3 Kt0
Stokes’ formula, we get
1
2
¸
i
EGpt, uiq
 1
2
¸
i
»
R3
¸
α
|Bαui|2   2Gj0βi BtuiBβuj Gjαβi BαuiBβuj


pt, qdx

»
Kt0
¸
i

BtuiFi   BαGjαβi BtuiBβuj 
1
2
BtGjαβi BαuiBβuj


dxdt

»
Kt0
ps{tq
¸
i

BtuiFi   BαGjαβi BtuiBβuj 
1
2
BtGjαβi BαuiBβuj


dxds,
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where we recall that s 
a
t2  |x|2. This implies
¸
i
»
R3
¸
α
|Bαui|2   2Gj0βi BtuiBβuj Gjαβi BαuiBβuj


pt, qdx
¤
¸
i
EGpt, uiq
 
¸
i
»
Kt0
ps{tqBtuiFi   BαGjαβi BtuiBβuj  12BtGjαβi BαuiBβuj  dxds
¤
¸
i
EGpt, uiq
 
¸
i
» pt20 1q{2
t0
ds
»
Hs
ps{tqBtuiFidx
 
» pt20 1q{2
t0
ds
»
Hs
ps{tqBαGjαβi BtuiBβuj  12BtGjαβi BαuiBβuj  dxds.
Then we observe that
¸
i
»
R3
2Gj0βi BtuiBβujGjαβi BαuiBβuj dx ¤ C max
i,j,α,β
|Gjαβi |
¸
i,α
}Bαuipt, q}L2pR3q
and thus, if maxi,j,α,β |Gjαβi | is sufficiently small,
¸
i
»
R3
2Gj0βi BtuiBβuj Gjαβi BαuiBβuj dx ¤ 12 ¸
i,α
}Bαuipt, q}L2pR3q.
Then, we have
1
2
¸
i,α
}Bαupt, q}L2pR3q ¤
¸
i
»
R3
¸
α
|Bαui|2 2Gj0βi BtuiBβujGjαβi BαuiBβuj


dx
and the desired result is proven.
Proof of Proposition 2.5. We recall the equations satisfied by the wave
components:
lZIu
pı  Gpαβ
pı BαβZIup  rGpαβpı BαBβ , ZI sup  ZI
 
Gqαβ
pı BαBβvq
  ZIF
pı
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and apply (2.5.3), so that:¸
pı,α
}BαZIupıpt, q}L2pR3q
¤C
¸
pı
EGpt, ZIupıq   C
¸
pı
» pt20 1q{2
t0
ds
»
Hs
ps{tqBtZIupıZIFpıdx
 
¸
pı
» pt20 1q{2
t0
ds
»
Hs
ps{tqBtZIupırGpαβ
pı BαBβ , ZI sup
dx
 
¸
pı
» pt20 1q{2
t0
ds
»
Hs
ps{tqBtZIupıZI Gqαβ
pı BαBβvq
dx
  C
¸
pı
» pt20 1q{2
t0
ds
»
Hs
ps{tqBαGjαβ
pı BtZIupıBβZIuj 
1
2
BtGjαβ
pı BαZIupıBβZIuj
 dxds.
By (2.4.5e) (which is already established thanks to our bootstrap argu-
ment) which holds on the time interval rB   1, 8q:¸
pı
EGpt, ZIupıq ¤ pC1q2,
and the second term in the right-hand side is uniformly bounded as follows:» pt20 1q{2
t0
ds
»
Hs
ps{tqBtZIupıZIFpıdx
¤
» pt20 1q{2
t0
}ps{tqBtZIupı}L2pHsq}ZIFpı}L2pHsqds
¤C1
» pt20 1q{2
t0
}ZIF
pı}L2pHsqds ¤ C1
» pt20 1q{2
t0
CpC1q2s3{2 2δds
¤CpC1q3p1{2 2δq1.
The third and fourth terms are bounded in the same manner:» pt20 1q{2
t0
ds
»
Hs
ps{tqBtZIupırGpαβ
pı BαBβ , ZI sup
dx ¤ CpC1q3p1{2 2δq1,» pt20 1q{2
t0
ds
»
Hs
ps{tqBtZIupıZI Gqαβ
pı BαBβvq
dx ¤ CpC1q3p1{2 2δq1.
The last term is bounded by applying (2.4.9a):» pt20 1q{2
t0
ds
»
Hs
ps{tqBαGjαβ
pı BtZIupıBβZIuj 
1
2
BtGjαβ
pı BαZIupıBβZIuj
 dxds
¤CpC1q3p1{2 2δq1.
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Chapter 3
Decompositions and estimates for the
commutators
3.1 Algebraic decomposition of commutators
In this chapter, we are going to estimate the commutators rX,Y su :
XpY uq  Y pXuq of two operators X,Y applied to functions u defined in
the cone K  t|x|   t 1u.
First of all, all admissible vector fields Zα (cf. Chapter 2) are Killing
fields for the flat wave operator l, so that the commutation relations
rBα, ls  0, rLa, ls  0 (3.1.1)
hold. Next, we introduce the notation
rLa, Bβsu : ΘγaβBγu, (3.1.2a)
rBα, Bβsu : t1ΓγαβBγu, (3.1.2b)
rLa, Bβsu : ΘγaβBγu, (3.1.2c)
in which
Θγab  δabδγ0 , Θγa0  δγa ,
Γγab  δabδγ0 , Γγ0b  
xb
t
δγ0  Ψ0bδγ0 , Γγα0  0,
Θγab  
xb
t
δγa  Ψ0bδγa , Θγa0  δγa  
xa
t
δγ0  δγa   Φa0δγ0 .
(3.1.3)
All of these coefficients are C8 in the cone K and for each multi-index |I|,
the function |ZIΠ| is bounded for all Π P  Θ,Θ,Γ( and, furthermore,
Θ0ab  0, rLa, Bbs  ΘβabBβ  ΘcabBc. (3.1.4)
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Lemma 3.1 (Algebraic decomposition of commutators. I).
There exist some constants θIβαJ such that, for any function u defined in
the cone K, the following identities hold (for all α and I):
rZI , Bαsu 
¸
|J| |I|
θIβαJBβZJu. (3.1.5)
Proof. The proof is done by induction on |I|. Observe that when |I|  1,
(3.1.5) is covered by (3.1.2). Assume next that (3.1.5) is valid for |I| ¤ k
and let us derive this property for all |I| ¤ k 1. Let ZI be a product with
multi-index satisfying |I|  k   1, where ZI  Z1ZI1 with |I 1|  k and Z1
is one of the fields Bγ , La. Recall that
rZI , Bαsu  rZ1ZI
1
, Bαsu  Z1
 rZI1 , Bαsu  rZ1, BαsZI1u
and
Z1
 rZI1 , Bαsu  Z1 ¸
|J|¤k1
θI
1γ
αJ BγZJu



¸
|J|¤k1
θI
1γ
αJ Z1BγZJu.
Then, we have
rZI , Bαsu 
¸
|J|¤k1
θI
1γ
αJ Z1BγZJu  rZ1, BαsZI
1
u.
First of all, when Z1  Bβ , we can commute and obtain rZ1, BαsZI1u  0
and ¸
|J|¤k1
θI
1γ
αJ Z1BγZJu 
¸
|J|¤k1
θI
1γ
αJ BγZ1 ZJu,
so that (3.1.5) is established in this case.
Second, when Z1  La, we apply (3.1.2a) and write¸
|J|¤k1
θI1γαJ LaBγZJu 
¸
|J|¤k1
θI
1γ
αJ BγLaZJu 
¸
|J|¤k1
θI
1γ
αJ rLa, BγsZJu

¸
|J|¤k1
θI
1γ
αJ BγLaZJu 
¸
|J|¤k1
θI
1β
αJ Θ
γ
aβBγZJu
and rLa, BαsZI1u  ΘβaαBβZI
1
u. So, (3.1.5) holds for |I|  k   1, which
completes the induction argument.
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3.2 Derivation of the decomposition
Lemma 3.2 (Algebraic decomposition of commutators. II). For
any function u defined in the cone K, the following identity holds:
rZI , Bβsu 
¸
|J| |I|
θIγβJBγZJu (3.2.1)
where θIγβJ are C
8 functions satisfying the following estimates in K :BI1ZI2θIγβJ  ¤ Cpn, |I|, |I1|, |I2|qt|I1|. (3.2.2)
Proof. To establish (3.2.1) and (3.2.2), we perform the following calcula-
tion:
rZI , Bβsu  rZI ,ΦγβBγsu 
¸
I1 I2I
|I2| |I|
ZI1ΦγβZ
I2Bγu  ΦγβrZI , Bγsu.
In the first sum, we commute ZI2 and Bγ and obtain
rZI , Bβsu 
¸
I1 I2I
|I2| |I|
ZI1ΦγβBγZI2u 
¸
I1 I2I
|I2| |I|
ZI1ΦγβrZI2 , Bγsu  ΦγβrZI , Bγsu

¸
I1 I2I
|I2| |I|
ZI1ΦγβBγZI2u 
¸
I1 I2I
ZI1ΦγβrZI2 , Bγsu

¸
I1 I2I
|I2| |I|
ZI1ΦγβBγZI2u 
¸
I1 I2I
|J| |I2|
 
ZI1Φγβ

θI2αγJ BαZJu.
Hence, θIαγJ are linear combinations of Z
I1Φγβ and θ
I2α
γJ Z
I1Φγβ with |I1| ¤ |I|
and |I2| ¤ |I|, which yields (3.2.1). Note that θI2αγJ are constants, so that
BI3ZI4 θI2αγJ ZI1Φγβ  θI2αγJ BI3ZI4ZI1Φγβ
and, by (2.2.5), we arrive at (3.2.2).
Lemma 3.3 (Algebraic decomposition of commutators. III). For
any function u defined in the cone K, the following identities hold:
rZI , Bcsu 
¸
|J| I
σIbcJBbZJu  t1
¸
|J1| |I|
ρIγcJ 1BγZJ
1
u, (3.2.3)
where σIγcJ and ρ
Iγ
cJ are C
8 functions satisfying the following estimates in
K : BI1ZI2σIγβJ  ¤ Cpn, |I|, |I1|, |I2|qt|I1|, (3.2.4a)BI1ZI2ρIγβJ  ¤ Cpn, |I|, |I1|, |I2|qt|I1|. (3.2.4b)
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Proof. We proceed by induction. The case |I|  1 is easily checked from
(3.1.2b) and (3.1.2c). By assuming that (3.2.3) with (3.2.4a) and (3.2.4b)
hold for |I| ¤ k, we want to treat indices |I|  k   1. To do this, let ZI
be a product of operators with multi-index |I|  k   1. Then, ZI  Z1ZI1
with |I 1|  k and the following holds:
rZI , Bcsu  rZ1ZI
1
, Bcs  Z1
 rZI1 , Bcsu  rZ1, BcsZI1u.
Case I: Z1  Bα. We consider first the case Z1  Bα and write
Z1
 rZI1 , Bcsu
 Bα
 ¸
|J| |I1|
σI
1b
cJ BbZJu  t1
¸
|J 1| |I1|
ρI
1γ
cJ 1BγZJ
1
u



¸
|J| |I1|
Bα
 
σI
1b
cJ
BbZJu  ¸
|J| |I1|
σI
1b
cJ BbBαZJu 
¸
|J| |I1|
σI
1b
cJ rBα, BbsZJu
  Bαt1
¸
|J 1| |I1|
 
ρI
1γ
cJ 1
BγZJ 1u  t1 ¸
|J 1| |I1|
Bα
 
ρI
1γ
cJ 1
BγZJ 1u
  t1
¸
|J 1| |I1|
ρI
1γ
cJ 1BγBαZJ
1
u  t1
¸
|J 1| |I1|
ρI
1γ
cJ 1 rBα, BγsZJ
1
u.
For the second term in the right-hand-side, we make a change of frame, i.e.
σI
1b
cJ BbBαZJu  σI
1b
cJ Bb
 
ΨγαBγZJu

.
For the third term, we recall (3.1.2b) and write
σI
1b
cJ rBα, BbsZJu  t1σI
1b
cJ Γ
γ
αbBγZJu.
For the last term, we remark that rBα, Bγs  0. Hence, we conclude that
Z1
 rZI1 , Bcsu

¸
|J| |I1|
Bα
 
σI
1b
cJ
BbZJu  ¸
|J| |I1|
σI
1b
cJ Bb
 
ΨγαBγZJu

  t1
¸
|J| |I1|
 
σI
1b
cJ BbΓγαb
BγZJu  Bαt1 ¸
|J1| |I1|
 
ρI
1γ
cJ 1
BγZJ 1u
  t1
¸
|J1| |I1|
Bα
 
ρI
1γ
cJ 1
BγZJ 1u  t1 ¸
|J1| |I1|
ρI
1γ
cJ 1BγBαZJ
1
u.
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So, we have
Z1
 rZI1 , Bcsu

¸
|J| |I1|
 
σI
1b
cJ Ψ
γ
α
BbBγZJu
 
¸
|J| |I1|
Bα
 
σI
1b
cJ

Ψγb BγZJu 
¸
|J| |I1|
 
σI
1b
cJ BbΨγα

Φγ
1
γ Bγ1ZJu
  t1
¸
|J| |I1|
 
σI
1b
cJ BbΓγαb
BγZJu  t1 ¸
|J1| |I1|
Bα
 
ρI
1γ
cJ 1
BγZJ 1u
  t1
¸
|J1| |I1|
ρI
1γ
cJ 1BγBαZJ
1
u  Bαt1
¸
|J1| |I1|
 
ρI
1γ
cJ 1
BγZJ 1u.
We also recall that
rZ1, BcsZI
1
u  rBα, BcsZI
1
u  t1ΓγαcBγZI
1
u.
Then we conclude that, when Z1  Bα, σIγαJ are linear combinations of
σI
1b
cJ Ψ
γ
α. For all BI1ZI2 , we have
BI1ZI2 σI1bcJ Ψγα  ¸
I3 I4I2
BI1 ZI3σI1bcJ ZI4Ψγα

¸
I3 I4I2
I5 I6I1
BI5ZI3σI1bcJ BI6ZI4Ψγα.
Now, we apply (2.2.6) on BI6ZI4Ψγα and our induction assumption (3.2.4a)
on BI5ZI3σI1bcJ for |I 1| ¤ k and obtainBI1ZI2 σI1bcJ Ψγα ¤ Cpn, |I1|, |I2|qt|I1|.
Note that ρIγαJ are linear combinations of the following terms:
tBα
 
σI
1b
cJ

Ψγb , t
 
σI
1b
cJ BbΨγα

Φγ
1
γ , σ
I1b
cJ BbΓγαb,
ρI
1γ
cJ 1 , Bα
 
ρI
1γ
cJ 1

, tBαt1
 
ρI
1γ
cJ 1

, Γγαc.
For the term tBα
 
σI
1b
cJ

Ψγb , we observe that
BI1ZI2 tBα σI1bcJ Ψγb   ¸
I3 I4I1
I5 I6I2
BI3ZI5 tΨγb  BI4ZI6 BασI1bcJ 
Note that tΨγb is homogeneous of degree 1 and continuous in the region
tt ¥ 1, |x| ¤ tu. Then by Lemma 2.2,BI3ZI5 tΨγb  ¤ Cpn, |I3|, |I6|q t|I3| 1. (3.2.5)
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By Lemma 3.1, we have
BI4ZI6 BασI1bcJ  BI4BαZI6σI1bcJ   BI4rZI6 , BαsσI1bcJ
BI4BαZI6σI
1b
cJ  
¸
β
|I16| |I6|
θI6βαI16
BI4BβZI
1
6σI
1b
cJ .
Then, by the induction assumption (3.2.4b) and (2.2.6)BI4BαZI6σI1bcJ  ¤ Cpn, |I4|, |I6|qt|I4|1,BI4BβZI16σI1bcJ  ¤ Cpn, |I4|, |I6|qt|I4|1.
Then, we obtain BI4ZI6 BασI1bcJ  ¤ Cpn, |I4|, |I6|qt|I4|1,
combined with (3.2.5), we getBI1ZI2 tBα σI1bcJ Ψγb  ¤ Cpn, |I1|, |I2|qt|I1|
which is the right-hand-side of (3.2.4b).
Next, for the term t
 
σI
1b
cJ BbΨγα

Φγ
1
γ , we observe that
t
 
σI
1b
cJ BbΨγα

Φγ
1
γ  tΦβbΦγ
1
γ BβΨγα σI
1b
cJ ,
and, similarly to the cases above,
BI1ZI2 tΦβbΦγ1γ BβΨγα σI1bcJ   ¸
I3 I5I1
I4 I6I2
BI3ZI4 tΦβbΦγ1γ BβΨγαBI5ZI6σI1bcJ
where in each term of the sum the first factor is homogeneous of degree 0
and can be controlled by lemma 2.2BI3ZI4 tΦβbΦγ1γ BβΨγα ¤ Cpn, |I3|, |I5|qt|I3|
and the second factor is controlled by the assumption of induction (3.2.4b):BI5ZI6σI1bcJ  ¤ Cpn, |I5|, |I6|qt|I5|.
Then we conclude thatBI1ZI2 tΦβbΦγ1γ BβΨγα σI1bcJ  ¤ Cpn, |I1|, |I2|qt|I1|.
The term σI
1b
cJ BbΓγαb is estimated in the same manner by noting that
Γγαb is nothing but a linear combination of Ψ
γ
b with constant coefficients.
So they are homogeneous of degree 0.
The term ρI
1γ
cJ 1 is bounded by our induction assumption (3.2.4b).
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September 4, 2014 13:25 World Scientific Book - 9in x 6in PLF-YM-book page 149
For the term Bα
 
ρI
1γ
cJ 1

, we apply (3.1.5):
BI1ZI2Bα
 
ρI
1γ
cJ 1
 BI1BαZI2ρI1γcJ 1   BI1 rZI2 , BαsρI1γcJ 1
BI1BαZI2ρI
1γ
cJ 1   BI1
  ¸
|J2| |I2|
θI2δαJ2BδZJ2ρ
I1γ
cJ 1

BI1BαZI2ρI
1γ
cJ 1  
¸
|J2| |I2|
θI2δαJ2BI1BδZJ2ρ
I1γ
cJ 1 .
Then, by applying the assumption if induction, we see that the term
BI1ZI2Bα
 
ρI
1γ
cJ 1

can be bounded by the right-hand-side of (3.2.4b).
Then, we consider the term tBαt1
 
ρI
1γ
cJ 1

and observe that it vanishes
when α  0, while for α  0 we obtain tBαt1
 
ρI
1γ
cJ 1
  t1 ρI1γcJ 1 and
BI1ZI2  t1ρI1γcJ 1   ¸
I3 I4I1
I5 I6I2
BI3ZI5t1 BI4ZI6ρI1γcJ 1 .
By a direct calculation, we findBI3ZI5t1 ¤ Cpn, |I3|, |I5|qt|I3|
and, by our induction assumption (3.2.4b),BI1ZI2  t1ρI1γcJ 1 ¤ Cpn, |I1|, |I2|qt|I1|.
At last, we observe that the term Γγαc is directly handled with (3.1.3).
Finally, we combine together our estimates on the components of ρI
1γ
cJ 1
and thus arrive at (3.2.4b) when Z1  Bα.
Case 2, Z1  La.
We now treat the case Z1  La and write
Z1
 rZI1 , Bcsu
La
  ¸
|J| |I1|
σI
1b
cJ BbZJu  t1
¸
|J 1| |I1|
ρI
1γ
cJ 1BγZJ
1
u


¸
|J| |I1|
 
Laσ
I1b
cJ
BbZJu  ¸
|J| |I1|
σI
1b
cJ BbLaZJu 
¸
|J| |I1|
σI
1b
cJ rLa, BbsZJu
  t1ptLat1q
γ¸
|J1| |I1|
ργJ 1BγZJ
1
u
  t1
¸
|J 1| |I1|
 
Laρ
I1γ
cJ 1
BγZJ 1u  t1 ¸
|J 1| |I1|
ρI
1γ
cJ 1BγLaZJ
1
u
  t1
¸
|J 1| |I1|
ρI
1γ
cJ 1 rLa, BγsZJ
1
u.
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In right-hand-side, we apply (3.1.2c) on the third term and (3.1.2a) on the
last term, and remark that the coefficient of the fourth term tLapt1q 
xat  Ψ0a. Then,
Z1
 rZI1 , Bcsu

¸
|J| |I1|
 
Laσ
I1b
cJ
BbZJu  ¸
|J| |I1|
σI
1b
cJ BbLaZJu 
¸
|J| |I1|
σI
1b
cJ Θ
c
abBcZJu
  t1Ψ0a
¸
|J 1| |I1|
ρI
1γ
cJ 1BγZJ
1
u
  t1
¸
|J 1| |I1|
 
Laρ
I1γ
cJ 1
BγZJ 1u  t1 ¸
|J 1| |I1|
ρI
1γ
cJ 1BγLaZJ
1
u
  t1
¸
|J 1| |I1|
ρI
1γ
cJ 1Θ
β
aγBβZJ
1
u.
We also recall that
rZ1, BcsZI
1
u  rLa, BcsZI
1
u  ΘbacBbZI
1
u.
We observe that σIbcJ are linear combinations of Laσ
I1b
cJ , σ
I1b
cJ , σ
I1b
cJ Θ
c
ab and
Θbac. The estimate on the first two terms follows directly from the induction
assumption (3.2.4a). On the other hand, the third term is estimated as
follows:
BI1ZI2σI1bcJ Θcab 
¸
I3 I4I1
I5 I6I2
BI3ZI5σI1bcJ BI4ZI6Θcab.
The first factor is bounded by the induction assumption (3.2.4a) and for
the second factor, remarking that Θcab is a linear combination of Ψ
δ
γ , can be
bounded by (2.2.6). In the same manner we can get the desired estimate
on Θbac. So, (3.2.4a) is established in the case Z1  La, |I|  k   1.
In the same way, ρIγcJ are linear combinations of Ψ
0
aρ
I1γ
cJ 1 , Laρ
I1γ
cJ 1 , ρ
I1γ
cJ 1 ,
ρI
1γ
cJ 1Θ
β
aγ . The second and the third terms are bounded by the induction
assumption (3.2.4b). The first term is estimated by applying (2.2.6) and
the induction assumption (3.2.4b). For the last term, note that Θβaγ are
linear combinations of Ψδ
1
δ and constants. Hence, by applying (2.2.5) and
the induction assumption (3.2.4b), the desired bound is reached. Finally,
by combining these estimates together, (3.2.4b) is established in the case
|I|  k   1, which completes the argument and, consequently, the proof of
Lemma 3.2.
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3.3 Estimates of the commutators
The following statement is now immediate in view of (3.1.5), (3.2.1), and
(3.2.3).
Lemma 3.4. For any function u defined in the cone K, the following esti-
mates hold:rZI , Bαsu  rZI , Bαsu ¤ Cpn, |I|q ¸
β,|J| I
BβZJu, (3.3.1)
rZI , Basu ¤ Cpn, |I|q ¸
b,|J1| |I|
BbZJ1u  Cpn, |I|q
γ¸
|J2|¤|I|1
t1BγZJ2u.
(3.3.2)
Furthermore, from (3.1.5), (3.2.1), and (3.2.3), we deduce the following
estimates. Recall the convention ZI  0 when |I|   0.
Lemma 3.5. For any function u defined in the cone K, the following esti-
mates hold: rZI , BαBβsu ¤ Cpn, |I|q ¸
γ,γ1
|J| |I|
BγBγ1ZJu, (3.3.3)
rZI , BaBβsu  rZI , BαBbsu ¤Cpn, |I|q ¸
a,β
|J1|¤|I|
BaBβZJ1u
  Cpn, |I|qt1
γ¸
|J2|¤|I|
BγZJ2u. (3.3.4)
Proof. 1. To derive (3.3.3), we write
rZI , BαBβsu  Bα
 rZI , Bβsu  rZI , BαsBβu
and, by applying (3.1.5), the first term in right-hand-side can be written as
Bα
 rZI , Bβsu  Bα ¸
|J| |I|
θIγβJBγZJu



¸
|J| |I|
θIγβJBαBγZJu.
This expression is bounded by Cpn, |I|q° α,β
|J| |I|
BαBβZJu. The second term
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is estimated as follows:
rZI , BαsBβu 
¸
|J| |I|
θIγαJBγZJBβu

¸
|J| |I|
θIγαJBγBβZJu 
¸
|J| |I|
θIγαJBγrZJ , Bβsu

¸
|J| |I|
θIγαJBγBβZJu 
¸
|J| |I|
θIγαJBγ
 ¸
|J 1| |J|
θJδβJ 1BδZJ
1
u



¸
|J| |I|
θIγαJBγBβZJu 
¸
|J| |I|
|J1| |J|
θIγαJθ
Jδ
βJ 1BγBδZJ
1
u.
This latter expression is bounded by Cpn, |I|q° α,β
|J| |I|
BαBβZJu. Therefore,
(3.3.3) is established.
2. We now derive (3.3.4) and we will begin with rZI , BaBβsu. By (3.2.1)
and (3.2.3),
u BarZI , Bβsu  rZI , BasBβu
Ba
 ¸
|J| |I|
θIγβJBγZJu


 
¸
|J| |I|
σIcaJBcZJBβu  t1
¸
|J| |I|
ρIγaJBγZJBβu

¸
|J| |I|
BaθIγβJBγZJu 
¸
|J| |I|
θIγβJBaBγZJu
 
¸
|J| |I|
σIcaJBcZJBβu  t1
¸
|J| |I|
ρIγaJBγZJBβu,
thus
u 
¸
|J| |I|
BaθIγβJBγZJu 
¸
|J| |I|
θIγβJBaBγZJu
 
¸
|J| |I|
σIcaJBcBβZJu 
¸
|J| |I|
σIcaJBc
 rZJ , Bβsu  t1 ¸
|J| |I|
ρIγaJBγZJBβu,
and, therefore,
u 
¸
|J| |I|
BaθIγβJBγZJu 
¸
|J| |I|
θIγβJBa
 
Ψγ
1
γ Bγ1ZJu

 
¸
|J| |I|
σIcaJBcBβZJu 
¸
|J| |I|
σIcaJBc
 rZJ , Bβsu  t1 ¸
|J| |I|
ρIγaJBγZJBβu

¸
|J| |I|
θIγβJΨ
γ1
γ BaBγ1ZJu 
¸
|J| |I|
σIcaJBcBβZJu
 
¸
|J| |I|
θIγβJBa
 
Ψγ
1
γ
Bγ1ZJu  ¸
|J| |I|
BaθIγβJBγZJu
 
¸
|J| |I|
σIcaJBc
 rZJ , Bβsu  t1 ¸
|J| |I|
ρIγaJBγZJBβu.
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Here, the first and second terms can be bounded by¸
a,β,|J| |I|
|BaBβZJu|.
Recall that
BaΨγ1γ  ¤ Cpnqt1 and BaθIγβJ  ¤ Cpn, |I|qt1, the third, fourth
and last terms can be bounded by Cpn, |I|qt1°γ,|J2|¤|I| |BγZJ2u|.
So we focus on the fifth term:¸
|J| |I|
σIcaJBc
 rZJ , Bβsu

¸
|J| |I|
σIcaJBc
 ¸
|J 1| |J|
θJγβJ 1Bγu



¸
|J| |I|
|J1| |J|
σIcaJBc
 
θJγβJ 1
Bγu  ¸
|J| |I|
|J1| |J|
σIcaJθ
Jγ
βJ 1BcBγu

¸
|J| |I|
|J1| |J|
σIcaJBc
 
θJγβJ 1
Bγu  ¸
|J| |I|
|J1| |J|
σIcaJθ
Jγ
βJ 1Bc
 
Ψγ
1
γ Bγ1u

so ¸
|J| |I|
σIcβJBc
 rZJ , Bβsu

¸
|J| |I|
|J1| |J|
σIcaJBc
 
θJγβJ 1
Bγu  ¸
|J| |I|
|J1| |J|
σIcaJθ
Jγ
βJ 1Bc
 
Ψγ
1
γ
Bγ1u
 
¸
|J| |I|
|J1| |J|
σIcaJθ
Jγ
βJ 1Ψ
γ1
γ BcBγ1u.
Similarly, the first two terms can be bounded
by Cpn, |I|qt1°γ,|J2|¤|I| |BγZJ2u| and the last term can be bounded by°
a,β,|J| |I| |BaBβZJu|. This completes the proof of (3.3.4).
Now we regard the estimate on rZI , BαBbsu. First we preform the fol-
lowing calculation:
rZI , BαBbsu  rZI , BbBαsu  rZI , rBα, Bbssu.
The estimate on the first term in right-hand-side is already done. We
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concentrate on the second term. This leads to the following calculation:
rZI , rBα, Bbssu rZI ,ΦβαrBβ , Bbssu rZI , BbΦβαBβsu
rZI , t1ΦβαΓγβbBγsu rZI , BbΦβαBβsu

¸
I1 I2I
|I2| |I|
ZI1
 
t1ΦβαΓ
γ
βb

ZI2Bγu  t1ΦβαΓγβbrZI , Bγsu

¸
I1 I2I
|I2| |I|
ZI1
 BbΦβαZI2Bβu BbφβαrZI , Bβsu

¸
I1 I2I
|I2| |I|
ZI1
 
t1ΦβαΓ
γ
βb
BγZI2u
 
¸
I1 I2I
|I2| |I|
ZI1
 
t1ΦβαΓ
γ
βb
rZI2 , Bγsu  t1ΦβαΓγβbrZI , Bγsu

¸
I1 I2I
|I2| |I|
ZI1
 BbΦβαBβZI2u

¸
I1 I2I
|I2| |I|
ZI1
 BbΦβαrZI2 , Bβsu BbφβαrZI , Bβsu.
So, we have
rZI , rBα, Bbssu

¸
I1 I2I
|I2| |I|
ZI1
 
t1ΦβαΓ
γ
βb
BγZI2u  ¸
I1 I2I
ZI1
 
t1ΦβαΓ
γ
βb
rZI2 , Bγsu

¸
I1 I2I
|I2| |I|
ZI1
 BbΦβαBβZI2u ¸
I1 I2I
ZI1
 BbΦβαrZI2 , Bβsu.
We remark that the function t1ΦβαΓ
γ
βb and BbΦβα are homogeneous of degree
1 and C8 in the closed region tt ¥ 1, |x| ¤ tu. Then by Lemma 2.2, we
have ZI1 t1ΦβαΓγβb ¤Cpn, |I|qt1,ZI1 BbΦβα ¤Cpn, |I|qt1.
So we conclude byrZI , rBα, Bbssu ¤ Cpn, |I|qt1
γ¸
|J| |I|
BγZJu.
This complete the proof of (3.3.4).
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Lemma 3.6. For any function u defined in the cone K, the following esti-
mates hold:ZI ps{tqBαu ¤ ps{tqBαZIu  Cpn, |I|q ¸
β,|J| |I|
ps{tqBβZJu. (3.3.5)
To prove this lemma, we need the following result:
Lemma 3.7. Let I be a multi-index. Then
ΞI : pt{sqZIps{tq (3.3.6)
is a C8 function defined in the closed cone K  t|x| ¤ t  1u and al-
l of its derivatives (of any order) are bounded in K. Furthermore, it is
homogeneous of degree η with η ¤ 0.
We admit here this result and give the proof of (3.3.5). The proof of (3.3.6)
will be given at the end of this chapter.
Proof of (3.3.5). We observe that
rZI , ps{tqBαsu 
¸
I1 I2I
I1¤|I1|
ZI2ps{tqZI1Bαu  ps{tqrZI , Bαsu

¸
I1 I2I
|I1|¤|I|1
ZI2ps{tq rZI1 , Bαsu 
¸
I1 I2I
|I1|¤|I|1
ZI2ps{tq BαZI1u
  ps{tqrZI , Bαsu

¸
I1 I2I
ZI2ps{tq rZI1 , Bαsu 
¸
I1 I2I
|I1|¤|I|1
ZI2ps{tq BαZI1 .
By applying (3.3.6), we find ¸
I1 I2I
ZI2ps{tq rZI1 , Bαsu
 ¤ ¸
I1 I2I
ZI2ps{tq rZI1 , Bαsu
¤Cpn, |I|q
¸
|J|¤|I|1
ps{tqBαZJu
and  ¸
I1 I2I
|I1|¤|I|1
ZI2ps{tq BαZI1u
 ¤ Cpn, |I|q ¸
|J|¤|I|1
ps{tqBαZJu.
Consequently, (3.3.5) is proven.
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Proof of (3.3.6). First we remark the following identities:
pt{sqLaps{tq  xa{t,
pt{sqBaps{tq  xa{s2, pt{sqBtps{tq  |x|2s2t1.
(3.3.7)
Remark that in the cone K  t|x|   t 1u, the function xa{s2, |x|2s2t1,
xa{t are bounded and C8. xa{s2 and |x|2s2t1 are homogeneous of degree
1 while xa{t is homogeneous of degree 0, we also remark that all of their
derivatives (of any order) are bounded in K. Then we have proved (3.3.6)
in the case where |I|  1.
For the case |I| ¡ 1, we preform the induction on |I|. Assume that for
|I| ¤ k, (3.3.6) holds. Then for an operator ZI with |I|  k 1, we suppose
that ZI  Z1 ZI1 where |I 1|  k. Then
pt{sqZIps{tq  pt{sqZ1ZI
1ps{tq  Z1
 pt{sqZI1ps{tq Z1ps{tqZI1ps{tq,
where Z1 can be Bα or La. Remark that by the assumption of induction
and (3.3.7), the second term is a C8 function homogeneous of degree non-
positive and all of its derivatives are bounded in K. Now we focus on the
first term. By the assumption of induction, pt{sqZI1ps{tq is C8, homoge-
neous of degree non-positive and bounded in K. We need to distinguish
two different cases.
CASE 1, Z1  Bα. In this case, Z1
 pt{sqZI1ps{tq is homogeneous of degree
less than or equal to 1, and by the assumption of induction, all of its
derivatives are bounded in K.
CASE 2, Z1  La. In this case, Z1
 pt{sqZI1ps{tq is homogeneous of degree
less than or equal to 0.
Z1
 pt{sqZI1ps{tq  xaBt pt{sqZI1ps{tq  tBa pt{sqZI1ps{tq.
Denote by fpt, xq  Bα
 pt{sqZI1ps{tq and recall that fpt, xq is homogeneous
of degree η with η ¤ 1 so
fpt, xq  pt{2qηfp2, 2x{tq.
Recall that fp2, xq is bounded when |x| ¤ 2. Then (recall that t ¥ 1 in
t ¥ 1) Bα pt{sqZI1ps{tq  |fpt, xq| ¤ Cpn, I 1qtη ¤ Cpn, I 1qt1.
Then Z1 pt{sqZI1ps{tq ¤ Cpn, I 1qp1  |xa|{tq.
Taking into consideration the fact that in K, |xa| ¤ t, the desired result is
proven.
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Chapter 4
The null structure in the
semi-hyperboidal frame
4.1 Estimating first-order derivatives
In this chapter, we discuss the null condition and derive estimates on several
null quadratic forms. A quadratic form TαβBαuBβv acting on the gradient
of two functions u, v is said to satisfy the null condition if, for all null
vectors ξ P R4, i.e. satisfying pξ0q2 
°
apξaq2  0, one has
Tαβξαξβ  0. (4.1.1)
Similarly, a cubic form Aαβγξαξβξγ is said to satisfy the null condition if,
for all null vectors, one has
Aαβγξαξβξγ  0. (4.1.2)
All of the terms of interest here are linear combinations of factors Bαu Bβv
and BγuBαBβv and uBαBβv. Throughout, we constantly use the notation
s2  t2  r2.
Proposition 4.1 (Bounds for null forms). If Tαβξαξβ is a quadratic
form satisfying the null condition, then for every multi-index I there exists
a constant CpIq ¡ 0 such thatZIT 00 ¤ CpIq pt2  r2q
t2
 CpIq ps{tq2 in the cone K. (4.1.3)
Similarly, if a cubic form Aαβγξαξβξγ satisfies the null condition, then for
every multi-index I there exists a constant CpIq ¡ 0 such thatZIA000 ¤ CpIq pt2  r2q
t2
 CpIq ps{tq2 in the cone K. (4.1.4)
We first state an elementary estimate based on homogeneity, which is
immediate from the observation that, with the notation in the statement
below, ZIf is homogeneous of degree η1 ¤ η; namely, the proof is similar
to the one of Lemma 2.2.
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Lemma 4.1 (Homogeneity lemma). Let f be a C8 function defined in
the closed set tt ¥ 1u X tt{2 ¤ r ¤ tu. Assume that f is homogeneous (in
first variable) of degree η in the sense that fpt, xq  tηfp1, x{tq. Then, the
following estimate holds:ZIfpt, xq ¤ Cpn, |I|qtη in the region tr ¥ t{2u XK. (4.1.5)
Proof of Proposition 4.1. We use the notation ωa  ωa : xa{|x| and
ω0  ω0 : 1, so that pω0q2
°
apωaq2  0. We consider the component
T 00 and write
T 00  TαβΨ0αΨ0β  TαβΨ0αΨ0β  Tαβωαωβ
 Tαβ Ψ0αΨ0β  ωαωβ.
First, when r ¤ t{2, we have
ZI
 
TαβΨ0αΨ
0
β
  ¸
I1 I2I
TαβZI1Ψ0αZ
I2Ψ0β .
Applying Lemma 2.2, we obtainZI TαβΨ0αΨ0β ¤ ¸
I1 I2I
K
ZI1Ψ0αZI2Ψ0β  ¤ Cpn, |I|qKps{tq2pt{sq2.
Recall that when 0 ¤ r ¤ t{2, we have pt{sq2 ¤ 4{3 so in the region
KX tr ¤ t{2u, ZI TαβΨ0αΨ0β ¤ Cpn, |I|qKps{tq2.
Second, in the region tr ¥ t{2u XK, we have the expression
T 00  Tαβ Ψ0αΨ0β  ωαωβ
and thus
ZIT 00  TαβZIpΨ0αΨ0β  ωαωβ

.
When α  β  0, pΨ0αΨ0β  ωαωβ
  0. When α  a ¡ 0, β  0, we have
ZIpΨ0αΨ0β  ωαωβ
  ZI ωa 1 pr{tq

¸
I1 I2I
ZI1ωa Z
I2

t r
t


.
When α  a ¡ 0, β  0 ¡ 0, we obtain
ZI
 
Ψ0αΨ
0
β  ωαωβ
  ZIxaxb
t2
 x
axb
r2



¸
I1 I2 I3 I4I
ZI1ωa Z
I2ωb Z
I3

1  r
t


ZI4

r  t
t


.
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We focus on the estimates of ZIωa, Z
I
 
1  rt

and ZI
 
tr
t

. By Lemma
4.1, ZIωa and Z
I
 
1   rt

are bounded by Cpn, |I|q. For the estimate of
ZI
 
tr
t

, we perform the following calculation:
t r
t
 s
2
t2
t
t  r ,
and then
ZI
 pt rq{t  ¸
I1 I2 I3I
ZI1
 
t{pt  rqZI2ps{tqZI3ps{tq.
We observe that t{pt  rq is C8 regular, defined in tt ¥ 1u X tt{2 ¤ r ¤ tu,
and homogeneous of degree 0. Then, we haveZI1 t{pt  rq ¤ Cp|I|q.
The term ZI2ps{tq is bounded by Cp|I|qps{tq by applying Lemma 3.7. Then
we conclude with ZI pt{rq{t ¤ Cp|I|qps{tq2,
which proves the desired result.
Then we have the following estimates on the null quadratic forms.
Proposition 4.2. For any null quadratic form TαβBαuBβv, where Tαβ are
constants, and for any multi-index I, one hasZI TαβBαuBβv
¤ CKps{tq2
¸
|I1| |I2|¤|I|
ZI1BtuZI2Btv
  CK
¸
a,β,
|I1| |I2|¤|I|
ZI1BauZI2Bβv  ZI1BβuZI2Bav	,
where K : maxα,β
Tαβ .
The importance of this estimate relies in the factor ps{tq2 before the
component of BtuBtv. As we will see later, the other derivative term Ba
enjoys better L8 and L2 estimates in our framework. The derivatives of
direction Bt do not always have enough decay, and the factor ps{tq2 precisely
allows us to overcome this lack of sufficient L2 and L8 decay.
Proof. The proof relies on a change of frame. In the semi-hyperboloidal
frame we have
TαβBαuBβv  TαβBαuBβv
 T 00BtuBtv   T 0bBtuBbv   T a0BauBtv   T abBauBbv.
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Then, we have
ZI
 
TαβBαuBβv

ZI TαβBαuBβv
ZI T 00BtuBtv  ZI T 0bBtuBbv  ZI T a0BauBtv  ZI T abBauBbv
:R1  R2  R3  R4.
Recalling the null condition satisfied by the null form under consideration
and by Proposition 4.1, we get
|R1| ¤
¸
I1 I2 I3I
ZI3 T 00ZI1 Btu  ZI2 Btv
¤CKps{tq2
¸
|I1| |I2|¤|I|
ZI1Btu  ZI2Btv.
The term R2 are estimated directly. Recall that by Lemma 2.1, |ZITαβ | ¤
CpIqK. Then
|R2| ¤
¸
b,
I1 I2 I3I
ZI3 T 0bZI1 Btu  ZI2 Bbv
¤ CK
¸
b,
|I1| |I2|¤|I|
ZI1 Btu  ZI2 Bbv.
The terms R3 and R4 are estimated similarly. Then the desired result is
proved.
4.2 Estimating second-order derivatives
In the following sections, we will need to treat the second-order derivatives
BαβBαBβu, where Bαβ are constants. A second-order operator of this form
is said to satisfy the null condition if
Bαβξαξβ  0 for ξ0ξ0 
3¸
i1
ξiξi  0.
Proposition 4.3. Let BαβBαBβ be a second-order operator satisfying the
null condition with constants Bαβ bounded by K. Then, one hasZI BαβBαBβu
¤ Cpn, |I|qKps{tq2
¸
|I1|¤|I|
ZI
 BtBtu  Cpn, |I|qK
a¸,α
|I1|¤|I|
ZI
 BaBαu
  Cpn, |I|qK
t
¸
α,|I1|¤|I|
|ZI1 Bαu|.
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Proof. We have
BαβBαBβu BαβBαBβu BαβBα
 
Ψβ
1
β
Bβ1u
B00BtBtu Ba0BaBtu B0bBtBbu BabBaBbu
 BαβBα
 
Ψβ
1
β
Bβ1u.
Recall that B is a null quadratic form, then |ZJB00| ¤ Cpn, |J |qKps{tq2
and ZIB00BtBtu ¤ ¸
I1 I2I
ZI2B00 ZI1BtBtu
¤ Cpn, |I|qKps{tq2
¸
|I1|¤|I|
ZI1BtBtu.
Also, from Lemma 2.1
ZIB ¤ Cpn, |I|q|B|. Then we haveZI Ba0BaBtu ¤
a¸
I1 I2I
ZI2Ba0 ZI1BaBtu
¤ Cpn, |I|qK
a¸
|I1|¤|I|
ZI1BaBtu.
For the term ZI
 
B0bBtBbu

by applying (3.1.2) we haveZI B0bBtBbu ¤ ¸
I1 I2I
ZI2Ba0 ZI1BtBbu
¤ Cpn, |I|qK
¸
b
|I1|¤|I|
ZI1BtBbu
and ZI1BtBbu ¤ZI1BbBtu  ZI1rBb, Btsu
¤ZI1BbBtu  ZI1 t1Γγ0bBγu
¤ZI1BbBtu  ¸
I3 I4I2
ZI4 t1Γγ0bZI3Bγu
¤ZI1BbBtu  Ct1
γ¸
|I3|¤|I1|
ZI3Bγu.
Here, we have used the estimate
ZJ t1Γ0b ¤ Cpn, |J |q. So we have
proven thatZI1B0bBtBbu ¤ Cpn, |I|qK ¸
b
|I1|¤|I|
ZI1BbBtu Cpn, |I|qKt1
γ¸
|I1|¤|I|
ZI1Bγu.
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The term ZI
 
BabBaBbu

is estimated as follows:ZI BabBaBbu ¤ Cpn, |I|q ¸
a,b
I1 I2I
ZI2Bab ZI1BaBbu
¤ Cpn, |I|qK
¸
β,a
I1 I2I
ZI1BaBβu.
The term ZI
 
BαβBα
 
Ψβ
1
β
Bβ1u is estimated by applying the decay rate
supplied by ZJ
Bα Ψβ1β  ¤ Cpn, |J |qt1. This completes the proof.
As a direct corollary, the following estimates hold.
Proposition 4.4. Let Bpu, BBvq be a bilinear form acting on the function
u and the Hessian form of v by
Bpu, BBvq  BαβuBαBβv.
We assume that the quadratic form BαβBαBβ satisfies the null condition.
Then the following estimates hold:ZI BαβuBαBβv ¤Cpn, |I|qKps{tq2 ¸
|I1| |I2|¤|I|
ZI1u ZI2BtBtv
  Cpn, |I|qK
¸
α,b
|I1| |I2|¤|I|
ZI1u ZI2BαBbv
  Cpn, |I|qK
¸
a,β
|I1| |I2|¤|I|
ZI1u ZI2BaBβv
  Cpn, |I|qKt1
α¸
|I1| |I2|¤|I|
ZI1u ZI2Bαv,
(4.2.1a)
rZI , BαβuBαBβsv ¤Cpn, |I|qKps{tq2 ¸
|I1| |I2|¤|I|
|I2| |I|
ZI1u ZI2BtBtv
  Cpn, |I|qK
¸
a,β
¸
|I1| |I2|¤|I|
|I2| |I|
ZI1u ZI2BaBβv
  Cpn, |I|qK
¸
α,b
¸
|I1| |I2|¤|I|
|I2| |I|
ZI1u ZI2BαBbv
  Cpn, |I|qKt1
¸
|I1| |I2|¤|I|
|I2| |I|,β
ZI1u ZI2Bβ1v.
(4.2.1b)
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Proof. We first establish (4.2.1a):
ZI
 
BαβuBαBβv
 ZI BαβuBαBβv  BαβuBαΨβ1β Bβ1v

¸
I1 I2 I3I
ZI3Bαβ ZI1uZI2BαBβv
 
¸
I1 I2 I3I
BαβZI1uZI3BαΨβ
1
β Z
I2Bβ1v : R1  R2,
in which R1 can be estimated as follows:
R1 
¸
I1 I2 I3I
ZI3Bαβ ZI1uZI2BαBβv

¸
I1 I2 I3I
ZI3B00 ZI1uZI2BtBtv
 
¸
I1 I2 I3I
ZI3Ba0 ZI1uZI2BaBtv  
¸
I1 I2 I3I
ZI3B0b ZI1uZI2BtBbv
 
¸
I1 I2 I3I
ZI3Bab ZI1uZI2BaBbv.
Recall that
ZIBαβ  ¤ Cpn, |I|qK and ZIB00 ¤ Cpn, |I|qps{tq2, then
|R1| ¤Cpn, |I|qKps{tq2
¸
|I1| |I2|¤|I|
ZI1u ZI2BtBtv
  Cpn, |I|qK
¸
α,b
|I1| |I2|¤|I|
ZI1u ZI2BαBbv
  Cpn, |I|qK
¸
a,β
|I1| |I2|¤|I|
ZI1u ZI2BaBβv.
Observe now that
ZIBαΨβ1β  ¤ Cpn, |I|qt1, then R2 is bounded by
|R2| ¤
¸
I1 I2 I3I
Bαβ  ZI1u ZI3BαΨβ1β  ZI2Bβ1v
¤Cpn, |I|qKt1
α¸
|I1| |I2|¤|I|
ZI1u ZI2Bαv.
Thus the estimate (4.2.1a) is proven.
Next, in order to derive (4.2.1b), we observe that
rZI , BαβuBαBβsv  rZI , BαβuBαBβsv   rZI , BαβuBαΨβ
1
β Bβ1sv : R3  R4.
The term R3 is decomposed as follows:
rZI , BαβuBαBβsv

¸
I1 I2 I3
|I2| |I|
ZI3Bαβ ZI1uZI2BαBβv  BαβurZI , BαBβsv
:R5  R6.
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The term R5 is estimated as follows:
R5 
¸
I1 I2 I3
|I2| |I|
ZI3Bαβ ZI1uZI2BαBβv

¸
I1 I2 I3
|I2| |I|
ZI3B00 ZI1uZI2BtBtv
 
¸
I1 I2 I3
|I2| |I|
ZI3Ba0 ZI1uZI2BaBtv  
¸
I1 I2 I3
|I2| |I|
ZI3B0b ZI1uZI2BtBbv
 
¸
I1 I2 I3
|I2| |I|
ZI3Bab ZI1uZI2BaBbv
and thus
|R5| ¤
¸
I1 I2 I3I
|I2| |I|
ZI3B00 ZI1u ZI2BtBtv
 
¸
I1 I2 I3I
|I2| |I|
ZI3Ba0 ZI1u ZI2BaBtv
 
¸
I1 I2 I3I
|I2| |I|
ZI3B0b ZI1u ZI2BtBbv
 
¸
I1 I2 I3I
|I2| |I|
ZI3Bab ZI1u ZI2BaBbv,
hence
|R5| ¤Cpn, |I|qKps{tq2
¸
|I1| |I2|¤|I|
|I2| |I|
ZI1u ZI2BtBtv
  Cpn, |I|qK
¸
|I1| |I2|¤|I|
|I2| |I|
ZI1u ZI2BaBβv
  Cpn, |I|qK
¸
|I1| |I2|¤|I|
|I2| |I|
ZI1u ZI2BαBbv.
The term R6 is decomposed as follows:
BαβurZI , BαBβsv B00urZI , BtBtsv  Ba0urZI , BaBtsv
 B0burZI , BtBbsv  BaburZI , BaBbsv.
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Then we apply (3.3.3) and (3.3.4) and the fact that |B00| ¤ Cps{tq2:BαβurZI , BαBβsv
B00urZI , BtBtsv  Ba0urZI , BaBtsv
  B0burZI , BtBbsv  BaburZI , BaBbsv
¤Cpn, |I|qKps{tq2|u|
¸
γ,γ1
|I1| |I|
ZI1BγBγ1v
  Cpn, |I|qK|u|
¸
a,β
|I1| |I|
BaBβZI1v  Cpn, |I|qKt1|u| ¸
a,β
|I1| |I|
BγZI1v.
The term R4 is estimated as follows:
rZI , BαβuBαΨβ
1
β Bβ1sv

¸
I1 I2 I3I
|I2| |I|
BαβZI1uZI3BαΨβ
1
β Z
I2Bβ1v  BαβuBαΨβ
1
β rZI , Bβ1sv.
Recall the additional decreasing rate supplied by
ZIBαΨβ1β  ¤ Cpn, |I|qt1,
the first term is bounded by
Cpn, |I|qKt1
¸
|I1| |I2|¤|I|
|I2| |I|,β
1
ZI1u ZI2Bβ1v.
The second term is estimated by (3.3.2) and the additional decreasing rate
supplied by
ZIBαΨβ1β  ¤ Cpn, |I|qt1. It can also be bounded by
Cpn, |I|qKt1
¸
|I1| |I2|¤|I|
|I2| |I|,β
ZI1u ZI2Bβ1v.
This complete the proof of (4.2.1b).
4.3 Products of first-order and second-order derivatives
The third type of null form we treat is a null quadratic form acting on the
gradient and the Hessian, as now stated.
Proposition 4.5. Let A be a cubic form acting on the gradient of u and
the Hessian matrix of v by
ApBu, BBvq  AαβγBγuBαBβv.
165
September 4, 2014 13:25 World Scientific Book - 9in x 6in PLF-YM-book page 166
where u, v are C8 function supported in the cone K. If Aαβγ satisfies the
null condition, then the following estimate holds for any multi-index I:ZI AαβγBγuBαBβv
¤ CKps{tq2
¸
|I1| |I2|¤|I|
ZI1BtuZI2BtBtv  CKΩ1pI, u, vq   CKΩ2pI, u, vq,
where
Ω1pI, u, vq 
¸
a,β,γ
|I1| |I2|¤|I|
ZI1Bau ZI2BβBγv  ¸
α,b,γ
|I1| |I2|¤|I|
ZI1Bαu ZI2BbBγv
 
¸
αβ,c
|I1| |I2|¤|I|
ZI1Bαu ZI2BβBcv
and
Ω2pI, u, vq ¤ t1
¸
α,β,
|I1| |I2|¤|I|
|ZI1Bαu  ZI2Bβv|.
Proof. We observe the following relation of change of frame:
AαβγBγuBαBβv  AαβγBγuBαBβv  AαβγBγuBα
 
Ψβ
1
β
Bβ1u
: R1pu, vq  R2pu, vq.
The term ZIR2 can be estimated as follows. Recall that |Bα
 
Ψβ
1
β
| ¤ Ct ,
then
ZI
 
AαβγBγuBα
 
Ψβ
1
β
Bβ1v  ¸
I1 I2 I3I
AαβγZI1BγuZI2Bβ1v  ZI3Bα
 
Ψβ
1
β

.
Then it can be estimated asZI AαβγBγuBα Ψβ1β Bβ1v ¤ CKt1 ¸
α,β
|I1| |I2|¤|I|
|ZI1BαuZI2Bβv|  Ω2.
The term R1 can be estimated as follows:
R1 AαβγBγuBαBβv
A000BtuBtBtv
 A00cBcuBtBtv  A0b0BtuBtBbv  Aa00BtuBaBtv
 Aab0BtuBaBbv  A0bcBcuBtBbv  Aa0cBcuBaBtv  AabcBauBbBcv
:R3pu, vq  R4pu, vq
where
R3pu, vq : A000BtuBtBtv
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and R4pu, vq denotes the remaining terms. Then ZIR1  ZIR3   ZIR4.
To estimate |ZIR3|, we observe that Aαβγ is a null cubic form so by Propo-
sition 4.1, |ZIA000| ¤ Cps{tq2. Then
ZI
 
A000BtuBtBtv
  ¸
I1 I2 I3I
ZI3A000  ZI1Btu  ZI2BtBtv.
So thatZI A000BtuBtBtv ¤ CKps{tq2 ¸
|I1| |I2|¤|I|
|ZI1Btu  ZI2BtBtv|
To see the estimates on ZIR4 terms, one just remark that by Lemma 2.1,
|ZIAαβγ | ¤ CpIqK. Then one sees directly the controlling of ZIR3 by Ω1.
Finally, by combining the estimate on R2, R3 and R4, the desired result
is established.
The fourth type of null terms we need to control is the commutator
between ZI and A.
Proposition 4.6. Let A be a null quadratic form acting on the gradient of
function u and the Hessian matrix of v by
ApBu, BBvq : AαβγBγuBαBβv
where u and v are C8 functions supported in the cone K. Then the follow-
ing estimate holds:rZI , AαβγBγuBαBβsv ¤CKps{tq2 ¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BtuZI3BtBtv
  CK
¸
c,α,β
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BcuZI3BαBβv
  CK
¸
c,α,β
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BαuZI3BcBβv
  CK
¸
c,α,β
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BαuZI3BβBcv
  t1CK
¸
α,γ
¸
|I2|¤|I|1
|I1| |I2|¤|I|
BγZI1uBαZI2v.
Proof. We use the change of frame formula
AαβγBγuBαBβv  AαβγBγu  BαBβv  AαβγBγu  Bα
 
Ψβ
1
β
Bβ1v
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and find
rZI , AαβγBγuBαBβsv
rZI , AαβγBγuBαBβsv   rZI , AαβγBγuBα
 
Ψβ
1
β
Bβ1sv
:R1pI, u, vq  R2pI, u, vq.
We first decompose R1pI, u, vq as
rZI , AαβγBγuBαBβsv

¸
I2 I3 I4I,
|I3| |I|
ZI4AαβγZI2
 BγuZI3 BαBβv AαβγBγurZI , BαBβsv
:R3pI, u, vq  R4pI, u, vq,
while R3pI, u, vq is decomposed as
R3pI, u, vq

¸
I2 I3 I4I,
|I3| |I|
ZI4A000ZI2BtuZI3BtBtv
 
¸
I2 I3 I4I,
|I3| |I|
ZI4A00cZI2BcuZI3BtBtv  
¸
I2 I3 I4I,
|I3| |I|
ZI4A0b0ZI2BtuZI3BtBcv
 
¸
I2 I3 I4I,
|I3| |I|
ZI4Aa00ZI2BtuZI3BaBtv  
¸
I2 I3 I4I,
|I3| |I|
ZI4A0bcZI2BcuZI3BtBbv
 
¸
I2 I3 I4I,
|I3| |I|
ZI4Aa0cZI2BcuZI3BaBtv  
¸
I2 I3 I4I,
|I3| |I|
ZI4Aab0ZI2BtuZI3BaBbv
 
¸
I2 I3 I4I,
|I3| |I|
ZI4AabcZI2BcuZI3BaBbv.
Then, we observe that A is a null cubic form and, by Proposition 4.1,
ZI4A000 ¤ Cp|I|qKps{tq2.
Then, by Lemma 2.1, we have
ZI4Aαβγ  ¤ K.
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The term R3pI, u, vq is estimated as follows:R3pI, u, vq
¤ CKps{tq2
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BtuZI3BtBtv
  CK
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BcuZI3BtBtv  CK ¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BtuZI3BtBcv
  CK
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BtuZI3BaBtv  CK ¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BcuZI3BtBbv
  CK
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BcuZI3BaBtv  CK ¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BtuZI3BaBbv
  CK
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BcuZI3BaBbv,
so that R3pI, u, vq ¤CKps{tq2 ¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BtuZI3BtBtv
  CK
¸
c,α,β
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BcuZI3BαBβv
  CK
¸
c,α,β
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BαuZI3BcBβv
  CK
¸
c,α,β
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BαuZI3BβBcv.
The term R4pI, u, vq is also decomposed as:
R4pI, u, vq A000BturZI , BtBtsv  A00cBcurZI , BtBtsv
 A0b0BturZI , BtBcsv  Aa00BturZI , BaBtsv
 A0bcBcurZI , BtBbsv  Aa0cBcurZI , BaBtsv
 Aab0BturZI , BaBbsv  AabcBcurZI , BaBbsv.
Thanks to the null condition, we haveR4pI, u, vq ¤CKps{tq2BturZI , BtBtsv  CKBcurZI , BtBtsv
  CKBturZI , BtBcsv  CKBturZI , BaBtsv
  CKBcurZI , BtBbsv  CKBcurZI , BaBtsv
  CKBturZI , BaBbsv  CKBcurZI , BaBbsv.
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Observe now that thanks to the estimates on commutators (3.3.3) and
(3.3.4), we haveBαurZI , BtBtsv ¤ C ¸
α,β
|I1|¤|I|1
BαuBαBβZI1v,
BαurZI , BaBβsv ¤ C ¸
a,β
|I1|¤|I|1
BαuBaBβZI1v  Ct1
γ¸
|I1| |I|
BαuBγZI1v,
andBαurZI , BβBcsv ¤ C ¸
β,c
|I1|¤|I|1
BαuBcBβZI1v  Ct1
γ¸
|I1| |I|
BαuBγZI1v.
We also note that
°
α
Bαu ¤ C°α Bαu, so that |R4pI, u, vq| is bounded
by R4pI, u, vq
¤CKps{tq2
¸
α,β
|I1|¤|I|1
BtuBαBβZI1v  CK ¸
α,β,c
|I1|¤|I|1
BcuBαBβZI1v
  CK
¸
α,β,c
|I1|¤|I|1
BαuBcBβv  CKt1
α¸,γ
|I1|¤|I|1
BγuBαZI1v.
In conclusion, R1pI, u, vq is bounded byR1pI, u, vq ¤CKps{tq2 ¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BtuZI3BtBtv
  CK
¸
c,α,β
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BcuZI3BαBβv
  CK
¸
c,α,β
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BαuZI3BcBβv
  CK
¸
c,α,β
¸
|I2| |I3|¤|I|,
|I3| |I|
ZI2BαuZI3BβBcv
  t1CK
α¸,γ
|I1|¤|I|1
BγuBαZI1v.
Next, we turn our attention to the estimate of R2pI, u, vq:
R2pI, u, vq AαβγBγu  BαΨβ
1
β rZI , Bβ1sv
 
¸
I1 I2 I3I,
|I2| |I|
AαβγZI1Bγu  ZI2Bβ1v  ZI3BαΨβ
1
β
:R5pI, u, vq  R6pI, u, vq.
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To estimate the term R5pI, u, vq, we recall (3.2.1) and the fact thatBαΨβ1β  ¤ Ct1, so thatAαβγBγu  BαΨβ1β rZI , Bβ1sv ¤ CKt1 ¸
β,γ
|I1|¤|I|1
BγuBβZI1v.
In the same way, for R6pI, u, vq we have
R6pI, u, vq ¤ CKt1
¸
β,γ
¸
|I1| |I2|¤|I|
|I2| |I|
BβZI1uBγZI2v.
This establishes the desired conclusion.
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Chapter 5
Sobolev and Hardy inequalities on
hyperboloids
5.1 A global Sobolev inequality on hyperboloids
To turn the L2 energy estimates into L8 estimates, we will rely on the
following Sobolev inequality. Here, we consider this issue in general spatial
dimension n ¥ 1.
Lemma 5.1 (Sobolev-type estimate on hyperboloid). Let ppnq be
the smallest integer greater than n{2. For any function u defined on a
hyperboloid HT in Minkowski spacetime Rn 1, one has
sup
HT
tn{2|upt, xq| ¤ Cpnq
¸
|I|¤ppnq
}LIu}L2pHT q, (5.1.1)
where the constant Cpnq ¡ 0 depends only on the dimension.
This result slightly improves upon Lemma 7.6.1 in [Ho¨rmander (1997)],
since the right-hand side of (5.1.1) does not contain the rotation fields
Ωab : xaBb  xbBa.
Proof. Recall the relation t 
a
s2   |x|2 in Hs and consider any function
u be a defined in some hyperboloid Hs. The restriction of the function u
to the hyperboloid Hs is
wspxq : up
a
s2   |x|2, xq.
Fix a point pt0, x0q on the hyperboloid Hs0 where t0 
a
s20   x20. Observe
that
Baws0pxq  Bau
 ps20   |x|2q1{2, x  Baupt, xq,
where t 
a
s20   |x|2. Then, we have
tBaws0pxq  tBau
 ps20   |x|2q1{2, t  Laupt, xq. (5.1.2)
173
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We define the following function
gs0,t0pyq : ws0pt0 yq
and note that
gs0,t0py0q  ws0px0q  u
 ps20   |x0|2q1{2, x0  upt0, x0q.
Applying the standard Sobolev inequality to gs0,t0 , we obtaings0,t0py0q2 ¤ Cpnq »
Bpy0,1{3q
|BIgs0,t0pyq|2dy.
Taking into account the identity
Bags0,t0pyq  t0Baws0pt0yq  t0Baws0pxq
 t0Bau
 pt0   |x2|q1{2, x  t0Bau t, xq,
we see that
BIgs0,t0pyq  pt0BqIupt, xq
and, therefore,gs0,t0py0q2 ¤Cpnq »
Bpy0,1{3q
pt0BqIu t, xq2dy
Cpnqtn0
»
Bppt0,x0q,t0{3qXHs0
pt0BqIu t, xq2dx.
Observe also the relation
pt0BqIws0pxq  pt0{tqI ptBqIws0pxq
 pt0{tqI LIu
 ps20   |x|2q1{2, xq  pt0{tqI LIupt, xq.
So, when |x0| ¤ t0{2 then t0 ¤ 2?3s0 and thus
t0 ¤ Cs0 ¤ C
b
|x|2   s20  Ct.
When |x0| ¥ t0{2 then in the region Bppt0, x0q, t0{3q XHs0 we have
t0 ¤ C|x| ¤ C
b
|x|2   s20  Ct.
Here C is a universal constant. Then, it follows thatgs0,t0py0q2 gs0,t0py0q2
¤Cpnqtn0
»
Bpx0,t0{3qXHs0
ptBqIu t, xq2 dx
¤Cpnqtn0
»
Hs0
LIupt, xq2 dx,
which completes the proof.
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Combining this result with the estimate (3.3.5) and recalling the e-
quation (2.3.2), we arrive at the following conclusion. For clarity in the
following we use now the notation Em,c (defined in Chapter 2) in order to
emphasize the dependency of the hyperboloidal energy upon the “mass”
coeffficient c in the Klein-Gordon equation.
Lemma 5.2 (L8 estimates on zero and first-order derivatives).
If u is a function supported in the cone K, then the following estimates
hold:
(a) sup
Hs
tpn2q{2sBαu ¤ Cpnq ¸
|I|¤ppnq
Em,σps, ZIuq1{2,
(b) sup
Hs
tn{2Bau ¤ Cpnq ¸
|I|¤ppnq
Em,σps, ZIuq1{2,
(c) sup
Hs
σ tn{2u ¤ Cpnq ¸
|I|¤ppnq
Em,σps, ZIuq1{2,
(5.1.3)
where Cpnq depends only on the dimension n.
We are now illustrate our result with the case of the homogeneous linear
wave equation
lw  0, w|HB 1  w0, Btw|HB 1  w1, (5.1.4)
where the solution wi is defined in HB 1 X K. By the energy estimate
in Lemma 2.1, the associated energy Emps, ZIwq is essentially conserved.
Then, by the commutator estimates 3.5 and Sobolev inequality in Lemma
5.1, we findBaw ¤ Cpnqtn{2, Bαw ¤ Cpnqtn{2 1pt2  r2q1{2. (5.1.5)
This is exactly the classical result but we emphasize that our proof uses
neither the explicit expression of the solution operator nor the scaling vector
field S  rBr   tBt.
Now, we turn our attention to the energy and decay estimates for the
“good” second-order derivatives, tht is, derivatives such as BaBαu. As we
will see, these derivatives have better decay than that of Bαu or even Buau.
Lemma 5.3 (Bounds on second-order derivatives). For every func-
tion u supported in the cone K, the following estimates hold:
sup
Hs
tn{2sBaBαu2   sup
Hs
tn{2sBαBau2 ¤ Cpnq ¸
|I|¤ppnq 1
Emps, ZIuq,
(5.1.6)»
Hs
sBaBαu2dx  »
Hs
sBαBau2dx ¤ C ¸
|I|¤1
Emps, ZIuq. (5.1.7)
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Proof. Noting that
Ba  t1La,
we obtain
|BaBαu| ¤ t1|LaBu|.
Then by Lemma (5.2) we obtain the first estimate. The second is a trivial
result of the expression (2.3.2).
Remark 5.1. The energy estimates and L8 estimates of B0B0u will consult
the wave equation it-self. Roughly saying, by Lemma 2.4. These estimates
will be established later.
At the end of this section, we state the L8 estimates of the solution of
wave equation (i.e. ci  0).
Lemma 5.4. If u is a function supported in the cone K, then for any
multi-index J , if
°
|I|¤|J| ppnqEmps, ZIuq1{2 ¤ C 1s for any  ¥ 0, then
one hasZJu ¤ CC 1tpn 1 q{2pt rqp1 q{2  CC 1tn{2s1 . (5.1.8)
Proof. When
°
|I|¤|J| ppnqEmps, ZIuq1{2 is bounded by C 1s, by Lemma
5.2, in the cone K,
|Bru| ¤ Cpnqtpn1q{2pt rqp1q{2.
Then the proof of (5.1.8) follows by integration along radial directions.
5.2 Hardy inequality on hyperboloids
In this section we will establish an analogue of the classical Hardy’s in-
equality on hyperboloid. This inequality are used to control the L2 norm
of the wave components in the following chapter.
Proposition 5.1. Let u be a function supported in the cone K. Then the
following estimate holds:
}s1u}L2pHsq ¤C}s1u}L2pHB 1q   C
¸
a
}Bau}L2pHsq
  C
¸
a
» s
B 1
τ1

}ps{tqBau}L2pHτ q   }Bau}L2pHsq
	
dτ.
(5.2.1)
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We will rely on the following technical observation.
Lemma 5.5. Let u be a function supported in the cone K then the following
estimate holds:  u|x|L2pHsq ¤ C¸a }Bau}L2pHsq.
Proof. This is a modified version of the classical Hardy’s inequality. We
introduce the following function as in the proof of Lemma 5.1:
wspxq : u
 a
s2   |x|2, x.
Then we note that
Bawspxq  Bau
 a
s2   |x|2, x,
and we apply the classical Hardy inequality to ws:»
R3
|r1wspxq|2dx ¤ C
»
R3
|∇wspxq|2dx  C
¸
a
»
R3
Baupas2   r2, xq2dx
¤ C
¸
a
»
Hs
Baupt, xq2dx.
This completes the proof.
Proof of Proposition 5.1. Recall that s2  t2  r2 and introduce a s-
mooth cut-off function χ satisfying
χprq 
#
1, 2{3 ¤ r,
0, 0 ¤ r ¤ 1{3.
We also consider the vector field (defined in K)
W 

0,
xatpuχpr{tqq2
p1  r2qs2


and compute its divergence
DivW
s1  Bau  rχpr{tqup1  r2q1{2s 
2xatχpr{tq
rp1  r2q1{2  s
1u
r
 rχpr{tqu
sp1  r2q1{2 
2χ1pr{tqr
p1  r2q1{2


r2t  3t
p1  r2q2s2  
2r2t
p1  r2qs4

 
uχpr{tq2.
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Next, we integrate the above inequality in the region KrB 1,s0s  K X
tB   1 ¤ ?t2  r2 ¤ s0u with respect to the Lebesgue measure of R4:»
KrB 1,s0s
DivWdxdt
 2
»
KrB 1,s0s
s1

Bau  rχpr{tqup1  r2q1{2s 
xatχpr{tq
rp1  r2q1{2


dxdt
 2
»
KrB 1,s0s
s1
u
r
 rχpr{tqu
sp1  r2q1{2 
χ1pr{tqr
p1  r2q1{2 dxdt

»
KrB 1,s0s

r2t  3t
p1  r2q2s2  
2r2t
p1  r2qs4

 
uχpr{tq2dxdt
 2
» s0
B 1
»
Hs
ps{tqs1

Bau  rχpr{tqup1  r2q1{2s 
xatχpr{tq
rp1  r2q1{2


dxds
 2
» s0
B 1
»
Hs
ps{tqs1u
r
 rχpr{tqu
sp1  r2q1{2 
χ1pr{tqr
p1  r2q1{2 dxds

» s0
B 1
»
Hs
ps{tq

r2t  3t
p1  r2q2s2  
2r2t
p1  r2qs4

 
uχpr{tq2dxds
:
» s0
B 1
T1psqds 
» s0
B 1
T2psqds 
» s0
B 1
T3psqds,
where
T1  2s1
»
Hs
ps{tq

Bau  rχpr{tqup1  r2q1{2s 
xatχpr{tq
rp1  r2q1{2


dx
¤2s1
 ruχpr{tqsp1  r2q1{2

Hs
¸
a
}ps{tqBau}L2pHsq
χpr{tqxatr1p1  r2q1{2
L8pHsq
¤Cs1
 ruχpr{tqsp1  r2q1{2

Hs
¸
a
}ps{tqBau}L2pHsq,
T2  2s1
»
Hs
ps{tqu
r
 rχpr{tqu
sp1  r2q1{2 
χ1pr{tqr
p1  r2q1{2 dx
¤Cs1
 ruχpr{tqsp1  r2q1{2

L2pHsq
}ur1}L2pHsq
rχ1pr{tqp1  r2q1{2
L8pHsq
¤Cs1
 ruχpr{tqsp1  r2q1{2

L2pHsq
¸
a
}Bau}L2pHsq,
T3 ¤ 0.
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We write our identity in the form
d
ds0
»
KrB 1,s0s
DivWdxdt


 T1   T2   T3 (5.2.2)
and obtain
d
ds0
»
KrB 1,s0s
DivWdxdt


¤ Cs1
 ruχpr{tqsp1  r2q1{2

L2pHsq
¸
a
 }ps{tqBa}L2pHsq   }Bau}L2pHsq. (5.2.3)
On the other hand, we apply Stokes’ formula in the region KrB 1,s0s, and
obtain »
KrB 1,s0s
DivWdxdt

»
Hs0
W  ndσ  
»
HB 1
W  ndσ

»
Hs0
r2
1  r2
uχpr{tqs12dx »
HB 1
r2
1  r2
uχpr{tqs12dx.
Differentiating this identity with respect to s0, we find
d
ds0
»
KrB 1,s0s
DivWdxdt


 d
ds0
»
Hs0
r2
1  r2
uχpr{tqs12dx

2
 ruχpr{tqsp1  r2q1{2

L2pHs0 q
d
ds0
 ruχpr{tqsp1  r2q1{2

L2pHs0 q
.
(5.2.4)
Combining (5.2.3) and (5.2.4) yields us
d
ds0
 ruχpr{tqsp1  r2q1{2

L2pHs0 q
¤ Cs10
¸
a
 }Bau}L2pHs0 q   }Bau}L2pHs0 q.
Then, by integrating this identity on the interval rB   1, ss, we obtainrp1  r2q1{2χpr{tqs1uL2pHsq ¤ rp1  r2q1{2χpr{tqs1uL2pHB 1q
  C
¸
a
» s
B 1
τ1
 }Bau}L2pHτ q   }Bau}L2pHτ q.
(5.2.5)
Furthermore, we observe that, in the region KrB 1,s0s, there is a positive
constant C
χpr{tq ¤ C χpr{tqrp1  rq1{2 .
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Then by Lemma 5.5, we find
}χpr{tqs1u}L2pHsq ¤C}rp1  rq1{2χpr{tqs1u}L2pHsq
¤Cs1u
L2pHB 1q
  C
¸
a
» s
B 1
τ1
 }Bau}L2pHτ q   }Bau}L2pHτ q.
(5.2.6)
Furthermore, we observe that in the cone K, 
1 χpr{tqs1 ¤ Ct1.
Hence, by Lemma 5.5, we have
}p1 χpr{tqqus1}L2pHsq ¤ }t1u}L2pHsq ¤ C
¸
a
}Bau}L2pHsq.
Combining this with (5.2.6), we obtain the desired result.
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Chapter 6
Fundamental L8 and L2 estimates
6.1 Objective of this chapter
We begin the discussion of the bootstrap arguments and assume that (2.4.5)
hold on some time interval. Our aim is to derive additional estimates
which follows from these assumptions. In the present chapter, we are able
to deduce several L2 and L8 estimates on the solution and its derivatives.
These rather direct estimates will serve as a basis for the following Chapters.
The estimates we are going to now establish are classified into two groups:
L2 estimates or L8 estimates:
 The L2-type estimates are classified into two generations:
– The estimates of the first generation are immediate conse-
quences of (2.4.5).
– The estimates of the second generation are deduced from those
of the first generation, by recalling the commutator estimates
(cf. Lemmas 3.4 and 3.5). These are the L2 bounds that will
be more often used in the following discussion.
 The L8-type estimates are also classified into two generations:
– The estimates of the first generation follow immediately from
(2.4.5) and the Sobolev inequalities (5.1).
– The estimates of the second generation are deduced from the
ones of the first generation and the commutator estimates in
Lemmas 3.4 and 3.5.
In the following, the letter C will be used to represent a constant who
depends only on the structure of the system (1.1.2), that is, the number
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of equations n0, the number of wave components j0, the Klein-Gordon
constant ci, and the structural constant K.
6.2 L2 estimates of the first generation
From the structure of the energy given in (2.3.2) and the energy assumption
(2.4.5), the following estimates hold of |I7| ¤ 5 and |I:| ¤ 4:¸
α,i
ps{tqBαZI7wiL2pHsq  ¸
α,i
ps{tqBαZI7wiL2pHsq ¤ CC1sδ, (6.2.1a)¸
α,i
ps{tqBαZI:wiL2pHsq  ¸
α,i
ps{tqBαZI:wiL2pHsq ¤ CC1sδ{2, (6.2.1b)¸
a,i
BaZI7wiL2pHsq ¤ CC1sδ, (6.2.1c)¸
a,i
BaZI:wiL2pHsq ¤ CC1sδ{2, (6.2.1d)¸
qı
ZI7v
qı

L2pHsq ¤ CC1s
δ, (6.2.1e)¸
qı
ZI:v
qı

L2pHsq ¤ CC1s
δ{2. (6.2.1f)
By taking ZI
7  BαZI: , ZI:  BαZI , ZI7  tBaZI
:  HaZI: and ZI: 
tBaZI  HaZI in (6.2.1e) and (6.2.1f), we have especially the following
estimates on Klein-Gordon components for |I:| ¤ 4 and |I| ¤ 3:¸
qı,α
BαZI:vqıL2pHsq  ¸
qı,a
BαZI:vqıL2pHsq ¤ CC1sδ, (6.2.2a)¸
qı,α
BαZIvqıL2pHsq  ¸
qı,a
BαZIvqıL2pHsq ¤ CC1sδ{2, (6.2.2b)¸
qı,a
tBaZI:vqıL2pHsq ¤ CC1sδ, (6.2.2c)¸
qı,a
tBaZIvqıL2pHsq ¤ CC1sδ{2. (6.2.2d)
The estimate on BαZI
:
v
qı in (6.2.2a) is covered by the estimate on BtZI:vqı
and the estimates on BaZI
:
v
qı.
For any |I| ¤ 3, we deduce from (2.3.2) and (2.4.5e) the following esti-
mates for the wave components:¸
α,pı
ps{tqBαZIupıL2pHsq  ¸
α,pı
ps{tqBαZIupıL2pHsq ¤ CC1, (6.2.3a)¸
a,pı
BaZIupıL2pHsq ¤ CC1. (6.2.3b)
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6.3 L2 estimates of the second generation
By using Lemma 3.5, we can commute the vector fields under consideration
and, by relying on the estimates established in the previous section, we
obtain the following result.
The first group of estimates is obtained by (3.3.1), (3.3.2) and (6.2.1):¸
pı,α
ps{tqZI7BαwiL2pHsq  ¸
pı,α
ps{tqZI7BαwiL2pHsq ¤ CC1sδ, (6.3.1a)
¸
pı,α
ps{tqZI:BαwiL2pHsq  ¸
pı,α
ps{tqZI:BαwiL2pHsq ¤ CC1sδ{2, (6.3.1b)
¸
pı,a
ZI7BawpıL2pHsq ¤ CC1sδ, (6.3.1c)
¸
pı,a
ZI:BawpıL2pHsq ¤ CC1sδ{2, (6.3.1d)
¸
q
ZI7v
q

L2pHsq ¤ CC1s
δ{2, (6.3.1e)
¸
q
ZI:v
q

L2pHsq ¤ CC1s
δ. (6.3.1f)
The second group of estimates follows from (3.3.1), (3.3.2)s and (6.2.2):
¸
qı,α
ZI:BαvqıL2pHsq  ¸
qı,α
ZI:BαvqıL2pHsq ¤ CC1sδ, (6.3.2a)
¸
qı,α
ZIBαvqıL2pHsq  ¸
qı,α
ZIBαvqıL2pHsq ¤ CC1sδ{2, (6.3.2b)
¸
qı,a
tZI:BavqıL2pHsq ¤ CC1sδ, (6.3.2c)
¸
qı,a
tZIBavqıL2pHsq ¤ CC1sδ{2. (6.3.2d)
The third group of estimates follows from (3.3.1), (3.3.2), and (6.2.3):¸
pı,α
ps{tqZIBαupıL2pHsq  ¸
pı,α
ps{tqZIBαupıL2pHsq ¤ CC1, (6.3.3a)
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¸
pı,a
ZIBaupıL2pHsq ¤ CC1. (6.3.3b)
The fourth group of estimates concerns the second order derivatives.
The first is deduced form (5.1.7), (2.4.5a), and (2.4.5b), while the second
is deduced from (5.1.7) and (2.4.5e):¸
a,β,i
sBaBβZI:wiL2pHsq   ¸
a,β,i
sBβBaZI:wiL2pHsq ¤ CC1sδ, (6.3.4a)
¸
a,β,i
sBaBβZIwiL2pHsq   ¸
a,β,i
sBβBaZIwiL2pHsq ¤ CC1sδ{2, (6.3.4b)
¸
a,β,pı
sBaBβZI5upıL2pHsq   ¸
a,β,pı
sBβBaZI5upıL2pHsq ¤ CC1, (6.3.4c)
where I5 denotes the multi-index of order not bigger than 2. We can also
use estimates on commutators (3.3.4) and get:¸
a,β,i
sZI:BaBβwiL2pHsq   ¸
a,β,i
sZI:BβBawiL2pHsq ¤ CC1sδ, (6.3.5a)
¸
a,β,i
sZIBaBβwiL2pHsq   ¸
a,β,i
sZIBβBawiL2pHsq ¤ CC1sδ{2, (6.3.5b)
¸
a,β,pı
sZI5BaBβupıHs   ¸
a,β,pı
sZI5BβBaupıHs ¤ CC1, (6.3.5c)
Finally, we have the L2 estimates for the wave components themselves:
for all I7 ¤ 5 and all |I:| ¤ 4,s1ZI7u
pı

L2pHsq ¤ CC1s
δ, 1 (6.3.6a)
s1ZI:u
pı

L2pHsq ¤ CC1s
δ{2, (6.3.6b)
t1ZIu
pı

L2pHsq ¤ CC1. (6.3.6c)
The first two inequalities are direct results of (6.2.1a), (6.2.1b), (6.2.1c),
(6.2.1d) combined with lemma 5.1. The last inequality is a result of Lemma
5.5 combined with (6.2.3b).
1Here if we want to be more precise, C  C1pC0{C1   1  δ1q where C1 is a constant
depending only on the structure of the system. We see that it also depends on C0 and
δ. But as we can assume that 1{12 ¤ δ   1{6 and C1 ¥ C0, we denote again by C here
and regard it as a constant determined by the structure of the system.
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6.4 L8 estimates of the first generation
IFor convenience i the presentation, we introduce here a new convention
(which parallels the index convention already made in (2.4.1)):
J 7: multi-index of order ¤ 3,
J:: multi-index of order ¤ 2,
J : multi-index of order ¤ 1.
(6.4.1)
Now we give the decay estimates based on the energy assumption (2.4.5)
and the Sobolev-type inequality given in Lemma 5.1.
The first group of inequalities follows directly from (5.1.3), (2.4.5a), and
(2.4.5b):
sup
Hs

st1{2
BαZJ7wj 	  sup
Hs

st1{2
BαZJ7wj 	 ¤ CC1sδ (6.4.2a)
sup
Hs

st1{2
BαZJ:wj 	  sup
Hs

st1{2
BαZJ:wj 	 ¤ CC1sδ{2 (6.4.2b)
sup
Hs

t3{2
BaZJ7wj 	 ¤ CC1sδ (6.4.2c)
sup
Hs

t3{2
BaZJ:wj 	 ¤ CC1sδ{2 (6.4.2d)
sup
Hs

t3{2|ZJ7v
q|
	
¤ CC1sδ. (6.4.2e)
sup
Hs

t3{2|ZJ:v
q|
	
¤ CC1sδ{2. (6.4.2f)
The second group of estimates is a special case of the second one by
taking ZJ
7  BαZJ: , ZJ7  HaZJ:  tBaZJ
:
, ZJ
:  BαZJ and ZJ: 
HaZ
J  tBaZJ in (6.4.2e) and (6.4.2f):
sup
Hs

t3{2|BαZJ
:
v
q|
	
  sup
Hs

t3{2
BαZJ:vq	 ¤ CC1sδ, (6.4.3a)
sup
Hs

t3{2|BαZJvq|
	
  sup
Hs

t3{2
BαZJvq	 ¤ CC1sδ{2, (6.4.3b)
sup
Hs

t5{2
BaZJ:vq	 ¤ CC1sδ, (6.4.3c)
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sup
Hs

t5{2
BaZJvq	 ¤ CC1sδ{2. (6.4.3d)
The estimates in the third group follow from (5.1.3) (a) and (b) com-
bined with (2.4.5e):
sup
Hs

st1{2
BαZJupk	  sup
Hs

st1{2
BαZJupk	 ¤ CC1, (6.4.4a)
sup
Hs

t3{2
BaZJupk	 ¤ CC1. (6.4.4b)
The fourth group concerns the “second order derivative” of the solution.
They are deduced from (5.1.6) and (2.4.5):
sup
Hs
 
t3{2s
BαBaZJ:wj   sup
Hs
 
t3{2s|BaBαZJ
:
wj |
 ¤ CC1sδ, (6.4.5a)
sup
Hs
 
t3{2s
BαBaZJwj   sup
Hs
 
t3{2s|BaBαZJwj |
 ¤ CC1sδ{2, (6.4.5b)
sup
Hs
 
t3{2s
BαBaup  sup
Hs
 
t3{2s
BaBαup ¤ CC1. (6.4.5c)
6.5 L8 estimates of the second generation
The estimates in this section follow from the first generation L8 estimates
established in the previous section, combined with commutator estimates
in Lemma 3.5.
The first group of estimates are results of (3.3.1), (3.3.2) combined with
(6.4.2):
sup
Hs
st1{2ZJ7Bαwj   sup
Hs
st1{2ZJ7Bαwj  ¤ CC1sδ, (6.5.1a)
sup
Hs
st1{2ZJ:Bαwj   sup
Hs
st1{2ZJ:Bαwj  ¤ CC1sδ{2, (6.5.1b)
sup
Hs
t3{2ZJ7Bawj  ¤ CC1sδ, (6.5.1c)
sup
Hs
t3{2ZJ:Bawj  ¤ CC1sδ{2, (6.5.1d)
sup
Hs
t3{2ZJ7v
qk
 ¤ CC1sδ, (6.5.1e)
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sup
Hs
t3{2ZJ:v
qk
 ¤ CC1sδ{2. (6.5.1f)
The second group consists of the following estimates. They are results
of (3.3.1), (3.3.2) combined with (6.4.3)
sup
Hs
t3{2ZJ:Bavq  sup
Hs
t3{2ZJ:Bαvq ¤ CC1sδ, (6.5.2a)
sup
Hs
t3{2ZJBavq  sup
Hs
t3{2ZJBαvq ¤ CC1sδ{2, (6.5.2b)
sup
Hs
t5{2ZJ:Bavq ¤ CC1sδ, (6.5.2c)
sup
Hs
t5{2ZJBavq ¤ CC1sδ{2. (6.5.2d)
The third group consists of the following estimates which are direct
results of (3.3.1), (3.3.2) combined with (6.4.4).
sup
Hs
st1{2ZJBαup  sup
Hs
st1{2ZJBαup ¤ CC1, (6.5.3a)
sup
Hs
t3{2ZJBaup ¤ CC1, (6.5.3b)
The estimates of fourth group are deduced from (3.3.4) and (6.4.5a) and
(6.4.5c).
sup
Hs
 
t3{2sZJ
:BαBawj
  sup
Hs
 
t3{2sZJ
:BaBαwj
 ¤ CC1sδ, (6.5.4a)
sup
Hs
 
t3{2sZJBαBawj
  sup
Hs
 
t3{2sZJBaBαwj
 ¤ CC1sδ{2, (6.5.4b)
sup
Hs
st3{2BaBβup  sup
Hs
st3{2BαBbup ¤ CC1s. (6.5.4c)
We finally can write down the decay estimates for the wave components,
which follow from Lemma 5.4 combined with (2.4.5):
sup
Hs

t3{2s1|ZJ7u
pı|
	
¤ CC1sδ, (6.5.5a)
sup
Hs

t3{2s1|ZJ:u
pı|
	
¤ CC1sδ{2, (6.5.5b)
sup
Hs
 
t3{2s1|ZJu
pı|
 ¤ CC1. (6.5.5c)
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Chapter 7
Second-order derivatives of the wave
components
7.1 Preliminaries
The estimates derived in this chapter concern the terms u
pıBαBβup, while
the phrase “second-order derivatives of wave components” refers here to
the terms
BαBβZIupı, ZIBαBβupı.
Controling these terms is particularly delicate, in comparison wiht the es-
timate already derived in previous chapter. Our strategy here is as fol-
lows. We will analyse the structure of the second-order derivatives of the
wave components and we will see in the following section that the only
“bad” component of the second order-derivative is B0B0upıZIu or equiva-
lently, BtBtZIupı. Then in the third section on will analyse the estimate on
BtBtZIupı and give a general description. The proofs are presented in the
last two sections.
The aim of this section is to prove that in order to get the estimate
on BαBβZIupı, we need only estimate BtBtZIupı since of the better estimates
enjoyed by the other components of the Hessian matrix of ZIu
pı. More
precisely, the following estimate will be established:
Lemma 7.1. Let u be a C8 function compactly supported in the half-cone
K  t|x| ¤ t1u. Then for any multi-index I the following estimate holds:
|BαBβZIu| ¤ |BtBtZIu|   C
¸
a,β
BaBβZIu  Ct ¸
γ
|BγZIu|,
where C is a universal constant.
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Proof. We recall the following relation based on the change of frame (be-
tween natural frame and semi-hyperboloidal frame):
BαBβZIu Ψα
1
α Ψ
β1
β Bα1Bβ1ZIu  Bα
 
Ψβ
1
β
BβZIu
Ψ0αΨ0βB0B0ZIu 
¸
b
Ψ0αΨ
b
βB0BbZIu
 
¸
a
ΨaαΨ
0
βBaB0ZIu 
¸
a,b
ΨaαΨ
b
βBaBbZIu  Bα
 
Ψβ
1
β
BβZIu.
Observing that BαΨβ1β  ¤ Ct
and rBb, BtspZIuq ¤ Ct1¸
α
BαZIu,
we can estimate the term¸
b
|BtBbZIu|  
¸
a,b
|BaBbZIu| ¤
¸
a,β
|BaBβZIu|   Ct1
¸
γ
|BγZIu|.
then the desired result is proved.
Now we consider the case under energy assumption (2.4.5). Then the
following estimates hold.
Lemma 7.2. Under the assumption (2.4.5), the following L2 estimates hold
for |I:| ¤ 4, |I5| ¤ 2s3t2BαBβZI:upıL2pHsq ¤ s3t2BtBtZI:upıL2pHsq   CC1sδ, (7.1.1a)s3t2BαBβZIupıL2pHsq ¤ s3t2BtBtZIupıL2pHsq   CC1sδ{2, (7.1.1b)s3t2BαBβZI5upıL2pHsq ¤ s3t2BtBtZI5upıL2pHsq   CC1. (7.1.1c)
And the following L8 estimates hold for |J:| ¤ 2:
sup
Hs
|s3t1{2BαBβZJ
:
u| ¤ sup
Hs
|s3t1{2BtBtZJ
:
u|   CC1sδ, (7.1.2a)
sup
Hs
|s3t1{2BαBβZJu| ¤ sup
Hs
|s3t1{2BtBtZJu|   CC1sδ{2, (7.1.2b)
sup
Hs
|s3t1{2BαBβu| ¤ sup
Hs
|s3t1{2BtBtu|   CC1. (7.1.2c)
Proof. The estimate (7.1.1a) is a combination of Lemma 7.1 and the esti-
mate (6.3.4a) while (7.1.1c) is a combination of Lemma 7.1 and the estimate
(6.3.4c). For the L8 estimates, we combine Lemma 7.1 with (6.4.5).
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7.2 Analysis of the algebraic structure
The aim of this section is to establish a general estimate on the term
BtBtZIupı by making use of the identity (2.2.8). The strategy is to express
the term BtBtZIupı by other terms in (2.2.8).
In this first lemma, we establish the algebraic relation between BtBtZIupı
and the remaining terms which decrease faster.
Lemma 7.3. Let UttpIq :
 BtBtZIu1, BtBtZIu2, . . . , BtBtZIuj0T which is
a j0 dimension vector and Ij0 be the j0 dimensional matrix of identity.
Then the following relation holds: ps{tq2Ij0  Gpw, BwqUttpIq
  rZI , Gp00
pı BtBtsup QGpıpI, w, Bw, BBwq   ZIFpı  RpZIupıq

pı
,
(7.2.1)
where  
Gpw, Bwq
pı,p
  Gp00
pı pw, Bwq

pı,p
,
is a j0  j0 order matrix and
QG
pıpI, w, Bw, BBwq
 ZI Gpa0
pı pw, BwqBaBtup  Gp0bpı pw, BwqBtBbup  Gpabpı pw, BwqBaBbup

  ZI Gpαβ
pı pw, BwqBβ1upBαΨβ
1
β
  ZI Gqαβ
pı pw, BwqBαBβvq

and
RpZIu
pıq :m0aB0BaZIupı ma0BaB0ZIupı mabBaBbZIupı
 mαβ BαΦβ1β Bβ1ZIupı.
We note that the term ZIF
pı and QG
pı are bilinear terms which can be
expected to enjoy better estimates. The term RpZIu
pıq contains only the
“good” second order derivatives and can also be expected to enjoy better
estimates.
Proof. Recall the identity (2.2.8) with the function ZIu
pı
ps{tq2B0B0ZIupı lZIupı m0aB0BaZIupı ma0BaB0ZIupı
mabBaBbZIupı  mαβ
 BαΦβ1β Bβ1ZIupı
:lZIu
pı  RpZI , upıq.
(7.2.2)
By equation (1.1.2), the first term in right-hand side can be written as
lZIu
pı  ZIlupı  ZI
 
Gjαβ
pı pw, BwqBαBβwj
  ZIpF
pıpw, Bwqq.
191
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where
Gjαβ
pı pw, BwqBαBβwj  Gpαβpı pw, BwqBαBβup  Gqαβpı pw, BwqBαBβvq
and
Gpαβ
pı pw, BwqBαBβup  Gpαβpı pw, BwqBαBβup  Gpαβpı pw, BwqBβ1upBαΨβ
1
β .
Then, we have
ZI
 
Gpαβ
pı pw, BwqBαBβup

ZI Gpαβ
pı pw, BwqBαBβup
  ZI Gpαβ
pı pw, BwqBβ1upBαΨβ
1
β

ZI Gp00
pı BtBtup  Gpa0pı BaBtup  Gp0bpı BtBbup
 Gpab
pı BaBbup
  ZI Gpαβ
pı pw, BwqBβ1upBαΨβ
1
β

Gp00
pı pw, BwqBtBtZIup   rZI , Gp00pı pw, BwqBtBtsup
  ZI Gp0b
pı pw, BwqBtBbup  Gpa0pı pw, BwqBaBtup  Gpabpı pw, BwqBaBbup

  ZI Gpαβ
pı pw, BwqBβ1upBαΨβ
1
β

.
So we conclude with
lZIu
pı Gp00
pı pw, BwqBtBtZIup  rZI , Gp00pı pw, BwqBtBtsup
 ZI Gpa0
pı pw, BwqBaBtup  Gp0bpı pw, BwqBtBbup  Gpabpı pw, BwqBaBbup

 ZI Gpαβ
pı pw, BwqBβ1upBαΨβ
1
β
 ZI Gqαβ
pı pw, BwqBαBβvq

  ZIF
pıpw, Bwq.
Substituting this into the equation (7.2.2), we obtain
ps{tq2BtBtZIupı  Gp00
pı pw, BwqBtBtZIup
 rZI , Gp00
pı pw, BwqBtBtsup
 ZI Gpa0
pı pw, BwqBaBtup Gp0bpı pw, BwqBtBbup Gpabpı pw, BwqBaBbup

 ZI Gpαβ
pı pw, BwqBβ1upBαΨβ
1
β
 ZI Gqαβ
pı pw, BwqBαBβvq

  ZIF
pıpw, Bwq  R1pZI , upıq
and the desired result is proven.
Now we derive estimates from the algebraic relation (7.2.1). A first step
is to get the estimate of the inverse of the linear operator pIj0   pt{sq2Gq.
We can expect that when |pt{sq2G| is small, pIj0   pt{sq2Gq is invertible
and can get estimate on UttpIq form (7.2.1).
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Lemma 7.4. If the following sup-norm estimates
|Bu
pı| ¤ CC1t1{2s1, |Bvqı| ¤ CC1t3{2sδ,
|v
qı| ¤ CC1t3{2sδ, |uqı| ¤ CC1t3{2s
(7.2.3)
hold for some CC1 sufficiently small, then the following estimate holds:BtBtZIupı ¤Cpt{sq2 rZI , Gp00
pı BtBtsup
  QG
pıpI, w, Bw, BBwq

  ZIF
pı
  RpZIu
pıq
. (7.2.4)
Remark 7.1. (7.2.3) can be guaranteed by the energy assumption (2.4.5)
via the L8 estimates (6.5.1), (6.5.2), (6.5.3) and (6.5.5).
Proof. By the structure of Gpw, Bwq
Gp00
pı  Ap00γ
pk
pı Bγupk  Ap00γ
qk
pı Bγvqk  Bp00
pk
pı upk  Bp00
qk
pı vqk.
Taking into account the assumption of (7.2.3),
|Gp00
pı | ¤ CC1ps{tq2.
When CC1 sufficiently small, the linear operator Ij0   pt{sq2Gpw, Bwq
is invertible (viewed as a linear mapping from pRj0 , }  }8q to itself) and
}pIj0   pt{sq2Gpw, Bwqq1}8,8 is bounded by a fixed constant. Then by
Lemma 7.3, we have
ps{tq2BtBtZIupı pIj0   pt{sq2Gpw, Bwqq1
rZI , Gp00
pı BtBtsup QGpıpI, w, Bw, BBwq   ZIFpı  RpZIupıq
	
pı
and sops{tq2BtBtZIupı ¤C rZI , Gp00
pı BtBtsup
  QG
pıpI, w, Bw, BBwq

  C ZIF
pı
  RpZIu
pıq
.
Then we need to estimate the terms appearing in the right-hand side
of (7.2.4). We observe that the term rZI , Gp00
pı BtBtsup contains the factor
BtBtZJup which is also a “second-order” derivative but with |J |   |I|. This
structure leads us to the following estimates of induction type. Recall again
our convention: ZI  0 when |I|   0.
Lemma 7.5. Followed by the notation of Lemma 7.3 and 7.4, the following
induction estimate holds
|BtBtZIupı| ¤CKpt{sq2
¸
|I1| |I2|¤|I|
|I1| |I|,γ,p,i
 |ZI2Bγwi|   |ZI2wi||BtBtZI1up|
  Cpt{sq2QT
pıpI, w, Bw, BBwq   Cpt{sq2|QGpıpI, w, BwBBwq|
  Cpt{sq2|ZIF
pı|   Cpt{sq2|RpZIupıq|,
(7.2.5)
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where
QT
pı 
¸
|I1| |I2|¤|I|
|I1| |I|,γ,j,p
¸
a,β,γ1
 |ZI2Bγwj |   |ZI2wj | |BaBβZI1up|   t1|Bγ1ZI1up|
Proof. This is purely an estimate on the term |rZI , Gp00
pı BtBtsup|. The
estimate on this term is as follows:
rZI , Gp00
pı BtBtsup 
¸
I1 I2I
|I1| |I|
ZI2
 
Gp00
pı
  ZI1 BtBtup Gp00
pı rZI , BtBtsup.
(7.2.6)
Remark thatZI2 Gp00
pı
 ¤ZI2 Ap00γk
pı Bγwk
  ZI2 Bp00k
pı wk

¤CK
¸
j,γ,
|I3|¤|I2|
 ZI3Bγwj   ZI3wj .
Then the first term in right-hand side of (7.2.6) is bounded by
CK
¸
γ,j
|I1| |I2|¤|I|
 |ZI2Bγwj |   |ZI2wj ||ZI1BtBtup|.
Recall that
|ZI1BtBtup| ¤ |BtBtZI1up|  
rZI1 , BtBtsup,
and, again by (3.3.3) and Lemma 7.1,rZI1 , BtBtsup ¤ ¸
|I3| |I1|
|BtBtZI3up|   C
¸
a,β
|I3| |I1|
|BaBβZI3up|
  Ct1
γ¸
|I3| |I1|
|BγZI3up|.
Then the first term of the right-hand side of (7.2.6) is bounded by
CK
¸
|I1| |I2|¤|I|
|I1| |I|,γ,j,p
 |ZI2Bγwj |   |ZI2wj ||BtBtZI1up|
 CK
¸
|I1| |I2|¤|I|
|I1| |I|,γ,j,p
¸
a,β,γ1
 |ZI2Bγwj |   |ZI2wj | |BaBβZI1up|   t1|Bγ1ZI1up|
Similarly, the second term of the right-hand side of (7.2.6) is estimated
as follows: by (3.3.3) and Lemma 7.1,rZI , BtBtsup ¤ C ¸
α,β
|J| |I|
|BαBβZJup|
¤ C
¸
|J| |I|
|BtBtZJup|   C
¸
a,β
|J| |I|
|BaBβZJup|
  Ct1
γ¸
|J| |I|
|BγZJup|.
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Combined with the following estimate
|Gp00
pı | ¤ CK
¸
p,γ
 |Bγwj |   |wj |.
Then the second term of right-hand side of (7.2.6) bounded by
CK
¸
j,p,γ
|J| |I|
 |Bγwj |   |wj ||BtBtZJup|
  CK
¸
j,p,γ,γ1
|J| |I|
 |Bγwj |   |wj | |BaBβZJup   t1|Bγ1ZJup|
and the desired result is proved.
7.3 Structure of the quadratic terms
The aim of this section is to analyse the structure of the quadratic terms
QT
pı, QGpı and Z
IF
pı. We emphasize that some components of these terms
satisfy the null condition and we can use it to make the estimates a bit
simpler, but we prefer to avoid the use of the null structure here in order
to show the independence of these analysis on this structure. First, we
study the term QT
pı and note that the QT pı’s are a linear combination of
the following terms with constant coefficients with |I1|   |I2| ¤ |I|:
|ZI2Bγupk| |BaBβZI1up|, |ZI2Bγvqk| |BaBβZI1up|,
|ZI2u
pk| |BaBβZI1up|, |ZI2vqk| |BaBβZI1up|,
t1|ZI2Bγupk| |Bγ1ZI1up|, t1|ZI2Bγvqk| |Bγ1ZI1up|,
t1|ZI2u
pk| |Bγ1ZI1up|, t1|ZI2vqk| |Bγ1ZI1up|,
(7.3.1)
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Then, we consider QG
pı:
QG
pıpI, w, Bw, BBwq
ZI Gpa0
pı pw, BwqBaBtup  Gp0bpı pw, BwqBtBbup  Gpabpı pw, BwqBaBbup

  ZI Gpαβ
pı pw, BwqBβ1upBαΨβ
1
β
  ZI Gqαβ
pı pw, BwqBαBβvq

ZI Apa0γpk
pı BγupkBaBtup  Bpa0
pk
pı upkBaBtup  Apa0γ
qk
pı BγvqkBaBtup
 Bpa0qk
pı vqkBaBtup

  ZI Ap0bγpk
pı BγupkBtBbup  Bp0b
pk
pı upkBtBbup  Ap0bγ
qk
pı BγvqkBtBbup
 Bp0bqk
pı vqkBtBbup

  ZI Apabγpk
pı BγupkBaBbup  Bpab
pk
pı upkBaBbup  Apabγ
qk
pı BγvqkBaBbup
 Bpabqk
pı vqkBaBbup

  ZI Apαβγpk
pı BγupkBβ1upBαΨβ
1
β  Bpαβ
pk
pı upkBβ1upBαΨβ
1
β
 Apαβγqk
pı BγvqkBβ1upBαΨβ
1
β  Bpαβ
qk
pı vqkBβ1upBαΨβ
1
β

  ZI Aqαβγpk
pı BγupkBαBβvq  Aqαβγ
qk
pı BγvqkBαBβvq  Bqαβ
qk
pı vqkBαBβvqk

.
Let K : maxα,β,γ,i,j,ktAjαβγki , Bjαβi u and remark that by (2.1),
|ZIApαβγk
pı |   |ZIBpαβkpı | ¤ CpIqK.
Then we observe that QG
pıpI, w, Bw, BBwq is a linear combination with
bounded coefficients of the following terms:
ZI
 
u
pıBaBβup

, ZI
 
v
qıBaBβup

, ZI
 
u
pıBtBaup

, ZI
 
v
qıBtBaup

,
ZI
 BγupıBaBβup, ZI BγvqıBaBβup, ZI BγupıBtBaup, ZI BγvqıBtBaup,
ZI
 BαΨβ1β upıBβ1up, ZI BαΨβ1β vqıBβ1up,
ZI
 BαΨβ1β BγupıBβ1up, ZI BαΨβ1β BγvqıBβ1up,
ZI
 
v
qıBαBβvq

, ZI
 BγupıBαBβvq, ZI BγvqıBαBβvq
(7.3.2)
Then for the term ZIF
pı, recall its definition
ZIF
pı  ZI
 
Pαβjk
pı BαwjBβwk  Qαj
qk
pı vqkBαwj  Rq
qk
pı vqvqk

We classify its components into the following groups:
BαupBβupk, BαvqBβwk, vqkBαwj , vqvqk.
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We regard ZIF
pı as a linear combination with constant coefficients bounded
by K of the following terms:
ZI
 BαupBβupk, ZI BαvqBβwk,
ZI
 
v
qkBαup

, ZI
 
v
qvqk

.
(7.3.3)
Then the estimates on BtBtZIupı turn out to be the estimates on these terms
listed in (7.3.2) and (7.3.3).
7.4 L8 estimates
The purpose of the section is to establish the L8 estimates on BtBtZJupı (and
then BαBβZJupı) under the energy assumption (2.4.5). It is a combination
of the estimates on the terms QT
pı, QGpı, Z
J:F
pı and RpZJ:upıq with Lemma
7.5. So first we estimate these terms in the following two lemmas.
Lemma 7.6. Under the energy assumption (2.4.5), the following estimates
hold for any |J:| ¤ 2
|ZJ:F
pı| ¤ CKt3{2s1 δ, (7.4.1a)
|QG
pıpJ:, w, Bw, BBwq| ¤ CKt3{2s1 δ, (7.4.1b)
QT
pıpJ:, w, Bw, BBwq ¤ CKt3{2s1 δ, (7.4.1c)
|RpZJ:u
pıq| ¤ Ct3{2s1 δ. (7.4.1d)
Lemma 7.7. Under the energy assumption (2.4.5), the following estimates
hold for any |J | ¤ 1
|ZJF
pı| ¤ CKt3{2s1 δ{2, (7.4.2a)
|QG
pıpJ,w, Bw, BBwq| ¤ CKt3{2s1 δ{2, (7.4.2b)
QT
pıpJ,w, Bw, BBwq ¤ CKt3{2s1 δ{2, (7.4.2c)
|RpZJu
pıq| ¤ Ct3{2s1 δ{2. (7.4.2d)
Lemma 7.8. Under the energy assumption (2.4.5), the following estimates
hold:
|F
pı| ¤ CKt3{2s1, (7.4.3a)
|QG
pıp0, w, Bw, BBwq| ¤ CKt3{2s1, (7.4.3b)
QT
pıp0, w, Bw, BBwq ¤ CKt3{2s, (7.4.3c)
|Rpu
pıq| ¤ Ct3{2s1. (7.4.3d)
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The proofs of these two lemmas are essentially the same. We compute
the relevant terms and express them as linear combinations of some bilinear
terms, then suitably estimate each of them. The difference of the decreasing
rate between these two lemmas is the due to the difference of regularity.
Proof of Lemma 7.6. The estimates of |QG
pıpJ:, w, Bw, BBwq| are as fol-
lows. Recall that QG
pıpJ:, w, Bw, BBwq is a linear combination of the
terms listed in (7.3.2) with the index I replaced by J:. We estimate of
ZJ
: 
u
pıBaBtup

in detail:ZJ: u
pıBaBtup
 ¤ ¸
J2 J3J:
ZJ2u
pı
ZJ3BaBtup
 u
pı
ZJ:BaBtup  ZJ2upıZJ3BaBtup  ZJ:upıBaBtup.
Then when J2  0 and J3  J:, we apply (6.5.5c) and (6.5.4a); when
J3  0 and J2  J:, we apply (6.5.5a) and (6.5.4c); and when |J2|  1 and
|J3|  1, we apply (6.5.5c) and (6.5.4a);ZJ: wiBaBtup ¤ CpC1q2t3 δ.
For the other terms, we will specify the L8 estimates to be used but
omits the details. This makes the following list:
Here the in the different colones represent the different partition of J: 
J2   J3. pa,¤ bq means |J2|  a, |J3| ¤ b. In the last colon, we specify the
decreasing rate obtained directly by applying the given inequalities (modulo
the constant CpC1q2). The first number of inequality is that used on the
first factor and the second number of inequality is that used on the second
factor.
Product p2,¤ 0q p1,¤ 1q p0,¤ 2q Decreasing rate
u
pıBaBβup (6.5.5a), (6.5.4c) (6.5.5c), (6.5.4a) (6.5.5c), (6.5.4a) t3sδ
v
qıBaBβup (6.5.1e), (6.5.4c) (6.5.1e), (6.5.4a) (6.5.1e), (6.5.4a) t3s1 2δ
u
pıBtBaup (6.5.5a), (6.5.4c) (6.5.5c), (6.5.4a) (6.5.5c), (6.5.4a) t3sδ
v
qıBtBaup (6.5.1e), (6.5.4c) (6.5.1e), (6.5.4a) (6.5.1e), (6.5.4a) t3s1 2δ
BγvqıBaBβup (6.5.2a), (6.5.4c) (6.5.2a), (6.5.4a) (6.5.2a), (6.5.4a) t3s1 2δ
BγupıBaBβup (6.5.1a), (6.5.4c) (6.5.3a), (6.5.4a) (6.5.3a), (6.5.4a) t2s2 δ
Product p2,¤ 0q p1,¤ 1q p0,¤ 2q Decreasing rate
BγupıBtBaup (6.5.1a), (6.5.4c) (6.5.3a), (6.5.4a) (6.5.3a), (6.5.4a) t2s2 δ
BγvqıBtBaup (6.5.2a), (6.5.4c) (6.5.2a), (6.5.4a) (6.5.2a), (6.5.4a) t3s1 2δ
v
qıBαBβvq (6.5.1e), (6.5.2a) (6.5.1e), (6.5.2a) (6.5.1e), (6.5.2a) t3s2δ
BγupıBαBβvq (6.5.1a), (6.5.2a) (6.5.3a), (6.5.2a) (6.5.3a), (6.5.2a) t2s1 2δ
BγvqıBαBβvq (6.5.2a), (6.5.2a) (6.5.2a), (6.5.2a) (6.5.2a), (6.5.2a) t3s2δ
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Taking into account the fact that s ¤ Ct ¤ Cs2 and δ   1{6, we conclude
that these terms are bounded by CpC1q2t3{2s1 δ.
There are again the following four terms of QG
pı, which are estimated
differently:
ZJ
: BαΨβ1β upıBβ1up, ZJ: BαΨβ1β vqıBβ1up,
ZJ
: BαΨβ1β BγupıBβ1up, ZJ: BαΨβ1β BγvqıBβ1up.
By observing that
ZIBαΨβ1β  ¤ CpIqt1, these terms can be estimated by
CpC1q2t3s2δ. We give the proof for ZJ1
 BαΨβ1β upıBβ1up:ZJ: BαΨβ1β upıBβ1up ¤ ¸
J2 J3 J4J1
ZJ4BαΨβ1β   ZJ2upı  ZJ3Bβ1up
¤Ct1
¸
|J2| |J3|¤|J:|
ZJ2u
pı
  ZJ3Bβ1up ¤ Ct1C1t3{2s1 δC1t1{2s1 δ
CpC1q2t3s2δ ¤ CpC1q2t3{2s1 δ
where we recall that δ   1{6 and (6.5.5a) and (6.5.1a) are used. The
other terms are estimated similarly, we omit the details and list out the
inequalities used on each term and each partition of indices:
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terms p2,¤ 0q p1,¤ 1q p0,¤ 2q Decreasing rate
t1ZJ2u
pıZ
J3Bβ1up (6.5.5a), (6.5.3a) (6.5.5c), (6.5.3a) (6.5.5c), (6.5.1a) t3sδ
t1ZJ2v
qıZ
J3Bβ1up (6.5.1e), (6.5.3a) (6.5.1e), (6.5.3a) (6.5.1e), (6.5.1a) t2s1 2δ
t1ZJ2BγupıZJ3Bβ1up (6.5.1a), (6.5.3a) (6.5.3a), (6.5.3a) (6.5.3a), (6.5.1a) t2s2 δ
t1ZJ2BγvqıZJ3Bβ1up (6.5.1a), (6.5.3a) (6.5.1a), (6.5.3a) (6.5.1a), (6.5.1a) t3s1 2δ
Then we focus on the term QT
pı. Recall that it is a linear combinations of the terms presented in (7.3.1) with Ii
replace by Ji where i  1, 2. Then each term is estimated as in the estimates of QG. We give the list of inequalities
used for every partition |J1| |J2| ¤ |J:|. Recall that in the following list the symbol pa,¤ bq means |J1|  a, |J2| ¤ b.
Product p2,¤ 0q p1,¤ 1q p0,¤ 2q Decreasing rate
BaBβZJ1upı ZJ2Bγupk (6.4.5a), (6.5.3a) (6.4.5a), (6.5.3a) (6.4.5c), (6.5.1a) t2s2 δ
BaBβZJ1upı ZJ2Bγvqk (6.4.5a), (6.4.3a) (6.4.5a), (6.4.3a) (6.4.5c), (6.4.3a) t3s1 2δ
BaBβZJ1upı ZJ2upk (6.4.5a), (6.5.5c) (6.4.5a), (6.5.5c) (6.4.5c), (6.5.5a) t3sδ
BaBβZJ1upı ZJ2vqk (6.4.5a), (6.5.1e) (6.4.5a), (6.5.1e) (6.4.5c), (6.5.1e) t3s1 2δ
Product p2,¤ 0q p1,¤ 1q p0,¤ 2q Decreasing rate
t1Bγ1ZJ1up ZJ2Bγupk (6.4.2a), (6.5.3b) (6.4.4a), (6.5.3a) (6.4.4a), (6.5.1a) t2s2 δ
t1Bγ1ZJ1up ZJ2Bγvqk (6.4.2a), (6.5.2a) (6.4.4a), (6.5.2a) (6.4.4a), (6.5.2a) t3s1 2δ
t1Bγ1ZJ1up ZJ2upk (6.4.2a), (6.5.5c) (6.4.4a), (6.5.5c) (6.4.4a), (6.5.5a) t3sδ
t1Bγ1ZJ1up ZJ2vqk (6.4.2a), (6.5.1e) (6.4.4a), (6.5.1e) (6.4.4a), (6.5.1e) t3s1 2δ
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Then we conclude by (7.4.1c).
The estimates on ZJ
:
F
pı is essentially the same. Recall that Z
J:F
pı is a
linear combination of the terms listed in (7.3.3) with I replace by J:. We
write in detail the estimate of the term ZJ
: BαupBβupk, as follows:ZJ: BαupBβupk ¤|ZJ:Bαup|  |Bβupk|   |Bαup|  |ZJ1Bβupk|
 
¸
|J1|1,|J2|1,
J2 J3J
:
|ZJ2Bαup|  |ZJ3Bβupk|
¤CC1t1{2s1 δ  CC1t1{2s1
  CC1t1{2s1  CC1t1{2s1 δ
  CC1t1{2s1  CC1t1{2s1
¤CpC1q2t1s2 δ
¤CpC1q2t3{2s1 δ.
Here for the three partition of J:  J1   J2, the L8 estimates use are:
when |J1|  0 and |J2| ¤ |J:|, we apply (6.5.3a) and (6.5.1a); when |J1| 
|J2|  1, we apply (6.5.3a) and (6.5.3a); when |J1|  |J:| and |J2| ¤ 0, we
apply (6.5.1a) and (6.5.3a).
For the remaining terms we will just list out for each partition of J1 the
L8 estimates used, which is again a list (decreasing rate modulo CpC1q2):
Product p2,¤ 0q p1,¤ 1q p0,¤ 2q Decreasing rate
BαupBβupk (6.5.1a), (6.5.3a) (6.5.3a), (6.5.3a) (6.5.3a), (6.5.1a) t1s2 δ
BαvqBβwk (6.5.2a), (6.5.1a) (6.5.2a), (6.5.1a) (6.5.2a), (6.5.1a) t2s1 2δ
v
qkBαwj (6.5.1e), (6.5.1a) (6.5.1e), (6.5.1a) (6.5.1e), (6.5.1a) t2s1 2δ
v
qvqk (6.5.1e), (6.5.1e) (6.5.1e), (6.5.1e) (6.5.1e), (6.5.1e) t
3 2δ
Combined with the condition δ   1{6 and the fact that s ¤ Ct ¤ Cs2, the
estimate (7.4.1a) is proved. On the other hand, the estimate of RpZJ1u
pıq
is a direct application of (6.4.5a).
Proof of Lemma 7.7. The proof is essentially the same to that of (7.7)
while the only differences are the inequalities used on each term and each
partition of index. We omit the details but present the inequalities used,
as follows.
For the estimates of QG
pıpJ,w, Bw, BBwq, the inequalities used are listed
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out in the following list:
Product p1,¤ 0q p0,¤ 1q Decreasing rate
u
pıBaBβup (6.5.5c), (6.5.4c) (6.5.5c), (6.5.4b) t3sδ{2
v
qıBaBβup (6.5.1f), (6.5.4c) (6.5.1f), (6.5.4b) t3s1 δ
u
pıBtBaup (6.5.5c), (6.5.4c) (6.5.5c), (6.5.4b) t3sδ{2
v
qıBtBaup (6.5.1f), (6.5.4c) (6.5.1f), (6.5.4b) t3s1 δ
BγvqıBaBβup (6.5.2b), (6.5.4c) (6.5.2b), (6.5.4b) t3s1 δ
BγupıBaBβup (6.5.3a), (6.5.4c) (6.5.3a), (6.5.4b) t2s2 δ{2
Product p1,¤ 0q p0,¤ 1q Decreasing rate
BγupıBtBaup (6.5.3a), (6.5.4c) (6.5.3a), (6.5.4b) t2s2 δ{2
BγvqıBtBaup (6.5.2b), (6.5.4c) (6.5.2b), (6.5.4b) t3s1 δ
v
qıBαBβvq (6.5.1f), (6.5.2b) (6.5.1f), (6.5.2b) t3sδ
BγupıBαBβvq (6.5.3a), (6.5.2b) (6.5.3a), (6.5.2b) t2s1 δ{2
BγvqıBαBβvq (6.5.2b), (6.5.2b) (6.5.2b), (6.5.2b) t3sδ
terms p1,¤ 0q p0,¤ 1q Decreasing rate
t1ZJ2u
pıZ
J3Bβ1up (6.5.5c), (6.5.3a) (6.5.5c), (6.5.3a) t3
t1ZJ2v
qıZ
J3Bβ1up (6.5.1f), (6.5.3a) (6.5.1f), (6.5.3a) t3s1 δ{2
t1ZJ2BγupıZJ3Bβ1up (6.5.3a), (6.5.3a) (6.5.3a), (6.5.3a) t2s2
t1ZJ2BγvqıZJ3Bβ1up (6.5.1b), (6.5.3a) (6.5.1b), (6.5.3a) t3s1 δ{2
For the term QT
pıpJ,w, Bw, BBwq:
Product p1,¤ 0q p0,¤ 1q Decreasing rate
BaBβZJ1upı ZJ2Bγupk (6.4.5b), (6.5.3a) (6.4.5c), (6.5.3a) t2s2 δ{2
BaBβZJ1upı ZJ2Bγvqk (6.4.5b), (6.4.3b) (6.4.5c), (6.4.3b) t3s1 δ
BaBβZJ1upı ZJ2upk (6.4.5b), (6.5.5c) (6.4.5c), (6.5.5a) t3sδ
BaBβZJ1upı ZJ2vqk (6.4.5b), (6.5.1f) (6.4.5c), (6.5.1f) t3s1 δ
Product p1,¤ 0q p0,¤ 1q Decreasing rate
t1Bγ1ZJ1up ZJ2Bγupk (6.4.4a), (6.5.3a) (6.4.4a), (6.5.3a) t2s2
t1Bγ1ZJ1up ZJ2Bγvqk (6.4.4a), (6.5.2b) (6.4.4a), (6.5.2b) t3s1 δ{2
t1Bγ1ZJ1up ZJ2upk (6.4.4a), (6.5.5c) (6.4.4a), (6.5.5c) t3
t1Bγ1ZJ1up ZJ2vqk (6.4.4a), (6.5.1f) (6.4.4a), (6.5.1f) t2s1 δ{2
For the term F
pı:
Product p1,¤ 0q p0,¤ 1q Decreasing rate
BαupBβupk (6.5.3a), (6.5.3a) (6.5.3a), (6.5.3a) t1s2
BαvqBβwk (6.5.2b), (6.5.1b) (6.5.2b), (6.5.1b) t2s1 δ{2
v
qkBαwj (6.5.1f), (6.5.1b) (6.5.1f), (6.5.1b) t2s1 δ{2
v
qvqk (6.5.1f), (6.5.1f) (6.5.1f), (6.5.1f) t
3 δ
On the other hand, the estimate of RpZJuq is a direct result of (6.4.5b).
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Proof of Lemma 7.8. The proof is essentially the same as the proof
of Lemma 7.6 but much easier. We analyze first the estimate on
|QG
pıpw, Bw, BBwq|. This is a direct application of the L8 estimates es-
tablished earlier on the terms listed in (7.3.2) with I  0. As done in the
proof of Lemma 7.6, this gives the following list (Decreasing rate modulo
CpC1q2):
terms p0, 0q Decreasing rate
u
pıBaBβup (6.5.5c), (6.5.4c) t3
v
qıBaBβup (6.5.1e), (6.5.4c) t3s1 δ
u
pıBtBaup (6.5.5c), (6.5.4c) t3
v
qıBtBaup (6.5.1e), (6.5.4c) t3s1 δ
BγupıBaBβup (6.5.3a), (6.5.4c) t2s2
BγvqıBaBβup (6.5.2a), (6.5.4c) t3s1 δ
terms p0, 0q Decreasing rate
BγupıBtBaup (6.5.3a), (6.5.4c) t2s2
BγvqıBtBaup (6.5.2a), (6.5.4c) t3s1 δ
v
qıBαBβvq (6.5.1e), (6.5.2a) t3s2δ
BγupıBαBβvq (6.5.3a), (6.5.2a) t2s1 δ
BγvqıBαBβvq (6.5.2a), (6.5.2a) t3s2δ
The following four terms
BαΨβ
1
β upıBβ1up, BαΨβ
1
β vqıBβ1up, BαΨβ
1
β BγupıBβ1up, BαΨβ
1
β BγvqıBβ1up
are estimated by taking into account of the additional decay supplied by
the factor |Ψβ1β | ¤ Ct1. The inequalities used for each term are listed as
follows:
terms p0, 0q Decreasing rate
t1u
pıBβ1up (6.5.5c), (6.5.3a) t3
t1v
qıBβ1up (6.5.1e), (6.5.3a) t3s1 δ
t1BγupıBβ1up (6.5.3a), (6.5.3a) t2s2
t1BγvqıBβ1up (6.5.2a), (6.5.3a) t3s1 δ
The estimates of QT i are similar. We establish the following list and
omits the details:
Product p0, 0q Decreasing rate
Bγupk BaBβupı (6.5.3a), (6.5.4c) t2s2
Bγvqk BaBβupı (6.5.2a), (6.5.4c) t3s1 δ
u
pk BaBβupı (6.5.5c), (6.5.4c) t3
v
qk BaBβupı (6.5.1e), (6.5.4c) t3s1 δ
203
September 4, 2014 13:25 World Scientific Book - 9in x 6in PLF-YM-book page 204
Product p0, 0q Decreasing rate
t1Bγupk Bγ1up (6.5.3a), (6.5.3a) t2s2
t1Bγvqk Bγ1up (6.5.2a), (6.5.3a) t3s1 δ
t1u
pk Bγ1up (6.5.5c), (6.5.3a) t3
t1v
qk Bγ1up (6.5.1e), (6.5.3a) t3s1 δ
Then we conclude with (7.4.3c).
The estimate of F
pı is as follows: recall the structure of Fpı described by
(7.3.3), we need to estimate these terms with I  0. Then as in the proof
of Lemma 7.6, the following list is established (with decreasing rate modulo
CpC1q2):
Product p0, 0q Decreasing rate
BαupıBβup (6.5.3a), (6.5.3a) t1s2
BαvqıBβwj (6.5.2a), (6.5.1a) t2s1 2δ
v
qıBαwj (6.5.1e), (6.5.1a) t2s1 2δ
v
qıvq (6.5.1e), (6.5.1e) t
3s2δ
By tacking into account the condition δ   1{6 and the fact s ¤ Ct, we
conclude with (7.4.3a).
The estimate of Rpu
pıq is a direct application of (6.5.4c).
We can now prove the main result of this section.
Proposition 7.1. Let wi the solution of (1.1.2) and assume that (2.4.5)
holds. Then for the wave components, the following decay estimates hold
for any J: ¤ 2
sup
Hs
 
s3t1{2|BtBtZJ
:
u
pı|
 ¤ CC1sδ (7.4.4a)
sup
Hs
 
s3t1{2|BtBtZJupı|
 ¤ CC1sδ{2 (7.4.4b)
sup
Hs
 
s3t1{2|BtBtupı|
 ¤ CC1. (7.4.4c)
and more generally
sup
Hs
|s3t1{2BαBβZJ
:
u| ¤ CC1sδ, (7.4.5a)
sup
Hs
|s3t1{2BαBβZJu| ¤ CC1sδ{2, (7.4.5b)
sup
Hs
|s3t1{2BαBβu| ¤ CC1. (7.4.5c)
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Proof. (7.4.4c) will be firstly proved. Substitute (7.4.3) into (7.2.5) with
|I|  0. Recall the convention |I|   0 ñ ZI  0. Then the desired result
is proved.
Observe that for (7.4.4b), the case |J | ¤ 0 is proved by (7.4.4c). For
the case |J |  1, we recall (7.2.5):
|BtBtZJupı| ¤CKpt{sq2
¸
|J2|1
γ,p,i
 |ZJ2Bγwi|   |ZJ2wi||BtBtup|
  Cpt{sq2QT
pıpJ2, w, Bw, BBwq   Cpt{sq2|QGpıpJ2, w, BwBBwq|
  Cpt{sq2|ZJ2F
pı|   Cpt{sq2|RpZJ2upıq|
substitutes (7.4.4c) (estimate on BtBtup) and (7.4.2) into (7.2.5) together
with the following estimate:
¸
γ p,pı,
|J|¤1
 |ZJBγwi| |ZJwi| ¤ CC1 t1{2s1 t3{2s t3{2sδ ¤ CC1t3{2s.
For (7.4.4a), remark that the case |J:| ¤ 1 is guaranteed by (7.4.4b)
and (7.4.4c).
The case |J:|  2 is by substituting (7.4.4b) (with |J |  1), (7.4.4c) and
(7.4.1) into (7.2.5) with |I|  2 together with the following estimate which
is a direct result of (6.5.1a), (6.5.5c) and (6.5.1e):
¸
γ p,pı
 |ZJ:Bγwi|   |ZJ:wi| ¤ CC1 t1{2s1 δ{2   t3{2s  t3{2sδ{2
¤ CC1t3{2s1 δ{2.
Then we recall (7.2.5) with I  J::
|BtBtZJ
:
u
pı|
¤CKpt{sq2
¸
|J1| |J2|¤2
|J1|¤1,γ,p,i
 |ZJ2Bγwi|   |ZJ2wi| |BtBtZJ1up|
  Cpt{sq2QT
pıpJ2, w, Bw, BBwq   Cpt{sq2|QGpıpJ2, w, BwBBwq|
  Cpt{sq2|ZJ2F
pı|   Cpt{sq2|RpZJ2upıq|.
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Substitute (7.4.4b) (with |J |  1), (7.4.4c) and (7.4.1),
|BtBtZJ
:
u
pı|
¤CKpt{sq2
¸
|J1| |J2|¤2
|J1|¤1,γ,p,i
 |ZJ2Bγwi|   |ZJ2wi| |BtBtZJ1up|   CKC1t1{2s3 δ
¤CKpt{sq2
¸
|J1| |J2|¤2
|J1|1,γ,p,i
 |ZJ2Bγwi|   |ZJ2wi| |BtBtZJ1up|
  CKpt{sq2
¸
|J1| |J2|¤2
|J1|0,γ,p,i
 |ZJ2Bγwi|   |ZJ2wi| |BtBtZJ1up|   CKC12t1{2s3 δ
¤CKC1pt{sq2t3{2s  t1{2s3 δ{2   CKC1pt{sq2t3{2s1 δ{2  t1{2s3
  CKC1t1{2s3 δ
¤CKC1ts4 δ{2   CKC1t1{2s3 δ ¤ CKC1t1{2s3 δ.
The bound (7.4.5) are direct result of (7.4.4) combined with (7.1.2).
Then we can give the complete L8 estimates of the second-order deriva-
tives.
Proposition 7.2. Assume that (2.4.5) hold then the following estimates
hold for all |J:| ¤ 2 and |J | ¤ 1:
sup
Hs
|s3t1{2BαBβZJ
:
u|   sup
Hs
|s3t1{2ZJ:BαBβu| ¤ CC1sδ, (7.4.6a)
sup
Hs
|s3t1{2BαBβZJu|   sup
Hs
|s3t1{2ZJBαBβu| ¤ CC1sδ{2, (7.4.6b)
sup
Hs
|s3t1{2BαBβu| ¤ CC1. (7.4.6c)
Proof. These estimates are based on (3.3.3) and (7.4.5).
7.5 L2 estimates
The aim of this section is to get the L2 estimates on BtBtZIup. As in the last
section, the strategy is to make use of the (7.2.5). First of all, we estimate
the terms QT
pı, QGpı, Z
IF
pı and RpZIupıq.
Lemma 7.9. Under the energy assumption (2.4.5), the following estimates
hold for all |I:| ¤ 4:sQG
pıpI:, w, Bw, BBwq

L2pHsq ¤ CpC1q
2sδ, (7.5.1a)
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sQT
pıpI:, w, Bw, BBwq

L2pHsq ¤ CpC1q
2sδ, (7.5.1b)sZI:F
pı

L2pHsq ¤ CpC1q
2sδ, (7.5.1c)sRpZI:u
pıq

L2pHsq ¤ CC1s
δ. (7.5.1d)
Lemma 7.10. Under the energy assumption (2.4.5), the following esti-
mates hold for all |I| ¤ 3:sQG
pıpI, w, Bw, BBwq

L2pHsq ¤ CpC1q
2sδ{2, (7.5.2a)sQT
pıpI, w, Bw, BBwq

L2pHsq ¤ CpC1q
2sδ{2, (7.5.2b)sZIF
pı

L2pHsq ¤ CpC1q
2sδ{2, (7.5.2c)sRpZIu
pıq

L2pHsq ¤ CC1s
δ{2. (7.5.2d)
Lemma 7.11. Under the energy assumption (2.4.5), the following esti-
mates hold for all |I5| ¤ 2:sQG
pıpI5, w, Bw, BBwq

L2pHsq ¤ CpC1q
2, (7.5.3a)sQG
pıpI5, w, Bw, BBwq

L2pHsq ¤ CpC1q
2, (7.5.3b)sZI5F
pı

L2pHsq ¤ CpC1q
2, (7.5.3c)sRpZI5u
pıq

L2pHsq ¤ CC1. (7.5.3d)
Proof of Lemma 7.9. Let us regard firstly the estimate on |QG
pı|. Recall
the structure of QG
pı expressed by (7.3.2), the estimate turns to be L
2
estimates on each term of (7.3.2) with I  I:, |I:| ¤ 4. We take u
pıBaBtup
as example and write down in detail the estimate on it:sZI: u
pıBaBtup

L2pHsq
¤
¸
I1 I2I:
s ZI1u
pı  ZI2BaBtup

L2pHsq
s u
pı  ZI
:BaBtup

L2pHsq  
¸
|I1|1,
I1 I2I
:
s ZI1u
pı  ZI2BaBtup

L2pHsq
 
¸
|I1|2,
I1 I2I
:
s ZI1u
pı  ZI2BaBtup

L2pHsq  
¸
|I1|3,
I1 I2I
:
s ZI1u
pı  ZI2BaBtup

L2pHsq
  s ZI:u
pı  BaBtup

L2pHsq
:T0   T1   T2   T3   T4.
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Observe now that in term Tk, |I2| ¤ 4 k.
The term T0 is estimated by (6.5.5c) and (6.3.5a):
T0 
s u
pı  ZI1BaBtup

L2pHsq ¤ CC1
s t3{2 sZI1BaBtupL2pHsq
¤ CC1s1{2
sZI1BaBtupL2pHsq ¤ CpC1q2s1{2 δ.
The term T1 is estimated by (6.5.5c) and (6.3.5a):
T1 
¸
|I1|1,
I1 I2I
:
s ZI1u
pı  ZI2BaBtup

L2pHsq
¤ CC1
¸
|I1|1,
I1 I2I
:
s t3{2  sZI2BaBtupL2pHsq
¤CC1s1{2
¸
|I1|1,
I1 I2I
:
sZI3BaBtup|L2pHsq ¤ CpC1q2s1{2 δ.
The term T2 is estimated by (6.5.5a) and (6.3.5c) (remark that |I2| ¤
4 2  2):
T2 
¸
|I1|2,
I1 I2I
:
s ZI1u
pı  ZI2BaBtup

L2pHsq
¤ CC1
¸
|I1|2,
I1 I2I
:
s t3{2s1 δ  ZI2BaBtupL2pHsq
CC1s1{2 δ
¸
|I1|2,
I1 I2I
:
sZI2BaBtupL2pHsq ¤ CpC1q2s1{2 δ.
The term T3 is estimated by (6.5.5a) and (6.3.5c) (remark that |I2| ¤
4 3  1):
T3 
¸
|I1|3,
I1 I2I
:
s ZI1u
pı  ZI2BaBtup

L2pHsq
¤ CC1
¸
|I1|3,
I1 I2I
:
s t3{2sδ  sZI2BaBtupL2pHsq
CC1s1{2 δ
¸
|I1|3,
I1 I2I
:
sZI2BaBtupL2pHsq ¤ CpC1q2s1{2 δ.
T4 is estimated by (6.3.6a) and (6.5.4c):
T4 
s ZI:u
pı  BaBtup

L2pHsq ¤ CC1
sZI:u
pı  t3{2s1

L2pHsq
 CC1s1{2
t1ZI:u
pı

L2pHsq ¤ CC1s
1{2s1ZI:u
pı

L2pHsq
¤ CpC1q2s1{2 δ.
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So we conclude withsZI: u
pıBaBtup

L2pHsq ¤ CpC1q
2s1{2 δ.
For the remaining terms, we will not write the details, but give for each
partition of I:  I1   I2 the L2 and L8 estimates to be used established
later. As in the estimate of u
pıBaBtup, we denote by pk,¤ 4  kq the terms
with which |I1|  k, |I2| ¤ 4 k. This leads us to the following list:
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term p4,¤ 0q p3,¤ 1q p2,¤ 2q p1,¤ 3q p0,¤ 4q
u
pıBaBβup (6.3.6b), (6.5.4c) (6.5.5a), (6.3.5c) (6.5.5a), (6.3.5c) (6.5.5c), (6.3.5a) (6.5.5c), (6.3.5a)
v
qıBaBβup (6.3.1e), (6.5.4c) (6.5.1e), (6.3.5c) (6.5.1e), (6.3.5c) (6.5.1e), (6.3.5a) (6.5.1e), (6.3.5a)
u
pıBtBaup (6.3.6b), (6.5.4c) (6.5.5a), (6.3.5c) (6.5.5a), (6.3.5c) (6.5.5c), (6.3.5a) (6.5.5c), (6.3.5a)
v
qıBtBaup (6.3.1e), (6.5.4c) (6.5.1e), (6.3.5c) (6.5.1e), (6.3.5c) (6.5.1e), (6.3.5a) (6.5.1e), (6.3.5a)
BγupıBaBβup (6.3.1a), (6.5.4c) (6.5.1a), (6.3.5c) (6.5.1a), (6.3.5c) (6.5.3a), (6.3.5a) (6.5.3a), (6.3.5a)
BγvqıBaBβup (6.3.2a), (6.5.4c) (6.5.2a), (6.3.5c) (6.5.2a), (6.3.5c) (6.5.2a), (6.3.5a) (6.5.2a), (6.3.5a)
terms p4,¤ 0q p3,¤ 1q p2,¤ 2q p1,¤ 3q p0,¤ 4q
BγupıBtBaup (6.3.1a), (6.5.4c) (6.5.1a), (6.3.5c) (6.5.1a), (6.3.5c) (6.5.3a), (6.3.5a) (6.5.3a), (6.3.5a)
BγvqıBtBaup (6.3.2a), (6.5.4c) (6.5.2a), (6.3.5c) (6.5.2a), (6.3.5c) (6.5.2a), (6.3.5a) (6.5.2a), (6.3.5a)
v
qıBαBβvq (6.3.1e), (6.5.2a) (6.5.1e), (6.3.2a) (6.5.1e), (6.3.2a) (6.5.1e), (6.3.2a) (6.5.1e), (6.3.2a)
BγupıBαBβvq (6.3.1a), (6.5.2a) (6.5.1a), (6.3.2a) (6.5.1a), (6.3.2a) (6.5.3a), (6.3.2a) (6.5.3a), (6.3.2a)
BγvqıBαBβvq (6.3.2a), (6.5.2a) (6.5.2a), (6.3.2a) (6.5.2a), (6.3.2a) (6.5.2a), (6.3.2a) (6.5.2a), (6.3.2a)
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There are four terms to be estimated differently:
sZI
: BαΨβ1β upıBβ1up, sZI: BαΨβ1β vqıBβ1up,
sZI
: BαΨβ1β BγupıBβ1up, sZI: BαΨβ1β BγvqıBβ1up.
We will use the extra-decay supplied by |ZIΨβ1β | ¤ CpIqt1. Let us take
ZI
: BαΨβ1β upıBβ1up
as an example and write its estimate in details:
sZI: BαΨβ1β upıBβ1upL2pHsq ¤ ¸
I1 I2 I3I:
sZI3Ψβ1β  ZI1upı  ZI2Bβ1upL2pHsq
¤C
¸
|I1| |I2|¤|I:|
st1ZI1u
pı  ZI2Bβ1up

L2pHsq
C
¸
|I2|¤|I:|
st1u
pı  ZI2Bβ1up

L2pHsq   C
¸
|I1|1,
|I2|¤|I
:|1
st1ZI1u
pı  ZI2Bβ1up

L2pHsq
  C
¸
|I1|2,
|I2|¤|I
:|2
st1ZI1u
pı  ZI2Bβ1up

L2pHsq   C
¸
|I1|3,
|I2|¤|I
:|3
st1ZI1u
pı  ZI2Bβ1up

L2pHsq
  C
¸
|I1|4
st1ZI1u
pı  Bβ1up

L2pHsq
:T0   T1   T2   T3   T4.
The term T0 by (6.5.5c) and (6.3.1a):
T0 C
¸
|I2|¤|I:|
st1u
pı  ZI2Bβ1up

L2pHsq
¤ CC1
¸
|I2|¤|I:|
st1t3{2s  ZI2Bβ1upL2pHsq
CC1
¸
|I2|¤|I:|
t5{2s2  ZI2Bβ1upL2pHsq
¤ CC1s1{2
¸
|I2|¤|I:|
ZI2Bβ1upL2pHsq
¤CpC1q2s1{2 δ.
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The term T1 is estimated by (6.5.5c) and (6.3.3a)
T1 C
¸
|I1|1,
|I2|¤|I
:|1
st1ZI1u
pı  ZI2Bβ1up

L2pHsq
¤ CC1
¸
|I1|1,
|I2|¤|I
:|1
st1t3{2s  ZI2Bβ1upL2pHsq
¤CC1s1{2
¸
|I1|1,
|I2|¤|I
:|1
ZI2Bβ1upL2pHsq
¤ CpC1q2s1{2 δ
The term T2 is estimated by (6.5.5a) and (6.3.3a)
T2 C
¸
|I1|2,
|I2|¤|I
:|2
st1ZI1u
pı  ZI2Bβ1up

L2pHsq
¤ CC1
¸
|I1|2,
|I2|¤|I
:|2
st1t3{2s1 δ  ZI2Bβ1upL2pHsq
¤CC1s1{2 δ
¸
|I1|2,
|I2|¤|I
:|2
ZI2Bβ1upL2pHsq
¤ CpC1q2s1{2 δ
The terlm T3 is estimated by (6.5.5a) and (6.3.3a):
T3 C
¸
|I1|3,
|I1|¤|I
:|3
st1ZI1u
pı  ZI2Bβ1up

L2pHsq
¤ CC1
¸
|I1|3,
|I2|¤|I
:|3
st1t3{2s1 δ  ZI2Bβ1upL2pHsq
¤CC1s1{2 δ
¸
|I1|3,
|I2|¤|I
:|3
ZI2Bβ1upL2pHsq
¤ CpC1q2s1{2 δ
The term T4 is estimated by (6.3.6b) and (6.5.1a):
T4 C
¸
|I2|4
st1ZI2u
pı  Bβ1up

L2pHsq
¤ CC1
¸
|I2|4
st1ZI2u
pı  t1{2s1

L2pHsq
CC1s1{2
¸
|I2|4
t1ZI2u
pı

L2pHsq
¤ CpC1q2s1{2 δ{2.
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For the remaining three terms, we list out the L2 and L8 estimates to be
used for each term and each partition of I:, recall here the notation pa,¤ bq
means |I1|  a, |I2| ¤ b:
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terms p4,¤ 0q p3,¤ 1q p2,¤ 2q p1,¤ 3q p0,¤ 4q
u
pıBβ1up (6.3.6b), (6.5.3a) (6.5.5a), (6.3.3a) (6.5.5a), (6.3.3a) (6.5.5c), (6.3.3a) (6.5.5c), (6.3.1a)
v
qıBβ1up (6.3.1e), (6.5.3a) (6.5.1e), (6.3.3a) (6.5.1e), (6.3.3a) (6.5.1e), (6.3.3a) (6.5.1e), (6.3.1a)
BγupıBβ1up (6.3.1a), (6.5.3a) (6.5.1a), (6.3.3a) (6.5.1a), (6.3.3a) (6.5.3a), (6.3.3a) (6.5.3a), (6.3.1a)
BγvqıBβ1up (6.3.2a), (6.5.3a) (6.5.2a), (6.3.3a) (6.5.2a), (6.3.3a) (6.5.2a), (6.3.3a) (6.5.2a), (6.3.1a)
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Finally we conclude with (7.5.1a).
Then we estimate the term QT
pı which is similar to that of QGpı.
Recall the structure of QT
pı presented in (7.3.1). We take the term
ZI2Bγupk BaBβZI1up as an example:¸
|I1| |I2|¤|I:|
sZI2Bγupk BaBβZI1upL2pHsq

¸
|I2|¤|I:|
sZI2Bγupk BaBβupL2pHsq   ¸
|I1| |I2|¤|I
:|
|I1|1
sZI2Bγupk BaBβZI1upL2pHsq
 
¸
|I1| |I2|¤|I
:|
|I1|2
sZI2Bγupk BaBβZI1upL2pHsq
 
¸
|I1| |I2|¤|I
:|
|I1|3
sZI2Bγupk BaBβZI1upL2pHsq
 
¸
|I1|¤|I:|
sBγupk BaBβZI1upL2pHsq
:T0   T1   T2   T3   T4.
We will estimate each partition of I:.
T0 
¸
|I2|¤|I:|
sZI2Bγupk BaBβupL2pHsq ¤ ¸
|I2|¤4
sZI2Bγupk BaBβupL2pHsq
¤
¸
|I2|¤4
ps{tqZI2BγupkL2pHsq spt{sqBaBβupL8pHsq ¤ CC1sδ  CC1s3{2
¤ CpC1q2s3{2 δ,
here (6.3.1a) and (6.4.5c) are applied.
T1 ¤
¸
|I1|1,|I2|¤3
sZI2Bγupk BaBβZI1upL2pHsq
¤
¸
|I1|1,|I2|¤3
ps{tqZI2BγupkL2pHsqspt{sqBaBβZI1upL8pHsq
¤ CC1  CC1s3{2 δ ¤ CpC1q2s3{2 δ,
where (6.3.3a) and (6.4.5a) are applied.
Similarly, the term T2, T3 and T4 are estimated by applying respectively
(6.3.3a)(6.4.5a),
(6.5.3a)(6.3.4a), (6.5.3a)(6.3.4a).
For the other terms, we will not write in detail the proof but list out the
inequalities to be used on each term and each partition of index |I1| |I2| ¤
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|I:|, this makes the following list:
Product p4,¤ 0q p3,¤ 1q p2,¤ 2q
sBaBβZI1upıZI2Bγupk (6.3.4a), (6.5.3a) (6.3.4a), (6.5.3a) (6.3.4c), (6.5.1a)
sBaBβZI1upıZI2Bγvqk (6.3.4a), (6.5.2a) (6.3.4a), (6.5.2a) (6.3.4c), (6.5.2a)
sBaBβZI1upıZI2upk (6.3.4a), (6.5.5c) (6.3.4a), (6.5.5c) (6.3.4c), (6.5.5a)
sBaBβZI1upıZI2vqk (6.3.4a), (6.5.1e) (6.3.4a), (6.5.1e) (6.3.4c), (6.5.1e)
Product p1,¤ 3q p0,¤ 4q
sBaBβZI1upıZI2Bγupk (6.4.5a), (6.3.3a) (6.4.5c), (6.3.1a)
sBaBβZI1upıZI2Bγvqk (6.4.5a), (6.3.2a) (6.4.5c), (6.3.2a)
sBaBβZI1upıZI2upk (6.4.5a), (6.3.6c) (6.4.5c), (6.3.6b)
sBaBβZI1upıZI2vqk (6.4.5a), (6.3.1e) (6.4.5c), (6.3.1e)
Product p4,¤ 0q p3,¤ 1q p2,¤ 2q
st1Bγ1ZI1upZI2Bγupk (6.2.1a), (6.5.3a) (6.2.3a), (6.5.3a) (6.2.3a), (6.5.1a)
st1Bγ1ZI1upZI2Bγvqk (6.2.1a), (6.5.2a) (6.2.3a), (6.5.2a) (6.2.3a), (6.5.2a)
st1Bγ1ZI1upZI2upk (6.2.1a), (6.5.5c) (6.2.3a), (6.5.5c) (6.2.3a), (6.5.5a)
st1Bγ1ZI1upZI2vqk (6.2.1a), (6.5.1e) (6.2.3a), (6.5.1e) (6.2.3a), (6.5.1e)
Product p1,¤ 3q p0,¤ 4q
st1Bγ1ZI1upZI2Bγupk (6.4.4a), (6.3.3a) (6.4.4a), (6.3.1a)
st1Bγ1ZI1upZI2Bγvqk (6.4.4a), (6.3.2a) (6.4.4a), (6.3.2a)
st1Bγ1ZI1upZI2upk (6.4.4a), (6.3.6c) (6.4.4a), (6.3.6b)
st1Bγ1ZI1upZI2vqk (6.4.4a), (6.3.1e) (6.4.4a), (6.3.1e)
Now, we estimate the term F
pı which also is similar: recall the structure
of ZI
:
F
pı presented in (7.3.3) with I replaced by I
:. As before, we consider
the term ZI
: BαupBβupk as an example and we write down the details of
the analysis. For the other terms, we just give the L2 and L8 estimates to
be used for each factor:sZI: BαupBβupkL2pHsq
¤sBαup  ZI:BβupkL2pHsq   ¸
I1 I2I
:
|I1|1
sZI1Bαup  ZI2BβupkL2pHsq
 
¸
I1 I2I
:
|I1|2
sZI1Bαup  ZI2BβupkL2pHsq
 
¸
I1 I2I
:
|I1|3
sZI1Bαup  ZI2BβupkL2pHsq   sZI:Bαup  BβupkL2pHsq
:T0   T1   T2   T3   T4.
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The term T0 is estimated by (6.5.3a) and (6.3.1a):
T0 
sBαup  ZI:BβupkL2pHsq ¤ CC1s  t1{2s1  ZI:BβupkL2pHsq
CC1
s t1{2s1  pt{sq s{tZI:BβupkL2pHsq ¤ CC1s{tZI:BβupkL2pHsq
¤CpC1q2sδ.
The term T4 is estimated in the same way by exchange the roll of up and
u
pk.
The terms T1 and T3 are estimated by (6.5.3a) and (6.3.3a). We estimate
T1 as follows. The estimate of T3 is by exchange up and upk in the following
proof.
T1 
¸
I1 I2I
:,
|I1|1
sZI1Bαup  ZI2BβupkL2pHsq
¤ CC1
s t1{2s1  pt{sqps{tqZI2BβupkL2pHsq
¤CC1
ps{tqZI2BβupkL2pHsq ¤ CpC1q2sδ.
The term T2 is estimated by (6.5.1a) and (6.3.3):
T2 
¸
I1 I2I
:,
|I1|2
sZI1Bαup  ZI2BβupkL2pHsq
¤ CC1
s t1{2s1 δ  pt{sqps{tqZI2BβupkL2pHsq
CC1sδ
ps{tqZI2BβupkL2pHsq ¤ CpC1q2sδ.
The estimate of other terms are presented in the following list:
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Product p4,¤ 0q p3,¤ 1q p2,¤ 2q p1,¤ 3q p0,¤ 4q
BαupBβupk (6.3.1a), (6.5.3a) (6.3.3a), (6.5.3a) (6.5.1a), (6.3.3a) (6.5.3a), (6.3.3a) (6.5.3a), (6.3.1a)
BαvpBβwk (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a) (6.5.2a), (6.3.1a) (6.5.2a), (6.3.1a) (6.5.2a), (6.3.1a)
v
pkBαwj (6.3.1e), (6.5.1a) (6.3.1e), (6.5.1a) (6.5.1e), (6.3.1a) (6.5.1e), (6.3.1a) (6.5.1e), (6.3.1a)
v
pkvp (6.3.1e), (6.5.1e) (6.3.1e), (6.5.1e) (6.5.1e), (6.3.1e) (6.5.1e), (6.3.1e) (6.5.1e), (6.3.1e)
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Then we conclude (7.5.1c).
The estimate of RpZIu
pıq is a direct result of (6.3.5a).
Proof of Lemma 7.10. The proof is essentially the same to that of Lem-
ma 7.10. The only difference is the inequalities applied on each term and
each partition of index. We will list out the relevant inequalities but will
skit the details.
For the proof of (7.5.2a), we list out the inequalities in the following
list.
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Product p3,¤ 0q p2,¤ 1q p1,¤ 2q p0,¤ 3q
u
pıBaBβup (6.3.6c), (6.5.4c) (6.3.6c), (6.5.4b) (6.5.5c), (6.3.5c) (6.5.5c), (6.3.5b)
v
qıBaBβup (6.3.1f), (6.5.4c) (6.3.1f), (6.5.4b) (6.5.1f), (6.3.5c) (6.5.1f), (6.3.5b)
u
pıBtBaup (6.3.6c), (6.5.4c) (6.3.6c), (6.5.4b) (6.5.5c), (6.3.5c) (6.5.5c), (6.3.5b)
v
qıBtBaup (6.3.1f), (6.5.4c) (6.3.1f), (6.5.4b) (6.5.1f), (6.3.5c) (6.5.1f), (6.3.5b)
BγupıBaBβup (6.3.3a), (6.5.4c) (6.3.3a), (6.5.4b) (6.5.3a), (6.3.5c) (6.5.3a), (6.3.5b)
BγvqıBaBβup (6.3.2b), (6.5.4c) (6.3.2b), (6.5.4b) (6.5.2b), (6.3.5c) (6.5.2b), (6.3.5b)
Product p3,¤ 0q p2,¤ 1q p1,¤ 2q p0,¤ 3q
BγupıBtBaup (6.3.3a), (6.5.4c) (6.3.3a), (6.5.4b) (6.5.3a), (6.3.5c) (6.5.3a), (6.3.5b)
BγvqıBtBaup (6.3.2b), (6.5.4c) (6.3.2b), (6.5.4b) (6.5.2b), (6.3.5c) (6.5.2b), (6.3.5b)
v
qıBαBβvq (6.3.1f), (6.5.2b) (6.3.1f), (6.5.2b) (6.5.1f), (6.3.2b) (6.5.1f), (6.3.2b)
BγupıBαBβvq (6.3.3a), (6.5.2b) (6.3.3a), (6.5.2b) (6.5.3a), (6.3.2b) (6.5.3a), (6.3.2b)
BγvqıBαBβvq (6.3.2b), (6.5.2b) (6.3.2b), (6.5.2b) (6.5.2b), (6.3.2b) (6.5.2b), (6.3.2b)
The following four terms are estimated by apply the additional decreasing rate supplied by BαΦγβ :
sZI
 BαΨβ1β upıBβ1up, sZI BαΨβ1β vqıBβ1up,
sZI
 BαΨβ1β BγupıBβ1up, sZI BαΨβ1β BγvqıBβ1up.
terms p3,¤ 0q p2,¤ 1q p1,¤ 2q p0,¤ 3q
BαΨβ
1
β upıBβ1up (6.3.6c), (6.5.3a) (6.3.6c), (6.5.3a) (6.5.5c), (6.3.3a) (6.5.5c), (6.3.3a)
BαΨβ
1
β vqıBβ1up (6.3.1f), (6.5.3a) (6.3.1f), (6.5.3a) (6.5.1f), (6.3.3a) (6.5.1f), (6.3.3a)
BαΨβ
1
β BγupıBβ1up (6.3.3a), (6.5.3a) (6.3.3a), (6.5.3a) (6.5.3a), (6.3.3a) (6.5.3a), (6.3.3a)
BαΨβ
1
β BγvqıBβ1up (6.3.2b), (6.5.3a) (6.3.2b), (6.5.3a) (6.5.2b), (6.3.3a) (6.5.2b), (6.3.3a)
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For the term QT
pı,
Product p3,¤ 0q p2,¤ 1q p1,¤ 2q p0,¤ 3q
sBaBβZJ1upı ZJ2Bγupk (6.3.4b), (6.5.3a) (6.3.4c), (6.5.3a) (6.4.5b), (6.3.3a) (6.4.5c), (6.3.3a)
sBaBβZJ1upı ZJ2Bγvqk (6.3.4b), (6.5.2b) (6.3.4c), (6.5.2b) (6.4.5b), (6.3.2b) (6.4.5c), (6.3.2b)
sBaBβZJ1upı ZJ2upk (6.3.4b), (6.5.5c) (6.3.4c), (6.5.5c) (6.4.5b), (6.3.6c) (6.4.5c), (6.3.6c)
sBaBβZJ1upı ZJ2vqk (6.3.4b), (6.5.1f) (6.3.4c), (6.5.1f) (6.4.5b), (6.3.1f) (6.4.5c), (6.3.1f)
Product p3,¤ 0q p2,¤ 1q p1,¤ 2q p0,¤ 3q
st1Bγ1ZJ1up ZJ2Bγupk (6.2.3a), (6.5.3a) (6.2.3a), (6.5.3a) (6.4.4a), (6.3.3a) (6.4.4a), (6.3.3a)
st1Bγ1ZJ1up ZJ2Bγvqk (6.2.3a), (6.5.2b) (6.2.3a), (6.5.2b) (6.4.4a), (6.3.2b) (6.5.3a), (6.3.2b)
st1Bγ1ZJ1up ZJ2upk (6.2.3a), (6.5.5c) (6.2.3a), (6.5.5c) (6.4.4a), (6.3.6c) (6.4.4a), (6.3.6c)
st1Bγ1ZJ1up ZJ2vqk (6.2.3a), (6.5.1f) (6.2.3a), (6.5.1f) (6.4.4a), (6.3.1f) (6.4.4a), (6.3.1f)
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For the estimates on ZIF
pı, the inequalities used are presented in the
following list:
Product p3,¤ 0q p2,¤ 1q p1,¤ 2q p0,¤ 3q
BαupBβupk (6.3.3a), (6.5.3a) (6.3.3a), (6.5.3a) (6.5.3a), (6.3.3a) (6.5.3a), (6.3.3a)
BαvqBβwk (6.3.2b), (6.5.1b) (6.3.2b), (6.5.1b) (6.5.2b), (6.3.1b) (6.5.2b), (6.3.1b)
v
qkBαwj (6.3.1f), (6.5.1b) (6.3.1f), (6.5.1b) (6.5.1f), (6.3.1b) (6.5.1f), (6.3.1b)
v
qkvq (6.3.1f), (6.5.1f) (6.3.1f), (6.5.1f) (6.5.1f), (6.3.1f) (6.5.1f), (6.3.1f)
The estimate on RpZIu
pıq is a direct result of (6.3.5b)
Proof of Lemma 7.11. The proof of Lemma 7.11 is essentially the same
to that of Lemma 7.9. The only difference is the different regularity. We
will not give the details of the estimate and only list the inequalities which
will be used for every term and every partition of I  I2   I3:
Product p2,¤ 0q p1,¤ 1q p0,¤ 2q
u
pıBaBβup (6.3.6c), (6.5.4c) (6.5.5c), (6.3.5c) (6.5.5c), (6.3.5c)
v
qıBaBβup (6.3.1e), (6.5.4c) (6.5.1e), (6.3.5c) (6.5.1e), (6.3.5c)
u
pıBtBaup (6.3.6c), (6.5.4c) (6.5.5c), (6.3.5c) (6.5.5c), (6.3.5c)
v
qıBtBaup (6.3.1e), (6.5.4c) (6.5.1e), (6.3.5c) (6.5.1e), (6.3.5c)
Product p2,¤ 0q p1,¤ 1q p0,¤ 2q
BγupıBaBβup (6.3.3a), (6.5.4c) (6.5.3a), (6.3.5c) (6.5.3a), (6.3.5c)
BγvqıBaBβup (6.3.2a), (6.5.4c) (6.5.2a), (6.3.5c) (6.5.2a), (6.3.5c)
BγupıBtBaup (6.3.3a), (6.5.4c) (6.5.3a), (6.3.5c) (6.5.3a), (6.3.5c)
BγvqıBtBaup (6.3.2a), (6.5.4c) (6.5.2a), (6.3.5c) (6.5.2a), (6.3.5c)
v
qıBαBβvq (6.3.1e), (6.5.2a) (6.5.1e), (6.3.2a) (6.5.1e), (6.3.2a)
BγupıBαBβvq (6.3.3a), (6.5.2a) (6.5.3a), (6.3.2a) (6.5.3a), (6.3.2a)
BγvqıBαBβvq (6.3.2a), (6.5.2a) (6.5.2a), (6.3.2a) (6.5.2a), (6.3.2a)
There are four terms to be estimated differently:
ZI
 BαΨβ1β upıBβ1up, ZI BαΨβ1β vqıBβ1up,
ZI
 BαΨβ1β BγupıBβ1up, ZI BαΨβ1β BγvqıBβ1up.
As before, these terms are to be estimated by the aid of extra-decay supplied
by |ZIΨβ1β | ¤ CpIqt1. We omit the detail but list out the inequalities to
be used for each term and each partition of I  I2   I3:
Product p2, 0q p1, 1q p0, 2q
BαΨβ
1
β upıBβ1up (6.3.6c), (6.5.3a) (6.5.5c), (6.3.3a) (6.5.5c), (6.3.3a)
BαΨβ
1
β vqıBβ1up (6.3.1e), (6.5.3a) (6.5.1e), (6.3.3a) (6.5.1e), (6.3.3a)
BαΨβ
1
β BγupıBβ1up (6.3.3a), (6.5.3a) (6.5.3a), (6.3.3a) (6.5.3a), (6.3.3a)
BαΨβ
1
β BγvqıBβ1up (6.3.2a), (6.5.3a) (6.5.2a), (6.3.3a) (6.5.2a), (6.3.3a)
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And we conclude with (7.5.3a).
Then we turn our attention to the estimates for QT
pı. As before the
details are omitted. The inequalities used for each term and each partition
of the indices are listed:
Product p2,¤ 0q p1,¤ 1q p0,¤ 2q
sBaBβZI1upıZI2Bγupk (6.3.4c), (6.5.3a) (6.3.4c), (6.5.3a) (6.5.4c), (6.3.3a)
sBaBβZI1upıZI2Bγvqk (6.3.4c), (6.5.2a) (6.3.4c), (6.5.2a) (6.4.5c), (6.3.2a)
sBaBβZI1upıZI2upk (6.3.4c), (6.5.5c) (6.3.4c), (6.5.5c) (6.4.5c), (6.3.6c)
sBaBβZI1upıZI2vqk (6.3.4c), (6.5.1e) (6.3.4c), (6.5.1e) (6.4.5c), (6.3.1e)
Product p2,¤ 0q p1,¤ 1q p0,¤ 2q
st1Bγ1ZI1upZI2Bγupk (6.2.3a), (6.5.3a) (6.2.3a), (6.5.3a) (6.4.4a), (6.3.3a)
st1Bγ1ZI1upZI2Bγvqk (6.2.3a), (6.5.2a) (6.2.3a), (6.5.2a) (6.4.4a), (6.3.2a)
st1Bγ1ZI1upZI2upk (6.2.3a), (6.5.5c) (6.2.3a), (6.5.5c) (6.4.4a), (6.3.6c)
st1Bγ1ZI1upZI2vqk (6.2.3a), (6.5.1e) (6.2.3a), (6.5.1e) (6.4.4a), (6.3.1e)
The estimate of ZIF
pı is essentially the same. As before, we omit the
details but list out the inequalities to be used:
Product p2, 0q p1, 1q p0, 2q
BαupBβupk (6.3.3a), (6.5.3a) (6.5.3a), (6.3.3a) (6.5.3a), (6.3.3a)
BαvqBβwk (6.3.2a), (6.5.1a) (6.5.2a), (6.3.1a) (6.5.2a), (6.3.1a)
v
qkBαwj (6.3.1e), (6.5.1a) (6.5.1e), (6.3.1a) (6.5.1e), (6.3.1a)
v
qkvq (6.3.1e), (6.5.1e) (6.5.1e), (6.3.1e) (6.5.1e), (6.3.1e)
The estimate of RpZIu
pıq is a direct result of (6.3.5c).
Now we are ready to prove the second main result of this section.
Proposition 7.3. Let u
pı be wave components of the C
8 local solution of
(1.1.2) and assume that (2.4.5) holds. Then the following estimates hold
for |I:| ¤ 4 and |I5| ¤ 2:
}s3t2BtBtZI
:
u
pı}L2pHsq ¤ CC1sδ, (7.5.4a)
}s3t2BtBtZIupı}L2pHsq ¤ CC1sδ{2, (7.5.4b)
}s3t2BtBtZI
5
u
pı}L2pHsq ¤ CC1. (7.5.4c)
and further more
}s3t2BαBβZI
:
u
pı}L2pHsq ¤ CC1sδ, (7.5.5a)
}s3t2BαBβZIupı}L2pHsq ¤ CC1sδ{2, (7.5.5b)
}s3t2BαBβZI
5
u
pı}L2pHsq ¤ CC1. (7.5.5c)
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Proof. The proof is a combination of (7.5.1), (7.5.3) with (7.2.5). Let’s
prove first (7.5.4c).
The proof is an induction. We first prove (7.5.4c) with |I5|  0 and
observe that with the convention |I|   0 implies ZI  0, (7.2.5) implies
(with |I|  0):s3t2BtBtupıL2pHsq
¤ CsQG
pı

L2pHsq   C
sQT
pı

L2pHsq   C
sF
pı

L2pHsq   C
sRpu
pıq

L2pHsq.
Then by the group of inequalities (7.5.3),s3t2BtBtupıL2pHsq ¤ CC1.
Let’s suppose that (7.5.4c) holds with |I5| ¤ m, we will prove that
(7.5.4c) with |I5| ¤ m  1. By (7.2.5),s3t2BtBtZI5upıL2pHsq
¤CK
¸
|I2| |I3|¤|I
5|,
|I2| |I
5|
¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  BtBtZI2upL2pHsq
  C}sQG
pıpI5, w, Bw, BBwqpı}L2pHsq   C}sQT pıpI5, w, Bw, BBwq}pı}L2pHsq
  C}sRpZI5u
pıq}L2pHsq
when |I5| ¤ m  1 ¤ 2, we apply (7.5.3):s3t2BtBtZI5upıL2pHsq
¤ CK
¸
|I2| |I3|¤|I
5|,
|I2| |I
5|
¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  BtBtZI2upL2pHsq   CC1
¤ CK
¸
|I2| |I3|¤|I
5|,
|I3|1
¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  BtBtZI2upL2pHsq
  CK
¸
|I2| |I3|¤|I
5|,
|I3|2
¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  BtBtZI2upL2pHsq   CC1.
Observe now that when I3  1, by (6.5.3), (6.5.1c), (6.5.5a) and (6.5.1c):
|ZI3Bγupı| ¤ CC1t1{2s1, |ZI3Bγvqı| ¤ CC1t3{2sδ,
|ZI3u
pı| ¤ CC1t3{2s, |ZI3vq| ¤ CC1t3{2sδ.
224
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And by the induction assumption
 
(7.5.4c) for |I2| ¤ |I5|  1

:¸
|I2| |I3|¤|I
5|,
|I3|1
¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  BtBtZI2upL2pHsq
¤CpC1q
¸
|I2| |I3|¤|I
5|
γ,p,i,|I3|1
t2s2pt1{2s1   t3{2s  t3{2sδq  s3t2BtBtZI2upL2pHsq
¤CpC1q
¸
|I2| |I3|¤|I
5|,
|I3|1
¸
γ,p,i
s3t2BtBtZI2upL2pHsq
¤CpC1q2.
When |I3|  2, we observe that |I2| ¤ 0. Then by (7.4.4c),¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  BtBtZI2upL2pHsq
¤CC1
¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  t1{2s3L2pHsq
¤CC1
¸
γ,pı
t1{2s2ZI3BγupıL2pHsq   CC1¸
γ,qı
t1{2s2ZI3BγvqıL2pHsq
  CC1
¸
pı
t1{2s2ZI3u
pı

L2pHsq   CC1
¸
qı
t1{2s2ZI3v
qı

L2pHsq
All of these four terms can be bounded by CpC1q2 by applying (6.3.3),
(6.3.2), (6.3.6c) and (6.3.2). So for |I5| ¤ m   1 ¤ 2, (7.5.4c) is proved.
Then by induction, (7.5.4c) is proved for |I5| ¤ 2.
Then we turn to the proof of (7.5.4b) and observe that in (7.5.4b), the
case |I:| ¤ 2 is already proved by (7.5.4c). We need only treat the cases
|I:|  3.
When |I:|  3, we apply (7.2.5):s3t2BtBtZI7upıL2pHsq
¤ CK
¸
|I2| |I3|¤3,
|I2| 3
¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  BtBtZI2upL2pHsq
  C}sQG
pıpI1, w, Bw, BBwqpı}L2pHsq   C}ZI1Fpı}   C}sZI1upı}L2pHsq.
We observe that by (7.5.1),s3t2BtBtZI7upıL2pHsq
¤ CK
¸
|I2| |I3|¤3,
|I2| 3
¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  BtBtZI2upL2pHsq   CC1sδ
225
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We focus on¸
|I2| |I3|¤3,
|I2| 3
¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  BtBtZI2upL2pHsq
¤
¸
|I2| |I3|¤3,
|I2| 3
¸
γ,p,pı
sZI3Bγupı BtBtZI2upL2pHsq
 
¸
|I2| |I3|¤3,
|I2| 3
¸
γ,p,qı
sZI3Bγvqı BtBtZI2upL2pHsq
 
¸
|I2| |I3|¤3,
|I2| 3
¸
γ,p,pı
sZI3u
pı  BtBtZI2up

L2pHsq
 
¸
|I2| |I3|¤3,
|I2| 3
¸
γ,p,qı
sZI3v
qı  BtBtZI2up

L2pHsq.
For each sum, the possible choice of p|I2|, |I3|q are
p0,¤ 3q, p1,¤ 2q, p2,¤ 1q.
We list out, for each sum, the relevant inequalities for each possible choice
p|I2|, |I3|q. This makes the following list:
Product p2,¤ 1q p1,¤ 2q p0,¤ 3q
sBtBtZI1up ZI2Bγupı (7.4.4a), (6.3.3a) (7.4.4a), (6.3.1b) (7.4.4c), (6.3.3a)
sBtBtZI1up ZI2Bγvqı (7.4.4a), (6.3.2a) (7.4.4a), (6.3.2a) (7.4.4c), (6.3.2a)
sBtBtZI1up  ZI2upı (7.4.4a), (6.3.6c) (7.4.4a), (6.3.6c) (7.4.4c), (6.3.6c)
sBtBtZI1up  ZI2vqı (7.4.4a), (6.3.1c) (7.4.4a), (6.3.1c) (7.4.4c), (6.3.1c)
Then we conclude with the fact that these four terms can be bounded by
CC1s
δ. So (7.5.4a) is proved for |I:|  3.
When |I:|  4, we apply the case |I:|  3 and, more precisely,
}s3t2BtBtZI1upı}L2pHsq ¤ CC1sδ, (7.5.6)
As in the case |I:|  3, by (7.2.5) and (7.5.1),s3t2BtBtZI7upıL2pHsq
¤ CK
¸
|I2| |I3|¤4,
|I2| 3
¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  BtBtZI2upL2pHsq   CC1sδ
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The first sum is also decomposed into four parts:¸
|I2| |I3|¤4,
|I2| 4
¸
γ,p,i
sp|ZI3Bγwi|   |ZI3wi|q  BtBtZI2upL2pHsq
¤
¸
|I2| |I3|¤4,
|I2| 4
¸
γ,p,pı
sZI3Bγupı BtBtZI2upL2pHsq
 
¸
|I2| |I3|¤4,
|I2| 4
¸
γ,p,qı
sZI3Bγvqı BtBtZI2upL2pHsq
 
¸
|I2| |I3|¤4,
|I2| 4
¸
γ,p,pı
sZI3u
pı  BtBtZI2up

L2pHsq
 
¸
|I2| |I3|¤4,
|I2| 4
¸
γ,p,qı
sZI3v
qı  BtBtZI2up

L2pHsq.
The possible choices of p|I2|, |I3|q are
p3,¤ 1q, p2,¤ 2q, p1,¤ 3q, p0,¤ 4q
Then we list out the inequalities to be used for each term and each choice
of p|I2|, |I3|q:
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Product p3,¤ 1q p2,¤ 2q p1,¤ 3q p0,¤ 4q
sBtBtZI2up ZI3Bγupı (7.5.6), (6.5.3a) (7.4.4a), (6.3.3a) (7.4.4a), (6.3.3a) (7.4.4c), (6.3.1a)
sBtBtZI2up ZI3Bγvqı (7.5.6), (6.5.2a) (7.4.4a), (6.3.2a) (7.4.4a), (6.3.2a) (7.4.4c), (6.3.2a)
sBtBtZI2upZI3upı (7.5.6), (6.5.5c) (7.4.4a), (6.3.6c) (7.4.4a), (6.3.6c) (7.4.4c), (6.3.6c)
sBtBtZI2upZI3vqı (7.5.6), (6.5.1e) (7.4.4a), (6.3.1c) (7.4.4a), (6.3.1c) (7.4.4c), (6.3.1c)
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Then concludes by (7.5.4a).
(7.5.5) are combinations of (7.5.4) and (7.1.1).
Now, we derive the complete L2 estimates of the second-order deriva-
tives.
Lemma 7.12. Under the assumption (2.4.5), the following L2 estimates
hold for |I:| ¤ 4, |I5| ¤ 2s3t2BαBβZI:upıL2pHsq   s3t2ZI:BαBβupıL2pHsq ¤ CC1sδ, (7.5.7a)s3t2BαBβZIupıL2pHsq   s3t2ZIBαBβupıL2pHsq ¤ CC1sδ{2,
(7.5.7b)s3t2BαBβZI5upıL2pHsq   s3t2ZI5BαBβupıL2pHsq ¤ CC1. (7.5.7c)
Proof. These inequalities are based on (3.3.3) and (7.5.5).
229
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Chapter 8
Null forms and decay in time
8.1 Estimates independent on the second-order estimates
In this chapter we will give the estimate of the following terms:
TpBu
pı, Bupq : TαβBαupıBβup, rZI , AαβγBγupıBαBβsup.
where Tαβ and Bαβ are null quadratic forms. The estimates in this section
will not apply to the “second-order derivatives” (7.5.7) and (7.4.6).
Remark that for the term rZI , AαβγBγupıBαBβsup, we can apply (7.5.4c)
and (7.4.4c) for better decreasing rate but the following decreasing rate will
be sufficient for the main result.
Lemma 8.1. Assume that the energy assumption (2.4.5e) holds, then the
following estimates holds for all |I| ¤ 3 and |J | ¤ 1:ZITpBu
pı, Bupq

L2pHsq ¤ CpC1q
2s3{2, (8.1.1a)
rZI , AαβγBγupıBαBβsupL2pHsq ¤ CpC1q2s3{2 δ. (8.1.1b)
Proof. The proof of (8.1.1a) is a combination of Lemma 4.2 with (6.5.3)
and (6.3.3). By recalling the decomposition of T presented in Lemma 4.2,
we have the following list/
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terms p3,¤ 0q p2,¤ 1q p1,¤ 2q p0,¤ 3q
ps{tq2ZI1BtupıZI2Btup (6.3.3a), (6.5.3a) (6.3.3a), (6.5.3a) (6.5.3a), (6.3.3a) (6.5.3a), (6.3.3a)
ZI1BaupıZI2Bβup (6.3.3b), (6.5.3a) (6.3.3b), (6.5.3a) (6.5.3b), (6.3.3a) (6.5.3b), (6.3.3a)
ZI1BβupıZI2Baup (6.3.3a), (6.5.3b) (6.3.3a), (6.5.3b) (6.5.3a), (6.3.3b) (6.5.3a), (6.3.3b)
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This completes the argument.
The estimate on the term rZI , AαβγBγupıBαBβsup is also proved by using
the inequalities presented in the following list. Remark that due to the
structure of commutator, some partition of the index do not exist.
terms p3,¤ 0q p2,¤ 1q p1,¤ 2q
ps{tq2ZI1BtupkZI2BtBtup (6.3.3a), (6.5.3a) (6.3.3a), (6.5.1a) (6.5.3a), (6.3.3a)
ZI1BaupkZI2BβBγup (6.3.3b), (6.5.3a) (6.3.3b), (6.5.1a) (6.5.3b), (6.3.3a)
ZI1BαupkZI2BbBγup (6.3.3a), (6.5.4c) (6.3.3a), (6.5.4a) (6.5.3a), (6.3.5c)
ZI1BαupkZI2BβBcup (6.3.3a), (6.5.4c) (6.3.3a), (6.5.4a) (6.5.3a), (6.3.5c)
t1ZI1BαupkBβup (6.3.3a), (6.5.3a) (6.3.3a), (6.5.3a) (6.5.3a), (6.3.3a)
Finally, we derive the L8 estimates of T by the following list
terms p1,¤ 0q p0,¤ 1q Decreasing rate
ps{tq2ZJ1BtupıZJ2Btup (6.5.3a), (6.5.3a) (6.5.3a), (6.5.3a) t3
ZJ1BaupıZJ2Bβup (6.5.3b), (6.5.3a) (6.5.3b), (6.5.3a) t2s1
ZJ1BβupıZJ2Baup (6.5.3a), (6.5.3b) (6.5.3a), (6.5.3b) t2s1
8.2 Estimates depending on the second-order estimates
In this section we will establish the following estimates of the terms
rZI , Bαβu
pıBαBβsup.
Lemma 8.2. Assume that the energy assumption (2.4.5e) holds, then the
following estimates hold for |I7| ¤ 5, |I:| ¤ 4 and |I| ¤ 3:rZI , Bαβu
pıBαBβsup

L2pHsq ¤ CpC1q
2s3{2 δ. (8.2.1a)
Proof. Recall the structure of rZI , Bαβu
pıBαBβsup presented in Lemma 4.4.
It is a linear combinations of several terms and we need to control each term
in each possible partition of the index |I1|   |I2| ¤ |I|. As before, we lists
out the inequalities used for each term and each partition of index:
terms p3,¤ 0q p2,¤ 1q p1,¤ 2q
ps{tq2ZI1u
pk Z
I2BtBtup (6.3.6c), (7.4.4c) (6.3.6c), (7.4.4a) (6.3.6c), (7.4.4a)
ZI1u
pkZ
I2BaBβup (6.3.6c), (6.5.4c) (6.3.6c), (6.5.4a) (6.3.6c), (6.5.4a)
ZI1u
pkZ
I2BαBbup (6.3.6c), (6.5.4c) (6.3.6c), (6.5.4a) (6.3.6c), (6.5.4a)
t1ZI1u
pkZ
I1Bαup (6.3.6c), (6.5.3a) (6.3.6c), (6.5.3a) (6.5.5c), (6.3.3a)
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8.3 Decay estimates
We are now in a position to prove (2.4.7a),(2.4.7b), (2.4.8a) and (2.4.9a).
The proof of (2.4.7a) requires only the L8 estimate established in Chap-
ter 6.
Lemma 8.3. Let twiu be the local solution of (1.1.2) and suppose that the
energy assumption (2.4.5a) and (2.4.5e) hold, then there exists a constan-
t 1 ¡ 0 depending only on K such that, if C1 sufficiently small, then
following estimate holds:
κ11
¸
i
Em,cips, ZIwiq ¤
¸
i
EG,cips, ZIwiq ¤ κ1
¸
i
Em,cips, ZIwiq.
Here K is the L8 bound of the constant Ajαβγki and B
jαβk
i .
Proof. We note that¸
i,j,α,β
Gjαβi  ¤ CK¸
i
 |Bwi|   |wi|
¤ CK
¸
pı,qı,α
 |Bαvqı|   |Bβupı|   |vqı|   |upı|
Then by applying (6.5.2a), (6.5.3a), (6.5.1e) and (6.5.5c), and recall that
0   δ   1{6, ¸
i,j,α,β
Gjαβi  ¤ CKpt3{2s  t1{2s1q.
¸
i
EG,cips, wiq  Em,cips, wiq

2 »
Hs
 BtwiBβwjGjαβi  p1,xa{tqdx »
Hs
 BαwiBβwjGjαβi dx
¤ 2
»
Hs
 ¸
i,j,α,β
Gjαβi 
  ¸
α,k
|Bαwk|2


dx
¤ 2CK
»
Hs
¸
i
 |Bwi|   |wi|  ¸
α,k
|Bαwk|2


dx
¤ 2CKC1
»
Hs
 
t1{2s1   t3{2spt{sq2  ¸
α,k
|ps{tqBαwk|2


dx
¤ CKC1
¸
i
Emps, wiq ¤ CKC1
¸
i
Em,cips, wiq
Here we take CKC1 ¤ 2{3 with C a universal constant, then the lemma
is proved by fixing κ1  3.
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The proof of (2.4.7b) consults the energy estimate (6.2.1a).
Lemma 8.4. Suppose (2.4.5a) and (2.4.5e) hold, then for any |I7| ¤ 5
the following estimates is true: »
Hs
s
t
 BαGjαβi BtZI7wiBβZI7wj  12 BtGjαβi BαZI7wiBβZI7wj


dx

¤CpC1q2s1 δEmps, ZI
7
wiq1{2 ¤ CpC1q2s1 δEm,σps, ZI
7
wiq1{2.
(8.3.1)
Proof. We note thatBαGjαβi  ¤ CK¸
j
|Bαwj |   CK
¸
j,β
|BαBβwj |
¤ CK
¸
q,α,β
 |Bαvq|   |BαBβvq|  CK ¸
p,α,β
 |Bαup|   |BαBβup|
¤ CC1t1{2s1.
By substituting this result into the expression, the first term in left-hand
side of (8.3.1) is bounded as follows:ps{tq BαGjαβi BtZI7wiBβZI7wjL1pHsq
  pt{sqBαGjαβi ps{tqBtZI7wips{tqBβZI7wjL1pHsq
¤
¸
j,β
CpC1qt1{2s2 ps{tqBtZI7wips{tqBβZI7wjL1pHsq
¤CC1s1
¸
j,β
ps{tqBtZI7wips{tqBβZI7wjL1pHsq
¤CC1s1
¸
j,β
}ps{tqBβZI
7
wj

L2pHsq
ps{tqBtZI7wiL2pHsq.
Then we apply (6.2.1a) and findps{tq BαGjαβi BtZI7wiBβZI7wjL1pHsq
¤ CpC1q2s1 δ
»
Hs
ps{tqBtZI7wi2dx
1{2
¤ CpC1q2s1 δEmps, ZI
7
wiq1{2.
The second term is estimated in the same way and we omit the details.
The proof of (2.4.8a) is similar to that of (2.4.7b).
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Lemma 8.5. Under the assumption (2.4.5c), (2.4.5d) and (2.4.5e), the
following estimate hold: »
Hs
s
t
 BαGjαβi BtZI:wiBβZI:wj  12 BtGjαβi BαZI:wiBβZI:wj


dx

¤CpC1q2s1 δ{2Emps, ZI
:
wiq1{2 ¤ CpC1q2s1 δ{2Em,σps, ZI
:
wiq1{2.
(8.3.2)
Proof. As in the proof of Lemma 8.4:ps{tq BαGjαβi BtZI:wiBβZI:wjL1pHsq
¤ CC1
s
¸
j,β
}ps{tqBβZI
:
wj

L2pHsq
ps{tqBtZI7wiL2pHsq
Then we apply (6.2.1b):ps{tq BαGjαβi BtZI7wiBβZI7wjL1pHsq
¤ CpC1q2s1 δ{2
»
Hs
ps{tqBtZI7wi2dx
1{2
¤ CpC1q2s1 δ{2Emps, ZI
7
wiq1{2.
The second term is estimated in the same way and we omit the details.
The proof of (2.4.9a) is quite similar but the null structure will be taken
into consideration for the sharp decay rate s3{2 2δ.
Lemma 8.6. Suppose (2.4.5a) and (2.4.5e) hold, then for any |I| ¤ 3 the
following estimates are true: »
Hs
s
t
 BαGpαβ
pı
BtZIupıBβZIup  1
2
 BtGpαβ
pı
BαZIupıBβZIup
dx
¤CKpC1q2s3{2 δEmps, ZIupıq1{2.
(8.3.3)
Proof. We decompose the term Gpαβ
pı as follows:
ps{tqBαGpαβ
pı BβZIupBtZIupı
ps{tq Apαβγqk
pı BαBγvqk  Bpαβ
qk
pı Bαvqk
BβZIupBtZIupı
  ps{tq Apαβγpk
pı BαBγupk  Bpαβ
pk
pı Bαupk
BβZIupBtZIupı
:R1  R2
236
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The estimate of R1 is direct. We apply the inequalities (6.5.1e)
}R1}L1pHsq  }ps{tq
 
Apαβγ
qk
pı BαBγvqk  Bpαβ
qk
pı Bαvqk
 pBβZIupBtZIupıq}L1pHsq
¤CK}pt3{2sδpt{sqq ps{tqBβZIup ps{tqBtZIupı}L1pHsq
¤CK}pt1{2s1 δps{tqBβZIup}L2pHsq  }ps{tqBtZIupı}L2pHsq
¤CKC1s3{2 δ}BβZIup}L2pHsq  Emps, ZIupıq1{2.
Then we apply (6.2.3a),
}R1}L1pHsq ¤ CKC1s3{2 δEmps, ZIupıq1{2. (8.3.4)
The estimates on R2 is more complected. We have the following decom-
position:
ps{tq Apαβγpk
pı BαBγupk  Bpαβ
pk
pı Bαupk
BβZIup
ps{tqApαβγpk
pı BαBγupkBβZIup   ps{tqBpαβ
pk
pı BαupkBβZIup
:ps{tqAppk
pı pBZIup, BBupkq   ps{tqTp
pk
pı pBupk, BZIupq
Recall that Ap
pk
pı and T
ppk
pı are null forms.
Let us consider first the terms of Ap
pk
pı . By Lemma 4.5 (with I  0), we
have
A
ppk
pı pBZIup, BBupkq
¤CKps{tq2|BtBtupk| |BtZIup|   CKΩ1p0, ZIup, upkq   CKt1Ω2p0, ZIup, upkq
¤CKps{tq2|BtBtupk| |BtZIup|
  CK
¸
a,β,γ
|BaBβupk| |BγZIup|   CK
¸
α,b,γ
|BαBbupk| |BγZIup|
  CK
¸
α,β,c
|BαBβupk| |BcZIup|   CKt1
¸
α,β
|BαZIup| |Bβupk|.
Each term is estimated as follows:
}ps{tq2BtBtupk BtZIup}L2pHsq  }ps{tqBtBtupk ps{tqBtZIup}L2pHsq
¤ CC1}t3{2 ps{tqBtZIup}L2pHsq
¤ CC1s3{2}ps{tqBtZIup}L2pHsq ¤ CpC1q2s3{2,
where we applied (6.5.3a) and (6.2.3a):
}BaBβupk BγZIup}L2pHsq  }pt{sqBaBβupk ps{tqBtZIup}L2pHsq
¤ CC1}pt{sqt3{2 ps{tqBtZIup}L2pHsq
¤ CC1s3{2}ps{tqBtZIup}L2pHsq ¤ CpC1q2s3{2,
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where we applied (6.5.4c) and (6.2.3a).
The term }BαBbupk BγZIup}L2pHsq is estimated in the same manner and
we omit the details.
}BαBβupk BcZIup}L2pHsq ¤ }BαBβupk}L8pHsq}BcZIup}L2pHsq ¤ CpC1q2s3{2
where (6.5.3a) and (6.2.3b) are applied:
}t1BαZIup Bβupk}L2pHsq ¤ }t1pt{sqBβupk}L8pHsq}ps{tqBαZIup}L2pHsq
¤ CpC1q2s5{2,
where (6.5.3a) and (6.2.3a) are applied. Then we conclude withps{tqAppk
pı pBZIupı, BBupq

L2pHsq ¤ CKpC1qs
3{2.
Then we haveps{tqAppk
pı pBZIupı, BBupqBtZIupı

L1pHsq
¤ Appk
pı pBZIupı, BBupq}L2pHq}ps{tqBtZIupı}L2pHsq
¤ CpC1q2s3{2Emps, ZIupıq1{2.
(8.3.5)
Next, we consider the terms of Tp
pk
pı . By (4.2.1a), T
ppk
pı pBZIupk, Bupq can
be bounded by a linear combination of the terms presented in Lemma 4.2.
All the estimates are based on the inequalities (6.5.3a), (6.5.3b), (6.2.1a)
and (6.2.1c).ps{tq2BtZIupBtupkL2pHsq ¤ ps{tqBtupkL8pHsqps{tqBtZIupL2pHsq
¤ CpC1q2s3{2,BaupkBβZIupL2pHsq ¤ pt{sqBaupkL8pHsqps{tqBβZIupL2pHsq
¤ CpC1q2s3{2,BαupkBbZIupL2pHsq ¤ BaupkL8pHsqBbZIupL2pHsq
¤ CpC1q2s3{2.
Then we conclude withTpBu
pk, BZIupqBtZIupı

L1pHsq ¤
TpBu
pk, BZIupq

L2pHsq
ps{tqBtZIupıL2pHsq
¤ CpC1q2Emps, ZIupıq1{2.
(8.3.6)
Combining (8.3.4), (8.3.5) and (8.3.6), we conclude thatBα Gpαβ
pı pw, Bwq
BtZIupıL1pHsq ¤ CpC1q2s3{2 δEmps, ZIupıq1{2.
Then we conclude that the term
Bt Gpαβ
pı pw, Bwq
BαZIupıL1pHsq is also
bounded by CpC1q2s3{2 δ which proves the desired result.
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Chapter 9
L2 estimates of the interaction terms
9.1 L2 estimates on higher-order interaction terms
In this chapter, we establish three groups of energy estimates mentioned in
the proof of Proposition 2.4, that is, (2.4.7c), (2.4.8b), and (2.4.9b) which
are derived under the assumption (2.4.5). We emphasize that three groups
of inequalities correspond to different decreasing rates in time. The proofs of
(2.4.7c) and (2.4.8b) are much easer than the one of (2.4.9b) since, roughly
speaking, it does not require the null structure. The sharp decreasing rate
in (2.4.7c) is a consequence of the null structure. Interestingly, this is the
only place where the null structure is used in a fundamental way.
This chapter is divided into two parts. The first part is devoted to the
proof of (2.4.7c) while the second is devoted to that of (2.4.9b).
Here we will establish the following L2 estimates.
Lemma 9.1. Under the assumption of (2.4.5), the following estimates hold
for all |I7| ¤ 5 and B   1 ¤ s ¤ TZI7F
pı

L2pHsq ¤ CpC1qs
1 δ, (9.1.1a)rZI , Gjαβi pw, BwqBαBβswj ¤ CpC1qs1 δ. (9.1.1b)
Proof. We begin with (9.1.1a). This concerns only the basic L2 and L8
estimates established earlier. Recall that ZI
7
Fi is decomposed as follows:
ZI
7
Fi  ZI
7 
Pαβjki BαwjBβwk
  ZI7 Qαjqki vqkBαwj  ZI7 Rqqki vqvqk
Then we see that ZI
7
Fi is a linear combination of the following terms:
ZI
7 BαupıBβup, ZI7 BαvqıBβwj, ZI7 vqıBαwj, ZI7 vqvqk.
Then as done before, we write down, for each term and each partition of
I7  I71   I72, the inequalities used in the following two lists (recall the
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convention of notation, on each term I71 acts on the first factor and I
7
1 acts
on the second and the symbol pa,¤ bq means |I71|  a, |I72| ¤ b):
Product p5,¤ 0q p4,¤ 1q p3,¤ 2q
BαupıBβup (6.3.1a), (6.5.3a) (6.3.1a), (6.5.3a) (6.3.3a), (6.5.1a)
BαvqıBβwj (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a)
v
qıBαwj (6.3.1e), (6.5.1a) (6.3.1e), (6.5.1a) (6.3.1e), (6.5.1a)
v
qvqk (6.3.1e), (6.5.1e) (6.3.1e), (6.5.1e) (6.3.1e), (6.5.1e)
Product p2,¤ 3q p1,¤ 4q p0,¤ 5q
BαupıBβup (6.5.1a), (6.3.3a) (6.5.3a), (6.3.1a) (6.5.3a), (6.3.1a)
BαvqıBβwj (6.3.2a), (6.5.1a) (6.5.2a), (6.3.1a) (6.5.2a), (6.3.1a)
v
qıBαwj (6.3.1e), (6.5.1a) (6.5.1e), (6.3.1a) (6.5.1e), (6.3.1a)
v
qvqk (6.3.1e), (6.5.1e) (6.5.1e), (6.3.1e) (6.5.1e), (6.3.1e)
From these inequalities, we conclude by (9.1.1a).
Then we turn our attention to (9.1.1b). Recalling the decomposition of
rZI7 , Gjαβi pw, BwqBαBβswj , we find
rZI7 , Gjαβi pw, BwqBαBβswj
rZI7 , Ajαβγki BγwkBαBβswj   rZI
7
, Bjαβ
qk
i vqkBαBβswj
  rZI7 , Bjαβpki upkBαBβsup
(9.1.2)
The first term of the right-hand-side is decomposed as follows:
rZI7 , Ajαβγki BγwkBαBβswj

¸
I
7
1 I
7
2I
7
|I
7
2|¤|I
7|1
Ajαβγki Z
I71BγwkZI
7
2BαBβwj  Ajαβγki BγwkrZI
7
, BαBβswj .
(9.1.3)
The first term is decomposed as follows:¸
I
7
1 I
7
2I
7
|I
7
2|¤|I
7|1
Ajαβγki Z
I71BγwkZI
7
2BαBβwj

¸
I
7
1 I
7
2I
7
|I
7
2|¤|I
7|1

Ajαβγ
pk
i Z
I71BγupkZI
7
2BαBβwj  Ajαβγqki ZI
7
1BγvqkZI
7
2BαBβwj


.
So we observe that this term is a linear combination of the following terms
with constant coefficients:
ZI
7
1BγupkZI
7
2BαBβup, ZI
7
1BγupkZI
7
2BαBβvq, ZI
7
1BγvqkZI
7
2BαBβwj
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with |I71|   |I72| ¤ |I7| and I72 ¤ |I7|  1.
The second term in right-hand-side of (9.1.3) is estimated as follows.
We see that it is a linear combination of the following terms with constant
coefficients:
BγupkrZI
7
, BαBβsup, BγupkrZI
7
, BαBβsvq, BγvqkrZI
7
, BαBβswj .
Then by the estimates on commutators (3.3.3), these terms are bounded
by ¸
|I72|¤|I7|1
BγupkBαBβZI72up, ¸
|I72|¤|I7|1
BγupkBαBβZI72vq,
¸
|I72|¤|I7|1
BγvqkBαBβZI72wj .
Then we observe that rZI7 , Ajαβγki BγwkBαBβswj is bounded by a linear
combination of the following terms with constant coefficients:
ZI
7
1BγupkZI
7
2BαBβup, ZI
7
1BγupkZI
7
2BαBβvq, ZI
7
1BγvqkZI
7
2BαBβwj
ZI
7
1BγupkBαBβZI
7
2u
p, Z
I71BγupkBαBβZI
7
2v
q, Z
I71BγvqkBαBβZI
7
2wj
with |I71|   |I72| ¤ |I7| and |I72| ¤ 4.
Then we give the inequalities used for each term and each partition of
index:
Product p5,¤ 0q p4,¤ 1q p3,¤ 2q
ZI
7
1BγupkZI
7
2BαBβup (6.3.1a), (7.4.6c) (6.3.1b), (7.4.6b) (6.3.3a), (7.4.6a)
ZI
7
1BγupkZI
7
2BαBβvq (6.3.1a), (6.5.2a) (6.3.1b), (6.5.2a) (6.3.3a), (6.5.2a)
ZI
7
1BγvqkZI
7
2BαBβwj (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a)
ZI
7
1BγupkBαBβZI
7
2u
p (6.3.1a), (7.4.6c) (6.3.1b), (7.4.6b) (6.3.3a), (7.4.6a)
ZI
7
1BγupkBαBβZI
7
2v
q (6.3.1a), (6.4.3a) (6.3.1b), (6.4.3a) (6.3.3a), (6.4.3a)
ZI
7
1BγvqkBαBβZI
7
2wj (6.3.1a), (6.4.2a) (6.3.1a), (6.4.2a) (6.3.1a), (6.4.2a)
Product p2,¤ 3q p1,¤ 4q
ZI
7
1BγupkZI
7
2BαBβup (6.5.1b), (7.5.7b) (6.5.3a), (7.5.7a)
ZI
7
1BγupkZI
7
2BαBβvq (6.5.1a), (6.3.2a) (6.5.1a), (6.3.2a)
ZI
7
1BγvqkZI
7
2BαBβwj (6.5.2a), (6.3.1a) (6.5.2a), (6.3.1a)
ZI
7
1BγupkBαBβZI
7
2u
p (6.5.1b), (7.5.7b) (6.5.3a), (7.5.7a)
ZI
7
1BγupkBαBβZI
7
2v
q (6.5.1b), (6.2.2a) (6.5.3a), (6.2.2a)
ZI
7
1BγvqkBαBβZI
7
2wj (6.5.1a), (6.2.1a) (6.5.1a), (6.2.1a)
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The estimates of the remaining terms of the right-hand-side of (9.1.2)
are estimated similarly. By a calculation, we observe that these two terms
can be bounded by the combination of the following terms with constant
coefficients:
ZI
7
1v
qkZ
I72BαBβwj , ZI
7
1u
pkZ
I72BαBβup,
ZI
7
1v
qkBαBβZI
7
2wj , Z
I71u
pkBαBβZI
7
2u
p,
with |I71|   |I72| ¤ |I7| and |I72| ¤ 4. We will write in detail the estimate for
the most difficult term ZI
7
1u
pkZ
I72BαBβup:¸
|I
7
1| |I
7
2|¤|I
7|
|I
7
2|¤|I
7|1
ZI71u
pkZ
I72BαBβup

¤
¸
|I71|¤5
ZI71u
pkBαBβup
  ¸
|I71|4,|I72|¤1
ZI71u
pkZ
I72BαBβup

 
¸
|I71|3,|I72|¤2
ZI71u
pkZ
I72BαBβup

 
¸
|I71|2,|I72|¤3
ZI71u
pkZ
I72BαBβup
  ¸
|I71|1,|I72|¤4
ZI71u
pkZ
I72BαBβup

:T5   T4   T3   T2   T1.
The term T5 is estimated by applying (6.3.6a) on the first factor and (7.4.6c)
on the second factor:
}T5}L2pHsq 
¸
|I71|¤5
s1ZI71u
pk sBαBβup

L2pHsq
¤ s1ZI71u
pk

L2pHsq
sBαBβupL8pHsq
¤ CpC1q2sδ
t1{2s2
L8pHsq ¤ CpC1q
2s1 δ
where we observe that in the half-cone K, s ¤ t ¤ Cs2.
The term T4 is bounded by applying (6.3.6b) and (7.4.6b):
}T4}L2pHsq ¤
¸
|I71|4,|I72|¤1
s1ZI71u
pk sZ
I72BαBβup

L2pHsq
¤CpC1q2sδ{2
st1{2s3 δ{2
L8pHsq
¤CpC1qs1 δ.
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The term T3 is bounded by applying (6.3.6c) and (7.4.6a):
}T3}L2pHsq ¤
¸
|I71|3,|I72|¤2
s1ZI71u
pk sZ
I72BαBβup

L2pHsq
¤CpC1q2
st1{2s3 δ
L8pHsq
¤CpC1qs1 δ.
The term T2 is estimated by applying (6.5.5b), (7.5.7b):
}T2}L2pHsq ¤
¸
|I71|¤2,|I72|¤3
s3t2ZI71u
pk s
3t2ZI
7
2BαBβup

L2pHsq
¤
¸
|I71|¤2,|I72|¤3
s3t2ZI71u
pk

L8pHsq
s3t2ZI72BαBβupL2pHsq
¤CC1
s3t2t3{2s1 δ{2
L8pHsqCC1s
δ{2
CpC1q2s1 δ.
The term T1 is bounded by applying (6.5.5c) and (7.5.7a):
}T1}L2pHsq ¤
¸
|I71|¤1,|I72|¤4
s3t2ZI71u
pk s
3t2ZI
7
2BαBβup

L2pHsq
¤
¸
|I71|¤1,|I72|¤4
s3t2ZI71u
pk

L8pHsq
s3t2ZI72BαBβupL2pHsq
¤CC1}s3t2t3{2s}L8pHsq  CC1sδ ¤ CpC1q2s1 δ.
For the remaining terms, we list out the inequalities to be used on each
term and each partition of index in the following list:
Product p5,¤ 0q p4,¤ 1q p3,¤ 2q
ZI
7
1v
qkZ
I72BαBβwj (6.3.1e), (6.5.1a) (6.3.1e), (6.5.1a) (6.3.1e), (6.5.1a)
ZI
7
1u
pkZ
I72BαBβup (6.3.6a), (7.4.6c) (6.3.6b), (7.4.6b) (6.3.6c), (7.4.6a)
ZI
7
1v
qkBαBβZI
7
2wj (6.3.1e), (6.4.2a) (6.3.1e), (6.4.2a) (6.3.1e), (6.4.2a)
ZI
7
1u
pkBαBβZI
7
2u
p (6.3.6a), (7.4.6a) (6.3.6b), (7.4.6b) (6.3.6c), (7.4.6c)
Product p2,¤ 3q p1,¤ 4q
ZI
7
1v
qkZ
I72BαBβwj (6.5.1e), (6.3.1b) (6.5.1e), (6.3.1a)
ZI
7
1u
pkZ
I72BαBβup (6.5.5b), (7.5.7b) (6.5.5c), (7.5.7a)
ZI
7
1v
qkBαBβZI
7
2wj (6.5.1e), (6.2.1a) (6.5.1e), (6.2.1a)
ZI
7
1u
pkBαBβZI
7
2u
p (6.5.5b), (6.2.1b) (6.5.5c), (6.2.1a)
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Then we estimate the source with fourth-order derivatives.
Lemma 9.2. Under the assumption of (2.4.5), the following estimates hold
for all |I:| ¤ 4 and B   1 ¤ s ¤ TZI:F
pı

L2pHsq ¤ CpC1qs
1 δ{2, (9.1.4a)
rZI: , Gjαβi pw, BwqBαBβswj ¤ CpC1qs1 δ{2. (9.1.4b)
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Proof. The proof is essentially the same to that of Lemma 9.1. We will not write the proof in details, but we list
out the inequalities used for each term and each partition of index.
First we list out the estimate on ZI
:
Fi:
Product p4,¤ 0q p3,¤ 1q p2,¤ 2q p1,¤ 3q p0,¤ 4q
BαupıBβup (6.3.1b), (6.5.3a) (6.3.3a), (6.5.3a) (6.3.3a), (6.5.1b) (6.5.3a), (6.3.3a) (6.5.3a), (6.3.1b)
BαvqıBβwj (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a) (6.5.2a), (6.3.1a) (6.5.2a), (6.3.1a)
v
qıBαwj (6.3.1e), (6.5.1a) (6.3.1e), (6.5.1a) (6.3.1e), (6.5.1a) (6.5.1e), (6.3.1a) (6.5.1e), (6.3.1a)
v
qvqk (6.3.1e), (6.5.1e) (6.3.1e), (6.5.1e) (6.3.1e), (6.5.1e) (6.5.1e), (6.3.1e) (6.5.1e), (6.3.1e)
The terms rZI: , Bjαβki wkBαBβswj are estimated by the inequalities listed in the following list:
Product p4,¤ 0q p3,¤ 1q p2,¤ 2q p1,¤ 3q
ZI
:
1BγupkZI
:
2BαBβup (6.3.1b), (7.4.6c) (6.3.3a), (7.4.6b) (6.5.1b), (7.5.7c) (6.5.3a), (7.5.7b)
ZI
:
1BγupkBαBβZI
:
2u
p (6.3.1b), (7.4.6c) (6.3.3a), (7.4.6b) (6.5.1b), (7.5.7c) (6.5.3a), (7.5.7b)
ZI
:
1BγupkZI
:
2BαBβvq (6.3.1b), (6.5.2a) (6.3.3a), (6.5.2a) (6.3.3a), (6.5.2a) (6.5.3a), (6.3.2a)
ZI
:
1BγupkBαBβZI
:
2v
q (6.3.1b), (6.5.2a) (6.3.3a), (6.5.2a) (6.3.3a), (6.5.2a) (6.5.3a), (6.3.2a)
ZI
:
1BγvqkZI
:
2BαBβwj (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a) (6.5.2a), (6.3.1a)
ZI
:
1BγvqkBαBβZI
:
2wj (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a) (6.5.2a), (6.3.1a)
ZI
:
1v
qkZ
I:2BαBβwj (6.3.1e), (6.5.1e) (6.3.1e), (6.5.1e) (6.3.1e), (6.5.1e) (6.5.1e), (6.3.1e)
ZI
:
1v
qkBαBβZI
:
2wj (6.3.1e), (6.5.1e) (6.3.1e), (6.5.1e) (6.3.1e), (6.5.1e) (6.5.1e), (6.3.1e)
ZI
:
1u
pkZ
I:2BαBβup (6.3.6b), (7.4.6c) (6.3.6c), (7.4.6b) (6.5.5b), (7.5.7c) (6.5.5c), (7.5.7b)
ZI
:
1u
pkBαBβZI
:
2u
p (6.3.6b), (7.4.6c) (6.3.6c), (7.4.6b) (6.5.5b), (7.5.7c) (6.5.5c), (7.5.7b)
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9.2 L2 estimates on third-order terms
In this section we will prove the L2 estimates of the source term (2.4.9b)
with |I| ¤ 3. We osberve that this is the only place where the null structure
is taken into consideration.
Lemma 9.3. Under the assumption of (2.4.5), the following estimates hold
for all |I| ¤ 3:
}ZIF
pı}L2pHsq ¤ CpC1q2s3{2 2δ, (9.2.1a)
}ZIGqαβ
pı pw, BwqBαBβvq}L2pHsq ¤ CpC1q2s3{2 2δ, (9.2.1b)rZI , Gpαβ
pı pw, BwqBαBβsup

L2pHsq ¤ CpC1q
2s3{2 2δ. (9.2.1c)
Proof. We first prove (9.2.1a) and recall the structure of ZIF
pı:
ZIF
pı ZI
 
Pαβp
pk
pı BαupBβupk

  Pαβqpk
pı Z
I
 BαvqBβupk  Pαβpqkpı ZI BαupBβvqk  Pαβqqkpı ZI BαvqBβvqk
 Qαjqk
pı Z
I
 
v
qkBαwj
 Rppk
pı Z
I
 
v
pvpk

.
Remark that the first term in the right-hand-side is a null term. We apply
directly (8.1.1): Pαβppk
pı BαupBβupk

L2pHsq ¤ CpC1q
2s3{2.
The remaining terms are linear combinations of the following terms with
constant coefficients:
ZI
 BαvqBβwk, ZI vqkBαwj, ZI vpvpk.
We will not give in detail the estimates of each term, but we list out the
inequalities used on each term and each partition:
Product p3,¤ 0q p2,¤ 1q p1,¤ 2q p0,¤ 3q
BαvqBβwk (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a) (6.5.2a), (6.3.1a) (6.5.2a), (6.3.1a)
v
qkBαwj (6.3.1e), (6.5.1a) (6.3.1e), (6.5.1a) (6.5.1e), (6.3.1a) (6.5.1e), (6.3.1a)
v
pvpk (6.3.1e), (6.5.1e) (6.3.1e), (6.5.1e) (6.5.1e), (6.3.1e) (6.5.1e), (6.3.1e)
To prove the second inequality (9.2.1b), we observe that it can be de-
composed as follows:
ZI
 
Gqαβ
pı pw, BwqBαBβvq
  Aqαβγk
pı Z
I
 BγwkBαBβvq Bqαβqk
pı Z
I
 
v
qkBαBβvq

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So it is to be bounded by a linear combination of the following terms with
constant coefficients:
ZI
 BγwkBαBβvq, ZI vqkBαBβvq.
As before we list out the inequalities used on each term and each partition
of index
Product p3,¤ 0q p2,¤ 1q p1,¤ 2q p0,¤ 3q
BγwkBαBβvq (6.3.1a), (6.5.2a) (6.3.1a), (6.5.2a) (6.5.1a), (6.3.2a) (6.5.1a), (6.3.2a)
v
qkBαBβvq (6.3.1e), (6.5.2a) (6.3.1e), (6.5.2a) (6.5.1e), (6.3.2a) (6.5.1e), (6.3.2a)
The proof of the inequality (9.2.1c) also consults the null structure.
Recall the following decomposition:
rZI , Gpαβ
pı pw, BwqBαBβsup
rZI , Apαβγpk
pı BγupkBαBβsup   rZI , Bpαβ
pk
pı upkBαBβsup
  rZI , Apαβγqk
pı BγvqkBαBβsup   rZI , Bjhαβ
qk
pı vqkBαBβsup
Observing the null structure of the first two terms and applying (8.1.1b)
and (8.2.1a), we obtainrZI , Apαβγpk
pı BγupkBαBβsup

L2pHsq  
rZI , Bpαβpk
pı upkBαBβsup

L2pHsq
¤ CpC1q2s3{2 δ.
The remaining two terms are linear combinations of the following term:
ZI1BγvqkZI2BαBβup, ZI1vqkZI2BαBβup,
ZI1BγvqkBαBβZI2up, ZI1vqkBαBβZI2up
with |I1|   |I2| ¤ |I| and |I2| ¤ 2.
We omit here the details and list out the inequalities applied to each
term and each partition of index:
Product p3,¤ 0q p2,¤ 1q p1,¤ 2q
ZI1BγvqkZI2BαBβup (6.3.2a), (6.5.1a) (6.3.2a), (6.5.1a) (6.5.2a), (6.3.1a)
ZI1v
qkZ
I2BαBβup (6.3.1e), (6.5.1a) (6.3.1e), (6.5.1a) (6.5.1e), (6.3.1a)
ZI1BγvqkBαBβZI2up (6.3.2a), (6.4.2a) (6.3.2a), (6.4.2a) (6.5.2a), (6.2.1a)
ZI1v
qkBαBβZI2up (6.3.1e), (6.4.2a) (6.3.1e), (6.4.2a) (6.5.1e), (6.2.1a)
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Chapter 10
Revisiting scalar wave equations
10.1 Background and statement of the result
In this chapter, we revisit the classical theory concerning the global exis-
tence of small energy solutions to the scalar nonlinear wave equation (with
B ¡ 0 given)
lu  PαβBαuBβu
u|Hs0  u0, Btu|Hs0  u1,
(10.1.1)
where C8-regular initial data u0, u1 are compactly supported in the open
ball Bp0, s0q. We recall that Bp0, s0q is the intersection of the spacelike
hypersurface Hs0 and the cone-like region K. We impose the classical null
condition on the bilinear form Pαβ , that is,
Pαβξαξβ  0 for all ξ P R4 satisfying ξ20  
¸
a
ξ2a  0. (10.1.2)
The global existence for (10.1.1) is discussed in many textbooks [Sogge
(2008)]. Yet, it is interesting to revisit this problem here with the hyper-
boloidal foliation method. Importantly, we prove that the hyperboloidal
energy of the solutions is uniformly bounded (with respect to the hyper-
bolic time variable), while in the classical framework the associated energy
might increase polynomially. Therefore, our method leads to a sharper
asymptotic behavior.
The hyperboloidal energy Em was introduced in (2.1.11) in Chapter 2,
while the admissible vector fields Z P Z were defined in (2.1.7).
Theorem 10.1 (Existence theory for scalar wave equations).
Let d ¥ 3 be a given integer, then there exists a real 0 such that if for
all |I| ¥ 3,
Emps0, ZIuq ¤  ¤ 0, (10.1.3)
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then the local-in-time solution u to the Cauchy problem (10.1.1) extends to
arbitrarily large times. Furthermore, there exists a constant C1 ¡ 0 such
that the following estimates hold for all |I| ¤ 3
Emps, ZIuq ¤ C1 (10.1.4)
and Bαupt, xq ¤ C1εt1pt rq1{2. (10.1.5)
10.2 Structure of the proof
We rely on a bootstrap argument and, to begin with, we assume that, in a
given time interval rs0, s1s the local solution satisfies the following estimate:
max
|I|¤3
tEmps, ZIuqu ¤ C1, for s P rs0, s1s (10.2.1)
with s1 : sups¥s0
 
max|I|¤4tEmps, ZIuqu ¤ C1
(
supposed to be finite.
When C1 ¥ 1 and by continuity, we have s1 ¡ s0. Then we will prove that
for suitable 0 and C1, when  ¤ 0,
max
|I|¤3
tEmps, ZIuqu ¤ 1
2
C1, for s P rs0, s1s. (10.2.2)
This leads to
max
|I|¤3
tEmps1, ZIuqu ¤ 1
2
C1.
Then by continuity, we conclude that
s1   sup
s¥s0
 
max
|I|¤3
tEmps, ZIuqu ¤ C1
(
this contradiction leads to the conclusion that s1   8. In view of the
local-in-time existence theory in Theorem 11.2, the solution u extends to
all times.
Then our task reduce to proving the following result and the rest of this
chapter is devoted to its proof.
Proposition 10.1. Let u be the local solution of (10.1.1) with initial data
satisfying
Emps0, ZIuq ¤ ε (10.2.3)
for all |I| ¤ 3. Then there exists a couple of positive constant pC1, ε0q
such that if it satisfies the estimate (10.2.1) with ε ¤ ε0, then the estimate
(10.2.2) holds.
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10.3 Energy estimate
In this section we are going to estimate Empt, ZIuq. The following lemma
is a adapted version of Lemma 2.1 in the case of (10.1.1).
Lemma 10.1. Let u be a local solution associated to (10.1.1) and |I| ¤ 3
be a multi-index. Then the following estimate holds:
Emps, ZIuq ¤ Emps0, ZIuq  
» s
s0
ZI PαβBαuBβuL2pHτ qdτ. (10.3.1)
Proof. This is a special case of Lemma 2.1 which we can also check directly.
We apply to the equation (10.1.1) a product ZI with |I| ¤ 3. Recall the
commutation relation rZI ,ls  0, we find
l
 
ZIu
  ZI PαβBαuBβu.
Then, we multiply this equation by BtZIu and perform the standard cal-
culation of energy estimate. For simplicity we denote by ru : ZIu:
1
2
Bt

pBtruq2  ¸
a
pBaruq2
 Ba BaruBtru  ZI PαβBαruBβruBtru.
Integrating this equation in the region Krs0,ss, we have»
Krs0,ss

1
2
Bt

pBtruq2  ¸
a
pBaruq2
 Ba BaruBtru

dtdx

»
Krs0,ss
ZI
 
PαβBαruBβuBtru dtdx. (10.3.2)
Recall that by Huygens’ principle, the solution is supported in the cone
K, then in a neighbourhood of the cone t|x|  τ 1uXts0 ¤ τ ¤ tu, ru  0.
Then by Stokes’ formula, the left-hand side reduces to
1
2
»
Hs
 Btru2  ¸
a
 Baru2, 2BtruBaru	  ndσ
 1
2
»
Hs0
 |Btru|2  ¸
a
|Baru|2, 2BtruBaru.ndσ,
where n is the (future oriented) unit normal vector to the hyperboloids and
dσ is the induced Lebesgue measure on the hyperboloids:
n   t2   |x|21{2pt,xaq, dσ   t2   |x|21{2
t
dx
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September 4, 2014 13:25 World Scientific Book - 9in x 6in PLF-YM-book page 252
Then the left-hand-side of (10.3.2) becomes
1
2
»
Hs

|Btru|2  ¸
a
|Baru|2   2xa
t
BaruBtru
dx
 1
2
»
Hs0

|Btru|2  ¸
a
|Baru|2   2xa
t
BaruBtru
dx,
which is 12Emps, ZIuq2  12Emps0, ZIuq2.
In another hand, recall that in the region Krs0,ss, the relation of change
of variable τ  pt2  |x|2q1{2, then by the relation dtdx  pτ{tqdτdx, the
right-hand-side of (10.3.2) becomes» s
s0
dτ
»
Hτ
pτ{tqBtuZI
 
PαβBαuBβu

dx.
Then (10.3.2) becomes
1
2
Emps, ZIuq2  1
2
Emps0, ZIuq2 
» s
s0
ds
»
Hτ
pτ{tqBtuZI
 
PαβBαuBβu

dx.
(10.3.3)
Derive (10.3.3) with respect to the variable s,
Epτ, ZIuq d
dτ
Epτ, ZIuq 
»
Hτ
pτ{tqBtuZI
 
PαβBαuBβu

dx
¤}pτ{tqBtu}L2pHτ q
ZI PαβBαuBβuHτ
Recall (2.3.2), Eps, ZIuq ¥ C}pτ{tqBtu}L2pHsq. Then
d
ds
Eps, ZIuq ¤ ZI PαβBαuBβuHs
Integrate this with respect to τ on rs0, ss, the desired result is proved.
Now, we observe from (10.3.1) that the key toward estimating the energy
of ZIu is the estimate of }ZIpPαβBαuBβuq}L2pHsq. This is the subject of
the following sections.
10.4 Basic L2 and L8 estimates
In this section we deduce from the bootstrap assumption (10.2.1) a set of
estimates on L2 and L8 type norms on the derivatives of the solution.
The proof is immediate by combining the expression of the energy Em and
(10.2.1).
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Lemma 10.2 (Basic L2 estimates). Suppose that (10.2.1) holds. Then
for all |I| ¤ 3, the following estimate hold for s P rs0, s1s:
}BaZIu}L2pHsq ¤ CC1, (10.4.1a)
}ps{tqB0ZIu}L2pHsq ¤ CC1, (10.4.1b)
where C ¡ 0 is a (universal) constant.
Now, we combine Lemma 10.2 with the estimates on commutators lem-
ma 3.4 and (3.5), the following estimates hold.
Lemma 10.3. Suppose that (10.2.1) holds. Then for all |I1|  |I2| ¤ 3, the
following estimate hold for s P r0, T s:
}ZI1BaZI2u}L2pHsq ¤ CC1, (10.4.2a)
}ZI1 ps{tqB0ZI2u}L2pHsq ¤ CC1 (10.4.2b)
where C ¡ 0 is a universal constant.
Then we have the following decay estimates. The proof is immediate by
combining (10.4.2) and Lemma 5.1.1.
Lemma 10.4 (Basic L8 estimates). Suppose that (10.2.1) holds. Then
for all |J | ¤ 1, the following estimate hold for s P r0, T s:
}t3{2BaZJu}L8pHsq ¤ CC1, (10.4.3a)
}t1{2sB0ZIu}L8pHsq ¤ CC1, (10.4.3b)
where C ¡ 0 is a universal constant.
10.5 Estimate on the interaction term
We now estimate the source term PαβBαuBβu with the help of (10.4.2) and
(10.4.3).
Lemma 10.5. Assume that the inequalities (10.4.2) and (10.4.3) hold and
Pαβ is a null bilinear form. Then the following estimate hold:ZI PαβBαuBβuL2pHsq ¤ CpC1εq2s3{2. (10.5.1)
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Proof. We must combine Proposition 4.2 with (10.4.2) and (10.4.3). From
Proposition 4.2, we recall thatZI PαβBαuBβu
¤CKps{tq2
¸
|I1| |I2|¤|I|
ZI1BtuZI2Btu
  CK
¸
a,β,
|I1| |I2|¤|I|
ZI1BauZI2Bβu  ZI1BβuZI2Bau	
: T1   T2,
where K  maxα,β |Pαβ |.
To estimate the L2 norm of each term of T1, we remark that |I1| |I2| ¤
|I| ¤ 3 implies that |I1| ¤ 1 or |I2| ¤ 1. Suppose, without loss of generality,
that |I2| ¤ 1. Then, we haveps{tq2ZI1BtuZI2BtuL2pHsq
¤ ps{tqBtuL2pHsqps{tqt1{2s1 t1{2sZI2BtuL8pHsq
¤ CC1 s3{2CC1 ¤ CpC1q2s3{2.
The terms in T2 are estimated similarly. We remark that when |I1| ¤ 1,ZI1BauZI2BβuL2pHsq t3{2ZI1Bau t3{2pt{sqps{tqZI2BβuL2pHsq
¤t3{2ZI1Bau s3{2ps{tqZI2BβuL2pHsq
s3{2t3{2ZI1BauL8pHsqps{tqZI2BβuL2pHsq
¤CpC1q2s3{2.
When |I2| ¤ 1, we haveZI1BauZI2BβuL2pHsq ZI1Bau t1{2s1 t1{2sZI2BβuL2pHsq
¤ZI1Bau s3{2t1{2sZI2BβuL2pHsq
s3{2ZI1BauL2pHsqt1{2sZI2BβuL8pHsq
¤CpC1q2s3{2.
So we arrive at the desired result.
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10.6 Conclusion
Proof of Proposition 10.1. Now we combine (10.5.1) and (10.3.1):
Emps, ZIuq ¤Emps0, ZIuq   CpC1q2
» s
s0
τ3{2dτ
¤Emps0, ZIuq   CpC1q2
» 8
1
τ3{2dτ ¤   CpC1q2.
Then if we take C1 ¡ 2 and  ¤ 0  C122CC21 , then
Emps, ZIuq ¤ 1
2
C1,
which concludes the argument.
The asymptotic profile of the solution is also clear: (10.1.4) has already
been proved by Proposition 10.1. To see 10.1.5, we remark that by Lemma
10.4,
|Btu| ¤ C1t1{2s1  C1t1pt rq1{2, |Bau| ¤ C1t3{2.
By recalling the relation
Bau  Bau
xa
t
Btu,
then (10.1.5) follows.
In view of the discussion at the beginning of Section 10.2, the result
stated in Theorem 10.1 is now established.
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Chapter 11
The local well-posedness theory
11.1 Construction of the initial data
In this chapter, we establish a local existence theory for the quasi-linear
systems
lwi  Gjαβi pw, BwqBαβwj   c2iwi  Fipw, Bwq,
wipB   1, xq  wi0, BtwipB   1, xq  wi1,
(11.1.1)
where
Gjαβi pw, Bwq  Ajαβγki Bγwk  Bjαβkwk,
Fipw, Bwq  Pαβjki BαwjBβwk  Qαjki Bαwjwk  Rjki wjwk.
(11.1.2)
These Aαβγji , B
jαβk, Pαβjki , Q
αjk
i , R
jk
i are constants. To guarantee the hy-
perbolicity, the following symmetry conditions are assumed:
Gjαβi  Giαβj , Gjαβi  Gjβαi . (11.1.3)
Initial data are prescribed on the hyperplane tt  B 1u and are denoted
by pwi0, wi1q P Hd 1pR3q  HdpR3q. We assume that they satisfy the
following smallness condition:
}wi0}Hd 1pR3q ¤ 1, }wi1}HdpR3q ¤ 1. (11.1.4)
We also assume that wi0 and wi1 are supported in the ball t|x| ¤ Bu.
The following local-in-time existence holds which is essentially established
in [Sogge (2008)].
Theorem 11.1. For any integer d ¥ 2ppnq1, there exists a time interval
rB  1, T p1q B  1s on which the Cauchy problem (11.1.1) admits exactly
one solution wi  wipt, xq. Furthermore, one has
wipt, xq P C
 rB   1, T pq  B   1s,Hd 1pR3q, (11.1.5)
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and there exists a constant A  Ap1q ¡ 0 such that¸
i,α,β,
|I|¤2ppnq1
}BαZIwi}L8prB 1,T pqs,L2pRnqq ¤ Ap1q. (11.1.6)
Furthermore, one has
lim
1Ñ0 
T p1q   8, lim
1Ñ0 
Ap1q  0 (11.1.7)
and, if T denotes the supremum of all such times T , then either T   8
or ¸
|α|¤ps 3q{2
|Bαpt, xq| R L8pr0, Tq  Rq. (11.1.8)
In addition, let EGpT,wiq be the hyperboloidal energy (defined in Section
2.2). For any C0 ¡ 1 and  ¡ 0, there exists some 10 ¡ 0 (depending only
on the structure of the system) such that for all 1 ¤ 10¸
i
EGpB   1, wiq ¤ C0. (11.1.9)
Proof. We only skecth the proof. The local existence and the blow-up
criteria are given by Theorem 4.1 (Section 1.4) of [Sogge (2008)]. Then,
the profile of Ap1q and T p1q follows by the construction of the solution
in the proof of this theorem. We thus focus on estimating the energy
EGpB   1, ZIwiq.
We consider the region V pBq : tpt, xq : t ¥ B 1, t2|x|2 ¤ B 1uXK
where K  t|x| ¤ t 1, t ¥ 0u. We observe that in V pBq, t ¤ pB 1q2 12 . So
we can fix some 10 sufficiently small so that T p1q ¥ pB 1q
2 1
2 . So the local
solution is well defined in the region V pBq.
To estimate EGpB   1, ZIwiq, we choose Btwi as a multiplier and, by
the standard procedure, we derive the energy estimate:
EGpB   1, ZIwiq  EGpB   1, ZIwiq

»
V pBq
 
ZIFipw, Bwq  BtZIwi  rZI , Gjαβi BαβsZIwj BtZIwi

dxdt
 
»
V pBq

BαGjαβi BtZIwiBβZIwj 
1
2
BtGjαβi BαZIwiBβZIwj


dxdt
¤CK
¸
i,j,k
α,β
» pB 1q2 1
2
B 1
|BαZIwi|  |BβZJwj |  |BγZJ
1
wk|dxdt
¤CAp1q.
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Here, C is a constant depending only on the structure of the system. We
have
EGpB   1, ZIwiq ¤ CAp1q   C1.
Thus, for any C0 ¡ 1 and  ¡ 0, we can find some 10 sufficiently small such
that
CAp1q   C1 ¤ C0.
11.2 Local well-posedness theory in the hyperboloidal foli-
ation
For the convenience of discussion one introduces the following notion of
hyperbolic variables. In the cone K, we introduce the variables
x¯0 : s 
a
t2  |x|2,
x¯a : xa.
Then the natural frame associated with these variables is
B¯0  Bs  s
t
Bt,
B¯a  Ba 
xa
t
Bt   Ba.
By an easy calculation, we express the D’Alembert operator in this frame:
lu  B¯0B¯0u  2x¯
a
s
B¯0B¯au
¸
a
B¯aB¯au  3
s
Bau. (11.2.1)
The symmetric second-order quasi-linear operator Gjαβi pw, BwqBαBβwj can
also be expressed in this frame:
Gjαβi pw, BwqBαBβwj
 G¯jαβi pw, B¯wqBαBβwj  Gjαβi pw, BwqBα
 
Ψβ
1
β
B¯β1wj (11.2.2)
with
G¯jαβi  Gjα
1β1
i Ψ
α
α1Ψ
β
β1
which is again symmetric with respect to i, j.
With these preparation, we can transform the system (11.1.1)
B¯0B¯0wi   G¯j00i B¯0B¯0wj  
x¯a
s
B¯0B¯awi   G¯j0ai pw, BwqB¯0B¯awj

¸
a
B¯aB¯awi   G¯jabi B¯aB¯bwj  F˜ipw, Bwq
(11.2.3)
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with initial data posed on s  B   1:
wipB   1, q  w1i0, BswipB   1, q  w1i1.
We observe that this system is again symmetric and that the perturbation
terms G¯ are small, so this system is again hyperbolic with respect to the
variables ps, x¯aq. Then, by the standard theory of second-order symmetric
hyperbolic system (see for example in [Taylor (2011)] (Proposition 3.1 in
Chap. 16, Section 3), the following theorem holds.
Theorem 11.2. Let k be a integer satisfying k ¥ n 2. Let wi0 and wi1 are
C8 functions supported in the ball centered at 0 and with radius pB 1q
21
2 .
Then, the following Cauchy problem
lwi  Gjαβi pw, BwqBαβwj   c2iwi  Fipw, Bwq,
wi|HB 1  wi0, Btwi|HB 1  wi1
(11.2.4)
with ¸
α¤k 1
}Bαwi}L2pHB 1q  
¸
α¤k
}BαBtwi}L2pHB 1q ¤  (11.2.5)
admits a unique local-in-time solution, which satisfies the following bound
in the time interval rB   1, T pq  B   1s:¸
α¥k 1
}Bαwi}L2Hsq ¤ Apq. (11.2.6)
Furthermore, if T denotes the supremum of all T pq (for  fixed), then
either T   8 or
lim
sÑT
¸
α¤ps 3q{2
}Bαwi}L2Hsq   8. (11.2.7)
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