Boundary-based corner detection has been widely applied in spline curve fitting, automated optical inspection, image segmentation, object recognition, etc. In order to obtain good results, users usually need to adjust the length of region of support to resist zigzags due to quantization and random noise on digital boundaries. To automatically determine the length of region of support for corner detection, Teh-Chin and GuruDinesh presented adaptive approaches based on some local properties of boundary points. However, these local-property based approaches are sensitive to noise. In this paper, we propose a new approach to find the optimum length of region of support for corner detection based on a statistic discriminant criterion. Since our approach is based on the global perspective of all boundary points, rather than the local properties of some points, the experiments show that the determined length of region of support increases as the noise intensity strengthens. In addition, the detected corners based on the optimum length of region of support are consistent with human experts' judgment, even for noisy boundaries.
Introduction
Corners have been one of the most important features in computer vision since they are invariant to geometric transformations, such as translation, rotation, and scaling. Therefore, various corner detection algorithms have been proposed based on gray-level differences [1] , [2] , morphological operators [3] , or object boundaries [4] - [13] . In particular, boundary-based corner detection has been widely applied in spline curve fitting, automated optical inspection, image segmentation, object recognition, etc.
In a digitized boundary, zigzags due to quantization and random noise may affect the accuracy of boundarybased corner detection. In general, a large region of support can resist zigzags and noise well, while a small region of support can keep fine features of the boundary. Therefore, users usually need to adjust the length of region of support to obtain good results. Teh and Chin [14] observed that in addition to the accurate measure of significance (e.g. curvature), good corner detection primarily depends on the precise determination of region of support. Thus, they proposed an approach to determine the region of support based on the local properties of lengths and distances. Guru and Dinesh [5] also proposed another approach for adaptive region of sup- port based on the local property of small eigenvalues. However, these local-property based approaches are sensitive to noise: when the noise becomes stronger, the length of adaptive region of support is getting shorter.
In this paper, we propose a statistic approach to automatically determine the optimum length of region of support for boundary-based corner detection. Our approach is based on a discriminant criterion measure by considering all boundary points such that it can effectively resist the disturbance of zigzags and noise. The experimental results show that our approach is indeed noise-resistant: the determined length of region of support is getting larger as the noise is getting stronger. Furthermore, based on the determined optimum length of region of support, the detected corners are consistent with human experts' judgment, even in the noisy environments.
The rest of the paper is organized as follows. In Sect. 2, we briefly review some measures of significance and show that two existing approaches of adaptive region of support are sensitive to noise. In Sect. 3, we will point out some mistake made by using small eigenvalues as the measure of significance and propose a revision to it. In Sect. 4, we formulate finding a good region of support to be an optimization problem with a discriminant criterion measure. In Sect. 5, we perform some experiments to verify the validity of the determined optimum length of region of support. Finally, we conclude the paper in the last section.
Boundary-Based Corner Detection
Let the closed boundary P of an object be represented by a sequence of n digital points,
where (x i , y i ) are the Cartesian coordinates of point p i , and p (i+1) mod n is a neighbor of p i . For notational simplicity, p j is also used to represent p j mod n for j ≥ n. Let the region of support S i,k for point p i denote a small boundary segment of P between p i−k and p i+k for some integer k, i.e.
Note that p i is the middle point of S i,k whose length (the number of data points) is 2k + 1.
Measures of Significance
Corners on a boundary correspond to points with high curvatures. Three frequently used measures of significance (e.g.,
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(1) Cosines of included angles. Rosenfeld and Johnston [9] proposed the usage of the cosine of an included angle as a measure of significance. Consider the region of support S i,k on P. Define two k vectors at point p i as
Then, the k cosine at p i is defined as
where p · q represents the inner product of vectors p and q, and | p| represents the length of the vector p.
(2) Small eigenvalues. Tsai et al. [12] suggested that the small eigenvalue of a covariance matrix could be used as a measure of significance. Let (c x , c y ) be the geometric center of a region of support S i,k , i.e.,
Then, the covariance matrix C i,k of S i,k is given by
where
Then, the small eigenvalue λ S and the large eigenvalue λ L of C i,k are computed as follows:
(11)
(12) (3) Euclidean distances. Guru et al. [6] indicated that the distance between the middle point p i and the geometric center (c x , c y ) of a region of support S i,k could be used as an efficient measure of significance.
General Corner Detection Procedure
For a given boundary P, a general corner detection procedure can be divided into three stages: • for k = 1 and 2, respectively. Hence, for the cosine of include angle as the measure of significance, if the threshold t is selected to be smaller than the cosines of these values, the detected corners may be confused with the zigzags due to quantization. However, for measures of significance based on eigenvalues and Euclidean distances, the threshold t will be estimated more complicatedly. Subsection 4.3 provides a more detailed discussion of measures of significance based on eigenvalues.
As to the second parameter k, a large region of support will ignore fine features of a boundary, while a small region of support will generate too many redundant corner points. As noted in [5] , [14] , in addition to the accuracy of the estimated measure of significance, the correct detection of true corner points on a digital boundary primarily relies on the precise determination of the region of support. Therefore, how to determine the precise region of support becomes a crucial issue in corner detection.
Adaptive Region of Support
In this subsection, we briefly review two methods for automatic determination of region of support for corner detection based on some local properties. • Condition (a):
• Condition (b):
In the top row, the leftmost image is the original Chinese character; the following four images are added with 10%, 20%, 30%, and 40% salt-and-pepper noise, respectively. The middle row shows the binary images after small region removal. The bottom row shows the corresponding boundaries influenced by the added noises. (Note that if the original image is a gray-level image, then the thresholding procedure is needed to produce the corresponding binary image, in addition to removing small regions.) 
The length of the right arm R i,m is determined as follows. Begin with m = 1. Compute its small eigenvalue, denoted by λ S (R i,1 ) until the following condition is satisfied for some r:
Then, R i,r is the right arm of p i with length r + 1. Similarly, to determine the length of the left arm L i,m , begin with m = 1. Compute its small eigenvalue λ S (L i,1 ) until the following condition is satisfied for some l:
Then, L i,l is the left arm of p i with length l + 1. Note that unlike the symmetric arm length of the region of support in Teh and Chin's method, the lengths of left and right arms of the computed region of support are not necessarily equal in Guru and Dinesh's algorithm. 
Problem of Local-Property Based Approaches
The above two local-property based approaches for adaptive region of support work well with noise-free, smooth boundaries. However, the real-world images usually contain noise, and hence, the digital boundaries derived from this type of images also influenced by noise. Figure 1 simulates the influence of noise on a perfect image (a Chinese character generated by TrueType font size 240) of size 249 × 305 pixels by adding 10%, 20%, 30%, and 40% salt-andpepper noise, respectively; the corresponding boundaries are also disturbed by the added noise. As pointed out by Tien and Yeh [15] , a larger region of support should be used to effectively eliminate the noise. However, as shown in Table 1, the average length of region of support determined by these two methods is getting shorter while the noise is getting more severe. This implies that these two methods are noise-sensitive; they cannot effectively withstand the disturbance of noise in real-world images.
Correct Usage of Eigenvalues for Corner Detection
Before proceeding to propose our new approach to determine a suitable length of region of support to resist noise, in this section, we will point out the mistake in the use of small eigenvalues for corner detection made by Tsai et al. [12] , as proposed in [16] . This is because the eigenvalue is a rather robust measure of significance for corner detection and has been used in a wide variety of applications. To differentiate corners from the rest of the pixels, a good measure of significance should be more salient on the corner with small included angle rather than on the smooth arc with large included angle. Furthermore, the measured value of a corner should be the local maximum of the neighbors. Since the small eigenvalue λ S represents the variance of boundary points projected onto the rotated minor axis of an ellipse, using λ S to detect acute corners will also detect smooth arcs because both of them have small λ S . In order to keep using the eigenvalue as a robust measure of significance for corner detection, we need to modify its usage as follows.
For a jointed line with included angle ϕ, as shown in Fig. 2 (a), its small eigenvalue λ S and large eigenvalue λ L are equal when its included angle ϕ is equal to 2 arctan(1/2) (≈ 53.13
• ) [16] . Thus, we suggest that if the included angle of a region of support for some boundary point is less than 53.13
• , use λ L instead of λ S as the measure of significance. Let ϕ(p i ) denote the included angle of the region of support S i,k at point p i . Then, it can be estimated by the arccosine of Eq. (5), i.e., ϕ(p i ) = arccos(cos i,k ). In fact, corners are usually located at the local minima of λ L as well as the local maxima of λ S on a boundary. The modified measure of significance using the eigenvalue, denoted by λ M , for point p i over S i,k can be defined as follows. If ϕ(p i ) is less than or equal to 2 arctan(1/2) and λ L is the local minimum within
Figure 2 (b) compares λ M with λ S of the jointed line in Fig. 2 (a) with different included angles. It shows that λ M decreases when ϕ increases. In addition, there is a local maximum at ϕ ≈ 53.13
• for λ S . The sharper the included angle ϕ, the smaller the small eigenvalue λ S . Note that for ϕ > 53.13
• , λ M overlaps λ S .
Determination of Region of Support
In this section, we will present an automatic determination of the region of support for corner detection based on the global perspective of all boundary points to withstand the disturbance of noise. We first formulate finding a "good" region of support to be an optimization problem with a discriminant criterion measure. Then, we propose a procedure to solve this optimization problem to obtain a good region of support.
Problem Formulation
In our approach, we assume that each detected corner point has the same length of region of support (i.e., 2k +1). Therefore, the problem becomes to find an optimal k value such that the corner detection result is the best. Suppose that a closed boundary P is partitioned into two disjoint groups G 1 and G 2 according to the regions of support under consideration. G 1 contains the set of points in the regions of support of the corners, and G 2 contains the set of the remaining points in P, i.e., G 2 = P − G 1 . Let n 1 and n 2 be the numbers of points in G 1 and G 2 , respectively. Then, the total number of points in P is n = n 1 + n 2 . The probabilities of a point in G 1 and G 2 are given by ω 1 = n 1 /n and ω 2 = n 2 /n, respectively, and ω 1 + ω 2 = 1.
Let I(p i ) denote the estimated measure of significance of point p i . Then, the group means of estimated curvatures of G 1 and G 2 are
and the total mean of estimated curvature of P is
Note that it is easy to verify the following relation
The group variances of estimated curvatures of G 1 and G 2 are given by
In order to evaluate the "goodness" of the selected length of region of support (2k + 1), we use the following discriminant criterion measure (or measure of class separability) used in the discriminant analysis [17] :
(26)
are the within-class variance and the between-class variance, respectively. Then, our problem is reduced to an optimization problem to search for a suitable length of region of support (i.e., the k value) that maximizes the above object function f (the discriminant criterion measure).
Optimization Procedure
A procedure to find the optimal length of region of support for a given boundary P based on the discriminant criterion f consists of the following five steps: to the detected corner points in Step 3. Let f (k) be the value computed based on k.
Step 2. Otherwise, find the optimal k * such that
Then, the optimal length of region of support is determined to be 2k
Determining the search range [k 1 , k 2 ] is primarily affected by the intensity of zigzags, which are in turn affected by the quantization error and noises. The quantization effect in digitized boundaries provides a baseline for determining the lower bound k 1 . For a threshold of ϕ = 145
• , if the lower bound k 1 is set to 1, the true corners will be confused with the zigzags due to quantization error of a digitized line segment. On the other side, the upper bound k 2 mostly depends on the intensity of noises. In the following experiments, the upper bounds k 2 is heuristically set to 20.
Assume that the time required by the essential operations (i.e., multiplication, division, cosine, square root, etc.) is constant. We can estimate the tight bound of time complexity of the above optimization procedure by summation of all the operations. For simplicity, we try to get the upper bound by quickly inspecting the optimization procedure. First, we find that the outer loop is the search range [k 1 , k 2 ], and the most time consuming step within the outer loop is the general corner detection procedure. Next, checking the general corner detection procedure in Sect. 2.2, we have to estimate the measure of significance for each point in the boundary (assuming there are n points in the boundary). Finally, based on the formulas of eigenvalues of the covariance matrix, the time required is proportional to the length of region of support (i.e. 2k + 1). Thus, the upper bound of time complexity for each round of the general corner detection procedure is O(n × k). Since k increases from k 1 to k 2 , the upper bound of time complexity for the optimization procedure will be O(n × k 2 2 ).
Threshold Estimation
In this subsection, we provide a case study to estimate the threshold t for the measure of significance λ M (as discussed in Sect. 3). Since the eigenvalue of a jointed line is related to the size of region of support (2k + 1) and its included angle (ϕ), t is function of k and ϕ, denoted by t(k, ϕ). In this case, we use the included angle model to estimate t(k, ϕ) for λ M as follows.
Let x and y be the two axes in the two-dimensional continuous space. Suppose that a jointed line is in the xy space with length 2k + 1 and included angle ϕ, and each of the k + 1 data points on each arm (a straight-line segment) is one unit apart, as shown in Fig. 3 . In [18] , Härdle and Simar have proved that λ L and λ S are equal to the variances of data points projected onto the rotated transformation major and minor axes, respectively, after performing the principal components transformation. In Sect. 3, λ M = λ L if ϕ ≤ 2 arctan(1/2), and λ M = λ S , otherwise. Consider the included angle model in Fig. 3 . If ϕ ≤ 2 arctan(1/2), x-axis is the major axis; otherwise, x-axis is the minor axis. Therefore, the variance of the x-axis projection of the jointed line can be used as the estimated t(k, ϕ) for λ M .
To compute the x-axis projection of the jointed line, we first translate the jointed line such that the corner point (vertex) is on the origin of the x-y space, and then rotate it such that it is symmetric at x-axis. Let p i denote the vertex, p i− j (for 1 ≤ j ≤ k) denote the points on the lower arm of p i , and p i+ j (for 1 ≤ j ≤ k) denote the points on the upper arm of p i , where
Consider the two arms of the jointed line in the included angle model are projected onto the horizontal axis. The variance of this arm projection, denoted by σ 2 (k, ϕ), is computed as follows:
is the mean of the arm projection. Substituting Eq. (33) into Fig. 4 Detected corners of boundaries in Fig. 1 (with 0%, 10% , 20%, 30%, and 40% noise) for k = 12. Eq. (32), we can obtain the following result
Therefore, the estimated t(k, ϕ) for λ M can be computed by t(k, ϕ) = σ 2 (k, ϕ), and thus
Illustrative Example
In this subsection, we demonstrate the proceeding optimization procedure for determining the length of region of support using Fig. 1 (in Section 2) as the test image. In this example, we use λ M as our measure of significance, and set the search range of k to be [2, 20] . Besides, we use the included angle model to estimate the threshold t with ϕ = 145
• . For the case of k = 12, t(k, ϕ) = 1.181. The detected corners of the noisy boundaries in Fig. 1 are illustrated in Fig. 4 , in which the correct corners are denoted by filled circles '•', the spurious corners are denoted by empty circles '•'. It seems that k = 12 is too small to resist noise when its intensity is greater than 30%. Figure 5 shows the f (k) of each boundary in Fig. 1 . The maximum f (k) of each noisy boundary can easily be found, and thus the optimal length of region of support can be determined. The results are summarized in Table 2 , in which m is the length of region of support (i.e., m = 2k + 1). Note Table 2 Optimum length of region of support in Fig. 1 6 Detected corners of boundaries in Fig. 1 (with 0%, 10% , 20%, 30%, and 40% noise) for optimum k. that when the noise intensity is getting bigger, the optimum length of region of support is getting larger. This result is agree with the observations made by Tien and Yeh [15] that larger regions of support can be used to eliminate noise. Figure 6 depicts the detected corners of each noisy boundary in Fig. 1 with the optimum length of region of support. Table 3 gives the comparison of detected corners of Fig. 4 and Fig. 6 , where n d denotes the total number of detected corners, and n s denotes the number of detected spurious corners. Note that for the noise-free character in Fig. 4 , some true corners are inhibited by the nearby pixels with strong measure of significance in the lengthy region of support (k = 12, as compared with the optimum k = 5 in Fig. 6 ). For boundaries with noise intensity between 10% and 20%, the detected corners in Figs. 4 and 6 are the same, while most of the spurious corners in boundaries of Fig. 4 with noise intensity ≥ 30% disappear in Fig. 6 .
Experimental Results
In order to confirm the validity of the discriminant criterion f and the usability of the optimization procedure to automatically determine the length of region of support discussed in Sect. 4, in this section we perform two experiments to inspect whether the corners detected by the optimum length of region of support are consistent with domain experts' judgment. After corner detection, we intend to use the detected corners for spline curve fitting of Chinese characters. Thus, the decision of the ground truth of corners is based on the handwriting property of Chinese characters and the end conditions of the connected splines. From the perspective of writing regular script Chinese characters, corners usually happen at the intersection of two strokes and at the starting or ending refinement of certain strokes. From the viewpoint of spline curve fitting, if we can successfully locate corners on the real positions, we may need no additional end condition for the consequent curve fitting. We first construct a perfect, noise-free image of size 800 × 200 pixels, consisting of four Chinese characters generated by TrueType font of size 160. There are total 84 true corners assigned by human judgment of discontinuity on the boundaries of four characters. Figure 7 (a) shows the smooth, noise-free boundaries with the assigned corners. Of these corners, some of their included angles are acute, some are perpendicular, and some are obtuse. In addition, some corners are near each other, and some are far apart. For comparison, we also create a noisy image by adding 20% salt-and-pepper noise to the above perfect, noise-free image. Figure 7 (b) illustrates its corresponding noisy boundaries.
We use λ M as measure of significance and set the search range of k to be [2, 20] . In addition, we use the included angle model to estimate the threshold t with ϕ = 145
• . Figure 8 illustrates the f (k) values of the smooth and noisy boundaries with different length of region of support. For the smooth, noise-free boundaries in Fig. 7 (a) , the f (k) values rise rapidly. This means that a smaller region of support, such as 11, is good enough to resist regular zigzags caused by quantization. On the other hand, for the noisy boundaries in Fig. 7 (b) , the f (k) values rise slowly. This indicates that a larger region of support, such as 21 or 23, is needed to resist the random noise.
Comparing with Fig. 5 , curves in Fig. 8 are much smoother than the corresponding curves with same noises in Fig. 5 . From the statistic perspective, the sampling size affects the reliability of the testing results. In boundary-based corner detection case, the sensitivity of the optimization process is mostly affected by the total length of boundary sequences and partially affected by the search range.
Let n t be the number of true corners (i.e., assigned by human experts) of the set of boundaries in Fig. 7 (a) . On the same set of boundaries, let n c,k denote the number of detected correct corners, and n s,k denote the number of detected spurious corners for some k. We define the performance index PI(k) for some k to validate the usage of Table 5 Detected corners of boundaries in Fig. 7. the discriminant criterion f (k) to determinate the optimum length of region of support in corner detection as follows.
The higher n c,k is expected to obtain higher PI(k) with the penalty that n s,k will also lower PI(k).
The experimental results are given in Table 4 for both smooth and noisy boundaries. It shows that n c,k compromises with n s,k . A small region of support obtains higher n c,k but suffers worse n s,k , while a large region of sup- port suppresses n s,k well but obtains lower n c,k . For the smooth boundaries in Fig. 7 (a) , k = 5 produces the maximum f (5) = 0.706 which obtains the best PI(5) = 92.86%. For the noisy boundaries in Fig. 7 (b) , k = 11 produces the maximum f (11) = 0.524 which also obtains the best PI(11) = 85.71%.
Due to space limitation, Table 5 illustrates partial results of the detected corners of smooth and noisy boundaries in Fig. 7 , respectively, with different length of region of support, in which the true corners are denoted by '•' whereas the spurious corners are denoted by '•'. As can be shown from the table, the optimum length of region of support compromises n c and n s ; the detected corners are almost as good as those assigned by human experts. Such good results can be attributed to the adoptation of statistical discriminant criterion measure f (k) which is a global perspective approach to consider all boundary points to resist random noise. Figure 9 marks the missing true corners with gray squares of the smooth and noisy boundaries in Fig. 7 with optimum k. In Fig. 9 (a) , there are three missing true corners with optimum k = 5, while in Fig. 9 (b) , there are eight missing true corners with optimum k = 11. As can bee seen from the above figures, most of the missing true corners have significant sharp corners nearby. Recall that in Sect. 2.2, the size of region of support is also used to determine the range of nonmaxima suppression in the general corner detection procedure. If two true corners are too close to each other, then the one with weaker measure of significance will be suppressed by the other one with stronger measure of significance or by other non-true corners in the region of support but with stronger measure of significance.
Conclusion
The length of region of support plays an important role in smoothing out zigzags due to quantization and random noise while preserving fine features in boundary-based corner detection. Two previous local-property based approaches providing adaptive region of support work well with smooth boundaries, but fail to resist noise in noisy environments.
In this paper, we proposed a statistic approach to automatically determine the optimum length of region of support by formulating the finding of a good region of support to be an optimization problem with a discriminant criterion measure. Since our approach is based on the global perspective of all boundary points, rather than just a few points as in previous local-property based approaches, it can effectively resist zigzags and noise. In addition, the experimental results showed that the detected corners based on the determined optimum length of region of support are agree with the human experts' viewpoint.
