Traditionally, galaxy clusters have been expected to retain all the material accreted since their formation epoch. For this reason, their matter content should be representative of the Universe as a whole, and thus their baryon fraction should be close to the Universal baryon fraction Ω b /Ω m . We make use of the sample of the 100 brightest galaxy clusters discovered in the XXL Survey to investigate the fraction of baryons in the form of hot gas and stars in the cluster population. Since it spans a wide range of mass (10 13 − 10 15 M ) and redshift (0.05 − 1.1) and benefits from a large set of multiwavelength data, the XXL-100-GC sample is ideal for measuring the global baryon budget of massive halos. We measure the gas masses of the detected halos and use a mass-temperature relation directly calibrated using weak-lensing measurements for a subset of XXL clusters to estimate the halo mass. We find that the weaklensing calibrated gas fraction of XXL-100-GC clusters is substantially lower than was found in previous studies using hydrostatic masses. Our best-fit relation between gas fraction and mass reads f gas,500 = 0.055 −0.07 to match the gas fraction obtained using lensing and hydrostatic equilibrium, which holds independently of the instrument considered. Comparing our gas fraction measurements with the expectations from numerical simulations, we find that our results favour an extreme feedback scheme in which a significant fraction of the baryons are expelled from the cores of halos. This model is, however, in contrast with the thermodynamical properties of observed halos, which might suggest that weak-lensing masses are overestimated. In light of these results, we note that a mass bias 1 − b = 0.58 as required to reconcile Planck CMB and cluster counts should translate into an even lower baryon fraction, which poses a major challenge to our current understanding of galaxy clusters.
Introduction
Recent observations of the cosmic microwave background with Planck were able to measure the relative amount of baryons and dark matter in the Universe with very high precision, indicating that baryons account for (15.6 ± 0.3)% of the total matter content of the Universe (Planck Collaboration XIII 2015) . Because Based on observations obtained with XMM-Newton, an ESA science mission with instruments and contributions directly funded by ESA Member States and NASA.
of their deep gravitational wells, galaxy clusters are traditionally expected to have retained most of the material accreted since the formation epoch (White et al. 1993; Eke et al. 1998) . For this reason, the relative amount of baryons and dark matter in galaxy clusters should be close to the Universal value, provided that the measurement has been performed over a sufficiently large volume inside which the effects of baryonic physics can be neglected (Evrard 1997; Ettori et al. 2003) . Recently, Sembolini et al. (2015) A&A proofs: manuscript no. xxl_fgas radiative hydrodynamical codes, showing that in all cases within an overdensity of 500 compared to the critical density the overall baryon budget of galaxy clusters is close to the Universal value.
In recent times, numerical simulations including baryonic physics (cooling, star formation, and feedback from supernovae and active galactic nuclei (AGNs), e.g. Planelles et al. 2013; Battaglia et al. 2013; Le Brun et al. 2014 ) have shown that energy injection around the cluster formation epoch may be able to expel some of the gas from the cores of halos (McCarthy et al. 2011 ), leading to a depletion of baryons in the central regions. In particular, Planelles et al. (2013) has found that the depletion factor Y b = f bar /(Ω b /Ω m ), where f bar denotes the cluster baryon fraction, reaches the value Y b = 0.85 at r 500 . Le has shown that different AGN feedback implementations have an impact on the depletion factor, i.e. models with strong feedback tend to produce a lower baryon fraction, with a depletion factor ranging from 0.7 to 1.0 for M 500 = 10 15 M depending on the adopted setup. Therefore, robust observational constraints on the baryon fraction and its mass dependence are crucial to calibrating the implementation of baryonic physics in cosmological simulations.
In the most massive halos, the majority of the baryons resides in the hot, ionised intracluster medium (ICM), which accounts for 80 − 90% of the baryons at this mass scale (e.g. Arnaud & Evrard 1999; Ettori 2003; Vikhlinin et al. 2006; Pratt et al. 2009 ). The observed gas fraction is generally found to increase with radius because of non-gravitational energy input (Allen et al. 2004; Vikhlinin et al. 2006; Eckert et al. 2013) and it converges toward the value of ∼ 13% at r 500 . The stellar content of cluster galaxies and intracluster light generally represents 10-20% of the total baryonic mass (Lin & Mohr 2004; Gonzalez et al. 2007; Andreon 2010 Andreon , 2015 Mulroy et al. 2014) . The overall baryon content of galaxy clusters is therefore found to be close to the Universal value (Lin et al. 2003; Giodini et al. 2009; Laganá et al. 2013) . Interestingly, these studies observed a general trend of increasing gas fraction (Sun et al. 2009; Pratt et al. 2009; Lovisari et al. 2015) and decreasing stellar fraction (e.g. Behroozi et al. 2010; Leauthaud et al. 2012; Coupon et al. 2015) with increasing halo mass, which indicates a mass dependence of the star formation efficiency, although the strength of this effect is subject to some debate (e.g. Gonzalez et al. 2007; Budzynski et al. 2014) .
It must be noted, however, that most of the studies measuring the hot gas fraction assumed that the ICM is in hydrostatic equilibrium to derive the total cluster mass, which may be biased low in the presence of a significant non-thermal pressure contribution (e.g. Rasia et al. 2004; Nagai et al. 2007 ). Recent studies comparing X-ray and weak-lensing mass estimates have found large discrepancies between the results obtained with the two methods, although significant differences are found between the various studies (see Sereno & Ettori 2015 , and references therein). In light of these results, a careful assessment of the cluster baryon budget in a sample spanning a wide mass range is required.
The XXL Survey is the largest observing programme undertaken by XMM-Newton. It covers two distinct sky areas (XXL-North and XXL-South) for a total of 50 square degrees down to a sensitivity of 5×10 −15 ergs cm −2 s −1 for pointlike sources ([0.5-2] keV band). Thanks to this combination of area and depth, the survey is ideally suited to measuring the overall baryon content of massive halos. Indeed, the detected clusters cover a wide range of nearly two decades in cluster mass (Giles et al. 2015, hereafter Paper III) . In addition, a wealth of highquality optical and near-infrared data are available in the survey area (e.g. CFHTLS, WIRCam), which provides a robust measurement of the total and stellar mass of the detected clusters.
In this paper, we exploit the combination of multiwavelength data for the brightest XXL clusters to perform a comprehensive census of the baryon fraction of dark-matter halos in the range 10 13 − 10 15 M . The paper is organised as follows. In Sect. 2 we present the available XMM-Newton data and the method developed to estimate the gas mass. In Sect. 3 we describe the method used to estimate the stellar fraction. Our main results are presented in Sect. 4 and discussed in Sect. 5.
Throughout the paper we assume a WMAP9 cosmology (Hinshaw et al. 2013) with Ω m = 0.28, Ω Λ = 0.72, and H o = 70 km/s/Mpc. In this cosmology the cosmic baryon fraction is Ω b /Ω m = 0.166 ± 0.006. The uncertainties are given at the 1σ level. The quantities indicated with the subscript 500 refer to quantities integrated within an overdensity of 500 with respect to the critical density.
Data analysis

Cluster sample
The XXL-100-GC cluster sample , hereafter Paper II) is the sample of the 100 brightest clusters detected in the XXL Survey 1 . It is particularly well suited for the study conducted here, as it benefits from a well-defined selection function (see Paper II) and spans a broad range of mass (2 × 10 13 − 8 × 10 14 M ) and redshift (0.05 − 1.1). The definition and properties of the sample are described in detail in Paper II. Temperatures and luminosities within a fixed radius of 300 kpc were measured from the survey data and presented in Paper III. Halo masses were measured directly through weak lensing for 38 z < 0.6 clusters coinciding with the CFHTLS survey (Lieu et al. 2015 , hereafter Paper IV; see Sect. 4.1), which allowed us to directly calibrate the relation between weak-lensing mass and X-ray temperature using a subset of the XXL-100-GC. The mass of each cluster was estimated using the M −T relation (see Paper IV), which allowed us to calculate an estimate for r 500 (hereafter r 500,MT ). To validate this approach, in Appendix D we compare the values of r 500,MT with those obtained from the weak-lensing measurements .
XMM-Newton data and processing
We processed the XXL data using the XMMSAS package and calibration files v10.0.2 and the data reduction pipeline Xamin (Pacaud et al. 2006 ) to obtain cleaned event files for each observation (see Paper II for details on the data reduction scheme). We extracted photon images in the [0.5-2.0] keV band for each EPIC instrument and created co-added EPIC images by summing the images obtained for each detector. We then created exposure maps using the XMMSAS task eexpmap for each EPIC detector and summed them, each weighted by its respective effective area.
The non-X-ray background (NXB) was estimated for each observation by measuring the count rate in several energy bands in the unexposed corners of the three EPIC instruments. A template image of the NXB was created using a collection of closedfilter observations and scaled to match the count rates recorded in the corners. For the details of this procedure, see Leccardi & Molendi (2008b) . We neglected the contribution of residual soft protons and fitted this contribution together with the sky background components since the soft protons are funneled through the XMM-Newton telescopes.
Emission-measure profiles
Surface brightness profiles were extracted for each cluster using the Proffit package (Eckert et al. 2011) . Specifically, we defined annular regions of width 8 arcsec and accumulated the sky and NXB count rates in each annulus, taking vignetting and CCD gaps into account. The NXB was then subtracted from the observed profile. The profiles were centred on the best-fit coordinates provided by Xamin.
To estimate the local cosmic X-ray background and Galactic foreground emission, we fitted the surface-brightness profiles beyond 1.2r 500,MT 2 from the X-ray peak with a constant and subtracted the resulting value from the surface-brightness profiles, propagating the uncertainties in the sky background and the NXB to the source profile. As a result, a source-only profile was obtained for each cluster. In the cases for which the estimated value of r 500,MT exceeds half of the XMM-Newton field of view (∼ 15 arcmin radius), the estimation of the local background may be affected by systematic uncertainties. For this reason, we excluded the corresponding clusters (mainly low-redshift systems) from the analysis.
To convert the observed surface brightness profiles into emission measure profiles, we used the temperature measured within 300 kpc from Paper III and simulated a single-temperature absorbed thin-plasma model using the APEC code in Xspec (Smith et al. 2001 ). The Galactic absorption was fixed to the 21cm value as measured by Kalberla et al. (2005) . The mean column density is 2.2 × 10 20 cm −2 in the XXL-North field and 1.2 × 10 20 cm −2
in the XXL-South field. The metal abundance was fixed to the value of 0.3Z using the Anders & Grevesse (1989) solar abundances (Leccardi & Molendi 2008a) , and the cluster redshift was set to the spectroscopic value (see Paper II). This allowed us to compute the conversion between count rate in the [0.5-2.0] keV range and APEC norm, which is proportional to the emission measure,
assuming constant temperature and metallicity. We note that this conversion is largely insensitive to the temperature and metallicity as long as the temperature exceeds ∼ 1.5 keV, thus in most cases any uncertainty associated with the temperature measurement propagates very weakly to the emission measure. For the least massive systems (∼ 10% of the sample), the X-ray emissivity depends strongly on line emission and on the position of the bremsstrahlung cut-off. For these systems we thus expect a systematic uncertainty of ∼ 30% on the recovered emission measure (see Sect. 5.1).
2 In principle the cluster emission might extend beyond 1.2r 500,MT . However, in the survey data no significant emission is detected beyond r 500,MT , and we verified that the background measurements do not change significantly when a larger radius is used. Fig. 1. Self-similarly scaled gas density profiles for the XXL-100-GC clusters.
Gas density and gas mass
To estimate the gas density and gas mass profiles from the emission measure, we proceeded in two steps: i) deprojecting the source emission-measure profiles assuming spherical symmetry and ii) converting the resulting profile into gas density assuming constant density inside each shell. We assumed an electron-toproton ratio of 1.21 in a fully ionised astrophysical plasma. The gas mass within a radius R could then be obtained by integrating the resulting gas density profiles over the volume,
with n gas = n e + n H = 2.21n H the particle number density, µ = 0.61 the mean molecular weight, and m p the proton mass.
Since the emission region is optically thin, the observed Xray emissivity is the result of the projection of the 3D emissivity along the line of sight. Therefore, the observed emissionmeasure profiles must be deprojected to estimate the 3D gas density profile and integrate Eq. 2. To deproject the profiles, we used a multiscale forward-fitting approach in which the signal is decomposed into a sum of King functions, which are then individually deprojected assuming spherical symmetry. The method is described in greater detail in Appendix B. To take the effects of the XMM-Newton point spread function (PSF) into account, the model was convolved with a PSF convolution matrix drawn from the latest calibration files (see Appendix C). A maximum likelihood algorithm was then applied to fit the emission-measure profiles, and the best-fit parameters were used to compute the 3D density profile. In Fig. 1 we show the gas density profiles recovered using this technique for the entire sample, scaled by their expected self-similar evolution Bryan & Norman 1998) .
To sample the parameter space, we used the Markov chain Monte Carlo (MCMC) code emcee (Foreman-Mackey et al. 2013) . We then drew the posterior distributions of gas density and gas mass from the resulting Markov chains. The uncertainties on the values of r 500,MT were propagated to the posterior M gas distributions by randomly drawing a value of r 500,MT for each MCMC step according to the uncertainties and computing the gas mass within the corresponding radius.
In Table A .1 we provide the gas masses recovered using this technique for the XXL-100-GC sample together with the basic properties of the sample. We also provide the measurements of Y X,500 = T 300kpc × M gas,500 and f gas,500 = M gas,500 /M 500,MT , where M 500,MT was computed from the M 500,WL − T relation presented in Paper IV. For the remainder of the paper, we restrict ourselves to the systems for which the estimated value of r 500,MT does not exceed 8 arcmin, which affords a robust estimation of the local background and hence of the gas mass. Our final sample comprises 95 clusters in the redshift range 0.05-1.1.
Validation using hydrodynamical simulations
To validate the method, we used mock X-ray images created from the OverWhelmingly Large cosmological Simulation (cosmo-OWLS, Schaye et al. 2010; McCarthy et al. 2010; Le Brun et al. 2014 ) using the AGN-8.0 model (see Sect. 5.4) in a field comparable to the XXL Survey (Faccioli et al., in prep.). The mock images were then folded through the XMM-Newton response and a realistic background was added to obtain simulated data that were as close as possible to real XXL observations (Valtchanov et al. 2001) .
We selected a sample of 61 bright clusters from these mock observations and applied the method described above to reconstruct the gas mass. The true value of r 500 was used to integrate the gas density profile. In Fig. 2 we show the reconstructed gas mass within r 500 compared to the true 3D gas mass within the same radius. The reconstructed quantity traces remarkably well the true value with no measurable bias (M gas,rec /M gas,true = 0.99 ± 0.01) and a low intrinsic scatter of 7%. The good agreement between the true and reconstructed gas masses demonstrates the reliability of the method used here and was also found by other similar studies based on hydrodynamical simulations (e.g. Nagai et al. 2007; Rasia et al. 2011 ).
Stellar fraction
To estimate the total stellar content of the XXL-100-GC clusters, we adopted a non-parametric approach to measure the mean number of galaxies as a function of halo mass. Unlike parametric halo occupation distribution (HOD) techniques, here no assumption on the statistical distribution of host halos is required as the hot gas is a direct tracer of the dark matter halo positions. We probed the distribution of satellites by means of the stacked galaxy overdensity as a function of distance from the central galaxy, and compared this value to the field galaxy density.
The stellar fractions are measured over 15 deg 2 of the XXLNorth field (corresponding to 34 systems in the XXL-100-GC sample) where galaxy photometric redshifts and stellar masses are taken from the sample of Coupon et al. (2015, and references therein) . In brief, this sample is composed of deep optical photometry from the Canada-France-Hawaii Telescope Legacy Survey (CFHTLS, u, g, r, i, z AB ∼ 25) complemented by mediumdeep K-band photometry (K AB ∼ 22) from the WIRCam camera at CFHT. Calibrated with 60 000 spectroscopic redshifts from the VIPERS (Guzzo et al. 2014 ) and VVDS surveys (Le Fèvre et al. 2005) , these photometric redshifts reach a precision of 0.03 × (1 + z) with less than 2% catastrophic failures up to z ∼ 1. Stellar masses are computed with the initial mass function (IMF) of Chabrier (2003) truncated at 0.1 and 100 M , and the stellar population synthesis templates from Bruzual & Charlot (2003) . For the details of the procedure we refer the reader to Arnouts et al. (2013) .
To measure the projected overdensity of satellite galaxies in halos, we use the two-point cross-correlation function between the bright central galaxy (BCG) positions of the XXL-100-GC clusters from the sample of Lavoie et al. (2015) , and galaxies from the full photometric sample. To account for masking and edge effects, we used the Landy & Szalay (1993) estimator to measure the projected two-point correlation function w(R); the mean number of galaxies within a radius R away from the centre writes
where R is the physical transverse distance from the central galaxy (at the cluster redshift) and η is the mean density of galaxies in the field. Galaxies in the photometric sample are selected using their photometric redshift estimates within the redshift range spanned by the cluster sample, extended at low and high redshift (±0.1) to account for photometric redshift uncertainties.
Here we cross-correlate the full cluster sample with the full photometric sample. To increase the signal, galaxies can also be selected in a thin redshift slice around each cluster redshift; however, as the background estimation becomes significantly noisier in consequence, no gain in signal-to-noise is observed. As the central galaxy does not correlate with the field galaxies outside of the halo, the number of satellites is simply expressed by the overdensity within r 500,MT compared to the field,
where r 500,MT is derived from the M − T relation from Paper IV. This method provides a measurement of the projected galaxy overdensity, which might lead to a slight overestimation of the enclosed stellar mass because of projection effects, since the cluster actually extends significantly beyond r 500,MT . Assuming that the distribution of stellar mass follows that of the dark matter, we used an NFW profile (Navarro et al. 1997) to estimate the fraction of the projected stellar mass located beyond r 500,MT . We found that this fraction is of the order of 15% for typical NFW parameters. The process is repeated for each galaxy sample selected by stellar mass in eight stellar mass bins in the range 10 9 − 10 12 M , and the total stellar mass is obtained by integrating the number of satellites over their stellar masses, and adding the stellar mass of the central galaxy. The errors are estimated from a jackknife resampling of 64 sub-volumes. This accounts for Poisson error, cosmic variance and intrinsic halo-to-satellite number dispersion. We note that this method differs from those relying on individual satellite identification using redshift probability distributions (e.g. George et al. 2011 ). Given our photometric redshift statistical uncertainties, our cross-correlation estimator provides a more robust (although noisier) satellite number estimate.
Results
Weak-lensing halo masses
In a companion paper (Paper IV), we used weak-lensing shear measurements for a subsample of 38 XXL-100-GC clusters to derive the relation between X-ray temperature and halo mass in XXL clusters. The relation was complemented with weaklensing mass measurements from the COSMOS (Kettula et al. 2013 ) and CCCP (Hoekstra et al. 2015) samples to increase the sample size to 95 systems and the dynamical range to 1-15 keV. The best-fit relation reads
with a = 13.57
−0.09 and b = 1.67
+0.14 −0.10 , i.e. slightly steeper than the self-similar expectation. For the details on the mass measurement method and the derivation of the M − T relation, we refer to Paper IV.
The spectroscopic temperatures were measured for the entire XXL-100-GC within a fixed radius of 300 kpc and the halo mass for each cluster was estimated using Eq. 5, taking the scatter in the relation into account (see Paper III for details). Using the 38 objects with measured weak-lensing signal, we verified that the masses and radii measured using the M − T relation match the values expected from the lensing measurements (see Appendix D).
M gas − T relation and gas mass fraction
To estimate the average gas fraction and the relation between f gas,500 and M WL , we fitted the M gas − T relation with the relation
As we did for the M WL − T relation (see Paper IV), we fitted the data using the Bayesian regression code of Kelly (2007) and the Gibbs MCMC sampler. In Fig. 3 we show the relation between M gas,500 and T 300kpc for the XXL-100-GC clusters together with their best-fitting relation. We measured log N = 12.22 ± 0.04 and α = 2.02
−0.09 . The relation is very tight, with a measured intrinsic scatter σ int = 0.06 ± 0.03 dex; however, the use of the temperature to estimate r 500,MT introduces a small level of covariance between the two quantities, which might lead to an underestimation of the intrinsic scatter. As shown in a slope of 2.10 ± 0.05 fully consistent with ours 3 . The slope of the relation is steeper than the self-similar expectation (1.5; e.g. Bryan & Norman 1998 ) at more than 5σ and steeper than the slope of the M − T relation, which indicates a dependence of the gas fraction on cluster mass.
We searched for breaks in the relation by splitting our sample into several temperature ranges and performing the fitting procedure again. When considering only the systems with T 300kpc > 2.5 keV we measured a slope α T >2.5 = 1.91 ± 0.16, compared to α T <2.5 = 2.09 ± 0.22 below 2.5 keV. Thus, we find no evidence for a strong break in the relation.
To infer the relation between f gas,500 and M WL , we combined the best-fit M − T and M gas − T relations. This method is preferable to directly fitting the f gas − M relation, since the M − T relation is affected by a significant scatter which is propagated to individual f gas,500 measurements. To recover the relation between f gas and mass, we selected 10,000 MCMC realisations of the two relations and computed the resulting f gas − M relation in each case. We then calculated the median and dispersion of the values of f gas,500 for a grid of M WL values. The relation obtained in this way reads h −3/2 70 f gas,500 = 0.055
In the left panel of Fig. 4 we show the recovered relation and its uncertainties, together with the individual f gas,500 values. In the right panel of Fig. 4 we compare our results with three state-ofthe-art f gas − M relations obtained for group and cluster-scale systems assuming that the ICM is in hydrostatic equilibrium: . Relation between gas fraction and halo mass within r 500,MT for the XXL-100-GC sample. Left: The red line and the red shaded area show the best-fit relation and its uncertainty. The data points show the individual f gas estimates obtained using the M − T relation. The WMAP9 cosmic baryon fraction is displayed in the grey shaded area, whereas the dashed magenta line indicates the cosmic baryon fraction corrected by the depletion factor Y b = 0.85 at r 500 (Planelles et al. 2013) . Right: Same as in the left panel. For comparison, the solid curves show similar relations obtained using hydrostatic masses (yellow, Sun et al. (2009); blue, Ettori (2015) ; green, Lovisari et al. (2015) ).
a clear offset between our weak-lensing calibrated f gas − M relation and the hydrostatic relations, for all mass scales. The relation also falls short of the cosmic baryon fraction Ω b /Ω m (Planck Collaboration XIII 2015) by almost a factor of three at 10 14 M . In addition, we investigated the redshift dependence of our measurements. Fitting the M gas − T relation only for the closest systems (z < 0.2), we found a slope α z<0.2 = 2.11 ± 0.10, in agreement with the results obtained for the entire data set. In Fig. 5 we show the mean gas fraction and inter-quartile ranges in eight redshift bins, normalised to the cosmic value. In all cases, a deficit of hot gas is observed compared to the expected gas fraction. We note a trend of increasing gas fraction with redshift. Since the median mass of the selected clusters increases with redshift, this effect can be explained by the mass dependence of the gas fraction. To confirm this statement, we calculated the gas fraction expected from Eq. 7 at the median mass of each redshift bin and compared with our measurements. This test closely reproduces the observed trend of increasing gas fraction with redshift. Therefore, we find no evidence for an evolution of the gas fraction with redshift.
The discrepancy reported here between X-ray and weaklensing measurements of the gas fraction is independent of the instrument used for hydrostatic-based measurements. Recent calibration works reported discrepancies at the level of ∼ 15% between the temperatures measured with XMM-Newton and Chandra (Nevalainen et al. 2010; Schellenberger et al. 2015) . However, this systematic issue was observed mainly for hightemperature systems, for which the energy of the bremsstrahlung cut-off is hard to calibrate. The bulk of the clusters in the XXL-100-GC sample have observed temperatures in the range 2-5 keV, where calibration uncertainties are much less important.
Stellar fraction
To measure the stellar fraction, we applied the method presented in Sect. 3 to the subset of clusters in the XXL-100-GC northern sample where CFHTLS and WIRCam photometry is available, and within the redshift range 0.0 < z < 0.7 to guarantee that Fig. 5 . Mean gas fraction and inter-quartile ranges (red points) for the XXL-100-GC clusters in eight redshift bins normalised to the Universal baryon fraction Ω b /Ω m . The blue diamonds show the gas fraction expected from Eq. 7 at the median mass of each redshift bin in our sample. The magenta shaded area shows the value expected at r 500 from the simulations of Planelles et al. (2013) . most of the stellar mass is accounted for given our near-infrared completeness (10 10 M ; see Coupon et al. 2015) : this threshold corresponds to the limit in stellar mass above which the vast majority of the total stellar mass is encapsulated in massive clusters (see also van der Burg et al. 2014) .
This selection yields a subsample of 34 clusters for this analysis (marked with an asterisk in Table A . Non-parametric halo occupation distribution of satellite galaxies in XXL-100-GC clusters in three temperature bins as a function of the galaxy's stellar mass for three temperature bins (T 300kpc < 3.5 keV, blue; 3.5 < T 300kpc < 4.8 keV, green; T 300kpc > 4.8 keV, red).
to-noise (T 300kpc < 3.5 keV, 3.5 < T 300kpc < 4.8 keV, and T 300kpc > 4.8 keV) to compute the mean satellite number as a function of halo mass. We cut the galaxy sample into stellar mass bins and measured the projected two-point correlation function in the range 0 < R < r 500,MT for each stellar mass and temperature bins. In Fig. 6 we show the number of satellite galaxies as a function of stellar mass for the three temperature bins. The mean stellar mass for each temperature bin was then obtained by integrating the satellite numbers multiplied by their respective stellar mass in each bin, over the full stellar mass range. Although our sample is not complete below 10 10 M , low-mass galaxies contribute very little to the total stellar mass (van der Burg et al. 2014) . We used the mean temperature in each bin and the M − T relation to estimate the corresponding halo mass. The results of this analysis are provided in Table 1 .
In Fig. 7 we show the measured stellar fraction and the gas fraction as a function of halo mass. Our results are compared to two literature studies combining galaxy clustering and galaxygalaxy lensing in COSMOS (z ∼ 0.3, Leauthaud et al. 2012) and CFHTLenS/VIPERS (z ∼ 0.8, Coupon et al. 2015) . Our measurements are in good agreement with the latter study, whereas a slight discrepancy is observed with the former, most probably explained by stellar mass measurement systematics compared to Leauthaud et al. (2012) , as described in Sect. 5.3.1 of Coupon et al. (2015) .
Our measurements yield a stellar-to-halo mass fraction of about 1% with little dependence on halo mass. This is clearly insufficient to bridge the gap between the measured hot gas fraction and the cosmic value. Combining the fraction of baryons in the form of hot gas and stars, we found f bar,500 = 0.067 ± 0.008 for 10 14 M halos, which is discrepant with the cosmic baryon fraction corrected by the depletion factor at a confidence level of 6.9σ.
We note that this estimate of the stellar fraction neglects the contribution of intracluster light (ICL) to the stellar content of dark-matter halos. Intracluster light is usually found to contribute to a fraction of the total stellar mass of galaxy clusters (20−30%, e.g. Zibetti et al. 2005; Gonzalez et al. 2007; Budzynski et al. 2014) , so including this component would not significantly change the baryon budget. Therefore, the baryon fraction The cyan data points show the measurements obtained for the XXL-100-GC sample in three temperature bins (see Table 1 ), compared to literature measurements at different redshifts (z ∼ 0.3, Leauthaud et al. (2012, green) ; z ∼ 0.8, Coupon et al. (2015, blue) ). The WMAP9 cosmic baryon fraction is displayed in the grey shaded area, whereas the dashed magenta line indicates the cosmic baryon fraction corrected by the depletion factor Y b = 0.85 at r 500 (Planelles et al. 2013 ).
of XXL clusters only represents about half of the expected value, even when the total stellar content is accounted for.
Gas distribution
We investigated the distribution of intracluster gas using the PSF-corrected gas density profiles extracted following the method described in Sect. 2.4 (see Fig. 1 ). We divided our sample into four temperature (and hence, mass) bins (T 300kpc < 2 keV; 2 < T 300kpc < 3 keV; 3 < T 300kpc < 4 keV; T 300kpc > 4 keV) and computed the mean gas density profile in each bin. To estimate the uncertainties in the mean profiles, for each subsample we performed 10 4 bootstrap samplings of the population and computed the mean and standard deviation of the bootstrap samples. In addition to the statistical uncertainties, this method takes the intrinsic scatter in the population into account.
The mean gas density profiles are shown in Fig. 8 , scaled according to the self-similar expectation. We observe significant differences between the various temperature bins, with a general trend of higher gas density in the central regions for massive clusters than for groups. This trend provides a clear confirmation of the dependence of the gas fraction on mass, since the gas fraction can be computed directly by integrating the self-similar scaled gas density profile (see Appendix D in Eckert et al. 2012) .
We note clear differences in the shape of the gas density profiles between the various samples. While at high mass the mean profile shows a cored behaviour and a relatively steep outer gradient, as usually inferred for massive clusters (see e.g. Mohr et al. 1999; Ettori & Fabian 1999; Eckert et al. 2012) , galaxy groups exhibit a cuspy profile and a flatter outer slope, in agreement with previous studies (e.g. Helsdon & Ponman 2000; Sun et al. 2009 ). Interestingly, the gas density at r 500,MT appears to be roughly independent of cluster mass (see also Sun 2012) . This effect could indicate a mass dependence of entropy injection by AGN feedback, which would lead to a more pronounced expansion of the gas atmosphere in low-mass systems (e.g. Ponman et al. 1999 ). Such differences would gradually disappear in cluster outskirts. Fig. 8 . Mean self-similar scaled ion density profiles for the XXL-100-GC sample for four different temperature bins (T 300kpc < 2 keV, blue; 2 < T 300kpc < 3 keV, yellow; 3 < T 300kpc < 4 keV, green; T 300kpc > 4 keV, red). The uncertainties in the mean were computed using 10 4 bootstrap samplings of the populations. The bottom panel shows the ratio of the mean gas density profiles to the high-temperature bin.
Discussion
As shown in Sect. 4.2 and highlighted in Fig. 7 , our results are in substantial tension with the Universal baryon fraction within r 500,MT . Here we review the possible explanations for this result, both physical and instrumental.
Systematic uncertainties
X-ray measurements
We investigated whether the subtraction of the background could have a significant impact on our gas mass measurements. Indeed, a systematic overestimation of the XMM-Newton background level would lower the observed surface brightness and bias the recovered gas mass low. In the soft band, residual soft protons can typically affect the measured background by ∼ 20% (Leccardi & Molendi 2008b; Kuntz & Snowden 2008) . To investigate the impact of such an uncertainty on our measurements, we decreased the measured background level by 20% when computing the emission measure and recalculated the gas masses. The resulting gas masses are only mildly affected by such a change, with typical differences at the 5% level.
A further source of systematic uncertainty is the conversion between count rate and emission measure, which depends on the temperature and metallicity of the plasma. For gas temperatures exceeding 1.5 keV (83 systems out of 95), the soft-band emissivity depends very weakly on temperature (∼ 3% uncertainty) and the overall emissivity is dominated by the continuum, thus the metallicity does not play an important role. For the coolest systems, however, line emission and the position of the bremsstrahlung cut-off have a significant impact on the softband emissivity (see the discussion by Lovisari et al. 2015) . We estimate from the dependence of the cooling function on temperature and metal abundance that this effect can have an impact as large as 30% on the soft-band emissivity, which translates into an uncertainty of 15% on the gas density and gas mass. To estimate the impact of this systematic uncertainty on the gas fraction, we varied the gas masses of the systems with T 300kpc < 1.5 keV by ±15% and fitted again the M gas − T relation. We found that the slope of the relation varies in the range 1.92-2.11. The effect on the gas fraction is less than the statistical uncertainties in the entire mass range.
Our test of the gas mass measurement method using the cosmo-OWLS simulations (Sect. 2.5) shows that our method is able to reconstruct the 3D gas mass with no bias and little intrinsic scatter (see Fig. 2 ), provided that the value of r 500 used to integrate the gas density profile is accurate. Since the uncertainties in r 500,MT were propagated to the gas mass (see Sect. 2.4), we conclude that potential systematics in the gas mass cannot reconcile our f gas measurements with the cosmological value. In addition, the excellent agreement observed between the M gas − T relation measured here and results from the literature (see Fig.  3 ) indicates that our measurements of the gas temperature are in line with other samples.
Comparison between X-ray and Sunyaev-Zeldovich measurements
To cross-check our XMM-Newton Y X,500 measurements, we extracted measurements of the Sunyaev-Zeldovich (SZ) flux Y 500 from Planck. This constitutes a powerful further check, since Xray and SZ provide a measurement of the same physical quantity using two completely independent techniques. We extracted Y 500 for each object of our sample following the method used in Planck Collaboration X (2011); Planck Collaboration XII (2011); Planck Collaboration XI (2013). Namely, we adopted the SZ profile from Arnaud et al. (2010) and applied multifrequency matched filters (Melin et al. 2006) scaled to the radii r 500,MT given in Table A .1 at the positions of the clusters. Unfortunately, only four clusters were detected individually by Planck at S /N > 3 (XLSSC 003, XLSSC 060, XLSSC 091, XLSSC 509). We thus computed the inverse-variance weighted average of our X-ray and SZ signals in 8 regularly log-spaced Y X,500 bins. For each Y X,500 , the individual variance is taken as the mean of the square of the upper and lower errors given in Table A.1. The Y X,500 values are then converted into Mpc 2 adopting The inset presents the same data points in the lin-log plane to show also the low Y X,500 bins. The numerical values and error bars for the 8 points are given in Table 2. the factor C XSZ = 1.416 × 10 −19 Mpc 2 M keV (Arnaud et al. 2010) . We averaged the SZ flux similarly in the same Y X,500 bins. In Table 2 we give the resulting binned Y X,500 and Y 500 , and associated errors.
The results presented in Table 2 are shown in Fig. 9 . In this Figure, we show the expected relation (Y 500 = 0.924Y X,500 ) from the REXCESS sample (Eq. 19 of Arnaud et al. 2010 ) and the one-to-one relation. We can see that the values of Y 500 measured by Planck agree with the values of Y X,500 obtained with XMMNewton. This provides an important additional test showing that X-ray gas mass measurements are not subject to significant systematic uncertainties. In light of these results, we conclude that the XXL galaxy cluster population does not appear to differ from other X-ray selected cluster samples.
Weak-lensing measurements
An alternative possibility is that the weak-lensing calibrated M − T relation used here and presented in Paper IV is biased high. For a discussion of the various systematic uncertainties affecting these measurements, we refer to Paper IV. We note, however, that our M − T relation for XXL clusters agrees with the results of Kettula et al. (2015) combining CCCP, COSMOS and CFHTLS mass measurements. Therefore, any bias in our weaklensing measurements would affect as well these other data sets, and the low gas fraction observed here should be a generic consequence of current weak-lensing mass calibrations.
A generalised hydrostatic bias?
The results presented in Fig. 4 clearly show a substantial tension between the gas fraction (and, in turn, baryon fraction) of the XXL-100-GC clusters with our weak-lensing mass calibration and the existing results based on hydrostatic masses. The straightforward interpretation is that the studies based on hydrostatic masses are biased low by the presence of a significant non-thermal pressure, which would result in an overestimated gas fraction. The effect of the mass bias on the f gas − M plane is twofold. Obviously, when increasing the total mass the average gas fraction goes down by the same amount. On top of that, the increase in the total mass shifts the curve to the right, which given the gradient in the f gas − M plane decreases the gas fraction at fixed mass further. On the other hand, the decrease of the gas fraction is mitigated by a slight increase in M gas,500 following from the increase in integration radius. This effect is however mild, since the slope of the gas density profile at r 500,MT is steep 4 . By comparing the XXL-100-GC measurement with hydrostatic-based relations, we can work out the mean hydrostatic bias and its mass dependence required to match the two curves. To estimate the bias and its mass dependence, we took the measurement of Ettori (2015) as a reference point, since it includes the largest sample of hydrostatic mass measurements, and expressed the bias as a power law,
In Fig. 10 we show the two measurements and the bias required to reconcile the two measurements. By matching the two relations, we find b 0 = 0.28
+0.07
−0.08 and α = 0.02
+0.10
−0.09 . Therefore, in case the discrepancy between weak-lensing and hydrostatic-based measurements comes from a generalised hydrostatic bias, we are observing a roughly mass-independent hydrostatic bias of 30%, which is consistent with the offset between hydrostatic and lensing-based M − T relations in the literature (see Fig. 8 of Paper IV). This result directly translates into significant differences in the inferred gas fraction. As a further check, we recomputed the gas mass and gas fraction using the M − T relations of Sun et al. (2009) and Lovisari et al. (2015) and compared the resulting f gas − M relation for XXL clusters with the results of these studies. The recovered gas fraction agrees well with the original measurements (see Appendix E). Therefore, we conclude that the low gas fractions reported here are a direct consequence of the increased halo masses obtained through weak lensing.
Comparison with previous measurements
Numerical simulations predict that the bias in hydrostatic masses induced by the presence of non-thermal energy is of the order of ∼ 15% on average (e.g. Rasia et al. 2004; Nagai et al. 2007; Nelson et al. 2012) . The bias could be as high as 30% in case the temperature structure in the ICM is strongly inhomogeneous (Rasia et al. 2006 clusters was found to agree with the mass-weighted temperature (Frank et al. 2013 ). The bias 1 − b = 0.72
+0.08
−0.07 recovered above is definitely on the high side of the expectations from numerical simulations. On the other hand, this value is in line with a number of recent weak-lensing measurements, such as Weighing the Giants (WtG, von der Linden et al. 2014b) and CCCP (Hoekstra et al. 2015). presented weak-lensing mass measurements for the LoCuSS sample and found results ∼ 10% lower than WtG, but in good agreement with CCCP and CLASH (Donahue et al. 2014) . While WtG and CCCP indicate a bias of the order of 20-30% in the mass calibration adopted by the Planck team (Planck Collaboration XI 2011), Smith et al. (2015) showed that the LoCuSS data are consistent with no bias, depending on the method adopted to compute the sample average. No consensus has thus been reached on the true value of the hydrostatic bias (see also Sereno & Ettori 2015; Applegate et al. 2015) . We remark that the Planck calibration, which serves as a benchmark for the measurement of the hydrostatic bias in the studies discussed here, is consistent with our calibration of the hydrostatic f gas − M relation (see Fig. 1 of Ettori 2015) .
As a word of caution, we note that systematic differences have been reported in the literature between hydrostatic masses extracted by different groups and different instruments (Rozo et al. 2014; Donahue et al. 2014 ). Since our calculation relies on a benchmark hydrostatic f gas − M relation, the recovered hydrostatic bias certainly depends on the adopted hydrostatic relation. The relation derived by Ettori (2015) is based on a large compilation of hydrostatic measurements (94 systems) obtained by several groups and several instruments. Therefore, it likely summarises our current knowledge of hydrostatic gas fraction measurements. Moreover, the XXL-100-GC sample is comprised mainly of galaxy groups and poor clusters in the temperature range 2-5 keV, for which the systematic uncertainties associated with the temperature measurements are much less important than for massive clusters (Nevalainen et al. 2010; Schellenberger et al. 2015) . Nevertheless, systematic uncertainties in the adopted hydrostatic relation cannot be excluded.
Using the WtG weak-lensing mass calibration (von der Linden et al. 2014a), Mantz et al. (2015) derived a mean gas fraction of ∼ 0.11 at r 500 . This value is slightly lower than the hydrostatic-based calibrations discussed above, but higher than what is measured here. Given that the WtG clusters are more massive (M 500 > 6 × 10 14 M ) than for XXL-100-GC, the two studies are broadly consistent, although less so than one would naively expect from the similarity of the 1 − b values derived in this work and from the direct comparison of WtG and Planck masses (von der Linden et al. 2014b).
Comparison with numerical simulations
The gas fraction of 5.5% for 10 14 M systems estimated here indicates that, once the stellar fraction is taken into account, even at the high-mass end the baryon fraction within r 500,MT falls short of the Universal baryon fraction by a factor of two. As shown in the recent paper by Sembolini et al. (2015) , which presents the comparison between gas properties in a dozen different flavors of non-radiative numerical simulations, such a result cannot be explained by gravitational or hydrodynamical effects. Baryonic physics, and in particular feedback effects, must therefore be invoked to explain such a low gas fraction.
We compared our results with the predictions of the cosmo-OWLS simulations McCarthy et al. 2014) , which is a large suite of hydrodynamical simulations (an extension of the OverWhelmingly Large Simulations, OWLS, project of Schaye et al. 2010) utilising the smoothed particle hydrodynamics (SPH) code GADGET-3 (Springel 2005) . This set of simulations includes several runs with different gas physics (see Table  1 of Le Brun et al. 2014, for details): i) a purely hydrodynamic run neglecting the effects of baryonic physics (hereafter NO-COOL); ii) a run including gas cooling, star formation and feedback from supernovae (hereafter REF); iii) three runs including AGN feedback. In the latter case, AGN feedback was modelled using the Booth & Schaye (2009) model, where a fraction of the accreted rest mass energy is used to increase the temperature of neighbouring gas particles by an amount ∆T heat . The black holes store up accretion energy in a reservoir until it is sufficient to heat neighbouring gas by ∆T heat . The three runs considered here include a deposited temperature ∆T heat of 10 8 K (hereafter AGN-8.0), 10 8.5 K (AGN-8.5), and 10 8.7 K (AGN-8.7 ). An increase in ∆T heat will in general lead to more bursty (and energetic) feedback, as more time is required between feedback events to store up sufficient energy to heat the gas to a higher value of ∆T heat .
In the left-hand panel of Fig. 11 we show the comparison in the f gas − M plane between the XXL-100-GC curve and the results of the various cosmo-OWLS runs. As expected, the nonradiative run (NOCOOL) largely overestimates the observed gas fraction, since in this case the baryons condensate into darkmatter halos but do not form stars. The REF run is consistent with the observations at high mass but overestimates the gas fraction in the group regime. However, because of the absence of AGN feedback this run is affected by the usual "cooling catastrophe", which results in a stellar fraction much above the observed one. The curves providing the best match to the data are the AGN-8.5 and AGN-8.7 runs. In these cases, AGN drive energetic outflows from the progenitor groups and clusters (typically at z ∼ 2 − 3, corresponding to the peak of the cosmic black hole accretion rate density) which are not efficiently recaptured later on, resulting in groups and clusters with lower than Universal baryon fractions within r 500 (see McCarthy et al. 2011) . We note, however, that these models predict a steeper trend of increasing f gas with halo mass compared to the data, which could be reproduced by invoking a mass dependence of the deposited heat ∆T heat , although the different selection procedure for ob- . The grey shaded area shows the WMAP9 cosmic baryon fraction. Right panel: Gas mass within 500 kpc as a function of the temperature inside 300 kpc for the XXL-100-GC sample (black points) compared to cosmo-OWLS simulations (same colour code). The red dashed curve and shaded area show the best fit to the data with a power law and its error envelope.
served and simulated halos may play a role here. Therefore, if the results obtained in XXL-100-GC using weak-lensing calibration are to be trusted, our measurements favour the most extreme AGN feedback schemes tested in this work.
Interestingly, the AGN-8.0 model systematically overestimates the measured gas fraction. This run was found to provide the best match to hydrostatic-based gas fraction measurements and to X-ray-only proxies, such as the gas density and entropy profiles (see Le Brun et al. 2014) . Conversely, in Le Brun et al.
(2014) the AGN-8.5 and (particularly) AGN-8.7 models were strongly disfavoured by X-ray-only proxies, in particular the gas entropy. Indeed, a strong AGN feedback leads to a substantial entropy injection in the surrounding ICM (Gaspari 2015) , in excess of what is observed in local galaxy groups (e.g. Ponman et al. 1999; Sun et al. 2009 ). As a further test, we made the comparison between the M gas − T relation measured here and the results of the runs including various gas physics. In the righthand panel of Fig. 11 we show the gas mass measured within a fixed physical radius of 500 kpc as a function of the temperature inside a 300 kpc radius. The XXL-100-GC data points are compared to the simulation results obtained in the same physical regions. In agreement with Le Brun et al. (2014), we find that the AGN-8.0 run closely reproduces the observed M gas − T data, confirming that X-ray measurements prefer a mild entropy injection by AGN feedback. Conversely, the AGN-8.5 and AGN-8.7 schemes provide an excessive heating to the gas, which leads to an overestimate of the temperature at fixed gas mass compared to real systems. We emphasize that because of the use of fixed physical apertures this result is independent of any scaling relation.
To summarise, we conclude that AGN feedback alone as is implemented in current numerical simulations cannot reproduce consistently the lensing-based f gas − M relation and the thermodynamical properties of the ICM, which challenges our understanding of the ICM. This tension would be mitigated in case the weak-lensing mass calibration used here is biased high.
Implications for cosmology
Recently, the final results from the Planck mission have been released, providing benchmark cosmological constraints through the CMB power spectrum (Planck Collaboration XIII 2015) and the number counts of SZ sources (Planck Collaboration XXIV 2015). The Planck team noted a tension between the results obtained with the two techniques, cluster counts preferring systematically lower values of σ 8 and Ω m than expected from the CMB power spectrum. To alleviate this issue, two possible interpretations were put forward. The two measurements could be reconciled for a neutrino mass in the range m ν ∼ 0.2 eV since massive neutrinos induce an additional pressure term that would delay the formation of massive structures. Alternatively, this effect could be explained by a strong bias (1 − b = 0.58 ± 0.04) in the mass calibration used by the Planck team for the analysis of the SZ cluster counts, which is based on hydrostatic masses.
The results presented here clearly highlight the tension that a strong hydrostatic bias implies on the baryon fraction (see Fig. 10 ). Since our reference hydrostatic masses agree with the Planck mass calibration (see Sect. 5.3), a mass bias in the range 1 − b = 0.58 would translate into an even lower baryon fraction than is measured here. Such a bias would imply f gas,500 ∼ 0.06 in 10 15 M halos, which would pose a considerable challenge for our understanding of cluster physics and evolution. Even the most extreme feedback schemes adopted in numerical simulations would fail to reproduce such characteristics (see Sect. 5.4), even though such models have trouble reproducing the global properties of galaxy clusters. Therefore, the results presented here argue against the strong hydrostatic bias implied by Planck primary CMB. A satisfactory solution to the Planck CMB/SZ discrepancy must therefore be able to explain at the same time the baryon fraction of high-mass halos.
Conclusion
In this paper, we have presented a study of the baryon budget of dark-matter halos in the mass range 10 13 − 10 15 M using the sample of the 100 brightest clusters discovered in the XXL Survey. Our main results can be summarised as follows:
-We developed a method to measure the gas mass from XXL Survey data (Sect. 2.4). The method was calibrated using mock X-ray images drawn from cosmological simulations and was found to reproduce the true gas mass with excellent accuracy (see Fig. 2 ). The gas mass measurements for all the clusters in the XXL-100-GC sample are provided in Table A .1. We also provide measurements of Y X,500 = T 300kpc × M gas,500 , which were found to agree well with the stacked Planck SZ flux.
-The scaling relation between the gas mass within r 500,MT and the spectroscopic X-ray temperature is very tight and significantly steeper than the self-similar prediction (see Fig. 3 ), in excellent agreement with previous measurements (Arnaud et al. 2007 ). We recovered the relation between hot gas fraction and halo mass within r 500,MT by combining our M gas − T relation with the M WL − T relation based on an internal mass calibration using weak gravitational lensing (see Paper IV). The recovered relation reads −0.10 .
-We measured a mass-independent stellar fraction of ∼ 1% in XXL clusters, which agrees with previous measurements (Leauthaud et al. 2012; Coupon et al. 2015) . Therefore, even when including the stellar mass fraction our baryon fraction measurement falls short of the cosmic value by about a factor of two ( f bar,500 = 0.067 ± 0.008 in 10 14 M halos).
-Comparing our best-fit f gas − M relation with results from the literature based on hydrostatic masses, we found that our weak-lensing based gas fraction is significantly lower than previous hydrostatic measurements (Fig. 4) . The tension is particularly important around 10 14 M , where the bulk of XXL-100-GC systems lies. The two methods can be reconciled by considering a roughly mass-independent hydrostatic bias 1 − b = M X /M WL = 0.72 +0.08 −0.07 . This value is on the high side of the expectations of numerical simulations (Rasia et al. 2004; Nagai et al. 2007) ; however, it is consistent with recent studies such as WtG (von der Linden et al. 2014b) and CCCP (Hoekstra et al. 2015) . Therefore, the low gas fraction observed here directly follows from the higher masses obtained through weak lensing.
-We compared our f gas − M relation with the predictions of cosmological simulations using different gas physics (cosmo-OWLS, Le Brun et al. 2014). We found that our results favour extreme AGN feedback schemes in which a large fraction of the baryons is expelled from the potential well of dark matter halos. Such models are, however, in tension with X-ray-only proxies such as the gas density and entropy profiles and are not able to reproduce the relation between gas mass and temperature of XXL clusters. Therefore, the results presented here are challenging for current numerical simulations, and reconciling the observed gas fraction with the predictions would require that weak-lensing masses be systematically overestimated.
-A mass bias 1 − b = 0.58 ± 0.04, which is required to reconcile Planck cluster counts with primary CMB, would further exacerbate the tension between f bar and the cosmological value, which would challenge our understanding of cluster physics. Therefore, a satisfactory solution to the tension between CMB and cluster counts must also simultaneously explain the low baryon fraction measured here for massive halos. Column description: 1. Cluster name. The clusters marked with an asterisk were used for the stellar fraction analysis (see Sect. 3); 2. Cluster redshift (Paper II); 3. X-ray temperature within 300 kpc aperture (Paper III); 4. r 500,MT estimated using the XXL M WL − T relation (Paper IV); 5. Gas mass within r 500,MT (this work); 6. Integrated Compton parameter Y X,500 within r 500,MT (this work); 7. Hot gas fraction within r 500,MT (this work). where r c,i is expressed in physical units. Naturally, this method can be generalised to any type of base functions, given the problem of interest. In the particular case of galaxy cluster emissivity profiles, the choice of King functions is easily justified.
In Fig. B .1 we show a test of this method on simulated data. Specifically, we simulated an XMM-Newton pointing with an extended source with a random radius-dependent slope and extracted the surface-brightness profile from the image. The simulated surface-brightness profile was then fit with Eq. B.1 (red curve). The dashed curves indicate the contribution of each component to the model. We applied the technique described here by including one King component for each set of four data points. The total model thus has N/2 parameters, where N is the number of data points in the emission-measure profile. The core radius of each component was fixed to the median radius of the corresponding block of data points. This choice allows a very large freedom to the fitted function and is sufficient to fit adequately any surface-brightness profile, provided that the following priors are verified: i) the gas density is smooth and decreases monotonically with radius and ii) the gas density is always ≥ 0. The former condition should be valid if the point sources and neighbouring clusters are properly excised, while the latter is always valid as long as the subtraction of the background is correct. Therefore, this approach combines the rigorous approach of forward fitting with weak priors on the cluster density profile.
Appendix C: Modelling the XMM-Newton PSF
Since high-redshift clusters are only slightly extended for XMMNewton, an accurate modelling of the instrument's point-spread function (PSF) is required to give a realistic estimate of the gas density profile, and hence gas mass. The observed image is given by the 2D convolution of the original image with the instrumental PSF. Performing such a convolution directly is timeconsuming since it requires computing a triple integral on the . The value P i, j gives the probability that a photon originating from bin j is detected in bin i.
fly. Thus, fitting a surface-brightness model accounting for PSF convolution is lengthy and numerically difficult.
To alleviate this problem, we take advantage of the finite binning of the surface-brightness profile to turn the continuous problem into a discrete one. For a given radial binning {r i } N i=1 we assume that in each bin the surface brightness is approximately constant, which is a reasonable approximation for a bin width of 8 arcsec. Then we define a convolution matrix P such that P i, j = Prob( j → i), (C.1)
i.e. P i, j is the probability that a photon originating from bin j is detected in bin i. The matrix is normalised such that 
