In this paper several results on analytic diameters and analytic centers are obtained. We show that the extremal function for analytic diameter is unique and that there exist compact sets with many analytic centers. We answer negatively several problems posed by F. Miinsker.
Introduction. In the theory of functions in the complex plane, many capacitytype set functions are defined in order to measure the size of sets. The notions of analytic diameter and analytic center were first introduced by Vitushkin [13] , [14] in the way of developing his beautiful theory of rational approximation. Recently F. Minsker [9] obtained their several properties and posed in the last part of his paper [9, p. 93] open problems on them. In this paper we investigate certain properties of the extremal function for the problem of analytic diameters and construct instructive examples, most of which offer negative answers to Minsker's problems.
In § 1 we list the definitions and the notation which we use throughout this paper. In §2 we state preliminary known results as a series of lemmas. In §3 we derive a property of the extremal function, and as a corollary we show that the extremal function is unique. In §4 we consider the case where the compact set consists of finitely many continua. In §5 we give examples, most of which serve as counterexamples to Minsker's problems. The analytic capacity y(K) of K is defined by
It is well known that there exists a unique extremal function /0 G &(K) with /¿(oo) = y(K), which is called the Ahlfors function of K [l]- [4] , [7] , [8] .
Any function/analytic at oo can be expressed in the form
for an arbitrary complex number z0. Here ß(f, zß is given by ß(f> Z°) = ¿ f f^^z -zo) ¿z W for sufficiently large B > 0. A simple calculation shows ß(/ *,) = ß(f, zß + (z0 -z,)/'(oo)
for arbitrary complex numbers z0 and zx. For each compact set K with y(K) > 0, define
Using (5), we easily see that
in particular, ß(K, z) is a continuous function of z, and that
Z-»00
(see [5] , [9] ). If y(K) = 0 define ß(K, z) = 0 for every complex number z. The analytic diameter ß(K) of AT is defined by
z Any point w for which ß(K) = ß(K, w) is called the analytic center of K, and we denote by c(K) the set of all analytic centers of K. From (7) and (8), we easily see that c(K) is a nonempty compact set.
It is well known that if y(K) > 0, then for every complex number z there exists a unique function/ G &(K) which takes the supremum in (6) , that is,
[3], [4] , [8] . We call such a function the z-extremal function and denote it by/. Any z-extremal function with z G c(K) is called the ß-extremal function. In §3 it is proved that the ß-extremal function is unique while c(K) can contain more than one point. The ß-extremal function is denoted by/,. Since all concepts defined above remain unchanged if we add to K the relatively compact components of Kc, throughout this paper we assume that Kc has no relatively compact components.
2. Preliminary lemmas. In this section we state several results on analytic diameters and analytic centers as a series of lemmas. Lemma 1 states their dependence on conformai maps. 
where by c(Kx) + a0 we denote the set {w + a0: w E c(Kx)).
from which (12) and (13) follow.
Lemma 2. / converges to fw on every compact subset of D(K) as z -^>w.
Proof. The lemma follows from a routine normal family argument. Lemma 5. If K is a continuum which contains more than one point, then
and c(K) is a singleton which is contained in the convex hull of K.
For the proofs of Lemmas 4 and 5 see [9, pp. 87-88].
3. Uniqueness of the ß-extremal function. In this section we prove several results which hold for general compact sets. Proof. By definition we see that /, = / for some z G c(K). Using (5), (6) and (9), we have
for every complex number w. Therefore we see
Comparing the real part of (18), we obtain
Write w -z = re'9; then (19) becomes
Re e'*/;(oo) < 0.
By letting r -> 0, we obtain Re e'9f;(oo) < 0,
since f¿(oo) ->/2'(oo) as w -^ z by Lemma 2. Since (21) holds for every real number 9, we see/'(oo) = 0 as desired.
Corollary.
There exists a unique ß-extremal function.
Proof. Let z, w E c(K); all we must show is/ = fw. By the theorem, we see
By (6) and (9) we see
Therefore we obtain
which means that/^ is the z-extremal function, i.e./ = fw. Next we give a rough estimate of the diameter of c(K), which may be improved to a certain degree.
Theorem 2. diam c(K) < 2ß(K).
Proof. Let Zj E c(K) for 7 =1,2, and/0 be the Ahlfors function; then using (6) we see
By (5), we obtain \zx -z2\ < 2ß(K),
since/ó(oo) = y(K) by (2). 4 . Finitely many continua. In this section we consider the case where K consists of a finite number of mutually disjoint continua each of which contains more than one point. Making use of auxiliary conformai maps together with Lemma 1, if necessary, we may assume that the boundary dK of K consists of mutually disjoint analytic Jordan curves. Let m denote the connectivity of D(K), which coincides with the number of the continua since we assumed that Kc has no relatively compact components. Throughout this section we assume that D(K) is a domain bounded by m mutually disjoint analytic Jordan curves.
If A is a meromorphic function or differential on D, then by Z(h) and P(h) we denote the number of zeros and poles, respectively, on D counting multiplicities, except that those on 37) are counted according to half their multiplicities. The following theorem corresponds to Corollary 9.6 of [6] . 
By (27) and (28) we see f Äz)( -(z -zß dz -dp(z)) = 0 (30) J¡K \ lm I for every/ G 6E(AT). Therefore, by F. and M. Riesz's theorem (see, for example, [6] or [11] ), there is a function g E HX(D) with g(oo) = 0 such that 
lm J3K
and hence
almost everywhere along dK, and lAtol-I
almost everywhere on 9AT. Therefore it is seen that /, and g are both analytically continued across dK and (34) and (35) hold everywhere (see [11, p. 60] ). Using the argument principle, we see by (35),
and by (34),
Therefore we see
since P(fx(z -z0 -g) dz) = 1. Combining (36) and (38), we have proved the theorem.
Theorem 4. c(K) contains more than one point if and only if there exists a nonconstant analytic differential to on D which is real along dK and which has the same zeros in D -{oo) as fx with multiplicities taken into account.
Proof. Suppose that c(K) contains more than one point. Let z (/ = 1, 2) be two different analytic centers of K and gj be a corresponding Hx function, respectively, which we defined in the proof of Theorem 3. Define co = (l/i)fx(z)(zx -z2-gx(z) + g2(z)) dz.
Then, by using (34), we easily see that to satisfies the required conditions. For the converse suppose that there exists such an to as mentioned in the theorem. Let z0 G c(K) and g be a corresponding 77 ' function as above. Set a = (l//)/,(z)(z-z0-g(z))¿z.
Then a is a meromorphic differential on D which is nonnegative along dK. By (37) we see
Since/, has no zeroes on dK by (35), we see from (34) and (41) that a has at most one double zero on dK. If a has a double zero on dK, let Tk be the component of dK on which the zero lies. Then a is nonnegative along Tk and positive along dK -Tk. Since Z(co) = m -2, u has no zeros on dK. If necessary, by considering -to we may assume that co is positive along Tk. If a has no zeros on dK, then a is positive along dK. Therefore, in both cases, we see that for a sufficiently small positive number e a + eco > 0 (42) along dK. Since co has no zero at oo, co is expanded about oo as follows: 
This means/, is the z,-extremal function, i.e. z, G c(K).
Corollary. If Z(fx) = m + I, then K has the unique analytic center.
Proof. Suppose that c(K) contains more than one point. Then by the theorem there exists a nonconstant analytic differential co on D which is real along 3D and which has the same zeros as/, in D -{oo}. In particular, we see Z(co) = m -I. But it is well known that any analytic differential co on D which is real along dK satisfies Z(co) = m -2. This is a contradiction.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use for some real number t. Then we obtain
by comparing the coefficients. This means that c(K) is either a singleton or a line segment.
Theorem 6. If m > 2, then ß(K) > y(K).
Proof. By Lemma 3, ß(K) > y(K), so assume ß(K) = y(K). Let z G c(K); then 5. Examples. In this section we give several examples which show that various cases considered in the previous section actually happen.
In Example 1, we give a method of evaluating the analytic diameter ß(K) when K is a simple symmetric compact set on a line. 
From (54) and (55) we see that g is the ß-extremal function, i.e. g = /" and that
By Pommerenke's theorem [10] , we see that y(K) = (b-a)/2 and y(K2) = (b2 -a2)/4.
Hence, by (56), we obtain the desired result ß(K) = (a + 6)/2.
Next we examine the set c(K) of the analytic centers of K. By (52) we see that/, has no zeros in D except the double zero at oo. Therefore every analytic differential on D which is real along dK satisfies the conditions mentioned in Theorem 4. Since it is well known that such nonconstant differentials exist, we see that c(K) is not a singleton by Theorem 4. Moreover we easily see
for some 8 > 0, since it is known by symmetry that every analytic differential which is real along dK has a purely imaginary coefficient of z ~2 dz about oo. Remark. Example 1 shows that ß is not monotone as a set function. This offers a negative answer to Minsker's problem [9, Problem (2), p. 93]. 
where G*(z, oo) denotes the harmonic conjugate of G(z, oo), which is multivalued in D. Since/,(z) must be single-valued, we see that (ii) Let K = {rei(2/yúm: a < r < b, j = 0, I, 2) be a star-like compact set. Then Z(fx) = 3 but c(K) = {0}.
Proof, (i) By symmetry and the uniqueness of the ß-extremal function we easily see that/,(z) = fi(-z) from which Z(/,) = 4 follows by using Theorem 3.
(ii) Similarly we see fx(ei(2/3>z) = e'W3)"fx(z) and Z(/,) = 3. Using Lemma 4 and Theorem 5, we obtain c(K) = {0}. 6. Concluding remarks. We do not know whether there exists any compact set K with m =£ 2, 4 for which c(K) contains more than one point. In particular we know almost nothing about c(K) when K has infinitely many components. In this paper we answered negatively three of Minsker's problems by offering counterexamples. Minsker's fourth problem, which asks whether c(K) is contained in the convex hull of K, is still open.
