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Re´sume´
Les CSPs fournissent un cadre puissant pour la re-
pre´sentation de proble`mes tre`s divers. La difficulte´ est
que la plupart des requeˆtes associe´es aux CSPs sont
NP-difficiles, mais doivent dans certains contextes eˆtre
traite´es « en ligne ». C’est pour cette raison que les dia-
grammes de de´cision multivalue´s (MDDs) ont e´te´ pro-
pose´s pour la compilation de CSPs.
Cet article dresse une carte de compilation des
MDDs, dans l’esprit de la carte de la famille des NNFs
de Darwiche et Marquis, en analysant les MDDs selon
leur compacite´ et les requeˆtes et transformations qu’ils
supportent en temps polynomial. Les MDDs de´termi-
nistes et ordonne´s ge´ne´ralisant les diagrammes de de´-
cision binaire ordonne´s a` des variables non-boole´ennes,
le fait que leurs proprie´te´s soient similaires n’est pas
surprenant. Cependant, notre e´tude met en avant l’in-
te´reˆt des MDDs ordonne´s non-de´terministes : restreint
aux variables boole´ennes, ce fragment est strictement
plus compact que ceux des OBDDs et des DNFs, et ad-
met des performances proches de celles des DNNFs. La
comparaison aux MDDs classiques montre que relaˆcher
la contrainte du de´terminisme ame´liore la compacite´ et
permet a` plus de transformations d’eˆtre supporte´es en
temps polynomial. Des expe´riences sur des proble`mes
ale´atoires confirment le gain en compacite´.
Abstract
CSPs offer a powerful framework for representing a
great variety of problems. The difficulty is that most
of the requests associated with CSPs are NP-hard. As
∗Cet article est la traduction de « Compiling CSPs: A Com-
plexity Map of (Non-Deterministic) Multivalued Decision Dia-
grams », paru dans les actes d’ICTAI 2012 [2]. Les travaux ont
e´te´ partiellement finance´s par l’ANR dans le cadre du projet
BR4CP (ANR-11-BS02-008).
these requests must be addressed online, Multivalued
Decision Diagrams (MDDs) have been proposed as a
way to compile CSPs.
In the present paper, we draw a compilation map of
MDDs, in the spirit of the NNF compilation map, analy-
zing MDDs according to their succinctness and to their
polytime transformations and queries. Deterministic or-
dered MDDs are a generalization of ordered binary de-
cision diagrams to non-Boolean domains : unsurprisin-
gly, they have similar capabilities. More interestingly, our
study puts forward the interest of non-deterministic or-
dered MDDs : when restricted to Boolean domains, this
fragment captures OBDD and DNF as proper subsets and
has performances close to those of DNNF. The compari-
son to classical, deterministic MDDs shows that relaxing
the determinism requirement leads to an increase in suc-
cinctness and allows more transformations to be satisfied
in polytime (typically, the disjunctive ones). Experiments
on random problems confirm the gain in succinctness.
1 Introduction
Le cadre tre`s puissant des proble`mes de satisfaction
de contraintes (CSPs) permet de repre´senter des pro-
ble`mes tre`s varie´s. Un CSP peut faire l’objet de re-
queˆtes de diffe´rentes sortes, telles que la classique ex-
traction d’une solution, mais aussi l’exigence de cohe´-
rence des domaines, l’ajout dynamique de nouvelles
contraintes, le comptage de solutions, et meˆme des
combinaisons de ces requeˆtes. Ainsi, la re´solution in-
teractive d’un proble`me de configuration de produit se
rame`ne a` l’ajout successif de contraintes unaires tout
en maintenant la cohe´rence forte.
La plupart de ces requeˆtes sont NP-difficiles ; elles
doivent pourtant eˆtre parfois effectue´es en ligne. Pour
re´soudre cette contradiction, une possibilite´ consiste
a` repre´senter l’ensemble des solutions du CSP par un
diagramme de de´cision multivalue´ (MDD) [14, 10, 5],
c’est-a`-dire un graphe dont chaque nœud est e´tiquete´
par une variable et chaque arc repre´sente l’instancia-
tion d’une variable. Dans de tels diagrammes, chaque
chemin depuis la racine jusqu’au puits repre´sente une
solution du CSP. Sur un MDD, diverses ope´rations
— dont celles pre´ce´demment cite´es — peuvent eˆtre
effectue´es en temps polynomial en la taille du dia-
gramme ; cette taille peut the´oriquement eˆtre exponen-
tiellement plus grande que celle du CSP d’origine, mais
reste raisonnable en pratique dans beaucoup d’appli-
cations. En effet, les MDDs tirent parti de leur struc-
ture de graphe et de l’interchangeabilite´ (condition-
nelle) des valeurs du CSP pour gagner de l’espace
en fusionnant les sous-proble`mes identiques. Les dia-
grammes de de´cision ont e´te´ utilise´s dans des contextes
varie´s, comme la configuration de produit [4], les sys-
te`mes de recommandation [6], ou, dans leur forme
boole´enne originelle, pour la planification [8, 9] et le
diagnostic [13]. A` notre connaissance, ces applications
conside`rent toujours des MDDs de´terministes, c’est-
a`-dire que les e´tiquettes des arcs sortant d’un meˆme
nœud sont mutuellement exclusives. Cela implique que
chaque solution est repre´sente´e exactement une fois
dans le graphe ; cependant, cette contrainte est super-
flue pour beaucoup d’ope´rations. Il semble donc inte´-
ressant de conside´rer des structures non-de´terministes.
Pour e´valuer les avantages et les inconve´nients du
de´terminisme par rapport au non-de´terminisme dans
les MDDs, nous proposons d’en dresser une carte de
compilation, dans l’esprit de la carte des NNFs [7]. Une
carte de compilation permet d’identifier les langages
les plus concis qui supportent en temps polynomial
les ope´rations ne´cessaires a` une application donne´e.
Pour construire une telle carte, nous conduisons une
analyse ge´ne´rale de la complexite´ des MDDs sur un
ensemble d’ope´rations, utilise´es dans des proble`mes de
raisonnement ou de de´cision.
La section suivante pre´sente le langage MDD et ses
sous-langages, comme ceux des MDDs de´terministes
ou ordonne´s. Dans la section 3, nous e´tudions le cas des
domaines boole´ens, pour situer MDD dans la carte de
NNF : nous montrons qu’au-dela` de dOMDD, qui corres-
pond plus ou moins a` OBDD, la famille de MDD inclut le
langage des diagrammes de de´cision non-de´terministes
(OMDD) qui ge´ne´ralise a` la fois OBDD et DNF. La sec-
tion 4 est de´die´e a` la carte de MDD, avec une analyse
de la concision des diffe´rents sous-langages de la fa-
mille de MDD, ainsi que l’analyse de la complexite´ de
plusieurs requeˆtes et transformations. La section 5 pre´-
sente ensuite quelques re´sultats expe´rimentaux sur la
compacite´ relative des MDDs de´terministes et non-
de´terministes. Enfin, les preuves les plus significatives
sont rassemble´es en annexe.
2 Diagrammes de de´cision multivalue´s
Un proble`me de satisfaction de contraintes P =
〈X,C〉 consiste en un ensemble fini de variables X =
{x1, . . . , xn} posse´dant un domaine fini de valeurs,
et un ensemble fini de contraintes C qui spe´cifient
les combinaisons de valeurs autorise´es pour certains
sous-ensembles de variables. Pour y ∈ X, Dom(y) de´-
signe le domaine de y. Pour Y = {y1, . . . , yk} ⊆ X,
Dom(Y ) repre´sente Dom(y1) × · · · × Dom(yk), et ~y
de´signe une Y -instanciation des variables de Y , c’est-
a`-dire ~y ∈ Dom(Y ). Quand Z ∩ Y = ∅, ~z . ~y est la
concate´nation de ~z et ~y. Enfin, ~y|yi de´signe la valeur
assigne´e a` yi dans ~y.
L’ensemble de solutions Sol(P ) d’un CSP P =
〈X,C〉 est l’ensemble des e´le´ments de Dom(X) qui sa-
tisfont toutes les contraintes dans C. On peut repre´-
senter Sol(P ) par un diagramme de de´cision multivalue´
sur X [14, 5].
De´finition 1 (MDDs). Un diagramme de de´cision
multivalue´ (MDD) sur un ensemble X de variables a`
domaines finis, est un graphe acyclique oriente´ ϕ =
〈N , E〉 ou` N est un ensemble de nœuds contenant au
plus une racine (note´e Root(ϕ)) et au plus une feuille
(appele´e puits et note´e Sink(ϕ)).
Excepte´ le puits, chaque nœud N ∈ N est e´tiquete´
par une variable Var(N) de X, et chaque arc E ∈ E
sortant de N est e´tiquete´ par une valeur appartenant
au domaine de Var(N), note´e 1 Lbl(E).
La taille de ϕ, note´e ‖ϕ‖, est e´gale au nombre de ses
























Figure 1 – Le proble`me « alldiff » de coloriage sur
une clique (3 variables, 3 couleurs) et un dOMDD re-
pre´sentant son ensemble de solutions (x1 < x2 < x3).
Chaque solution de P est repre´sente´e par un chemin
depuis la racine du MDD jusqu’a` son puits (voir par
1. On note e´galement Out(N) (resp. In(N)) l’ensemble des
arcs sortants (resp. entrants) de N . Un arc E ∈ E est souvent
de´signe´ par le triplet 〈N,N ′, a〉 constitue´ par son nœud d’origine
N , note´ Src(E), son nœud de destination N ′, note´ Dest(E), et
sa valeur associe´e a = Lbl(E).
exemple la figure 1). Pour ve´rifier si une instanciation
~x = 〈a1, . . . , an〉 ∈ Dom(X) appartient a` Sol(P ), il
suffit de parcourir le MDD de la racine au puits, et
pour chaque nœud N e´tiquete´ par la variable xi, de
suivre l’arc e´tiquete´ ai. Si un tel chemin existe, alors
~x appartient a` Sol(P ). Dans le cas contraire — si le
puits ne peut eˆtre atteint — alors ~x n’est pas solution
de P .
Au-dela` du cadre CSP, un MDD peut repre´senter
n’importe quel sous-ensemble de Dom(X) — ou, de
manie`re e´quivalente, n’importe quelle fonction boo-
le´enne sur Dom(X).
De´finition 2 (Se´mantique des MDDs). Un MDD ϕ
sur X repre´sente une fonction I(ϕ) de Dom(X) vers
{⊤,⊥}, appele´e son interpre´tation et de´finie comme
suit : pour toute X-instanciation ~x, I(ϕ)(~x) = ⊤ si
et seulement s’il existe un chemin p de la racine au
puits de ϕ tel que pour tout arc E = 〈N,N ′, a〉 sur p,
~x|Var(N) = a.
On dit que ~x est un mode`le de ϕ si I(ϕ)(~x) = ⊤ ;
Mod(ϕ) de´signe l’ensemble des mode`les de ϕ. Un MDD
ϕ est dit e´quivalent a` un autre MDD ψ (ce que l’on
note ϕ ≡ ψ) si et seulement si Mod(ϕ) = Mod(ψ).
Les travaux existants relatifs a` la compilation de
CSPs en diagrammes de de´cision supposent que ceux-
ci sont de´terministes et ordonne´s [14, 5].
De´finition 3 (MDD de´terministe). Un nœud N d’un
MDD est de´terministe si et seulement si les valeurs
e´tiquetant les arcs sortant de N sont distinctes deux
a` deux. Un MDD de´terministe (dMDD) est un MDD
ne contenant que des nœuds de´terministes.
De´finition 4 (MDD ordonne´). Soit < un ordre total
sur X. Un MDD est dit ordonne´ suivant < si et seule-
ment si tout couple de nœuds 〈N,M〉 tel que N est un
anceˆtre de M ve´rifie Var(N) < Var(M).
Dans les sections suivantes, nous e´tudions l’influence
du de´terminisme sur (i) la concision relative des formes
compile´es, et (ii) les performances de la forme compile´e
pour diffe´rentes ope´rations. Pour ce faire, six langages
sont conside´re´s.
De´finition 5 (La famille de MDD). On de´finit les lan-
gages suivants :
– MDD est le langage 2 de tous les diagrammes de
de´cision multivalue´s sur X ;
– dMDD est le langage de tous les MDDs de´termi-
nistes ;
2. Un langage est un ensemble de graphes, muni d’une fonc-
tion d’interpre´tation et d’une fonction de taille. Il faudrait e´crire
MDDX , mais nous omettons l’indice car il n’y a jamais d’ambi-
gu¨ıte´ sur X. Un e´le´ment du langage MDD est un MDD (noter la
diffe´rence de police).
– OMDD< est le langage de tous les MDDs ordon-
ne´s suivant < (ces MDDs pouvant eˆtre non-
de´terministes) ;
– OMDD est l’union de tous les langages OMDD< ;
– dOMDD< est le langage de tous les MDDs de´termi-
nistes et ordonne´s suivant < ;
– dOMDD est l’union de tous les langages dOMDD<.
Il est clair que dOMDD< ⊆ dOMDD ⊆ dMDD ⊆ MDD, que
dOMDD< ⊆ OMDD< ⊆ OMDD ⊆ MDD, et que dOMDD ⊆ OMDD.
De la meˆme manie`re que pour les diagrammes de
de´cision binaires, nous conside´rons que les MDDs sont
re´duits, c’est-a`-dire que (i) les nœuds isomorphes (e´ti-
quete´s par la meˆme variable et pointant vers les meˆmes
fils pour les meˆmes valeurs) ont e´te´ fusionne´s, (ii) les
nœuds redondants (ayant un unique fils et un arc sor-
tant par valeur dans le domaine de la variable) ont
e´te´ e´limine´s, et (iii) les nœuds sans successeur (sauf
le puits) ont e´te´ retire´s. Supposer les MDDs re´duits
est « indolore », car la re´duction peut eˆtre effectue´e en
temps polynomial en la taille du graphe.
Proposition 6 (Re´duction). Soit L un langage parmi
{dOMDD<, OMDD<, dOMDD, OMDD, dMDD, MDD}. Il existe un
algorithme polynomial transformant tout ϕ de L en un
graphe re´duit e´quivalent ϕ′ de L ve´rifiant ‖ϕ′‖ ≤ ‖ϕ‖.
3 Les diagrammes de de´cision dans la
carte de NNF
Pour souligner la relation entre les MDDs et la carte
de compilation de NNF [7], conside´rons le cas boole´en.
Pour tout sous-langage L de MDD, on note LB le sous-
langage de L obtenu en le restreignant aux variables
boole´ennes. Les langages dMDDB, dOMDDB et dOMDDB<
correspondent respectivement a` BDD, OBDD et OBDD<,
moyennant une transformation line´aire.
De´finition 7. Un sous-langage L2 de MDD est polyno-
mialement traduisible (resp. line´airement traduisible)
en un autre sous-langage L1 de MDD, ce que l’on note
L1 ≤P L2 (resp. L1 ≤L L2), si et seulement s’il existe
un algorithme AL2 7→L1 associant en temps polynomial
(resp. line´aire) a` tout e´le´ment de L2 un e´le´ment de L1
e´quivalent.
Quand les traductions AL1 7→L2 et AL2 7→L1 sont stables
(c’est-a`-dire quand AL1 7→L2 = A
−1
L2 7→L1) et line´aires, on
dit que L1 et L2 sont line´airement e´quivalents, et on
note L1 ≡L L2.
De´finition 8 (Concision). Un sous-langage L1 de MDD
est au moins aussi concis qu’un autre sous-langage L2
de MDD (ce que l’on note L1 ≤s L2) si et seulement
s’il existe un polynoˆme P (·) tel que pour tout e´le´ment
ϕ de L2, il existe un e´le´ment e´quivalent ψ de L1 qui
ve´rifie ‖ψ‖ ≤ P (‖ϕ‖).
La relation ≤s est un pre´ordre (partiel). On note ∼s
sa partie syme´trique, et <s sa partie asyme´trique. Il
est clair que L1 ≤L L2 ⇒ L1 ≤P L2 ⇒ L1 ≤s L2.
Les langages BDD et dMDDB sont line´airement e´quiva-
lents : pour transformer un BDD en un MDD boole´en
de´terministe, il suffit de retirer la feuille ⊥ et d’ap-
pliquer la re´duction. Pour transformer un MDD boo-
le´en de´terministe en BDD, il suffit de lui adjoindre une
feuille ⊥, et d’ajouter a` tout nœud n’ayant qu’un seul
arc sortant E un deuxie`me arc sortant, pointant vers
la feuille ⊥ et e´tiquete´ 0 si Lbl(E) = 1, et 1 sinon.
Proposition 9. dMDDB ≡L BDD, dOMDDB ≡L OBDD et
dOMDDB< ≡L OBDD<.
Les diagrammes de de´cision multivalue´s capturent
e´galement des fragments hors de la famille de BDD.
Ainsi, les DNFs peuvent eˆtre transforme´s en OMDDs
en temps line´aire, bien que certaines DNFs ne puissent
pas eˆtre repre´sente´s par des OMDDs de taille poly-
nomiale. Cela implique que OMDD est strictement plus
concis que DNF — on peut le voir comme un « sur-
ensemble » strict de ce fragment.
Proposition 10. OMDDB< <s DNF.
Enfin, dOMDDB ⊆ d-DNNF et OMDDB ⊆ DNNF ; de plus,
d-DNNF <s dOMDD
B (puisque dOMDDB ≡L OBDD). La fi-
gure 2 re´sume nos re´sultats : OMDDB apparaˆıt comme
un nouveau fragment de la carte de concision de NNF,
situe´ en-dessous de DNNF et au-dessus de DNF et OBDD.
La question de la concision relative de OMDDB et DNNF,
et plus ge´ne´ralement l’extension des diagrammes mul-
tivalue´s a` des structures de type DNNF, est laisse´e a`
des travaux ulte´rieurs.
4 Carte de compilation de MDD
4.1 Concision
Les re´sultats de notre analyse de concision sont pre´-
sente´s dans le tableau 1 (voir aussi la figure 2 pour le
cas boole´en).
Proposition 11. Les re´sultats du tableau 1 sont de´-
montre´s.
Certains de ces re´sultats ne sont gue`re surprenants,
et viennent directement du fait que dOMDD et dOMDD<
deviennent OBDD et OBDD< quand les domaines sont
boole´ens : dOMDD< 6≤s dOMDD est une conse´quence di-
recte de OBDD< 6≤s OBDD. Certains autres re´sultats sont
de´rive´s de la carte de NNF de manie`re moins imme´diate.
Par exemple, dOMDD 6≤s OMDD (et donc OMDD <s dOMDD)
L MDD dMDD OMDD dOMDD OMDD< dOMDD<
MDD ≤s ≤s ≤s ≤s ≤s ≤s
dMDD ? ≤s ? ≤s ? ≤s
OMDD 6≤s 6≤s ≤s ≤s ≤s ≤s
dOMDD 6≤s 6≤s 6≤s ≤s 6≤s ≤s
OMDD< 6≤s 6≤s 6≤s 6≤s ≤s ≤s
dOMDD< 6≤s 6≤s 6≤s 6≤s 6≤s ≤s
Table 1 – Re´sultats sur la concision.
vient du fait que OMDDB ≤P DNF et OBDD ∼s dOMDDB :
si dOMDD ≤s OMDD e´tait vrai, on pourrait en de´duire















Figure 2 – OMDDB et ses sous-langages dans la carte de
concision de DNNF. Un arc L1 → L2 indique que L1 est
strictement plus concis que L2. Les arcs en pointille´s
indiquent des re´sultats incomplets.
D’autres re´sultats peuvent eˆtre obtenus inde´pen-
damment. Par exemple, pour prouver que OMDD 6≤s
MDD, on peut passer par le proble`me de la n-coloration
d’une clique de n nœuds. On peut montrer que l’en-
semble de solutions S de ce proble`me peut eˆtre repre´-
sente´ par un MDD de taille polynomiale en n ; cepen-
dant, tout dOMDD ou OMDD repre´sentant S est de
taille exponentielle en n. La figure 1 donne une ide´e
de l’explosion en espace sur une petite instance.
On montre que dOMDD< 6≤s OMDD< en conside´rant un
autre CSP, celui du proble`me de la n-coloration d’un
graphe en e´toile avec n nœuds (voir la figure 3 pour un
exemple ou` n = 3). Soit x1 la variable centrale, et soit
l’ordre de variables xn < · · · < x2 < x1 : le dOMDD<
repre´sentant ce proble`me contient au moins 2n nœuds
et n · 2n−1 arcs, tandis qu’on peut montrer que ce
CSP admet une repre´sentation en OMDD< (suivant
le meˆme ordre <) dont la taille est polynomiale en n.
4.2 Requeˆtes et transformations
Comme l’ont souligne´ Darwiche et Marquis [7], e´va-
luer l’ade´quation d’un langage-cible de compilation a`
une application donne´e revient a` comparer sa conci-





















































Figure 3 – Le proble`me de la coloration sur un graphe
en e´toile (3 variables, 3 couleurs), ainsi qu’un OMDD
et un dOMDD repre´sentant son ensemble de solutions
(pour l’ordre x3 < x2 < x1).
polynomial. Les ope´rations identifie´es par Darwiche et
Marquis sont oriente´es vers des applications de gestion
de connaissances, mais la plupart d’entre elles ont e´ga-
lement du sens dans certaines applications vise´es par le
cadre CSP. Nous enrichissons cet ensemble de quelques
nouvelles ope´rations, ne´cessaires pour des applications
plus oriente´es de´cision.
– Les ope´rations les plus courantes sont celles
consistant a` tester la cohe´rence du CSP (on la
note CO), a` extraire une ou toutes les solutions
(on note ces requeˆtes MX et ME), et a` compter
(CT) le nombre de solutions.
– La requeˆte d’« extraction de contexte » (CX) vise
a` fournir a` l’utilisateur toutes les valeurs possibles
d’une variable donne´e.
– L’ope´ration de « conditionnement » (CD) assigne
des valeurs a` certaines variables ; plus ge´ne´rale-
ment, la « restriction a` un terme » (TR) restreint
les valeurs possibles de certaines variables a` un
sous-ensemble de leur domaine. Les ope´rations
TR,CD etCX sont souvent utilise´es en se´quence
dans la re´solution interactive de CSPs, au cours
de laquelle l’utilisateur examine ite´rativement les
valeurs possibles de certaines variables puis res-
treint leur domaine selon ses pre´fe´rences [4].
– L’« implication clausale » (CE) provient de pro-
ble`mes de raisonnement : elle consiste a` de´ter-
miner si toutes les solutions d’un proble`me sa-
tisfont une disjonction de conditions e´le´mentaires
(contraintes unaires). Les proble`mes de raisonne-
ment en IA ne´cessitent e´galement d’autres ope´ra-
tions, comme VA (la formule est-elle valide ?) et
¬C (construire la ne´gation d’une formule).
– L’e´quivalence (EQ) et l’implication (IM)
viennent du model-checking. Elles peuvent eˆtre
utiles pour des proble`mes de mode´lisation en
CSP : IM revient a` ve´rifier si un ensemble
de contraintes est une relaxation se´mantique
d’un autre (c’est-a`-dire, si les instanciations
satisfaisant le second satisfont aussi le premier) ;
EQ est le test d’e´quivalence.
– Les applications de mode´lisation interactive
peuvent aussi ne´cessiter la manipulation de
contraintes compile´es, par exemple leur conjonc-
tion (∧C), leur disjonction (∨C) ou leur ne´ga-
tion (¬C), de manie`re a` construire des contraintes
compose´es a` partir de quelques ope´rateurs. Le
processus de mode´lisation peut encore s’appuyer
sur d’autres ope´rations pour ve´rifier la contrainte
re´sultante, par exemple en la projetant (via CX)
sur une de ses variables.
– L’ope´ration d’« oubli » (FO) permet d’e´liminer
des variables (interme´diaires) du proble`me — elle
revient a` une projection existentielle. Son ope´ra-
tion duale, l’« enforcement » (EN), effectue l’e´li-
mination universelle de variables. Ces deux ope´-
rations sont notamment utilise´es dans la planifi-
cation base´e sur la compilation, comme le para-
digme de planning as model-checking [8].
Toutes ces ope´rations sont souvent applique´es en
se´quence. Le conditionnement (CD) suivi d’une ex-
traction de mode`le (MX) peut s’ave´rer utile pour la
de´cision dans l’incertain : si on dispose de la forme
compile´e d’une politique de de´cision π, associant des
de´cisions a` chaque e´tat possible, alors CD permet de
conditionner π suivant l’e´tat courant, et MX de re´cu-
pe´rer une de´cision approprie´e pour cet e´tat. Les ap-
plications de diagnostic en ligne constituent un autre
exemple : une fois que le mode`le (compile´) du syste`me
a e´te´ conditionne´ par les observations avec CD, CX
peut fournir les diffe´rents modes d’e´chec de chaque
composant. Des hypothe`ses d’e´chec plus complexes
peuvent eˆtre teste´es via l’implication clausale (CE).
Plus ge´ne´ralement, les ope´rations susmentionne´es
peuvent eˆtre divise´es en deux cate´gories, celle des
transformations et celle des requeˆtes. Les transfor-
mations prennent en entre´e un proble`me (compile´)
et en retournent un autre (par exemple, conditionner
un CSP par une instanciation produit un CSP avec
moins de variables). Les requeˆtes ne modifient pas le
proble`me, mais re´pondent simplement a` une question
(CO, CT et CE font ainsi partie des requeˆtes).
Formalisons a` pre´sent ces ope´rations ; on les de´finit
comme des proprie´te´s qu’un langage de compilation
peut ou non satisfaire. Les requeˆtes et transformations
qui sont des ge´ne´ralisations directes du cas boole´en [7]
ne sont pas de´finies explicitement.






















MDD ◦ ◦ √ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
dMDD ◦ ◦ √ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
OMDD
√ ◦ √ √ ◦ ◦ ◦ √ √ ◦ √
dOMDD
√ √ √ √ √ √ ◦ √ √ √ √
OMDD<
√ ◦ √ √ ◦ ◦ ◦ √ √ ◦ √
dOMDD<
√ √ √ √ √ √ √ √ √ √ √
DNF
√ ◦ √ √ ◦ ◦ ◦ √ √ ◦ √
DNNF
√ ◦ √ √ ◦ ◦ ◦ √ √ ◦ √
d-DNNF
√ √ √ √ √
? ◦ √ √ √ √
OBDD
√ √ √ √ √ √ ◦ √ √ √ √
OBDD<





















√ ◦ ◦ √ ◦ √ √ √ √ √ ?
dMDD
√ ◦ ◦ √ ◦ √ √ √ √ √ √
OMDD
√ √ √ √ ◦ ◦ [◦] [◦] ◦ ◦ ◦
dOMDD
√ • • • • • • ◦ • ◦ √
OMDD<
√ √ √ √ ◦ ◦ √ √ ◦ √ ◦
dOMDD<
√ • • • • • • √ • √ √
DNF
√ √ √ √ ◦ √ √ √ • √ •
DNNF
√ √ √ √ ◦ ◦ √ √ ◦ ◦ ◦
d-DNNF
√ √ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ?
OBDD
√ • • √ • √ • ◦ • ◦ √
OBDD<
√ • • √ • √ • √ • √ √
Table 2 – Re´sultats sur les requeˆtes et les transformations ;
√
signifie « satisfait », • signifie « ne satisfait pas »,
et ◦ signifie « ne satisfait pas, sauf si P = NP ». Les crochets [·] de´signent une conjecture. La plupart des re´sultats
pour DNF, DNNF, d-DNNF, OBDD et OBDD< viennent de la carte de NNF et sont donne´s a` titre de comparaison.
– L satisfait CE (resp. IM) si et seulement s’il
existe un polynoˆme P (·, ·) et un algorithme as-
sociant a` tout MDD ϕ dans L, tout ensemble
de variables {y1, . . . , yk} ⊆ Var(ϕ) et toute
suite (A1, . . . , Ak) d’ensembles finis d’entiers, 1 si
I(ϕ) |= [y1 ∈ A1]∨· · ·∨[yk ∈ Ak] (resp. [y1 ∈ A1]∧
· · · ∧ [yk ∈ Ak] |= I(ϕ)), et 0 sinon, en un temps
borne´ par P (‖ϕ‖, nA), ou` nA = max1≤i≤k|Ai|.
– L satisfait MC si et seulement s’il existe un algo-
rithme polynomial associant a` tout MDD ϕ dans
L et toute Var(ϕ)-instanciation ~x, 1 si ~x est un
mode`le de ϕ, et 0 sinon.
– L satisfait MX si et seulement s’il existe un algo-
rithme polynomial associant a` tout MDD ϕ dans
L un mode`le de ϕ s’il en existe un, et s’arreˆtant
sans rien retourner dans le cas contraire.
– L satisfait CX si et seulement s’il existe un algo-
rithme polynomial associant a` tout ϕ dans L et
tout y ∈ Var(ϕ), l’ensemble de toutes les valeurs
prises par y dans au moins un mode`le de ϕ.
Avant de de´finir les transformations, pre´sentons les
ope´rations se´mantiques sur lesquelles elles sont base´es.
De´finition 13. Soient I et J les fonctions d’interpre´-
tation, sur Var(I) et Var(J), de deux MDDs.
– La projection existentielle de I sur Y ⊆ Var(I)
est la fonction I↓Y sur les variables de Y de´finie
comme suit : I↓Y (~y) = ⊤ si et seulement s’il existe
une Z-instanciation ~z (avec Z = Var(I) \ Y ) telle
que I(~z . ~y) = ⊤. L’ope´ration d’« oubli » est son
dual : Forget(I, Y ) = I↓Var(I)\Y .
– La projection universelle de I sur Y ⊆ Var(I) est la
fonction I⇓Y sur les variables de Y de´finie comme
suit : I⇓Y (~y) = ⊤ si et seulement si pour toute Z-
instanciation ~z (avec Z = Var(I) \ Y ), I(~z . ~y) =
⊤. L’ope´ration d’« enforcement » est sa duale :
Ensure(I, Y ) = I⇓Var(I)\Y .
– La restriction de I a` J, note´e I |J, est de´finie par
I |J = Forget(I∧ J,Var(J)).
– Pour une instanciation ~y d’un ensemble de va-
riables Y ⊆ Var(I), le conditionnement de I par
~y est la fonction I |~y sur les variables de Z =
Var(I) \ Y de´finie par I |~y(~z) = I(~y . ~z).
De´finition 14 (Transformations). Soit L un sous-
langage de MDD.
– L satisfait FO (resp. EN) si et seulement s’il
existe un algorithme polynomial associant a` tout
MDD ϕ dans L et tout Y ⊆ Var(ϕ), un MDD
ϕ′ dans L ve´rifiant I(ϕ′) = Forget(I(ϕ), Y ) (resp.
I(ϕ′) = Ensure(I(ϕ), Y )).
– L satisfait SFO (resp. SEN) si et seulement s’il
satisfait FO (resp. EN) pour une seule variable
(c’est-a`-dire quand |Y | = 1).
– L satisfait TR si et seulement s’il existe un
polynoˆme P (·, ·) et un algorithme associant a`
tout MDD ϕ dans L, tout ensemble de variables
{y1, . . . , yk} ⊆ Var(ϕ) et toute suite (A1, . . . , Ak)
d’ensembles finis d’entiers, un MDD ϕ′ dans L
ve´rifiant I(ϕ′) = I(ϕ)|[y1∈A1]∧···∧[yk∈Ak] en temps
borne´ par P (‖ϕ‖, nA), ou` nA = max1≤i≤k|Ai|.
– L satisfait CD si et seulement s’il existe un algo-
rithme polynomial associant a` tout MDD ϕ dans L
et toute instanciation ~y de Y ⊆ Var(ϕ), un MDD
ϕ′ dans L ve´rifiant I(ϕ′) = I(ϕ)|~y.
Les re´sultats de notre analyse de complexite´ de ces
ope´rations sont pre´sente´s dans le tableau 2.
Proposition 15. Les re´sultats du tableau 2 sont de´-
montre´s.
En ce qui concerne dMDD, dOMDD et dOMDD<, les re´-
sultats sont ge´ne´ralement connus ou viennent directe-
ment de travaux ante´rieurs [11, 10, 7]. Les dOMDDs
ont presque les meˆmes capacite´s que les OBDDs, ce qui
n’est pas surprenant vu leur forte proximite´. Cepen-
dant, il est notable que l’oubli et l’enforcement simples
(SFO, SEN), bien que satisfaits par OBDD, ne le sont
pas par dOMDD ; cela est duˆ au fait que les tailles des
domaines ne sont pas borne´es.
La proposition 15 met en avant l’attractivite´ des
OMDDs non-de´terministes au niveau des transfor-
mations : OMDD< satisfait les meˆmes transformations
que DNF a` part SEN, et plus de transformations que
dOMDD< a` part la ne´gation, tout en e´tant strictement
plus concis que ces deux langages.
En ce qui concerne les performances sur les requeˆtes,
OMDD et OMDD< sont moins inte´ressants que leur version
de´terministe ; malgre´ tout, on ne perd « que » CT,
VA, EQ, IM et SE en relaˆchant le de´terminisme (a`
noter que les meˆmes requeˆtes sont perdues quand on
passe de DNNF a` d-DNNF). Ces langages gardent donc
tout leur inte´reˆt pour de nombreuses applications ne
s’appuyant pas sur ces requeˆtes, comme la planifica-
tion, ou` l’on a besoin de tester la cohe´rence, d’oublier
des variables et d’extraire des mode`les, ou la configura-
tion interactive, qui ne´cessite essentiellement le condi-
tionnement et l’extraction de contexte.
5 Re´sultats expe´rimentaux
Le tableau 3 rapporte quelques re´sultats [1] obtenus
sur des CSPs ge´ne´re´s ale´atoirement contenant 15 va-
riables de domaines de taille 6. Pour chaque ligne, 50
proble`mes ale´atoires ont e´te´ ge´ne´re´s ; pour chaque pro-
ble`me, l’ordre des variables utilise´ dans les formes com-
pile´es a e´te´ construit graˆce a` l’heuristique MCSInv [12],
qui choisit ite´rativement la variable connecte´e au plus
grand nombre de variables restantes dans le graphe
de contraintes. Le compilateur de dOMDDs utilise´
suit l’approche bottom-up [14] : chaque contrainte est
compile´e en un dOMDD, et les dOMDDs e´le´men-
taires ainsi obtenus sont alors combine´s par conjonc-
tion. La compilation continue par l’application d’ope´-
rations de compactage, plus puissantes que la fusion
des nœuds isomorphes, mais ne pre´servant pas le de´-
terminisme [3] ; on obtient finalement un OMDD.
Il apparaˆıt que l’inte´reˆt des structures non-
de´terministes ne se limite pas a` quelques proble`mes
bien spe´cifiques comme ceux utilise´s dans les preuves :
meˆme sur des CSPs ale´atoires, autoriser des ope´rations
de compactage non-de´terministes peut parfois diviser
par 2 ou plus le nombre de nœuds dans le graphe.
%T %C #SOL #N OMDD #N dOMDD
10 290 888 073 80 81
20 136 056 826 1338 1558
70 30 5 006 576 5662 8132
40 95 131 3315 5005
50 2367 737 897
10 391 615 179 79 80
20 1 581 648 506 2572 2932
30 189 551 100 12 223 16 370
80 40 11 557 737 20 501 35 486
50 1 035 884 13 815 25 240
60 70 185 5776 9253
70 4662 1719 2246
80 229 54 401
Table 3 – Re´sultats pour des CSPs binaires ge´ne´re´s
ale´atoirement (15 variables, domaines de taille 6). %T
de´signe le pourcentage de tuples satisfaisant chaque
contrainte, %C la densite´ du graphe de contraintes,
#SOL le nombre de solutions du CSP, et #N le
nombre de nœuds dans la forme compile´e.
6 Conclusion
Autant les re´sultats the´oriques de complexite´ que les
expe´rimentations montrent que relaˆcher la contrainte
du de´terminisme dans les diagrammes de de´cision or-
donne´s peut ame´liorer la concision. Relaˆcher le de´ter-
minisme permet e´galement a` plus de transformations
d’eˆtre traitables en temps polynomial : typiquement,
toutes les transformations satisfaites par DNF le sont
aussi par OMDD< (sauf SEN, qui de´pend de la taille
du domaine). Cela inclut l’oubli et la disjonction, qui
ne sont pas satisfaites par les langages de´terministes.
Le prix a` payer quand on s’affranchit du de´termi-
nisme est la perte de la transformation de ne´gation
et des requeˆtes de comptage, validite´, e´quivalence et
implication (il est a` noter que les meˆmes ope´rations
sont perdues quand on relaˆche le de´terminisme sur
les DNNFs). Par conse´quent, OMDD< est particulie`re-
ment inte´ressant pour les applications s’appuyant sur
des transformations (¬C excepte´e) et des requeˆtes ba-
siques de cohe´rence (CO, MX, ME, CX), comme
c’est le cas en planification et en configuration inter-
active. D’un point de vue the´orique, il est e´tabli que,
restreint a` des domaines boole´ens, OMDD< est un nou-
veau fragment dans la carte de NNF, situe´ sous DNNF
et au-dessus de DNF et OBDD. De plus, OMDD< satisfait
plus de requeˆtes et de transformations que DNNF.
Une prochaine e´tape est l’introduction de nœuds
« et » de´composables dans le cadre MDD. Cela permet-
trait de capturer les graphes AND/OR, et de de´finir
de nouveaux fragments, tels les graphes AND/OR non-
de´terministes.
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A Preuves
Cette annexe rassemble les preuves les plus si-
gnificatives. Les autres sont soit directes, soit
he´rite´es du cadre des BDDs ; elles se trouvent
dans l’article original en anglais [2], disponible en
ligne a` l’adresse ftp://ftp.irit.fr/IRIT/ADRIA/
PapersFargier/ICTAI12-AFNP-long.pdf.
Comme c’est souvent le cas dans les cartes de compi-
lation, de nombreuses preuves tirent parti du fait que
tous les langages pre´sente´s permettent de repre´senter
termes et clauses boole´ennes en temps et en espace
line´aires. La preuve est similaire au cas boole´en [7].
Lemme 16. E´tant donne´ un ordre < sur les variables,
tout terme et toute clause de la logique propositionelle
peut eˆtre mis sous la forme d’un dOMDDB< en temps
line´aire.
A.1 Preuves de concision (proposition 11)
• OMDD< 6≤s dOMDD. On conside`re le CSP Π portant
sur 2n variables boole´ennes partitionne´es en deux en-
sembles Y = {y1, . . . , yn} et Z = {z1, . . . , zn}, ayant
pour ensemble de contraintes C = {yi = zi, 1 ≤ i ≤
n}. Soient les deux ordres y1 <a z1 <a y2 <a z2 <a
· · · <a yn <a zn et y1 <b y2 <b · · · <b yn <b z1 <b
· · · <b zn.
Le CSP Π a une repre´sentation en dOMDD<a de taille
polynomiale en n, que l’on note ϕa. Montrons que la
taille de tout OMDD<b repre´sentant Sol(Π) est expo-
nentielle en n.
Soit ϕb un OMDD<b repre´sentant Sol(Π). On consi-
de`re un arc E = 〈N,N ′, v〉 de ϕb correspondant a` l’ins-
tanciation d’une variable de Y (c’est-a`-dire un arc dans
la premie`re moitie´ du graphe). Soit yi la variable e´ti-
quetant N , et soit p le chemin 〈N,N ′, v〉  Sink(ϕ).
Sur ce chemin, la valeur de zi doit eˆtre v ; par conse´-
quent, ϕb ne peut pas contenir d’arc 〈N ′′, N ′, u〉 avec
Var(N ′′) = yi et u 6= v. Pour cette raison, deux che-
mins de la racine a` N ′ sont soit disjoints, soit associe´s
a` la meˆme instanciation de {y1, . . . , yi}. Chacune des
instanciations possibles des variables de Y est repre´-
sente´e par (au moins) un chemin menant a` un nœud z1
distinct. Les instanciations des variables de Y n’e´tant
pas contraintes, ϕb contient donc au moins 2
n nœuds
au niveau z1.
Au final, ϕa est un dOMDD<a n’ayant aucune re-
pre´sentation en OMDD<b de taille polynomiale.
• OMDD 6≤s dMDD. On conside`re le proble`me de la n-
coloration d’une clique de n nœuds (ou, de manie`re
e´quivalente, la contrainte « alldiff » sur n variables
— voir la figure 1). Ce proble`me n’a aucune repre´-
sentation de taille polynomiale en OMDD ; en effet, de
manie`re similaire a` la preuve pre´ce´dente, on peut mon-
trer qu’au niveau i, il doit y avoir autant de nœuds que
de possibilite´s de choisir i valeurs dans {1, . . . , n} (s’il y
en a moins, on peut construire un chemin sur lequel la
meˆme valeur est assigne´e a` deux variables diffe´rentes,
une fois avant le niveau i, et une fois apre`s). Le nombre








Cependant, ce proble`me peut facilement eˆtre ex-
prime´ comme un dMDD de taille polynomiale, puisque
chaque contrainte xi 6= xj a une repre´sentation en
dMDD comportant n(n−1) arcs, et dMDD satisfait ∧C
(voir la proposition 15).
• dOMDD 6≤s OMDD<. La proposition 10 e´tablit que
OMDDB< ≤s DNF. S’il e´tait vrai que dOMDD ≤s OMDD<, et
donc que dOMDDB ≤s OMDDB< , alors puisque OBDD ≡L
dOMDDB, on aurait OBDD ≤s DNF — ce qui est faux [7].
• Tous les autres re´sultats sont obtenus par transiti-
vite´ et inclusion entre langages.
A.2 Preuves des requeˆtes (proposition 15)
• MDD et ses sous-langages satisfont MC. Tous
ces langages satisfaisant CD (voir la section A.3), on
peut ve´rifier en temps polynomial si ~x est un mode`le de
ϕ en conditionnant le MDD par ~x ; en effet, on obtient
soit le MDD vide (l’instanciation n’est alors pas un
mode`le) soit le MDD puits (alors ~x est un mode`le).
Par conse´quent, tous ces langages satisfont MC.
• Requeˆtes sur dMDD et MDD. BDD est un sous-
langage de dMDD et MDD, donc dMDD et MDD ne satisfont
pas les autres requeˆtes conside´re´es, sauf si P = NP.
• OMDD et OMDD< ne satisfont pas VA, IM, EQ,
SE, CT. Le lemme 16 e´tablit que tout terme peut
eˆtre traduit dans OMDDB< en temps line´aire, et OMDD
B
<
satisfait ∨C (proposition 15) ; ainsi OMDDB< ≤L DNF,
donc OMDDB ≤L DNF (par inclusion), d’ou` le re´sultat,
puisque DNF ne satisfait pas VA, IM, EQ, SE ou CT
sauf si P = NP.
• OMDD et OMDD< satisfont CO. En effet, le seul
OMDD re´duit incohe´rent est l’OMDD vide.
• OMDD et OMDD< satisfont CE. Ve´rifier si ϕ im-
plique [x1 ∈ A1] ∨ · · · ∨ [xk ∈ Ak] revient a` ve´rifier si
ϕ ∧ [x1 /∈ A1] ∧ · · · ∧ [xk /∈ Ak] est incohe´rent. Comme
(i) [x /∈ A] ≡ [x ∈ Dom(x) \A], (ii) un « terme » peut
eˆtre repre´sente´ en temps polynomial en un OMDD sui-
vant le meˆme ordre de variables que ϕ, et (iii) OMDD<
satisfait ∧BC (voir plus loin), OMDD satisfait CE.
Algorithme 1 Conditionnement d’un MDD ϕ par une
instanciation ~y de Y ⊆ Var(ϕ).
1: Nume´roter les nœuds de ϕ suivant < (si pertinent)
2: pour tout E = 〈N,N ′, v〉 tel que Var(N) ∈ Y
faire
3: si v 6= ~y|Var(N) alors
4: Retirer E de ϕ : Out(N) := Out(N) \ {E}
5: sinon
6: E´tiqueter E avec ⊤
7: pour tout xi ∈ Y , i allant de 1 a` n faire
8: pour tout N tel que Var(N) = xi faire
9: si N est racine alors
10: Cre´er une nouvelle racine N ′ qui est la dis-
jonction de tous les fils de N (si ϕ est de´-
terministe, il n’y en a qu’un)
11: sinon
12: I := In(N), O := Out(N), Enew := ∅
13: pour tout EI = 〈NI , N, a〉 ∈ I faire
14: pour tout EO = 〈N,NO,⊤〉 ∈ O faire
15: Ajouter un arc E = 〈NI , NO, a〉 a` Enew
16: Retirer N , I et O du graphe
17: Ajouter Enew au graphe
• OMDD et OMDD< satisfont ME, MX, CX. Cela
vient du fait que OMDD satisfait CD et CO. E´nume´-
rer les mode`les peut eˆtre fait en explorant l’arbre en-
tier des instanciations, comme dans le cas boole´en [7]
(ve´rifier la cohe´rence apre`s chaque branchement e´vite
d’avoir a` revenir en arrie`re — la taille de l’arbre de
recherche est donc polynomiale en la taille de la sor-
tie). L’extraction de mode`le est un cas particulier de
ME, et l’extraction de contexte peut se faire en ve´-
rifiant, pour chaque variable xi et chaque valeur v de
son domaine, si ϕ|[xi=v] est cohe´rent.
A.3 Preuves des transformations (proposition 15)
Plusieurs preuves s’appuient sur le fait qu’un MDD
peut eˆtre conditionne´ en temps polynomial, graˆce a`
l’algorithme 1, qui effectue un conditionnement syn-
taxique de ϕ par une instanciation ~y de Y ⊆ X. On
note ϕ|~y le MDD construit par cet algorithme.
• MDD et ses sous-langages satisfont CD. On
peut montrer que l’algorithme 1 :
– pre´serve le de´terminisme et l’ordre des variables ;
– est en temps polynomial ;
– est tel que pour tout MDD ϕ, I(ϕ|~y) = I(ϕ)|~y.
Seule la preuve de complexite´ est de´taille´e ici ; on
montre que l’algorithme 1 est en temps polynomial.
En effet, la premie`re boucle visite chaque arc au plus
une fois. La seconde boucle, quant a` elle, visite chaque
nœud N une fois, retire |In(N)|+ |Out(N)| arcs et en
Algorithme 2 E´tant donne´ un dMDD ϕ, construit
un dMDD Compl(ϕ).
1: Soit ψ le MDD puits
2: pour tout nœud N de ϕ, ordonne´ du puits a` la
racine, en excluant le puits faire
3: Cre´er un nœud N ′ de meˆme variable x que N
4: U := {v ∈ Dom(x) : ∀E ∈ Out(N),Lbl(E) 6= v}
5: pour tout v ∈ U faire
6: Ajouter a` N ′ un arc sortant 〈N ′, Sink(ψ), v〉
7: pour tout arc 〈N,D, v〉 sortant de N faire
8: si D correspond a` un nœud D′ de ψ alors
9: Ajouter a` N ′ un arc sortant 〈N ′, D′, v〉
10: si N ′ a au moins un arc sortant alors
11: Ajouter N ′ a` ψ
12: renvoyer ψ
cre´e au plus |In(N)| × |Out(N)|, e´tiquete´s seulement
avec des valeurs mentionne´es dans ϕ : le nombre d’arcs
sortants est donc borne´ par |Edges(ϕ)| × |Nodes(ϕ)|
(au pire cas, il y a un arc pour chaque valeur et chaque
nœud). La complexite´ de l’ope´ration est donc polyno-
miale ; et puisqu’aucun nœud n’est cre´e´, c’est aussi le
cas pour la proce´dure toute entie`re.
• dMDD, dOMDD et dOMDD< satisfont ¬C. On peut
montrer (on omet ici la preuve du dernier point) que
l’algorithme 2 :
– pre´serve le de´terminisme et l’ordre des variables ;
– est polynomial en ‖ϕ‖ ;
– est tel que pour tout dMDD ϕ, Compl(ϕ) ≡ ¬ϕ.
Ordre : Cela vient du fait que (i) aucun « nou-
veau » nœud n’est ajoute´, et (ii) les seuls arcs ajoute´s
pointent vers le puits.
De´terminisme : Cela vient du fait qu’aucun « nou-
veau » nœud n’est ajoute´, et que les seuls arcs ajoute´s
sont disjoints avec les autres arcs qui sortent de leur
nœud d’origine.
Complexite´ : Chaque nœud N est rencontre´
une fois, et pour chacun, toutes les valeurs de
Dom(Var(N)) sont conside´re´es ; on ajoute au plus un
arc par valeur. La complexite´ temporelle et spatiale est
donc en O(d× |Nodes(ϕ)|), ou` d = maxx∈X |Dom(x)|,
et est donc polynomiale en ‖ϕ‖, puisque d et
|Nodes(ϕ)| sont tous deux borne´s par ‖ϕ‖.
• OMDD< et OMDD ne satisfont pas ¬C. La ne´ga-
tion d’une CNF est une DNF, que l’on peut traduire
en un OMDD suivant n’importe quel ordre en temps
line´aire (proposition 10). Ainsi, si OMDD< ou OMDD sa-
tisfaisait ¬C, on pourrait transformer toute CNF en
un OMDD e´quivalent en temps polynomial ; comme
OMDD< et OMDD satisfont CO, on aurait alors un algo-
rithme polynomial de´cidant si une CNF est cohe´rente,
ce qui est impossible sauf si P = NP.
• OMDD< satisfait ∨C. Pour disjoindre k OMDDs
ϕ1, . . . , ϕk de meˆme ordre <, il faut s’assurer que les
racines sont e´tiquete´es par la meˆme variable (sinon, il
suffit d’en ajouter une nouvelle, avec un arc par valeur
dans le domaine, pointant vers l’ancienne racine), puis
fusionner toutes les racines en une.
• Oubli et enforcement. Excepte´ les trois
preuves suivantes, les re´sultats peuvent eˆtre adapte´s
du cas boole´en, en utilisant par exemple une de´compo-
sition de Shannon pour SEN et SFO, et les relations
entre transformations pour CO ou VA.
• OMDD< et OMDD satisfont FO, SFO. L’algo-
rithme 1 peut eˆtre modifie´ pour effectuer un oubli
syntaxique des variables de Y ⊆ X dans ϕ au lieu
d’un conditionnement : a` la place des instructions des
lignes 3 a` 6, il suffit d’e´tiqueter E par ⊤. L’algo-
rithme modifie´ remplace alors, pour chaque N tel que
Var(N) ∈ Y , tout chemin 〈N1, N, u〉 〈N,N2,⊤〉 par
un raccourci 〈N1, N2, u〉. La preuve est similaire a` celle
de CD. Il est cependant a` noter que cet algorithme ne
pre´serve pas le de´terminisme.
• dOMDD et dOMDD< ne satisfont pas SFO, FO.
Supposons que dOMDD (resp. dOMDD<) satisfasse SFO.
On pourrait alors obtenir en temps polynomial un
dOMDD (resp. un dOMDD<) repre´sentant la dis-
jonction d’un nombre arbitraire de dOMDDs<, en
les joignant graˆce a` une nouvelle racine e´tiquete´e par
une nouvelle variable, puis en oubliant cette variable.
Comme tout terme a une repre´sentation polynomiale
dans dOMDD< (lemme 16), on pourrait construire un
dOMDD (resp. dOMDD<) de taille polynomiale e´qui-
valent a` n’importe quelle DNF. Cependant, c’est im-
possible, puisque OBDD 6≤s DNF (resp. OBDD< 6≤s DNF).
• OMDD et OMDD< ne satisfont pas SEN. La meˆme
technique permet de montrer que si OMDD ou OMDD< sa-
tisfaisait SEN, on pourrait traduire toute CNF vers un
de ces langages en temps polynomial, et donc ve´rifier
sa cohe´rence en temps polynomial, ce qui est impos-
sible sauf si P = NP.
• MDD, dMDD, dOMDD, et dOMDD< ne satisfont pas
TR. La satisfaction de TR implique celle de FO
(l’oubli est une restriction a` [y1 ∈ Dom(y1)] ∧ · · · ∧
[yk ∈ Dom(yk)]), donc MDD et dMDD ne satisfont pas
TR sauf si P = NP, et dOMDD et dOMDD< ne satisfont
pas TR.
• OMDD et OMDD< satisfont TR. Tout « terme »
peut eˆtre traduit en temps polynomial vers un OMDD
de n’importe quel ordre, et OMDD< satisfait ∧BC et
FO ; il satisfait donc TR. Tout OMDD e´tant un e´le´-
ment de OMDD< pour un certain <, OMDD satisfait e´ga-
lement TR.
