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Abstract
Let 1 < p <∞ and A= (an,k)n,k0. Denote by ‖A‖p,p the number whose p-power is
the infimum of those U satisfying the following inequality:
∞∑
n=0
∣∣∣∣∣
∞∑
k=0
an,kxk
∣∣∣∣∣
p
U
∞∑
k=0
|xk |p
(
X ≡ {xn}∞n=0 ∈ p
)
.
The purpose of this paper is to give an upper bound and a lower bound for ‖A‖p,p. Our
results not only generalize results of Bennett, Borwein and Johnson et al., but also improve
the ones of Bennett and Borwein and Cass. We also give a partial answer to Problem 7.23
in Quart. J. Math. Oxford (2) 49 (1998) 395–432.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
For 1 < p <∞, p denotes the Banach space of all complex sequences X ≡
{xn}∞n=0 such that ‖X‖p ≡ (
∑∞
n=0 |xn|p)1/p <∞. It is known that any bounded
linear operator T on p is uniquely determined by a matrix A = (an,k)n,k0
which satisfies TX = AX for all X ∈ p. On the other hand, given any complex
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matrix A= (an,k)n,k0, define TX by TX = AX. For suitable A, T may define
a bounded linear operator on p and the p-power of ‖T ‖ is equal to the infimum
of those U satisfying the following inequality:
∞∑
n=0
∣∣ ∞∑
k=0
an,kxk
∣∣p U ∞∑
k=0
|xk|p (X ∈ p). (1.1)
For
an,k =
{
1
n+1 if n k,
0 otherwise,
inequality (1.1) with U = (p/(p− 1))p reduces to an inequality of Hardy (cf. [8,
Theorem 326]). In this paper, we shall relax the conditions on A (e.g., A is a lower
triangular matrix) such that (1.1) can be investigated for all complex sequences X.
For such A, U may be infinite and ‖T ‖ may not be defined. Due to these facts,
we write ‖A‖p,p in the place of ‖T ‖. Hence,
‖A‖p,p = inf
U
U1/p = sup
‖X‖p=1
{‖AX‖p}. (1.2)
Set an,−1 = 0 (n 0) and
C+|A| ≡ sup
n0
{
n∑
k=0
(n− k + 1)(|an,k| − |an,k−1|)+
}
, (1.3)
C−|A| ≡ sup
N0
inf
nN
{
(n+ 1)|an,N |
+ n+ 1
n−N + 1
n∑
k=N+1
(n− k + 1)(|an,k| − |an,k−1|)−
}
, (1.4)
where ξ+ =max(ξ,0) and ξ− =min(ξ,0). The numbers C+|A| and C−|A| represent
two types of variation of the entries of A. We say that A= (an,k)n,k0 is a lower
triangular matrix if an,k = 0 for n < k. The first main result reads as follows.
Theorem 1.1. Let 1 <p <∞ and 1/p+ 1/p∗ = 1. Assume that A= (an,k)n,k0
is a lower triangular matrix. Then
(i) ‖A‖p,p  C+|A|p∗. Moreover, if C+|A| <∞, then A is bounded on p .
(ii) If, in addition, an,k  0 for all n, k  0, then ‖A‖p,p  C−|A|p∗.
For an,k  0, Theorem 1.1 gives C−|A|p∗  ‖A‖p,p  C+|A|p∗. Moreover, the
right inequality reduces to ‖A‖p,p  C+Ap∗, where
C+A ≡ sup
n0
{
n∑
k=0
(n− k + 1)(an,k − an,k−1)+
}
. (1.3*)
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However, the last inequality is false, in general. A counterexample is given by
an,k =−1 for n= k and an,k = 0 otherwise.
Theorem 1.1 has many applications. We examine them below. The first one we
investigate is
(I) A = (an,k)n,k0 is a lower triangular matrix with 0  an,k  an,k+1 for
0 k < n.
In this case,
C+|A| = sup
n0
{
n∑
k=0
an,k
}
and C−|A| = sup
N0
inf
nN
(n+ 1)an,N .
Corollary 1.2. Let 1 <p <∞ and 1/p+1/p∗ = 1. Assume that A= (an,k)n,k0
is of type (I). Then
(
sup
N0
inf
nN
(n+ 1)an,N
)
p∗  ‖A‖p,p 
(
sup
n0
{
n∑
k=0
an,k
})
p∗. (1.5)
Moreover, if the right side of (1.5) is finite, then A is bounded on p.
It is clear that Corollary 1.2 generalizes [4, Theorem 1.14(b)]. For type (I), we
have supN0 infnN(n + 1)an,N  lim infn→∞(n+ 1)an,0. Hence, (1.5) can be
replaced by
(
lim inf
n→∞ (n+ 1)an,0
)
p∗  ‖A‖p,p 
(
sup
n0
{
n∑
k=0
an,k
})
p∗. (1.6)
This indicates that Corollary 1.2 also generalizes [9, Theorem 1] and [5, Theo-
rem 2]. From (1.5), we can derive the exact value of ‖A‖p,p for some special
cases A= (an,k)n,k0 of type (I). For instance, consider the following three cases:
(I*) Let A = (an,k)n,k0 be a lower triangular matrix such that 0  an,k 
an,k+1 for 0 k < n and (n+ 1)an,k ↑ for each k. Then
‖A‖p,p =
{
sup
n0
(n+ 1)an,n
}
p∗.
In particular, ‖CN‖p,p = p∗, where CN is the generalized Cesàro matrix
defined in Lemma 2.3.
(I**) Let A= (an,k)n,k0 be the Nörlund matrix of the form
an,k =
{
wn−k/Wn for n k,
0 for n < k, wn ↓ α, α > 0,
where Wn =∑nk=0 wk. Then ‖A‖p,p = p∗.
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(I***) Let A= (an,k)n,k0 be the weighted mean matrix of the form
an,k =
{
wk/Wn for n k,
0 for n < k, w0 > 0, wn ↑ α, α <∞,
where Wn =∑nk=0wk. Then ‖A‖p,p = p∗.
Type (I**) was established in [9, Corollary of Theorem 1]. It is noticed that
the exact value of ‖A‖p,p cannot be obtained directly from (1.5) for the case
that {(n + 1)an,k}nk is nonincreasing for each k. A counterexample is an,k =
1/(2n− k + 1) for n k and an,k = 0 otherwise.
The second case we want to investigate is the following matrix:
(II) A = (an,k)n,k0 is a lower triangular matrix with an,k  an,k+1  0 for
0 k < n.
In this case,
C+|A| = sup
n0
{
(n+ 1)an,0
}
and C−|A|  inf
n0
n∑
k=0
an,k.
Corollary 1.3. Let 1 <p <∞ and 1/p+1/p∗ = 1. Assume that A= (an,k)n,k0
is of type (II). Then(
inf
n0
n∑
k=0
an,k
)
p∗  ‖A‖p,p 
(
sup
n0
{
(n+ 1)an,0
})
p∗. (1.7)
Moreover, if the right side of (1.7) is finite, then A is bounded on p .
Obviously, Corollary 1.3 generalizes [4, Theorem 1.14(a)]. Apply it to the
following two special cases of type (II):
(II*) A = (an,k)n,k0 is the Nörlund matrix associated with {wn}n0, where
w0 > 0 and wn ↑;
(II**) A = (an,k)n,k0 is the weighted mean matrix associated with {wn}n0,
where wn ↓ α and α > 0.
For type (II*), (1.7) reduces to
p∗  ‖A‖p,p 
(
sup
n0
{
(n+ 1)wn
Wn
})
p∗. (1.8)
On the other hand, for type (II**), (1.7) becomes p∗  ‖A‖p,p  (w0/α)p∗ . It is
clear that the upper bound in (1.8) is smaller than the one given in [6, Theorem 2].
Moreover, consider the Cesàro matrix (i.e., wn = 1 for all n). By (1.8), we get
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‖A‖p,p = p∗, but on the other hand, such a result cannot be obtained by [6,
Theorem 2].
The third application in our consideration is the following factorable matrix:
(III) an,k =
{
anbk for n k,
0 for n < k,
where {an}n0 and {bk}k0 are two nonnegative sequences. For type (III), (1.3)
and (1.4) reduce to
C+|A| = sup
n0
{
an
n∑
k=0
(n− k + 1)(bk − bk−1)+
}
, (1.9)
C−|A| = sup
N0
inf
nN
{
(n+ 1)an
×
(
bN +
n∑
k=N+1
(
n− k + 1
n−N + 1
)
(bk − bk−1)−
)}
, (1.10)
where b−1 = 0. As a consequence of Theorem 1.1, we get
Corollary 1.4. Let 1 <p <∞ and 1/p+1/p∗ = 1. Assume that A= (an,k)n,k0
is of type (III). Then C−|A|p∗  ‖A‖p,p  C+|A|p∗, where C+|A| and C−|A| are given
by (1.9) and (1.10). Moreover, if C+|A| <∞, then A is bounded on p .
For bn ↓, we have C+|A| = {supn0(n+ 1)an}b0. Hence, the estimate in Corol-
lary 1.4 is better than the one in [1, Corollary 1] for the case that bn ↓ and (1.11)
is satisfied:
{
sup
n0
(n+ 1)an
}
b0 < sup
n0
{
anb
1−p∗
n
n∑
k=0
b
p∗
k
}
. (1.11)
It is easy to see that the combination of p∗ > log2 3, an = 1/(n + 1), and
{bk}k0 = {2,1,1,1, . . .} provides us such an example.
For type (II**), we have an = 1/Wn and bk =wk . This implies
sup
m0
{( ∞∑
n=m
a
p
n
)1/p( m∑
k=0
b
p∗
k
)1/p∗}
 1
w0
sup
m0
{( ∞∑
n=m
(n+ 1)−p
)1/p
(m+ 1)1/p∗wm
}

( ∞∑
k=1
1
kp
)1/p
,
which leads us to the following implication:
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w0
α
<
(
p
p∗
)1/p( ∞∑
k=1
1
kp
)1/p
⇒
(
w0
α
)
p∗ < (p
∗ + p)1/p∗+1/p
(p∗)1/pp1/p∗
sup
m0
{( ∞∑
n=m
a
p
n
)1/p( m∑
k=0
b
p∗
k
)1/p∗}
.
(1.12)
Hence, the estimate in Corollary 1.4 is better than the one in [2, Theorem 9] for
the case that the first inequality in (1.12) holds. The sum ∑∞k=1(1/kp) is known
as the value of the Riemann Zeta function at p. From its value, we can easily
find p, w0, and α so that the first inequality in (1.12) holds. For instance, the first
inequality in (1.12) with p = p∗ = 2 reduces to(
π2
6
)1/2
>
w0
α
.
Therefore, Corollary 1.4 provides us a better estimate than the one given in [2,
Theorem 9] for this case.
By the Hellinger–Toeplitz theorem, the above-mentioned results will be trans-
formed to upper triangular matrices A for the following type of inequalities:
D−|A|p  ‖A‖p,p D+|A|p, (1.13)
where
D+|A| ≡ sup
k0
{
k∑
n=0
(k − n+ 1)(|an,k| − |an−1,k|)+
}
, (1.14)
D−|A| ≡ sup
N0
inf
kN
{
(k + 1)|aN,k|
+ k + 1
k −N + 1
k∑
n=N+1
(k − n+ 1)(|an,k| − |an−1,k|)−
}
. (1.15)
For details, we refer the reader to Section 4.
To derive Theorem 1.1, we shall establish a result, which involves the definition
of operator norms. Our result gives a partial answer to [4, Problem 7.23] (cf.
Lemma 2.4).
2. Preliminaries
Throughout this section, we assume that a−1 = 0 and 0 ·∞= 0.
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Lemma 2.1. Let ak  0 and xk  0 for k  0. Then for all n 0,
n∑
k=0
akxk 
{
max
0kn
1
n− k + 1
n∑
j=k
xj
}
n∑
k=0
(n− k + 1)(ak − ak−1)+.
Proof. Employing the summation by parts, we get
n∑
k=0
akxk =
n∑
k=0
(
n∑
j=k
xj
)
(ak − ak−1)

{
max
0kn
1
n− k + 1
n∑
j=k
xj
}
n∑
k=0
(n− k + 1)(ak − ak−1)+. ✷
Lemma 2.2. Let N  0 and ak  0 for k  0. Assume that xN  xN+1  · · · 0
and xn = 0 for n <N . Then for all n 0,
n∑
k=0
akxk 
(
1
n+ 1
n∑
j=0
xj
){
(n+ 1)aN
+ n+ 1
n−N + 1
n∑
k=N+1
(n− k + 1)(ak − ak−1)−
}
.
Proof. Obviously, the desired inequality holds for n <N . Hence, we assume that
nN . Since xN  xN+1  · · · 0 and xn = 0 for n < N , we have
1
n−N + 1
n∑
j=0
xj = 1
n−N + 1
n∑
j=N
xj 
1
n− k + 1
n∑
j=k
xj
(N  k  n).
Employing the summation by parts, we get
n∑
k=0
akxk = aN
(
n∑
j=N
xj
)
+
n∑
k=N+1
(ak − ak−1)
(
n∑
j=k
xj
)

(
1
n+ 1
n∑
j=0
xj
){
(n+ 1)aN
+ n+ 1
n−N + 1
n∑
k=N+1
(n− k + 1)(ak − ak−1)−
}
. ✷
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Lemma 2.3. Let 1 < p < ∞ and 1/p + 1/p∗ = 1. For N  1, let CN =
(cNn,k)n,k0 be the matrix with
cNn,k =
{ 1
n+N for n k,
0 for n < k.
Then ‖CN‖p,p = p∗.
Proof. Obviously, C1 = (c1n,k)n,k0 is the Cesàro matrix and 0 cNn,k  c1n,k for
all n, k  0. Therefore, ‖CN‖p,p  ‖C1‖p,p = p∗. On the other hand, we use the
method in the proof of [9, Theorem 1] to prove ‖CN‖p,p  p∗. Given α ∈ (0,1),
choose m0  1 so large that (n+ 1)/(n+N) > α for all n m0. For m1 >m0,
consider X = {xn}∞n=0 defined by
xn =
{
n−1/p if m0  nm1,
0 otherwise.
Then ‖X‖pp =∑m1n=m0(1/n) and
‖CNX‖pp 
m1∑
n=m0
(
n∑
k=m0
k−1/p
n+N
)p
 αp
m1∑
n=m0
(
1
n+ 1
n+1∫
m0
x−1/p dx
)p
= (αp∗)p
m1∑
n=m0
1
n+ 1
(
1−
(
m0
n+ 1
)1/p∗)p
.
This implies ‖CNX‖pp  (αp∗)pγm1‖X‖pp, where
γm1 =
m1∑
n=m0
1
n+ 1
(
1−
(
m0
n+ 1
)1/p∗)p/( m1∑
n=m0
1
n
)
.
Hence, ‖CN‖p,p  αp∗(γm1)1/p. We have
lim
n→∞
1
n+ 1
(
1−
(
m0
n+ 1
)1/p∗)p/
n−1 = 1
and
∑∞
n=m0(1/n)=∞, so γm1 → 1 as m1 →∞. Taking α→ 1− and m1 →∞,
we get ‖CN‖p,p  p∗, and consequently, ‖CN‖p,p = p∗. ✷
The following lemma gives a partial answer to [4, Problem 7.23]. It is also
required in the proof of Theorem 1.1.
Lemma 2.4. Let 1 < p <∞ and A= (an,k)n,k0 be a lower triangular matrix.
If an,k  an,k+1  0 for all n, k  0, then
‖A‖p,p = sup
{‖AX‖p : ‖X‖p = 1 and x0  x1  · · · 0}. (2.1)
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Proof. Since an,k  0 for all n, k  0, we find that
‖A‖p,p = sup
{‖AX‖p : ‖X‖p = 1 and xk  0 for all k}. (2.2)
Let ‖X‖p = 1 and xk  0 for all k  0. Then 0 xk  1 for all k. We construct a
nonincreasing rearrangement X′ ≡ {x ′k}∞k=0 of X as follows. Let x(n)0 , . . . , x(n)in be
those xk lying in (1/(n+ 1),1/n]. Arrange them so that x(n)0  x(n)1  · · · x(n)in .
We see that {x(1)0 , . . . , x(1)i1 , x
(2)
0 , . . . , x
(2)
i2
, . . .} is a nonincreasing rearrangement
of X. Denote this new sequence by X′ ≡ {x ′k}∞k=0. Then ‖X′‖p = ‖X‖p = 1
and x ′0  x ′1  · · ·  0. Moreover, it follows from [8, Theorem 368] that∑∞
k=0 an,kx ′k 
∑∞
k=0 an,kxk . Taking p-power for both sides of this inequality
first and then summing them up from n = 0 to ∞, we finally obtain ‖AX′‖p 
‖AX‖p . Hence, (2.1) follows from (2.2). ✷
3. Proof of Theorem 1.1
First, consider (i). Let {xn}∞n=0 be any complex sequence. By Lemma 2.1,∣∣∣∣∣
∞∑
k=0
an,kxk
∣∣∣∣∣
n∑
k=0
|an,k||xk|

{
max
0kn
1
n− k + 1
n∑
j=k
|xj |
}
×
n∑
k=0
(n− k + 1)(|an,k| − |an,k−1|)+
 C+|A| max0kn
{
1
n− k + 1
n∑
j=k
|xj |
}
.
Taking p-power for both sides and summing them up from n= 0 to ∞ yields
∞∑
n=0
∣∣∣∣∣
∞∑
k=0
an,kxk
∣∣∣∣∣
p

(
C+|A|
)p ∞∑
n=0
max
0kn
(
1
n− k + 1
n∑
j=k
|xj |
)p

(
C+|A|p
∗)p ∞∑
k=0
|xk|p.
The last inequality follows from the maximal theorem of Hardy and Littlewood
(cf. [7, Theorem 8] or [4, Corollary 1.15]). Hence, (i) follows. Next, consider (ii).
We have C−|A| = supN0 βN , where
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βN = inf
nN
{
(n+ 1)an,N
+ n+ 1
n−N + 1
n∑
k=N+1
(n− k + 1)(an,k − an,k−1)−
}
.
Let N  0 so that βN  0. Consider those X ≡ {xn}∞n=0 so that xN  xN+1 · · · 0, xn = 0 for all n <N , and ‖X‖p = 1. By Lemma 2.2,
‖A‖pp,p 
∞∑
n=0
(
n∑
k=0
an,kxk
)p
 βpN
∞∑
n=0
(
1
n+ 1
n∑
j=0
xj
)p
= βpN‖CN+1Y‖pp, (3.1)
where Y ≡ {yn}∞n=0, yn = xn+N for all n  0, and CN is the matrix defined
in Lemma 2.3. Obviously, yn ↓, yn  0 for all n, and ‖Y‖p = 1. By (3.1)
and Lemmas 2.3 and 2.4, we conclude that ‖A‖p,p  βNp∗ and, consequently,
‖A‖p,p  C−|A|p∗. This completes the proof. ✷
4. The results from adjoints
Denote by A∗ the adjoint of A. We know that A = (an,k)n,k0 is an upper
triangular matrix (i.e., an,k = 0 for n > k) if and only if A∗ is a lower triangular
matrix. Moreover, C+|A∗| = D+|A| and C−|A∗| = D−|A|. Let 1 < p <∞ and 1/p +
1/p∗ = 1. If D+|A| <∞, then Theorem 1.1 indicates that A∗ defines a bounded
linear operator on p∗ and ‖A∗‖p∗,p∗  D+|A|p. In addition, if an,k  0 for all
n, k  0, then ‖A∗‖p∗,p∗  D−|A|p. From 〈AX,Y 〉 = 〈X,A∗Y 〉, we see that A
defines a bounded linear operator on p . The Hellinger–Toeplitz theorem (cf. [3,
Proposition 7.2]) says that ‖A‖p,p = ‖A∗‖p∗,p∗ . This allows us to transform the
results in Section 1 to the following corresponding ones for the upper triangular
matrix A. We leave their proofs to the reader.
Theorem 4.1. Let 1 < p < ∞. Assume that A = (an,k)n,k0 is an upper
triangular matrix with D+|A| <∞. Then
(i) A is bounded on p and ‖A‖p,p D+|A|p.
(ii) If, in addition, an,k  0 for all n, k  0, then ‖A‖p,p D−|A|p.
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Corollary 4.2. Let 1 < p < ∞. Assume that A = (an,k)n,k0 is an upper
triangular matrix with 0 an,k  an+1,k for 0  n < k. If the right side of (4.1)
is finite, then A is bounded on p and
(
sup
N0
inf
kN
(k + 1)aN,k
)
p  ‖A‖p,p 
(
sup
k0
{
k∑
n=0
an,k
})
p. (4.1)
Corollary 4.3. Let 1 < p < ∞. Assume that A = (an,k)n,k0 is an upper
triangular matrix with an,k  an+1,k  0 for 0  n < k. If the right side of (4.2)
is finite, then A is bounded on p and(
inf
k0
k∑
n=0
an,k
)
p  ‖A‖p,p 
(
sup
k0
{
(k + 1)a0,k
})
p. (4.2)
Corollary 4.4. Let 1 <p <∞ and A= (an,k)n,k0 be of the form
an,k =
{
anbk for n k,
0 for n > k,
where {an}n0 and {bk}k0 are two nonnegative sequences. If D+|A| <∞, then A
is bounded on p and D−|A|p  ‖A‖p,p D+|A|p, where
D+|A| ≡ sup
k0
{
bk
k∑
n=0
(k − n+ 1)(an − an−1)+
}
, (4.3)
D−|A| ≡ sup
N0
inf
kN
{
(k + 1)bk
×
(
aN +
k∑
n=N+1
(
k − n+ 1
k −N + 1
)
(an − an−1)−
)}
. (4.4)
For A= (an,k)n,k0, we can write A= A′ +A′′, where A′ = (a′n,k)n,k0 and
A′′ = (a′′n,k)n,k0 are defined by
a′n,k =
{
an,k for n k,
0 for n < k, and a
′′
n,k =
{
an,k for n < k,
0 for n k.
Then ‖A‖p,p  ‖A′‖p,p + ‖A′′‖p,p . Combining the corresponding results in
Sections 1 and 4, we can obtain the following type of inequalities: ‖A‖p,p 
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C+|A|p∗ +D+|A|p. Moreover, if C+|A| <∞ and D+|A| <∞, then A defines a bounded
linear operator on p , where 1<p <∞. For instance,
A=


1 12
1
3 . . .
1
2
1
2
1
3 . . .
1
3
1
3
1
3 . . .
...
...
...
. . .


defines a bounded linear operator on p and ‖A‖p,p  p∗ + p. We do not go
further in this direction here. We leave it to the reader.
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