Abstract. This paper develops the Riemannian geometry of classical gauge theories -Yang-Mills fields coupled with scalar and spinor fields -on compact four-dimensional manifolds. Some important properties of these fields are derived from elliptic theory : regularity, an "energy gap theorem", the manifold structure of the configuration space, and a bound for the supremum of the field in terms of the energy. It is then shown that finite energy solutions of the coupled field equations cannot have isolated singularities (this extends a theorem of K. Uhlenbeck).
Introduction
One of the major discoveries of physics in this century is the recognition that non-abelian Lie groups play a role in particle physics. For many years this was regarded as a peculiar aspect of quantum mechanics having no classical analogue. Then in 1954 C. N. Yang and R. Mills proposed a classical field theory incorporating these groups. Recently their theory has received considerable attention from both mathematicians and physicists.
Yang-Mills theory is easily described in terms of modern differential geometry. One begins with a principal bundle P with compact Lie structure group G over a manifold M. The Yang-Mills field is then the curvature f2 of a connection V on P which is a critical point of the action where m is a constant (the mass of the particle). The critical points of this action are solutions to a pair of coupled non-linear partial differential equations -the "coupled Yang-Mills equations." These are invariant under the infinite dimensional "gauge group" of all fibre preserving automorphisms of P. This setup constitutes a (classical) gauge theory and is the subject of this paper.
Four-dimensional compact Riemannian manifolds are the natural context for Yang-Milts theory for several reasons. First, the four-dimensional Yang-Mills action is bounded below by the characteristic number of the bundle, so the field is constrained by the topology. This is linked by invariant theory to the conformal invariance of the action. This conformal invariance occurs only in dimension four; it means that the relevant geometry lies in the conformal structure of the base manifold. The curvature is expressed in terms of the connection form co by g2 = dco + 1[co, co] and the Yang-Mills action is, essentially, S [dcor 2 + ]co [4. This is the sum of a gradient term Idcol 2 and a non-linear ("self-interaction") term jcoj4. By the Sobolev inequalities these terms are of compatible strength only in dimension four. Thus conformal invariance -which dictates the Sobolev inequalities -is reflected in the analytic aspects of Yang-Mills fields.
To date, the main analytic result for Yang-Mills fields is Uhlenbeck's proof [19] that a Yang-Mills field on a four-dimensional space with finite energy cannot have isolated singularities. As a consequence, a field on IR 4 with finite energy extends via stereographic projection to a field in a non-trivial bundle over S 4. This theorem is striking because it shows that the topology is inherent in the field; for 1 example the quantity ~-225_2 S f~/x f2 is always an integer the characteristic number 1~ M of the bundle. In this sense Uhlenbeck's theorem completes the circle : the analytic properties of the Yang-Mills field imply the topology. It is natural to ask if isolated singularities can exist for coupled Yang-Mills fields. Our main result (Theorem 8.1) shows that such isolated singularities are indeed removable. The proof depends crucially on the conformal invariance of the coupled field equations.
In the first three sections we develop Yang-Mills theories on compact Riemannian four-manifolds. Section one is an overview of four-dimensional Riemannian geometry and is primarily intended to introduce the (considerable) notation used in subsequent sections. We begin by discussing the special features of the linear algebra of IR 4 which stem from the isomorphism Spin(4)=SU(2) x SU(2). This algebraic structure carries over to vector bundles over four-manifolds and, when connections are introduced, leads to relationships between the curvature, topology and differential operators on these bundles.
In Sect. 2 we introduce the coupled Yang-Mills equations and show that the action is naturally associated to conformal structures on oriented four-manifolds. As in physics, we consider two types of equations : the "fermion" equations based on the Dirac operator for bundle-valued spinors, and the "boson" equations based on the bundle Laptacian. The key properties of the Yang-Mitls equations -their gauge and conformal invariance -extend to these coupled equations.
The Yang-Mitls equations are not elliptic because of gauge invariance. Section 4 contains a local slice theorem -similar to those of [4, 12, 20] -for the action of the gauge group on the product of the space of connections and the space of fields. In Sect. 5 this slice theorem is used to construct local "gauges" (sections of the principal bundle). This breaks the gauge invariance of the equations, which are then elliptic and possess the expected regularity; for. example a bounded weak solution is C ~.
The last three sections are devoted to the proof of the removability of isolated singularities for finite energy solutions of the coupled field equations. This builds on the work of Uhlenbeck [t9, 20] . The proof involves three steps: (i) gauge independent estimates, (ii) a choice of gauge and the corresponding gauge dependent estimates, and (iii) an examination of how these estimates depend on the metric within the conformal class. Together, these yield an energy growth rate, from which the theorem follows.
The gauge independent estimate of Sect. 6 is perhaps of interest in other contexts : it shows that the supremum of the total field F = f2 + IVq5 + q~ is bounded by the L 2 norm (the energy) of F. One consequence of this is the fact that a solution to the coupled Yang-Mills equations is 0 ( 1 ) around an isolated singularity. This \ / growth rate is enough to establish the existence of a particularly nice gauge around the singularity using a theorem of Uhlenbeck. Estimates in this gauge are carried out in Sect. 7. These estimates go considerably beyond those of Uhlenbeck [19] by showing that the particle field ~b satisfies an inequality (Theorem 7.6) analogous to Uhlenbeck's inequality on the curvature (Theorem 7.7). The removability of singularities is proved in the last section. Note that this means that both the bundle and the field extend across the singularity. Finally, as an application, we prove an extension theorem: solutions of the coupled field equations IR 4 which decrease at infinity at a certain specified rate extend by stereographic projection to solutions over S 4.
Four Dimensional Riemannian Geometry
Riemannian geometry in dimension 4 is distinguished by the fact that the universal cover Spin(4) of the rotation group SO(4) is not a simple group, but decomposes as Spin(4) = SU(2) x SU(2).
On the group level this is seen by identifying N 4 and C 2 and with the quaternions H. We may regard SU(2) as the group of unit quaternions. For unit quaternions 9
and h, the map x-~9-1xh is an orthogonal transformation of H=N ~ with determinant 1, and hence gives a homomorphism ~ :SU(2)x SU(2)->SO (4) . This map has kernel (-1,-1), so displays SU(2)x SU(2) as the 2-fold universal covering group of SO (4) . On the algebra level the isomorphism so(4) =su(2) x su(2) is a consequence of the Hodge star operation: *:A2(IR4)~AZ(IR 4) with *2=Identity, and the metric gives an identification so(n)=Ag(V). Thus Az(IR 4) decomposes into _+ 1 eigenspaces: so(4)=Ai+GAZ_. The spaces A~ are 3-dimensional spaces of skewsymmetric matrices which are isomorphic as Lie algebras to so(3)--su (2) . We will distinguish the two copies of SU (2) in Spin(4) by writing Spin(4) = SU+ (2)x SU_ (2) (this labeling is determined by orientation since a change in A 2 A 2 orientation switches * to -*). The elements of +(_) are called self-dual (anti self-dual) 2-forms.
The representations of Spin(4) can be determined using the isomorphism Spin(4) = SU + (2) x SU_ (2). First, recall the structure of the representation rings of SU (2) . The fundamental representation Dt/2 is SU(2) acting on 1[; 2 in the usual manner and all other irreducible representations are symmetric powers Dk/2 = SymkDt/2 with k~ 2~ +. Tensor products of these representations decompose according to the Clebsch-Gordan formula
The representation ring of Spin (4) is generated by the two fundamental representations -the spin representations -D~/2 obtained by projecting Spin(4) onto SU+(2) and applying D1/2. The representation Dk+/2@Dt/-2 has dimension (k+ 1)(l+ t) and factors through SO(4) if and only if k+l is even; these are the orthogonal irreducible representations of Spin(4) and all others are symplectic.
It is often convenient to view the spin representations in the context of Clifford algebras. For details we refer to Atiyah et al. [3] .
Let E=IR. 2k with the positive definite inner product 9 and let {ei} be an orthonormal basis of E. The Clifford algebra C(E) of E and 9 is the graded algebra
C(E) = T(E)/I, where T(E)
is the tensor algebra on E and I is the two-sided ideal generated by the elements x®x+9(x,x).l for x~E. 
The group SO (2k) acts on E and this action extends, showing that A*(E)~-C(E) as SO(2k) modules. In fact, SO(2k) acts on C(E) by inner automorphisms and this gives an embedding of Spin(2k) in CeV°n(E) with group multiplication given by multiplication in the Clifford algebra. On the algebra level s__oo(2k)= A2(E)~-C2(E) embeds as the tangent space to Spin(2k) at the identity and the restriction of Clifford multiplication A2(E)®A2(E)~C(E) coincides with the Lie bracket under the identification AZ(E)= so(2k) by (ei®ej -e~®el)~-,-½e i. e j.
The inclusion Spin(2k) C C~(E) ~ End(V) makes V a Spin(2k) representation. Since 2k is even this is a reducible representation" e = e~e 2 ... e2k is invariant, e 2 = 1, and hence V= V+ ® V_ decomposes into the _+ 1 eigenspaces of e. The even elements of C(E) commute with e, so C¢~e"(V)= End(V+)@ End(V_) as Spin(2k)-modules. The odd elements of C(E) interchange V+ and V_. In particular, each xeE maps V+~V_ and V_--,V+, giving the Clifford multiplication map E®V+_ ~V¥ which we denote by x®O~x .c~. These algebraic facts carry over to vector bundles on oriented four-manifolds except for one topological obstruction. By studying the fibration of classifying spaces corresponding to the sequence 0~2g2-~Spin(4)~SO(4)~0 and noting that B;g 2 = K(~ 2, 1), one sees that an oriented manifold M 4 has a spin structure if and only if its second Stiefel-Whitney class c%M vanishes, and that when co2M =0 the spin structures are classified by HI(M;~2).
When M has a spin structure the frame bundle F of T*M lifts to a Spin (4) bundle and there is an associated vector bundle
for each irreducible representation of Spin (4 
Connections, Curvature, and Operators
Now assume that M is a Riemannian manifold. The metric determines the LeviCivita covariant derivative
V : F( T* M)-~ F( T* M ® T'M)
on the cotangent space. Choosing a local basis of sections {e i} of T*M we can write Ve~=~o)~®e k, where {o~} are the connection 1-forms. The nature of these connection forms is best seen in the context of connections on an arbitrary bundle.
Let G be a compact semisimple Lie group with Lie algebra ~ and let n :P~M be a principal G-bundle over manifold M. A connection on P is a choice of an equivariant horizontal subspace on T,P, or dually a y-valued 1-form on P which (i) has horizontal kernel: o(i,A)=A for A~, where i,:~T,P is the natural inclusion into the vertical subspace, and (ii) is equivariant : g*o(X ) = (Adg-1)co(X) for x~F(T,P) and g~G.
Let ~ denote the affine space of C ° connections of P; ~g becomes a vector space when a "base" connection co o is fixed. The equivariance property shows that the difference ~/= o3-coo pulls down to M as a 1-form with values in the adjoint bundle P x n~, which we shall also denote by ~. As such, it determines a covariant derivative map (1.3) by q~-,Vo +_[t/,4~ ], where V o is the covariant derivative corresponding to co o. If : G~ Aut(E) is a representation and E = P x 0/~ the associated vector bundle, then co induces a covariant derivative (1.4) on E by applying the Lie algebra representation ~ :y~End(/~) to (1.3).
V :F(f)~ F(f® T* M)

V E :F(E)~F(E® T'M)
For example, if P is the flame bundle of T*M the Riemannian connection can be described either in terms of the covariant derivative (1.2) or in terms of the corresponding so(n)-valued connection for co. In a local frame co= {co~} are the forms described above.
Given a connection V E on a vector bundle E we can form several natural operators from V ~ and a symbol map. Extending V g to the covariant derivative IV= V® 1 + 1 ® V E on A*®E (where V is the Riemannian connection on A*) and taking exterior multiplication or its adjoint (contraction) as the symbol, we obtain an exterior differentiation D :F(A*®E)~F(A *+ 1GE) and its formal adjoint D*.
In a local orthonormal frame {e i} { D4)=~eiA 4)eF(A*®E).
There are also two second order operators of interest: the trace Laplacian There is a second way to describe (2 in A*. Any q)~A ° lifts to an equivariant y-valued function on P and D~b has vertical kernel. Hence
This formula descends to the base: 8) i.e., the curvature endomorphism ~ on A ° is the composition of the first two operators of (1.6). Similarly, the curvature of an associated bundle E is OEE F(A 2 ®End(E)) defined either by ~2 ~ = 0((2) where q :~End(E) is the defining representation, or as the composition (2 ~= D ~o V E in the sequence
, ... and similarly for fff. An important consequence of the Jacobi identity is the Bianchi identity DO = 0. When P is the frame bundle of M it has a metric connection and we will denote the Riemannian curvature of M by R ~ F(A2 ®so (n)).
In four dimensions the Riemannian curvature Re A 2 ®so(4)= A 2 @A 2 decomposes under the splitting A2-A 2-+,,~mA 2_. In fact, because of the symmetry Riyk~ = Rkt o, R is an element of the symmetric tensor product Sym 2 (A2+ ®A 2_). As a Spin (4)= SU + (2) x SU_ (2) module this breaks into 5 irreducible pieces according to the Clebsh-Gordon formula (1.12)
M
WeitzenbSck Formulae
Let M be a spin four-manifold with Riemannian connection V and curvature R and let E be a vector bundle over M with connection V E and curvature f2 ~. Then the Dirac operator
:F(V®E)-+F(V®E)
is defined for E-valued spinors by 9 = ~e i-IV/, where IV = V® 1 + 1 ® V ~ is the total covariant derivative on V®E. The square of this operator has an algebraic decomposition into Laplacian and curvature terms; such a decomposition is called a Weitzenb6ck formula. To compute 9 2 it is convenient to choose an orthonormal local frame {e i} around a point x~M and vector fields {ei} dual to {e i} with (Ve~eJ)x=O for all i,j. Since V has no torsion it follows that [e~,e~]~=0 and that the total curvature £2=R®1 + 1®£2 ~ of V®E is f2i~= ]VIlV ~-IVf,:. Squaring 9 and separating the symmetric and skew-symmetric parts: Thus we arrive at our first Weitzenb6ck formula: the square of the Dirac operator on E-valued spinors is S + ½~ei "ej" Q~.
(1.14)
By replacing E by V* ®E we get a Dirac operator on V® V* ®E ~ A* ®E, i.e. on E-valued forms. For this 9 
= -2~Rij (e~.J e A • + e' A ej .J.).
Alternatively, we can write RA*=RV®I + I®R v* and
where the first term is ~ as above. In the second term R is acting through the
Clifford multiplication map
ReA2® ( ( 1.19)
The same formula holds for anti-self-dual 2-forms when W + and (f2~) + are replaced by W-and (~E)-. 4.
Since [] commutes with the star operator, the Weitzenb6ck formula on E-valued 4-forms is given by (1.17) and on E-valued 3-forms by (1.18) with the curvature terms replaced by their .-adjoints. 
Sobolev Spaces
ilfEl~,p--! Z tOJl') .
These spaces are related by the Sobolev embedding theorems: for p,q> 1, the
is continuous for k-n > l-_n and compact for k-_n P q P
>l-_n, and the inclusion C~(D)--+Lk, p(D)
is compact for k-n >l. This setup q P carries over to vector bundles on compact Riemannian manifolds M ~alais). In fact, given a C OO vector bundle E with metric over M, we can complete the space
Foo(E) of C ~° sections of E by either (i) choosing a coordinate covering {V~} and a subordinate partition of unity {4)i} and defining Lk, p(E ) by the inclusion {4)i}:Fff(E)--+OiFv~(E);
(ii) choosing a connection V on E compatible with the metric and defining the norm TI tlk, p,V by the above formula with ~ replaced by 17. These inequalities extend to sections of vector bundles by Kato's inequality lal4)ll_-< IV4)l for 4)6 Foo(E) (we have 12i4)l. di4)ll = ldl4)il = 2IRe (4), 174))1 < 214)1" I V4)l so Id14)ll____lV4)l on the set where 4)=1=0 or dl4)l=0 and, by continuity, everywhere).
Thus, for example, there is a constant c=c(M, V) such that for any 4)eL~, 2
Such inequalities will be used frequently in Sects. 6-8.
Four dimensional Riemannian geometry provides the background for the field theories we shall be concerned with. We now turn to the dynamical aspects of these theories, introducing the action and the field equations themselves.
Coupled Yang-Mills Equations
An important guiding principle in geometry is the requirement of naturality. We begin this section by describing the geometrical data necessary for a gauge theory and indicating how naturality determines the theory once this geometric context is fixed.
Let ~ : P--,M be a principal bundle over an oriented four-dimensional manifold M with compact simple structure group G. Let ~o:G-~Aut(/~) be a unitary representation of G, E=p x f12 be the associated vector bundle, and let W be any bundle associated to the frame bundle of M. The field equations we seek will specify a metric g from the space Jd of Riemannian metrics on M, a connection I7 from the space (g of connections on P, and a section ~b from the space g = F(E® W) of sections of E. We shall assume that they are variational equations, that is, they arise as the stationary points on ~d x (g x g of an action integral
where the Lagrangian/t is a 4-form constructed from g, 17, and qS. Now P is a manifold with a certain geometric structure -a free right action of
G. An automorphism of P is a map f: P~P which preserves this structure : f(xg-1) =f(x)g -1 for all xEP and geG. Let Aut(P) denote the group of all bundle automorphisms f such that the induced map rcof: M---,M preserves orientation, and let Auto(P ) denote the subgroup of automorphisms which induce the identity transformation on M. There is an exact sequence
where Diff(M) is the group of orientation preserving diffeomorphisms of M. The group Auto(P ) can be identified with the space of sections of the bundle of groups P x AdGIn the terminology of physics, a section s:M ~ U~P is called a local choice of gauge, an automorphism fEAuto(P ) is a gauge transformation, and the group N= Aut0(P ) is the gauge group of the bundle.
Note that the Killing form provides an invariant metric h on the adjoint bundle g and hence a hermitian metric on E.
We shall require 3 things of the Lagrangian form/1(9, 17, q~) (i) regularity -in a local coordinate system and local choice of gauge, 2 should be given as a universal polynomial in g, h, F, q~, (detg)-z/z, (deth)-1/z and their derivatives, where F are the Christoffel symbols of 17;
(ii) naturatity -the map 2 :~ x cg x N-~A%~/) should be a natural transformation with respect to the bundle automorphism J; i.e., We can now use invariant theory to determine the possibilities for 2. For the case 2=2({/, V) if we require naturatity under orientation preserving diffeomorphisms of P then SO(4) invariant theory (Stredder [18] Of the remaining three independent possibilities two depend on the curvature of g; for remarks on these see (Bourguignon and Lawson [6] ). Here we will be concerned with the action which depends on the bundle curvature : the Yang-Mills action
This action is evidently regular and Diff(M) covariant. It is conformally invariant because the • operator on 2-forms is, or more explicitly
A(e2~ g, V)= ~ e-4" g~Ok'(f2ik, f2~,)(det(e2~ g))*/adx 1/x ... /~ dx # = A(g, oo)
.
M
As for gauge invariance, a gauge transformation gel# carries V to goVog-1 and Y2=DoV to gf2g-1; the Lagrangian IOt 2 is then unchanged because the Killing form is invariant.
Since tf2J 2 = If2 + 12 + jO-t 2, Eq. (1. t2) shows that A(g, co) >= 8rt2k with equality if and only if f2--0. Thus self-dual connections are absolute minima of the YangMills action. It would be interesting to continue with the invariant theory, incorporating the field 0 and finding all Lagrangians satisfying (i), (ii), and (iii). Instead we will simply write down the two action integrals considered by physicists and verify naturality. Following the terminology of physics we will call these the "fermion"
and "boson" actions. 
Definition. The fermion action is defined on E-valued spinors
OeF(V®E) by a(g, V, 0) = 5 If212 + (~b, @o)dv(g),
Definition.
Similarly, the boson action is defined on E-valued scalars OeF(E) by
where the potential P:E~IR is a gauge invariant polynomial on the fiber of degree <4.
Both Lagrangians are regular, Diff(M) covariant, and gauge invariant. The conformal properties of these action integrals wilt be discussed in the next section.
Remarks. 1. For our purposes the requirement degP <4 arises as follows. We wish to vary the action over the Sobolev space cgx,2 X gl,2" By the Sobolev inequality (1.20) any polynomial in ¢ of degree <4 is then integrable, while higher degree polynomials need not be.
2. The term ~<¢,N¢> in the fermion Lagrangian is not positive definite. Indeed, suppose 4)= ¢ + + ¢_ e F(V+ G V ) satisfies ~q5 = )@ for some eigenvalue 2. Then ~=~b+-q5 satisfies ~¢=-2~.
Thus the spectrum of N is symmetric about zero.
Variation of the actions (2.3) and (2.4) yields a complicated system of nonlinear equations for g, co, and ¢; when the Lagrangian ~s of general relatively is included these are complete classical equations of a Yang-Mills particle coupled to gravity (Hawking and Ellis, Sternberg). We shall simplify this system by disregarding the dependence on g (and fixing h). Because of conformal invariance this amounts to fixing the conformal structure of M.
With this agreed, the next step is to calculate the Euler-Lagrange equations of the fermion and boson actions. Thus the equations which we shall study are the coupled fermion equations 5) and the coupled boson equations
The Field Equations
[v*fv4~ = 6 4~ + al4'12~ + m~.
In physics, ~ is a 9auge field, oo its potential, ~b is the field of a particle interacting with O and m is the mass of the particle. For example, when the structure group is S ~ (2.5) describes an electron interacting with an electromagnetic field. 
Gap Theorems
The field equations (2.5) and (2.6) are simplest when a=m=0. Then 4> satisfies S either ~b=0 (4> on E-valued spinor) or {V*IV~b = gq~ (~b an E-valued scalar). 
Conformal Invariance and Rescaling
From physics we know that the Lagrangian and the energy must be conformally ("scale") invariant. The Lagrangians introduced in Sect. 2 do not, a priori, have this property. We will now show how to arrange conformal invariance by further specifying the geometric properties of the field ~b.
Let M" be an oriented manifold and F the GL(n) frame bundle of its cotangent bundle zM. A choice of conformal structure on M reduces F to a principal bundle F c whose structure group is the conformat group CO(n)=IR + x SO(n). In particular, the Dirac operator on spinors of weight 3/2 is independent of the metric within the conformal class (see also Fegan [7] ). This conclusion also follows by examining the spinor Lagrangian .2) and (3.2), this completes the verification that the fermion and boson Lagrangians (2.5) and (2.6) meet the requirements of Sect. 2: they are regular, natural, and conformally invariant. We conclude this section by describing several useful devices, related to conformal invariance, which will be important later. 
S (l~,]V~)]//~tg dxlAdxzAdx3Adx4 ~EF(E®L).
=(A2T®y®LZ)@(T®L@E@L)@(L®E®L).
When ~ is given the direct sum metric, [FI2d% is a conformally invariant energy density for the field (qS, f2). Fix a point p6M and let B(z,r) be the ball of radius r in the metric 9 = z-ggo . The local energy integral of (qS, f2) around p is
B~,,)
B(~,~) (3.5)
g(z,r)= ff IFI2= j" IOI2+IIV4~I2+I~20512 B(~, r) B(~, r)
in the fermion and boson cases respectively. E(z, r) thus depends on both the scale and the radius r; we will abbreviate it to E(r) when the scale has been fixed. The conformal invariance of IFl2.dvg implies that E(~, r)= E(1, rZr). Suppose that IFI 2 is integrable on some neighborhood U ofpeM. Then, given e>0, we can find an R such that B(1,2R)CU and E(t,2R)<e. Now change the metric to 9=R-29o. Under this rescaling solutions of conformally invariant equations remain solutions, while B(1, 2R) becomes B(2) and the energy in the new metric satisfies E(2)=E(R 1/2, 2)= E(1, 2R)<e. Thus we have the
Rescating Principle
Given e > 0 and a solution (~b, f2) to conformally invariant field equations defined in a neighborhood of p6M with locally finite energy, we may assume -by a constant conformal change of metric -that (qS, f2) is a solution on B(2) to the field equations (with rescated m and s) and that E(2)< e.
A Slice Theorem and the Orbit Space
In this section we prove a local slice theorem for the action of the gauge group on c~ × & This extends similar theorems which appear in Atiyah et al. [41 and Uhlenbeck [20] .
The center of the gauge group -the sections of the trivial bundle P × AdZ, where Z is the center of G -acts trivially on the space of connections. Thus we will deal with the group fge=F(PXAdG/Z) of effective gauge transformations. To topologize fqe, note that the adjoint representation is a faithful representation Ad:G/Z~End(p) and hence defines an embedding fqe~F(Px AdEnd(~)). This latter bundle inherits a connection from any given Ve~ and the Sobolev completion ~fk, p of the effective gauge group -with norm determined by Vappears as a closed subspace of Lk, p(P x aaEnd(~)). For pk > 4, fgk, p is a smooth Lie group, any g~Nk, p is continuous, and the map X~-+exp(X) induces a smooth (nonlinear) map from a neighborhood of 0 in A°p into ffk, v" This is a standard result.
Mitter and Viallet [12] , for example, give a proof for p--2, and their proof is valid for pk>4 because multiplication induces a continuous map Lk, p XLk, p~Lk, p (Palais, Sect. 9). The effective gauge group (9 e also acts on g = F(P x oE) if Z £ ker0 ; this occurs if the highest weight of ~o lies on the root lattice of:7*. In this section we will assume that ~ is such a representation.
We first determine the equation for the orbit of (qe in a neighborhood of a C ~° field ( [7, 4, This expression is non-linear in X; we can write it as its linearization plus a remainder: 
exp (X) (V+ t/) -V= t/+ VX + R(X, tl).
R(X, tl) is a power series of brackets of X, VX, and q, and R(tX, tt/)= O(t2). Now suppose that there is a field 4,sg=F(W®E) present (W is any bundle associated to the frame bundle of M). Write nearby fields as 4, + ~ where ~Ed ° is small. Then g =exp(X) transforms 4, + ~p to ~(g)(4, + ~c,), or exp (X)(4, + ~P)-4' = ~ + o(X) (4, + ~P) + S(X, 4' + ~P) , (4.2) where S(tX, 4) + 9) = O(t2) •
It follows from these transformation formulae that the action of the gauge group induces a smooth map %+ i.~ x (%~ x g)~,v--,(~ x g)k,.
for (k+ 1)p>4 (cf. Uhlenbeck [20] ).
It is also apparent from Eq. (4.1) and (4.2) that the tangent space to the orbit of the gauge group through (g, 4,)~g is the image of
K:A°--*A ~ xE by X~(VX, o(X)4,).
The L 2 orthogonal complement of the image -which is the kernel of the adjoint operator K* -provides a natural slice for the gauge orbit. This adjoint is K* :(q,~)~V*t/+(lp,0()4'), where this last term specifies an element of A°=(A°) * via the Killing metric and evaluation. More generally, for each 0 <2slR we can consider the subspace kerK~ where K* :(q, w)~v*~ + ;<~, ~( )4,>.
From (4.1), (4.2), and (4.3) we see that 0 = K*[g. (V+ t/)-17, g. 4'-4,] if and only if O= V*VX+ V*rl+ V*R(X, rl)+2<W,O( )4,> +2<0(X)(4, + V2),~o( )4'> + 2(S(X, 4' + ~P), O()4'). (4.4)
This is an elliptic equation for X, and if X is a solution then g = exp(X) is a gauge transformation which carries (V+r/, ~b + tp) onto the slice kerK* through (V, ~b). The slice theorem will apply at the regular points of c~ × g _ the open dense set of points (17, 4) ) where kerKa = {X~ A°+ 2,p/VX = 0 and 0(X)4)= 0} is zero (i.e. where the action of the gauge algebra is free).
Theorem 4.1. Let M be a compact Riemannian 4-manifold, possibly with boundary. Fix a regular field (17, c~ )~ (c6 x g)k + 1 ,p with k >= O, 2 < p < 4. Then there is a constant c o such that for every field (rl, ~p)e(A 1 x E)k + 1,v with ]l(t/, ~P)llk+ t,v < Co there is a gauge transformation g E CKa+ 2, p, unique in a neighborhood of the identity, with
K~(g-(V+~)-V, g.(4) +~)-~)=0
weakly. U" V, ~, r h and ~ are C ~ then g is C ~.
Proof The proof is an application of the Banach space implicit function theorem. 0 which vanish on 3M 0 Let TCA°+2,p be the subspace ofX Ak+2, p (T= Ak+ 2, p if 3M = ~b). Let F be the map 
T × (A 1 × g)~+ i,p-~Ak°p defined by F(X,(t h ~p))=right-hand side of (4.4). Since multiplication is a continuous map
Lk+l,pXLk+l,p-"~Lk, p and Lk+2,pXLk+l,p--rLk+l,p
The differential of F at zero is DIE(O, 0)X=K*KX= V*VX+2(o(X)4), O()4)). For k> 1 multiplication is a continuous map
Lz(V~)=Fo(V1)@ ~ rz(l/]).
~>0
The map g~(Q (g)-1 Again making N possibly smaller, (4.7) insures that IIg-IlIk+z,p is small enough for Theorem 4.1 to apply and we conclude that g is the identity. Thus the slice is globally effective. The proof is completed by a straightforward argument; see Mitter and Viallet [12] . []
Gauges and Regularity
In this section we show that solutions to the coupled field equations have the regularity properties expected for elliptic equations, specifically, that for p > 2 an L1, p weak solution is C a. This is basically elliptic regularity; the subtlety is that the coupled equations are elliptic only after a choice of gauge. We first reinterpret the Slice Theorem. Rather than using a connection to identify cg = A 1, we shall choose a point x~M and a ball B=B(x;r) around x and use a fixed gaugeconsidered as a section of the frame bundle of E -to pull down connections. 
is C ~ then g is C ~. []
We now have a two step program for obtaining natural gauges: (i) Choose a C ~ gauge around a given point Xo, and (ii) modify this to a gauge in which d'co=0 using the above proposition. To accomplish (ii) it is necessary to make the Lk. p norm of the fields small. For this we shall use the rescaling principle. 
H VCOHO,p;B(1,r~) + C[ICgI[O, Np;B(1,~2)
_<-(1 + c)e, where c 2v is the volume of the unit ball in the rescaled metric which is uniformly bounded in z for z < 1. When e is sufficiently small Proposition 5.1 applies, This completes the proof. [] Uhlenbeck [20] has proved the much more difficult fact that the rescaling used in this proof depends only on ITf21i0, p.
We can now prove a regularity theorem. weakly, where A is the (metric) Laplacian on functions. Applying ~ to the equation @q~=m4~ and using (1.14) gives similar equations for fermion fields. These are uniformly elliptic systems, and regularity follows by standard elliptic theory (Morrey, Sect. 6.8).
[B
Gauge Invariant Estimates
We now begin the calculations leading to our first main estimate on solutions to the coupled field equations : the supremum of IF[ in a ball is bounded by the energy ~1F12 in a larger ball (Theorem 6.3). For this we use the DeGeorgi-Nash iteration scheme, following (Morrey, Sect. 5.3). There are, however, two complications. First, because differential equations for vector-valued functions are not directly amenable to this approach we must convert the coupled differential equations for 4 and O into a differential inequality for the function ]fJ. Second, in order to manage the non-linearity of the resulting inequality we need a growth condition on the L 2 norm of the coefficients. This is easily verified if we assume sufficient regularity for the fields, as we shall. (In the next section, when we take up the problem of the removability of singularities the need for this growth condition will be the chief difficulty.)
All estimates in this section will be a priori, that is, we will assume (by Theorem 5.3) that the fields are C ® away from an isolated singularity. We will also treat m as a function rather than a constant; this will be important later, in Sect. 8, when we examine how solutions on IR can extend to S 4. The computations are greatly facilitated by choosing an appropriate coordinate system. Fix a point x~M and let {el} be an orthonormal basis of TxM.
Extend the e i to local vector fields e i such that (Viej)(x)=O for all i,j, and hence
. Let e ~ denote the 1-form dual to e i. The Riemannian curvature form R and the bundle curvature form f2 = f2 E at x are then
Choose a local basis of sections of the adjoint bundle y in the same manner: let {~} be an orthonormal basis of Yx and extend these to local sections with (Vy¢)(x) =0 for all i, c~. Let {o -'} be the dual sections of y*. Our calculations will be done in these frames at x~M, but the final result will be manifestly independent of x and the orthonormal frame. Proof. We begin with the fermion case, dividing the proof into five steps.
Step 1. Apply ~ to the equation ~4=m4 to get ~24=dm.4+mNO=dm. 0
Step 2. Differentiate the equation o~2=m2~b+dm-~ using the total covariant derivative IV on V®E 
(6.8)
The leading term can be expanded according to the WeitzenbSck formulae (1.14), ( (regarding z-2D*ReT®y®L 2 as a map V2®E--*T®V4®E). Then ~ depends on the 1-jet of the Riemannian curvature of M and is bounded by a constant 0 of conformal weight 2. Now substitute into (6.8), multiply by -1, and estimate, using
The result is the more manageable inequality 0_-< (f, I~IV/F) + #IFI 2 + (5lf2l + z-21qStZ)lF12 , (6.9) where
is a function of conformal weight 2.
Step 5. Because IV Js compatible with the metrics on V®E and A2®g,
2 by Kato's inequality. Putting this in (6.9) completes the proof in the fermion case.
The boson case is completely analogous so we will be brief.
Step
Step 2 
Br
Proof. Set b=l#1 +51OI +ale] 2 and evaluate (6.1) on the test function t/2f 2p-2, where f= IFI (technically, take f= IFI +e and let e~0 at the end). Integrate by parts and simplify using dfZP=pf2p-Zdf 2, etc.
< -½~d(~12f 2p-2)df2 -~2fzp-2jdfl 2 + ~ btl2fZp
<--~. rd, l -1 ~.df~" 27 2 f. ,t~ldf.l~_ ; S,7~idf.l~ + Sb,~V~,, 
IF(x)12~=C[x1-4 S IFI2~=Clxl-~'E2(21xl)
B (x, 2r) for x~ B~ -{0}. This gives the first statement and the second follows by noting that IdtqSll < IlV~b[ and integrating inward from the unit sphere. []
An Energy Growth Rate
We shall now focus attention on Coo solutions of the coupled field equations with finite energy and with an isolated singularity. We have just derived one fact about such fields: If21 and IlV~l grow as O(r -z) at the singularity. We also have the regularity Theorem 5.3 at our disposal, but this requires that the field be Ll,p for some p > 2. What is needed is a growth rate of the form
IFI2<=c?
B~ for some c and 6 >0, where the ball B r is centered on the singularity. This section is devoted to establishing such an estimate. Although the growth estimate involves only gauge independent quantities the proof requires a specific choice of gauge -a trivialization of the principal bundle P. For this we rely on a theorem of Uhlenbeck which provides a trivialization around the singularity and includes rather specific information about the connection and curvature forms in this gauge. Integration by parts in this gauge, first for the field ~b and then for the curvature form f2, results in an inequality for the energy integral E(r). By the rescaling process this becomes a differential inequality and integrating gives the desired growth rate for E(r).
Throughout this section we assume the fields are Coo away from an isolated singular point, taken as the coordinate origin. We shall also assume that the mass coefficient m satisfies the hypotheses of Theorem 6.3. The rescaling process allows us to work in an arbitrarily small neighborhood of the singularity, conformally enlarged to the unit ball. Consequently, we expediently ignore the curvature of the base manifold. This simplification does not essentially affect the theorems.
A few words on notation. The letter c will be used for a universal constant (depending on Sobolev norms, the volume of the unit ball, etc.). Its value will be continually updated so, for example, when c is multiplied by 2 the result is immediately renamed c. We will need the energy integral E(z, r) defined by (3.5) . After fixing a scale we will denote E(r, r) by E, or replace it in the estimates by an upper bound ~. We will frequently use the evident inequalities IIf~lloz, IIIV~llo2
-< E -< e and the Sobolev inequality ]l q5 [I o24 _-< cE 2 <= c ~2. All Sobolev norms are taken on the unit ball.
The starting point for our gauge dependent estimates is the following theorem of Uhlenbeck. 
Ai Ai
This theorem is proved in (Uhlenbeck [19] ). In outline, the construction of the gauge proceeds as follows. Choose a basis for g at the north and south poles of S, and extend these by parallel translation along polar geodesics. These gauge meet at the equator and one shows that the transition functions can be made small. These transition functions can be spread out away from the equator, resulting in a C oO gauge over S 1. The Slice Theorem then gives (c) on S 1 and, by the same process, on each S,. Now repeat the procedure to fill in between the S 1 : we have a gauge on S i which extends inward by parallel translation and one on S,+ 1 which extends outward; these meet in the middle of Ai and the transition functions are small. Spread out the transition functions and apply the Slice Theorem; this gives (b). Statements (a) and (d) are inherent in this process and (e) and (f) are consequences of (a)-(d) and the curvature hypothesis. [] Remarks. 1 . Note that such a gauge can be chosen for any connection; it is not necessary that f2 satisfy the field equations.
2. The broken harmonic gauge trivializes the principal bundle P and therefore trivializes all associated bundles E over B 1.
Since we are assuming that the coefficient m satisfies the hypotheses of Theorem 6.3, we can apply Corollary 6.4 to obtain a field on B 2 -{0} satisfying the hypotheses of Theorem 7.1. Hence there exists a broken harmonic gauge.
In the subsequent theorems this gauge is used as a "reference frame" in which to observe the field ~b; we will express co and q5 in the broken harmonic gauge and use estimates (a)-(f) to argue that the covariant derivatives [V4~ of ~b and f2 of co are essentially the same as V~b and Vco. In doing this we may assume, by the rescaling principle, that e is as small as required.
As an example of a theorem in this vein we have 
when e is sufficiently small. The desired inequality for co o is then
The next lemma shows that the Sobolev L~, z norm based on ]V is essentially equivalent to the one based on V in the broken harmonic gauge. Before stating it we introduce some notation which will facilitate changes from IV to V and allow us to deal with the fermion and boson equations simultaneously. 
But limE(r)=0, so this vanishes as n--,oe. r~O After summing on n and using the field equations, (7.4) reads
The sphere integral can be estimated by first using (7.3) Finally, multiply (7.10) by 1 +c o and add to (7.11), incorporating (7.12) and (7.13). The theorem follows when e is sufficiently small. [] We next derive an analogous estimate for the curvature field f2. This theorem was obtained by Uhlenbeck [19] when O is a Yang-Mills field. We repeat her proof, adding a current term. 
S S S
The theorem now follows from (7.14) . [] Finally, we combine the previous two theorems and make explicit how these estimates depend on the metric within the conformal class. Proof Rescale and fix a metric g0 in which (~b, f2) is defined on B 2 -{0} and e is small enough for the previous theorems to hold. Let B(z, r) be the ball of radius r in the metric 9 = z-4go and let E(z, r) be the integral (3.5) of the energy density over B(z, r). Then E(z, r) = E(1, zZr) and the function E(z) = E(z, 1) satisfies
JzE2(z) =l=d Eg(1,z2) =l=2 d Ez(r) =1.
The expression d E2(r )
is the integral of the energy density over the unit 
Removable Singularities
The regularity theorems of Sect. 5 and the energy growth rate established in Sect. 7 together yield a theorem on the removability of singularities, Suppose that (qb, (2) is a C ~ solution to the coupled field equations on IR 4. Let o. :S4~IR 4 be the stereographic projection from the north pole p. Because o. is a conformal transformation and the field equations are conformally invariant, the pulled back field (o-*4, ~*g2) is a C ~ solution on S 4-{p}. Theorem 8.1 will now show that the singularity at the north pole is removable provided that the energy is (2.5) or (2.6) 
