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Abstract
In this paper we study the Hilbert function HR of one-dimensional semigroup rings R = k[[S]]. For some classes
of semigroups, by means of the notion of support of the elements in S, we give conditions on the generators of S in
order to have decreasing HR. When the embedding dimension v and the multiplicity e verify v + 3 ≤ e ≤ v + 4, the
decrease of HR gives explicit description of the Ape´ry set of S. In particular for e = v+3, we classify the semigroups
with e = 13 and HR decreasing, further we show that HR is non-decreasing if e < 12. Finally we deduce that HR is
non-decreasing for every Gorenstein semigroup ring with e ≤ v + 4.
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0 Introduction.
Given a local noetherian ring (R,m, k) and the associated graded ring G = ⊕n≥0
(
m
n/mn+1
)
, a classical hard topic
in commutative algebra is the study of the Hilbert function HR of G, defined as HR(n) = dimk
(
m
n/mn+1
)
: when
R is the local ring of a k-scheme X at a point P , HR gives important geometric information. If depth(G) is large
enough, this function can be computed by means of the Hilbert function of a lower dimensional ring, but in general G
is not Cohen-Macaulay, even if R has this property.
For a Cohen-Macaulay one-dimensional local ring R, it is well known that HR is a non decreasing function when
G is Cohen-Macaulay, but we can have depth(G) = 0 and in this case HR can be decreasing, i.e. HR(n) < HR(n−1)
for some n (see, for example [8], [10], [11]). This fact cannot happen if R verifies either v ≤ 3, or v ≤ e ≤ v + 2,
where e and v denote respectively the multiplicity and the embedding dimension of R ( see [6], [7], [16] ). If
R = k[[S]] is a semigroup ring, many authors proved that HR is non-decreasing in several cases: • S is generated
by an almost arithmetic sequence (if the sequence is arithmetic, then G is Cohen-Macaulay) [17], [13] • S belongs to
particular subclasses of four-generated semigroups, which are symmetric [1], or which have Buchsbaum tangent cone
[3] • S is balanced [12], [3] • S is obtained by techniques of gluing numerical semigroups [2], [9] • S satisfies
certain conditions on particular subsets of S (see below) [5, Theorem 2.3, Corollary 2.4, Corollary 2.11]. If e ≥ v+3,
the functionHR can be decreasing, as shown in several examples: the first one (with e = v+3) is in [14] (here recalled
in Example 1.6). When G is not Cohen-Macaulay, a useful method to describe HR can be found in some recent papers
(see [12], [3],[5]): it is based on the study of certain subsets of S, called Dk and Ck, (k ∈ N).
The aim of this paper is the study of semigroup rings R = k[[S]] with HR decreasing. To this goal we introduce
and use the notion of support of the elements in S (1.3.4); by means of this tool we first develop a technical analysis
of the subsets Dk, Ck in Section 2. Through this machinery, under suitable assumptions on the Ape´ry set of S, we
prove (Section 3) necessary conditions on S in order to have decreasing Hilbert function, see (3.4), (3.6).
In Section 4 we apply these results to the semigroups with v ∈ {e− 3, e− 4}.
For v = e−3 we show that the decrease of HR is characterised by a particular structure of the sets C2, D2, C3 and
that HR does not decrease for e ≤ 12, see (4.2), (4.3); in particular, for e = 13, we identify precisely the semigroups
with HR decreasing, see (4.6) and examples (4.7).
In case v = e− 4 we obtain analogous informations on the structure of C2, C3, D2, D3, see (4.9) and (4.10).
Such methods allow to construct various examples of semigroup rings with decreasing HR, see, for example (3.2),
(3.7) where e − 7 ≤ v ≤ e− 3; in particular example (3.7.1) describes a semigroup whose Hilbert function decreases
at two different levels. The examples have been performed by using the program CoCoA together with FreeMat and
Excel.
As a consequence of some of the above facts, one can see that the semigroups S with |C2| = 3 and |C3∩Ape´ry
set| ≤ 1 cannot be symmetric. It follows that every Gorenstein ring k[[S]] with v ≥ e − 4 has non-decreasing
Hilbert function (4.11). This result is a partial answer to the conjecture settled by M.E. Rossi [15, Problem 4.9] that a
Gorenstein 1-dimensional local ring has non-decreasing Hilbert function.
1
1 Preliminaries.
We breafly recall the definition of the Hilbert function for local rings. Let (R,m, k) be a noetherian local d-dimensional
ring, the associated graded ring of R with respect to m is G :=
⊕
n≥0 m
n/mn+1: the Hilbert function HR : G −→ N
of R is defined by HR(n) = dimk(mn/mn+1). This function is called non-decreasing if HR(n − 1) ≤ HR(n) for
each n ∈ N and decreasing if there exists ℓ ∈ N such that HR(ℓ− 1) > HR(ℓ), we say HR decreasing at level ℓ.
1.1 Let R be a one-dimensional Cohen-Macaulay local ring and assume k = R/m infinite. Then there exists a
superficial element x ∈ m, of degree 1, (i.e. such that xmn = mn+1 for n >> 0).
It is well-known that
• G is Cohen-Macaulay ⇐⇒ the image x∗ of x in G is a non-zero divisor.
• If G is Cohen-Macaulay, then HR is non-decreasing.
We begin by setting the notation of the paper and by recalling some known useful facts.
Setting 1.2 In this paper R denotes a 1-dimensional numerical semigroup ring, i.e. R = k[[S]], where k is an infinite
field and S = {
∑
aini, ai, ni ∈ N} is a numerical semigroup of multiplicity e and embedding dimension v minimally
generated by {e := n1, n2, . . . , nv}, with 0 < n1 < · · · < nv, GCD(n1, . . . , nv) = 1. Then R is the completion of
the local ring k[x1, . . . , xv](x1,...,xv) of the monomial curve C parametrized by xi := tni (1 ≤ i ≤ v). The maximal
ideal of R is m = (tn1 , · · · , tnv ) and x1 = te is a superficial element of degree 1. Let v : k((t)) −→ Z ∪ {∞} denote
the usual valuation.
1. M := S \ {0} = v(m), hM = v(mh), for each h ≥ 1 and the Hilbert function HR verifies
HR(0) = 1, HR(h) = |hM \ (h+ 1)M |, for each h ≥ 1.
2. Let g ∈ S, the order of g is defined as ord(g) := max{h | g ∈ hM}.
3. Ap = Ape´ry(S) := {s ∈ S | s − e /∈ S} is the Ape´ry set of S with respect to the multiplicity e , |Ap| = e and
e+ f is the greatest element in Ap, where f := max{x ∈ IN \ S} is the Frobenius number of S.
Let d := max{ord(σ) | σ ∈ Ap}.
Denote by Apk := {s ∈ Ap | ord(s) = k}, k ∈ [1, d] the subset of the elements of order k in Ape´ry.
4. Let R′ := R/teR, the Hilbert function of R′ is HR′ = [1, a1, . . . , ad] with ak = |Apk| for each k ∈ [1, d],
see, for example , [12, Lemma 1.3].
5. A semigroup S is called symmetric if for each s ∈ S s ∈ Ap⇐⇒ e+ f − s ∈ Ap.
By (1.2.1) and (1.1), if ord(s+ e) = ord(s)+1 for each s ∈ S, then G is Cohen-Macaulay and HR is non-decreasing.
Therefore in order to focus on the possible decreasing Hilbert functions, it is useful to define the following subsets
Dk, Ck ⊆ S, we also introduce the notion of support for a better understanding of these sets.
Setting 1.3 1. Dk := {s ∈ S | ord(s) = k−1 and ord(s+e) > k}.
(
D1 = Dk = ∅, ∀k ≥ r [12, Lemma 1.5.2]
)
.
Dtk := {s ∈ Dk such that ord(s + e) = t} and let k0 := min{k such that Dk 6= ∅}.
2. Ck := {s ∈ S | ord(s) = k and s−e /∈ (k−1)M}, i.e., Ck = Apk
⋃ {
∪h (Dkh+e), with 2 ≤ h ≤ k−1
}
.
C1 = {n2, · · · , nv}, C2 = Ap2, C3 = (D32 + e) ∪Ap3 and Ck = ∅, ∀k ≥ r + 1 [12, Lemma 1.8.1], [3].
3. A maximal representation of s ∈ S is any expression s =
∑v
j=1 ajnj , ai ∈ IN, with
∑v
j=1 aj = ord(s)
and in this case we define support of s as Supp(s) := {ni ∈ Ap1 | ai 6= 0}. Recall:
Supp(s) depends on the choice of a maximal representation of s. Further for s ∈ S, we define:
|Supp(s)| := max
{
|Supp (
∑
i aini) |, such that s =
∑
i aini is a maximal representation of s
}
.
4. For a subset H ⊆ S, Supp(H) :=
⋃{
Supp(si), si ∈ H
}
.
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5. We call induced by s =
∑v
j=1 ajnj (maximal representation) an element
s′ =
∑v
j=0 bjnj , with 0 ≤ bj ≤ aj . Recall: ord(s′) =
∑
bj by [12, Lemma 1.11] .
The following two propositions are crucial in the sequel.
Proposition 1.4 Let S be as in Setting 1.2 and let s ∈ Ck, k ≥ 2. Then
1. For each s =
∑
j≥1 ajnj ∈ Ck (maximal representation, with
∑
j≥1 aj = k), we have:
(a) Every element s′ =∑j≥1 bjnj induced by s, with ∑j≥1 bj = h, belongs to Ch.
(b) Supp (Ck) ⊆ Supp(Ck−1) ⊆ ... ⊆ Supp(C2).
2. If s = g + e with g ∈ Dh, (h ≤ k − 1), any maximal representation s =
∑
j≥1 ajnj has a1 = 0.
Proof. (1.a). See [12, Lemma 1.11].
(2). If a1 > 0, then g = (a1 − 1)e+
∑
j≥2 ajnj has ord = k − 1, by (1.a), contradiction. ⋄
Proposition 1.5 Let S be as in Setting 1.2, let k0 be as in (1.3.1) and let k ≥ 2.
1. HR(k)−HR(k − 1) = |Ck| − |Dk| [12, Proposition 1.9.3], [3, Remark 4.1]
2. G is Cohen Macaulay ⇐⇒ Dk = ∅ for each k ≥ 2. [12, Theorem 1.6].
3. If |Dk| ≤ k + 1 for every k ≥ 2, then HR is non-decreasing [5, Theorem 3.3, Corollary 3.4].
4. If |Dk| ≥ k + 1, then |Ch| ≥ h+ 1 for all h ∈ [2, k] [5, proof of Proposition 3.9].
5. In particular ( recall: k0 = min{k |Dk 6= ∅} ) [5, Corollary 3.11]:
(a) If HR is decreasing at level k, then |Dk| ≥ max{1 + |Ck|, k + 2},
(b) If HR is decreasing, then |Apk0 | ≥ k0 + 1,
(c) If HR is decreasing, then |Ap2| ≥ 3.
We show a semigroup S with HR decreasing, which is the first example in the sense that e = v + 3 = 13, |Ap2| = 3
are minimal in order to have decreasing Hilbert function, see (4.2), (4.3).
Example 1.6 [14, Section 2] Let S =< 13, 19, 24, 44, 49, 54, 55, 59, 60, 66>, with e = 13, v = 10,
Ap = { 0 19, 24, 38, 43, 44, 48, 49, 54, 55, 59, 60, 66 }.
M \ 2M 13 19 24 44 49 54 55 59 60 66 dim = 10
2M \ 3M 26 32 37 38 43 48 68 73 79 dim = 9
3M \ 4M 39 45 50 51 56 57 61 62 67 72 92 dim = 11
4M \ 5M 52 58 63 64 69 70 74 75 80 81 85 86 dim = 12
5M \ 6M 65 71 76 77 82 83 87 88 93 94 98 99 105 dim = 13
Then HR = [1, 10, 9, 11, 12, 13→], HR′ = [1, 9, 3]. Further Supp(D2 + e) = SuppC2 = {19, 24}:
D2 = {44,49,54,59} C2 = {38,43,48} = {19 · 2, 19 + 24, 24 · 2} = Ap2
D2 + e = {57, 62, 67, 72} 57 = 3 · 19, 62 = 2 · 19 + 24, 67 = 19 + 2 · 24, 72 = 3 · 24
D3 = {68, 73} C3 = {57, 62, 67, 72}= D2 + e
D3 + e = {81, 86} 81 = 3 · 19 + 24, 86 = 2 · 19 + 2 · 24
D4 = {92} C4 = {81, 86} = D3 + e
D4 + e = {105} 105 = 3 · 19 + 2 · 24
D5 = {∅} C5 = {105} = D4 + e.
3
2 Technical analysis of Ck and Dk via supports and Ape´ry subsets.
Lemma 2.1 Let x =
∑v
i=2 aini ∈ Ck , with ai ≥ 1 , for each i,
∑v
i=2 ai = ord(x) = k and |Supp(x)| = q.
Let 2 ≤ h < k, then
[
(a) |Ch| ≥ hp+ 1 ≥ q, if q ≥ h+ 1, p ≥ 1
(b) |Ch| ≥ q, if q ≤ h.
Proof. First recall that, by (1.4.1a), every element of order h induced by the given maximal representation of x, belongs
to Ch. We denote for simplicity Supp(x) = {m1 < m2 < · · · . < mq}, distinct minimal generators, with mi 6= e by
(1.4.2).
(a). If q ≥ h+ 1.
Then we can construct the (h+ 1) + h(q − h− 1) distinct induced elements in Ch:{
ση,i = (
∑η+h
j=η mj)−mi, η = 1, · · · , q − h,
[
i = 1, · · · , h+ 1, for η = 1,
i = η, · · · , h+ η − 1, for 2 ≤ η ≤ q − h,
}
.
(b). If 1 ≤ q ≤ h, there exists (a′1, · · · , a′q) such that ai ≥ a′i ≥ 1, ∀ i = 1, · · · , q,
∑
i a
′
i = h+ 1. Then Ch contains
the q distinct elements σj =
∑q
1 a
′
imi −mj , j = 1, · · · , q. ⋄
Proposition 2.2 Let k0 = min{k ∈ N |Dk 6= ∅}, d = max{ord(σ), σ ∈ Ap}.
1. Let g ∈ Dk, g + e =
∑
j ajnj , with
∑
j aj = k + p, p ≥ 1 (maximal representation):
(a) Let y ∈ Ch, h < k + p, be induced by g + e; if h ≤ max{p+ 1, k0}, then y belongs to Ap.
(b) p ≤ d− 1.
(c) |Supp(g + e)| ≤ |App+1|.
2. If Ap3 = ∅, then Dk + e = Ck+1 for each k ≥ 2.
Proof. 1.(a) Let h ≤ k0 and let z ∈ Ch \Ap; then z − e ∈ S, with ord(z − e) ≤ h− 2, hence z − e ∈ Dr, r < k0,
impossible. Further, if y =
∑
bjnj and y /∈ Ap, with h =
∑
bj ≤ p+ 1, then y = e+ σ, with 0 < σ ∈ S. Then:
g = σ +
∑
(aj − bj)nj =⇒ ord(g) ≥ 1 + k + p− (p+ 1) = k, contradiction.
1.(b) Let g + e =
∑
j ajnj (maximal representation), if
∑
j aj ≥ k + d, then d + 1 ≤
∑
j aj − k + 1 and so every
induced element ∈ Cd+1 belongs to Ap by (1), impossible, since (d+ 1)M ⊆M + e; hence ord(g + e) = k + 1.
1.(c) Let |Supp(g + e)| = q and let h := p+ 1 < p+ k, by (2.1) there are at least q elements in Ch. These elements
are in Ap, by 1.(a). Hence q ≤ |App+1|.
2. If there exists g ∈ Dk such that ord(g+ e) ≥ k+2, then p ≥ 2; by 1.(a) we would have y ∈ Ap3 for every y ∈ C3
induced by g + e. ⋄
Remark 2.3 1. (2.2.1 a) cannot be improved, for example in (1.6) if s = 92 : ord(s) = 3, 92 + e = 105 =
3 · 19 + 2 · 24 =⇒ 92 ∈ D4, p = 1 and 2 · 19 + 24 = 62 = 49 + e ∈ C3 \Ap3 (here 3 = p+ 2).
2. Let x1, x2 ∈ Dk, x1 6= x2 such that Supp(x1 + e) = Supp(x2 + e), x1 + e =
∑
αini,
x2 + e =
∑
βini. Then there exist i, j such that αi > βi, αj < βj .
Proof. If x1 6= x2 and αi ≥ βi for each i, then x1 + e = x2 + e + σ, ord(σ) ≥ 1 , hence ord(x1) > ord(x2),
impossible.
3. Let x ∈ Dk, ord(x + e) ≥ k + 2. If y ∈ Dk and ord(y + e) = h ≤ k + 1. Then y + e cannot be induced by
x+ e.
Proof. If x+ e = y+ e+ s, with ord(s) ≥ 1 then x = y+ s, ord(x) > ord(y), impossible, since by assumption
ord(x) = ord(y) = k − 1.
Given the sets Ch, Ck, with h < k, we estimate lower bounds for the cardinality of Ch, by enumerating the elements
induced by Ck. We first consider the elements induced by the subset {x ∈ Ck such that |Supp(x)| ≤ 2}.
Lemma 2.4 For xr ∈ Ck, (k ≥ 3), let xr = arni + brnj , ar + br = k and let r ∈ [2, k − 1].
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1. Let x1 ∈ Ck; the number of distinct elements of Ch induced by x1 is
β1 = 1 +min{a1, b1, h, k − h} =

 1 +min{b1, h}, if a1 ≥ h1 + a1 if a1 < h ≤ b1
1 + k − h if a1, b1 < h
with β1 ≥ 1 and β1 = 1⇐⇒ a1b1 = 0.
2. Let x1, x2 be distinct elements in Ck such that Supp(x1) ∪ Supp(x2) = {ni, nj}.
We can assume that


x1 = a1ni + b1nj ,
x2 = a2ni + b2nj ,
ai + bi = k, 0 ≤ a1 < a2, =⇒ 0 ≤ b2 < b1 .
The number of distinct elements of Ch induced by {x1, x2} is
β2 =


(a) 1 +min{b1, h} ≥ 2 (= 2⇐⇒ b1 = 1, b2 = 0) if h ≤ a1 < a2
(b) 2 +min{a1, k − h}+min{h−a1 − 1, b2} ≥ 3 if 0 ≤ a1 < h ≤ a2
(c) 2 +min{a1, k − h}+min{a2−a1−1, k − h} ≥ 2 if 0 ≤ a1 < a2 < h
β2 = 2⇐⇒ a1 = 0, a2 = 1
3. If Ck ⊇ {x1, x2, x3}, let


x1 = a1ni + b1nj
x2 = a2ni + b2nj ,
x3 = a3ni + b3nj ,
ai + bi = k, 0 ≤ a1 < a2 < a3, b1 > b2 > b3 ≥ 0
,
The number of distinct elements of Ch induced by {x1, x2, x3} is
β3 =


(a) 1 +min{b1, h} ≥ 3 if h ≤ a1 < a2 < a3
(b) 2 +min{a1, k − h}+min{h−a1−1, b2} ≥ 3 if a1 < h ≤ a2 < a3
further β3 ≥ 4, except the cases :
(i) h = 2, a1 ∈ {0, 1}
(ii) k = h+ 1, a1 = h−1, b1 = 2
(iii) a1 = 0, b2 = 1
(c) 3+min{a1, k−h}+min{a2−a1−1, k − h}+min{h−a2−1, b3} if a1 < a2 < h ≤ a3
further β3 ≥ 4, except the cases :
(c1) a1 = a2−1 = min{h−2, b3} = 0
(d) 3 +min{a1, k − h}+
∑
i=1,2min{ai+1−ai−1, k − h} if a1 < a2 < a3 < h
further β3 = 3⇐⇒ a1 = 0, a2 = 1, a3 = 2
Proof. 1. Put a1 = a, b1 = b for simplicity. If a ≥ h,the induced distinct elements in Ch are:
{hni, (h− 1)ni + nj , · · · , hnj}, if h ≤ b,
{hni, (h− 1)ni + nj , · · · , bnj}, if h > b.
Then β1 = 1 +min{b, h} = i+min{a, b, h, a+ b− h}.
If a < h ≤ b, then {hni, (h − 1)ni + nj , · · · , (h − a)ni + anj} are indueced distinct elements of Ch. Hence
β1 = a+ 1 where a = min{a, b, h, a+ b− h} since a ≤ a = b− h < b.
If a, b < h, then the induced distinct elements are: ani+(h−a)nj , (a−1)ni+(h−a+1)nj , · · · , (h− b)ni+ bnj ,
then β1 = a + b − h + 1 = k − h + 1, further β1 = 1 + min{a, b, h, a + b − h} = a + b − h(= k − h), since
a+ b− h < a < h, a+ b− h < b.
If a, b ≥ h, then β1 = 1 + h and the induced distinct elements are {hni, (h − 1)ni + nj , · · · , hnj}. In this case
|Ch| = h+ 1 is maximal. Then, if a ≥ h, β1 = 1 +min{b1, h}.
2(a). The induced distinct elements ∈ Ch are {(h− i)ni + inj , 0 ≤ i ≤ min{b1, h} }.
2(b). We have 1 +min{a1, k − h} elements ∈ Ch induced by x1, by (1):
(a1 − i)ni + (h− a1 + i)nj , 0 ≤ i ≤ min{a1, k − h}
Moreover from x2 we can extract the following distinct additional elements
5
(h− p)ni + pnj ,
(
p ≥ 0, h− p ≥ a1 + 1, p ≤ b2
)
hence with 0 ≤ p ≤ min{h− a1 − 1, b2}.
2(c). First, x1 induces the same elements of Ch considered in (2.b); moreover from x2 one gets other M distinct
elements
(a2 − p)ni + (h− a2 + p)nj , with p ≥ 0, a2 − p ≥ a1 + 1, h− a2 + p ≤ b2
(hence 0 ≤ p ≤ min{a2 − a1 − 1, k − h}), where
either M = (a2 − a1), if h− a1 − 1 ≤ b2 (elements (a2 − p)ni + (h− a2 + p)nj , with 0 ≤ p ≤ a2 − a1 − 1);
or M = k − h+ 1, if h− a1 − 1 > b2 (elements a2ni + (h− a2)nj , · · · , (h− b2)ni + b2nj).
3. It comes directly by using the same ideas of the proof of statement (2). ⋄
This lemma allows to prove the more general
Proposition 2.5 Assume k ≥ 3, 2 ≤ h ≤ k − 1 and Ck ⊇ {x1, x2, · · · , xp}, p ≤ k + 1, with{
xi = aini + binj , 1 ≤ i ≤ p, ai + bi = k
0 ≤ a1 < a2 < · · · < ap ≤ k ( =⇒ k ≥ b1 > b2 > · · · > bp ≥ 0)
and let βp be the number of distinct elements of Ch induced by {xi, i = 1, · · · , p}. Then βp ≥ min{h + 1, p},
precisely:

1 +min{b1, h} if h ≤ a1 < · · · < ap
i + 1+min{a1, k − h}+ · · ·+min{ai − ai−1 − 1, k − h}+min{h− ai − 1, bi+1} if < ai < h ≤ ai+1 <
(i ≤ p− 1)
p+min{a1, k − h}+ · · ·+min{ap − ap−1 − 1, k − h} if < ap < h
Lemma 2.6 Let x1, x2 be distinct elements inDk such thatSupp(x1+e) = {ni, nj}, Supp(x2+e) = {nt, nu}, {ni, nj}∩
{nt, nu} = ∅. Let


y1 = x1 + e = ani + bnj
y2 = x2 + e = cnt + dnu
abcd 6= 0, a+ b = k + r1, c+ d = k + r2
.
Let r := min{r1, r2}, and let 2 ≤ h ≤ k + r. Consider the induced elements z1 = pni + (h − p)nj , z2 =
qnt + (h− q)nu ∈ Ch.
Then z1 6= z2 for every p, q, h and |Ch| ≥ βab + βcd where βab, βcd are defined in (2.4.1) (called β1).
Consequently
|Ch| ≥ 4, if h < k + r, |Ch| ≥ 3, if h = k + r, r1 6= r2, |Ch| ≥ 2, if h = k + r, r1 = r2.
Proof. Assume z1 = z2, then by substituting we get[
y1 = (a− p)ni + (b + p− h)nj + z1 = (a− p)ni + (b + p− h)nj + qnt + (h− q)nu
y2 = (c− q)nt + (d+ q − h)nu + z1 = pni + (h− p)nj + (c− q)nt + (d+ q − h)nu
.
First note that by the assumption, we have z1 6= z2 if: p = q = 0, or p = q − h = 0, or q = h− p = 0, or h = p = q ;
moreover if three coefficients are 6= 0, then |Supp(yi)| = 3, against the assumption. This argument allows to complete
the proof in the remaining cases which are the following:

(a− p)ni (b+ p− h)nj qnt (h− q)nu | pni (h− p)nj (c− q)nt (d+ q − h)nu
6= 0 0 0 6= 0 | 6= 0 b c d− h
6= 0 0 6= 0 0 | 6= 0 b c− h d
0 6= 0 0 6= 0 | 6= 0 6= 0 c d− h
0 6= 0 6= 0 0 | 6= 0 6= 0 c− h d ⋄
Lemma 2.7 Let k ≥ 3 and let x1, x2 be distinct elements in Dk such that |Supp(x1 + e)| = |Supp(x2 + e)| = 2,{
x1 + e = ani + bnj
x2 + e = cnt + dnj
, a, b, c, d > 0 with ni, nj , nt distinct elements in Ap1.
For h < k, consider the induced elements in Ch :
{
z = pni + (h− p)nj, z′ = qnt + (h− q)nj
}
. Then
1. z 6= z′ in the following cases


(i) pq = 0 and p+ q > 0
(ii) a < h and q ≥ max{1, h− d}
or
c < h and p ≥ max{1, h− b}
6
2. In the cases
{
x1 + e = ni + bnj
x2 + e = nt + dnj
we have |Ch| ≥ 3, in the remaining cases |Ch| ≥ 4.
Proof. 1. (i) is immediate by the assumptions.
(ii). It is enough to consider p > 0 by (i); if z = z′, then
x2 + e = pni + (d+ q − p)nj + (c− q)nt, where d+ q − p ≥ h− p ≥ 1, since p ≤ a < h. Then:[
|Supp(x2 + e)| ≥ 3 if c− q > 0
Supp(x2 + e) = Supp(x1 + e) if c− q = 0
, contradiction in any case.
2. We can assume 0 < a ≤ c. The following zi belong to Ch and are distinct.
(i) a = c = 1 : z1 = ni + (h− 1)nj
z2 = h nj
z3 = nt + (h− 1)nj
(ii) 1 ≤ a, c < h : z1 = ani + (h− a)nj
(ac ≥ 2) z2 = (a− 1)ni + (h− a+ 1)nj
z3 = cnt + (h− c)nj
z4 = (c− 1)nt + (h− c+ 1)nj
(iii) a < h = c : z1 = ani + (h− a)nj
z2 = (a− 1)ni + (h− a+ 1)nj
z3 = c nt
z4 = (c− 1)nt + nj
(iv) a < h < c : z1 = ani + (h− a)nj
z2 = (a− 1)ni + (h− a+ 1)nj
z3 = h nt
z4 = (h− 1)nt + nj
(v) h ≤ a ≤ c : z1 = hni
z2 = (h− 1)ni + nj
z3 = h nt
z4 = (h− 1)nt + nj
The non trivial subcases of (i), · · · , (iv) come directly from part 1.
Case (v). z1 = z4 =⇒ either Supp(x1 + e) = Supp(x2 + e)( if a = h), or |Supp(x1 + e)| = 3, ( if a > h), against
the assumptions.
z2 = z3 =⇒ either Supp(x2 + e) = Supp(x1 + e) ( if c = h), or |Supp(x2 + e)| = 3, ( if c > h), against the
assumptions. ⋄
Next proposition shows that for k = 2, statement (1.5.4) holds also at step k + 1.
Proposition 2.8 Assume HR decreasing at level h. Then
1. There exist x1, x2 ∈ Dh such that |Supp(xr + e)| ≥ 2, for r = 1, 2.
2. |C3| ≥ 4.
Proof. 1. Assume HR decreasing at level h: we know that m = |Ch| ≤ |Dh| − 1. If |Supp(xr + e)| = 1 ∀xr ∈ Dh,
then xr + e = αrmr, αr ≥ h+1,mr ∈ Ap1, with mr 6= ms, if r 6= s. Hence the elements {hmr} would be distinct
elements ∈ Ch and |Ch| > m.
Hence let x1 ∈ Dh, |Supp(x1 + e)| ≥ 2, with a maximal representation x1 + e =
∑
βimi, with βi ≥ 1,mi ∈ Ap1
distinct elements. One induced element ∈ Ch is c1 = mi+mj + s for some s of order h− 2. If each xi ∈ Dh, i > 1
has maximal representation of the type xi + e = αini, then hmj , · · · , hmm+1 ∈ Ch are distinct elements; further
hmi 6= c1 for each i (otherwise xi + e = c1 + (αi − h)mi and so |Supp(xi + e)| ≥ 2). Then |Ch| ≥ m + 1,
contradiction.
2. By (1.5.3 and 4) we know that if h > 2 then |Cj | ≥ j + 1 for all 2 ≤ j ≤ h. It remains to prove the statement for
h = 2, and |D2| ≥ 4 by [5, prop.2.4].
Since C3 = Ap3 ∪ (D32 + e), the fact is true if ord(x+ e) = 3 ∀x ∈ D2. Hence we assume there exists x ∈ D2 such
that ord(x + e) ≥ 4.
In this proof, for simplicity, we denote the elements of Supp(x) with m1,m2,m3 · · · and assume m1 < m2 < m3.
If |Supp(x+ e)| ≥ 4 : x+ e = m1 +m2 +m3 +m4 + s, with m1 < m2 < m3 < m4, then |C3| ≥ 4 by (2.1.a) .
If |Supp(x+ e)| = 3, x+ e = β1m1 + β2m2 + β3m3 with βi ≥ 1,
∑
βi ≥ 5),we find 4 induced elements in C3 as
follows:
when β1 ≥ 2, β2 ≥ 2: {m1 +m2 +m3, 2m1 +m2, 2m1 +m3, 2m2 +m3};
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when β1 ≥ 2, β3 ≥ 2: {m1 +m2 +m3, 2m1 +m2, 2m1 +m3,m2 + 2m3};
when β1, β2 ≥ 2, β3 ≥ 2: {m1 +m2 +m3, 2m2 +m3,m1 + 2m2,m2 + 2m3};
when β1 ≥ 3: {m1 +m2 +m3, 2m1 +m2, 2m1 +m3, 3m1}.
If |Supp(x+ e)| = 3, x+ e = β1m1 + β2m2 + β3m3 with βi ≥ 1,
∑
βi = 4, then x+ e induces in C3 three distinct
elements c1, c2, c3 (see the following table). To get the fourth element, we take y ∈ D2, y 6= x, |Supp(y+ e)| ≥ 2 (by
1). If Supp(x+ e) 6= Supp(y + e) and each element induced by y + e in C3 is also induced by x + e, then we can
always reduce to the case Supp(x+ e) ⊇ Supp(y + e), by suitable substitutions (in one or more steps).
Hence we can assume Supp(x + e) ⊇ Supp(y + e); we study in the next table one of the possible subcases, the
remaining are similar. Let {
x+ e = m1 + 2m2 +m3
y + e = β′1m1 + β
′
2m2 + β
′
3m3,
∑
β′i ≥ 3
If
∑
β′i = 3, then y+ e 6= z for each z ∈ C3 induced by x+ e, otherwise ord(x) > ord(y). Hence assume
∑
β′i > 3;
then C3 ⊇


c1 = m1 + 2m2
c2 = m1 +m2 +m3
c3 = 2m2 +m3
and, according to the values of the β′i,
c4 = 2m1 +m2 if β
′
1 = 2, β
′
2 ≥ 1
c5 = m2 + 2m3 if β
′
1 ≤ 1, 1 ≤ β
′
2 ≤ 2, β
′
3 = 2
c6 = 3m3 if β
′
3 ≥ 3
c7 = 3m1 if β
′
1 ≥ 3
c8 = 3m2, or 2m1 +m2, or m2 + 2m3 if β
′
2 ≥ 3
c9 = 2m1 +m3 if β
′
1 = 2, β
′
2 = 0, β
′
3 ≥ 1
Clearly the elements ci, i = 4, · · · , 7 are distinct from c1, c2, c3. In case β′2 ≥ 3 we have either y + e = 3m2 +mi,
(i = 1 or 3) or y + e = 3m2 . In the first case if 3m2 = m1 +m2 +m3, then 2m2 = m1 + m3 =⇒ y + e =
2m1 +m2 +m3, or y + e = m1 +m2 + 2m3 and we can add c4 resp. c5.
In case y + e = 3m2, we get 3m2 /∈ {c1, c2, c3}, otherwise 2m2 = m1 + m3 =⇒ y + e = m1 + m2 + m3, i.e.,
x = y +m2, impossible since ord(x) = ord(y).
If β′1 = 2, β′2 = 0, β′3 ≥ 1, then c9 /∈ {c1, c2, c3} otherwise 2m1+m3 = m1+2m2 =⇒m1+m3 = 2m2 =⇒ x−y =
(2− α)m3, impossible in any case.
Finally we assume: |Supp(x + e)| = |Supp(y + e)| = 2, ord(x + e) ≥ 4. By lemmas (2.6) and (2.7), it remains to
analyse the cases
(I)


x+ e = m1 + bm2
y + e = m3 + dm2
b ≥ 3, d ≥ 2
(II)


x1 + e = am1 + bm2
x2 + e = cm1 + dm2
a+ b ≥ 4, c+ d ≥ 3
(III)
{
x+ e = am1 + bm2 a+ b = 3
y + e = cm3 + dm4 c+ d ≥ 4
(I). The induced distinct elements are
{
c1 = m1 + 2m2 c2 = 3m2 c3 = 2m2 +m3
}
.
By assumption, there exist two other elements z1, z2 ∈ D2; by the above tools and by (2.3), we can restrict to the cases
b ≥ 3, d ≥ 2 :

 (i) z1 + e = αm1 + βm2 α 6= 1 α+ β ≥ 3(ii) z1 + e = αm3 + βm2 α 6= 1 α+ β ≥ 3
(iii) z1 + e = αm1 + βm3 α+ β ≥ 3
.
In the first two cases, if α > 0, then α ≥ 2 (by 2.3.2), therefore if β > 0 we obtain |C3| ≥ 4 by applying (2.7.2)
to the pair of elements {z1 + e, y + e} (resp {x + e, z1 + e}). In case (iii), again, from (2.7.2), by substituting in
{x+ e, z1 + e}m′1 = m2,m
′
2 = m1,m
′
3 = m3, we deduce |C3| ≥ 4, if αβ > 0. The remaining possibilities are
(i′) z1 + e = βm2 β ≥ 3
(ii′) z1 + e = αm1 α ≥ 3
(iii′) z1 + e = αm3 α ≥ 4
.
In case (i′) we can assume the element z2 ∈ D2, verifies z2 + e = αm1, α ≥ 3 (or z2 + e = αm3).
If 3m1 = 2m2 + m3, then, either |Supp(z2 + e)| = 3 and we are done, or z2 + e = 2m2 +m3, impossible since
y + e = m3 + dm2.
Similarly we can solve case (ii′).
In case (iii′), if 3m3 = m1 +2m2, then z1+ e = m1 +2m2+(α− 3)m3. The case α ≥ 5 has already been proved
above. If α = 4, we consider m1 +m2 +m3 ∈ C3 which, in this situation, is distinct from c1, c2, c3.
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(II). If we have 4 elements with support ⊆ {m1,m2}, then we are done by (2.5). The other cases can be studied
among the ones of shape (I) or (III).
(III). By 2.6, it remains to consider elements zi + e = αm1 + βm2, with α + β = 3. In this case, C3 ⊇
{x+ e, z1 + e, } ∪ {y1, y2, induced by y + e}. ⋄
3 Structure of C3.
Theorem 3.1 Assume |Ap2| = 3. Then
1. If |C3| ≥ 2, then |Supp(x)| ≤ 2, for each x ∈ C3.
2. If |C3| ≥ 4, then
(a) There exist x1, x2 ∈ C3 such that |Supp(xi)| = 2.
(b) There exist ni, nj ∈ Ap1 such that C2(= Ap2) =


2ni
ni + nj ,
2nj
C3 =


3ni
2ni + nj
ni + 2nj
3nj
.
Proof. 1. If x ∈ C3, then |Supp(x)| ≤ 3. First we show that if x1, x2 ∈ C3, then |Supp(xi)| ≤ 2 for i = 1, 2. Assume
that x1 = ni + nj + nk, ni < nj < nk. Then, by (1.4.1a) and the assumption, we deduce that
Ap2 = {ni + nj , ni + nk, nj + nk} (∗)
Hence 2ni, 2nk /∈ Ap, 2nj ∈ Ap⇐⇒ ni + nk = 2nj . If x2 ∈ C3, x2 6= x1 there are three cases:
(a) If |Supp(x2)| = 1, hence x2 = 3nt, then 2nt ∈ C2, by (1.4.1a). Hence by (∗) 2nt =

 ni + njni + nk
nj + nk
In every case we see that |Supp(x2)| ≥ 2 , a contradiction.
(b) If |Supp(x2)| = 2, x2 = 2nt + nv, t 6= v, then 2nt ∈ C2, by (1.4.1a).
Hence by (∗) 2nt =


ni + nj =⇒ x2 = ni + nj + nv =⇒ nv ∈ {ni, nj}
nv = ni =⇒ x2 = 2ni + nj =⇒ 2ni ∈ Ap2
nv = nj =⇒ x2 = ni + 2nj =⇒ ni + nk = 2nj ∈ Ap2 =⇒ 2ni ∈ Ap2
ni + nk (similar)
nj + nk (similar)
every case contradicts equality (∗).
(c) If |Supp(x2)| = 3, x2 = nt + nv + nw, nt < nv < nw, by (∗) we must have: nt + nv = ni + nj , hence
x2 = ni + nj + nw. This equality implies that

nw 6= nk (sincex2 6= x1)
nw 6= nj (otherwise x2 = ni + 2nj = 2ni + nk, see(∗))
ni + nw ∈ Ap2 =⇒ ni + nw = nj + nk
.
Hence x2 = 2nj + nk = ni + 2nk, contradiction.
2(a). Let xi ∈ C3, 1 ≤ i ≤ 4, distinct elements such that 1 ≤ |Supp(xi)| ≤ 2 (by 1). If |Supp(xi)| = 1, for
i = 1, 2, 3,


x1 = 3na
x2 = 3ni
x3 = 3nc
, then by (1.4.1a) C2 = Ap2 = {2na, 2ni, 2nc}. Since |Ap2| = 3, by (1) and (1.4.1a), we
have |Supp(x4)| = 2: we can assume x4 = 2na + nd, na + nd = 2ni. Hence x2 = na + nd + ni, with na 6= nd and
so |Supp(x2)| ≥ 2, against the assumption.
2(b). Let {x1, x2, x3, x4} ⊆ C3; by 2(a), we can assume that
{
x1 = 2ni + nj , ni 6= nj
x2 = 2nh + nk nh 6= nk
.
We prove that |Ap2| = 3 =⇒ ni = nk, nj = nh, i.e. Supp(x1) = Supp(x2), x2 = ni + 2nj .
Note that |Ap2| = 3 =⇒ |{ni, nj , nh, nk}| ≤ 3, otherwise, {2ni, 2nh, ni + nj , nh + nk} ⊆ Ap2 =⇒ |Ap2| ≥ 4. In
fact if 2ni = nh + nk =⇒ |Supp(x1 + e)| ≥ 3 ( the other cases are similar). Hence there are three possible distinct
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situations:
(b1)


x1 = 2ni + nj , ni 6= nj ,
ni 6= nh
x2 = 2nh + nj nh 6= nj
, (b2)
{
x1 = 2ni + nj , nj 6= ni
x2 = 2nh + ni nh 6= ni
, (b3)
{
x1 = 2ni + nj , ni 6= nj
x2 = 2ni + nk nk 6= nj
.
(b1). We have Ap2 ⊇ {2ni, ni + nj , 2nh, nh + nj}, hence |Ap2| = 3 =⇒[
either ni + nj = 2nh =⇒ x2 = ni + 2nj (thesis)
or 2ni = nh + nj (analogous) .
(b2). We have Ap2 ⊇ {2ni, ni + nj , nh + ni, 2nh} =⇒ 2nh = ni + nj =⇒ either x2 = x1
(against the assumption), or nh = nj( =⇒ x2 = 2nj + ni).
(b3). This case cannot happen. In fact we have Ap2 = {2ni, ni+nj, ni+nk}. By similar arguments as above one can
see that for any other element x ∈ C3, x 6= x1, x2, the maximal representation of x must be written as x = 3ni. In fact
the other possible representations are incompatible; for instance, x = 3nj , with 2nj = nk+ni =⇒ x = ni+nj+nk,
impossible by (2). This would mean that |C3| ≤ 3, against the assumption.
According to the above facts we deduce that C3 = {3ni, 2ni + nj , ni + 2nj, 3nj}. ⋄
Example 3.2 According to the notation of (3.1), we show several examples of semigroups which verify the assump-
tions of (3.1): Ap2 = {2ni, ni + nj , 2nj}. The first example shows that the conditions (3.1.2b) are, in general, not
sufficient to have HR decreasing.
1. Let S =< 19, 21, 24, 47, 49, 50, 51, 52, 53, 54, 55, 56, 58, 60 > and let ni = 21, nj = 24. Then: Ap2 =
{42, 45, 48}, Ap3 = {63}, Ap4 = {84}, v = e− 5, HR = [1, 14, 14, 14, 16, 18, 19→] is non-decreasing.
2. Let S =< 19, 21, 24, 65, 68, 70, 71, 73, 74, 75, 77, 79> with ni = 21, nj = 24. Then:
ℓ = 2, Ap2 = {42, 45, 48}, Ap3 = {3ni, 2ni + nj , ni + 2nj , 3nj}, v = e − 7, D2 + e = {4ni, 3ni +
nj , ..., ni + 3nj}, D2 = {65, 68, 71, 74, 77} HR decreases at level 2, HR = [1,12,10, 11, 15, 18, 19→].
3. Let S =< 19, 21, 24, 46, 49, 51, 52, 54, 55, 56, 58, 60> with ni = 21, nj = 24. Then:
ℓ = 3, |Ap3| = 4, v = e− 7, HR decreasing at level 3,HR = [1, 12,15,14, 16, 18, 19→].
4. S =< 30, 33, 37, 64, 68, 71, 73, 75, 76, 78, 79, 80, 82→ 89, 91, 92, 95 > with ni = 33, nj = 37. Then:
Ap2 = {2ni, ni + nj , 2nj}, Ap3 = {3ni, ni + 2nj, 3nj}, Ap4 = {132 = 4ni}, v = e − 7, HR decreases at
level 4: HR = [1, 23, 25,25,24, 27, 28, 29, 30→].
Lemma 3.3 Let d = max{ord(σ) | σ ∈ Ap}. Assume there exists 3 ≤ r ≤ d such that |Apr| = 1. Let r0 :=
min{j | |Apj | = 1} (r0 ≥ 3), then:
1. If r0 < d, there exists ni ∈ Ap1 such that Apk = {kni} for r0 ≤ k ≤ d ( and kni ∈ Apk, for k < r0).
2. If there exists g ∈ Dk, (k ≥ 2) such that ord(g + e) = k + p, with p ≥ r0 − 1, then Apd = dni (ni ∈ Ap1),
and g + e = (k + p)ni > dni; further such element g is unique.
Proof. 1. By the Admissibility Theorem of Macaulay for HR′ , we know that |Apk| = 1, for r0 ≤ k ≤ d. Now suppose
r0 < d, and |Supp(σ)| ≥ 2, σ ∈ Apd. If ni, nj ∈ Supp(σ), then, by (1.4), the elements σ − ni, σ − nj would be
distinct elements in Apd−1, contradiction.
2. By the assumption and (2.2.1 c), we have r0 ≤ p + 1 ≤ d and |Supp(g + e)| ≤ |App+1| = 1. Therefore
g + e = (k + p)ni, with ni ∈ Ap1. Then for r0 ≤ j ≤ p + 1, the induced element jni ∈ Cj belongs to Apj , by
(2.2.1 a). Then Apj = {jni} for r0 ≤ j ≤ d. Hence k + p > d. For each k, if such g exists, then it is unique by
(2.3.2). ⋄
Proposition 3.4 Assume |Ap2| = 3, |Ap3| = 1 and HR decreasing. Let ℓ = min{h |HR decreases at level h} and
let d = max{ord(σ) | σ ∈ Ap} . We have:
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1. ℓ ≤ d, there exist ni, nj ∈ Ap1, such that (d+ 1)ni ∈ Dℓ + e,
C2 =


2ni
ni + nj ,
2nj
C3 =


3ni
2ni + nj
ni + 2nj
3nj
, · · · , Cℓ =


ℓni
(ℓ − 1)ni + nj
(ℓ − 2)ni + 2nj ,
· · ·
ℓnj
if r < ℓ, Cr+1 = (Dr + e) ∪ Apr+1,
Dℓ + e =
{
(d+ 1)ni, ℓni + nj , (ℓ− 1)ni + 2nj, · · · , (ℓ + 1)nj
}
and, if (ℓ, d) 6= (3, 3), then Apk = {kni}, for all k ∈ [3, d].
2. The semigroup S is not symmetric.
Proof. 1. By (2.8.2) and (3.1.2 b) we get the structure of C2, C3; also, |Cr| ≤ r + 1 for each r ≥ 0, since
Supp(Cr) ⊆ {ni, nj} by (1.4.1b). Further if HR decreases at level 2, then |(D2 + e)| ≥ 4, hence there exists
g ∈ D2 such that ord(g + e) ≥ 4 (since |C3 \Ap3| = 3): by (3.3.2) with r0 = 3, p ≥ 2, we get g + e = αni.
If HR decreases at level ℓ ≥ 3, then for any 3 ≤ r ≤ ℓ, |Cr | ≥ r + 1, by (1.5.4). Hence, for r ≤ ℓ:
Cr = {rni, (r − 1)ni + nj, · · · , rnj}, |Cr| = r + 1.
If r < ℓ (≤ d), then |Dr| ≤ |Cr| = r + 1, and r + 1 = |Cr+1 \Ap| = |Dr+1r + e|; hence Dr+1r = Dr. Further
Cℓ+1 = {Apℓ+1} ∪
(
D
(ℓ+1)
ℓ + e
)
. (∗)
Now, when ℓ < d, there exists g ∈ Dℓ such that ord(g + e) > ℓ + 1. Hence g + e = λni and Apd = dni by (3.3.2).
If ℓ = d, then either Dd + e ⊆ Cd+1 and |Cd+1| = d+ 2 =⇒ (d+ 1)ni = g + e with g ∈ Dd,
or there exists g ∈ Dd, ord(g + e) > d+ 1 and g + e = αni, hence Apd = dni by (3.3.2) as above.
Now we show that ℓ ≤ d. If ℓ ≥ d + 1, then (d + 1)ni ∈ Cd+1; but (d + 1)ni /∈ Ap =⇒ (d + 1)ni = d + e, with
d ∈ Dk, k ≤ d, hence HR decreases at level ≤ d.
Finally we prove that (d + 1)ni ∈ Dℓ + e: we already know that there exists d ∈ Dℓ with d + e = αni /∈ Ap. Then
α ≥ d+1, since αni ∈M+e. If α > d+1, then ord((d+1)ni−e) < ord(αni−e) = ℓ−1, i.e. (d+1)ni−e ∈ Dk,
with k < ℓ, impossible by (∗).
2. Assume S symmetric: then it is well known that for each nα ∈ Ap there exist nβ ∈ Ap with nα + nβ = e + f
(f is the Frobenius number). Clearly, e + f ∈ Apd. If e + f = dni, in particular there exist nr, ns ∈ Ap such that
nj + nr = (ni + nj) + ns = dni (because C2 ⊆ Ap). Hence
ni + ns = nr ∈ Ap =⇒
[
either ns = nj =⇒ 2nj + ni = dni /∈ D2 + e, impossible
or ns = λni(λ < d− 1) =⇒ nj = (d− λ− 1)ni, impossible
.
If (ℓ, d) = (3, 3), we can have e + f = 2ni + nj; in this case, since 3ni + nj − µe ∈ Ap1 ( with µ ∈ {1, 2} ), there
exists nr such that 3ni + nj − µe+ nr = 2ni + nj , hence ni + nr = µe, impossible. ⋄
Example 3.5 According to the notation of (3.4), we show several examples of semigroups with v = e−4, or v = e−5,
which verify the assumptions of (3.4): Ap2 = {2ni, ni + nj, 2nj}, |Ap3| = 1 (see Proposition 3.4.1 and next
Theorem 4.10). In particular examples 2 and 3 show that, in case ℓ = d = 3, we can have both Ap3 = {3ni} and
Ap3 6= {3ni}
1. Let S =< 17, 19, 22, 43, 45, 46, 47, 48, 49, 50, 52, 54, 59> and let ni = 19, nj = 22. Then v = e − 4,
Ap2 = {38, 41, 44},Ap3 = {3ni} = {57}, D2 = {43 = 2ni+nj−e, 46 = ni+2nj−e, 49 = 3nj−e, 59 =
4ni − e}; ℓ = 2, d = 3, HR = [1,13,12, 13, 15, 16, 17].
2. Let S =< 19, 21, 24, 46, 47, 49, 50, 51, 52, 53, 54, 55, 56, 58, 60> and let ni = 21, nj = 24. Then v = e− 4,
Ap2 = {42, 45, 48}, Ap3 = {63(= 3ni)},. D2+ e = {2ni+nj = 66, ni+2nj = 69, 3nj = 72}, C3 = (D2+
e)∪{63}, D3+e = {4ni, 3ni+nj, 2ni+2nj, ni+3nj, 4nj}; ℓ = d = 3, HR = [1, 15,15,14, 16, 18, 19→].
3. Let S =< 19, 21, 24, 44, 46, 49, 50, 51, 52, 53, 54, 55, 56, 58, 60> and let ni = 21, nj = 24. Then v = e− 4,
Ap2 = {42, 45, 48}, Ap3 = {66(= 2ni + nj)} 6= {3ni}, D2 + e = {3ni = 63, ni + 2nj = 69, 3nj = 72},
C3 = (D2 + e) ∪ {66}; ℓ = d = 3, HR = [1, 15,15,14, 16, 18, 19→].
4. S =< 30, 33, 37, 73, 75→ 89, 91, 92, 94, 95, 98, 101> and let ni = 33, nj = 37. Then:
Ap2 = {66, 70, 74}, Ap3 = {99} = {3ni}, Ap4 = {132} = {4ni}, v = e−5. One can check that the subsets
Ci, Di, for i ≤ 4 have the structure described in (3.4); ℓ = d = 4, HR = [1, 25, 25,25,24, 25, 27, 29, 30→].
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Theorem 3.6 Assume the Hilbert function HR decreasing and |Ap2| = 4. Then one of the following cases holds
(ni, nj , nk, nh denote distinct elements in Ap1) :
(a) Ap2 = {2ni, ni + nj , ni + nk, nj + nk}, C3 = {ni + nj + nk, 3ni, 2ni + nj , 2ni + nk}.
(b) Ap2 = {2ni, ni + nj , 2nj, ni + nk}, C3 ⊆ {3ni, 2ni + nj , ni + 2nj, 3nj , 2ni + nk}.
(c) Ap2 = {2ni, ni + nj , 2nj, nh + nk}, C3 = {3ni, 2ni + nj , ni + 2nj , 3nj}.
(d) Ap2 = {2ni, ni + nj , 2nj, 2nk}, C3 ⊆ {3ni, 2ni + nj , ni + 2nj, 3nj, 3nk}.
(e) Ap2 = {2ni, 2nj , ni + nk, nj + nk}, C3 = {3ni, 2ni + nk, 2nj + nk, 3nj}.
Proof. Clearly |Supp(Ap2)| ≥ 3, since |Ap2| = 4. Assume HR decreasing. By (2.8.1-2) and by (1.4.1 a),
|C3| ≥ 4 and there exist at least two elements x1, x2 ∈ C3 with |Supp(xi)| ≥ 2. We proceed step-by-step. First we
assume that |Supp(x1)| = 3, x1 = ni + nj + nk.
Step 1. Let x2 = np + nq + nr. Then we get the following induced elements ∈ Ap2 : {ni + nj , ni + nk, nj +
nk, np + nq, np + nr, nq + nr} (1.4.1 a); |Ap2| = 4 =⇒ np + nq = ni + nj =⇒ x2 = ni + nj + nr therefore the
induced elements in Ap2 can be written as {ni+nj, ni+nk, nj +nk, ni+nr, nj +nr}. Again we deduce that either
ni + nr = nj + nk, i.e. x2 = 2nj + nk, or nr ∈ {ni, nj}. In any case there exists a maximal representation of x2,
with Supp(x2) ⊆ Supp(x1). Then we can assume that there exists at most one element x in C3 with |Supp(x)| = 3.
Step 2. Let x2 = 2np + nq. Then we get the following induced elements ∈ Ap2 : {ni + nj , ni + nk, nj +
nk, np + nq, 2np}, |Ap2| = 4 =⇒ ni + nj = np + nq, or ni + nj = 2np, and so, by using Step 1, we obtain
Supp(x2) ⊆ Supp(x1).
Step 3. Now assume |Supp(x)| =≤ 2 for each x ∈ C3, then |Supp(x1)| = |Supp(x2)| = 2. If Supp(x1) ∩
Supp(x2) = ∅, x1 = 2ni + nj, x2 = 2nh + nk, then
Ap2 = {2ni, ni + nj , 2nh, nh + nk},
where these elements are distinct, according to the assumptions. Then C3 \ {x1, x2} ⊆ {3ni, 3nh}. In fact, by (1),
any other possible choice x ∈ C3 with |Supp(x)| ≤ 2, x distinct from 3ni, 3nh contradicts some of the assumptions,
for example :
x = 2ni + nk =⇒ ni + nk = 2nh ∈ Ap2, impossible since =⇒ x2 = ni + 2nk =⇒ ni ∈ Supp(x1) ∩ Supp(x2),
x = 3np, p 6= i, h =⇒ 2np = ni + nj , impossible since =⇒ |Supp(x)| = 3. Hence
C3 = {3ni, 2ni + nj , 3nh, 2nh + nk}, |C3| = 4.
Note that the conditions HR decreasing at any level k, |Ap2| = 4, | ≥ 4, imply |Dk| ≥ 5 (by the assumptions and, for
k ≥ 3, by (1.5.4)). Since for every y ∈ Dk + e we have y ∈ Ch, h ≥ k + 1 ≥ 3 and so y induces elements ∈ C3, we
deduce that these conditions are incompatible. Hence |Supp(C3)| ≤ 3.
Step 4. Now we consider the situation |Supp(x1)| = 3.
Let ni, nj, nk be distinct elements in Ap1 and let x1 = nk + ni + nj , x2 = 2ni + nj . Then
Ap2 ⊇ {2ni, ni + nj , ni + nk, nj + nk} .
(a). If the four elements above are distinct, we deduce that C3 = {nk + ni + nj , 2ni + nj , 3ni, 2ni + nk}, because
we must have C3 \ {x1, x2} ⊆ {3ni, 2ni+nk} (recall that the elements of C3 induce elements in Ap2, and |C3| ≥ 4).
(b1). Otherwise nk + nj = 2ni, then x2 = nk + 2nj and so 2nj ∈ Ap2. This implies
Ap2 = {2ni, nk + ni, ni + nj , 2nj}.
In fact these elements are distinct: if not, 2nj = nk + ni hence x1 = 3ni = 3nj . We deduce that C3 \ {x1, x2} ⊆
{nk + 2ni, ni + 2nj, 3nj}. In fact, nk + 2nj = 2ni + nj = x2; further 2ni + nk = 2nk + nj /∈ C3, otherwise
2nk ∈ Ap2 =⇒ 2nk = ni + nj then x1 = 3nk = 3ni. Hence
C3 = {nk + ni + nj = 3ni, 2ni + nj , ni + 2nj, 3nj.}
Step 5. Now we assume that |Supp(x)| ≤ 2 ∀x ∈ C3 and that Supp x1 = Supp x2 = {ni, nj}.
Let x1 = ni + 2nj , x2 = 2ni + nj . Then Ap2 ⊇ {2ni, ni + nj, 2nj}:
(b2). If Ap2 = {2ni, ni + nj , 2nj, ni + nk}, then C3 ⊆ {3ni, 2ni + nj , ni + 2nj, 3nj, 2ni + nk}.
(c ). If Ap2 = {2ni, ni + nj , 2nj, nh + nk}, nh 6= nk, then C3 = {3ni, 2ni + nj , ni + 2nj, 3nj}.
In fact 2nh + nk /∈ C3, otherwise 2nh ∈ Ap2 =⇒ 2nh = ni + nj =⇒ 2nh + nk = ni + nj + nk, then
|Supp(2nh + nk)| ≥ 3, against the assumption.
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(d) If Ap2 = {2ni, ni + nj , 2nj, 2nk}, then C3 ⊆ {3ni, 2ni + nj , ni + 2nj, 3nj, 3nk}.
Step 6. Finally assume |(Supp x1 ∩ Supp x2)| = 1: two possible cases.
(b3) x1 = 2ni + nk, x2 = ni + 2nj , then Ap2 = {2ni, ni + nj , nk + ni, 2nj}. In fact these four elements are
distinct, otherwise 2nj = ni + nk would imply x1 = x2. Then C3 ⊆ {3ni, 2ni + nj, ni + 2nj , 3nj, 2ni + nk}.
Note that statement (b) summarizes cases (b1), (b2), (b3).
(e) x1 = 2ni+nk, x2 = 2nj+nk then {2ni, ni+nk, nj+nk, 2nj} = Ap2. In fact these four elements are distinct,
otherwise 2nj = ni+nk would imply x1 = 2ni+nk, x2 = ni+2nk and so Supp(x1)∩Supp(x2) = {ni, nk}. We
conclude that C3 = {3ni, 2ni + nk, 2nj + nk, 3nj}. ⋄
Example 3.7 We list some semigroups verifying (3.6), the second and third ones verify also (Theorem 4.9).
1. (3.6.b) Let S =< 30, 33, 37, 73, 76, 77, 79→ 89, 91, 92, 94, 95, 98, 101, 108> and let ni = 33, nj = 37, nk =
98. Then:
Ap2 = {66, 70, 74, 135}= {2ni, ni + nj , 2nj , nj + nk}, Ap3 = {3ni}, Ap4 = {4ni}, v = e− 6.
D2 + e = {103 = 2ni + nj , 107 = ni + 2nj, 111 = 3nj} ⊆ C3 = {3ni, 2ni + nj , ni + 2nj, 3nj}
D3 + e = {165 = 5ni, 136 = 3ni + nj , 140 = 2ni + 2nj, 144 = ni + 3nj, 148 = 4nj},
C4 = {4ni, 136, 140, 144, 148},
D4 + e = {169 = 4ni + nj , 173 = 3ni + 2nj, 177 = 2ni + 3nj, 181 = ni + 4nj, 185 = 5nj, 198 = 6ni}.
HR = [1, 24,25,24,23,25, 27, 29, 30→] decreases at levels 3 and 4.
2. (3.6.b), with |C3| = 5). Let S =< 17, 19, 22, 31, 40, 42, 43, 45, 46, 47, 49, 52, 54 > and let ni = 19, nj =
22, nk = 31. Then: Ap2 = {38, 41, 44, 50},Ap3 = ∅, v = e− 4.
C3 = D2 + e = {57 = 3ni, 60 = 2ni + nj, 63 = ni + 2nj , 66 = 3nj, 69 = 2ni + nk}. Hence HR decreases
at level 2, HR = [1,13,12, 14, 16, 17→].
3. (3.6.d). Let S =< 17, 22, 29, 37, 49, 64, 69, 70, 79, 82, 84, 89, 94> and let ni = 22, nj = 37, nk = 29. Then:
Ap2 = {44, 58, 59, 74},Ap3 = ∅, v = e − 4. C3 = D2 + e = {66, 81, 96, 111, 87}= {3ni, 2ni + nj, ni +
2nj, 3nj , 3nk. HR = [1,13,12, 14, 16, 17→] decreases at level 2.
4 Decrease of the Hilbert function: the cases v = e− 3, v = e− 4.
4.1 Case v = e− 3 .
Assume the embedding dimension v and the multiplicity e satisfy v = e − 3. With notation 1.1, the Hilbert function
of the ring R′ = R/teR is HR′ = [1, v − 1, a, b, c] with a + b + c = 3; by Macaulay’s theorem, the admissible
cases are
(i) a = 1 b = 1 c = 1 (stretched case)
(ii) a = 2 b = 1 c = 0
(iii) a = 3 b = 0 c = 0 (short case)
Remark 4.1 In cases (i), (ii) of the above table we have |Ap2| ≤ 2, hence HR is non-decreasing by (1.5.5 c).
Then the possible decreasing examples have HR′ = [1, v− 1, 3] (short case). In any case, it is clear that no R = k[[S]]
with S symmetric and v = e − 3 has decreasing Hilbert function. In fact, recall that S symmetric implies B˜ =
{e+ f} = Apm.
Theorem 4.2 With Notation 1.2, assume v = e− 3. Then the following conditions are equivalent:
1. HR decreases.
2. HR decreases at level 2.
3. (a) The Hilbert function of R′ = R/teR is [1, e− 4, 3].
(b) There exist distinct elements ni, nj ∈ Ap1 such that:
C2 = {2ni, ni + nj , 2nj} D2 + e = C3 = {3ni, 2ni + nj, ni + 2nj , 3nj}.
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Proof. If HR decreases at some level, then by (4.1) we have HR′ = [1, e− 4, 3], hence Ap3 = ∅, and so D2 + e = C3,
by (2.2.1 b).
1 =⇒ 2 . If HR decreases at level j ≥ 3, then by [5, Corollary 4.2], |Ch| ≥ h + 1 for each 2 ≤ h ≤ j. In particular
we get |C3| ≥ 4, hence |D2| ≥ 4 > |C2| = 3 and HR decreases at level 2.
2 =⇒ 3 . If HR decreases at level 2, then by [5, Corollary 2.4] |D2| ≥ 4, hence |C3| ≥ 4 and by applying Theorem
3.1 we deduce D2 + e = C3 = {3ni, 2ni + nj , ni + 2nj, 3nj}. Hence the thesis.
3 =⇒ 1 . It is clear. ⋄
Note that the element of D2 are an arithmetic sequence (xk+1 = xk + nj − ni), k = 1, 2, 3.
Under the assumption v = e− 3, Theorem 4.2 allows to prove that e = 13 is the smallest multiplicty for a semigroup
with decreasing Hilbert function. This bound is sharp, as shown in Examples (1.6) and (4.7).
Proposition 4.3 If v = e− 3 and the equivalent conditions of (4.2) hold, then:
1. There exist ten distinct elements in S such that
M \ 2M ⊇ {e, ni, nj , 3ni−e, 2ni+nj−e, ni+2nj−e, 3nj−e}, Ap2 = {2ni, ni + nj , 2nj}.
2. If either e is odd, or e=12, there exists h ≥ 2 such that (2ni+2nj−he) ∈ Ap1.
3. e = e(S) ≥ 13.
Proof. 1. For simplicity we denote ni < nj the elements ∈ S such that C2 = {2ni, ni+nj , 2nj}. By the assumption,
|D2| = 4, and D2 + e = {3ni, 2ni + nj , ni + 2nj, 3nj}. Hence
M \ 2M ⊇ {e, ni, nj , 3ni−e, 2ni+nj−e, ni+2nj−e, 3nj−e}; Ap2 = {2ni, ni+nj, 2nj}(= C2).
Clearly, to see that the above elements of M \ 2M are all distinct, it’s enough to verify that 3ni − e 6= nj: this implies
|M \ 2M | ≥ 7, e ≥ 10.
Assume 3ni − e = nj , then C2 = {2ni, 4ni − e, 6ni − 2e}, D2 = {3ni − e, 5ni − 2e, 7ni − 3e, 9ni − 4e}; hence
M \ 2M ⊇ {e, ni, 3ni− e, 5ni− 2e, 7ni− 3e, 9ni− 4e}, Ap2 = {2ni, 4ni− e, 6ni− 2e}. Since 8ni − 3e =
(3ni − e) + (5ni − 2e) /∈ Ap2, one has 8ni − 4e ∈M, impossible ( otherwise 9ni−4e ∈ 2M ∩ (M \ 2M)).
2. Note that ni + (ni + 2nj − e) = 2ni + 2nj − e ∈ 2M \ Ap2, then 2ni + 2nj − 2e ∈ S. It is easy to see that
2ni + 2nj − 2e /∈< ni, nj, 3ni − e, 2ni + nj − e, ni + 2nj − e, 3nj − e >.
Moreover for all y ∈ Ap2 and for all k ≥ 0, we cannot have 2ni + 2nj − 2e = y + ke. Hence 2ni + 2nj − 2e ∈
(Ap1 + he)∪ < e >.
Now we show that 2ni + 2nj = λe is impossible for e odd and for e = 12.
Clearly e odd =⇒ λ even, and so ni + nj ≡ e, impossible since ni + nj ∈ Ap2.
Let e = 12. Then ni + nj = 6λ, λ odd (otherwise ni + nj = µe. Then nj ≡ −ni − 6 ≡ 6 + 11ni (mod 12). Clearly
we cannot have
ni, nj ∈ {3, 4, 6, 8, 9}, hence (ni, nj) ∈ {(1, 5), (5, 1), (7, 11), (11, 7)}. These remaining cases are impossible,
because they imply 3ni − e ≡ 3nj − e. Hence there exists h ≥ 2 such that 2ni + 2nj − he ∈ (M \ 2M).
3. To prove that the equivalent conditions of (4.2) imply e ≥ 13, we proceed in two steps. First note that |Ap| ≥ 10,
hence e ≥ 10. By (2), we can assume that
{
M \ 2M ⊇ {e, ni, nj, 3ni−e, 2ni+nj−e, 2ni+2nj−he, ni+2nj−e, 3nj−e},
Ap2 = {2ni, ni + nj, 2nj}.
Step 1: 3ni + nj − 2e ∈ (M \ 2M), for e ∈ {10, 11, 12}; hence | Ape´ry — ≥ 12 and we cannot have e ∈ {10, 11}.
3ni+ nj − e = (3ni− e) + nj /∈ Ap2 : ( otherwise nj = 3ni− e). Hence 3ni +nj − 2e ∈ S. It is easy to check that
3ni + nj − 2e /∈< ni, nj , 3ni − e, 2ni + nj − e, ni + 2nj − e, 3nj − e, 2ni + 2nj − 2e > ∪(Ap2 + ke), k ≥ 0.
If 3ni + nj = λe, λ > 4, then 3nj = 3nj − e = −9ni (mod e). This is impossible for e ∈ {10, 11, 12}:
e = 10 =⇒−9ni = ni, impossible since ni, 3nj − e ∈ (M \ 2M).
e = 11 =⇒−9ni = 2ni, impossible since 2ni, 3nj − e ∈ Ap.
e = 12 =⇒−9ni = 3ni, impossible since 3ni − e, 3nj − e ∈ (M \ 2M).
Hence there exists k ≥ 2 such that 3ni + nj − ke ∈ (M \ 2M),. Hence v ≥ 8 for e ∈ {10, 11, 12} .
Step 2. Now assume e = 12; we prove that there exists q ≥ 3 such that 3ni + 2nj − qe ∈ (M \ 2M), hence
|Ape´ry—≥ 13, therefore we cannot have e = 12. First, we know, by (2) and step 1, that there exist h, k ∈ N such that
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(M \ 2M) ⊇ {e, ni, nj, 3ni−e, 2ni+nj−e, ni+2nj−e, 2ni+2nj−he, 3ni+nj−ke, 3nj−e}.
Let r := max{h, k}: one can see that the element 3ni+2nj− re ∈ 2M \ (Ap2+Ne) and that 3ni+2nj− (r+1)e /∈
{e, ni, nj , 3ni−e, 2ni+nj−e, ni+2nj−e, 2ni+2nj−he, 3ni+nj−ke, 3nj−e}.
Hence it belongs to (Ap1 + Ne) ∪ Ne.
Finally it results that 3ni + 2nj /∈ Ne. Otherwise, 3ni − e = −2nj = 10nj =⇒ 10nj − 3ni = 12k =⇒ 10nj =
3(ni + 4k) =⇒ nj = 3h =⇒ h odd. But this implies that 3ni − e = 2nj , impossible. Hence there exists
q ≥ r + 1 ≥ 3 such that 3ni + 2nj − qe ∈ (M \ 2M). This proves that e ≥ 13. ⋄
Corollary 4.4 If v = e − 3 and either |Ap2| ≤ 2, or (|Ap2| = 3, e ≤ 12) the Hilbert function is non-
decreasing.
In the next example, for v = e − 3, we exhibit a technique of computation which allows at first to verify that HR
decreasing =⇒ e ≥ 13 and further to give a complete description of the semigroups S with e = 13 = v + 3 and
decreasing Hilbert function. Similar tables could be used for e > 13 and also if v = e − r, r ≥ 4 to find semigroups
with HR decreasing.
Example 4.5 Let v = e− 3 and HR decreasing; e ≥ 10 (4.3) and there exist ni, nj ∈ Ap1, distinct elements such that
Ap1 ⊇ {e, ni, nj , 3ni−e, 2ni+nj−e, ni+2nj−e, 3nj−e}, Ap2 = {2ni, ni + nj, 2nj} .
Let GCD(e, ni) = 1; the following table is useful to find the pairs (ni, nj) “compatible” with the assumption on the
Ape´ry set. In the table we fix nj ≡ hni(mod e): in the columns we indicate the classes of elements of the Ape´ry set
(modni): in each row we must have distinct values (mod e).
Under our conditions, we consider 4 ≤ h ≤ e − 1 and 10 ≤ e ≤ 13). Clearly, for e > 10 some element in
{2ni+ 2nj − λ1e, 3ni + nj − λ2e, ni + 3nj − λ3e, 3ni +2nj − λ4e, 2ni+ 3nj − λ5e} must belong to Ap1, for this
reason we add 5 columns useful to complete the Ape´ry set in cases 11 ≤ e ≤ 13.
ni 2ni 3ni nj ni+nj 2ni+nj 2nj ni+2nj 3nj 2ni+2nj 3ni+nj ni+3nj 3ni+2nj 2ni+3nj
1 2 3 h (h+1) (h+2) 2h (2h+1) 3h (2h+2) (h+3) (3h+1) (2h+ 3) (3h+ 2)
1 2 3 4 5 6 8 9 12 10 7 13 11 14 ok
1 2 3 5 6 7 10 11 15 12 8 16 no
1 2 3 6 7 8 12 13 18 14 9 19 no
1 2 3 7 8 9 14 15 21 16 10 22 no
1 2 3 8 9 10 16 17 24 18 11 25 no
1 2 3 9 10 11 18 19 27 20 12 28 no
1 2 3 10 11 12 20 21 30 22 13 5 23 32 ok
1 2 3 11 12 13 22 23 33 24 14 34 no
1 2 3 12 13 14 24 25 36 26 15 37 no
The table shows that for each e, only few cases with HR decreasing are ”admissible”. Moreover with some other check
in cases e ∈ {10, 11, 12}, one can confirm that e ≥ 13, as proved in (4.3.3);
in case e = 10 the only remaining case is (ni = 2, nj = 5), impossible since this would imply 2nj ≡ 0;
in case e = 12 the cases to be veryfied are (ni, nj) ∈ {(2, nj = 3)(2, 9), (4,−), (6,−), (8,−)}, which are clearly
incompatible with the assumptions (for (2, 9) : 2nj ≡ 3ni).
For e = 13, the possible cases are nj ≡ 4ni, or nj ≡ 10ni (in the table the pairs of distinct elements with the same
class modni for e = 13 are written in bold).
By means of these computations we deduce the structure of such semigroup rings with HR decreasing:
Proposition 4.6 With Notation 1.2, let R = k[[S]], with multiplicity e = 13 and v = 10(= e − 3). Further let 1 ≤
p ≤ 12 : there exists Rp satisfying the equivalent conditions of Theorem 4.3 if and only if there exist (k, k′, α, β, γ)p,
k, α, β, γ ∈ N, k′ ∈ Z, such that semigroup Sp has the following minimal set of generators.
Sp =< e, ni, nj, 3ni−e, 2ni+nj−e, ni+2nj−e, 3nj−e, 2ni+2nj−αe, 3ni+nj−βe, 3ni+2nj−γe >
with ni = ke+ p, k ≥ 1, nj = k′e+ 4p, −2 ≤ k′ ≤ 4k − 2, 4k′ > 3k − p, α < γ, β < γ.
Proof. By (4.5), for e = 13, the possible cases are nj ≡ 4ni, or nj ≡ 10ni: these conditions are symmetric,
ni ≡ 4nj ⇐⇒ nj ≡ 10ni, hence there is only one class of semigroups with decreasing Hilbert function. Further :
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- nj = k
′e+ 4p = 4ni − re =⇒ r ≥ 2 (otherwise r = 1 =⇒ nj = (3ni − e) + ni ∈ 2M).
- 3ni ≡ 4nj =⇒ 3ni − e < nj + (3nj − e) =⇒ 3ni < 4nj , i.e., 3k < 4k′ + p.
The remaining 3 generators must be equivalent to 2ni+2nj, 3ni+nj, 3ni+2nj (mod e). Let 2ni + 2nj − αe ∈ Ap1,
then α ≥ 2 (α = 1 =⇒ 2ni +2nj − e = nj + (2ni + nj − e) /∈ Ap1); now note that 3ni+2nj − γe = (2ni + 2nj −
αe)+ni+(α− γ)e /∈M + e =⇒ γ > α; analogously, 3ni+2nj−βe = (3ni+nj−βe)+nj+(β− γ) =⇒ γ > β.
⋄
We exhibit, in case e = 13 = v + 3, for each 1 ≤ p ≤ 12 an example of semigroup Sp as in (4.6).
Example 4.7 With the notation of (4.6) above, let k = 1, 1 ≤ p ≤ 12; the following semigroups Sp with k′ minimal
(−2 ≤ k′ ≤ 1) have decreasing Hilbert function (S6 is Example 1.6 ).
(ni, nj) = (1, 4) : S1 =< 13, 14, 17, 29, 32, 33, 35, 36, 37, 38> k
′ = 1 c = 26
(ni, nj) = (2, 8) : S2 =< 13, 15, 21, 32, 38, 40, 44, 46, 48, 50> k
′ = 1 c = 38
(ni, nj) = (3, 12), : S3 =< 13, 16, 25, 35, 44, 47, 53, 56, 59, 62> k
′ = 1 c = 50
(ni, nj) = (4, 3) : S4 =< 13, 17, 16, 35, 36, 37, 38, 40, 41, 44> k
′ = 0 c = 32
(ni, nj) = (5, 7) : S5 =< 13, 18, 20, 41, 43, 45, 47, 48, 50, 55> k
′ = 0 c = 43
(ni, nj) = (6, 11) : S6 =< 13, 19, 24, 44, 49, 54, 55, 59, 60, 66> k
′ = 0 c = 54
(ni, nj) = (7, 2) : S7 =< 13, 20, 28, 47, 55, 62, 63, 70, 71, 77> k
′ = 0 c = 65
(ni, nj) = (8, 6) : S8 =< 13, 21, 19, 44, 46, 48, 50, 54, 56, 62> k
′ = −1 c = 50
(ni, nj) = (9, 10) : S9 =< 13, 22, 23, 53, 54, 55, 56, 63, 64, 73> k
′ = −1 c = 61
(ni, nj) = (10, 1) : S10 =< 13, 23, 27, 56, 60, 64, 68, 70, 74, 84> k
′ = −1 c = 72
(ni, nj) = (11, 5) : S11 =< 13, 24, 31, 59, 66, 73, 77, 80, 84, 95> k
′ = −1 c = 83
(ni, nj) = (12, 9) : S12 =< 13, 25, 22, 53, 56, 59, 62, 68, 71, 80> k
′ = −2 c = 68
.
4.2 Case v = e− 4 .
With notation 1.1 and 1.2, the Hilbert function ofR′ = R/teR, is HR′(z) = [1, v−1, a, b, c, d] with a+b+c+d= 4.
4.8 By Macaulay’s Theorem the admissible HR′ , are
[1, v − 1, 4]
[1, v − 1, 3, 1]
[1, v − 1, 2, 2]
[1, v − 1, 2, 1, 1]
[1, v − 1, 1, 1, 1, 1] (stretched)
When |Ap2| ≤ 2 we know by (1.5.5 c) that HR is non-decreasing. Hence we consider the first two cases.
Theorem 4.9 With Notation 1.2, assume v = e− 4, |Ap2| = 4, Ap3 = ∅. The following conditions are equivalent:
1. HR decreases at level 2.
2. There exist ni, nj , nk ∈ Ap1, distinct elements, such that
either Ap2 = {2ni, ni + nj , 2nj, ni + nk}, C3 = D2 + e = {3ni, 2ni + nj , ni + 2nj , 3nj, 2ni + nk)}
or Ap2 = {2ni, ni + nk, 2nj, 2nk)}, C3 = D2 + e = {3ni, 2ni + nj , ni + 2nj , 3nj, 3nk)}
Proof. By (2.2.1 b) we have C3 = D2 + e, then HR decreases at level 2 ⇐⇒ |D2| ≥ 5, i.e. |C3| ≥ 5; now apply
(3.6). ⋄
Theorem 4.10 With Notation 1.2, assume v = e− 4, |Ap2| = 3, |Ap3| = 1. The following conditions are equivalent:
1. HR decreases.
2. HR decreases at level h ≤ 3.
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3. There exist ni, nj ∈ Ap1, distinct elements, such that
Ap2 =


2ni
ni + nj
2nj
, C3 =


3ni ∈ Ap3
2ni + nj
ni + 2nj
3nj
, Dh + e =


4ni
hni + nj
(h− 1)ni + 2nj
· · ·
(h+ 1)nj
, (h = 2 or h = 3).
Proof. 1 =⇒ 2 , and 1 =⇒ 3 follow by (3.4.4), with d = 3.
3 =⇒ 2 =⇒ 1 are obvious. ⋄
Corollary 4.11 If R = k[[S]] is Gorenstein with v ≥ e− 4, then HR is non decreasing.
Proof. For v ≥ e − 2, see [6] [7]. For v = e − 3 see 4.1. In case v = e − 4 the result follows by (4.8), (1.5.5c), the
properties of symmetric semigroups and (3.4.4b). ⋄
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