Abstract. In this paper we present a method for modelling gene regulatory networks by forming a consensus Bayesian network model from multiple microarray gene expression datasets. Our method is based on combining Bayesian network graph topologies and does not require any special pre-processing of the datasets, such as re-normalisation. We evaluate our method on a synthetic regulatory network and part of the yeast heat-shock response regulatory network using publicly available yeast microarray datasets. Results are promising; the consensus networks formed provide a broader view of the potential underlying network, obtaining an increased true positive rate over networks constructed from a single data source.
Introduction
Gene Regulatory Networks (GRNs) describe how the expression level of genes effect the expression of other genes. Modelling these networks is a topic of great interest in current bioinformatics research. In this paper we extend on existing Bayesian network methods for modelling GRNs by using multiple microarray datasets to build a consensus model of gene regulatory interactions.
Microarrays are the major source of data for gene expression levels, allowing the expression of thousands of genes to be measured simultaneously. There are now many publicly available microarray datasets under different experimental conditions. However, a key issue with microarray datasets is often referred to as the curse of dimensionality. A single microarray dataset usually contains a large number of genes (hundreds or thousands) but the number of observations is much lower -generally tens or up to a few hundred at the very most. This makes it very difficult to extract reliable regulatory interactions from a single dataset. Our research aims to address this by using multiple microarray datasets in order to build a robust consensus model for inferring gene regulatory interactions.
Microarray datasets often come from different platforms and laboratories, across different research groups [1] . This means that datasets contain different biases and it is difficult, or sometimes impossible, to compare the datasets. Measurement units may vary across the datasets and in order to combine the datasets for analysis, the measurements need to be re-normalised. A key benefit of our proposed framework is that it does not require any special treatment of the data such as re-normalisation and can be used to combine multiple microarray datasets from different experimental conditions or species.
Our method is based on using existing Bayesian network techniques to build a GRN model for each dataset individually which are then used to form a consensus model. Bayesian networks [2] have become a popular method for computational modelling of GRNs from expression data [3] [4] [5] since they are able to represent the network qualitatively (with a network graph) and quantitatively (probability distributions quantify the strength of influences and dependencies between nodes/variables in the network graph) and thus are relatively easy to interpret by non-statisticians (e.g. biologists). Our algorithm forms a consensus network by finding the intersection (common relationships in the variable set) of networks generated from different datasets. Only consistent dependencies will appear in the consensus network -providing the effect of removing noise.
Wang et al. [6] are the first (to our knowledge) to address the problem of combining multiple time-series microarray datasets for modelling gene regulation. Whilst the high-level framework -the idea of combining solutions from each dataset into an overall, consistent solution -is similar to our approach, their method is based on linear programming where regulatory networks are represented using non-linear differential equations. In this paper we consider the same yeast sub-network that they use, and are able to identify a greater number of documented gene interactions. Additionally they evaluate their method only on time-series experiments from the same laboratory rather than a more diverse set of experiments.
There has been other research published on combining multiple microarray datasets for other tasks, such as functional classification [7] . This research showed that combining multiple datasets can improve classification, even if the experimental focus or conditions varies over the datasets.
The remainder of the paper is organised as follows. In section 2 we describe our approach in more detail. Sections 3 details our experimental results on synthetic and real yeast gene expression datasets. Finally, in section 4 we discuss our findings and outline directions for future research.
Methods

Bayesian networks to model gene regulation
Bayesian Networks (BNs) are graph-based models of probability distributions that capture properties of conditional independence between variables. A BN consists of two components. The first is a Directed Acyclic Graph (DAG) consisting of links between nodes that represent variables in the domain. The second component is a set of conditional probability distributions associated with each node. If there is a link from node A to another node B, then A is said to be a parent of B, and B is a child or descendant of A. The directed arcs between nodes indicate the existence of direct dependencies between the linked variables, whilst the strengths of these influences are quantified by the conditional probabilities. BNs have become a popular method for computational modelling of GRNs from expression data since they are relatively easy to interpret by biologists. The expression level of genes are represented by nodes in the network and influences between genes represented by the directed edges.
BNs capture conditional independence relationships amongst variables. It can be shown that each node is conditionally independent of all its non-descendants given its parents [2] . It is important to mention that more than one DAG may represent the same set of conditional independencies -a set of such DAGs belong to the same equivalence class. It has been shown that equivalent graphs agree on the same underlying undirected structure, but the direction of some arcs may vary [8] . Therefore, the equivalence class of a set of conditional independencies can be represented using a partially directed acyclic graph (PDAG), where only some arcs are directed. It is possible to derive the PDAG representing the equivalence class for any DAG using an algorithm derived by Chickering [9] .
Learning Bayesian networks
We use a score-based search method to learn a BN (representing an equivalence class of networks) that represents a GRN from microarray expression data. Since the first research by Friedman et al. [3] , search-and-score BNs have been used frequently in learning gene networks. This approach performs a search through the space of possible networks and scores each structure. The aim is to identify the network with the maximum score. A variety of search strategies can be used, the simplest being a greedy hill-climb. We use a simulated annealing approach in order to avoid local maxima. The search begins with an empty network. At each stage of the search, networks in the current neighbourhood are found by applying operators such as add arc, remove arc and reverse arc to the current network.
We use the Bayesian Information Criterion (BIC) for scoring candidate networks. The BIC function is a combination of the model log-likelihood and a penalty term that favours less complex models -as such it is similar to the minimum description length:
where θ represents the model, D is the data, n is the number of observations (sample size) and k is the number of parameters. log P (θ|D) is the log-likelihood while the term 0.5 k log(n) is a penalty term, which specifically penalises more complex models with more parameters. The BIC is good for dealing with small samples of data as is common with microarray data, as the penalty term helps to prevent overfitting. 
Algorithm 1 Consensus Bayesian networks
Consensus Bayesian networks
The consensus approach is based on combining the network topologies (graph structures) of multiple BNs. Combining BNs has been addressed previously in two main ways -qualitatively and quantitatively. Quantitative combination is based on aggregating the probability distributions in the networks [10] whereas qualitative combination is based on combining the graph structures [11] .
We focus on qualitative combination as we are concerned with the dependency structure amongst the genes. We use graph intersection to generate a consensus network. In other words, since we wish to reduce the noise in the individual networks, only links that appear in all, or a certain proportion of the individual solutions are included in the consensus structure.
The method is detailed in Algorithm 1. It takes as input a set of networks learnt on the same set of variables (nodes) for each dataset and a consensus threshold between 0 and 1. Initially, each learnt network is converted to the PDAG representing its equivalence class using Chickering's algorithm. Each pair of nodes is considered in turn and a link between them is created if such a link exists in a proportion of the input networks that exceeds the input consensus threshold.
The directionality of an arc is assigned depending on the input networks. If there is no directional conflict in the input networks then the direction/undirection of an arc remains the same in the consensus network. However, if there is conflict, this introduces some uncertainty regarding the arc direction. At present, if there is a clear majority in the input networks regarding arc direction, then the arc is assigned the majority direction in the consensus network. If there is no majority then the link is left as 'unknown direction'. Note that we make a distinction in the consensus network between edges that are undirected and those that are 'unknown'. An edge that is undirected can be reversed, as in equivalent graphs. However uncertainty exists over the direction of an 'unknown' arc, or whether it can be reversed. We flag up 'unknown' links in the graphs by using arcs that are directed both ways, whereas undirected arcs have no arrowheads.
Topological fusion [11] is a similar method for combining the graphical structures of multiple networks using graph union. This means that the final network structure contains all the edges in every network. Since graph union can introduce cycles into the network structure, arc reversal is also used. This is where an arc A → B is reversed and then arcs are added between the parent nodes of A to B, and from the parent nodes of B to A. This maintains the underlying relationships between variables under the principle that it preserves the flow of information [12] . The final fused graph contains all arcs (some reversed) and nodes that are in the input DAGs. We make a comparison between the consensus approach and topological fusion in our experimental results.
Results
In this section we report on the experiments performed to evaluate the use of the consensus approach on multiple microarray datasets and compare them to the use of a single dataset and topological fusion. Initial experiments were carried out on a set of four datasets for a synthetic network of 13 genes. We then progressed to a real application: a Yeast heat-shock sub-network.
For each application, a network was generated for each of the n datasets using the score-based simulated annealing search algorithm. The individual dataset networks were used to generate consensus networks at different thresholds (from 1 n -corresponding to graph union where at least one of the networks contains each link, through to 1 -strict graph intersection where each link must be contained in every dataset) and a topological fusion network (as described in section 2.3).
We compare the performance of each network in comparison to the true network in terms of true/false positive rates in a ROC space. Whilst the synthetic network was fully known, the yeast regulatory network was constructed from listed gene interactions (both confirmed and potential) in the YEASTRACT database [13] . In a ROC space one can view graphically the performance of a classifier by plotting the true positive (TP) rate (the proportion of true interactions that are identified) against the false positive (FP) rate (proportion of incorrectly identified interactions):
where a true positive (TP) is a link that is present in both the learnt and true networks. A false positive (FP) is a link that is present in the learnt network but not in the true network. A false negative (FN) is a link that is in the true network but not in the learnt network, whilst a true negative (TN) is a link that is not in the true or learnt network. Note that these online databases are limited to interactions that have been confirmed by biological studies. Therefore the proportion of FP interactions recorded is likely to be higher than in reality and we are most interested in obtaining a high TP rate and a low FN rate -we do not want to 'miss' documented interactions.
Synthetic network
In this section we describe the application of the consensus algorithm to a collection of four synthetic datasets. The synthetic regulatory network consists of 100 genes as shown in Fig. 1 . For this paper, we only consider the interactions between the regulator genes (transcription factors), genes numbered 1-13. Four time-series expression datasets were generated for the network using differential equations to mimic transcriptional behaviour. Each dataset had a varying amount of noise and a large number of samples ranging from 200-600. The ROC plot comparing the consensus performance against that of individual datasets is shown in Fig. 2 . In general, we find that the consensus networks provide a balance between the individual solutions, performing better than datasets 1 and 4, but less well than datasets 2 and 3. The 0.25 consensus network is shown in Fig. 3a . This network raises the TP rate to 89% -capturing almost all links -missing only two known interactions. However, the FP rate is also raised significantly to 36%. Although it is also graph union, the topological fusion network does not do as well as the 0.25 consensus network, as it obtains 6 misdirected arcs. This is because our consensus method represents networks using equivalence classes (so if arcs are reversible they are left undirected) and are therefore less likely to include misdirected arcs.
We can show which interactions are stronger and which are less robust by considering how many individual networks contain each arc. The most robust arcs are found in more individual networks. Fig. 3b shows the consensus network (0.25 threshold) with arcs weighted according to their robustness. It can be seen by eye there is a correlation between the more robust links and the TP links. Table 1a shows a similarity matrix between the individual dataset networks, where similarity is measured using the percentage of arcs that are identical between the networks (we call this link identification accuracy). Dataset 4 is clearly the most different with accuracies of 67-69% whereas the other three datasets obtain accuracies of over 77% between each other. Dataset 4 also performs least well out of all the individual networks in comparison to the true network (see Fig. 2 ) -indicating that a correlation may exist between dataset similarity and similarity to the true network, and that dataset 4 may be particularly noisy. 
Yeast heat-shock response network
We then applied the consensus algorithm to real microarray gene expression data for yeast. We used five different microarray datasets that are publicly available on the YeastBASE expression database -a summary is provided in Table 2 . We take the example of 10 transcription factors (TFs) related to heat-shock response from Wang et al. [6] in order to evaluate the algorithm on a sub-network of a manageable size and make a direct comparison between the two methods. Two of the TFs selected (HSF1 and SKN7) are known to be directly involved in heat-shock response and are documented as regulating 4 TFs among the 10. Figure 4 compares the performance of each individual dataset network and the consensus networks in comparison to the true network in a ROC space. The [14] Heat-shock response 12 Eisen [15] Cold-shock and heat-shock response 14 Gasch [16] Environmental changes including heat-shock response 173 Grigull [17] Heat-shock response 27 Spellman [18] Cell-cycle 73 . 5a ) obtains the best results, with a TP rate of 73% and an FP rate of 65%. Overall, this network found 10 documented and 6 potential links. It missed 4 actual and 2 potential links and there were 15 incorrect links, 2 of which were actually misdirected documented interactions. In comparison to each individual network it performs as well or better in terms of the proportion of correctly identified links and the TP rate, although it must be noted that the FP rate is higher than 4 of the 5 individual dataset networks. However, some FP links may be valid, but are currently unknown. The topological fusion network obtains a higher FP rate than the 0.2 consensus network (our version of graph union). As with the synthetic data it obtains a higher proportion of misdirected arcs than the 0.2 consensus threshold network because it does not consider the DAG equivalence classes. The yeast results show a similar pattern to the synthetic data results. On the lower-threshold consensus networks, the TP rate is high, but so is the FP rate. As the threshold increases, both rates drop, but we are able to gain a perspective on which links are more robust. Fig. 5b shows this on the 0.4 consensus network -darker links are stronger, found in more of the individual networks.
Our consensus networks outperforms the network generated by Wang et al. [6] , which confirms just 3 documented interactions (19% TP rate) with a high number of FP arcs at 76% -although 8 of these are misdirected known interactions. They only use some of the time-series in the Gasch dataset to generate their consensus network, whereas our consensus networks are generated from datasets under various experimental conditions and obtained from different laboratories. Table 2b shows the similarity between the individual networks. In particular the Eisen and Gasch datasets are most similar whereas the Spellman data is the most different from the others. Like the synthetic datasets, this is reflected in 
Conclusions
In this paper we have presented an approach for inferring gene regulatory networks from multiple microarray datasets using a consensus Bayesian network approach. In this preliminary research we have evaluated the approach on both synthetic data and real yeast experimental data. Our results show that consensus networks can provide a broader view of the potential underlying network, obtaining an increased TP rate over the individual solutions. The FP rate is also higher -but these network arcs may represent previously unknown but correct interactions.
Our consensus approach provides a process for identifying the more robust links -those gene interactions are identified in more datasets and thus, that are more likely to exist -by varying the consensus threshold. Further work is necessary to produce an automated method for choosing the 'best' consensus threshold. At the moment it is up to the user or an expert to evaluate the output networks.
We also believe that varying the influence of datasets through weighting would improve the approach. Analysis on dataset similarity showed a correlation between the least similar datasets and a lower accuracy to the true network.
Assigning weights to datasets would allow particular datasets to have more influence than others when forming the consensus network. This should improve results by increasing the accuracy of the consensus network closer to the least noisy individual networks.
As well as combining networks from different datasets, the consensus algorithm could be used to combine networks generated from the same dataset, using different methods. This concept is based on the idea of consensus clustering [19] . Different BN learning techniques such as constraint-based learning (e.g. the PC algorithm) and search-and-score techniques, and/or continuous and discretised versions of the same datasets could be combined to produce a consensus network.
Since our approach is based on combining networks, it has the potential to integrate many heterogeneous types of data -provided that regulatory models can be built from these datasets.Future steps in this research project include the incorporation of other data sources or expert knowledge such as transcription factor binding sites, the gene function ontology and textual information extracted from scientific literature. Additional further work as part of the project will also involve extending the modelling techniques to incorporate temporal information through time nodes and dynamic Bayesian networks (this should improve the directionality of learnt interactions and allow cyclic behaviour to be introduced), and the use of hidden nodes to model unobserved variables.
