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Abstract
This dissertation investigates sampling and reconstruction of wide sense stationary
(WSS) random processes from their sample "random variables". In this context, two
types of sampling systems are studied, namely, interpolation and approximation sam
pling systems. We aim to determine the properties of the filters in these systems that
minimize the mean squared error between the input process and the process recon
structed from its samples. More specifically, forthe interpolation sampling system we
seek and obtain a closed form expression for an interpolation filter that is optimal
in this sense. Likewise, for the approximation sampling system we derive a closed
form expression for an optimal reconstruction filter given the statistics of the input
process and the antialiasing filter. Using these expressions we show that Meyer-type
scaling functions and wavelets arise naturally in the context of subsampled
bandlim-
ited processes. We also derive closed form expressions for the mean squared error
incurred by both the sampling systems. Using the expression for mean squared error
we show that for an approximation sampling system, minimum mean squared error
iv
is obtained when the antialiasing filter and the reconstruction filter are spectral fac
tors of an ideal brickwall-type filter. Similar results are derived for the discrete-time
equivalents of these sampling systems. Finally, we give examples of interpolation
and approximation sampling filters and compare their performance with that of some
standard filters. The implementation of these systems is based on a novel framework
called the perfect reconstruction circular convolution (PRCC) filter bank framework.
The results obtained for the one dimensional case are extended to the multidimen
sional case. Sampling a multidimensional random field or image class has a greater
degree of freedom and the sampling lattice can be defined by a nonsingular matrix
D. The aim is to find optimal filters in multidimensional sampling systems to recon
struct the input image class from its samples on a lattice defined by D. Closed form
expressions for filters in multidimensional interpolation and approximation sampling
systems are obtained as are expressions for the mean squared error incurred by each
system. For the approximation sampling system it is proved that the antialiasing and
reconstruction filters that minimize the mean squared error are spectral factors of an
ideal brickwall-type filter whose support depends on the sampling matrix D. Finally.
we give examples of filters in the interpolation and approximation sampling systems
for an image class derived from a LANDSAT image and a quincunx sampling lattice.
The performance of these filters is compared with that of some standard filters in the
presence of a quantizer.
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1.1 A Brief History
The origins of the sampling theorem and its variants can be traced to the work of
several researchers in different fields [1, 2, 3]. In communication theory it was intro
duced by Koternikov. Cauchy, E. T. Withttaker and J. M. Withttaker independently
discovered it in the study of cardinal functions]!, 4]. It was introduced to information
theory by C. Shannon [1, 5]. Shannon's original statement of the sampling theorem
is as follows:
Theorem 1 If a function of time is limited to the band from 0 to W cycles per second,
it is completely determined by giving its ordinates at a series of discrete points space
1/2W seconds apart in the manner indicated by the following result: If f(t) has no
frequencies over W cycles per second, then
~
/ n \ sin n(2Wt
-
n) , x
Different proofs of this theorem can be found in Shannon's original paper [5] and
several specialized books and articles on sampling [1, 3] as well as in several books
1
-2tW 2kW CO
Figure 1.1: Fourier transform of the interpolation function, 2W3tn^ JL.
dealing with signal processing and communications [6, 7, 8. 9. 10] . Thus, the sampling
theorem states that a bandlimited signal (or function) is completely characterized
by its samples if the sampling rate is greater than or equal to twice the maximum
frequency of the signal. This sampling rate is known as the critical sampling frequency
or the Nyquist rate. The function
2M/S'"1(^]?)
acts as a filter that reconstructs the
input function from its samples and is known as an interpolation filter. Its Fourier
transform possesses ideal lowpass brickwall characteristics as shown in Figure 1.1.
Equation (1.1) indicates that the interpolation filter matched to a bandlimited input
function is the ideal brickwall lowpass filter with a bandwidth equal to the largest
frequency of the input function.
Shannon's formulation led to renewed interest in the sampling theorem and its
application. It was extended to wide sense stationary (WSS) bandlimited random
processes by Balkrishnan[ll, 12] who showed that a WSS process x(t) whose power
spectral density is bandlimited to [-2tt/0, 2vr/0] could be completely represented in
terms of its
"sample"
random variables (hereafter referred to as samples), x(^)
spaced l/2/0 apart. Thus




= lim 2/0 Yl x UT
"
ToVV '
W-oo f^ \2f0J 7T(2/ot-n)
(1.2)
In other words, the interpolator matched to a bandlimited WSS random process in
the sense of eliminating any reconstruction errors is an ideal lowpass function with
its bandwidth equal to the largest frequency of the input process.
Further generalizations were studied by a number of researchers [1. 4. 13, 3]. Lloyd
[1, 4] derived a more general set of conditions under which a WSS process x(t) could
be completely characterized by its samples. He stated that a WSS process could be
linearly represented by its samples taken at interval of T units if and only if
Some set of frequencies A contained all the power in the process and,
A and its 27rA;/T-translates (k, integer) were mutually disjoint, that is, no two
frequencies of A differed by a multiple of 2tt/T.
Furthermore, if A was a finite union of intervals then it was shown that
n
x(t)





k(W = -/Ae^. (1.4)
This is a sampling theorem for a more general class of bandpass processes. Note that
this generalization reduces to the form of (1.2) if A = [2tt/T, 2-k/T).
1.1.1 Extensions to Multidimensional Case
Some of the first extensions of the classical sampling theorem to the multidimensional
case involved sampling the M-dimensional function f(ti,t2, tM) on a rectangular
grid to get /(rciTi, n2T2, . . . , nMTM)- Here, Tk, k = 1, . . . , M are the sampling inter
vals in each dimension. The rectangular sampling grid for the two-dimensional case
is shown in Figure 1.2. The extension of the sampling theorem now states that if the
Figure 1.2: The rectangular sampling grid.
Fourier transform (and hence the power spectrum) of f(ti, t2, . . , tM) is limited to an
^/-dimensional hyperbox defined by
kfcl < n/Tk, k = l, M (1.5)
and shown in Figure 1.3 for the two-dimensional case, then
f(t1.,t2.,...,tM) = \. .^/(fciTi, k2T2,. . . ,kMTM)
ki ku





Thus, a bandlimited multidimensional signal can be completely characterized by
its samples on a lattice defined by {n{Ti, n2T2, . . . , umTm) if it is bandlimited to an
^/-dimensional hyperbox defined by (1.5) [14]. A similar extension can be obtained for
multidimensional random fields or image classes whose power spectrum is bandlimited
as in (1.5).
In dealing with the multidimensional case, it is convenient to use the vector no
tation. Henceforth, all vectors are denoted by lower case boldface characters. Ma
trices are denoted by upper case boldface characters.
1ZM








Figure 1.3: Bandlimits on the Fourier transform of a two-dimensional signal that can
be completely defined by (1.6)
M-dimensional vectors with real entries and
ZM
= M denotes the space of all M-




stands for the transpose operation, then U 1Z for i = 1, . . . , M where 72. is
the set of all reals. Similarly if n = [ni, . . . ,
nM]T ZM
then n* G Z for i = 1, . . . , M
where Z is the set of all integers.
Unlike the one-dimensional case, sampling in the multidimensional case has a
greater degree of freedom and can be characterized by an M x M nonsingular matrix
known as a sampling matrix. D[14]. Sampling a multidimensional function xa(t) over










Figure 1.4: The quincunx sampling lattice.
This D would sample the function on what is known as the quincunx lattice. This
lattice is shown in Figure 1.4. The general form of the multidimensional sampling
theorem is now given by
x(t)




and Xa{uj) is the Fourier transform of xa(t). having a support fi of
the form [15]
ft = 2yrn + 7rD_rx + c (1.10)
where X ^
[~ 1. 1)M, n e
A/"
and c is an arbitarary M-dimensional vector with real
entries. This ensures that fl and its 27rD~Tn-shifted versions do not overlap. The
interpolation filter in this case would be of the form[14, 15]
where j|D|| stands for the absolute value of the determinant of D and Q, is as defined
in (1.10). For example, suppose that the input 2-dimensional signal is sampled on
a quincunx lattice shown in Figure 1.4 and characterized by the sampling matrix
* t,
Figure 1.5: Bandlimits of a 2-dimensional function that can be completely character
ized by its samples on a quincunx lattice specified by equation 1.8
in (1.8). Then the signal would be completely characterized by it samples on the
quincunx lattice if the support of its Fourier transform was bandlimited to a region
such as the one shown in Figure 1.5. Note that this represents the region 27rD~rx.
Other possible spectra for this case can be obtained by using the translation given in
(1.10).
1.2 Sampling Systems
The procedures described in Section 1.1 are specific examples of interpolation sam
pling. In general, this process consists of sampling the input signal or process, x(t)
and then attempting to reconstruct it from the samples using an interpolation filter,







where T is the sampling interval and x(t) represents the reconstructed signal or pro
cess. The interpolation sampling system is shown in Figure 1.6(a). As seen in Section
7
1.1. all information for perfect reconstruction of x(t) is (Contained in its samples if
x{t) is bandlimited and sampling is carried out at or above the critical sampling rate.
For all other cases, sampling results in a loss of information and perfect reconstruc
tion of the input is not possible using a single interpolation filter [16. 17] because of
ahastng[Q, 18]. Aliasing can be understood by considering the Fourier transform of
x(nT). A sampled sequence such as x(nT) can be represented as a product of the




The Fourier transform of x{nT) would then be a convolution of the Fourier transform
of x(t) and the Fourier transform of the train of delta functions[6, 18]. Now the
Fourier transform of a train of delta functions T units apart is another train of delta




= T 5(u, - 27T/T). (1.14)
n2 k&Z
From (1.14) we have
F{x{nT)} = TJ2 X(u + 2irk/T)
kez
where X(u) is the Fourier transform of x(t). In general, there is a non-zero overlap
between the X(u>) and its 27rfc/T-shifted versions. This overlap is what gives rise
to aliasing. If X{u>) and its 27r/e/T-shifted versions do not overlap, then perfect
reconstruction of the input is possible as discussed in Section 1.1. In general, the
reconstruction will have errors due to aliasing as well as due to loss of information
owing to filter characteristics.
One way of minimizing errors due to aliasing is to pass the input signal through an
antialiasing filter before sampling. The response of the antialiasing filter can be chosen







Figure 1.6: (a) Interpolation sampling system and (b) approximation sampling
system.
such that the resulting signal is bandlimited and sampling it does not introduce any
aliasing. However, this process results in a loss of information outside the passband
of the antialiasing filter. An approximation of the input can be obtained from its
samples using a reconstruction filter. The sampling process is thus an approximation
sampling process and the composite system is known as an approximation sampling
system. It is shown in Figure 1.6(b). An example of an antialiasing filter would be
an ideal brickwall filter bandlimited to 27t/T. Sampling the output of the brickwall
filter at a rate of 1/T will not introduce any aliasing. The reconstruction filter in
this case would be another ideal brickwall filter bandlimited to 27r/7\ This process
is equivalent to projecting the input onto a subspace of signals bandlimited to 27r/T
[20, 21]. In practice the antialiasing and reconstruction filters are non ideal and hence
aliasing is not completely eliminated. Approximation sampling systems also arise
naturally in practical systems. For example, antialiasing filters are often inherent
in data acquisition systems in the form of sensor and system response. Here, one
often has to work within the limitations of a given antialiasing filter. Thus, the
reconstruction filter would have to deal with a filtered, aliased version of the input




where x(t) denotes the input and a(t) is the antialiasing
filter. Sampling the output
y(t) at a rate of 1/T gives y(nT)







In this thesis, we consider the problem of optimally reconstructing a stochastic process
from its samples. We choose the mean squared error (MSE) between the input and
the reconstructed process as our cost function [22, 23]. Thus we seek to minimize
E{[x(t)-x(t)}2} (1.17)
where x(t) represents the input process and x(t) represents the reconstructed process.
In the case of the interpolation sampling system, we seek an interpolation filter that
would attempt to reconstruct the process from its samples so as to minimize the
mean squared error between the input and the reconstructed process. Likewise, for
the approximation sampling system we look for an optimal reconstruction filter given
the input process and the antialiasing filter. This case assumes a data acquisition
system as described in Section 1.2. We also deal with the issue of frameworks to
implement these filters in a practical setting. Finally, we extend the results obtained
to the discrete time case and the multidimensional case.
1.4 Organization of the Thesis
The thesis is organized as follows. Chapter 2 gives a brief description of the PRCC
filter bank framework. This framework will be used as a basis for frequency sam
pled implementation of sampling systems in subsequent chapters. In Chapter 3, we
derive closed form expressions for filters in interpolation and approximation sam
pling systems that arc matched to
the input WSS process. We also derive closed
form expression for the mean squared error and provide examples of filters in these
sampling systems. The results
obtained for the one-dimensional case are extended
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to the multidimensional case in Chapter 4. Here the examples of filters in multi
dimensional interpolation and approximation sampling system are provided for the
quincunx sampling lattice. Finally, Chapter 5 presents the conclusions and suggests





This chapter provides an overview of the perfect reconstruction circular convolu
tion filter bank structure that forms the basis for implementing the sampling systems
described in this thesis. It was introduced by Bopardikar [24] and independently by
Vaidyanathan et al. [25]. A similar development was proposed by Prost et al. [26] as
a method for implementing subband decomposition using ideal band pass filters in
the discrete frequency domain. The idea was extended to implement bandlimited
discrete wavelet transforms (DWTs) by Bopardikar et al. [27]. The filters in these
filter banks satisfy the perfect reconstruction properties (see [15, 28, 29, 30, 31]) in
the discrete frequency domain. The design procedure for these filters is simple and
flexible. Also, the operations of filtering downsampling and upsampling can all be
carried out in the discrete frequency domain. We review these operations and then
present the conditions for perfect reconstruction. Finally, we provide an example of
filter design for these filter banks.
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2.1 Downsampling
Suppose the input to an M fold downsampler is a sequence x(n). Then the output
of the downsampler. denoted by y(n), is given by [15]
y(n)=x{Mn) (2.1)
If the input x(n) is a sequence of length N the sequence y(n) has N/M samples and
consists of every
Mth
sample of x(n). It is assumed that X is an integer multiple of
M.
The discrete Fourier transform (DFT) of y(n), namely. Y(efixh/(~N/M)) is given
by[24]
1 M-\
yffj2*k/WM)) = J-, X(e^k-%,)/N) (2.2)
k = 0, 1, . . . , jj 1. The derivation is very similar to that presented in [15] for gen
eral sequences. Note that Y(k) is N/M periodic. In other words, the inverse discrete
Fourier transform (IDFT) of the first N/M samples of Y(k) give the downsampled
version of the input sequence. From (2.2) we see that the DFT of the downsam
pled sequence Y(k) is an average of M coefficients of the DFT of the input to the
downsampler. X(k), spaced N/M coefficients apart. This is shown in Figure 2.1. For
example, when M
= 2, the steps involved are the following:
Take the DFT of x{n)
Add the DFT of x(n) and its N/2 rotated version. This makes use of the N
periodicity of X(k).
Divide the resulting sequence by 2.
Take the IDFT of the first N/2 samples.







Figure 2.1: Block diagram of M-fold downsampling in the DFT domain.
2.2 Upsampling
An Infold upsampler takes an input sequence x(n) and produces an output sequence
defined as follows [15]:
y(n)
x(n/L) n
= multiple of L
0 otherwise
(2.3)
Thus the upsampler inserts L 1 zeros between adjacent samples of x(n). The
resultant output sequence y(n), has NL samples. The DFT of y(n) in terms of the
DFT of x(n) is [24]
Y(ej2itk/(NL) = X(ej2nk/N), k = 0,l,....NL-l (2.4)
In words, the NL length DFT of the upsampled sequence Y(ej27vk^NL^) is nothing
but a concatenation of L DFTs of x(n). The derivation of (2.4) is again along lines
very similar to the derivation given in [15] for a general sequence.
15
2.3 Framework for Implementation
The basic framework for the implementation of PRCC filter banks can be understood
by referring to the Figure 2.2. The analysis filter bank is shown in Figure 2.2(a).
Here, we first take the DFT of the
Ar
length input signal x(n). Next, we multiply this
DFT, X(k), pointwise with a sequence H0(k). which is the DFT of an l\r length se
quence h0(n). This amounts to circularly convolving sequences, h0(n) and x(n). The
resultant sequence is then downsampled by a factor ofM as explained in 2.1. The pro
cedure is repeated for the remaining M 1 branches with Hi(k), H2(k). HM-i(k),
the DFTs of hi(n). h2(n), .... /iA/_i(n). respectively. In this manner, we decompose
the input sequence into M sequences of length N/M whose DFTs are denoted by
\ o(k). Vi(fc), . . . , VM-i(k), respectively.
The subband sequences are recombined using the synthesis filter bank. Its struc
ture is shown in Figure 2.2. Here, we first upsample the sequences V0(k). Vi(k), . . . , VM-i(k)
as explained in Section 2.2. This gives us sequences U0(k), Ui(k), . . . , t/A/_i(fc) of
length N. These are then multiplied pointwise with F0(k), Fi(fc), . . . , FM-i{k) which
are the DFTs of
Ar length sequences f0(n), h{n), . . . , fM-i(n), respectively. They are
the synthesis filters corresponding to the analysis filters h0(n),h1(n), hM-i{n),
respectively. The output of the synthesis filter bank is thus given by XR(k) =
F0(k)U0(k) + Fi{k)Ui{k) H h FAf-1{k)UM-i{k). The reconstructed signal is then
the inverse DFT (IDFT) of XR(k), namely, xR(n).
Note that, the PRCC filter bank is a framework based in the discrete frequency
and is different from the work proposed by several authors before on fast implemen
tation of FIR filter banks based on the FFT [32]. Also, it is different from the work
presented in [33] where the authors propose algorithms
for subband decomposition




































Figure 2.2: Perfect reconstruction circular convolution (a)analysis and (b)synthesis
filter banks. Numbers in parenthesis indicate the number of samples of the sequences
at that point. The M-downsample block acts as shown in figure 3.
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ber of samples subsequent to subband decomposition is conserved while preserving
perfect reconstruction. Finally, because all the operations in the PRCC framework
are carried out in the DFT domain it would lend itself to FFT-based implementa
tion. Thus, the complexity of this implementation would be of the same order as the
FFT-type implementations described in [32].
2.4 Conditions for Perfect Reconstruction
In this section we enumerate the conditions for perfect reconstruction for a 2-channel
PRCC filter bank. The results for the general case are given by Vaidyanathan et
al. [15, 25]. Since the input sequence is of length Ar it follows from the previous
subsection, that the analysis and the synthesis bank filters also have a support of N
samples. Furthermore, we assume that N is even and all the sequences and filters
are real valued. The conditions for perfect reconstruction in this case are obtained
in a manner similar to that described in [15]. They are cyclic counterparts of the
corresponding linear relationships. The transfer function of the
analysis-synthesis
system is given by




for k = 0.1, . . . ,N 1. The second term in (2.5) is the alias term. To cancel this
term we choose
F^2nk/N) = Hl(-ej2*k/N) (2.6)
F^W) = -H0(-e^k/N) (2.7)
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+ | H0(-e>2*k'N) |2= 2 (2.8)
k 0, 1, . . . , N - 1. Equation (2.8) requires that | //0(ej27r/c/lV)
|2
be antisymmetric
about u> = 7r/2 or equivalently, about k = AT/4. In other words, we require that
| H0(ej2^k/N)
|2
be a half band filter. For perfect reconstruction we choose
H^W) = -e^k/NHQ{-e-ft^N) (2.9)
Using (2.9) in (2.6) and (2.7) we get
F0(efink/N) = ef2nk/NH0(e-f2nk/N) (2.10)
Fl{eP*k'N) = (PWHiie-W) (2.11)
Equations (2.8), (2.9). (2.10) and (2.11) ensure that the filters satisfy the equiv
alent of paraunitary conditions in this domain [15, 24] and hence satisfy the cyclic
orthogonality relationships given by
iV-l
Y Mn)/ij((n + 2) mod N) = 5{i,j)8(2 mod N, 0) (2.12)
n=0
where Z, the set of integers and i.j 0, 1. Note that these are the cyclic
equivalents of similar relationships satisfied by orthogonal or paraunitary filter banks
[15].
2.4.1 Procedure for Constructing PRCC Filter Banks
To obtain the filters Hx{e?*ktN), F0{eP*k'N) and F^e^V") we first need to design
the prototype filter H0(e^k/N). For this we require the half band filter H{ej2^N)
defined as
#(e^/") = HQ{e^k/N)HQ{e-^k'N) (2.13)
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k = 0, 1, . . . , N - 1. Note that H{e^k'N) is a zero phase filter. Thus, the design
of //"!(ej27rfc/iV) or H(k) is equivalent to assigning a value to each DFT coefficient as
follows. Assuming 0 < H(k) < 1. for some H(k)
1. H(N - k) = H(k)
2. H(N/2 -k)
= l- H(k)
3. H(N/2 + k) = H(N/2 - k)








Given that in general, Ho(ej2nk/N) has the form
H0(efink/N) =| H0(e>2nk/N) |
e>^
(2.16)
we can now add the phase term d>(t). Since we require that h0(n) be real, <f)(k) is
antisymmetric about A/2. The filters //i(fc), F0(k) and F\(fc) can now be derived
using the relations (2.9), (2.10) and (2.11).
Example 1 N = 8.
Let H(0) = 0.75. TTien //(4) = 0.25
Let H(l) = 0.37. Then H{7) = 0.37
and #(3) = #(5) = 0.63
Arca%, //(2) = 1
-
H{2) = H{6) = 0.5.
77ms,
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H(k) = {0.75,0.37.0.5.0.63.0.25.0.63,0.5,0.37}, and hence
h(n) = {0.5, 0.0166, 0.0, 0.1084, 0.0, 0.1084, 0.0, 0.0166}
Note that the non-zero even indexed points of h(n) have value 0.




This gives h0(n) = {0.2355. 0.2746, 0.2215, -0.1162, 0.4565. -0.13721, -0.2305, 0.1618}
This completes the design of of HQ(k).The filters Hx(k), F0(k) and F\(/c) can now
be determined. Note the flexibility and ease of design that this method offers for
designing filters to specification. Also, the procedure delineated here is for a 2-channel
PRCC filter bank. Design procedures for general M-channel filter banks can be found
in[25].
2.5 Conclusion
In this chapter, we have described the PRCC framework. We also translated perfect
reconstruction properties to this framework and gave a simple method of designing
filters in these filter banks. In subsequent chapters, we use this framework to imple
ment filters of both, the interpolation and the approximation sampling systems. To
do this, we need to judiciously sample the Fourier transforms of these filters [27, 34]
so that the properties of these filters such as biorthogonality and satisfaction of the




Sampling Systems Matched to the
Input Process
This chapter deals with the problem of determining filters for interpolation and
approximation sampling systems that are matched to the input process. These filters
minimize the mean squared error between the input and the reconstructed process.
We explore the properties of these filters and establish connections between them and
wavelet-like functions. The chapter also deals with the implementation of these filters
and hence the systems based on the PRCC framework described in Chapter 2. We
extend these results to the discrete-time case. Finally, examples of filters matched to
various processes are provided and their performance is compared with some standard
filters using the PRCC framework.
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3.1 Preliminaries: Bandlimited Scaling Functions
and Wavelets
This section provides a brief description of the properties of the Meyer scaling function
and wavelet [35, 36]. This will be useful when examining the properties of various
interpolation and approximation sampling filters and establishing connections with
wavelet-type functions.
It has been shown that all orthogonal bandlimited scaling functions and wavelets
that satisfy the two-scale dilation equation belong to a generalized version of the
Meyer class [36].
Let $(u>) be the Fourier transform of a Meyer scaling function, <f>{t). Then[28. 36]:
1. <$>(lj) is
real-valued.
2. <3>(a;) is bandlimited to | u |< 47r/3.





+ | $(7T + uj) |2= 1 for | w |< 7T/3.
5.
|$(w)|2
satisfies the Poisson summation formula, that is, ^ | $(w + 2irk) |2= 1.
k
This is equivalent to (<j>(t) , <j>(t
-
n))
= 5(n) where (,) stands for the inner
product. In other words, the Meyer scaling function is orthogonal to its integer
translates.
We denote the Meyer wavelet as ib(t). The Fourier transform of the Meyer wavelet,
<S>(u) is expressed in terms of the Fourier
transform of the Meyer scaling function,
$(w) as follows [28, 36]:
y'u) = e-juj/2${2Tr
- |w|), 2?r/3 < \u\ < An/3
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=
e~ju^(\u\/2), 4tt/3 < \u\ < 8tt/3 (3.1)
= 0. otherwise.









= 1, \u\ < tt/3. (3.3)
3.2 Assumptions
We assume that the processes we are dealing with are wide sense stationary (WSS).
The input process is denoted by f(t) and its autocorrelation function is given by
R{T) = E{x(t)x{t + r)} (3.4)
It is assumed that the autocorrelation function is absolutely integrable. That is
/oo
| R(t) | dr < oo. (3.5)
-oo
This ensures that the Fourier transform of R{t), namely, S{u>), the power spectral
density of x(t). exists. In addition, it is assumed that
CXD
0< J2 Sa{u + 2irk)<oo. (3.6)
koo
The results in this chapter are derived for the case of a unit sampler. That is, a unit
sampling rate is assumed. They can be generalized
for an arbitrary sampling rate
(1/T) by appropriate scaling. With these
assumptions we now derive expressions for
filters in interpolation and approximation sampling systems that are matched to the
input process /().
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fit) <x>-^ Hit) -*fa(t)
Y,S(t-n)
Figure 3.1: The interpolation sampling system.
3.3 Interpolation Sampling
For convenience, the interpolation sampling system is shown again in Figure 3.1.
Here, the input f(t) is first sampled at integer t to give sequence f(n) : f(n) =
fit) \t=n,nez- The interpolation filter is (t) and as described in Section 1.2, (see










- f) f(n)(t-n)A (3.8)
L. n=oo J
for each t. Note that the mean squared error depends on t. This is because fa(t)
which is obtained by interpolating the samples of a WSS process is wide sense
cyclo-
stationary [7] with a unit period.
Differentiating (3.8) with respect to (t
-
k) and equating the result to zero gives
^E{lm-J(nW-n)f}^ (3.9)
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Interchanging the expectation and the differentiation operators we get
E {[/()- f(n)(t~n)}f(k)\=0. (3.10)
I n=oo J
This is the orthogonality principle which in this case states that the interpolation filter
has to be chosen in such a way that the error between the input and the reconstructed
process is orthogonal to the samples. Equation (3.10) simplifies to
oo
R(t-k)= Y, R(n-k){t-n). (3.11)
n=oo
This is similar to the Wiener-Hopf equation which occurs when determining an op
timal filter for a minimum mean squared estimate of a WSS process from a related
process[7, 11]. Taking continuous Fourier transforms of both sides and simplifying we





= J2 S(u + 2nk) (3-13)
n=oo k=oo
in getting the result in (3.12). From (3.12), we see that
oo
L{u + 27m) = 1. (3.14)
n=
oc
Thus L(u) satisfies the Poisson summation formula. Taking inverse Fourier
transform
of (3.14) we get
e(n) = S(n). (3.15)




The general result reduces to the classical sampling theorem if we consider the
case when S(u) is bandlimited to | u |= tt. In this case, from (3.12)
L(u) = 1 | to \< i\
= 0 otherwise (3.16)
The interpolating function is thus an ideal lowpass brickwall filter. Now suppose, the
support Q of S(u) is such that
1. measure of Q = 2n and,
2. 27r-shifted versions of Q did not overlap,
then
L(u) = 1 u e fl
= 0 otherwise. (3.17)
This corresponds to the generalization of the classical sampling theorem to the case
of bandpass signals [4]. All other cases with Q > 2n correspond to undersampling.
We will now show that among these cases there are some classes of signals that
yield interpolators which are related to bandlimited orthogonal scaling functions and
wavelets that satisfy two-scale dilation equations.
Theorem 2 For a process with power spectrum S(u>) bandlimited to \u>\ < Att/3, the
optimal interpolator frequency response L(u) possesses the properties of the power
spectrum of a Meyer-type scaling function.
Proof: To prove that L(u) is the power spectrum of a Meyer-type scaling function,
we need to show that it satisfies all the properties mentioned for <&(w) (and |$(o;)|2)
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in section 3.1. From (3.12) since, S(u) is bandlimited to \u\ < 4tt/3, so is L(u). Also
the bandlimits on S(u) indicate that there is no contribution in the region \u\ < 2vr/3
from any of the 2irk, (fc, integer) shifted versions of S(u) to the summation in the
denominator of (3.12) and hence we have L(uj) = 1 for | u |< 2tt/3. From, (3.14) we
know that LU!) satisfies the Poisson summation formula. Finally, as a consequence
of (3.14), we see that
I(7r + a) + L(7r-a) = 1 (3.18)
| a |< 7r/3.
Theorem 3 For a process with power spectrum. S(u) bandlimited to 27r/3 < \u\ <
87r/3, the optimal interpolator frequency response possesses the properties of a Meyer-
type wavelet.
Proof: As in Theorem 2, we see that the bandlimits for L(u) are the same as the
bandlimits of S(u) namely, 2tt/3 < \u>\ < Sir/3. From (3.1), these are the bandlimits
of a Meyer-t\~pe wavelet. Also, as in theorem 2. by its definition, L(u) satisfies the
Poisson summation formula. To prove that L(ui) is the power spectrum of the Meyer
wavelet, it remains to be shown that L(u>) satisfies (3.2) and (3.3). First consider
L(u> 27r) + L{u> + 27r). Using (3.12) and a change of variable,
,
S(u - 2tt) + Siuj + 2tt)
Now consider the region 2ir/3 < u < 2n/3. From the bandlimits of S(u>) we note
that only S(jj 2n) and S(u + 27r) contribute to the summation in the denominator
of (3.19). Thus
L(u - 2tt) + L(u + 2tt)
= 1 (3.20)
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for -27r/3 < u,-2 < ~/3. Finally consider the sum L(u - tt) + L(u + tt). Using (3.12)
and a change of variables we have
L(w - tt) + L(w + tt)




Again in the region -7r/3 < u < n/3 from the bandlimits of S(u), we see that only
S(u 7r) and 5(a; + tt) contribute to the summation in (3.21) thus giving
L{u - tt) + L(u + tt)
= 1 (3.22)
for 7r/3 < u; < tt/3.
Thus, Meyer-type scaling functions and wavelets arise naturally in the context of
optimal reconstruction of undersampled bandlimited signals. Being matched to the
power spectrum of the input bandlimited process, they minimize the mean squared
error between the interpolated and the input processes as will be demonstrated in
Section 3.6.
L(u>) can be interpreted as a Wiener filter if we rewrite it as
L{u) =
sa(u) + XwSa(u> + 2*ky
(3-23)
The second term in the denominator represents the alias components and can be
interpreted as noise. The expression in (3.23) is then seen to be similar to that of a
noncausal Wiener filter [7, 37] used for noise removal.
We now derive the minimum mean squared error expression for the general matched
interpolator case.
3.3.1 Minimum Mean Squared Error
The mean squared error is given by
MSE(t) = E{[f(t)-fa(t))2}. (3.24)
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Using the orthogonality principle given in (3.10) we know that the error. f(t) - fa(t)




MSE(t) = R(0)-E[fa(t)f(t)} (3.26)
Using the Parseval's theorem and simplifying gives
] /-oo 1 /-OO
MSE{t) =
- S(uj)du-
S(u) J2 L*(u + 27ik)ej27Ttkd^. (3.27)
TT Jo 2,7V Joc i
fe=oo
The details of the derivation are given in Appendix A. Note that the mean squared
error is periodic with respect to t. with a period of 1. This is because fa{t), which
is obtained by interpolating the samples of a wide sense stationary process, is wide
sense cyclostationary with a period of 1 [7, 38]. It makes sense therefore to derive
the average MSE(t) over a single period. This is done by integrating (3.27) over the
interval [0.1]. This gives
1 roc I roo
MSEa = - / S(u)du - - / S{u)L*{uj)du. (3.28)
Tt J0 7T J-oo
Using (3.12) and simplifying we get
1 F S(uj) zZnM S(u + 27m) ,
MSEa = - yj^^-ldu;. (3.29)
vr JO Efc=-oo & (w + 2nk)
If S(u) is bandlimited to | u> \< n then so is L{u>), and from (3.29) MSEa
= 0.
Similarly, if S(u) satisfies conditions 1 and 2 given in section 3.3. then with L(u) as
defined in (3.17), MSEa = 0. This is in keeping with what is expected in the case of
the classical sampling theorem and its
extension as proposed by Lloyd [4] as the input
process can be completely reconstructed from its samples
taken at integer intervals.
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For S(u) bandlimited to | u |< 4tt/3. the integrand in (3.29) is zero everywhere
except in the interval, 2tt/3 <| u |< 4tt/3 where the original spectrum and its first
aliased version overlap. Also, note that the integrand in (3.29) is now even around n
in the above range. This gives
MSEa = l[ ,?("S'"-2:V (3.30,71 72-/3 S(u) + (u - 2tt) y
Similarly for S(w) that has support 2tt/3 < \lu\ < 8tt/3, we observe that only S(tu-2n)
and S(uj - 4tt) contribute to the integral in (3.29) in the regions 2tt/3 < \u\ < 4tt/3
and 8tt/3 < |cj| < 87r/3. respectively. Also, in the former region, S(u) is even about
u = n and in the latter region. S(uj) is even about u> = 2n. Using these, (3.29)
reduces to
TV \J2n/
S{uj)S(lu - 2tt) /*t/3 S{uj)S{u-Atc)
-dw +L S(u) + S(u-A^duJ)- (3-31)/2JT/3 S(u) + S{u - 2tt) 72w (u) S(lu - An)
3.4 Approximation Sampling
The approximation sampling system is shown in Figure 3.2. As described in Section
1.2. a(t) is the antialiasing filter. This is followed by a unit sampler and a reconstruc
tion filter, 6(c).
The approximation sampling system occurs in several practical scenarios as de
scribed in Section 1.2. In many cases researchers have studied the system aiming
to determine orthogonal antialiasing and reconstruction filters (a(t) and a(t), re
spectively) that would minimize the mean squared error between the input and the
reconstructed process. It was found that the frequency response of these optimal
filters have piecewise constant characteristics. Specifically, for processes with a mono-
tonically decreasing power spectrum, these filters have the characteristics of an ideal
brickwall lowpass filter [21, 39]. Here, we consider the practical scenario. Given an
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fit) ait) <?h ^t) fait)
<*('-)
Figure 3.2: The approximation sampling system
antialiasing filter, we seek a reconstruction filter b(t) that minimizes the mean squared
error between input and the reconstructed process. This approach is reasonable since
often times, the antialiasing filters are already built into the system, as explained in
Section 1.2. Also, in practice, brickwall filters are difficult to implement and their
impulse response exhibits a slow decay rate. A time truncated impulse response in
this case would therefore require a large number of samples and hence greater com
putational complexity. Besides, implementation of brickwall filters may give rise to
ringing artifacts at the boundaries of the reconstructed signals. For these
reasons.
one might prefer non-ideal filters matched to the input process.





= J f{r)a{n-T)dT. (3.33)
Note that since fit) is WSS. so are g(t) and gin) [7]. The output of the reconstruction





The mean squared error between the reconstructed and the original processes is given
by
MSE(t) = E{[/(c)-/a(c)]2} (3.35)






By orthogonality principle [7] we need to choose the reconstruction filter in such a
way that the error between the input and the reconstructed process is orthogonal to
its samples. This gives
oo









r)dr = f^ Rg(n - k)b(t - n) (3.38)
n=
oo
where R(r) is the autocorrelation of f(t) and Rg(r) is the autocorrelation of g(t)
and hence Rg(k) represents the samples of this autocorrelation function. Taking the
Fourier transform of (3.38) and simplifying we get
B(u) = \^,\ ^ : 2 (3.39)
S(u)A*(u)
E^=_oo S{u + 2nn) | A(u + 27rn)
where S(u) is the power spectrum of /(c) and S(u) \ A{u)
|2
is the power spectrum
of g(t) [7]. Equation (3.39) thus represents the optimal reconstruction filter in a
subsampling scenario for a given process with power spectrum S(u) and anti-aliasing
filter a(t). Again, for B(u) to exist, we require that the denominator of (3.39) be
non-zero for all ui. With this condition, from (3.39), we see that the summation
oo
J2 B(u + 2nk)A(u + 2nk) = l. (3.40)
k=oo
In words. a(t) is orthogonal to the
non-zero integer translates of b(t). Equivalently,
integer translates of a(-t) and 6(c) are biorthogonal to each other.
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As m the case of interpolation sampling, the antialiasing and reconstruction filters
can be related to bandlimited scaling functions and wavelets that satisfy two-scale
dilation equations as discussed in the following theorems.
Theorem 4 If A(u) is bandlimited to \tu\ < An/3 then so is B(uj) and they are
spectral factors of the power spectrum of a Meyer-type scaling function.
Proof: The first part of the theorem is proved since A(u>) is bandlimited to | u |<
47r/3. From (3.39). B(u) is also bandlimited to \u\ < An/3 and so is the product,
A(uj)B(uj). From (3.40) we know that the product A(uj)B(lj) satisfies the Poisson
summation. From (3.39) we have
A(u)B(u) = 1 | u |< 2tt/3 (3.41)
and
Ain - a)B(n - a) + A(n + a)B{n + a)
= 1. (3.42)
for |q| < 7r/3. From section 3.1 we see that in this case A(ui) and B(u>) are spectral
factors of the power spectrum of a Meyer-type scaling function.
Theorem 5 IfA{ui) is chosen to be a bandpass filter with a frequency support specified
by 2n/3 < \u\ < 8n/3 then B{uj) also has the same frequency support and they are
spectral factors of a Meyer-type wavelet.
Proof: The first part of this theorem is proved from (3.39). Similarly, we know
from (3.40) that the product A(uj)B(u>) satisfies the Poisson summation formula. It
remains to be shown that A(u)B(u) satisfies (3.2) and (3.3). This can be done in a
manner similar to theorem 3.
These factorizations can be seen to be a specific form of factorizations of the
power spectrum of a Meyer-type scaling function and wavelet as described in [40] and
matched to the input signal.
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Mean Squared Error
The mean squared error in this case is computed in a manner similar to that in section
3.3.1. Again, as in the interpolation sampling case the mean squared error depends
on t and is
MSE(t) = E{[f(t)-fa(t)}2}. (3.43)
From the orthogonality principle given in (3.10) we know that the error /(c)
-
/Q(c)
is orthogonal to the samples g(n). This gives
MSE(t) = E{[/(t) -/()]/(<)}
= E[/2(c)]-E[/a(c)/(c)]. (3.44)
Using the Parsevals Theorem and simplifying in a manner similar to that pre






S{uj)A*{uj) Y B*{u + 2nn)e}2ntndw. (3.45)
n Jo n Jo
nt?x
Here, as in (3.27), the error is periodic with respect to t. This again, is because of the









tt J-oc ZfL-oo S(oj + 2nk) | A(u + 2nk)
|2 { }
this can also be written as
AfSa =
-
/ =^ ^7 , n ,\\ At , o m 12 djJ- 3-47)
TT ./O Efcl-oo "-H^ + 2vr/u) I ^(^ + 27) I
Note that the MSEa depends on A(w). Also note that if A(lo) = 1. Vw (that is.
a(c) the antialiasing filter is just an
impulse and the approximation sampling system
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reduces to the interpolation sampling system), then (3.47) reduces to the minimum
mean squared error expression for the interpolation sampling system namely, (3.29).
We now investigate the properties that AU) should possess in order to minimize
(3.47) further. These properties are summarized in the following theorem and the
subsequent paragraph.
Theorem 6 The filters A(u) and B{u) which minimize the MSEa for the approxi
mation sampling system are spectral factors of an ideal brickwall filter with a support
specified by Q where:
1. Measure of Q = 2n.
2. Q and its 2rr shifted versions do not overlap.
Minimum MSEa is then given by
MSEa = i- / S{u)duj. (3.48)
27T Juj^Q
Proof: We rewrite (3.46) as
1 / /= r S2MUM|2 \





27r \J-oc J-ooEkSijj + 2nk)\A(u + 2nk)\2 J
Let fi represent the support of A(u). Then (3.49) can be written as
1 ( f I
S2(u)\A(uj)\2 \
= h (/I SMd" - L Et s(u5&npE^) <351'
Note that (3.51) follows from (3.50) because A(uj) is nonzero over Q. Minimizing
MSEa now amounts to maximizing the second integral in (3.51). To do this, we
need to minimize the denominator of the second integrand in (3.51). Since each
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term of the summation in the denominator of (3.51) is nonnegative. minimizing the
denominator amounts to the ratio
^fc"ffl|2
=0. Vfc ^ 0 and u 6 fi (note that
for /c = 0 the summation term is simply 5(cj)). This requires that the 27T shifted
versions of Q be pairwise exclusive. Clearly, this is not possible unless the measure of
12 < 27T. However, for 12 < 27r. the denominator in the second integral would go to 0
for some u. Thus we require that 12 satisfy the conditions 1 and 2 mentioned in the
statement of the theorem. Because the support A(lu) satisfies the above conditions.
(3.50) reduces to (3.48).
Thus, A(jj) can be written as
A(u) ^ 0, ifwefi
= 0, if u; 012 (3.52)
From (3.39) we have
B(u) = 1/A(u), if a; el> (3.53)
= 0, if u 0 n (3.54)
Equations (3.52) and (3.54) along with (3.40) indicate that the optimal A(u) and
B(u) are biorthogonal spectral factors of an ideal brickwall filter with a support
specified by 12 as described above.
The above theorem only gives the conditions on A(uj) and B(u) to minimize
MSEa. Clearly, the position of 12 on the frequency axis also plays an important
role in the actual minimization. More specifically, we can choose 12 such that it
overlaps with that part of S(u) which contains the maximum power. For example.
suppose that the power spectrum of the process is concentrated around the frequency
u0. Then let. 0 = 27r|u;o/27rJ. where [J represents the largest integer less than its
argument. We can now choose Q, = (-0
-
^ -o] U (^o,Co + tt]- This choice of 12
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ensures that A(u>) and its 27r-shifted versions do not overlap. For the specific case of
a monotonically decreasing spectrum, Q = (-tt.tt]. For this case. A(u>) and B(u) are
spectral factors of an ideal brickwall lowpass filter with a support specified by this 12.
Theorem 6 shows that to minimize the error between the input and reconstructed
process in an approximation sampling system it is enough that the antialiasing and
reconstruction filters are spectral factors of an ideal brickwall filter. This is a biorthog-
onal generalization of the results obtained in [21] and [39] for similar systems. The
results obtained in [21] and [39] follow for the choice of A{u) = 1. Brickwall filters
have also been found to be optimal for subband coding. See for example, [41].
For the case when A(u) and B(u>) are spectral factors of a Meyer-type scaling
function, the expression for MSEa is obtained by using 12 = (-47r/3.47r/3] in (3.50).
Similarly, when A{uj) and B(u>) are spectral factors of a Meyer-type wavelet the
expression for MSEa is obtained by using 12 = (-87r/3. -2tt/3] U (27r/3, 87r/3] in
(3.50). For the case when A(ui) and B(ui) are spectral factors of a Meyer-type scaling
function. .Q = (-4tt/3, 4tt/3] in (3.50) and
MSEa =
n{Jo S^-J0 S(uJ)\A(u)\* + S(,-2n)\A(u;-2*)\*du)
(3.55)
Similarly, when A{ui) and B(u) are spectral factors of the power spectrum of a









L ;dw2^3 S(u)\A(u)\2 + S(u - 2n)\A(cu - 2n)\2S(^ - An)\A{io - 4tt)|2
(3.56)
For both interpolation and approximation sampling, filters matched to the input
process reduce the MSEa which is a measure of the energy in the residual that
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separates the reconstructed and the input processes. This property points to the
potential of such filters in applications such as interpolation and compression[21].
3.5 Discrete-Time Case
In this section, we consider the discrete-time analogues of the sampling systems con
sidered in Sections 3.3 and 3.4. In these systems, a discrete-time sequence is first
subsampled or downsampled. As explained in Chapter 2, the process of downsam-
pling by a factor of M amounts to retaining every
Mth
sample of a sequence and
discarding the rest. This reduces the number of samples by a factor of M [15]. In or
der to estimate the discarded samples using an interpolation or reconstruction filter,
it is first necessary to insert an equal amount of zeros (in this case, M 1) between
adjacent samples of the downsampled sequence. This is the upsampling process[15].
The downsampling and upsampling processes together are equivalent to the process
of sampling in the continuous-time domain. Using this framework, we extend the
results obtained for sampling in the continuous-time case to the discrete-time case.
The assumption here is that the discrete-time input process is real and wide sense
stationary. Other assumptions will be stated as we move along the section.
3.5.1 Discrete-Time Interpolation Sampling
The discrete-time interpolation sampling process is defined as in Figure 3.3. Here
the input WSS process is x(n) and its autocorrelation function is given by R{n
m)
= E [x(n)x(m)]. This is downsampled by a factor of M. This corresponds to the
sampling process in the







Figure 3.3: A discrete-time interpolation sampling system
y(n) is now upsampled by a factor of M and is passed through the discrete-time







The aim here as in the continuous-time case is to determine the interpolation filter
that will minimize the mean squared error between the input and the reconstructed
process. Thus, we seek to minimize












R{n-Mm)= R{M{k - m))(n - Mk). (3.62)
fc=oo
This is the Wiener-Hopf-like equation for the discrete-time case and it is analogous
to the continuous-time version in (3.11). The right hand side of (3.62) represents
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the process of upsampling the A /-downsampled version of R{n) by a factor ofM and
passing it through the interpolation filter {n). Taking the Fourier transform of both
sides with respect to n gives




The denominator is the Fourier transform of the autocorrelation function taken after
downsampling and upsampling it by a factor ofM[15]. As in the continuous-time case,
we require that the denominator be non-zero and bounded over the entire frequency
range. From (3.63) it follows that
1
A/-1
L(u, - 2/M) = 1. (3.64)
M
n=0
Taking the inverse Fourier transform of (3.64) gives
(Mn) = 8(n). (3.65)
Thus, (n) is anM-band filter [15] as is required of a discrete-time .U-fold interpolator.
Mean Squared Error
The mean squared error can be computed in a manner similar to the continuous-time
case. Once again invoking the orthogonality principle gives
MSE(n) = E{[x(n)-x(n)}2} (3.66)
= E{[x(n)-x(n)]x(n)}. (3.67)











]T ^n ~ Mk)e~^Mkdu (3.69)
fc=
oc








The derivation of (3.70) is similar to that presented in Appendix A for the continuous-







This is seen to be M-periodic with respect to n. This is expected because x(n) is wide
sense cyclostationary with a period A/[15] . The average mean squared error over a
single period of M samples is then obtained by averaging MSE{n) over M samples.
This gives
-i M-l




S(jj)du-^j- r S{u)L*{uj)duj. (3.73)
7r Jo Mn Jo
Using (3.63) in (3.73) and simplifying gives
Equation (3.63) reduces to 0 if S(ui) is bandlimited to \u\ < n/M. In other words,
processes that are bandlimited to n/M do not suffer from any loss of information if
they are downsampled by a factor of M or less. This
corresponds to the discrete-time
version of the classical sampling theorem.
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xin) xin)
Figure 3.4: A discrete-time approximation sampling system
3.5.2 Discrete-Time Approximation Sampling
The discrete-time approximation sampling process is shown in Figure 3.4. Here the
input process x(n), first passes through the filter ain) which is the discrete-time




= x(m)a(Mk m). (3.75)
m=
oo
y(n) is now upsampled by a factor of M and input to b(n) to give an approximation
of the input process
oo
x{n)= Yl y(k)b(n-Mk). (3.76)
fc=oo
As in the continuous-time case, our aim here is to determine the reconstruction filter
6(n) given the input process x(n) and the antialiasing filter a(c) that would minimize
the mean squared error between xin) and x(n). Thus we attempt to minimize



















Y R{n ~ m)a(Mk - m) = ^(fc ~ ?)6(n ~ MP) (3-80)
m=-oc p=-oc
where Ry(k p)
= E[y(k)y(p)} is the autocorrelation of the process y(n). Taking




As in the continuous-time case, we require that the denominator of (3.81) be non-zero
and bounded over the entire frequency range. Also, it is easy to see that
i M-l
Yl A{v
- 2nn/M)B(u - 2nn/M) = 1. (3.82)
M
n=0
Equation (3.82) indicates that a(n) is orthogonal to the non-zero
Mth
translates of




Using the orthogonality principle we have
MSE(n) = E{[x(n)-x{n)}2}
= E{[x{n)-x{n)}x(n)}. (3.83)









- r S{u)du- -J- rS{u)A*{u) Y B\u -2ni/M)e~^lMdu.
K '
n Jo Mn Jo i=0
(3.85)
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Since x(n) is wide sense cyclostationary with a period M we see that so is MSE(n).














MSEa = - / S(u)du / .
v n n
dw
nJo n Jo J2^S01S(uj-2nk/M)\Aiuj-2nk/M)\2
(3.88)





" { ' '
Equation (3.88) can now be used to prove the following theorem:
Theorem 7 The filters A{ui) and B(u) which minimize the MSEa for the approxi
mation sampling system are spectral factors of an ideal brickwall filter with a support
specified by 12 where:
Measure of 12
= 2n/M.
Q and its 2nk/M -shifted versions do not overlap. Here k 1, . . . M 1
Minimum MSEa is then given by
MSEa =




represents the compliment of 12 in [-7r,7r).
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The proof of the theorem is along similar lines to the proof of Theorem 6. Based on
this theorem A(u) can be written as
A(lo) ^ 0, if u e 12
= 0, iitu^tt (3.91)
From (3.81) we have
B[u) = 1/A{uj), iiuett (3.92)
= 0, xiu^tt (3.93)
As in the continuous-time case. Theorem 7 only gives the conditions on the support
of A(uj) and hence B{u). The actual placement of 12 would play an important role in
the minimization of MSEa- For example, suppose the power in S(u>) is concentrated
around uj0 G [0,tt). Then let 0 = ffL^J- We can now choose tt = [-0
-
7r/M, 0) U [o; (ri0 + n/M). This choice of 12 ensures that A{u>) (and hence B{u)) and
its 2ni/M (z = 1, . . . , M 1) shifted versions do not overlap. For the specific case of
a monotonic decreasing S(u). tt = [-n/M, n/M) and, A(uu) and B(u>) are spectral
factors of an ideal lowpass brickwall filter. This result is similar to that obtained
by several researchers in various contexts such as sampling and M-channel optimal
filter banks [21, 39, 41]. On the other hand, this work considers a specific case of a
more general and practical problem, namely, optimal reconstruction of a process in
the sense of minimizing the energy in the residual,
given the spectral density of the
input process and the antialiasing filter.
3.6 Examples
In this section, we present some
examples of filters in interpolation and approximation
sampling systems
matched to the input process. We also compare their performance
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with that of some standard filters. In each case we present, the input process is
a discrete-time process. The downsampling and upsampling factors are determined
from the spread of their power spectral densities. The matched filters are derived
using the expressions given in Section 3.5. The standard filters that we use are based
on the brickwall and Meyer-type filters. In particular, the Meyer-type functions are




(l + cos(^i)) 2n/3<\u\<An/3 (3.94)
0 otherwise.
These are continuous-time functions and to be used in the the PRCC framework we
need to frequency sample them judiciously. This is described in the next section.
3.6.1 Frequency Sampling
From 3.94 we observe that the power spectrum of the Meyer scaling function | $(w) ]2,
satisfies the conditions of an interpolating filter. It follows that if it is properly
sampled in the frequency domain then these properties can be retained and a half
band filter can be obtained. To determine the rate at which it needs to be sampled.
it is important to note that the function needs to be sampled symmetrically about
the angular frequency of 7r units. For the discrete-time version, this frequency would
have to correspond to 7r/2. This means, if the required filter size is N samples, where
N is assumed even, then the samples should be Au;
= An/N units apart in frequency.
As explained in Chapter 2, the square root of these samples gives the samples of the
low pass filter H0(k). which can now be used in the PRCC framework.
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3.6.2 Framework For Implementation
The framework for a frequency sampled implementation of the interpolation and
approximation sampling systems is based on the PRCC filter bank and is shown in
Figure 3.5(a) and (b), respectively. The downsampling (and upsampling factors) are
chosen based on the power spectrum of the input process. For our examples, we






















Figure 3.5: Implementation framework for (a) interpolation and (b) approximation
sampling systems. Numbers in parenthesis indicate the number of samples of the
sequences at that point.
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Figure 3.6: Power spectral density of the process in Example 1.
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Example 1 For our first example, we consider a process bandlimited to \lo\ < An/3.
This was generated by passing white noise through a filter bandlimited to \u>\ = 47r/3.
The process was then sampled at ts = 0.5. The datum, was segmented into blocks of
512 samples. Its power spectrum was estimated by averaging the square magnitude
of the DFT of each block and is shown in Figure 3. 6. This was used to generate the
interpolating filter. Its DFT and impulse response (IDFT) are shown in Figure 3. 7(a)
and (b) respectively. This interpolating filter was used in the system shown in Figure
3.5(a). The downsampling and the upsampling factor used was 2. The performance
of this interpolator was compared to a Meyer-type interpolator given in (3.94) and an
ideal brickwall lowpass filter. The DFT and the impulse responses (IDFT) of these
interpolators are shown in Figures 3. 7(c), (d), (e) and (f), respectively. In each case a
block of data was downsampled by 2 and the upsampled by 2 before being passed through
the interpolator to reconstruct the process. The reconstructed block was compared to
the original block of data and the MSE was computed. This procedure was carried
out for all the 100 blocks of data and the total MSE was calculated. The results are
given in Table 3.1. Note that the matched interpolator gives the lowest MSE. For the
Table 3.1: Mean squared errors for the three interpolating functions used. The size
of the data was 51200 samples and the size of each block was 512 samples.
matched Meyer Brickwall
13.42 14.37 23.78
approximation sampling system , the antialiasing
filter was chosen to be the Meyer
scaling function which is the
square-root
o/|$H|2
in (3.94). The DFT of the
Meyer-
scaling function and its
impulse response are shown in Figure 3.8. The corresponding
matched reconstruction filter and its impulse response is shown in Figure 3.9. The
performance of this pair (which we















Figure 3.7: Interpolation filters for Example 1. (a) and (b) Matched interpolator and
its impulse response, (c) and (d) Meyer-type interpolator and its impulse response














Figure 3.8: (a) The DFT of the frequency sampled version of the Meyer scaling
function used in Example 1 as an antialiasing filter and (b) the impulse response of
the function.
of two other antialiasing-reconstruction filter pairs, namely, the Meyer-Meyer pair
(p2) and the pair comprising of brickwall filters (popt) which corresponds to the optimal
case. Again the MSE is computed for each data block and the total MSE is computed
over the 100 blocks. The results are shown in Table 3.2. Again note that the p^ pair
exhibits the minimum MSE. However, also note that this MSE is not very different
from the MSE for the pair pY .
Table 3.2: Mean squared errors for the three filter pairs used in the approximation
sampling system. The size of the data was
51200 samples and the size of each block
was 512 samples.





Figure 3.9: (a) DFT of the reconstruction filter matched to the input process in
Example 1 with the Meyer scaling function as the antialiasing filter and (b) the
impulse response of the filter.
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Example 2 The second set of data that we consider comes from a larger data set of
EEG data available at http : //www. ingber.com/smni_eeg_data.html (maintained by
Lester Ingber). This data set consisted of EEG signals for 20 different subjects, 10
of whom were alcoholic and the rest were control subjects. Each subject was exposed
to three different types of stimuli. 10 realizations were taken for each stimulus. Each
realization consisted of 64 channels corresponding to 64 electrodes. One second of the




Figure 3.10: Power spectral density of the process in Example 2.
To construct our data set we considered a
specific channel, namely, channel 21,
for a single patient, for one
stimulus. This gave us an ensemble of 10 realizations
of the process. The
power spectral density was computed for this ensemble by
aver-
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m
Figure 3.11: Interpolation filters for Example 2. (a) and (b) Matched interpolator and
its impulse response, (c) and (d) Meyer-type interpolator and its impulse response
and. (e) and (f) ideal brickwall lowpass filter and its impulse response.
Table 3.3: Mean squared errors for the three interpolating functions used. An ensem
ble of 10 realizations of the process (a single channel of EEG data), each consisting




aging the magnitude square of the DFT of each realization and is shown in Figure
3.10. It was used to construct the interpolation filter using (3.63). The DFT and the
impulse response of the matched interpolator is are shown in Figure 3.11(a) and (b),
respectively. The performance of this interpolator was compared with the performance
of the Meyer-type and the ideal brickwall lowpass filter. The DFTs and the impulse
responses of these filters are shown in Figures 3.11(c), (d). (e) and (f), respectively.
Note that the interpolators have been frequency sampled on a finer grid as compared
to those used in Example 1. This is because the spectrum of the input process occupies
a narrower band. Also, to effect a near to critical sampling of the process the down-
sampling and upsampling factors were chosen to be equal to 4- The total MSE over
the 10 realizations of our process for each interpolator is given in Table 3.3. Note
that the matched interpolator gives the lowest MSE.
Figure 3.12: (a) The DFT of the frequency sampled version of the Meyer scaling
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Figure 3.13: (a) DFT of the reconstruction filter matched to the input process in
Example 2 with the Meyer scaling function as the antialiasing filter and (b) the
impulse response of the filter.
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For the approximation sampling system the antialiasing filter chosen was the
Meyer scaling function as shown in Figure 3.12. The corresponding matched recon
struction filter and its impulse response are shown in Figure 3.13. The performance
of this pair (px) was compared with the performance of two other pairs namely, the
Meyer-Meyer (p2) and the optimal set (popt) consisting of brickwall filters. The DFT
and the impulse response of reconstruction filter in the pairpx is shown in Figure 3.13.
The total MSE computed over the 10 realizations of the process for each
antialiasing-
reconstruction filter pair are given in Table 3.4. Again note that the papt pair exhibits
the minimum MSE while the MSE for pi is close to it.
Table 3.4: Mean squared errors for the three filter pairs used in the approximation
sampling system. An ensemble of 10 realizations of the process (a single channel of
EEG data), each consisting of 256 samples was used.
Pi P2 Papt
0.182 0.194 0.177
In both the above examples, the matched or the optimal sampling systems dis
played the smallest MSE. For the filters used, the approximation sampling system
displayed smaller MSEs than the interpolation sampling system. Moreover, while the
system with ideal brickwall filters (the optimal case) displayed the minimum MSE,
the two matched cases displayed a MSE not very different. This could be useful in
applications such as image coding because it suggests that we can design filters that
perform almost as well as the optimal brickwall filters but may be easier to implement.
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3.7 Conclusion
In this chapter, we have considered the processes of interpolation and approximation
sampling for both, the continuous-time and the discrete-time processes. We derived
closed form expressions for the filters in these processes and also for the mean-squared
errors incurred by the sampling process. The cormection of these filters with wavelet
like functions was also established. Examples of these filters were provided for a syn
thetically generated as well as a real-life process and their performance was compared
to that of some standard filters. In the next chapter, we extend these results to the
multidimensional case and give examples of filters in multidimensional interpolation




Systems Matched to the Input
Image Class
In Chapter 3 we considered interpolation and approximation sampling systems
matched to the input process. We derived expressions for filters in these systems
and for the mean squared error between the input and the reconstructed processes.
In this chapter, we extend these results to the multidimensional case. The input
to a multidimensional sampling system is a multidimensional random field or image
class. Sampling a multidimensional field has a greater degree of freedom owing to
the fact that individual members of such fields can be sampled on a grid defined
by a nonsingular matrix D. As described in Chapter 1, such a field is completely
characterized by its samples on a lattice defined by a matrix D if it is bandlimited




an M-dimensional vector. Depending on its power spectrum, each image class would
have a sampling lattice that would be appropriate for it in the sense of minimizing
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aliasing effects. Consequently, filters associated with a sampling system employing
different sampling lattices would also be different.
In this chapter, we derive closed form expressions for filters in multidimensional
interpolation and approximation sampling systems employing a sampling matrix D
and matched to the input image class. These filters minimize the mean squared error
between the input and the reconstructed image class. We further study the properties
of these filters and derive closed form expressions for mean squared errors for such
sampling systems. Examples of these filters are provided and their performance is
compared with that of some standard filters.
4.1 Assumptions
In what follows we assume that the multidimensional image class x(t) that we are
dealing with is homogeneous or wide sense stationary. It autocorrelation function is
Ra(T) = E[xa(t)xa(t + t)]. We assume that _?a(r) is absolutely integrable. Finally,
we assume
0 < Y 5(w + 2vrD-rk) < oo (4.1)
where Sa(u) is the power spectrum of xa{t). With these assumptions we now derive
expressions for filters in interpolation and approximation sampling systems that are
matched to the input process x(t).
4.2 Interpolation Sampling
An interpolation sampling system has the
structure shown in Figure 4.1. In this
system, the input field xQ(t) is first







Figure 4.1: Interpolation sampling system.
where n = jno,n1:
nA/_ijr
is a iU-dimensional vector with integer entries. The
interpolation filter attempts to reconstruct the original field using these samples. The





where J\f is the integer lattice
ZM
. We seek an (t) that is optimal in the mean





By the orthogonality principle [7]. the interpolation filter that minimizes the mean
squared error is such that the error. xa{t) xR(t), is orthogonal to the samples
x(Dn). This means
E([x0(t)- ^x(n)(t-Dn)]x(n)l (4.5)
Simplifying using (4.2) gives
Ra(t -Dk)=Y
^(D(n ~ k))^t ~ Dn) (4-6)
This is the multidimensional form of the the Wiener-Hopf-like equation obtained for
the one-dimensional case (Equation (3.11)). Taking Fourier transform of both sides
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of (4.6) we have
Sa(u>) = S_(w)__M (4.7)
where u; = [w0,a'i is the A/-dimensional frequency vector and Sx(ut) is
the Fourier transform of Rx(n - k) = #Q(D(n - k)). It is shown in [14] that
ll^ll k_A'
where 1 1 D 1 1 is the absolute value of the determinant of D and D~r is the inverse of






Note that L(uj) exists under the assumption stated in (4.1). From (4.9) we see that
Y L{u + 2nB-Tn) = ||D||. (4.10)
Thus
_-(w)
satisfies the multidimensional version of the Poisson summation formula.
Taking the inverse Fourier transform of (4.10) we get
.(Dn)
= S(n) (4.11)
In other words, (t) is zero at all non-zero points on the sampling grid defined by D
as is required of an interpolation function.
This general result reduces to a multidimensional extension of the classical sam
pling theorem if we consider the special case of an image
class with the power spectral
density bandlimited to the region defined by 7rD"rx, where x is an M-dimensional
vector with each entry belonging to the interval [-1,1) [15]. Such a bandlimited class
could be sampled on a lattice defined by the sampling matrix D without any aliasing.
For such a process the interpolator given in (4.9) reduces to
,
,|D||.uj E 7rD_Tx
L(u>) = { (4.12)
0, otherwise
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Where x is as defined above. This shape is shown in Figure 4.2 for the quincunx













Figure 4.2: Bandlimits to avoid aliasing in the cases of (a) quincunx and (b) rectan
gular sampling
L(w) has a Wiener filter




5a(a;) + Ek/o5Q(u; +
(4.14)
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The second term in the denominator of (4.14) represents alias components. View
ing them as the noise power spectral density, we see that the expression is now a
multidimensional version of the noncausal Wiener filter[37, 38].
4.2.1 Minimum Mean Squared Error
As in the one-dimensional case, the process at the output of the interpolation sampling
system is wide sense cvclostationary with a period defined by D[7]. The minimum
mean squared error is then computed by first calculatingMSEit) and then integrating
it over the a single period.
Orthogonality principle tells us that the optimal interpolator is such that the
samples of the input random field are orthogonal to the error xa(t) xR(t). It follows






Using Parseval's theorem we have
MSE(t) = ^-tt / Sa(u>)dujV (27T A/ Ju)&TlM




(27Tr ||i- '^' " nZ
The details of the derivations are given in Appendix B and are similar to the derivation
of the mean squared error expression for the one-dimensional interpolation sampling










Figure 4.3: The approximation sampling system.
(4.17) over a hypebox corresponding to a single period gives
MSE* = TT^t / Sa(u)du - ^ / SQ(u;)L*(u,)dW. (4.18)(27r)AJ JuenM i2n)M Jujen"
Simplifying using (4.9) and the fact that Sa(ui) is the power spectrum of a real field
we have,








is the space of all ill-dimensional vectors with nonnegative entries. Note
that in the case when the input process is bandlimited to 7rD_rx, where x is an
M-dimensional vector with each entry belonging to the interval
[ 1. 1), the MSEa
is zero. This is in keeping with what is expected in the case of the multidimensional
extension of the classical sampling theorem.
4.3 Approximation Sampling
Approximation sampling is a generalization of interpolation sampling. Here, each
member of the input image class is input to the sampler through an antialiasing
filter, a(t). The reconstruction filter, b(t) attempts to reconstruct the input from
its samples. The overall approximation sampling system is shown in Figure 4.3.
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Antialiasing filters arc typically used to minimize errors due to aliasing. However,
they are often implicit in practical data acquisition system in the form of system and
sensor responses. Thus, in practice we could be dealing with undersampled input
fields and we seek an optimal reconstruction filter that would minimize the mean
squared error between the input and the reconstructed image class in this scenario.
From Figure 4.3 we have
y(n)
=
ya(Dn) = J xa (r)a(Dn
- r)dr. (4.20)




The mean squared error between the reconstructed and the input fields is given by




By the orthogonality principle the reconstruction filter that would minimize the mean
squared error is the one that orthogonalizes the error x(t) xR(t) and the samples
y(n). Based on this we require that
E l[x(t) - Y y^Kt - Dn)]y(k)l = 0 (4.24)
I neA^ J
This can simplified to
/ ^(t - r)a(Dk - r)dr = Y y.(E>(n
- k))6(. - Dn) (4.25)
JT neAA
where Ra{t) is the autocorrelation of xa(t) and i2j,a(t)
is the autocorrelation of ya(t).






J2neMSa(^ + 27rD-^n)|_4(o; +
[^b)
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This is the frequency response of the reconstruction filter that will minimize the mean
squared error between the input and the reconstructed process. Note that, for B(w)
to exist, we require that the denominator of (4.26) be non-zero and bounded for all
u). With this condition, from (4.26) we see that
Y Biu + 2n-D-Tk)Aiuj + 2nD-Tk) = ||D||. (4.27)
k=-N
In words. a(-t) is orthogonal to the non-zero integer translates of b(t). Equivalently,
a(t) and b(t) are bwrthogonal.
4.3.1 Mean Squared Error
As in the interpolation sampling case, because of the orthogonality principle we have
MSE(t) = E{[xa(t)-xRit)}2} (4.28)
= E{[xait)-xRit)}xa(t)} (4.29)
















Note that here as in the interpolation sampling case, the mean squared error is peri
odic with a period defined by D. Integrating MSE(t) over a hyperbox corresponding
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(27r)iU Ju)en*' (2n)M Juen*'
Using (4.26) and evenness of the functions involved, and simplifying gives
D||
/
5Q(o;) En^o 5Q(u. + 27rD-rn)|A(u; + 2nD'Tn)\2^
(4.34)
/ ~m y__/ri7tu"uv ' ' --/ 1* *v ' ~ /I j
(tt)m ywew+M Emejv5a(o; + 27rD-rm)|/l(u; + 27rD-rm)|2
Note that MSEa depends on the _4.(l_>) chosen. It is natural at this juncture to
inquire about the characteristics of A (u>) that would yield the minimum mean squared
error. These characteristics are discussed in the following theorem and the subsequent
paragraph.
Theorem 8 The filters A(uj) and B(u>) that minimize the MSEa for the approxi
mation sampling system are spectral factors of an ideal brickwall filter with a support
specified by ft which is of the form ft = c + 7rD_rx + 2?rn where c is an arbitrary
vector and x
[ 1- 1 )A/- Thus, ft and its
2nD~T
shifted versions do not overlap.
Minimum mean squared error is then given by
MSEa = -& / Sai^duj. (4.35)(27r)M JljJ^U,
Proof. Let ft represent the support of A(u). Then (4.33) can be written as
-
^(fy^-i^j^wF^ (437)
Note that (4.37) follows from (4.36) because A{<jj) is nonzero over ft. Minimizing
MSEa now amounts to maximizing the second
integral in (4.37). To do this, we need
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to minimize the denominator of the second integrand in (4.37). Since each term of the
summation in the denominator of (4.37) is nonnegative. minimizing the denominator
amounts to the ratio
M(ff(ff"2
=0, Vk f 0 and w e ft (note that for k = 0 the
summation term is simply S(w)). This requires that the
27rD-r
shifted versions of ft
be pairwise exclusive. In other words, we require that the support f2 have the form




can be written as
_4(w) ^ 0, if use ft
= 0, if w 0 ft (4.38)
From (4.26) we have
B{u) = 1/A(uj), ifwefi (4.39)
= 0, if w 0 ft (4.40)
Equations (4.38) and (4.40) along with (4.27) indicate that the optimal A(u>) and
B(uj) axe biorthogonal spectral factors of an ideal brickwall filter with a support
specified by ft as described above.
Finally, substituting (4.38) in (4.36) gives (4.35).
Note that the above theorem merely gives the conditions on A(u>) and B(w) to
minimize MSEa. Clearly, the position of ft also plays an important role in the actual
minimization. We can choose ft to overlap with that part of Sa(u>) which contains
the maximum power subject to the conditions imposed by theorem 8. For exam
ple, if 5a(w) decreases monotonically with increasing distance |w| from the origin,
ft = 27rD_r. From (4.26) the support of B(w) will also be ft. A(ft) and B(fl) now
can be chosen to be non zero over this region subject to (4.26). This is a multidi-
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mcnsional, biorthogonal generalization of the result obtained in [39, 21. 42] for the
one-dimensional case.
4.4 Example
In this section, we present an example of interpolation and approximation filters
matched to an input image class. We also test the performance of these filters for
different levels of quantization. The sampling is assumed to be on the quincunx lattice
with D as in (4.13). The quantizer used was of the same type as that used by the FBI
in their fingerprint compression scheme[28. 43]. The framework for implementation
was similar to the the PRCC framework extended to the quincunx case[44]. Filters
used for comparison were derived from the Meyer and the ideal brickwall-type lowpass
filter for the quincunx case. We now describe each aspect of the simulations in detail.
4.4.1 Image Class
The input class under consideration was obtained from a part of a LANDSAT V
multispectral image of downtown Buffalo. This is shown in Figure 4.4. The imaging
was done in a visible band (namely, 0.45 0.52 microns) and a pixel size of 30 x 30m.
This image was split into 21 blocks of 128 x 128 pixels to give individual realizations
of the input image class. A member of the input image class is shown in Figure 4.5.
The power spectral density of the image class was computed by averaging the squared
magnitude of DFT of each realizations. This is shown in Figure 4.6. Each member
of the image class was sampled on a quincunx lattice defined by the matrix D in 4.13
and shown in Figure 1.4.
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Figure 4.4: The input image class.
Figure 4.5: A member of the input image class.
























Figure 4.7: Framework for implementation for (a) Interpolation sampling system, (b)
approximation sampling system.
4.4.2 Implementation
As mentioned, the sampling lattice is chosen to be quincunx. The implementation
framework is similar to the PRCC framework extended to the quincunx case[44].
The interpolation and approximation sampling systems based on this framework are
shown in Figures 4.7(a) and (b), respectively. The quantizer as mentioned, was one
used used by the FBI for their fingerprint compression scheme. It has been described
in detail in [28. 43] . The equations for the quantizer are
'
y(x{m,ny-Z/2)
+ ^ ^ ^ ^ >^
i,(m,n)=





11, x(m,n) > Z/2
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where Q = 2-ya/2r, r is the bit-rate, Z = CQ is the zero bin width, a is the standard
deviation. 7, the loading factor that determines the dynamic range of the quantizer
and C determines the zero bin width. For our simulations we have used a loading
factor 7 = 2.5 and C = 1.2. The equations for the corresponding dequantizer are
(s,(m,n)-0.5)
+^ ^(-^ ) > Q
x(m,n)






4.4.3 Filters and their implementation
For the interpolation sampling case, the filters used for comparison with the matched
filter generated using (4.9) were the multidimensional Meyer interpolation function
and the ideal brickwall type interpolator for the quincunx case. The Meyer interpola
tor was generated using the one-dimensional raised cosine pulse. The expression for
this filter is
4; \u)\ + uj2\, \uj\ lj2\ < 2n/3
2(l + cos(3|"1+^h2"));









2tt/3 <\oji+u)2\, |__i - ui2\ < 47r/3
0; otherwise
The ideal brickwall-type interpolator used was









Figure 4.8: Interpolation filter: (a) Matched, (b) Meyer and (c) Brickwall.
(a) (b)
Figure 4.9: Approximation sampling filters, (a)Antialiasing filter, (b) Matched recon
struction filter.
Each of these interpolators was sampled at Acui = Au>2 = 2n/N and these samples
were used to generate N x N frequency sampled interpolator. The frequency response
of these interpolators is shown in Figure 4.8
For the approximation sampling case, three antialiasing reconstruction filter pairs
were used. The antialiasing filter in the first pair p1; was the square root of the
Meyer interpolation filter. We denote this by M. It was used in (4.26) to obtain a
reconstruction filter. Each of these was sampled at Aui = Au2 = 2n/N to give filters
that could be used in the PRCC framework. The frequency responses of these filters
are shown in Figure 4.9. The second pair p2 consisted of the same antialiasing and
reconstruction filter, namely M. Finally the antialiasing and reconstruction filters in
the third filter pair. Popt were square roots of the brickwall-type interpolator. This
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corresponded to the optimal case as stated in Theorem 8.
4.4.4 Performance
The PSNR [28] was used as a measure of performance in the simulations. It was
chosen because it is a standard distance measure used to gauge the performance of
image processing systems. A higher PSNR means a lower mean squared error between
the original and the reconstructed image. The PSNR is defined as
PSNRidB) = 10 log10
(Peak abSlute SqUar6d ValuC f
Xa{n)) (4.45)
\ mean squared error J
For each of the systems shown in Figure 4.7 the quantization was varied from 8
bits/pixel to 2 bits/pixel in steps of 2. The PSNR was noted for each of these. The
above procedure was repeated for the filters described in Section 4.4.3. The results
are displayed in Tables 4.1 and 4.2 for the interpolation and approximation sampling
systems, respectively. For the interpolation sampling case, we see that for each level
of quantization, the highest value of PSNR is given by the matched interpolator. For
approximation sampling, the filter pair popt gives the highest PSNR values. This is
expected since brickwall filters have the best energy compaction properties. The per
formance of these filters was also tested visually. While these tests are preliminary.
most observers have found that the matched or optimal filters tend to better recon
struct features in the image class. Examples of reconstruction of a single member
of the input image class for various interpolation and approximation sampling filters
used in these simulations are shown in Figures 4.10 and 4.11.
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Table 4.1: PSNR. values for the three filters used in the interpolation sampling systems
for different levels of quantization.
Filter Quantization (bits/pixel)
2 4 6 8
Matched 22.6431 29.5796 30.5478 30.6162
Meyer 22.280 29.2203 30.2182 30.2870












Figure 4.10: Comparison of reconstruction of a single member of the image class using
different interpolators. The figure shows (a) the original image and reconstructions
due to (b) matched, (c) Meyer and (d) brickwall
interpolators for a quantization level
of 4 bits/pixel.
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Table 4.2: PSNR. values for the three filter pairs used in the approximation sampling
system for different levels of quantization.
Filter Quantization (bits/pixel)
2 4 6 8
Pi 22.0945 30.3164 31.8964 32.0144
P2 22.1257 30.1603 31.6321 31.7406
Papt 22.1555 30.4651 32.0850 32.2055
(c) (d)
Figure 4.11: Comparison of reconstruction of a single
member of the image class using
different approximation sampling filter pairs. The
figure shows (a) the original image




In this chapter, we presented closed form expressions for filters in multidimensional
interpolation and approximation sampling systems, given the sampling lattice and
matched to the input image class. For approximation sampling we further showed
that the optimal filters arc spectral factors of a brickwall-type filter whose support
is determined by the sampling matrix. We presented examples of these filters for
a image class derived from a multispectral image. The performance of these filters
in presence of a quantizer suggest that they could be effective in coding individual
members of a given homogeneous image class. This topic needs further investigation.
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Chapter 5
Conclusion and Further Work
In this thesis, we have studied sampling and reconstuction of signals from their
samples. We began wdth a brief overview of the existing one-dimensional and multidi
mensional sampling theorems. Next we described the perfect reconstrcution circular
convolution (PRCC) filter bank framework. We intended to use PRCC filter banks
as a basis for frequency sampled implementation of interpolation and approximation
sampling systems that we studied. For both, the interpolation and approximation
sampling systems our aim was to design filters that were matched to the input pro
cess. In other words, these filters were designed to minimize the mean squared error
between the input and the reconstrcted processes. For the interpolation sampling
system, our specific aim was to design an interpolation filter matched to the input
process. Likewise, for the approximation sampling system the aim was to derive a
reconstruction filter given the input process and an antialiasing filter. We derived
closed form expressions for these filters as well as for the mean squared error expres
sions. We also established the connection between these filters and Meyer-type scaling
functions and wavelets. For the approximation sampling system we showed that the
minimum mean squared error between the input and the reconstructed process would
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be obtained if the approximation and the reconstruction filters were spectral factors
of an ideal brickwall-type filter. We next extended these results to the discrete-time
case and provided examples of interpolation and approximation filters for a synthetic
and a real-life process. We also compared the performance of these filters with that
of some standard filters. The implementation framework was based on the PRCC
filter bank structure. Finally, the results obtained for the one-dimensional case were
extended to the multidimensional case. Here, we derived closed form expressions for
filters in interpolation and approximation sampling systems matched to the input
image class given the sampling lattice. Examples of filters in these sampling systems
were provided for an image class derived from a multispectral LANDSAT image. We
now discuss possible directions for further work based on this thesis.
5.1 Sampling of Nonstationary Processes
An extension of the work presented in the thesis would be an application to nonsta
tionary processes. An obvious reason for this extension would be that most practical
processes are nonstationary. For example, a finite duration slice of a wide sense sta
tionary process would be nonstationary as its spectral characteristics would change
with time. Sampling theorems for general random processes have been described in
[12, 13, 45]. In these works, first, bandlimitedness was described in the context of
nonstationary processes as a process that undergoes no change when passed through
a bandlimited filter [13]. Let, h(t) be a filter such that its frequency response H(u)
is of the form
H(uj) = 1, U < LJq
^ 0, u0<u<uj0 + 5 (5.1)
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= 0. uj > u>t) + S
Then x(t) is said to be bandlimited if it is reproduced without distortion when it is




T)dr = x{t) (5.2)
-oc
In the context of our research, we would still assume a nonstationary process x(t)
sampled at unit intervals to give x(k). The interpolation filter (n.k) would now
attempt to reconstruct the input process from its samples. This equation would now
be
xR(t)= Y <k)it,k). (5.3)
k=
00
By the orthogonality principle, a matched interpolator that minimizes the mean
squared error would orthogonalize the error x(t) xR(t) and the samples x(n). Thus
we have,
E[(x(t)-xR(t))x(n)] = 0. (5.4)
Using (5.3) this simplifies to
-X)
Rin,t)= Y R(n.k)ik.t). (5.5)
fc=
00
Equation (5.5) similar to the Wiener-Hopf equation for nonstationary processes[46,











The general solution to this equation would then be of the form
L(t) = R+r(i) (5.7)
Again the expression in (5.6) is similar to the optimal Wiener filter used for noise
removal[48. 47]. The superscript + stands for the pseudoinverse. The inverse for such
matrices exists under specific conditions (see [49. 47]). For a finite length process, with
a positive definite autocorrelation, the pseudoinverse becomes a true inverse. Further
research to expand on this idea and extend it to more general sampling systems
[16, 50] for stationary as well as nonstationary processes promises to be interesting.
5.2 IIR filter matching
In this thesis, we have used the PRCC framework to implement the sampling systems.
This framework relies on frequency sampling and transforms important properties of
these filters such as biorthogonality and bandlimitedness to the discrete frequency
domain. Time truncation of the impulse response results in a loss of these properties.
It would be useful from an implementation point of view to design IIR filters matched
to these frequency responses. We outline a possible method for the interpolation
filter. Note that in the discrete-time domain an intepolation filter is a halfband
filter[15, 31, 33. 51]. The model we use is a small variation of the IIR model for half
band filters proposed by Herley[51, 52]. In terms of the ^-transform, a given IIR filter





Now we know that for a half band filter [15. 51, 29, 30. 33. 31]
P(z) + P{-z) = l (5.9)
Using (5.8) and simplifying gives
Q(z)Ri-z) + Q(-z)R(z) = R(z)Ri-z) (5.10)




with this simplification, the problem boils down to obtaining a suitable R(z). As in
the filter bank and wavelet theory we require that the halfband filter thus obtained
be factorizable into two functions of z and
z~l
,
respectively. More typically, P(z)
is factored as Hiz)Hiz~l), assuming real coefficients. It follows therefore that the
polynomial R(z) should be even[29. 30, 51]. In other words, it is required that r(n) =
r(-n).
Now, let Pdi^) represent the desired halfband filter response. Then we would like
to model Pd{u) using the framwork described above. Accordingly, we would like to





Pdiz)(R(z) + R(-z)) = Ri-z) (5.13)
Now let the order of R(z) be 2N + 1. Then taking inverse c-transform of (5.13) and





Sin)) + Y r(k)iPd(n
-
k) +pM + fc))(l + (-l)fc)




This can be written in a matrix form as
Pr = 0 (5.15)
where r = [r(0),r(l), . . .
.r(_V)j
and the P is defined as
P(n +l.fc + l)
2pd{n)
-
5{n), k = 0
ipdin - k)+pd(n -r k)(l + (-l)fc)
- (-l)fe<S(n - k), k>0
(5.16)
Let A = PrP. This is a N x
A"
matrix. We then require a non-trivial solution to the
equation
Ar = 0. (5.17)
This would give us an estimate of r. The complete sequence r(n) can then be obtained
from symmetry. One of the ways of estimating the sequence rin) is to choose the
eigenvector corresponding to the eigenvalue of A with the minimum magnitude. One
of the problems with this method is the fact that the obtained sequence r(n) may
not be positive definite. As a result, the interpolator frequency response may have a
negative value at some frequencies. In order to overcome this, an iterative procedure
can be used. This procedure uses the frequency sampled version Pdik). of the desired
frequency response. This procedure follows the following steps:
1. Specify a maximum number of iterations.
2. Compute the IDFT of the Pd(k) and use these samples in (5.16) to obtain P.
Then compute A = PrP.
3. Determine the eigenvalues and eigenvectors of A.
4. Choose the eigenvector corresponding to the minimum eigenvalue as the causal














Figure 5.1: Frequency response of the (a) matched interpolator and (b) IIR halfband
filter designed from it.
5. Use this rin) in (5.11) to compute the sampled frequency response (DFT) of
the resultant half band filter P(k).
6. Check for negative values. If found make them zero. Set the correponding
passband values to 1. For example, if the size of the DFT is N and there is a
negative value at at k then set P(N-k) = 0 and P(N/2-k) = P(A/2+ fc) = 1.
7. Use this frequency response as Pd(k) and repeat Steps 2 to 6 till Pd(k) > 0 for
all k or iterations run out.
As an example, we consider the matched interpolator matched to the bandlimited
random process from Example 1 Chapter 3 (Figure 3.7(a)). For this filter, the values
of the computed sequence r(n) are given in
Table 5.2. The frequency response of the
resultant halfband filter is compared with that of the matched interpolator in Figure
5.1.
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-0.0765 0.0258 -0.0057 0.0006
5.3 Application to Image Compression
In Chapter 4 we tested the performance of matched interpolation and approximation
sampling filters in the presence of a quantizer. It would be interesting to
check their
performance in a complete compression system. As mentioned such filters could be
used to compress member images of a given image class. The PRCC framework could
be used for their implementation. Other implementation frameworks such a modelling




MSE Calculations For The
One-Dimensional Interpolation
Sampling System
In this appendix, we evaluate each term in (3.25). Consider E[/2(t)]. Using the
Parseval's theorem and the evenness of the power spectral density [7] we get
1 r
Elfit)} =




ni(t)fa(t)} = R(t-n)(t-n) (5.19)
n= oo






To evaluate (5.20) we need to compute
oo
Y *(t n e
-jion
To do this, consider the Fourier transform of (t - t) is
H {t - r)e-^rdr = e-^L*iuj) (5.21)
J -oo
As explained in [6], the spectrum of a sampled signal is a summation of periodically
repeated copies of the spectrum of the original continuous-time signal. The period is
an integer multiple of the sampling frequency. Sampling (t t) at r = n periodizes











E[/(0/-(0] = IT / S^ E e~^tkE(uJ + 2nk)duJ (5.23)An . -oo
k=_oo
Substituting (5.18) and (5.23) into (3.25) gives (3.27).
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Appendix B
MSE Calculations For The
Multidimensional Interpolation
Sampling System
In this appendix, we evaluate each term in (4.16). Consider R(0). Using the
Parseval's theorem and the evenness of the power spectral density [7] we get
R(0) = 7^7 / u Sa(u)dw (5.24)(2tt)a; Ju>enM
Now consider E[xR(t)xa(t)}. Using (4.3) we have
E[xRit)xait)} = Ra(t















To compute this, consider the Fourier transform of {t r)
/ {t - r)e-^Trdr = e-*>TtL*(u) (5.27)Jten"
As explained in [14], the spectrum of a signal sampled on a lattice defined by a matrix
D is a summation of periodically repeated copies of the spectrum of the original
spatially continuous function. The periodicity in this case is defined by 27rD_Tk.
















e-^"TD-ltL*(a; + 27rD-Tn) (5.30)
neZM
Thus using (5.29) in (5.26),
E\xit)x it)} = - / Sa(u) T e-*ujT+2Tu~')tL*(u + 2nr>-Tn)duJ
(5.31)
Substituting (5.24) and (5.31) into (4.16) gives (4.17).
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