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REMOVABLE SINGULARITIES OF THE CSCK METRIC
YU ZENG
Abstract. In this paper, we prove a removable singularity theorem for cscK(constant
scalar curvature Ka¨hler) metrics, which generalizes the result of Chen-He[3, Theorem
6.2]. Let f be a holomorphic function on Dn, and denote S = {f = 0}. Suppose
ϕ ∈ C∞loc(Dn \ S) ∩ L∞(Dn) ∩ PSH(Dn \ S) defines a cscK metric
gϕ =
√−1ϕij¯dzi ∧ dz¯j
on Dn \ S. If there exist a constant C > 0 and a function θ(r) = o(1) as r → 0 such that
1
C
exp{−θ(|f |)
∣
∣ log |f |
∣
∣
1
2 }I ≤ gϕ ≤ CI
where I =
√−1δij¯dzi ∧ dz¯j , then gϕ extends to a smooth cscK metric on Dn.
1. Introduction
An inspiring example about the removable singularities of cscK (constant scalar curvature
Ka¨hler) metric is the isolated singularity in complex dimension one. Suppose ϕ ∈ C∞loc(D∗)∩
L∞(D) ∩ PSH(D∗) and ∆ϕ > 0 on D∗ where D is the unit disk in C and D∗ = D \ {0}.
Let u = log(∆ϕ). Then the Ka¨hler metric
√−1∂∂¯ϕ on D∗ has constant scalar curvature
equal to K if and only if
∆u = −Keu.(1.1)
If u = o(1) log r, we can extend ϕ to be a smooth Ka¨hler potential on D. This follows
from a simple argument using the weak maximum principle of the Laplacian equation.
If u ∼ log r, then ϕ may not extend smoothly, for example, the standard conical Ka¨hler
metric.
Removable singularity problems in higher dimensions can be very complicated, for instance,
see the recent work of LeBrun [7] and Chen-Donaldson-Sun[2]. The present paper is a
generalization to the last section of Chen-He[3] where they can remove isolated singularity
of a cscK metric which is quasi-isometry to a smooth background Ka¨hler metric.
In this paper we’ll prove the following main theorem.
Theorem 1.1 (Main Theorem, see Corollary 4.2). Let f be a holomorphic function on
D
n, and denote S = {f = 0}. Suppose ϕ ∈ C∞loc(Dn \ S) ∩ L∞(Dn) ∩ PSH(Dn \ S) and it
defines a cscK metric gϕ =
√−1ϕij¯dzi ∧ dz¯j on (Dn \ S). If there exist a constant C > 0
1
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and a function θ(r) = o(1) as r → 0 such that
1
C
exp{−θ(|f |)∣∣ log |f |∣∣ 12}I ≤ gϕ ≤ CI(1.2)
where I =
√−1δij¯dzi ∧ dz¯j, then gϕ extends to a smooth cscK metric on Dn.
Remark 1.2. The assumptions, ϕ ∈ L∞(Dn) and 0 ≤ ∆ϕ ≤ C holding in C∞ sense on
D
n \ S, imply that ϕ ∈ W 2,p(Dn) for any 1 < p < ∞. Thus ϕ ∈ C1,α(Dn). This fact will
be proved in Theorem 3.1
Remark 1.3. Condition (1.2) rules out the possibilty that gϕ has conical singularities.
To prove the main theorem, we view the cscK equation as two equations
∆ϕu := g
ij¯
ϕ
∂2u
∂zi∂z¯j
= −K,(1.3)
u = log det(gϕ),(1.4)
where K is the constant scalar curvature. In order to avoid unnecessary difficulty and
complication, we’ll first work on a simpler case when our singular locus is a smooth divisor
in Secion 2 and Secion 3. In Section 2, we’ll use techniques in [8] to deal with (1.3) which
is a linear elliptic equation with measurable coefficients and improve the regularity of u
to Cα. In Section 3, we deal with (1.4), which is the well-known complex Monge-Ampe`re
equation. It’s a fully nonlinear elliptic equation. Recently, Y. Wang[9] has developed the
C2,α-estimate for the complex Monge-Ampe`re equation assuming potential lying in C2.
The main idea in his work is to view the solution of complex Monge-Ampe`re equation as
a solution of a real fully nonlinear elliptic equation. He also suggests that the argument
also works for the viscosity solution. In Section 3, we’ll first show that ϕ ∈ W 2,ploc (Dn) for
p > n and then show that a W 2,p solution of complex Monge-Ampe`re is also the viscosity
solution for the real nonlinear elliptic equation as described in Wang’s paper. Thus, we
get C2,α regularity of ϕ. In Section 4, we prove the removable singularity theorem of cscK
metric for higher codimension singular set with real codimension d > 2. And also, as a
corollary, we give the proof of the Theorem 1.1.
2. The linear problem
Let u = log det(gϕ) ∈ C∞loc(Dn \ {z1 = 0}). It satisfies the linear elliptic equation
−∆ϕu = K(2.1)
in the C∞ sense on Dn \ {z1 = 0}, since gϕ is a smooth cscK metric on Dn \ {z1 = 0}.
However, notice that (2.1) is not a strongly and uniformly elliptic equation as in the classical
elliptic theory. Therefore, we use methods in [8] which treat the ellipitic equations with
only measurable coefficients.
We introduce a few definitions from [8]. Let A = [aij¯ ] be a positive definite, measurable,
n×n Hermitian matrix valued function on Dn and µ a nonnegative measurable function on
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D
n. Denote ΛA and λA the largest and smallest eigenvalues of A. Under the assumptions
that ΛA and µ belong to L
1(Dn) and µ is positive on a subset of Dn of positive measure,
the formula
〈ϕ,ψ〉A =
∫
Dn
(aij¯
∂ϕ
∂zi
∂ψ
∂z¯j
+ µϕψ)dx(2.2)
defines a real inner product on C∞(Dn).
Definition 2.1. The Hilbert space H(A, µ,Dn), is defined as the completion of C∞(Dn)
under the inner product (2.2).
Remark 2.2. If ΛA and µ are not integrable, then 〈, 〉A is not well defined. Fortunately, in
our case µ = ΛA ∈ L∞(Dn).
Remark 2.3. If λ−1A ∈ L1(Dn), then H(A, µ,Dn) is a subspace of W 1,1(Dn).
For simplicity, write H(A,Dn) = H(A,ΛA,Dn).
Definition 2.4. u is called a H(A,Dn) solution of equation − ∂
∂zi
(aij¯ ∂u
∂z¯j
) = f with f ∈
L1(Dn), if u ∈ H(A,Dn) and for any ϕ ∈ C∞0 (Dn), we have∫
Dn
aij¯
∂u
∂zi
∂ϕ
∂z¯j
dx =
∫
Dn
fϕdx.(2.3)
For the rest of this section, we denote A = [aij¯ ] = [gij¯ϕ det(gϕ)] and denote rDn = {|zi| < r}.
Using notions above, we can conclude the following.
Proposition 2.5. Let u satisfy (2.1) in the C∞ sense on Dn \ {z1 = 0}. If there exist a
constant C > 0 and a function θ(r) = o(1) as r → 0, s.t.
1
C
exp{−θ(|z1|)
∣∣ log |z1|∣∣ 12}I ≤ gϕ ≤ CI,(2.4)
then u is a H(A, 0.5Dn) solution of the equation
− ∂
∂zi
(aij¯
∂u
∂z¯j
) = K det gϕ.(2.5)
Before we prove Proposition 2.5, we need to introduce the logarithmic cut-off function
which also appears in [2]. For ǫ > 0, let
ηǫ(z) =


1 |z| < ǫ2,
1
log ǫ(log |z| − log ǫ) ǫ2 ≤ |z| ≤ ǫ,
0 |z| > ǫ.
Immediately we know that ηǫ ∈W 1,20 (D) and∫
D
|∇ηǫ|2dx = 2π
log2 ǫ
∫ ǫ
ǫ2
1
r2
rdr = − 2π
log ǫ
.
Now we are ready to prove Proposition 2.5.
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Proof. First, we claim that
(2.6)
∫
0.5Dn
aij¯
∂u
∂zi
∂u
∂z¯j
dx =
∫
0.5Dn
|∇ϕu|2ϕ det(gϕ)dx < +∞,
where 0.5Dn = {|zi| < 0.5}. Let σǫ = (1− ηǫ)ψ ∈W 1,20 (Dn), which is supported away from
the divisor {z1 = 0} ⊂ Cn, where ψ is a smooth cut-off function with ψ = 1 in 0.5Dn and
supported in 0.75Dn. We have
|∇(σǫu)|2ϕ = 〈∇(σ2ǫu),∇u〉ϕ + u2|∇σǫ|2ϕ.
Therefore,∫
Dn
|∇(σǫu)|2ϕ det(gϕ)dx =
∫
Dn
〈∇(σ2ǫu),∇u〉ϕ det(gϕ)dx︸ ︷︷ ︸
I
+
∫
Dn
u2|∇σǫ|2ϕ det(gϕ)dx︸ ︷︷ ︸
II
.
By integration by parts, we get
I =
∫
Dn
Kσ2ǫue
udx ≤ C.
According to (2.4), u2 ≤ θ(|z1|) log |z1|+C. And it implies that u ∈ L2loc(Dn). Thus,
II ≤
∫
Dn
u2|∇σǫ|2ΛAdx ≤ C{
∫
0.75Dn
u2|∇ηǫ|2dx+
∫
0.75Dn
u2|∇ψ|2dx}
≤ C{
∫
0.75Dn−1
(
1
log2 ǫ
∫ 2π
0
∫ ǫ
ǫ2
u2
r
drdθ)dy +
∫
0.75Dn
u2dx}
≤ C{ 1
log2 ǫ
∫ log ǫ
2 log ǫ
(
θ(r) log r + C
)
d(log r) + 1}
≤ C(o(1) + 1) ≤ C.
So as ǫ→ 0, by Fatou’s lemma we have∫
0.5Dn
|∇ϕu|2ϕ det(gϕ)dx ≤
∫
Dn
|∇ϕ(ψu)|2ϕ det(gϕ)dx
≤ lim inf
ǫ→0
∫
Dn
|∇(σǫu)|2ϕ det(gϕ)dx ≤ C.
So the claim is proved. However, one thing to notice is that (2.6) doesn’t mean that
u ∈ H(A, 0.5Dn). This is because that [aij¯] is not strongly and uniformly elliptic, the
completion of smooth functions under the norm (2.2) is in general a strictly smaller subset
of functions with integrable derivatives for which (2.2) is finite. Therefore, we need to
verify that u can be approximated under the norm (2.2) by smooth functions. Fortunately,
(1− ηǫ)u’s for ǫ→ 0 are what we need. To justify this, we can go to the the estimation of
II and use the same trick to prove that
‖u− (1− ηǫ)u‖H(A,0.5Dn) =
∫
0.5Dn
|∇(ηǫu)|2ϕ det(gϕ)dx→ 0,
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as ǫ→ 0. 
Applying techniques in [8], we have an immediate corollary,
Corollary 2.6. Let u be a H(A, 0.5Dn) solution of (2.5). Then u ∈ L∞loc(0.5Dn).
Proof. We just need to check that λ−1A ∈ Ltloc(Dn) for some t > n. By assumption (2.4),
λ−1A ≤ C[det(gϕ)]−1 ≤ C(
1
|z1|)
θ(|z1|).
Thus, λ−1A ∈ Lt(Dn) for all t <∞. Therefore, by Theorem 5.1 and Corollary 5.4 in [8], we
conclude that u ∈ L∞loc(Dn). 
Since gϕ ≤ CI and by Corollary 2.6 det(gϕ) = eu ≥ ǫ, we conclude that C−1I ≤ gϕ ≤ CI.
Therefore, we can apply the classical elliptic theory [6, Theorem 8.24] to conclude that
u ∈ Cα(Dn) for some 0 < α < 1.
3. The nonlinear problem
Let’s summarize what we get so far. In last section, assuming condition (2.4), we have
derived the following consequences:
(1) u = log det(gϕ) ∈ Cα(Dn) for some 0 < α < 1.
(2) ϕ ∈ L∞(Dn) ∩ PSH(Dn \ {z1 = 0}) ∩ C∞loc(Dn \ {z1 = 0}).
(3) C−1 ≤ ∆ϕ ≤ C holds in C∞ sense on Dn \ {z1 = 0}.
In [9], Yu Wang derived the C2,α regularity of the complex Monge-Ampe`re equation with
u ∈ Cα and ∆ϕ ∈ L∞. In his paper, he interpreted the solution of complex Monge-
Ampe`re equation to the solution of a real fully nonlinear elliptic equation with an additional
assumption ϕ ∈ C2 and he also pointed out the same argument should work for the viscosity
solution as well. Following his obersevation, we’ll first try to get the best regularities of ϕ
using (2) and (3), and then show that ϕ is a viscosity solution of the real nonlinear elliptic
equation as in his paper.
Theorem 3.1. Suppose ϕ ∈ C∞loc(Dn \ {z1 = 0}) ∩ PSH(Dn \ {z1 = 0}) satisfies the
followings
(1) ϕ ∈ L∞(Dn).
(2) ∆ϕ = f ≥ 0 holds in C∞ sense on (Dn\{z1 = 0}) with f ∈ L∞loc(Dn)∩C∞(Dn\{z1 =
0}).
Then ϕ ∈W 2,ploc (Dn) ∩ PSH(Dn), for any 1 < p <∞.
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Proof. Let Γ(x) = 14n(1−n)ω2n |x|2−2n for n > 1. We introduce Newton Potential from [6].
Given any 1 < p <∞ and g ∈ Lp(Dn), define
Ng(x) =
∫
Dn
Γ(x− y)g(y)dy.
Ng(x) is called the Newton Potential of g. From [6, Theorem 9.9], Ng ∈ W 2,ploc (Dn) and
∆Ng = g a.e. on Dn. In our case, Nf(x) ∈ W 2,ploc (Dn) for any 1 < p < ∞ and ∆Nf = f
holds a.e. on Dn. Since f ∈ C∞loc(Dn \ {z1 = 0}), then Nf ∈ C∞loc(Dn \ {z1 = 0}).
Consider v = ϕ−Nf ∈ C∞loc(Dn \ {z1 = 0})∩L∞loc(Dn). We claim that ∆v = 0 holds in the
W 1,2 weak sense i.e. v ∈W 1,2loc (Dn) and for any ψ ∈ C∞0 (Dn),∫
Dn
〈∇v,∇ψ〉dx = 0.(3.1)
We can prove this by applying methods in proving Proposition 2.5. First, we show that
v ∈W 1,2loc (Dn). We denote σǫ as in Proposition 2.5, then∫
Dn
|∇(σǫv)|2dx ≤ C(1 +
∫
Dn
v2|∇σǫ|2dx) ≤ C(1 + ‖σǫ‖W 1,2(Dn)) ≤ C.
Let ǫ→ 0, we proved v ∈W 1,2loc (Dn). Thus, given any ψ ∈ C∞0 (Dn), we consider
|
∫
Dn
〈∇v,∇ψ〉dx| = |
∫
Dn
〈∇v,∇((1− ηǫ)ψ)〉dx+
∫
Dn
〈∇v,∇(ηǫψ)〉dx|
= C(
∫
supp(ψ)
|∇v|2dx) 12 (
∫ (
ψ2|∇ηǫ|2 + η2ǫ |∇ψ|2
)
dx)
1
2
→ 0 as ǫ→ 0.
Therefore, (3.1) is true and it implies that v ∈ C∞(Dn) and thus ϕ ∈ W 2,ploc (Dn) →֒
C1,α(Dn). Hence, for any ~x ∈ Cn \ {0}, xix¯jϕij¯ ≥ 0 holds in distributional sense on Dn
since xix¯jϕij¯ ∈ Lploc(Dn) for p > 1 and it’s smooth and nonnegative away from divisor.
From [5] corollary on page 117, we can conlude that ϕ ∈ PSH(Dn) ∩W 2,ploc (Dn). 
Theorem 3.2. Assume ϕ ∈ PSH(Dn) ∩W 2,ploc (Dn) where p > n s.t.
log det(ϕij¯) = u
a.e. on Dn. If u ∈ Cα(Dn) and △ϕ ≤ C a.e. on Dn, then ϕ ∈ C2,β(Dn) for any 0 < β < α.
This is our main regularity result and the smooth extension of cscK metric(Corollary 3.8)
will be an easy consequence. In Y.Wang’s paper [9], the main idea is to view the complex
Monge-Ampe`re equation as a real fully nonlinear elliptic equation. We’ll follow his idea
and main point in proving the above theorem is to show that ϕ satisfies Fθ(D
2ϕ) ∈ Cα in
the viscosity sense for the elliptic operator Fθ introduced by Wang. Thus, before entering
into the proof, let’s recall some preliminaries from Wang’s paper.
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Let Sym(2n) be the space of 2n× 2n real symmetric matrices and Herm(n) be the space
of n×n complex Hermitian matrices. Fix the following canonical complex structure
J =
(
0 −I
I 0
)
, I is the n× n identity matrix
on R2n. Then Herm(n) can be identified with the subspace
{M : [M,J ] =MJ − JM = 0} ⊂ Sym(2n),
by the map
ι : H = A+ iB 7→
(
A −B
B A
)
.
We view Herm(n) as a subspace of Sym(2n) according to the above identification. The
complex structure J gives rise to the canonical projection p : Sym(2n)→ Herm(n)
p :M 7→ M + J
tMJ
2
.
By a straightforward calculation, we get
Claim 3.3. If ι(H) = p(M), M ∈ Sym(2n) and H ∈ Herm(n), then det
1
2
R
[p(M)] =
detC(H).
Denote
F (M) := log det[p(M)]
And F is a concave function on the set {M ∈ Sym(2n) : p(M) > 0}. The definitions here
are slightly different than the ones in Y.Wang’s paper.
Definition 3.4. Given 0 < θ < 1, let Eθ ⊂ Sym(2n) consist of matrices N such that
θI2n ≤ p(N) ≤ θ−1I2n.
Define for all M ∈ Sym(2n),
Fθ(M) = sup{G(M)|G is concave on Sym(2n), G(X) = F (X) for any X ∈ Eθ}.
We introduce another alternative equivalent definition of Fθ that we’ll use later.
Lemma 3.5. The following definitions are equivalent
(1) Fθ(M) = sup{G(M)|G is concave on Sym(2n), G(X) = F (X) for any X ∈ Eθ}.
(2) Fθ(M) = inf{tr(p(N)(M −N)) + F (N)|N ∈ Eθ}.
Proof. Denote the function defined using definition (1)(respectively (2)) as F1(respectively,
F2). So we need to show that F1 = F2. First of all, we show that F1 ≤ F2. For any concave
function G on Sym(2n) with G(X) = F (X) on Eθ, we have that the graph of G is below
the tangent plane of G at N ∈ Eθ, i.e. for any M ∈ Sym(2n)
G(M) ≤ tr(p(N)(M −N)) + F (N) for any N ∈ Eθ.(3.2)
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Thus G(M) ≤ F2(M) for any M ∈ Sym(2n) and then F1 ≤ F2.
Next, we show that F1 ≥ F2. We indeed show that F2 defines a concave function on
Sym(2n) with F2(X) = F (X) on Eθ. To show F2 is concave, we consider for M,L ∈
Sym(2n),
tr(p(N)(
M + L
2
−N)) + F (N)
=
1
2
(
tr(p(N)(M −N)) + F (N))+ 1
2
(
tr(p(N)(L−N)) + F (N))
≥ 1
2
(
F2(M) + F2(L)
)
Thus, F2(
M+L
2 ) ≥ 12
(
F2(M) + F2(L)
)
. F2 = F on Eθ follows from the fact that F is
concave on Eθ. Thus this ends the proof of the lemma. 
Following the idea in [9, Lemma 3.4], we can prove a similar lemma in which we take
advantages of the equivalent definition (2) of Fθ in the above lemma.
Lemma 3.6. Fθ is concave and uniformly elliptic in Sym(2n), i.e. there exists θ¯ > 0 only
depending on θ such that
θ¯‖P‖ ≤ Fθ(M + P )− Fθ(M) ≤ θ¯−1‖P‖,∀M ∈ Sym(2n), P ≥ 0.
Moreover Fθ(M) = F (M) for all M ∈ Eθ.
Next, let’s define the viscosity solution of equation
(3.3) Fθ(D
2ϕ) = 2u.
Definition 3.7 ([1], Definition 2.3). Let Ω be a domain in Rn. A continuous function ϕ in
Ω is a viscosity subsolution (resp. viscosity supersolution) of (3.3) in Ω, when the following
condition holds: if x0 ∈ Ω, ψ ∈ C2(Ω) and ϕ− ψ has a local maximum at x0 then
(3.4) Fθ(D
2ψ(x0)) ≥ 2u(x0)
(resp. if ϕ− ψ has a local minimum at x0 then Fθ(D2ψ(x0)) ≤ 2u(x0)). We say that ϕ is
a viscosity solution of (3.3) when it is subsolution and supersolution.
Now we’re ready to prove Theorem 3.2.
Proof. From the assumptions, we can find a positive number θ > 0 s.t. θδij¯ ≤ ϕij¯ ≤ θ−1δij¯
a.e. on Dn. From now on, θ is fixed and we use this fixed number to define Fθ. Notice, in
our case, Fθ(D
2ϕ) = F (D2ϕ) = 2 log det(ϕij¯) = 2u(x) a.e. on D
n.
We first prove that ϕ is a viscosity subsolution of (3.3) on Dn. For any x0 ∈ Dn and
ψ ∈ C2(Dn) s.t.
(1) ψ(x0) = ϕ(x0),
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(2) ψ(x) ≥ ϕ(x) in a small neighborhood of x0,
we need to show that Fθ(D
2ψ(x0)) ≥ 2u(x0).
First, we claim that matrix
ψij¯(x0) ≥ 0.(3.5)
We prove (3.5) by contradiction. Suppose (3.5) doesn’t hold, then without loss of generality,
we can assume ψ11¯(x0) < 0. Therefore, ψ11¯ < 0 in a small neighborhood of x0, say Ux0 .
Consider v(z) = (ϕ − ψ)(x0 + (z, 0, · · · , 0)), which is a nonpositive subharmonic function
on its domain with v(0) = 0. Moreover, since ψ11¯ < 0, v is a strictly subharmonic function
i.e. for any r > 0, we have
0 = v(0) <
1
2π
∫ 2π
0
v(reiθ)dθ ≤ 0(3.6)
Thus, we get a contradiction.
Denote ψǫ = ψ+ ǫ|z− x0|2 for ǫ > 0. Thus, (ψǫ)ij¯(x0) ≥ ǫδij¯ . Here we introduce ψǫ is just
to make F (D2ψǫ) well-defined.
Second, we claim that F (D2ψǫ)(x0) ≥ 2u(x0). Again we prove by contradiction. Suppose
not, we can get that F (D2ψǫ)(x) − 2u(x) < 0 in a small neighborhood of x0, saying Ux0 .
Consider for a.e. x ∈ Ux0 ,
0 < 2u(x)− F (D2ψǫ)(x) = 2 log det(ϕij¯)(x)− 2 log det((ψǫ)ij¯)(x)
= 2
∫ 1
0
d
dt
log det
((
tϕ+ (1− t)ψǫ
)
ij¯
)
(x)dt
= aij¯(x)
∂2
∂zi∂z¯j
(ϕ− ψǫ)(x),
(3.7)
where [aij¯(x)] = 2
∫ 1
0 [
(
tϕ + (1 − t)ψǫ
)
kl¯
(x)]−1dt is a measurable positive definite matrix
valued function on Dn with upper and lower bounds for the matrix [aij¯ ]. Also notice that
(3.7) holds in W 2,n sense, since ϕ ∈ W 2,ploc (Dn) for any p > 1. According to the strong
maximum principle (Theorem 9.6 in [6]), ϕ− ψǫ = 0, contradicting (3.7).
Since F is concave on P = {M ∈ Sym(2n) : p(M) > 0} and Fθ is the supremum of all
possible concave extensions of F by definition, F (M) ≤ Fθ(M) for any M ∈ P . Therefore,
Fθ(D
2ψǫ)(x0) ≥ F (D2ψǫ)(x0) ≥ 2u(x0).
We get that
Fθ(D
2ψ(x0) + 2ǫI) ≥ 2u(x0).(3.8)
By the uniform ellipticity of Fθ, we can let ǫ→ 0 to conclude that Fθ(D2ψ)(x0) ≥ 2u(x0).
Next, we prove that u is a viscosity supersolution of (3.3) on Dn. Let ψ ∈ C2(Dn) satisfy
that
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(1) ψ(x0) = ϕ(x0),
(2) ψ(x) ≤ ϕ(x) in a small neighborhood of x0,
we need to show that Fθ(D
2ψ)(x0) ≤ 2u(x0). By definition of Fθ, we have for a.e. x ∈ Dn,
Fθ(D
2ψ)(x0) ≤ tr[p(D2ϕ(x))−1p(D2ψ(x0)−D2ϕ(x))] + F (D2ϕ)(x),
= 2ϕij¯(x)(ψij¯(x0)− ϕij¯(x)) + 2u(x),
= 2ϕij¯(x)
(
ψij¯(x)− ϕij¯(x)
)
+ 2u(x) + 2ϕij¯(x)(ψij¯(x0)− ψij¯(x)).
(3.9)
Denote L : W 2,nloc (D
n) → Lnloc(Dn), v 7→ ϕij¯(x)vij¯(x). Suppose L(ψ − ϕ) > 0 a.e. on
Bǫ(x0) for some ǫ > 0, then by the strong maximum principle, we get a contradiction since
ψ − ϕ achieves its maximum in the interior at x0. Therefore, for any ǫ > 0, there exists
Oǫ ⊂ Bǫ(x0) with positive measure s.t. L(ψ − ϕ) ≤ 0 a.e. on Oǫ.
Consider (3.9) on Oǫ for ǫ small.
Fθ(D
2ψ)(x0) ≤ 2u(x0) + 2 sup
x∈Oǫ
|u(x)− u(x0)|+ C sup
x∈Oǫ
|D2ψ(x) −D2ψ(x0)|.(3.10)
Since Oǫ ⊂ Bǫ(x0), we let ǫ→ 0 and get Fθ(D2ψ)(x0) ≤ 2u(x0).
Since ϕ is a viscosity solution to (3.3), by the standard nonlinear elliptic theory (Theorem
6.6 and Theorem 8.1 in [1]), ϕ ∈ C2,β(Dn), for any 0 < β < α. 
Corollary 3.8. Suppose ϕ ∈ C∞loc(Dn \{z1 = 0})∩L∞loc(Dn)∩PSH(Dn \S) defines a cscK
metric gϕ =
√−1∑ϕij¯dzi ∧ dz¯j on (Dn \ {z1 = 0}). If there exists C > 0 and θ(r) = o(1)
as r → 0 s.t. 1
C
exp{−θ(|z1|)
∣∣ log |z1|∣∣ 12}I ≤ gϕ ≤ CI, then gϕ extends smoothly to a cscK
metric on Dn.
Proof. Using Proposition 2.5, Theorem 3.1 and Theorem 3.2, we conclude that ϕ ∈ C2,β(Dn).
And consider (2.1), we get u ∈ C2,β(Dn). Using Lemma 17.16 in [6], we can get ϕ ∈
C4,β(Dn). By bootstrapping, we can get that ϕ ∈ C∞(Dn). 
4. Singularites with real codimension d > 2
In this section, we consider the case when the singular locus is a closed set S with real
Minkowski codimension d > 2. Definitions and properties of Minkowski dimension can be
found in Chapter 3 in [4].
Theorem 4.1. Suppose ϕ ∈ C∞loc(Dn \S)∩L∞(Dn)∩PSH(Dn \S) defines a cscK metric
on (Dn \ S). If
λ(z)δij¯ ≤ ϕij¯ ≤ Cδij¯(4.1)
with λ−1 ∈ Lp(Dn) for some p > n(n − 1), then gϕ extends smoothly to a cscK metric on
D
n.
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Proof. The proof is essentially the same as what we did for the smooth divisor {z1 = 0}
as in the last two sections. First we choose appropriate cut off functions ηǫ for S. Denote
Sǫ as the ǫ-neighborhood of S and denote the characteristic function of Sǫ as χǫ. ηǫ is a
mollification of χǫ with |∇ηǫ| ≤ Cǫ .
Applying the same argument as in the proof of Proposition 2.5, we can get for σǫ = ψ(1−ηǫ)
and u = log det(gϕ) that∫
0.5Dn−S2ǫ
|∇u|2ϕ det(gϕ)dx ≤
∫
Dn
|∇(σǫu)|2ϕ det(gϕ)dx ≤ C +
∫
S2ǫ∩Dn
u2|∇σǫ|2ΛAdx
≤ C + C
ǫ2
∫
S2ǫ∩Dn
u2dx
≤ C + C(
∫
S2ǫ∩Dn
u
2d
d−2dx)
d−2
d .
‖u‖Lq(Dn) <∞ for any q > 1, since∫
Dn
|u|qdx ≤
∫
Dn
(n| log λ|+ C)qdx ≤ C
∫
Dn
λ−1dx <∞.(4.2)
Therefore, letting ǫ→ 0, we get ∫0.5Dn |∇u|2ϕ det(gϕ)dx < C. Following the same argument
as we did in Proposition 2.5 we can conclude that u is a H(A, 0.5Dn) solution for (2.5).
Next, we want to apply Theorem 5.1 and Corollary 5.4 in [8] to conclude that u ∈ L∞loc(Dn).
One crucial assumption is that λ−1A ∈ Ltloc(Dn) for t > n. This is because λ−1A ≤ Cλ−(n−1)
which implies that λ−1A ∈ Ltloc(Dn) for t > n. Thus, (2.5) is an uniformly elliptic equation
as in the classical elliptic theory and we can get that u ∈ Cα(Dn).
Next, It suffices to show that ϕ ∈ W 2,ploc (Dn) ∩ PSH(Dn) for some p > n and then we can
apply Theorem 3.2. To prove this, we will use similar arguments as in proving Theorem
3.1. It’s crucial to show that ∆v = 0 holding in C∞ sense on (Dn−S) with ‖v‖L∞(Dn) < C
implies that ∆v = 0 in W 1,2 sense on Dn. It suffices to prove that v ∈W 1,2loc (Dn). Given σǫ
as above, as ǫ→ 0 , we have∫
Dn
|∇σǫv|2dx ≤ C +
∫
S2ǫ∩Dn
v2|∇σǫ|2dx ≤ C +
∫
S2ǫ∩Dn
|∇σǫ|2dx ≤ C.(4.3)
Therefore, applying Theorem 3.2 and bootstrapping arguments, we can conclude that gϕ
extends to a smooth cscK metric on Dn. 
Combining results in Theorem 4.1 and Corollary 3.8, we get the following Corollary. And
it completes the proof ot the Main Theorem 1.1.
Corollary 4.2. Let f be a holomorphic function on Dn, and denote S = {f = 0}. Suppose
ϕ ∈ C∞loc(Dn \S)∩L∞(Dn)∩PSH(Dn \S) defines a cscK metric gϕ =
√−1∑ϕij¯dzi∧dz¯j
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on (Dn \ S). If there exist a constant C > 0 and a function θ(r) = o(1) as r→ 0, s.t.
1
C
exp{−θ(|f |)∣∣ log |f |∣∣ 12 }I ≤ gϕ ≤ CI,(4.4)
then gϕ extends to a smooth cscK metric on D
n.
Proof. It suffices to consider the singular locus {∇f = 0} of the divisor S. By Weierstrass
Preparation Theorem, we can assume that f = h(z, w)
∏N
i=1(z−σi(w)) for (z, w) ∈ Bǫ(0) ⊂
C× Cn−1, where σ′is are holomorphic functions with σi(0) = 0 and h(0, 0) 6= 0.
λ−1 = C exp{θ(|f |)| log(|f |)| 12 } ≤ C
N∏
i=1
(
1
|z − σi(w)| )
θ(|f |).
Thus, for any t <∞,
‖λ−1‖tLt(Bǫ(0)) ≤ (
√−1)n
∫
|w|<ǫ
[
∫
|z|<ǫ
N∏
i=1
(
1
|z − σi(w)| )
tθ(|f |)dz ∧ dz¯]dw ∧ dw¯
≤ C , if |f | is sufficiently small.
Thus we can apply Theorem 4.1 and Corollary 2.6 to conclude that gϕ extends smoothly
to a cscK metric on Dn.

Acknowledgement
The author is very grateful to his advisor X.X.Chen for his generous help and constant
encouragement. Also, the author would like to thank C.LeBrun for the kind comments on
an earlier version of this paper. And the author wants to thank Chengjian Yao for many
helpful discussions. Thanks also goes to the author’s parents, who brought him up and
gave him chance to pursue his dream. Finally, the author would like to thank the referee
for very helpful and detailed comments on the first version of this paper.
References
[1] L. Caffarelli and X. Cabre´. Fully nonlinear elliptic equations. AMS Colloquium Publication Vol.43.
[2] X. X. Chen, S. Donaldson and S. Sun. Ka¨hler-Einstein metrics on Fano manifolds. III: Limits as cone
angle approaches 2pi and completion of the main proof. J. Amer. Math. Soc. 28 (2015), pp. 235-278.
[3] X. X. Chen and W. Y. He. On the Calabi flow. Amer. J. Math. Vol. 130, No.2, April 2008.
[4] K. Falconer. Fractal geometry: mathematical foundations and applications. John Wiley & Sons, 2004.
[5] R. Gunning. Introduction to holomophic functions of several variables, Volume I: Function Theory.
Wadsworth & Brooks/Cole (1990).
[6] D. Gilbarg and N. S. Trudinger. Elliptic partial differential equations of second order. Springer 1983.
[7] C. LeBrun. Edges, Orbifolds, and Seiberg-Witten Theory.http://arxiv.org/abs/1305.1960.
[8] N. S. Trudinger. Linear elliptic operators with measurable coefficients. Ann. Scuola Norm. Sup.
Pisa(3)27.265-308(1973).
REMOVABLE SINGULARITIES OF THE CSCK METRIC 13
[9] Y. Wang. On the C2,α-regularity of the complex Monge-Ampe`re equation. Math. Res. Lett. 19(2012),
no.04, 939-946.
Department of Mathematics, Stony Brook University, 100 Nicolls Rd, Stony Brook, NY,
11794
E-mail address: yu.zeng@stonybrook.edu
