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Abstract
From the Hamiltonian structure of the Vlasov equation, we build a Hamil-
tonian model for the first three moments of the Vlasov distribution function,
namely, the density, the momentum density and the specific internal energy. We
derive the Poisson bracket of this model from the Poisson bracket of the Vlasov
equation, and we discuss the associated Casimir invariants.
1. Introduction
Ideal fluid and plasma dynamical systems have Hamiltonian structure in
terms of noncanonical Poisson brackets [1, 2, 3] that is inherited from the Hamil-
tonian structure of underlying microphysics. Indeed, a path can be traced, at
least formally, from n-body dynamics represented as a kinetic theory via Liou-
ville’s equation, to mean field kinetic theories, such as that of the Vlasov equa-
tion, to fluid models, with interacting electromagnetic fields (e.g., [4]). Along
this path one takes various kinds of moments in order to obtain closures, self-
contained reduced models, and it has been shown that the Hamiltonian structure
can be traced from the Liouville equation to the BBGKY hierarchy, to Vlasov
theory [5]. Similarly, the Hamiltonian structures of some fluid systems have
been obtained from that of Vlasov theory [6, 1, 7, 8] by a moment reduction
using only the density and fluid velocity (e.g., [9, 10]). The main purpose of the
present paper is to derive Hamiltonian fluid closures that allow for pressure or
entropy dynamics, and thus provide a Poisson bracket derivation of the more
complete Hamiltonian theory of Ref. [11].
The derivation proceeds by projecting the Vlasov Poisson bracket onto a
complete (infinite) set of velocity (or momentum) moments. In general, brackets
obtained by truncation of this bracket by dropping higher order moments do
not satisfy the Jacobi identity [12]. Here we develop a procedure for recovering
the Jacobi identity by introduction of a single scalar field that plays the role
of a thermodynamic variable, e.g., entropy, scalar pressure, or energy. In order
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to transmit the essential idea in an uncluttered fashion, we restrict here to the
case of a single spatial dimension.
Moment reductions are of practical concern because integrating a kinetic de-
scription describing collisionless plasmas is a most challenging task, one that is
desired, e.g., for designing realistic fusion devices and understanding naturally
occurring plasmas. Consequently, beginning from the noncanonical Hamilto-
nian description of Vlasov theory, a variety of models have been obtained for
reduced kinetic descriptions (e.g., [13, 14, 15, 16, 17]). In addition, reductions
to ordinary differential equations, as well as to fluid equations, have been ob-
tained and applied to specific physical problems. For example, such reductions
have been used for describing vortex dynamics in a variety of configurations
[18, 19, 20, 21], self-gravitating ellipsoids [22, 23], and laser plasma interac-
tion physics [24, 25, 26]. Not all of these reductions are Hamiltonian, e.g., the
quadratic moment reductions of [23, 19, 20, 21, 26] are Hamiltonian, while the
higher degree reductions of [18] and those of [24, 25], although energy conserv-
ing, are not Hamiltonian (as was explicitly shown in [12]). As noted above, the
goal here is to explore Hamiltonian fluid closures, which could then be further
reduced for numerical computation.
The paper is organized as follows. In Sec. 2 we briefly give some background
material. In Sec. 3 we first state our main result and then provide the derivation
of our Hamiltonian model which is analysed in Sec. 4. Finally, in Sec. 5 we
summarize and conclude. In addition the paper contains several appendices
with explicit calculations pertaining to the direct proof of the Jacobi identity.
2. Background
We begin with the Hamiltonian formulation of the Vlasov equation, which
describes the time evolution of a distribution function of non-colliding particles
in phase space f : D → R+ (where D ⊂ R2n and n is the dimension of the
configuration space of the particles). Usually the Vlasov equation is coupled to
Maxwell’s equations or to a single elliptic equation, e.g., Poisson equation for
gravitational or electrostatic interaction. However, since the crux of the present
moment closure problem lies in the Vlasov part of the Poisson bracket, we will
find it sufficient for our purposes to consider the case of particles subjected to
an external (but possibly time-dependent) potential V . Thus, the equation we
consider is given by
∂tf = −v · ∇f +∇V · ∂vf = [E , f ], (1)
where the second equality follows from the particle Poisson bracket,
[f, g] := ∇f · ∂vg − ∂vf · ∇g , (2)
and the particle energy E := |v|2/2 + V (x, t).
The Vlasov equation possesses a Hamiltonian structure as a field theory
that reflects the Hamiltonian character of the equations of motion of individual
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particles. On the field theory level, the particle Hamiltonian structure translates
into the existence of a noncanonical Poisson bracket {·, ·}V such that the Vlasov
equation can be reformulated as f˙ = {f,H}V , where the dot denotes the time
derivative and the Hamiltonian H, the total energy of the system, is given by
H(f) =
∫
D
f(x,v)
( |v|2
2
+ V (x, t)
)
dnxdnv. (3)
The noncanonical Poisson bracket that is our concern here is the same as that
for the Vlasov-Poisson system [6, 1]. However, this same bracket is ubiquitous
in fluid and plasma physics and is of the Lie-Poisson type (see, e.g., Refs. [3, 2]).
For example, this bracket occurs in the coupling to the electromagnetic field in
Vlasov-Maxwell theory [6, 1, 7, 8], in general relativity [27, 28], and for vortex
type dynamics (e.g., [1, 19, 29]). It is given by
{F,G}V =
∫
D
f(x,v)
[
δF
δf
,
δG
δf
]
dnxdnv, (4)
where δF/δf is the functional derivative of F with respect to f and the bracket
[·, ·] is given by Eq. (2). In what follows, we assume periodic boundary con-
ditions with respect to the spatial coordinates, i.e., they are defined on the
n-dimensional torus Tn, whereas velocities are defined on Rn with vanishing
boundary conditions at infinity. Thus, our integration domain is D = Tn ×Rn.
It is commonplace to consider fluid reductions of kinetic theories like Vlasov
equation by taking velocity moments. However very few works focus on the
Hamiltonian structure of the resulting models (or at least of its ideal part).
One exception is the well-known Hamiltonian fluid reduction obtained from the
Poisson bracket (4) using the Poisson subalgebra given by the functionals
F (f) = F¯
(∫
f dnv,
∫
fv dnv
)
, (5)
where the dynamical variables are reduced to the density ρ =
∫
f dnv and the
momentum densityM =
∫
fv dnv. The reduced Poisson bracket is derived from
bracket (4) by restriction to such functionals of the form of (5) and is equal to
that given in Ref. [11], viz.
{F,G} =
∫ [
ρ
δG
δM
· ∇δF
δρ
+M ·
(
δG
δM
· ∇
)
δF
δM
]
dnx− (F ↔ G),
where (F ↔ G) denotes the same quantity as that shown but with F and G
interchanged in order to have an antisymmetric bracket. This bracket reduction
is exact, i.e., if two functionals that depend on f only through ρ and M are
inserted into Eq. (4), then the resulting functional {F,G} only depends on the
variables ρ andM. However, Hamiltonian (3) does not belong to this subalgebra
of functionals, since it depends on moments of order two of the distribution
function f . An approximation leading to a completed reduction consists in
3
replacing the kinetic energy by
∫ |M|2/(2ρ) dnx, a quantity that belongs to
the subalgebra, together with kinetic fluctuations through a specific internal
energy function U that depends on ρ. With these assumptions, the reduced
Hamiltonian becomes
H(ρ,M) =
∫ ( |M|2
2ρ
+ ρU(ρ) + ρV
)
dnx.
Following Ref. [1], a specific entropy variable can be added to the system by
allowing the internal energy U to depend on this specific entropy or any alter-
native thermodynamic variable and finding an appropriate algebra. Of course,
with this procedure a specific connection to the second moment is lost and the
derivation has an ad hoc flavor.
Another strategy consists in keeping the second order moments
∫
fv⊗v dnv
as a dynamical variable, in which case there would be no approximation to be
performed on Hamiltonian (3), although some dynamical information on the
kinetic fluctuations could also be kept. However the set of functionals
F (f) = F¯
(∫
f dnv,
∫
fv dnv,
∫
fv⊗ v dnv
)
, (6)
does not constitute a Poisson subalgebra associated with bracket (4) since the
whole hierarchy of higher order moments enters into play. This is because brack-
ets of elements of the set of functionals (6) generate functions of order higher
than two. To our knowledge there is no Hamiltonian system which contains a
finite number of moments with among them, the first three moments as dynam-
ical field variables. Finding such a model is the main objective of the present
work and, as noted in Sec. 1, this is achieved by introducing a closure in terms
of a single scalar field.
3. A higher order closure
In this section we state our answer for the one-dimensional case, returning to
its derivation and further discussion in later sections. The one-dimensional case
is much simpler than the n-dimensional one, but contains the same essential
ingredients: a Poisson subalgebra for the functionals of the first two moments,
and the intricacy of higher order moments. The generalization to higher di-
mensions is more involved, since more dynamical field variables are needed to
characterize the second and third moments of the distribution function f .
Here, we derive a three-field Hamiltonian model for the first three moments
of the distribution function, or equivalently for the density ρ(x), the momentum
density M(x) and the specific internal energy U(x). In a nutshell, the result
that we obtain is that the Hamiltonian is naturally
H(ρ,M,U) =
∫ (
M2
2ρ
+ ρU + ρV
)
dx,
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and the Poisson bracket is the following:
{F,G} =
∫ [
ρ
δG
δM
∂x
δF
δρ
+M
δG
δM
∂x
δF
δM
+ U
(
δG
δM
∂x
δF
δU
+
δG
δU
∂x
δF
δM
)
+ρ2QδG
δU
∂x
δF
δU
]
dx− (F ↔ G), (7)
whereQ = Q(2U/ρ2) is an arbitrary function. The resulting equations of motion
given by F˙ = {F,H} for the density ρ, the fluid velocity v = M/ρ and the
specific internal energy U are given by
ρ˙ = −∂x(ρv), (8)
v˙ = −v∂xv− ∂xV − ρ−1∂x(2ρU), (9)
U˙ = −v∂xU − 2U∂xv− ρ−1∂x
(
ρ4Q) . (10)
The first two equations are the usual equations for the density and the fluid
velocity where the pressure is defined by P = 2ρU , which is consistent with
ρU = P/(γ − 1), γ being the one-dimensional adiabatic index for an ideal gas.
The third equation is also standard except for the last term which provides
for the departure of the distribution function f from a Maxwellian distribution
(cf. Sec. 4). One of the main benefits of the model (8)–(10) is that this de-
parture from a Maxwellian distribution can now be investigated using a purely
fluid model. It should be noted that the models given by Eqs. (8)–(10) are
all conservative, but only the ones where Q is of the prescribed form, namely
Q = Q(2U/ρ2), are Hamiltonian, i.e., the Jacobi identity for bracket (7) is
satisfied. Below we provide a derivation of the Poisson bracket (7)
In the one-dimensional case n = 1, the Vlasov equation (1) reduces to
∂tf = −v∂xf + ∂xV ∂vf ,
and the associated Poisson bracket (4) becomes
{F,G} =
∫
f(x, v) ∂x
δF
δf
∂v
δG
δf
dxdv − (F ↔ G). (11)
We perform the change of dynamical field variables
f(x, v) 7→ (P0(x), P1(x), . . . , P∞(x)) ,
defined by
Pi(x) =
∫
vif(x, v) dv,
with the hypothesis on f that this change of variables is well defined and in-
vertible. The functionals are modified according to
F (f) = F˜ (P0, P1, ..., P∞).
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From this expression, using the chain rule for functional derivatives, we deduce
the expression of δF/δf as a function of the δF/δPi,
δF
δf
=
∞∑
i=0
δF˜
δPi
vi.
Consequently, bracket (11) becomes
{F˜ , G˜} =
∞∑
i=0
∞∑
j=1
∫
jPi+j−1
δG˜
δPj
∂x
δF˜
δPi
dx− (F˜ ↔ G˜). (12)
From this expression, it is straightforward to see that the subset of functionals
of P0 and P1 is invariant (closed) under the bracket (12), and hence constitutes
a Poisson subalgebra, since i + j − 1 ≤ 1 for i, j ≤ 1. This is used to obtain a
two-field Hamiltonian fluid model [2]. As noted in Sec. 2, this property does not
extend to higher order moments since the subsets of functionals that depend
on (Pi)i≤N with N ≥ 2, are not invariant under the bracket (12), given that
2N − 1 > N for N ≥ 2. Our purpose is to construct a Poisson bracket for
functionals of P0, P1 and P2 that is obtained by an appropriate closure on higher
order moments. We consider the associated bracket acting on functionals of P0,
P1 and P2 obtained from a truncation of bracket (12):
{F,G} = {F,G}J + {F,G}∗, (13)
where
{F,G}J =
∫ {
P0
δG
δP1
∂x
δF
δP0
+ P1
δG
δP1
∂x
δF
δP1
+ P2
δG
δP1
∂x
δF
δP2
}
dx− (F ↔ G) , (14)
and
{F,G}∗ =
∫
2
{
P1
δG
δP2
∂x
δF
δP0
+ P2
δG
δP2
∂x
δF
δP1
+ P3
δG
δP2
∂x
δF
δP2
}
dx− (F ↔ G) ,
which introduces the dependence on P3. Thus, in order to be able to truncate
the resulting system of equations, we consider imposing a closure constraint of
the kind
P3 = P(x, P0, P1, P2, ∂xP0, ∂xP1, ∂xP2, . . . ),
meaning that P may depend on x explicitly, on the variables Pi (for i ∈ {0, 1, 2})
and their derivatives to all orders. In this section, we illustrate the method
by considering constraints of the reduced kind P3 = P(x, P0(x), P1(x), P2(x)).
6
However, we show in AppendixD that in order to have a Hamiltonian system,
P cannot depend on the derivatives of the dynamical variables.
To preserve the Hamiltonian structure of the bracket, P must be such that
the Jacobi identity is satisfied. From AppendixA, we find the following condi-
tions on P :
P0
∂P
∂P1
+ 2P1
∂P
∂P2
− 3P2 = 0, (15)
P0
∂P
∂P0
+ 2P1
∂P
∂P1
− 4P + 3P2 ∂P
∂P2
= 0, (16)
∂P
∂x
= 0. (17)
The third equation implies that P does not have any explicit dependence on the
spatial coordinate (but it might have an implicit dependence on x through its
dependence on P0, P1 and P2). The first two equations are first-order linear par-
tial differential equations which are solved using the method of characteristics.
The calculation, detailed in AppendixC, gives
P3 = 3
P1P2
P0
− 2P
3
1
P 20
+
P 40
2
Q
(
P2
P 30
− P
2
1
P 40
)
, (18)
where Q is an arbitrary function. Equation (18) provides then a family of
Hamiltonian closures for a three-moment model, that is expressions for the
fourth-order moment P3 in terms of P0, P1 and P2 such that, when inserted
into the antisymmetric bilinear form (13), they yield a Poisson bracket. The
calculation also suggests more adapted field variables, for instance, the use of
the specific internal energy instead of P2. Thus, we can perform the change of
variables from (P0, P1, P2) to (ρ,M,U) defined by ρ = P0, M = P1 and
U =
1
2P0
(
P2 − P
2
1
P0
)
,
and it is straightforward to see that the bracket (13) together with the condi-
tion (18) becomes Eq. (7). Given that Q must be of the form Q = Q(2U/ρ2),
another convenient variable is given by S = 2U/ρ2, in terms of which the Poisson
bracket (7) becomes
{F,G} =
∫ {
ρ
δG
δM
∂x
δF
δρ
+M
δG
δM
∂x
δF
δM
− δG
δM
δF
δS
∂xS
+
Q(S)
ρ2
δG
δS
∂x
δF
δS
}
dx− (F ↔ G). (19)
4. Analysis of the reduced fluid model
The reduced fluid model we analyse below is given by the Poisson bracket (19)
and the Hamiltonian
H(ρ,M, S) =
∫ (
M2
2ρ
+
ρ3
2
S + ρV
)
dx. (20)
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which is obtained from Eq. (3). First we analyse the case Q = 0 which corre-
sponds to a symmetric Vlasov distribution function.
4.1. Case Q = 0
When Q = 0, condition (18) on P3 becomes
P3 − 6MU − M
3
ρ2
= 0, (21)
or equivalently, ∫
(v −M/ρ)3f(x, v) dv = 0.
Thus, its skewness is zero. For instance, a Maxwellian distribution,
f(x, v) =
ρ√
4πU
exp
(
− (v −M/ρ)
2
4U
)
, (22)
from which we get P0 = ρ, P1 =M and P2 = 2ρU +M2/ρ, has a third moment
P3 which satisfies Eq. (21).
The Poisson bracket (19) with Q = 0 is equivalent to that of [11], which is
easily seen by introducing the variable σ = ρS and effecting the chain rule on
F [ρ, S,M ] = F¯ [ρ, σ,M ], which gives the functional derivative relations
δF
δρ
=
δF¯
δρ
+
σ
ρ
δF¯
δσ
and
δF
δS
= ρ
δF¯
δσ
.
Also note that the Poisson bracket (19) with Q = 0 is invariant under the
change of variable S → S˜ given by S˜ = φ(S) with arbitrary but invertible φ.
This follows from the chain rule expression,
δF
δS
= φ′(ψ(S˜))
δF¯
δS˜
,
where ψ = φ−1. This symmetry of the Poisson bracket is also expressed in the
form of a family of Casimir invariants:
C(ρ, S) =
∫
ρ κ (S) dx,
where κ is any scalar function of one variable. When κ is a constant, this
translates the conservation of the total mass whereas in all the other cases, it
expresses the conservation of the total entropy. After changing to the variable
S˜, Hamiltonian (20) becomes
H(ρ,M, S˜) =
∫ (
M2
2ρ
+
ρ3
2
ψ(S˜) + ρV
)
dx,
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with the following corresponding equations of motion:
ρ˙ = −∂x(ρv),
v˙ = −v∂xv− ∂xV − ρ−1∂x(ρ3ψ(S˜)),
˙˜S = −v∂xS˜.
Upon identifying S˜ with the specific entropy, the above equations are easily
recognized to be the equations of an ideal fluid with the polytropic (adiabatic)
equation of state with pressure P = ψ(S˜)ργ . As noted in Sec. 3, γ = (N +
2)/N = 3, as is the case for one dimension, and ρU = P/2. Thus, using the
expression for the specific internal energy U(ρ, S˜) = ψ(S˜)ρ2/2, which exhibits
a peculiar dependence upon ρ and a separability feature with S˜, we obtain the
thermodynamic relations P = ρ2∂U/∂ρ = ψ(S˜)ρ3 and T = ∂U/∂S˜ = ψ′ρ3.
If initially S˜ is constant, it will remain so. Consequently, Pρ−3 = const ≥ 0,
where the inequality is chosen to ensure thermodynamic stability. This will be
the case if the distribution function f is a local Maxwellian of the form (22).
Finally, for this Q = 0 case, using the above we can remove the variable S of
the Poisson bracket (19) in lieu of the pressure P via the functional chain rule
relations,
δF
δρ
=
δF¯
δρ
+
∂P
∂ρ
δF¯
δP
and
δF
δS
=
∂P
∂S
δF¯
δP
,
which results in a bracket that gives the equations of motion in the form usually
encountered in plasma physics,
P˙ = −v∂xP − 3P∂xv. (23)
Since the derivation of the bracket is straightforward, we do not include it here.
4.2. Case Q 6= 0
First, we recall that the quantity Q provides a term in the equations of
motion which would vanish if the distribution function were symmetric in v.
Thus, the equations of motion that allow for this skewness are
ρ˙ = −∂x(ρv),
v˙ = −v∂xv− ∂xV − ρ−1∂x(ρ3S),
S˙ = −v∂xS − 12ρ
−3∂x(ρ4Q(S)).
We remark that a constant and uniform S is now only a solution of the third
equation if it corresponds to a zero of Q. Therefore, adiabatic processes are
restricted to cases with a function Q possessing a zero. Cold processes are
obtained when Q(0) = 0.
If we assume that the external potential V is even in x and if we per-
form the change of variables given by ρ¯(x) = ρ(−x), M¯(x) = −M(−x) and
S¯(x) = S(−x), the equations of motion (or equivalently Hamiltonian (20) and
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bracket (19)) are unchanged provided that Q changes sign. Therefore if we as-
sume that Q does not vanish on its domain R+, there are only three Casimir
invariants, namely
∫
ρ dx,
∫
[M/ρ − ρκ20(S)/4] dx and
∫
ρ κ0(S) dx where
κ′0 = 1/
√
|Q|. Given this set of invariants, one can see that the case Q = 0 is
structurally unstable. Indeed, any small perturbation Q = ǫ leads to the gener-
ation of a third Casimir invariant, which is by definition a conserved quantity.
Furthermore, we can restrict ourselves to a positive Q. In this case it is possible
to further simplify the model by considering the change of variable S˜ = φ(S).
With this change of variable the bracket (19) becomes
{F,G} =
∫ {
ρ
δG
δM
∂x
δF
δρ
+M
δG
δM
∂x
δF
δM
− δG
δM
δF
δS˜
∂xS˜
+
Q(φ−1(S˜))
ρ2
(
φ′(φ−1(S˜))
)2 δG
δS˜
∂x
δF
δS˜
}
dx− (F ↔ G).
Furthermore, upon choosing φ such that
Q(S) (φ′(S))2 = 1,
the bracket and Hamiltonian become, respectively,
{F,G} =
∫ {
ρ
δG
δM
∂x
δF
δρ
+M
δG
δM
∂x
δF
δM
− δG
δM
δF
δS˜
∂xS˜
+
1
ρ2
δG
δS˜
∂x
δF
δS˜
}
dx− (F ↔ G), (24)
and
H(ρ,M, S˜) =
∫ (
M2
2ρ
+
ρ3
2
ψ(S˜) + ρV
)
dx.
As a consequence, the arbitrariness in the definition of the model, namely Q in
the bracket, can be put into the Hamiltonian, and more precisely in a modifi-
cation of the specific internal energy U(ρ, S˜) = ρ2ψ(S˜)/2. Thus, the equations
of motion become
ρ˙ = −∂x(ρv),
v˙ = −v∂xv− ∂xV − ρ−1∂x(ρ3ψ(S˜)),
˙˜S = −v∂xS˜ − ρ−1∂x
(
ρ2ψ′(S˜)
)
.
Using this set of variables, the three Casimir invariants are the total mass∫
ρ dx, the total “generalised” velocity
∫
[M/ρ−ρS˜2/4] dx and the total entropy∫
ρS˜ dx. Introducing the new variables σ = ρS˜ and m = M/ρ − ρS˜2/4, sug-
gested by the form of the Casimir invariants, bracket (24) takes the remarkably
simpler form
{F,G} =
∫ {
δG
δm
∂x
δF
δρ
+
δG
δσ
∂x
δF
δσ
}
dx− (F ↔ G).
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Finally we observe that in the case Q 6= 0, the evolution of the pressure is
modified such that the term −2∂x(ρ4Q) has to be added in the right hand side
of Eq. (23).
5. Summary
In summary, we have derived a family of Hamiltonian models for the first
three moments of the distribution function, starting from the Vlasov equation
in one-dimension. The procedure with the verification of the Jacobi identity
clearly identifies restrictions on the possible fluid models to be considered and
highlights natural variables. Using the Poisson structure of these models, we
have discussed the Casimir invariants.
As noted in Sec. 1, the purpose of the present paper was to build in as direct
way as possible Hamiltonian closures for higher order fluid models. It would be
interesting to discuss dynamical consequences of the closures, and extend this
approach to higher dimensions and higher order models with richer physical
content by reinstating the coupling to self-consistent fields.
Acknowledgments
We acknowledge financial support from the Agence Nationale de la Recherche
(ANR GYPSI). This work was also supported by the European Community
under the contract of Association between EURATOM, CEA, and the French
Research Federation for fusion study. The views and opinions expressed herein
do not necessarily reflect those of the European Commission. Also, PJM was
supported by U.S. Dept. of Energy Contract # DE-FG05-80ET-53088. The
authors also acknowledge fruitful discussions with the Équipe de Dynamique
Nonlinéaire of the Centre de Physique Théorique of Marseille.
AppendixA. Conditions on P3 for bracket (13) to satisfy the Jacobi
identity
The aim of this appendix is to find the conditions on
P3 = P(x, P0(x), P1(x), P2(x)) ,
such that the bracket (13) satisfies the Jacobi identity. First we notice that the
bracket (14) satisfies the Jacobi identity (see AppendixB). As a consequence,
the Jacobi identity for the bracket (13) reduces to
{F, {G,H}}+ 	= {F, {G,H}∗}J + {F, {G,H}J}∗ + {F, {G,H}∗}∗+ 	 .
where 	 designates the summation of the expression over circular permutations
of the functionals F , G and H . Below, we detail the computation of the first
contribution, {F, {G,H}∗}J , and provide the results for the other two contri-
butions, {F, {G,H}J}∗ and {F, {G,H}∗}∗. Furthermore, in what follows, we
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shall denote FPi the functional derivative of F with respect to the dynamical
field variable Pi such that FPi = δF/δPi. In order to compute {F, {G,H}∗}J ,
we calculate the functional derivatives of {G,H}∗ by differentiating only with
respect to the explicit dependence on the dynamical variables (see Ref. [1]).
It has been shown that the other contributions with second order functional
derivatives cancel in a very general way. This leads to
δ{G,H}∗
δP0
= 2∂P0P (HP2∂xGP2 −GP2∂xHP2) ,
δ{G,H}∗
δP1
= 2 [HP2∂xGP0 −GP2∂xHP0 + ∂P1P (HP2∂xGP2 −GP2∂xHP2)] ,
δ{G,H}∗
δP2
= 2 [HP2∂xGP1 −GP2∂xHP1 + ∂P2P (HP2∂xGP2 −GP2∂xHP2)] ,
where the notation ∂PiP indicates the partial derivative of P with respect to
Pi. We thus obtain
{F, {G,H}∗}J =
∫
2 {P0 ([HP2∂xGP0 −GP2∂xHP0 + ∂P1P (HP2∂xGP2
−GP2∂xHP2)] ∂xFP0 − FP1∂x [∂P0P (HP2∂xGP2 −GP2∂xHP2)])
+ P1 ([HP2∂xGP0 −GP2∂xHP0 + ∂P1P (HP2∂xGP2 −GP2∂xHP2)] ∂xFP1
−FP1∂x [HP2∂xGP0 −GP2∂xHP0 + ∂P1P (HP2∂xGP2 −GP2∂xHP2)])
+ P2 ([HP2∂xGP0 −GP2∂xHP0 + ∂P1P (HP2∂xGP2 −GP2∂xHP2)] ∂xFP2
−FP1∂x [HP2∂xGP1 −GP2∂xHP1 + ∂P2P (HP2∂xGP2 −GP2∂xHP2)])} dx.
By circular permutation on (F,G,H), the terms of the type P0HP2∂xGP0∂xFP0
and P2∂xFP1∂xGP1HP2 cancel. Using an integration by parts, we have
{F, {G,H}∗}J+ 	=
∫
2 {P0∂P1P (HP2∂xGP2 −GP2∂xHP2) ∂xFP0
+∂x (P0FP1) ∂P0P (HP2∂xGP2 −GP2∂xHP2)+2P1 [HP2∂xGP0 −GP2∂xHP0
+∂P1P (HP2∂xGP2 −GP2∂xHP2)] ∂xFP1+FP1∂xP1 [HP2∂xGP0 −GP2∂xHP0
+∂P1P (HP2∂xGP2 −GP2∂xHP2)] + P2 (HP2∂xGP0 −GP2∂xHP0) ∂xFP2
+ ∂x (P2FP1) ∂P2P (HP2∂xGP2 −GP2∂xHP2) + FP1∂xP2 (HP2∂xGP1
−GP2∂xHP1)} dx+ 	 .
Similarly, we obtain the following expressions for {F, {G,H}J}∗ and {F, {G,H}∗}∗ :
{F, {G,H}J}∗+ 	=
∫
2 {P1∂xFP0 (HP1∂xGP2 −GP1∂xHP2)
+ ∂x (P1FP2) (HP1∂xGP0 −GP1∂xHP0) + P2∂xFP1 (HP1∂xGP2 −GP1∂xHP2)
+ ∂x (P2FP2) (HP1∂xGP1 −GP1∂xHP1) + FP2∂xP (HP1∂xGP2
−GP1∂xHP2)} dx+ 	,
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and
{F, {G,H}∗}∗+ 	=
∫
4 {P1∂xFP0 (HP2∂xGP1 −GP2∂xHP1)
+ P1∂xFP0∂P2P (HP2∂xGP2 −GP2∂xHP2) + P2∂xFP1∂P2P (HP2∂xGP2
−GP2∂xHP2) + P2 (HP2∂xGP0 −GP2∂xHP0) ∂xFP2
+ 2P∂xFP2 (HP2∂xGP1 −GP2∂xHP1)} dx+ 	 .
As a consequence, we have
{F, {G,H}}+ 	=
∫
2 {P0∂P1P (HP2∂xGP2 −GP2∂xHP2) ∂xFP0
+ ∂x (P0FP1) ∂P0P (HP2∂xGP2 −GP2∂xHP2) + 2P1∂P1P (HP2∂xGP2
−GP2∂xHP2) ∂xFP1+FP1∂P1P∂xP1 (HP2∂xGP2 −GP2∂xHP2)+3P2 (HP2∂xGP0
−GP2∂xHP0) ∂xFP2 + ∂x (P2FP1) ∂P2P (HP2∂xGP2 −GP2∂xHP2) + (HP1∂xGP2
−GP1∂xHP2)FP2∂xP+2P1∂xFP0∂P2P (HP2∂xGP2 −GP2∂xHP2)+ (HP2∂xGP2
−GP2∂xHP2) 2P2∂xFP1∂P2P + 4P∂xFP2 (HP2∂xGP1 −GP2∂xHP1)} dx+ 	 .
Furthermore, by definition, we have
∂xP = ∂P
∂x
+ ∂P0P∂xP0 + ∂P1P∂xP1 + ∂P2P∂xP2,
where ∂x and ∂/∂x are two distinct operators, the later acting solely on the
explicit dependence on the spatial coordinate x. Consequently, one obtains
{F, {G,H}}+ 	=
∫
2 (HP2∂xGP2 −GP2∂xHP2) {∂xFP0 [P0∂P1P + 2P1∂P2P
− 3P2] + ∂xFP1 [P0∂P0P + 2P1∂P1P − 4P + 3P2∂P2P ]− FP1
∂P
∂x
}
dx+ 	 .
Therefore, in order for the bracket (13) to satisfy the Jacobi identity, the function
P has to satisfy Eqs. (15)–(17).
AppendixB. Jacobi identity for bracket (14)
In this Appendix, the Jacobi identity is proved for brackets of the type:
{F,G}M =
∫
ρi (GρM ∂xFρi − FρM ∂xGρi) dx, (B.1)
with implicit summation of the repeated index i = 1, . . . , N , and for N,M ∈ N
and M ≤ N . For the computation of {F, {G,H}M}M , we again use Morrison’s
lemma which states that only the functional derivatives with respect to the
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explicit dependence on the variables matter for the Jacobi identity [1], that is
to say we consider that
δ{G,H}M
δρi
= HρM∂xGρi −GρM ∂xHρi , (B.2)
assuming that the other contributions compensate through summation over cir-
cular permutation. Using an integration by parts, {F, {G,H}M}M is rewritten
as
{F, {G,H}M}M =
∫ {
ρi
[
δ{G,H}M
δρM
∂xFρi − ∂xFρM
δ{G,H}M
δρi
]
+ ∂xρiFρM
δ{G,H}M
δρi
}
dx.
Inserting Eq. (B.2) into the previous equation leads to the following expression
{F, {G,H}M}M =
∫
{ρi [HρM∂xGρM ∂xFρi − ∂xFρMGρM ∂xHρi ]
+ ρi [∂xFρMHρM ∂xGρi −GρM ∂xHρM ∂xFρi ]
+ ∂xρi [FρMHρM∂xGρi − FρMGρM∂xHρi ]} dx.
Using circular permutation of (F,G,H), each line of the previous equation can-
cels out, and, as a consequence, bracket (B.1) satisfies the Jacobi identity.
AppendixC. Method of characteristics and closure
We use the method of characteristics in order to solve Eq. (15) by introducing
three spectral parameters A, B and C. We obtain
∂P0
∂A
= 0,
∂P1
∂A
= P0,
∂P2
∂A
= 2P1 and
∂P
∂A
= 3P2,
whose solution is
P0 = P0(B,C),
P1 = AP0(B,C) + α(B,C),
P2 = A2P0(B,C) + 2Aα(B,C) + β(B,C),
P = A3P0(B,C) + 3A2α(B,C) + 3Aβ(B,C) + γ(B,C),
where α, β and γ are sufficiently regular functions in both their arguments. We
choose the spectral parameters B and C such that
α = 0, P0 = B and β = C,
14
which leads to
A =
P1
P0
,
C = P2 − P
2
1
P0
,
P = 3P1P2
P0
− 2P
3
1
P 20
+ γ
(
P0, P2 − P
2
1
P0
)
.
We insert the solution for P in Eq. (16) and we obtain the following condi-
tion :
B
∂γ
∂B
+ 3C
∂γ
∂C
= 4γ.
As previously, this equation is solved by using the method of characteristics,
which results in
γ(B,C) = B4Q
(
C
B3
)
,
where Q is some sufficiently regular function. Thus, we finally obtain
P3 = 3
P1P2
P0
− 2P
3
1
P 20
+ P 40Q
(
P2
P 30
− P
2
1
P 40
)
.
AppendixD. Independence of Q in the derivatives of the field vari-
ables
As stated above, the closure procedure exhibits a natural set of variables
(ρ,M, S) defined such that ρ = P0, M = P1 and S = (P2 −P 21 /P0)/P 30 . Denot-
ing respectively Fρ, FM and FS the functional derivatives of F with respect to
ρ, M and S, one has
FP0 = Fρ +
1
ρ
(
M2
ρ4
− 3S
)
FS , FP1 = FM − 2
M
ρ4
FS and FP2 =
1
ρ3
FS .
According to this change of variable, bracket (13) becomes
{F,G} = {F,G}1 + {F,G}2, (D.1)
where
{F,G}1 =
∫
{ρGM∂xFρ +MGM∂xFM −GMFS∂xS} dx− (F ↔ G)
{F,G}2 =
∫
R(GS∂xFS − FS∂xGS) dx,
and
R = 2
ρ4
(
P3
ρ2
− 3SM − M
3
ρ4
)
.
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The constraint on R we impose is that it depends on the dynamical field vari-
ables and their derivatives, i.e., R = R(x, {∂nx ρ}n∈N, {∂nxM}n∈N, {∂nxS}n∈N).
We assume that R depends only on the first N derivatives of the field variables.
We are looking for conditions such that the resulting bracket (D.1) satisfies the
Jacobi identity. First we notice that the bracket {F,G}1 satisfies the Jacobi
identity [6]. Following the procedure used in AppendixA, one has to compute
functional derivatives such as δ{F,G}2/δρ. Due to the explicit dependence of R
on the derivatives of the variables, this computation generates a series of terms,
for example,
δ{G,H}2
δρ
=
N∑
n=0
(−1)n∂nx
[
∂R
∂∂nxρ
(HS∂xGS −GS∂xHS)
]
.
Using similar techniques as in AppendixA (integration by parts and cancella-
tions of terms by circular permutations), we eventually end up with
{F, {G,H}}+ 	=
∫ { N∑
n=0
[
∂nx (ρ∂xFρ)
∂R
∂∂nxM
+ ∂n+1x (ρFM )
∂R
∂∂nxρ
+ 2∂nx (M∂xFM )
∂R
∂∂nxM
+ ∂nx (FM∂xM)
∂R
∂∂nxM
− ∂nx (FS∂xS)
∂R
∂∂nxM
+∂nx (FM∂xS)
∂R
∂∂nxS
+ 2∂nx (R∂xFS)
∂R
∂∂nxS
+ ∂nx (FS∂xR)
∂R
∂∂nxS
]
+ 2R∂xFM − FM∂xR
}
(HS∂xGS −GS∂xHS) dx+ 	 .
We remark that the terms which depend on Fρ can not cancel through circular
permutation. Thus, in order to satisfy the Jacobi identity, we must have
N∑
n=0
∂R
∂∂nxM
n∑
m=0
(
n
m
)
∂mx ρ∂
n+1−m
x Fρ(HS∂xGS −GS∂xHS)+ 	= 0,
where we used the generalised Leibniz rule. As this condition has to be verified
for any F , one can prove by induction that ∀n ∈ N, ∂R/∂∂nxM = 0. As a
consequence, we obtain
{F, {G,H}}+ 	=
∫ { N∑
n=0
[
∂n+1x (ρFM )
∂R
∂∂nxρ
+ ∂nx (FM∂xS)
∂R
∂∂nxS
+2∂nx (R∂xFS)
∂R
∂∂nxS
+ ∂nx (FS∂xR)
∂R
∂∂nxS
]
+ 2R∂xFM − FM∂xR
}
(HS∂xGS −GS∂xHS) dx+ 	 .
Next we consider the terms which include FS , GS and HS . We notice that
the terms n = 0 (which are proportional to ∂xFsHS∂xGS) vanish by circular
16
permutation. In order to make the terms n ≥ 1 vanish, we need to impose
N∑
n=1
∂R
∂∂nxS
[2∂nx (R∂xFS) + ∂nx (FS∂xR)] (HS∂xGS −GS∂xHS)+ 	= 0.
As previously, we show by induction that ∀n ∈ N∗, ∂R/∂∂nxS = 0. This leads
to
{F, {G,H}}+ 	=
∫ { N∑
n=0
∂n+1x (ρFM )
∂R
∂∂nxρ
+ FM∂xS
∂R
∂S
+ 2R∂xFM − FM∂xR
}
(HS∂xGS −GS∂xHS) dx+ 	 .
Besides, by definition, we have
∂xR = ∂R
∂x
+
∂R
∂S
∂xS +
N∑
n=0
∂R
∂∂nxρ
∂n+1x ρ,
where ∂x and ∂/∂x are distinct operators, the later acting solely on the explicit
dependence on the spatial coordinate x. Consequently, one obtains
{F, {G,H}}+ 	=
∫ { N∑
n=0
∂R
∂∂nxρ
n∑
m=0
(
n+ 1
m
)
∂mx ρ∂
n+1−m
x FM
+2R∂xFM − FM ∂R
∂x
}
(HS∂xGS −GS∂xHS) dx+ 	 .
This expression has to vanish for any set of functionals (F,G,H), so it requires
that
N∑
n=0
∂R
∂∂nxρ
n∑
m=0
(
n+ 1
m
)
∂mx ρ∂
n+1−m
x FM + 2R∂xFM − FM
∂R
∂x
= 0.
Choosing F =
∫
M dx leads to the condition ∂R/∂x = 0, so there is no explicit
dependence on the spatial variable. Also by induction, we have ∀n ∈ N∗,
∂R
∂∂nxρ
= 0 and
∂R
∂ρ
ρ+ 2R = 0.
Thus, the solution is given by
R = Q(S)
ρ2
,
where Q is an arbitrary function.
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