The transition state wave packet ͑TSWP͒ approach to the thermal rate constant based on the flux-flux autocorrelation function is used to investigate the diffusion dynamics of an H atom on the Cu͑100͒ surface in the uncorrelated hopping regime. The high efficiency of the approach makes it feasible to include up to eight Cu modes explicitly in the time dependent quantum simulation. This is necessary since on the rigid surface the flux-flux autocorrelation function never decays to a negligibly small value to give a converged rate constant. For short times, the Cu modes included dynamically merely have a zero-point-energy effect on the flux-flux autocorrelation function. For longer times, however, the Cu modes absorb the activation energy of the H atom and effectively suppress recrossing of the transition state surface, resulting in convergence of the autocorrelation function and the hopping rate. For this system, recrossing of the transition state surface is minimal with the medium damping present, and the converged hopping rate can be well approximated by the short time behavior of the correlation function on the rigid surface. In addition, we find that the contributions of the excited Cu modes to the hopping rate may be accurately modeled by thermal ''transition state'' factors. Based on this, a new quantum transition state theory ͑QTST͒ is derived.
I. INTRODUCTION
Diffusion of atoms and molecules on surfaces is important for many processes ranging from strain relief and crack propagation, to catalysis and associative desorption. Both experimental and theoretical studies have shown that diffusion may occur by different processes, even on relatively perfect periodic surfaces, depending on the coverage, the atoms and surfaces involved and the temperature.
1,2 At low concentrations, the diffusion process depends on the potentials between the surface atoms and the adatom only, not on adsorbate-adsorbate interactions or the concentration of adatoms. In this regime at very low temperatures, diffusion of light atoms may occur by tunneling. At somewhat higher temperatures, diffusion occurs by thermally activated uncorrelated hopping between neighboring binding sites, eventually leading to multicell jumps as the temperature is raised with respect to the activation energy. The diffusion coefficients of various adsorbates on many metal surfaces have been measured by using several experimental techniques, such as the field ion microscope, 1 the fluctuations in the field emission current, [3] [4] [5] [6] [7] laser induced desorption, [8] [9] [10] [11] [12] [13] and scanning tunneling microscopy. 14 However, due to the extreme difficulties involved in measuring the diffusion coefficients, 15 the available experimental data are still very limited. Thus theory can still play a substantial role in the understanding of surface diffusion.
In order to model thermal diffusion in the single unit cell hopping regime, one needs to know not only the potentials of interaction between the adatom and the substrate atoms, but the forces governing the thermal motions of the surface atoms which interact to activate and deactivate the diffusing atom. On metal surfaces, where conduction electrons are present, electron-hole pair excitation can be produced with infinitesimal energy and may play an important role in providing an additional mechanism for energy dissipation. [16] [17] [18] [19] Thus in order to accurately study diffusion process on metal surfaces, especially in the case when the adsorbate is a hydrogen atom, one may need to consider the dissipative influence of electron-hole pair excitations on diffusion. [16] [17] [18] [19] If the diffusion dynamics requires a quantum treatment of the diffusing atom, the problem becomes more difficult than a reaction in the gas phase for three reasons. First, since the process involves ''hopping'' from one unit cell to the next, there is no noninteracting asymptotic initial or final state. Second, the surface cannot be treated as rigid since there must be exchange of energy between the surface and the diffusing atom. Finally, one may need to take into account the dissipation of energy to the substrate in an accurate fashion.
Gas phase isomerization resembles thermally activated surface hopping diffusion in being a double well problem with the possibility of recrossing of the transition state barrier if energy is not dissipated in the ''product'' well. In the past, [20] [21] [22] this has been modeled quantum mechanically by an absorbing potential in the product potential well or the short time approximation. However, this begs the question of whether recrossing is important or not, since the absorbing potential precludes it.
In this paper we examine two aspects of the double well problem as exemplified by the diffusion of H atoms on Cu using realistic potentials. In addition to the concern over the actual diffusion rate, we examine the number of degrees of freedom required in order to converge the calculation without artificial absorbing boundary conditions, i.e., to dissipate the activation energy in the product well for a time long with respect to the crossing time. Second, we examine the role of low energy modes ''distant'' in some sense from the reaction coordinate in determining the rate constant. We show, in fact, that they can be taken into account accurately by combining an accurate quantum dynamics calculation for the ground ''transition state'' with a transition state approximation for the excited modes. We note that this new transition state approximation is different from reduced dimensionality approximations in that the full dimensionality may be retained for the transition state wave packet calculation, but the effects of excited transition states are included approximately and efficiently while retaining excellent accuracy.
Hydrogen atom diffusion on the Cu͑100͒ surface has been studied extensively by using several different versions of TST. 19, [23] [24] [25] [26] [27] [28] [29] [30] It has also been studied by a quantum mechanical approach based on the flux-flux autocorrelation function. 31 Truhlar et al. presented a detailed review on this topic in Ref. 30 . The rigid surface model was used in most TST studies [23] [24] [25] [26] and in the quantum calculations. 31 Metiu and co-worker 31 calculated the exact flux-flux autocorrelation function for times up to 200 fs on a rigid surface, but the convergence of the resulting rate constant with time has yet to be confirmed. Due to the demanding nature of their quantum calculations, surface modes were neglectled in their calculations and so the effect of the surface modes on the time behavior of the flux-flux autocorrelation function were left open. Sun and Voth, 19 and Truhlar and co-workers, 27-30 used different TST approaches based on the embedded cluster model 27 to study the effects of surface motion on the diffusion constant. They found that surface distortion due to the presence of the adatom is important to the diffusion process and that the quantum tunneling effect is rather significant at low temperatures. However, the nature of their calculations raised a similar question to the rigid surface quantum study of Metiu et al., i.e., how the surface modes change the recrossing behavior of the TST surface by the H atom and how this is reflected in the flux-flux autocorrelation function.
In the following section we review the transition state wave packet method ͑TSWP͒ and the definitions of the H-Cu͑100͒ diffusion model based on the embedded cluster method of Truhlar and co-workers. 27, 29 We then present the results for a rigid surface and for a surface with dissipation modeled by including vibrational modes of the surface. We then show that the short time behavior of the exact results and the rate can be given accurately in terms of a new quantum transition state theory with the transmission coefficient calculated via the TSWP method. We compare these results with the transition state results of Wonchoba and Truhlar, 29 and, finally, summarize our findings.
II. THEORY
A. The TSWP approach to the rate constant Miller et al. 32 showed that the thermal rate constant can be expressed in terms of the cumulative reaction probability, N(E), or the flux-flux autocorrelation function C f f as
where Q r (T) is the reactant partition function and 
͑4͒
Here, q is the coordinate perpendicular to a surface dividing reactants and products located at qϭq 0 , p q is the momentum operator conjugate to the coordinate q, and is the mass associated with coordinate q. In Eq. ͑1͒, the time integral of C f f (T,t) should extend until C f f (T,t) is negligibly small. It is well known that in one dimension the flux operator is of rank two with only a Ϯ pair of nonvanishing eigenvalues. [33] [34] [35] The corresponding eigenstates are also complex conjugates, [33] [34] [35] F͉Ϯ͘ϭϮ͉Ϯ͘, with ͉ϩ͘ϭ͉Ϫ͘*. ͑5͒
In the TSWP approach, [36] [37] [38] we first choose a dividing surface S 1 , preferably with a minimum value of the density of states. The initial transition state wave packets ͉ i ϩ ͘ (i ϭ1, . . . ,n) are constructed as the direct products of the Hamiltonian eigenstates on S 1 , ͉ i ͘, and the flux operator eigenstate ͉ϩ͘ with positive eigenvalue for the coordinate perpendicular to S 1 , i.e.,
͑6͒
Then the trace in Eqs. ͑2͒ or ͑3͒ can be efficiently evaluated in terms of ͉ i ϩ ͘ (iϭ1, . . . ,n). Reference 36 presented a very detailed derivation for calculating N(E) by using the transition state wave packets. Following the same procedure, we can easily show that the rate constant k(T) based on the flux-flux autocorrelation function shown in Eq. ͑3͒ can be calculated as
where now
͑8͒
From Eq. ͑8͒, one can see that we first propagate each transition state wave packet in imaginary time to ␤/2, then propagate it in real time. The total flux is usually measured on the transition state dividing surface to achieve rapid convergence.
When there exists only one transition state or saddle point in the system, the natural choice of the dividing surface for construction of the initial wave packets and flux measurement is a surface through the saddle point perpendicular to the reaction path ͑the saddle point normal vibrational mode with imaginary frequency͒. In this case, if the system is symmetric with respect to the saddle point, it is easy to prove that C f f i (T,t)ϭC f f i (T,Ϫt). Then Eq. ͑7͒ can be simplified to
It is important to note at this point that the present approach in some aspects is similar to that proposed by Wahnström and Metiu. 39, 40 In both approaches, initial wave packets are constructed and propagated in imaginary and real time. However, Wahnström and Metiu used primitive basis functions and their derivatives on the dividing surface as initial wave packets. This requires a significantly larger number of wave packets for convergence than the transition state wave packets we use here. Thus for high dimensional problems, our approach is much more efficient than the approach of Wahnström and Metiu. Only in the one-dimensional case will these two approaches have the same efficiency.
The TSWP approach outlined here is also slightly different from the approach used by Park and Light, 33, 34, [41] [42] [43] and recently by Thompson and Miller, 44, 45 in which one calculates and propagates the eigenstates of the thermal flux operator e Ϫ␤H/2 Fe Ϫ␤H/2 . In this approach one has to carry out four imaginary time propagations to ␤/2 in order to obtain an eigenstate of the thermal flux operator by commonly used iterative methods. 46 Here the factor of 4 comes from the fact that there are two e Ϫ␤H/2 factors in the thermal flux operator and one must generate a pair ͑left and right͒ of complex conjugate eigenstates from the iterative calculations. In the present approach, one merely propagates the transition state wave packets to ␤/2 in imaginary time. Thus the present approach requires fewer imaginary time propagations than the thermal flux operator approach.
However, the number of wave packets one needs to propagate to converge the thermal rate constant in the thermal flux operator approach is expected to be smaller than in the present approach. Hence, the overall efficiency of these two approaches will depend on the problem at hand. Generally speaking, for a small system in which all the degrees of freedom are strongly coupled, the thermal flux operator approach may be expected to be more efficient. However, for large systems with high densities of states on the dividing surface, especially with some degrees of freedom which are not very strongly coupled with the reaction coordinate, the present method is expected to be superior to the thermal flux operator approach. For such systems it may be very difficult to compute the required eigenstates of the thermal flux operator using iterative approaches.
B. Application to the diffusion constant of the H atom on the Cu surface
We are concerned with temperatures such that thermal diffusion of H atoms on the Cu͑100͒ surface occurs by an uncorrelated hopping mechanism between neighboring unit cells. Whereas on a rigid surface the periodicity of the surface leads to extremely narrow translational band states for the adsorbed H atoms, at intermediate temperatures the motion of the H atoms is dominated by the thermal activation and deactivation of the H atoms by phonons, leading to uncorrelated hops between neighboring surface unit cells. At higher temperatures, hops by the atoms which traverse several binding sites may become increasingly important.
Below we first define the model system and the potential energy surface, then the rate constant for hopping is formulated in terms of the transition state wave packet approach to the cumulative reaction probability via the flux-flux correlation function.
System model and potential energy surface
To model the diffusion of an H adatom on a Cu͑100͒ surface, we use a system consisting of a single H atom and a finite lattice of Cu atoms, stacked as ͑100͒ face-centeredcubic ͑fcc͒ planes. The potential energy surface of the system is approximated as the sum of Morse-spline potentials for both the H-Cu and Cu-Cu pair interactions as used by Wonchoba and Truhlar 29 ͑WT͒. The functional form is
where R is the Cu-Cu or H-Cu interatomic distance, D, ␣, and R e are Morse parameters, and R c , D c , and C i control the spline fits. The potential cutoff is R c ϩD c . All the parameters are shown in Table I for easy reference. As pointed out by Wonchoba and Truhlar, 29 although this widely used potential for the H on Cu system is not quantitatively accu-rate, it is rather realistic. As such it is quite sufficient to examine the issues of energy dissipation and the role of excited transition states in the rate calculations.
We use a lattice constant of dϭ3.5818 Å which is obtained by minimizing the interaction potential between a Cu atom and all its neighboring Cu atoms within distance R c ϩD c as done by Wonchoba and Truhlar. 29 This value is close to the experimental lattice constant of 3.61 Å for Cu. Thus the nearest neighbor distance between two Cu atoms on the ͑100͒ surface is aϭd/&ϭ2.5327 Å, and the interplanar distance is d/2ϭ1.7909 Å. We further relax the Cu atoms on the surface, which increases the distance between the first and second ͑100͒ plane of Cu atoms by 0.0267 Å so that the surface Cu atoms are in their equilibrium positions in the direction perpendicular to the surface.
In our calculation, some of the Cu atoms in the lattice are allowed to move, but the rest of the Cu atoms are held fixed at the positions described above to provide a surrounding framework for the mobile Cu atoms. The surrounding set of atoms extends far enough in all directions such that it includes all bulk lattice sites within the cutoff distance of the interaction potential to any movable Cu atom. Thus the lattice is effectively infinite, and any further increase in the lattice of fixed Cu atoms will not have any effect on the movable Cu atoms or the H atom. Figure 1 shows the geometry of the six mobile Cu atoms labeled from 1 to 6 which will be explicitly included in our quantum calculation, together with the two equilibrium binding sites of H denoted as R ͑reactant͒ and P ͑product͒. The surface diffusion process to be modeled in this study consists of the H atom hopping from site R to site P. The saddle point for this hopping process is denoted by S in Fig. 1 . Except where the movable Cu atoms are explicitly specified, the movable Cu atoms are those surrounding the saddle point S with the size denoted as n x ϫn y ϫn z . This indicates that there are n x (odd number)ϫn y ͑even number͒ movable Cu atoms on the odd numbered lattice plane͑s͒, and (n x Ϫ1) ϫ(n y Ϫ1) movable Cu atoms on the even numbered lattice plane͑s͒. In this way, the system is symmetric in both x and y with respect to the saddle point S because there is an a/2 translation in the x and y directions for the even numbered lattice planes with respect to the odd numbered lattice planes. In this notation, these six movable Cu atoms shown in Fig. 1 can be denoted as a 3ϫ2ϫ1 cluster.
In our quantum study, these six mobile Cu atoms are divided into three groups, ͑1, 2͒, ͑3, 4͒, and ͑5, 6͒. For each group of Cu atoms, there are a total of six degrees of freedom. These six individual degrees of freedom are combined into vibrational modes of relative and center of mass motion for each pair as we do for a two particle system. For example, for the ͑1, 2͒ group the original six degrees of freedom are denoted as (x i ,y i ,z i ) (iϭ1,2), measured as the displacements of a Cu atom away from its original given position. The modes of relative and center of mass motions are then defined as 
Diffusion constant
It is well known that with the exception of very low temperatures, hydrogen diffusion on metal surfaces may be viewed as a series of uncorrelated hops by individual hydrogen atoms between adjacent binding sites.
2 At intermediate temperatures when effects of multiple hops are insignificant, the diffusion constant at low surface coverage is given by the uncorrelated hopping approximation as,
where l is the hopping length between adjacent binding sites ͑which is equal to aϭd/& in the present study͒, k hop (T) is the rate constant for hopping which can be calculated from k(T) in Eq. ͑7͒ as,
where g is the symmetry factor or number of equivalent paths from reactants to products for the reaction ͑here gϭ4͒.
To calculate k(T), we choose xϭ0 to be the surface dividing the two unit cells surrounded by the six movable Cu atoms as shown in Fig. 1 . On this dividing surface we construct the transition state wave packets and measure the flux correlation functions. With this dividing surface the system is symmetric with respect to xϭ0 provided we treat the ͑identical͒ ͑1,2͒ and the ͑5,6͒ Cu groups equally. Therefore, we can use Eq. ͑9͒ to calculate the thermal rate constant by propagating the wave packets from 0 to a time t when the time integral of the correlation function is converged. In order to facilitate monitoring the convergence of the time integral, in most cases, we will show the integral of C f f i (T,t) with time,
It is important to note that only when the system is symmetric with respect to the dividing surface, is C f s i (ϱ) directly related to k(T) via Eq. ͑9͒. Otherwise, C f s i (t) is just a notation for the integral of C f f i (T,t) from time 0 to t.
Numerical parameters
The results presented here are for Tϭ300 K except as explicitly specified. The H atom is restricted to the two unit cells surrounding the saddle point where the initial wave packets are constructed as shown in Fig. 1 because we are only concerned with diffusion due to the uncorrelated hops between neighboring unit cells. The range of the z coordinate is ͓1.0,4.8͔a 0 . The number of steps used to propagate a transition state wave packet by ␤/2 varies with the temperature. For Tϭ300 K, 30 steps are used. For the real time propagation, we use ⌬tϭ15 a.u.
III. BEHAVIOR OF C fs ON RIGID AND NONRIGID SURFACE A. Rigid surface
In this subsection, we show the behavior of the flux-flux autocorrelation function on rigid surfaces, including the undistorted surface and surfaces distorted by the presence of the H atom. The undistorted surface is the one constructed in Sec. II. The distorted surface is obtained through minimizing the energy of the system by relaxing the six movable Cu atoms with the H atom placed on the saddle point defining the transition state, or with the H atom placed on the binding site (R) ͑for the reactant partition function͒. One may think that the system is very unsymmetric when we optimize it with the H atom placed on the binding site (R) in the sense that there are four movable Cu atoms to the right of the H atom, but only two movable neighbor Cu atoms on the lefthand side. But, in fact, because the displacement of the ͑1,2͒ and ͑3,4͒ groups to minimize the energy with the H atom placed at site (R) is a factor of ten larger than that of the ͑5,6͒ group, the system is still quite symmetric with respect to the H atom. This distortion affects the reactant partition function.
The coordinates and energy for the H adatom in site (R) and at the saddle point (S) on the undistorted and distorted surface are shown in Table II . As can be seen from the table, the barrier height on the undistorted surface is 0.5075 eV. The coordinates for sites (R) and (S) on the distorted surface are notably different from those on the undistorted surface. However, since both the equilibrium position and the saddle point are changed, the barrier height is only reduced by 0.01 to 0.4975 eV. This barrier height decrease is smaller than the 0.0175 eV shown in Fig. 4 of Ref. 29 because our bare surface described in Sec. II is more relaxed than that used by Wonchoba and Truhlar ͑WT͒. If we do not increase the distance between the first and second Cu ͑100͒ plane by 0.0267 Å, we do get the same decrease of the barrier height of 0.0175 eV. Thus part of the decrease in the barrier height in WT's work is due to the fact that their surface is not fully relaxed initially.
To construct the initial wave packets and calculate the partition function, we solve for the bound state energies on the xϭ0 surface and in one unit cell (y͓Ϫa/2,a/2͔) as shown in Fig. 1 . The bound state energies are shown in Table  II for both undistorted and distorted surfaces. First we can see that for the H atom on the saddle point or on the binding site, the energy for the first excited state is about 0.08 eV higher than the ground-state energy. This indicates that the contribution from the excited vibrational states of the H atom to the flux-flux autocorrelation function or to the partition function is negligible at room temperature ͑where kT is about 0.025 eV͒. We also can see that the relaxation of the surface atoms reduces the lowest transition state energy by 0.03 eV, but also reduces the ground-state energy at the binding site by 0.025 eV. Thus one should not expect that the relaxation of the surface atoms will dramatically increase the hopping rate between the two binding sites.
On the undistorted surface, we carried out two calculations to examine the behavior of the flux-flux autocorrelation function with different boundary conditions in x͓Ϫa,a͔: ͑1͒ without any absorbing potential ͑AP͒; ͑2͒ with absorbing potentials at ͉x͉Ͼa/2. Because the system is symmetric with TABLE II. Coordinates and energies of the H adatom on undistorted and distorted rigid surfaces. The distorted surface is that optimized with the H adatom and six movable Cu atoms shown in Fig. 1. aϭ2. 1917 respect to xϭ0, we only need to propagate the wave packet for tу0. Figure 2͑a͒ shows C f f 0 and C f f 1 without AP for time up to 18 000 a.u. First, we can see that C f f 0 is larger than C f f 1 by about a factor of 25 because the energy for the first excited transition state is about 0.08 eV higher than the ground state. Thus it is conceivable that we only need to propagate a few transition state wave packets to get the thermal rate constant for intermediate temperatures. More importantly, the autocorrelation functions shown in Fig. 2͑a͒ do not decay for times up to 18 000 a.u.; they just keep oscillating around zero. Figure 2͑a͒ also reveals a problem in showing the fluxflux autocorrelation function. We are interested in the asymptotic value of the integral of the flux-flux autocorrelation function with time. But from Fig. 2͑a͒ we can not get any idea what the integral looks like, simply because human eyes are not good at doing integration. In Fig. 2͑b͒ we show C f s 0 and C f s 1 , the integrals of C f f 0 and C f f 1 with time as defined in Eq. ͑14͒. From the figure, we can see very clearly that C f s i (iϭ0,1) rises very quickly from zero up to t ϭ1000 a.u., stabilizes at that value for about 1500 a.u., then begins to oscillate.
The long time behavior of the C f s 0 's is shown in Fig. 3 . Here the partition function Q r is included in C f s 0 to show the value of the rate if it converges. As can be seen from the figure, for times up to 2000 a.u., C f s 0 calculated without an AP is essentially the same as that with an AP. They steadily increase up to 1000 a.u., and stabilize for about 1000 a.u. However, for longer times, the C f s 0 from these two calculations are very different. With an AP placed at ͉x͉Ͼa/2, the C f s 0 decreases slightly at t around 2500 a.u. and then stabilizes. Without an AP, C f s 0 changes with time dramatically, even becoming smaller than zero occasionally. Thus one serious problem for the rigid surface is demonstrated from these two calculations: the hopping rate for such a rigid system actually can not be well defined from the flux-flux autocorrelation calculation because the C f s will not be stabilized without an absorption potential. On the other hand, the absorption potential does stabilize the C f s in a very short time, but turning on the absorption potential is equivalent to invoking the TST assumption that recrossing is not important in this process, i.e., we obtain a stable answer but do not know its validity.
The relaxation of surface atoms to the minimum energy configuration does not alter this picture of C f s . In Fig. 3 we also show C f s 0 obtained on the relaxed but rigid surface without an AP. The temporarily stabilized value for C f s 0 /Q r at t ϳ2000 a.u. for the relaxed surface is about 20% larger than that from the undistorted surface. Since the relaxation of the surface not only reduces the barrier height, but also increases the binding energy, as shown in Table II , the relative energy change is actually quite modest. The long time behavior of C f s 0 on the distorted surface is even less stable than on the undistorted surface with C f s 0 oscillating dramatically. This also indicates that the relaxation of surface makes recrossing easier. Finally, we also show the behavior of C f s 0 /Q r on the WT surface, 29 i.e., the one without the relaxation of the first plane of the Cu surface. As can be seen from the figure, the general behavior of C f s 0 /Q r on the WT surface is very similar to that on our surface. Thus the unstable character of C f s shown in the figure is not caused by the relaxation of the first Cu plane.
The lack of convergence of C f s with respect to time for H diffusion on a rigid Cu surface was observed by Metiu and co-workers, although they did not simulate C f s for such long times. 31 In their study they assumed that the C f s may converge eventually, and approximated the hopping rate by the values of C f s when C f f (T,t)ϭ0. Figure 3 shows that C f s likely will never converge on a rigid surface without an absorbing potential. On the other hand, it cannot be assumed that the stabilized C f s with an absorbing potential is close to the true value. Thus one important issue is to determine how an accurate and converged C f s can be obtained from a flux-flux autocorrelation calculation. Although a thermal system is never static, the time scales for deexcitation and excitation are such that the quantum flux-flux autocorrelation should converge for activated reaction processes in the condensed phase due to damping by the medium. However, we do not know of an example in which this has been demonstrated for a conservative Hamiltonian quantum system. In addition, if one does not want to invoke the non-recrossing assumption for real applications, one still has to find out how fast the energy in the reaction coordinate transfers to the medium, leading to convergence of the C f s .
B. Effects of Cu vibrational modes on C fs
To allow the energy in the reaction coordinate to transfer to the medium, one has to include the motions of the surface in the calculation. Due to the demanding nature of quantum dynamical calculations, however, one must include fewer than ten degrees of freedom for the surface. Thus the first step for us is to find out which surface modes are strongly coupled to the motion of the H adatom, and hence may be effective in dispersing the activation energy of the H adatom. For the six mobile Cu atoms, we carried out three calculations to test the coupling to the H atom motion: ͑1͒ including six modes for the ͑1,2͒ Cu group; ͑2͒ including six modes for the ͑3,4͒ Cu group; and ͑3͒ including six modes for the ͑5,6͒ Cu group. Note that because the flux direction is specified, the pairs ͑1,2͒ and ͑5,6͒ must either be treated together or the time integrations must be run over Ϫϱ, ϱ to get the rate constant. Since here we are only interested in the stabilization of C f s with time, we will only show C f s for tу0. In addition, omit the ͑constant͒ partition function. In each case, we included the three relative motion vibrational modes and the three center of mass vibrational modes defined in Eq. ͑11͒. To monitor the excitation of these Cu modes, we calculated the average vibration quantum number for each mode as a function of time,
where P i is the population of vibration state i for each mode. Thus if the excitation of a mode is low, ͗͘ should be close to zero; ͗͘ will get larger as that mode is more highly excited. The range of the H atom motion is limited to two unit cells as before, because we want to see only how the energy of the H atom can transfer to the Cu motion to stabilize C f s . For each of these Cu modes, we use three to four vibrational states which are obtained from the optimized configuration of the system with the H atom on the saddle point. This guarantees that the ͗͘ for all the modes can be set to zero at tϭ0 when the H atom sits on the saddle point and the Cu vibrations are not excited. Figure 4 shows the C f s 0 from the first calculation, and ͗͘ for the six modes of the ͑1,2͒ Cu pair. From Fig. 4͑a͒ we can see the average quantum numbers are close to zero for times up to 1000 a.u. Then three of the six modes become significantly excited. They are the center of mass mode of the ͑1,2͒ Cu group in the x direction (X 12 ), the relative motion in the y direction (y 12 ), and center of mass mode in the z direction (Z 12 ). The other three modes essentially remain in their ground states. This can be understood easily in a classical picture with the help of Fig. 1 . When the H atom falls from the saddle point, it will move on the yϭ0 plane toward the binding site (R) and get close to the ͑1,2͒ Cu group. The forces from the H atom on the 1 and 2 Cu pair have the same magnitude and direction on the two atoms in the x and z directions, but are opposed in the y direction. Thus in x and z, the H atom pushes the 1 and 2 Cu atoms in the same direction, exciting the center of mass motions, but in the y direction relative motion is excited.
The effect of these surface modes on C f s 0 can be found in Fig. 4͑b͒ . C f s 0 behaves here exactly the same as on the rigid surface shown in Fig. 2͑b͒ when tϽ2500 a. u. Then C f s 0 decreases, reaching zero at tϭ5000 a.u. and becoming more and more negative after that. This dramatic difference between this C f s 0 and that on the rigid surface clearly shows that the motion of the Cu atoms alters the behavior of C f s significantly. In this case, we can explain the behavior of C f s as follows. When the transition state wave packet is propagated from the saddle point, it bifurcates into two pieces, one to binding site (R), the other to site ( P). The ͑1,2͒ Cu pair has little effect on the portion of the wave function moving to site ( P). Hence this portion will move as on the rigid surface: crossing the well to hit the ͑5,6͒ pair, and returning to the saddle point without losing any energy. However, the portion of the wave function moving to binding site (R) has a strong interaction with ͑1,2͒ Cu modes. It will lose some energy to the ͑1,2͒ Cu pair and then move back toward the saddle point. As a result, it is easier for the portion of the wave function which initially moved toward the site ( P) to recross the saddle point. The overall process results in negative flux because there is more recrossing from the ''P'' portion than the ''R'' portion. From this analysis, we can predict that the C f s 0 will get larger and larger if we only include the ͑5,6͒ Cu pair in our calculation. This is demonstrated in Fig. 5 . As we expected, the C f s 0 steadily increases from tϾ2500 a.u. The behavior of ͗͘ for these modes is also very similar to that from the previous calculation with the ͑1,2͒ group included as shown in Fig. 4 . Figure 6 shows the behavior of C f s 0 and ͗͘ for the six modes when the motions of the ͑3,4͒ Cu pair are included. The average quantum numbers shown in Fig. 6͑a͒ are somewhat different from those in Figs. 4͑a͒ or 5͑a͒ since they are the unique ''transition state pair.'' Here the excitation of the Cu pair in the x direction is very mild compared to that in the previous cases because in the propagation the thermal wave packet bifurcates, after which the ͑3,4͒ Cu group experiences equivalent forces from Ϯx. The coupling between the H atom and the z direction motion of the ͑3,4͒ Cu group is strongest. Not only does ͗͘ for the Z 34 mode change dramatically with time, but also that for the z 34 mode increases steadily to 0.18 when tϭ12 000 a.u. As pointed out in the previous subsection, the initial relaxation of the surface facilitates recrossing. Inclusion of the ͑3,4͒ Cu pair in the dynamical calculation allows the surface to relax, hence it makes recrossing more prominent. This is seen in Fig. 6͑b͒ , where C f s decreases significantly as time goes on, although there is energy exchange and less recrossing than shown in Fig. 3 for the rigid but relaxed surface.
This information now permits us to choose the most important Cu vibrational modes to include in the full dynamical calculation. We pick 8 out of the 18 surface modes according to the magnitude of their coupling to the motion of the H atom. From Figs. 4-6͑a͒ , Z 56 modes are good candidates. The final simulations were carried out with these 11 degrees of freedom ͑8 surface modes plus 3 degrees of freedom for the H atom͒ included. Each calculation takes about one week of CPU time on a Digital 600 au personal workstation with 1.5 GB memory with a speed of about 200 Megaflops. Figure 7 shows the C f s 0 and the average quantum numbers for these eight modes included in the full calculation as a function of time. Also shown in Fig. 7͑b͒ is C f s rr ͑here rr refers to relaxed rigid surface͒, which is the C f s 0 on the relaxed rigid surface shown in Fig. 3 with a zero-point-energy correction for these eight surface modes, i.e., rr behave in the same manner: going up quickly and becoming stable for some time period. Then we see increasing oscillations of C f s rr which even leads to negative C f s rr values when tϭ10 000 a.u. In contrast, C f s 0 is much more stable over the whole time period up to tϭ12 000, with only a small drop of about 10% at t around 6000 a.u. Thus it appears that the C f s is stabilized for a substantial period by transferring energy from the H atom to surface vibration modes. In this case the hopping rate can be well defined in contrast to the rigid surface calculation.
Another striking point shown in Fig. 7͑b͒ is that for short times up to about tϭ2000, C f s rr and C f s 0 are not only qualitatively close to each other, but also agree with each other quantitatively. The first stable value of C f s rr is only 2% larger than C f s 0 at tϭ1500 a.u. This implies that for short times the Cu vibrational modes merely have a zero-point-energy effect on C f s , since Eq. ͑16͒ just corrects for this zero-point energy. However, for longer times, the Cu vibrational modes damp the translational energy of the H adatom and stabilize C f s . In particular for this system, the recrossing rate is actually so small as to be unimportant. As a result, the rate constant is dominated by the short time behavior of C f s , which is very close to that of C f s rr . In other words, for this system we can use the temporarily stabilized C f s rr on the relaxed rigid surface at short times to accurately estimate the converged C f s at long times when there is sufficient damping from the Cu modes. However, we emphasize this is a result of the calculation, and is not imposed on the solution by an arbitrary absorbing potential.
IV. INITIAL VIBRATIONAL EFFECTS, SHORT TIME BEHAVIOR AND A NEW QTST

A. Initial vibrational state dependence of C fs i
The H atom dynamics from the transition states for this system is quite direct, with the adatom ''falling off the saddle point'' and becoming trapped in the product well. We now ask about the effect of initial excitations of the Cu modes which are thermally accessible. Table II shows that the vibrational frequencies for the H atom either on the saddle point or on the binding sites are about 0.08 eV, which is much larger than the thermal energy. Thus only the ground transition state of the H atom is important. However, the vibrational frequencies for the Cu surface modes are about 0.02-0.03 eV, which is comparable to thermal energy and thus will contribute to the thermal rate constant. When there are a number of surface modes included in the calculation, the total number of transition states which contribute to the hopping rate will be quite large. For example, with six surface modes included, there are about 25 transition states with energy smaller than 0.05-0.06 eV with respect to the ground transition state energy, and this number increases extremely rapidly with energy. Therefore in the standard TSWP approach, one should propagate each of these wave packets to converge the hopping rate, and determine the diffusion constant. Obviously, this makes the calculation difficult ͑or at least very time consuming͒.
The solid lines in Fig. 8 show the C f s i (iϭ1,8) from 11d calculations with one quantum of excitation included in each of the eight surface modes. One striking point is that the short time behavior of these eight lines is extremely similar except for the differences in their magnitudes. This implies that they may differ by only a constant factor during their short time behavior. Since the C f s i are thermally averaged flux correlation functions, this suggests that the differences between them may be due to Boltzmann factors. To check this we multiply C f s 0 by a factor,
where ⌬E i is the excitation energy for each initial excited state with respect to ground-state energy. These first eight excited states are just the first excited state for each mode included. The resulting values are plotted on Fig. 8 as open circles. As can be seen from the figure for short times up to tϭ2000 a.u., the following approximation holds very well:
This says that the initial low energy lattice motions basically do not affect the dynamics of the H atom motion or energy dissipation for short times. For longer times the approximation still holds quite well, suggesting that an accurate rate constant can be constructed from C f s 0 together with the Boltzmann factors f i . We present this new quantum transition state theory below.
B. A new quantum transition state theory
The fact that Eq. ͑17͒ holds well for the first excited states of the transition state is interesting. It suggests that lattice excitations, while required for dissipation of the transition state energy, do not affect the initial dynamics of the H atom as it leaves the transition state. This permits us to write a new transition state approximation in which the quantum dynamics must be determined accurately only for the ground transition state. This information is then used with the proper Boltzmann factors to generate the contributions to the rate constant from excited transition states as shown in the following derivation.
If Eq. ͑17͒ holds for all the excited transition states, then we can rewrite Eq. ͑7͒ as
where Q ‡ is the transition state partition function ͑i.e., on the dividing surface͒, given as
and E zpe ‡ is the zero-point energy for all the degrees of freedom included in the calculation at the transition state. In this case, it includes the zero-point energies for surface modes and hydrogen modes. Since E zpe ‡ ϭE 0 ϪV ‡ , where E 0 is the ground-state energy of the transition state and V ‡ is the potential energy at the saddle point ͑rather than using E A since it does not include zero-point energies͒, Eq. ͑18͒ can be rewritten as
where k TST is the standard rate constant expression from transition state theory with quantum partition functions, and is the quantum transmission factor defined as
One important point is that the degrees of freedom included in the calculation of or C f f 0 are not necessarily the same as those in the partition function calculation. However, the degrees of freedom included for the partition functions on both the saddle point (S) and on the binding site (R) must be the same. This permits cancellation in Eq. ͑20͒ of ''spectator'' degrees of freedom between the partition functions in the numerator and denominator. In addition, the E 0 in Eq. ͑21͒ should be the energy of the ground transition state from which the C f f 0 is calculated. The value of is a measure of the significance of quantum effects. At high temperatures, is expected to be close to unity, as quantum effects should be unimportant. However, it should be substantially larger than unity when the quantum effects ͑tunneling͒ are important. To calculate , one requires a converged C f s as shown in Eq. ͑21͒. Thus rigorously speaking, we should calculate from C f s 0 with a large number of Cu modes included as shown in Fig. 7 . However, for this system a further simplification is possible. We have learned from Fig. 7 that the accurate C f s 0 can be estimated from the C f s rr on the rigid relaxed surface. Hence we can estimate from C f s rr based on the fact shown in Fig.  7 that the recrossing is not important for this system and we can use the temporarily stabilized value of C f s rr on the rigid surface to estimate the accurate C f s . Table III shows the value of calculated for the undistorted and two relaxed rigid surfaces. The number of Cu atoms included in relaxed rigid surfaces is 3ϫ2ϫ1 and 9 ϫ8ϫ2. First, we can see that is significantly larger than 1 only for temperatures lower than 200 K. Second, the relaxation of the surface has little effect on , in particular for high temperatures. Table III also shows given by WT by using the centrifugal-dominant, small curvature semiclassical adiabatic ground-state ͑CD-SCSAG͒ approximation. 29 The values of CVT/G are obtained by taking the ratio of their chemical vapor transport ͑CVT͒/CD-SCSAG rate constant and their canonical variational transition state ͑CVT͒ rate constant. As can be seen from the table, the CD-SCSAG approximation significantly overestimates the values of . This makes the CVT/CD-SCSAG rate constant less accurate than that from the CVT calculation, as we will show in the next subsection.
Finally, one should note that in this formalism, additional initial transition states may be included by calculating C f f i for these states in addition to the ground transition state. One then simply removes the contributions from these states from Q ‡ , and adds them as separate contributions to in Eq. ͑21͒. Note, however, that this makes it impossible to factor the accurate quantum rate as the product of a classical TST rate and quantum correction as shown in Eq. ͑20͒.
We note that similar QTST methods have been proposed earlier by Garrett et al., 47 and in related work by Bowman, Lee and Walker 48, 49 using adiabatic shifts to include excited transition states. In our work, by contrast, the quantum dynamics is done in the full dimensionality required to calculate C f s 0 accurately, then the contributions of the excited transition states are included by using the Boltzmann factors for the adiabatically distorted modes of the transition state.
C. QTST rate constant and comparison to work of WT
We use the new QTST theory to calculate the hydrogen hopping rate in the 120-600 K temperature range where multiple jumps are not important to diffusion. There are two parts in Eq. ͑20͒, k TST and , and they can be calculated separately with different degrees of freedom included.
Based on the results shown in Fig. 7 , the short time value of C f s 0 from the 11-dimensional calculation only differs by about 2% from the ZPE corrected C f s rr on the relaxed rigid surface, and the converged rate constant is dominated by the short time behavior of C f s because the recrossing is unimportant for this system. We can thus approximate accurately by using the relaxed rigid surface calculation.
However, for k TST , one needs to calculate the quantum partition functions on sites (R) and (S), converged with respect to the number of Cu atoms included. It is not trivial to calculate these partition functions accurately once there are so many degrees of freedom included. The most common method is to use the harmonic approximation. One can also use the quantum Monte Carlo method as proposed by Metiu and co-workers. 50 In Table IV , we show the frequencies of the ͑1,2͒ Cu atoms and the H atom on the saddle point obtained from the eight-dimensional ͑8D͒ bound state calculation. The corresponding harmonic frequencies shown in the table are obtained from the relaxed configuration of the ͑1,2͒ Cu atoms and the H adatom. As we can see from the table, the harmonic approximation only works well for the Cu modes. For the H modes, the harmonic approximation is poor because of the anharmonicity of the potential. We also can see that the H frequencies obtained from the 8D calculation are very close to those obtained on the rigid surface with the ͑1,2͒ Cu atoms relaxed. This suggests that the Cu vibrational modes can be treated by the harmonic approximation, while for the H atom modes we should use the accurate bound state energies on the relaxed rigid surface.
To calculate the partition functions on the saddle point (S) and the binding site (R), we first perform an energy minimization with respect to positions of the H atom and a number of the Cu atoms. Then we calculate the Cu harmonic frequencies for the minimum energy configuration. Finally we fix the Cu atoms at their minima and solve for the bound state energies of the H atom.
We include the n x ϫn y ϫn z Cu atoms surrounding the saddle point in the partition function calculation. First we use n z ϭ1, and increase n x ϫn y in steps from 3ϫ2, 5ϫ4, 7ϫ6 to 9ϫ8. Table V shows that k TST is very well converged by n x ϫn y ϭ9ϫ8. Then we fix n x ϫn y as 9ϫ8 and increase n z . k TST increases substantially when n z is increased from 1 to 2. However, further increase of n z has a negligible effect on k TST . As can be seen from the table, for low temperatures, inclusion of the Cu modes considerably increases k TST . For high temperatures, the effect of the Cu modes on k TST is minor.
We now compare the hopping rate from our new QTST with that of WT, 29 since we used the same potential and lattice constants for the system. Although the surface used by WT initially was not fully relaxed, WT converged their results by including more Cu atoms. Thus the results of the two studies should be comparable. However, Table V shows that our k TST differs from the CVT rate of WT by about a factor of 2. This mainly comes from the difference in frequencies of the H adatom used in the calculations because WT used the harmonic approximation. In addition, our relaxation procedure is more systematic and complete, which may 
V. CONCLUSIONS
In this paper we have investigated the quantum dynamics of diffusion of an H atom on Cu͑100͒ in the uncorrelated hopping regime at temperatures in the 120-600 K range. The realistic potential developed by Wonchoba and Truhlar was used, together with the transition state wave packet approach using the flux-flux correlation function formalism for the rate constant.
We found that ͑a͒ the inclusion of eight degrees of freedom of the surrounding surface Cu atoms is sufficient to damp the ͑spurious͒ recrossing of the transition state surface in order to converge the correlation expression and determine the rate constant; ͑b͒ approximately the same result is obtained with a rigid surface if an absorbing potential is used in order to suppress recrossing; ͑c͒ the same result is obtained from the dynamics on the rigid surface if the correlation function is truncated at the time it first approaches zero; and ͑d͒ the correlation functions for different initial surface excitation modes are proportional over the important short times to the correlation function for the ground transition state. The proportionality constants are the appropriate Boltzmann factors. These facts permit us to write a new and accurate quantum transition state theory for this system, using the accurate dynamics of the ground transition state to determine a quantum transmission coefficient, , and the relaxed surface configuration to determine the reactant and transition state partition functions. We demonstrate using these accurate QTST results that the classical CVT results of Wonchoba and Truhlar 29, 30 are more accurate than their quantum corrected CVT/CD-SCSAG results.
There is a question, of course, of the applicability of these results to other systems. The H-Cu system has some characteristics of H atom transfer reactions, i.e., it is characterized by high frequency modes of the H atom which is hopping and low frequency modes of the Cu surface substrate. This is characteristic of a large class of reactions for which quantum dynamics are important since the transfer of heavier atoms will be treated classically and there are usually low energy bending and vibrational modes in reactions between larger moieties. Second, as pointed out above, the effects of initial excitation of additional internal modes can be added one at a time ͑by additional TSWP calculations͒ and the modification of the QTST rate constants due to them can be examined. Presumably, additional initial transition states can be added until satisfactory convergence is reached. In this sense the new transition state theory is completely flexible and can lead to exact results ͑with enough work͒. It does, however, provide a systematic way of including both the effects of frequency changes between reactants and the transition state and the quantum dynamic ͑tunneling, etc.͒ effects for the lowest transition state, and then adding the quantum dynamics of higher transition states as required.
We hope this approach can be adapted to reactions of larger systems in both the gas and condensed phases.
Note added in proof. Finally, we note that the effect of surface atom motion on surface diffusion was also investigated by Jaquet and Miller 51 in their path integral study of diffusion of Hydrogen atoms on a W͑100͒ surface. They found that surface atom motion increases the rate of H-atom tunneling from one stable site on the surface to another. 
