Abstract-Network speeds are increasing and processor core counts rise while processor clock rates stagnate. This has led to both packet processing applications distributing their workload over several cores and to the virtualization of physical systems also using multiple cores. However, these two concepts are at odds with each other as both must take full advantage of multi-core systems for desirable performance.
I. INTRODUCTION
Network speeds have increased to 10 Gbps and with the IEEE 802.3ba standard approved [14] it may not be long before 100 Gbps networks are deployed in an enterprise setting. Meanwhile, in commodity CPUs, processor frequency scaling has been replaced by processor core scaling. Networking appliances have taken advantage of multi-core processors by distributing the network load to several processor cores on commodity servers to keep pace with the demands of a modern network. However, this proliferation of processor cores has also enhanced another factor: virtualization.
Virtualization allows several logically distinct computing appliances to exist on a single physical piece of hardware. Instead of having a physical machine dedicated to a firewall appliance and a second machine for an intrusion detection appliance, a network administrator can purchase a single physical machine and instantiate two virtual machines (VMs) on that physical hardware. As processor core counts rise from 8 to 48 and beyond, server consolidation becomes practically unavoidable as it makes financial sense and improves resource utilization.
However, if we couple the trend of distributing network processing over multiple cores with the trend of virtualizing network appliances the outcome may not be as good as expected. To understand this problem better we configured a physical machine to receive and to process packets of several sizes using various packet capture methods. We then repeated the same experiments on a VM. Concretely, this paper makes the following contributions:
• A clear explanation of an experimental design that can be used to evaluate network processing workloads in a virtualized environment.
• The results of a controlled, multi-factor experiment that suggest the following guidelines: single-core 10 Gbps performance is sustainable on bare-metal for maximum sized packets on 2.2 GHz processor, guest operating system throughput can achieve about 1 Gbps without specialized software, and on bare-metal a kernel module can outperform state-of-the-art user-space receive methods.
• A discussion of future directions in virtualized networking research.
II. VIRTUALIZATION BACKGROUND
Most modern Intel and AMD processors have an extended instruction set that enables hardware virtualization support (VT-x [15] and AMD-V [5] ). With support enabled the processor can execute an instruction that puts the processor into a special 'unprivileged' mode of operation. In this mode, if the instruction stream takes an action that would normally cause system state (special purpose registers, access special memory regions, etc.) to change a trap exception is generated. This trap exception fills out the reason for the trap in shared memory between the guest and the host and allows the host to take control of the processor. Since the host runs in 'privileged' mode it can modify system state, emulate, and process the reason the guest operating system caused the trap.
In a performance critical piece of software, like a highspeed network device, this trap-decode-emulate cycle can take too much time. To help alleviate this burden, a special type of device driver has been created called a "paravirtualized driver."
Paravirtualized drivers are a step towards achieving higher performance in virtual machine I/O. Both Xen [18] and KVM's virtio [25] drivers are paravirtual. This means that instead of the host system emulating a complete network device-typically Realtek's RTL8139-it provides a softwareonly device driver optimized to run in virtual environments. The virtio driver presents an interface to programmers who then can implement arbitrary devices that interact with the guest system. The virtio network driver uses a simple two queue system (transmit and receive). However-as we will see in this paper-there are problems when the driver is heavily loaded as the notification system between the host and guest is "primitive" [25] .
III. EXPERIMENTAL DESIGN
One goal of this paper is to provide a clear performance baseline for future studies. This section explains our system configuration, testing infrastructure, and our experiments.
A. System Configuration
In both the bare-metal and virtual environment this study uses Linux kernel 3.2.1 to stay present with the mainline kernel. The kernel is configured to enable KVM, KVM support for Intel processors, and virtio paravirtualization driver support [25] settings. Our specifications are summarized in Table I and detailed below.
The bare-metal system uses CentOS 5.4 with the custom kernel described above. Virtualization support is provided by KVM [4] (distributed with the kernel) and uses libvirt [2] (version 0.8.2) as the virtualization controller. The virtual machine (VM) uses CentOS 5.5 with the custom kernel version described above.
The physical hardware contains two Intel Xeon E5520 quad-core processors with VT-x enabled and hyper-threading disabled giving us eight physical cores that can use hardware accelerated virtualization. Each core has a clock rate of 2.27 GHz, a private L2 cache size of 256 KiB, and a processorshared L3 cache size of 8 MiB; total system memory is 12 GiB. Unfortunately, our processor does not have I/O MMU virtualization (VT-d) available, preventing us from performing experiments using the PCI single-root I/O virtualization (SR-IOV) standard [21] .
Attached to the physical hardware are two networking devices. The first device is a Broadcom NetXtreme II 1 Gbps network card that is used purely for control messages (SSH sessions, start/stop commands). This connects to a 100 Mbps control network and uses the bnx2 driver. The second device is an Intel 82599EB 10 Gbps network card and is used purely for the generated data traffic described in Section III-E. This network card is connected to a 10 Gbps data network and has MSI-X [22] , VMDq [7] , and SR-IOV (though again our chipset does not support SR-IOV). Linux kernel 3.2.1 ships with the ixgbe driver version 3.6.7-k which we use for our experiments, unless otherwise noted.
During our virtualization experiments, the VM is configured with four virtual processors that use hardware virtualization (thus they also have a clock rate of 2.27 GHz), but certain "privileged" operations will be emulated by KVM. The VM is configured with 6 GiB of memory. As with the physical hardware, the VM has two network cards. The first device is a fully virutalized Realtek RTL8139 network card (the default virtual network card for most hypervisors). This card is connected to the control network, so its performance does not matter. The second device is the Qumranet Virtio network device connected to the data network. As mentioned in Section II the "virtio" driver is paravirtualized and is limited only to the amount of data that the processor can share between the host and guest systems.
Physical to virtual bindings can be seen in Figure 1 . CPUs that are even numbered exist on the first physical processor; similarly odd numbered CPUs exist on the second physical processor. Thus, the four virtual CPUs at the top of the Figure are all bound to a single physical processor. The physical network card uses receive side scaling (RSS) to distribute incoming frames over distinct queues. Since experimental traffic is destined for a single machine, all receive queues have interrupts bound to cpu7 to prevent inter-processor interrupts. Our use of a single core is due to the fact that the software only supports a single core (though work is on-going to remove this restriction). Though we note that, in a VM setting, the number of available cores will likely be limited by the number of virtual appliances. Additionally, for the applications studied, the speed-up from using multiple cores should be near linear in the number of cores as each packet is independent from one another (TCP may decrease the speed-up factor).
Virtual networking uses a bridged host network. Simply put this creates a software switch ("bridge") in the host operating system that is connected to both the host data interface and to the guest data interface. This gives the virtual data interface a logically direct connection to the control and data networks. The breakdown of receiving a packet on a bridged network can be seen in Figure 2 . Traffic that is destined for the VM must go through the host system's bridge code before being pushed through a virtual network device for reception in the guest system.
B. Testing Infrastructure
All tests are performed using the Open Network Laboratory (ONL) [31] . ONL enables us to test the system in a reproducible fashion without unknown external factors.
Generating packets at 10 Gbps without specialized hardware is challenging, though easier than receiving packets at the same rate. To ensure there are enough packets for the system-undertest (SUT) to receive, we use a 10 Gbps network switch to aggregate multiple Linux kernel packet generators [19] , as can be seen in Figure 3 . Further details of packet generation are discussed in Section III-E.
Experimental runs are completely automated once the ONL topology for the experiment is loaded. For each packet capture method the software is built and processing is started on the SUT, then the packet generators are started. During the run, every 10 seconds the average throughput for that interval is emitted to a log file. On the completion of a test the packet generators are stopped, the packet processing software is stopped, the log file is gathered and stored in a unique file on a centralized host, and then the SUT is rebooted. Performance data is processed post facto.
C. Packet Processing Methods
One factor of interest to us is the differences between various software packet processing methods on bare-metal and virtual machines. As such, we have selected a kernel-space based packet processing method and two user-space packet processing methods. For the kernel-space packet processor we are using the Passive Network Appliance (PNA) [26] . The PNA was developed to enable fast processing of packets on commodity hardware and handles a load of about 1 Gbps in an operation setting. It supports 'null' monitoring-capturing a packet, but performing only header field extraction-and 'flow' monitoring-capturing a packet and inserting its features into the hash table.
For the user-space packet processing methods we use the Linux standard PF_PACKET capture method and Fusco and Deri's PF_RING capture method [12] . In both cases a userspace version of the PNA software was built to keep difference between the kernel-and user-space versions minimal (e.g., the kernel-space version operates on the sk_buff structure while the user-space version uses parameter passing). With the processing code in place, the differences between all three implementations lies solely in the interactions with the device driver and kernel networking stack.
Since PF_PACKET is the default kernel implementation, we use the ubiquitous libpcap library (version 1.1.1) to capture packets [1] . During packet processing, the PCAP callback handler passes the packet data and true packet length to the user-space PNA software for processing.
For PF_RING based processing, we use the pfring library distributed with the sources [10] . As with the libpcap, the pfring library provides a callback handler that passes in the packet data and length which we simply pass on to the userspace PNA implementation.
Since the PF_RING kernel module supports a mode of direct access to the network card ("transparent_mode=2") it ships with a modified version of the ixgbe driver, so the bare-metal PF_RING experiments use this modified driver based on the 3.6.7 version. In the virtual experiments, there is no specialized driver and PF_RING must use the default mode of operations.
D. Operating System
We are also interested in how bare-metal performance compares to VM performance. We have previously mentioned the hardware specifications for our bare-metal system and that we are using the KVM hypervisor for our virtual platform in Section III-A.
Beyond the specific configuration of the VM, there is a distinction between types of virtual machines [13] . KVM is defined as a "type 2" hypervisor, meaning that the host operating system boots as it normally would and the hypervisor (or virtual machine montior) is contained within the host system, as seen on the right of Figure 4 . This type also includes products like Oracle's VirtualBox [20] . The other method of virtualization is a "type 1" hypervisor where the hardware is directly controlled by the hypervisor which starts a special host operating system to interact with the hardware, as seen on the left of Figure 4 . Xen [9] and VMware's ESX/ESXi [29] are examples of this hypervisor type.
E. Experiments
Beyond the three packet processing methods and two platforms we are testing, the other factors we have varied in our experimentation are: amount of processing to be done, input packet distribution, and input packet size. Table II shows a summary of all our experimental factors and their levels. Section IV presents our evaluation of these factors.
To vary the amount of processing done we use both a "null" monitor and a "flow" monitor. The null monitor is simple. It allows the Linux kernel to do the smallest amount of processing needed to deliver the packet to our processing stage. Then we log the packet length, decode some packet header fields, and discard the packet. The flow monitor performs all the above steps and additionally inserts the flow features into a d-left hash table (d = 2) [30] . We define a flow record as the fivetuple consisting of the source and destination network address, transport protocol, and source and destination transport port numbers.
Since our goal is stress testing the packet processing methods, we are interested in the difference between a heavy, but computationally simple load and a heavy, but computationally intense load. This is done by using two flow distribution types: 'single' and 'multi.' The 'single' flow distribution maintains the exact same flow five-tuple for every packet sent to the system-under-test. In the flow monitor example this means that every packet will hash to the same table entry, update the feature counts, and finish processing. The 'multi' flow distribution makes every packet received by the SUT distinct, so each packet belongs to a different flow five-tuple. Specifically, each pktgen instance generates packets using a separate network address range and a port combination the does not repeat until over four billion packets have been send by that host. Since a 10 Gbps network can only send a maximum of 14.8 million packets per second, this ensures each packet belongs to a different flow.
Many modern network cards (including ours) implement TCP segment offloading which allows the hardware to coalesce packets in the same TCP flow before sending them to the operating system. To avoid any chance of this influencing our experiments the packets we generate are all UDP packets, so there is no point at which the hardware or software can try to artificially improve performance.
Our final factor is the input packet size. Again, since we are stress testing the system we want to know how it performs in different situations. For the input packet sizes we have selected 64 (min), 256, and 1518 (max) byte sized packets. Note that generating 64 byte packets at high rate on commodity hardware does not saturate the 10 Gbps link; however, each packet generator instance is capable of generating approximately 600 Mbps of traffic and the aggregation of that gives an input rate of 3 Gbps which is much higher than the SUT can handle in that scenario.
IV. EVALUATION
To evaluate our system, we use a full factorial design with the five factors at each of the levels listed in Table II [17] . Each experiment is replicated five times with each replication running for 240 seconds. The system-under-test is rebooted after every test to ensure any residual state is cleared out prior to beginning the next test. Throughput samples are taken every 10 seconds with the first two and last two discarded as they may include samples taken before all the packet generators have warmed up or cooled down. Some replications have fewer data points if the system-under-test does not reach a stable state when testing began (i.e., the system does not finish booting in time).
The main packet processing in all experiments is bound to a single core in both the bare-metal and virtual machine runs. However, each machine does have other cores available that idle most of the time and can perform whatever bookkeeping tasks that the operating system needs to run (e.g., control network connections for data collection). As mentioned before, we use only a single core in this study and we believe using all eight cores should improve results for both experiment types, but in the VM experiments even with eight cores the results would still be unimpressive.
Our first set of experiments determines the bare-metal performance of our platform. Figure 5 shows the throughput values for this set of experiments. Though not shown on the graph all the 95% confidence intervals are all within 20% of their respective averages and most are withing 5%. This clearly shows very poor throughput performance in the minimum sized packet case with the PF_PACKET capture method at 330 Mbps, below both PF_RING (391 Mbps) and the PNA kernel module (1056 Mbps) in the null monitor case at this packet size. In the flow monitor case none of the methods showed strong statistical significance in their differences.
While we have not been able to confirm the reason, we believe the inversion between the single and multiple flow distribution in the PF RING experiments is caused by an interaction between PF RING channels and the ixgbe driver queues. Because all packets match the flow-tuple they will land in the same driver queue and they should also land in the same PF RING channel, however the channel may not be expecting this type of flow distribution causing it to drop more packet in this non-standard case.
As packet sizes scale up to 256 and 1518 bytes per packet the PNA kernel module is within 200 Mbps of line rate in all cases. This means that time it takes to receive a maximum sized packet is longer than the time it takes to insert the flow record into our hash table.
Our next set of experiments looks at the performance of VMs in packet capture, the results of which are shown in Figure 6 . To better show the details, the y-axis of Figure 6 only goes to 1400 Mbps instead of 10,000 Mbps as used in the bare-metal results. Unfortunately, in all cases the throughput results are so small that there is no statistically significant difference among the points. Even the "best" performing method (PF_RING with 1518 byte packets and a single flow), which has an average throughput of 1306 Mbps comes with a 95% confidence interval of ∓846 Mbps! Thus, in all cases in the VM experiment, there is no statistically significant difference among each of the experiments. This result demonstrates the complexity of virtualization. As shown earlier in Figure 2 and discussed in Section III-A when a packet is destined for a virtual machine it must first be received by the host operating system, processed through a software bridge, pushed to the hypervisor, and then pulled into the kernel of the guest operating system, at which point several of the packet reception stages occur a second time. Even with the paravirtualized virtio-net driver used by KVM, the packet still must be received by the host, pushed into the user-space virtio driver then shared with the guest system. Though the implementation is different, Xen uses a similar system for paravirtualized networking. Figure 7 shows the actual packet rates for both the baremetal and virtual machine experiments. For reference Table III shows the maximum kilopacket per second values expected at 10 Gbps and 1 Gbps for the three packet sizes used. We only label the highest performing VM experiment, but recall that there is not a statistically significant difference between any of the VM experiments.
This figure clearly shows that the host operating system is failing to deliver packets at a rate that is even close to proportional to the input rate with each packet size showing a rate between 70 and 140 kpps. The bare-metal number also show that, at 10 Gbps, between 64 byte and 256 byte sized packets there is also a processor performance bottleneck. In most cases while as the packet sizes scale up to 1518 bytes the system can perform at or near network speed.
V. DISCUSSION
During our experiments we found several interesting pieces of information. First, the Linux kernel version can have a major impact on performance. Though not shown in any of our results, older kernel versions brought our maximum bare-metal throughput down to about 2.5 Gbps. This is our prime reason for keeping the kernel up-to-date. Similarly, the actual device driver used in the kernel can have a major effect. When using the ixgbe 2.0.62-k2 driver distributed with Linux kernel 2.6.34 we had peak performance numbers of 2.5 Gbps (as stated above), but moving to the ixgbe 3.6.7 version improved our throughput to about 5 Gbps.
We also observed that our initial scheme of binding all receive interrupts to cpu7 and binding the virtual packet processor to vcpu3 (which is also bount to cpu7) resulted in throughput performance in the 10 Mbps range (for 64 byte packets). We believe this to be caused by contention on the CPU between the host operating system using Linux's "New Application Programming Interface" (NAPI) to poll for packets and the guest operating system also using NAPI to poll for packets (or disabling and reenabling interrupts through the trap-decode-emulate cycle of virtualization). As such we put the host receive and address space switching portion on one CPU and the actual guest packet processing on a second CPU. While technologies such as SR-IOV should help by reducing the host operating system's burden, this is still an area that should be explored.
Lastly, to help understand why the VM performance was as poor as shown, we attached oprofile to the host kernel to see what it spends the most time doing [16] . oprofile is designed to be low overhead (claiming 1-3%), though results may still be skewed. Using the host system, measurements are taken while the CPU was actively processing ("CPU_CLK_UNHALTED"). On the host processor core that is bound to the receiving network card, the profile shows the kernel spends most of its time determining what to schedule, interrupt handling, switching to the virtual CPU, and polling the ixgbe device. On the host processor that is dedicated to packet processing, significant time is spent switching to the virtual CPU, some interrupt handling, and memory copying. For the virtual processors, oprofile does not have access to the proper CPU counters and a non-hardware timer mode must be used instead, further skewing results. On both the processing core and the receiving core, must time is spent in interrupt handlers, polling, and other I/O functions.
As will be discussed in the following section, Dong et al. have begun exploring the interrupt emulation path for SR-IOV aware systems [11] . We believe this to be an important aspect of high-performance virtual systems as interrupts are frequent and modify system state, meaning they must frequently take the trap-decode-emulate path. However, we also believe that there is interesting work to be done in more fairly scheduling or dispatching VM execution to improve I/O performance in these situations. Hardware support for such systems may be in the near future, but the software aspects of interrupts should still be further explored to reduce unnecessary overheads.
VI. RELATED WORK
Recent papers have looked at both network virtualization and improving the performance of network processing in a virtual environment. Note that these are distinct ideas. "Network virtualization" research turns the physical network into a software definable network for administrative purposes. These proposals have consequences in virtual machine network performance because they provide more direct methods of capturing packets for processing [8] [23] [28] . Our goal is to achieve high performance networking in virtual machines; network virtualization's goal is to better use network resources.
In the area of high performance networking in a virtual environment there are proposals focused on improving the path from initial frame reception to final processing on the VM. Prior to Intel and AMD providing a virtual execution environment, Sugerman et al. explored the use of VMware Workstation's Virtual Machine Monitor [27] . Their work explores handling I/O devices on a 733 MHz processor with a 100 Mbps network. The analysis focuses on the transmit side, though "TCP receive yields similar results and conclusions" [27] . Their results show host side processing overhead consumes most of the time during packet transmission. VM performance matches native performance if the processor is sufficiently powerful and data sizes are exceed 512 bytes.
A later document by VMware evaluates the ESX and ESXi hypervisor in a 10 Gbps network environment [3] . This paper focuses on the packet processing performance for 1518 byte frames and jumbo (9000 byte) frames. At these packet sizes they are able to achieve 5.4 Gbps in a single virtual machine. Aggregating the throughput of multiple VMs allows them to achieve network speeds of 9 Gbps. Unfortunately, due to resource constraints we were not able to test their platform.
Hardware techniques to aide in virtual machine performance exist in the form of Intel's Virtual Machine Device queues (VMDq) [7] . VMDq allows the network card to maintain multiple hardware queues with separate interrupt request line to the processor (which can be tied to a specific core). This prevents the network card from raising an interrupt on one core, running through the software bridge code, and then raising an inter-processor interrupt to the core running the VM. This moves the software switch to the network card, however the host operating system still handles the interrupt, some amount of packet processing, and moving the packet from host virtual address space to guest virtual address space.
More recently memory chipsets and the PCI bus have added virtualization support with the I/O MMU and single-root I/O virtualization (SR-IOV) [21] . These technologies allow I/O devices to provide performance critical PCI bus access directly to the VM and enable the I/O MMU to be aware of the guest's address space. Combining these allows a guest operating system to directly interact with the network card by providing it with DMA addresses in its virtual memory space so the host system does not need to perform translations. By doing this, the host operating system no longer has to receive the packet, process it, and re-map it to the guest's address space; the host only needs to forward the interrupt to the appropriate guest operating system [24] .
Recognizing this interrupt bottleneck, Dong et al. analyze and improve the interrupt performance overheads between the host and guest systems [11] . By taking advantage of SR-IOV and looking at the aggregate throughput of 8 VMs they are able to achieve a throughput of 9.57 Gbps in the virtual environment while reducing the CPU utilization that interrupt emulation introduces. Our hardware platform does not support the PCI SR-IOV specification, so our experiments cannot reflect these differences. We plan on purchasing SR-IOV aware systems and re-running our experiments in the future.
In late 2011, Cardigliano et al. extended the PF_RING [12] packet capture method used in this paper to be virtual machine aware with vPF_RING [6] . This extension uses the virtio framework to effectively bypass the hypervisor by using mmap() to provide direct access to packet memory to the paravirtualization driver, then using the event channels to map memory into the guest system. This allows vPF_RING to achieve about 1.8 Gbps on their testing platform. Due to time and compatibility problems we were not able to get the vPF_RING system to work in our environment.
We believe our work complements each of these by providing a baseline for single core packet processing performance in VMs, rather than aggregate performance.
VII. CONCLUSIONS
With network speeds and processor core counts continuing to increase while processor clock rates stagnate we see a proliferation of products that provide either high performance networking or good virtualization. Both of these take advantage of multiple cores to achieve the desired performance levels, however seldom do the two meet. High performance virtual network appliances will become important in the near future as network administrators move from physical appliances like firewalls and intrusion detection systems to systems that can host two or more virtual network appliances.
In this paper we looked at how well a physical machine can perform in several scenarios to stress test it in a 10 Gbps environment, then ran the same tests against a virtual machine. The results from the virtual machine experiments were-while quite low-not unsurprising given the amount of overheads incurred in moving a packet through the system. Based on our results we developed these guidelines.
• Single-core 10 Gbps performance is sustainable on baremetal for maximum sized packets on 2.2 GHz processor • Guest operating system throughput can achieve about 1 Gbps without specialized software • On bare-metal a kernel module can outperform state-ofthe-art user-space receive methods As hardware support becomes accessible, virtual machine throughput will improve but network speeds will also continue to increase. It is still important that software support, specifically on the interrupt and scheduling paths, be optimized to both ease the burden and improve I/O performance in virtual machines.
