The Centers for Medicare and Medicaid Services have proposed 30-day ischemic stroke risk-standardized mortality rates that include adjustment for stroke severity using the National Institute of Health Stroke Scale (NIHSS), which is often undocumented. We used simulations to quantify the effect of missing NIHSS data on the accuracy of hospital-level ischemic stroke risk-standardized mortality rate profiling for 100 hypothetical hospitals with different case volumes.
T
he Centers for Medicare and Medicaid Services (CMS) publicly report hospital-level 30-day ischemic stroke risk-standardized mortality rates (RSMRs) through its hospital compare program and have considered adding this measure into its pay-forperformance initiatives. 1, 2 However, this approach has been met with strong resistance largely because the RSMR risk adjustment method does not account for patient stroke severity, such as the National Institutes of Health Stroke Scale (NIHSS), which is considered an essential predictor of ischemic stroke outcomes. [3] [4] [5] [6] [7] [8] [9] Many argue that adjusting for NIHSS is essential for accurate hospital profiling of ischemic stroke outcomes and that failing to account for stroke severity would disadvantage hospitals treating patients with more severe stroke, such as stroke referral centers. [3] [4] [5] [6] Indeed, adjustment for NIHSS has been shown to significantly change hospital-level 30-day risk-standardized mortality rates. 10 Despite its importance, NIHSS data are frequently missing in clinical registries, with wide variation in documentation across hospitals. 11 Furthermore, stroke patients with less severe strokes are more likely to have missing NIHSS data, leading to selection or reporting bias. 11, 12 But how missing stroke severity data impact the accuracy of hospital ischemic stroke outcomes is not clear. Inaccurate or incomplete documentation of variables used in risk-adjustment has been shown to drastically affect hospital performance measures used to compare hospital performance. [13] [14] [15] The arrival of International Classification of Diseases, Tenth Revision coding in administrative billing data brings forth the opportunity to collect and use NIHSS data in claimsbased performance measures for all hospitals; however, whether these data can be captured more frequently and reliably than in the clinical registries has not yet been demonstrated. In fact, recent efforts have sought to build claims-based risk adjustment models incorporating NIHSS. 16 If NIHSS data are to be used in risk adjustment for hospital ischemic stroke outcome profiling, it will be essential to understand the effect of missing data on the accuracy of hospital profiling.
In this study, we used computer simulations to quantify the effect of missing NIHSS data on the accuracy of hospital ischemic stroke 30-day RSMR profiling. Specifically, we estimated the correlation between hospital 30-day RSMR rankings assigned during simulations to rankings estimated using standard hospital profiling methods in the presence of missing NIHSS data. We also assessed the diagnostic accuracy (ie, sensitivity and specificity) of standard profiling methods to identify ischemic stroke RSMR performance outliers and nonoutliers in the presence of missing NIHSS data. In both of these assessments, we varied simulations to reflect different rates of missing NIHSS data and whether missing NIHSS data were independent (missing at random [MAR]) or dependent (missing not at random [MNAR]) on the NIHSS score. Finally, because hospital case-volume has been shown to impact profiling accuracy, 17, 18 we conducted our simulations in hospitals with low (100 cases), moderate (300 cases), and high (500 cases) stroke case volumes.
METHODS
This study was approved by the Michigan State University Institutional Review Board. The data, analytic methods, and study materials related to the Michigan Stroke Registry (MSR) will not be made available to other researchers for purpose of reproducing the results. However, the code used in our simulations can be found in the Data Supplement.
We performed several simulations to quantify the effect of missing NIHSS data on the accuracy of hospital ischemic stroke 30-day RSMRs. Parameters for these simulations were obtained from analyses of ischemic stroke patient data captured in the MSR. The MSR is a statewide clinical registry that is part of the Paul Coverdell National Acute Stroke Registry, and details of its organization and conduct have been described previously. 19 We used simulations because it is not possible to measure a hospital's true mortality performance and to achieve perfect risk-adjustment to account for differences in case-mix severity between hospitals. The simulations in this study have been adapted from previous studies that examine the accuracy of hospital mortality report cards. 17, 20 
WHAT IS KNOWN
• Assessments of stroke severity, such as the National Institute of Health Stroke Scale (NIHSS), are important prognostic indicators of ischemic stroke mortality, but these data are often undocumented in registry data.
• Recent risk adjustment methods proposed for hospital profiling of ischemic stroke mortality performance have included NIHSS, but the impact of missing NIHSS data on the accuracy of hospital profiling is unclear.
WHAT THE STUDY ADDS
• Because cases with missing NIHSS data are dropped from proposed profiling models, missing NIHSS data had substantial detrimental effects on the accuracy of hospital-level ischemic stroke mortality profiling.
• Even with complete NIHSS data, the accuracy of ischemic stroke mortality profiling poor in lowvolume hospitals.
• There were no substantive differences in profiling accuracy when NIHSS data were regarded as missing at random or when missingness depended on stroke severity. 
Study Sample

Obtaining Parameters for Simulations
Using this sample, we conducted a series of analyses to obtain several parameters needed for subsequent simulations: (1) a risk score determining a patient's risk of mortality, (2) the variation in risk score within and between Michigan hospitals (which represent hospital variation in case-mix severity), and (3) the variation in mortality across Michigan hospitals. Details on these analyses are described below. We also ran a variance components model for the overall total risk score (both NIHSS and non-NIHSS risk score components) and found that 2.0% of the variation in it was attributed to the hospital level. This suggests that the variation in patient case-mix attributed to the hospital-level was both moderate and similar whether NIHSS was included or excluded in the risk score. We also estimated the association between NIHSS and non-NIHSS risk score components using an ordered probit model to ensure simulated data reflected associations between stroke severity and comorbidities in real-world patients. Results of this model and the associated cut points for NIHSS score from non-NIHSS score can be found in Table I in the Data Supplement. 3. Variation in mortality across hospital: We used a hierarchical logistic regression model (HLM) to estimate the between-hospital variation in mortality, adjusted for patient case-mix severity. This HLM model is represented as logit (p ij )=B 0j +B 1 *RS ij , where p ij represents the probability of in-hospital mortality for patient i in hospital j, B 0j represents the hospital-specific random effect for hospital j, and B 1 represents the log-odds of mortality given a 1-unit increase in the risk score for patient i in hospital j (RS ij ). When this model was run in our sample data from the MSR, we obtained the following parameters: B 0j ≈N (−6.1, variance=0.13) and B 1 =0.054. The variance of the random intercept can be used to estimate the intraclass correlation coefficient (ICC) for hospital-level mortality: ICC=0.13/(0.13+π2/3)=0.039, which indicates that only 3.9% of the variation in inhospital mortality was because of between-hospital differences. 21 This finding aligns with estimates of hospital variation in acute myocardial infarction, heart failure, and pneumonia 30-day outcomes. [22] [23] [24] These parameters were used in subsequent simulations to construct simulated data sets of patients nested within hospitals that reflect observed patient risk of ischemic stroke mortality in Michigan hospitals, as well as within and betweenhospital variation in patient case-mix severity and mortality.
Constructing Simulated Data Sets
Using the parameters obtained from analysis in the MSR, we created simulated data sets of n patients nested within N=100 hospitals and generated the following parameters: (1) patient-level risk score, (2) hospital-specific random effect, and (3) 30-day mortality rates. In addition to the description of the simulation process below, the complete SAS code of the simulation process can be found in the Data Supplement. 1. Generate patient-level risk score: Each patient, independent of the hospital, was assigned a patient-level risk score based on the non-NIHSS predictors using the previously generated distribution, non-NIHSS RS i ≈N (mean=21.4; variance=68.0). Each hospital was assigned a risk score component to represent the hospital variation in case-mix severity from the previously generated distribution, non-NIHSS RS j ≈N (0, 1.5). We summed these components to obtain the patient-level non-NIHSS risk score, to which we assigned and added the NIHSS score category based on the ordinal probit model coefficients in Table I in the Data Supplement. For instance, if a patient was generated a non-NIHSS risk score of 20, using the ordinal probit model, we assign the patient an NIHSS category of 3-5 (y=−0.050×20+0=−1.0, which is in the interval of −0.63>y≥−1.26), and thus the total risk score would be 20 (non-NIHSS score)+10 (NIHSS score)=30 (total risk score). 2. Generate hospital-specific random effect: Previously, we obtained the distribution of hospital-specific random effects as, B 0j ≈N (−6.1, 0.13). To reflect an average 30-day mortality rate of 15%, as opposed to the in-hospital mortality rate of 4%, we rescaled the distribution mean from −6.1 to −4.4. The rate of 15% is a typical 30-day mortality rate post-stroke for Medicare aged patients. 25 Thus, each hospital was assigned a specific random effect from the normal distribution, B 0j ≈N (−4.4, 0.13). The assigned hospital random effect represents the hospital's known deviation in mortality compared with the average hospital with the same patient casemix severity and represents the hospital's true RSMR performance relative to its peers. 3. Generate 30-day mortality outcomes: We generated the predicted probability of mortality for each patient using the generated patient risk score (RS ij ) and hospital-level random effect (B 0j ) using the HLM model, logit p ij =B 0j + 0.054*RS ij . Last, we generated a patient-level mortality indicator (0 if alive, 1 if dead) based on a random draw from the Bernoulli distribution using the predicted probability of mortality, p ij . To summarize, we generated a risk score and mortality indicator for each simulated patient, which reflect within and between-hospital variation in case-mix severity and 30-day ischemic stroke mortality in Michigan hospitals. To demonstrate the impact of hospital volume, we varied the number of n patients per hospital to be 100, 300, or 500 patients to reflect low, moderate, or high volume hospitals, respectively. We repeated this process to produce S=500 simulated data sets of low, moderate, and high volume hospitals.
Simulating Missing NIHSS Data
We duplicated each of the S=500 simulated data sets to produce three copies. Within each copy, we created a unique scenario of missing NIHSS data. The first scenario creates NIHSS data missing completely at random (MCAR) by generating a binary indicator of missing NIHSS data (yes/ no) by a draw from a Bernoulli distribution. The second scenario creates missing NIHSS data as a function of the NIHSS score, which is referred to as MNAR. Based on prior findings, for each increase in NIHSS category (0-2, 3-5, 6-10, etc), there was an additional 20% relative odds of NIHSS documentation of NIHSS (indicating that more severe strokes were more likely to have NIHSS documented). 12 The third scenario strengthened the MNAR association between missing NIHSS and NIHSS score, whereby an increase in NIHSS category was associated with a 40% relative odds of NIHSS documentation. For all 3 of these missing NIHSS scenarios (MCAR, MNAR, and MNAR strong), we varied the frequency of missing NIHSS data from 0% (ie, no missing NIHSS data) to 70%, which reflects the range of hospital-level missing NIHSS data in prior studies.
Assessment of Profiling Accuracy
We applied standard profiling methods to our simulated data sets to estimate hospital-level 30-day RSMRs, adjusting for patient case-mix severity (risk score) and the hospital random effect, conditional on the presence or absence of NIHSS data. In other words, RSMRs were estimated using a complete case analysis, which excludes patients with missing NIHSS data. We rank-ordered the model-estimated RSMRs from best (no. 1) to worst (no. 100) in each simulation scenario to represent the estimated performance rankings. We also rank-ordered the generated hospital random effects in simulated data sets (B 0j ) from best (no. 1) to worst (no. 100) in each simulation scenario which were used to define the true performance rankings of the hospitals. We then estimated the correlation between the true performance rankings to the estimated performance rankings using a Spearman rank correlation coefficient in each simulated data set. We averaged the coefficients across all 500 simulated data sets and plotted the average coefficient for each rate of missing NIHSS data (0%-70%) and each scenario of missing NIHSS data mechanism (MCAR, MNAR, MNAR strong), stratified by hospital case volume (n=100, 300, or 500). A higher correlation indicated greater concordance, or accuracy, between the true and observed RSMR performance rankings.
Next, we assessed the diagnostic accuracy of standard profiling methods to accurately discriminate RSMR outliers. We defined outliers as hospitals with RSMRs in the top or bottom fifth percentile of rank order (ie, 10% outlier prevalence) and the top or bottom 20th percentile of rank order (ie, 40% outlier prevalence). We compared the true and estimated RSMR outlier status to estimate the sensitivity and specificity of the standard profiling methods. Sensitivity represents the ability of the profiling method to correctly classify a hospital as an outlier given that it was a true outlier. Specificity represents the ability of the profiling method to correctly classify a hospital as a nonoutlier given that it was a true nonoutlier. We did not use positive and negative predictive values in this analysis because they are directly associated with the prevalence of outliers, which is artificially fixed. We averaged the sensitivity and specificity across all S=500 simulated data sets and plotted the average sensitivity and specificity for each scenario of missing NIHSS data (MCAR, MNAR, and MNAR strong) and rate of missing NIHSS data (0%-70%), stratified by hospital case-volume (n=100, 300, or 500). All analyses were conducted with SAS version 9.4 (SAS Institute Inc, Cary, NC).
RESULTS
The Spearman rank correlation coefficients (ρ) between true and observed hospital performance can be seen in Figure 1 . When there is no missing NIHSS data, the correlation between true and observed RSMR rankings was moderate in low volume hospitals (ρ=0.72), but high in medium (ρ=0.87) and high volume hospitals (ρ=0.92). As the rate of missing NIHSS data increased to 70% missing, the correlation dropped to ρ=0.50 to 0.55 in low volume hospitals, ρ=0.71 to 0.77 in medium volume hospitals, and ρ=0.79 to 0.83 in high volume hospitals. The mechanism of missing NIHSS data (MCAR, MNAR, or MNAR strong) had only modest effects on the correlation, but correlation was slightly lower when NIHSS data were MCAR at high rates of missing data.
As the rate of missing NIHSS data increased, the sensitivity of profiling methods to detect hospital outliers declined ( Figure 2 ). As expected, sensitivity was substantially higher when classifying outlier hospitals based on the top/bottom 20th percentiles (dashed lines) compared with the top/bottom fifth percentiles (solid lines). However, sensitivity was never >80% in any scenario of missing NIHSS data or hospital volume. Notably, when there was no missing NIHSS data in low-volume hospitals, sensitivity was still worse (sensitivity=40%) compared with moderate and high volume hospitals at the highest levels of missing data, where sensitivity estimates ranged from 40% to 55%. Differences in sensitivity between mechanisms of missing data were again modest.
In contrast to sensitivity, the specificity of profiling methods to identify nonoutlier hospitals was much higher when classifying hospitals in the middle 90% (ie, outliers were defined as the top/bottom fifth percentiles) and lower when using the middle 60% (ie, outliers were defined as the top/bottom 20th percentiles; Figure 3 ). Specificity was >90% in all combinations of missing NIHSS data and hospital volume when using the stricter definition of performance outliers (top/bottom fifth percentiles), with only modest reductions as the rate of missing NIHSS data increased. More substantial declines in specificity were observed as missing NIHSS data increased when hospitals were classified using the top/bottom 20th percentiles. There were practically no differences in specificity by mechanism of missing NIHSS data. , stratified by hospital stroke volume (n=100, 300, and 500) .
DISCUSSION
We found that missing NIHSS data had substantial detrimental effects on the accuracy of hospital profiling for ischemic stroke mortality. These effects were magnified in low-volume hospitals, where the accuracy of hospital profiling is already limited. Even with complete NIHSS documentation, there are significant limitations in hospital profiling accuracy in low-volume hospitals. Furthermore, we found that missing NIHSS data had more profound effect on correctly identifying outliers (ie, sensitivity) than it did correctly identifying nonoutliers (ie, specificity). Last, we found that it did not seem to matter whether missing NIHSS data occurred at random (MCAR) or in relation to the severity of the stroke (MNAR).
Overall, our findings highlight that declining sample size-whether because of more missing NIHSS data or low hospital case volume-has a dominating effect on the accuracy of hospital performance profiling. These findings are in line with other published literature demonstrating the detrimental effect of low sample size on the accuracy of identifying hospital outliers. 18, 26, 27 The impact of sample size on the accuracy of profiling is in large part because of the shrinkage of estimated hospital random effects in the HLM model, whereby estimated hospital random intercepts in low-volume hospital are shrunk toward the overall average. [28] [29] [30] The consequence of shrinking the estimates closer to the average is that the outliers are more difficult to detect, hence sensitivity declines. Shrinkage has been shown to underestimate the number of statistical performance outliers in CMS's public reporting website, Hospital Compare, where mortality rates for small hospitals moved closer to the overall average. 28 Our study extends these findings by illustrating that small sample size reduces the accuracy of profiling hospitals compared with their peers, which is the basis of many P4P programs.
In contrast to other prior studies that found risk adjustment models were more sensitive to missing data that were MNAR, we found that the mechanism of missing NIHSS data had only a modest effect on the accuracy of hospital profiling, relative to the impact of the frequency of missing. 13 The modest differences we did find showed that when NIHSS data were MCAR, the accuracy is slightly lower. This is likely because when data were MNAR, missing data occurred more frequently in less severe strokes, which would likely raise a hospital's mortality rate by excluding lower risk patients who are less likely to die. Previous research has shown that discrimination between hospital performance becomes more accurate when hospital event rates (eg, mortality) are higher. 17 The fact that we did not find the mechanism of missing NIHSS data to be important could also be explained by the modest variation in patient case-mix between hospitals (ICC=2%), which were observed in the MSR. A necessary condition for a variable to have an meaningful effect in a risk adjustment model is that it should vary significantly between hospitals. 6 Although our findings indicated that stroke risk, including NIHSS, did not vary substantially (≈2%) across the sample hospitals, the degree to which the distribution of NIHSS varies across a broad range of hospitals serving patients with stroke remains unknown.
Our findings should be considered when addressing the debate about including NIHSS data in risk adjustment models for ischemic stroke mortality profiling. Proponents of its inclusion in risk adjustment argue that including NIHSS data in risk-adjustment models would eliminate any bias towards hospitals which see a more severe case-mix of patients. In fact, one study suggests that adjusting for NIHSS can change a hospital's riskadjusted mortality rate substantially. 10 However, if registry or administrative data contain high rates of missing NIHSS data, profiling methods would be unable to accurately compare outcome performance across hospitals because of the reduced sample size. However, risk adjustment models that exclude NIHSS data would benefit more from the larger sample size-which was the strongest factor in determining profiling accuracy in our study-albeit with the knowledge that such models do not account for stroke severity. However, there is little reason to think that administrative claims data will be able to achieve complete NIHSS documentation as claims data already often experience from incomplete documentation of clinical data. 31 An additional concern to including claims-based NIHSS data in risk adjustment models is the potential for gaming. To date, data that compare and verify the accuracy of NIHSS data collected in either clinical registries or administrative data are lacking. Upcoding of patient severity has been shown to improve hospital risk-adjusted mortality rates. 15 Recently, upcoding of comorbidities in Medicare claims has been shown to account for a substantial proportion of the reduction in hospital readmissions over time. 32 Because NIHSS is the strongest predictor of individual ischemic stroke outcomes, using unverified NIHSS data in risk adjustment would open the opportunity for hospitals to upcode stroke severity, thereby improving their risk-adjusted performance. This would be achieved by altering the predicted hospital performance, which is derived from the hospital's patient case-mix. In other words, if a hospital seems to have sicker patients, it will have a higher predicted mortality rate, which will look favorable compared with its actual performance.
How we should apply these findings to policies using hospital profiling more broadly is unclear. Lowvolume hospitals have frequently been shown to have poorer patient outcomes in ischemic stroke and other clinical contexts. [33] [34] [35] [36] [37] As such, profiling methods should be robust enough to accurately capture performance outliers in providers with small samples. We showed that as the definition of performance outliers is expanded to include more hospitals, sensitivity is increased, but at the expense of reduced specificity. The cost of identifying more false positives or false negatives depends on your viewpoint as a health care provider or consumer, and no correct answer exists. 38 If you are a patient or payor, such as CMS, it may be more beneficial to identify all the truly poor performing hospitals, at the risk of falsely identifying average or good performing hospitals. However, providers may lose financial reimbursements or be unfairly stigmatized if they are incorrectly labeled as a poor performer. Of course, the interplay between sensitivity and specificity will depend on the prevalence of poor performance in the data being examined. In this study, the prevalence of poor performance was set at either 10% or 40%. Ultimately, patients, providers, and payors must be aware of the limitations of current profiling methods to facilitate better interpretation of hospital profiling results.
This study has several important strengths. First, computer simulations allowed us to know a hospital's true risk-adjusted performance, which was assigned during the data generation step. In practice, a hospital's true performance is unknowable. Second, simulations allowed us to achieve perfect risk adjustment, that is, the correct specification of the risk adjustment model, because mortality outcomes were generated from a single risk score, which was also used in the risk-adjustment model. This means that any differences we found between hospitals could not be because of unmeasured confounding. Last, simulations allowed us to explore how different mechanisms and frequencies of missing data impacted profiling accuracy, at varying hospital case volumes. 20, 39 Missing data mechanisms are also unknowable in observed data, but our simulations allowed us to explore a range of plausible missing data mechanisms.
However, there are some limitations and caveats to our study that should be considered. First, the parameters in our simulation were derived from ischemic stroke patients in 23 Michigan hospitals, which may not be generalizable to other populations. We do note, however, that the coefficients for our mortality model were similar to those observed in the original Get With The Guidelines-Stroke risk score model. 7 Our simulations could be replicated in larger data sets to validate our findings. Second, we relied on a single risk score estimate (Get With The Guidelines-Stroke risk score) to derive patient mortality risk. Although other models used to estimate patient ischemic stroke mortality risk are available, the Get With The Guidelines-Stroke model has similar predictive value when compared with these other risk models. 40 Third, we simulated a 30-day mortality rate in our analysis even though we only had data on in-hospital mortality and not 30-day outcomes. However, in-hospital mortality rates have been shown moderately correlate with 30-day mortality rates. 41, 42 Finally, our simulation parameters were based off a hospital sample which did not have substantial variation in patient case-mix (ICC=2%) or mortality (ICC=4%) between hospitals. We note that estimates for hospital 30-day outcome variation in acute myocardial infarction, heart failure, and pneumonia outcomes are similar to our findings. [22] [23] [24] However, increasing trends of intrahospital transfers, particularly in patients with severe strokes, have the potential to create more variability in stroke severity between hospitals. 43, 44 Nonetheless, it remains unclear how much between-hospital variation in stroke severity actually exists-this should be explored in future studies.
CONCLUSIONS
The loss in sample size because of missing NIHSS data had substantial detrimental effects on the diagnostic accuracy of hospital profiling of ischemic stroke mortality, which was magnified in low-volume hospitals. Unless missing NIHSS data can be vastly improved in administrative claims data, excluding patients with missing NIHSS data would greatly limit the accuracy of hospital ischemic stroke mortality profiling. Even with complete documentation of NIHSS data, significant limitations in ischemic stroke mortality profiling remain.
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