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Abstract
Breast cancer is the leading cancer among women in Canada and the incidence rate continues
to increase despite improved screening programs and advanced cancer treatments. Some
studies have linked breast cancer with risk factors such as genetics, the age of first
menstruation, parity, and environmental exposures. This study investigated the spatial
distribution of breast cancer cases between 2003 and 2013 in Middlesex County using
geospatial techniques. Point data were analyzed with SaTScan and aggregated data were
observed at two geographical units, census sub-divisions and dissemination areas using
Moran’s Index to detect clusters. Both analyses showed consistency in the cluster locations
mostly in the western and eastern parts of the county. Age-adjusted breast cancer rates were
then analyzed using multivariate and principal component analysis to explore potential links
to socioeconomic factors obtained from the Canadian Census. Average income, employment
rate, and occupations related to agriculture, forestry, fishing and hunting were significantly
associated with increased breast cancer risk in the area. The findings provide pointers for
local level policy related to breast cancer prevention and management in Middlesex County
and beyond.
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1 Introduction
This thesis focuses on breast cancer cluster detection in Middlesex County, Ontario, Canada.
The combination of patients’ information from the cancer registry and population data from
the census were examined using spatial analysis methods. The intent of the study is to identify
the locations of clusters with a high risk of breast cancer in the county and explore potential
socioeconomic factors that may increase the risk of breast cancer development for women in
the study area.
This chapter begins by providing a brief explanation of breast cancer and its contextual
background. The reader is then introduced to health geography in terms of the link between
health and spatial analysis. The research questions and objectives are discussed and the chapter
concludes with a complete overview of the thesis organization.
1.1 Breast cancer
The breast is a part of the reproductive system in women that is located on the chest and
mostly made of fat, to serve as a mammary gland to produce milk for infants (National Cancer
Institute, 2013). Cells in the breast undergo several changes in a woman’s lifetime, starting
with the initial development of the organ before puberty, regular changes during menstruation
cycles, major changes during pregnancy, and the termination of hormones production during
menopause (Johns Hopkins Medicine Health Library, 2013). These changes are regulated by
two female hormones produced in the ovaries: estrogen and progesterone. Estrogen is mostly
responsible for determining female sexual characteristics including breast development and
menstrual processes, while progesterone controls milk production and the preparation of the
womb for pregnancy.
According to the Canadian Cancer Society (CCS), breast cells that undergo unusual
changes can grow into a tumour or a lump that begins to invade and destroy the surround-
1
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ing tissues rendering these cells cancerous. Some cells may then break away from the original
location and spread to other body parts (CCS, 2018). This results in breast cancer which can
cause death if not treated or detected early enough. This disease mostly affects women who
are 50 and older but also affects their younger counterparts. Over the years, breast cancer has
drawn significant attention in population health research.
1.2 Population and health
In their 2014 Global Health Estimates report, the World Health Organization (WHO) reported
breast cancer as the most common cancer in women, with varying incidence rates worldwide.
The WHO indicated that more than half a million women died due to breast cancer in 2011
alone (WHO, 2014). In Canada, breast cancer is also the leading cancer for women, and it is
expected that 1 in 8 will develop the disease in their lifetime (Statistics Canada, 2017).
Even though the breast cancer mortality rate in Canada is currently at its lowest level since
1950 due to interventions including early detection, regular screening, and better treatments,
the incidence rate is still steadily increasing every year (CCS, 2018). In 2017, breast cancer
accounted for 25% of all new cancer cases for women in the country (CCS, 2017), with more
than half of them occurring in women between 50 and 69. The highest number of deaths caused
by breast cancer occurred amongst women who were 80 years or older. Breast cancer affecting
women under 50 generally tends to be more aggressive (Azim & Partridge, 2014). Hence, it is
important to raise awareness of breast cancer for this age group and all women in public health
programming.
The causes of breast cancer have been inconclusively reported due to high dependency
on the geographical locations and population characteristics including education, income level,
parity, use of screening services, breastfeeding, lifestyle and diet (Fejerman & Ziv, 2008). Fur-
thermore, population dynamics may contribute to breast cancer prevention and treatment. For
example, people who live in rural areas may have less access to breast screening programs
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(Pong et al., 2009). Also, contextual characteristics including certain sociocultural beliefs may
affect treatment seeking behaviours and such belief systems may be influenced by other social
determinants of health (Mitchell et al., 2002). From a geographical point of view, certain loca-
tions may show an increased risk of breast cancer because of environmental risk factors includ-
ing environmental pollution and other exposures (Dummer, 2008). For instance, breast cancer
incidence has been reported to increase with traffic pollution in urban areas (Mordukhovich et
al., 2016) and also with exposure to chemicals used in agricultural production (Reynolds et al.,
2005; Brophy et al., 2006). Geospatial analysis can help to identify the locational disparities
in breast cancer incidence to potentially explain risk factors and essentially, pave the way for
improved health care policy and earlier intervention.
1.3 Spatial analysis in health
In health-related studies, the availability of geographically recorded health and population data
has greatly assisted in the investigations of spatial patterns of disease (Elliott et al., 2001).
Studies in population health that use spatial analysis tools are usually constructed with a com-
bination of three processes (see Conceptual Framework section in Chapter 2). The first process
involves disease mapping, where health problems are displayed using maps to draw conclu-
sions visually. This exploratory and descriptive process involves different techniques that are
used to represent clear and concise data and at the same time display interesting and informa-
tive maps. Colour management, human psychology in map reading, and map aesthetics are put
together to produce maps that can highlight health problems.
Once data is visualized, exploratory analysis can be conducted to summarize the main
characteristics. There are a large number of spatial analysis tools available for various contexts
and purposes, such as measuring the distance between points, aggregating health data points
into areas, calculating shortest distance from a residence to a hospital, measuring coverage
of health services by distance, and many more. A concrete example that uses this process is
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the annual map published by Public Health Ontario (PHO) displaying estimated risk areas for
Lyme disease in the province, allowing the public to access this information and take extra
precautions within the marked areas (PHO, 2018). These maps were generated from locations
where black-legged ticks were spotted and, based on the estimation of ticks’ behaviours in
travelling and spreading Lyme disease, the analysis displayed areas within 20 km radius from
the identified locations.
Taking spatial analysis one step further, studies have used various statistical methods to
model the determinants of health. These types of studies investigate the correlation between
health data locations and disease risk factors. When an a priori hypothesis exists, the researcher
could examine spatial patterns based on suspected locations of a health hazard. For example,
if there are complaints about water pollution near an industrial site, then the analysis will be
driven by the location of that site as the centre of observation. In other cases where there is
lack of etiological hypothesis, cluster detection can be performed using point pattern analyses
or aggregated pattern trend analyses. The latter would face more challenges in interpretation,
but robust statistical methods may help to reduce noise in the data and potentially highlight
important etiological clues. These processes can overlap with each other and can be combined
to explain health-related phenomena.
1.4 Geographical Information System (GIS)
Exploring environmental exposures in an area can help to better understand breast cancer eti-
ology within a population. When looking at the geographic context of places and how places
connect (Dummer, 2008), the technology of GIS may bring in potential environmental factors
that contribute to the increased risk of breast cancer. As stated by Bailey and Gatrell ‘space can
make a difference’, whereby the use of spatial data may produce more meaningful outcomes
than the analyses without spatial dimension (Bailey & Gatrell, 1995).
In an attempt to define GIS, it is important to take into account when the use for GIS was
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first recognized and how it has grown in the last few decades. John Snow’s cholera outbreak
mapping in London, England in 1854 was the first known case that used a form of spatial
analysis as a problem-solving tool. After gathering information from local residents, he began
his study with a hypothesis that the cholera outbreak was related to the public water pumps. He
drew a map of points to depict the locations of cholera cases as well as the water sources. The
map showed that cholera cases formed clusters near a single pump that was contaminated. He
suggested the local authority to disable this particular pump and this action ended the outbreak.
This finding was a major cornerstone that connected geography and public health safety using
spatial analysis.
Historically, maps have been created and used for the purpose of navigation and planning
long before GIS was introduced, yet conducting a spatial analysis was difficult then because
the data were often inaccurate, the distance measurement was cumbersome and area calculation
was difficult. Between 1960 and 1980 the idea to transfer paper maps to a digital format for
better computing became a reality, supported by the continuous advancement of computers’
data storage. Digital maps and GIS were initially utilized at the government level for land
planning and decision making in Canada and for census analysis in the United States. In the
1980s as well, the Ordnance Survey in the UK started to digitize detailed topographic maps for
the whole country.
The term GIS was first mentioned by Roger Tomlinson (1966) when he was developing
the Canada Geographical Information System (CGIS), the first computerized GIS in the world
that was used to combine land use mapping and the emerging computer technology. His work
was so brilliant that he is known today as ‘the father of GIS’.
GIS has been defined as either a Geographical Information System or Science. As a
system, GIS serves as a tool to capture, store, check, manipulate, analyze, and display data
that are referenced to the Earth (Department of the Environment, 1987). In practice, GIS is
not only used to explore objects on earth, but also the surfaces of other planets (Bell et al.,
2007; Nass et al., 2011; Besse et al., 2017). From the science perspective, GIS is cultivated
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by various concepts and ideas from many disciplines, including cartography, cognitive science,
computer science, engineering, environmental sciences, law, and many more (Heywood et al.,
2011). Goodchild et al. (1997) summarized the two mainstream definitions into an idea that
Geographic Information Science is the science behind GIS technology.
According to the Environmental Systems Research Institute (Esri), the leading interna-
tional company that develops comprehensive GIS applications, GIS is a framework where spa-
tial data is stored, managed, and analyzed in a way that layers of information are organized
to yield insights about the data to help in decision-making (Esri, 2017). Data can be man-
aged using logical workflows, or altered with comprehensive mathematical tools to perform
geographically appropriate analyses, or explored with various statistical methods to describe
spatial patterns or make future predictions. GIS has been widely used to offer solutions for
complex problems.
GIS continued to evolve after Tomlinson’s breakthrough, with the combination of com-
mercialization of various software, cheaper and faster computers, the launch of new satellites,
remote sensing technology, and data availability. All of these factors contribute to GIS’ rapid
growth as a robust spatial analysis tool. This growth has made the application of GIS broader as
it adjusts to different fields including government, defence, transportation, service planning, ur-
ban management, commerce and business, communications, environmental management, and
health (Heywood et al., 2011).
1.5 Research questions
GIS tools, together with spatial analysis, have been employed to understand complex environ-
mental and health phenomena. In the case of breast cancer, an understanding of its distribution
over space and time would aid local level policies in cancer prevention and treatment programs.
Therefore, this study examines the spatial distribution of breast cancer in Middlesex county and
will answer the following research questions:
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1. Are there any clusters of breast cancer in Middlesex County and its surrounding areas?
If yes, where are they located?
2. Are there any socioeconomic factors that contribute to the elevated risk of breast cancer
within the identified clusters?
1.6 Organization of thesis
The first chapter introduces the thesis topics including breast cancer burden to the population
in Canada, the history of the definition of GIS, the role of spatial analysis in epidemiology,
and the statement of research questions that drive the research. Chapter 2 states the research
problem in detail and presents relevant published literature that explains how other studies tried
to identify breast cancer risk using spatial analysis and GIS tools. The gap in the literature is
identified here and the important issues that need investigation are listed.
Chapter 3 is a manuscript that reports details of the study which contains data sources,
methods used, and the outcomes of the research. Finally, Chapter 4 concludes the research and
offers directions for future research that may be applied to better understand the etiology of
breast cancer.
There are two appendices that list socioeconomic variables used in the analysis and pa-
rameters for the software to perform cluster detection. Since this is a manuscript thesis, there
are some areas that may be repetitive.
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2 Research context
The scope of the study is discussed in this chapter. It starts with a profile of Middlesex County
that will inform the reader about the characteristics of the area. Afterwards, this section de-
scribes the local health unit who has agreed to collaborate with us to mobilize the knowledge
from this study. Ideas regarding the thesis approach to achieve our research objectives are then
discussed in the conceptual framework section. Finally, the chapter concludes the research
context with a literature review of previous breast cancer studies that utilize spatial analysis.
2.1 Community profile
Middlesex County is a mix of rural and urban areas in Ontario, Canada that covers 3,318 km2
with a population of 439,151 according to the 2011 census. The county population grew by 4%
between 2011 and 2016 (Statistics Canada, 2011). It is land-locked by seven counties including
Huron to the north, followed clockwise by Perth, Oxford, Elgin-St. Thomas, Chatham-Kent,
and Lambton (Figure 3.1a). The population distribution in the area varies based on urban and
rural concentrations. Sitting at the south-centre area of the county along the major highways
corridor, is the City of London, which serves as the administrative capital. Located in the
heart of Southwestern Ontario with vibrant downtown cores, commercial plazas, and industrial
lands, the Middlesex County is suitable for commercial and industrial development. Some of
the rural areas are the most fertile in the province and have enabled the agricultural sector to
thrive (Middlesex Economic Development, 2018).
Each county or Census Divisions (CD) in the province of Ontario is divided into Census
Sub-Divisions (CSD) that represent municipalities or areas including Indian reserves, Indian
settlements, and unknown territories. Middlesex County is composed of eight local munici-
palities including Adelaide Metcalfe, Lucan Biddulph, Middlesex Centre, North Middlesex,
Southwest Middlesex, Strathroy-Caradoc, Thames Centre, and Village of Newbury, and three
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First Nations communities: Chippewas of the Thames First Nation, Munsee-Delaware Na-
tion and Oneida. CSDs are then divided into smaller administrative areas, which are Census
Tracts (CT), and each CT is subdivided into several Dissemination Areas (DA). The major-
ity of CSDs have less than 1,000 people while each DA is populated by between 400 and 700
dwellers (Statistics Canada, 2017). We use spatial analysis techniques to examine the incidence
of breast cancer in the county over space and time.
2.2 Conceptual framework
This study is ecological with respect to breast cancer cases and socioeconomic factor measure-
ments. Observing health in an aggregated form of population involves inherent dynamics of
the population that require careful considerations including place of birth, daily movements for
work commutes, considerable time spent for various interests, and population migration that
exposes each individual to different environmental factors. Moreover, individuals have varying
age, gender, genetic factors, and choices of lifestyles that may obscure important details when
those factors are combined to search for trends in population health data.
Ideally, a complete and precise record of individuals would need to be collected and
analyzed to produce high-quality results that depict health problems in the population, so that
interventions may reach a precise target to completely mitigate health risks. But in reality, the
richness of health data is more constrained within boundaries of ethics, personal preferences,
confidentiality, and socially constructed paradigms. Health studies that are carried out using
reasonably good quality data within small areas can better target health interventions because
it focuses on specific issues that apply to that region.
Figure 2.1 shows an interconnectivity of different elements of spatial analysis that build
a conceptual framework for this study. It is a modification of the framework of spatial epidemi-
ological data analysis suggested by Pfeiffer et al. (2008). Various techniques are available to
implement spatial analysis but the main analyses in this study are categorized into the descrip-
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tion of spatial patterns (visualization), cluster detection (exploration), and the explanation of
disease risk (modelling).
Figure 2.1: Conceptual framework of the study adopted from Pfeiffer et al. (2008)
The objectives of spatial analysis in health-related studies can be met with the availability
of geographically referenced health data and other supporting datasets. The first two processes
use spatial data to produce spatial products. The visualization can help to describe spatial
patterns and communicate results, while the exploration involves statistical methods to detect
clusters of disease and test whether the identified patterns happen due to chance. Lastly, the
modelling, which may depart from exploring the concept of cause-effect relationships but not
restricted to causal inference, may combine spatial and non-spatial data to explain or predict
disease risks. GIS is the tool used to encompass the data storage and all of the processes for
this study with the use of statistical methods for exploration and modelling.
2.3 Breast cancer studies
Breast cancer is the most frequent cancer diagnosis among women globally and North Amer-
ican rates are amongst the highest in the industrialized world (Ferlay et al., 2010). In the past
few decades, the CCS reported that the total number of deaths caused by breast cancer has
gradually increased at a steady rate in Canada (CCS, 2012). The report also mentioned that
breast cancer was the leading cancer among Canadian women making up about a quarter of
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all cancer cases. In 2017, it was predicted that one out of eight women would develop breast
cancer in their lifetime.
Known risk factors of breast cancer include socioeconomic status, age, hormonal varia-
tion, and family history of breast cancer (Lynch et al., 1989; Trichopoulos et al., 1983; Ye et al.,
2002; Lanfranchi, 2015). These known risk factors account for approximately 30% of the vari-
ation in breast cancer incidence (Fenga, 2016; Kamińska et al., 2015). It has been suggested
that the remaining 70% of unexplained variance may be attributed to environmental exposure
(e.g., contamination) (Fenga, 2016). Given the inherent challenges in establishing cause and
effect relationships between environmental exposure and health outcomes however, research
on the association between environmental exposures and breast cancer is conflicting. For ex-
ample, Reynolds et al. found no increased risk of breast cancer with proximity to agricultural
pesticide use, while Mills and Yang observed a positive association between organochlorine
pesticides and breast cancer among Hispanics in California using county-level data (Reynolds
et al., 2005; Mills & Yang, 2006).
In the Canadian context, studies have found that residential proximity to steel and pulp
mills, thermal power plants, and petroleum refineries significantly increased the probability of
breast cancer (Pan et al., 2011). Recent studies have also reported an association between the
incidence of postmenopausal breast cancer and exposure to ambient concentrations of nitrogen
dioxide and ultrafine particulate matter (Goldberg et al., 2017). Furthermore, previous work on
the role of occupational exposure on breast cancer found elevated rates of breast cancer among
women in jobs with potentially high exposures to carcinogens and endocrine disruptors (Soto
& Sonnenschein, 2010; Macon & Fenton, 2013). In particular, the risk of breast cancer among
women who had farmed was found to be significantly higher than women with no farming
experience (Brophy et al., 2006). In Southern Ontario, numerous geographical areas associated
with high rates of industrialization and trans-boundary air pollution present as sentinel areas of
environmental carcinogen exposure(Green Brody et al., 2007). Additionally, this region has the
most fertile soils in Canada and has therefore provided opportunities for a range of agricultural
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applications that have, over the years, been associated with the use of a range of pesticides,
herbicides and fungicides.
Several agencies and authors have called for the need to improve primary breast cancer
prevention through a reduction of exposure to chemicals that may be potential carcinogens.
Although exposure to environmental contaminants has received increasing attention, what has
been ignored so far is the attempt to examine the role of environmental exposure to carcinogens
on breast cancer incidence in Ontario.
Environmental exposure may cause disruption of hormones. In a meta-analysis article,
Schneider et al. (2014) narrated comprehensive findings of hormone replacement therapy
(HRT). HRT was initially introduced to help women reduce unpleasant menopausal symp-
toms by replacing estrogen that was no longer produced by the body. Many studies related the
therapy to cardiovascular diseases and excessive occurrence of breast cancer amongst women
who participated in the therapy. The health outcomes were so adverse that when the Women’s
Health Initiative made the news public, many women stopped the therapy and the treatment lost
its appeal (Rossouw et al., 2002). Concomitantly, breast cancer rate went down significantly
which suggested that the change of hormone balance was possibly related to an increased risk
of breast cancer (Schneider et al., 2014). Furthermore, they reported that the incidence rate
significantly increased in the 1990s due to the better access to mammography screening which
resulted in a higher count of cases during those years. The rate fluctuated thereafter, except for
a dramatic decrease of occurrence in 2002 when many women stopped using HRT.
Another piece of evidence to support the link between breast cancer and hormone dis-
ruption was published in the New England Journal of Medicine by Yager and Davidson (2006)
regarding the use of oral contraceptives. They reported that the concentration of estrogen in
breast tissues is much higher than in the rest of the body, and as such, the side effects of estro-
gen may lead to changes in the breasts. Other studies also reported an increased risk of breast
cancer among oral contraceptive users (Kahlenborn et al., 2006; Hunter et al., 2010).
The timing, duration, and magnitude of occupational or environmental exposures are
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valuable facts to understand breast cancer causality but are difficult to record and characterize
(Schettler, 2013). One way to find associations between environmental exposures and an in-
creased risk of disease is by observing the spatial pattern of incidents over a period of time.
Marshall (1991) suggests that a disease can happen in clusters of space, or time, or both and
that the concept of disease clustering is related to a statistically high incidence that is different
from a gradual trend. In response, studies have been conducted to detect cancer clusters over a
period of time in different geographical places. For instance, Kulldorff (1997) used the spatial
scan statistics method to understand the spatial trends of breast cancer in New York. The same
method was used to detect brain cancer clusters in Los Alamos, New Mexico (Kulldorff et al.,
1998). Sherman et al. (2014) also looked at the early detection of colorectal cancer by finding
locations of clusters which became the focus of public health interventions.
Research in breast cancer faces many challenges due to its association with interconnect-
ing multiple risk factors, which have been reported inconclusive as a whole, yet may be specific
to geographical locations. This study addresses breast cancer burden in the population and aims
to better understand the etiology from spatial and statistical points of view. Geostatistical meth-
ods that have been widely used to assist in disease cluster detection include the Morans Index to
determine spatial autocorrelation (Anselin, 1996) and Hotspot Analysis (Anselin, 1995). Spa-
tial autocorrelation has been used to analyze cancer patterns in Western Europe (Rosenberg et
al., 1990) and breast cancer patterns in Kentucky (Lin & Zhang, 2007). Hotspot analysis is a
useful tool to find patterns of high occurrence or the prevalence of diseases.
Within the context of breast cancer in Ontario, a space-time analysis was conducted by
Luginaah et al. (2012) between 1986 and 2002 using Kulldorff’s method to find areas with high
risk of breast cancer. This research extends Luginaah’s study to understand the pattern of breast
cancer in a different time period with a focus on a specific geographical location, Middlesex
County. The need for this study is driven by the collaboration with the Middlesex-London
Health Unit (MLHU) as they are interested in identifying areas in the county where they can
focus on public health programs. Overall, this study is influenced by social determinants of
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healthcare framework that expands our understanding of the multi-factors that can influence
health directly or indirectly. Identifying breast cancer incident clusters over time can suggest
associations to environmental contaminants or occupational risks related to the particular geo-
graphic areas.
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3 Space-Time Analysis of Breast Cancer in
Middlesex County between 2003 and 2013
This chapter is a manuscript that consists of five sections that explain comprehensive details
about the study. The sections are in the order of introduction, materials and methods, results,
discussion, and conclusion. The introduction highlights the burden of breast cancer in our
population, followed by an explanation about factors that increase the risk. A literature review
is provided to show the background story of studies of breast cancer and spatial analysis. This
story leads to an identification of a research gap this study attempts to fill. This section ends
with the statement of the study objectives.
The second section describes the data and methods used to conduct analysis in the study.
The first part of the analyses is examining the spatial distribution of breast cancer incidents
to detect clusters. The second part aims to explore potential socioeconomic factors that may
contribute to an increased risk of breast cancer in the identified clusters.
The results are reported in the third section and are discussed in Section 4. The study
concludes by stating a summary of findings and recommendations for the local health unit.
3.1 Introduction
As the most prevalent cancer and the most common cause of cancer-related mortality among
women, breast cancer burden is substantial in Canada (Statistics Canada, 2017). Breast cancer
has been associated with many risk factors including genetics, the age of first menstruation, par-
ity, age, hormonal variations, and family history (Lynch et al., 1989; Trichopoulos et al., 1983;
Ye et al., 2002; Lanfranchi, 2015). These factors account for only about one-third of breast
cancer variances and causes for the remaining cases are still widely unknown, but have been
linked to environmental factors (e.g.: contamination) (Fenga, 2016; Kamińska et al., 2015).
Studies that explore the link between breast cancer and environmental factors face many chal-
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lenges due to their association with complex multiple risk factors that are inconclusive as a
whole, yet may be specific to geographical locations. Timing, duration, and magnitude of the
exposures are valuable facts needed to understand breast cancer causality but are difficult to
record and characterize (Schettler, 2013).
Breast cancer has been linked to the use of organochlorines, which are synthetic chemi-
cals released into the environment through the use of pesticides or industrial substances. Stud-
ies have reported conflicting results in this subject, for example, there was no association found
linking these substances to breast cancer in North America and Europe (Calle et al., 2002;
Reynolds et al., 2004), but a positive link between the two was found in later years (He et al.,
2017; Mills & Yang, 2006). Furthermore, the risk of breast cancer has been associated with
environmental factors including residential proximity to steel and pulp mills, thermal power
plants, and petroleum refineries (Pan et al., 2011) and exposure to ambient concentrations
of nitrogen dioxide and ultrafine particulate matter (Crouse et al., 2010). Breast cancer was
also found to increase with occupational exposures to carcinogens and endocrine disruptors
in Southern Ontario (Brophy et al., 2006). This region has the most fertile soils in Canada
and has therefore provided opportunities for a range of agricultural applications of a range of
pesticides, herbicides and fungicides over many years.
Exploring patterns of disease clusters according to their geographical areas may provide
etiological clues; therefore, spatial analysis of breast cancer patterns can be used to identify
potential environmental factors that may increase the risk and potentially better understand
unexplained cases (Gatrell et al., 1996; Luginaah et al., 2012). Known disease clusters can
suggest links to geographical, environmental, or occupational risks, providing a foundation for
in-depth epidemiological investigations to find associations with environmental contaminants
and associated carcinogens at or near where the clusters are located.
The purpose of this study is firstly to identify areas with higher than average risk of breast
cancer that are considered clusters and secondly to explore possible socioeconomic factors that
can increase that risk. This manuscript starts with a discussion of the data and methods that
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are used in the study, followed by a presentation of results. A discussion of the findings in the
context of breast cancer in the region is then presented, followed by the conclusion and study
limitations.
3.2 Materials and Methods
3.2.1 Study Area
In 2011, Ontario was the most highly populated province in Canada with almost 40% of the
total country’s population (Statistics Canada, 2011). Cancer Care Ontario (CCO) reported that
Middlesex County, which sits in the south-western part of the province, had a higher breast
cancer incidence rate compared to the provincial rate between 2011 and 2013 (CCO, 2018).
The county is a mix of rural and urban areas in Ontario, Canada that covers 3,318 km2 with
a population of 439,151 according to the 2011 census. The county population grew by 4%
between 2011 and 2016 (Statistics Canada, 2011). It is land-locked by seven counties including
Huron to the north, followed clockwise by Perth, Oxford, Elgin-St. Thomas, Chatham-Kent,
and Lambton (Figure 3.1a). The population distribution in the area varies based on urban and
rural concentrations. Sitting at the south-centre area of the county along the major highways
corridor, is the City of London, which serves as the administrative capital. Located in the
heart of Southwestern Ontario with vibrant downtown cores, commercial plazas, and industrial
lands, the county is suitable for commercial and industrial development. Some of the rural
areas are the most fertile in the province and have enabled the agricultural sector to thrive
(Middlesex Economic Development, 2018).
Each county or Census Divisions (CD) in the province of Ontario is divided into Census
Sub-Divisions (CSD) that represent municipalities or areas including Indian reserves, Indian
settlements, and unknown territories. Middlesex County is composed of eight local munici-
palities including Adelaide Metcalfe, Lucan Biddulph, Middlesex Centre, North Middlesex,
Southwest Middlesex, Strathroy-Caradoc, Thames Centre, and Village of Newbury, and three
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First Nations communities: Chippewas of the Thames First Nation, Munsee-Delaware Na-
tion and Oneida. CSDs are then divided into smaller administrative areas, which are Census
Tracts (CT), and then each CT is divided into several Dissemination Areas (DA). The majority
of CSDs have less than 1,000 people while each DA is populated by between 400 and 700
dwellers (Statistics Canada, 2017).
Figure 3.1: Maps of population distribution from 2011 census data
This study conducted spatial and temporal analysis at two levels of geographical units.
Firstly, breast cancer prevalence was measured at the DA level (n=713) to identify clusters
within the county. The DA was chosen because our cancer data and population data from the
census database were available at this level and the granularity may increase the specificity
of our results. Secondly, the study area was extended to include the county and its land-
locking counties including Huron to the north followed clockwise by Perth, Oxford, Elgin-St.
Thomas, Chatham-Kent, and Lambton, whose health units shared the same boundaries and the
prevalences were measured at the CSD level (n=59).
Population distribution in the study area varied based on urban and rural concentrations.
The top left map in Figure 3.1a shows the province of Ontario as a reference to our study
area. The majority of CSDs have less than 1,000 people in the rural areas and the CSDs that
Chapter 3. Space-TimeAnalysis ofBreastCancer inMiddlesexCounty between 2003 and 2013 26
are distributed across the seven counties are more highly populated with less than 100,000
people. The City of London has the highest population density in the study area. Figure 3.1b
categorized the population density at the DA level with each DA including 400 to 700 persons
(Statistics Canada, 2017). The choropleth map showed a similar trend to the previous map with
most areas being rural with population count less than 350, then areas with middle range count
between 351 and 700, and lastly, the most highly populated areas which were located at several
different pockets in and near the city of London.
The MLHU is the official health agency that provides information to improve quality of
life for residents of the county. As indicated earlier, our choice of study area was made in
collaboration with MLHU to promote breast cancer awareness in the region.
3.2.2 Breast cancer data
Breast cancer data was obtained from CCO who collaborated with health facilities to compile
Ontario Cancer Registry, a database of patients diagnosed with cancer within the province.
The database consists of incidents and mortality cases for all types of cancer but this study
used only breast cancer cases among female patients between 2003 and 2013. A total of 97
cases with missing postal codes were removed and the remaining 7,771 valid postal codes were
geocoded using Geocode tool in ArcMap 10.5 (ArcGIS software by Esri) and 2013 Multiple
Enhanced Postal Code provided by DMTI Spatial Inc.
Table 3.1: Demographic data of counties and number of reported breast cancer incidents in
2003-2013
County Area
(km2)
Number
of CSD
Number of
DA in 2011
Population
in 2011
Breast cancer incidents
(2003-2013)
Middlesex 3,318 12 713 439,151 3,381
Lambton 3,002 14 126,199 1,069
Oxford 2,040 8 105,719 737
Chatham-Kent 2,471 2 104,075 792
Elgin 1,881 8 87,461 637
Perth 2,218 6 75,112 572
Huron 3,400 9 59,100 583
Total 18,329 59 996,817 7,771
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The detailed information regarding Middlesex County and the extended area with six
counties that surround it are listed in Table 3.1. There is an increasing trend of breast cancer
incidence in both Middlesex County and the surrounding counties (Figure 3.2).
Each recorded breast cancer case contains the birth year, the diagnosis year, and the
residential postal code. Age, which was obtained by subtracting the diagnosis year from the
birth year, is an important element of this study to measure breast cancer prevalence because
age is shown to be highly correlated with the number of cancer incidents in our data (see
Figure 3.3). Also, previous studies have reported that women in the age group of 50-74 have a
higher risk of developing breast cancer than other age groups (Gail et al., 1989; Kelsey, 1993;
McPherson et al., 2000). Hence, areas with a high population count of older women will likely
have a larger number of breast cancer incidents; although, this does not translate to having a
higher risk of the disease. Given that the number of cancer incidents alone may not explain the
underlying distribution, this study factored in population counts for each age group to calculate
age-adjusted cancer rates for each area. Comparing these rates can help to understand the
existing patterns to potentially identify areas with high risk of breast cancer. Age-adjusted
rates (AAR) are widely used in cancer studies to remove age bias in prevalence measurements.
Figure 3.2: Breast cancer cases per year in Middlesex County (top line) and in all counties
(bottom line).
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Figure 3.3: Breast cancer cases per age group in Middlesex County (shorter bars) in compari-
son to the number of cases within the extended area (longer bars). Both groups show a similar
correlation between age increase and the number of cases.
3.2.3 Socioeconomic factors
The census program in Canada is conducted in two parts. Firstly, all households in Canada were
asked to fill out a short questionnaire (census); then secondly, one-third of them were asked
to fill out a more detailed questionnaire called the National Household Survey (NHS). This
portion of the population is selected with a cross-sectional method to cover all persons who
live in Canada including people who live on Indian reserves and on other Indian settlements,
permanent residents, refugees and holders of work and study permits along with their family
members. The subjects of the more detailed questionnaire include a) aboriginal status, b)
education, training and learning, c) ethnic diversity and immigration, d) families, household
and housing, e) income, pensions, spending and wealth, f) labour, g) languages, h) population
and demography, i) society and community. Data from the more detailed questionnaire was
used for this study. For each geographical unit, we used income, education, employment status,
ethnicity, and occupation type from census data as socioeconomic covariates in the analysis.
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3.2.4 Analysis
This section describes the summary of data preparation and analytical processes in this study.
Several sets of data from various resources were collected and explored for integrity before
we executed a series of geographical and statistical analyses. After the data preparation phase,
breast cancer cases were projected into a list of areas, both at the DA and CSD levels, with their
cancer count, population count, and map coordinates for geographical reference. Analyses
were performed to obtain breast cancer prevalence, detect clusters of high and low values,
and explore socioeconomic factors that could potentially be correlated with the increased risk
of breast cancer in the study area. Figure 3.5 provides the flow of the processes that were
implemented for the analysis.
Figure 3.4: Flowchart of data preparation processes before the analysis
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Geographical patterns of particular areas were influenced by factors including scale,
thresholds, methodological issues, and the characteristic of the phenomena of interest. Ob-
jects in an area can be defined as following certain patterns if they form a line, delineate the
contour of another set of objects, or are clustered within a geographical space. A cluster is
a group of similar objects that are close to each other. In cancer studies, clusters are associ-
ated with areas that have a relatively higher number of cancer occurrences compared to other
areas over a period of time (CCS, 2018). For instance, a map of breast cancer incident loca-
tions will be inadequate to explain the prevalence and burden over time. Hence, a spatial and
temporal analysis is needed to detect any clusters that may be statistically significant. Various
methods have been used to detect disease clusters, including analysis of point patterns, average
nearest neighbour method, hotspot analysis, spatial autocorrelation, and spatial scan statistics.
Anselin (2005) recommended the combination of the last two methods to compare the results
for consistency and reliability.
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Age-Adjusted Rate (AAR)
Given the number of breast cancer cases in an area at a certain time and the total number of
women living in that area, a crude rate can be calculated. If the population has a large number
of women in higher age groups, then the crude rate may be inflated and potentially lead to a
false conclusion that the area has a high breast cancer risk. For instance, retirement homes tend
to have high counts of disease diagnosis and mortality rates because these conditions generally
affect older people more than their younger counterparts. Such age confounding effects can be
removed by factoring in the proportion of population within each age group as weights when
generating disease rates, in this case, breast cancer, that are comparable across areas, regardless
of the population age formations.
For each area and year, the number of cancer cases and the total population were dis-
tributed into 18 age groups (0-4 years, 5-9 years, and so on until 85+ years, see Table 3.2) and
crude rates were calculated with the following formula:
CrudeRate =
count
population
∗ 100, 000
The constant value of 100,000 is widely used to describe disease rates in epidemiology studies
and the rate represents the number of people affected by the disease per 100,000 persons.
AAR was calculated using the population proportion defined in the 2011 Canadian Standard
Population. The weight for each age group was calculated as a proportion of the standard
population for that age group over the total standard population, with the total weights of all
age groups adding up to one. Lastly, each weight was multiplied by the corresponding crude
rate to get the interim rate for the group and the sum of all interim rates generates the AAR.
As an example, Table 3.2 displays the calculation with the resulting AAR of 252.63, which is
significantly lower than the crude rate of 339.83 for the same data when the age effect has been
removed.
CrudeRate =
1, 316
387, 251
∗ 100, 000 = 339.83
Chapter 3. Space-TimeAnalysis ofBreastCancer inMiddlesexCounty between 2003 and 2013 33
Table 3.2: Example of AAR calculation using 2011 Canada Standard Population
Age group Case
count
Population Crude
rate
Standard Population Weight Rate
0-4 years 0 5,405 - 1,899,064 0.0553 -
5-9 years 0 7,077 - 1,810,433 0.0527 -
10-14 years 1 9,386 10.65 1,918,164 0.0559 0.60
15-19 years 5 11,864 42.14 2,238,952 0.0652 2.75
20-24 years 20 30,132 66.37 2,354,354 0.0686 4.55
25-29 years 25 21,612 115.68 2,369,841 0.0690 7.98
30-34 years 35 23,335 149.99 2,327,955 0.0678 10.17
35-39 years 37 23,836 155.23 2,273,087 0.0662 10.27
40-44 years 50 15,565 321.23 2,385,918 0.0695 22.32
45-49 years 61 32,726 186.40 2,719,909 0.0792 14.76
50-54 years 87 40,513 214.75 2,691,260 0.0784 16.83
55-59 years 118 38,946 302.98 2,353,090 0.0685 20.76
60-64 years 215 32,926 658.98 2,050,443 0.0597 39.34
65-69 years 225 26,552 847.39 1,532,940 0.0446 37.82
70-74 years 155 22,490 689.20 1,153,822 0.0336 23.15
75-79 years 148 24,330 608.30 919,338 0.0268 16.28
80-84 years 79 11,453 689.78 701,140 0.0204 14.08
85+ years 55 9,403 584.92 643,070 0.0187 10.95
Total 1,316 387,251 - 34,342,780 1 252.63
This study conducted spatial and temporal analysis at the DA and CSD levels, therefore
AAR was also calculated at both levels. For each area, population data was retrieved from the
2011 Canadian Census available at Statistics Canada. CSD of Oneida 41 and Walpole Island
did not have population data so they were excluded from the analysis. An AAR represented
the rate for one area in one year, therefore the process was iterated for all areas for the 11
years study period. Two applications were written in Visual Basic for Application (VBA)
for Microsoft Access to automatically generate the AAR values at the DA and CSD levels.
Both applications used the same algorithms but were implemented using different datasets as
described in Table 3.3.
Table 3.3: Comparison between analysis conducted at DA and CSD levels
Description DA CSD
Are areas stable during study period? No Yes
Number of areas 671 (2006) 59
Calculation of mean AAR Raster processing to 2011 census Calculate mean
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A geographical area may change over time for administrative and electoral purposes and
as the population grows or shrinks, areas may have a different number of households and
persons resulting in areas being merged or split into different area boundaries. Furthermore, the
Canadian Census is conducted every 5 years, thus the study period for this research intersected
with three census times: 2006, 2011, and 2016.
CSD boundaries were stable throughout the study period so breast cancer prevalence at
this level was retrieved by calculating the mean of AAR from all years. On the other hand, there
were significant border changes during the observed years at the DA level and the differences
affected AAR calculations. The area boundaries and population data were analyzed for all the
earlier years and up to the particular census year. For example, the 2006 census data was used
to compute breast cancer AAR between 2003 and 2006, and so on.
Figure 3.6: Transformation from a vector map of AAR to its raster form with mean AAR as
the variable of interest
The study used raster analysis to accommodate different area boundaries. A map of AAR
for each year was transformed into an image with each pixel representing an observed location
containing AAR value. Figure 3.6a showed a map of AAR values in 2003 projected to 2006
census polygons showing various magnitudes of AAR values across the county. This map
was transformed to a raster image (Figure 3.6b) using the ‘Feature to Raster’ tool in ArcMap
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with each pixel representing the AAR value and the map symbology was set up to mimic the
previous map for comparison purposes. Once this was done, the boundaries no longer existed
in the raster image and each pixel stood on its own holding the AAR value for each location the
pixel represented. The raster transformation was executed for all maps of AAR between 2003
and 2013. Since the pixels are not tied to specific boundaries anymore, the AAR average was
calculated at the pixel level across 11 raster maps using the ‘Raster Calculator’ tool in ArcMap.
Spatial analysis for this study was conducted at the area level instead of the pixel level,
hence the average AAR value per pixel was projected back into area boundaries. The ideal
boundary map for this analysis was the maximum census year for the data, in this case, 2016,
but with the study period stretching between 2003 and 2013, the use of the 2016 census would
mean the data had a 3-year discrepancy with the maximum observation year and may distort
the results. Therefore, the data used for the spatial statistical analysis was the census that was
considered to best represent the population and socioeconomic factors during the study period,
that is the 2011 census data.
Figure 3.7: Spatial join process to amalgamate pixels in calculating mean AAR
Each pixel has the value of average AAR and they are assigned to the 2011 DA boundaries
as illustrated in Figure 3.7. Such values depict breast cancer prevalence at the DA level.
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Spatial scan statistic
The spatial scan statistic is a method used to test whether point patterns within space and/or
time are purely random or follow particular patterns of clustering (Kulldorff, 1997). This statis-
tic was used in our analysis because of its strength in detecting significant clusters while fac-
toring in covariates that may create bias, such as age. The null hypothesis for this study is that
breast cancer incidents happened randomly in geographic space and time proportional to the
population at risk with the age bias removed. In other words, the risk of women getting breast
cancer is the same everywhere in the study area. On the contrary, the alternate hypothesis holds
that some underlying processes may trigger the pattern of breast cancer incidence that elevates
the risk in a region.
Since breast cancer is a non-communicable disease, it is safe to assume that each case is
independent. If each case happens without preceding conditions and is triggered by different
unknown processes, then the occurrence is deemed to happen due to chance, or randomly. The
characteristics of such cases fit the definition of a Poisson distribution, therefore this study
performed cluster detection using SaTScan discrete Poisson analysis.
This method creates circular windows whose centres move around the area so that each
window includes a different number of cancer cases. If a window contains the centre of a DA
or CSD, then the whole area of that DA or CSD is included in the window. The centre of
the window is positioned only at the center of DA or CSD with the radius from zero up to
a maximum radius so that a window never includes more than half of the population of the
area. A recommended guide for a window size is to include less than or equal to 50% of the
population size because the cluster with a larger size would detect low rates outside the cluster
rather than high rates inside the cluster (Kulldorff, 2015).
The result from this method is a list of windows that have a significantly higher likeli-
hood of breast cancer risk compared to the areas outside the windows. The likelihood can be
calculated with the formula below:
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(
n
µ
)n(N − n
N − µ
)N−n
I(n > µ)
where N = total number of incidents in the whole area
n = total number of incidents in the window
µ = age-adjusted expected number of incidents within the window
I = indicator function that is equal to 1 if the window has more incidents than expected, and 0
otherwise
The concept of the likelihood ratio is further illustrated in Figure 3.8. The box is consid-
ered an area with a total population of 2,000 people. Among these people, 100 are diagnosed
with breast cancer, hypothetically depicted by the dots scattered inside the box. The likelihood
of people being diagnosed with breast cancer in the whole population is as follows:
Likelihoodpopulation =
caseCount
populationCount
=
10
2000
= 0.05
Figure 3.8: Illustration for likelihood ratio concept
The red circle inside the box illustrates a cluster detected by the software that has 10
cancer cases in it with the total population of 100 people inside the cluster area. The likelihood
of people being diagnosed with breast cancer inside the cluster area is
Likelihoodcluster =
caseCount
populationCount
=
10
100
= 0.1
Lastly, the likelihood ratio for a specific cluster is calculated by dividing the likelihood inside
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the cluster over the likelihood for the whole population.
LikelihoodRatio =
Likelihoodcluster
Likelihoodpopulation
=
0.1
0.5
= 20
In this example, the likelihood ratio value reflects that the chance of being diagnosed with
breast cancer is 20 times higher inside the cluster area compared to outside it. The method
gradually scans windows across space and keeps a record of the observed and expected cases
within the window. It calculates the likelihood ratio each time for the whole study area. Each
window is a candidate for a cluster. Those with the highest likelihood ratios are the most likely
clusters. Although spatial scan statistics can detect clusters in the shape of circles or ellipses,
this study only used circles for simplicity.
Spatial scan statistics have been reported to be sensitive to the window size that is used
for analysis (Boscoe et al., 2003; Ozdenerol et al., 2005; J. Chen et al., 2008). A large window
size can result in failure to detect smaller clusters, on the other hand, a small window size may
potentially lose large clusters that are significant. Yet within the context of breast cancer cluster
detection, there is no specific maximum window size knowledge base to follow because the
causes of breast cancer are still inconclusive. This study addressed this sensitivity by running
the analysis with different window sizes and examining the results for consistency. We used
SaTScan version 9.4.4 software written by Kulldorff (1997).
After the likelihood ratios for each cluster were calculated and sorted, a Monte Carlo
simulation was performed to statistically test whether the ranking for our data happened due
to chance at 95% confidence level. Windows with high likelihood ratios that were statistically
significant were identified as clusters with high values and those with low likelihood ratios as
clusters with low values. The analysis was run to detect space-time clusters, so the scanning
windows include both space and time periods that are represented by cylindrical windows with
the time as their height.
The results from SaTScan include a text output file with clusters information and a geo-
graphical output file (shapefile) that allows the clusters to be projected onto a map. All detected
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clusters with high and low values were reported but we were only interested in those that were
statistically significant. A process flow was built in ArcMap using the Model Builder tool to
filter the results as shown in Figure 3.9. The results from this model allow the significant high
and low clusters to be visualized and interpreted.
Figure 3.9: A process flow built in ArcMap to show significant high and low clusters
Spatial autocorrelation
Departing from Tobler’s (1970) first law of geography that stated, ”everything is related to
everything else, but near things are more related than distant things,” the concept of spatial
autocorrelation or spatial dependency measures how objects are similar to other objects located
close to them (Anselin, 2005). The main distinction between non-spatial and spatial data is that
the latter has inherent information about the locations of the data. In order to properly conduct
spatial analysis, it is necessary to have additional information about the locations that indicate
how closely the objects are situated in relation to other objects to which Tobler’s law can be
applied. This attribute is called the neighbour structure or spatial weights.
The choice of spatial weights is crucial when running such spatial dependency analysis.
Spatial weights with distance band were considered less ideal for this study because the dis-
tances between DAs in the urban areas were far shorter than those in the rural areas. This study
used the Queen’s contiguity to create spatial weights in order to represent the adjacency of
objects that takes all objects surrounding another object as its neighbours. The relatively stable
number of neighbours for each area that follow a normal distribution was another reason for
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the spatial weights selection.
The variable of interest for this method is the average value of AAR of breast cancer
during the study period. A spatial autocorrelation tool helps to identify whether an area with
a high rate was located close to areas that also have high rates, or whether an area with a high
rate was surrounded by low rates and vice versa, or whether there were regions with uniformly
similar (high or low) rates all around, or if there was any trend of rates at all.
A spatial autocorrelation is mostly measured using Geary Index and Moran’s Index (Good-
child, 1986). Even though both indexes are robust for most applications, the latter provides a
more intuitive result for interpretation with its positive or negative correlation. Within n num-
ber of areas the values to observe, the Morans I statistic was calculated as follows (Anselin,
1996):
I =
n∑n
i=1
∑n
j=1 Wi j
∑n
i=1
∑n
j=1(xi − x)(x j − x)∑n
i=1(xi − x)2
For every two locations in the study area i and j, the attribute values of those locations were
examined relative to their global mean value x and multiplied by wi j which represents the value
of spatial proximity between the two locations. The resulting index can range from -1 to +1.
The former value indicates the lack of spatial dependency within the areas with high values
surrounded by low values, or vice versa. This pattern is similar to a checkerboard pattern. The
latter value represents areas with similar values that are grouped together to form clusters (high
values surrounded by high values, and low values surrounded by low values). And lastly, the
index value of zero can be interpreted as an absence of spatial autocorrelation for the variable
of interest in the study area.
The results from cluster detection methods are dependent on the study area size, and as
illustrated in Figure 3.8, the cases located in the circle are close to each other and they form a
cluster because the distances between cases were much smaller when compared to the distances
between cases in the whole area. However, the distances between cases on the left side of the
circle tend to be similar to each other, thus the visible clusters at a smaller scale (or larger area)
became less obvious. Due to the difference in perspective reasoning, this study conducted the
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spatial autocorrelation analysis both at the global and local levels. We use the software Geoda
v1.4.3 (TM) to perform spatial autocorrelation analysis.
Principal component analysis
Real world data can be sophisticated and the pursuit of modelling complex data requires careful
attention. It is ideal to focus on the most important variables in the data. Principal Component
Analysis (PCA) may help to determine variables that are more important than others by ob-
serving their variances. A variance is a measure of variability of a predictor (e.g.: total income,
number of people with certain ethnicity). When we measure a predictor against a variable
of interest (e.g.: breast cancer prevalence), a covariance is useful to determine the extent to
which corresponding elements from the two variables move in the same direction. A positive
covariance represents a positive relationship between the first and second variable, or in other
words, as the value of the first variable increases, the other one does as well. On the contrary, a
negative covariance describes the exact opposite relationship. When the two variables are not
related, then the covariance equals zero.
In a model with many variables being considered, it is important to understand the co-
variance between variables to remove the possibility of statistical errors, both type 1 and type
2. A type 1 error is when we find a ”false positive” or a rejection of a true null hypothesis, and
a type 2 error is failing to reject a false null hypothesis, also called a ”false negative” finding.
When data of a variable has a similar trend with another variable, one of them can be
removed from the model. For example, human body weight and height generally increase with
age. The similar trends for these two variables have less variability. In other words, a model
that uses only one of these variables would be more compact without losing the variability of
the data. PCA can help to measure the variability of data and reduce the number of variables
used in the model to better represent the data and reduce complexity. In this analysis, PCA
was utilized to examine the trends of various socioeconomic factors, retrieved from the NHS,
and remove variables that show similar trends. For instance, education predictors may have a
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similar trend of values with income variables because the fact that people with higher education
tend to have a higher income is a general notion.
Multivariate analysis
Following the identification of cluster locations, socioeconomic factors were brought in to our
analysis to explore common exposure patterns within the clusters. Census data in 2006 and
2011 were processed using their corresponding years of administrative boundaries and mean
AAR.
We used multivariate analysis to examine the relationship between the dependent variable
with other covariates. In fitting a model to a dataset, a set of weights was assigned to control for
possible underlying statistical characteristics. Since larger sample sizes generate more reliable
results (Costello & Osborne, 2005), we assumed that study areas with larger populations would
yield more reliable breast cancer prevalences. To put this into practice, a general linear model
(GLM) was used in which population counts were set as weights. The model was written in R
and it is included in Appendix A. The software R is an open-source statistical and computing
application developed at Bell Laboratories in New Jersey, United States.
Including a geographical aspect to a model is beneficial when we believe that the loca-
tion of objects may affect the relationship of variables. Within the context of breast cancer, our
analysis included geographical or spatial factors. If the spatial autocorrelation analysis pro-
vided evidence of geographical dependence in an area that influenced the values, then the bias
of location can be removed by running a regression analysis that factors in a spatial continuity
component. Anselin (2005) suggested a spatial regression decision process to determine the
most appropriate model for spatial data and based on this suggestion, the spatial error regres-
sion model was deemed to be the best fit. Spatial error regression model was run with Geoda
software and the results were interpreted within their assumptions and limitations.
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3.3 Results
3.3.1 Clusters
SaTScan analysis was run at a series of maximum window sizes including 1%, 5%, 10%, 20%,
30%, 40% and 50% of the population at risk and the results are shown on the maps in Fig-
ure 3.10. Windows with significant maximum likelihood values were identified as clusters.
The clusters are ranked in the order of their maximum likelihood values. With the ‘Intersect’
tool in ArcMap, the DAs that are located inside the clusters were marked as areas with signif-
icant risk of breast cancer, both high and low. The size of clusters ranges from zero to almost
15 kilometres in radius (see Table 3.5). A cluster with a radius of zero is represented with a
dot on the map. This particular cluster is interpreted as a single DA with a significantly high or
low maximum likelihood value.
When the maximum window size was set to 1%, SaTScan identified nine circles across
the county with 22 DAs marked as clusters (see Figure 3.10) and when the window size was
increased to 5%, SaTScan reported only seven circles with less amount of DAs (nDA=19).
Similarly, the number of circles continued to decrease when the window size was increased to
10%. We began to see a saturation at the number of clusters detected at the 15% and 20% win-
dow sizes. Thus far, all of the DAs that were marked as clusters were located in the rural areas
outside the City of London. Furthermore, when the window size was set to larger than 20%,
the number of circles were unchanged but the number of included DAs began to exponentially
increase, especially inside the circle located in the south-west of London (nDA>219) to fit the
larger population size. This specific result could lead to an inaccurate detection of clusters, so
the window size of 10% was chosen as the optimal parameter before saturation and to avoid
potential errors.
SaTScan reported six significant clusters of high values and three clusters of low values
in different periods of time and they are shown in Figure 3.11. This map also shows the preva-
lence of breast cancer measured with AAR for each DA using proportional symbology. Each
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Figure 3.10: Maps displaying high-value clusters in Middlesex County with progression of an
incremental population at risk percentages
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circle depicts the ratio between AAR for the particular DA and the 2011 breast cancer national
rate retrieved from the cancer burden report published by CCS (National AAR=130.8) (CCS,
2015). The larger the circle, the higher the risk of breast cancer in that particular DA compared
to areas outside that DA, with the relative risk ratio to the national rate.
The use of proportional symbology and the chosen scale for Middlesex County (the top
map in Figure 3.11) is helpful to visually scan the ratio distribution across the study area, but
for small areas with many DAs, in this case, the City of London, the scale is too small to convey
such distribution. A better representation of the city is shown at the bottom map using a larger
map scale with the same proportional symbology size.
Table 3.4 shows DAs with the highest values of AAR and their comparison to the national
rate. The column ‘Ratio to NR’ is calculated by dividing the AAR in the DA with the National
Rate. The DAs in this list are marked as clusters with high values by SaTScan (clusters 1 to 6
in Figure 3.11). The analysis also revealed clusters of low values (clusters 7, 8, and 9) in the
county. Apart from the area where clusters 6, 7, and 8 intersect, the areas marked as clusters
of low values have low rate ratios as well, which confirms that the two methods yield similar
results in measuring breast cancer prevalence. Both methods concluded that clusters of breast
cancer tend to be located in the western and eastern fringes of the county.
Table 3.4: List of AAR at the DA level
AAR Category DAUID AAR Ratio to NR Cluster No.
9-10 35390825 1,371.10 10.48 135390797 1,232.33 9.42 5
7-8
35390862 1,028.30 7.86 2
35390883 981.10 7.50 4
35390877 876.56 6.70 -
5-6
35390865 841.55 6.43 2
35390751 727.11 5.56 3
35390712 695.26 5.32 -
35390723 664.65 5.08 6
National rate in 2011 = 130.8
For each identified cluster, SaTScan reported the radius, time frame, probability value,
number of cases observed and expected, relative risk and likelihood ratio (Table 3.5). Clusters
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Figure 3.11: Clusters of breast cancer in Middlesex County identified by SaTScan overlaid on
a map of proportionally symbolized ratio of age-adjusted rate to the 2011 national rate at the
Dissemination Area level
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1, 4, and 6 are persistently high between 2009 and 2013 and the rest of the clusters were
reported at different time spans that vary across the study period.
Table 3.5: Details of significant clusters at the DA level
Type No Radius (km) Start End P-value Observed Expected RR∗ LLR∗∗
High
1 0 2009 2013 0.000000 24 1.55 15.54 43.31
2 2.96 2003 2007 0.000000 33 3.90 8.52 41.46
3 5.78 2010 2013 0.000000 25 2.43 10.37 35.80
4 0 2009 2013 0.000000 19 1.82 10.47 27.40
5 0 2005 2009 0.000007 16 1.44 11.19 24.04
6 0 2009 2013 0.002872 18 3.04 5.96 17.11
Low
7 9.97 2008 2012 0.000000 7 53.98 0.13 33.01
8 8.19 2004 2008 0.000028 0 22.33 0 22.40
9 14.65 2004 2008 0.000108 0 20.78 0 20.84
∗RR = Relative Risk, ∗∗LLR = Likelihood Ratio
A spatial and temporal analysis was also conducted to detect clusters at the CSD level for
Middlesex County and its six land-locking counties to check the validity of our results. CSD
boundaries were stable between 2003 and 2013, hence, breast cancer prevalence was retrieved
by calculating the mean of AAR during the study period. Population data and geographical
administrative boundaries from the 2011 census were used to generate the AAR.
Similarly to the map at the DA level, Figure 3.12 shows the locations of SaTScan clusters
overlaid on a map of proportionally symbolized ratio between mean AAR per CSD and the
2011 breast cancer national rate, shown in Table 3.6. The areas with the highest prevalence
are reported at four locations including Dawn-Euphemia CSD in Lambton County, Adelaide-
Metcalfe CSD in Middlesex County, Howick CSD in Huron County, and Thames Centre CSD
in Middlesex County (clusters 1 to 4). The map provides evidence that the results reported by
the two methods are consistent with each other, in regards that the high-value clusters are lo-
cated in the vicinity of CSDs with high rate ratios (larger circle) and similarly, the clusters with
low values intersect with locations of CSDs with low rate ratio. With the focus on Middlesex
County, the tendency of high values clustering are located at the western and eastern fringes of
the county (cluster 2 and 4 in Figure 3.12) and this result is consistent with the previous result
at the DA level (clusters 1 and 5 on the western side and clusters 2 and 4 on the eastern side
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in Figure 3.11). The consistency shows that the result for our study area is not influenced by
edge-effect bias.
Table 3.6: List of AAR at the CSD level
AAR Category CSDUID AAR Ratio to NR Cluster No.
>3
3538007 664.44 5.10 1
3539047 646.83 4.95 2
3540046 417.99 3.20 3
2 3539027 223.41 1.71 4
National rate in 2011 = 130.8
Table 3.7: Details of SaTScan significant clusters at the CSD level
Type No Radius (km) Start End P-value Observed Expected RR∗ LLR∗∗
High
1 0 2009 2013 0.000000 46 7.23 6.39 46.43
2 0 2009 2013 0.000000 44 9.53 4.64 32.90
3 0 2004 2008 0.000000 42 10.99 3.84 25.35
4 0 2007 2011 0.023000 82 46.26 1.78 11.28
Low
5 0 2009 2012 0.000001 0 23.23 0.00 23.27
6 0 2009 2013 0.000002 0 21.65 0.00 21.68
7 17.13 2006 2010 0.003222 19 51.28 0.37 13.48
8 14.56 2009 2013 0.004501 23 56.84 0.40 13.10
∗RR = Relative Risk, ∗∗LLR = Likelihood Ratio
3.3.2 Spatial autocorrelation
Spatial autocorrelation analysis was run at both global and local levels to observe spatial pat-
terns of AAR among neighbouring areas for individual and cumulative years. The variation in
the number of years included in the analysis was useful to check spatial patterns consistency.
Global Moran’s Index
We explored patterns of AAR values for each year between 2003 and 2013 and the results are
shown in a series of scatter plots in Figure 3.13. The x-axis represents the standard deviation of
AAR and the y-axis shows the weighted average of AAR in its neighbouring areas. The slope
coefficients in the graph represent the Global Moran’s Indexes, which range from -0.13 up to
0.05. The coefficients formed trend lines that are almost parallel to the zero axes indicating a
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Figure 3.12: Clusters of breast cancer in Middlesex County and its surrounding counties over-
laid on a map of proportionally symbolized ratio of age-adjusted rate to the 2011 national rate
at the Census Sub-Division level
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weak global spatial autocorrelation in any given year. Furthermore, none of the indexes were
reported significant at the 95% confidence level by the Monte Carlo simulation tests. Con-
versely, the global analysis at the DA level for cumulative years reported a significant Global
Moran’s Index of 0.07 (p<0.01, 95% CI) indicating a weak positive spatial autocorrelation in
the county.
Local Indicators of Spatial Analysis (LISA)
AAR values were also explored using the Local Indicators of Spatial Association (LISA) tool
to detect local spatial autocorrelation per year. Each map in Figure 3.14 shows areas with
similar values that cluster together having high or low values (High-High and Low-Low) and
areas with contrasting values (High-Low and Low-High). Even though some areas are marked
a few times as clusters of low values in the western part of the county and some other areas are
marked the opposite, these maps convey inconsistent patterns of breast cancer across the study
area.
The LISA result for cumulative years is shown in Figure 3.15. There is a clear sign
of spatial heterogeneity in the study area with low-low values situated in the areas around
the centre and the north-west corner and high-high values located in different pockets of the
county, notably on the western and eastern parts. The reported areas returned by this method
are relatively consistent with clusters detected with SaTScan in Figure 3.11. The significant
existence of spatial autocorrelation in the study area determines multivariate analysis methods
used to explore the link between breast cancer and socioeconomic factors.
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Figure 3.15: The average pattern of local spatial autocorrelation of breast cancer AAR between
2003 and 2013
3.3.3 Socioeconomic factors
We explored correlations between the identified breast cancer clusters and socioeconomic fac-
tors in the region. After careful selection of the variables available on the NHS based on other
studies that have identified socioeconomic factors linked to breast cancer, we retrieved 31 inde-
pendent variables from each of the 2006 and 2011 census data. The variables include various
factors of income, education, employment, ethnicity, and occupation which were analyzed with
multivariate analysis. The full list of variables and definitions are listed in Appendix A.
All variables were included in the GLM model for each census year at both DA and CSD
levels using the corresponding population count as weights and the models came out insignif-
icant. We then explored the possibility to reduce the model complexity by running PCA for
each analysis. PCA allowed the models to be simplified by including fewer variables, reported
as principal components, while the data still held reasonably high variance. The cumulative
proportion of variability was chosen at 90% at the CSD level including 5 principal components
for each census year. Meanwhile, at the DA level, the data variance was distributed more evenly
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between the variables. The number of variables included in the model after PCA went down
by about one third to reduce complexity while still maintaining the variance at 70%. The list
of principal components for each census year and geographical unit is displayed in Table 3.8.
Table 3.8: List of variables with the highest variability in the data after PCA
Geographical Unit Principal components2006 2011
Census Sub-Division
Employment rate
Average income
Occupation in agriculture, forestry,
fishing, and hunting
Occupation in utilities
Occupation in mining quarrying and
oil and gas extraction
Employment rate
Average income
Occupation in agriculture, forestry,
fishing, and hunting
Occupation in utilities
Occupation in mining quarrying and
oil and gas extraction
Dissemination Area
Occupation in agriculture, forestry,
fishing, and hunting
Average income
Employment rate
Occupation in information and
cultural industries
Occupation in arts entertainment and
recreation
Aboriginal ethnicity
Occupation in transportation and
warehousing
Occupation in construction
Occupation in wholesale trade
Occupation in real estate
and rental and leasing
Occupation in agriculture, forestry,
fishing, and hunting
Employment rate
Occupation in arts entertainment and
recreation
Average income
Occupation in construction
Aboriginal ethnicity
Occupation in information and
cultural industries
Occupation in wholesale trade
Occupation in transportation and
warehousing
Occupation in real estate
and rental and leasing
Total population with no certificate
diploma or degree
Multivariate analysis was then conducted using principal components for the 2006 and
2011 census data at both the DA and CSD levels. The absence of spatial autocorrelation at
the CSD level justified the use of GLM for our multivariate analysis with population count as
weights. On the contrary, spatial autocorrelation was significantly detected at the DA level.
The use of GLM for the data at this level would generate inaccurate results because of the
inherent spatial bias in the data, therefore, spatial error regression was chosen instead. Table 3.9
displays the multivariate analysis results. The models consistently reported three factors that
are significant including average income, employment rate, and the collective occupations in
agriculture, forestry, fishing and hunting.
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Table 3.9: Multivariate analysis results
Predictors
General Linear Model Spatial Error Reg.
CSD DA
2006 2011 2006 2011
Average income 0.00 -0.04 *** 0.02 *** -0.00
(0.00) (0.00) (0.00) (0.00)
Employment rate 0.87 2.95 *** 0.08 1.50 **
(2.28) (0.42) (0.52) (0.55)
Occupation in agriculture, -0.03 -0.65 * 3.43 *** 7.37 ***
forestry, fishing and hunting (0.09) (0.27) (0.96) (2.18)
Significance: *** p<0.001, ** p<0.01, * p<0.05
The employment rate for women who lived in the study area was not correlated to the in-
creased risk of breast cancer in 2006, but it was statistically significant in 2011 at both CSD and
DA levels. At the CSD level, the result shows that employed women were almost three times
more likely to develop breast cancer compared to women who were not employed. Meanwhile,
at the DA level, the likelihood was also significant, but only by half as much.
The risk of breast cancer was reported to slightly increase with a small elevation of aver-
age income from the analysis at the DA level in 2006, but conversely, breast cancer incidence
was correlated to a slight decrease of average income when the analysis was conducted at the
CSD level using 2011 census data.
Furthermore, a significant link was found between breast cancer development and the
risk factor that included occupation in agriculture, forestry, fishing and hunting. The analysis
at the CSD level in 2006 yielded no significant result and the 2011 data shows that women who
worked in this set of occupations were slightly less likely to develop breast cancer. A much
stronger correlation is reported for this particular risk factor from the analysis at the DA level.
In 2006, women in this set of occupations were three times more likely to develop breast cancer
in 2006 and by 2011, the likelihood of developing breast cancer increased to more than seven
times compared to other women who did not work in these fields.
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3.4 Discussion
Cluster detection with SaTScan showed a sensitivity of outcome to the window size used in
the analysis. The higher number of population count is allowed to be included in a cluster,
the bigger the cluster size may become. In such case, the size of the detected cluster may not
portray the real burden of breast cancer in the area, but the incorporation of a larger number
of people may lead to an inaccurate detection of clusters. Small clusters may be concealed by
a large cluster because the test statistic value for the large cluster may be significant due to
the inclusion of the smaller significant clusters that are surrounded by insignificant ones. The
progressive comparison of window sizes was necessary to achieve the optimum window size
for our data.
There is no evidence of a strong pattern of breast cancer clustering in our study area at
the CSD level, but the analysis at the DA level identified the locations of high-value clusters
in rural areas. Residents of rural areas have been linked to having poorer health status than
their urban counterparts (Pong et al., 2009) and they have also been reported to be less likely to
seek preventive services compared to women who live in urban areas (Bryant & Mah, 1992).
One possible explanation is that rural areas tend to have less accessible health services. The
Canadian Partnership Against Cancer reported that only a smaller percentage of rural patients
are able to access cancer treatment compared to their urban counterparts, especially those who
live further away from the treatment facilities (2014/2015 Annual Report: Progress in Action,
2014). Consequently, women in rural areas might delay mammogram checks or wait longer
for test results and these actions may lead to late detection and treatment, which then increase
breast cancer mortality rate.
The results from this study reported the socioeconomic factors related to an increased
breast cancer risk include income, employment rate, and occupations in agriculture, forestry,
fishing and hunting.
The correlation between breast cancer and women’s average income are sparingly weak
but significant across our analyses at different geographical units and census years. Income and
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employment rate may be treated as indicators of socioeconomic status(SES). Many studies have
reported the link between SES and breast cancer development. At the individual level, breast
cancer risk factors have been reported to include genetics, the age of first menstruation, parity,
age, hormonal variations, family history (Lynch et al., 1989; Trichopoulos et al., 1983; Ye et al.,
2002; Lanfranchi, 2015). A study conducted in Wisconsin controlled for these individual level
risk factors and found that socioeconomic factors at the community level, including high level
of education, urban life, and living in high SES community, also contributed to the increased
risk of breast cancer (Robert et al., 2004). They reported community contextual effects may
influence individual-level choices and behaviours regarding reproductive and lifestyle factors
that may increase the odds for women to develop breast cancer in their lifetime. Higher SES
women have been reported to have the tendency to have lower parity, later age for first full-
term pregnancy, greater body weight, higher alcohol consumption, lower lactation, exogenous
hormone use, and greater use of mammography screening (Kelsey & Bernstein, 1996; Katz et
al., 2000; Calle et al., 1993)
Furthermore, women who work may be subjected to environmental exposures that exist
at their workplaces, both for the purpose of the job (e.g.: the use of chemicals in a factory,
or cleaning products used by women who work as cleaners, etc.) as well as the workplace
environment contaminants that may trigger the development of breast cancer. There are many
facets of employment that can be derived to explain its link to breast cancer, which makes this
particular economic factor less conclusive in explaining breast cancer occurrence.
Among the socioeconomic factors explored in this analysis, our findings show the strongest
correlation between an increased risk of breast cancer and occupations in agriculture, forestry,
fishing and hunting. Even though there is a lack of evidence for the association between the
last two occupations, fishing and hunting, and breast cancer, some studies have reported links
between environmental aspects of the first two occupations and breast cancer development
(Weiderpass et al., 2011; Fenga, 2016; X. Chen, 2017). For the occupation in agriculture, the
clusters detected in this study are mostly located in rural areas and these are consistent with the
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general locations of the lands used for agriculture. Farmers had been reported to experience
elevated rates of cancer due to their exposure to a variety of substances including pesticides,
engine exhausts, solvents, dust, and zoonotic microbes (Blair & Zahm, 1995). Furthermore,
this county sits in the area of south-western Ontario, which is known to be an agricultural re-
gion because the climate is among the mildest in Canada. This finding is consistent with earlier
work by Brophy et al. (2012) who reported that women who had worked in agriculture were
more susceptible to developing breast cancer.
Solar radiation has been reported as an occupational exposure in forestry that may pro-
mote cancer development, although the results are inconsistent with breast cancer high preva-
lence. Meanwhile, studies that conclude an association between occupation in forestry argue
that workers may be exposed to some carcinogens found in organic compounds when handling
wood (Guénel & Villeneuve, 2006). The carcinogens were reported to have the same properties
as an endocrine disruptor that has been linked to an increased risk of breast cancer.
Study Limitation
In census data, some areas were reported to have a population of zero. In reality, these areas
likely have dwellers living in them, but the voluntary nature of census data collection might
lead to an incomplete representation of the population count. When the analysis was run for
these areas, the generation of AAR, that included a calculation of cancer count divided by the
population count of zero, resulted in an unknown number of infinity and the rates could not be
used for the analysis. The prevalence of breast cancer in these areas are not properly projected
in our AAR measurement causing a distortion in the results. If the numbers of breast cancer
incidents were high in these areas, then our analysis might have missed potentially significant
clusters.
The results from this study need to be interpreted with caution considering uncertainties
in the latency period during which the disease develops. The unrecorded history of migration
may contribute to inaccuracy in the results. Some women might decide to live or retire in the
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areas that are more accessible for them, some others might move to big cities for easy access
to health care, and some might migrate for other significant reasons. Women could be exposed
to environmental factors that would increase breast cancer risk before or during the migration,
but the cancer registry only captures the information at the time of cancer diagnosis.
The response rate for the 2006 Canadian census was 93.8% and it went down to 68.6%
in 2011 (Statistics Canada, 2018). Even though Statistics Canada had taken an adjustment
approach to improving data quality, the estimates we retrieved from the NHS were released
with caveats to inevitably include potential challenges of the variability of response rates at
lower geographic levels, sampling error and non-response bias. Furthermore, the aggregation
of health data in our study, from the postal code level to the DA or level, is susceptible to
ecological fallacy and reasoning inaccuracy.
3.5 Conclusion
The study used both spatial autocorrelation and spatial scan statistics to identify breast cancer
clusters in Middlesex County. The analyses were conducted within the county and with the in-
clusion of its surrounding counties to check the consistency of results and they were reasonably
similar to each other. Areas identified as clusters of high values were reported at the western
and eastern fringes in the county as shown in Figure 3.10 and Figure 3.12. Clusters of low
values were also detected and they were located in the northern part of the county.
This research was conducted in collaboration with the Middlesex-London Health Unit
and the results may contribute to local breast cancer programs and policy changes that are
focused on raising awareness about the disease in the community. Early detection of breast
cancer cases applied through the screening programs may lead to improved survival rates.
Women who are currently eligible for breast cancer screenings are categorized into those at
average risk (aged 50 to 74 years) and those at high risk (aged 30 to 69 years) (CCO, 2018).
The former group consists of women without acute breast symptoms, nor a personal history
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of breast cancer, nor current breast implants, and not having had a mammogram in the last
11 months. The high-risk group includes women with a genetic mutation, family history of
breast cancer, and those who received radiation therapy on their chest. Based on the findings in
this study, we recommend the health unit to specifically encourage women with low income,
high unemployment rate, and occupation in agriculture, forestry, fishing, and hunting to also
participate in the screening program.
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4 Conclusions
This last chapter summarizes the findings of the study and describes the contribution that this
thesis can provide. The strengths and limitations of the study are also discussed. Lastly, we
provide recommendations for future work in breast cancer research.
4.1 Summary of Findings
We utilized GIS tools and spatial analysis to explore breast cancer prevalence and detect clus-
ters in Middlesex County and its surrounding areas. The analysis reveals spatial patterns re-
flected by the data and the results show the breast cancer cluster locations, which are located on
both western and eastern fringes of the county. Using regression analyses, the study provides
evidence of significant socioeconomic variables that elevate the risk, including average income,
employment rate, and women’s occupation in agriculture, forestry, fishing and hunting.
4.2 Research Contributions
To the best of our knowledge, a study to locate breast cancer clusters like ours has not been
reported for Middlesex County. The results show persistent breast cancer cluster locations for
both high and low values, and also the combined influence of socioeconomic and environmental
risks for breast cancer in the study area, such that certain geographic areas may need specific
policy attention.
One of the challenges for public health agencies when dealing with cancer clusters is
to communicate with the public effectively when concerns about the clusters arise. With the
involvement of the MLHU in the study, the results may contribute to a knowledge exchange
with the community to not only better understand breast cancer and its link to environmental
health, but also contribute to the programs provided by the health unit to advance breast cancer
prevention.
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4.3 Strengths and Limitations
We recognize some limitations that constrain our study and the interpretation of results. As
mentioned in Section 3.4, the use of census data is subject to miscount or under-enumeration
because they are estimates and this study used them to detect breast cancer clusters both at
the point and aggregated data. The census data includes population count and socioeconomic
factors. An ideal analysis would be conducted with precise and comprehensive data to pro-
duce high-quality results, but in reality, the availability of such data are rare. Breast cancer
prevalence for the eleven years of observation was measured using intercensal data in 2006,
2011, and 2016 and even though this method is widely used in various cancer studies, there is
inaccuracy in the population registry that may affect the results.
Another limitation of studies that use census data is the frequent changes of administrative
borders that can cause discrepancies including area size, population count for that area and the
values of socioeconomic variables yielded from the area. It is not a problem for large-scale
studies, but careful interpretation must be implemented to their small counterparts.
Furthermore, health data is subject to errors such as diagnostic error or misclassification.
There could be double counting or under registration in the cancer registry. This kind of error
might not happen often, but it might encourage false findings if it happened in an area with
cluster tendencies a priori.
Regardless of the limitations, this study offers many strengths in data quality and the
methods it uses. The availability of breast cancer data at the individual level is powerful be-
cause, with such granularity, we were able to conduct point data analysis using SaTScan and
then there was room for the study to be expanded at different levels of geographical unit aggre-
gation. Not only were breast cancer cases analyzed as points and as prevalence per area, the
study area was also expanded to its land-locking counties to anticipate edge effects in pattern
analysis of the single county. All results were cross-checked and the use of different methods
provides more confidence in the findings.
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4.4 Direction for Future Research
Based on the results that report locations of breast cancer in the county where prevalences are
either high or low and significant socioeconomic factors increase the risk, future research may
be conducted to explore the subject further. It is important to examine contextual determinants
of the cluster in-depth to better understand risk factors of breast cancer.
Further analysis that incorporates the distance to the screening programs and cancer care
centres may help to explore the association between residential location and an increased risk
of breast cancer. Our result shows the clusters are located mostly in the rural areas where there
is less accessibility to the cancer care facilities. The inclusion of this factor may better explain
the geographical pattern of breast cancer occurrences.
Given the challenges of cancer studies related to the latency of breast cancer develop-
ment, a qualitative analysis involving interviews with breast cancer patients or survivors within
the identified clusters may help to gain more insights about breast cancer. The information col-
lected may include family history, work and residential history, exposure to chemicals at home
or workplace, and other contextual environmental exposure variables. On a larger scale, a
quantitative analysis in the form of a case-control community health survey might also provide
a better understanding of the correlation between the identified clusters and breast cancer.
Not only does personal history play a role in breast cancer development, but location
history may also provide etiological clues to better understand breast cancer risk factors. A
historical analysis within the identified clusters may be useful to draw a time-lapse conceptual
and environmental exposure ideas to locate carcinogens. The analysis may utilize historical
maps, city directories, industrial and business directories that can potentially capture contami-
nated areas within the clusters that could lead to more breast cancer etiological clues.
Appendix A Regression parameters
The 31 variables used in the regression analysis were retrieved from The Canadian Census
Analyser that provided access to Canadian Census Data (http://datacentre.chass.utoronto.ca/census/).
The description of all variables was directly quoted from this source. Models for the analysis
are listed below in R syntax.
Variable Description
AVG INC Income of individuals in 2010 (part 1) - Females / Total income in 2010 of
population aged 15 years and over; Females / Average income; Females
NOCERT A total value of two variables:
- Education - Females / Total population aged 25 to 64 years by highest certifi-
cate diploma or degree; Females / No certificate diploma or degree; Females
- Education - Females / Total population aged 25 to 64 years by highest certifi-
cate diploma or degree; Females / High school diploma or equivalent; Females
CERT Education - Females / Total population aged 25 to 64 years by highest certifi-
cate diploma or degree; Females / Postsecondary certificate diploma or degree;
Females
EMP RATE Labour force status - Females / Employment rate; Females
ETH ABO Ethnic origin population - Females / Total population in private households by
ethnic origin; Females / North American Aboriginal origins; Females
ETH OTH Ethnic origin population - Females / Total population in private households by
ethnic origin; Females / Other North American origins; Females
ETH EUR Ethnic origin population - Females / Total population in private households by
ethnic origin; Females / European origins; Females
ETH CAR Ethnic origin population - Females / Total population in private households by
ethnic origin; Females / Caribbean origins; Females
ETH LAT Ethnic origin population - Females / Total population in private households by
ethnic origin; Females / Latin Central and South American origins; Females
ETH AFR Ethnic origin population - Females / Total population in private households by
ethnic origin; Females / African origins; Females
ETH ASIA Ethnic origin population - Females / Total population in private households by
ethnic origin; Females / Asian origins; Females
IND11 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 11 Agriculture forestry fishing and hunting; Females
IND21 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 21 Mining quarrying and oil and gas extraction; Females
IND22 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 22 Utilities; Females
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IND23 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 23 Construction; Females
IND31 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 31-33 Manufacturing; Females
IND41 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 41 Wholesale trade; Females
IND44 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 44-45 Retail trade; Females
IND48 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 48-49 Transportation and warehousing; Females
IND51 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 51 Information and cultural industries; Females
IND52 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 52 Finance and insurance; Females
IND53 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 53 Real estate and rental and leasing; Females
IND54 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 54 Professional scientific and technical services; Females
IND55 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 55 Management of companies and enterprises; Females
IND56 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 56 Administrative and support waste management and
remediation services; Females
IND61 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 61 Educational services; Females
IND62 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 62 Health care and social assistance; Females
IND71 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 71 Arts entertainment and recreation; Females
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IND72 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 72 Accommodation and food services; Females
IND81 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 81 Other services (except public administration); Females
IND91 Industry - Females / Total labour force aged 15 years and over by industry -
North American Industry Classification System (NAICS) 2007; Females / All
industries; Females / 91 Public administration; Females
Full model:
glm(meanaar ˜AVG INC + NOCERT + CERT + EMP RAT E + ET H ABO + ET H OT H +
ET H EUR+ET H CAR+ET H LAT +ET H AFR+ET H AS IA+IND11+IND21+IND22+
IND23+ IND31+ IND41+ IND44+ IND48+ IND51+ IND52+ IND53+ IND54+ IND55+
IND56 + IND61 + IND62 + IND71 + IND72 + IND81 + IND91, weights = population)
Model with 98% PCA for 2006 data at the CSD level (5 principal components):
glm(meanaar ˜EMP RAT E+AVG INC+IND11+IND22+IND21, weights = population2006)
Model with 99% PCA for 2011 data at the CSD level (5 principal components):
glm(meanaar ˜EMP RAT E+AVG INC+IND11+IND22+IND21, weights = population2011)
Model with 70% PCA for 2006 data at the DA level (10 principal components):
glm(meanaar ˜IND11+ AVG INC + EMP RAT E + IND51+ IND71+ ET H ABO+ IND48+
IND23 + IND41 + IND53, weights = population2006)
Model with 70% PCA for 2011 data at the DA level (11 principal components):
glm(meanaar ˜IND11+ EMP RAT E + IND71+ AVG INC + IND23+ ET H ABO+ IND51+
IND41 + IND48 + IND53 + NOCERT , weights = population2011)
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