WDM networks depend on predetermined, fixed wavelength channels, requiring highly stable lasers and tunable filters. Robust WDM networks, based on dynamically selected wavelengths, relax manufacturing and operating wavelength tolerance requirements leading to low-cost implementations. A node dynamically selects a currently unused wavelength for communication, and uses it for a limited period of time for communication with a destination, thus allowing the network to tolerate wavelength variation with time. A performance model is presented for Robust WDM networks in which the right to establish WDM connections is arbitrated periodically by a control channel based on token passing. Comparison with simulation results indicates the model's ability to predict the network performance accurately.
INTRODUCTION
One way to exploit the massive bandwidth of the optical fibre is to use concurrent multiple node-to-node transmissions. Wavelength-division multiple access (WDMA) [1] [2] [3] [4] [5] relies on concurrent connections on different wavelengths and is thus able to relieve the electronic bottleneck. The minimum spacing between adjacent channels can be reduced by using stable transmitters (lasers) that do not drift too far from their nominal operating wavelength range. The present implementations of WDMA networks are based on transmitters and receivers that can be precisely tuned to predetermined fixed wavelengths. Wavelength of lasers drift with temperature and the output power of the laser can also change even though a constant input current is applied. Typical temperature dependent drifts of distributed feedback (DFB) and vertical-cavity surface-emitting lasers (VCSELs) are of the order of 0.1 nm/8C, whereas Fabry-Perot (FP) lasers exhibit 0.5 nm/8C drifts. For a wavelength drift of 0.1 nm/8C and an operating range of 20-508C, the spacing between adjacent channels has to increase by 3 nm, in addition to that due to other considerations. This necessitates the temperature of the components to be tightly stabilized. Wavelength and power stabilization of laser transmitters is thus critical and contributes to a significant increase in cost. Thus, commercial exploitation of WDM systems has not made great progress in short-haul local-area network (LAN) environment where the cost of the fibre and its installation would be considerably low compared to the cost of suitable precise and stabilized transmitter sources. Also, the cost of using stabilized, i.e. thermally isolated, DFB lasers is about one order of magnitude higher than that of non-isolated ones.
Robust WDM network is an architecture that relaxes manufacturing and operating wavelength tolerances [6] [7] [8] [9] [10] [11] [12] [13] and as a result reduces the cost to levels acceptable for LAN environments. A demonstration prototype has been implemented and several protocols have been proposed for Robust WDM networks [14] [15] [16] [17] . Robust WDM networks use an access protocol that can adapt to large variations of wavelengths of lasers over both limited and extended periods of time. The medium-access control (MAC) protocol does not depend on fixed wavelength channels, but dynamically adapts to the variations of the signal wavelengths. Thus, a Robust WDM network does not require extremely stable lasers or tunable filters and can be implemented with low-cost optical components, thus leading to cost-effective network implementations.
Robust WDM networks depend on a control channel-based MAC protocol that ensures orderly and fair establishment of connections. The protocol used in the control channel can have a significant effect on the performance. In this paper, we present a performance model for a symmetric fast circuit-switched Robust WDM network. In Section 2, the architecture and the MAC protocol are explained. The performance model is developed in Section 3. The model is evaluated in Section 4 for different network parameters and the results are compared with these generated by a simulator.
ROBUST WDM NETWORKS

Architecture
We describe the Robust WDM architecture and the receiver only to the extent that is necessary to develop the performance model. A detailed description of the Robust WDM concepts, architecture and receiver can be found in References [9, 10, [15] [16] [17] .
The Robust WDM network architecture is based on a passive star as shown in Figure 1 . Each node has an array of lasers, one of which is dynamically selected at the transmission time. The time is divided into slots, each of which consists of two intervals, namely the transmission interval (T t ) and the reservation interval (T R ) as shown in Figure 2 . High-speed WDM transmissions are allowed only during the transmission intervals. Using WDM, several stations, up to the total number of channels (c), may transmit during a transmission interval, as long as they are on different channels (wavelengths). During a reservation interval, all the stations have to cease high-speed WDM transmissions. A waiting station, which is assigned to use that reservation interval, finds an available channel (if one exists) corresponding to a wavelength that is not currently used by any other station. Only the station that acquires the reservation interval can select an available channel, even if there is more than one channel available and there is more than one station requiring a channel at that moment. Once an unused wavelength is found, the station establishes a link with the intended destination to be used at the beginning of the next transmission interval. Each reservation interval is followed by a transmission interval in which all the WDM links resume their operation and the new link starts its transmission as well. The reservation interval may also be used to acknowledge whether or not the receiver was able to lock-on to the signal as well as to establish a reverse link if needed. The allocation of the reservation intervals among stations is done using a control channel. In this paper, we consider the case where the arbitration is carried out using token passing in this control channel. 
Wavelength-tolerant tracking receiver
Robust WDM architecture depends on the wavelength-tolerant tracking receiver shown in Figure 3 . A detailed discussion of its hardware and a successful introductory demonstration can be found in References [16] [17] [18] . The optical power incoming from lasers that operate at different wavelengths is spectrally decomposed by the dispersion system, which can be realized by a blazed grating or a planar-guided wave dispersion system. The decomposed optical signals are imaged onto an over-sampled array of photodetectors that convert photonic data into electronic signals and pass them to a preamplifier stage and, subsequently, to a winner-take-all (WTA) decoder through the field-effect transistor (FET) switches. Note that the position of the detector detecting the incoming signal has a one to one relationship with its wavelength. The WTA decoder consists of a high-speed integrated flash controller that converts the position of the incoming electrical signals into amplitude values and finds very rapidly the detector element(s) at the brightest wavelength. Since we allow only one station to transmit during a reservation interval, the WTA decoder at each of the stations can quickly lock onto the wavelength being transmitted. The WTA decoder finds out the spatial pin-diode detector position corresponding to the transmitting laser and sends this information to the selector/router. The selector/router is basically a programmable crossbar-switching network that gets its routing information from a wavelength translation table. During the multi-wavelength data transmission phase, only the current from a single detector element or from a few neighbouring PINs corresponding to a narrow wavelength band being received by the particular station, identified during a prior reservation interval is decoded and sent to the quantizer. During an initialization phase for the network, all the lasers are switched on, one after another, and each station in the system creates and stores its own translation table in its selector/ router for the wavelength-PIN conversation. In a network operation environment, the receiver(s) will be switched periodically into this calibration mode and, hence, wavelength drifts of lasers can be tracked by updating the wavelength translation table(s). This procedure assumes that the time scale of laser drifting is larger than that of the data transmission. A network controller ties the transmitter and receiver, as well as carries out the medium-access control functions [18] . Although the use of such a reservation interval, during which no WDM transmissions are allowed, decreases the efficiency of the network, this protocol and the implementation possess many advantages over the traditional WDM techniques in the areas of robustness and cost effectiveness. The reasoning for having a reservation interval and how it enhances robustness is addressed elsewhere [16, 17] . Note that, in this context, the term available channel refers to a wavelength that is not used by any other station, rather than a predefined wavelength. Thus, the spacing between adjacent channels may vary and need not be constant. The protocol is able to tolerate slow variation of the laser wavelength, as a node can be forced to re-select another laser after transmitting for a certain limited time period. This time period need to be short enough to ensure that the wavelength will not drift into an adjacent channel during the transmission. The variation of laser wavelengths with time is however not considered in our model and a fixed number of channels is assumed. The protocol analysed here is one of many that can be used in wavelength tolerant LANs [9] .
Token-based MAC protocol
The medium access protocol aims at regulating the network access to provide fair access to all the stations on the network. The MAC scheme has to ensure that only one station uses any given reservation interval. In this paper, we consider a network, where a token, passed on a control channel, visits the stations in a cyclic order and determines the one which would access a given reservation interval. Only a station that has a connection request and is waiting to establish a connection can hold the token. Upon receiving the token, the station keeps it until the intended connection is established. Only the station holding the token is permitted to establish a new connection during a reservation interval. Stations with no connection requests or those involved in on going transmissions do not hold the token, but pass it to the next downstream station.
Only an idle station that has a request for a connection can hold the token until it gets an available channel, corresponding to a wavelength that is not used by any other station (e.g. l i in Figure 2 ). Once such a wavelength is found, the station establishes a connection with its desired destination. The reservation interval may also be used to acknowledge whether or not the receiver was able to lock-on to the signal as well as to establish a reverse link if needed. After getting an available channel, the station is allowed to start its data transmission at the beginning of the next transmission interval. A station is considered 'active' if it starts or continues its WDM transmission in the current slot; otherwise, it is said to be 'idle'. A station is 'full' if it has a connection request that is incomplete, i.e. it is pending or being served. An 'empty' station does not have any requests. A station that gets the token while it is active or empty passes it immediately to the downstream station.
To illustrate the link establishment procedure, consider the scenario illustrated in Figure 4 . Having received a connection request from its host, node A wishes to establish a connection with its intended destination (station B). Station waits until it is visited by the token, which is the license to initiate a reservation interval. For performance considerations, the reservation intervals have to be separated by minimum time duration (minimum inter-reservation time). After ensuring the elapse of this minimum duration, station A broadcasts a stop transmission signal, ST(s), on the control channel, denoted by s. The stop transmission signal includes the source address (station A), the destination address (station B), and the type of connection (simplex or full duplex) to be established. Upon receiving this signal, all the stations cease their on-going high-speed WDM transmissions, marking the beginning of the reservation interval. Station A selects one of its lasers that operates on a wavelength in the currently unused portion of the spectrum, as measured by its receiver's PIN position. Once such a wavelength is found and while there is no other power on the fibre, station A uses that wavelength to send a connection request (CR) to inform all stations including B which wavelength it will use. Recognizing itself as the destination, station B checks the type of connection (simplex or full duplex). If a simplex connection is required, station B sends an acknowledgment to station A followed by a acknowledge and resume transmission, ART(s), signal to all the stations on the control channel. In the case of a full-duplex connection, station B sends the acknowledgment and then follows the same procedure to establish a reverse link. Upon receiving the connection request, station A sends an acknowledgment to station B followed by a resume transmission signal to all stations on the control channel. Upon detecting the resume transmission signal, the reservation interval ends and the transmission interval begins, i.e. all stations resume their WDM transmissions, so does A (and B in duplex mode) using the new WDM links established between them. This marks the end of the reservation interval and the beginning of the transmission interval. Figure 4 illustrate scenarios of a successful reservation interval (i.e. one that results in successful connection establishment); however, two cases of blocking may be expected. First, channel blocking occurs when the source node (station A) fails to find any of its lasers operating in an unused part of the wavelength spectrum. Second, receiver blocking occurs if the destination node (station B) for the connection request is also a destination for an ongoing WDM transmission. Channel and receiver blocking would lead to immediate aborting of the reservation interval with the broadcast of the resume transmission signal by stations A and B, respectively. Blocking due to signaling errors is not considered in the analysis below, as the probability of such an error is very small [7] . Similar reservation-based protocols employing a control channel have been presented in Reference [9] where the waiting stations contend during the reservation interval to get a channel.
THE MODEL
In this section, we develop an analytical model for a circuit-switched Robust WDM network that consists of N stations and c transmission channels. Each station is assumed to have sufficient number of lasers to cover all the channels. A symmetric network is considered with respect to the arrival rates and the service time distributions at the nodes. The process of connection request arrivals to an empty station is assumed to be Poisson with mean l s arrivals per sec per station. A station can handle only one connection request at a time; thus, no arrivals occur at a station that has an incomplete circuit-switched connection request. The service times of connections are assumed to be independent and independent of the arrival process. The service time is geometrically distributed, with parameter p and mean length L slots. The token transmission times (E), from a station to another, is constant. Only simplex WDM transmissions are considered although the model can easily be extended to cover the duplex case. This analysis also assumes that the reservation interval T R and the transmission interval T t are fixed. A more general version of a protocol can be conceived where the duration of these two intervals are not fixed, however, in such a case the added hardware complexity has to be taken into account. The token is passed from station to station in the signaling channel. As shown in Figure 5 if a station, visited by the token, has a connection request (say i) that has not been served yet, it holds the token (for time h i ,) until it gets a WDM channel, before sending the token to the next station. This corresponds to waiting for a reservation interval in which it can find a channel. In the example of Figure 2 , the node has to wait for a second reservation interval at which time it can use a wavelength l i . The WDM transmission lasts for x i time units and the pattern repeats. The token can therefore be considered as a server that serves a station for a time h i , as shown in Figure 5 .
Since the token serves a station for only one request at a time, it can be considered as serve-atmost-one discipline. Assuming constant token transmission times (E), the waiting time (W Q ) can be stated using the results given in References [19, 20] as follows:
where, W Q is the mean total waiting time, i.e. the interval between the connection request arrival and beginning of the corresponding transmission, H ; H ð2Þ the first and second moments of the token service time h (visit period of the token), l the total arrival rate to the network [arrivals/s], and r is the total token utilization. Also,
where, P ES is the probability that a given station is empty, thus
Referring to In Figure 5 , the station is initially empty (ES). Since the arrival process is Poisson, the mean time until the next request arrival is (1=l s ); and only then does the station become full (FS). The arrived message waits for a random time with a mean value W Q before its transmission starts. The transmission time has a mean value X. A station is considered 'full,' i.e. in state (FS), from the instant of receiving a connection request till the end of its transmission. A station without such a request is considered an empty station, i.e. in state ES. Thus,
Substituting values of l, r and P ES from Equations (2)- (4) into Equation (1) and rearranging, we get
where 
where Derivation details of these equations can be found in Reference [7] . R, R ð2Þ correspond to the first and second moments of the residual time (r), where r is the time interval between the arrival instant of token at a station till the beginning of the next transmission interval as shown in Figure 2 .
T CA , ðT CA Þ ð2Þ are the first and second moments of t CA , the time from the beginning of a transmission interval to the time at which the token leaves the station as in Figure 2 . The slot time S is given by
¼ Probfthere is a channel available exactly i slots after receiving the token and not before thatg
where E and F denote the first and second clauses in the above definition.
Assuming that the duration of a connection is geometrically distributed with a mean value L slots/connection, q ¼ Probfat the beginning of a slot; the transmitting station under consideration gives up the channel; i:e: the station becomes 'idle'g
Assume simplex WDM transmissions and let (t=0) correspond to the beginning instant of the transmission interval next to the token arrival, where t is time expressed in slots.
Next we evaluate P CA ðiÞ. First consider the case where N > c: P ðE j F Þ=Prob {exactly i (>0) slots after receiving the token, a station or more of the c-active stations become(s) idle j all the c-active stations are active for i-successive slots from t=0}
According to the geometric distribution assumption, an active station may keep active or become idle in the next slot with probability (p) and (1 À p), respectively, independent of how Hence, for N > c and i > 0:
Substituting Equation (10) into Equations (8) and (9), we get
where b ¼ p c , and P CSA =Prob {there are c-active stations at the beginning of a transmission interval} Thus, Equations (11), (12), (6) and (7) can be used to find H and H ð2Þ provided P CSA is known. Note that for N 4c, which corresponds to a network in which there are more channels than nodes,
Using this in Equations (8) and (9), to evaluate T CA and T ð2Þ CA , and using Equations (6) and (7), we get the following, for N 4c:
Evaluating P CSA : To find P CSA , the discrete-time Markov chain, shown in Figure 6 , is used. The state is defined as the number of active stations (n) at the beginning of a transmission interval. The state n=c represents the case where all the c-channels of the network are busy; i.e. no channel is available. If there is a channel available, the only station that is allowed to start its transmission is the one that is holding the token. Thus, the number of the active stations can increase by at most one. On the other hand, an arbitrary number of active stations may complete their transmissions in the same time slot and hence the state of the chain can decrease by any number. The steady-state probabilities can be obtained by solving Equations (14) and (15) below. Thus P CSA , which corresponds to being in state c in the Markov chain, can be obtained.
where Its elements are shown below, and the non-zero elements are calculated as follows: 
for m ¼ 0 P SIF =Prob {a station is full j it was idle in previous slot}
Using the same arguments as above, Q n and a n;n can be obtained as follows.
Q n = Prob {the number of active stations in the current slot is increased by one (¼ n þ 1)j there were n-active stations in the previous slot}
This can be shown to be the following, as given by Reference [7] :
Q 0 ¼ Prob fthere is a station or more; from the N idle stations; that had an arrival or more during the previous slotg
ÀN l s S a n;n ¼ Prob fthe number of active stations ðnÞ in the current slot is the same as that inthe previous slotg
It can be shown that [7] ,
Similarly,
To evaluate P SIF , consider only the idle interval in Figure 5 , where the station is either empty or full with a waiting request; thus, P SIF can be obtained as follows:
Solving Equations (14) and (15), we get P CSA , which is used in Equations (11) and (12) to get T CA and ðT CA Þ ð2Þ , respectively. Substituting in Equations (6) and (7) for T CA and ðT CA Þ ð2Þ , together with R and R ð2Þ [7] , we get H and H ð2Þ , respectively. Using these values as well as Equation (13) to calculate A, B and D and then solving Equation (5) and selecting the appropriate root, W Q is obtained.
NUMERICAL EXAMPLES
In the following analysis, we consider a network with following parameters: N ¼ 50 stations, c ¼ 10 channels, T R =1 ms, T t ¼ 100 ms, L ¼ 100 slots/connection, l s ¼ 10 or 100 arrivals/s and 
Note that even though the arrival rate per station is kept constant, the accepted load to the network G changes due to the unity buffer limitation at each node. Solving Equation (5), we get two values for the mean arrival waiting time (W Q ). In all experiments, the two values of W Q are either one is positive and one is negative or both are positive. In the former case, the positive one is considered. In case of two positive roots, both values are used to ensure that each of P ES and r are less than or equal to one. Always, only one feasible solution exists.
To illustrate the effect of the different parameters on W Q , one parameter is changed at a time, keeping the others constant. Results obtained by using the model described in this paper are compared with those generated by simulation [21] . In all the following figures the analytic results are plotted with solid lines; while the simulation results are represented by asteriks. Figure 7 illustrates the variations of W Q with offered load G. Changing G is achieved by varying the arrival rate at each station, l s . At low arrival rates (l s ), increasing l s decreases P ES , as in Equation (4), and hence increases the number of full stations. Thus the token rotation time, the time taken by the token to circulate once among all the stations, increases which increases W Q . As l s increases further, the network saturates in the sense that all stations are full almost all the time, and hence limiting G. Upon reaching the upper limit of G, increasing l s , does not increase l and thus limits W Q to its maximum value.
In Figure 8 , the relation between W Q and c is shown. In general, increasing c, decreases the mean token holding time (H), and hence decreases W Q. . In this case, the traffic admitted to the network, which is defined as G above, varies between 0.3 and 5.05. The variations of the mean waiting time (W Q ) with the number of slots per connection (L), is shown in Figure 9 . The mean duration of a connection (X), in seconds, is given by X=LS, where (S=T t +T R ) is the slot duration. For small values of L, in our case 4200, where the number of total arrivals during X is 4c, there is always a channel available. Thus, an arrival waits for no longer than the residual time (r).
Increasing L beyond that increases X and hence increases the channel holding time by the transmitting station. As a result, the station holding the token waits for longer time (H), until it gets an available channel. This in turn, increases the mean arrival waiting time (W Q ). Figure 10 illustrates the changes of W Q with N. For N4 c, there is always a channel available and hence an arrival waits for no longer than the residual time (r). After that, increasing N increases the number of stations that may have an unserved request and thus holds the token. Hence, a station waiting time for the token (T) increases and as a result W Q increases. Increasing N further increases T to a value that is long enough to let all other stations use the token to handle new requests waiting for the token. Thus, the token essentially serves all stations in a cyclic order. Hence, increasing N increases the token rotation time; and as a result, the mean waiting time (W Q ) increases almost linearly with N. W Q also almost linearly increases with T R , the duration of the reservation interval.
CONCLUSION
A symmetric Robust WDM circuit-switched network was modelled and analysed. In the model, the following assumptions are used: a fixed set of available channels, with each station having enough lasers to cover all channels, one buffer per station that holds only one arrival, a symmetric network, Poisson arrivals, constant token transmission times, simplex WDM transmission and geometrically distributed WDM transmission times. The network uses a token-passing scheme on a separate low-speed control channel to assign one of the waiting stations the next reservation interval, during which that station seeks an available channel. Once the station finds an available channel, it establishes a circuit-switched connection with its intended destination. The effect of the different parameters on the mean waiting time (W Q ) was investigated and results compared with simulation. The comparison indicates that the model can accurately predict the network's performance.
