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Abstract
In this paper, we consider the measure determined by a fractional Ornstein-Uhlenbeck process. For such
measure, we establish a martingale representation theorem and consequently obtain the Logarithmic-Sobolev
inequality. To this end, we also present the integration by parts formula for such measure, which is obtained
via its pull back formula and the Bismut method.
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1. Introduction
A stochastic diffusion process (Xt)0≤t≤1 is called a fractional Ornstein-Uhlenbeck process if it satisfies
the following stochastic differential equation
dXt = −αXtdt+ dBHt , X0 = 0. (1)
where α > 0 and (BHt )0≤t≤1 is a n-dimensional fractional Brownian motion with Hurst parameter H > 1/2.
Fractional Ornstein-Uhlenbeck processes are widely used to describe the long memory property for some
time series, such as finance, hydrology, telecommunications, insurance and computer networks. The measure
determined by a fractional Ornstein-Uhlenbeck process is called fractional Ornstein-Uhlenbeck measure. In
this paper, we investigate the martingale representation and the Logarithmic-Sobolev inequality for such
measure.
Quite a lot of interest has been attracted to the study of the martingale representation and Logarithmic-
Sobolev inequalities for different measures. It is proved in [13] that Logarithmic-Sobolev inequality holds
for Wiener measure on the path space over connected Lie group. For the Wiener measure on the path space
over Riemannian manifold, [17] gives the Logarithmic-Sobolev inequality with a bounding constant which
can be estimated in terms of the Ricci curvature. Moreover, for such measure, the Logarithmic-Sobolev
inequality can also be obtained by embedding the manifold into an Euclidean space [3] and the martingale
representation [5]. For Brwonian bridge measure on loop space, the martingale representation and the
Logarithmic-Sobolev inequality are investigated in [2, 12, 14].
The Logarithmic-Sobolev inequalities for measures can be obtained via their martingale representations
which can be established by their integration by parts formulas. The integration by parts formulas for
different measures are important in infinite dimension analysis and have been well studied in the literature.
For instance, the integration by parts formula is investigated for Wiener measure on the path space in
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[7, 11, 15], for Brownian bridge measure on the loop space in [1, 8, 10, 16], for fractional Wiener measure
under different integrals in [6, 9] and for fractional Ornstein-Uhlenbeck measure in [21].
Contributions. We establish the pull back formula (Proposition 3.1) and an integration by parts
formula for fractional Ornstein-Uhlenbeck measure (Theorem 3.2). We give a martingale representation
theorem (Theorem 4.1) by the corresponding integration by parts formula. Consequently, we derive the
Logarithmic-Sobolev inequality (Theorem 4.2) by the martingale representation theorem.
The paper is organized as follows. In Section 2, we give some preliminaries about fractional Brownian
motions. We present in Section 3 the pull back formula and the integration by parts formula. In Section
4, we obtain the martingale representation theorem and the Logarithmic-Sobolev inequality for fractional
Ornstein-Uhlenbeck measure.
2. Preliminaries
Let (Ω,F ,Ft, ν) be a filtered probability space, where Ω is the space of Rn-valued continuous func-
tions on [0, 1] with the initial value zero and the topology of local uniform convergence, ν is the fractional
Ornstein-Uhlenbeck measure such that coordinate process (Xt(ω))0≤t≤1 = (ωt)0≤t≤1 satisfies (1), F is the
ν-completion of the Borel σ-algebra of Ω and Ft is the ν-completed natural filtration of ω. In the following
we consider fractional integral with H > 1/2.
For any p ∈ [1,∞), let
Lp(Ω; ν) = {F | F : Ω→ R, ‖F‖p := (Eν |F |p) 1p <∞}.
We denote I
H+1/2
0+ (L
2(Ω; ν)) as (H + 1/2)-Ho¨lder left fractional Riemann-Liouville integral operator. By
[6], the isomorphism operator K : L2(Ω; ν)→ IH+1/20+ (L2(Ω; ν)) is defined by
(Kh)t =
∫ t
0
K(t, s)hsds,
where h ∈ L2(Ω; ν) and
K(t, s) = cHs
1
2−H
∫ t
s
uH−
1
2 (u− s)H− 32 duI[0,t](s), (2)
in which for beta function B(·, ·),
cH =
√
H(2H − 1)
B(2− 2H,H − 12 )
. (3)
By the definition of Kh, for H > 1/2, we have
(K−1h)t =tH−
1
2D
H− 12
0+ t
1
2−Hh′
=
1
Γ( 32 −H)
(
t
1
2−Hh′t + (H −
1
2
)tH−
1
2
∫ t
0
t
1
2−Hh′t − u
1
2−Hh′u
(t− u) 12+H du
)
,
(4)
where D
H−1/2
0+ is (H − 1/2)-order left-sided Riemann-Liouville derivative and h′ is the derivative of h. By
[6, Theorem 3.3], the Cameron-Martin vector field on Ω is
HH = {Kh | h is adapted process and h ∈ L2(Ω; ν)}.
The scalar product on HH is defined by
〈Kh,Kg〉HH = 〈h, g〉L2(Ω;ν) = Eν
[∫ 1
0
〈ht, gt〉dt
]
.
2
For Kh ∈ HH , the directional derivative of F along Kh is
DhF (ω) = lim
δ→0
1
δ
(F (ω + δ(Kh))− F (ω)) .
We denote all the smooth cylindrical functions on Ω by
FC∞(Ω) = {F | F (ω) = f(ωt1 , ..., ωtn), 0 < t1 ≤ t2 ≤ · · · ≤ tn ≤ 1, f ∈ C∞(Rn)}.
For F ∈ FC∞(Ω), the directional derivative of F along Kh is
DhF (ω) =
n∑
i=1
〈∇iF,Kh〉Rn ,
where
∇iF = ∇if(ωt1 , · · · , ωtn)
is the gradient with respect to the i variable of f . The gradient DF : Ω→ HH is determined by
〈DF,Kh〉HH = DhF.
We denote the domain of D by Dom(D).
3. Integration by parts formula for fractional Ornstein-Uhlenbeck measure
To obtain the integration by parts formula for the fractional Ornstein-Uhlenbeck measure, inspired by
the idea in [4], we first construct a Rn-valued function (βt)0≤t≤1 such that for any r ∈ (−, ), the following
stochastic differential equation
dXt(r) = −αXt(r)dt+ dBHt (r), (5)
has a solution (Xt(r))0≤t≤1 satisfying
Condition 1. (Xt(r))0≤t≤1 ∈ Ω for any r,
Condition 2. ddrXt(r)
∣∣
r=0
exists and (Kh)t =
d
drXt(r)
∣∣
r=0
for (ht)0≤t≤1 ∈ L2(Ω; ν),
where BHt (r) is defined by
BHt (r) = B
H
t + r
∫ t
0
βsds.
Note that (Xt(0))0≤t≤1 = (Xt)0≤t≤1 and (B
H
t (0))0≤t≤1 = (B
H
t )0≤t≤1.
Proposition 3.1. If (βt)0≤t≤1 satisfies Condition 1 and 2, then we have
βt = (Kh)
′
t + α(Kh)t. (6)
Proof. Differentiating (5) with respect to r at r = 0, we get
d
d
dr
Xt(r)
∣∣∣
r=0
= −α d
dr
Xt(r)
∣∣∣
r=0
dt+ d
d
dr
BHt (r)
∣∣∣
r=0
.
By Condition 2, we have
d
d
dr
Xt(r)
∣∣∣
r=0
= (Kh)′tdt.
Then, it holds that
(Kh)′tdt = −α(Kh)tdt+ βtdt,
which yields that βt = (Kh)
′
t + α(Kh)t. 
In the following we establish the integration by parts formula for the fractional Ornstein-Uhlenbeck
measure ν via the pull back formula given in Proposition 3.1.
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Theorem 3.2. For F ∈ Dom(D) and Kh ∈ HH , the integration by parts formula for fractional Ornstein-
Uhlenbeck measure ν is
Eν
[
F
∫ 1
0
〈(
K−1
∫ ·
0
βudu
)
t
, dBt
〉]
= Eν [DhF ], (7)
where βt = (Kh)
′
t + α(Kh)t.
Proof. According to [6], there is a n-dimensional Brownian motion (Bt)0≤t≤1 such that BHt =
∫ t
0
K(t, s)dBs.
Thus, by Proposition 3.1, we obtain
BHt (r) =
∫ t
0
K(t, s)d
(
Bs + r
∫ s
0
(
K−1
∫ ·
0
βudu
)
v
dv
)
.
For t ∈ [0, 1], we set
ρt = exp
{
−r
∫ t
0
〈(
K−1
∫ ·
0
βudu
)
s
, dBs
〉
− r
2
2
∫ t
0
(
K−1
∫ ·
0
βudu
)2
s
ds
}
. (8)
For H > 1/2, by (4), we have(
K−1
∫ ·
0
βudu
)
s
=hs + α
(
K−1
∫ ·
0
(Kh)udu
)
s
=hs +
α
Γ( 32 −H)
(
s
1
2−H(Kh)s + (H − 1
2
)sH−
1
2
∫ s
0
s
1
2−H(Kh)s − u 12−H(Kh)u
(s− u) 12+H du
)
=hs +
αs
1
2−H
Γ( 32 −H)
(Kh)s +
α(H − 12 )sH−
1
2
Γ( 32 −H)
∫ s
0
s
1
2−H − u 12−H
(s− u) 12+H (Kh)udu
+
α(H − 12 )
Γ( 32 −H)
∫ s
0
(Kh)s − (Kh)u
(s− u) 12+H du
=hs + I1 + I2 + I3.
(9)
By Ho¨lder inequality,
|(Kh)s| ≤
(∫ s
0
K2(s, u)du
) 1
2
(∫ 1
0
|h|2udu
) 1
2
≤ C1s
1−H
√
2− 2H
(∫ 1
0
|h|2udu
) 1
2
,
where C1 satisfies
|K(s, t)| ≤ C1t 12−H , (10)
which is due to Theorem 3.2 in [6]. Hence, for s ∈ [0, 1], we have
|I1| ≤ αC1s
3
2−2H
Γ( 32 −H)
√
2− 2H)
(∫ 1
0
|h|2udu
) 1
2
. (11)
By [19], there is a constant C2 such that∫ s
0
s
1
2−H − u 12−H
(s− u) 12+H du = C2s
1−2H , (12)
4
then
|I2| ≤
− (H − 12)αC1C2s 32−2H
Γ( 32 −H)
√
2− 2H
(∫ 1
0
|h|2udu
) 1
2
. (13)
Since Kh ∈ IH+1/20+ , by [20, Theorem 3.6], Kh is H-Ho¨lder continuous. Therefore, there exists a constant
C3 such that
|I3| ≤
C3α
(
H − 12
)
Γ( 32 −H)
∫ s
0
(s− u)H
(s− u) 12+H du
(∫ 1
0
|h|2udu
) 1
2
=
C3α
(
H − 12
)
2Γ( 32 −H)
(∫ 1
0
|h|2udu
) 1
2
. (14)
By (9), (11), (13) and (14), we conclude that∫ 1
0
∣∣∣∣(K−1 ∫ ·
0
βudu
)
s
∣∣∣∣2 ds
≤4
∫ 1
0
|hs|2ds+ 4
∫ 1
0
|I1|2ds+ 4
∫ 1
0
|I2|2ds+ 4
∫ 1
0
|I3|2ds
≤4
1 +( αC1
Γ( 32 −H)
√
(2− 2H)(4− 4H))
)2
+
( (
H − 12
)
αC1C2
Γ( 32 −H)
√
(2− 2H)(4− 4H)
)2
+
(
C3α
(
H − 12
)
2Γ( 32 −H)
)2(∫ 1
0
|h|2udu
)
.
(15)
Suppose that h is bounded adapted process, then by (15), Eν [ρ1] = 1. It is easy to know that∫ ·
0
βudu ∈ IH+
1
2
0+ (L
2(Ω; ν)).
Therefore, by [19, Theorem 2], ∫ t
0
K(t, s)d
(
Bs +
(
K−1
∫ ·
0
βudu
)
s
)
is a fractional Brownian motion on [0.1] under ρ1ν. Hence, (B
H
t (r))0≤t≤1 and (B
H
t )0≤t≤1 have the same
distribution under ρ1ν and ρ1 respectively, which implies that (Xt(r))0≤t≤1 and (Xt)0≤t≤1 have the same
distribution under ρ1ν and ρ1 respectively. Therefore, for F = f(Xt1 , ..., Xtn) ∈ FC∞(Ω),
Eρ1ν [f(Xt1(r), · · · , Xtn(r))] = Eν [f(Xt1 , · · · , Xtn)].
Differentiating above equation with respect to r, we obtain
d
dr
Eν [ρ1f(Xt1(r), · · · , Xtn(r))]
∣∣∣∣
r=0
=Eν
[
d
dr
ρ1
∣∣∣∣∣
r=0
f(Xt1 , · · · , Xtn)
]
+ Eν
[
d
dr
f(Xt1(r), · · · , Xtn(r))
∣∣∣∣∣
r=0
]
=− Eν
[
F
∫ 1
0
〈(
K−1
∫ ·
0
βudu
)
t
, dBt
〉]
+ Eν [DhF ] = 0.
Hence, for bounded adapted process h, we have the following integration by parts formula
Eν
[
F
∫ 1
0
〈(
K−1
∫ ·
0
βudu
)
t
, dBt
〉]
= Eν [DhF ]. (16)
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By (15), it is easy to know that
(
K−1
∫ ·
0
βudu
)
0≤t≤1 ∈ L2(Ω; ν) for adapted process h ∈ L2(Ω; ν). Thus,
integration by parts formula (16) holds for any adapted process h ∈ L2(Ω; ν). Moreover, since D is a closable
operator, integration by parts formula (16) holds for any F ∈ Dom(D). 
Now we have established the integration by parts formula for fractional Ornstein-Uhlenbeck measure ν.
In next section we will study the martingale representation and the Logarithmic-Sobolev inequality for ν
via the integration by parts formula using the idea similar as in [12, 18].
4. Martingale representation theorem and Logarithmic-Sobolev inequality
To prove the Logarithmic-Sobolev inequality, we generalize the classical Clark-Ocone martingale rep-
resentation theorem for Wiener measure to the fractional Ornstein-Uhlenbeck measure ν. The classical
Clark-Ocone martingale representation theorem states that every martingale adapted to the filtration Ft is
a stochastic integral with respect to Brownian motion B. Suppose that F ∈ L2(Ω; ν), then there exists a
Ft-predictable process η such that
F = Eν [F ] +
∫ 1
0
〈ηt, dBt〉.
The following theorem gives the explicit form of η for the fractional Ornstein-Uhlenbeck measure.
Theorem 4.1. Suppose that F ∈ Dom(D), there exists a Ft-predictable process (ηt)0≤t≤1 such that
F = Eν [F ] +
∫ 1
0
〈ηt, dBt〉,
where
ηt = Eν
[
(K−1DF )t +
∫ 1
t
K(s, t)
(∫ 1
s
α2e−αueαsPudu− αPs
)
ds
∣∣∣∣∣Ft
]
, (17)
in which
Pt =At(K
−1DF )t +
1
Γ( 32 −H)
∫ 1
t
(H − 1
2
)uH−
1
2
−t 12−H
(u− t) 12+H (K
−1DF )udu,
At =
1
Γ( 32 −H)
(
t
1
2−H + (H − 1
2
)
∫ t
0
1
(t− u) 12+H du
)
.
Proof. By the definition of DhF , we have
Eν [DhF ] = Eν [〈DF,Kh〉HH ] = Eν
[∫ 1
0
〈(K−1DF )t, ht〉dt
]
. (18)
At the same time, by the integration by parts formula (7), it holds that
Eν [DhF ] = Eν
[∫ 1
0
〈ηt, dBt〉
∫ 1
0
〈(
K−1
∫ ·
0
βudu
)
t
, dBt
〉]
= Eν
[∫ 1
0
〈
ηt,
(
K−1
∫ ·
0
βudu
)
t
〉
dt
]
. (19)
Let
jt =
(
K−1
∫ ·
0
βudu
)
t
.
Then,
(Kh)t + α
∫ t
0
(Kh)sds = (Kj)t,
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which implies that ∫ t
0
(Kh)sds = e
−αt
∫ t
0
eαs(Kj)sds.
Thus
ht =
(
K−1
(
−αe−α·
∫ ·
0
eαu(Kj)udu+ (Kj)·
))
t
. (20)
Combining (18), (19) and (20), we have
Eν
[∫ 1
0
〈
(K−1DF )t,
(
K−1
(
−αe−α·
∫ ·
0
eαu(Kj)udu+ (Kj)·
))
t
〉
dt
]
= Eν
[∫ 1
0
〈ηt, jt〉 dt
]
. (21)
By (4), (
K−1
(
−αe−α·
∫ ·
0
eαu(Kj)udu+ (Kj)·
))
t
=
1
Γ( 32 −H)
(
t
1
2−H + (H − 1
2
)
∫ t
0
1
(t− u) 12+H du
)(
α2e−αt
∫ t
0
eαu(Kj)udu− α(Kj)t
)
+
(H − 12 )tH−
1
2
Γ( 32 −H)
∫ t
0
−u 12−H (α2e−αu ∫ u
0
eαs(Kj)sds− α(Kj)u
)
(t− u) 12+H du+ jt
=Atδt +
(H − 12 )tH−
1
2
Γ( 32 −H)
∫ t
0
−u 12−Hδu
(t− u) 12+H du+ jt,
where
δt =α
2e−αt
∫ t
0
eαu(Kj)udu− α(Kj)t,
At =
1
Γ( 32 −H)
(
t
1
2−H + (H − 1
2
)
∫ t
0
1
(t− u) 12+H du
)
.
(22)
Hence, the left side of (21) can be written as
Eν
[∫ 1
0
〈
(K−1DF )t,
(
K−1
(
−αe−α·
∫ ·
0
eαu(Kj)udu+ (Kj)·
))
t
〉
dt
]
=Eν
[∫ 1
0
〈
(K−1DF )t, jt
〉
dt
]
+ Eν
[∫ 1
0
〈
(K−1DF )t, Atδt
〉
dt
]
+ Eν
[∫ 1
0
〈
(K−1DF )t,
(H − 12 )tH−
1
2
Γ( 32 −H)
∫ t
0
−u 12−Hδu
(t− u) 12+H du
〉
dt
]
.
(23)
By calculation, the third term of above equation is
Eν
[∫ 1
0
〈
(K−1DF )t,
(H − 12 )tH−
1
2
Γ( 32 −H)
∫ t
0
−u 12−Hδu
(t− u) 12+H du
〉
dt
]
=Eν
[∫ 1
0
〈∫ 1
u
(H − 12 )tH−
1
2
Γ( 32 −H)
−u 12−H
(t− u) 12+H (K
−1DF )tdt, δu
〉
du
]
=Eν
[∫ 1
0
〈∫ 1
t
(H − 12 )uH−
1
2
Γ( 32 −H)
−t 12−H
(u− t) 12+H (K
−1DF )udu, δt
〉
dt
]
.
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Then (23) equals
Eν
[∫ 1
0
〈
(K−1DF )t, jt
〉
dt
]
+ Eν
[∫ 1
0
〈
At(K
−1DF )t −
∫ 1
t
(H − 12 )uH−
1
2 t
1
2−H
Γ( 32 −H)(u− t)
1
2+H
(K−1DF )udu, δt
〉
dt
]
=Eν
[∫ 1
0
〈
(K−1DF )t, jt
〉
dt
]
+ Eν
[∫ 1
0
〈Pt, δt〉 dt
]
,
(24)
where
Pt = At(K
−1DF )t −
∫ 1
t
(H − 12 )uH−
1
2 t
1
2−H
Γ( 32 −H)(u− t)
1
2+H
(K−1DF )udu. (25)
By (22), we infer that
Eν
[∫ 1
0
〈Pt, δt〉 dt
]
=Eν
[∫ 1
0
〈
Pt, α
2e−αt
∫ t
0
eαu(Kj)udu− α(Kj)t
〉
dt
]
=Eν
[∫ 1
0
〈
Pt, α
2e−αt
∫ t
0
eαu(Kj)udu
〉
dt
]
− Eν
[∫ 1
0
〈Pt, α(Kj)t〉 dt
]
=Eν
[∫ 1
0
〈∫ 1
u
α2e−αteαuPtdt, (Kj)u
〉
du
]
− Eν
[∫ 1
0
〈Pt, α(Kj)t〉 dt
]
=Eν
[∫ 1
0
〈∫ 1
t
α2e−αueαtPudu, (Kj)t
〉
dt
]
− Eν
[∫ 1
0
〈Pt, α(Kj)t〉 dt
]
=Eν
[∫ 1
0
〈∫ 1
t
α2e−αueαtPudu− αPt,
∫ t
0
K(t, s)jsds
〉
dt
]
=Eν
[∫ 1
0
〈∫ 1
s
K(t, s)
(∫ 1
t
α2e−αueαtPudu− αPt
)
dt, js
〉
ds
]
=Eν
[∫ 1
0
〈∫ 1
t
K(s, t)
(∫ 1
s
α2e−αueαsPudu− αPs
)
ds, jt
〉
dt
]
.
(26)
Combining (21), (24) and (26), we obtain
Eν
[∫ 1
0
〈
(K−1DF )t +
∫ 1
t
K(s, t)
(∫ 1
s
α2e−αueαsPudu− αPs
)
ds, jt
〉
dt
]
= Eν
[∫ 1
0
〈ηt, jt〉 dt
]
,
which yields that
ηt = Eν
[
(K−1DF )t +
∫ 1
t
K(s, t)
(∫ 1
s
α2e−αueαsPudu− αPs
)
ds
∣∣∣∣∣Ft
]
.
Here ends the proof. 
In the following we establish the Logarithmic-Sobolev inequality for ν by its martingale representation
theorem (Theorem 4.1).
Theorem 4.2. For F ∈ Dom(D), it holds that
Eν [F 2 lnF 2] ≤ 4
(
1 +
4α4e2αC21 (1 + α
2)C
2− 2H +
2α2Ĉ
2− 2H
)
〈DF,DF 〉HH + Eν [F 2] lnEν [F 2],
8
where
C =
1
Γ2( 32 −H)(2− 2H)
+
4
Γ2( 32 −H)(2− 2H)
+
C22 (H − 12 )2
Γ2( 32 −H)(2− 2H)
,
Ĉ =
C21
Γ2( 32 −H)(2− 2H)
+
4C21
Γ2( 32 −H)(2− 2H)
+
2c2H
((
B(H − 12 , 32 −H)
)2
+ 1
(H− 12 )2
)
Γ2( 32 −H)
+
C21C
2
2 (H − 12 )2
Γ2( 32 −H)(2− 2H)
,
C1 and C2 satisfy (10) and (12), respectively.
Proof. Let G = F 2 and Gt be a right continuous version of Eν [G|Ft]. Then by Theorem 4.1,
dGt = 〈ηt, dBt〉,
where η satisfies (17) in which F is replaced by G. By Itoˆ formula, we obtain
d(Gt ln(Gt)) =(1 + ln(Gt))dGt +
1
2
|ηt|2
Gt
dt
=〈(1 + ln(Gt))ηt, dBt〉+ 1
2
|ηt|2
Gt
dt.
Due to G1 = Eν [G|F1] = G and G0 = Eν [G|F0] = Eν [G], we get
Eν [G lnG]− Eν [G] lnEν [G] = 1
2
Eν
[∫ 1
0
|ηt|2
Gt
dt
]
. (27)
Since DF 2 = 2FDF , it holds that
ηt = Eν
[
2F
(
(K−1DF )t +
∫ 1
t
(
K(s, t)
∫ 1
s
α2e−αueαsPudu− αPs
)
ds
) ∣∣∣∣∣Ft
]
.
It follows that
|ηt|2 ≤4Eν
[
F 2|Ft
]
Eν
[∣∣∣∣(K−1DF )t + ∫ 1
t
K(s, t)
(∫ 1
s
α2e−αueαsPudu− αPs
)
ds
∣∣∣∣2
∣∣∣∣∣Ft
]
≤8Eν
[
F 2|Ft
]
Eν
[
|(K−1DF )t|2 + 2
(∫ 1
t
α2K(s, t)eαs
∫ 1
s
e−αuPududs
)2
+2α2
(∫ 1
t
K(s, t)Psds
)2 ∣∣∣∣∣Ft
]
≤8Eν
[
F 2|Ft
]
Eν
[
|(K−1DF )t|2 + 2α4e2α
∫ 1
t
(K(s, t))
2
ds
∫ 1
t
(∫ 1
s
e−αuPudu
)2
ds
+2α2
(∫ 1
t
K(s, t)Psds
)2 ∣∣∣∣∣Ft
]
,
(28)
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which is due to Ho¨lder inequality and the inequality (a+ b)2 ≤ 2a2 + 2b2. It is obvious that∫ 1
t
(∫ 1
s
e−αuPudu
)2
ds =
∫ 1
t
(
−
∫ 1
s
e−αud
∫ 1
u
Pvdv
)2
ds
≤
∫ 1
0
(
e−αs
∫ 1
s
Pvdv − α
∫ 1
s
∫ 1
u
Pvdve
−αudu
)2
ds
≤2
∫ 1
0
(∫ 1
s
Pvdv
)2
+ α2
(∫ 1
s
Pvdv
)2
ds.
(29)
Hence, by (10), (28) and (29), we gain
|ηt|2 ≤8Eν
[
F 2|Ft
]
Eν
[
|(K−1DF )t|2 + 4α4e2αC21 t1−2H(1 + α2)
∫ 1
0
(∫ 1
s
Pvdv
)2
ds
+2α2
(∫ 1
t
K(s, t)Psds
)2 ∣∣∣∣∣Ft
]
.
(30)
In the following we estimate
(∫ 1
t
Psds
)2
and
(∫ 1
t
K(s, t)Psds
)2
for (30) in two steps.
(I) The expression of P implies that∫ 1
t
Psds =
∫ 1
t
1
Γ( 32 −H)
s
1
2−H(K−1DF )sds+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ s
0
1
(s− u) 12+H du(K
−1DF )sds
+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ 1
s
uH−
1
2
−s 12−H
(u− s) 12+H (K
−1DF )ududs.
(31)
It is obvious that
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ 1
s
uH−
1
2
−s 12−H
(u− s) 12+H (K
−1DF )ududs
=
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ u
t
uH−
1
2
−s 12−H
(u− s) 12+H (K
−1DF )udsdu
=
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ s
t
sH−
1
2
−u 12−H
(s− u) 12+H du(K
−1DF )sds.
Then (31) becomes∫ 1
t
Psds =
∫ 1
t
1
Γ( 32 −H)
s
1
2−H(K−1DF )sds+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ t
0
1
(s− u) 12+H du(K
−1DF )sds
+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ s
t
1
(s− u) 12+H du(K
−1DF )sds
+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ s
t
sH−
1
2
−u 12−H
(s− u) 12+H du(K
−1DF )sds
=
∫ 1
t
1
Γ( 32 −H)
s
1
2−H(K−1DF )sds+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ t
0
1
(s− u) 12+H du(K
−1DF )sds
+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ s
t
s
1
2−H − u 12−H
(s− u) 12+H dus
H− 12 (K−1DF )sds.
(32)
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It holds that(∫ 1
t
Psds
)2
≤ 1
Γ2( 32 −H)(2− 2H)
∫ 1
0
|(K−1DF )s|2ds+
(H − 12 )2
Γ2( 32 −H)
∫ 1
t
(∫ t
0
1
(s− u) 12+H du
)2
ds
∫ 1
0
|(K−1DF )s|2ds
+
(H − 12 )2
Γ2( 32 −H)
∫ 1
0
(∫ s
t
s
1
2−H − u 12−H
(s− u) 12+H dus
H− 12
)2
ds
∫ 1
0
|(K−1DF )s|2ds.
(33)
Since ∫ t
0
1
(s− u) 12+H du =
1
1
2 −H
(s
1
2−H − (s− t) 12−H),
we get
(H − 12 )2
Γ2( 32 −H)
∫ 1
t
(∫ t
0
1
(s− u) 12+H du
)2
ds ≤ (H −
1
2 )
2
Γ2( 32 −H)
∫ 1
t
2(
1
2 −H
)2 (s1−2H + (s− t)1−2H)ds
=
2
Γ2( 32 −H)(2− 2H)
(1 + (1− t)2−2H − t2−2H)
≤ 4
Γ2( 32 −H)(2− 2H)
.
(34)
By (12), we obtain
(H − 12 )2
Γ2( 32 −H)
∫ 1
0
(∫ s
t
s
1
2−H − u 12−H
(s− u) 12+H dus
H− 12
)2
ds
≤ (H −
1
2 )
2
Γ2( 32 −H)
∫ 1
0
(∫ s
0
u
1
2−H − s 12−H
(s− u) 12+H du
)2
s2H−1ds
=
(H − 12 )2
Γ2( 32 −H)
∫ 1
0
C22s
2−4Hs2H−1ds ≤ C
2
2 (H − 12 )2
Γ2( 32 −H)(2− 2H)
.
(35)
Combining (33), (34) and (35), it holds that(∫ 1
t
Psds
)2
≤ C
∫ 1
0
|(K−1DF )s|2ds, (36)
where
C =
1
Γ2( 32 −H)(2− 2H)
+
4
Γ2( 32 −H)(2− 2H)
+
C22 (H − 12 )2
Γ2( 32 −H)(2− 2H)
.
(II) By (25), we have∫ 1
t
K(s, t)Psds
=
∫ 1
t
1
Γ( 32 −H)
s
1
2−HK(s, t)(K−1DF )sds+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ s
0
1
(s− u) 12+H duK(s, t)(K
−1DF )sds
+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ 1
s
uH−
1
2
−s 12−H
(u− s) 12+H (K
−1DF )uduK(s, t)ds.
(37)
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It is obvious that
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ 1
s
uH−
1
2
−s 12−H
(u− s) 12+H (K
−1DF )uduK(s, t)ds
=
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ u
t
uH−
1
2
−s 12−H
(u− s) 12+H (K
−1DF )uK(s, t)dsdu
=
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ s
t
sH−
1
2
−u 12−H
(s− u) 12+HK(u, t)du(K
−1DF )sds.
Hence, by (37),∫ 1
t
K(s, t)Psds
=
∫ 1
t
1
Γ( 32 −H)
s
1
2−HK(s, t)(K−1DF )sds+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ t
0
1
(s− u) 12+H duK(s, t)(K
−1DF )sds
+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ s
t
s
1
2−HK(s, t)− u 12−HK(u, t)
(s− u) 12+H dus
H− 12 (K−1DF )sds
=
∫ 1
t
1
Γ( 32 −H)
s
1
2−HK(s, t)(K−1DF )sds+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ t
0
1
(s− u) 12+H duK(s, t)(K
−1DF )sds
+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ s
t
s
1
2−H(K(s, t)−K(u, t))
(s− u) 12+H dus
H− 12 (K−1DF )sds
+
(H − 12 )
Γ( 32 −H)
∫ 1
t
∫ s
t
(s
1
2−H − u 12−H)K(u, t)
(s− u) 12+H dus
H− 12 (K−1DF )sds.
(38)
Then by Ho¨lder inequality, we get(∫ 1
t
K(s, t)Psds
)2
≤ C
2
1 t
1−2H
Γ2( 32 −H)(2− 2H)
∫ 1
0
|(K−1DF )s|2ds
+
(H − 12 )2
Γ2( 32 −H)
∫ 1
t
(∫ t
0
1
(s− u) 12+H duK(s, t)
)2
ds
∫ 1
0
|(K−1DF )s|2ds
+
(H − 12 )2
Γ2( 32 −H)
∫ 1
t
(∫ s
t
s
1
2−H(K(s, t)−K(u, t))
(s− u) 12+H dus
H− 12
)2
ds
∫ 1
0
|(K−1DF )s|2ds
+
(H − 12 )2
Γ2( 32 −H)
∫ 1
t
(∫ s
t
(s
1
2−H − u 12−H)K(u, t)
(s− u) 12+H dus
H− 12
)2
ds
∫ 1
0
|(K−1DF )s|2ds.
(39)
Similar to (34), it holds that∫ 1
t
(∫ t
0
1
(s− u) 12+H duK(s, t)
)2
ds ≤ 2C
2
1 t
1−2H
( 12 −H)2(2− 2H)
(1 + (1− t)2−2H − t2−2H)
≤ 4C
2
1 t
1−2H
( 12 −H)2(2− 2H)
.
(40)
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By the expression of K(s, t) in (2), we have(∫ s
t
s
1
2−H(K(s, t)−K(u, t))
(s− u) 12+H dus
H− 12
)2
=
(
cHt
1
2−H
∫ s
t
∫ s
u
vH−
1
2 (v − t)H− 32
(s− u) 12+H dvdu
)2
=
(
cHt
1
2−H
∫ s
t
vH−
1
2 (v − t)H− 32
∫ v
t
1
(s− u) 12+H dudv
)2
=
(
−cHt
1
2−H
1
2 −H
∫ s
t
vH−
1
2 (v − t)H− 32 ((s− v) 12−H − (s− t) 12−H)dv
)2
≤2c
2
Ht
1−2H
( 12 −H)2
((∫ s
t
vH−
1
2 (v − t)H− 32 (s− v) 12−Hdv
)2
+
(∫ s
t
vH−
1
2 (v − t)H− 32 (s− t) 12−Hdv
)2)
≤
2c2H
((
B(H − 12 , 32 −H)
)2
+ 1
(H− 12 )2
)
t1−2H
( 12 −H)2
,
(41)
where B(·, ·) is beta function. By (10) and (12),
∫ 1
t
(∫ s
t
(s
1
2−H − u 12−H)K(u, t)
(s− u) 12+H dus
H− 12
)2
ds ≤
∫ 1
t
C21C
2
2s
2−4Ht1−2Hs2H−1ds ≤ C
2
1C
2
2
2− 2H t
1−2H . (42)
Then, combining (39), (40), (41) and (42) yields(∫ 1
t
K(s, t)Psds
)2
≤ C
2
1 t
1−2H
Γ2( 32 −H)(2− 2H)
∫ 1
0
|(K−1DF )s|2ds+ 4C
2
1 t
1−2H
Γ2( 32 −H)(2− 2H)
∫ 1
0
|(K−1DF )s|2ds
+
2c2H
((
B(H − 12 , 32 −H)
)2
+ 1
(H− 12 )2
)
t1−2H
Γ2( 32 −H)
∫ 1
0
|(K−1DF )s|2ds
+
C21C
2
2 (H − 12 )2t1−2H
Γ2( 32 −H)(2− 2H)
∫ 1
0
|(K−1DF )s|2ds.
It follows that (∫ 1
t
K(s, t)Psds
)2
dt ≤Ĉt1−2H
∫ 1
0
|(K−1DF )s|2ds, (43)
where
Ĉ =
C21
Γ2( 32 −H)(2− 2H)
+
4C21
Γ2( 32 −H)(2− 2H)
+
2c2H
((
B(H − 12 , 32 −H)
)2
+ 1
(H− 12 )2
)
Γ2( 32 −H)
+
C21C
2
2 (H − 12 )2
Γ2( 32 −H)(2− 2H)
.
13
Therefore, by (30), (36) and (43),
Eν
[∫ 1
0
|ηt|2
Gt
dt
]
≤8Eν
[∫ 1
0
|(K−1DF )t|2dt+ 4α4e2αC21 (1 + α2)
∫ 1
0
t1−2HdtC
∫ 1
0
|(K−1DF )s|2ds
+2α2Ĉ
∫ 1
0
t1−2Hdt
∫ 1
0
|(K−1DF )s|2ds
]
=8
(
1 +
4α4e2αC21 (1 + α
2)C
2− 2H +
2α2Ĉ
2− 2H
)
Eν
[∫ 1
0
|(K−1DF )s|2ds
]
.
Hence, by (27), we obtain the Logarithmic-Sobolev inequality
Eν [F 2 lnF 2] ≤ 4
(
1 +
4α4e2αC21 (1 + α
2)C
2− 2H +
2α2Ĉ
2− 2H
)
Eν
[∫ 1
0
|(K−1DF )s|2ds
]
+ Eν [F 2] lnEν [F 2].
Now we complete the proof. 
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