In this paper we propose an end-to-end approach to scheduling tasks that share resources in a multiprocessor or distributed systems. In our approach, each task is mapped into a chain of subtasks, depending on its resource accesses. A f t e r each subtask is assigned a proper priority, its worst-case response time can be bounded. Consequently the worst-case response time of each task can be obtained and the schedulability of each task can be verified by comparing the worst-case response time with its relative deadline.
Introduction
Tasks in real-time systems often share resources, and semaphore-like operations are necessary to guarantee their mutual-exclusive access to critical sections. A previous study shows that careless use of semaphore operations can cause uncontrolled priority inversion, which occurs when a high-priority task is blocked by some low-priority tasks for an unpredictable amount of time [l] . We refer to the total length of time a task is delayed by lower-priority tasks due to resource contention as its blocking time. To ensure predictability, it is imperative to bound the blocking time of each task, as shown in [2] . Several effective solutions have been proposed for single processor systems; two well-known examples are the Priority Ceiling Protocol (PCP) [l] and the Stack Based Protocol (SBP) [3] .
In multiprocessor and distributed systems concurrency and distribution complicate the resource contention problem. A task T i can be blocked not only by a local task on the same processor due to local resource contentions, but also by a remote task that needs some global resources also needed by Ti. Rajku- mar, et al. [4] extended PCP for single processor systems to multiprocessor systems and provided an initial solution for this problem. The extended protocol is known as the Multiprocessor Priority Ceiling Protocol (MPCP). According to MPCP, a resource needed by remote tasks on other processors is a global resource, and the processor on which a global resource resides is called its synchronization processor. When a task Ti gains access to a global resource, a Global Critical Section (GCS) server runs on the resource's synchronization processor on behalf of Ti. On each processor PCP is used to schedule both local tasks and GCS servers. Consequently, for each task, the total blocking time due to both local resource contention and global resource contention can be bounded, and whether each task can meet its deadline can be determined based on this blocking time by using the schedulability condition for the single-processor PCP.
However, the performance of MPCP is sometimes poor, especially for tasks on synchronization processors. One reason is that GCS servers on each synchronization processor always have higher priorities than local tasks. The priority inversion problem is reintroduced when a high-priority local task is delayed by GCS servers executing on behalf of lower-priority tasks.
In this paper we propose an end-to-end approach to scheduling tasks with shared resources and to analyzing their schedulability in multiprocessor systems. Section 2 gives an informal description of this approach and compares and contrasts it with MPCP. Section 3 presents in detail the procedure used in the end-to-end approach. Future work is discussed in section 4.
The End-to-End Scheduling Approach
From the viewpoint of end-to-end scheduling, a task that needs remote resources is viewed as a chain of subtasks in the following way. Each critical section associated with a remote resource is a subtask that executes on the synchronization processor of the remote resource. A segment that requires no resources or only local resources is also a subtask, and this subtask executes on the local processor. Subtasks of the same task collectively inherit the task's release time and deadline, and they execute in turn. Specifically, if task T i has n subtasks, subtask Ti,1 is ready for execution at the release time of z, and subtask T,,, is ready for execution when subtask Ti,j-1 completes, for j = 2 , 3 , . . ., n. The last subtask Ti,n must complete by the deadline of Ti. If task T i is a periodic task, this precedence relation holds for every instance of z.
The precedence relation among the subtasks of each task can be easily satisfied by using the phasemodification method proposed in [5] . Let ci,, be the worst-case response time of T,,,. According to the phase-modification method, once we know ci,k for k = 1 , 2 , . . . , j -, 1, we postpone the phase of the subtask ?;.,, by E', :: Ci,k. This modification allows us to enforce the precedence relation between subtasks while treating the subtasks in each task as if there is no precedence relation between them. We will return to discuss how to bound the worst-case response times of subtasks on each processor using the schedulability condition in [5] , provided that the subtasks are assigned fixed priorities and some single-processor synchronization protocol is used to control priority inversion. By summing up the worst-case response times of all its subtasks, we can determine the worst-case response time of each task, and therefore whether the task can meet its deadline.
Similar to MPCP, we allow nested resource accesses. However, we impose an additional restriction that all resources accessed in one nested critical section must reside on the same processor. In other words accesses to resources on different processors cannot be nested. One consequence of the end-to-end scheduling approach is that there is no need to control the accesses to remote, global resources differently from local resources. Each subtask that is a GCS server in MPCP model is local to its synchronization processor. All resource contentions are resolved locally and separately on each processor. 
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In the end-to-end scheduling model, task TI is divided into three subtasks, TI,^, T1,2 and T1,3. TI,^ and T1,3 execute on processor PI and need no resource, while T1,2 executes on P2 and needs resource R. T~J , T1,2 and T1,3 are dependent: the kth instance of T1,1 (i.e., the instance of T1,1 in its kth period) must complete before the kth instance of T1,2 can begin execution. Similarly, the kth instance of T1,3 cannot start execution until the kth instance of T1,z completes. Table 2 shows the parameters of the subtasks. r,,, is the processing time of subtask Ti,,, fi,, denotes the modified phase of z,,, and pi,, denotes the blocking time Ti!, can experience. In this example, there is only one critical section, and therefore there is no blocking. The priorities of the subtasks are assigned on rate-monotonic basis. We see that the worst-case response time C1 of the task TI is c1,1 + c1,2 + ~1 , 3 = 10, which is less than 20, and the worst-case response time of T2 is 1, and it is less than 2. We can therefore conclude that the deadlines of both tasks are always met. task has nested resource accesses, each outermost critical section is mapped to a subtask.
Input :
1. Task set {z}. For each task z, the deadline Di, period pi, processing time ri, and resource accesses; 2. The task assignment mapping task set {z} to processor set { 4 ) ; 3. The resource set { Rj} and the resource assignment mapping { Rj} to { 4).
Output : The conclusion whether the system can be scheduled and the priorities assigned to subtasks on each processor in the case the system is schedulable.
Step 1 : Map the given task set {x} to a end-toend task set {Ti,,}.
Step 2 :
Step 3 :
Assign priorities to subtasks.
Obtain the worst-case response time for each subtask.
Step 4 
Schedulability Analysis
We now describe how to choose the priorities for subtasks and determine their worst-case response times. We confine our attention to the case where tasks are periodic and their subtasks are assigned fixed priorities. However, the subtasks of each task may be assigned different priorities. Figure 1 gives the pseudo-code description of the end-to-end scheduling procedure.
Step 1 : Map the given task set t o an endto-end task set Following the rules below, Step 1 breaks up each task T i in the given task set into a chain of ni subtasks Ti,, in the corresponding end-to-end task set :
2.
A subtask that requires no resource or only local resources is on the local processor of T,. A subtask that requires remote resources is on the synchronization processor of the remote resources. For every j = 1 , 2 
3.

Di -
Ti,k k = j + l z,j must complete at ED*,, units of time after Ti is released in order for T; as a whole to complete in time. Table 4 lists the priorities of subtasks in Example 3 with their priorities assigned based on their effective relative deadlines. In this equation H i , , is the set of subtasks that (1) are on the same processor as z , j , (2) are of different tasks than q, and (3) have priorities equal to or higher than Ti,,. H;,, is a subset of Hi,, in which every subtask has a higher priority than T,j. ui,, is the processor utilization factor of Ti,, . Again, pi,, is the maximum blocking time Ti,, can experience. For both PCP and SBP, p;,j can be approximated by it!fAX(Sk,l), where sk,l is the maximum duration of critical sections for all possible Tk,l that (1) is on the same processor as Ti,, and (2) has lower priorities than T,,,.
Step 4 : Check schedulability for the whole system If Ci > Di, where Di is the relative deadline of task Ti, we report failure for this task set. If all tasks pass this test, we report success.
Step 3 : Determine the worst-case response times for subtasks After Step 2 we have a set of subtasks on each processor, in which (1) every subtask requires either no resource or local resources and (2) every subtask has a fixed priority. Resource-access-control protocols for single-processor systems can be used to prevent deadlocks and uncontrolled priority inversion. Both PCP
Conclusions
In the previous section we present a procedure for applying the end-to-end approach to scheduling tasks with shared resources in a multiprocessor system and analyzing the schedulability. In order to make this approach practical, some formulas need to be improved and problems which may arise in practice need to be addressed. For example, the upper bound for worstcase response time given by Eq. (1) sometimes is not satisfactory, especially for subtasks with low priorities. A method based on time-demand analysis has been developed to give a much tighter bound and will be presented in a future paper.
Another practical problem arises when we fix the subtasks' phases to enforce the execution precedence among them. In order to make the modified phases consistent and meaningful in a multiprocessor or distributed system, clocks on all processors have to be strictly synchronized, which can be difficult to achieve in practice. We can allow some clock drift among processors, provided that the drift is within a maximum limit of 6 time units. Extra 6 time units can be added to the worst-case response time for each subtask obtained in the previous section, and the execution precedence relations among subtasks will be safely enforced.
Another solution to this problem is to use dynamic phasing for subtasks instead of static phasing used in this paper. In other words, a subtask can be triggered to start as soon as its previous subtask finishes. We are currently working on the schedulability analysis for such systems.
An alternative way to map tasks to subtasks is to map all critical sections, both for local resources and for remote resources, into subtasks. The resultant task system has end-to-end processing not only across processors but also within each processor. A study in [6] has shown that schedulability analysis for end-to-end processing within a processor is possible and promising. We are currently studying the schedulability analysis for such systems.
In this paper we assume that all resources accessed in one nested critical section must be on the same processor. This assumption in general can be overly restrictive. We will address this problem from the point of view of both resource access control and task/resource assignment. Ideally we want to assign resources to processors to minimize the number of nested critical sections that access resources on more than one processor.
In many ways, the end-to-end scheduling approach can be viewed as a divide-and-conquer approach: it divides the problem by mapping the given task set onto an end-to-end task set where each processor becomes relatively independent. It then resolves the local resource contention on each processor. Finally combines the results to obtain a global solution. This merit leads to a reduction in the complexity of the resource contention problem.
