In this paper we prove an intriguing identity in the shuffle algebra, first observed in [CGM19] in the setting of lattice paths. It has a close connection to de Bruijn's formula when interpreted in the framework of signatures of paths.
Introduction
A path is a continuous map X : r0, 1s Ñ R d , where we assume that the functions X piq , i " 1, . . . , d are (piecewise) continuously differentiable functions. Describing phenomena parametrized by time, they appear in many branches of science such as mathematics, physics, medicine or finances. For mathematics in particular, see [CGM19] for references.
One way to look at paths is through their iterated-integrals where n ě 1 and w 1 , . . . , w n P t1, . . . , du. The first systematic study of these integrals was undertaken by Kuo Tsai Chen [Che57] . For example, Chen proved that, up to an equivalence relation, iterated-integrals uniquely determine a path.
In the field of stochastic analysis paths are usually not differentiable. Nonetheless (stochastic) integrals have played a major role there and this culminated in Terry Lyons' theory of rough paths [LQ02, FH14] . Owing to their descriptive power of nonlinear phenomena (compare Chen's uniqueness result above), these objects have recently been successfully applied to statistical learning [LNO14, KSH`17, KO19, LZL`19].
Iterated-integrals possess an interesting Hopf algebraic structure [Reu93] . More recently they have been studied from the viewpoint of (applied) algebraic geometry [AFS19, Gal19, Stu96, PSS19] and representation theory [DR19] .
In [CGM19] an approach of studying signature-path tensors through the lens of toric geometry is presented. In [CGM19, Corollary 3.23] the following curious property was discovered. 
Their proof is based on calculations with lattice paths. One consequence of this result is that it gives an inequality for the iterated-integrals of order two (i.e. this particular determinant is non-negative). Notice that when working on the Zariski closure of the space of signatures, as in the framework of [AFS19] , one can only obtain equalities. See [CGM19, for more details.
In the current paper we look at this statement from a purely algebraic perspective. (We advise the reader to peak ahead to Section 2 for notation used in the following.) On the space of formal linear combinations of words, denoted T pR d q in the alphabet rds " t1, . . . , du we use the shuffle product (2)
We can now state our main theorem Theorem. For d ě 1 the following two equalities hold:
In a sense made precise in Section 2, the expression after the first equality relates to the right-hand side of (1). In particular, we give a new and purely algebraic proof of the fact that the determinant of the second level of the iterated-integrals signature is a square, Theorem 1.1, see Corollary 4.2.
In Section 2, we present the framework of the shuffle algebra and the halfshuffles, together with their relation with the signatures of paths. Since our proof for the main theorem uses some results from representation theory, we include in Section 2.3 the necessary basic notions. Moreover, in Section 2.4 we relate our setting with the work of [DR19] about SL n -invariants and signed volume. In Section 3 we present already known results that will help us to prove our main results. For instance, we present several identities related to the shuffle product that already appeared in [And83] . Section 4 is dedicated to prove our main theorem. In Section 5, we present the relation of our main theorem with the de Bruijn's formula for the even-dimensional case. We also include one example of what happens for the odd-dimensional case.
The shuffle algebra and half-shuffles
Let us consider the alphabet rds " t1, . . . , du, together with the empty word ε, and denote by TppR dthe space of infinite formal linear combinations of words in the alphabet. Together with the concatenation product, w¨v, TppR d qq,¨˘is an algebra, known as the (completed) tensor algebra.
Its algebraic dual, denoted by TpR d q, consists of finite linear combinations of words in rds. We consider the algebra`TpR d q, ¡˘, also known as the shuffle algebra, with the operation defined as follows.
Definition 2.1. Let us consider the words u, v and w, and the letters a and b. The shuffle product of two words is defined recursively by
It is extended bilinearily to a commutative product on all of T pR d q.
The shuffle product can be seen as the symmetrisation of the right halfshuffle. where w, v are words and i is a letter.
Note that if w, v are any non-empty words, then w ¡ v " w ą v`v ą w.
Hence in Definition 2.2 we can replace w ą vi " pw ą v`v ą wq¨i with the equivalent equality w ą vi " pw ¡ vq¨i. In general, for non-empty words, one has u ą pv ą wq " pu ¡ vq ą w. In particular: the half-shuffle is non-associative.
Iterated-integral signatures of paths
For a (piecewise) smooth path X : r0, 1s Ñ R d the collection of iterated integrals ż dX
where n ě 1 and w 1 , . . . , w n P rds is conveniently stored in the iteratedintegrals signature
This object is a formal infinite sum of words w in the alphabet rds whose coefficients are given by the integrals. That is, σpXq is an element of the (completed) tensor algebra T ppR d qq.
Alternatively, σpXq can be seen as a linear function on T pR d q given by
for any element w P rds, and extended linearly to all of T pR d q. It turns out that σpXq is in fact a multiplicative character (i.e. an algebra morphism into R) on pT pR d q, ¡q, see [Reu93, Corollary 3.5]. This fact is also called the shuffle identity and reads as
Representation theory
This section provides some broad ideas from representation theory that are used in this paper. For more details, we refer the reader to [FH91] .
Given a group G and an n-dimensional vector space over R, V , we say that the map ρ :
where GLpV q is the group of automorphism of V . In general, ρ is identified with V , and ρpgqpvq :" g¨v, for all v P V and g P G. In this sense, we say that the group acts (on the left) on the vector space. There are different ways to construct representations from other representations; for instance, by constructing the direct sum or the tensor product of representations, or restricting or inducing representation from groups to subgroups, and vice versa.
Another approach to understand the representations is by looking at them as modules, since allows us to study representations as vector spaces over the group algebra RrGs (i.e. set of all linear combinations of elements in G with coefficients in R).
A representation V of G is said to be irreducible if the only subspaces of V invariant under the action of G are the vector space itself and the trivial subspace. By Schur's lemma and Maschke's Theorem, we know that given any representation of a well-behaved 2 group G we can decompose it as the direct sum of irreducible representations. That is, up to isomorphism, we can write V -
where W k is an irreducible representation and n k denotes the multiplicity of all the irreducible representations in V that are isomorphic to W k . This is called the canonical decomposition of V or the decomposition into isotypic components. The idea for isotypic components is that there may be several irreducible representations that are isomorphic. We may need only to take a "representative" and count how many irreducible representation are isomorphic to it. One of the main general problems in Representation Theory is to characterise the irreducible representations of a group and to give an algorithm to compute the canonical decomposition of any other representation.
Each representation is also characterised by the trace of the matrix associated to each element of the group. This vector is known as the character of the representation, and it is invariant under the conjugacy classes. Character theory is closely related to the theory of symmetric functions.
In this section we focus our attention on the symmetric group and on the general linear group. Let S d be the group of permutations of t1, 2, . . . , du, for d ě 1. In the case of the symmetric group S d , the conjugacy classes are in bijection with the partitions of d, which are weakly decreasing sequences of positive integers that sum up to d. This bijection is given by the decomposition of the permutations in cycles. Given a partition λ " pλ 1 , λ 2 , . . . , λ ℓ q, we associate to λ a Young diagram, which is just an array of boxes with λ i boxes in the i th row. Then, the standard Young tableaux are fillings of Young diagrams with all the numbers in the set t1, 2, . . . , du that are increasing in columns and rows.
SL invariants and signed volume
The natural representation of SLpR d q on R d induces a representation on T pR d q. The study of invariants to this action goes back over a century, see [Wey46] for a good starting point of the literature. We recall the presentation used in [DR19] .
As mentioned in the introduction, a basis for the invariants is indexed by standard Young tableaux of shape pw, . . . , wq looooomooooon d times , for w ě 1 arbitrary. Given a Young tableaux T , the corresponding invariant basis element, denoted invpT q 3 is obtained as follows: let n " wd be the length of T and consider the word w " j 1 j 2 . . . j n , where j ℓ " i if and only if ℓ is in the i th row of T .
For example T " 1 2 3 4
gives the word 1122. Then
where the sum is over all permutations σ P S n that leave the values in each
Our study only look at the following two particular standard Young tableaux for w " 1, 2 4
.
(4)
In the introduction we also saw the matrix
which is an element of R dˆd where R " T pR d q is a (commutative) ring.
3 Auxiliary results
An identity by Andréief
Notation 3.1. Please note that we use the convention of strict left bracketings for the half-shuffle. 5 For words w 1 , . . . , w k ,
The following lemma expresses the shuffle of k words in terms of half-shuffles.
Lemma 3.2. For any non-empty words w 1 , . . . , w k , the following equality holds:
Proof. We proceed by induction. For k " 1, relation (6) is trivially true. Let us suppose that the equality holds for k and prove it for k`1. We have:
The following statement seems to first appear in [And83] Proof. For a fixed σ P S d , applying Lemma 3.2 with w i :" iσpiq, we get
Recall Notation 3.1. Hence the left-hand side becomes:
as desired.
The shuffle determinant
In this section we present a technical lemma that is crucial for the proof of our main result. This lemma states that, for the determinant det ¡ pW d q, the shuffle of letters can be replace by a "shuffle of blocks of 2 letters". First, let us see one example.
Example 3.4. For d " 2, we have that det ¡ pW 2 q " det ¡ˆ1 1 12 21 22˙" 1122`2211´1221´2112 " inv¨1 2
4‚
Now we are ready to state the result.
Proposition 3.5.
Before presenting the proof for Proposition 3.5, we illustrate the intuitive idea of the result doing the computation for d " 3.
Example 3.6. Consider d " 3. By Lemma 3.3, we obtain
Now observe that the term
to give the term p11 ą 22q¨33´p11 ą 32q¨23.
Applying this to all terms, we replace the right-most half-shuffle ą by a concatenation product. That is,
A similar replacement now needs to be done for the remaining half-shuffles.
As an example of how this works, consider only the terms with 33 at the end
Similarly, applying this procedure for all the other terms, we obtain
Proof of Proposition 3.5. The first equality follows by definition of the determinant. The last equality is obtained as follows,
It remains to prove the second equality,
where the last product is the concatenation product τ p1qσpτ p1qqτ p2qσpτ p2qq . . . τ pdqσpτ pdqq. Write d´1 :" d´1 and drop the brackets from the action of the permutations. We have
For fixed σ and τ , we can choose two unique permutationsτ andσ as follows
otherwise.
Then, we have that pppτ 1στ 1 ą rτ 2στ 2sq ą ..q ą rτ d´1στ d´1sq ą rτ dστ ds " pppτ 1στ 1 ą rτ 2στ 2sq ą ..q ą rτ dστ d´1sq ą rτ d´1στ ds
Thus,
Now, for any fixed value of τ d " a and στ d " b we can repeat the procedure described above for
In other words, step by step we can replace the half-shuffle by concatenation to obtain
Main result
The aim of this section is to prove the following theorem. 
From Proposition 3.5 we already know that the first equality holds. To show the second equality we use the following strategy:
Step 1 Show that the two terms lie in the same isotypic component of a representation of a certain subgroup of S 2d , and that this isotypic component has dimension 1.
Step 2 Determine the pre-factors, by looking at the factors on a particular word in each side of the equality.
For step 1, we first observe that both invpt 2,d q and invpt 1,d q ¡2 are in the irreducible representation for S 2d corresponding to the shape p2, 2, . . . , 2q.Denote by χ 1 the irreducible character for this shape.
Define the subgroup of S 2d given by H :"
A p1, 3q, p3, 5q, . . . , p2d´3, 2d´1q, p2, 4q, p4, 6q, . . . , p2d´2, 2dq
Note that χ 1 is also a character for H, but it is not irreducible. Let χ 2 phq :" signphq @h P H, be the character for the one-dimensional sign-representation restricted from S 2d to H.
Recall the two standard Young tableaux defined in (4). The following two results show that both pinvpt 1,d q ¡2 and invpt 2,d q lie in the isotypic component related of this sign-representation. 
Proof. Without loss of generality we can suppose that h is the transposition pi, i`2q P H.
The factor inv ¡2 d can be seen as a sum of words in T 2d pR d q with coefficients in t˘1u. Then, each word would be the concatenation of letter coming from the left or right factor inv d . For each word w, we label by L˚the positions occupied by letters belonging to the left factor inv d and by R˚the positions occupied by the letters belonging to the right factor inv d . Denote by w p the letter situated on position p in the word w, and by phwq p the letter situated on position p after applying the transposition h to w.
We illustrate in Table 1 the possible cases for each word w. Table 1 : Configurations of letters in a word w after applying the transposition h " pi, i`2q induces a change of sign.
Since inv d is totally antisymmetric, in each case presented in Table 1 , the sign in front of the corresponding word after applying h changes due to the transpositions of the indices of L˚, respectively R˚.
It is immediate that invpt 2,d q satisfies the analogous statement. . Now, we want to see that the dimension of this isotypic component is 1. This follows from the fact that the multiplicity of the irreducible character χ 2 in χ 1 is equal to one in the case we are considering.
Lemma 4.5. Consider the decomposition of the representation (with respect to S 2d ) corresponding to χ 1 into irreducible representations (with respect to H). In this decomposition, the multiplicity of the irreducible signrepresentation, i.e. the irreducible representation corresponding to χ 2 , has multiplicity one.
This result follows from the Littlewood-Richardson rule, which computes the multiplicity of an irreducible representation on another representation by counting standard Young tableaux of some particular shape and content. This is a standard computation in representation theory of finite groups, see [FH91, Sta99] for more details.
We are now ready to finish the proof of our main theorem. Our last step is to prove that the prefactors are as stated. Now, the word 1122...dd can only be obtained from shuffling 12..d with 12..d, which results in a factor of 2 d . Using the fact that it reduces to shuffles of blocks of 2 letters (Proposition 3.5), one sees that in det ¡ pW d q, the word 1122 . . . dd appears with the factor one.
The following example illustrates the computation of the prefactors from Theorem 4.1 for d " 3.
Example 4.6. The word 112233 appears 2 3 " 8 times in the sum inv 3 ¡inv 3 , namely:
LRLRLR, LRRLLR, LRLRRL, LRRLRL, RLLRLR, RLRLLR, RLLRRL, RLRLRL.
However, in det ¡ pW 3 q it only appears once in the term corresponding to the diagonal of the matrix.
Pfaffians and de Bruijn's formula
In this section we want to prove de Bruijn's formula for the Pfaffians. To do so, we recall some definitions and present some technical results. Let us start with one result related to determinants.
Lemma 5.1. Let R be a commutative ring. Let d be even, A P R dˆd skewsymmetric and S P R dˆd of rank 1 (i.e. S " vv J for some v P R d ). Then detrA`Ss " detrAs.
Proof. In [VB16, page 644], the authors give a proof of the Matrix Determinant Lemma in the case of singular matrices, using the fact that singular matrices are limits of invertible matrices and the continuity of the determinant and of the adjoint matrix. We have
where adjpAq is the adjoint matrix of A. Since the dimension of A is even and A is skew-symmetric, we know that adjpAq is also a skew-symmetric matrix. Let us denote by B :" adjpAq. Since B is skew-symmetric, we have:
The proof is complete.
For the following statement recall the notation W d from (5).
Lemma 5.2. Denote by
Then we have
Proof. We havë
The following definition is well-known:
Definition 5.3. Let R be a commutative ring and A " pa ij q P R dˆd a skew-symmetric matrix, where d is even.
Then Pf R rAs :"
is called the Pfaffian of A.
For the following statement see for instance [Art57, pages 140-141], [Led93] , and references therein.
Lemma 5.4 ([Art57]). Let R be a commutative ring, let d be even, and A P R dˆd a skew-symmetric matrix. We have the following identity: det R rAs " Pf R rAs 2 . where Pf denotes the Pfaffian of an anti-symmetric matrix, and AntirW d s " 
Comparing de Bruijn's formula with our results

¡2
" 2 d Pf ¡ rAntirW d ss ¡2 .
Since the shuffle algebra is commutative and integral, we deduce that: By comparing the coefficient of the word 123 . . . d, we deduce the sign must be positive, and have thus shown de Bruijn's formula in the even case: The authors are currently working on the proof for the general odd case and will post the results soon in a following update.
