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ABSTRACT
Recent empirical research has indicated that human graph read-
ing performance improves when crossing angles increase. How-
ever, crossing angle has not been used as an aesthetic criterion
for graph drawing algorithms so far. In this paper, we introduce
a force-directed method that aims to construct graph drawings with
large crossing angles. Experiments indicate that our method sig-
nificantly increases crossing angles. Surprisingly, the experimental
results further demonstrate that the resulting drawings produced by
our method have fewer edge crossings, a shorter total edge length
and more uniform edge lengths, compared to classical spring algo-
rithms.
Keywords: Graph visualization, graph drawing, crossing angle,
cosine force, force-directed method.
Index Terms: G.2.2 [Discrete Mathematics]: Graph Theory—
Graph Algorithms
1 INTRODUCTION
A great deal of real world data have a relational structure and can
be modeled as graphs. Graphs are usually drawn as node-link dia-
grams so that humans can make sense of the underlying structure.
The past two decades have seen a fast growing body of research
dedicated to designing algorithms to construct aesthetically pleas-
ing drawings of graphs [6]. While judgement of the quality of a
drawing is subjective, a number of aesthetic criteria are generally
accepted, including the following:
• Small number of edge crossings
• Even distribution of vertices
• Uniform edge length
• Small drawing area
• Maximum angular resolution
These criteria were originally proposed based on human intu-
ition. However, some have been validated in user studies, mainly
conducted by Purchase et al. (e.g., [27]), indicating that draw-
ings satisfying such criteria yield some insights from the end user’s
point of view. For example, edge crossings were found to have the
greatest impact on human graph reading performance. Recently, re-
searchers have begun investigating theories from general psychol-
ogy and adopting empirical methods in order to develop human-
centered criteria for graph drawing [30, 31]. Among them, Ware
et al. [31] studied results from neurophysiology and suggested that
edges that cross at nearly 90 degrees are less likely to be confus-
ing than those crossing at acute angles (see Figure 1). The effect
of crossing angle was subsequently observed in a qualitative eye
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Figure 1: Theoretical and empirical research reveals that the cross-
ing on the left is more confusing than that on the right.
tracking study by Huang [19]. This was validated quantitatively in
a controlled experiment [20]. To be more specific, it was found that
human graph reading performance improves when crossing angle
increases.
While a great deal of attention has been focused on reducing the
number of crossings, little research has been done on how to han-
dle the remaining crossings. Didimo et al. [5] initiated a study of
combinatorial questions related to drawing graphs with right an-
gle crossings. Dunne and Shneiderman [7] list crossing angle as
a “readability metric”. However, in this previous research, no al-
gorithm for producing graph drawings with large crossing angles
has been proposed. In this paper, we introduce a force-directed
method that aims to construct graph drawings with large crossing
angles, called BIGCROSS. Experiments indicate that our method
significantly increases crossing angles. Surprisingly, our experi-
mental results further demonstrate that the resulting drawings pro-
duced by our method also have fewer edge crossings, a shorter total
edge length and more uniform edge lengths, compared to a classical
spring algorithm.
2 THE CLASSICAL SPRING ALGORITHM
Figure 2: The spring embedder model (taken from Brandes [3])
Force-directed graph drawing has been studied extensively
(e.g., [8, 12]). In the classical spring algorithm, a graph is mod-
eled as a physical system, in which vertices are replaced with steel
rings, and edges are replaced with rings (see Figure 2). Springs pull
connected vertices toward to each other when stretched, while they
push vertices apart when compressed, following Hooke’s law:
fs = ks(d− l). (1)
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The repulsive force between all rings follows an inverse square law:
fr = kr/d
2. (2)
Here ks and kr are constants, d is the Euclidean distance between
vertices and l is the natural length of the spring.
Starting with an arbitrary placement of vertices, the algorithm
calculates the combined force on each vertex and moves the vertices
accordingly. This process is repeated for a fixed number of times
and the resulting pictures are usually aesthetically pleasing.
In the last two decades, the spring embedder model has been re-
fined and extended in many different ways. Gansner and North [13]
introduced two post-processing techniques to avoid vertex-vertex
and vertex-edge overlaps. Brandes and Wagner [4] defined a ran-
dom field model for drawing so-called train graphs to avoid over-
laps and small angles between edges resulting from straight-line
edges. Lin and Yen [26] introduced a repulsive force between ad-
jacent edges to improve angular resolution. To visually separate
clusters, Huang et al. [18] introduced dummy vertices representing
individual clusters and repulsive forces that act between the dummy
vertices. Recently, Hu and Koren [22] proposed and implemented
two post-processing algorithms to overcome warping effects re-
sulted from the spring embedder model. Holten and van Wijk [16]
introduced a self-organizing approach in which edges are modeled
as flexible springs that can attract each other for edge bundling.
More sophisticated techniques have been proposed for various
purposes (e.g., [17, 21, 23, 24]). For excellent reviews, see [3, 6].
3 THE BIGCROSS METHOD
The beauty of force-directed graph drawing is that we can simply
add up energy functions, each of which aims to maximize a specific
aesthetic criterion. Our new “BIGCROSS” method, defined below,
is an extension of the classical spring algorithm. We define a new
force that increases the angle between crossing edges, and apply it
in addition to the forces of the classical model.
3.1 BIGCROSS Force Magnitude
The BIGCROSS algorithm extends to introduce an extra force
called the cosine force to increase crossing angle. The basic idea
on how the cosine force works is as follows.
Figure 3: The model of cosine force
As shown in Figure 3, if two edges (a, b) and (c, d) cross, then
their endpoints a, b, c and d will be connected by special springs.
These springs are special in that they work together and apply a
non-Hooke’s-law force on each of the endpoints, in such a way
that when the crossing angle increases, energy decreases. To be
more specific, each spring exerts forces on its connected vertices
according to the crossing angle it faces. If the angle is acute, then
the spring push the vertices apart. If the angle is obtuse, then the
vertices are pulled toward each other. If it is a right angle, no
force is applied. The magnitude of the force is kcos cos θ, where
θ (θ < 90°) is the crossing angle between the two edges, and kcos
is a constant.
3.2 BIGCROSS Force Direction
During our investigation, we experimented with three different di-
rections in which the cosine force may force crossings toward the
right angle.
Figure 4: The parallel cosine force
The first one is that the force is applied in the direction of the
other crossed edge. To be more specific, suppose that the position
of vertex v in an 2D Euclidean space is denoted by pv = (xv, yv),
and the distance between vertices u and v is duv; then given two
crossing edges (a, b) and (c, d) as shown in Figure 4, the cosine
force on vertex a, which we call parallel cosine force, can be de-
noted as follows:
(kcos cos θ
xd − xc
dcd
, kcos cos θ
yd − yc
dcd
) (3)
Figure 5: The rotational cosine force
In the second case, the force is applied in the direction orthog-
onal to the crossed edge. This is a kind of rotational force. Given
two crossed edges (a, b) and (c, d) as shown in Figure 5, the cosine
force on vertex a is:
(−kcos cos θ yb − ya
dab
, kcos cos θ
xb − xa
dab
) (4)
In the third case, the cosine force is divided in two directions. In
one direction, the force is applied in an attractive manner and in the
other in a repulsive manner. As shown in Figure 6, the attractive
component of the cosine force on vertex a is:
(kcos cos θ
xd − xa
dad
, kcos cos θ
yd − ya
dad
) (5)
and the repulsive component can be denoted as:
(kcos cos θ
xa − xc
dac
, kcos cos θ
ya − yc
dac
) (6)
Our tests showed that all three produced drawings with larger
crossing angles than the classical spring algorithm. However, the
best overall result was consistently achieved by the parallel cosine
Figure 6: The attractive and repulsive cosine forces
force. For the remainder of this paper, we restrict our attention to
the parallel cosine force.
It should be noted that in our implementation, edges that intersect
at an endpoint are not considered as crossing.
3.3 The Algorithm
Given a graph G = (V,E), let V ′ ⊆ V be the set of vertices in
which each vertex has at least one incident edge crossing another;
the combined force applied on vertex v is:
F (v) =
∑
(u,v)∈E
fs,uv+
∑
(u,v)∈V×V
fr,uv+
∑
(c,v)∈C×V ′
fcos,cv (7)
where fs,uv denotes the spring force, fr,uv denotes the repulsive
force, fcos,cv denotes the cosine force, and C ⊆ E × E denotes
the set of pairs of edges that cross, in which each pair includes an
incident edge of vertex v.
BIGCROSS employs the simple “follow your nose” approach by
iteratively calculating forces and updating the positions of vertices
accordingly.
4 EXPERIMENTAL RESULTS
Traditionally, in evaluating force-directed methods, the main focus
has been on their performance in drawing highly structured graphs,
such as planar meshes, trees, hypercubes. However, their usage
has gone far beyond those well structured graphs. Nowadays force-
directed algorithms are widely used in various application domains
to explore real world problems, in which graphs are rarely highly
structured. Therefore it is also necessary to investigate how a force-
directed algorithm performs with less-structured graphs.
Furthermore, one of known problems with force-directed algo-
rithms is that their performance is not consistent (see, for example,
[29]). The quality of the output heavily relies on the combination
of input parameters including initial layout and the choice of con-
stants. Fruchterman and Reingold [12] comment that an “algorithm
should work reasonably well almost always, without the user hav-
ing to fiddle with options.” Thus we performed experiments based
on a set of pre-specified parameters and report our results based on
statistical bases.
4.1 Test Data
We have tested on five types of sparse (|E| ≤ 3|V |) connected
graphs listed below. These graphs were either randomly generated
based on well accepted models, taken from benchmark data sets, or
from those used in previous papers. A more detailed description is
as below.
FR graphs: We collected 38 graphs from published papers on
force directed methods, mostly taken from Fruchterman and Rein-
gold [12]. These graphs were all structured. Three different ini-
tial placements for each graph were produced for testing. In other
words, our test for FR graphs was based on 114 cases.
Planar graphs: The planar graphs were taken from the
RND/BUP set of GDT testsuites [14]. This graph set originally con-
tains 200 randomly generated undirected planar graphs with size
ranging from 10 to 100. For our purpose, only graphs with no more
than 50 vertices were used.
Random graphs: We tested on 3 kinds of random graphs [15,
25] generated based on the following three models:
• Erdos-Renyi model [10]
• Watts-Strogatz model [32]
• Eppstein-Wang model [9]
For each model, there were 500 graphs with size ranging from 10
to 50.
4.2 Design
During the testing, the initial layout for each graph was randomly
produced confined within a unit square. Then based on the same
layout, we ran BIGCROSS and the classical spring algorithm men-
tioned in Section 2 separately.
We ran pilot studies to determined values for the constants: ka,
kr , and l were set to 1, and kcos was set to 1. These values work
reasonably well together most of the time when an initial placement
is confined in a unit square.
Each algorithm stopped once the graph system reached a rel-
atively stable status or iterations reached a pre-specified number.
The threshold for the stable status was defined as the time when the
maximum movement among all vertices in both x and y direction
was no more than 0.0005. The maximum number of iterations was
set to 80000. One exception was that for FR graphs, the threshold
for maximum movement was set being 0.00001 and the maximum
number of iterations was 100000, for best possible final layouts.
Experiments were performed on a 2.4GHz laptop with 2.99GB
RAM. The running time and the number of iterations were
recorded. The initial and final placements for each graph for both
algorithms were measured. The aesthetic criteria we used for graph
measurement include:
1. Number of crossings
2. Average size of crossing angles
3. Standard deviation of crossing angle
4. Average edge length
5. Standard deviation of edge length
6. Angular resolution (the smallest angle size between two edges
incident to the same vertex)
Statistical analysis of the results according to these measures is de-
scribed in the following section.
4.3 Results
The results are summarized in Tables 1 and 2. It should be noted
that most of the data were not normally distributed, due to the na-
ture of the measurements. Thus the median value, rather than mean,
was computed across graphs for accuracy. Accordingly, a nonpara-
metric method called the Wilcoxcon signed-ranks[33] test on paired
data was used for statistical analysis.
As can be seen from Tables 1 and 2, for FR graphs, on average
in terms of median, BIGCROSS increased crossing angle by 4.40
degrees, compared to the classical spring algorithm. It also reduced
angle deviation by 1.22 degree, average edge length by 0.01 and
edge deviation by 0.02. However, the number of crossings was the
same in the two conditions, and angular resolution was decreased
Table 1: Medians of testing measures
Number of crossings Angle size (deg.) Angle deviation (deg.) Angular resolution (deg.)
Graph type BIGCROSS Classical BIGCROSS Classical BIGCROSS Classical BIGCROSS Classical
FR 4 4 76.40 72.00 7.53 8.75 28.01 31.09
Planar 12 12 72.55 68.27 11.64 14.63 8.52 9.18
Erdos-Renyi 130 135 66.72 62.52 17.00 18.67 0.79 0.94
Watts-Strogatz 13 12 73.02 67.34 10.81 14.53 8.42 8.85
Eppstein-Wang 218 247 65.27 62.06 17.69 18.85 0.43 0.49
Table 2: Medians of testing measures
Edge length Edge deviation Iterations Running time (sec.)
Graph type BIGCROSS Classical BIGCROSS Classical BIGCROSS Classical BIGCROSS Classical
FR 1.70 1.71 0.34 0.36 17596 17056 2.18 0.25
Planar 2.02 2.05 0.48 0.51 6635 7175 2.69 0.73
Erdos-Renyi 1.65 1.97 0.53 0.63 4486 5088 4.87 0.53
Watts-Strogatz 1.87 1.92 0.44 0.47 5887 6521 2.57 0.64
Eppstein-Wang 1.43 1.92 0.53 0.64 4056 4712 6.61 0.50
by 3.08 degrees. Wilcoxcon signed-ranks tests indicated that the
differences in average angle size, average edge length and edge de-
viation were statistically significant with p < 0.01.
For planar graphs, BIGCROSS increased crossing angle by 4.28
degrees. It also reduced angle deviation by 2.99 degrees, average
edge length by 0.03 and edge deviation by 0.03. However, angular
resolution was decreased by 0.66 degree, and the number of cross-
ings was not changed. Wilcoxcon signed-ranks tests indicated that
all these differences were statistically significant with p < 0.01,
except that for angular resolution.
For Erdos-Renyi graphs, BIGCROSS increased average cross-
ing angle by 4.20 degrees. It also reduced angle deviation by
1.67 degrees and the number of crossings by 5. Average edge
length was decreased by 0.32, and edge deviation was decreased
by 0.08. However, angular resolution was decreased by 0.15 de-
gree. Wilcoxcon signed-ranks tests revealed that all these differ-
ences were statistically significant with p ≤ 0.001, except that for
angular resolution.
For Watts-Strogatz graphs, BIGCROSS increased average cross-
ing angle by 5.68 degrees. It also reduced angle deviation by 3.72
degrees. Average edge length was decreased by 0.05, and edge de-
viation was decreased by 0.03. However, angular resolution was
decreased by 0.43 degree and the number of crossings was in-
creased by 1. Wilcoxcon signed-ranks tests revealed that all these
differences were statistically significant with p ≤ 0.001, except
that for angular resolution and for the number of crossings.
For Eppstein-Wang graphs, BIGCROSS increased average
crossing angle by 3.21 degrees. It also reduced angle devia-
tion by 1.16 and the number of crossings by 29. Average edge
length was decreased by 0.49, and edge deviation was decreased
by 0.11. However, angular resolution was decreased by 0.06 de-
gree. Wilcoxcon signed-ranks tests revealed that all these differ-
ences were statistically significant with p ≤ 0.01, except that for
angular resolution.
Our emphasis in this study was on the quality of outputs rather
than the runtime. Our implementation uses relatively naive methods
to find edge crossings and decrease energy. Thus it is expensive in
terms of running time in comparison to more refined force-directed
methods (for example, [11]). Further, the need to compute cross-
ings makes it more expensive than a classical spring method. There
are many ways in which the cosine force can be computed more
efficiently (note that it is a local force), and we leave this for future
study.
5 EXAMPLES
From section 4, it is clear that BIGCROSS outperforms the clas-
sical spring algorithm. In this section, examples are presented in
Figures 7 - 15, all of which are taken from our experiments. Cou-
pling with each resulting drawing, measurement data are provided
in the format of (the number of crossings, average crossing angle,
angle deviation, average edge length, edge deviation). Where the
number of crossings is 0, both average crossing angle and angle
deviation are set to 0.
It is important to note that our conclusion that BIGCROSS per-
forms better is based on statistical analysis. Given a set of pre-
specified constant values, there are cases in which the classical
spring algorithm performs better, as shown in Figure 15.
6 CONCLUSION AND FUTURE WORK
We have introduced and implemented the cosine force in a force-
directed algorithm to increase crossing angles. The experimental
results demonstrate that applying cosine force in addition to tra-
ditional spring forces in graph drawing not only increases crossing
angles, but also surprisingly yields overall more aesthetically pleas-
ing drawings. Our main contributions are:
1. Introduction of the cosine force.
2. Implementation of a new aesthetic criterion - crossing angle -
in an algorithm.
3. Introduction of a new force-directed method that produces
drawings with some important aesthetics being significantly
improved, in comparison to the classical spring algorithm.
4. Statistical evaluation of the algorithm against different types
of graphs.
For future work, we note that that it is feasible to speed up
BIGCROSS using a fast crossing detection method [1] and/or fast
energy minimization methods (for example, FADE [28]). Further,
the cosine force can be easily integrated into other force-directed
methods, such as Hu-Koren methods to reduce warping [22].
Further, our results indicate that a cosine force may be a good
way to increase angular resolution at vertices. Two edges incident
to a vertex can be considered as being crossed at the vertex. There-
fore, applying cosine force on adjacent edges is a natural extension
of what has been presented in this paper. Maximizing vertex angu-
lar resolution is particularly interesting since crossing angle com-
petes with angular resolution when two adjacent edges cross the
same edge.
(a) Initial layout (b) Classical: (1, 82.90, 0, 2.08, 0.47) (c) BIGCROSS: (0, 0, 0, 2.07, 0.40)
Figure 7: Tree (graph in Figure 82 from Fruchterman and Reingold [12])
(a) Initial layout (b) Classical: (7, 81.36, 6.32, 1.99, 0.32) (c) BIGCROSS: (6, 86.62, 3.30, 1.99,
0.30)
Figure 8: Dodecahedron (graph in Figure 61 from Fruchterman and Reingold [12])
(a) Initial layout (b) Classical: (0, 0, 0, 2.05, 0.47) (c) BIGCROSS: (0, 0, 0, 2.05, 0.46)
Figure 9: Tree (graph in Figure 43 from Fruchterman and Reingold [12])
(a) Initial layout (b) Classical: (20, 60.22, 16.34, 1.64,
0.41)
(c) BIGCROSS: (12, 64.49, 4.80, 1.60,
0.29)
Figure 10: Icosahedron (graph in Figure 29 from Fruchterman and Reingold [12])
(a) Initial layout (b) Classical: (10, 64.36, 11.34, 2.07,
0.45)
(c) BIGCROSS: (4, 78.36, 2.16, 2.03,
0.34)
Figure 11: A planar graph
(a) Initial layout (b) Classical: (8, 62.62, 13.15, 1.96, 0.44) (c) BIGCROSS: (5, 78.06, 4.22, 1.96,
0.43)
Figure 12: A graph of Erdos-Renyi model
(a) Initial layout (b) Classical: (15, 55.66, 21.73, 1.79,
0.49)
(c) BIGCROSS: (7, 78.89, 7.54, 1.78,
0.41)
Figure 13: A graph of Watts-Strogatz model
(a) Initial layout (b) Classical: (26, 62.21, 16.15, 1.83,
0.60)
(c) BIGCROSS: (22, 70.57, 15.25, 1.77,
0.51)
Figure 14: A graph of Eppstein-Wang model
(a) Initial layout (b) Classical: (0, 0, 0, 1.64, 0.06) (c) BIGCROSS: (3, 72.69, 0.74, 1.61,
0.28)
Figure 15: A triangulated triangle (graph in Figure 65 from Fruchterman and Reingold [12])
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