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Abstract
Let E be an elliptic curve deﬁned over Q and P ∈ E(Q) a rational point of inﬁnite order.
Suppose that E has complex multiplication by an order in the imaginary quadratic ﬁeld k.
Denote by ME,P the set of rational primes  such that  splits in k, E has good reduction
at , and P is a primitive point modulo . Under the generalized Riemann hypothesis, we can
determine the positivity of the density of the set ME,P explicitly.
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0. Introduction
The well-known Artin’s primitive root conjecture was proved by Hooley [6] under
the assumption of the generalized Riemann hypothesis (GRH). There are various types
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of analogous primitive root problems. For example, the quadratic analogue in [3,10],
the analogue for one-dimensional tori over the rational numbers in [2] and over the
function ﬁelds in [4], and the r-rank analogue in [1,9]. In this paper, we consider the
analogue for elliptic curves following [5,8]. Let E be an elliptic curve deﬁned over
the rational numbers Q and P ∈ E(Q) a rational point of inﬁnite order. For a rational
prime , P is called a primitive point for the prime  if the reduction P¯ of P modulo
 generates E¯(F). Lang and Trotter conjectured in [8] that the density of primes 
for which P is a primitive point always exists. In that paper, only a necessary and
sufﬁcient condition for a prime q to divide the index [E¯(F) :< P¯ >] was formulated
which accomplished an algebraic step in line with Hooley’s proof in [6]. The ﬁrst break
of this conjecture was struck by Gupta and Murty [5] in the case that E has complex
multiplication (CM) by the maximal order Ok of a quadratic imaginary ﬁeld k. In [5],
they treated the splitting primes and proved the existence of the density in question
under the assumption of the GRH. The positivity of density was also checked in their
paper in some special cases. More precisely, they showed:
Theorem (Gupta–Murty [5]). Let E be an elliptic curve deﬁned over Q with CM by
Ok . Denote by ME,P the set of rational primes  such that  splits in k, E has good
reduction at , and P is a primitive point for . Assuming GRH, then
(a) The density den(ME,P ) exists.
(b) Suppose further that 2 or 3 are inert in k or k = Q(√−11). Then the density
den(ME,P ) is positive.
The starting point of Gupta–Murty [5] is the following divisibility criterion. For an
ideal q of k, we let q−1P denote any point Q in E(C) such that if q is generated by
a then [a]Q = P holds. Thus q−1P is determined up to translation by q-torsion points
and complex multiplication by units in Ok .
Lemma 0.1 (Gupta–Murty’s divisibility criterion). Assume that E has CM by Ok . For
a rational prime q, let Kq = k(E[q]), and for a ﬁrst degree prime q of k, let Lq =
k(E[q], q−1P). Suppose that  splits in k and   qE .
(1) If q is inert in k, then
q | [E¯(F) :< P¯ >] ⇐⇒  splits completely in Kq.
(2) If q ramiﬁes or splits in k, let q = q1q2 be its factorization in k, then
q | [E¯(Fp) :< P¯ >] ⇐⇒  splits completely in Lq1 , Lq2 or Kq.
According to Gupta and Murty [5], only the following cases were shown that ME,P
has a positive density:
k = Q(√−11), Q(√−19), Q(√−43), Q(√−67), Q(√−163).
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On the other hand, suppose E over Q is an elliptic curve having CM by one of these
ﬁve imaginary quadratic ﬁelds k, it is not difﬁcult to check that Etor(Q), the torsion
part of E(Q), is always trivial, and furthermore Etor(k) is also trivial (Lemma 1.1).
This is no coincidence. In this paper, we relate the positivity of the density with the
torsion part of the Mordell–Weil group in all cases.
Suppose that E has CM by the order O in k. Let f be the conductor of O. i.e.
f = [Ok : O]. For the case k = Q(
√−7) and E has CM by Ok , one checks that
E[2] ⊆ E(k), hence the density of ME,P is 0 obviously. We will discuss the following
cases other than the cases already considered by Gupta and Murty [5]
k = Q(√−2), f = 1,
k = Q(√−7), f = 2,
k = Q(√−1), f = 1 or 2,
k = Q(√−3), f = 1, 2, or 3.
For the case k = Q(√−3) with f = 3, there exists a rational 3-isogeny 3 : E′ → E
where E′
/Q has CM by Ok . Set P ′ = ˆ3(P ) ∈ E′(Q), one can show that ME′,P ′ ⊆
ME,P (Lemma 4.3.2), hence one reduces the density problem to the curve E′ with the
point P ′ replacing P .
We note that if conductor f = 2, then 2 | #Etor(Q). For a rational prime q = 2, the
Gupta–Murty’s divisibility criterion on q-divisibility can still be applied. However for
q = 2, we have to modify the criterion by writing down an explicit rational 2-isogeny
2/k : E′ → E. Then for splitting prime  with   2E , we have 2 | [E¯(F) :< P¯ >]
if and only if  splits completely in K2 or k(−12 P) (Lemma 1.2). Gupta–Murty’s
proof of the existence of the density for ME,P is valid for all cases. Following their
notations, denote
Kn =
∏
q|n
Kq, Lm =
∏
q|m
Lq, Lm,n = LmKn.
The density of ME,P can be factored as follows:
den(ME,P ) = 
∏
q inert in k
(q,6E)=1
(
1− 1
q2 − 1
)
×
∏
q split in k
(q,6E)=1
(
1− 2
q(q − 1) −
1
(q − 1)2 +
2
q(q − 1)2
)
.
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Here,  represents the density of degree one primes in k which do not split completely
in Lm,n, where m ranges over divisors of (6E) divisible only by primes of degree 1,
and n ranges over divisors of 6E . Hence in order to show den(ME,P ) is positive, it
is enough to show that  is positive. In the case f = 2, we can replace Lq, q | (2), by
the ﬁeld k(−12 P) coming from the rational 2-isogeny 2, because of Lemma 1.2.
In Section 1, we give some lemmas that will be used to show the positivity of . In
Sections 2–4 we treat the positivity of  for the case k = Q(√−2), k = Q(√−7) with
f = 2, k = Q(√−1), and k = Q(√−3). Putting all the results together, we ﬁnally
conclude the following
Main Theorem. Assume GRH. Suppose that E/Q has CM by an order in k and
P ∈ E(Q) is a nontorsion point. Suppose further Etor(k) is cyclic. Then the density
den(ME,P ) is positive if and only if for any prime q | #Etor(k), there exists no k-rational
q-isogeny /k : E′ → E such that −1(P ) ⊆ E′(k).
In the last section, we apply our main theorem to given genus one “real” quadratic
function ﬁelds over Q having positive Mordell–Weil rank in order to generate inﬁnitely
many “real” quadratic function ﬁelds over prime ﬁelds having class number one (cf.
[13]).
1. Some lemmas
In this section, we will give ﬁve lemmas: the ﬁrst one shows that Etor(k) is trivial
for all the curves E considered in [5], the second and the third one give a criterion
for the index [E¯(F) :< P¯ >] to be even in the case f = 2, the fourth one is a lemma
from [5] used to show the positivity of , and the last one is a new one for the same
purpose as the fourth one.
Lemma 1.1. Suppose that E has complex multiplication by Ok with k = Q(
√−11), Q
(
√−19), Q(√−43), Q(√−67), or Q(√−163). Then Etor(Q) and Etor(k) are both
trivial.
Proof. (1) For k = Q(√−11), Q(√−19), Q(√−43), Q(√−67)Q(√−163), E can
be given by the following Weierstrass equations ED : y2 = fD(x), respectively (By
Proposition 5.4 in Chapter 10 of [11])
ED : y2 = x3 − 4Dx2 − 112D2x + 656D3,
ED : y2 = x3 − 608D2x + 5776D3,
ED : y2 = x3 − 13 760D2x + 621 264D3,
ED : y2 = x3 − 117 920D2x + 15 585 808D3,
ED : y2 = x3 − 34 790 720D2x + 789 847 448 304D3,
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where D is a square-free integer. One can check directly that fD(x) = 0 has no rational
root hence the 2-part of Etor(Q) is trivial. Then use the doubling formula:
x(2Q) = x(Q)
4 − 2a4x(Q)2 − 8a6x(Q)− (4a2a6 − a24)
4
(
x(Q)3 + a2x(Q)2 + a4x(Q)+ a6
) ,
one can check that the 3-part of ED,tor(Q) is trivial. By Mazur’s theorem, it sufﬁces
to show that the 5-part and the 7-part of Etor(Q) are both trivial.
Note that elliptic curves with nontrivial 5-part all lie in the following 1-parameter
family (See [7, Table 3]):
Eb : y2 + (1+ b)xy + by = x3 + bx2.
But one can easily check that the rational equation j (Eb) = j (E) in the variable b
has no rational root. Therefore E is not isomorphic to Eb over Q for any b ∈ Q. So
the 5-part of Etor(Q) is trivial. Similarly, one can show that the 7-part of Etor(Q) is
also trivial.
(2) Observe that one has the following isomorphism over k = √−d:
 : E : y2 = x3 + AD2x + BD3 → E′ : y2 = x3 + Ad2D2x − Bd3D3,
(x, y) → (−dx,−dy√−d).
By (1), Etor(Q) and E′tor(Q) are both trivial. Denote  to be a generator of the Galois
group of k over Q. Let Q ∈ Etor(k). Then Q+Q ∈ Etor(Q) and thus Q+Q = O,
since Etor(Q) is trivial. If Q = O, then there exist , ∈ Q such that Q = (,
√−d).
Note that (Q) = (−d, d2) ∈ E′tor(Q). This is impossible since E′tor(Q) is also
trivial. Therefore Etor(k) is trivial. 
Given P ∈ E(Q) of inﬁnite order, we also need a divisibility criterion in terms of
q-isogeny.
Lemma 1.2 (Divisibility criterion via isogeny). Let E, E′ be elliptic curves deﬁned
over Q with CM by orders in k and let  : E′ → E be a q-isogeny deﬁned over
k with E′[] ⊆ E′(k). Suppose that  splits in k and   qE . Then q | [E¯(F) :< P¯ >]
if and only if  splits completely in Kq or k(−1P).
Proof. The reduction ¯ of  modulo  is still a q-isogeny with kernel in E¯′(F). Note
that q | [E¯(F) :< P¯ >] if and only if E¯(F)[q](Z/qZ)2 or E¯(F)[q]Z/qZ with
P¯ = [q]Q¯ for some Q¯ ∈ E¯(F). It is clear that P¯ = [q]Q¯ for some Q¯ ∈ E¯(F) implies
P¯ = ¯(P¯ ′) for some P¯ ′ ∈ E¯′(F) (Simply take P¯ ′ = ˆ(Q¯)). Hence q | [E¯(F) :< P¯ >]
implies that  splits completely in Kq or k(−1P).
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For the converse it sufﬁces to show that P¯ = ¯(P¯ ′) for some P¯ ′ ∈ E¯′(F) implies
q | [E¯(F) :< P¯ >]. Observe that if P¯ = ¯(P¯ ′) then the order of P¯ ∈ E(F) divides
#(E¯′(F))
q
= #(E¯(F))
q
. Therefore q | [E¯(F) :< P¯ >]. 
We will apply Lemma 1.2 to the following 2-isogeny over a number ﬁeld F :
 : E′ : y2 = x3 + ax2 + bx → E : y2 = x3 − 2ax2 + (b2 − 4a)x,
(x, y) →
(
y2
x2
,
y
(
b − x2)
x2
)
,
where a, b ∈ F . In this case it is also easy to compute
Lemma 1.3. For P = (x0, y0) ∈ E(F) with x0 = 0, F
(
−1(P )
)
= F (√x0).
Proof. One checks that
−1(P ) =
{(
x0 − a
2
+  y0
2√x0 , −
y0
2
−  (x0 − a)
√
x0
2
)
:  = 1,−1
}
. 
The next lemma is the key in [5] to show the positivity of the density.
Lemma 1.4. Let Ki/K , i ∈ T , be a ﬁnite number of nontrivial disjoint normal exten-
sions of a number ﬁeld K, and let L/K be a normal extension of prime degree. Then
(1) either L ⊆ ∏i∈T Ki or there is a unique minimal subset TL of T such that
L ⊆∏i∈TL Ki ,(2) the density of ﬁrst degree prime ideals of K which do not split completely in L
or any Ki is zero if and only if L ⊆ ∏i∈T Ki , [L : K] = 2, #TL is even, and[Ki : K] = 2, for all i ∈ TL.
Proof. See [5], Lemma 12. 
In our cases the situation is more subtle, so we will need a more technical lemma.
Lemma 1.5. Let Ki/K , i ∈ T , be a ﬁnite number of nontrivial disjoint normal exten-
sions of a number ﬁeld K, and let L1/K and L2/K be two normal extensions of prime
degree. Suppose that [Ki : K]3, for all i ∈ T . Then the density of ﬁrst degree prime
ideals of K which do not split completely in L1, or L2, or any Ki is positive.
Proof. Let  represent the density of ﬁrst degree prime ideals of K which do not split
completely in L1, or L2, or any Ki , i ∈ T . If L1 = L2 then we have  > 0 by applying
Lemma 1.4. If L1 ⊆∏i∈T Ki , we add L1 to the family Ki/K and then apply Lemma
1.4. So we may assume that L1 = L2 and L1 ⊆∏i∈T Ki and L2 ⊆∏i∈T Ki .
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Suppose that [L1 : K] = p and [L2 : K] = q with p = q. Then L1 and L2 are the
only intermediate ﬁelds between K and the compositum L1L2. Now set the following
nonempty subsets of T :
T1 = min
{
T ′ ⊆ T : L1 ⊆
∏
i∈T ′
Ki
}
,
T2 = min
{
T ′ ⊆ T : L2 ⊆
∏
i∈T ′
Ki
}
.
Deﬁne (S) = (−1) S where S denote the number of elements of the ﬁnite set S. For
a subset S of T , denote KS =∏i∈S Ki . Then we have
 =
∑
S⊆T
(S)
[KS : K] −
∑
S⊆T
(S)
[L1KS : K] −
∑
S⊆T
(S)
[L2KS : K] +
∑
S⊆T
(S)
[L1L2KS : K]
=
∑
S⊆T
(S)
[KS : K] −

∑
S
T1⊆S
(S)
[KS : K] +
1
p
∑
S
T1 ⊆S
(S)
[KS : K]

−

∑
S
T2⊆S
(S)
[KS : K]
+ 1
q
∑
S
T2 ⊆S
(S)
[KS : K]

+

 ∑
S
T1∪T2⊆S
(S)
[KS : K] +
1
q
∑
S
T1⊆S,T2 ⊆S
(S)
[KS : K]
+ 1
p
∑
S
T1 ⊆S,T2⊆S
(S)
[KS : K] +
1
pq
∑
S
T1 ⊆S,T2 ⊆S
(S)
[KS : K]


=
(
1− 1
p
)(
1− 1
q
)∑
S⊆T
(S)
[KS : K] −
∑
S
T1⊆S
(S)
[KS : K] −
∑
S
T2⊆S
(S)
[KS : K]
+
∑
S
T1∪T2⊆S
(S)
[KS : K]


=
(
1− 1
p
)(
1− 1
q
)∏
i∈T
(
1− 1
di
)1− (−1)#T1 ∏
i∈T1
1
di − 1
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−(−1)#T2
∏
i∈T2
1
di − 1 + (−1)
#T1∪T2 ∏
i∈T1∪T2
1
di − 1

 > 0
(where di = [Ki : K]3, for all i ∈ T . So for any empty subset S of T one has
− 12(−1)#S
∏
i∈S 1di−1
1
4 ).
Now suppose that [L1 : K] = [L2 : K] = p. Let L3 be the third proper subextension
in the compositum L1L2 over K . Then L3 ⊆∏i∈T Ki . Now set the following nonempty
subsets of T :
T1 = min
{
T ′ ⊆ T : L1 ⊆
∏
i∈T ′
Ki
}
,
T2 = min
{
T ′ ⊆ T : L2 ⊆
∏
i∈T ′
Ki
}
,
T3 = min
{
T ′ ⊆ I : L3 ⊆
∏
i∈T ′
Ki
}
⊆ (T1 ∪ T2).
Then we have
 =
∑
S⊆T
(S)
[KS : K] −

∑
S
T1⊆S
(S)
[KS : K] +
1
p
∑
S
T1 ⊆S
(S)
[KS : K]

−

∑
S
T2⊆S
(S)
[KS : K]
+ 1
p
∑
S
T2 ⊆S
(S)
[KS : K]

+

 ∑
S
T1∪T2⊆S
(S)
[KS : K] +
1
p
3∑
j=1
∑
S
Tj⊆S,T1∪T2 ⊆S
(S)
[KS : K]
+ 1
p2
∑
S
T1 ⊆S,T2 ⊆S,T3 ⊆S
(S)
[KS : K]


=
(
1− 1
p
)2∑
S⊆T
(S)
[KS : K] −
∑
S
T1⊆S
(S)
[KS : K] −
∑
S
T2⊆S
(S)
[KS : K]
+ 1
p − 1
∑
S
T3⊆S
(S)
[KS : K] +
p − 2
p − 1
∑
S
T1∪T2⊆S
(S)
[KS : K]


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=
(
1− 1
p
)2∏
i∈T
(
1− 1
di
)1− (−1)#T1 ∏
i∈T1
1
di − 1 − (−1)
#T2
∏
i∈T2
1
di − 1
+ 1
p − 1 (−1)
#T3
∏
i∈T3
1
di − 1 +
p − 2
p − 1 (−1)
#T1∪T2 ∏
i∈T1∪T2
1
di − 1

 .
Note that if #T1 ∪ T2 = 1, then #T1 = #T2 = 1 and one has
 >
(
1− 1
p
)2∏
i∈T
(
1− 1
di
)(
1+ 1
p − 1
−1
2
+ p − 2
p − 1
−1
2
)
= 1
2
(
1− 1
p
)2∏
i∈T
(
1− 1
di
)
> 0.
Now assume #T1 ∪ T2 > 1. Then (−1)#T1∪T2 ∏i∈T1∪T2 1di−1 − 18 and one has
 
(
1− 1
p
)2∏
i∈T
(
1− 1
di
)(
1− 1
4
− 1
4
+ 1
p − 1
−1
2
+ p − 2
p − 1
−1
8
)
= 3
8
(p − 2)(p − 1)
p2
∏
i∈T
(
1− 1
di
)
.
Note the equality holds if and only if #T1 = #T2 = 2, #T3 = 1, #T1 ∪ #T2= 3,
and di = 3 for all i ∈ T1 ∪ T2, which will imply p = 3. Therefore we can conclude
that  > 0. 
2. The Cases: k = (√−2), and k = (√−7) with f = 2
From now on, ℘ denotes a prime ideal in k dividing (6E). We consider k =
Q(
√−2) with f = 1. i.e. E has CM by Ok , then E has j -invariant 2653 and it can
be given by ED : y2 = x3 + 4Dx2 + 2D2x, for some square-free integer D. Similar
to Lemma 1.1, one can check that Etor(Q)Etor(k)Z/2Z. And we can explicitly
describe the 2-isogeny 2 = [
√−2] as follows:
2 : ED → ED,
(x, y) →
(
y2
−2x2 ,
y
(
2D2 − x2)
−2√−2x2
)
.
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Recall that 2 is ramiﬁed in k, say (2) = ℘20 , 3 splits in k, say (3) = ℘1℘2. For
j = 0, 1, 2, choose the generators 	j ∈ Ok of ℘j by
	0 =
√−2, 	1 = 1+
√−2, 	2 = 1−
√−2.
Given integral ideal ℘ of k, we let k(℘) denote the corresponding ray class ﬁeld over
k. For a prime ideal ℘ in k, one can compute the degree of the ray class ﬁeld k(℘)
over k:
[k(℘) : k] =
{
1 if ℘ = ℘j , j = 0, 1, 2,
> 2 otherwise.
Let I = {℘ : ℘ | 6ED }. For ℘ ∈ I , choose k℘ as follows:
k℘ =
{
K2 = K(2) if ℘ = ℘0,
k(℘) otherwise.
Observe that for all ℘ ∈ I \ {℘0, ℘1, ℘2}, [k℘ : k]3. Also ﬁelds k℘’s, ℘ ∈ I , are
linearly disjoint over k.
Proposition 2.1. Suppose that k = (√−2) with f = 1 and E = ED . Then  > 0 if
and only if there exists no Q ∈ ED(k) such that P = [	0]Q.
Proof. If there exists Q ∈ E(k) such that P = [	0]Q, then L℘0 = k. So it is clear
that  = 0.
Suppose there exists no Q ∈ E(k) such that P = [	0]Q. Then L℘0 is a quadratic
extension over k. Let 1 represent the density of splitting primes  which do not split
completely in L℘0 , or any ﬁeld k℘ , ℘ ∈ I . Then one has 1. So it is enough to
show 1 > 0. Observe that for any Q ∈ E(Q), the equation deﬁning E forces x(Q) to
be always divisible exactly by even powers of 3. Therefore ℘1 and ℘2 do not ramify
in L℘0 by Lemma 1.3. Now if L℘0 ⊆ k℘0k℘1k℘2 , then according to Lemma 1.4 (in
Section 1), one has 1 > 0. Suppose that L℘0 ⊆ k℘0k℘1k℘2 . Then
8 = [k℘0k℘1k℘2 : k]
= [L℘0k℘0k℘1k℘2 : k] (because L℘0 ⊆ k℘0k℘1k℘2)
= [L℘0k℘0 : k][k℘1k℘2 : k][L℘0k℘0 ∩ k℘1k℘2 : k]
= 4[L℘0k℘0 : k]. (because [k℘1k℘2 : k] = 4 and L℘0k℘0 ∩ k℘1k℘2 = k).
Therefore [L℘0k℘0 : k] = 2 = [k℘0 : k] and thus L℘0 = k℘0 . Applying Lemma 1.4,
we have 1 > 0. 
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We next consider k = Q(√−7) with f = 2. i.e. E has CM by Z + 2Ok , then
E has j -invariant 3353173 and it can be given by ED : y2 = x3 − 595D2x +
5586D3, for some square-free integer D. Similar to Lemma 1.1, one can check that
Etor(Q)Etor(k)Z/2Z. Let E′D : y2 = x3−21Dx2+112D2x. We have the following
2-isogeny 2:
2 : E′D → ED,
(x, y) →
(
y2
x2
+ 14D, y
(
112D2 − x2)
x2
)
.
We note that 2 splits in k, say (2) = ℘1℘2 and 3 is inert in k. Let I = {℘ : ℘ |
6E}\{℘1, ℘2}. Then for any ℘ ∈ I , [k(℘) : k]3. Observe that K2 = k(
√−1) = K(2)
and the ray class ﬁelds k(℘)’s, ℘ ∈ I , are linearly disjoint over k.
Proposition 2.2. Suppose that k = (√−7) with f = 2 and E = ED . Then  > 0 if
and only if there exists no Q′ ∈ E′D(k) such that P = 2(Q′).
Proof. If there exists Q′ ∈ E′D(k) such that P = 2(Q′), then clearly  = 0. Suppose
that there exists no Q′ ∈ E′D(k) such that P = 2(Q′). Then k(−12 P) = k
(√
x(P )
)
is
a quadratic extension over k. Let 2 represent the density of splitting primes  which
do not split completely in k(−12 P), K2, or any ﬁeld k(℘), ℘ ∈ I . Then one has
2. Since [k(℘) : k]3, for all ℘ ∈ I . So by Lemma 1.5, one has 2 > 0. 
3. The Case k =(
√−1)
Now we consider k = Q(√−1). There are two possibilities:
(1) f = 1. i.e. E has CM by Ok . Then E has j -invariant 2633 and it can be given by
ED : y2 = x3 +Dx, for some four-power-free integer D.
(2) f = 2. i.e. E has CM by Z+ 2Ok , then E has j -invariant 2333113 and it can be
given by ED : y2 = x3 − 11D2x + 14D3, for some square-free integer D.
Observe that 2 is ramiﬁed in k, say (2) = ℘20 , 3 is inert in k, and 5 splits in k, say
(5) = ℘1℘2. For j = 0, 1, 2, choose the generators 	j ∈ Ok of ℘j by
	0 = 1+ i, 	1 = 1+ 2i, 	2 = 1− 2i.
For prime ideals ℘ in k, one computes the degree of the ray class ﬁeld k(℘) over k:
[k(℘) : k] =


1 if ℘ = ℘j , j = 0, 1, 2,
2 if ℘ = (3),
> 2 otherwise.
We start with the ﬁrst case f = 1. Recall the following:
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Lemma 3.1.1.
ED tor(k) =


Z/2Z× Z/4Z if D = −1, 4,
Z/2Z× Z/2Z if |D| is a perfect square and D = −1, 4,
Z/2Z otherwise.
Lemma 3.1.2. k( 4
√−3D2) ⊆ k(ED[3]) = K3.
Proof. Note Q ∈ ED[3] if and only if 2Q = ±Q. Then use the doubling formula,
one can obtain two points (x1, y1), (x2, y2) ∈ ED[3] satisfying x21 = −D + 2
√
3D
3 and
x22 = −D − 2
√
3D
3 . Then
(
3y1y2
2D
)4
= −3D2. So k( 4√−3D2) ⊆ k(ED[3]). 
Lemma 3.1.3. k( 4
√
2i	32D) ⊆ k(ED[	1]), and k( 4
√
−2i	31D) ⊆ k(ED[	2]).
Proof. Note that for j = 1, 2, Q ∈ ED[	j ] if only if (	j−1)Q = ±Q and then use the
doubling formula. Similar to the proof of the previous lemma, one has k( 4
√
2i	32D) ⊆
k(ED[	1]), and k( 4
√
−2i	31D) ⊆ k(ED[	2]). 
Let I = {℘ : ℘ | 6ED } \ {℘0}. For ℘ ∈ I , choose k℘ as follows:
k℘ =


k(
4
√
2i	32D) if ℘ = ℘1,
k(
4
√
−2i	31D) if ℘ = ℘2,
k(
4√−3D2) if ℘ = (3),
k(℘) otherwise.
Observe that for all ℘ ∈ I , [k℘ : k]3. In what follows, we let 
p(D) denote the
p-adic order of the integer D.
Lemma 3.1.4. These ﬁelds k℘’s, ℘ ∈ I , are linearly disjoint over k.
Proof. Note that the ﬁelds k℘’s, ℘ ∈ I \ {(3), ℘1, ℘2} are linearly disjoint over k
and these ideals (3) and ℘j , j = 0, 1, 2 are unramiﬁed in the compositum F =∏
℘∈I\{(3),℘1,℘2} k℘ . Also we note that for ℘ = (3), ℘1, ℘2, Gal(k℘/k)Z/4Z, and it
is easy to see that these three ﬁelds k(3), k℘1 , k℘2 are linearly disjoint. (Check their
quadratic subextensions over k.) Let F1 = ∏℘∈{(3),℘1,℘2} k℘ . It is enough to show
that F1 and F are linearly disjoint. Suppose not. Then F1 ∩ F contains a quadratic
subextension.(Because the Galois group Gal(F1/k) is a 2-group.) Let L be a quadratic
subextension of F1 ∩ F . There exist i0, i1, i2 ∈ {0, 1}, not all zero such that L =
k
(√
(−3D2)i0(2i	32D)i1(−2i	31D)i2)
)
. Since these three primes ℘ = (3), ℘1, ℘2 are
78 Y.-M.J. Chen, J. Yu / Journal of Number Theory 114 (2005) 66–87
unramiﬁed in L, the corresponding valuations of (−3D2)i0(2i	32D)i1(−2i	31D)i2 must
be congruent to 0 modulo 2. To complete the proof, it is enough to show that for any
integers i0, i1, i2, not all congruent to 0 modulo 2, the valuations at ℘ = (3) or ℘j ’s of
(−3D2)i0(2i	32D)i1(−2i	31D)i2 are not all congruent to 0 modulo 2. This is equivalent
to that the following system of linear congruence equations modulo 2 has only the
trivial solutions
i0 + 
3(D)(i1 + i2) ≡ 0,
i1 + 
5(D)(i1 + i2) ≡ 0,
i2 + 
5(D)(i1 + i2) ≡ 0. 
Proposition 3.1. Suppose that k =(
√−1) with f = 1 and E = ED . Then  > 0
if and only if |D| is not a perfect square and there exists no Q ∈ ED(k) such that
P = [	0]Q.
Proof. If |D| is a perfect square (resp., there exists Q ∈ ED(k) such that P = [	0]Q),
then K2 = k (resp., L℘0 = k). So it is clear that  = 0.
Suppose that |D| is not a perfect square and there exists no Q ∈ ED(k) such that
P = [	0]Q. Then K2 and L℘0 are both quadratic extensions over k. Let 3 represent
the density of splitting primes  which do not split completely in K2, or L℘0 , or
any ﬁeld k℘ , ℘ ∈ I . Then one has 3. So it is enough to show 3 > 0. Since
[k(℘) : k]3 for all ℘ ∈ I , by Lemma 1.5 one has 3>0. 
It remains to consider the second case f = 2. Then E can be given by ED : y2 =
x3 − 11D2x + 14D3, for some square-free integer D. Let E′D : y2 = x3 −D2x. And
we can explicitly describe the 2-isogeny 2 as follows:
2 : E′D → ED,
(x, y) →
(
y2
(x −D)2 + 2D,
y
(−D2 − (x −D)2)
(x −D)2
)
.
Note that for any prime ℘ in k, ℘ = ℘0, k(ED[℘]) = k(E′D[℘]). Also K2 = k(
√
2).
Lemma 3.2.1.
ED tor(k) =
{
Z/4Z if D = ±1,
Z/2Z otherwise.
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Proof. Consider the 2-isogeny 2 : E′D → ED , from Lemma 3.1.1 we have for p = 2,
the p-part of ED tor(k) is trivial since the p-part of E′D tor(k) is trivial. Then one can
compute the 2-part of ED tor(k) case by case. 
For ℘ ∈ I , choose k℘ as follows:
k℘ =


k(
4
√
−2i	32D2) if ℘ = ℘1,
k(
4
√
2i	31D2) if ℘ = ℘2,
k( 4
√−3) if ℘ = (3),
k(℘) otherwise.
Observe that for all ℘ ∈ I , [k℘ : k]3. We also have
Lemma 3.2.2. These ﬁelds k℘’s, ℘ ∈ I , are linearly disjoint over k.
Proof. Following the proof of Lemma 3.1.4, observe that for any integers i0, i1, i2, not
all congruent to 0 modulo 2, the valuation of (−3)i0(2i	32D2)i1(−2i	31D2)i2 will not
be congruent to 0 modulo 2 at the same time for ℘ = (3), ℘1 and ℘2. Hence the ﬁelds
k℘’s, ℘ ∈ I , are linearly disjoint over k. 
Proposition 3.2. Suppose that k =(
√−1) with f = 2 and E = ED . Then  > 0 if
and only if there exists no Q′ ∈ E′D(k) such that P = 2(Q′).
Proof. Suppose there exists no Q′ ∈ E′D(k) such that P = 2(Q′). Then K2 and
k
(
−12 P
)
are both quadratic extensions over k. Let 4 represent the density of splitting
primes  which do not split completely in K2, or k
(
−12 P
)
, or any ﬁeld k℘ , ℘ ∈ I .
Then similar to the proof of Proposition 3.1, one has 4 > 0. 
4. The Case k = (√−3)
We consider k = Q(√−3). There are three possibilities:
(1) f = 1. i.e. E has CM by Ok . Then E has j -invariant 0 and it can be given by
ED : y2 = x3 +D, for some six-power-free integer D.
(2) f = 2. i.e. E has CM by Z+ 2Ok . Then E has j -invariant 243353 and it can be
given by ED : y2 = x3 + 6Dx2 − 3D2x, for some square-free integer D.
(3) f = 3. i.e. E has CM by Z+ 3Ok . Then E has j -invariant −2153 · 53 and it can
be given by ED : y2 = x3 − 480D2x + 4048D3, for some square-free integer D.
Recall that 2 is inert in k, 3 is ramiﬁed in k, say (3) = ℘20 , 7 splits in k, say
(7) = ℘1℘2, and 13 splits in k, say (13) = ℘3℘4. Let  ∈ k be a primitive cubic root
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of unity. For j = 0, 1, 2, 3, 4, choose the generators 	j ∈ Ok of ℘j by
	0 = 1+ 2, 	1 = 1− 2, 	2 = 1− 22, 	3 = 1+ 4, 	2 = 1+ 42.
For a prime ideal ℘ in k, one can compute the degree of the ray class ﬁeld k(℘) over
k:
[k(℘) : k] =


1 if ℘ = ℘j , j = 0, 1, 2,
2 if ℘ = ℘j , j = 3, 4,
> 2 otherwise.
Now we consider the ﬁrst case f = 1.
Lemma 4.1.1.
ED tor(k) =


Z/2Z× Z/6Z if D = 1,−27,
Z/3Z× Z/3Z if D = 16,−432,
Z/2Z× Z/2Z if D or/and − 27D is a perfect cube and
D = 1, 16,−27,−432,
Z/3Z if D or − 27D is a perfect square and
D = 1, 16,−27,−432,
1 otherwise.
Note the multiplication by 	0 is a 3-isogeny from ED to itself, which is deﬁned
over k, and is given by
[	0] : ED → ED,
(x, y) →
(
−x
3 + 4D
3x2
,−y(x
3 − 8D)
3	0x3
)
.
Lemma 4.1.2. We have K2 = k( 3
√
D), k(ED[	0]) = k(
√
D), K3 (= k(ED[3])) =
k(
√
D,
3√4D), and L℘0
(
= k(ED[	0], 	−10 P)
)
= k
(√
D,
3
√√
D − y(P )
)
.
Lemma 4.1.3. k
(
3
√
42	21D
)
⊆ k(ED[	1]), and k
(
3
√
4	22D
)
⊆ k(ED[	2]).
Proof. Note Q∈ED[	1] if and only if Q=2Q and then use the doubling formula.

Lemma 4.1.4. k( 3
√
4	3D) ⊆ k(ED[	3]), and k( 3
√
42	4D) ⊆ k(ED[	4]).
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Proof. Note Q ∈ ED[	3] if and only if (1−)Q = 2Q. From the doubling formula,
x(Q) = x(Q) and x((1−)Q) = −
2(x(Q)3 + 4D)
3x(Q)2
, one has the x-coordinate of
Q must be a root of the equation
(4+ 3)x6 + 4(5− 6)Dx3 + 16D2 = 0.
This implies that 3
√
4	3D ∈ k(E[	3]). Taking conjugation, one can conclude that
3
√
42	4D ∈ k(ED[	4]). 
Now, if D is a perfect square, then K3 = k( 3
√
4D) and L℘0 = k
(
3
√√
D − y(P )
)
;
otherwise let k℘0 = k(
√
D). And for ℘ = ℘0, choose k℘ as follows:
k℘ =


k(
3√
D)(= K2) if ℘ = (2),
k(
3
√
42	21D) if ℘ = ℘1,
k(
3
√
4	22D if ℘ = ℘2,
k( 3
√
4	3D) if ℘ = ℘3,
k(
3
√
42	4D) if ℘ = ℘4,
k(℘) otherwise.
Let I = {℘ : ℘ | 6E} \ {℘0}. Observe that for all ℘ ∈ I \ {(2)}, [k℘ : k]3.
Lemma 4.1.5. If 
3(D) ≡ 0mod 3 or 
2(D) + 
7(D) + 2
13(D) ≡ 0 mod 3, then the
ﬁelds k℘’s, ℘ ∈ I are linearly disjoint over k.
Proof. Note that the ﬁelds k℘’s, ℘ ∈ I \ {(2), ℘1, ℘2, ℘3, ℘4} are linearly disjoint over
k and these ideals (2) and ℘j , for all 0j4, are unramiﬁed in the compositum∏
℘∈I,℘ =(2),℘ =℘j k℘ . It is enough to show that for any integers i0, i1, i2, i3, i4, not all
congruent to 0 modulo 3, the valuation of the product
Di0(42	21D)
i1(4	22D)
i2(4	3D)i3(42	24D)
i4
is not congruent to 0 modulo 3 at either ℘ = (2) or one of the ℘j ’s. This is equivalent
to that the following system of linear congruence equations modulo 3 has only the
trivial solutions
2(i1 + i2 + i3 + i4)+ 
2(D)(i0 + i1 + i2 + i3 + i4) ≡ 0,

3(D)(i0 + i1 + i2 + i3 + i4) ≡ 0,
2i1 + 
7(D)(i0 + i1 + i2 + i3 + i4) ≡ 0,
2i2 + 
7(D)(i0 + i1 + i2 + i3 + i4) ≡ 0,
i3 + 
13(D)(i0 + i1 + i2 + i3 + i4) ≡ 0,
i4 + 
13(D)(i0 + i1 + i2 + i3 + i4) ≡ 0.
(' 1)
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If 
3(D) ≡ 0 mod 3 or 
2(D)+ 
7(D)+ 2
13(D) ≡ 0 mod 3, then it is easy to check
that the system has only the trivial solution. 
Lemma 4.1.6. Suppose that D is not a perfect square. Then there exists ℘˜ ∈ {(2), ℘1,
℘2, ℘3, ℘4} such that the ﬁelds k℘’s, ℘ ∈ I \ {℘˜} are linearly disjoint over k.
Proof. According to Lemma 4.1.5, may assume 
3(D) ≡ 
2(D)+ 
7(D)+ 2
13(D) ≡
0 mod 3. Then the set of solutions of the system (' 1) can be parameterized by
{(i0, i1, i2, i3, i4) = ((2
2(D)+ 1) s, 
7(D)s, 
7(D)s, 2
13(D)s, 2
13(D)s) : s ∈ Z} .
If 
7(D) ≡ 0(resp., 
13(D) ≡ 0), then set ℘˜ = ℘1 or ℘2(resp., ℘˜ = ℘3 or ℘4). If

7(D) ≡ 
13(D) ≡ 0, then 
2(D) ≡ 0 and set ℘˜ = (2). Then it follows that the ﬁelds
k℘’s, ℘ ∈ I \ {℘˜} are linearly disjoint over k. 
Lemma 4.1.7. Suppose that D is a perfect square. Suppose further that 
3(D) ≡

2(D)+ 
7(D)+ 2
13(D) ≡ 0 mod 3. Then there exists ℘˜ ∈ {(2), ℘1, ℘2, ℘3, ℘4} such
that the ﬁelds K3 and the ﬁelds k℘’s, ℘ ∈ I \ {℘˜} are linearly disjoint over k.
Proof. Again for any integers i′0, i0, i1, i2, i3, i4, not all congruent to 0 modulo 3,
consider whether the valuation of the product
(4D)i
′
0Di0(42	21D)
i1(4	22D)
i2(4	3D)i3(42	24D)
i4
is congruent to 0 modulo 3 at ℘ = (2) or ℘j ’s. This is equivalent to consider the
following system of linear congruence equations modulo 3:
2(i′0 + i1 + i2 + i3 + i4)+ 
2(D)(i′0 + i0 + i1 + i2 + i3 + i4) ≡ 0,

3(D)(i′0 + i0 + i1 + i2 + i3 + i4) ≡ 0,
2i1 + 
7(D)(i′0 + i0 + i1 + i2 + i3 + i4) ≡ 0,
2i2 + 
7(D)(i′0 + i0 + i1 + i2 + i3 + i4) ≡ 0,
i3 + 
13(D)(i′0 + i0 + i1 + i2 + i3 + i4) ≡ 0,
i4 + 
13(D)(i′0 + i0 + i1 + i2 + i3 + i4) ≡ 0.
(' 2)
Since 
3(D) ≡ 
2(D)+ 
7(D)+ 2
13(D) ≡ 0mod 3, the set of solutions of the above
system can be parameterized by
{
(i′0, i0, i1, i2, i3, i4) = (0, (2
2(D)+ 1) s, 
7(D)s, 
7(D)s,
2
13(D)s, 2
13(D)s) : s ∈ Z} .
Then similar to the proof of Lemma 4.1.6, one can ﬁnd ℘˜ ∈ {(2), ℘1, ℘2, ℘3, ℘4}
such that K3 and the ﬁelds k℘’s, ℘ ∈ I \ {℘˜} are linearly disjoint over k. 
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Proposition 4.1. Suppose that k =(
√−3) with f = 1 and E = ED .
Then  > 0 if and only if
(1) D = 16,−432 and D is not a perfect cube, and
(2) If D or −27D is a perfect square, then there exists no Q ∈ ED(k) such that
P = [	0]Q.
Proof. If D = 16 or −432, then K3 = k. If D is a perfect cube, then K2 = k. If
D is a perfect square and there does exist Q ∈ ED(k) such that P = [	0]Q, then
L℘0 = k. So it is clear that  will be zero under any one of these conditions. Suppose
that D = 16,−432 and D is not a perfect cube. Suppose further that D is not a perfect
square. Then k(2)(= K2) is a cubic extension and k℘0 is a quadratic extensions over k.
Let 5 represent the density of splitting primes  which do not split completely in k℘0
or any ﬁeld k℘ , ℘ ∈ I . Then 5 > 0 by Lemmas 4.1.6 and 1.5. Now suppose further
that D or −27D is a perfect square (but D = 16) and there exists no Q ∈ ED(k) such
that P = [	0]Q, there exists no Q ∈ ED(k) such that P = [	0]Q. Then k(2)(= K2),
K3 and L℘0 are all cubic extensions over k. Let 6 represent the density of splitting
primes  which do not split completely in K3, or L℘0 , or any ﬁeld k℘ , ℘ ∈ I . Then
6 > 0 by Lemmas 4.1.5, 4.1.7 and 1.5. 
Case 2: f = 2. Then E can be given by ED : y2 = x3 + 6Dx2 − 3D2x for some
square-free integer D. Let E′D : y2 = x3 +D3. We have the 2-isogeny
2 : E′D → ED,
(x, y) →
(
y2
(x +D)2 ,
y
(
3D2 − (x +D)2)
(x +D)2
)
.
Lemma 4.2.1.
ED tor(k) =
{
Z/6Z if D = 1,−3,
Z/2Z otherwise.
We have K2=k(ED[2])=k(
√−1), K3=k(
√
D,
3√4), k(ED[	0])=k(
√
D), and L℘0(
=k(ED[	0], 	−10 P)
)
=k
(
E′D[	0], 	−10 ˆ2(P )
)
=k
(√
D, 3
√
D
√
D − y
(
ˆ2(P )
))
.
Now, if D = 1 or D = −3, then K3 = k( 3
√
4) and L℘0 = k
(
3
√
D
√
D − y
(
ˆ2(P )
))
are normal extension over k with degree dividing 3; otherwise let k℘0 = k(
√
D), which
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is a quadratic extension over k. And for ℘ = ℘0, choose k℘ as follows:
k℘ =


k
(√
x(P )
)
if ℘ = (2),
k(
3
√
42	21) if ℘ = ℘1,
k(
3
√
4	22) if ℘ = ℘2,
k( 3
√
4	3) if ℘ = ℘3,
k(
3
√
42	4) if ℘ = ℘4,
k(℘) otherwise.
Observe that for all ℘ ∈ I \ {(2)}, [k℘ : k]3.
Lemma 4.2.2. Suppose that D = 1,−3. Then K2 and the ﬁelds k℘’s, ℘ ∈ I \ {(2)}
are linearly disjoint over k.
Proof. Note that K2 the ﬁelds k℘’s, ℘ ∈ I \ {℘1, ℘2, ℘3, ℘4} are linearly disjoint over
k (because (2) is only ramiﬁed in K2 among these ﬁelds) and these ideals ℘j ’s are un-
ramiﬁed in the compositum K2
∏
℘∈I,℘ =(2),℘ =℘j k℘ . Now it is clear that for any integers
i1, i2, i3, i4, not all congruent to 0 modulo 3, the valuation of (42	21)i1(4	
2
2)
i2(4	3)i3
(42	24)i4 is not congruent to 0 modulo 3 at ℘j ’s. Hence
∏
℘∈I,℘ =(2),℘ =℘j k℘ ∩∏4
j=1 k℘j=k, and thus the ﬁelds k℘’s, ℘∈I \ {(2)} are linearly disjoint over k. 
Lemma 4.2.3. Suppose that D = 1 or D = −3. Then K2, K3 and the ﬁelds k℘’s,
℘ ∈ I \ {(2)} are linearly disjoint over k.
Proof. Since the degrees [K2 : k] and [K3 : k] are relatively prime and the ideal (2) is
totally ramiﬁed in both K2 and K3, so it is totally ramiﬁed in the compositum K2K3.
But it is unramiﬁed in the compositum
∏
℘∈I,℘ =(2),℘ =℘j k℘ . Hence K2, K3 and the
ﬁelds k℘’s, ℘ ∈ I , ℘ = (2), ℘ = ℘j are linearly disjoint over k.
Again similar to the previous proof, it is clear that for any integers i1, i2, i3, i4, not
all congruent to 0 modulo 3, the valuation of (42	21)i1(4	
2
2)
i2(4	3)i3(42	24)i4 is
not congruent to 0 modulo 3 at ℘j ’s. Hence K2, K3 and the ﬁelds k℘’s, ℘ ∈ I \ {(2)},
are linearly disjoint over k. 
Proposition 4.2. Suppose that k =(
√−3) with f = 2 and E = ED . Then
(a) if D = 1,−3, then  > 0 if and only if there exists no Q′ ∈ E′D(k) such that
P = 2(Q′),
(b) if D = 1,−3, then  > 0 if and only if there exists no Q′ ∈ E′D(k) such that
P = 2(Q′) and there exists no Q ∈ ED(k) such that P = [	0]Q.
Proof. (a) Suppose that there exists no Q′ ∈ E′D(k) such that P = 2(Q′). Then k℘0
and k(2) are both quadratic extension over k. Let 7 represent the density of splitting
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primes  which do not split completely in k℘0 or any ﬁeld k℘ , ℘ ∈ I . Then 7 > 0
by Lemmas 4.2.2 and 1.5.
(b) Now suppose that there exists no Q′ ∈ E′D(k) such that P = 2(Q′) and there
exists no Q ∈ ED(k) such that P = [	0]Q. Then k(2) is a quadratic extension and L℘0
is a cubic extensions over k. Let 8 represent the density of splitting primes  which
do not split completely in K2, or K3, or L℘0 , or any ﬁeld k℘ , ℘ ∈ I . Then 8 > 0
by Lemmas 4.2.3 and 1.5. 
Case 3: f = 3. Then E can be given by ED : y2 = x3 − 480D2x + 4048D3,
for some square-free integer D. Let E′D : y2 = x3 + 16D3. We have the following
3-isogenies:
3 : E′D → ED,
(x, y) →
(
x3 + 8Dx2 + 112D2x + 192D3
(x + 4D)2 ,
y(x3 + 12Dx2 − 48D2x + 64D3)
(x + 4D)3
)
.
Lemma 4.3.1.
ED tor(k) =
{
Z/3Z if D = 1,−3,
1 otherwise.
Lemma 4.3.2. Let P ′ = ˆ3(P ) ∈ E′(Q). Then ME′D,P ′ ⊆ MED,P .
Proof. Suppose that  ∈ ME′D,P ′ . Then   6D and [E¯′D(F) :< P¯ ′ >] = 1. Hence the
reduction of  modulo  is a 3-isogeny from E¯D to E¯′D and thus #E¯D(F) = #E¯′D(F).
Since the order of P¯ ′ ∈ E¯′D(F) divides that of P¯ ∈ E¯D(F). It follows that [E¯D(F) :<
P¯ >] = 1 and thus  ∈ MED,P . 
Proposition 4.3.1. Suppose that k =(
√−3) with f = 3 and E = ED . Suppose
further that D = 1,−3. Then  > 0.
Proof. By Proposition 4.1, den(ME′D,P ′) is positive, and so is den(MED,P ) by the
proceeding lemma. 
From now on we assume that D = 1 or D = −3. Note E′D[3] ⊆ E′D(k). We shall
apply Lemma 1.2 to 3 in this case. One checks that K2 = k( 3
√
2) and K3 ⊇ k( 3
√
3).
Observe that k(−13 P) = k([3]−1P ′) ⊇ k(	−10 P ′). If k(−13 P) = k, let k℘0 be a cubic
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subextension of k(−13 P) over k. And for ℘ = ℘0, choose k℘ as follows:
k℘ =


k(
3√2)(= K2) if ℘ = (2),
k(
3
√
2	21) if ℘ = ℘1,
k(
3
√
	22) if ℘ = ℘2,
k( 3
√
	3) if ℘ = ℘3,
k(
3
√
2	4) if ℘ = ℘4,
k(℘) otherwise.
Observe that for all ℘ ∈ I , [k℘ : k]3.
Lemma 4.3.3. k( 3
√
3) and the ﬁelds k℘’s, ℘ ∈ I are linearly disjoint over k.
Proof. Among these ﬁelds, ℘0 only ramiﬁes in k( 3
√
3) and (2) only ramiﬁes in k(2).
As in Lemma 4.2.3 one checks that they are linearly disjoint over k. 
Proposition 4.3.2. Suppose that k =(
√−3) with f = 3 and E = ED . Suppose
further that D = 1 or D = −3. Then  > 0 if and only if there exists no Q′ ∈ E′D(k)
such that P = 3(Q′).
Proof. Suppose that there exists no Q′ ∈ E′D(k) such that P = 3(Q′). Then k℘0 is
a cubic extensions over k. Let 8 represent the density of splitting primes  which do
not split completely in k℘0 , or k(
3√3), or any ﬁeld k℘ , ℘ ∈ I . Then 8 > 0 by
Lemmas 4.3.3 and 1.3. 
5. Application to real quadratic function ﬁelds
Let E/Q : y2 = x3 + ax2 + bx + c be an elliptic curve deﬁned over Q, where
a, b, c ∈ Z. And let P = (x0, y0) ∈ E(Q) be a point of inﬁnite order. By changing
the x-coordinate, we may assume that x0 = 0. Then c = y20 = 0. Consider the quartic
polynomial DE(t) = ct4 + bt3 + at2 + t . Then we have the following morphism:
f : E → CE : u2 = DE(t),
(x, y) → (t, u) =
(
1
x
,
y
x2
)
.
Observe that the restriction of f to E(Q) \ {P,∞} is a one-to-one mapping from
E \ {P,∞} into CE(Q) \ {∞}.
We are interested in the quadratic function ﬁeld Q
(
t,
√
DE(t)
)
. We call this a
real quadratic function ﬁeld, because the inﬁnite place of Q (t) splits into two places
∞+,∞− corresponding to the points P and ∞ on E. One embeds the curve CE into
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its Jacobian JacCE so that the given point P ∈ E(Q) corresponds to the divisor class
[∞+ − ∞−] ∈ JacCE(Q). If P is a primitive point modulo a prime p where good
reduction occurs, then the corresponding divisor class [∞+ −∞−] is a primitive point
on the Jacobian variety of CE modulo p, that is JacCE(Fp) =< [∞+−∞−] >, which
is equivalent to the assertion that the real quadratic function ﬁeld Fp
(
t,
√
DE(t)
)
has
class number one (See [13, Sections 1 and 2]). Given a real quadratic function ﬁeld as
above, a “horizontal” class number one problem asks whether the set of primes p for
which Fp
(
t,
√
DE(t)
)
has class number one has a positive density. Our main theorem
provides examples where this problem has afﬁrmative answers. In particular
Theorem 5.1. Assume GRH. Suppose that E/Q is an elliptic curve with complex mul-
tiplications by an order in k and has positive Mordell–Weil rank. Suppose further
Etor(k) is trivial. Then the density of primes p for which the real quadratic function
ﬁeld Fp
(
t,
√
DE(t)
)
has class number one is positive.
Example 5.2. Let f (t) = 45 212 176t4+ 188 272t3− 164t2+ t . Consider the quadratic
function ﬁeld Q
(
t,
√
f (t)
)
. Observe the elliptic curve E/Q : y2 = x3 − 164x2 −
188 272x+45 212 176 has CM by Ok with k = Q(
√−11). We have Etor(k) is trivial and
P = (0, 6724) ∈ E(Q) has inﬁnite order. By Theorem 5.1 the density of primes p for
which the real quadratic function ﬁeld Fp
(
t,
√
DE(t)
)
has class number one is positive.
This yields inﬁnitely many real quadratic function ﬁelds in different characteristics with
class number one.
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