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ABSTRACT
Advancements in integrated nanoelectronics will continue to require the use of unique materials
or systems of materials with diverse functionalities in increasingly confined spaces. Hence, research
on finite-dimensional systems strive to unearth and expand the knowledge of fundamental physical
properties in certain key materials which exhibit numerous concurrent and exploitable functions.
Correspondingly, ferroelectric nanostructures, which particularly display a plethora of complex
phenomena, prevalent in countless fields of research, are noteworthy candidates. Presently, however,
the assimilation of zero-(0D) and one-dimensional (1D) ferroelectric into micro- or nano-electronics
has been lagging, in part due to a lack of applied and fundamental studies but also due to the paucity
of synthetic strategies yielding high quality monocrystalline structures.
In this work, the problematics of size reduction, which affects many aspects of electronic
devices, was addressed. Furthermore, the depolarizing effects associated with finite thickness in
ferroelectric nanostructures was investigated in connection with other crucial boundary conditions.
The work reported in this dissertation concerned isolated 0D and 1D BaTiO3 nanocrystals and
nanocomposites composed of periodic arrays of BaTiO3 nanowires embedded in a matrix formed
by another ferroelectric material. A systematic investigation was conducted for those three types
of nanostructures from a quantum mechanical and atomistic perspective using both direct-firstprinciples and first-principles-derived methods.
Using first-principles-based calculations, the structural phase sequences in 0D (cubic-to-tetragonalto-monoclinic-to-rhombohedral) and 1D (cubic-to-tetragonal-to-orthorhombic-to-monoclinic) BaTiO3
nanoparticles revealed differences from that of the bulk and thin film systems. The monoclinic
symmetry found in the 0D compounds, and as for the ground-state of 1D systems, were also affected
by size effects and tuned by varying parameters related to the depolarizing effect. Strong electromechanical responses characteristic to the monoclinic symmetry, were also found. In addition, by
partially screening the uncompensated charges at the surface of the nanodots, a small range existed
(∼ 87% to ∼ 95% screening) where both the polarization and toroidal moment coexisted within the
nanoparticles.

Ferroelectric nanocomposites are novel systems that were also examined and were found to
exhibit completely original properties not yet observed in either constituents alone. The temperaturedependent properties such as the structural phases and behavior of the polarization within these
nanocomposites were obtained. Interesting new features related to flux-closure configurations were
discovered. Transitions associated with the cores of electric dipole vortices were correlated to the
direction of in-plane polarization. In addition, vortex-antivortex pairs in a peculiar phase-locked
configuration were ascertained in these structures.
Complementary density-functional theory calculations were also performed for BaTiO3 nanowires
with dissociated-water adsorbates as a function of the out-of-plane lattice constant. Topological
defects with winding numbers ranging from 1 to -3 were found in the water-covered nanowires. The
ground-state was found to be of triclinic symmetry.
Ab-initio calculations were also performed for nanocomposites to investigate the electronic
properties of the phase-locked configuration. Similarly to the Monte-Carlo simulations, a configuration containing both vortices (not localized in the nanowires though) and antivortices was found to
be the ground state.
Mastery of nanomaterials requires merging theoretical research with experimental observation,
hence a synthesis project was developed to obtain BaTiO3 nano-tubes and wires using direct pore
filling of nanoporous templates. The preliminary results suggested the synthesis of polycrystalline
nanostructures depend on the template pore surface polarity and size.
The results presented in this dissertation suggested that ferroelectric nanostructures continue
to be of great fundamental value and may substantially impact advancement in certain technologies. Furthermore, the work on nanocomposites offered a glimpse to the novel functionalities in
ferroelectrics.
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Susceptibility as a function of the temperature for a (a) first-order, and (b) secondorder phase transition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Soft transverse optical (TO) mode frequency as a function of temperature in
BaTiO3 bulk material. Reprinted from Ref. [18]. . . . . . . . . . . . . . . . . . .
Perovskite Structure: Schematic representation of the perovskite structure ABO3 .
The A sites’ atoms are shown in blue, B site’s atom in green, and oxygen atoms
are in red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Distortions within the perovskite oxide: (a) Polar displacement of the B-site
cation; (b) rigid rotation of the BO6 octahedron; and (c) Jahn-Teller distortion of
the octahedron. Legend: A atoms (blue), B atom (red), and oxygen atoms (white).
Ferroelectric hysteresis loop, demonstration of the polarization reversal . . . . .
Ferroelectric domain wall. As an electric field is applied, the domain walls appears
to move within the crystal [9]. . . . . . . . . . . . . . . . . . . . . . . . . . . .
Order-disorder phase transition of brass (CuZn) (a) shows the ordered structure,
a BCC structure consisting of two interpenetrating SC sublattices of Cu (blue
spheres) and Zn (red spheres) and (b) shows a random distribution of Cu and Zn
atoms through out the structure. . . . . . . . . . . . . . . . . . . . . . . . . . . .
Position of Niobium atoms at (a) T > TC , in the 8 equivalent h111i direction (cubic
phase), and T < TC , (b) in 4 nearest-neighbor sites for an average displacement
along the [100] direction (tetragonal phase) (c) in 2 nearest-neighbor sites for an
average displacement along the [110] direction (orthorhombic phase). Finally
(d) At very low temperatures only one site is occupied on average,for an average
displacement along the [111] direction (rhombohedral phase). . . . . . . . . . . .
Structural model of the disordered high temperature paraelectric phase in BaTiO3 .
The titanium has eight local displacement along the [111] direction (red), the
barium has 12 possible local displacements along the [110] direction (blue) and
the oxygen is displaced along a ring within the plane of the face to which it belong
(white). This figure was adapted from Reference [25] . . . . . . . . . . . . . . .
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Illustration of the rotation of the TiO6 octahedra describing the displacive phase
transition occurring in STO. Each adjacent octahedron have oppositely directed
tilts. Legend: Atom (blue), B atom (red), and oxygen atoms(white). . . . . . . .
Schematic representation of dead layers in thin films. . . . . . . . . . . . . . . .
Electrical boundary conditions illustration for (a) a free ferroelectric slab in
vacuum with an out-of plane polarization generating a depolarizing electric field
Edep and (b) a short-circuited ferroelectric slab under screening conditions. In (b)
the slab is between “perfect metallic” electrodes which screen the surface charges.
Temperature-misfit strain phase diagram of the epitaxially simulated growth of
(001) BaTiO3 ultrathin films with (a) a thickness ∼ 20 Å(m=5) and under ideal SC
conditions; (b) a thickness around 28 Å (m=7) and under ideal SC conditions; (c)
a thickness around 20 Å(m=5) and under a residual depolarizing field. Reprinted
from Reference [38]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Schematic representation of electric dipole arrangement in ferroelectric nanostructures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Basic types of nanocomposites with (a) spherical nanoparticles (0D), (b) columnar
nanoparticles consisting of nanowires and nanotubes (1D), (c) stack of thin films
(2D), and (d) well-ordered nanowires and nanotubes. This figure was adapted
from Reference [47]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Different polymorphs of BaTiO3 : (a) cubic lattice represented in grey, while in
(b), (c) and(d) the tetragonal, orthorhombic and rhombohedral polymorphs are in
blue, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Phase diagram of disordered Bax Sr1−x TiO3 solid solution. This diagram shows
the dependence of phase transitions with temperature for different concentrations
of Barium. Reprinted from Reference [61]. . . . . . . . . . . . . . . . . . . . .
Flow chart of the Hartree-Fock algorithm. . . . . . . . . . . . . . . . . . . . . .
Solving Kohn-Sham formulation self-consistently. . . . . . . . . . . . . . . . . .
The short circuited crystal is stained along the piezoelectric axis to induce a
polarization which is measured by the current flow in the shorting wire. . . . . .
The independent intersite interactions corresponding to the parameters j1 , j2
(first nearest-neighbors), j3 , j4 , j5 (second nearest-neighbor) and j6 , j7 (third
nearest-neighbors) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Electrical boundary conditions illustration for (a) a free ferroelectric slab in
vacuum with an out-of plane polarization generating a depolarizing electric field
Edep and (b) a short-circuited ferroelectric slab under screening conditions. In (b),
the slab is between “perfect metallic” electrodes which fully screen the surface
charges. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Monte Carlo Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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(a) Schematic representation of the supercell used in simulating 0D ferroelectric
nanostructures. Here, a (12×12×12) BaTiO3 nanodot (in dark) was surrounded
by a vacuum layer in all directions. The volume of the particle was varied from
12×12×12 sites to 25×25×25 sites. (b) Top view of the supercell showing the
dot and the vacuum layer and (c) shows the atoms in the 5-atoms unit cell, in the
case BaTiO3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Schemes that were used to obtain the ground state of a 12×12×12 free-standing
cubic nanodot under OC boundary condition at T = 5 K and subsequently, the
temperature dependent properties for the system. . . . . . . . . . . . . . . . . .
Optimization schemes in order to acquire the ground state of the system for the
ideal open circuit boundary condition (β = 0). (a) The system was annealed
from T = 600 K to T = 5 K at various rates (see Table 5.3) with 40 × 103
MC sweeps per temperature, and the previous configuration was at T = 15 K.
(b) This system was annealed from T = 600 K to T = 5 K with 40 × 103 MC
sweeps per temperature step, at 5 K an electric field with magnitude 1.0 × 109
(V/m) was applied (and then removed) in the [001] direction. (c) Same as (b)
except that the electric field was applied in the [111] direction with a magnitude of
1.7 × 109 (V/m). (d), (e) and (f) are the same as (a), (b) and (c) respectively with
the exception that the MC sweeps were increased to 100 × 103 per temperature
steps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Temperature-dependent properties of free-standing 12×12×12 BaTiO3 nanodots
under ideal short circuit boundary conditions. (a), Average Cartesian components Px , Py and Pz of the polarization; (b), the χ11 , χ22 and (c) χ33 dielectric
susceptibility. (d), the d11 , d22 , and (e) d33 piezoelectric coefficients. . . . . . . .
Calculated X-ray diffraction (XRD) patterns as a function of temperature. The
top panels show the (200) Bragg peaks for (a) 5 K (rhombohedral, R3m, phase),
(b) 200 K (monoclinic, MA or MB , phase), (c) 250 K (tetragonal phase) and
(d) 500 K (cubic phase). The bottom panel shows in (e) the Gaussian fit of
the monoclinic
phase. The two peaks

 were fitted with the following equation:
y = y0 +

5.6

5.7

5.8
5.9

√A

w

π/2

exp(−2((x−xc )/w)

2)

105

107

109

112

where, A is the area, w is half the full width

at half maximum (FWHM), xc is the angle 2θ at which the peak is centered and
y0 is the offset. Finally (f) shows the evolution of the lattice parameters a, b, and c
as functions of temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Dipolar arrangements in (1̄10) plane for (a) rhombohedral phase (T = 5 K), (b)
monoclinic phase (T = 200 K), (c) tetragonal phase (T = 250 K), (d) cubic phase
(T = 500 K). The arrows indicate the main direction of the dipoles. . . . . . . . .
Cartesian coordinates of electrical toroidal moment, hGx i, h Gy i and h Gz i as
a function of temperature for a 12×12×12 BTO nanodot. The inset shows the
temperature dependency of the Cartesian coordinates of spontaneous polarization,
hPx i, hPy i and hPz i. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Dipolar arrangements for (111) plane at (a) 5 K, (b) 35 K, (c) 55 K, (d) 105 K and
(e) 275 K . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(111) plane index 22 at 5 K viewed in (a), same plane rotated 30o about y-axis in
(b). (c) (111) plane index 22 at 5 K viewed in (-110) plane. . . . . . . . . . . . .

114

116

118
119
120

5.10
5.11

5.12

5.13

5.14

5.15

5.16

5.17

5.18
5.19

5.20

5.21

View (a) and position (b) of (111) planes with indices 7, 17 and 27 at T = 5 K. (c)
Cartesian coordinates of the polarization per (111) planes indices at T = 5 K. . . .
(111) plane index 17 at 55 K viewed in (a). (b) (111) plane index 17 at 55 K
viewed in (-110) plane. (c) Cartesian coordinates of the polarization per (111)
planes indices at T = 55 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Temperature dependency of the toroidal moment calculated from the lowest
energy (i.e., ground-state) configuration obtained at 5 K for a 12×12×12 BTO
nanodot under OC condition. The main graph is that of the Cartesian coordinates
of electrical toroidal moment, hGx i, hGy i and hGz i as a function of temperature.
The inset shows the temperature dependency of the Cartesian coordinates of
spontaneous polarization, hPx i, h Py i and hPz i. . . . . . . . . . . . . . . . . . . .
Ground-state microstructure. View of the equilibrium dipolar arrangement in the
(a) (111), (b) (-110) and (d) (001) planes. Panel (c) shows the total polarization
components per (111) planes. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Temperature dependency of the dipolar arrangement in the 12×12×12 stress-free
nanodot under OC boundary conditions. The vortex configuration is within the
(-110) plane which is shown at the temperature is increased from T= (a) 5 K, (b)
35 K, (c) 55 K, (d) 105 K and (e) 300 K. . . . . . . . . . . . . . . . . . . . . . .
Top: temperature dependency of the spontaneous polarization of the (a) 16×16×16,
(b) 18×18×18 and (c) 20×20×20 BTO nanodots under SC boundary conditions. Bottom: temperature dependency of the dielectric susceptibility of the (d)
16×16×16, (e) 18×18×18 and (f) 20×20×20 BTO nanodots under SC boundary
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Top: temperature dependency of the piezoelectric coefficients of the (a) 16×16×16,
(b) 18×18×18 and (c) 20×20×20 BTO nanodots under SC boundary conditions.
Bottom: temperature dependency of the calculated XRD data (d) 16×16×16, (e)
18×18×18 and (f) 20×20×20 BTO nanodots under SC boundary conditions. . .
Temperature dependence of the dipolar arrangements in the ((a)–(d)) (01̄1) plane
for the 16×16×16 , ((e)–(h)) (101̄) plane for the 18×18×18 and ((i)–(l)) the (101̄)
plane for the 20×20×20 supercells. . . . . . . . . . . . . . . . . . . . . . . . .
The β dependency of the ground-state spontaneous polarization and toroidal
moment in freestanding BTO nanodots with lateral size of 48 Å at T = 5 K. . .
Temperature dependency of the spontaneous polarization (a), toroidal moment (b)
and dielectric responses (c) of a 12×12×12 BTO nanodot β = 0.91. The insets
show snapshot of the dipole structure in (b) the (111) plane at 35 K and 105 K,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Temperature dependency of the spontaneous polarization (a), toroidal moment
(b) and dielectric responses (c) of a 12×12×12 BTO nanodot for β = 0.92. The
insets show snapshot of the dipole structure in (b) the (001) plane at 25 K and
105 K, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Temperature dependency of the spontaneous polarization (a), toroidal moment
(b), and dielectric responses (c) of a 12×12×12 BTO nanodot for β = 0.93. The
insets show snapshot of the dipole structure in (a) and (b) (111), (100) and (0-11)
planes at 25 K, 115 K and 175 K, respectively. . . . . . . . . . . . . . . . . . . .
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Dipolar arrangements in (111) plane for a 20×20×20 at T = 5 K for (a) β = 0.0,
(b) β = 0.50 and (c) β = 0.95. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
(a) Average polarization and (b) average electrical toroidal moment as functions
of β and as the nanodot sizes are increased at T = 5 K. Region where both the
spontaneous polarization and the vortex structures exist is for 0.90 ≤ β ≤ 0.95. . 140
Total energy for different supercell size in meV per 5-atoms sites at 5 K as a
function of β. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
Number of publications with keywords ferroelectric thin film (blue curve) and
ferroelectric nanowires (red curve in the inset). . . . . . . . . . . . . . . . . . .
The top-down and bottom-up approaches which include physical and chemical
methods are the main fabrication techniques of nanostructures. . . . . . . . . . .
Schematic illustration of synthetic methods for 1D nanostructures; (a) vaporliquid-solid (VLS) method, (b) sol-gel synthesis, (c) electrodeposition, and (d)
surfactant assisted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
TEM bright field image of a single KTN rod. Inset: the corresponding selected
area electron diffraction pattern. Reprinted with permission from Reference [118].
Copyright 2004, Nano Letters . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Diagram of apparatus used to apply isostatic pressure on nano-powder. . . . . . .
(a) Schematic representation of the supercell used in simulating 1D ABO3 nanostructures. Here, a 12×12×12 BaTiO3 nanowire (in dark) surrounded by a vacuum
layer in the x- and y-directions. The supercell was repeated periodically in the
z-direction and the cross-sectional area was varied from 12×12×12 to 30×30×12
sites. (b) (001) plane view of the supercells showing the nanowire and the vacuum
layer and (c) shows the atoms in the 5-atoms unit cell, in this case BaTiO3 . . . . .
Optimization schemes for nanowires. Scheme 1 (Table 6.2) refers to the applied
field in the [001] direction while cooling the system. Scheme2 (Table 6.2) refers
to the applied field being in the [111] direction while cooling the system. . . . . .
Dipolar arrangement in planes (001), (-110) and (110) planes for scheme 1 ((a),
(b) and (c), respectively) and scheme 2 ((d), (e) and (f), respectively). . . . . . . .
Experimental X-ray diffraction (XRD) patterns: the top panels show the diffraction
peaks of a classical powder of KNbO3 bulk at different temperatures. (a), (b), (c),
and (d) correspond to (200) Bragg peaks for 800K (cubic state), 500K (tetragonal
state), 300K (orthorhombic state), and 90K (rhombohedral state), respectively.
The bottom panels show the diffraction peaks of the sample containing the KNbO3
nanowires (50 nm in diameters and 5µm in length), showing the (200) Bragg peaks
at different temperatures. (e), (f), (g), and (h) correspond to (200) Bragg peaks
for 800K (cubic-like state), 500K (tetragonal-like state), 300K (orthorhombic
state), and 90K (monoclinic state), respectively. Reprinted with permission from
Reference [46]. Copyright 2010, Nano Letters. . . . . . . . . . . . . . . . . . .
Peak analysis of (200) Bragg peaks at 500K in KNbO3 nanowires. . . . . . . . .
Williamson-Hall plot for nanowires at different temperatures in the low-symmetry
phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Raman spectrum as a function of wavenumber (cm−1 ), obtained at different temperatures for (a) a classical bulk powder and (b) nanowires of KNbO3 . Reprinted
with permission from Reference [46]. Copyright 2010, Nano Letters. . . . . . . .
Rietveld refinement of the (200) Bragg diffraction peak for KNbO3 nanowires at T
= 8K for (a) an orthorhombic Amm2 mixed with a rhombohedral R3m symmetry
and (b) a monoclinic Cm phase. Reprinted with permission from Reference [46].
Copyright 2010, Nano Letters. . . . . . . . . . . . . . . . . . . . . . . . . . . .
Temperature dependence of the (a) polarization, (b) homogeneous strain η, (c)
dielectric susceptibility and (d) show the piezoelectric response for the wire
with Nx = Ny = 18 sites. The insets in (d) show the shear component of the
piezoelectric coefficient, d34 , as functions of temperature. . . . . . . . . . . . . .
XRD (200) Bragg peaks calculated for 18×18×12 free standing BaTiO3 nanowire
under ideal short circuit boundary conditions and at T = (a) 385 K, (b) 265 K, (c)
115 K, and (d) 5 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Dipolar arrangements in the (001) plane for the (a) monoclinic phase (T = 5 K), (b)
orthorhombic phase (T = 115 K), (c) tetragonal phase (T = 175 K), (d) cubic phase
(T = 465 K). The arrows are projections of the x- and y-components onto the plane
while the colors red and blue represent the positive and negative, respectively
values of the components in the z-direction. . . . . . . . . . . . . . . . . . . . .
Temperature dependence of the polarization in free-standing BaTiO3 nanowires
with 18×18 cross-section for (a) β = 0.98, (b) β = 0.975, (c) β = 0.97 and (d) β =
0.96 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Plots of (a) the polarization and (b) the critical temperature TC as functions of the
screening parameter β. In panels (c) and (d) the diagrams (1) and (2), respectively,
show the rotation of the polarization in the (-110) plane as β is changed at 5 K. . .
Calculated XRD (200) Bragg peaks for free-standing BaTiO3 nanowire in with
18×18 cross-section, for β equals (a) 0.96 and (b) 0.97 (red lines). The experimental data point obtained for KNbO3 nanowires (blue data points) were superposed
on the calculated XRD peaks in (b). . . . . . . . . . . . . . . . . . . . . . . . .
Evolution of the microstructure as a function of the screening parameter. Dipolar
arrangement for β = (a) 0.96, (b) 0.97, (c) 0.975 and (d) 0.98. . . . . . . . . . . .
Screening effects (for relatively large β) on the total energy of BaTiO3 nanowires.
Screening effects (for relatively large β) on properties of BaTiO3 nanowires.
Panels (a), (b), (c) and (d) piezoelectric coefficient, d33 the respective insets show
the coefficient d34 . Panels (e), (f), (g) and (h) show the out-of-plane dielectric
susceptibility as a function of temperature, χ33 . . . . . . . . . . . . . . . . . . .
Finite size effects: (a) total energy, (b) polarization, (c) critical temperature TC
as functions of cross-sectional area under ideal short-circuit boundary conditions
(i.e., β = 1). Panel (d) shows the scaling law that was used in order to relate TC
and Pz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Finite size effects: Dipolar arrangement in (a) 7×7×12, (b) 10×10×12, (c)
18×18×12, and (d) 30×30×12 free standing BaTiO3 nanowires under ideal short
circuit conditions at 5 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Finite size effects: Dipolar arrangement in (a) 9×9×12 and (b) 18×18×12 free
standing BaTiO3 nanowires under ideal open circuit conditions (β = 0) at 5 K. . .
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Diagram showing the various disciplines which employ the use of nanocomposites
(Multi-diciplinary). Furthermore, nanocomposites present numerous properties
and functions that offer a wide range of applications (Multi-functionality). Their
synthesis involve multiscale approaches. . . . . . . . . . . . . . . . . . . . . . .
Schematic diagram of conventional composites (microcomposites) (a) and of
ceramic-based nanocomposites, (b). The drawing in (b) are based on Figure 1 in
Reference [132]. In (c) the classification is based on the dimensionality of the
embedded phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Schematic diagram of some of the connectivity patterns used in composite materials according to Newnham’s notation [133]. . . . . . . . . . . . . . . . . . . . .
(a) Surface scanning electron micrographs of CoFe2 O4 crystallites embedded
in perovskite (BaTiO3 ) films grown by pulsed laser deposition on (100) SrTiO3
substrate. Partially reproduced from Reference [136](b) AFM phase-contrast
images of BiFeO 3 –CoFe2 O4 nanostructures grown on (001) SrTiO3 substrate.
Partially reproduced from Reference [135]. . . . . . . . . . . . . . . . . . . . .
Schematic representation of the periodic supercell used in this study. (a) shows 4
wires with 12 sites along the x- and y-directions (nwx = nwy = 12), separated by 6
sites along the x- and y-directions ( nmx = nmy = 6) and with nz = 6. Panel (b)
shows the top view of this supercell and panel (c) shows the 5-atoms sites in the
wires. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Schemes that were used to obtain the ground state of nwx = nwy = 12, nmx = nmy
= 6 and nz = 6 1D nanocomposite at T = 5K and subsequently, the temperature
dependent properties for the systems. . . . . . . . . . . . . . . . . . . . . . . . .
Dipolar arrangement obtained at T = 5 K for system with nwx =nwy = 12, nmx
= nmy = 6 and nz = 6, (36×36×6) by applying an electric field in the (a) [001]
direction with magnitude 1.0×109 (V/m) and (b) [111] with magnitude 1.7×109
(V/m). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Temperature dependency of properties in the nanocomposite schematized in
Figure 7.5. Panel (a) shows the overall polarization for the entire nanocomposite.
Panel (b) displays the average toroidal moment in the BaTiO3 wires. Panels
(c) and (d) show the out-of-plane (χ33 ) and in-plane ((χ11 + χ22 )/2) dielectric
susceptibilities of the entire nanocomposite, respectively, where the indices ‘1’,
‘2’ and ‘3’ refer to the x, y and z-axes. . . . . . . . . . . . . . . . . . . . . . . .
Dipolar patterns in Phase “I” (T = 5 K). Shown in (a), (b) and (c) is the pattern adopted by the x- and y-components, x- and z-components and y- and
z-components, respectively, of the dipoles in the (001), (010) and (100) plane,
respectively, with plane indexed by z = 6, y = 27 and x = 27, respectively. In the
left parts, the wires boundaries are indicated by black dashed lines and the vortices
within those wires are indicated by red dots, while the vortices and antivortices of
the medium are highlighted by blue dots and black crosses respectively. In panel
(b) and (c), zigzag chains are emphasized via dashed lines. . . . . . . . . . . . .
(a) Schematic showing the three-dimensional (3D) representation of the vortex
core. (b) Top view of the motion of the core. (c) Dipolar arrangement of nanowire
showing the current and potential positions of the core. The broken symmetry
core in BaTiO3 nanowires occurred at low temperatures, below T= 75 K. . . . . .
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Panel (a): schematic view of (001) planes within a nanowire with orientation of
the Pxy and the position of the vortex core. Panel (b): in-plane polarization as a
function of z-plane indices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Schematization of the dipolar pattern in the ground state (i.e., Phase “I”). . . . . .
Dipolar patterns in Phases II (T = 110 K). Shown in (a), (b) and (c) is the pattern adopted by the x- and y-components, x- and z-components and y- and zcomponents, respectively, of the dipoles in the (001), (010) and (100), respectively,
with plane indexed by z = 6, y = 27 and x = 27, respectively. . . . . . . . . . . .
Dipolar patterns in Phase “III” (T = 170 K). Shown in (a), (b) and (c) is the
pattern adopted by the x- and y-components, x- and z-components and y- and zcomponents, respectively, of the dipoles in the (001), (010) and (100), respectively,
with plane indexed by z = 6, y = 27 and x = 27, respectively . . . . . . . . . . . .
Dipolar patterns in Phase “IV” (T = 280 K). Shown in (a), (b) and (c) is the
pattern adopted by the x- and y-components, x- and z-components and y- and zcomponents, respectively, of the dipoles in the (001), (010) and (100), respectively,
with plane indexed by z = 6, y = 27 and x = 27, respectively. . . . . . . . . . . .
Temperature dependency of properties in the nanocomposite schematized in
Figure 7.5 with the metastable phase at low temperature. Panel (a) shows the
polarization for the entire nanocomposite. Panel (b) displays the average toroidal
moment in BaTiO3 wires. Panels (c) and (d) show the out-of-plane (χ33 ) and
in-plane ((χ11 + χ22 )/2) dielectric susceptibilities of the entire nanocomposite, respectively, where the indices ‘1’, ‘2’ and ‘3’ refer to the x, y and z-axes. . . . . .
Dipolar patterns in Phases I0 (T = 5K). Shown in (a), (b) and (c) is the pattern adopted by the x- and y-components, x- and z-components and y- and zcomponents, respectively, of the dipoles in the (001), (010) and (100), respectively,
with plane indexed by z = 6, y = 27 and x = 27, respectively. . . . . . . . . . . .
Dipolar patterns in Phases “II0 ” (T = 110 K). Shown in (a), (b) and (c) is the
pattern adopted by the x- and y-components, x- and z-components and y- and zcomponents, respectively, of the dipoles in the (001), (010) and (100), respectively,
with plane indexed by z = 6, y = 27 and x = 27, respectively. . . . . . . . . . . .
Dipolar patterns at transition between Phase “I0 ” and “II0 ”. Shown in (a), (b) and
(c) is the pattern adopted by the x- and y-components of the dipoles in the (001)
plane at T = 65 K, 75 K and 85 K, respectively. . . . . . . . . . . . . . . . . . . .
Panel (a) shows a plot of the difference between the averaged absolute value of
the local modes in the nanowires and at the interfaces for the systems with a low
temperature homogeneous state and the phase-locked ground-state as functions of
temperature. The dashed lines indicate the transition temperatures for each of the
systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Dipolar patterns in Phases III0 (T = 190 K). Shown in (a), (b) and (c) is the
pattern adopted by the x- and y-components, xx- and z-components and y- and zcomponents, respectively, of the dipoles in the (001), (010) and (100), respectively,
with plane indexed by z = 6, y = 27 and x = 27, respectively. . . . . . . . . . . .
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Dipolar patterns in Phases IV0 (T = 290 K). Shown in (a), (b) and (c) is the
pattern adopted by the x- and y-components, x- and z-components and y- and zcomponents, respectively, of the dipoles in the (001), (010) and (100), respectively,
with plane indexed by z = 6, y = 27 and x = 27, respectively. . . . . . . . . . . . 215
Local dipole patterns adopted by the x- and y-components of the dipoles in the
(001) at T = 5 K, shown in (a) – (e) for the systems with: nwx = nwy = 2, 4, 6,
8, and 10, respectively, nmx = nmy = 2 and nz = 6. In (a’) – (e’), are the pattern
adopted by the x- and y-components of the dipoles in the (001) for the systems
with: nwx = nwy = 2, 4, 6, 8, and 10, respectively, nmx = nmy = 4 and nz = 6. . . 217
Local dipole patterns adopted by the x- and y-components of the dipoles in the
(001) at T = 5 K, shown in panels (a) – (e) for the systems with: nwx = nwy = 2, 4,
6, 8, and 10, respectively, nmx = nmy = 6. In panels (c’) – (e’) the microstructure
is shown for the systems with: nwx = nwy = 6, 8, and 10, respectively, nmx =
nmy = 7 and lastly in panel (c”) the dipolar structure is shown for the system with:
nwx = nwy = 6 respectively, nmx = nmy = 9 with nz = 6 for all the systems in
the figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
Local dipole patterns at T = 5 K. Shown in panels (a) – (h) are the pattern adopted
by the x- and y-components of the dipoles in the (001) for the systems with: nwx
= nwy = 12, nmx = nmy = 2, 3, 4, 5, 6, 7, 8 and 9, respectively with nz = 6. The
total winding number was calculated to be 0 in all the presented configurations. . 220
Schematic representation of the periodic supercell with the “hexagonal configuration”. Panel (a) shows 8 wires with 8 T i sites along the x- and y-directions (nwx
= nwy = 8), separated by 8 and 20 Ti sites along the x- and y-directions (nmx = 8
and nmy = 20, respectively) and with nz = 12. Panel (b) shows the top view of
this supercell and panel (c) shows the 5-atoms unit cell in the wires. . . . . . . . 222
Dipolar patterns at T = 5K obtained for the system with nwx = nwy = 6, nmx = 6,
nmy = 14 and nz = 6 after cooling from 400K. Shown in (a), (b) and (c) is the
pattern adopted by the x- and y-components, x- and z-components and y- and
z-components, respectively, of the dipoles in the (001), (010) and (100), respectively.223
Temperature-dependent properties. Panel (a) shows the overall polarization for
the entire nanocomposite (hollow points) and the averaged absolute value of
the polarization in the nanowires (filled points). Panel (b) displays the toroidal
moment for the BaTiO3 wire denoted as 4 in Figure 7.27. Panels (c) and (d) show
the out-of-plane (χ33 ) and in-plane ((χ11 + χ22 )/2) dielectric susceptibilities of
the entire nanocomposite, respectively, where the indices 1, 2 and 3 refer to the x,
y and z-axes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
schematization of the dipolar pattern for Figure 7.27 at T = 5 K. . . . . . . . . . . 225
(a), Schematic representation of the arrangement of the in-plane polarization in
each wire in the plane (001) with nz = 1, 3, and 6. (b), Schematic representation
of vortices with non-axisymmetric cores for wires 1 and 2. Note that vortices in
other wires (not shown here) present the same behavior. . . . . . . . . . . . . . . 226
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Dipolar patterns at T = 5K obtained for the system with nwx = nwy = 6, nmx =
6, nmy = 14 and nz = 6 modified to maintain vortices with same chirality in all
the nanowires. The microstructure was obtained after 40000 MC sweeps at 5K.
Shown in (a), (b) and (c) is the pattern adopted by the x- and y-components, xand z-components and y- and z-components, respectively, of the dipoles in the
(001), (010) and (100), respectively. . . . . . . . . . . . . . . . . . . . . . . . .
schematization of the dipolar pattern for Figure 7.31 (i.e., Phase “A’”). . . . . . .
Temperature-dependent properties. Panel (a) shows the overall polarization for
the entire nanocomposite. Panel (b) displays the average toroidal moment in
the BaTiO3 wires. Panels (c) and (d) show the out-of-plane (χ33 ) and in-plane
((χ11 + χ22 )/2) dielectric susceptibilities of the entire nanocomposite, respectively,
where the indices ’1’, ’2’ and ’3’ refer to the x, y and z-axes. . . . . . . . . . . .
Dipolar arrangement as a function of temperature for the system having the
microstructure presented in Figure 7.31 at low temperature. Panels (a) – (d) show
the in-plane dipoles moments , Panels (e) – (h) show the dipoles moments in a
(010) plane and Panels (i) – (l) show the dipoles moments in a (100) plane at T=
5K, 55K, 140K and 190K in Phases “A0 ”, “B0 ”, “C0 ” and “D0 ”, respectively. . . .
Dipolar patterns at T = 5K (Phase “A00 ”) obtained for the system with nwx =
nwy = 8, nmx = 8, nmy = 14 and nz = 12. The microstructure was obtained by
cooling the system from 400K to 5K at decrements of 20K and 10K and for each
temperature the simulations lasted 40000 MCs sweeps. Shown in (a), (b) and (c)
is the pattern adopted by the x- and y-components, x- and z-components and yand z-components, respectively, of the dipoles in a (001), (010) and (100) plane,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(a), Schematic representation of the arrangement of the in-plane polarization in
each wire in the plane (001) with nz = 1, 6, and 12. (b), Schematic representation
of vortices with non-axisymmetric cores for wires 1 and 2. Note that vortices in
other wires (not shown here) present the same behavior. . . . . . . . . . . . . . .
Temperature-dependent properties. Panel (a) shows the overall polarization for
the entire nanocomposite. Panel (b) displays the average toroidal moment in
the BaTiO3 wires. Panels (c) and (d) show the out-of-plane (χ33 ) and in-plane
((χ11 + χ22 )/2) dielectric susceptibilities of the entire nanocomposite, respectively,
where the indices ’1’, ’2’ and ’3’ refer to the x, y and z-axes. . . . . . . . . . . .
Dipolar arrangement as a function of temperature for the system having the
microstructure presented in Figure 7.35 at low temperature. Panels (a) – (c) show
the in-plane dipoles moments, panels(d) – (f) show the dipoles moments in (100)
and panels (g) – (i) show the dipoles moments in the (010) planes at T= 25K,
110K and 220K in Phases “A00 ”, “B00 ” and “C00 ”, respectively. . . . . . . . . . . .
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Dipolar patterns at T = 5K (Phase “A000 ”) obtained for the system with nwx =
nwy = 8, nmx = 8, nmy = 14 and nz = 12. The microstructure was obtained by
applying an electric field with magnitude 1.7 × 109 V/m and in the [111] direction
at 5K for 40 MC sweeps. The field was then removed and the system was heated
up at increments of 20K and 10K and for each temperature the simulations lasted
40000 MCs sweeps . Shown in (a), (b) and (c) is the pattern adopted by the x- and
y-components, x- and z-components and y- and z-components, respectively, of
the dipoles in a (001), (010) and (100) plane, respectively. . . . . . . . . . . . . . 238
Temperature-dependent properties. Panel (a) shows the overall polarization for
the entire nanocomposite. Panel (b) displays the average toroidal moment in
the BaTiO3 wires. Panels (c) show the out-of-plane (χ33 ) and in-plane (χ11 and
χ22 ) components of the dielectric susceptibilities of the entire nanocomposite,
respectively, where the indices ’1’, ’2’ and ’3’ refer to the x, y and z-axes. . . . . 239
Dipolar arrangement as a function of temperature for the system having the
microstructure presented in Figure 7.39 at low temperature. Panels (a) – (c) show
the in-plane dipoles moments , panels (d) – (f) show the dipoles moments in (100)
and panels (g) – (i) show the dipoles moments in the (010) planes at T= 5K, 120K
and 220K in Phases “A000 ”, “B000 ” and “C00 ”, respectively. . . . . . . . . . . . . . . 240
(a) BaTiO3 unit cell which is assembled into clusters and chains (b). The supercell
has a cross-section determined by the number of Ti–O chains along the [100]
and [010] directions where nx = ny = 3. Along [001], the supercell consists of
one unit cell and periodic boundary conditions are used. In (c) the supercell is
repeated periodically and all surfaces are TiO2 –terminated. . . . . . . . . . . . .
Labeling of atoms used in the definition of the polarization distortion. . . . . . .
(a) Off-center displacement of Ti atoms for the free standing nanowires indicated
in Figure 8.1 and ci = 4.00 Å. (b) 2D field lines around the topological defect, that
is associated with a winding number of 1. . . . . . . . . . . . . . . . . . . . . .
|(cf − ci )|/ci ratios of TiO2 -terminated bare and water covered nanowires as
functions of the initial c-axis lattice parameter, ci . . . . . . . . . . . . . . . . . .
Simulation cell for free-standing, TiO2 -terminated BaTiO3 nanowires with dissociated water adsorbates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(a) Energy of free nanowires (black squares) and of NWs with water adsorbates
(blue circles) as a function of the initial c-axis lattice parameter. (b) Adsorption
energy as a function of the initial c-axis lattice parameter. . . . . . . . . . . . . .
(a) – (g) off-center of Ti atoms for free-standing nanowires covered with dissociated water adsorbates as indicated in Figure 8.5 with ci varying from 3.70 Å to
4.00 Å, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2D field lines around the topological defect associated with a winding number of
(a) n = 1 in for configurations with ci < 3.905 Å and (b) n = -3 for configurations
with ci > 3.905 Å. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Averaged distortions d¯x , d¯y and d¯z in the x-, y- and z-directions, respectively, based
on Figure 8.1 and are obtained from the optimized systems. Those distortions are
plotted as functions of the initial values for the c-axis lattice parameters, denoted
as ci for TiO2 -ended BaTiO3 nanowires (a) without and (b) with water adsorbates.
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Atoms arrangement after relaxation for systems with ci = 3.70 Å (panels (a) and
(c)) and ci = 3.855 Å (panels (b) and (d)). . . . . . . . . . . . . . . . . . . . . . . 260
Lowest energy configuration (a) and other configuration close in energy in (b).
Inset shows the structure of the H3 O2 anions formed at the surface of the nanowire.261
Atoms arrangement after relaxation for the system with ci = 3.905 Å. . . . . . . . 262
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(a) computation cell with atomic positions. (b) periodic boundary condition
applied to initial computational cell to mimic an array of BaTiO3 nanowires
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Initial conditions that were applied to the nanocomposites. In Panel (a), adjacent
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Panel (a) shows the off-center displacement of Ti atoms in systems with vortex,
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Field lines from Figure 8.18 (b) repeated in the x- and y-directions. The topological defects remain close to the edge of the nanowires and the medium. . . . . . . 272
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SEM images of BaTiO3 200 nm nanotubes obtained after the hexane surface
functionalization, immersion protocol 2 and etched for (a) 2 hours and (b) 3 hours
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CHAPTER 1
Insights: Ferroelectric Oxides at the Nanoscale
There is something very interesting about ferroelectrics. Amongst the many materials, they
attract great attention in a wide range of applications. Their appeal is not evident when one simply
considers their definition, i.e. materials that possess a spontaneous lattice polarization, reversible
by an applied electric field [1]. Instead, one should go deeper and study both their properties
and applications, which in considerable number, provide a clearer and more powerful statement:
ferroelectrics are not trivial. In fact, ferroelectrics are the epitome of multi-functions materials: they
are electronic ceramics, they are memory and electrocaloric devices, they are also electron emitters,
and they are magnetoelectrics, sensors and more [2, 3]. The real intricacy of ferroelectric materials
is deeply rooted to the material structure, which defines as well the many existing ferroelectric
families (i.e. perovskites, tungsten-bronze, lithium niobate etc...). Among the many ferroelectric
families, ferroelectric oxides, with the perovskite structure, remain the strongest candidate in terms
of intensive (i.e., general processes) and extensive (i.e., specific cases) research.
As suggested by the title of Reference [4], “Complex oxides on fire”, the general class of complex
oxides have been very actively researched. As oxides generally possess very practical applications,
this growing interest aims toward multiscale material engineering. One should understand that
material engineering means, the manipulation of functionality within these materials. In fact, recent
push to couple even more useful functions within a single material have now opened the door
for very original work on ferroelectric oxides; such as the fact that they can be geometrically
frustrated [5]; possess both an electric and a magnetic ordering [3]; and be photovoltaics and
semiconductors [4, 6]. From a mere academic curiosity, ferroelectric oxides are now at the forefront
of an innovative, application driven industry, taking full advantage of tools in both fundamental and
applied research.
This dissertation dives into the special world of ferroelectric oxides, focusing primarily on
the well-known and well-studied ferroelectric complex oxide Barium titanate (BaTiO3 , BTO).
Chapters 2 and 3 introduce and review the general properties of ferroelectric materials. Chapter 4
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elaborates first on two first-principles theories, namely the Hartree-Fock (HF) and the density
functional theory (DFT). The second part of this latter chapter focuses on the first-principles-based
effective Hamiltonian approach used in Monte Carlo simulations.
The investigations in this dissertation were driven by three main trends which are developed in
the subsequent chapters:
First, in Chapters 5 and 6 the first trend concerns studies of nanoscale free-standing ferroelectrics. The advancement in synthetic schemes and nanoscale characterization tools for nanostructures of functional materials have evolved toward the study of single particles in contrast
with ensemble-averaged measurements. This shift, combined with theoretical prediction, have
contributed to a vaster and deeper understanding of the fundamental physical properties at finite
dimensions that have previously been concealed by statistical averaging. Furthermore, only a few
studies focused on domain properties of individual isolated nanocrystals of sizes comparable to the
smallest observed domains.
Here, the study of the local behavior of the ferroelectric order for single free-standing particles at
finite dimensions brought insight and understanding of the physical mechanisms that are responsible
for the deterioration of the polar order with respect to size and the presence of the toroidal moment
of the polarization. Chapters 5 and 6 describe the examination of the ferroelectric order in freestanding zero-and one-dimensional (0D and 1D, respectively) BaTiO3 nanostructures using the
first-principles-based effective Hamiltonian. The origin of the crystallographic phases and the
formation of the domain structures, that are stable only for these sizes under various mechanical and
electrical boundary conditions is also investigated. In parallel to the findings described in Chapter 6,
a more detailed study of the screening effect at the surface of BaTiO3 nanowires is reported in
the first part of Chapter 8 using density functional theory calculations. An imperfect screening is
achieved by dissociating water adsorbates at the surface of the nanowires.
Second, in Chapters 7 and 8 describe the investigation of nanocomposites Ferroelectrics: from
an atomistic and mesoscopic standpoint. The understanding of the fundamental physics behind the
single particle will particularly benefit the advancement of multi-functional components, which
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concerns both discrete materials and material systems. Chapter 7 of the dissertation explores
a material system formed by (1D) BaTiO3 nanostructures embedded in a (Ba,Sr)TiO3 matrix.
The modeling of these systems was done at various scales. Using ab initio (i.e., second part of
Chapter 8) as well as the effective Hamiltonian (i.e., Chapter 7). The aim of this study was to find
the correlations, size-effects and novel properties characteristic to 1D ferroelectric nanocomposites.
In fact, as the surface area increases, the interfacial interactions between the nanostructure and the
matrix become more and more important suggesting complex properties not yet observed in either
constituents separately.
Third, in Chapter 9 a purely experimental investigation of ferroelectric nanostructures is initiated.
Novel synthesis techniques for nanostructures of functional materials and characterization tools
continue to contribute to a deeper knowledge of the fundamental physical properties at finite
dimensions. Motivated by these advancements on well-ordered BTO nanostructures, an experimental
investigation was initiated and presented in Chapter 9 in order to provide support to the predicted
properties that were obtained theoretically. The increasingly important role played by theory and
modeling along side applied and experimental research have stressed the importance of combining
experimental and theoretical results with materials engineering to obtain deeper understanding of
multi-functional materials such as ferroelectrics.
Figure 1.1 shows a summary of the different projects performed with respect to the tools that
were used for the investigation.
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CHAPTER 2
Introduction
The discovery of ferroelectricity can be qualified as modest, as it was the result of many years of
research in understanding a crystal that was synthesized primarily for medicinal purposes. Through
a rather convoluted number of steps and findings, late 19th and early 20th century scientists brought
to evidence the many mysteries of Rochelle salt, and among them ferroelectricity. This chapter
presents some of the important steps that were undertaken till the discovery of ferroelectricity.
The general aspect of this phenomenon will be presented from a microscopic stand point. A brief
overview of the various crystallographic properties defining ferroelectrics are presented as well. It
is also the aim of this chapter to keep this introduction in the context of this dissertation. In fact,
this introduction will be limited to the nano-structures, -materials and -composites belonging to the
perovskite family. All these terms will be defined and their particularities will be presented [1].
2.1

Historical: Ferroelectricity

2.1.1

Humble Beginnings of Ferroelectricity: Rochelle Salt

In 1655, Pierre Seignette, an apothecary from La Rochelle, France, synthesized the salt sodium
potassium tartrate tetra-hydrate (NaKC4 H4 O6 ·4H2 O), for medicinal purposes. This salt was early
on known as Seignette salt, but nowadays is most commonly referred to as Rochelle salt. Famous at
first for its laxative virtues, oddly, Rochelle salt was discovered to exhibit particularly interesting
electrical properties as well. In fact, in 1818, Sir David Brewster discovered the pyroelectric
properties of Rochelle salt, which guided further experimental investigations and the eventual
discovery of its ferroelectric properties in 1920 by Valasek.
Pyroelectricity, named by Sir David Brewster and known since ancient time, describes the ability
of certain materials to generate a voltage in response to temperature change. In 1880, in an effort
to describe quantitatively the pyroelectric effect, the brothers Jacques and Pierre Curie eventually
discovered and demonstrated the piezoelectric effect (i.e., the accumulation of charges in a crystal
in response to a mechanical stress) in various crystals, most noticeably in quartz and Rochelle salt.
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By 1893, F. Pockels undertook other investigations to relate the piezoelectric effects of Rochelle
salt to its photo-elastic and electro-optical properties and uncovered yet another intricate property
of the salt, namely its dielectric anomalies when exposed to an applied electric field [7].
In 1917, A.M. Nicholson, J.A. Anderson and W.G. Cady measured a large permittivity, in
addition to observing the hysteretic behavior in Rochelle salt [8]. Figure 2.1 is a typical hysteresis
loop which shows that the response of a physical system to an external stimulus depends on both the
external influence, such as an applied electric field, and the previous history of the system. Three
years later, in 1920 the ferroelectric behavior was experimentally observed by Valasek in Rochelle
salt. To be ferroelectric, a material must be an insulator, and must exhibit a spontaneous electric
polarization, Ps , which can be reversed by applying an electric field greater than a certain threshold
or coercive field Ec .
P	

P(Cm-‐‑2)	
E	

Psat	
Pr	

T  >  TC	

-‐‑Ec	

Ec	

E(Vm-‐‑1)	

T  <  TC	
Figure 2.1: Hysteresis loop of a typical ferroelectric. TC is the Curie temperature.
From common medicine, Rochelle salt became the only known ferroelectric material for
approximately a decade, during which ferroelectricity was believed to be one of nature’s “happy
accidents”, which fragile occurrence depended highly on the crystal structure, creating challenges
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for reliable experimental investigations.
2.1.2

From Rochelle Salt to BaTiO3

However, in 1935, a new era started as ferroelectric properties were found in crystals in the
family of dihydrogen phosphate and arsenate and more precisely potassium dihydrogen phosphate
(KH2 PO4 , KDP). With a simpler crystal structure than that of Rochelle salt, this new family of
ferroelectric materials opened the doors for applications and more recognitions for the ferroelectricity phenomenon. Also soon enough, the first models investigating the microscopic picture of
ferroelectricity were developed, namely the Slater model, based on hydrogen bonds. It speculated
the necessary condition of hydrogen bonds in the presence of ferroelectricity.
In the 1940’s, however, the numerous perovskite family with the general formula ABX3 was
discovered from the search of a new dielectric to replace mica. This discovery ruled out the necessary condition of hydrogen bonds for ferroelectricity and presented BaTiO3 , of the special class of
perovskite oxides (ABO3 ), as a novel and exciting ferroelectric. In fact, BaTiO3 was the first ferroelectric material where the high temperature phase or cubic phase is not piezoelectric, and presented
more than one successive ferroelectric phase. Due to the simplicity of their crystalline structure, five
atoms per cubic unit cell, perovskites and BaTiO3 particularly have become prototypical models in
theoretical studies and technological applications [1].
2.1.3

Ferroelectrics Now: New Properties and Functionalities

For the past 20 years, ferroelectric oxides in general and perovskite oxides in particular have
maintained a particularly important place in the field of solid state physics, both experimentally and
theoretically. They have been intensively researched and have been found to exhibit a tremendous
number of properties which have been exploited in an equally numerous number of technological
applications.
• Their physical properties include: ferroelectricity, piezoelectricity, pyroelectricity, non-linear
optics, superconductivity, giant magneto-resistance, magnetism, multiferroism, ionic conductivity, dielectric relaxation, etc· · ·
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• Technologically, they were specially engineered based on their properties: in this context,
as BaTiO3 compounds presented a particularly large dielectric response, they made great
candidates for capacitors. Furthermore, since ferroelectric materials are also pyroelectric and
piezoelectric, much interest was focused on ferroelectric ABO3 perovskites as transducers
(i.e., devices that convert one type of energy into another). Lead titanate (PbTiO3 ) based
oxides such as lead zirconium titanate (PZT) were perfect examples, as they were widely used
in pyroelectric detectors, thermal imaging, sonar, atomic force microscope (AFM), acoustic
sensors, etc... The ferroelectric property was particularly used in the electronic memory
technologies as non-volatile memory devices using the ability to switch the polarization
between two opposite orientations by applying an external electric field. Nowadays, these
types of ferroelectric memories, otherwise known as ferroelectric random access memory
(FeRAM), have found great appeal in the gaming industry in systems such as Play Station 2
and in flash drives.
From a theoretical standpoint, first-principles and first-principles-based approaches have been
intensively used in the study of ferroelectric oxides, particularly since their integration in microelectronics. They have allowed reliable multi-scale studies to describe the microscopic properties
of materials through the fundamental laws of quantum mechanics and electromagnetism. Firstprinciples methods such as the density functional theory (DFT) are only based on the fundamental
physics laws, with no need for empiric adjustable parameters. Whereas other methods, such
as the effective Hamiltonian require parameters obtained experimentally or from first-principles
calculations.
The development of the modern theory of polarization by R. King-Smith and D. Vanderbilt
in 1993 has contributed tremendously to the advancement of the theory of the ferroelectric state.
Furthermore, combining these advancements with the increase in computational power, it is now
possible to compute accurately the many properties of ferroelectric materials. Besides the insights
offered by such accurate computations, they provide a wealth of reliable prediction for systems
that cannot yet be fabricated and/or characterized due to experimental limitations. In fact, these
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methods have proven to be particularly interesting for the study of low-dimensional ferroelectric
nanostructures such as 2D (i.e., thin films, superlattices), 1D (i.e., nanowires, nanotubes, nanorods),
and 0D (i.e., nanoparticles) systems. Now more than ever, it is of great importance to associate
theory and experiments for insights and fundamental understanding at the nanoscale, whether it be
for the understanding at the microscale or predicting the macroscale picture.
In more recent years, the focus has shifted to the engineering of multi-functional oxides in
general, with the combination of ferroelectrics’ fundamental properties to magnetism, photovoltaic
properties and semiconductors. This brief summary by no means represents the integrality of
the current field of ferroelectric materials. However, deeper and specific analysis of the current
knowledge will be given at the beginning of subsequent chapters.
2.2

Methods of classification of Crystals and Ferroelectric Materials
The understanding of the crystalline structure can be limited to a case-by-case study of spe-

cific material structures. However, there exist sets of formalisms involving symmetry operations
and binding mechanisms that link the general macroscopic principles to the specific interatomic
interactions within materials. These formalisms provide qualitative tools for a deep understanding
of crystal structure and quantitative tools that allow detailed multi-length scales mathematical
calculations on crystals. Knowing the crystal structure of a material and its lattice dimensions,
certain characteristics can be determined such as the volume density of atoms. In this part, methods
of classifications from a general standpoint are introduced, followed by a more focused view of
the methods used for the class of ferroelectric materials. Although there are numerous ways to
classify the crystalline solids found in nature, some generalizations can be found in the following
two methods:
• First, crystals can be classified based on their shapes (i.e., geometry) which pertains to the
field of crystallography.
• Second, on the microscopic level, by their chemical bonds, as well as thermal, electrical and
magnetic characteristics.
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2.2.1

Classification of crystals by shape: crystallography

The lattice of a specific material is usually described as an infinite array of points, and the
3-dimensional description of lattices usually involves three basis vectors denoted as a, b, and c with
lengths a, b, and c respectively. These vectors are shown in Figure 2.2 within the simple cubic
lattice. For the scope of this dissertation, the cubic lattice vectors are taken along the [100], [010]
and [001] directions. The vectors between any two points in the lattice, otherwise known as lattice
vectors, can be determined by the linear combination of these basis vectors.
Along with the lengths a, b, and c, the angle between the pairs of basis vectors b:c, a:c, and a:b,
noted as α, β, and γ respectively, form the ensemble of the lattice parameters. The relationship
between the lattice parameters of a crystal structure are usually determined by the symmetry of
the crystal. Table 2.1 contains the seven crystal systems, where the complete set of lattices are
described with their characteristic symmetry operations. These are cubic, tetragonal, orthorhombic,
monoclinic, trigonal (also known as rhombohedral), hexagonal and the most general system is the
triclinic one.
These existing seven lattices can exhibit 14 distinct arrangements of lattice points and these are
known as the Bravais Lattices. Figure 2.2 shows the 14 Bravais lattices with the characteristics or
constraints in the lattice parameters of the seven crystal systems.
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Figure 2.2: Crystallographic systems, Bravais lattices
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a"

(n) Hexagonal

Crystal Family

Crystal System

Cubic or Isosymmetric
Tetragonal

Cubic
Tetragonal

Orthorhombic

Orthorhombic

Monoclinic

Monoclinic

Triclinic

Triclinic

Trigonal
Hexagonal

Trigonal
Hexagonal

Example of symmetry operations
four 3-fold rotation axes
one 4-fold rotation axis
three mutually perpendicular
2-fold rotation axes
one 2-fold rotation axis
identity and/or inversion symmetry
one 3-fold axis of rotation
one 6-fold axis of rotation

Point
Groups
5
7

Space
Groups
36
68

Bravais
Lattice
3
2

3

59

4

Orthorhombic

3

13

2

Monoclinic

2

2

1

Triclinic

5
7

25
27

1
1

Rhombohedral
Hexagonal

Table 2.1: Symmetry of the seven crystal classes

Lattice System
Cubic
Tetragonal
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As mentioned before, in the seven crystal systems the different lattice types are defined by their
symmetry. There are four main types of symmetry operations that keep at least one single point
fixed in space. These are as follow:
• First, reflection or mirror symmetry is present when an object reflected through a plane comes
into coincidence with itself. An object may have more than one mirror plane. For instance,
one of the symmetry elements defining the monoclinic lattice is a mirror plane (as seen in
Table 2.1) with the b axis as its normal whereas the orthorhombic lattice contains two or three
orthogonal mirror planes [9].
• Rotation or rotational symmetry is present if an object comes into coincidence with itself
after a rotation by an angle of 360◦ /n where n is integer. The value of n is used to label the
particular symmetry, for instance n = 2 represents a 2-fold rotation axis.
• Second, inversion symmetry describes objects with a center of symmetry and are called
centrosymmetric. It is understood that every points at position x, y, z relative to the center
is also found at x̄, ȳ, and z̄ respectively. The presence of a center of symmetry implies the
absence of dipole moments that are associated with the position of charged ions in the unit
cell, which is a very important remark in the definition of ferroelectric phases.
• Third, the combined symmetry operation of rotational-inversion is a two step process involving
first a rotational symmetry operation followed by a reflection through the center. This
operation is given the symbol n̄.
The combination of symmetry operations in 3D are called point groups and only rotational symmetry
where n = 1, 2, 3, 4, 6 can occur in crystals. Based on this restriction, a limited number of point
groups exist, 32 exactly known as the 32 crystallographic point groups. Furthermore, combining the
aforementioned symmetry operations with other operations that do not leave a single point invariant
in space yield 230 space groups.

13

2.2.2

Classification of crystals by forces

Beside the knowledge of the shape of the crystal structure, it is often important to understand the
forces that hold or bind the crystal lattices together. In the following, the four types of crystalline
bonds (which make up a rich diversity of materials and properties) are given, with Figure 2.3
showing their schematic representations:
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Figure 2.3: Classification Based on Bonding Mechanisms

• First, molecular Crystals (Figure 2.3a): for these crystals, the molecules are held together by
either the London forces, dipole-dipole attractions or hydrogen bonding. As they are weak
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forces, molecular crystals are soft, easily compressible with low melting points. They are
poor conductors of electricity in their solid, liquid as well as distorted states.
• Second, metallic Crystals (Figure 2.3b): In the metallic crystal, the outer electrons are free to
migrate throughout the crystal lattice. In fact, the metallic crystal lattice consists of positive
ions permeated by the electron gas which can be described as a cloud of valence electrons.
The binding force is that of the attraction between the positive ions and the electron cloud of
the metal. Metallic crystals have the tendency of being very dense with high melting points.
• Third, covalent crystals (Figure 2.3c): Covalent structures or covalently bonded materials are
characterized by bonds between two or more atoms that share valence electrons. For instance,
Figure 2.3c shows the tetrahedral structure of silica (SiO2 ) where a silicon (Si) atom shares its
four valence electrons with four atoms of oxygens (O) to obtain eight electrons in the outer
shell. Likewise, oxygen has six valence electrons which it shares with two atoms of silicon to
reach the eight electrons in the outer shell. Covalent crystals usually adopt complex structures
as the bonding imposes directional restraints.
They are poor conductors, have high melting points due to the strong covalent bond and have
fibrous or granular structures. Some examples are: silica, diamond, graphite
• Fourth, ionic Crystals (Figure 2.3d): The basic structural unit of the lattice is made of ions.
The electrostatic attraction between cations (positive ions) and anions (negative ions) are
the strongest attractive forces and contribute to the rigidity of the crystalline structure of
ionic compounds. The high amount of energy required to break those ionic bonds directly
contribute to their high melting and boiling points. For instance, table salt, that is chemically
known as sodium chloride (NaCl), is an example of this type of crystal which melts at 801◦ C
and boils at 1413◦ C. Some of their main properties include:
– Strong closed-packed structures due to the electrostatic attraction between the oppositely
charged ions within the lattice.
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– In their solid states, even though they are made up of ions, they are poor conductors. It
is simply due to the fact that the ions are immobile. In their liquid state however, they
are good conductors because of the disorderly arrangement of the ions.
– They are soluble in water and in other polar solvents, and insoluble or slightly-soluble
in non-polar solvents.
Some examples of ionic materials are the perovskite structure ABO3 (where the A-sites are
cations and the B-sites are the anions, see Figure 2.4), fluorite structure AX2 (where the
A-sites are the cations and the X-sites are the anions) and corundum structure α-Al2 O3 or
alpha alumina (the oxygen in the alumina are the anions and the aluminum are the cations).

PEROVSKITE CRYSTAL STRUCTURE

O
B
A

z

y
x

Figure 2.4: Perovskite structure

2.2.3

Classification of ferroelectric crystals

By definition, in order to have a polarization within a material, it is necessary that the center of
gravity of positive charges is different from the center of gravity of negative charges. As a result,
a ferroelectric material cannot possess a center of symmetry (i.e., cannot be centrosymmetric).
Figure 2.5 shows a diagram depicting the position of ferroelectrics within the existing 32 crystallographic point groups discussed previously. It is known that 11 point groups possess a center of
symmetry leaving 21 non-centrosymmetric crystals. Out of the 21 non-centrosymmetric crystal
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classes, 20 are piezoelectric (i.e., the application of a mechanical stress induces a dipole moment).
It is also observed that among the 20 piezoelectric crystal classes, 10 are pyroelectric which means
that materials belonging to this class of crystals have a polarization in the absence of an electric field
for which the amplitude varies as a function of temperature. Some of these pyroelectric crystals also
have a spontaneous polarization that exhibit an hysteretic behavior when subjected to an applied
electric field, the example of which is sketched in Figure 2.1. These particular case of pyroelectrics
belong to the class of ferroelectric materials.
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Figure 2.5: Crystal Point Groups
Nowadays, there are over 700 known ferroelectric compounds, including alloys and several
methods of classifications have been proposed to simplify the treatment of their properties. F. Jona
and G. Shirane in Reference [10] proposed four methods of classifications specific to ferroelectric
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materials which take under consideration the structural as well as forces within the materials. These
methods are summarized as follow:
• First, considering the chemical composition of the crystal, two main groups of ferroelectrics
are distinguished, namely:
– The hydrogen bonded crystals which include Rochelle salt, potassium dihydrogen
phosphate (KDP) among others.
– The oxides, which include members of the perovskite family such as BaTiO3 , potassium
niobate (KNbO3 ) and lead titanate (PbTiO3 ). The perovskite structure will be discussed
amply in the next chapter.
• Second, observing the number of directions allowed to the spontaneous polarization (Ps ): this
method is the most commonly used and distinguishes three sub-groups of ferroelectrics:
– Crystals with one axis of spontaneous polarization where Ps occupies one-dimension in
space. The displacements of the ions are parallel to the polar axis (i.e., axis defined by
the direction of the polarization). This subgroup includes the simple perovskites such as
BaTiO3 , PbTiO3 , LiNb3 or solid solution perovskites such as (Ba,Sr)TiO3 , to name a
few.
– Crystals with two axes of Ps : in this case the ionic displacement are within a plane
parallel to the direction of the polarization. This group includes compounds such as
BaMF4 where M can be Co, Mn, Fe, Ni atoms.
– Crystals with three axes of Ps : finally, this third sub-group allows all the directions for
the polarization and includes more complex compounds as well as liquid crystals.
• Third, this method regards the existence or a lack of center of symmetry and is a method
mostly used in the study of thermodynamic behavior of ferroelectric crystals. For instance,
some crystals such as Rochelle salt and KDP are characterized by a non-polar phase that is
not centrosymmetric whereas BaTiO3 is characterized by a centrosymmetric non-polar phase.
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• Fourth, ferroelectrics can be classified according to the nature of the phase transition of the
crystal close to the Curie temperature (TC ). This methods identifies three categories of phase
transitions:
– order-disorder type
– displacive type
– indirect type
This method will be discussed in more details in chapter 3 as the nature and characteristics of
phase transitions are introduced.
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CHAPTER 3
Introduction to ferroelectricity and phase transitions
3.1

Overview
Phase transformations are dramatic occurrences that have long been observed in materials

and continue to have an integral role in the field of condensed matter physics. Many critical
phenomena characterized by the anomalous behavior of certain properties in the vicinity of the
transition temperature, TC , contribute to the striking features of phase transitions. Whether the phase
transitions are common, such as the solidification of water into ice or technologically exploitable,
such as ferroelectric phase transitions, they command special attentions and great interests. This
chapter provides a basic introduction to phase transitions and the concept of criticality. A general
overview of phase transitions will be followed by the particularities of the classical properties
that accompany the ferroelectric phase transition. In the context of this dissertation, various
nanostructures in three perovskite systems BaTiO3 , SrTiO3 and (Ba,Sr)TiO3 were investigated. The
ferroelectric nanomaterials will be enumerated with a compendium of the main results of recent
years followed by an overview of the bulk properties of the three perovskite systems mentioned
above.
The occurrence of a phase transition may be best explained in terms of thermodynamics. In fact,
as all systems seek the equilibrium state for which the stability criteria is the minimization of the
free energy, (F ), one of the two competing states will overcome the other by distinctly partitioning
its free energy given in Eq. 3.27 between the internal energy, U , and the entropy, S [9, 11].

F = U − TS

(3.1)

where T is the temperature. In other words, during a phase transition, two phases A and B at a
given temperature TC will have FA (TC ) = FB (TC ). The stable structure at absolute zero often
has the lowest accessible internal energy while above TC the entropy of structure B may be higher
than that of structure A [11, 12]. In 1937, Landau introduced the concept of an order parameter
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that characterizes the competing phases in a material. The order parameter is a physical quantity
which behavior is influenced by change in temperature, pressure or other controllable physical
parameters. Generally, the order parameter is null at a high-temperature/symmetry phases and has a
finite value at low-temperature/symmetry phases. Table 3.1 introduces common order parameters
and the system that they characterize [13, 14].
Phase Transition
Liquid to Vapor
Ferroelectric
Ferromagnetic
Anti-ferromagnetic

Order Parameter
Density difference
Homogeneous polarization
Homogeneous magnetization
Sub-lattice magnetization

Table 3.1: Examples of order parameters for familiar cases. Some information where obtained
from Refs. [13] and [14]
3.2

Thermodynamic Classification: First- and Second-order Phase Transitions
There are two very different and important pictures describing the behavior of the order pa-

rameter in the vicinity of the phase transition temperature TC . These pictures are illustrated in
Figure 3.1. A discontinuous change or jump in the order parameter defines a first-order phase
transition as seen in Figure 3.1 (a). The next is known as second-order phase transition and is defined
by a continuous change of the order parameter close to TC which is illustrated in Figure 3.1 (b).
Thermodynamically, the first- and second-order transitions can be defined by the release/absorption
or absence of latent heat, respectively. Furthermore, the first-order phase transition presents various
solidification processes and particularly the coexistence of phases, nucleation (i.e., formation of
nano-sized nuclei in the solidification process) and growth. Based on the classification method
proposed by Ehrenfest in 1933, the name first-order transition is based on the discontinuity of the
first derivatives of the free energy, e.g., the entropy, S and the volume V , see Eq. 3.2. In the case
of the second-order phase transition, the first derivatives of F are continuous, but certain second
derivatives diverge as in the case of the heat capacity Cp as shown in Eq. 3.3.

S=−

∂F
∂T




V =−

p
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∂F
∂p


(3.2)
T

Meanwhile, for a second order phase transition the heat capacity expressed in Eq. 3.3 shows the
discontinuity.
Cp = T

∂ 2F
∂S
= −T 2
∂T
∂T

First-order phase transition
(discontinuous)

(3.3)

Second-order phase transition
(continuous)
a

Tc

b

Order Parameter: Ps

Order Parameter: Ps

Tc

Temperature (K)

Temperature (K)
c

T > Tc

T > Tc
T = Tc

G

d

G

T = Tc
D

D

T < Tc

T < Tc

.
Figure 3.1: Qualitative representation of the temperature dependence of the order parameter
(in this case the spontaneous polarization) in (a) first- and (b) second-order phase transition.
Variation in the free energy curves as a function of polarization at T > T0 , T = T0 and T < T0
for (c) first- and (d) second-order phase transition [1, 9]
Many models were developed with the intent of highlighting the microscopic origins of ferroelectricity (FE). One of the first microscopic models proposed by Cochran in Ref. [15] attributed
the origin of the FE phase transition to soft modes. The model known as the phenomenological
(i.e., the phenomena observed are expressed in simple mathematical forms without great in-depth
consideration to their fundamental significance [16]) Landau-Devonshire theory is used to describe
the temperature behavior of ferroelectrics at the macroscopic level. Both theories are introduced in
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the following two sections.
3.2.1

Landau Theory of Phase Transitions

In the vicinity of the transition, the Landau theory stipulates that the expression of the free energy
is a polynomial expansion of the thermodynamic potential with respect to the order parameter.
For such expansion, only the symmetry-compatible terms are retained with the assumption that
the expression remains valid before and after the phase transition. As an example, Eq. 3.4 shows
the Taylor expansion describing the free energy in terms of the polarization, P, for the case of FE
materials. Eq. 3.4 follows a simplified Landau-Devonshire description of the free energy where the
strain is neglected.
1
1
1
F = A(T − TC )P2 + BP4 + CP6 ,
2
4
6

(3.4)

The expansion is truncated at P6 term for mathematical simplicity. T is the temperature, A, B
and C are temperature independent coefficients and TC is the Curie temperature (TC is specific
to second-order phase transitions in Eq. 3.4. Nonetheless, Eq. 3.4 also holds for first-order phase
transitions, in which case TC is replaced by T0 ). The values of the coefficients A and C are positive
in all ferroelectrics while the sign of the B coefficient will demonstrate the nature of the phase
transition from the paraelectric to the FE phase. In this expression, the internal energy and the
entropy of Eq. 3.27 are described as follow:
1
1
1
U (P ) = − ATC P2 + BP4 + CP6
2
4
6

1
S(P ) = AT P2
2

(3.5)

By changing the sign of B the two pictures for the first- and second-order phase transitions arise. In
fact:
• B < 0 is illustrated in Figure 3.1 (d) as the free energy evolves continuously from a single
well to the double well potential. We can estimate the equilibrium value of the spontaneous
polarization by obtaining the solution of the following equations:
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∂F
= 0 and
∂P

∂ 2F
>0
∂P2

(3.6)

When the P6 term is neglected, the following is obtained from the first differential:

A(T − TC )P + BP3 = 0

(3.7)

Its solutions are as follow:
– For T > TC : the only real solution is P= 0, which corresponds to the only minimum of
the free energy, which implies that above TC the spontaneous polarization vanishes as
shown in Figure 3.1 (b).
– For T < TC : P= 0 is a maximum point, while the other two solutions:
r
Pc = ±

A
(TC − T)
B

(3.8)

correspond to the minima of the free energy. In other words, as the temperature is
decreased below TC , the spontaneous polarization will appear and increase.
• B > 0: for this case, the order parameter jumps discontinuously and the phase transition is
called a first-order transition as seen in Figure 3.1 (a). A slight modification of Eq. 3.4 where
TC is substituted by T0 which no longer identified with the transition temperature.

1
1
1
F = A(T − T0 )P2 − BP4 + CP6 ,
2
4
6
Minimizing the free energy by taking

P=

∂F
∂P

B±

(3.9)

= 0 yields

p

B 2 − 4CA(T − T0 )
2C
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(3.10)

This result shows that, when T > T0 , the free energy may have two local minima at non-zero
polarization P as shown in Figure 3.1 (c). When the temperature is reduced, the polar phase
will become the most favorable at the Curie temperature TC which will be different and larger
than T0 . Between TC and T0 the paraelectric phase will correspond to a local minimum of the

PARAELECTRIC/CUBIC  	
PHASE	

FERROELECTRIC  PHASE	

Susceptibility  (χ)	

Susceptibility  (χ)	

free energy. The dielectric susceptibility will display a finite jump at TC (Figure 3.2a).

PARAELECTRIC/CUBIC  	
PHASE	

FERROELECTRIC  PHASE	

To	

To	

Temperature  (K)	

Temperature  (K)	

(a)

(b)

Figure 3.2: Susceptibility as a function of the temperature for a (a) first-order, and (b) secondorder phase transition.

3.2.2

Soft Modes Theory of Phase Transitions.

Soft modes describe vibration modes for which there is a reduction of both the frequency and the
effective force constant controlling that mode [17]. Similarly to the Landau theory mentioned in the
previous section, the soft mode theory was initially introduced as explanation to the genesis and the
mechanisms of ferroelectric phase transitions by Cochran in Ref. [15]. In fact, this particular theory
was introduced in the context of ferrodistortive transitions (i.e., phase transitions that occur as a
result of the softening or approach to zero of the zero-wavevector or Brillouin-zone-center [12]).
The Lydanne-Sachs-Teller (LST) relation relates the softening of the transverse optical phonon
frequency, ωT , and the anomalous increase near TC of the low-frequency dielectric constant (0)
for FE as follow:
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(0)
ω2
= LO
(∞)
ωT2 O

(3.11)

The main purpose of the LST relation was an attempt to explain the reason for the nonequivalency of the longitudinal (LO) and the transverse (TO) optical modes at k = 0 in ionic
materials. In other words, for the soft modes for which ωT → 0, the relation in Eq. 3.11 shows
(0) → ∞. Figure 3.3 shows a schematic plot of the TO soft modes for BaTiO3 as a function of
temperature obtained from Ref. [18].

Figure 3.3: Soft transverse optical (TO) mode frequency as a function of temperature in BaTiO3
bulk material. Reprinted from Ref. [18].
3.3

Critical exponents and Universality
The concept of critical exponents arises with the behavior of the order parameter close to a

continuous phase transition. Although most phase transitions are known to be first-order, certain
transitions such as the liquid-to-gas transition at a critical point is continuous. The intriguing fact is
that certain properties, for instance the specific heat near the liquid-to-gas critical point, may behave
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the same way as the specific heat near the paramagnetic-to-ferromagnetic phase transition in two
entirely different magnetic systems [19]. The phenomenon in which different systems demonstrate
the same critical behavior is called Universality. Usually, these universality classes are described
using critical exponents. For example, it is usually found that the order parameter of a continuous
phase transition varies as (T − TC )β for T close to TC . Other such behaviors are found for the
correlation length, the susceptibility and the magnetization as ξ ∝ (T − TC )−ν , χ ∝ (T − TC )−γ
and M ∝ (T − TC )−β respectively [11, 20, 19]. The powers ν, γ and β are universal, as they are
similar for a class that contain a variety of phase transitions. Moreover, their numerical value only
depends of a few physical properties such as the symmetry of the system, the dimensionality of the
order parameter (scalar, vector, etc.) and the dimensionality of space [11, 19].
3.4

The Perovskite Family
In the previous section, the general aspects of phase transitions were introduced. In this section,

the particularities of the ferroelectric phase transition in perovskite systems will be presented.
Furthermore, specific properties of ferroelectrics in general as well as key definitions and concepts
will be presented.
3.4.1

Structural Description

Complex oxides are a common occurrence in numerous crystal structures, and the perovskite
structure is counted among them. The name perovskites was given to the mineral calcium titanate,
CaTiO3 , with this particular crystal structure. They are very special in the field of solid states physics
due to their flexibility in terms of composition engineering. In fact, the possibility of substituting
one or more sites in the perovskite lattice with other elements within the periodic table are endless.
The general shape of the ABO3 perovskite structure can be viewed as two interpenetrating cubic
sub-lattices of A and B cations, within which each of the B site is within an octahedra formed
by six oxygen anions, as shown in Figure 3.4. In general, the prototypical perovskite crystallizes
into a cubic unit cell with 5 atoms with a P m3̄m space group, which defines a high temperature
paraelectric structure. When the temperature is lowered, these compounds may undergo different
types of polar or non-polar structural phase transitions. However, most of the real systems deviate
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from the ideal structure by slight atomic rearrangements in the crystal and are the main reasons
behind the variety of functional properties for which perovskites are known.
PEROVSKITE  CRYSTAL  STRUCTURE	

O	
B	

z	

y	
x	

A	

Figure 3.4: Perovskite Structure: Schematic representation of the perovskite structure ABO3 .
The A sites’ atoms are shown in blue, B site’s atom in green, and oxygen atoms are in red.
3.4.2

Origin of Structural Instabilities and Stability Criteria

Many of the functionalities of perovskite oxides are strongly related to both the crystal structure
and the anisotropy (i.e., the dependence of certain properties on direction). Hence, during a phase
transition, at a certain temperature or pressure, it is expected that such properties will be influenced
critically, either by being enhanced or disappearing. In fact, three characteristic distortions may
occur within the ABO3 perovskite structure during phase transitions:
• First, the B-site cation displacement may be due to its covalent bonds with the nearby oxygen
atoms [21].
• Second, the rigid rotation of the BO6 (octahedral unit) are favored when certain properties of
the A-site cations are met, namely size, electronegativity etc... [22].
• Third, Jahn-Teller distortions of the BO6 unit may occur resulting from the degeneracy of the
electron states present on the B-site cation [23].
The nature of the instabilities mentioned above usually consists of the collaborative long-range
displacements of atoms in the crystal which impart to the ground state properties of the material.
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(a)

(b)

(c)

Figure 3.5: Distortions within the perovskite oxide: (a) Polar displacement of the B-site cation;
(b) rigid rotation of the BO6 octahedron; and (c) Jahn-Teller distortion of the octahedron. Legend:
A atoms (blue), B atom (red), and oxygen atoms (white).
3.4.3

Ferroelectric Phase Transition

One important phase transition within the perovskite family is the ferroelectric phase transition
and regardless of the classification that is used or the subgroup that best describes their general
behavior, ferroelectric crystals present one or more ferroelectric phase transitions. In general
terms, it means that the high temperature, non-polar cubic structure (centrosymmetric) transforms
into a polar structure (non-centrosymmetric) below a critical temperature TC known as the Curie
temperature [9]. The main features of the ferroelectric phase transitions are:
• Dielectric polarization from small displacements that break the symmetry of the crystals.
• The phase transition is characterized by a divergent dielectric susceptibility, illustrated in
Figures 3.2 (a) and (b).
• The dielectric polarization can be reversed by the application of an electric field.
The polarization reversal can be understood from Figure 3.6 which illustrates a hysteresis loop.
Introduced in Section 2.2.1, a hysteresis loop is characteristic to ferroelectrics and ferromagnets,
and shows the dependence of the system to an applied electric field. To begin, the field is applied
along the direction of the polarization, P , where P increases by ∆P which is related to the applied
field via the dielectric susceptibility by the following relation: ∆P = χE. The field is then reduced
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to zero, and the polarization returns to its equilibrium value P0 . The polarization switches direction
when the field is increased in the opposite direction and reaches the value Ec known as the coercive
field. The polarization increases in magnitudes along the opposite direction upon reaching the a
saturated value.
P	

P(Cm-‐‑2)	
E	

Psat	
Pr	

T  >  Tc	

-‐‑Ec	

Ec	

E(Vm-‐‑1)	

T  <  Tc	

Figure 3.6: Ferroelectric hysteresis loop, demonstration of the polarization reversal

Many quantitative theories were developed in order to explain the ferroelectric phase transition.
Based on these theories many aspects of the transition were identified in two distinct groups,
displacive (most of the double oxide ferroelectrics such as BaTiO3 ) or order-disorder (KDP,
Rochelle salt and isomorphous compounds) transitions.
Displacive Phase Transitions
The main feature of the displacive type of ferroelectric phase transition is the symmetry-breaking
displacement of the atoms allowing for the formation of a dielectric polarization of the crystal.
In other words, within the polar structure, the center of gravity of the positive charges no longer
coincides with the center of gravity of negative charges, resulting in a dipole moment. Therefore
the low temperature structure is characterized by the presence of a polarization along its polar
axis, which brings back the definition of a ferroelectric compound as one possessing an electric
polarization even in the absence of an electric field.
Within the ferroelectric phase, the energy of a real system is minimized by the formation of small
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regions within the crystal where the polarization points along different directions. For instance, in
PbTiO3 , the polarization can point along any of the h001i direction of the previous cubic phase (i.e.
[100], [010], [001], [1̄00], [01̄0], [001̄]). In this particular case, there are six possible polarization
states which can be found anywhere in the crystal. These regions are more commonly referred to as
domains and the boundary between two domains are the domain walls as shown in Figure 3.7.

Figure 3.7: Ferroelectric domain wall. As an electric field is applied, the domain walls appears
to move within the crystal [9].
In Section 3.2.2the soft modes aspect of phase transition were introduced. Some of the characteristics specific to certain phase transitions (i.e., ferrodistortive phase transitions) were defined
in terms of the dynamics of the lowest transverse optical (TO) phonons. The displacive phase
transition can also be explained in terms of the soft optical phonon, which has specific behavior in
this type of transition. These soft modes are oscillatory and propagate in the crystal with a frequency
that tends to zero at TC .
Order-Disorder Phase Transition
Similarly to the aforementioned displacive transitions, the order-disorder transitions are also a
form of a structural phase transition that occurs in ferroelectric materials. The notion of order in
a crystal is differentiated by short-range (SR) and long-range (LR) ordering. The former extends
on the length scale of neighboring atoms while the latter pertains to length scale approaching
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infinity [9]. It is therefore expected that, for the order-disorder transition the system will undergo,
upon heating a transition from a structurally ordered phase to a phase with complete disorder will
occur. As an example, the order-disorder transition for a binary system such as, brass (CuZn), is
taken under consideration and illustrated in Figure 3.8 (a) and (b). The two components crystal will
have the following properties:
• At temperatures close to the absolute zero, the ground-state of the structure presents each
atom of each component separately occupying a sub-lattice of the crystal. Figure 3.8 (a) shows
a completely ordered body-centered structure, which contains two interpenetrated simple
cubic (SC) sub-lattices. The ordering consists of having one of the sub-lattice, constituted of
the corner atoms of the body-centered cubic (BCC) structure, occupied only by Cu atoms;
while the other sub-lattice, with the center atoms sites, occupied by the Zn atoms.
• The high temperature structure is typified by a random distribution of both types of atoms
throughout both sub-lattices (see Figure 3.8 (b)) resulting in complete disorder.

ORDERED  STRUCTURE	

Cu	

DISORDERED  STRUCTURE	

Zn	

a

b

Figure 3.8: Order-disorder phase transition of brass (CuZn) (a) shows the ordered structure, a
BCC structure consisting of two interpenetrating SC sublattices of Cu (blue spheres) and Zn (red
spheres) and (b) shows a random distribution of Cu and Zn atoms through out the structure.
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In the case of a ferroelectric order-disorder phase transition, the order refers to the ordering
between local electric dipoles (rather than atomic ordering). In fact, the ferroelectric order-disorder
was first presented in a study by Comes et al. in Reference [24] where diffuse scattering of X-rays
and electrons from KNbO3 where obtained. The B atoms in the ABO3 system, niobium (Nb), in
the particular case illustrated in Figure 3.9, have 8 possible (equivalent) off-centered positions
away from the body-center and along the body diagonals of the cell (along the h111i directions).
The high temperature cubic phase (meaning above TC ) is characterized by the presence of local
dipole moments without long-range ordering resulting in a zero macroscopic polarization (see
Figure 3.9 (a)). In other words, the high temperature macroscopic symmetry is the result of the
averaging of the eight possible positions generated by the thermal agitations of the B atoms.

b

a

[100]	
P	

d

c
[110]	
P	

P	

K	

O	

Nb	

[111]	

Nb  possible  displacement	

Figure 3.9: Position of Niobium atoms at (a) T > TC , in the 8 equivalent h111i direction (cubic
phase), and T < TC , (b) in 4 nearest-neighbor sites for an average displacement along the [100]
direction (tetragonal phase) (c) in 2 nearest-neighbor sites for an average displacement along
the [110] direction (orthorhombic phase). Finally (d) At very low temperatures only one site
is occupied on average,for an average displacement along the [111] direction (rhombohedral
phase).
As temperature is decreased, the mobility of the B-sites and their possibility of tunneling into
other positions decreases as well. First, a tetragonal symmetry is obtained when the B-sites occupy
(on average) the possible positions that are now reduced to 4 nearest-neighbor sites, which results
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in an average displacement along the [100] direction and a nonzero macroscopic polarization, as
illustrated in Figure 3.9 (b). Second, the following long-range symmetry is orthorhombic and only
two possible nearest-neighbor sites can be occupied, the resulting macroscopic polarization is now
along the [110] direction. Third and last, for very low temperatures, a rhombohedral symmetry
is obtained, where the B-site within a unit cell is lodged within the potential well of one of the 8
possible positions, resulting in a local dipole moment. Due to the low temperature, this is the most
ordered state since the B-sites have the lowest mobility and it is practically impossible for these
atoms to tunnel through the potential barrier and assume different positions. In the long-range, there
is an alignment of the dipole moments within each cell along the [111] direction.
It is noteworthy that BaTiO3 , KNbO3 , and PbTiO3 seem to present both displacive (the existence
of a soft mode) and order-disorder phase transition characteristics. Figure 3.10 shows the structural
model for the different types of displacement for the three types of atoms in BaTiO3 . For instance,
in Reference [25]:

1	
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4	
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Ti	

7	
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Ba	

.
Figure 3.10: Structural model of the disordered high temperature paraelectric phase in BaTiO3 .
The titanium has eight local displacement along the [111] direction (red), the barium has 12
possible local displacements along the [110] direction (blue) and the oxygen is displaced along
a ring within the plane of the face to which it belong (white). This figure was adapted from
Reference [25]
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• Ba atoms displace along an equivalent h110i direction, resulting in 12 possible local positions.
• Ti atoms displace along an equivalent h111i direction, in other words, 8 local positions are
possible.
• O atoms displace along a ring which is fixed on the plane (or face) containing the oxygen
atom.
The quantitative measure of the degree of order as a function of temperature provides a method to
determine the effects of order on the thermodynamics properties of materials.
3.4.4

Other phase transitions in ferroelectrics

Here will be discussed the many other types of displacive phase transitions that exist within the
families of ferroelectric materials such as:
• Antiferroelectric phase transition: this phase transition occurs in a large class of materials
in which adjacent lines of ions displace along opposite directions. Although, the arrangement
of the dipole moments might result in a lack of overall spontaneous polarization, other
deformations and changes occur, namely changes in the dielectric constant.
• Ferroelastic Phase Transition: the ferroelastic phase transition is defined by the presence of
a spontaneous strain which is reversible when a suitable external stress is applied. Similarly
to the ferroelectric phase transition for which at TC the dielectric susceptibility diverges, an
analogous quantity exists in the case of the ferroelastic phase transition: the elastic compliance
(i.e., the inverse of the elastic constant), which diverges as well at the ferroelastic transition
temperature. Other quantitative characteristics confirm this transition such as the softening of
one or more of the elastic constants of the material.
• Rotational Phase Transitions: this phase is characterized by the small rotations of the BO6
tetrahedra where B represents the aforementioned B-sites in the perovskite structure. The
schematic representation of this rotational phase transition, in Figure 3.11, shows an example
of the rigid rotation occurring in SrTiO3 .
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Figure 3.11: Illustration of the rotation of the TiO6 octahedra describing the displacive phase
transition occurring in STO. Each adjacent octahedron have oppositely directed tilts. Legend:
Atom (blue), B atom (red), and oxygen atoms(white).
When synthesizing perovskites, different parasitic structures may develop, and a main method exists
to determine whether the perovskite structure is stable. In fact, the tendency of ABO3 perovskites to
be either ferroelectric or anti-ferrodistortive is closely related to a certain tolerance factor known as
the Goldschmidt tolerance factor t:
rA + rO
t= √
2(rB + rO )

(3.12)

where rA , rO and rB are the ionic radii of the A, O and B atoms respectively, in the ABO3 structure.
Perovskites with a tolerance factor t > 1 usually are ferroelectric, while a tolerance factor t < 1
usually yields a phase with tilts of the oxygen octahedra as seen in Figure 3.11. For instance, for
PbTiO3 , t = 1.02 and a ferroelectric phase is the ground state.
3.4.5

Physical Properties

The most characteristic phenomenon of ferroelectricity is the existence of a hysteretic cycle
below TC (see Figure 3.6). This cycle is linked to the domain walls motion under the influence of
an electric field. It gives the variation of the polarization, P, as a function of the applied external
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electric field. When such an external electric field is applied, the dipole moment will take the same
orientation as the applied field which yield a maximal saturated polarization, Psat . Above TC , the
hysteresis cycle disappears and the variation of the polarization with respect to the applied field
becomes linear (see inset in Figure 3.6).
Polarizability and Dielectric Properties
The dielectric permittivity, ε, is defined as the ability of a material to accumulate charges when
an electric field is applied. It is simply defined in the following equation relating the electric
~ and the electric field E:
~
displacement D
~ = εE
~
D

(3.13)

~ to the polarFurthermore, using the Maxwell equations which relates the electric displacement D
ization, P~ , Eq. 3.13 can be written as follow:
~ = (ε0 εr E)
~ = (ε0 E
~ + P~ )
D

(3.14)

where, εr = (ε/ε0 ) and ε0 are the relative permittivity and the permittivity of free space respectively.
~ global , as seen in
• Macroscopically, the polarization can be related to a global electric field, E
the following expression:
~ global
P~ = ε0 χE

(3.15)

were the susceptibility, χ = εr − 1, of a dielectric material measures the ability of a material
to polarize in response to an electric field.
~ local to the polarization.
• Microscopically, the polarizability, α, relates the local electric field E
~ =
P

X

~ local (j)
(Nj αj )E

j

37

(3.16)

~ local (j) is
where Nj is the concentration of charged species, j. αj is the polarizability and E
the local electric field at the j th atom site.
Crystal structures for which the Lorentz field is obtained can be described by:
~
~ local = E
~+ P
E
3ε0

(3.17)

which in turn links the dielectric constant to the sum of the different polarizabilities using the
Clausius-Mossotti relation:
εr − 1
1 X
=
Nj αj
εr + 2
3ε0 j

(3.18)

From Eq. 3.18, the expressions for the dielectric constants can be deduced as a function of the
polarizability αj and the concentration Nj of the j th ions.

εr =

1+
1−

2
3ε0
1
3ε0

P

Pj

j

Nj αj
Nj αj

(3.19)

The important point is that the dielectric constant becomes very large for temperatures in the vicinity
of a ferroelectric phase transition due to the polarization catastrophe, seen from Eq. 3.19. When a
P
certain condition is met, namely when j Nj αj = 3ε0 the dielectric constant diverges to infinity,
this phenomena is temperature dependent and occurs at TC . In order to describe the permittivity and
the susceptibility behavior, in the vicinity of the phase transition, the phenomenological LandauDevonshire introduced in section 3.2.1 can be used. Indeed, the dielectric susceptibility can be
obtained as follow from Eq. 3.4 neglecting the P6 term.

χ−1 =

∂ 2F
= A(T − TC ) + 3BP2
∂P2

(3.20)

χ−1 = A(T − TC )

(3.21)

• For T > TC where P = 0
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q
A
• For T < TC where Pc = ± B
(TC − T) and substituting for P we get the following:

χ

−1


= A(T − TC ) + 3B


A
(TC − T)
B

χ−1 = 2A(TC − T)

(3.22)

Eq. 3.22 demonstrates the temperature dependence of the dielectric susceptibility above the
transition temperature TC , which in certain ferroelectric materials obey an important and simple
law called the Curie-Weiss law. In general terms, the Curie-Weiss law is expressed as follow:

χ=

Ccw
T − T0

(3.23)

where Ccw and T0 are the Curie-Weiss constant and temperature, respectively. The Curie temperature is distinct from the Curie-Weiss temperature since this law is not universal to all ferroelectrics.
Furthermore, in certain ferroelectrics with second-order phase transitions the Curie-Weiss temperature T0 practically coincides with the transition TC , unlike the case of first-order transition where
T0 6= TC [10].
3.5

Ferroelectric Nanomaterials
Ferroelectricity in the bulk system arises from a delicate balance between short-range (SR)

repulsive forces and long-range (LR) Coulomb forces. However, somewhere between the subnanometer and bulk system size, materials exhibit remarkable physical properties that are distinct
from that of bulk material. Whether it be by lowering the melting point or reducing the lattice
constants, reducing the size of compounds in one or more directions will influence the properties
of the material. For the particular case of ferroelectrics, the SR forces, which are dictated by nearneighbor interactions, are expected to be modified at the surface regions. One of the main research
thrust of the 1990s was directly connected to the surface effects arising from the size reduction of
materials. It was thought that below a critical thin film thickness (of the order of 10-20 nm [26])
that ferroelectricity would disappear in the material. Since then, advancements in synthesis and
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characterization techniques have pushed the limits of the critical thickness to even lower dimensions.
Furthermore, accurate theoretical studies have predicted these lower dimensions to be in the range of
a few nanometers (i.e., 1.2 nm in Reference [27]). Based on these new findings and insights, many
studies have been triggered that focused on the understanding of the ferroelectric finite size effects in
perovskite oxide nanostructures. These experimental and theoretical studies aimed at understanding
the polarization structure, phase transitions, domain pinning, and the superparaelectric phase limits.
In this section, the advancements made in the understanding of ferroelectric nanomaterials are
reviewed. The focus is on the principal effects that contribute to the dramatic changes in material
properties as the perovskite structures are reduced to these dimensional extremes.
From the literature, the changes that occur in solid matter when the particle size is decreased to
the sub-micrometer scale are often a direct consequence to one or several of the following categories:
• The quantum size effects is manifested by the discretization of energy levels found in small
particles compared to a continuous energy level encountered in bulk systems.
• Surface and interface effects exist in ferroelectric nanostructures due to the fact that one or
more faces of the ferroelectric material are free surfaces. The lack of neighboring atoms and
the increase in the surface/volume ratio contribute to the increase in importance of surfaces
and interfaces effects as nanostructure sizes are decreased. Surface relaxation and surface
reconstruction are common phenomena in ferroelectric nanostructures and influence greatly
the physics of the material (i.e., the chemical bonds and the Born effective charge) near the
surface/interface.
• Structural changes involving the cell parameters and lattice symmetry are size-dependent.
As a result, the lattice constants usually expand in most non-metallic solids, which often
modifies some of the physical properties.
3.5.1

Thin films

Ferroelectric films have contributed widely to modern technological applications as radio
frequency (rf) devices, nonvolatile memory, sensors and actuators since the mid 1980’s [28]. Today,
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ferroelectric thin films have dimensions below 100 nm in the growth direction and are classified as
2D nanostructures. They can be used as single layers within a device, or as heterostructure with the
stacking of different material layers in superlattices. The study of ferroelectric thin films follow
many trends, among the most important are the effect of surface and interfaces on the ferroelectric
properties and the effect of mechanical constraints introduced through strain engineering. With
advancement in heteroepitaxial coherent growth, substrates with modified lattice parameters are
used in experimental studies of strain effects on ferroelectric complex oxides.
Surfaces and interfaces
One of the many size effect studies conducted on thin films these past few years have focused on
the presence of dead layers (i.e., a parasitic low permittivity region [29]) occurring at the interfaces
between a ferroelectric thin film layer and the upper and lower electrodes in ferroelectric capacitors,
as illustrated in Figure 3.12. First-principles studies have shown that the formation of the dead
layer resulted from the partial screening of the depolarizing field (Edep ) (see Figure 3.13), which
is an intrinsic property of metal/ferroelectric interfaces [30]. In fact, Vendik et al., through their
experimental studies reported in Reference [31], demonstrated that the use of electrodes with
structures close to that of the ferroelectric thin layer were preferable to noble metals. The careful
choice of the electrode was found to be beneficial in reducing the screening length and led to
interface-induced enhancement of the ferroelectric properties [32]. Microscopically the subject
was studied by Zhou et al. considering the vibrational modes of dipoles close to the interfaces (see
Reference [33]).
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Upper  electrode	
Dead  Layer	

Ferroelectric	
Dead  Layer	

Lower  electrode	

Substrate	

Figure 3.12: Schematic representation of dead layers in thin films.

The aforementioned depolarizing field plays a leading role in the suppression of the polarization
in ferroelectric nanostructures in general. Here the depolarizing field effect in the case of a
ferroelectric slab is introduced. Figure 3.13a shows that as a ferroelectric slab in a vacuum is
polarized in the out-of-plane direction, surface charges will be present on each surface. Due to the
discontinuity of the polarization Pz at the surface, these surface charges will generate an electric
field in the opposite direction.
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Figure 3.13: Electrical boundary conditions illustration for (a) a free ferroelectric slab in vacuum
with an out-of plane polarization generating a depolarizing electric field Edep and (b) a shortcircuited ferroelectric slab under screening conditions. In (b) the slab is between “perfect
metallic” electrodes which screen the surface charges.

Using the previous expression relating the electric displacement to the polarization (see Eq. 3.15),
the depolarizing field can be expressed first by applying the continuity of the perpendicular component of electric displacement D⊥ at the interface, being zero in the vacuum region:

D⊥ = ε0 Edep + αPz = 0

(3.24)

which gives the following expression for the depolarizing electric field:

Edep = −α

Pz
ε0

(3.25)

where α is the depolarization factor depending only on the shape of the object placed in the field, with
0 ≤ α ≤ 1. For example, for a thin plane: α = 1, a long, thin bar: α = 0, a sphere: α = f rac13.
This electric field will suppress the polarization Pz completely. Figure 3.13b illustrates the screening
of the depolarizing field, allowing in such case the ferroelectric thin films to be polarized in the
out-of-plane direction. Pz can be switched by applying an electric field.
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Strain engineering
The sensitivity of ferroelectric bulk systems to pressure and mechanical constraints is well
known, for that matter many studies have been emphasized on imposing epitaxial strain on ferroelectric thin films and superlattices [34, 35]. Strain is the change in the dimensions of a material
from their equilibrium values, and has been shown to play an important role in the ferroelectric
properties of thin films and superlattices. In thin films, a careful choice of the electrodes is also
relevant in producing strain within the material. The study of these imposed mechanical constraints
on ferroelectric thin films are currently referred to as strain engineering. These thin films consist
of thin layer of a particular material grown with specific orientation and lattice parameters onto
a substrate made up of a different material. Generally, the lattice parameters of the film and the
substrate are mismatched, thus resulting in the alteration of the dimensions of the film and eventually
producing strain.
The effects of the change in the lattice parameter of the substrate resembles the effects involving
thermal expansion and/or pressure. However, the epitaxial strain on the lattice parameters is
anisotropic (i.e., only one or two dimensions in the lattice will be constrained). The in-plane lattice
will therefore expand (i.e., under tensile strain) or contract (i.e., under compressive strain) with
respect to its bulk value in the constrained directions. One extensively studied epitaxially grown
system is PbZrx Ti1−x O3 (PZT) deposited into [001] SrTiO3 [28]. Moreover, strain as low as ±1%
have been found to enhance ordering temperatures and the coercivity of perovskites [36, 35], and
induce polarization in incipient ferroelectric materials such as SrTiO3 [37].
However, the understanding of the influence of strain on certain properties require theoretical
insights. In fact, theoretical calculations of the temperature-versus-misfit-strain diagram in BaTiO3
and SrTiO3 was performed using thermodynamic analysis in References [34] and [36]. More
recently, Lai et al. investigated the role of surface/interface, thickness and electrical boundary
conditions of (001) BaTiO3 under strains between ±3% [38] using a first-principles-based method
(see Figure 3.14).
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(a)

(b)

(c)

Figure 3.14: Temperature-misfit strain phase diagram of the epitaxially simulated growth of
(001) BaTiO3 ultrathin films with (a) a thickness ∼ 20 Å(m=5) and under ideal SC conditions; (b)
a thickness around 28 Å (m=7) and under ideal SC conditions; (c) a thickness around 20 Å(m=5)
and under a residual depolarizing field. Reprinted from Reference [38].
3.5.2

Nanowires

FE nanowires are considered as fillers in flexible capacitor organic films as well as the potential
media for ultrahigh-density computer memories [39]. Their technological importance is all the more
evident as the numerous experimental and theoretical investigations that are shaping the knowledge
base of these structures. The focus around their synthesis is aiming at shape, size and position
control. Characterization tools are now available for more precise evaluation of their physical,
dielectric and polarization state [40]. Advancements in the resolution limits of ∼ 100 Åwere made
in probing techniques such as piezo force microscopy (PFM) and ultrahigh vacuum scanning probe
microscopy (SPM), which have shown the stability of the polarization state in single crystalline
BaTiO3 nanowires [40, 41]. These studies demonstrated the inducement of the polarization as well
as its sensing and manipulation in both the axial [40] and transverse directions [41]. The theoretical
interest in 1D ferroelectric nanostructures has the objective of understanding the polarization
structure, phase transitions, as well as the fundamental limits for the existence of ferroelectricity.
Many studies were undertaken, most noticeably that of Fu, Naumov and Bellaiche in the study
of ferroelectric nanomaterials using first-principles calculations in References [42, 43, 44]. Their
results predicted the formation of vortex patterns inside BaTiO3 [42] and PZT nanoscale dots and
wires [43].
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Further ab initio calculations by Geneste et al., in Reference [45], were performed to obtain the
properties of BTO nanowires from first principles. These calculations demonstrated that a stable
FE polarization existed along the nanowire axis above a diameter of 1.2 nm [27] and showed the
disappearance of ferroelectricity below 1.2 nm. However, ferroelectricity was recovered upon the
application of a tensile strain onto the nanowire. The combination of experimental and theoretical
study of nanowires proved to be fruitful in the discovery of modification in phase transitions from
the bulk system. In fact, in Reference [46] a low symmetry monoclinic ground state was found
experimentally in free standing potassium niobate (KNbO3 ) nanowires, which was then confirmed
by a theoretical study of free-standing BTO nanowires. Both KNbO3 and BTO have the same phase
sequence in their bulk forms and presented similar phases as nanowires.
3.5.3

Nanoparticles

Thus far, the general property modifications occurring in ferroelectric perovskites as dimensionality and sizes are reduced have been discussed for the 2D and 1D structures. The 0D is of
importance as well. For ferroelectric particulates, as size is reduced a few trends are observed:
• As size is reduced below 0.1 µm the tetragonal distortion characterized by the ratio c/a
decreases, and is accompanied by a decrease of the critical temperature TC as well [47].
• As the particles’ size is reduced, the ferroelectric phase transition becomes more diffuse (i.e.,
there is a broadening of certain characteristic properties such as the dielectric susceptibility
over a wider range of temperatures) [48].
The diffuseness coefficient γ measures the broadening in the χ-versus-T curve as follow:
1
1
−
= C(T − Tmax )γ
χ χmax

(3.26)

where C is a constant, Tmax is the temperature at which the dielectric permittivity or susceptibility
is maximum meaning χ = χmax respectively. γ = 1 translates a perfect Curie-Weiss behavior
while γ = 2 corresponds to a completely diffuse phase transition [48, 49]. Table 3.2 shows the
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variation of the diffuseness coefficient as a function of the size of PbTiO3 nanoparticles. Here,
the reported size is the coherently diffracting domain size (dXRD ) obtained from X-ray diffraction
(XRD) measurements .
System
Particles

XRD size (dXRD ) (nm)
31 nm
57 nm
81 nm

Diffuseness (γ)
1.503
1.17
1.00

Table 3.2: Variation of the diffuseness coefficient as a function of particle size in PbTiO3 .
Information obtained from Reference [48].
Toroidal ordering and winding number
Formerly predicted by Kittel in 1946 [50], the circular ordering of spins in nanostructures of
magnetic systems was also observed in relation to size reduction. In recent years, on a fundamental
point of view, research on low-dimensional ferroelectrics have disclosed novel features distinctive to
the nanoscale range and these include the formation of 180◦ stripe domains in ultra-thin films [51]
and the prediction of electric dipole vortex states in zero-dimensional particles [43, 52]. The toroidal
moment is described in Eq. 3.27.
"
#
X
1
~i =
~i
G
p~i × R
2N
i

(3.27)

~ i and N is the total number of simulation
where, p~i is the dipole moment at cell i located at R
cells. Figure 3.15 shows a summary of the different dipolar arrangements that occur in ferroelectric
nanostructures characterized by the toroidal moment and winding number, n. In this work the
winding number was determined by visualization of the patterns.
The complex domain structures in FE materials are formed to reduce the depolarizing field
energy, which becomes very important in very nanoscale ferroelectric structures. The formation
of domain structures, however, introduces the formation of domain walls which are energetically
taxing particularly to nanoscale systems. Instead, a curling of the polarization configuration (i.e., a
vortex) is favored and has been predicted for various nanoparticulates in References [43, 53].
47

Further insights on how to manipulate the vortex configurations in ferroelectric nanoparticles
should allow the development of new functionalities in devices [2, 54]. For instance, the possibility
of axisymmetric vortex core in nanodots was suggested recently by Scott in Reference [39] where
novel geometric ordering in ferroelectric materials, based on the work of Naumov et al. in
Reference [43] in conjunction with the work of Gorbatsevich and Kopaev in Reference [55],
were presented. In Reference [54], first-principles based atomistic simulations were used to predict
the formation of ferroelectric bubbles by the aligning the vortex cores along a closed path. These
works of the toroidal ordering in ferroelectric materials suggest promising area of research for
low-dimensional systems.
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Figure 3.15: Schematic representation of electric dipole arrangement in ferroelectric nanostructures.

3.5.4

Nanocomposites

Composites blend the properties of two or more distinct materials to exhibit highly desirable
properties that are not found in the individual components. They are usually engineered to combine
the best properties of the different phases (or materials) and are often lightweight, strong, ductile,
high-temperature resistant, hard and yet-shock resistant [56]. One may consider, for instance,
fiber-reinforced polymers and fiberglass, which are a few examples of conventional composite,
combining a soft medium or matrix (typically a polymer) that encapsulates a stiffer, load-bearing
filler in the form of a fiber or particles [57]. With the arrival of nanostructures, unveiling new and
improved properties compared to their bulk counterparts, it is expected that composites made up
of such nanostructures will have more interesting combination of properties. Such composites are
referred to as nanocomposites and count three basic types. Figure 3.16(a),(b) and(c) illustrates the
three most important types of nanocomposites (i.e., zero-dimensional (0D), one-dimensional (1D)
and two-dimensional (2D) nanocomposites, respectively).
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a

c

b

d

Figure 3.16: Basic types of nanocomposites with (a) spherical nanoparticles (0D), (b) columnar
nanoparticles consisting of nanowires and nanotubes (1D), (c) stack of thin films (2D), and (d)
well-ordered nanowires and nanotubes. This figure was adapted from Reference [47].

One of the main features of nanocomposites is the increase in surface area provided by the
embedded nanostructures. The availability of more surfaces implies more interaction with the
matrix, which contributes directly to the enhancement of certain properties. For instance, nanotubes
of about 10-nanometers (nm) in diameter have approximately 1000 times greater interfacial area
than a 10-micrometer (µm) conventional fiber with the same volume. Hence, the nanometer fiber or
nanotubes may have greater physical influence on the morphology, crystallinity and strength of the
matrix [57]. The many phases in which matter can be classified reveal the myriad of possibilities that
can be applied to nanocomposites. In that sense combining the multifunctionality of ferroelectric
perovskites within another ferroelectric matrix should enhance useful properties such as the dielectric
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constant and tunability. In this dissertation part of the study is on the combination of ferroelectric
phases, i.e., Barium titanate (BaTiO3 ) 1D nanostructures (i.e., nanowires and nanotubes) within a
barium strontium titanate ((Ba,Sr)TiO3 ) matrix as seen in Figure 3.16(d).
3.6

Ferroelectric materials in this study
Here are presented the main features and properties of the bulk systems of BaTiO3 , SrTiO3 and

(Ba,Sr)TiO3 as references for the results that will be discussed in subsequent chapters.
3.6.1

Barium titanate: BaTiO3

BaTiO3 is the model perovskite structure for ferroelectric and piezoelectric studies. The
simplicity of the unit cell as well as the sequence of well defined three ferroelectric phase transitions
contribute to the popularity of this compound. It is prototypically cubic at temperatures above the
Curie point and follows three phase transitions below TC :
• The paraelectric-to-tetragonal phase (TC ' 120◦ C) in which the polarization is oriented along
the [001] axis below TC . (see Figure 3.17 (b)).
• The tetragonal-to-orthorhombic phase (Tt−o ' 5◦ C) with polarization oriented along the
[011] axis Tt−o . (see Figure 3.17 (c)).
• The orthorhombic-to-rhombohedral phase (To−r ' -90◦ C), with polarization oriented along
the [111] direction below To−r . (see Figure 3.17 (d)).
If the center of mass is taken as reference, the transition from cubic to tetragonal phase is characterized by an opposite shift of cations (Ba2+ and Ti2+ ) relative to O−2 anions, giving rise to a
spontaneous polarization. Furthermore, these polar distortions are associated to a small modification
of the cell size and shape.
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Figure 3.17: Different polymorphs of BaTiO3 : (a) cubic lattice represented in grey, while in (b),
(c) and(d) the tetragonal, orthorhombic and rhombohedral polymorphs are in blue, respectively.

3.6.2

Strontium titanate: SrTiO3

Strontium titanate crystallizes in the cubic perovskite structure as shown in Figure 3.4 and
is known as an incipient ferroelectric. The incipient ferroelectrics, also known as quantum paraelectrics, remain in the paraelectric phase as their phase transition is suppressed by quantum
fluctuations [58]. Usually, the polar phase transition is induced by doping the compound with small
amounts of impurities. In the case of the SrTiO3 compounds the ferroelectric phase transition is
suppressed by quantum effects [37]. Nevertheless, SrTiO3 has only one phase transition from a
paraelectric cubic phase to a non-polar antiferrodistortive (AFD) tetragonal phase at a temperature
TC ' 105 K. This AFD phase arises from the alternate tilt of oxygen octahedra around the tetragonal
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axis and was previously discussed in Section 3.4.4 and was illustrated in Figure 3.11. Furthermore,
the dielectric properties of SrTiO3 are similar to those of the paraelectric phase of BaTiO3 , PbTiO3
and KNbO3 , meaning that there is a soft polar transverse optical (TO) mode whose frequency tends
to 0 close to TC . In this dissertation, ab initio calculations were performed with the STO medium
and induced tilting for comparison purposes with effective Hamiltonian computations.
3.6.3

(Ba,Sr)TiO3

Bax Sr1−x TiO3 is a solid solution, which combines the high dielectric constant of BaTiO3 and
the stability of SrTiO3 . As was previously mentioned in Section 3.4, the perovskite structure
is a very flexible system and, in the case of BST, samples can be engineered to have specific
Curie temperatures, TC , by varying the composition of Ba with respect to that of Sr. Using a
first-principles derived method (i.e., effective Hamiltonian) combined with Monte Carlo simulations,
Walizer et al. obtained the phase diagram shown in Figure 3.18. The calculated data was compared
to experimental values for various BST compositions from References [59, 60]. Their computations
were in overall good agreement with experimental values for Ba compositions above 25%. However,
a slight over-estimation of the orthorhombic-to-rhombohedral transition temperature was noticed
for the larger Ba compositions [61]. In order to engineer a material with a room temperature cubic
phase while keeping high dielectric properties, the best composition seem to be for a Ba ratio of x
= 0.7. For this dissertation, a well-ordered 1D BST nanocomposite was studied theoretically. A
typical schematic of the systems is given in Figure 3.16(d). The ratio of Barium that was mimicked
for the polar medium was x = 0.1 where the three experimental phases transitions merged for a
slightly polar medium.
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Figure 3.18: Phase diagram of disordered Bax Sr1−x TiO3 solid solution. This diagram shows
the dependence of phase transitions with temperature for different concentrations of Barium.
Reprinted from Reference [61].
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CHAPTER 4
Theory of Ferroelectrics: First-Principles Methods
4.1

Overview
In 1926, Erwin Schrödinger introduced an equation of fundamental importance for quantum

mechanics in Reference [62]. This special equation, known as the Schrödinger equation, when
solved, would give a complete description of the behavior of quantum mechanical systems. Nowadays, many theoretical studies of solid states materials are involved with computational simulations,
which are primarily used for solving the Schrödinger equation. For instance, in quantum chemistry,
these computational simulations are used to obtain approximate solutions, allowing the theoretical
determination of properties at the atomistic and molecular levels. Forty years after the Schrödinger
equation, in the mid-1960s, a set of theorems and equations mark the beginning of the density functional theory (DFT), a method of solving the many-body problem (i.e., systems of many interacting
particles) of molecules and crystals, which is exact in principle but requires approximations in
practice.
DFT is based on Reference [63] published in 1964 by Walter Kohn and Pierre Hohenberg,
in which two fundamental theorems pertaining to the electron density functional were proved.
Extending on the work from Reference [63], Kohn and Lu J. Sham published in 1965 a set
of equations in Reference [64] of tantamount importance. The remarkable value behind the
development of DFT was officially recognized in 1998, as Walter Kohn and John Pople were
awarded jointly the Nobel prize in chemistry. Kohn, for emplacing the foundations of the field
of DFT and Pople for developing a quantum chemistry computer code to calculate the electronic
structure of atoms and molecules [65].
DFT is known as a first-principles or ab initio technique (ab initio from the latin meaning “from the
start”) which indicates the use of the fundamental physical theory of quantum mechanics. It is a
methodology useful for quantitative studies of molecules and other finite systems but nonetheless
limited. In fact, first-principles methods such as DFT can only be considered for the ground56

states (i.e., the lowest energy state) of solids at zero temperature. In the study of ferroelectrics, the
focus is often on the functional properties having a strong dependence on temperature. For that
matter, these properties usually require simulation methods falling into two main categories:
• Continuum techniques such as the Landau-Ginzburg theory.
• First-principles-based schemes such as the effective Hamiltonian method. The first part of this
chapter will elaborate on the approximations and techniques used in solving the multi-body
problem for materials focusing of two first-principles theories, namely the Hartree-Fock (HF)
and DFT. The second part will focus on the first-principles-based effective Hamiltonian used
in this dissertation.
4.2

The many-body problem and approximations
In order to describe the state of a system in quantum mechanics, for instance a polyatomic

molecule, one postulate regards the existence of a function of the coordinates that changes with time,
called the wave function, Ψ. For one particle in one dimension, the system may be described by Ψ
= Ψ(x, t), which contains all possible information about the system. In classical mechanics, using
Newton’s second law, one can find future states from knowledge of the present state (i.e., initial
boundary conditions). Similarly, in quantum mechanics, the Schrödinger equation describes the
behavior of the wave function with time, provided that the wave function is known at some initial
time, t0 . With the initial boundary condition, the Schrödinger equation would allow the calculation
of the future wave function at any time.
However, the task is quite complicated as the basic Schrödinger equation is exactly solvable only
for the one-electron atom (i.e., hydrogen atom), and in the quantum mechanical study of crystalline
materials the Schrödinger equation cannot be solved exactly. Furthermore, the wave function
cannot be directly measured and the quantity which is experimentally observable is the probability
density, |Ψ(x, t)|2 , where |Ψ(x, t)|2 dx gives the probability at time t of finding the particle in the
region of the x-axis lying between x and x + dx where dx is an infinitesimal length on the x-axis.
For the remainder of this chapter, the Schrödinger equation is confined to its non-relativistic and
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time-independent expression therefore the wave function is only a function of the coordinates and
written as ψ and the probability density is |ψ|2 .
A full theoretical treatment of a polyatomic molecules would hopefully reveal the position of the
nuclei and electrons and the energy of these atoms as they remain stationary or are in motion. The
Schrödinger equation for a N -particle three-dimensional system is written in its time-independent
form for the energy eigenfunctions and eigenvalues as follow:

ĤΨ = EΨ

(4.1)

where Ĥ is the Hamiltonian operator of the system and Ψ = Ψi (r) is the time independent wave
function. This is a function of 3N coordinates of the N particles and represents a set of solutions
(where each set is indexed by i), or eigenstates, of the Hamiltonian. Each Ψi , of the system has
a corresponding eigenvalue, Ei that satisfies the eigenvalue equation. The determination of the
Hamiltonian depends on the physical systems being studied, for instance, the particle in a box or
an harmonic oscillator have well-known Hamiltonians that are simple enough for the Schrödinger
equation to be solved exactly. However, in solid state physics, the system of interest is that of Ne
electrons interacting with Nn nuclei, which are usually described by the following general and more
complex Hamiltonian:

Ĥ = T̂n + T̂e + Ûnn + Ûee + Ûne

(4.2)

Where T̂n and T̂e are the operators for the kinetic energy of the nuclei and electrons, respectively.
The term Ûnn represents the repulsions between the nuclei, while Ûee accounts for the repulsions
between the electrons. The final term Ûne represents the attractions between the electrons and the
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nuclei. A more explicit form of each of these terms is given as follows:

~2 X 1 2
∇ ,
2 α mα α
~2 X 2
T̂e = −
∇i ,
2m i
e2 X Zα Zβ
,
=
2 α6=β |rα − rβ |

(4.3b)

1
e2 X
,
2 i6=j |ri − rj |

(4.3d)
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|ri − rα |

(4.3e)

T̂n = −

Ûnn

Ûee =

Ûne = −e2

X
i,α

(4.3a)

(4.3c)

where α and β refer to nuclei and i and j refer to electrons. Also, mα is the mass of ion, α, with
charge Zα and m is the mass of the electron with its elementary charge, −e. The position of each
nucleus and electron are denoted by the generalized vectors rα (rκ,α where κ = 1, 2, 3 and α = 1,
· · · , Nn ) and ri ( rκ,i where κ = 1, 2, 3 and i = 1, · · · , Ne ), respectively.
In theory, solving the Schrödinger equation and finding the ground state of a system should
provide all the physical properties associated to that state. In reality, finding the ground states
proved to be a rather complicated affair. For example, for a practical material with a volume of
1 cm3 , the number of electrons is in the order of the Avogadro’s number (i.e., 1023 ), which is beyond
current computational capabilities. These numbers illustrate the many-body problem for which
many approximations have been developed in an effort to simplify the theoretical study of solids
and alleviate the computational cost. In the following sections, two such approximations will be
presented. First the very common Born Oppenheimer approximation which re-evaluates the system
into two distinct ones, and the Hartree-Fock approximation which transforms the many-body wave
function into many single-body equations.
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4.2.1

Born-Oppenheimer Approximations

An important intuitive assumption in quantum mechanics regards the mass of atomic nuclei
compared to that of individual electrons. The heavier nucleus, for which each proton or neutron
has a mass ' 1800 times greater than that of an electron (mα  m), does not respond as quickly
as an electron to changes in its surroundings. Hence, the system can be described in a different
manner, where the nuclei and the electrons are separated into distinct mathematical problems.
First, the nuclei can be viewed as fixed compared to the electronic motion. The approximation of
separating electronic and nuclear motion is known as the Born-Oppenheimer approximation. This
approximation is usually presented in two steps:
1. Describing the purely electronic motion and considering the nuclei as fixed. The change
in the nuclear configuration is now negligible when considering the electronic motion, the
nuclear kinetic-energy term introduced from Eq. 4.2, is now treated as a perturbation and the
Hamiltonian can be re-written emphasizing the different parts:

h
i
Ĥ = (ri , rα ) = Ĥel (ri , rα ) + Unn (rα ) + Tn (rα )

(4.4)

The Schrödinger equation for electronic motion is obtained by using the unperturbed Hamiltonian (meaning terms in the brackets omitting Tn which is the perturbation), which contains
the purely electronic Hamiltonian and the nuclear repulsions given in Eq. 4.3c as such:

(Ĥel + Unn )ψel = U ψel

(4.5)

The purely electronic Hamiltonian, Ĥel , is given by:

Ĥel = −

X Zα
1
~2 X 2
e2 X
∇i − e2
+
2m i
|ri − rα |
2 i6=j |ri − rj |
i,α

(4.6)

while the energy U is the electronic energy including the energy of the nuclear repulsion. There
is an infinite number of possible nuclear configurations (where the inter-nuclear distances
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qαβ = |rα − rβ | is fixed at constant values) and for each, solving the Schrödinger equation
will give an electronic wave function and corresponding electronic energy. The set of
electronic wave functions and energies depend parametrically on the nuclear configuration:

ψel = ψel,k (ri ; rα )
U = Uk (rα )

where k represents electronic quantum numbers. The important point is now that the only
variables in the Schrödinger equation for electronic motion (i.e., Eq. 4.4) are the electronic
coordinates (ri ). Since the nuclear repulsion term, Unn , is independent of these coordinates
and is constant at a given nuclear configuration, omitting it from the Hamiltonian will not
affect the wave function but simply reduce the energy eigenvalue as follow:

(Ĥel + Unn − Unn )ψel = (U − Unn )ψel
Ĥel ψel = Eel ψel

(4.7)

Here the purely electronic Schrödinger equation can be solved iteratively each step optimizing
the electron wave function to eventually find the ground state of the solid. The internuclear
repulsion term can be added to the purely electronic energy, Eel , after solving Eq. 4.7.
This technique solves the ground state energy, E, as a function of the nuclei positions (i.e.,
E(r1 , · · · , rNn ), the adiabatic potential energy surface [65])
2. Once the potential energy surface is calculated (meaning that the electronic Schrödinger equation was solved) the nuclear motions are considered. The whole system is further optimized by
adjusting each atomic position based on the force exerted on each atom until the whole system
is optimized and a global minimum is reached. When considering changing the nuclear con61

00

figuration slightly from r0α to rα , the electronic wave function as well as the electronic energy
00

are immediately adjusted (via the electrons motion) from ψel (ri ; r0α ) and U (r0α ) to ψel (ri ; rα )
00

and U (rα ), respectively. Therefore,
• U (rα ) is now the potential energy for the nuclear motion as it varies as a function of
parameters defining the nuclear motion. Hence, the Schrödinger equation for nuclear
motion is

Ĥn = −

Ĥn ψn = Eψn

(4.8)

~2 X 1 2
∇ + U (rα )
2 α mα α

(4.9)

where E, the energy eigenvalue is the total energy of the polyatomic molecule as the
Hamiltonian of the nuclear motion, Ĥn , also includes operators for the electronic energy.
• Born and Oppenheimer showed that the true molecular wave function could be approximated as:

ψ(ri , rα ) = ψel (ri ; rα )ψn (rα )
4.2.2

(4.10)

Hartree-Fock Approximation

In the previous section the Born-Oppenheimer approximation was developed and the many-body
problem was separated into an electronic and nuclei motion. Solving the electronic Schrödinger
equation allows the calculation of the potential energy surface of the nuclei from which the
equilibrium geometry and vibrational frequencies can be obtained. Furthermore, the electronic wave
function ψel (ri ; rα ) contains many useful information about molecular properties such as dipole
moments, polarizability, atomic charges, etc.
In this section the Hartree-Fock theory is presented, since it was developed in the context of
solving this electronic Schrödinger equation (i.e., presented in Eq. 4.5). It is a wave function-based
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approach which aims at providing a quantum mechanical description of a system of N -electrons
by calculating the electron wave function. Introduced by Hartree in 1928 in Reference [66] the
Hartree-Fock method is considered as a fore-runner to the DFT method. The main idea behind
the HF-method was to represent the many-electron wave function in terms of single-electron wave
functions neglecting electron–electron interactions. When “constructing” the Hartree-Fock equation
it is useful to utilize a simplified notation for the Hamiltonian.
• Assumption: non-interacting electrons implies Ûee = 0
Which means that the Hamiltonian, Ĥ, may only describe the kinetic and potential energy of
each electron, ĥi , as follow:

Ĥ =

N
X

ĥi ,

(4.11a)

~2 2 X
∇ +
υ(ri )
ĥ = −
2m
i=1

(4.11b)

i=1
N

where ĥ is the one-electron Hamiltonian and υ(ri ) is the potential energy of interaction
between electron i and the fixed nuclei. The Schrödinger equation for one electron is therefore:

ĥχ = Eχ

(4.12)

where the eigenfunctions defined by Eq. 4.12 are called spin orbitals, χ. Since Eq. 4.12
yields multiple eigenfunctions, there exists a set of spin orbitals, χλ (xi )(λ = 1, 2, · · · ), for
an electron i, where xi is the vector coordinates defining the position and the spin state (up
or down) of that particular electron. The energy of the spin orbital χλ (xi ) is denoted Eλ .
Since the Hamiltonian is a sum of the single-electron operators, ĥi , (as seen in Eq. 4.11a) the
eigenfunctions of Ĥ are products of the one-electron spin orbitals:

63

ψ(x1 , x2 , · · · , xN ) = χλ1 (x1 )χλ2 (x2 ) · · · χλN (xN ).

(4.13)

known as a Hartree product, which is less complex than the many-body wave function.
Furthermore, the Hartree-Fock method also satisfies certain principles such as the Pauli
exclusion principle or the antisymmetry principle, which are mathematical properties exhibited
by real electrons. The Pauli principle prohibits two electrons with the same spin should exist
at the same physical location simultaneously..
From Eq. 4.13 it follows that the energy of the wave function is the sum of each spin orbital
energy, E = Eλ1 + · · · + EλN which satisfies the Pauli exclusion principle, as each of the N
electrons in the system occupy N one-electron states.
• Slater Determinant
Since electrons are fermions (i.e., particles requiring antisymmetric wave functions and follow
the Pauli exclusion principle), the wave function must change sign if two electrons change
places with each other (i.e., are exchanged). The proper approximation of the wave function
should have the following property:

ψ(1, 2, 3, · · · , i, · · · , j, · · · , N ) = −ψ(1, 2, 3, · · · , j, · · · , i, · · · , N )

(4.14)

The Hartree product is not properly antisymmetric, as exchanging two electrons does not
change the sign of the product. Obtaining a different expression for the wave function, one
that take under consideration the electron exchange, is done by using the Slater determinant.
By expressing the overall wave function as the determinant of a matrix of single-electrons
wave functions, one can form a N -electron wave function that satisfies not only the antisymmetric principle, but also the eigenvalues, orthonormality properties and the aforementioned
exclusion principle. As an example, following is the expression of the Slater determinant for
a two-electrons system:
64





1
 χλ (x1 ) χλ (x2 ) 
ψ(x1 , x2 ) = √ det 

2
χλ0 (x1 ) χλ0 (x2 )
1
= √ [χλ (x1 )χλ0 (x2 ) − χλ (x2 )χλ0 (x1 )] .
2

(4.15)

Setting χ1 = χ2 is equivalent to fitting two electrons in one orbital at the same time which
results in ψ(x1 , x2 ) = 0. This is another statement of the Pauli exclusion principle which is a
consequence of the antisymmetry principle. The general form of the Slater determinant for a
N -body wave function is as follows:

1
ψ(x1 , x2 , · · · , xN ) = √
N!

χ1 (x1 )

χ2 (x1 ) · · · χN (x1 )

χ1 (x2 )
..
.

χ2 (x2 ) · · · χN (x2 )
..
..
...
.
.

χ1 (xN ) χ2 (xN ) · · · χN (xN )
1
= √
det [χ1 χ2 · · · χN ]
N!

(4.16)

√
where 1/ N ! is the normalization constant of the N × N Slater determinant. The states in
the determinant in Eq. 4.16 also form an orthonormal sequence, meaning:

hψ|ψi =

1 X
hχ1 (x1 ) · · · χN (xN ) | χ1 (x1 ) · · · χN (xN )i
N! P

= 1

(4.17)

Establishing the orthogonality of these states as follow:
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χ(λ1 ··· λN ) | χ(λ01 ··· λ0N ) = 0
where, (λ1 · · · λN ) 6= (λ10 · · · λN 0 )

(4.18)

In other words:
hχλ |χλ0 i = δλλ0

(4.19)

• Hartree-Fock Self-Consistent-Field Method
– Variational Principle
Using the variational principle, which says that a solution to ĤΨ = EΨ is given by any
state Ψ that makes stationary (i.e., minimizes to the ground state) the following quantity:

D

E hΨ|H|Ψi
Ψ|Ĥ|Ψ =
(Ψ, Ψ)

(4.20)

In other words, it is assumed that the electronic part of the Hamiltonian, Ĥel has a
D
E
minimum eigenvalue Eel where the expectation value, ψ|Ĥ|ψ , of an operator, Ĥ,
cannot be smaller than its lowest eigenvalue, for any normalized antisymmetric wave
function, ψ. Therefore,

D
E
Eel ≤ Eel [ψ] = ψ|Ĥel |ψ

(4.21)

The Hartree-Fock method determines the set of spin orbitals which minimize the energy
and give us this best single determinant:

D
E
Eel = min Eel [ψ] = min ψ|Ĥel |ψ
ψ

ψ

The Hartree-Fock energy EHF can be written as follow:
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(4.22)

EHF =

D

E
ψ|Ĥel |ψ =

N D
X

χλ |ĥ|χλ

λ=1

E

E 1 XD
E
1 XD
χλ χλ0 |V̂ |χλ χλ0 −
χλ χλ0 |V̂ |χλ0 χλ
+
2 λ,λ0
2 λ,λ0
(4.23)

where the one-electron Hamiltonian, ĥ was given in Eq. 4.9, and the electron-electron
coulomb interaction, V̂ , is given as:

V̂ =

N
X
i>j

1
|ri − rj |

(4.24)

– Lagrange undetermined multipliers
In Eq. 4.19, the spin orbitals χλ were demonstrated to be orthonormal. In order to
keep this constraint on the variational procedure, Lagrange’s method of undetermined
multipliers is used with a functional of the spin orbitals, L defined as:

L [{χλ }] = EHF [{χλ }] −

X

λλ0 (< χλ |χλ0 > −δλλ0 )

(4.25)

λλ0

where λλ0 are the undetermined Lagrange multipliers and < χλ |χλ0 > is the overlap
between spin orbitals χλ and χλ0 given by:

Z
< χλ |χλ0 >=

χ∗λ (x)χλ0 (x)dx

(4.26)

The task is to find the stationary points of L, which means, given infinitesimal change
in the spin orbitals (i.e., χλ → χλ + δχλ ) then change in L should be zero (i.e., for
L → L + δL, δL = 0).

0 = δL = δEHF [{χλ }] −

X
λλ0
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λλ0 (δ < χλ |χλ0 >)

(4.27)

Therefore, the first order variation of the Lagrangian is set as δL = 0 and using the
expressions in Eqs. 4.26 and 4.23 for L and EHF , respectively, the following expression
is obtained:

δEHF

N hD
E D
Ei
X
=
δχλ |ĥ|χλ + χλ |ĥ|δχλ
λ=1

E D
E
1 X nD
δχλ χλ0 |V̂ |χλ χλ0 + χλ δχλ0 |V̂ |χλ χλ0
+
2 λ,λ0
D
E D
E D
E
+
χλ χλ0 |V̂ |δχλ χλ0 + χλ χλ0 |V̂ |χλ δχλ0 − δχλ χλ0 |V̂ |χλ0 χλ
D
E D
E D
Eo
−
χλ δχλ0 |V̂ |χλ0 χλ − χλ χλ0 |V̂ |δχλ0 χλ − χλ χλ0 |V̂ |χλ0 δχλ
(4.28)

Note that from the definition of the integral nomenclature and symmetry properties,
there are certain useful equivalencies:

∗

D

E

D

E∗

χλ |ĥ|δχλ = δχλ |ĥ|χλ
E D
E
[ij|kl] = [kl|ij] : δχλ χλ0 |V̂ |χλ χλ0 = χλ χλ0 |V̂ |δχλ χλ0
D
E D
E
: χλ δχλ0 |V̂ |χλ χλ0 = χλ χλ0 |V̂ |χλ δχλ0
D
E D
E∗
∗
[ij|kl] = [ji|lk] : δχλ χλ0 |V̂ |χλ χλ0 = χλ δχλ0 |V̂ |χλ χλ0
[i|h|j] = [j|h|i]

:

D

(4.29)

Eq. 4.28 can thus be rewritten as:

δEHF =
+

N D
X

δχλ |ĥ|χλ

λ=1
N X
N
X

hD

E

δχλ χλ0 |V̂ |χλ χλ0

Ei

−

Ei
hD
δχλ χλ0 V̂ χλ0 χλ + c.c

λ=1 λ0 =1

(4.30)
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where c.c. stands for complex conjugate. In a similar manner the second part of Eq. 4.27
can be expanded as follows:
N X
N
X

λλ0 δ hχλ |χλ0 i =

λ=1 λ0 =1

=

=

N X
N
X
λ=1 λ0 =1
N X
N
X
λ=1 λ0 =1
N X
N
X
λ=1

δL [{χλ }] =
+

N Z
X

λλ0 hδχλ |χλ0 i +
λλ0 hδχλ |χλ0 i +

N X
N
X
λ=1 λ0 =1
N X
N
X

λλ0 hχλ |δχλ0 i
λλ0 hδχλ |χλ0 i∗

λ=1 λ0 =1

λλ0 hδχλ |χλ0 i + c.c.

λ0 =1

dx1 δχ∗λ (x1 )ĥ(x1 )χλ (x1 )

λ=1
N X
N
X

Z
[

dx1 dx2 δχ∗λ (x1 )χ∗λ0 (x2 )V̂ χλ (x1 )χλ0 (x2 )

0

Zλ=1 λ =1
−
dx1 dx2 δχ∗λ (x1 )χ∗λ0 (x2 )V̂ χλ0 (x1 )χλ (x2 ) − λλ0 δχλ (x1 )∗ χλ0 (x1 ) ]
+ c.c. = 0

δL [{χλ }] =
+
−

N Z
X
λ=1
N
X

Z

λ0 =1
N Z
X

dx1 δχ∗λ (x1 ) [ ĥ(x1 )χλ (x1 )
dx2 χ∗λ0 (x2 )V̂ χλ (x1 )χλ0 (x2 )
dx2 χ∗λ0 (x2 )V̂ χλ0 (x1 )χλ (x2 ) − λλ0 χλ0 (x1 ) ] + c.c. = 0

λ0 =1

(4.31)

In order for Eq. 4.31 to be always zero, the terms in bracket on the right side must be
zero for all values of λ.

69

We define the Coulomb operator J and the exchange operator K as follows:

J=

X

Jλ0

λ0

Z
Jλ0 χλ (x) =

dx2 χ∗λ0 (x2 )

1
χλ (x1 )χλ0 (x2 )
r12
X
K=
K λ0
λ0

Z
Kλ0 χλ (x) =

dx2 χ∗λ0 (x2 )

1
χλ0 (x1 )χλ (x2 )
r12

where r12 = |r1 − r2 |. Note that Eq. 4.31 vanishes when the following expression holds:

"
ĥ(x) +

N
X

#
(Jλ0 (x) − Kλ0 (x)) χλ (x) =

λ0 =1

N
X

λλ0 χλ0 (x) for λ = 1, 2, 3 · · · N.

λ0

(4.32)

Eq. 4.32 is the Hartree-Fock equation defining the orbitals. Eq. 4.32 is the condition
for the extremum and a compact form of the Hartree-Fock equation as a single-particle
Schrödinger equation. Note that the solutions depend on the orbitals, hence, the HartreeFock method requires an initial guess for the initial orbitals and then the guesses are
refined iteratively. For this reason, Hartree-Fock is called a self-consistent-field (SCF)
approach. Fig. 4.1 shows the flow chart of the iterative steps into solving the Hatree-Fock
equation.

The Hartree-Fock method describes exactly the electron exchange. However, it does not describe
the influence of an electron on other electrons otherwise known as the electron correlation. This
electron correlation energy is the difference between the true (non-relativistic) ground state energy
and the calculated energy of N -electrons from the Hartree-Fock method using an infinitely large
basis set. In other words, the electron correlations mark the limit of the HF method and the more
sophisticated methods intent on improving on the assumptions developed in the HF approach and
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1. Input data:
• Input the atomic coordinates
• The atomic number Zn
• The number of electrons
• The basis set to be used

Input data

2. Initial guess and calculations:
• Make a reasonable guess for the spin orbitals
• overlap matrix
• One-electron Hamilton matrix

3. Calculate Hartree-Fock equation

Use new set of
orbitals

4. Perform a convergence test of the iterative
solution.
• until the input and output orbitals differ
by less than a preset threshold, use the
resulting new set of orbitals in the next
iteration; and so on.

Fock matrix
formation

Initial estimate
of spin orbitals

Fock matrix
diagonalization

SCF
Convergence?

Calculate
properties
END

Figure 4.1: Flow chart of the Hartree-Fock algorithm.
capture part of the electron correlation energy.
4.3

Principle Theorems of DFT
In the previous sections, a few key points about the electronic wave function for an N -electron

system were presented. It was seen that the wave function was a 3N dimensional function containing
all necessary information about the system. Perhaps, more information than required for basic
properties understanding. In fact, certain approximations (i.e., the Born-Oppenheimer approximation
and the Hartree-Fock theory) yielded useful results even with great simplification to the wave
function. Furthermore, the wave function lacks in direct physical significance and, as was mentioned
in the previous sections, cannot be measured. This initiated the search for functions that involved
fewer degrees of freedom but that could be used to calculate the energy and other properties.
Density functional theory was developed to forgo the many-particle wave function, instead,
quantities were expressed in terms of the particle density. In principle, the quantity of physical
interest, and that can be measured is the probability density as was mentioned in Section 4.2. This
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probability for the wave function, ψi , of a set of N -electrons with coordinates, r1 , · · · , rN is equal
to:

|Ψi |2 = Ψ∗i (r1 , · · · , rN )Ψi (r1 , · · · , rN )

(4.33)

where Ψ∗i is the complex conjugate of Ψi .
4.3.1

Theorems: Hohenberg and Kohn

In 1964, Pierre Hohenberg and Walter Kohn proposed a variational principle of the ground
state of an inhomogeneous interacting gas in an external potential. They proved that in the case of
molecules with non-degenerate ground states and in the absence of a magnetic field, the groundstate properties such as the energy, wave function and other electronic properties are uniquely
determined by the ground-state electron probability density, ρ(r) (which depends on three spatial
coordinates) [63]. In other words, the ground-state electronic energy, E is a functional of ρ and
this relation is denoted by the use of brackets as, E ≡ E[ρ(r)]. By analogy to the definition of a
function, f (x), which associates a number (the argument of the function) to each value of a variable
x for which f is defined, a functional associates a number with each function f . For instance,

f (x) = x2 + 3
Z 1
F [f ] =
f (x)dx
−1

where f (x) is a function and F [f (x)] is a functional of f (x). In general the probability density, ρ,
of finding an electron in the neighborhood of a point (x, y, z) is:
Z
ρ(r) = hΨ|ρ̂(r)|Ψi = N

Z
···
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|ψ(r, r2 , · · · , rN )|2 dr2 · · · drN

(4.34)

In the following sections the HK theorems will be discussed with brief parts of the proofs that are
essential for the understanding of DFT.
HK demonstrated that the ground state energy of any interacting many-particle system with
a given fixed inter-particle interaction V̂ is uniquely determined by its ground state density ρ.
Furthermore the knowledge of the ground-state density determines the external potential acting
on electron i which is defined as υ(ri ). This external potential was introduced in Eq. 4.11b as
the potential energy of interaction between electron i and the fixed nuclei, it is a function of the
coordinates, ri , of an electron i, and is produced by charges that are external to the system of
electrons. The relation between ρ and υ becomes evident when calculating the expectation value of
the Hamiltonian Ĥ with a certain state |Ψi as a term containing both the electron density and the
external potential emerges:

D

E Z
Ψ|V̂ |Ψ = ρ(r)υ(r)dr

(4.35)

Here, the purely electronic Hamiltonian, Ĥel , introduced in Eq. 4.6, as well as υ(ri ) are re-written
in atomic units as follow:

N

N

XX 1
1X 2 X
∇i −
υ(ri ) +
Ĥel = −
2 i
qij
i
j i>j

(4.36a)

X Zα
qiα
α

(4.36b)

with,
υ(ri ) = −

where qij = |ri − rj | and qiα = |ri − rα |. Hohenberg and Kohn (HK) theorems proved that both
the external potential and the number of electrons can be determined by the ground-state electron
probability density. Once υ(ri ) and the number of electron, N , are determined the electronic wave
functions and allowed energies of the system can be determined as solutions of the Schrödinger
equation.
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• Number of electrons determined by ρ(r):
The number of electron is determined by integrating over all space Eq. 4.34 and using the
normalization of ψ to get:

Z
ρ(r)dr = N

(4.37)

• υ(r) uniquely determined by ρ(r):
Assuming that two different external potentials, υ(r) and υ 0 (r), with ground-states ψ and
ψ 0 respectively, give rise to the same ground-state electron density, ρ(r). In other words,
ρ(r) = |ψ|2 = |ψ 0 |2 where ψ 6= ψ 0 as υ(r) 6= υ 0 (r). The Hamiltonian and ground-state
energies associated with the wave functions Ψ and Ψ0 were denoted as Ĥ, Ĥ 0 and E, E 0 ,
respectively.
HK defined the Hamiltonian as:

Ĥ = T̂ + V̂ + Û

(4.38a)

∇ψ ∗ (r)∇ψ(r)dr

(4.38b)

υ(r)ψ ∗ (r)ψ(r)dr

(4.38c)

1
ψ ∗ (r)ψ ∗ (r0 )ψ(r0 )ψ(r)drdr0
|r − r0 |

(4.38d)

where,
1
T̂ ≡
2

Z
Z

V̂ ≡
1
Û =
2

Z

Note that Ĥ 0 − Ĥ = V̂ 0 − V̂ , and using the variational principle as stated in Section 4.2.2 the
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minimal properties of the ground-state were established as follow:

E 0 = hΨ0 |H 0 |Ψ0 i < hΨ|H 0 |Ψi =

hΨ|(H + V 0 − V )|Ψi

(4.39a)

E = hΨ|H|Ψi < hΨ0 |H|Ψ0 i =

hΨ0 |(H 0 + V − V 0 )|Ψ0 i

(4.39b)

therefore,

0

Z

hΨ|V − V |Ψi =

0

Z

∗

[υ (r) − υ(r)]ψ (r)ψ(r)dr =
0

hΨ|V − V |Ψi =
E0 < E +
0

E<E +

Z
Z

Z

[υ 0 (r) − υ(r)]ρ(r)dr

(4.40a)

[υ(r) − υ 0 (r)]ρ(r)dr

(4.40b)

[υ 0 (r) − υ(r)]ρ(r)dr

(4.40c)

[υ(r) − υ 0 (r)]ρ(r)dr

(4.40d)

adding Eq. 4.40c and d result in:
E + E0 < E + E0

(4.41)

Eq. 4.41 is false, which disproved the initial assumption that two different external potentials could
produce the same ground-state electron density and proved that υ(r) is a unique functional of ρ(r),
which implied that the Hamiltonian, Ĥ, and the ground-state energy, E0 , are unique functionals of
ρ(r) as well. Hence, ρ(r) also determines the ground-state wave function, Ψ0 , and other properties
of the system. The ground-state energy also depends on the external potential υ(r) and is expressed
as E0 = Eυ [ρ(r)]. A general expression of the ground-state energy, Eυ [ρ(r)], as a functional ρ(r)
can be obtained from taking the average of the purely electronic Hamiltonian (Eq. 4.6) as follow:

E0 = Eυ [ρ] = T [ρ] + V N e [ρ] + V ee [ρ]

(4.42)

where T is the averaged electronic kinetic energy term, V N e is the average electron–nuclear
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attraction, and V ee is the average electron–electron repulsion. Each of these average values represent
a property that is determined by the ground state wave function, Ψ0 , and therefore is a functional
P
of ρ(r). In atomic units, V̂N e = N
i=1 υ(ri ), where υ(ri ) is given in Eq. 4.36bb and as mentioned
earlier, the relation between, ρ(r) and υ(r) is evident for:
*
V Ne =

Ψ

N
X

+
υ(ri ) Ψ

Z
=

ρ(r)υ(r)dr

(4.43)

i=1

V N e [ρ(r)] is known while T [ρ(r)] and V ee [ρ(r)] are unknown functionals.
Z
E0 = Eυ [ρ(r)] =

Z
ρ(r)υ(r)dr + T [ρ(r)] + V ee [ρ(r)] =

ρ(r)υ(r)dr + F [ρ(r)]

(4.44)

where the functional F [ρ(r)], defined by F [ρ] ≡ T [ρ(r)] + V ee [ρ(r)], is independent of the external
potential and is unknown. Therefore, Eq. 4.44 does not provide a practical way to calculate E0
from ρ(r). The second theorem of Hohenberg and Kohn provided the relation that allowed a more
practical expression for the ground-state energy of Eq. 4.44.

The second Hohenberg Kohn theorem:
Otherwise known as the variational theorem, the second theorem proved by Hohenberg and Khon
determined F [ρ(r)] as a universal functional, independent of υ(r).
Furthermore, the minimum value of the total energy functional, E ≡

R

υ(r)ρ(r)dr + F [ρ(r)],

is equal to the ground state energy of the system, E0 , provided that the correct or true ground-state
electron density, ρ, was reached. In other words E0 = Emin [ρ] = Eυ [ρ].
Hence, if the true ρ minimizes the energy functional Eυ [ρ], given an arbitrary density function
R
ρar (r) that satisfies ρar (r)dr = N and ρar (r) ≥ 0 for all r the following inequality holds:
E0 ≤ Eυ [ρar ] where, Eυ is the energy functional from Eq. 4.44. The proof is as follow using the
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variational theorem:
D

E

Ψar Ĥ Ψar =

*
Ψar T̂ + V̂ee +

N
X

+
υar (ri ) Ψar

≥ E0 = Eυ [ρ]

(4.45)

i=1

where by the HK theorem ρar determines the external potential, υar , and in turn the wave function
Ψar corresponding to the density as well.
Z
T [ρar ] + V ee [ρar ] +

ρar υ(r)dr ≥ Eυ [ρ]

(4.46)

Using Eq. 4.45 in Eq. 4.46 gives Eυ [ρar ] ≥ Eυ [ρ] which proves that any arbitrary electron density
cannot give a lower ground state energy than the true ground-state electron density. In order to
find the minimum of the energy functional and the correct charge density, the form of the universal
functional F [ρ(r)] should be known. The Kohn-Sham Theory as well as other methods such as the
local density approximation (LDA) have been developed to approximate the functional F [ρ(r)].
4.3.2

Equations: Kohn and Sham

The Hohenberg-Kohn theorems do not say how to calculate the ground-state electronic energy,
E0 nor the probability density, ρ as their method contains an unknown functional F in Eq. 4.44.
Furthermore, finding ρ implies finding the wave function first. Kohn and Sham introduced a practical method for determining ρ and finding E0 from ρ [64]. Kohn and Sham primarily concerned
themselves with the ground-state density of a system of N non-interacting electrons, with hamiltonian Ĥs , ground-state density, ρs and all sensing the same external potential energy υs (ri ). This
fictitious system is taken to have the same ground state electron density as any given system of
interacting particles. In other word, assume a trial ground-state density, ρ, for the interacting system,
then ρs = ρ. Once ρs is defined, according to the HK theorem the external potential is uniquely
determined. The Hamiltonian of a non-interacting electron is given as:
 X
N 
N
X
1 2
Ĥs =
− ∇i + υs (ri ) ≡
ĥKS
i
2
i=1
i=1
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(4.47)

= − 12 ∇2i + υs (ri ) is the one-electron Kohn-Sham Hamiltonian. Note that the nonwhere, ĥKS
i
interacting electron Hamiltonian was also introduced in Section 4.2.2, and similarly the groundstate of the system proposed by Kohn and Sham, is the antisymmetrized product (i.e., the Slater
determinant) of spin orbitals, φKS
i (r) which satisfy the equations:



1 2
KS
KS
− ∇ + υs (r)φi (r) = εKS
i φi (r)
2

(4.48a)

with,
N
X

2
|φKS
i (r)| = ρ(r)

(4.48b)

i=1

where εKS
are the Kohn-Sham orbital energies. The next step is to apply the HK theorem to this
i
system in order to determined the properties, namely the kinetic energy and the total energy of the
system. Kohn and Sham rewrote Eq. 4.44 based on a few definitions.
• Defining ∆T̄ as the difference in averaged ground-state electronic kinetic energy between the
true system and the non-interacting system, with the true ground-state electron density and
denoted as:
∆T̄ [ρ] ≡ T̄ [ρ] − T̄s [ρ]

(4.49)

• Similarly ∆V̄ee is defined as:

1
∆V̄ee [ρ] ≡ V̄ee [ρ] −
2

Z Z

ρ(r)ρ(r0 )
drdr0
qrr0

(4.50)

where qrr0 is the distance between points r and r0 .
• When combining Eq. 4.49 and Eq. 4.50 within Eq. 4.44 the following equation is obtained:
Z
Eυ [ρ] =

1
ρ(r)υ(r)dr + T s [ρ] +
2

Z Z
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ρ(r)ρ(r0 )
drdr0 + ∆T̄ [ρ] + ∆V̄ee [ρ]
qrr0

(4.51)

The functionals ∆T̄ [ρ] and ∆V̄ee [ρ] are unknown and define the exchange-correlation energy
functional denoted as Exc [ρ] as:

Ēxc [ρ] ≡ ∆T̄ [ρ] + ∆V̄ee [ρ]

(4.52)

re-writing Eq. 4.51
Z
E0 = Eυ [ρ] =

1
ρ(r)υ(r)dr + T s [ρ] +
2

Z Z

ρ(r)ρ(r0 )
drdr0 + Exc [ρ]
qrr0

(4.53)

The accuracy of KS DFT calculation is linked to how well Exc is approximated. The expression
of the ground-state energy, Eυ [ρ] is now in terms of quantities that can easily be evaluated form ρ,
namely the first three terms and a fourth term, Exc .
The ground-state density of the system can now be obtained by the solution of the EulerLagrange equations with the the constraint that the density integrates to the correct number of
R
electrons, meaning ρ(r)dr = N .


Z
Z
δ
δTs
ρ(r0 )
δExc
0=
Eυ [ρ] − µ ρ(r)dr =
[ρ] + υ(r) +
dr0 +
[ρ] − µ
0
δρ(r)
δρ(r)
|r − r |
δρ(r)

(4.54)

where µ is the Lagrangian multiplier. The ground-state density of the interacting system is found by
solving the KS equations


Z
1 2
ρ(r0 )
δExc
0
− ∇ + υ(r) +
dr +
φi (r) = i φi (r)
2
|r − r0 |
δρ(r)

(4.55)

Although it is possible to write the potential energy terms as functionals of the electron density,
the exchange and correlation cannot be expressed in this manner. Some other practical approximations are introduced in the following sections, such as the local density approximation (LDA)
(Section 4.4.1), and the pseudopotential approach (Section 4.5.3), that were developed in an attempt
to obtain accurate and efficient computations.
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Solving the Kohn-Sham equations is equivalent to solving the following set of equations selfconsistently (see the diagram in Figure 4.2):
Initial Guess

ρ (r )
Calculate the Effective
Potential
1. Initial guess
• Initial value for electron charge
density, ρ ( r )
2. Calculate Veff:
3. Solve Kohn-Sham equation
• Approximate Exc using LDA,
GGA, etc …

4. Re-evaluate ρ ( r ) and calculate Etot
• If Force tolerance > 0.01 eV/Ang
runs continues with new value of
the electron charge density.
• If Force tolerance ≤ 0.01 eV/Ang
runs stop: Convergence
5. Output data

Solve Kohn-Sham Equations
# 2 2
& 

∇i +Veff ( r )(ψi ( r ) = εiψi ( r )
%−
$ 2me
'
Evaluate the Electron Density & Total Energy


 2

ρ ( r ) = ∑ ψi ( r ) → Etot #$ρ ( r )%& = ...
i

Convergence?

Output Quantities


ρ0 ( r ), Ei !"ρ0 ( r )#$ → Forces, Energies ...

Figure 4.2: Solving Kohn-Sham formulation self-consistently.

4.4

Approximation for exchange-correlation energy
Within this section, details about the requirements to obtain “well converged” DFT calculations

that provide reliable physical information are discussed. In previous sections of this chapter, useful
and prominent approximations were made to simplify the computation of accurate and meaningful
values for the many-body interactions of electrons in solids. However, further techniques were
developed for the approximation of certain inherent properties of solids. The exchange-correlation
energy functional, Exc , indicated in Section 4.3.2 will be approximated in the following sections,
and a few other approximations that are useful for well converged computations will also be made.
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4.4.1

Local density approximation (LDA)

The local density approximation (LDA) is a widely used density functional approximation
for the unknown exchange-correlation energy functional, Exc . In this approach, the exchangecorrelation energy of an inhomogeneous system with density, ρ(r), is locally approximated by
that of a homogeneous electron gas with the same density, ρ(r) [67, 68]. This approximation is
possible, as shown by HK [63], in the case of very slowly varying ρ(r) with position. Then, the
exchange-correlation energy functional, Exc , is well approximated by:

LDA
Exc
[ρ]

Z
=

ρ(r)εxc (ρ)dr

(4.56)

εxc (ρ) is the exchange-correlation energy per electron in the homogeneous electron gas with electron
density ρ(r). When the functional derivative of Exc is taken the exchange-correlation potential υxc
is:

υxc (r) =

LDA
δExc
[ρ]
∂εxc (ρ)
= εxc (ρ(r)) + ρ(r)
δρ(r)
∂ρ

(4.57)

KS suggested the use of Eqs. 4.56 and 4.57 as the approximations to Exc and δExc /δρ(r) in
Eq. 4.54. The term εxc (ρ) can be written in two parts, the exchange part and the correlation part as
follow:

εxc (ρ) = εx (ρ) + εc (ρ)

(4.58)

The Hartree-Fock approach can be used to approximate the exchange part, εx (ρ):
3
εx (ρ) = −
4

 1/3
3
(ρ(r))1/3
π

(4.59)

and with this approximation, the exchange energy functional in the homogeneous electron gas is:

ExLDA [ρ]

3
=−
4

 1/3 Z
3
(ρ(r))1/3 dr
π
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(4.60)

However, a very complicated expression has been calculated for the correlation part, εc (ρ), and
several techniques including Monte-Carlo simulations [67] or the Vosko, Wilk and Nusair (VWN)
method in Reference [69] have been used.
Surprisingly, the LDA approximation works well with both slowly varying densities and systems
with inhomogeneous electron densities (note for real system the density tends to vary rapidly),
which explains its popularity in solid state simulations [70]. However, LDA is better suited in
the calculation of some properties, such as the atomic positions and lattice constants which are
calculated within 1-2% of the experimental values. Furthermore, the LDA becomes inaccurate when
used to calculate strongly correlated systems, describe hydrogen bonding and van der Waals forces.
Other approximations with the intent to improve the LDA were developed, such as the generalized
gradient approximations (GGA) [71], or the weighted density approximation (WDA) [72].
4.5

Practical approximations

4.5.1

Basis sets: plane waves

The numerical determination of the KS wave function and the total energy of the system require
the expansion of the electron wave functions with a set of basis functions. In terms of simplicity, the
plane waves are popular candidates, although atomic orbitals may be utilized as well. There is also
the possibility to use “mixed basis sets”, where atomic orbitals with plane waves are used in the
calculations. The advantage of plane waves is that these functions are orthonormal and independent
to ionic positions. When applying DFT calculations to an infinite solid, with atoms in a periodic
arrangement in space, the solution to the Schrödinger equation (and also that of the Kohn-Sham
equations) for this periodic system must satisfy Bloch’s theorem which stipulates that orbitals can
be written as:

Ψk (r) = eik·r un (k, r)

(4.61)

where un (k, r) is a lattice periodic function, k is a wave-vector of the reciprocal space, within the
first Brillouin Zone (BZ) and n is the energy band indices.
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un,k (r) =

X

cG eiG·r

(4.62)

G

where the summation is over all vectors in reciprocal space defined by G = m1 b1 + m2 b2 + m3 b3
with integer values mi and bi are the reciprocal lattice vectors. The wave function can now be
re-written as:
1 X
Φn,k (r) = √
Cn,k (G)ei(k+G)·r
Ω G

(4.63)

Where Ω in the volume of the cell. Unfortunately, the Fourier transform of the Bloch functions
involves infinite number of plane waves in order to be described exactly. In order to avoid such
large numbers of elements as they become cumbersome to calculations, the use of pseudopotentials,
which will require further approximations, will be presented in Section 4.5.3.
4.5.2

Choosing k points in the Brillouin Zone

In practical DFT calculation of the electronic density or the energy, the average properties are
reduced to evaluating general integrals of the form:

hgi =

Z

1
VBZ

dkg(k)

(4.64)

BZ

Note that this integral integrates over all possible values of k in the Brillouin Zone (BZ) with volume
VBZ = (2π)3 /Vcell where Vcell is the volume of the primitive cell in real space. Therefore, the
integration over the reciprocal space involve the knowledge of the Bloch functions over an infinite k
points which takes too much computational effort. As a solution, the Monkhorst-Pack approach in
Ref. [73] is used and allow a careful selection of k points in each direction for the accuracy and
efficiency of the calculations. In this method the BZ is divided into equally spaced intervals (or
meshes) along the three lattice vectors in reciprocal space in order for the total number of k points
included is: Mk = Ma ×Mb ×Mc (a, b and c denote the direction along the reciprocal lattice vectors
of the BZ). It should be expected that with larger number of meshes, the accuracy of the results
increases. In order to choose the number of k points that will give the best results, convergence
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analysis are usually done for each of the systems studied. In addition, for very symmetric materials
only part of the BZ can be used, reducing the number of meshes. The reduced region in k-space of
the BZ is known as the Irreducible Brillouin Zone (IBZ).
4.5.3

Energy cutoffs and the pseudopotential approach

In Section 4.5.1 the plane wave basis set were introduced as follow:
1 X
Φn,k (r) = √
Cn,k (G)ei(k+G)·r
Ω G

(4.65)

The above expression presents a major problem, as the summation is over an infinite number of
possible values of G and also requires an infinite number of plane waves to describe the Bloch
function. In order to make the calculation more practical, an energy cutoff is introduced. The
infinite sum in Eq. 4.65 is truncated with kinetic energies less than a value Ecut :

E=

~2
|k + G|2 < Ecut
2m

(4.66)

where, Ecut is given by:
Ecut =

~2 2
G
2m cut

(4.67)

Eq. 4.65 can be rewritten as:
X
1
Φk (r) = √
Cn,k (G)ei(k+G)·r
Ω |G+k|<Gcut

(4.68)

Here again, in practice, the physical quantities have to be carefully converged with the energy cutoff.
Pseudopotentials
The discussion on the above section indicated that a certain energy cutoff must be introduced to
perform numerical calculations. In other words, plane waves that oscillate on short length scales
(thus having a high kinetic energy) should used to describe the rapid variations of the wave-function
close to atomic cores. Thus a very high cutoff is required in general to get well-converged results in
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an all-electron calculation that uses plane waves, which increase the computational burden. The
(norm-conserving) pseudopotential approach advantageously approximates the properties of the
core electrons in a way that reduces the number of plane waves necessary for calculations based on
the following approximations:
• generally, the valence electrons (i.e., electrons in the outermost shells) determine the physical
and chemical properties of molecules and solids. The use of pseudopotential in calculations
simulates the interaction between the valence electrons and the ion cores, considering the
core electrons as frozen.
• The nucleus potential is replaced by a smooth pseudopotential that matches various important
physical and mathematical properties of the true ion core. In other words, ionic potential
is screened by the core electrons and is replaced by an arbitrary potential such that the
valence wave functions remain unchanged beyond the cut-off radius (in the case of an
isolated atom). First a reference calculation is performed for the isolated atom with all of
its electrons, followed by the fit of an analytical pseudopotential design to reproduce the
all-electron calculation (eigenvalues and valence wave-functions beyond their cut-off radius).
The pseudopotential eliminates the rapid variations of the valence wave-functions close to
the core and allow convergence of physical properties for a lower energy cutoff than for
an all-electron calculation. This energy cut-off is usually lower (and the pseudopotential
”smoother”) as the cut-off radius is larger.
Pseudopotentials of elements should be transferrable, meaning they should be able to yield accurate
results in different calculations for different chemical environments.
4.5.4

Berry-phase theory of polarization

In the early 1990s, the modern theory of polarization was introduced in References [74, 75, 76],
in which was a new formalism allowing the calculation of electronic polarizations within DFT. This
recent theory was developed to forgo the problems posed by the classical approach of computing the
polarization of an infinite periodic crystal (or bulk system). In fact, prior to the modern theory, the
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polarization for crystal with periodic boundary conditions was defined in terms of dipole moments
within each unit cells, summing over the system to get a dipole per unit volume. The issue is the
failure to produce a unique value for the polarization as there exists unlimited ways to choose the
unit cell that will yield in turn different dipole moments. However, the new theory is based on the
changes in polarization ∆P (as a function of distortions), which are well defined and accessible to
experimental measurements. In the modern theory of polarization developed by King-Smith and
Vanderbilt in Ref. [74] and by Resta in Ref.[76] the macroscopic polarization is defined as a Berry
phase of the electronic Bloch wave function. Figure 4.3 shows that as a short-circuited ferroelectric
crystal is strained, an electrical current flows through the crystal and is measured.


j
Upper electrode

Lower electrode

Figure 4.3: The short circuited crystal is stained along the piezoelectric axis to induce a
polarization which is measured by the current flow in the shorting wire.
The above illustration depicts the idea behind the modern theory and experimentally measuring
the integrated macroscopic current j(t) at a time ∆t gives the change in polarization:
∆t

Z

j(t)dt = P(∆t) − P(0)

∆P =

(4.69)

0

Eq. 4.69 is simplified by the introduction of a parameter λ varying continuously from zero to 1
which represent the initial and final states, respectively.
Z

1

∆P =

dλ
0
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dP
dλ

(4.70)

Based on the Born-Oppenheimer approximation, Eq. 4.69 can be decomposed into an ionic and
electronic part as ∆P = ∆Pion + ∆Pel . Considering the starting point as a non-polar and highly
symmetric system (i.e., P(0) = 0) and the final point as the spontaneously polarized structure, with
spontaneous polarization Ps with the form:
Z

1

Ps =

dλ
0

dP
.
dλ

(4.71)

Using perturbations theory, the authors in Refs. [74, 76] provide the following expression for the
polarization contribution from a single-electron in state n as:
ie
Pn
=
dλ
(2π)3

Z
dk h∇k un,k |∂λ un,k i + c.c..

(4.72)

where e denotes the electron charge and un,k is the lattice periodic function. Summing over all
occupied states and performing an integration over the parameter λ using the equation provided in
Eq. 4.70, the electronic polarization is given as:
Z
∆Pel =
0

1

Z
e X
dP
dλ
=
hunk |∇k |unk i dk.
dλ
(2π)3 n

(4.73)

The electronic polarization is the main result of the formalism introduced by the authors in Ref. [74].
The new definition of the electronic polarization provides an expression independent of the choices
of the unit cell. The expression for the ionic polarization is obtained with the Clausius − M ossotti
definition as:
Pion =

eX
Zα Rα ,
Ω α

(4.74)

where Ω is the volume of the unit cell and Zα is the charge of the ion α at position Rα .
4.6

The First-principles-derived effective Hamiltonian
The effective Hamiltonian is a first-principles-derived method, which indicates the use of

parameters obtained by fitting direct first-principles computations such as DFT. The effective
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Hamiltonian approach is recognized as a very powerful multiscale method in the field of solid
state physics. This method has been used in the understanding and prediction of the many finitetemperature properties of complex materials, most noticeably in the field of ferroelectric materials.
The strong dependence on temperature of certain functional properties of ferroelectrics, namely
the dielectric, piezoelectric coefficients or the polarization, require theoretical techniques capable
of predicting or reproducing correctly their temperature dependence. Unfortunately, direct firstprinciples simulations, such as first-principles molecular dynamics and DFT, are computationally
demanding, 0K-limited and are constrained to small size systems and short time-scales. Instead, the
effective Hamiltonian present a potent approach, which takes under considerations the long-range
interactions, characteristic to ferroelectric materials that necessitate large systems for simulations
along with the temperature behavior of the system.
Since the pioneering work of Rabe and Joannopoulos, in 1987, developing a first-principles
effective Hamiltonian approach to study the phase transition of germanium telluride (GeTe) in
Reference [77], this method has been utilized prolifically and with much success in the study of
ferroelectrics with the perovskite structure. In the effective Hamiltonian model, the central steps
taken include:
• First the determination of the most important degrees of freedom governing properties such as
the phase transition. The effective Hamiltonian is written in terms of the normal coordinates,
the strain and the strain-mode coupling, other terms are added to take under consideration
structural changes such as the screening of the depolarizing field in nanostructures or the
quantum fluctuations that suppresses ferroelectricity in STO.
• Second, obtaining the parameters used in the Hamiltonian and relevant to the system that is
going to be studied, requires first-principles calculations.
• Third using various minimizing techniques can be used to obtain the temperature-dependent
properties, among them are Monte Carlo simulation and/or molecular dynamic (MD) energy
minimization techniques.
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In the following sections, the main theory of the effective Hamiltonian will be presented,
followed by effective Hamiltonian that are specific to nanostructures and alloys with a wide range
of compositions such as BaSrTiO3 solid solutions. In the last section, the Monte Carlo method will
be discussed as it is of primary importance in the methods used in this dissertation.
4.6.1

Prototypical effective Hamiltonian: bulk BaTiO3

In the 1990s, Zhong et al. [78, 79] introduced a general approach to build an effective Hamiltonian in which the total energy was described by a Taylor expansion in terms of lattice distortions ξ
and strain, η. In fact, based on experimental and direct first-principles calculations, it was determined that only certain vibrational modes significantly contributed to the phonon density of state
at low energy. These vibrational modes were the lowest transverse optical modes (high frequency
branches of vibrations) and long-range acoustic phonons which were strain distortions. The lattice
distortions ξ were local modes associated to each unit-cell and associated to the unstable transverse
optical phonon branch discussed in Section 3.2.2. The strain corresponded to the long-wavelength
acoustic modes.
In Reference [79], the total energy that was obtained by the authors contained five energy terms
characteristics to the degrees of freedom of the system and their interaction:

E tot = E self ({u}) + E dpl ({u}) + E short ({u}) + E elas ({ηl }) + E int ({u}, {ηl })

(4.75)

Each term will be presented briefly within this section. For more details about the assumptions and
derivation for each of the energy terms, please refer to Reference [79] and references therein.
1. Local Mode Self Energy
Ferroelectric transitions are associated with a soft phonon mode corresponding to a vibrational
degree of freedom as presented in Section 3.2.2. The contribution of the isolated local modes
at each 5-atom cell i is as follows:

E self ({u}) =

X
i
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E(ui ).

(4.76)

The energy of an isolated local mode at a cell indexed i with amplitude ui is given explicitly
using a fourth-order Taylor expansion as follows:

E(ui ) =

X


κ2 u2i + αu4i + γ(u2ix u2iy + u2iy u2iz + u2iz u2ix )

(4.77)

i

where uix , uiy and uiz are the cartesian coordinates of the soft local mode ui of cell i and κ2 ,
α, and γ are parameters obtained from first principles calculations on 5-atom unit cells. Note
that only the even terms of the expansion remain due to cubic symmetry of the structure.
2. Dipole-Dipole Interaction
The long range dipole-dipole interactions were evaluated using the Ewald method. The dipole
moment associated with the local mode in cell i is given as follows:

di = Z ∗ u i

(4.78)

∗
∗
+ 2ξO⊥ ZO⊥
Z ∗ = ξA ZA∗ + ξB ZB∗ + ξOk ZOk

(4.79)

where,

and ZA∗ , ZB∗ , ZOk , and ZO⊥ are Born effective charges, that are obtained from first-principles
calculations, of the A, B and Ok (oxygen atom located between 2 B atoms and moving
parallel to the local modes) and O⊥ (other kinds of oxygen atoms) atoms, respectively. The
eigenvectors of the force constant matrix are denoted as ξA , ξB , ξOk , and ξO⊥
The expression of dipole-dipole interaction is as follow

E dpl =

X

Qij,αβ ui,α uj,β

(4.80)

ij,αβ

where,

Qij,αβ

"
#


|G|2
λ3
2Z ∗2 π X 1
exp − 2 cos(G · Rij )Gα Gβ − √ δαβ δij
=
ε∞ Ωc G6=0 |G|2
4λ
3 π
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(4.81)

ε∞ is the high frequency dielectric constant, Ωc is the volume of the primitive cell of the
reciprocal lattice, G denotes the reciprocal lattice vectors, λ is the decay of the Gaussian
charge, Rij is the lattice vector joining site i to site j and α and β are the cartesian coordinates.
3. Short Range (SR) Interaction
The quadratic SR interactions between neighboring local modes excluding the dipole-dipole
interactions is given by the following expression:

E short ({u}) =

1 XX
Jij,αβ ui,α uj,β
2 i6=j αβ

(4.82)

These interactions are written in terms of a model including up to third nearest-neighbors.
Here, Jij,αβ is the coupling matrix and depends on the lattice vector, Rij , joining site i to site
j. Jij,αβ can be simplified based on symmetry and for the particular case of a cubic structure
the following holds:
(For first-nearest neighbor)



Jij,αβ = j1 + (j2 − j1 )|R̂ij,α | δαβ

(4.83)

(For second-nearest neighbor)

Jij,αβ


√
= j3 + 2(j4 − j3 )|R̂ij,α | + 2j5 R̂ij,α R̂ij,β (1 − δαβ )


(4.84)

(For third-nearest neighbor)

Jij,αβ = j6 δαβ + 3j7 R̂ij,α R̂ij,β (1 − δαβ )

(4.85)

where R̂ij,α is defined as the α component of Rij /Rij . Figure 4.4 illustrates the coefficients
j1 through j7 which are determined from first-principles calculations on small cells as well.
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j1	

j2	

j5	

j3	

j6	

j4	

j7	

Figure 4.4: The independent intersite interactions corresponding to the parameters j1 , j2 (first
nearest-neighbors), j3 , j4 , j5 (second nearest-neighbor) and j6 , j7 (third nearest-neighbors)

4. Elastic Energy
The relaxation that arises from the lattice distortions associated with the ferroelectric phase,
induces a deformations in the cell. In order to describe appropriately the change in cell shape
and size, Zhong et al included the elastic energy as well as the elastic interaction energy (see
next section). Here, the expression for the elastic energy coming from the pure strain terms
include homogeneous (or uniform) and inhomogeneous (or non-uniform) deformations as
follow:
elas
E elas ({ηl }) = EH
({ηH,l }) + EIelas ({ηI,l })

(4.86)

elastic
The homogeneous part of the elastic energy density, EH
({ηH,l }), is that of a cubic crystal
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possessing symmetry elements is given explicitly as:

elastic
({ηH,l }) =
EH


N
2
2
2
+ ηH,3
+ ηH,2
B11 ηH,1
2

+ N B12 (ηH,1 ηH,2 + ηH,2 ηH,3 + ηH,3 ηH,1 )

N
2
2
2
+
B44 ηH,4
+ ηH,5
+ ηH,6
,
2

(4.87)

where B11 , B12 , and B44 are the elastic stiffness constants expressed in energy units and
are determined from first-principles as well. ηH,l are the six homogeneous strain variables
allowing the simulation cells to vary in shape. Following is the inhomogeneous strain energy:

EIelastic ({ηI,l }) =

X

{γ11 [νx (Ri ) − νx (Ri ± x)]2

i

+ γ12 [νx (Ri ) − νx (Ri ± x)] [νy (Ri ) − νy (Ri ± y)]
+ γ44 [νx (Ri ) − νx (Ri ± y) + νy (Ri ) − νy (Ri ± x)]2
+ cyclic permutations}

(4.88)

The dimensionless displacements, υ(Ri ) are given in units of lattice constant and are defined
at the corner of the unit cell (i.e., position of the Ba atoms), Ri + (a/2 + a/2 + a/2). Note
that the γ coefficients are related to the elastic constants such as: γ11 = B11 /4, γ12 = B12 /8
and γ44 = B44 /8.
5. Elastic-Mode Interaction
The coupling of the elastic deformation with the local mode is described by this last term:

E int ({u}, {ηl }) =

1 XX
Blαβ ηl (Ri )uα (Ri )uβ (Ri )
2 i lαβ

(4.89)

The cubic symmetry leaves three independent coupling constants, Blαβ , which are obtained
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from first-principles as well:

B1xx = B2yy = B3zz ,
B1yy = B1zz = B2xx = B2zz = B3xx = B3yy ,
B4yz = B4zy = B5xz = B5zx = B6xy = B6yx .

(4.90)

Eq. 4.89 contains both the homogeneous and inhomogeneous strain in the term ηl (Ri ) (i.e.,
ηl (Ri ) = ηH,l + ηI,l (Ri )). The inhomogeneous part of the strain is also expressed in terms of
the local displacement vector υ as follows:

∆νxx =

X

[νx (Ri − d − x) − νx (Ri − d)]

(4.91)

[νy (Ri − d − x) − νy (Ri − d)]

(4.92)

d=0,y,z,y+z

∆νxy =

X
d=0,y,z,y+z

and their cyclic permutations as υ(Ri ) is associated to the position Ri + (a/2 + a/2 + a/2),
which implies that ηI,1 (Ri ) = ∆υxx /4, ηI,4 (Ri ) = (∆υyz + ∆υzy )/4, etc· · ·
4.6.2

Effective Hamiltonian applied to nanostructures: BaTiO3 2D, 1D and 0D nanostructures

Multiscale theoretical studies of FE nanomaterials have been very useful in the prediction
of the behavior and limitations associated to such small sizes. The ab initio techniques, which
concern the electronic structure, ground-state crystal structure, phonon dispersion relations and
elastic constants, were lengthily discussed in the sections about density functional theory. Here the
discussion will focus on the effective Hamiltonian that was generalized in the atomistic study of
nanostructures. In this dissertation the scheme developed by Ponomareva et al. in Reference [80]
is used in the calculation of nanoparticles and nanowires. Properties such as, the polarization as
well as the phase transitions in ferroelectric nanostructures are influenced by the depolarizing field.
The maximum depolarizing field, constitute an open-circuit electrical boundary condition and a
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completely screened depolarizing field is an ideal short circuit condition (see Figure 4.5). The
total energy for the effective Hamiltonian introduced for the bulk system was adapted to calculate
new interactions and phenomena arising from nanostructure. These include first the dipole-dipole
interactions occurring under diverse electrical boundary conditions (see Section 4.6.1) and second
the description of the depolarizing field. The total energy is now written as:

EHef f [p(ri ), vi , η] + β

X

hEdep i · p(ri )

(4.93)

where EHef f is the energy for BaTiO3 which depends on the local dipole, p(ri ), at site i of the
nanostructure, vi the inhomogenous strain variables and η the homogeneous strain tensor. hEdep i
is the minimum depolarizing field, the second term contains the parameter β which controls the
magnitude of the residual depolarizing field.
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 -‐‑	
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 -‐‑	
 -‐‑	
 -‐‑	
 -‐‑	
 -‐‑	
 -‐‑	
 -‐‑	

Lower electrode

Vacuum

(a) Open circuit boundary condition, β = 0 (no screening of hEdep i)

(b) Short circuit boundary condition, β = 1 (full screening of hEdep i)

Figure 4.5: Electrical boundary conditions illustration for (a) a free ferroelectric slab in vacuum
with an out-of plane polarization generating a depolarizing electric field Edep and (b) a shortcircuited ferroelectric slab under screening conditions. In (b), the slab is between “perfect
metallic” electrodes which fully screen the surface charges.
In the case of nanostructures, the expression for the dipole-dipole interaction energy was
re-written as follow
(D)

Edip =

1 X (S,D)
Q
pα (ri )pβ (rj )
2V ij,αβ ij,αβ

(4.94)

where D = 3, 2, 1 indicates the periodicity of a system in 3, 2 or 1 directions, respectively. The i
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and j run over the sites in the supercell, S, which represents the system. The volume of the system
is denoted as V and pα (ri ) is the dipole moment at site i with Cartesian components α = x, y, z.
The elements of the Q matrix were developed in Reference [80] for bulk (3D), thin films (2D),
wires (1D) and dots (0D, which do not have periodic boundary conditions). In the case of a perfect
short circuit electrical boundary condition, the dipole-dipole interaction is expressed with the 3D Q
matrix introduced for the bulk system in Eq. 4.81. Subsequently, the expression of the maximum
depolarizing field energy per volume for ferroelectric is given as follows:

(D)

(D)

(3)

Edep = Edip − Edip =

i
1 X h (S,D)
(S,3)
Qij,αβ − Qij,αβ pα (ri )pβ (rj )
2V ij,αβ

(4.95)
(S,1)

where the sums over i and j are over the sites of the system. Note that the expressions for Qij,αβ
(S,0)

and Qij,αβ which concern this dissertation are found in Reference [80]. The explicit expression for
the maximum depolarizing field is given by:
(D)
1 X dEdep
hEdep i = −
N ∞
dp(ri )

4.6.3

(4.96)

Effective Hamiltonian applied to alloys with wide range compositions: Bax Sr1−x TiO3

Bax Sr1−x TiO3 (BST) are important ferroelectric alloys, that have long been known for their
promising dielectric properties, their ability to avoid aging due to ferroelectric domain pinning [59]
and more recently to exhibit geometric frustration under composition modulation of the compound [5]. In Reference [61], Walizer et al. performed a theoretical study of disordered Bax Sr1−x TiO3
and superlattices, using a single alloy effective Hamiltonian method. Walizer et al. were also able
to accurately reproduce experimental results by calculating the composition–temperature phase
diagram of disordered BST solid solutions. From then, this effective-Hamiltonian scheme has been
used to provide predictions that are in good agreement with ab initio calculations in BaTiO3 /SrTiO3
superlattices [81]. In this dissertation, the same method was utilized to study well-ordered 1D
ferroelectric nanocomposites. In this section, the general construction of the effective Hamiltonian
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will be discussed. The total internal energy, Etot is provided by:

E ({ui }, ηH , {ηI }, {σj }, {ηloc }) = Eave ({ui }, ηH , {ηI }) + Eloc ({ui }, {ηI }, {σj }, {ηloc }) (4.97)

where the local soft modes, homogeneous and inhomogeneous strain tensors are denoted as ui ,
ηH and {ηI }, respectively, in all five-atom unit cells i. The atomic configuration of the alloy is
characterized by σj which takes the value +1 or −1 whether the A0 or A00 atom, respectively, is
located at the A-lattice site j of the A0x A001−x BO3 alloy. Finally, ηloc characterizes the strain resulting
from the difference in the ionic size between the different A0 and A00 atoms. The local modes ui are
directly proportional to the electric dipole in cell i and are centered on the B-lattice sites. Note that
the total energy is composed of two parts:
• The average energy, Eave is a modified version of the total energy described in Section 4.6.1 in
the context of the simple ABO3 system, with the difference that a virtual crystal approximation
(VCA) is used to mimic the behavior of Ba0.5 Sr0.5 TiO3 .
• The local correction Eloc (Reference [61]) contains the terms that account for alloying effects
not present in the VCA and it is given explicitly by:

Eloc ({ui }, {ηI }, {σj }, {ηloc }) =
X
1 XX
[Qj,i σj eji · ui + Rj,i σj fji · vi ] +
Blαβ ηloc,I (i)ui,α ui,β
2 i l,α,β
ij

(4.98)

where the summations over i and j are performed over unit cells and mixed sublattice sites,
respectively. The local modes centered on the cell i have Cartesian coordinates denoted as
α and β. The Qj,i and Rj,i parameters quantify the nature of the perturbation of the alloy
configuration onto the local modes and the inhomogeneous strain tensor, {ηI }, of the system,
respectively. {vi } represent the dimensionless local displacements centered at the A-sites
which are related to the inhomogeneous strain variables inside each cell. eji is a unit vector
relating the A-site j to the B-center of the soft-mode vector ui . fji is a unit vector relating
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the A-site j to the A-origin of the displacement {vi }. Practically, the contributions over the
first-neighbor shell for Qj,i and up to the third neighbors for Rj,i were included. Finally, the
ultimate term of Eq. 4.98 characterizes the interactions between the strain, {ηloc }, and the
local modes.
4.7

Monte Carlo (MC) Simulations
MC defines calculations involving the use of random numbers for sampling and computing

certain properties such as local displacement in a system [82]. The use of this method is traced
back to the 18th century, to a French naturalist named Búffon whose calculations were based on
a needle of length l dropped randomly on a floor with uniformly spaced wooden planks (with
plank separation d > l). Búffon calculated the probability for the needle to cross the spacing
between planks as 2l/πd and with subsequent experiments, was able to accurately approximate π.
In 1949, Metropolis and Ulam introduced the Monte Carlo method (MC) in Reference [83] and
in 1953, Metropolis et al. presented MC calculations which used computer simulations as a tools
for statistical mechanics in Reference [82]. Figure 4.6 is a diagram of the algorithm of the MC
simulation.
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1. The parameters for the effective Hamiltonian are given,
establishing an initial state.

2. Attempted update of the state through the generation of a
random number.
3. Calculate total energy change

Input Parameters for
Heﬀ
dxi = random number
(Generates trial displacement)

dE = Heﬀ({xi}) – Heﬀ({xi – dxi})

4. Determine whether move is accepted or not:
• If dE < 0 : the move is accepted (go to step 6)
• If dE > 0 : (go to step 5)

dE < 0

5. Compare w and r:
• Generate a random number r, such that 0 < r < 1
• calculate w = e(-dE/kT)
• If w > r : the new state is accepted (go to step 6)
• If w < r : the previous state is retained (go to step 7)

w = e(-dE/kT) >
random number (r)
xi = xi + dxi = random (update
variable)
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n=n+1
(n: step number)

6. The state is updated
7. Repeat from 2 to 6 until the number of MC sweeps is
reached.

Figure 4.6: Monte Carlo Algorithm

n < nmax

Importance sampling
In order to bias the generation of configurations toward those that make significant contributions,
Metropolis used a method called importance sampling which is basically from Step 3 to Step 6 as
seen in the diagram of Figure 4.6. In this part of the method, the configurations are chosen with a
probability distribution of e−dE/kB T and then weighted equally. Therefore, before making a move
the change in energy, dE = Hef f (xi ) − Hef f (xi − dxi ) caused by the system is calculated. If dE
is negative the move is admitted. However, if dE is positive, the move is allowed with a probability
of e−dE/kB T by generating a random number r between 0 and 1 with the following condition:


dE
r < exp −
kB T

(4.99)

If the condition of Eq. 4.99 is not met, the displacement retains the old value and the next site is
evaluated.
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CHAPTER 5
Results: Nanodots
In the previous chapters, interesting properties were introduced for ferroelectric materials such
as the polarization and dielectric responses (see Chapter 3 Section 3.2). Such properties are very
useful in the understanding of ferroelectrics as their structures are changed and size is decreased.
The intent with this chapter was to add to the knowledge-base of zero-dimensional (0D) perovskites
nanostructures.
Furthermore, this chapter starts the study of ferroelectric nanostructures, which includes
nanowires and nanocomposites that will be discussed in subsequent chapters. Results on the
prototypical ferroelectric BaTiO3 as freestanding nano-particles are shown in this chapter. The
first principles-based effective Hamiltonian was used in this study, which was developed at the
University of Arkansas. The focus of this systematic investigation was to present a clear picture of
the temperature dependent properties under various electrical boundary conditions. In addition, a
significant part of the study consisted of investigating the size effects on such properties as well as
emphasizing the ground-state.
5.1

Bibliographical review and state-of-the-art
Ferroelectric materials are used in a variety of technological arena, which include electronics,

micro and nano-electromechanical systems and even information storage as ferroelectric random
access memory (FeRAM). It is understood that for competitiveness the fabrication of next generation
ferroelectric based devices should include nanostructures. The viability of this new generation of
devices also depends on whether ferroelectrics possess stable properties as their size is reduced.
For these practical reasons, the investigation of size effects is one of the most important areas of
research concerning ferroelectric devices [54].
All the more, many experimental (Refs. [84, 85]) and theoretical (Ref. [27] and references
therein) studies have strongly implied a critical size ( 100 Å below which the stability of the
ferroelectric state is compromised [86]. This size limit is known as the superparaelectric (SPE) limit,
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below which ferroelectricity supposedly vanishes. Consequently, ferroelectric memory devices
should eventually reach a maximum information density beyond which ferroelectrics should become
irrelevant, unless innovative solutions are found to countermeasure those limitations [86].
From a fundamental standpoint, ferroelectric and ferromagnets present very appealing and
unique features at the nanoscale. The previously mentioned electric depolarizing field (see Chapter 3
Section 3.5.1) becomes very important at the nanoscale, contributing to the formation of very
interesting domain structures [87] such as 180o stripe domains in ultrathin films [51] and vortices
in nanodots [43, 53]. In general, the formation of domain structures tends towards reducing the
energy contribution of the depolarizing field within the system. However, the formation of domain
walls is not energetically favored in nanoparticles, consequently a curling of the polarization, has
been proposed [42, 43] and more recently observed in various multi-ferroic systems [87, 88, 89].
In fact, the development of new techniques such as spherical aberration (Cs) correction in
transmission electron microscopy (TEM) and atomic resolution TEM are now utilized to determine
the atomic structure and composition with sub-angstrom resolution. These techniques are also used
to determine the polarization by atomic displacements [90].
As both fundamental and applied research continue their contributions to a clearer picture of
ferroelectrics at the nanoscale, systematic studies on nanodots under the influence of size scaling
and electrical boundary conditions are lacking. Many questions remain unanswered concerning the
ferroelectric properties and ground state of ferroelectric nanoparticles such as BTO under more
realistic screening conditions. In fact, Spanier et al. in Ref. [41] mentioned that reliable and effective
screening of surface charges can be provided by adsorbates present at the surface of nanoparticles.
It was therefore relevant to investigate under such boundary conditions, namely, stress-free and
partial screening. Although, previous studies have investigated with great success ferroelectric
nanodots, they were concentrating on PbZrTiO3 nanodots [80] or on the structural properties of
BTO nanodots under ideal open circuit (OC) conditions and at low temperatures [53].
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5.2

Objectives
Here, the main objective was to perform a systematic analysis of freestanding BaTiO3 nanodots

under different electrical boundary conditions. This investigation revealed that by playing with the
screening parameter β there existed a region where the spontaneous polarization coexisted with vortex structures. The presence of a monoclinic phase which is often associated with the enhancement
of both the dielectric and piezoelectric responses was highlighted [91, 92]. Furthermore, changes
in the sequence of phase transitions as the particle size increases will be shown. Also, it will be
shown that the phase sequence of the nanodots could also depend on the depolarizing-field-related
parameter β as the system remained in the previously mentioned range. The following is a general
outline of the chapter:
• First, a brief introduction of the system and general overview of the methods that were used
for the investigation.
• Second, temperature-dependent properties such as the spontaneous polarization, susceptibility
and piezoelectric responses of nanodots under ideal short-circuit (SC) boundary condition
(β = 1) will be presented.
• Third, temperature dependent properties such as the toroidal moment of nanodots under ideal
open-circuit (OC) boundary condition (β = 0) will be shown.
• Fourth, size effects under the influence of temperature for perfect SC conditions will be
addressed.
• Fifth, size effects, spontaneous polarization and toroidal moment at low temperature (T =
5 K) as β was varied from 0 to 1 will be examined.
5.3

Methodology

5.3.1

Presenting the systems

In this study, Monte Carlo simulations were performed using a first-principles-based effective
Hamiltonian (Eq. 4.93) method to simulate zero-dimensional, 0D, isolated stress-free BaTiO3 (BTO)
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nanoparticles under various electrical boundary conditions by varying the parameter β from 0 to 1.
These nanoparticles were cubic in shape and the supercell were denoted as Nx × Ny × Nz where Nx ,
Ny , and Nz were the number of five-atom cells contained in each nanodot along the pseudocubic
[100], [010] and [001] directions respectively. The nanodots were BaO terminated and the obtained
local modes were centered on Ti atoms. Furthermore, the influence of size on the temperature
dependent features of such systems was also investigated, therefore the lateral size of the system
was varied from 48 Å to 100Å. The supercells that will be presented in this chapter are given in
Table 5.1.
Supercell size
12×12×12
16×16×16
18×18×18
20×20×20
25×25×25

Volume
48 Å × 48 Å × 48 Å
64 Å × 64 Å × 64 Å
72 Å × 72 Å × 72 Å
80 Å × 80 Å × 80 Å
100 Å × 100 Å × 100 Å

Table 5.1: Nanodots supercells used in this study.

Figure 5.1 shows a schematic representation of the typical supercell used in the studies. The
total energy utilized for the effective Hamiltonian was discussed in Chapter 4 Section 4.6.2 and
given in Eq. 4.93. It was used in various studies and demonstrated to reliably predict the properties
of BaTiO3 nanodots in particular [53, 80, 93, 94, 95, 96].
5.3.2

Optimization Schemes

Parameters
Table 5.2 presents the list of parameters for the effective Hamiltonian used in the calculations
and obtained from Ref. [97]. Each of the simulations was performed under a pressure P = −4.8
GPa to overcome the underestimation of the lattice constant by local density approximation (LDA)
(see Chapter 4 Section 4.4.1).
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nanodot)

Top view

2 sites for

a

Vacuum layer sites

14 sites (1

5 atoms cell
sites

b

z [001]

Atoms in 5-atoms sites

y [010]

Oxygen sites (O!,O|| )
x [100]

B sites (Ti4+)
A sites (Ba2+)

12×12×12 Supercell
48Å×48Å×48Å

c

Figure 5.1: (a) Schematic representation of the supercell used in simulating 0D ferroelectric
nanostructures. Here, a (12×12×12) BaTiO3 nanodot (in dark) was surrounded by a vacuum
layer in all directions. The volume of the particle was varied from 12×12×12 sites to 25×25×25
sites. (b) Top view of the supercell showing the dot and the vacuum layer and (c) shows the
atoms in the 5-atoms unit cell, in the case BaTiO3 .

On-site
Inter-site

Elastic
Coupling
Dipole

κ2 = 0.05385
j1 = − 0.01406
j3 = 0.00478
j6 = 0.00123
B11 = 4.73
B1xx = − 2.19
Mode Born Effective
Charge
∗
Z = 10.13

α = 0.341
j2 = 0.02465
j4 = − 0.00284
j7 = 0.00062
B12 = 1.62
B1yy = − 0.17
Optical Dielectric
Constant
∞ = 5.24

γ = − 0.48
j5 = 0.00163
B44 = 1.85
B4xz = − 0.09
Lattice constant of BaTiO3
a = 7.46

Table 5.2: Effective Hamiltonian parameters value for BaTiO3 used in the calculations, in atomic
units.
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Annealing Processes
The annealing process consisted of cooling or heating the supercell at various rates. As
indicated in Table 5.3, the system was annealed at various incremental/decremental temperature
steps for 40,000 MC sweeps. The simulated annealing process ensured the inducement of microstructural changes as well as the minimization of the total energy of the system. Also, the annealing
processes were the method through which the temperature dependent properties of the system were
predicted. Namely, the method by which the electric polarization, which is an important parameter
in the determination and understanding of other important quantities (i.e., the effective charges,
dielectric and piezoelectric responses that are the derivatives of polarization with respect to atomic
displacement, electric field, and strain) [1].
Cooling Process
Temperature ranges Rates (decrements)
1200 K ≥ T > 600 K 20 K/40k MC steps
600 K ≥ T > 205 K
15 K/40k MC steps
205 K ≥ T ≥ 5 K
10 K/40k MC steps

Heating Process
Temperature ranges Rates (increments)
5 K ≤ T ≤ 115 K
10 K/40k MC steps
120 K ≤ T ≤ 400 K
10 K/40k MC steps
425 K ≤ T ≤ 600 K
25 K/40k MC steps

Table 5.3: Details of annealing processes: simulated cooling process and heating process.
Poling process: application of external electric field
The application of an electric field on a ferroelectric (FE) nanowire is known to induce a larger
polarization per five atom cell by aligning the electric dipoles in the direction of the applied field [42].
Thus, poling the average displacement hui i(i = x, y, z) in such a manner may induce a more stable
state than the one obtained initially from the cooling process. Using all these different processes
mentioned above, the first step of the investigation was to obtain the configuration with the lowest
energy at low temperatures. In other word, the best approach was the one that provided a global
minimum.
What is the ground state?
Figure 5.2 shows an example of the steps following the cooling processes which gave an
optimized configuration for the system. Following the cooling process, different steps were taken to
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obtain the ground state of a 12×12×12 free-standing cubic nanodot under OC boundary condition
at T = 5 K (Note that the optimization schemes were also used for partially screened nanodots
(0 < β < 1) and ideal SC conditions). After cooling the system to T = 5 K, the optimized
configuration was used in different calculations. Figure 5.2(a) and (b) summarize the schemes used
to obtain the low temperature configurations in Figure 5.3(a) through (f).

Cooling process
600K ≥ T ≥ 5K

Heating process
5K ≤ T ≤ 600K

MC simulations:
4×104 or 1×105
sweeps per
temperature steps

MC simulations:
4×104 or 1×105
sweeps per
temperature steps

Optimized
Configuration
(5K)

TEMPERATURE DEPENDENT
PROPERTIES

(a) Schemes (a) and (d): No electric fields were applied.

Cooling process
600K ≥ T ≥ 5K
MC simulations:
4×104 or 1×105
sweeps per
temperature steps

Poling Process:
T = 5K

Heating process
5K ≤ T ≤ 600K

Punctual application
of electric field, E, in
[001] or [111]
directions, for 4×104
or 1×105 MC
sweeps

Optimized
Configuration
(5K)

MC simulations
4×104 or 1×105
sweeps at 5K

Poled
Configuration
(5K)

MC simulations
4×104 or 1×105
sweeps per
temperature steps

Ground state
Configuration
(5K)

TEMPERATURE DEPENDENT
PROPERTIES

(b) Schemes (b), (c), (e) and (f): E field applied along the [001] or [111] direction.

Figure 5.2: Schemes that were used to obtain the ground state of a 12×12×12 free-standing
cubic nanodot under OC boundary condition at T = 5 K and subsequently, the temperature
dependent properties for the system.
The patterns presented in Figure 5.3(a) through (f) are the predicted displacement patterns on a
particular plane (i.e., z = 10 which means the 10th plane having a normal direction along the z-axis).
The optimized configuration, obtained at T = 5 K after the cooling process was either:
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• First, re-calculated at 5 K for 4 × 104 MC sweeps (Figure 5.3(a)) or for 1 × 103 MC sweeps
(Figure 5.3(d)).
• Second, re-calculated under an applied electric field, E = 1.0 × 109 (V/m) in the [001] direction at 5 K for 4 × 104 MC sweeps (Figure 5.3(b)) or for 1 × 103 MC sweeps (Figure 5.3(e)).
• Third, re-calculated under an applied electric field, E = 1.7 × 109 (V/m) in the [111] direction
at 5 K for 4 × 104 MC sweeps (Figure 5.3(c)) or for 1 × 103 MC sweeps (Figure 5.3(f)).
The energy of each final configuration was calculated. The ground state was obtained when a
large enough field was applied in the [111] direction (and then removed) and the largest difference
in energy between the ground state and the least stable configuration was−1.082 meV . The
configuration in Figure 5.3(c) had the lowest energy and therefore was considered as the ground
state of the system. The scheme that was chosen for this study was therefore scheme (c).
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MC sweeps: 40000
T = 15K
No Electric Field applied

x

a

x

b

-50.18323
(meV/5 atom cell)

y

x

d

c

x

-50.141870
(meV/5 atom cell)

y

-50.082821
(meV/5 atom cell)

z = 10
MC sweeps: 100000
T = 5K
No Electric Field
applied

-50.199014
(meV/5 atom cell)

y

-50.074658
(meV/5 atom cell)

y

z = 10
MC sweeps: 40000
T = 5K
No Electric Field
applied

-49.116817
(meV/5 atom cell)

40000
T = 5K
E = 1.7×109 V/m in [111]
direction

y

Current
configurations

40000
T = 5K
E = 1×109 V/m in [001]
direction

y

Previous
configurations

x

e

x

f

Figure 5.3: Optimization schemes in order to acquire the ground state of the system for the
ideal open circuit boundary condition (β = 0). (a) The system was annealed from T = 600 K
to T = 5 K at various rates (see Table 5.3) with 40 × 103 MC sweeps per temperature, and the
previous configuration was at T = 15 K. (b) This system was annealed from T = 600 K to
T = 5 K with 40 × 103 MC sweeps per temperature step, at 5 K an electric field with magnitude
1.0 × 109 (V/m) was applied (and then removed) in the [001] direction. (c) Same as (b) except
that the electric field was applied in the [111] direction with a magnitude of 1.7 × 109 (V/m). (d),
(e) and (f) are the same as (a), (b) and (c) respectively with the exception that the MC sweeps
were increased to 100 × 103 per temperature steps.
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5.4

Temperature-dependent features of the 12×12×12 0D BaTiO3 structure under short
circuit boundary condition (β = 1):
Presently, the simulated results for the temperature dependent properties of a 12×12×12

nanodots with 48 Å lateral size and under perfect SC boundary conditions are presented. This
analysis provided information about the behavior of the polarization and other intrinsic properties
without the influence of a depolarizing field. Figure 5.4 shows in (a) the behavior of the Cartesian
components of the polarization, which in (b) and (c) the in-plane (χ11 , χ22 ) and out-of-plane (
χ33 ) components of the dielectric susceptibility, respectively. The temperature dependence of the
piezoelectric coefficients d11 and d22 are displayed in (d) and d33 in (e).
5.4.1

Polarization, Dielectric Susceptibility, and Piezoelectric Response.

In Figure 5.4(a), the polarization as a function of temperature shows three ferroelectric phases
denoted by “I ”, “II ” and “III ” and a cubic or paraelectric phase denoted as “IV” in the direction of
ascending temperatures. Starting the analysis from higher to lower temperature phases, with phase
“IV” being the paraelectric or cubic (C) phase described by a vanishing, P , or Px = Py = Pz = 0.
This phase occurred above T∼370 K as indicated by the peaks in both the dielectric response and
the piezoelectric coefficients at this particular temperature.
Phase “III” was within the temperature range 235 K < T ≤ 370 K with P or Px = Py = 0 < Pz 6= 0,
which described a tetragonal phase (T). Both C and T phases were found in the bulk [12], thinfilms [36, 38] and the nanowires [46] systems under short circuit boundary conditions. It is worth
mentioning that the phase sequences of the two- and one-dimensional systems differ from that of
the bulk. For instance, for the BaTiO3 system the phase sequences are as follows:
• For the free bulk system, cubic–to–tetragonal–to–orthorhombic–to–rhombohedral, (C–T–O–
R) as seen in Figure 3.17 [12].
• For the stress-free epitaxially grown ultra-thin film, cubic–to–tetragonal–to–monoclinic,
(C–T–M) [36, 38].
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• For the free-standing nanowire system, cubic–to–tetragonal–to–orthorhombic–to–monoclinic,
(C–T–O–M) [46]. Also due to the symmetry of the wire the phases are comparable to that of
the bulk.
Furthermore, the transition temperatures for the different phases do not coincide with that of
the bulk system. Here, following phase “III” was an unusual phase that was denoted as “II”, while
the ground state corresponded to that of the bulk system, which was specified as “I ”. Indeed phase
“I” was rhombohedral, where the orientation of the polarization (P) was along [111], meaning
Px = Py = Pz 6= 0 and lasted for T ≤ 210 K. The transition temperature occurred within the
range 200 K < T ≤ 210 K, as the peaks in the dielectric susceptibility (Figure 5.4 (b) and (c)) and
piezoelectric coefficient (Figure 5.4 (d) and (e)) indicated.
The second phase, namely “II”, as presented in (Figure 5.4(a)), occurred within a higher
temperature range 210 K < T < 230 K and was characterized by P oriented along [uuv] (u < v).
In other words, when Px ≡ Py 6= 0 < Pz 6= 0, which describes a monoclinic phase. The highest
temperature at which phase “II” occurred was around 230 K, 240 K as indicated by the peaks at:
• T = 230 K for d11
• T = 240 K for χ11
The phase sequence obtained from the spontaneous polarization behavior was confirmed by X-ray
diffraction calculations. These calculations provided another route to determine the transition
temperature as the structure changed symmetry.
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Figure 5.4: Temperature-dependent properties of free-standing 12×12×12 BaTiO3 nanodots under ideal short circuit boundary
conditions. (a), Average Cartesian components Px , Py and Pz of the polarization; (b), the χ11 , χ22 and (c) χ33 dielectric susceptibility.
(d), the d11 , d22 , and (e) d33 piezoelectric coefficients.

5.4.2

Calculated X-ray diffraction patterns

Using X-ray diffraction (XRD) patterns as a function of temperature it was possible to determine
the phases associated with the structure at different temperatures. Furthermore, the XRD calculations, which are detailed in Appendix A, have been demonstrated to match other experimental
results as was reported in Ref. [46]. Figure 5.5 panels (a) – (d) display the diffraction patterns as a
function of temperature for preferred (200) Bragg peaks for the 12×12×12 BaTiO3 nanodots. The
different Bragg peaks showed clearly that the system underwent three phase transitions: from the
low-temperature rhombohedral to a monoclinic phase (T'200 K) evident by the splitting of the
(200)R rhombohedral Bragg peak (Figure 5.5(a)) into two peaks which did not correspond to the
(022)O and (200)O characteristic to the orthorhombic phase but instead to the monoclinic phase
(Figure 5.5(b)).
Then, the system displayed a tetragonal phase (T'235 K) by the occurrence of the (002)T and
(200)T tetragonal peaks (Figure 5.5(c)), and finally from the tetragonal to cubic phase (T ' 370 K)
where the single (200)C cubic Bragg peak was recovered (Figure 5.5(d)). Figure 5.5(e) shows a fit
of the two peaks characterizing the monoclinic phase. It is worth mentioning that experimentally
the monoclinic phase is usually determined through Rietveld refinements, but here the identity of
the monoclinic phase was provided by Figure 5.5(f) which showed the lattice parameters (a, b and
c) of the system as functions of temperature.
Based on Table 2.1 which summarized the crystallographic systems and Bravais lattices, the
monoclinic phase was identified by a 6= b 6= c and the angle between a and b, b and c, and a
and c, denoted as α, γ and β, respectively, satisfying α = γ = 90o 6= β. In Figure 5.5(f), for
T ≤ 200 K the parameters and angles adopted a rhombohedral symmetry, followed by the monoclinic
(200 K < T ≤ 240 K), tetragonal (240 K < T ≤ 270 K) and cubic (T > 370 K) symmetries.
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Figure 5.5: Calculated X-ray diffraction (XRD) patterns as a function of temperature. The top panels show the (200) Bragg peaks for
(a) 5 K (rhombohedral, R3m, phase), (b) 200 K (monoclinic, MA or MB , phase), (c) 250 K (tetragonal phase) and (d) 500 K (cubic
phase). The
 bottom panel shows in (e)
 the Gaussian fit of the monoclinic phase. The two peaks were fitted with the following equation:
y = y0 +

√A

w

π/2

2)

exp(−2((x−xc )/w)

where, A is the area, w is half the full width at half maximum (FWHM), xc is the angle 2θ at

which the peak is centered and y0 is the offset. Finally (f) shows the evolution of the lattice parameters a, b, and c as functions of
temperature.

5.4.3

Microscopic Picture: dipolar arrangements as a function of temperature

This part of the investigation was attentive to the microscopic picture offered by the system. To
do so, the dipole structures was obtained in the system at temperatures within the various phases.
Figure 5.6(a)–(d) show the equilibrium dipolar arrangement obtained at T = 5 K, 220 K, 250 K and
500 K for the (1̄10) plane. The arrows are projections of the dipole moment onto the plane. For
phase “I” the dipoles were all aligned along the [111] direction characteristic to the rhombohedral
phase (Figure 5.6(a)).
For phase “II” (Figure 5.6(b)), the dipoles deviated from the [111] direction and were no longer
in a homogenous pattern. The dipole moments were in arbitrary directions and predominantly in the
[110] and [111] directions. All three components of the polarization were present with magnitudes
that differed from that of the rhombohedral phase.
For phase “III” (Figure 5.6(c)), the x- and y-components were random and on average null.
However, the average z-component shown in Figure 5.6(c) was along the [001] direction (pointing
up), describing the dipoles in the tetragonal phase.
For phase “IV” (Figure 5.6(d)), the dipoles had a random configuration and were very small in
magnitude, which resulted in a null total polarization.
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Figure 5.6: Dipolar arrangements in (1̄10) plane for (a) rhombohedral phase (T = 5 K), (b) monoclinic phase (T = 200 K), (c) tetragonal
phase (T = 250 K), (d) cubic phase (T = 500 K). The arrows indicate the main direction of the dipoles.

Ideal open circuit boundary condition (β = 0):

5.5

In the previous sections, the findings were detailed for the 12×12×12 nanodots. In this section
the findings for the same system, but under ideal open circuit (OC) condition (β = 0) are introduced.
Section 5.3.2 was devoted to the optimization scheme in order to obtain the ground state for
the system. However, BaTiO3 dots are very complex systems and finding the ground state was
not always straightforward. Furthermore, several of the local minima might be of technological
importance and present structures that have not yet been reported in ferroelectrics. In this section, a
local minimum with interesting features that was obtained through the optimized scheme will be
presented, followed by a discussion of the state with the lowest energy.
5.5.1

State 1 (Local minimum): E = -50.25 meV per 5-atoms sites

Figure 5.7 displays the temperature-dependency of the electrical toroidal moment of the
12×12×12 BTO nanodot, hGj i. The toroidal moment is the order parameter associated with
electric dipole vortices [43] and is defined as follows:

hGj i = (2Nj )−1

X

Ri,j × pi,j

(5.1)

i,j

where pi,j is the dipole of site i of dot j located at Ri,j , and Nj is the number of sites in the dot j.
In the ideal OC condition, the induced surface charges become very important as the dimensionality of the ferroelectric material is reduced. The appearance of a depolarizing field in the
opposite direction of that of the polarization annihilates the latter. Figure 5.7 shows that the toroidal
moment hGi was such as hGx i = hGz i =
6 0 <hGy i =
6 0 for T ≤ 35 K and along the [111] direction
for 35 K < T ≤ 200 K. Above T = 200 K, the toroidal moment disappeared. The inset shows, as
expected, the absence of a spontaneous polarization in the system since the depolarizing field was
not compensated through the screening parameter β.
For a better visualization of the electrical toroidal moment, the equilibrium dipolar arrangement
is shown in Figure 5.8(a)–(e). The dipoles were plotted in the (111) plane as the toroidal moment
lay perpendicular to this plane for most of the temperatures. Although below T = 35 K, the toroidal
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moment was in a peculiar direction, and insights were gained by comparing the differences between
phase “A” (i.e., below 35 K) and “B” (i.e., between 35 K and 200 K) in the same plane.

35K

200K

No polarization

A

B

C

Figure 5.7: Cartesian coordinates of electrical toroidal moment, hGx i, h Gy i and h Gz i as
a function of temperature for a 12×12×12 BTO nanodot. The inset shows the temperature
dependency of the Cartesian coordinates of spontaneous polarization, hPx i, hPy i and hPz i.
Figure 5.8(a) shows the dipole pattern at 5 K where an in-plane electric dipoles vortex ring
structure surrounded dipoles at the core. Figure 5.8 panels (b)–(d) show that from T = 35 K a full
in-plane and centered vortex occupied the structure and continued in this manner up to T = 200 K.
Above 200 K, the dipoles had a random configuration and no vortices were present, resulting in a
null net toroidal moment.
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Figure 5.8: Dipolar arrangements for (111) plane at (a) 5 K, (b) 35 K, (c) 55 K, (d) 105 K and (e) 275 K

Further analysis of the dipoles moments in phases “A” and “B” should provide a clearer picture
of the microscopic behavior of the system as described next.
Below 35 K: Region “A”
Figure 5.9 panels (a)–(c) show the same (111) plane at 5 K and at different angles, where the
dipoles surrounded by the vortex (mentioned in the previous section) are in red. Figure 5.9 panels
(b) and (c) show that the red dipoles were out-of-plane and in the [111] direction, which suggested
a net polarization in the same direction.

T = 5K
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c
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Figure 5.9: (111) plane index 22 at 5 K viewed in (a), same plane rotated 30o about y-axis in (b).
(c) (111) plane index 22 at 5 K viewed in (-110) plane.
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Since this work found otherwise (see inset in Figure 5.7), a deeper look of the dipoles at various
parallel (111) planes was provided in Figure 5.10(c) at plane index 7, 17 and 27. The plane indices
were arbitrary and Figure 5.10(b) shows the position of the planes with indices 7, 17 and 27. In fact,
planes 13 to 20 contained the same configuration as that shown for plane (111) indexed 17. In other
words they also contained dipoles in the [111] direction surrounded by an in-plane vortex pattern.
Figure 5.10(c) shows the Cartesian coordinates, Px , Py and Pz of the polarization as functions of
(111) plane indices at 5 K. On average the polarization still remained null, however the different
configurations contributed to a net polarization locally.
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Figure 5.10: View (a) and position (b) of (111) planes with indices 7, 17 and 27 at T = 5 K. (c)
Cartesian coordinates of the polarization per (111) planes indices at T = 5 K.
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Above 35 K: Region “B”
As the temperature was increased to 55 K, Figures 5.11 panels (a) and (b) show that the vortex
configuration shifted to the center of the (111) plane, remaining in-plane and the vortex core no
longer contained a polarization. Furthermore, in Figures 5.11(c), which shows the components, Px ,
Py and Pz of the polarization as functions of (111) plane indices at 55 K, there was still a non-zero
polarization per plane but the average remained null. The in-plane vortices arrangement remained
in the (111) plane up to T = 200 K.
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Figure 5.11: (111) plane index 17 at 55 K viewed in (a). (b) (111) plane index 17 at 55 K viewed
in (-110) plane. (c) Cartesian coordinates of the polarization per (111) planes indices at T = 55 K.
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5.5.2

Ground-state (Global minimum): E = -50.93 meV per 5-atoms sites

The lowest energy state for the 12×12×12 nanodot under the ideal open circuit (OC) condition
(β = 0) will be discussed here. The previous sections purported on a local minimum that was
obtained using the optimized scheme and which presented unexpected configurations consisting of
dipoles in the [111] direction surrounded by a vortex ring. These configurations prompted further
investigations of the ground state, which was expected to have a vortex configuration throughout.
The electrical boundary conditions of the particle (β = 0) implies that the depolarizing field should
not allow a single-domain state such as the rhombohedral phase that was found for β = 1. Instead,
the polarization was expected to continuously curl around the particle center in the (111) plane as
all three components of the polarization are likely to occur in the case of BaTiO3 . The formation of
vortices drastically would reduce the energy in the system and avoid domain wall energy.
As expected, an even lower energy state was obtained, that was believed to be the ground state.
The energy difference between the two states was ∆E = -0.68 meV per 5-atoms sites. The toroidal
0

moment as a function of temperature in Figure 5.12 presented two regions, “B ” and “C”, instead of
the three that were previously discussed for state 1. Region “C” was the paraelectric phase and was
0

the same as in Figure 5.7 and region “B ” of Figure 5.12 was similar to region “B” of Figure 5.7.
The electrical toroidal moment components were larger in magnitude for T ≤ 35 K in Figure 5.12
than in Figure 5.7 while the trend above T = 35 K was similar between Figures 5.12 and 5.7. The
averaged polarization was zero as shown in the inset of Figure 5.12. All three components of the
toroidal moment were non-zero. However, the microscopic arrangement of the dipoles differed
between “state 1” (which was the local minimum) and the “ground-state”.
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200K

No polarization

B’

C

Figure 5.12: Temperature dependency of the toroidal moment calculated from the lowest energy
(i.e., ground-state) configuration obtained at 5 K for a 12×12×12 BTO nanodot under OC
condition. The main graph is that of the Cartesian coordinates of electrical toroidal moment,
hGx i, hGy i and hGz i as a function of temperature. The inset shows the temperature dependency
of the Cartesian coordinates of spontaneous polarization, hPx i, h Py i and hPz i.
In fact, Figure 5.13, which shows views of the ground state in the (a) (111), (b) (1̄10) and
(d) (001) planes revealed no vortices in the (111) plane. Instead vortex patterns were seen in
Figures 5.13(b) and (d). Furthermore, Figure 5.13(a) shows that in the (111) plane the dipoles
adopted in-plane and out-of-plane wave-like configurations. The Cartesian components of the
total polarization in each (111) plane were plotted in Figure 5.13(c) and suggested that the total
polarization was along h011i directions inside each (111) plane. Furthermore, Figure 5.13(d) shows
a domain structure in the (001) plane with the domain wall in the (110) plane. In addition, to
the ground state vortex configuration being in the (1̄10) and (001) planes, other very interesting
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Figure 5.13: Ground-state microstructure. View of the equilibrium dipolar arrangement in the
(a) (111), (b) (-110) and (d) (001) planes. Panel (c) shows the total polarization components per
(111) planes.
features were revealed while investigating the dipole structures as functions of temperature. In fact,
Figure 5.14 panels (a) –(e) show the dipole patterns at T = 5 K, 35 K, 55 K, 105 K and 300 K in (a,
b, c, d, and e respectively). At 5 K the ground state displayed a vortex domain, characterized by
four 90o domains with polarizations lying along the [001], [110], [001̄] and [01̄1̄]directions. The
domains remained well defined up to T= 95 K, above which the vortex became less defined and
disappeared completely beyond T = 200 K. Furthermore, as temperatures were increased “zigzag”
chains appeared in the system along the [001] direction. Such “zigzag” patterns will be further
discussed in subsequent chapters and seemed to be an intrinsic feature of BaTiO3 nanostructures.
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Figure 5.14: Temperature dependency of the dipolar arrangement in the 12×12×12 stress-free
nanodot under OC boundary conditions. The vortex configuration is within the (-110) plane
which is shown at the temperature is increased from T= (a) 5 K, (b) 35 K, (c) 55 K, (d) 105 K and
(e) 300 K.

5.6

Electrical Boundary Conditions and Size effects

5.6.1

Ideal short circuit condition and temperature dependence.

The size dependency of the ferroelectric properties that were discussed for the 12×12×12
free-standing stress-free BaTiO3 nanodot where then explored. The discussion in this section
will purport to the changes in the Curie temperature, TC , polarization and the electromechanical
responses as the dot cross-section was increased. Furthermore, the evolution of the microstructure
of the ground state under the influence of the increased size will be presented. Finally, an analysis
of the influence of the electrical boundary conditions on the ground state of dots of different sizes
will be presented.
In the previous sections, the temperature dependent polarization of a nanodot with 48 Å lateral
size, under ideal SC boundary conditions revealed three ferroelectric phases. The low-temperature
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ground state was found to be rhombohedral with the polarization, P, in the [111] direction. The
second phase, denoted as “II” in Figure 5.4, was determined to be a monoclinic (MA ) phase,
where P was in the [uuv] direction and u < v. The third ferroelectric phase was tetragonal and P
was oriented along the [001] direction. The last phase, “IV” was the paraelectric phase with no
spontaneous polarization.
The system presented particularly large dielectric and piezoelectric responses around the
rhombohedral-to-monoclinic and monoclinic-to-tetragonal phases. In the present section, further investigations concerning the influence of size on the nature of the phase transitions under ideal
SC boundary conditions are discussed.
In Figure 5.15, top panels ((a) – (c)), show the temperature dependent polarization for nanodots
with lateral sizes of 64 Å, 72 Å and 80 Å, respectively. The bottom panels of Figure 5.15((d) –
(f)) show the dielectric responses as functions of temperature for the same nanodots with lateral
sizes mentioned above. Figure 5.15 panels (a),(b) and (c) revealed that the ground-state maintained
a rhombohedral symmetry (indicated as R) for all three systems occurring at T ≤ 180 K, T≤
170 K and T ≤ 140 K for the 64 Å, 72 Å and 80 Å, respectively (as indicated by the first peaks in
Figure 5.15 panels (d),(e) and (f), respectively).
Notice that the transition marking phase “I”–to–“II” decreased as the lateral size increased, this
trend has been reported in ultra thin films and is due to the change in surface-to-volume ratio.
Phase “II” however, evolved from a monoclinic (MA ) for the 16×16×16 dots (Figure 5.15(a))
to an orthorhombic phase (indicated as O) for the subsequent systems, 18×18×18 and 20×20×20.
Meanwhile a tetragonal phase (indicated as T) followed phase “II” in all three systems occurring at
T ' 210 K, T ' 190 K and T ' 180 K for the 64 Å, 72 Å and 80 Å system, respectively (as indicated
by the first peaks in Figure 5.15 panels (d),(e) and (f) respectively).
The tetragonal phase was followed by the paraelectric phase (indicated as P) that occurred at
T ' 340 K, T ' 330 K and T' 320 K for the 64 Å, 72 Å and 80 Å lateral sizes, respectively (as
indicated by the second peaks in Figure 5.15 panels (d),(e) and (f) respectively).
First, it is worth mentioning that the transition temperature for phases “II”–to–“III” and “III”–
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to–“IV” decreased when the lateral size of the dot was increased. Second, they showed that the
monoclinic phase for the 16×16×16, where Py = Pz 6= 0 < Px 6= 0 differs from the 12×12×12
system for which Px = Py 6= 0 < Pz 6= 0.
It is also worth mentioning that due to symmetry, the polarization could point in any huuvi
pseudocubic direction (i.e., along the x- or y- or z-axis) with the same probability, therefore the
monoclinic phases were equivalent by symmetry in this case [80].
Similarly, the tetragonal phases were symmetrically equivalent, where the components of the
polarization were such that Px = Py = 0 < Pz 6= 0 and Py = Pz = 0 < Px 6= 0 for the 48 Å,
64 Å systems, respectively and Px = Pz = 0 < Py 6= 0 for both the 72 Å and 80 Å.
The monoclinic (Figure 5.15(a)) and orthorhombic (Figure 5.15 panels (b) and (c)) phases
occurred within very small temperature windows (i.e., 180 K < T ≤ 210 K, 170 K < T ≤ 190 K and
140 K < T ≤ 180 K, respectively). They were therefore confirmed by the XRD calculations which
are shown in Figure 5.16 panels (d) – (f).
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a

Figure 5.15: Top: temperature dependency of the spontaneous polarization of the (a) 16×16×16, (b) 18×18×18 and (c) 20×20×20
BTO nanodots under SC boundary conditions. Bottom: temperature dependency of the dielectric susceptibility of the (d) 16×16×16,
(e) 18×18×18 and (f) 20×20×20 BTO nanodots under SC boundary conditions.

Figure 5.16 shows in panels (a), (b) and (c) the temperature dependency of the piezoelectric
coefficients of the (a) 16×16×16, 18×18×18 and 20×20×20 stress-free, free-standing BTO
nanodots under SC boundary conditions, respectively. Figure 5.16 shows in panels (d), (e) and (f)
the temperature dependency of the calculated XRD data for the same systems mentioned above.
Notice that the piezoelectric coefficients obtained were the largest for the “I”–to“II” phase transition
and even larger for the 16×16×16 system. This was because, as mentioned earlier, the monoclinic
phase is often associated with large electromechanical responses. Furthermore, the XRD calculations
performed at all temperatures confirmed first, the phase sequence in the system and second that
indeed phase “II” was no longer monoclinic for dots with lateral size above 64 Å.
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Figure 5.16: Top: temperature dependency of the piezoelectric coefficients of the (a) 16×16×16, (b) 18×18×18 and (c) 20×20×20
BTO nanodots under SC boundary conditions. Bottom: temperature dependency of the calculated XRD data (d) 16×16×16, (e)
18×18×18 and (f) 20×20×20 BTO nanodots under SC boundary conditions.

Figure 5.17 shows the dipole structure as a function of temperature in the dots with lateral sizes
of 64 Å ((a)–(d)) in the (01̄1) plane, 72 Å ((e)–(h)) in the (101̄) plane and 100 Å ((i)–(l)) in the (101̄)
plane. The rhombohedral phase was well defined as all the dipoles were along the [111] direction
(see Figures 5.17 panels (a), (e) and (i)). The monoclinic phase, present in the 64 Å lateral size
dot (see Figures 5.17(b)) consisted of dipoles in the [100] and [111] directions. The orthorhombic
phase was more distinct in the 100 Å lateral size dot as the dipoles aligned along the [101] direction,
while in the 72 Å system the dipoles were less uniform and lay along the [101] and [111] directions
(see Figures 5.17 panels (f) and (i)). For the tetragonal phase, the dipoles aligned along the [100]
direction for the 16×16×16 and [010] direction for the 18×18×18 and 20×20×20 supercells.
These arrangements coincided with the data presented in the previous sections.
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Figure 5.17: Temperature dependence of the dipolar arrangements in the ((a)–(d)) (01̄1) plane for the 16×16×16 , ((e)–(h)) (101̄)
plane for the 18×18×18 and ((i)–(l)) the (101̄) plane for the 20×20×20 supercells.

5.6.2

Evolution of the screening parameter β at T = 5 K

The case of the ideal SC boundary conditions for nanodots of various sizes were discussed
in detail in the previous sections where a rhombohedral state was found to be the ground state in
all four systems (i.e.,12×12×12, 16×16×16, 18×18×18 and 20×20×20 supercells). The open
circuit condition was discussed in the case of the 12×12×12 system as a function of temperature.
Here, the discussion will be focused on the investigations partial screening, meaning 0.0 ≤ β ≤ 1.0,
at T = 5 K for all the systems in this study.
Upon decreasing the β parameter with respect to the β = 1, a residual depolarizing field
proportional to (1 − β) was induced and suppressed the spontaneous polarization. The linearly
decreasing polarization magnitude and increasing toroidal moment as β was reduced is shown in
Figure 5.18. The polarization decreased continuously (as opposed to the abrupt transition that was
found for lead-zirconate-titanate (PZT) nanodots in Ref. [80]) from β = 1.0 to a critical β = 0.87,
representing an 87%, screening where it vanished entirely.
In fact, in the BaTiO3 nanodot there was a screening range where the magnitude of the polarization and that of the toroidal moment continuously were both non-zero. Indeed, the simulations
revealed that for 0.87 ≤ β ≤ 0.96 the screening of surface charges was such that a spontaneous
polarization and toroidal moment coexisted within the free-standing BaTiO3 nanodot.
The insets (a)–(c) show that for β ≤ 0.87 the projection of the dipoles onto the (-110) plane
formed electric dipole vortices made up of 90o domains. Also, normal to the (-110) plane were 180o
domains with domain walls in the [111] direction. Within the region where both polarization and
toroidal moments were present (insets e, and f) the dipolar arrangement changed as the ground-state
changed, which suggested that within this particular β range the phase sequence dramatically
depended on β.
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Figure 5.18: The β dependency of the ground-state spontaneous polarization and toroidal
moment in freestanding BTO nanodots with lateral size of 48 Å at T = 5 K.
Figures 5.19, 5.20 and 5.21 show the temperature dependency of the polarization (a), toroidal
moment (b) and dielectric response (c) for the 48 Å lateral sized free-standing nanodot for β = 0.91,
0.92 and 0.93, respectively.
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Figure 5.19: Temperature dependency of the spontaneous polarization (a), toroidal moment (b)
and dielectric responses (c) of a 12×12×12 BTO nanodot β = 0.91. The insets show snapshot
of the dipole structure in (b) the (111) plane at 35 K and 105 K, respectively.

The insets offer a view of snapshots of the dipolar arrangement in the system. For β =
0.91, (see Figure 5.19) the phase transition occurred at T = 155 K from a paraelectric phase to
a rhombohedral phase, which was the single transition occurring in the system. As β increased
to 0.92 and then 0.93, so did the number of ferroelectric phases that occurred in the system. In
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Figure 5.20(a) there were two phase transitions from paraelectric–to–tetragonal (T = 185 K) and
from tetragonal–to–monoclinic MA phase ( T = 55 K).
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Figure 5.20: Temperature dependency of the spontaneous polarization (a), toroidal moment
(b) and dielectric responses (c) of a 12×12×12 BTO nanodot for β = 0.92. The insets show
snapshot of the dipole structure in (b) the (001) plane at 25 K and 105 K, respectively.

As β reached 0.93 (Figure 5.21(a)) all the phases found for the ideal SC condition were present,
i.e., paraelectric–to–tetragonal (T = 205 K), tetragonal–to–monoclinic MA (T = 105 K), monoclinic–
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to–rhombohedral (T = 85 K).
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Figure 5.21: Temperature dependency of the spontaneous polarization (a), toroidal moment
(b), and dielectric responses (c) of a 12×12×12 BTO nanodot for β = 0.93. The insets show
snapshot of the dipole structure in (a) and (b) (111), (100) and (0-11) planes at 25 K, 115 K and
175 K, respectively.
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Figure 5.22 shows the typical configurations that were obtained in the (111) plane as the dot
lateral size increased. In Figure 5.22 panels (a)–(c) the dipole patterns for the 20×20×20 at T =
5 K for β = 0.0, 0.50 and 0.95 are presented, respectively. These configurations resembled that of
the local minimum that was discussed for the 12×12×12 nanodot under OC condition. The outer
dipoles formed a complex multi-domain pattern around the inner dipoles which were along the
[111] direction. The overall polarization was zero in the case of β = 0.0 and 0.50 and non-zero for
β = 0.95 as shown in Figure 5.23(a).
β=0.0

[0-11]

β=0.50

a
[-110]

[0-11]

β=0.95

b
[-110]

[0-11]

c
[-110]

Figure 5.22: Dipolar arrangements in (111) plane for a 20×20×20 at T = 5 K for (a) β = 0.0,
(b) β = 0.50 and (c) β = 0.95.

Figure 5.23 panels (a) and (b) display the polarization and toroidal moment, respectively, of
BaTiO3 nanodots with increasing lateral size (from 12×12×12 to 20 × 20 × 20) as a function of
the screening parameter β. In Figure 5.23(a), when the screening of the total depolarizing field was
below 85% the polarization was null, which was in agreement with the findings from Ref. [80] for
ferroelectric nanoparticles. In fact, β ' 85% constituted a threshold below which the polarization
vanished due to the depolarizing field induced by the surface charges. As the nanodots became
bigger the change from no polarization to the system having an average polarization became less
abrupt and the threshold for β extended below 85% for nanodots with lateral size of 64 Å and above.
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a

b

Figure 5.23: (a) Average polarization and (b) average electrical toroidal moment as functions of β and as the nanodot sizes are
increased at T = 5 K. Region where both the spontaneous polarization and the vortex structures exist is for 0.90 ≤ β ≤ 0.95.

Figure 5.24 shows the energy per 5-atoms sites as a function of β for all the dots in this study.
This figure showed that the configurations obtained at T = 5 K for the OC condition for the different
dot sizes are very close in energy. However, the presence of domains instead of a purely toroidal
state suggested that the ground-state was not reached.
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Figure 5.24: Total energy for different supercell size in meV per 5-atoms sites at 5 K as a
function of β.
5.7

Summary
In summary, a first-principles-derived scheme was used for a systematic study of freestanding

cubic BaTiO3 nanodots. This study revealed that varying the factors intrinsic to nanostructures,
such as the screening parameter and the size of the particles, the direction of the polarization within
the system could be precisely tuned. Hence, indirectly providing a way to optimize the ferroelectric,
dielectric, piezoelectric, or optical properties of the nanostructures. In fact, the latter properties are
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highly dependent on the polarization orientation and the responses are known to be accentuated by
low symmetry phases such as the monoclinic phase [1, 91].
The Curie temperature (TC ), mean polarization, electromechanical responses and structural
behavior of BaTiO3 nanodots at various sizes and electrical boundary conditions were also discussed
and found that:
• For SC-like conditions, the nanodots contained multiple ferroelectric phases as expected
for the BaTiO3 system. However, the nature of the phases differed from that of bulk, thin
films and nanowires as indicated in other studies. In fact, a monoclinic MA phase was found
in between the rhombohedral ground state and tetragonal phase for dots with a lateral size
below 64 Å, which became an orthorhombic phase as the nanodots lateral size is increased.
Furthermore, the transition temperatures were inversely related to the particle lateral size,
meaning as the latter decreased the transition temperature increased.
• For the OC boundary condition, the system demonstrated interesting low-energy states that
included complex dipolar arrangements in the (111) plane with vortex rings surrounding
dipoles lying along the [111] direction at their core. Also, other complex dipole patterns, such
as “zig-zag” chains that can occur in ferroelectric nanowires, were also found as a result of
the interplay between mechanical and electrical boundaries.
• For β in-between the ideal cases, a very complicated picture was exposed where for a brief
β-range (0.89 < β < 0.97) the system was defined by two order parameters (the toroidal
moment and the spontaneous polarization).
To conclude, dots are intricate structures and BaTiO3 dots present the complexity of ferroelectrics
at the nanoscale. A lot more can be discovered about this system such as the dynamics of the vortex
and domain formations at the nanoscale. In addition, more can be done on these structures for
realistic screening and under SC boundary conditions. Also, further calculations need to be done to
provide a more accurate picture of the size effects. In fact, the optimization schemes and results in
this work revealed a complex ground-state potential for BaTiO3 which might require more complex
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schemes to obtain a definite global minimum for larger supercells. As experimental probes are
now able to view the toroidal moment and other intricate details at the nanoscale, the important
step will be the harnessing of those properties into useful devices and applications. The field of
nano-ferroelectrics is full of surprises as well as unanswered questions, for instance, how does
dimensionality affect the ground state, and that investigation will be described in the next chapter
on one-dimensional (1D) systems.
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CHAPTER 6
Results: Nanowires
6.1

Brief
This chapter concerns the investigation of BaTiO3 nanowires. The peculiarities of the polariza-

tion under the influence of temperature, increased cross-sectional size, full and partial screening of
the induced surface charges were examined.
As mentioned in the previous chapter, the arena of ferroelectric nanostructures comprises
multi-lateral advances both experimentally and theoretically impacting both fundamental and
practical research. In this investigation, a dialogue between experimental and theoretical efforts
was established to obtain a complete picture of the phase evolution as well as the size effects and
ground state of BaTiO3 nanowires. First, the current state of advances concerning ferroelectric
nanowires both on the experimental and theoretical front will be discussed. Second, the results will
be discussed showcasing the importance of merging experimental and theoretical techniques in the
discovery of nanoscale properties particularly for ferroelectrics. Finally, a summary of the results
and insights on future investigations will be given in closing.
6.2

Bibliographical Review and State-of-the-art
1D nanostructures which include nanowires and nanotubes offer great promises for new device

applications and architectures [98, 99]. In fact, 1D nanostructures may have the ability to transport
electrons and optical excitations with high efficiency. Thus, these nanoscale structures have connective capabilities that will have tremendous value for the function and integration of components
at the nanoscale [98]. For the past decade, extensive interest has been given to the synthesis and
the basic characterization of 1D nanostructures of ferroelectric perovskites oxides with the ABO3
general structure.
As shown in Figure 6.1 the number of publications reporting advances about ferroelectric 1D
nanostructures are on the rise (red curve) but remain small compared to the amount of studies that
are focusing on ferroelectric thin films (blue curve). The techniques of fabrication of thin films are
144

well established while reliable and high quality synthesis of ferroelectric 1D nanostructures are
fairly recent.

inset

Figure 6.1: Number of publications with keywords ferroelectric thin film (blue curve) and
ferroelectric nanowires (red curve in the inset).
Lately, more advanced techniques have emerged and the focus is shifting toward applications
and controlled assembly of 3D arrays of nanostructures [99]. Furthermore, the characterization tools
have evolved and from the once limited choice of electron microscopy, several powerful techniques
have emerged such as scanning probe microscopy (SPM), piezoresponse force microscopy (PFM).
These techniques offer high-resolutions and non-destructive visualization of domain structures.
More recently, Schilling et al. were able to observe 90o domains in BaTiO3 lamellae [100],
nanocolumns [101] and nanodots [102] using scanning transmission electron microscopy (STEM).
In addition, new technics have been developed such as the aberration-corrected TEMs, mentioned in
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the previous chapter, have such a high spatial resolution they can now be used as a possible means
of directly imaging atomic displacements related to the electrical dipoles in ferroelectrics [90].
6.2.1

Synthesis of freestanding perovskite nanowires and nanorods

The synthesis of free-standing nanostructures offer the distinct advantage of studying their
ferroelectric properties without inter-particle connections that might affect the system structure [103].
The synthesis of well dispersed nanocrystals is essential for the unveiling of the finite size effects
on ferroelectric properties. Prior investigations of such influences had been attempted on sintered
ceramic powders or films containing ferroelectric particles and one of the disadvantages was the
strong inter-particle connections, these samples yielded vastly different results [103].
In 2001 and 2002, a few investigations focusing on synthesizing well isolated single crystalline
ferroelectric nanowires emerged. In Reference [104], Urban et al. reported the first solution-based
synthesis of nanorods, 5 to 60 nm in diameter, composed of ternary perovskite oxides, namely
BaTiO3 and SrTiO3 . Their method had been used successfully in prior studies to obtain inorganic
nanocrystals and nanorods [105, 106, 107, 108, 109, 110]. In 2002, Yun et al. reported the
characterization of a freestanding single crystalline BaTiO3 nanowire using electrostatic force
microscopy and were able to induce and switch the polarization [111].
Nowadays, the control of the number, location, orientation and quality of the 1D structures are
at the center of very intense research for future integration of these materials. The fabrications
are separated within two main approaches, the bottom-up and the top-down approaches. These
approaches are summarized in the diagram presented in Figure 6.2.
Top-down approaches – entail the use of physical techniques in the fabrication of nanostructures such as focused ion milling, electron-beam direct writing electron beam lithography and
nanoimprint lithography [99]. These techniques offer great control and great definition of the
nanostructures. However, they are reputed to be time consuming, with low throughput and very expensive. Meanwhile, many research labs use nanolithographic techniques for prototyping advanced
integrated circuits (ICs). Standard photolithographic is progressively more expensive and requires
ingenuity for large throughput and low cost fabrication and the bottom-up approach is a promising
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Figure 6.2: The top-down and bottom-up approaches which include physical and chemical
methods are the main fabrication techniques of nanostructures.
alternative and has many advantages such as material diversity, cost effectiveness, and the potential
for high-volume production [99].
Bottom-up approaches – concern chemical methods that are used to assemble the nanostructures from individual atoms or molecules. A versatile group of such methods are nowadays
employed in the synthesis of oxides. Within the bottom-up approach there exist the templateassisted and template-free methods and a few of these are illustrated in Figure 6.3, where in (a) the
vapor-liquid-solid (VLS) method is the best controlled and most studied method which makes use of
the confinement by a liquid droplet acting as a catalyst seed. The droplet confines the lateral growth
and determines the size of the wire. Unfortunately, the VLS method is best suited for elemental,
binary (two different elements) semiconductors and oxides instead of more complex systems.[99].
Figure 6.3 (b) and (c) show the template assisted methods by direct-filling and electrodeposition,
respectively. These methods make use of the nanochannel in an anodized alumina (AAO) or polycarbonate membrane in which a sol or an aqueous solution can penetrate. This technique has been
used to fabricate lead titanate, PTO [112] nanowires, PZT [113] and BaTiO3 nanotubes [114, 115].
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An example of the template-free solution based methods such as surfactant assemblies and micelles,
is shown in Figure 6.3 (d). In this project, the hydrothermal method was used to obtained potassium
niobate (KNbO3 ) nanowires. The hydrothermal synthesis consists of heating a closed container
in which precursors, solvents, and in some cases surfactants or other additives have been mixed
together. The temperature increases the pressure in the container and enabling the crystallization
of nanostructures. The hydrothermal synthesis method has the particularity of forming crystalline
structure at lower temperature than other conventional methods using a sintering step [99] and
references therein.
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Figure 6.3: Schematic illustration of synthetic methods for 1D nanostructures; (a) vapor-liquidsolid (VLS) method, (b) sol-gel synthesis, (c) electrodeposition, and (d) surfactant assisted.

Theoretical studies – have also contributed to the understanding of 1D ferroelectric perovskite
structures. Spanier et al., in Reference [41], conducted a joint experimental and theoretical study
aiming at revealing the influence of diameter on the Curie temperature, TC (between the paraelectricto-ferroelectric phase transition) of BaTiO3 nanowires. Their measurements showed a strong
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dependence of TC on the nanowire diameter (dnw ): While large diameter wires (dnw ≥ 25 nm)
had TC close to that of the bulk system (TC ' 400K). But as the diameter reached 20 nm TC
declined rapidly, following a 1/dnw scaling. From this particular study the authors mentioned a
diameter of ' 3 nm for which the TC value dropped below room temperature. Using extrapolation
of their data the authors also showed at low temperature, the nanowires with small diameters (dnw
= 0.8 nm) continued to sustain ferroelectricity. [41]. Their first-principles calculations using
density functional theory (DFT) to simulate BaTiO3 nanowires with different surfaces indicated
that ferroelectricity could be stabilized by the presence of molecular adsorbates including hydroxyl
groups and carboxylates at the surfaces of the nanowires.
These molecular adsorbates would align with the surface atoms such that they would significantly
screen the surface charges, in other words they would reduce the depolarizing effect relative to
isolated and bare BaTiO3 nanowires [41].
There were several theoretical investigations concerning 1D ferroelectrics (nanowires and
nanotubes) which have contributed to the understanding of the finite size effects influencing the
properties of these structures. In fact, they have shown that ferroelectricity was generally conserved
down for nanowires a few unit cells in diameters [27, 44, 45, 116].
6.3

Objectives
These intense experimental efforts combined with clever theoretical studies have slowly but

surely provided a clearer fundamental understanding of nanoscale ferroelectricity specifically for
nanowires. In the same spirit the intent of this investigation was to further the knowledge base in
the field and investigate freestanding ferroelectric nanowires. The main objective in this chapter is
to present, first, the results of a thorough investigation of the phase transition sequence of KNbO3
and BaTiO3 ferroelectric nanowires as a function of temperature and second, an understanding of
the nature of these phases. Various experimental tools were utilized, namely temperature dependent
X-ray diffraction and Raman spectroscopy. Also a first-principles-based technique was used to
complement the experimental findings.
As mentioned in the previous chapter, the monoclinic phase is often associated with the en149

hancement of both the dielectric and piezoelectric responses [91, 92]. The dependency on such a
ground state on the depolarizing-field-related parameter β and on the cross-sectional size of the
nanowire will be shown. The following is a general outline of the chapter:
• Firstly, the experimental methods utilized for the synthesis of KNbO3 nanowires will be
introduced followed by the characterization methods used to analyze the nanostructures. The
theoretical system (i.e., freestanding BaTiO3 nanowires) will then be presented with a general
overview of the theoretical methodology.
• Secondly, the experimental results will be discussed for the nanostructures in comparison to
that of the bulk system with a brief introduction of the phase sequence in the bulk KNbO3 .
• Thirdly, the experimental results of the KNbO3 nanowires will be analyzed and discussed in
details, i.e., using the data obtained from Raman spectroscopy and X-ray diffraction (XRD).
• Fourthly, the theoretical results paralleling the experimental finding will be presented. In particular, the phase sequence in BaTiO3 nanowires will be shown using the effective Hamiltonian
method.
• Finally, a theoretical study of the systems showing the temperature dependent properties
under the influence of size and various electrical boundary conditions will be presented.
6.4

Methodology

6.4.1

Experimental protocol

Synthesis of KNbO3 nanowires and sample preparation
KNbO3 nanowires were synthesized hydrothermally at the ceramics laboratory at the Swiss
Federal Institute of Technology (EPFL), following the synthesis method of F. Liu at al. for KNbO3
in Reference [117]. Using a KOH solution to which a Nb2 O5 fine powder was added and mixed for
various time periods, the resulting solution was transferred to a Teflon-lined stainless steel autoclave
and heated at 200o C for 24 hours and under an autogenous pressure of ' 30 MPa. the result was
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a fine powder of KNbO3 nanowires with mean diameter of '50 nm and mean length of '5µm.
Figure 6.4 shows one such nanowire obtained using the above mentioned method in the case of
K(Nb0.8 Ta0.2 )-O3 (KTN) and observed through TEM [118].

Nanowire

!
Figure 6.4: TEM bright field image of a single KTN rod. Inset: the corresponding selected area
electron diffraction pattern. Reprinted with permission from Reference [118]. Copyright 2004,
Nano Letters
To prepare the sample for characterization, Figure 6.5 shows an illustration of the apparatus used
to apply a uniaxial pressure to the powder sample, secondly an isostatic pressure was applied to
the sample. The first pressing step compressed the powder in a circular sample 10 mm in diameter
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and 1.5 mm in thickness. Once the samples were prepared the XRD characterization step was
performed.

Metallic cylinder

Sample Holder

Powder of BTO
Nanowires

Metallic discs

Figure 6.5: Diagram of apparatus used to apply isostatic pressure on nano-powder.

X-ray technique
The XRD measurements were performed in the Structures, “Propriétés et Modélisation des
Solides” (SPMS) laboratory at École Centrale Paris. A two-axis diffractometer with rotating
anode generator was used in a Bragg-Brentano geometry to obtain all the experimental XRD
patterns. A classical powder of KNbO3 (bulk system) and the nanowire powder described previously
were characterized and the results will be discussed in Section 6.5.1. The temperature dependent
measurements were carried out in two different external apparatus:
• For temperatures ranging from 8K to 295K the sample was mounted into a He flow cryostat
and measurements with an accuracy of ' 0.1K were obtained.
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• For temperatures ranging from 295K to 800K, the measurements were performed in a furnace
with an estimated accuracy of 2K.
Raman spectroscopy measurements
The Raman measurements provided another qualitative set of data in the determination of the
phase sequence and ground-state symmetry of KNbO3 nanowires. A backscattering geometry
with a 5 nm-excitation line from an Ar+ -laser focused to a spot of about 5µm in diameter was
used. The scattered light was analyzed using a Labram spectrometer (Jobyn Yvon) equipped with a
single-grating monochromator with a resolution of 1 cm−1 .
The temperature measurements were carried out within a range of 80K to 870K, using a
commercial cell (Linkam THLS 600) and under carefully monitored laser power in order to prevent
overheating of the sample. The results are discussed in Section 6.5.
6.4.2

Theoretical protocol

In this study, nanowires of various cross-sectional size were simulated with the Monte Carlo
(MC) method introduced in Section 4.7. The total energy provided by the effective Hamiltonian
approach to simulate one-dimensional, 1D, isolated stress-free BaTiO3 (BTO) nanowires was given
in Equation 4.93. These nanowires had cubic cross-sections and were periodic in the z-direction.
The supercell was denoted as Nx × Ny × Nz where Nx , Ny , and Nz were the number of five-atom
cells contained in each nanowire along the pseudocubic [100], [010] and [001] directions respectively.
The nanowires were BaO-terminated and the obtained local modes were centered on Ti atoms.
Furthermore, the influence of size on the temperature dependent features of such systems was also
investigated, consequently the cross-sectional size of the system was increased from 24Å×24Å to
120Å×120Å. The supercells that will be presented in this chapter are given in Table 6.1.
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Supercell Size
12×12×12
16×16×12
18×18×12
20×20×12
30×30×12

Cross-sectional Area (Å2 )
48Å × 48Å
64Å × 64Å
72Å × 72Å
80Å × 80Å
120Å × 120Å

Table 6.1: Nanowires’ supercells used in this study.
Figure 6.6 shows a schematic representation of the typical supercell used in these studies.
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Figure 6.6: (a) Schematic representation of the supercell used in simulating 1D ABO3 nanostructures. Here, a 12×12×12 BaTiO3 nanowire (in dark) surrounded by a vacuum layer in the x- and
y-directions. The supercell was repeated periodically in the z-direction and the cross-sectional
area was varied from 12×12×12 to 30×30×12 sites. (b) (001) plane view of the supercells
showing the nanowire and the vacuum layer and (c) shows the atoms in the 5-atoms unit cell, in
this case BaTiO3 .
As demonstrated previously in the theoretical investigation of free-standing BTO dots, similar
optimization schemes were used to obtain the ground state associated to BTO nanowires (see
Figure 6.7).
The two schemes were applied on a 18×18×12 supercell and yielded configurations that
were very close in energy, the difference in energy was ∆E = −0.22meV. Furthermore, looking
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TEMPERATURE DEPENDENT
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Figure 6.7: Optimization schemes for nanowires. Scheme 1 (Table 6.2) refers to the applied
field in the [001] direction while cooling the system. Scheme2 (Table 6.2) refers to the applied
field being in the [111] direction while cooling the system.
at some properties at the low temperature phase transition such as the transition temperatures,
and piezoelectric response (given in Table 6.2) showed a slight enhancement in the piezoelectric
coefficient, as well as a slight decrease of the transition temperature at the low temperature phase
transition when the electric field was applied in the [001] direction.

Energy
Critical transition temperatures, TC (K)
Piezoelectric coefficient d34 peak

Scheme 1 (see Figure 6.7)
-64.68meV
336.36 ± 3.19K
at T = 55K, 834 pCN−1

Scheme 2 (see Figure 6.7)
-64.90meV
338.67 ± 2.93K
at T = 75K, 282.28 pCN−1

Table 6.2: Supercell properties for different optimization schemes. The optimization schemes
are described in Figure 6.7.
Furthermore, Figure 6.8 shows the dipolar arrangement at 5K in planes (001), (1-10) and (110)
for scheme 1, in panels (a), (b) and (c) and scheme 2 in panels (d), (e) and (f), respectively. The
dipole patterns showed that the two systems were identical, and the dipoles were aligned along the
[111] direction within the inner shells of the nanowire. The surfaces and corner dipoles demonstrated
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an enhancement of the dipoles (see Figure 6.8 panels (b) and (e)) as well as vortices, respectively.
Previous studies demonstrated that the side wall termination of the nanowires played a role in the
surface properties of BaTiO3 nanowires in particular (see Reference [116]). Since scheme 2 yielded
the lowest energy, the other systems in this study where further optimized using scheme 2.

[010]

[001]

[001]

a

[010]

b

[001]

[001]

d
[100]

c

e
[110]

f
[1-10]

Figure 6.8: Dipolar arrangement in planes (001), (-110) and (110) planes for scheme 1 ((a), (b)
and (c), respectively) and scheme 2 ((d), (e) and (f), respectively).

6.5

Experimental Results

6.5.1

Characterization of KNbO3 Nanowires

Starting with the results that were obtained from the experimental investigation, Figure 6.9 top
panels (i.e., Figure 6.9 panels (a) to (d)) show the diffraction patterns as a function of temperature
for the bulk KNbO3 system, indicating three expected phase transitions. The first transition from
the cubic–to–tetragonal phase ('700K) was indicated by the splitting of the (200) cubic Bragg
peak, denoted as (200)C , into the (002) and (200) tetragonal peaks denoted as (002)T and (200)T ,
respectively (see Figure 6.9 panels (a), (b)).
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Figure 6.9: Experimental X-ray diffraction (XRD) patterns: the top panels show the diffraction peaks of a classical powder of KNbO3
bulk at different temperatures. (a), (b), (c), and (d) correspond to (200) Bragg peaks for 800K (cubic state), 500K (tetragonal state),
300K (orthorhombic state), and 90K (rhombohedral state), respectively. The bottom panels show the diffraction peaks of the sample
containing the KNbO3 nanowires (50 nm in diameters and 5µm in length), showing the (200) Bragg peaks at different temperatures.
(e), (f), (g), and (h) correspond to (200) Bragg peaks for 800K (cubic-like state), 500K (tetragonal-like state), 300K (orthorhombic
state), and 90K (monoclinic state), respectively. Reprinted with permission from Reference [46]. Copyright 2010, Nano Letters.

The second phase transition from the tetragonal–to–orthorhombic phase ('490K) was evident
by the (022) and (200) orthorhombic peaks denoted as (022)O and (200)O , respectively (see
Figure 6.9(c)).
The last phase transition was from the orthorhombic–to–rhombohedral phase ('250K), where
the single (200) rhombohedral Bragg peak is recovered and denoted as (200)R is seen in Figure 6.9(d).
This first set of peaks provided a means to verify the phase sequence and transition temperatures
in the KNbO3 bulk system and a comparison platform for the KNbO3 nanowires. In fact, the XRD
patterns obtained for the KNbO3 nanowires are presented in the bottom panels (i.e., Figure 6.9
panels (e) to (h)) in parallel to that of the bulk system.
Similarly, the XRD peaks obtained for the bulk system presented above, Figure 6.9 panels
(e) to (h), showed the phase sequence in the KNbO3 nanowires from XRD characterization. As
temperature decreased, first a cubic–to–tetragonal-like phase transition was indicated by the splitting
of the (200)C Bragg peak into the (002)T and (200)T at a Curie temperature (TC ) close to that of
the bulk system (within an error of ±20K). The next phase transition was from a tetragonal-like–
to–orthorhombic-like transition at T'490K characterized by the (022)O and (200)O orthorhombic
peaks. As temperature decreased towards T = 90K, which was beyond the transition temperature
to the rhombohedral phase in the bulk system, the expected single (200)R peak characterizing the
rhombohedral phase was not found. Instead, the X-ray diffraction spectrum showed two undefined
peaks that appeared at T'250K, temperature at which the orthorhombic-to-rhombohedral phase
transformation should occur. This pattern, which was similar to that of the orthorhombic phase,
continued along the range where the single (200)R peak was expected. It can be seen in Figure 6.9(h)
for T = 90K. Notice that the transition temperatures marking the different phase transformations in
the nanowire were close to that of the bulk system.
The patterns in Figure 6.9 panels (e) to (h) suggested the possibility of particle size measurement
by analysis of the diffraction lines. In fact, there was a broadening of the peaks since the size of
the nanowires was in the nanometric range. But, broadening could also be due to strain and also
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the instrument. In this work, the broadening was attributed to size effects as the diameter of the
nanowires was <1000Å and had deformations due to point defects (such as dislocations, vacancies,
and site disorder).
The Scherrer formula shows that such broadening is inversely proportional to the size of
crystallite size, D [119]. The expression for D is as follows:

D=

κλ
bsize cos(θB )

(6.1)

Here D is the size of the crystallites, vertical to the analyzed lattice plane with the Miller indices
(hkl), b is the width of the diffraction line at half maximum for a 2θ plot and θB is the diffraction
angle. The shape factor κ depends on the crystal structure and usually ranges between 0.89 and
1.39 with the typical value of 0.94 for cubic systems.
X-rays applied for this structural analysis were in the wavelength range of 0.154nm and used
the (002)T peak which was characteristic to the c-axis along which the polarization lies, with the
peaks obtained at 500K being analyzed.
Figure 6.10 shows the result of the Gaussian fits performed on the (200)T and (002)T peaks
at T = 500K in order to determine b and θB . The values were given for both peaks in Figure 6.10
in tabular form. A calculated D = 58.77nm was obtained using κ = 0.89. Notice that the value
of D is in the order of the mean diameter of the nanowires, suggesting that the polarization lay
perpendicular to the main axis (i.e., length) of the nanowires, as was suggested in Reference [118].
Furthermore, Stokes and Wilson in 1944 showed that the weighted averaged strain, str , could
be expressed as follows:

str =

bobs
4 tan(θB )

(6.2)

In fact, D and str can be expressed according to two laws that vary differently with respect
with θ which allows the separation of the two effects. Williamson and Hall proposed in 1953 a
method for deconvoluting size and strain broadening. The full width at half maximum (FWHM)
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Figure 6.10: Peak analysis of (200) Bragg peaks at 500K in KNbO3 nanowires.
that is observed can be expressed as follows:

instr
+ bstrain
bobs
+ bsize
L
L
L = bL

(6.3)

2
instr 2
2
strain 2
) + (bsize
)
(bobs
G ) + (bG
G ) = (bG

(6.4)

where the subscripts L and G stand for the peak shape being either a Lorentzian or Gaussian,
respectively, and bobs , binstr , bsize and bstrain , are the observed FWHM for the instrument, the
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crystallites size and the strain, respectively.
Assuming a Gaussian profile and inserting Equation 6.1 and Equation 6.2 in Equation 6.4 results
in the following:

2
(bobs
G )

−

(binstr
)2
G


=

λ
D · cos(θ)

 obs 2

(bG ) − (binstr
)2 · cos(θ) =
G



2

λ
D

+ (4str tan(θ))2

2

+ (4str sin(θ))2

(6.5)

(6.6)



2
instr 2
In this work, the evolution of (bobs
) · cos(θ) with respect to (4str sin(θ))2 , was
G ) − (bG
plotted for each point obtained from a diffraction peak. In fact, both D and str can be determined
graphically. The resulting plot for the nanowires is shown in Figure 6.11, showing the line whose
slope is the str and the intercept is λ/D. In Figure 6.11 two linear fits were performed of the data
obtained from the (200), (220) and (222) peaks. The negative slopes indicated that the broadening
due to strain was very small (meaning str was very small) and extracting D, with values of 57nm
and 26.4nm for the first and second intercepts, respectively being found. Both values of D were
in the order of the mean diameter and radius of the nanowires, respectively, suggesting that the
broadening was in fact due to the size of the nanowires. In order to obtain Figure 6.11, it was
assumed that the error due to the instrument was negligible (i.e., binstr. '0).
Due to the broad diffraction line obtained for the low temperature phase it was not possible to
state unequivocally if the structure were orthorhombic, rhombohedral or if there were a superposition
of the spectra of both structures. Since a decisive statement could not be made based on the
diffraction data alone, other characterization techniques were perused. Figure 6.12 displays the
Raman spectra of KNbO3 bulk (a) and nanowires (b) as a function of temperature. For comparison
purposes both the Raman spectra for the bulk system and nanowires were obtained. Just as before,
the transition temperatures remained similar for both systems, presenting the same spectra patterns.
In the bulk system (Figure 6.12(a)) the spectra were clear and specific for each phase with distinctive
vibrational modes and, most importantly when comparing the low-temperature spectra to those
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D ≈ 57 nm

D ≈ 26.4 nm

Figure 6.11: Williamson-Hall plot for nanowires at different temperatures in the low-symmetry
phase.
of the nanowires (see Figure 6.12(b)), obvious differences in the number of peaks and shape of
the spectra were found. In fact at 80K the Raman spectrum for the nanowire resembles that of the
orthorhombic phase rather than the rhombohedral spectrum of the bulk.
In order to determine the structure obtained for the low temperature phase, further Rietveld
analysis was performed. In fact, an accurate crystal structure can be determined by Rietveld
refinement of the entire diffraction pattern and optimizing the agreement between the calculated
and observed patterns. In that sense, the correct space group symmetry, reasonable value of the unit
cell as well as an approximate starting positions need to be known prior to the analysis. Here, the
analysis for 10o ≤ 2θ ≤90o was performed on the sample at 8K using the XND software [120] and
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Figure 6.12: Raman spectrum as a function of wavenumber (cm−1 ), obtained at different
temperatures for (a) a classical bulk powder and (b) nanowires of KNbO3 . Reprinted with
permission from Reference [46]. Copyright 2010, Nano Letters.
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shown in Figure 6.13. This refinement was performed using a pseudo-Voigt peak-shape function
with the following parameters being taken into account for the profile:
• asymmetric broadening
• linear interpolation for the background
• isotropic thermal factors
Excluding the diameter size distribution.
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Figure 6.13: Rietveld refinement of the (200) Bragg diffraction peak for KNbO3 nanowires at
T = 8K for (a) an orthorhombic Amm2 mixed with a rhombohedral R3m symmetry and (b) a
monoclinic Cm phase. Reprinted with permission from Reference [46]. Copyright 2010, Nano
Letters.
Different space group symmetries were taken under consideration in order to optimize the fit
(i.e., pure Amm2, mixed Amm2 + R3m and low symmetries such as the monoclinic P m and Cm
space groups).
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In Figure 6.13(a) the calculated fit was for a superposition of the mixed Amm2 + R3m phase.
Meanwhile, the pattern displayed in Figure 6.13(b) was fitted with a monoclinic symmetry, Cm.
Notice that even at 8K, the pattern did not present the expected single peak that would characterize
the rhombohedral phase. Furthermore, the best refinement with the agreement factors Rwp = 6.79%
and RB = 4.91% compared to Rwp = 7.2991% and RB = 5.42% in the case of the mixed symmetry.
This analysis clearly showed that the low temperature phase was monoclinic in nature revealing a
very important ground state for such nanowires. As mentioned in the previous chapter, this phase is
associated with large electromechanical responses and a very interesting feature resides in the fact
that the polarization is allowed to rotate in the a monoclinic plane instead of being constrained along
a symmetry axis. Furthermore, the extracted polarization of magnitude 0.2137C/m2 and along the
[225] direction confirmed a monoclinic polarization as well. From the experimental investigation
various interesting new features were discovered in the KNbO3 nanowires; such as a low symmetry
ground state that was different from that of the bulk KNbO3 system. Many questions also arose,
namely, about the microstructure of such a phase. Furthermore, the monoclinic phase was shown
to exhibit large electromechanical responses [121], leading to the question whether the nanowires
experience such enhancements in their responses. In addition, since Zhou et al. in Reference [122]
revealed large internal strains within the PbZr0.2 Ti0.8 O3 nanowires, are such strains characteristic to
ferroelectrics with multiple phase transitions such as BaTiO3 ? Here, the theoretical investigation
will attempt to answer some of the above questions. An in-depth look of the BaTiO3 free-standing
nanowires follows, revealing the macrostructure and microstructure of the nanowires.
6.6

Theoretical Approach

6.6.1

Finite temperature and structural properties of BaTiO3 nanowires

Figure 6.14 (a) and (b) show the temperature dependence of the polarization and the homogeneous strain respectively, for a free-standing BaTiO3 nanowire with cross-sectional area of
51.84 nm2 (Nx = Ny = 18 sites) and infinite length achieved by means of periodicity along the
longitudinal z-axis. In Figure 6.14 (a) the Cartesian coordinates of the average polarization vectors
of the supercell are denoted Px , Py and Pz and are along the pseudocubic [100], [010] and [001]
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directions, respectively.
As the temperature decreased, the y-component, Py , increased sharply to non-vanishing values
below the critical temperature TC '365 K, while the amplitudes of the x- and z-components (Px and
Pz , respectively) remain null. This indicated a structural phase transition within the system from a
paraelectric cubic to a tetragonal-like phase (phase “IV” to phase “III”).
The corresponding homogeneous strain components expressed in Voigt notation revealed that
below TC , ηH2 increased steadily whereas the other components ηH1 and ηH3 decreased. Also, ηH1
and ηH3 were much smaller than ηH2 below TC , relating that the tetragonal axial ratio c/a was
lower than unity for nanowires under short circuit electrical boundary conditions as the polarization
preferred an in-plane direction. Also, the fact that ηH2 was non-zero and greater than ηH1 and ηH3
indicated an elongation of the unit cells along the [010] direction homogeneously (see Figure 6.14(c))
suggesting a deformation characteristic to a tetragonal-like structure.
As the temperature further decreased, another phase transition occurred at T ' 145 K below
which both the Px and Py components of the polarization were non-zero and Pz remained null,
describing a transition from the tetragonal-like to the orthorhombic-like phase, denoted as phase
“II”. Structurally, the corresponding homogeneous strain components showed that below T ' 145 K,
four components of the homogeneous strain were non-zero, i.e., ηH1 , ηH2 , ηH3 and ηH6 . As ηH1
and ηH2 increased, both sharply, ηH3 decreased slowly.
Peculiarly, within phase “II”, at T ' 105 K ηH3 started increasing as the temperature decreased
while ηH1 = ηH2 and remained constant. The shear components of the strain, ηH6 (see inset in
Figure 6.14(b)) increased to non-vanishing values below T ' 145 K, which suggested a change in
the angle between the lattice parameters a and b. The structure adopted a monoclinic symmetry with
an orthorhombic polarization. Therefore, phase “II” was described as orthorhombic-like. Finally,
the low temperature phase was reached at T ' 75 K, and the polarization was monoclinic with MB
phase with the components of the polarization as Px = Py > Pz 6=0 (i.e., [uuv] direction where u >
v), and where all the components of the homogeneous strain were non-null.
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Figure 6.14: Temperature dependence of the (a) polarization, (b) homogeneous strain η, (c) dielectric susceptibility and (d) show
the piezoelectric response for the wire with Nx = Ny = 18 sites. The insets in (d) show the shear component of the piezoelectric
coefficient, d34 , as functions of temperature.

In Reference [122], Zhou et al. reported that the competition between surface tension influenced
the in-plane polarization in PbZr0.2 Ti0.8 O3 nanowires and the formation of 90o domains in those
nanostructures. These domain structures were reported in BTO nanowires with cross-sections
ranging from 12×12 up to 20×20 5-atoms sites in Reference [123].
Beyond, the polarization behavior, the electromechanical coefficients are shown in Figure 6.14
panels (c) and (d). The dielectric susceptibility (χ11 , χ22 , χ33 ), and piezoelectric coefficient
responses (d11 , d22 , d33 ) are plotted as functions of temperature. These values were obtained from
the statistical average of the response correlation function [124]. The first observation concerned the
dielectric susceptibility components χ11 and χ22 in Figure 6.14(c) and the piezoelectric components
d11 and d22 in (d) showing sharp peaks at TC , which confirmed the phase transition indicated
by the formation of spontaneous ferroelectric ordering (i.e., increase of the Py component of
the polarization in Figure 6.14(a)). As the temperature decreased, two more peaks with lower
magnitudes were observed in Figure 6.14(c) at T ' 145 K and T ' 75 K marking the temperatures
for the tetragonal-like to orthorhombic-like and orthorhombic-like to monoclinic phase transitions,
respectively.
In Figure 6.14(d) the piezoelectric response of the main axis tensors, d11 and d22 showed
sharp peaks close to the tetragonal-like-to-orthorhombic transition (T ' 125 K), meanwhile only
the shear component d34 showed a broad peak located around the orthorhombic-to-monoclinic
phase transition (T ' 75 K). The monoclinic phase was expected to be accompanied by strong
electromechanical responses, and the d34 component of the piezoelectric response indicated a
concrete way to determine the presence of the phase within ferroelectric nanowires.
In order to parallel the experimental study, the (200) Bragg diffraction peaks were calculated
for the simulated BaTiO3 nanowire. The details of the calculations are given in Appendix A. The
patterns are displayed as a function of temperature in Figure 6.15 for a 18×18×12 nanowire under
ideal short circuit boundary conditions.
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Figure 6.15: XRD (200) Bragg peaks calculated for 18×18×12 free standing BaTiO3 nanowire under ideal short circuit boundary
conditions and at T = (a) 385 K, (b) 265 K, (c) 115 K, and (d) 5 K.

The x-ray diffraction calculation provided a different way to analyze the structural changes in
the nanowire. Figure 6.15 panels (a)-(d) show the calculated (200) Bragg peaks for T = 385 K,
265 K, 115 K and 5 K, respectively. Similarly to the experimental XRD peaks the calculated patterns
showed three phase transitions. The single (200)C cubic Bragg peak in (Figure 6.15(a)) split into
the (002)T and (200)T characteristic to the tetragonal phase temperature (Figure 6.14(a)) followed
by the orthorhombic (200)O and (022)O peaks. The XRD pattern for the low temperature phase
still showed an orthorhombic phase with the (200)O and (022)O Bragg peaks. This was due to the
fact that the structure was under ideal short circuit boundary condition and the in-plane polarization
(along the x- and y-direction) was favored over the out-of-plane polarization.
6.6.2

Microstructure

Now, the microstructure as a function of temperature is taken under consideration. Figure 6.16
shows in panels (a)–(d) the dipolar arrangement in the (100) plane of the nanowire with a 18×18
cross-section. The phase evolution was identical to that described for the polarization as a function
of temperature in Figure 6.14. In Figure 6.16 panels (a) to (d) the arrows are projections of the
polarization onto the (100) plane while the color schemes represent in red a positive z-component
of the dipole and blue the negative value. In Figure 6.16(a) almost all the dipoles were along the
[111] direction with a few having the z-component in the negative direction. Poling the nanowires
by applying a large electric field sufficiently along the [001] direction was sufficient to have all the
dipoles in the [111] direction. In Figure 6.16(b) the arrows indicated that a quasi homogeneous
arrangement of the dipoles along the [110] direction while the z-components tended to cancel each
other on average. This indicated an orthorhombic phase, which evolved to the tetragonal phase in
the following panel i.e., Figure 6.16(c) where the tetragonal phase was in-plane along the [010]
direction for T > 145 K. Finally, a random arrangement of all the dipoles indicated the paraelectric
phase above T = 365 K.
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Figure 6.16: Dipolar arrangements in the (001) plane for the (a) monoclinic phase (T = 5 K), (b) orthorhombic phase (T = 115 K), (c)
tetragonal phase (T = 175 K), (d) cubic phase (T = 465 K). The arrows are projections of the x- and y-components onto the plane while
the colors red and blue represent the positive and negative, respectively values of the components in the z-direction.

6.7

Electrical Boundary Conditions and Size Effects
The calculated low temperature phase under ideal short circuit conditions of the 18×18×12

free-standing BaTiO3 nanowire showed a very intriguing picture, where the ground state was a
monoclinic MB phase with Px = Py > Pz 6=0 ([uuv] with v<u).
Since the nanowires in the experimental investigation were obtained hydrothermally, the perfect
screening calculations, with β = 1 representing an ideal case, did not correspond to the real system.
As such, the results discussed in the previous section revealed what should be expected ideally
from BaTiO3 nanowires without the influence of a depolarizing field. The focus was turned on the
electrical boundary conditions, and in search of a more realistic value for the screening parameter β
that would fit qualitatively the experimental nanowires behavior. Furthermore, finite size effects
will be discussed showing other trends that arose within 1D ferroelectric nanostructures.
As mentioned in previous chapters, the ideal open circuit boundary condition is characterized by
the existence of a maximum depolarizing field (denoted by hEdep i and obtained from the atomistic
approach of Reference [80]) inside the wire. In general, the residual depolarizing field has a
magnitude determined by (1 − β)|hEdep i|. In other words, the ideal short circuit boundary condition
corresponds to the parameter β = 1 and thus |hEdep i| = 0 corresponds to the ideal open circuit
condition.
Here, the findings for free-standing BaTiO3 nanowire with a 18×18 cross-section for 0.96
≤ β < 1 are discussed. Figure 6.17 panels (a) – (d) show the temperature dependence of the
polarization for β = 0.98, 0.975, 0.97 and 0.96, respectively. The Cartesian components of the
polarization denoted as Px , Py and Pz are along the x-, y- and z-axes, respectively. For β = 0.98
(Figure 6.17) the phase sequence was identical to that of β = 1. However, TC decreased slightly
while the transition temperatures from the tetragonal-to-orthorhombic and from orthorhombic-tomonoclinic increased slightly. As β decreased the nature of the low temperature phase changed as
well. In fact, the polarization went from a monoclinic MB phase for β = 0.98 to a monoclinic MA
phase for β below 0.975. i.e., the polarization lay along [uuv] with u smaller than v now.
Figure 6.18 panels (a) and (b) show the evolution of the ground state polarization (at T =
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Figure 6.17: Temperature dependence of the polarization in free-standing BaTiO3 nanowires
with 18×18 cross-section for (a) β = 0.98, (b) β = 0.975, (c) β = 0.97 and (d) β = 0.96
5 K) and the critical temperature, TC as functions of β. The average of the x- and y-components
of the polarization (hPx i and hPy i) remained equal to each other and inversely proportional to
the average z-component, hPz i. The critical temperatures TC in Figure 6.18(b) were obtained by
fitting the polarization curves and obtaining temperature corresponding to the first high temperature
peak displayed by the dielectric susceptibility. The calculations predicted a linear increase of the
transition temperature from paraelectric to ferroelectric phase (i.e., TC ) as the screening parameter,
β increased.
The most striking feature of the influence of the screening parameter on the nanowire was the
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Figure 6.18: Plots of (a) the polarization and (b) the critical temperature TC as functions of the
screening parameter β. In panels (c) and (d) the diagrams (1) and (2), respectively, show the
rotation of the polarization in the (-110) plane as β is changed at 5 K.
rotation of the z-component of the polarization within the plane (-110) (see Figure 6.18 panels
(c) and (d) which show the schematization of such rotation as β increased). The polarization was
rhombohedral for β = 0.975 between the monoclinic MA for β < 0.975 and the monoclinic MB
for β > 0.975. This was evidence of the possibility for nanowires to be engineered with specific
properties based on the surface charge screening. In fact, the screening parameter may be utilized
as a the tool to tune the nanowires within a set of properties.
From the simulated outputs the XRD (200), Bragg peaks were calculated for the different β
values and Figure 6.19 panels (a) and (b) show in red lines the peaks calculated for β = 0.96 and
0.97 at T = 5 K. In Figure 6.19(b) the experimental data that was obtained for KNbO3 nanowires
was superimposed on the theoretical data and were found to be in very good agreement. This finding
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suggested the partial screening, close to the ideal short circuit boundary condition, on the KNbO3
nanowires with a residual depolarizing field. It is safe to assume that this very effective screening
was achieved by adsorbates at the surface of the KNbO3 nanowires. Notice that the change from the
Monoclinic MA phase to the MB phase was captured by the calculated XRD peaks in the intensity
of the peaks in the pattern as seen in Figure 6.19 panels (a) and (b).

(β = 0.96)

(a)

(b)

Figure 6.19: Calculated XRD (200) Bragg peaks for free-standing BaTiO3 nanowire in with
18×18 cross-section, for β equals (a) 0.96 and (b) 0.97 (red lines). The experimental data point
obtained for KNbO3 nanowires (blue data points) were superposed on the calculated XRD peaks
in (b).
Figure 6.20 panels (a) to (d) show the microstructure for the ground state as a function of β for
a free-standing BaTiO3 nanowire in with 18×18 cross-section. The evolution of the monoclinic
phase was explained by the formation of a surface layer with the dipoles orientated differently from
the ones within the inner shells of the nanowire. The z-components of the dipoles were large at
β < 0.975, however, for β above 0.975 the surface dipoles tended to be along the [110] direction
with quasi null z-components. It seemed that the surface dipoles determined the orientation of the
polarization for the different monoclinic phases. It was postulated that the penetrating screening
charges into the nanowire might induce an electric field at the surface which would tend to pin the
polarization along the field direction [125]. Furthermore, a larger depolarizing field was expected
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for lower values of β and would favor an out-of-plane orientation of the dipoles.
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Figure 6.20: Evolution of the microstructure as a function of the screening parameter. Dipolar
arrangement for β = (a) 0.96, (b) 0.97, (c) 0.975 and (d) 0.98.
The screening parameter seemed to play a very important role in determining the nature of the
ground-state for the BaTiO3 nanowires (see Figure 6.18).
Figures 6.21 and 6.22 summarize the effects that the high values of β (i.e., β > 0.8) had on other
properties of BaTiO3 nanowires. Also, the total energy for the ground-state is shown in Figure 6.21
as a function β. A more polar system was predicted as β increased as shown by the decrease in the
energy.
The total energy decreased by ∆Etotal ' 1.1meV when varying β from 0.96 to 1. The two
main contributions were from the long range interactions which decreased linearly by ∆ Edip.int.
= Edip.int.β=1 - Edip.int.β=0.96 ' -3.93meV and the local modes energy which increased linearly by
∆Eloc.mod. = Eloc.mod.β=1 - Eloc.mod.β=0.96 ' 3.11 meV.
Meanwhile, the effect of β on physical responses for the orthorhombic-to-monoclinic phase
transition were reported in Figure 6.22 panels (a)-(d), which showed the piezoelectric coefficients
d33 , and the coefficient d34 in the corresponding insets. In Figure 6.22 panels (e)-(h), the out-of-plane
dielectric susceptibilities are displayed for β = 0.96, 0.97, 0.975, 0.98, respectively. In fact, this
particular transition (i.e., orthorhombic-to-monoclinic) was of great interest since it was associated
with large responses [126, 127]. In Figure 6.22 panels (a)-(d), the dielectric susceptibility was in
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Figure 6.21: Screening effects (for relatively large β) on the total energy of BaTiO3 nanowires.
general large for the selected β.
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a

Figure 6.22: Screening effects (for relatively large β) on properties of BaTiO3 nanowires. Panels (a), (b), (c) and (d) piezoelectric
coefficient, d33 the respective insets show the coefficient d34 . Panels (e), (f), (g) and (h) show the out-of-plane dielectric susceptibility
as a function of temperature, χ33 .

6.7.1

Size Effects

Phase transformations are generally connected to changes in physical properties and in Chapter 6
the phases in the nanodots were affected by the change in size. Increasing the dimensionality
from 0D to 1D confirmed the finding for nanodots, i.e., dimensionality plays an important role
in the properties of materials in general and BaTiO3 in particular. So far, the study of BaTiO3
nanodots discussed in Chapter 5 under ideal boundary conditions revealed a phase sequence that
was dependent on the screening parameter β (i.e., coexistence of both polarization and toroidal
moment were found for certain ranges of β). It was therefore not surprising that in the previous
section such dependency was found to exist for the nanowires as well.
Figure 6.23 panels (a) to (c) show the total energy, polarization, and the critical temperature TC
as functions of the cross-sectional area of the nanowires.

O

MB

a

b

c

d

Figure 6.23: Finite size effects: (a) total energy, (b) polarization, (c) critical temperature TC as
functions of cross-sectional area under ideal short-circuit boundary conditions (i.e., β = 1). Panel
(d) shows the scaling law that was used in order to relate TC and Pz .
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The objective was to capture, if any, the size dependent properties of the BaTiO3 nanowires. In
Figure 6.23(a) the total energy followed non-linearly as the cross-sectional area of the nanowires
increased. The energy became size independent for a cross-sectional area above 60nm2 (i.e., above
18×18 sites).
As shown in Figure 6.23(b), the low-temperature phase was orthorhombic for small wires with
cross-sectional areas < 16nm2 (i.e., 10×10 cross section). Above this particular area, the ground
state was monoclinic with the polarization laying in the [uuv] direction with v < u. The dipolar
arrangements in the (-110) plane, shown in Figure 6.24, effectively portrayed the phase evolution.
In fact, Figure 6.24 shows the dipolar arrangement in the nanowires as the cross-sectional area
increased. In small wires, the dipoles inside the wire aligned with the dipole at the surface which
were along the [110]direction. Above 16nm2 , the core of the nanowires displayed dipoles along
the [111] direction while those at the surface remained in the [110] direction, creating well defined
layers. The surface layer concerned all the shells in the case of small wires (below 16nm2 ) and
three shells in the case of larger nanowires (above 16nm2 ) which translated to a thickness of '
1.3 nm. Figure 6.23(c) depicted the dependence of the critical temperature TC as a function of
cross-sectional area under ideal short circuit and open circuit boundary condition. The case of the
ideal short circuit showed that above a cross-sectional area of 77.44nm2 , TC decreased to become
size independent. Furthermore, it was found that TC could be described by the empirical formula of
TC = const× Pαz where α = 2 (see Figure 6.23(d)).
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Figure 6.24: Finite size effects: Dipolar arrangement in (a) 7×7×12, (b) 10×10×12, (c)
18×18×12, and (d) 30×30×12 free standing BaTiO3 nanowires under ideal short circuit conditions at 5 K.

Notice in Figure 6.25 panels (a) and (b) that for β = 0 in the case of both small and large
nanowires the polarization at the surface no longer had in-plane components as they were killed by
the depolarizing field. Instead, as expected, the out-of plane polarization was preferred with all the
dipoles aligning along the [001] direction.
6.8

Summary and Conclusions
In this chapter, the characterization of KNbO3 nanowires obtained hydrothermally was first

presented, focusing on determining the structural changes within the nanowires as a function of
temperature. The second objective regarded a qualitative comparison of the experimental results
with effective Hamiltonian calculations on BaTiO3 nanowires. The specific characterization and
modelling tools that were used were:
• Temperature dependent XRD and Raman spectroscopy that provided the structural phase
evolutions in the nanowires
• Effective Hamiltonian in Monte Carlo simulations that predicted such phase evolution within
BaTiO3 nanowires. Size effects as well as boundary condition effects were also perused for
insights.
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Figure 6.25: Finite size effects: Dipolar arrangement in (a) 9×9×12 and (b) 18×18×12 free
standing BaTiO3 nanowires under ideal open circuit conditions (β = 0) at 5 K.
Firstly, it was shown that the nanowires obtained hydrothermally did not present ideal open
circuit boundary condition, as such they were able to exhibit a wide range of phases due to the
natural and effective screening of the surface charges by adsorbates. Both in- and out-of-plane
components of the polarization were present.
Also, an orthorhombic ground state was expected for small wires which evolved to a monoclinic
phase as the cross-sectional area of the wire increased. This monoclinic phase where the polarization
is along [uuv] with v > u for β = 0.96 in the case of 18×18×12 nanowires could be rotated to
a monoclinic MB phase where the polarization lies along [uuv] with u > v by increasing the
screening parameter β.
Based on the insights and findings presented in this chapter, it appeared that BaTiO3 is very
promising in terms of large physical responses. The finite size effects investigations as well as
electrical boundary investigations have revealed great promises for BTO 1D systems.
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CHAPTER 7
Results: Ferroelectric Nanocomposites
7.1

Introduction

7.1.1

Brief

In the two previous chapters, the properties of ferroelectric nanostructures were discussed as
single, isolated (free-standing) particles. Two examples of geometric confinements were imposed
so far, confinement in three spatial dimension (nanodots, 0 dimensional (0D) nanoparticles) in
Chapter 5, where various ferroelectric domain states, including the vortex state was found. For
confinement in two spatial dimension, BaTiO3 nanowires were studied in Chapter 6, which presented
very interesting features with promising physical responses and tunability based on size and
electrical boundary conditions. Moreover, very important properties such as the polarization,
dielectric permittivity, phase transitions and domain structures demonstrated pronounced size
and surface charge dependence. In this chapter, the investigation of nanostructures continues
with a class of materials known as nanocomposites. They are described as composite materials,
formed of two or more distinct materials, with at least one-phase or constituent having length
scale between 1 and 100 nm or exhibiting properties of a nanomaterial [47, 57]. The idea of
nanocomposites is not novel, as it is pervasive to numerous systems and processes that occur in
“Nature”, such as bones, shells and wood [128, 129]. Scientists now possess the tools to learn
from “Nature” and replicate such structures and fabricate materials with astonishing features and
functionalities. These nanocomposites are a new generation of nanomaterials and are actively
pursued across various disciplines (see Figure 7.1), and found to produce desirable combinations
of properties not found in the individual constituents [57]. Unique mechanical, thermal and
electrical properties can be engineered for instance in polymers, ceramics and metals by fabricating
such nanocomposites [128, 57, 130]. Figure 7.1 shows a diagram that summarizes the research,
application potential of nanocomposite and their multi-functional, multi-disciplinary and multi-scale
features. With advances in atomic scale characterization and the simulation techniques, a lot more
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can be understood and predicted about nanoscale systems.

What makes nanocomposites
interesting?
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Figure 7.1: Diagram showing the various disciplines which employ the use of nanocomposites
(Multi-diciplinary). Furthermore, nanocomposites present numerous properties and functions
that offer a wide range of applications (Multi-functionality). Their synthesis involve multiscale
approaches.
The first part of the chapter will provide an overview of the potential, structure, properties
and applications of ferroelectric nanocomposites. A discussion of the recent advances made in
experiments and in the theoretical understanding of these new materials will follow. Results of the
investigation of highly ordered BaTiO3 nanowires in various configurations, namely:
• square, and
• hexagonal pattern,
will be presented. This chapter will be concluded by a brief presentation of future avenues stemmed
184

from this research.
The continued miniaturization trend constantly demands innovation in materials processes,
structure and properties that will eliminates the drawbacks of the previous generation of devices
and improve (cost effectively) on the next. Self-organization and self-assembly are the ultimate
goals in nanotechnology and combining the stringent demands in materials processes, structure and
properties scientists have found great opportunities across disciplines in one of Nature’s expertise:
the nanocomposite. Nanocomposites are ubiquitous in nature, which has mastered the ability to
combine bio-organic, organic and inorganic components in constructing natural materials that
associate exceptional and different properties or functions. These nanocomposites demonstrate
great coupling in their mechanics, density, permeability, color, hydrophobia, etc, · · · [131]. Very
common examples include mollusc shells and bone or teeth tissues in vertebrates, where nature
artfully employs miniaturization and hybridization between organic and inorganic components to
maximize multi-functionality in small volumes and optimize complementary possibilities, functions
and hierarchy, respectively [131].
Man-made nanocomposites are not novel and can be found in very old civilizations such as
Egyptian inks, green bodies of China ceramics or Maya blue (a very resistant pigment made by
mayan artisans in the 8th century). Today, these nanocomposites are prevalent across disciplines
(see Figure 7.1) designed for specific applications which explains the wide variety of classifications
found.
7.1.2

General classification of nanocomposites

Figure 7.2 summarizes the basic description for conventional composites in panel (a), and the
classification of ceramic-based nanocomposites proposed by Niihara et al. in Reference [132] in
panel (b). In panel (c), the classification is based on the dimensionality of the phase in the nanometer
scale.
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Figure 7.2: Schematic diagram of conventional composites (microcomposites) (a) and of
ceramic-based nanocomposites, (b). The drawing in (b) are based on Figure 1 in Reference [132].
In (c) the classification is based on the dimensionality of the embedded phase.
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Another classification is also proposed by Newnham [133] based on connectivity (see Figure 7.3).
The numbers (0–3) in Newnham’s notation, for instance, represents zero-dimensional particles
embedded in a 3D matrix.

0-0

0-1

1-3

0-3

2-2

2-3

Figure 7.3: Schematic diagram of some of the connectivity patterns used in composite materials
according to Newnham’s notation [133].

Nanocomposites include diverse materials and are divided in subclasses that are based on
their composition, for example metal–metal, ceramic–polymer, polymer–metal, and even further
classes appear in the literature as in the case of ceramic composites comprising oxide–oxide, or
polymer-based nanocomposites such as polymer–glass and polymer–non-oxide.
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Conventional ceramic composites are microcomposites where micro-particles such as platelets,
whiskers and fibers are dispersed within the grain boundaries of the matrix grain [132] and yield
improved fracture toughness. Since the properties of nanocomposites depend on their morphology,
interfacial characteristics and the properties of the individual constituents, the classification methods
provide strategy to situate the findings in an otherwise very broad field of study. Ceramics-based
nanocomposites can be obtained with different properties depending on the manner the nanoparticles
are dispersed in the matrix. For example, Figure 7.2(b) shows the four types of ceramic-based
nanocomposites that were first introduced by Niihara et al. in Reference [132]:
• Intergranular,
• Intragranular, where the nanoparticles are dispersed within the matrix grain, and at the grain
boundaries, respectively,
• Inter/intragranular, and
• Nano/nano composites.
These four categories of ceramic nanocomposites provide control over specific features of the
materials. The ceramic Al2 O3 based intragranular nanocomposites has improved ductility at high
temperatures. The intragranular type play a role in the size and shape of the matrix grain, while
intergranular may control the grain boundary structure. The case nano/nano composite presents
functions such as machinability and superplasticity [132].
7.1.3

Ferroelectric nanocomposites

Today, nanocomposites materials that exploit the properties of ferroelectrics at the nanoscale for
electronic applications are of increasing interest [134, 135, 136]. The current status of ferroelectric nanocomposites is intertwined with that of multiferroic (materials that exhibit simultaneous
magnetization and polarization with coupling between these two order parameters) nanocomposites.
In fact, magnetic and ferroelectric materials, which belong to the group of ferroic materials, are
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among the most attractive multifunctional materials due to their significant properties (ferroelectric,
ferromagnetic, or ferroelectric/ferromagnetic) and technological promises in novel devices.
Recently, the discovery of very interesting effects have heightened the excitement towards these
materials as new interfacial effects such as interface-induced high temperature superconductivity [137] and the prediction of hugely enhanced polarization at interfaces reported by Bousquet et
al. in Reference [138] from density functional theory calculations within the local density approximation.
Based on these recent discoveries, the use of nanostructures such as nanowires and nanotubes as
fillers in matrices have great potential. In fact, the use of nanostructures provides more surfaces
(per volume of nanoparticle) available for interaction with the matrix compared to conventional
fibers [57]. Furthermore, self assembled or template assisted assembly may provide easy control over
the dimensionality of the two phases, high possibility for choosing two phases with complementary
functions.
Hence, many studies on the engineering of nanocomposites containing multiferroic materials,
for instance, having both magnetic and ferroelectric components are being developed. The creation
of nanostructures with uniform size and spacing in epitaxial heterostructures through self-assembly
is a recent endeavor but very concrete in the field multiferroic materials [135, 136, 139, 134]. In an
effort to increase the figure of merits of the magnetoelectric coefficient in single-phase multiferroic
thin-films, novel synthesis strategies such as 0–3 (see Figure 7.3) composites have been developed
where the 0D magnetic particulates are distributed in a ferroelectric matrix [140] such as in the case
of Wan et al. in Reference [141] sol-gel method 0–3 polycrystalline composite films with Cobalt
Ferrite (CFO) nanoparticles dispersed in a Lead Zirconate Titanate (PZT) matrix. Furthermore,
Zhong et al. used Bi3.15 Nd0.85 Ti3 O12 (BNTO) to constitute xBNTO/(1 - x)CFO 0–3 polycrystalline
films. Liu et al. modified sol-gel process to fabricate PZT/CFO composite films.
In the last 5 years, vertical heteroepitaxial nanocomposite (VHN) films, shown in Figure 7.4,
is a novel concept which is used to create new, self-assembled device architectures and multifunctionalities. For instance, the two phases microstructures displayed in Figure 7.4 shows in
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(a) cylindrical columns of CoFe2 O4 embedded in BaTiO3 and in (b) pyramidal crystallites of
CoFe2 O4 (at the surface) embedded in planar BiFeO3 . These nanocomposites bear resemblance
to 1D nanocomposites and contained two different phases where the ferrimagnetic properties
of the magnetoelectric system (CoFe2 O4 ) were coupled with the ferroelectric properties of the
perovskite BaTiO3 and BiFeO3 . Ahlawat et al. in Reference [142] also reported the growth of selfassembled epitaxial nanostructures of the ferrimagnetic material NiFe2 O4 in a dielectric medium of
CaCu3 Ti4 O1 2 by pulsed laser deposition.
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Figure 7.4: (a) Surface scanning electron micrographs of CoFe2 O4 crystallites embedded in
perovskite (BaTiO3 ) films grown by pulsed laser deposition on (100) SrTiO3 substrate. Partially reproduced from Reference [136](b) AFM phase-contrast images of BiFeO 3 –CoFe2 O4
nanostructures grown on (001) SrTiO3 substrate. Partially reproduced from Reference [135].
In the work described in this chapter, the ferroelectric order was examined within 1–3 (see
Figure 7.3) type nanocomposites, embedded BaTiO3 nanowires within a slightly polar matrix. In
particular, the low-temperature phases behavior, temperature-dependent properties and the size
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effects associated to this novel bulk material were examined. For the first time a detailed look of
the local structural and temperature dependent behavior of ferroelectric nanocomposites in various
configurations.
7.2

Theoretical Protocol
Monte Carlo simulations using the first-principles-based effective Hamiltonian of Reference [61]

were performed to simulate the properties of one-dimensional, 1D, well ordered ferroelectric
nanocomposites. These nanocomposites were made of BaTiO3 (BTO) nanowires, infinitely elongated in the [001] pseudocubic direction, and surrounded by a Ba1−x Srx TiO3 (BST) medium.
BaTiO3 is a prototypically studied perovskite. It is an insulating oxide which has a Curie
temperature close to 400 K below which the material sustains a tetragonal distortion along the
pseudocubic [001] direction, characterized by the displacement of the Ti cation along the [001]
direction as well and therefore producing a spontaneous polarization.
In contrast, SrTiO3 is an incipient ferroelectric (see Chapter 3, Section 3.6.2) and has only
one phase transition occurring at TC ' 105 K from a paraelectric cubic phase to a non-polar
antiferrodistortive (AFD) tetragonal phase. It is worth mentioning that the currently used effective
Hamiltonian does not take under consideration the quantum fluctuations [58] that suppress the
ferroelectric phase in this system.
In addition, note that the presently used effective Hamiltonian approach predicted a Curie
temperature of around 110 K for pure SrTiO3 reported in Reference [61], which in reality this value
described the paraelectric-to-ferroelectric transition temperature of Ba0.15 Sr0.85 TiO3 as was found
experimentally in Reference [59].
At this particular composition (i.e., 15% Ba and 85% Sr), Ba1−x Srx TiO3 in the bulk system, two
points have to be addressed:
• The long-range tilting of the octahedral unit does not occur unlike the case of pure STO.
• They also are not incipient ferroelectrics as quantum effects do not kill their polarization,
unlike pure STO[59].
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Simulation of individual nanocomposite supercells with regular squared (see Figure 7.5) and other
arrangements have revealed a preliminary understanding of the ferroelectric order behavior in 1D
ferroelectric nanocomposites. This study provided for the first time a detailed examination of the
local structural and electrical behavior of ferroelectric nanocomposites.
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Figure 7.5: Schematic representation of the periodic supercell used in this study. (a) shows 4
wires with 12 sites along the x- and y-directions (nwx = nwy = 12), separated by 6 sites along
the x- and y-directions ( nmx = nmy = 6) and with nz = 6. Panel (b) shows the top view of this
supercell and panel (c) shows the 5-atoms sites in the wires.
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Comparisons between BaTiO3 nanowires with different sizes, arrangement sequence and orientation in the matrix enabled the influences of the depolarizing field, wire interaction and interfaces
contributions to be individually surveyed providing a way to identify the most important factors
such as those influencing the nature of the polar state.
Figure 7.5 shows a schematic representation of the supercells with nanowires in a square
sequence. They contain four rectangularly cross-sectioned wires that are identical in size and that
are each denoted as nwx × nwy , where the product of nwx (respectively, nwy ) by four provides the
lateral size of the wires, in Angstroms, along the [100] (respectively, [010]) pseudocubic direction.
The length of the whole supercell along the [001] pseudocubic direction is denoted as nz , and
is typically chosen to be equal to 6 unit cell lattice constants (based on a numerical check of the
impact of the number of sites in the z-direction might have on the physical results of the system).
The ground state and temperature dependent properties of supercells with nz = 4, 10 and 12 were
investigated and the results are given in Appendix B. The ground state energy and configuration
were independent of the number of sites chosen in the z-direction, attesting the convergency of
the calculations. However, the temperature dependent properties showed slight discrepancies in
phase transitions and value of the polarization for nz ≤ 10. Above nz = 10 there was no longer
such dependence and for nz = 6 the percent error was calculated to be 20%.
Similarly, the medium was characterized by two integers that were denoted as nmx and nmy
describing the number of sites separating two successive nanowires along the x- and y-direction,
respectively (when multiplied by 4 nmx and nmy provide the distance in Angstroms). The dimensions of the whole supercell are therefore equal to 2(nwx + nmx ) × 2(nwy + nmy ) × nz in
5-atom-cell lattice constant units.
Note that periodic boundary conditions were applied on the supercell along the x-, y- and z-axes,
resulting in an infinite array of embedded wires. Practically, the cross-sectional areas of the wires
was allowed to vary between 0.64 nm2 (nwx = nwy = 2) to 23.04 nm2 (nwx = nwy = 12 ) while
nmx and nmy ranged between 2 and 6 – in order to capture size effects and wire interactions (see
Section 7.6).
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7.2.1

Technical Details

In order to predict the ground state, different optimization schemes were performed (see
Figure 7.6).

Cooling process
1200K ≥ T ≥ 5K
MC simulations:
1×105 sweeps per
temperature steps

Poling Process:
T = 5K

Heating process
5K ≤ T ≤ 750K

Punctual application
of electric field, E, in
[001] or [111]
directions, for 1×105
MC sweeps

Optimized
Configuration
(5K)

MC simulations
1×105 sweeps at 5K

Poled
Configuration
(5K)

MC simulations
1×105 sweeps per
temperature steps

Ground state
Configuration
(5K)

TEMPERATURE DEPENDENT
PROPERTIES

Figure 7.6: Schemes that were used to obtain the ground state of nwx = nwy = 12, nmx = nmy
= 6 and nz = 6 1D nanocomposite at T = 5K and subsequently, the temperature dependent
properties for the systems.
First, cooling the system from a high temperature (T = 1200 K) to 5 K allowed the system to
relax into a local minimum. This local minimum presented electric dipole vortices localized in the
nanowires and antivortices forming in the medium coexisting with an out-of-plane component of
the polarization. The local dipole patterns of the configuration are shown in Figure 7.7 panels (a)
and (b). The lowest energy configurations were obtained by applying electric fields in the [001]
and [111] directions and of magnitudes 1.0 × 109 V/m and 1.7 × 109 V/m, respectively through
annealing processes.
The simulation cooled and then applied an electric field either in the [001] or in [111] direction
for 1.0×105 MC sweeps at T = 5 K prior to heating the system without applying any field. The
cooling and heating rates used for the system are listed in Table 7.1. The detailed procedure is
illustrated in Figure 7.6.
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Figure 7.7: Dipolar arrangement obtained at T = 5 K for system with nwx =nwy = 12, nmx =
nmy = 6 and nz = 6, (36×36×6) by applying an electric field in the (a) [001] direction with
magnitude 1.0×109 (V/m) and (b) [111] with magnitude 1.7×109 (V/m).

Cooling Process
Temperature ranges Rates (decrements)
1200K ≥ T > 600 K 20 K/100k MC steps
600K ≥ T > 205 K 15 K/100k MC steps
205K ≥ T ≥ 5 K
10 K/100k MC steps

Heating Process
Temperature ranges Rates (increments)
5K ≤ T ≤ 115 K
10 K/100k MC steps
100K ≤ T ≤ 350 K
5 K/100k MC steps
360K ≤ T ≤ 490 K 10 K/100k MC steps
510K ≤ T ≤ 750 K 20 K/100k MC steps

Table 7.1: Details of annealing processes: simulated cooling process and heating process.
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7.2.2

Optimized system

The dipolar arrangement of the low temperature state obtained for the electric field applied in
the [001] and [111] direction are shown in Figure 7.7 panels (a) and (b), respectively. The color
schemes in Figure 7.7 panels (a) and (b) indicates the direction of the z-component of the electric
dipoles pointing up or down whether in the wire (red or blue, respectively) or in the matrix (purple
or gold, respectively). The arrows are projections of the x- and y-components of the dipole moments
in the (001) plane. The complex dipolar arrangement showed that the x- and y-components of the
dipole moments formed a flux-closure pattern with a polarization along the z-axis.
Changing the chirality of the vortices and the direction of the z-component of the dipole moment
and calculating the energy of the different configurations at low temperatures provided insights
about which interaction contributed to the formation of vortices in the nanowires, and that the
ground state configuration depended on the size of the nanowires and the number of sites separating
them. The detailed approach that yielded the two ground-state configuration shown in Figure 7.7
panels (a) and (b) is discussed in Appendix B where different configurations were obtained for the
following systems:
• System 1: nwx =nwy = 12, nmx = nmy = 2 and nz = 6
• System 2: nwx =nwy = 12, nmx = nmy = 4 and nz = 6
• System 3: nwx =nwy = 12, nmx = nmy = 7 and nz = 6
For these above systems, only the number of sites separation of the nanowires was changed. The
configurations that were obtained after cooling the systems to 5 K were modified manually (i.e.,
changing the chirality and/or the direction of the z-component of the electric dipole moments) and
then optimized using 100000 MC sweeps at 5 K, 10 K and 15 K. The energy was then calculated at
T = 5 K. After studying the energy, the two configurations presented in Figure 7.7 panels (a) and
(b) were found to have the lowest energy. For separations < 2.4 nm (i.e., 6 unit cells) in the x-and
y-directions the configuration in Figure 7.7 (b) was the ground state and for separations ≥ 2.4 nm
(i.e., 6 unit cells) the configuration in Figure 7.7 (a) was the ground state.
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The energy of each final configuration was calculated. Although both dipolar arrangements
displayed two very different configurations, their energies were practically identical with an energy
difference ∆E = 7.3×10− 6 eV. Notice that all three components of the polarization were present
for both states. The difference was that in the state presented in panel (a) of Figure 7.7, the
overall averaged polarization was along the [001] pseudocubic direction and the vortex-antivortex
configuration nullify the x- and y-components of the polarization. Therefore, both configurations
will be presented and discussed in the subsequent sections.
7.3

Temperature-Dependent Properties
Figures 7.8 (panels (a) to (d)) show the temperature dependence of the polarization, the toroidal

moment, the in- and out-of-plane dielectric susceptibility. Based on a thorough analysis of Figure 7.8,
four phases were identified for the system, excluding the paraelectric phase denoted as Phase “V”,
which occurred above 330 K, the high temperature phase.
7.3.1

Phases as temperature is decreased

Although Figure 7.8 (a) showed no overall polarization in Phase “IV”, the calculation of the
toroidal moment suggested a phase transition at the critical temperature T = 330 K. Figure 7.8 (b)
showed at T = 330 K (going from Phase “V” to Phase “IV”), that the z-component of the toroidal
moment, Gz , increased to a non-vanishing value suggesting the formation of in-plane vortex
structures within the system. In fact, the toroidal moment was the order parameter associated with
such vortices, which was reported by Naumov et al. in Reference [43]. Here, the electrical toroidal
moment was calculated for each of the BaTiO3 nanowires in the system and is denoted as hGj i.
An electric dipole vortex consists of a curling in-plane dipole moments and the toroidal moment is
defined as:
hGj i = (2Nj )−1

X

Ri,j × pi,j

(7.1)

i,j

Where pi,j is the dipole of site i of wire j located at Ri,j , and Nj is the number of sites in wire j.
The plot in Figure 7.8 (b) is the averaged toroidal moment per wire which implies that the
in-plane vortices in Phase “IV” were located within the nanowires.
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From Phase “IV” to Phase III which occurred at T = 240 K, the z-component, Pz , of the
polarization appeared. This phase was particular as it also contained the z-component of the toroidal
moment. The out-of-plane component of the dielectric susceptibility (see Figure 7.8 (c)) also showed
a peak at T = 240 K indicating the phase transition from paraelectric to ferroelectric.
It is worth mentioning that the transition temperature from Phase “IV” to Phase “III” was very
close (± 10 K) to the calculated transition temperature from the orthorhombic-to-rhombohedral
states in the bulk BaTiO3 system, i.e., T=230 K.
Notice that within the rhombohedral phase of bulk BaTiO3 all three Cartesian components
of the polarization were non-zero and that at the transition to orthorhombic there was a loss of
order between dipoles that occurred in one of the axes. Similarly, there was a loss of ordering
between dipoles along the z-direction in these nanowires when going from Phase “III” to Phase “IV”.
Moreover, Phase “III” to Phase “II” occurred at T = 125 K, indicated by a peak in the out-of-plane
dielectric susceptibility χ33 (see Figure 7.8 (c)), where both the z-component of the polarization and
toroidal moment were present. Below T = 125 K there was a noticeable increase in the polarization.
Notice that the Curie temperature of the medium, which was about 110 K, might explain the increase
in the polarization as a contribution from the medium in the nanocomposite.
The last phase denoted as Phase “I”, occurred at T = 75 K and its appearance was characterized
by a rather large peak in the in-plane dielectric susceptibility at that particular temperature (see
Figure 7.8 (d)). Macroscopically, the system had both the polarization and the toroidal moment
along the [001] direction.
Based on the temperature-dependent physical properties, the coexistence of a polarization
and toroidal moment along the [001] direction was predominant in the characteristics of this
system. A view of the microstructures will follow, starting from the ground state at 5 K to the
paraelectric/paratoroidic phase. It is clear that the system presented a large number of phases and
further investigations were needed to understand each of them.
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Figure 7.8: Temperature dependency of properties in the nanocomposite schematized in Figure 7.5. Panel (a) shows the overall
polarization for the entire nanocomposite. Panel (b) displays the average toroidal moment in the BaTiO3 wires. Panels (c) and (d)
show the out-of-plane (χ33 ) and in-plane ((χ11 + χ22 )/2) dielectric susceptibilities of the entire nanocomposite, respectively, where the
indices ‘1’, ‘2’ and ‘3’ refer to the x, y and z-axes.

7.4

Ground State Microstructure
From the temperature-dependent properties of the system, four phases were determined. Phases

“I”, “II” and III all contained a coexisting out-of-plane component of the polarization and toroidal
moment, Pz and Gz . Moreover, Phase “IV” was purely ferrotoroidic as there was no net polarization
in the system.
7.4.1

Phase “I”: Phase-locked configuration with vortices and antivortices

Figure 7.9 shows the dipolar arrangement of the ground state of the nanocomposite characterized
by nwx = nwy = 12 and nmx = nmy = 6 (see Figure 7.5) at T = 5 K. Phase “I” which occurred
for T ≤ 75 K, was a complex state where within any (001) plane vortices possessing the same
chirality were localized within each nanowire (Figure 7.9 (a)).
The magnitude of the dipole moment in the wires were greater than that in the medium and
the difference in magnitude gave rise to a depolarizing field at the interface between the nanowires
and the matrix. In order to annihilate the depolarizing field the dipole moments in the nanowires
adopted a vortex configuration within the nanowires.
Furthermore, these electric dipole vortices had the same chirality with the out-of-plane components of the toroidal moment, Gz , and polarization, Pz . Such vortex structures, resemble the
recently observed vortex structure of Balke et al. in Ref.[88], as the vortices that they observed
experimentally also coexisted with an out-of-plane component of the polarization.
Other topological defects appeared in the medium as well as in the (001) planes. The medium exhibited:
• Antivortices that were formed at half-way across subsequent wires along the x- or y-direction;
• Along the [110] direction, vortex appeared between adjacent wires.
The overall dipolar arrangement was similar to the phase-locking phenomenon of vortices and
antivortices observed in magnetic systems [143], which was due partly to shape anisotropy in
controlling stable domains. Panels (b) and (c) in Figure 7.9 show the xz- and yz-planes ((010) and
(100) planes) of the system, respectively. The gray dashed lines delimit the wires while the dashed
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Figure 7.9: Dipolar patterns in Phase “I” (T = 5 K). Shown in (a), (b) and (c) is the pattern
adopted by the x- and y-components, x- and z-components and y- and z-components, respectively,
of the dipoles in the (001), (010) and (100) plane, respectively, with plane indexed by z = 6,
y = 27 and x = 27, respectively. In the left parts, the wires boundaries are indicated by black
dashed lines and the vortices within those wires are indicated by red dots, while the vortices and
antivortices of the medium are highlighted by blue dots and black crosses respectively. In panel
(b) and (c), zigzag chains are emphasized via dashed lines.
dark blue lines show where the medium finished and an adjacent nanowire began. The most striking
feature in both the (100) and (010) plane were the presence of zig-zag chains that were found inside
the nanowires. Examples of these chains were traced with orange arrows in the figure. The zig-zag
chains, which were along the wires’ long-axis, were due to the rotations of dipoles by roughly 71o .
The dipoles changed the sign of their x- or y-components, when going from one (001) plane to an
adjacent (001) plane while the z-component of these dipoles remained unchanged.
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7.4.2

Vortex Core Transition, T= 75 K

The system was also found to have the capacity to transition between two different core structures
at T = 75 K. The vortices, which were stable in the BaTiO3 nanowires at temperatures above T=
75 K possessed axisymmetric cores. However, in vortices, which were stable at lower temperatures
(below 75 K), the axial symmetry is broken, and were therefore referred to as broken symmetry or
non-axisymmetric cores [144].
Figures 7.10 (a) – (b) show three-dimensional (3D) representations of the core position on the
different planes. Panel (c) shows the dipolar arrangement in a (001) plane within the nanowire that
was located in the lower right quadrant of the supercell. The (yellow) arrows indicate the orientation
of the in-plane polarization, Pxy within the nanowire. They indicated a precession of Pxy which
displaced the vortex core perpendicularly. The vortex core hopped by one or two sites as shown in
Figure 7.10 (c).
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Figure 7.10: (a) Schematic showing the three-dimensional (3D) representation of the vortex
core. (b) Top view of the motion of the core. (c) Dipolar arrangement of nanowire showing the
current and potential positions of the core. The broken symmetry core in BaTiO3 nanowires
occurred at low temperatures, below T= 75 K.
202

Figure 7.11 (a) shows a planar view of the motion of the vortex core as the in-plane polarization
precessed. Figure 7.11 (b) shows the in-plane polarization as a function of z-plane indices for one
particular nanowire. The net polarization Pxy of the first (001) plane and within the boundary of
the nanowire was along the [110] direction and then precessed to [110], [-1-10], [1-10], [110] and
[-110] , as it jumped to higher z-planes. This implied that the polarization in the different (001)
planes of the BaTiO3 nanowires mostly lay along 4 possible directions: [uu1], [-uu1], [u-u1] or
[-u-u1] with u much smaller than 1, if the overall polarization pointed in the same direction (parallel
to the z-axis). If the overall polarization lay in the opposite direction (anti-parallel to the z-axis)
then the polarization in the different (001) planes had the following 4 directions: [uu-1], [-uu-1],
[u-u-1] or [-u-u-1].
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Figure 7.11: Panel (a): schematic view of (001) planes within a nanowire with orientation of the
Pxy and the position of the vortex core. Panel (b): in-plane polarization as a function of z-plane
indices.
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7.4.3

Total Winding Number

When topological defects such as vortices and antivortices are present within a system, the total
winding numbers can be used as a tool to map topological transitions. The total winding number
is an integer that represents the total number of times a curve travels clockwise around a point.
When considering topological defects such as a full vortex the total winding number is taken as
+1 while a total winding number of -1 is associated with a full antivortex [145, 146]. Figure 7.12
shows a schematic representation used to identify the total winding number from a visual standpoint.
Figure 7.12 facilitated the calculation of the total winding number (see Table 7.2). Note that by
tracing the blue curves in Figure 7.12 gives a good count for the total winding number as well.

Vortices
Anti-vortices
(winding number) (winding number)
5 full: n = +5
4 full: n = - 4
4 halves: n = + 2
8 halves: n = -4
4 quarters: n = +1
0 quarters
+8
-8
Total winding number is 0

	
  
	
  
SrTiO3 medium
BaTiO3 wires

[010]
[100]

½ vortex

½ anti-vortex

¼ vortex

Mapping of the topological defects at
the ground-state

Figure 7.12: Schematization of the dipolar pattern in the ground state (i.e., Phase “I”).
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Vortices (total winding number)

Anti-vortices (total winding number)

5 full: n = +5
4 halves: n = +2
4 quarters: n = +1
+8

4 full: n = -4
8 halves: n = -4
0 quarters
-8
The total winding number is 0

Table 7.2: Decomposition of the total winding number of the vortex-antivortex lattice ground
state.
7.4.4

Phase “II”: Between 75 K and 125 K, Topological transition at 75 K (VCT), Total
Winding Number (-4)

Figure 7.8 panels (a) and (b) showed that Phase “I” persisted up to ' 75 K and then continuously
transformed into another state that was denoted as Phase “II”. Figure 7.13 shows the microstructure
in Phase “II” in the (001), (010) and (100) planes (Figure 7.13 (a), (b) and (c), respectively). This
state mostly differed from Phase “I” as follows:
• There was a significant reduction of the magnitude of the dipoles in the medium.
• The zigzag chains were no longer featured in the nanowires.
• The vortex core inside each BaTiO3 wire was now located at the same (x,y) position, independently of the (001) plane, which indicated that for the Phase I-to-Phase II transition the
vortices adopted a different core structure and therefore underwent a vortex core transition
(VCT). As mentioned in Section 7.4.2, the VCT was characterized as an axisymmetric core
at higher temperatures. Note that VCT occurs in complex systems such as in superfluids as
reported in Ref. [144] however in the case of ferroelectrics it has not yet been reported.
Similarly to Phase “I”, Phase“II” contained vortices formed in the wires and antivortices in
the medium. The vortices that were present in the medium vanished and the system counted more
antivortices than vortices, which yielded a total winding number of -4. Phase “II” existed from '
75 K to ' 125K.
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Figure 7.13: Dipolar patterns in Phases II (T = 110 K). Shown in (a), (b) and (c) is the pattern
adopted by the x- and y-components, x- and z-components and y- and z-components, respectively,
of the dipoles in the (001), (010) and (100), respectively, with plane indexed by z = 6, y = 27 and
x = 27, respectively.
7.4.5

Phase III: Between 125 K and 240 K, Topological transition at T= 125 K, Total Winding Number (4)

Phase “II” evolved into a new complex dipolar organization shown in Figures 7.14 (a), (b) and
(c) that was referred to as Phase III. Similarly, Phases “I” and “II” in Figure 7.14 the (001), (010)
and (100) planes are shown in panels (a), (b) and (c), respectively. The main changes that occurred
at this state were as follows:
• The magnitude of the dipoles located in the medium decreased drastically compared to those
located in the wires. In fact, the z-component of the dipoles of the medium vanished (see
Figure 7.14 panels (b) and (c)).
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• Interestingly, antivortices disappeared in the medium and the vortices in the wire were now
more circular (see Figure 7.14 (a)) as opposed to the type of vortices formed in Phases “I” and
“II” (see Figure 7.9 (a) and Figure 7.13 (a), respectively). In fact, the vortices in Phases “I” and
“II”, are usually referred to as flux-closure four domain structure in the magnetic community,
as these types of vortices consist of four 90 degrees domains. Therefore, vortices in Phase
“III” were now ‘true’ vortices.
• The absence of antivortices gave rise to a different total winding number that was calculated
to be +4 as the system only contained vortices.
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Figure 7.14: Dipolar patterns in Phase “III” (T = 170 K). Shown in (a), (b) and (c) is the pattern
adopted by the x- and y-components, x- and z-components and y- and z-components, respectively,
of the dipoles in the (001), (010) and (100), respectively, with plane indexed by z = 6, y = 27 and
x = 27, respectively
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7.4.6

Phase “IV”: Between 240 K and 330 K, Topological transition at T= 240 K, Total
Winding Number (4)

Phase III occurred until ' 240 K, and at this particular temperature there was a phase transformation into Phase “IV” (shown in Figure 7.15). This latter state was characterized as follows:
• There was no net polarization as was shown in Figure 7.8 (a), in fact, the z-component of the
dipoles in the system vanished from both the wire and the medium.
• There were still vortices localized in the nanowires, which explained the non-null value of the
z-component of the toroidal moment (Gj ) in the nanowires (see Figure 7.8 (b)).

BTO NW

STO
Medium

b

xz-plane
y = 27

z
Color scheme: y-direction

x
c

y

z
x

Color scheme: z-direction

Color Scheme for Dipoles
Negative
Positive
WIRES MATRIX

a

yz-plane
x = 27

Color scheme: x-direction

y

Symbols for Topological Defects

Full vortex inside the wires
Full vortex in the medium
Full anti-vortex

Figure 7.15: Dipolar patterns in Phase “IV” (T = 280 K). Shown in (a), (b) and (c) is the pattern
adopted by the x- and y-components, x- and z-components and y- and z-components, respectively,
of the dipoles in the (001), (010) and (100), respectively, with plane indexed by z = 6, y = 27 and
x = 27, respectively.
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7.5

Metastable state
This particular state was obtained by applying an electric field of magnitude 1.7×109 V/m along

the [111] direction. The application of this field resulted in the poling of the dipole moments along
the [111] direction, with the result ing homogeneous pattern shown in Figure 7.7 (b). First, the
temperature-dependent properties of this metastable state were obtained as shown in Figure 7.16.
Similarly to the ground state discussed previously, four distinctive phases were found as the
temperature increased.
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Figure 7.16: Temperature dependency of properties in the nanocomposite schematized in
Figure 7.5 with the metastable phase at low temperature. Panel (a) shows the polarization for the
entire nanocomposite. Panel (b) displays the average toroidal moment in BaTiO3 wires. Panels
(c) and (d) show the out-of-plane (χ33 ) and in-plane ((χ11 + χ22 )/2) dielectric susceptibilities of
the entire nanocomposite, respectively, where the indices ‘1’, ‘2’ and ‘3’ refer to the x, y and
z-axes.
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First, from T= 5 K to T= 75 K, the phase was denoted as “I0 ” and was characterized by all the
dipoles (i.e., for both the BTO nanowires and the STO medium) pointing along the [111] direction
(see Figure 7.17 panels (a) – (c)). As a result, the Cartesian components of the polarization were all
non-null and equal to each other (i.e., Px = Py = Pz 6= 0) which is characteristic of the rhombohedral
phase.
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There are no topological defects present in the system, which was explained by a weak depolarizing field arising from the small difference between the dipoles in the wires and the interface. Phase
I0 lasted until T= 75 K, marking the first transition temperature (to a Phase II0 ) and characterized by
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the appearance of a large peak in the in-plane dielectric susceptibility (see Figure 7.16 (d)).
In Phase “II0 ”, all three components of the polarization were non null with a decrease in their
magnitudes with increased temperature. In fact, the in-plane components of the polarization (i.e.,
Px and Py ) decreased faster than the out-of-plane component, Pz , therefore Px = Py < Pz 6= 0 in
Phase “II0 ” which was characteristic of a monoclinic (MA ) symmetry.
Figure 7.18 panels (a)-(c) show the dipolar arrangement in the (001), (010) and (100) planes,
respectively at T = 110 K. Figure 7.18 (a) shows the presence of electric dipole vortices with cores
located at the corner of the nanowires. The vortices were in the (001) plane and Figure 7.16 (b)
therefore showed an increase in the z-component of the toroidal moment that was calculated in the
case of the nanowire located at the lower left of the supercell.
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Figure 7.18: Dipolar patterns in Phases “II0 ” (T = 110 K). Shown in (a), (b) and (c) is the pattern
adopted by the x- and y-components, x- and z-components and y- and z-components, respectively,
of the dipoles in the (001), (010) and (100), respectively, with plane indexed by z = 6, y = 27 and
x = 27, respectively.
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The system was anti-ferrotoroidic, since adjacent nanowires along the x- or y-direction had
vortices with opposite chiralities, which meant that the net toroidal moment was null. At T= 75 K,
the dipole moment in the medium separating nanowires along the x-direction pointed to the [101]
direction while in the y-direction these dipoles pointed along the [011] direction. This pattern
determined the chirality of the vortices that were formed in the nanowires (see Figure 7.19 panels (a)
– (c)).
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Figure 7.19: Dipolar patterns
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“I0 ” and “II0 ”. Shown in (a), (b) and
Full anti-vortex
(c) is the pattern adopted by the x- and y-components of the dipoles in the (001) plane at T =
65 K, 75 K and 85 K, respectively.

Furthermore, at 75 K the magnitude of the dipole moments in the medium decreased with
respect to those in Phase “I0 ” resulting in an increase in the depolarizing field. Figure 7.20 shows
the difference between the average of the absolute value of local modes in the nanowires, |uwires |,
and at the interfaces, |uinter |, for the system that exhibited a homogeneous and the phase-locked
low temperature state, respectively.
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75K

270K

330K

160K 270K 310K

Figure 7.20: Panel (a) shows a plot of the difference between the averaged absolute value of
the local modes in the nanowires and at the interfaces for the systems with a low temperature
homogeneous state and the phase-locked ground-state as functions of temperature. The dashed
lines indicate the transition temperatures for each of the systems.
Note that analogous to the BTO bulk system, Phases “I0 ” and “II0 ” were both present and in the
same order as temperature was increased. In fact, BTO bulk is rhombohedral at low temperature (until 180 K experimentally) followed by an orthorhombic phase (from 180 K to 280 K experimentally)
as temperature is increased.
The transition from Phase “II0 ” to Phase “III0 ” occurred at T = 160 K and was characterized
by a peak in the in-plane dielectric susceptibility (see Figures 7.16 (d)). Phase III0 is characterized
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by the presence of the z-component of the polarization as well as that of the toroidal moment.
The in-plane components of the polarization vanished and only the out-of-plane component of the
polarization remained, Px = Py = 0, Pz 6= 0, which made Phase “III0 ” tetragonal. In Figure 7.21,
the dipolar arrangements showed vortices that were localized at the center of the nanowires and
the z-component of the polarization in the medium vanished, but persisted in the nanowires. Phase
“III0 ”, in the case of the metastable phase was similar to the phase that was obtained as Phase “III0 ”
when heating the ground state (phase-locked) configuration.
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Figure 7.21: Dipolar patterns in Phases III0 (T = 190 K). Shown in (a), (b) and (c) is the
pattern adopted by the x- and y-components, xx- and z-components and y- and z-components,
respectively, of the dipoles in the (001), (010) and (100), respectively, with plane indexed by z =
6, y = 27 and x = 27, respectively.
Phase “IV0 ” started at T = 270 K and was similar to Phase “IV” obtained when heating the
ground-state, but there was no net polarization in the system. However, Figure 7.22 (a) shows
the vortices were still present in individual nanowires. Also, the toroidal moment in the lower
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left nanowire persisted until T= 310 K(see Figure 7.16 (b)). Beyond T= 310 K, Phase “V0 ” was
paraelectric and paratoroidic.
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Figure 7.22: Dipolar patterns in Phases IV0 (T = 290 K). Shown in (a), (b) and (c) is the pattern
adopted by the x- and y-components, x- and z-components and y- and z-components, respectively,
of the dipoles in the (001), (010) and (100), respectively, with plane indexed by z = 6, y = 27 and
x = 27, respectively.

7.6

Size Effects

7.6.1

Changing the cross-sectional area of the nanowires (nwx and nwy )

In the previous sections the results obtained for the system with nwx = nwy = 12, nmx = nmy =
6 and nz = 6 were discussed showing a flurry of striking properties such as the phase-locking of
vortices localized within the nanowires and antivortices that were formed in the medium. These
vortices were also found to coexist with an out-of-plane polarization which was noted by Balke et
al. in Ref. [88] but not yet presented in theoretical studies. Here, this work focused on the size
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effects, particularly on the changes that occurred in the ground-state as the cross-sectional area
of the nanowires were increased and the number of sites separating the nanowires increased as
well. Figures 7.23 and 7.24 show the change in the cross sectional area of the nanowires (panels
(a) – (e)) and the number of sites separating the nanowires in the x- and y-direction (from nmx =
nmy = 2 to nmx = nmy = 9). For wires with cross-sectional areas less that 5.76 nm2 (i.e., nwx =
nwy = 4), the vortices did not hold inside the nanowires, and their cores tended to be located at
arbitrary sites between the wires and the medium. For wires with cross-sectional areas ≥ 5.76 nm2 ,
the phase-locked structure was stable. Table 7.3 was developed based on the microstructures of
Figures 7.23 and Figures 7.24. This table showed which systems were able to sustain single vortices
within a nanowires as the number of sites are varied in both the nanowires and the medium.

nwx =nwy →
nmx =nmy ↓

1
2
3
4
5
6
7
8
9

2

4

X

X

X

X

X

X

6
X
X
X
X
X
X
X
X
X

8

10

12

X

X

X

X

X

X

X
X
X
X
X
X
X
X

Table 7.3: X represents system containing electric dipole vortices inside the nanowires and for
which the phase-locked configuration is stable. X are for systems that do not sustain a single
vortex within the confines of the nanowire. This table is based on Figures 7.23, 7.24 and 7.25

For nanowires obeying the following: 4 < nwx = nwy ≤ 12 (where nwx = nwy are even
number of sites), the minimum number of sites of the medium required in order to obtain electric
dipole vortices localized within the nanowires and antivortices in the medium (at low temperatures)
followed the simple expression:
1
8 − nwx = nmx
2
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(7.2)

nwx= nwy = 2

nwx= nwy = 4

nwx= nwy = 6

nwx= nwy = 8

a

b

c

a’

b’

c’

d

e

d’

e’

y

nmx= nmy =
2

nwx= nwy = 10

y

x

x

y
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Figure 7.23: Local dipole patterns adopted by the x- and y-components of the dipoles in the (001) at T = 5 K, shown in (a) – (e) for the
systems with: nwx = nwy = 2, 4, 6, 8, and 10, respectively, nmx = nmy = 2 and nz = 6. In (a’) – (e’), are the pattern adopted by the xand y-components of the dipoles in the (001) for the systems with: nwx = nwy = 2, 4, 6, 8, and 10, respectively, nmx = nmy = 4 and
nz = 6.
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Figure 7.24: Local dipole patterns adopted by the x- and y-components of the dipoles in the (001) at T = 5 K, shown in panels (a) – (e)
for the systems with: nwx = nwy = 2, 4, 6, 8, and 10, respectively, nmx = nmy = 6. In panels (c’) – (e’) the microstructure is shown for
the systems with: nwx = nwy = 6, 8, and 10, respectively, nmx = nmy = 7 and lastly in panel (c”) the dipolar structure is shown for the
system with: nwx = nwy = 6 respectively, nmx = nmy = 9 with nz = 6 for all the systems in the figure.

Furthermore, above a certain nmx = nmy , for instance 8 in the case of nanowires with crosssectional area of 5.76 nm2 (i.e., nwx = nwy =6), the dipolar arrangements in Figures 7.23 and 7.24
did not always demonstrate the phase-locked configuration. However, these phase-locked configurations could be obtained by applying a large enough electric field in the [001] direction.
Table 7.4 shows the total energy in the case of the phase-locked configuration and the homogeneous configuration for systems with nwx = nwy = 12, nmx = nmy varying from 2 to 9
and nz = 6. The configurations for those systems are shown in Figure 7.25 panels (a) – (h). For
nmx = nmy < 6 the homogeneous configuration was energetically favored and the total energy
was minimized by the short-range elastic as well as the dipole-dipole energy contributions. For
nmx = nmy ≥ 6, the phase-locked configuration was favored energetically, and the local mode
self energy as well as the elastic mode interaction contributed to the minimization of the total energy.

nmx = nmy

Total energy (eV)
Phase-locked

Total energy (eV)
Homogeneous configuration

2
3
4
5
6
7
8
9

-0.0766
-0.0710
-0.0667
-0.0631
-0.0601
-0.0575
-0.0549
-0.0534

-0.0779
-0.0719
-0.0672
-0.0633
-0.0600
-0.0573
-0.0551
-0.0532

Table 7.4: Energy in eV per 5-atoms sites for systems with nwx = nwy = 12, nmx = nmy varying
from 2 to 9 and nz = 6.

Strikingly, the energy difference between the two cases in the presented system only differed by
0.45 meV on average. The following sections show the results that were obtained in another array
geometry, namely hexagonal.
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Figure 7.25: Local dipole patterns at T = 5 K. Shown in panels (a) – (h) are the pattern adopted by the x- and y-components of the
dipoles in the (001) for the systems with: nwx = nwy = 12, nmx = nmy = 2, 3, 4, 5, 6, 7, 8 and 9, respectively with nz = 6. The total
winding number was calculated to be 0 in all the presented configurations.

7.7

Hexagonal Configuration
As mentioned in Chapter 6, nanoporous alumina, Al2 O3 , is often used in template assisted growth

of highly ordered nanowires and nanotubes. This template is well known to have pores arranged in
a hexagonal-like configuration. Furthermore, recently Zheng et al. reported in Reference [135] the
growth of self assembled (001) CoFe2 O4 nanopillars in a (001) BaTiO3 matrix. These nanopillars
were reported to be in a hexagonal configuration as well. On a theoretical level, interest over
the hexagonal configuration resides in the possibility to arrange the nanowires in a geometry that
would allow the interactions existing between the wires to interplay. In fact, the configuration is
reminiscent to that of a “frustrated” system which regards certain geometry of triangular atomic
lattices.
Figure 7.26 panels (a) to (c) show a complete schematic representation of the supercell used to
mimic the hexagonal configuration. There were eight nanowires with nwx = nwy = 8 sites in the
x- and y-directions, respectively. There were nmx = 8 sites separating adjacent nanowires in the
x-direction and nmy = 20 sites in the y-directions and nz = 12 sites in the z-direction. The system
was periodic in all three pseudo-cubic directions mimicking an infinite array of nanowires with long
axis along the [001] direction and arranged in a hexagonal pattern.
Using the effective Hamiltonian, the preliminary low temperature microstructure was obtained
for a smaller system containing wires with nwx = nwy = 6, nmx = 6, nmy = 14 and nz = 6 through
an annealing simulation where the temperature was decreased from 400 K≥T ≥ 220 K, 220 K≥ T
≥ 5 K at rates of 20 K/100k MC steps and 20 K/100k MC steps, respectively.
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Figure 7.26: Schematic representation of the periodic supercell with the “hexagonal configuration”. Panel (a) shows 8 wires with 8 T i sites along the x- and y-directions (nwx = nwy = 8),
separated by 8 and 20 Ti sites along the x- and y-directions (nmx = 8 and nmy = 20, respectively)
and with nz = 12. Panel (b) shows the top view of this supercell and panel (c) shows the 5-atoms
unit cell in the wires.

Figure 7.27 panels (a) – (c) show the microstructure at T = 5 K in the (001), (010) and (100)
plane, respectively. The system presented a number of topological defects. For instance, electric
dipole vortices located within the nanowires separated by antivortices in the medium. Adjacent
vortices along the [100] and [010] directions had the same chirality. However, adjacent vortices
along the [110] direction had opposite chirality. The system also presented areas where the zcomponents of the dipole moments either in the [001] or [00-1] directions. Those areas included
some of the nanowires.
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Figure 7.27: Dipolar patterns at T = 5K obtained for the system with nwx = nwy = 6, nmx = 6,
nmy = 14 and nz = 6 after cooling from 400K. Shown in (a), (b) and (c) is the pattern adopted
by the x- and y-components, x- and z-components and y- and z-components, respectively, of the
dipoles in the (001), (010) and (100), respectively.
The absolute value of the averaged components of the polarization within each of the wires
was calculated. The overall average of the components of the net polarization was plotted as a
function of temperature (solid symbols) and is shown in Figure 7.28 (a). The hollow symbols in
Figure 7.28 (a) show the Cartesian component of the net polarization calculated in the whole system,
which was practically equal to zero due to the presence of macro-domains where the z-components
of the dipole moments were in opposite directions. In addition, four nanowires had clockwise
chiralities (i.e., wires 1, 2, 5 and 6 as denoted in Figure 7.27) while four had counter-clockwise
chiralities (i.e., wires 3, 4, 7 and 8 as denoted in Figure 7.27).
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Figure 7.28: Temperature-dependent properties. Panel (a) shows the overall polarization for the
entire nanocomposite (hollow points) and the averaged absolute value of the polarization in the
nanowires (filled points). Panel (b) displays the toroidal moment for the BaTiO3 wire denoted
as 4 in Figure 7.27. Panels (c) and (d) show the out-of-plane (χ33 ) and in-plane ((χ11 + χ22 )/2)
dielectric susceptibilities of the entire nanocomposite, respectively, where the indices 1, 2 and 3
refer to the x, y and z-axes
Figure 7.29 shows the main directions for the dipoles in the system and Table 7.5 shows the value
of the total winding number based on the topological defects. The low temperature phase denoted
as “A0 ” (5 K ≤ T ≤ 75 K) was characterized by the coexistence of vortices (in the nanowires) and
anti-vortices (in the medium) and a polarization parallel or anti-parallel to the z-direction, which
resulted in a null net-polarization. Furthermore, the in-plane polarization was found to rotate within
each nanowire going from one (001) plane to the next.
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Figure 7.29: schematization of the dipolar pattern for Figure 7.27 at T = 5 K.
Vortices (winding number)

Anti-vortices (winding number)

8 full: n = + 8
0 halves
0 quarters
+8

8 full: n = -8
0 halves
0 quarters
-8
The total winding number is 0

Table 7.5: Decomposition of the winding number of the vortex-antivortex for the system with
low temperature state shown in Figure 7.27.
Figure 7.30 (a) shows the direction of the in-plane polarization in each of the wires for (001)
planes with indices nz = 1, 3 and 6, respectively. The precession of the in-plane polarization was
evident in all wires of the supercell and was similar to the square configuration. The zigzag chains
(see Figure 7.27 (b)) and broken-symmetry cores (see Figure 7.30 (b)) were also part of this system.
In fact, Figure 7.30 (b) shows a diagram of the broken symmetry core as well as the precession of
the in-plane polarization in wires 1, 2 and 4 at T = 5 K. The arrangement of the in-plane polarization
was reminiscent to spins in a honeycomb lattice with the spin at the center of the hexagon being
frustrated [147]. Here, the orientation of the in-plane polarization may present some type of
geometric frustration.
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Figure 7.30: (a), Schematic representation of the arrangement of the in-plane polarization in
each wire in the plane (001) with nz = 1, 3, and 6. (b), Schematic representation of vortices with
non-axisymmetric cores for wires 1 and 2. Note that vortices in other wires (not shown here)
present the same behavior.
The temperature-dependent properties were preliminary results, and were not yet conclusive.
Furthermore, the data utilized to plot the microstructures (i.e., the dipolar arrangement) were based
on the last configuration at each temperature from the Monte Carlo simulations and presented fluctuations that did not permit to show the evolution of the microstructure as a function of temperature
with precision. Following are a few general points about the phases in this particular system that
were extracted from the temperature-dependent properties (see Figure 7.28 panels (a) – (d)).
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• Phase “A” (5K ≤ T ≤ 75K) was characterized by a flurry of topological defects that were discussed in the previous paragraphs. The out-of-plane dielectric susceptibility in Figure 7.28 (c)
presented a peak at 35K, for which the corresponding microscopic mechanism was not clearly
identified. There may be two phases the first from T = 5 K to 35 K and the other from T=
35 K to 75 K, however the preliminary analysis were not conclusive.
• Phase “B” (75 K ≤ T ≤ 105 K) transitioned from Phase “A” at T= 75 K and the out-of-plane
dielectric susceptibility presented a peak at this particular temperature.
• Phase “C” (105 K ≤ T ≤ 200 K) transitioned from Phase “B” at T = 105 K, it was characterized
by a peak in the in-plane dielectric susceptibility at T = 105 K.
• Phase “D” (200 K ≤ T ≤ 240 K) transformed from Phase “C” at T = 200 K and was characterized by a peak in the in-plane dielectric susceptibility.
• Above 250 K the system was paraelectric and paratoroidic.
In order to recapture the phase-locked system that was obtained in the case of the square
configuration, the system for which the low temperature configuration was shown in Figure 7.27
was modified such that all the vortices in the wires presented the same chirality and the z-component
of the dipole moments all pointed in the [001] direction.
An electric field was applied in the [001] direction but failed to change the direction of rotation
of the vortices, resulting in complicated arrangement of the dipoles in the nanowires. The system
was then modified manually and heated from 5 K to 400 K at a rate of 10 K/40k MCs steps.
Figure 7.31 panels (a)–(c) show the microstructure at T = 5 K after 40k MCs sweeps.
The system presented a more complex state with the formation of vortices in the nanowires as
well as in the medium. The medium also accommodated anti-vortices. Each adjacent nanowires in
the [100] and [010] directions were flanked by an anti-vortex–vortex–anti-vortex sequence in the
medium. In the [110] direction, the vortices in the nanowires were separated by one vortex in the
medium. All vortices formed in the nanowires were trapped by 6 vortices arranged in a hexagonal
227

STO	
  	
  
BTO	
  NW	
   Medium	
  

b

y

z

xz-plane

Color scheme: y-direction

BTO	
  NW	
  

x

STO	
  	
  
Medium	
  

c
x

yz-plane
Color Scheme for Dipoles
Negative
Positive
WIRES MATRIX

Color scheme: z-direction

x

y

z
Color scheme: x-direction

y

Symbols for Topological Defects

Full vortex inside the wires
Full vortex in the medium
Full anti-vortex
y

x

Figure 7.31: Dipolar patterns at T = 5K obtained for the system with nwx = nwy = 6, nmx =
6, nmy = 14 and nz = 6 modified to maintain vortices with same chirality in all the nanowires.
The microstructure was obtained after 40000 MC sweeps at 5K. Shown in (a), (b) and (c) is the
pattern adopted by the x- and y-components, x- and z-components and y- and z-components,
respectively, of the dipoles in the (001), (010) and (100), respectively.
pattern in the medium. The winding number of this particular arrangement was 0 hinted to a stable
configuration (see schematic in Figure 7.32 and Table 7.6 for the total winding number).
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Figure 7.32: schematization of the dipolar pattern for Figure 7.31 (i.e., Phase “A’”).
Vortices (winding number)

Anti-vortices (winding number)

25 full: n = + 25
12 halves: n = +6
4 quarters: n = +1
+32

24 full: n = -24
16 halves: n = -8
0 quarters
-32

The total winding number is 0
Table 7.6: Decomposition of the winding number of the vortex-antivortex lattice ground state.
This new system was simulated to be under the influence of increasing temperatures till 400 K.
Figure 7.33 panels (a)–(d) show the temperature dependent properties, namely the polarization,
toroidal moment out-of-plane, and in-plane dielectric susceptibilities, respectively.
Based on the understanding acquired from the temperature dependent properties, (see Figure 7.33
panels (a) –(d)) four ferroelectric phases were determine and denoted as “A0 ”, “B0 ”, “C0 ” and “D0 ”
and were described as follows:
• Phase “A0 ” (5K ≤ T ≤ 35K) presented the initially attributed configuration where all the
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Figure 7.33: Temperature-dependent properties. Panel (a) shows the overall polarization for the
entire nanocomposite. Panel (b) displays the average toroidal moment in the BaTiO3 wires. Panels
(c) and (d) show the out-of-plane (χ33 ) and in-plane ((χ11 + χ22 )/2) dielectric susceptibilities of
the entire nanocomposite, respectively, where the indices ’1’, ’2’ and ’3’ refer to the x, y and
z-axes.
nanowires of the supercell contained vortices rotating clockwise, the out-of-plane polarization
was along the [001] direction, the medium presented both vortices and antivortices as shown
in Figure 7.34 panels (a). (e) and (i)).
• The transition from Phase “A0 ” to “B0 ” occurred at T = 35 K and was characterized by a
decrease in the net polarization of the system, a decrease in the average toroidal moment and
peaks in the out-of-plane and in-plane dielectric susceptibilities (see Figure 7.33 panels (a),
(b) and (c), respectively). In Phase “B0 ” (35K ≤ T ≤ 120K) the configuration are shown in
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Figure 7.34 panels (b), (f) and (j) in the (001), (010), and (100) planes, respectively. Above
35K the vortices in the nanowires, 2, 3, 6 and 7 “bursted” into the medium as the core moved
to the edges of the nanowire.
• In Phase “C0 ” (120K ≤ T ≤ 160K) (see Figure 7.34 panels (c), (g) and (k)): The vortices in
the wires 3, 4, 7 and 8 started changing their direction of rotation while wires 1, 2, 5 and
6 retained a clockwise rotation. The z-component of the dipole moments in the medium
decreased significantly. The transition temperature at T = 120 K was characterized by a peak
in the out-of-plane dielectric susceptibility. The y- and z-component of the polarization were
non null with Py < Pz 6= 0, Px = 0 which was characteristic of a monoclinic (MC ) symmetry.
• In Phase “D0 ” (160 K ≤ T ≤ 240 K) (see Figure 7.34 panels (d), (h) and (l)): The transition
temperature T = 160 K was marked by a peak in the in-plane polarization, and a decline in
the magnitude of the y-component of the polarization. The system was tetragonal as only the
z-component of the polarization remained. Also the z-component of the toroidal moment was
non null up to T = 240 K. The vortices were still localized in the nanowires and no topological
defects were found in the medium. The z-component of the dipole moments were non null in
the nanowires. Vortices with a clockwise chirality persisted in the nanowires denoted as 1, 2,
5, and 6, while the vortices in nanowires 3, 4, 7, and 8 adopted a counter-clockwise chirality.
• Above 250K the system was paraelectric and paratoroidic.
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Figure 7.34: Dipolar arrangement as a function of temperature for the system having the microstructure presented in Figure 7.31 at
low temperature. Panels (a) – (d) show the in-plane dipoles moments , Panels (e) – (h) show the dipoles moments in a (010) plane
and Panels (i) – (l) show the dipoles moments in a (100) plane at T= 5K, 55K, 140K and 190K in Phases “A0 ”, “B0 ”, “C0 ” and “D0 ”,
respectively.

Smaller systems were first studied to obtained preliminary understanding and the appropriate
convergence schemes, while the following are the results obtained with larger nanowires. Two
dipolar configurations were obtained just as in the case of the square configuration discussed in the
first part of this chapter. The first dipolar configuration (see Figure 7.35) was obtained by cooling
the system from 400K to 5K and will be discussed presently.
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Figure 7.35: Dipolar patterns at T = 5K (Phase “A00 ”) obtained for the system with nwx = nwy
= 8, nmx = 8, nmy = 14 and nz = 12. The microstructure was obtained by cooling the system
from 400K to 5K at decrements of 20K and 10K and for each temperature the simulations lasted
40000 MCs sweeps. Shown in (a), (b) and (c) is the pattern adopted by the x- and y-components,
x- and z-components and y- and z-components, respectively, of the dipoles in a (001), (010) and
(100) plane, respectively.
In this particular system, the low-temperature phase still emulated the previous systems that
were studied. Some of the properties that were displayed include a net out-of-plane component of
the polarization Pz (see Figure 7.37 (a)) and the out-of-plane component of the toroidal moment Gz
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Figure 7.36: (a), Schematic representation of the arrangement of the in-plane polarization in
each wire in the plane (001) with nz = 1, 6, and 12. (b), Schematic representation of vortices
with non-axisymmetric cores for wires 1 and 2. Note that vortices in other wires (not shown
here) present the same behavior.
(see Figure 7.37 (b)) which corresponded to the formation of vortices in the nanowires. Furthermore,
Figure 7.36 panels (a) and (b) show that even in bigger systems the precession of the in-plane
polarization continued to occur and resulted in the broken-symmetry vortex core. The temperaturedependent properties shown in Figure 7.37 revealed four phases including the paraelectric phase.
• First, Phase “A00 ” (5 K ≤ T ≤ 105 K): Phase A00 presented vortices localized in all the
nanowires. The medium contained both vortices and anti-vortices. The topological defects
were in no particular arrangements with random chiralities. Figure 7.36 (a) shows the direction
of the in-plane polarization in each wire which was similar to the smaller system discussed
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Figure 7.37: Temperature-dependent properties. Panel (a) shows the overall polarization for the
entire nanocomposite. Panel (b) displays the average toroidal moment in the BaTiO3 wires. Panels
(c) and (d) show the out-of-plane (χ33 ) and in-plane ((χ11 + χ22 )/2) dielectric susceptibilities of
the entire nanocomposite, respectively, where the indices ’1’, ’2’ and ’3’ refer to the x, y and
z-axes.
previously. The arrangement was reminiscent to the frustrated spins in magnetic systems.
Further analysis is required in order to find any interaction that might modify the direction of
the in-plane polarization.
• In Phase “B00 ” (105 K ≤ T ≤ 125 K): Above 105 K, there were no zigzag chains which
suggested that the system had a vortex core transition around T = 105 K (see Figure 7.38).
Furthermore, a peak appeared at 105K in the in-plane polarization (see Figure 7.37 (d)), which
was consistent with this work’s findings for the VCT in systems with squared configuration.
This particular phase was also characterized by a slight decrease in the magnitude of the
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z-component of the polarization and the absence of topological defects in the medium (see
Figure 7.38 (b)).
• In Phase “C00 ” (125 K ≤ T ≤ 300 K): At T= 125 K a peak appeared in the out-of-plane
dielectric response (see Figure 7.37 (c)) and suggested a transition from Phase “B00 ” to “C00 ”
where the z-components of the dipole moments in the medium reached vanishing values while
those of the nanowires remained large. Moreover, the wires still presented vortices and unlike
the square configuration, this system never reached a purely ferrotoroidic phase. In fact, both
the out-of-plane component of the polarization and that of the toroidal moment disappeared
at T = 300 K (see Figure 7.37 panels (a) and (b)) transitioning from Phase “C00 ” to Phase “E”
• Above T = 300 K was a paraelectric and paratoroidic phase.
Throughout the different phases, the system in Figure 7.35 maintained a polarization and toroidal
moment along z until the paraelectric phase at 300 K. The vortices in this system were all localized
in the wires from T= 105 K.
The second system that was obtained for the larger hexagonal system is presented in Figure
7.39. It was obtained by first applying an electric field with magnitude 1.7 × 109 V/m along the
[111] direction to the configuration of Figure 7.35. This field was subsequently removed. The
system was then heated from 5 K to 400 K. Similarly to the squared configuration, when an electric
field was applied in the [111] direction the homogeneous pattern that was discussed in Section 7.5
as a metastable configuration for the square configuration, was obtained in the case of the hexagonal
geometry. All the dipoles in the nanowires and the medium were oriented along the [111] direction.
The energy per 5-atoms site was calculated for the microstructures that were presented in
Figures 7.27, 7.31, 7.35 and 7.39, respectively (see Table 7.7). The homogenous configuration
was the lowest energy configuration and the energy difference with the configuration shown in
Figure 7.35 was ∆E = 5.61×10−4 eV. However, further calculations were prevented, due to time
constraints, that would help establish a clear ground state for the hexagonal configuration. Therefore,
the configurations presented so far were classified as metastable.
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Figure 7.38: Dipolar arrangement as a function of temperature for the system having the
microstructure presented in Figure 7.35 at low temperature. Panels (a) – (c) show the in-plane
dipoles moments, panels(d) – (f) show the dipoles moments in (100) and panels (g) – (i) show
the dipoles moments in the (010) planes at T= 25K, 110K and 220K in Phases “A00 ”, “B00 ” and
“C00 ”, respectively.
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Figure 7.39: Dipolar patterns at T = 5K (Phase “A000 ”) obtained for the system with nwx = nwy
= 8, nmx = 8, nmy = 14 and nz = 12. The microstructure was obtained by applying an electric
field with magnitude 1.7 × 109 V/m and in the [111] direction at 5K for 40 MC sweeps. The
field was then removed and the system was heated up at increments of 20K and 10K and for
each temperature the simulations lasted 40000 MCs sweeps . Shown in (a), (b) and (c) is the
pattern adopted by the x- and y-components, x- and z-components and y- and z-components,
respectively, of the dipoles in a (001), (010) and (100) plane, respectively.

nmx = nmy

Total energy (eV)
Total energy (eV)
nwx = nwy = 6, nz = 6 nwx = nwy = 8, nz = 12

No field cooling
Phase-locked “lookalike”
Field applied in [001] direction at T = 5K
Field applied in [111] direction at T = 5K

-0.05040
-0.04905
-0.04905
N/A

N/A
N/A
-0.050039
-0.05060

Table 7.7: Energy in eV per 5-atoms sites for hexagonal arrangement of nanowires at various
low temperature states
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Based on the temperature-dependent properties in Figure 7.40 and the microstructures in
Figure 7.41 the following points were observed for the system in Figure 7.39.
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Figure 7.40: Temperature-dependent properties. Panel (a) shows the overall polarization for
the entire nanocomposite. Panel (b) displays the average toroidal moment in the BaTiO3 wires.
Panels (c) show the out-of-plane (χ33 ) and in-plane (χ11 and χ22 ) components of the dielectric
susceptibilities of the entire nanocomposite, respectively, where the indices ’1’, ’2’ and ’3’ refer
to the x, y and z-axes.
• Phase “A000 ” (5K ≤ T ≤ 105K) (see Figure 7.41 panels (a), (e) and (i)): The system presented
a rhombohedral symmetry where Px = Py = Pz 6= 0. The transition temperature from Phase
A000 to B 000 was deduced from the peak in the out-of-plane dielectric susceptibility at T = 105 K.
No topological defects were present and therefore a null toroidal moment for the nanowires.
• In Phase “B000 ” (105 K ≤ T ≤ 140 K) (see Figure 7.41 panels (b), (f) and (j)): This was similar
to the transition from Phase I0 to II0 in the squared configurations. The transition from Phase
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Figure 7.41: Dipolar arrangement as a function of temperature for the system having the
microstructure presented in Figure 7.39 at low temperature. Panels (a) – (c) show the in-plane
dipoles moments , panels (d) – (f) show the dipoles moments in (100) and panels (g) – (i) show
the dipoles moments in the (010) planes at T= 5K, 120K and 220K in Phases “A000 ”, “B000 ” and
“C00 ”, respectively.
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A000 to B000 showed particular arrangements of the dipoles in the medium (i.e., along the [101],
[011], [-111] and [111] directions, see Figure 7.41 (b)) while the dipoles in the wires remain
along the [111] direction. There were no topological defects therefore the toroidal moment in
Figure 7.40 (b) remained null in this phase as well. The magnitude of the net polarization
decreased as a result of the decrease in the magnitude of the dipole moments in the medium.
• In Phase “C00 ” (140K ≤ T ≤ 300K) (see Figure 7.41 panels (c), (g) and (k)): The decrease
in the dipole moment in the medium and at the interface explained the appearance of the
vortices in the nanowires. The difference in magnitude of the dipole moments at the surface
of the nanowires and those at the interface generated a large enough depolarizing field to
form vortices inside the nanowires that were sustained until T = 300 K when the transition
to the paraelectric phase was reached for the BaTiO3 nanowires. Phase C00 was described in
the previous system with the coexistence of both an out-of-plane polarization and toroidal
moment in the wires. The transition temperature at T = 140 K was characterized by a peak in
the in-plane component of the dielectric susceptibility, χ22 , as both Px and Py decreased to
vanishing values while Gz increased to a non-vanishing value. At T = 300 K a peak appeared
in the out-of-plane component of the dielectric susceptibility, χ33 , and the z-component of
the polarization as well as that of the toroidal moment disappeared.
• Above 300K the phase was the paraelectric and paratoroidic.
7.8

Conclusion
In this chapter, an extensive first-principles-based study of BaTiO3 /SrTiO3 1D nanocompos-

ites via the effective Hamiltonian was presented. This work has shown that for well-ordered 1D
nanocomposites composed of BaTiO3 nanowires embedded within an SrTiO3 medium (that mimicked a BaSrTiO3 material with a small Ba composition) there were various competing states with
complex configurations that depended on the structure and geometry of the supercell.
In fact, energetic analysis revealed two main possible ground-states. First, a phase-locked
configuration with the coexistence of vortices, anti-vortices and the z-component of the polarization
241

was foundFirst, a phase-locked configuration with the coexistence of vortices, anti-vortices and the
z-component of the polarization. This phase locked ground state was stable for large nanowires
arranged in a square geometry. Second, a ground state was found to be very close in energy to the
phase locked configuration. It was characterized by all the dipole moments in the system pointing
along the [111] direction and obtained by applying a punctual electric field along the [111] direction.
The second ground state was found to be more stable for systems with smaller nanowires as well as
large nanowires separated by 5 or less Sr sites in the x- and y-directions.
Among other geometries that were studied, the hexagonal pattern presented had very complex
results that have yet to be fully elucidated. The preliminary results presented some ground breaking
analogies to frustrated spin systems using the in-plane polarization in individual nanowires.
The study of such highly ordered ferroelectric-nanostructures should open new avenues for
device design. The size effect studies were limited to the energy and other temperature dependent
properties. The phase-locking phenomenon mentioned represented a synchronization of vortices and
need further investigations with the application of AC fields. Exciting new features were discovered
in the configuration of our nanocomposites. Examples include:
• First, a phase-locked ground state configuration
• Second, dipole vortices cores transition (VCT) from a non-axisymmetric to a axisymmetric
core
• Third, coupling of electric dipole vortices and polarization
This work has shown various properties of these nanocomposites that will hopefully motivate
experimental and theoretical studies of other ferroelectric nanocomposites.
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CHAPTER 8
Investigation of Ferroelectrics Nanowires and Nanocomposites
From Direct First-Principles Method
8.1

Introduction
In this chapter, works is described that used a first-principles approach in the study of free-

standing ferroelectric nanowires and 1D nanocomposites. First-principles (ab initio) density functional theory (DFT) calculations ([63, 64]), which can predict the electronic ground-state as well as
atomic structure by solving the Kohn-Sham formulations, are very useful and powerful tools which
are utilize in the investigation of varied physical properties.
For instance, these calculations have revealed characteristic changes in ferroelectric properties
of nano-structured ferroelectrics at the ground state. These calculations have accurately predicted
the atomic structures in solids, at surfaces, in domain walls and grain boundaries. Furthermore,
DFT has also been used to determine structural properties such as the lattice parameters, elastic
constants as well as electronic properties such as the band structure and polarization in ferroelectric
nanomaterials.
In Chapter 4, the DFT method was reviewed in detail and will not be discussed in this chapter. In
Chapter 6, the results obtained for free standing BaTiO3 nanowires studied using both experimental
and the effective Hamiltonian [46], a first-principles-based method, were discussed. In Reference [46], a low-symmetry ground state was reported in both BaTiO3 and KNbO3 nanowires that
were studied theoretically and experimentally. The screening of the surface charges was estimated to
be very close to the ideal short circuit condition with a screening parameter β = 97%. Furthermore,
the low-symmetry phase could be tuned depending on this screening parameter. Experimentally,
these results suggested the presence of screening agents such as water adsorbates at the surface of
the KNbO3 nanowires to be the most likely cause behind such screening.
In the first part of this chapter, a direct first principles was used to study the behavior of water
adsorbates on BaTiO3 nanowires and understand the screening effects water molecules may have on
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the properties of these nanostructures.
Adsorption is described as the binding of molecules to a surface, and is a non-penetrating
process. There are two possible ways for species to be adsorbed, namely physical adsorption
(physisorption) and chemisorption. In the case of water molecules, chemisorption mostly takes
place through either:
• Molecular adsorption, where the whole molecule of water is adsorbed at the surface or,
• Dissociative adsorption, where the water molecule breaks into a hydroxyl surface group (OH)
and a surface proton (H)
The adsorption and dissociation of water on amorphous and crystalline BaTiO3 surfaces have
been studied both experimentally and theoretically [148, 149] and are known to affect key properties
of ferroelectric materials. First, OH groups and water molecules are polar. They may form particular
electrical boundary conditions at the surfaces of the ferroelectric materials and interact with the
polarization. Second, according to Reference [149], the presence of hydrogen and OH groups
led to imprint effects and the stabilization of the polarization in one particular direction. Other
interesting features can be expected in nanosize ferroelectric materials such as special topologies
namely vortices [43]. Recently, particular topological defects with various winding numbers were
reported in free-standing nanowires with various terminations (TiO2 and BaO) and diameters [145]
with insights on the size effects of ferroelectric nanowires [45, 145].
In the second part of this chapter, the study of one-dimensional (1D) nanocomposites, similar to the systems presented in Chapter 7, was continued using first-principles calculations. A
BaTiO3 nanowire was embedded in a purely SrTiO3 medium. In this part, topological defects were
investigated.
8.2

Computational Details: BaTiO3 Nanowires
The calculations in this chapter were performed within density-functional theory (DFT) and

the local density approximation (LDA) (see details in Chapter 4) using a numerical atomic orbital
method as implemented in the SIESTA code [150]. Periodic boundary conditions were used with
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the supercell in all three directions, therefore describing an array of nanowires with the periodic
replicas separated by approximately 10 Å of vacuum. Note that the influence of the artificial replica
induced by the periodic boundary conditions were tested on vacuum of 20 Å with no significant
differences in the results [45]. The atomic positions were relaxed until the maximum component of
the force on any atom was smaller than 0.04 eV/Å.
The calculations were first performed on bare BaTiO3 nanowires in the paraelectric state with
the lateral lattice constant kept at 3.99 Å, which is very close to the experimental lattice constants of
the bulk cubic and tetragonal BTO. The values of the out-of-plane lattice constant was increased
from 3.70 to 4.00 Å in order to investigate the variation of the adsorption energy. Dissociated
(chemisorbed) water adsorbates were added to the lateral surfaces of the nanowires and the bare
free wire was used as a reference in determining the water adsorption energy. The water adsorption
energy (per adsorbed molecule) is defined as follows for NH2 O adsorbed molecules:

Eads (H2 O) = (Etot (free wire) + NH2 O Etot (H2 O) − Etot (wire + NH2 O water))/NH2 O

(8.1)

where, Etot (free wire) is the total energy of the optimized paraelectric bare nanowire, Etot (H2 O)
is the total energy of the free water molecule and Etot (wire + NH2O water) is the total energy of the
optimized nanowire with NH2 O molecules of H2 O being adsorbed (chemisorbed) at the surface.
In fact, the energy for the free water molecule was calculated with the same simulation box
and Brillouin Zone (BZ) sampling. However, along the long axis of the nanowires (which was
chosen along the [001] direction), the simulation box was too small, therefore the box was doubled
in size in the [001] direction for different ci values ranging from 3.70 Å to 4.00 Å. The interatomic
\ angle was predicted to be 105.17o .
distances for OH was found to be equal to 0.98 Å and the HOH
It is worth mentioning that LDA calculations usually overestimate the bond energies, cohesive
energies and adsorption energies [149] and for that particular reason these calculations should
be compared with ones using the generalized gradient approximation (GGA). The GGA in the
Perdew, Burke, and Ernzerhof (GGA-PBE) form usually improves on the shortcomings of the LDA,
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but the GGA method is not reliable for the ferroelectric properties of BaTiO3 . As a result, for
a complete understanding of results the LDA and GGA calculations should be used within one
investigation to provide clear and reliable understanding of the investigated system. In the scope of
this investigation the GGA methods was not used, however the LDA calculations were compared to
data from Reference [149] which reported both calculations on BaTiO3 slabs.
8.3

Free-standing TiO2 -terminated bare BaTiO3 nanowires
Figure 8.1 illustrates the studied free-standing BaTiO3 nanowires without any water adsorbate

at the surfaces.
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Figure 8.1: (a) BaTiO3 unit cell which is assembled into clusters and chains (b). The supercell
has a cross-section determined by the number of Ti–O chains along the [100] and [010] directions
where nx = ny = 3. Along [001], the supercell consists of one unit cell and periodic boundary
conditions are used. In (c) the supercell is repeated periodically and all surfaces are TiO2 –
terminated.
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In Panel (a) of Figure 8.1, the BaTiO3 unit cell was assembled into clusters and then chains
(see Panel (b)) and finally into nanowires with TiO2 surfaces termination. The focus was to verify
the topological configuration found in Ref. [145], and to obtain properties such as the ferroelectric
instability, energy and density of states. The energies of the free-standing BaTiO3 nanowires were
used as reference structures to calculate the adsorption energy of water that were added at the
surface of the nanowires (see Eq. 8.1) . The lattice parameters along the z-direction, denoted as
ci , were varied from 3.70 Å to 4.00 Å to investigate the influence of the c-axis parameter on the
structure of the relaxed system (see Figure 8.1). The cross-section of the nanowire was specified by
the number of Ti atoms along the x- and y-direction as nx × ny . In this study, nx = ny = 3.
Using the relaxed structure, the Ti displacements were obtained from their initial position at the
center of the oxygen octahedra and considered as providing a measure of the local dipoles. The
out-of-center displacements of the Ti atoms with respect to the neighboring oxygen atoms were
used to quantitatively measure the local ferroelectric distortion. As a reference, such Ti atoms in the
paraelectric state are located at the center of the oxygens octahedral unit (see Figure 8.2).
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Ti
O2z
Ba
O2y
O1x
O2x
O1y

Ba2y
O1z

Ba1x

Ba2x, Ba1y

Figure 8.2: Labeling of atoms used in the definition of the polarization distortion.
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The displacement of the Ti atom is represented by a vector d with components dx , dy and dz in
the x, y and z-directions, respectively. The components of the vector d were defined in terms of the
position of the Ti atoms with respect to the six neighboring oxygen atoms as follows:

dx = 2xTi − xO1x + xO2x

(8.2)

dy = 2yTi − yO1y + yO2y

(8.3)

dz = 2zTi − zO1z + zO2z

(8.4)

where xO1x represented the x-coordinates of atom O1x , yO1y represented the y-coordinates of
atom O1y , and so forth and so on. In Eqs. 8.2, 8.3 and 8.4 the oxygen atoms were fixed at their initial
coordinates while the relaxed coordinates of the Ti atoms were used. In the case of Ti atoms located
at surfaces or edges, the off-center displacement was determined by the remaining coordinating O
atoms. The lateral lattice parameters were calculated after relaxation and were defined as follows:

a = xBa2x − xBa1x

(8.5)

b = yBa2y − yBa1y

(8.6)

where xBa1x represented the x-coordinates of atom Ba1x (see Figure 8.2). The atoms are allowed
to relax in all directions.
A quantity cf was defined after relaxation as follows:
" PN

j=1 (zTij − ∆zBa )
NTi
Ti

cf = 2

#
(8.7)

where ∆zBa was the averaged displacement of the Ba atoms in the z-direction. This parameter
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quantified the ferroelectric distortion along the c axis. Indeed, if cf =ci , the system remained
paraelectric since the Ti remained equidistant from the neighboring Ba along the wire axis. By
contrast, cf 6= ci meant that a ferroelectric distortion had appeared along c.
Figure 8.3(a) shows the Ti inward off-center displacement, consistent with results in the previous
study of Ref. [145], which was due to the surfaces termination (in this case TiO2 ).
(a)

(b)

y

x

Figure 8.3: (a) Off-center displacement of Ti atoms for the free standing nanowires indicated in
Figure 8.1 and ci = 4.00 Å. (b) 2D field lines around the topological defect, that is associated with
a winding number of 1.

Looking in more detail at the displacement of the Ti atoms in the system, the four Ti atoms at the
corner of the nanowire were displaced along the [111], [-111], [1-11], [-1-11] direction, respectively.
The four Ti atoms at the surface (and not located at the corner) moved along the [-101], [011],
[-101], [0-11] directions, respectively. Hence, the overall in-plane displacement of the Ti atoms
was null. With this in mind, the field lines pattern was schematized and presented in Panel (b) of
Figure 8.3. This topological defect is known as the inverted hedgehog and had a winding number
equal to 1 with the “defect” located at the center of the nanowire (all dipoles pointing to the center
of the nanowire). First, this exact configuration was found in Ref. [145] for this particular system as
well as more complex textures as the nanowire size and termination changed.
Currently, topological defects have been very successful in explaining the critical behavior near
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phase transitions in a large class of two-dimensional systems [151]. Table 8.1 shows the optimized
structural parameters in this particular study compared to an experimental and computational
investigation done in Reference [45]. In Reference [45] the authors investigated the ferroelectric
behavior of infinite stoichiometric BaTiO3 nanowires, which had surfaces with both BaO- and
TiO2 -terminations, from first-principles.
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Parameters

a (Å)
b (Å)
cf (Å)
cf /a
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Ba(z−component)
Ti(z−component)
O1 = O2 (z−component)
O3 (z−component)
Ti - OI
Ba - OIII
Ba - Ti

Free-standing
BTO nanowires
c = 3.905 (Å) c = 4.00 (Å)
3.964
3.965
3.896
0.98
0.047
0.546
0.546
0.051
1.89
2.76
3.33

3.943
3.936
4.051
1.03
0.0455
0.552
0.544
0.025
1.88
2.78
3.35

BTO nanowires with
water adsorbates
c = 3.905 (Å) c = 4.00 (Å)
3.878
3.867
3.989
1.03
0.0180
0.530

3.946
3.945
3.911
0.99
0.0630
0.552

1.96

1.99

Other Studies
in Ref. [45] in Ref. [116]
c = 4.05(Å)
3.9
3.9
3.60
0.92
–
–
–
–
1.88
2.52
3.07

3.85
3.85
3.81
0.99
–
–
–
–
–
–

Table 8.1: The optimized structural parameters of BaTiO3 obtained in the present study compared to another computational investigations.

The authors focused on the ferroelectric distortion along the wires axis and identified a critical
diameter (approximately 1.2 nm) below which the distortion was suppressed. Furthermore, the
authors showed how the ferroelectric distortion could be recovered from specific tensile strain conditions. In BaTiO3 , it was found that the surface termination moderately affected the ferroelectricity
of the system. References [116] and [145] also studied stoichiometric and nonstoichiometric (with
BaO- or TiO2 -termination) cases of BaTiO3 nanowires. In both References [145, 116], the focus of
these studies remained the ferroelectric distortion both in- and out-of-plane. Similarly to Ref. [45]
they found that below 12 Å, regardless of termination and whether stoichiometric or not, BaTiO3
nanowires did not present any ferroelectric distortion. Those reports however, did not investigate
the effects of special electrical boundary conditions on properties that was the primarily focus of
the present study.
In the present study, nanowires with TiO2 -termination were chosen as a preliminary step of the
investigation. Keeping in mind the three references mentioned above, the present study focused
on the screening of such nanowires using water adsorbates at the surfaces. Table 8.1 lists the
average relaxed lattice parameters for two bare and two water covered TiO2 -terminated nanowires
(nonstoichiometric).
Figure 8.4 shows the |(cf − ci )|/|ci | ratio for the bare (black squares) and water covered (blue
circles) nanowires. For both systems the change in the value of the c-axis initial values ranged
between 0 – 1.5% for water covered nanowires and 1.5 – 4% for the bare nanowires. The most
stable (lattice parameter with the least percent change) c-axis value was 3.95 Å which was close to
the bulk value for BaTiO3 .
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Figure 8.4: |(cf −ci )|/ci ratios of TiO2 -terminated bare and water covered nanowires as functions
of the initial c-axis lattice parameter, ci .

8.4

Free-standing, TiO2 -terminated-BaTiO3 nanowires with water adsorbate
The dissociative adsorption of H2 O on the surface of TiO2 -terminated BaTiO3 nanowires

surfaces was investigated (see Figure 8.5) and will be discussed in this section. Each surface unit
cell is covered by one H2 O molecule that dissociated into OH and H as shown in Figure 8.5.

253

OHH+

H
O
Ti
Ba

[010]

[100]

Figure 8.5: Simulation cell for free-standing, TiO2 -terminated BaTiO3 nanowires with dissociated water adsorbates.

Figure 8.6 shows the energy obtained for the bare wires, the wires with water adsorbates (panel
(a)) and the adsorption energy (panel (b)) as functions of the longitudinal lattice parameter, ci .
a

Adsorption energy at the
ground state
Ground-state energy
For Free NWs

Ground-state energy
For NWs with water adsorbates

b

Figure 8.6: (a) Energy of free nanowires (black squares) and of NWs with water adsorbates
(blue circles) as a function of the initial c-axis lattice parameter. (b) Adsorption energy as a
function of the initial c-axis lattice parameter.
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Figure 8.6 (a) shows that in the case of the bare nanowires (black squares) the ground state
occurred for ci = 3.70 Å with relaxed lateral lattice parameters as a = b = 3.98 Å and cf = 3.72 Å.
For the nanowires with dissociated water adsorbates (Figure 8.6 (a) blue circles) the ground state
occurred at ci = 3.805 Å. The adsorption energies were between 1.1 and 1.4 eV/water molecule.
These values were close to the ones provided by Reference [45] in the case of LDA calculations.
Note that for ci =3.905 Å another very stable configuration was found, with molecular adsorption.
Since it significantly differed from the configurations considered here, it was omitted in Figure 8.4.
However, this very stable configuration is presented in details hereafter.
The c-axis lattice parameter, ci , was increased from 3.70 Å to 4.00 Å for the system presented in
Figure 8.5. After relaxation, the Ti off-center displacements were calculated and were represented
as vectors in Figure 8.7 panels (a)–(g).
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c = 3.70 Å

c = 3.75 Å

c = 3.805 Å

c = 3.855 Å

[010]
(a)

[100]

(b)

c = 3.905 Å

(c)

c = 3.955 Å

(d)

c = 4.00 Å
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Arrows	
Positive  dipole:	
z-‐‑direction  (x,y)  plane	
Negative  dipole:	
z-‐‑direction  (x,y)  plane	

[010]

(e)

(f)

(g)

[100]
Figure 8.7: (a) – (g) off-center of Ti atoms for free-standing nanowires covered with dissociated water adsorbates as indicated in
Figure 8.5 with ci varying from 3.70 Å to 4.00 Å, respectively.

Three main trends appeared in Figure 8.7 relating to the configurations with energies above the
ground state and at the ground state:
• The first trend concerned the configurations that were in panels (a) through (d). For these
configurations the initial out-of-plane lattice constant ci was smaller than 3.905 Å. The Ti
atoms displaced outwardly in a hedgehog pattern. Since the hedgehog could be transformed
into an inverted hedgehog, they belong to the same homotopy class and therefore have the
same winding number, 1 (see Figure 8.8 (a)).

(a)
“Hedgehog” pattern
n=1

(b)
Topological defect at center
n = -3

Figure 8.8: 2D field lines around the topological defect associated with a winding number of (a)
n = 1 in for configurations with ci < 3.905 Å and (b) n = -3 for configurations with ci > 3.905 Å.
• The second trend was for the initial out-of-plane lattice constant ci = 3.905 Å, which corresponded to the initial out-of-plane lattice parameter that yielded the ground state configuration.
In this case, the configuration was shown in Figure 8.7 (e) and the corner Ti displaced in the
[111] or [1-11] while the remaining Ti atoms displace in the [011] or [01-1] direction.
• The third trend concerned the initial out-of-plane lattice constant ci that were larger than
3.905 Å, (see Figure 8.6, panels (f) and (g)). The off-center displacement of the Ti atoms
overall was smaller compared to the previous configurations in panels (a) through (e). The Ti
atoms at the corners displaced outwardly while the one at the surfaces (but not at the corner)
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displaced inwardly. This particular configuration yielded a topological defect at the center of
the nanowire and had a winding number equal to -3 (See Figure 8.8).
Figure 8.9 (a) and (b) show the averaged ferroelectric distortion in the bar nanowires and those

dx ≠ dy ≠ dz ≠ 0: Triclinic

with water adsorbates, respectively.

Tetragonal

Tetragonal

a

Tetragonal

b

Figure 8.9: Averaged distortions d¯x , d¯y and d¯z in the x-, y- and z-directions, respectively, based
on Figure 8.1 and are obtained from the optimized systems. Those distortions are plotted as
functions of the initial values for the c-axis lattice parameters, denoted as ci for TiO2 -ended
BaTiO3 nanowires (a) without and (b) with water adsorbates.

Figure 8.10 (a) and (b) show the relaxed values obtained for the lattice parameters for the bare
nanowires and those with water adsorbates at their surfaces, respectively.
8.5

Cases where the initial c-axis lattice parameter, ci , is below 3.905 Å
Two cases are presented for ci < 3.905 Å. Below ci = 3.80 Å for which the average distortion

in the z-direction substantially decreased from 0.26 Å to 0.15 Å and the relaxed lattice parameters
were equal (see Figures 8.9 (b) and 8.10 (b), respectively), the highly symmetrical configuration
adopted by the simulated cell is shown in Figure 8.11(a) in the (001) plane. The protons H+ that
were initially positioned at the surface of the nanowire remained bound to the surface and moved
\ formed between the
closer to the oxygen of the central hydroxyl group. The resulting angle HOH
258

a

b

Figure 8.10: Relaxed lattice parameters as a function of initial c-axis chosen values for freestanding BaTiO3 nanowires (a) without adsorbates and (b) with water adsorbates.
proton at the surface and the hydroxyl group was found to be 97.7o as shown in Figure 8.11 (a). The
OH groups bound to the Ti atoms at the surface bent down toward the surface of the nanowires at
angles ranging from ∼20o to ∼27o as shown in Figure 8.11 (c). The OH groups bent opposite to the
displacement of the Ti atoms in the z-direction. According to Reference [149] which reported on
BaTiO3 slabs, the hydroxyl group bent at a fixed angle occurred in stable systems, increased the
surface polarization, and led to the possibility of surface imprint effects.
Above ci = 3.80 the averaged distortion along z, d¯z ' 0.12 Å, cf > a = b (see Figures 8.9 (b)
and 8.10 (b), respectively) and the final configuration is shown in Figure 8.11 (b) in the (001) plane.
\ had increased
The surface protons remained bound to the surface O atoms while the angle HOH
\
and ranged from 122o to 127o and bent downward at an angle surface
− H + ≈ 33o . This explained
why the lateral lattice parameters decreased. Figure 8.11 (d) shows that now the OH groups now
bent upward and formed ∼ 33o angles with the surface. The OH groups displaced in the same
direction as the z-component of Ti atoms at the corners.
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[0-1-1]
[-11-1]

97.7°

97.7°

[11-1]

[-1-1-1]

[010]
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[0-1-1]

[100]
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!Surface " H

126.6°

[10-1]

[-10-1]

[010]

123.9°

dOH ≈ 1.9Å
covalently bonded

dOH ≈ 2.6Å
Hydrogen bond

a b
c d

+

[100]

!Surface " OH "
~33°

~83°

!Surface " H +
!Surface " OH "

~27° -- ~33°

~20.24°

[001]

[001]

Figure 8.11: Atoms arrangement after relaxation for systems with ci = 3.70 Å (panels (a) and (c)) and ci = 3.855 Å (panels (b) and (d)).

8.6

Cases where the initial c-axis lattice parameter, ci , is equal to 3.905 Å
For ci =3.905 Å, very stable configurations were found that differed in the arrangement of the

water adsorbates at the surface. The configuration in Figure 8.12 (a) presented an anisotropic surface
configuration of the adsorbates in contrast to the symmetrical arrangement shown in Figure 8.12 (b),
which was similar to the configurations shown in Figure 8.11.

123°	
  

125°	
  

b

(H3O2)- (A)

dOH ≈ 2.6Å
Hydrogen bond
Hydroxide hydrate or bihydroxide anion
(H3O2)-

H
(H3O2)- (B)

ϕ

θ2

O

r2

H

r4

r1
θ1

O
r3

H

a

Figure 8.12: Lowest energy configuration (a) and other configuration close in energy in (b).
Inset shows the structure of the H3 O2 anions formed at the surface of the nanowire.

Figure 8.12 shows the energy as a function of the configurations obtained for this particular sys261

tem. The ground state energy belonged to the system with anisotropic surface (see Figure 8.12 (a))
and increased drastically for the systems obtained with symmetric surface arrangements(see Figure 8.12 (b)). The configuration with the lowest energy (Figure 8.12 (a)) shows that the surfaces was
composed of a mixture of molecular, dissociated water adsorbates and special anions.
As seen in Figure 8.13, the final configuration shows four sites where an associative adsorption
occurred. In fact, four of the H+ that were bound to surface O of the nanowire jumped to hydroxyl
group that were not at the corners to re-form water molecules.

OH-

H 2O

H 2O

OH-

molecular
adsorption
[010]
[100]

Figure 8.13: Atoms arrangement after relaxation for the system with ci = 3.905 Å.
These molecular water adsorbates formed hydrogen bonds with the surface oxygens or formed a
H3 O−
2 anion with a hydroxide group bound at the corner of the nanowire.
In the first case, one of the OH of the water molecule bent toward a neighboring surface oxygen,
\ angle for the molecular water adsorbed was
to form a strong hydrogen bond (∼ 1.7 Å). The HOH
105.52o . On average with OH bond lengths ranging from ∼ 0.99 Å to ∼1.03 Å. The remaining
OH bond was ∼0.99 Å. The Ti atom was at an averaged distance of 2.13 Å to the O atom of the
molecular water adsorbate, which was in good agreement with the findings of Reference [149].
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In the second case, there was the occurrence of H3 O−
2 anion. This system is involved in proton
transfer over long distance [152] and has specific structural properties as shown in Table 8.2. In
these H3 O−
2 anions presented in Figure 8.13 (a), a proton was shared, delocalized between the two O
atoms to which it is bonded. This delocalized proton, in turn, “pulled” the O atoms closer together
which explained the drastic displacement of the hydroxyl groups at the corner of the nanowire. The
findings in Table 8.2 suggested that the LDA calculations in the present study underestimated the
distance r1 and angles θ1 and θ2 . Meanwhile, the distances r2 , r3 and r4 were overestimated with the
largest discrepancy occurring for r2 . The angle Φ remained in good agreement with the findings of
Ref. [153].
Parameters

Present Study
H3 O−
H3 O−
2 (A)
2 (B)

r1 (Å)
r2 (Å)
r3 (Å)
r4 (Å)
θ1
θ2
Φ

1.081
1.467
0.989
0.988
105.7
106.0
175.7

1.081
1.457
0.990
0.988
105.6
106.2
175.7

Reference [153]
1.097
1.361
0.955
0.962
108.1
110.0
176.1

Table 8.2: Structural properties of the Hydroxide Hydrates obtained for the configuration of
Figure 8.12.
The configuration in Figure 8.12 (b) presented the protons and OH groups organized in a similar
arrangement as the relaxed configurations that were reported for ci < 3.855 Å. The protons were set
at a 31 o angle with the surface of the nanowires and the OH groups attached to the Ti atoms were
bent upward forming a 33 o angle with the surface.
8.6.1

Electronic Structure

The density of state (DOS) of the nanowires without and with water adsorbates are shown in
Figure 8.14 (a) and (b), respectively.
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a

b

Figure 8.14: Total density of state (DOS) for free-standing BaTiO3 nanowires (a) and with water
adsorbates (b).

The DOS of the nanowires without the water adsorbates showed a band gap approximately equal
to 1.8 eV. On the other hand, when the water adsorbed at the surface of the nanowires extra charges
were added to the system which moved the Fermi level up to the conduction band, which suggested
that the nanowires with the water adsorbates became conductive.
8.7

Cases where the initial c-axis lattice parameter, ci , is above 3.905 Å
Figure 8.15 shows the same bending effect of the hydroxyl groups that were found in the

previous cases. The configurations are shown in the (001) plane and an arbitrary plane for ci =
3.955 Å and ci = 4.00 Å in Figures 8.15 (a)-(c) and (b)-(d), respectively.
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!Surface " H +
~72°

~13° OH- (other)
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[001]

[001]

Figure 8.15: Atomic arrangement after relaxation for the systems with ci = 3.955 Å ((a) and (c) panels) and ci = 4.00 Å ((b) and (d)
panels).

These two configurations were equivalent in energy to the system with ci = 3.70 Å and the
configurations were similar. In Figure 8.15 (a), the protons are set at a ∼84o angle with the surface
of the nanowires. These protons bend laterally toward the OH groups that were away from the
corners at ∼97o angles with the O atoms. The OH groups attached to the Ti atoms are all bent
downward. However, the OH at the corner were angled 30o away from the surface, while those
centered at the edge form ∼13o angle with the surface.
Similarly, Figure 8.15 (b) shows that the protons were set at a ∼71o angle with the surface of
the nanowires. These protons bent laterally toward the OH groups that were away from the corners
at ∼107.7o angles with the O atoms. This particular angle was close to that calculated for water
molecules, however the distances dOH − were stretched to ∼1.8 Å. This configuration suggested
that the system found it more appealing to share the surface protons than to form water molecule
adsorbates. It was clear that the nanowires should be investigated with water molecules at the
surfaces as well. The OH groups attached to the Ti atoms were all bent upward. However, the OH
at the corner were angled 8o away from the surface, while those centered at the edges formed a
∼36o angle with the surface.
8.8

Computational Details: One-dimensional Nanocomposites
Ferroelectric nanocomposites were found to exhibit various exotic configurations in the theo-

retical study described in Chapter 7. In this section, a 0 K first-principle study was performed on
nanocomposites made of BaTiO3 nanowires embedded in a pure SrTiO3 matrix. Here, the influence
of an incipient ferroelectric medium such as SrTiO3 on properties of ferroelectric nanowires such as
BaTiO3 was investigated.
The calculations in this second part of the chapter were performed within density-functional
theory (DFT) and the local density approximation (LDA) (see details in Chapter 4) using a numerical
atomic orbital method as implemented in the SIESTA code [150]. The technical details are similar
to that of Reference [154]. The initial lattice parameters used where 3.99 Å, and 4.04 Å for a and c,
respectively, as these values are close to those of the bulk BaTiO3 system. Based on the results that
were obtained in Chapter 7, initial conditions were imposed on a nanocomposite system as shown
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in Figure 8.16(a). The first initial condition consisted in displacing the Ti atoms along the [001]
direction.

Simulation Cell under periodic boundary
conditions

Simulation Cell

O
Ti
Sr
Ba

a

b

Figure 8.16: (a) computation cell with atomic positions. (b) periodic boundary condition applied
to initial computational cell to mimic an array of BaTiO3 nanowires embedded in a SrTiO3
matrix.

In the second case, the Ti atoms at the interface between the BaTiO3 nanowire and the medium
were displaced in a vortex pattern as shown in Figure 8.17. The third and final imposed condition was
a combination of the first and second, where both a vortex configuration and an initial displacement
along the [001] direction were applied to the Ti atoms. Periodic boundary conditions were used
with the supercell in all three directions, therefore describing an array of BaTiO3 nanowires within
an SrTiO3 matrix (see Figure 8.16(b)). The atomic positions were relaxed until the maximum
component of the force on any atom was smaller than 0.04 eV/Å and until all stress components
were below 0.16 kbar.
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(b)

(a)

Wires

[001]

initial Vortex

[010]

[100]

[010]

[100]

Computation cell

Figure 8.17: Initial conditions that were applied to the nanocomposites. In Panel (a), adjacent
Ti atoms around the BaTiO3 nanowires are arranged in a vortex-like pattern. In Panel (b) the Ti
atoms are also shifted along the [001] direction to mimic their poling along the [001] direction.

The properties that were obtained from all three systems are listed in Table 8.3. The ground
state, similar to the results obtained in Chapter 7, favored a phase with topological defects.
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Ti displaced along [001]

Parameters

Nanowire (BTO)
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Etot (eV/atoms)
a (Å)
b (Å)
c0 (Å)
c0 /a
¯
dx (Å)
d¯y (Å)
d¯z (Å)
Px (C/m2 )
Py (C/m2 )
Pz (C/m2 )

Matrix (STO)

INTIAL CONDITIONS
Ti arranged in vortex
configuration
Nanowire (BTO)

-0.0018
4.01
3.97
3.97
0.99

Matrix (STO)

Ti arranged in vortex configuration &
displaced along [001].
Nanowire (BTO)

-0.0375
3.93
3.94
4.04
1.03

0.45
0.50
-0.0157
–
–
–

4.10
4.12
4.12
1.02

Matrix (STO)

-0.0372
3.92
3.95
4.04
1.03

0.264
0.269
0.0345
0.591
0.591
9.96×10− 2

4.10
4.12
4.2
1.02

3.93
3.95
4.1
1.04
0.267
0.271
0.0670
–
–
–

IN THE WIRE
Phase
d¯x (Å)
d¯y (Å)
d¯z (Å)

Monoclinic ([u, u, v])
0.488
0.537
-0.071

Phase
d¯x (Å)
d¯y (Å)
d¯z (Å)

Orthorhombic ([u, u, 0])
0.436
0.491
0.003

ac phase ([u, 0, w])
0.60
0.001
0.125
IN THE MEDIUM
Monoclinic ([u, v, 0])
0.153
0.359
0.004

ac phase ([u, 0, w])
0.594
0.001
0.121

Triclinic ([u, v, w])
0.158
0.361
0.049

Table 8.3: The optimized structural parameters of the nanocomposite obtained in the present study.

8.9

Systems with vortex and Ti displacements along the [001] direction.
Figure 8.18 (a) shows a vector plot of the off-center displacement of the Ti atoms. The ferroelec-

tric distortion as well as the lattice parameters were calculated using the method shown in Eqs. 8.2
through 8.6 and suggested that the ferroelectric instability was monoclinic where the calculated
averaged distortions in the x-, y- and z-directions were as follows: d¯x = d¯y 6= d¯z 6= 0. The field
lines drawn in Figure 8.18 (b) shows that the total winding number of the supercell was 0, which
suggested a stable configuration and was consistent with the result obtained from the Monte Carlo
(MC) simulations performed and discussed in Chapter 7.
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Arrows
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Symbols for Topological Defects
Full vortex
Full anti-vortex
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(c)

Figure 8.18: Panel (a) shows the off-center displacement of Ti atoms in systems with vortex, and vortex-[001] displacement as initial
structural condition. Panel (b) shows the field line for the dipolar arrangement that occurs in the system. The total winding number is 0
in this particular case. Panel (c) shows the position of the atoms in the relaxed configuration.

Furthermore, as expected, the topological defects were not bound in the nanowires (see Figure 8.19, which repeats Figure 8.18 (b) in the x- and y-direction for a better visualization of the
position of the topological defects with respect to the position of the nanowires and the medium.),
which suggested as was previously speculated that there existed an optimum size and distance of
separation between the nanowires in order to obtain the phase-locked configuration discussed in
Chapter 7.
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Figure 8.19: Field lines from Figure 8.18 (b) repeated in the x- and y-directions. The topological
defects remain close to the edge of the nanowires and the medium.
The local polarization was also calculated using the following expression:
Z ∗ · ∆d
P =
Vcell

(8.8)

where Z ∗ is the calculated Born effective charge, ∆d is the difference between the final and
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initial (ideal) position of an the atom and Vcell is the volume of the simulation cell. The average
polarization over all the atoms corroborated what was found in the case of the average distortions
(i.e., that the overall system was in a monoclinic phase). The tetragonality remained over 1 which
indicated a stable ferroelectric instability.
8.10

Systems with Ti displacements along the [001] direction.

The initial boundary condition where only Ti displacements along the [001] direction were
imposed yielded a relaxed configuration for which the Ti atoms were now along the [111] or [11-1]
directions locally. Figure 8.20(a) and (b) show the dipolar pattern and the atoms arrangement
in the (001) plane. From this particular initial boundary condition, the system did not develop
any particular topological defects within the nanowires nor the matrix. Furthermore, the oxygen
octahedra in the medium showed a pronounced tilting, which did not travel within the nanowire.
This implied that the tilting occurring in the previously mentioned configurations (i.e., where
the initial boundary conditions imposed in-plane vortices and Ti displacements along the [001]
direction) were perhaps induced by the vortices. Also, there might exist a competition between the
ferroelectric distortion in the nanowires and the tilting of the octahedra in the nanowires.
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Figure 8.20: Panel (a) shows the off-center displacement of Ti atoms in system with [001] displacement as initial structural condition.
Panel (b) shows the atoms in there relaxed positions. The oxygen octahedra show more pronounced tilting in the medium.

8.11

Conclusion

In the first part of this chapter, the ferroelectric behavior of infinite nonstoichiometric freestanding BaTiO3 nanowires were investigated from first-principles. These nanowires presented a
topological defect located at the center of the nanowires with a winding number equal to -1. These
nanowires exhibited as well a ferroelectric distortion along the [001] direction. The most stable
configuration energetically occurred for the nanowire with a final c lattice parameter equal to 3.72 Å.
The second study, in contrast to the investigation of the free-standing nanowires, involved
BTO nanowires covered with dissociated water adsorbates. These nanowires presented topological
defects located at the center of the nanowires as well. The hedgehog pattern with a winding number
equal to 1 occurred in systems with ci < 3.905 Å, while another pattern with winding number equal
to -3 was obtained for systems with ci ≥ 3.905 Å. The most stable configuration for the covered
nanowires was surprisingly a system with molecular adsorbates that was obtained for the system
with ci = 3.905 Å. This particular configuration presented a very intriguing formation of rare and
special ions such as the hydroxide hydrate (H3 O−
2 ) in which water molecules at the surface shared a
proton with an OH group. In addition, a triclinic ferroelectric distortion was found for the ground
state. This low-symmetry phase was evocative of the findings discussed in Chapter 6 on the free
standing nanowires for which a tunable monoclinic phase was obtained at low temperature.
Finally, a very complex arrangement of the dissociated water adsorbates at the surfaces of the
relaxed systems was discussed in details in Sections 8.5, 8.6 and 8.7. The second part of the directfirst-principles investigation presented in this chapter pertained to ferroelectric nanocomposites. In
this particular investigation, the energy, DOS and structural properties demonstrated very striking
features similar to those discussed in Chapter 7 for such nanocomposites. These findings included
a complex low temperature phase involving vortices and antivortices pairing. Future calculations
on larger systems from direct-first-principles should be demanding computer-wise, however they
should yield interesting results such as the confinement of the dipole vortex within the nanowires.

275

CHAPTER 9
Formation of template-assisted ferroelectric nanostructures by sol-gel
The third and final approach in this dissertation concerns an experimental investigation of
ferroelectric one-dimensional (1D) nanostructures. This experimental investigation used a template
based method involving nanoporous anodic aluminum oxide (AAO) membranes in conjunction
with the sol-gel method to obtain ferroelectric nanostructures. This part of the project arose from
the nanocomposite project in an effort to provide experimental support to the theoretical results
presented in Chapter 7. This project originally contained three stages:
• First, develop an experimental recipe for obtaining barium titanate (BaTiO3 ) nanostructures
(i.e., nanowires and nanotubes) in AAO membranes.
• Second, develop an experimental recipe for obtaining (BaTiO3 ) nanowires in a ferroelectric
matrix.
• Third, perform structural characterization of the nanocomposites.
In this chapter the first stage of the project is presented and the second and third stage will be
mentioned as possible future investigations.
As was mentioned in Chapter 6, a large number of diverse techniques are available for the
synthesis of complex oxides nanostructures. In this investigation the sol gel method was preferred
because of a two-fold interest:
First, the sol gel method offered the opportunity to synthesize a wide range of oxide materials.
These included the synthesis of oxides of desired stoichiometric composition and the combination
of organic and biological components [155, 156]. For instance, sol gel is a very reliable technique
when synthesizing solid solutions such as Ba1−x Srx TiO3 where x can be varied from 0 to 1 [157].
Second, the sol gel method was inexpensive as it did not require any specialized equipment
and was flexible. Moreover, template-assisted growth using alumina (Al2 O3 ) membranes has
successfully been combined with the sol gel method and yielded numerous materials which include
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metal and polymer nanorods, oxide nanorods as well as composite nanostructures (see Ref. [158]
and References therein). The nanoporous alumina membranes are readily available commercially
with a wide range of pore diameters, for use during electrodeposition or direct pore filling techniques,
making complex oxides materials such as BaTiO3 1D nanostructures easy to obtain. The chapter
starts with a brief introduction to the sol gel process, followed by the specific sol prepared for this
work, then the protocols employed and the mechanism behind the filling of the AAO membrane.
Finally, the structural results are discussed at the end of the chapter.
9.1

Experimental Techniques:

9.1.1

The sol-gel process

In the sol-gel method, the starting compounds or precursors are used to prepare a colloidal
suspension of particles in a liquid or gas. These solid particles or colloids have diameters ranging
from 1 to 100 nm. The precursors in general will be an inorganic (contains no carbon atom) salt,
or an organic compound such as a metal alkoxide. Metal alkoxides are popular precursors due to
their spontaneous reaction with water, for instance Ti[OCH(CH3 )2 ]4 which was the precursor used
in this investigation. The reaction of the metal alkoxide with water is called hydrolysis, where the
hydroxyl ion become attached to the metal atom. There are three main stages in the sol-gel process
and they are illustrated in Figure 9.1.
First, the hydrolysis step (Step 1 in Figure 9.1) describes the sol formation as an aqueous,
acidic or basic solution of the metal (M) alkoxide (M-OR) such as Ti[OCH(CH3 )2 ]4 where R is
the alkyl group (e.g., [CH(CH3 )2 ]4 ). The hydrolysis is followed by a condensation step (Step 2 in
Figure 9.1) during which the clusters grow, collide and link together to form a gel, which can be
described as an interconnected, rigid network of polymerized macromolecules in the solution (see
Step 3 in Figure 9.1). At gelation the process appears to “freeze” as the solution becomes an elastic
solid. This stage of the aging process is misleading as the chemical reaction that originates the
gelation continues well beyond the gel point [159]. In the following section, the sol specific to this
investigation is discussed.
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Figure 9.1: Sol-gel process. Steps (1) and (2) show the hydrolysis and condensation of the sol
particles. Step (3) presents the beginning of the gelation step. Inset shows schematic of barium
titanate gel.
9.1.2

Preparation of non-aqueous BaTiO3 sol gel

The BaTiO3 sol (colloidal particles of BaTiO3 ) was prepared using barium acetate, Ba(CH3 COOH)2
and titanium (IV) isopropoxide, (Ti[OCH(CH3 )2 ]4 ) as precursors and glacial acetic acid, (CH3 COOH)
as the modifier.
As shown in the flow chart in Figure 9.2, first barium acetate (3.83 g) was dissolved in glacial
acetic acid (30 mL) and dehydrated at 140o C for 40 minutes. The solution was heated to dehydrate
the barium acetate in order to reduce the amount of water in the sol. The solution was then cooled
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to room temperature. In a teflon beaker, isopropanol (4.53 mL), titanium isopropoxide (4.53 mL)
and acetic acid (13.61 mL) were mixed in a 1:1:3 ratio. Titanium isopropoxide was highly reactive
and moisture sensitive. It was therefore important to minimize exposing the mixture to the air.
The mixture of isopropanol, titanium isopropoxide and acetic acid was then added to the barium
acetate/acetic acid solution and stirred at 90o C for 1 hour. An excess of titanium isopropoxide (2.54
mol%) was added to compensate for losses during the heat treatment process. The resulting sol
was stable at room temperature for about two weeks and had a pH value between 2 – 4. According
to Reference [160], the sol consisted of a titanium oxygen (–Ti–O–) which coalesced to form a
network (gel) with Ba2+ atoms randomly distributed in the matrix, as depicted in Figure 9.1.
Dissolve Ba(CH3COO)2
in glacial acetic acid
Heat ~ 140°C

Mix isopropanol
acetic acid and Ti(OPri)4
(Ti/isopopanol/acetic acid = 1/1/3)

Cool to room
temperature

MIX

Add Ethylene glycole
and glycerol

BaTiO3 SOL

Functionalization of (Al2O3)
membranes
(hexane and ethanol)

Drying 24 hrs.
(air)

2x (immersions (2 hrs.)
Dry in dessicator ( 80°C 1 hr.))

Heat Treatment of
(700°C for 6 hrs. at different rates)

Figure 9.2: Flow chart of the experimental procedure from the BaTiO3 sol preparation to the
heat treatment of the alumina (Al2 O3 ) templates.
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9.1.3

Alumina template surface modification or functionalization

In recent years, nanoporous AAO membranes have been used in a diverse range of applications
which include: energy storage, molecular separation, biosensing, etc· · · [161] For many of these
applications, the surface chemistry of the AAO pores is a very important parameter. Hence,
the modification of the pores surfaces of the AAO membrane has become very important for
obtaining the correct nanostructures [162] and even imparts multi-functionality to the AAO pore
surfaces [161].
The surface of nanoporous alumina is often charged due the presence of defects. In fact, defects
within the membrane induce a redistribution of oppositely charged defects at the surface. Hence,
this accumulation of charged defects that extends over several nanometers leads to a net dipole
moment at the surface [163]. Secondly, porous alumina membranes are hydrophilic and slightly
negative due to the hydroxyl groups present on the inner wall. This hydrophilicity promotes the
adsorption of water on the pore surfaces as well [164]. Therefore, in order to facilitate the growth
of the nanostructures inside the pores, the membrane surface was first cleaned and then modified.
Surface modification or functionalization of a solid consists in forming covalent bonds between
the solid and a molecule in order to modify in a controlled manner the physical or chemical properties
of the former. The membranes that were used in this investigation were obtained commercially
from Whatman, Anodisc with pores diameter 200 nm diameter pores and Synkera Technology, Inc.
with pore diameters ranging from 35 to 85 nm (See Figure 9.3).
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(a)
pores
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(b)
Anodic Alumina

300 nm

(c)

Figure 9.3: Schematic diagrams of the nanoporous alumina membrane in Panels (a) and (b).
In Panel (c) SEM image of membrane with 200 nm diameter pores obtained from Whatman,
Anodisc.

The surfaces were first cleaned in an ultrasonic bath of distilled water for 15 minutes before
further modifications. Two different approaches of surface functionalization methods were used
as illustrated in Figure 9.4. First, the membrane was placed in an ultrasonic bath of ethanol for 15
minutes. Since the membrane is initially slightly cationic [165], the ethanol bath left the surface of
the membrane hydrophilic and hydroxyl rich. The surface of the membrane was therefore polar
(See Figure 9.4) [166].
Second, the surface of the membranes was also modified in an ultrasonic bath using solvents of
different polarities, ethanol, acetone and finally hexane. After the ethanol bath, the membrane was
hydrophilic and hydroxyl rich, and by using the acetone the Al–O bonds were exposed on the pore
surface. Finally the hexane bath left the membrane apolar (See Figure 9.4). After functionalizing
the surface of each membrane, they were left to dry in a petri dish over night.
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Before surface modification/functionalization
membrane is slightly cationic

1.MEMBRANES ARE IMMERSED IN AN ULTRASONIC
BATH OF EACH SOLUTION FOR 15 MINUTES.
2.MEMBRANES ARE WIPED AFTER EACH BATH
Outer Layer
(amorphous alumina)
Al2O3
OH-

OH-

– Al – O – Al – O –
Inner wall
(aluminum hydroxide)

NON-POLAR MEMBRANE

SURFACE FUNCTIONALIZATION
WITH HEXANE

DISTILLED WATER

ETHANOL

ACETONE

HEXANE

SURFACE FUNCTIONALIZATION
WITH ETHANOL

membrane is
hydroxylated

POLAR MEMBRANE

Figure 9.4: Flow chart of the surface modification of alumina template with two different
approaches.

9.1.4

Pore Filling Techniques: Immersion Protocols

Following the surface modification step the AAO membrane was immersed in the BTO sol
for direct pore filling. The direct pore filling technique used the capillary effect to fill the pores
and obtain the BaTiO3 nanostructures. The immersion protocols that were used are summarized
in Table 9.1 and were performed during the hydrolysis and condensation stages to have the most
effective results. The membranes were first immersed in the sol for two hours at room temperature
(25 o C), then they were dried in a dry oven at 80 o C for one hour, and the process was repeated a
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second time.
Approach 1

Approach 2

Step 1 Immersed for 2hrs. in BaTiO3 sol
Step 2 1 Hr. in dry oven at 80 o C
Step 3
Step 4

Immersed for 2hrs. in BaTiO3 sol
1 Hr. in dry oven at 80 o C
immersed for 2hrs. in BaTiO3 sol
1 Hr. in dry oven at 80 o C

Step 5: Start heat treatment
Table 9.1: Immersion protocol for pore filling.

9.1.5

Heat Treatments: Sintering

Once the membranes were filled and dried, the samples were then transferred to an alumina
crucible and were fired at a temperature of 700 o C for 6 hours. The sintering process is very
important as many of the properties of the material are determined by the physical and chemical
changes that will occur during the high temperature treatment. During sintering two phenomena
occur: densification and grain growth. Figure 9.5 shows the stages of the sintering process. The
resulting material was a very dried membrane with pores filled with the expected oxide nanorods.
Once the nanostructures are grown the membrane is removed.

neck formation

pores
a

b

c

grain boundary

Figure 9.5: Diagram summarizing the sintering process: (a) particles are in contact, (b) formation
of a neck, grain boundaries and pore between particles and (c) sintered geometry.
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9.1.6

Membrane removal: dissolution of alumina membrane

In order to remove the alumina membrane away from the nanostructures the membrane was
dissolved using a 3 Molar (3mol/liter) of NaOH solution. In fact the alumina template reaction with
the NaOH is given in the following ionic equation:

Al2 O3 (s) + 2OH− (aq) + 3H2 OH− (l)

2[Al(OH)4 ]− (aq)

The equation with NaOH is as follows:
Al2 O3 (s) + 3H2 O(l) + 2NaOH(aq)

2NaAl(OH)4 (aq)

The membranes were dissolved for 2, 3 and 8 hours at 90 o C and ambient temperatures. After
the dissolution of the alumina membrane, the solid residue (nanotube/nanowires) was rinsed several
times with ultra pure water using a filtration apparatus until a neutral pH was reached.
9.2

Results and Analysis
Following the synthesis and membrane dissolution, several techniques were used to characterize

the synthesized nanostructures. General analysis techniques such as scanning electron microscopy
(SEM) and the microanalysis by energy-dispersive spectroscopy (EDS) were performed in order
to observe the structures and verify their compositions, respectively. The principles behind both
methods and the results of the analysis are shown and discussed in the following sections.
9.2.1

Scanning Electron Microscopy (SEM)

Scanning electron microscopy is a method that permits the visualization of properties (topography, chemical composition, etc...) of a surface with a lateral and vertical resolution of a few Åfor
which the principle of operation is represented in Figure 9.6 (a). SEM used the principles behind
the interactions between electrons from an incident beam and electrons in a material to obtain
information about the surface of a specimen.
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First, a beam of incident electrons is generated in an electron gun, usually by heating a tungsten
filament or by a field emission cathode. These electrons are accelerated through an electric field,
hence garnering kinetic energy. The generated incident beam often has an energy ranging from ∼
100 eV to 30 keV. Using a series of lenses in the column the beam of electrons is focused into a
small beam (see Figure 9.6). The beam is first focused on the sample at the end of the chamber and
scanned in a raster pattern across the surface of the sample. Various modes of scanning are available
and include line scan for x-ray analysis or the beam can be focused on a single point. The beam is
focused onto the sample by a series of scanning coils near the end of the column.

electron gun

condenser lens

beam deflector
scan
generator
objective lens
video screen
electron from
sample

detector
specimen

Figure 9.6: Principle of scanning electron microscopy (SEM).

There are several signals that are generated as a result to the electron beam striking the sample.
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As illustrated in Figure 9.7 the elastically scattered electrons pass through the sample as transmitted
electrons or deflect into the direction of the beam as backscattered electrons. The secondary
electrons are inelastically scattered and are collected and imaged using secondary electron detectors
in order to reveal the topographical features of the sample.
incident electrons
(electron probe)

Surface of Specimen

Auger electrons

Secondary
Electrons
Backscattered
Electrons
Heat

Specimen
current

Characteristic
X-rays

Transmitted electrons and inelastically
scattered electrons

Continuum
X-rays
Fluorescent
X-rays

Figure 9.7: Electron Beam Interaction Diagram.
9.2.2

Energy Dispersive Spectroscopy

The energy deposited at the surface of the sample dissipates in a variety of signals for analysis
which are depicted in Figure 9.7. The ejection of an inner shell electron is of primary interest, as it
leaves the atom in an excited state. In order for the atom to return to its ground an outer-shell electron
will fall in the vacant inner shell position and simultaneously will emit an X-ray of characteristic
energy or wavelength. This characteristic X-rays provide direct information about the chemistry
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of the sample. EDS is an analytical procedure that can be used with microscope systems such as
transmission electron microscope (TEM), scanning transmission electron microscopy (STEM) or
SEM. Qualitative and quantitative chemical analysis information is also obtained using an energy
dispersive X-ray spectrometer (EDS) in conjunction with the SEM.
The morphology of the nanostructures obtained with the alumina template is shown in SEM
images in Figures 9.8, 9.9 and 9.10. The images in Figures 9.8 and 9.9 were obtained for templates
with pore diameters ∼ 200 nm and in Figure 9.10 for pores diameter ∼ 55 nm. Since the membrane
was removed the nanotubes shown in Figures 9.8 and 9.9 are no longer in the hexagonal pattern of
the initial template.
Figure 9.8 panels (a)–(c) show the SEM image of the nanostructures that were synthesized in
alumina templates with pore diameters ∼ 200 nm that were initially functionalized with ethanol.
Those membranes were therefore polar prior to being filled with the precursor. Figure 9.8 (a) shows
the top view of the membrane filled with a solid layer of BaTiO3 that was formed on the interior
walls of the membrane. The nanostructure nucleates in the interior wall of the membrane and,
due to the large size of the pores, the structures remained hollow forming tube-like nanostructures.
Figures 9.8 (b) and (c) show the morphology of 1D BTO nanostructures with the AAO membrane
removed. Figure 9.8 (c) shows the SEM images of a large amount of BaTiO3 nanotubes obtained by
the direct pore filling method (in a 200 nm diameter membrane. The nanotubes were continuous
and arranged roughly parallel to one another, all of them had uniform diameter of ∼ 150 nm, which
was slightly smaller than the pore size of the template that was used due to the densification process
and the water evaporating during the sintering step. The thickness of the nanotubes are ∼ 2 – 5 nm.
The nanotubes were broken which was explained by a lower packing density of nanoparticles. The
length of the nanotubes varied from 1 – 3 µm.
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Figure 9.8: SEM images of BaTiO3 200 nm nanotubes obtained after the ethanol surface
functionalization, immersion protocol 2 and etched for (a) 2 hours and (b) 3 hours at 90o C. In
Panel (c) the membrane was etched at ambient temperature for 8 hours.

Figure 9.9 panels (a)–(c) show the SEM image of the nanostructures that were synthesized in
alumina templates with pore diameters ∼ 200 nm that were initially functionalized with hexane
in contrast to ethanol in Figure 9.8. Those membranes were therefore apolar prior to being filled
with the precursor. Similarly to the polar membrane, nanotubes were also obtained for the apolar
membranes. The nanotubes have a diameter of about 150 nm which are 25% smaller than the
template pores as well. The thickness of the tubes are ∼ 2 – 5 nm. In contrast, the density of
nanostructures had decreased due to decrease in adhesion of the pore particles to the pore walls,
which were apolar. The pores of the membrane remained empty for the most part (see Figure 9.9 (a)
and (b)). After removing the membrane, the nanotubes collapsed onto each other (see Figure 9.9
(c)).
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Figure 9.9: SEM images of BaTiO3 200 nm nanotubes obtained after the hexane surface functionalization, immersion protocol 2 and etched for (a) 2 hours and (b) 3 hours at 90o C. In Panel
(c) the membrane was etched at ambient temperature for 16 hours.
Figure 9.10 panels (a) – (c) show SEM images obtained for templates with 55 nm pores diameter.
These membranes where functionalized using ethanol since this surface modification method was
revealed to be most effective in the case of AAO membranes with larger pores. The nanoparticles
formed grains at the surface of the membranes (See Figure 9.10 (a)). Very few pores were filled
which was due to two factors:
• First, the sol particles were too thick to penetrate the pores easily. Instead, they accumulated
at the pores’ entrances and blocked the filling process.
• Second, the concern lies in the rinsing steps. In fact the filters may not have retained the small
particles which explained the scarcity of the nanostructures in these images.
Figure 9.10 (a) and (b) show the nanostructures after the removal of the membrane. The nanowires
appeared to be a packed agglomeration of nanoparticulates. Most particulates ranged from a few
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nanometers to ∼ 100 nm (see Figure 9.10 (c)) suggesting the possibility of filling the pores up until
the particles got too large and clogged the pores’ entrances.

1 µm

200 nm

a

b

100 nm

c

Figure 9.10: Panels (a), (b) and (c) show SEM images of BaTiO3 55 nm nanotubes obtained
after the ethanol surface functionalization immersion protocol 2 and etched for 2 hours at 90 o C.
Based on the characteristic x-rays scattering which provide information about specific elements,
the composition of the powder synthesized was obtained. The EDS spectrum in Figure 9.11 shows
that the nanostructures contained only barium, titanium and oxygens.
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Figure 9.11: Microanalysis by Energy-Dispersive Spectroscopy (EDS). Profile obtained for
BaTiO3 nanotubes.

The possible mechanism behind the formation of BaTiO3 nanowires and nanotubes from the
acidified metal alkoxide solution was represented in the diagram shown in Figure 9.12. The
initial investigation, performed with AAO membranes with 200 nm pore diameter, showed that
the nanotubes were initially formed which indicated that the sol particles were adsorbed at the
pore-walls of the membrane (Figure 9.12(b)). First, the pores of the AAO membrane were easily
filled by the capillary effect as it was immersed in the precursor solution. From the literature, the
interior walls of the AAO membrane pores had been reported to be aluminum hydroxide while the
outer layer was amorphous Al2 O3 [166] (see Figure 9.4). Furthermore, the sol particles were weakly
positively charged, which suggested that the nanotubes were formed from the interaction between
the positively charged particles and the anionic sites on the alumina pore walls (Figure 9.12(c) and
(d)) [167]. After the heat treatment, BTO nanotubes were formed.
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Figure 9.12: Pore filling process for AAO membrane. (a) Membrane after functionalization. (b) Sol particles migrate to the inner
walls of the membrane. Panels (c), (d) and (e) show the gel formation in the pores of the template, first at the walls (formation of
nanotubes) and then the pores are filled (formation of nanowires), respectively.

9.3

Summary
This chapter was dedicated to the synthesis of BaTiO3 one-dimensional nanostructures using

a template based sol-gel method. First, the preparation of the membrane was discussed using
various functionalization and then filled with a prepared solution (by capillary effects). BaTiO3
1D nanostructures were synthesized with controlled dimensions by means of template pore filling
method in functionalized alumina membranes. The diameters of the nanostructures obtained range
between 55 and 150 nm, and the lengths were up to tens of micrometers. Scanning electron
microscopy (SEM) characterization of the nanotubes and nanorods was carried out to study the
morphology of the nanostructures. SEM observations demonstrated that the BaTiO3 nanotubes and
nanowires were polycrystalline in nature.
Fundamental and practical research on well ordered array of ferroelectric nanostructures is a
very active field. During this work, encouraging results were obtained from the synthesis perspective.
It would be interesting to perform additional measurements.
Indeed, further investigations are required to better control the nanostructures synthesis. Functionalization of the membrane with ethanol is very promising, thus it would be very interesting
to consider such a method in a more systematic study. In addition, the key parameters that were
evidenced such as the temperature, pH, pores size may be varied to further optimized the technique.
In addition to the improvement of the filling of the AAO pores, it would be interesting to use
other techniques for instance the electrodeposition which should allow, using an electric field to
attract the solution more deeply within the pores. Therefore, these encouraging results allow to
open new perspectives to this fascinating work on the architecture at the nanoscale.
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CHAPTER 10
Conclusions and Outlook
This dissertation focused on predicting and revealing the size and electrical boundary conditions
influences on both the temperature-dependent and ground-state properties of low-dimensional
perovskite oxides structures. These materials present a spontaneous electrical polarization, and
have attracted great interest due to their numerous applications. Currently, considerable attention
has been given to perovskite thin films, while the nature of the ferroelectric properties in other
finite nanostructures remains largely unexamined. Therefore, various questions were examined
concerning finite-size single particles and nanocomposites in this dissertation. Single-particle
ferroelectric nanostructures offer great promise as multifunctional materials in general, and a clear
understanding of the role played by certain mechanical and electrical boundary conditions on the
microscopic, and in turn macroscopic properties of such materials will provide insights for materials
engineering.
Chapters 2 and 3 served as introductions to the place of ferroelectric materials from both a
historical perspective and within the general classes of material. In addition, Chapter 3 reported on
the various theories used in modeling and explaining phase transitions in ferroelectrics. Chapter 4
reported the technical aspect of the density functional theory calculations as well as those for
performing Monte Carlo simulations for zero- (0D), one- (1D) dimensional finite nanostructures
and for 1D nanocomposites as well.
The chapters following the introductory chapters described the results which will now be
summarized and expanded for possible future investigations.
In Chapter 5, the nature and stability of the polar ordering in single cubic BaTiO3 nanodots
was explored. Similarly to their bulk counterparts, these BaTiO3 dots were found to undergo
(size-dependent) structural phase transformations at low temperatures. In addition, the calculations
predicted sizable shifts of the transition temperatures compared to those of BaTiO3 bulk. For the
small short-circuited dots (i.e., with cross-sections ≤ 6.4 nm × 6.4 nm), the phase sequence differed
from that of the bulk, presenting a cubic to tetragonal to monoclinic to rhombohedral phase sequence
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where the monoclinic phase evolved to an orthorhombic phase as the cross-section increased. Both
the monoclinic and orthorhombic phase persisted for a very narrow range of temperatures (i.e., ∆ T
= 50K). Ferroelectricity was found to be suppressed independently of the size of the dots when the
depolarization effect became significant enough.
However, as the macroscopic polarization became less significant, the toroidal moment became
more important and changed direction with respect to temperature. For low enough (depolarizing
field related) β parameter the toroidal moment remained in the [111] direction. The electrical boundary conditions, hence depolarizing effects, also influenced the temperature-dependent properties
of the nanoparticles. In fact, it was revealed that for partially screened particles with a 4.8 nm ×
4.8 nm cross-section there existed a small window within which both the polarization and toroidal
moment coexisted. These dots demonstrated enhanced dielectric and piezo-responses for these
particular screening conditions. Furthermore, for completely open-circuit boundary condition, the
system demonstrated multi-stable degenerate states containing vortex rings surrounding dipoles
along the [111] direction, although the macroscopic polarization remained null. Clearly, there can
be more investigations of these materials and a few future investigations come to mind concerning
the nanodots and they are enumerating in the following section.
The study in Chapter 6 was developed under two axes:
• The theoretical study of structural and dielectric properties of BaTiO3 nanowires.
• Provide support to theoretical findings through the characterization of KNbO3 nanowires.
As mentioned throughout this dissertation, size and dimensionality were key parameters for the
integration of materials as micro- and nano-electronic devices. The analysis of properties of the
nanowires (now a dimension higher than the nanodot) was focused on a size effect analysis as the
cross-sectional area of the nanowires was reduced and change in boundary conditions. Therefore,
many parameters influencing the properties of the nanowire became apparent such as the presence
of strain or the microstructure. The homogeneous strain was a key parameter in the nanowire, and
helped explain the presence of domains that were reported in the preliminary study performed in
295

Reference [123].
An experimental investigation was integrated with the MC simulations in the study of the nature
of the polar order in KNbO3 nanowires in powder form.
The Monte Carlo calculations predicted a monoclinic MA phase as the ground state for BaTiO3
nanowires. These calculations were subsequently confirmed by results obtained for low-temperature
X-ray diffraction and Raman spectroscopy studies performed for KNbO3 nanowires. The monoclinic MA phase along the [uuv] direction (where u > v) could be rotated under the effects of the
depolarizing field, using the β parameter with (0.96 ¡ β ¡ 1) into a monoclinic MB phase ([uuv]
direction where u < v ). The monoclinic phase was responsible for maximum electromechanical
responses and therefore of great technological importance. This study provided quantitative predictions of large piezoelectric coefficient d33 and dielectric response χ33 . It was also shown that
the ground state was also size dependent, changing from an orthorhombic-like ground-state to a
monoclinic phase as the cross-sectional area of the nanowire is increased.
A study of ferroelectric nanocomposites (BaTiO3 /SrTiO3 1D nanocomposites) followed in
Chapter 7. This first-principles-based study helped in the prediction of many new properties of
ferroelectric materials that have only been very recently observed in the case of thin films. This
systematic study has revealed coexisting degrees of freedoms such as the polarization and the
toroidal moment. The energetic analysis presented a phase-locked configuration as the ground-state
with the coexistence of vortices, anti-vortices and the polarization. This phase-locked ground-state
was found to be stable for large nanowires arranged in a square geometry. The second state close in
energy to the phase-locked state was found to be rhombohedral polar.
The first-principles studies in Chapter 8 were developed under two main axes:
• Can (and how) water adsorbates at the surface of ferroelectric nanowires effectively screen
the surface charges?
• What are the key parameters that trigger and allow the coexistence of a toroidal moment and
polarization with ferroelectric nanocomposites?
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In a first part, BaTiO3 , Ti-O-terminated (non-stoichiometric) nanowires were investigated with
dissociated water adsorbates at their surfaces. The analysis was developed based on nanowires
of the same size but with various c-axis values in order to evaluate surface relaxation effects and
the longitudinal interatomic coupling. This investigation yielded many interesting insights on
the adsorption of dissociated water molecule at the surfaces of small nanowires. Very complex
arrangement of the OH groups suggest the possibility of surface imprint effects. Although the
dissociative characteristic was first investigated, the results showed that the molecular adsorption
might be more favorable and led to the ferroelectric distortion that was close to what was found in
the first-principles derived study.
Finally the investigation was focused on nanocomposites of BaTiO3 nanowires embedded in
pure strontium titanate. It was shown that the vortex-antivortex pairing was still present in this
system with small nanowires and was the most energetically favorable configuration. This part
of the investigation will require more advanced calculations with larger systems in order to fully
comprehend ferroelectric distortion based on certain parameters.
The work that was realized in this dissertation answered many questions and opened new avenue
for future studies. From this point forth, new perspectives will be presented for each nanostructure
that was studied:
Future work: nanodots
• Size effects can be explored for larger dots under partial screening. The time consumption
aspect of the project did not allow for a deeper exploration of the ground state of larger dots.
• The intriguing configurations containing both the polarization and toroidal moment can
be studied to determine whether these particles may be spontaneously optically active by
applying and varying the direction of an electric field.
• More realistic screening conditions can also be explored using DFT calculations to understand
the nature of the polar ordering within the nanodots.
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Future work: nanowires
From the direct-first-principles investigation, the water adsorbates at the surface of the nanowires
may be investigated for stoichiometric nanowires. Furthermore, molecular adsorption may offer
other insights and might be more favorable than the dissociated adsorbates used in this study. Larger
and longer wires may offer more insights on surface effects.
Future work: nanocomposites
The study of the highly ordered ferroelectric-nanostructures embedded in other materials should
open new avenues for device design. Following are a few other investigations that are currently
under investigation or might be contemplated in the near future.
• Mapping of the energy
Using the energy of the various configuration presented in Appendix B, an Ising-like model
may be developed to model and understand the low-temperature states of the nanocomposites.
• Optical properties investigation
In Reference [168] it was demonstrated that the nanocomposites with square configuration
also belong to the class of spontaneously optically active materials for which the toroidal
moment changes linearly under an applied electric field.
• Geometric frustration
In the case of the hexagonal geometry that was introduced, the frustration component may
be investigated and determined whether it has any bearing on the ground-state configuration.
Further investigation should be performed to determine the true ground state for this particular
geometry. Also, size effects analysis may be performed as well as the effect of geometry on
optical properties of the system.
• Molecular Dynamics
The dynamics of the vortex-antivortex formation as well as the precession of the vortex core
may be investigated to determine the true nature of these dipolar structures.
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• Based on the findings of the direct-first-principles study of ferroelectric nanocomposites
presented in Chapter 8, it would be interesting to investigate how vortices localized within the
wires boundary may affect the octahedral rotations near the surface of the nanowires. It also
would be of interest to investigate the formation of anti-vortices within the medium.
Future work: experimental investigations
• The BaTiO3 nanostructures that were obtained were partially characterized. The aim in the
first part of this experimental investigation was to gain control over the synthesis of uniformly
sized BaTiO3 nanostructures. Structural control was achieved, however the quality of the
nanostructure would have been the next step. It would be interesting, in a first place, to
consider a systematic investigation that would use certain key parameters such as the pore
surface polarity, pore size, and temperature to obtain the best quality nanostructures using the
direct pore filling technique.
• Other measurements could be performed to characterize the nanostructures and their responses.
• Other techniques such as electrodeposition should be explored, as well as obtaining a ferroelectric porous template that would allow the investigation of nanocomposites.
In this dissertation, first-principles and first-principles-based calculations were integrated with experimental investigations to predict the properties of BaTiO3 nanostructures. To understand how the
different nanostructures may support new useful functional properties. A strong correlation between
size, dimensionality and properties of BaTiO3 nanostructures was demonstrated. Fundamental
research based on such materials is essential to understand and enhance the characteristics of integrated devices. In this dissertation, the focus was on one material (BaTiO3 ), many dimensionalities
(0D for the nanodots, 1D for the nanowires, and 3D for the nanocomposites) but with two main
objectives discovery and understanding. However, the spectrum of possible studies is broad as
the demand of functionalities increases proportionately to the number of applications. Concerning
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the material BaTiO3 , only a few key parameters (size, dimensions, boundary conditions...) were
explored into obtaining specific properties. It is therefore possible now to explore the possibility
of integrating those properties by specifically controlling the growth and quality through materials
designing and engineering.
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Appendix A

X-Ray Diffraction Calculations

In this appendix, we will present in more detail the X-ray diffraction techniques used in this
dissertation. Both experimental and theoretical techniques are utilized, and therefore both will be
presented.
A-1

Introduction

X-ray diffraction analysis reveals efficiently and in a non-destructive manner detailed information
about the chemical composition and molecular structure of crystalline phase. It was in 1912 that
Von Laue discovered and described the X-ray effect for single crystalline samples. He predicted the
nature of the diffraction of a parallel monochromatic X-ray beam by the atoms of a single crystal
sample. He predicted that the directions and intensities of these diffracted beams would depend
on both the lattice structure and chemical composition of the crystal. Von Laue’s prediction was
confirmed experimentally by investigations performed by Friedrich and Knipping shortly thereafter.
In 1913, W.L. Bragg explained mathematically the positions of the X-ray diffraction spots.
The mathematical expression introduced by Bragg’s is illustrated in Figure A-1, which shows
an incident X-ray beam on the parallel planes p1 and p2 , which are separated by a spacing d. The
two incident rays (and parallel) 1 and 2 make an angle θ with planes p1 and p2 . In order to obtain
reflected beams of maximum intensity, the waves represented by 10 and 20 must be in phase. In other
words, the difference in path length between 1 to 10 and 2 to 20 must be an integral number of the
wavelength, λ. This relationship was expressed mathematically in Bragg’s law: 2d sin(θ) = nλ,
where the angle of reflection θ is given in terms of the inter-plane spacing d, the wavelength of the
incident beam is λ and n is an integer (1, 2 · · · , n).
A-2

Experimental Technique: X-ray technique and Rietveld refinement

The X-ray diffraction measurements obtained in Chapter 6 were performed on a highly accurate
two-axis diffractometer in a Bragg-Brentano geometry using Cu-Kβ wavelength issued from a 18
kW rotating anode generator with diffraction angles precision greater than 0.002o (2θ) accuracy.
The Bragg-Brentano method is very well used in powder diffractometry X-ray diffraction. The
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Figure A-1: Bragg’s law states that parallel rays reflected from points on neighboring partially
reflecting planes are in phase.
powder of free-standing nanowires was placed inside two kinds of external apparatus: a He flow
cryostat from 8 K to 295 K (precision better than 0.1 K), and a furnace from 295 K to 800 K
(estimated precision of 2 K). Selected regions of the diffraction pattern, containing the (200), (220)
and (222) pseudo-cubic reflections were recorded. In order to complement the above qualitative
analysis, we have also performed a Rietveld analysis on a full X-ray diffraction pattern (2θ from10o
to 90o ) recorded at 8K by using the XND software [120]. The diffraction pattern is refined using
pseudo-Voigt peak-shape function including asymmetric broadening, linear interpolation for the
background and isotropic thermal factors. The diameter size distribution was not taken into account
in the profile.
Now the method used in calculating the X-ray diffraction intensity from the structure factor and
the 2θ angles for the (200) Bragg peaks is presented. This method was used to calculate the XRD
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peaks for the BaTiO3 nanodots (Chapters 5) and nanowires (Chapter 6).
A-3

Converting local modes to coordinates for dots

The first step consists in obtaining the lattice information for the whole system. However, after
our Monte Carlo (MC) simulations two very important parameters are available: the local modes,
µi , per five-atoms-sites and the homogeneous strains for the whole supercell.
Equation A-1 shows the calculation of the unit cell lattice vectors based on the homogeneous
strains, η, and the ideal cubic lattice vectors, a.
a0 = (Iˆd + η̂) · a

(A-1)

where a0 represents the unit cell vectors, Iˆd is the identity matrix, η̂ is the homogeneous strain
and a are the ideal cubic lattice vectors. Eq. A-2 shows the complete matrix for the lattice vectors:


0





( 21 η6 )

( 12 η5 )



a 1  (1 + η1 )a

  

a0  =  ( 1 η )

1
(1
+
η
)a
(
η
)
2
 2  2 6

2 4
  

a0 3
( 12 η5 )
( 21 η4 )
(1 + η3 )a
In this form, the lattice parameter can be used in the matrix multiplications with the lattice
coordinates at sites i in order to obtained a matrix that describes the coordinates of each atoms in
the supercell.
Taking the origin of our coordinate system to be at the B-site (see Figure A-2), the coordinates,
MxyzB , of the B atoms (i.e., T i atoms) are obtained as follows:

MxyzB = Ri + ξB µi

(A-2)

where Ri are the Cartesian coordinates of site i, ξB is the eigenvector for the B atoms in this case T i
atoms obtained in Ref. [169], and µi is the local mode vector at site i. The values of the eigenvectors
are given in Table A-1 as well as the magnitude of the lattice constant used in our calculations.
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(0,-½,-½)
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OII

(0,0,0)

(-½,0,-½)

z

Soft Modes eigenvectors
OIII

y
A
x

(-½,-½,0)

(-½,-½,-½)

ξA
ξB
ξOk
ξO⊥

-0.20161
-0.76253
0.53617
0.21262

Lattice constant a 3.945545569 Å
Figure A-2: Position of the atoms in BaTiO3 structure.

Table A-1: Soft modes eigenvectors
of BaTiO3 and the lattice constant
in Å [169]

The coordinates for A atoms, MxyzA , are at −1/2, −1/2, −1/2 of the x-, y- and z-components
of the B atoms, respectively and are obtained as follows:

MxyzA = Ri +

8
ξA X
1
(
µj ) −
8 j=1
2

(A-3)

where Ri is the coordinates of site i, ξA is the eigenvector for Ba atoms also obtained in Ref. [169],
it is divided by 8 since each Ba atom is shared by 8 unit cells, and the sum over j runs over all the
eight B sites that are first nearest neighbors (NN) of the chosen site A.
The coordinates for the oxygen atoms in the yz-plane, xz-plane and xy-plane denoted as OI ,
OII and OIII (see in Figure A-2) are given as follows in Equations A-4, A-5, A-6 respectively.

MxOI = Rxi

2
ξOk X
1
+
(
µx,j ) −
2 j=1
2

MyOI = Ryi

2
ξO⊥ X
+
(
µy,j )
2 j=1

MzOI = Rzi

2
ξO⊥ X
(
µz,j )
+
2 j=1

(A-4)

where ξOk and ξO⊥ are the eigenvectors of the two different kinds of oxygen atom (one being in
between to Bi atoms moving along the x-direction). The sum runs over the two B-sites that are 1st
NN of the chosen OI atom. Similarly,

MxOII = Rxi

2
ξO⊥ X
+
(
µx,j )
2 j=1

MyOII = Ryi +
MzOII = Rzi

2
ξOk X
1
(
µy,j ) −
2 j=1
2

2
ξO⊥ X
+
(
µz,j )
2 j=1
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(A-5)

where, the sum runs over the two B-sites that are 1st NN of the chosen OII atom and,

MxOIII = Rxi +
MyOIII = Ryi

2
ξO⊥ X
(
µx,j )
2 j=1

2
ξO⊥ X
(
+
µy,j )
2 j=1

MzOIII = Rzi +

2
ξOk X
1
(
µz,j ) −
2 j=1
2

(A-6)

where, the sum runs over the two B-sites that are 1st NN of the chosen OIII atom.
A matrix multiplications with the lattice vectors a0 and the matrix coordinates for each of the
atoms in the systems gives the real matrix coordinates for the system.
The following matrix multiplications are done for each A, B and oxygen atoms to obtain the
coordinates of each of these atoms. Also note that the vacuum layers are carefully extracted from
the calculations.
The Structure factor

A crystal structure with a (single atom) lattice with an n-atom basis contains identical scatterers
at positions d1 , · · · , dn in each primitive cell. For a given Bragg peak, the intensity of the radiation
depends on how the scattered rays interfere, i.e., complete constructive interference yields to a
maximum intensity while complete destructive interference will show no peaks. The net scattering
within a primitive cell is a summation of the individually scattered rays, and the following factor
contributes to the amplitude:

F (hkl) =

n
X

fj e[i(hb1 +kb2 +lb3 )·dj ]

(A-7)

j=1

F (hkl), in Eq. A-7, is known as the structure factor and expresses both the amplitude and the phase
of a X-ray reflection (diffracted beam) where h, k and l are integers are the indices of reflection.
The summation is taken over the n-atoms in the unit cell, (b1 , b2 , b3 ) are the reciprocal lattice
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vectors and fj is the atomic form factor and is obtained as follows:



5 
X
sin(θ) 2
−b2i ( λ )
+c
f (sin(θ)/λ) =
ai · e

(A-8)

i=1

The coefficients ai , bi and c were computed for neutral atoms and ions, and are valid for the full
range of sin(θ)/λ from 0.0 to 6.0. They can be obtained in Ref. [170]. Knowing the 11 coefficients,
ai , bi and c and the wavelength, the atomic form factor can be determined for each atom and any
scattering angle.
A-4

Conclusion

Using the key equations of XRay diffraction the scattering patterns and intensity can be calculated for the ferroelectric systems calculated with the Monte Carlo simulations. The calculations
were performed for nanodots and nanowires successfully.
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Appendix B
B-1

Nanocomposites

Choosing a supercell

Varying the number of sites in the z-direction
The supercells that were presented in Chapter 7 were repeated periodically in the x-, y- and
z-direction. Four different supercells with nz = 4, 6, 10 and 12 unit cells, respectively, along the zperiodic direction have been chosen to mimic the same nanocomposite (i.e., containing 4 nanowires
with nwx = nwy = 12 sites in the x- and y-direction, respectively, separated by nmx = nmy = 6
sites in the x- and y-direction, respectively, forming the medium), in order to check the dependency
of its properties on the supercell choice and the convergence of our results.
The ground state microstructure was verified to be in the phase-locked flux closure in all 4
supercells, i.e., that of the 36×36×6 (i.e., nwx = nwy = 12, nmx = nmy = 6 and nz = 6)
discussed in Chapter 7.
1. Ground state energy
The same configuration was obtained for the system with different nz (i.e., 4, 6, 10, 12) and
the energy calculated for each. Table B-1 presents the results of the energy at the ground
state (T = 5 K) which are not affected by the size of the supercells (since the ground state is
unchanged).
ENERGY in (eV)

nz = 4

nz = 6

Total
Local mode self energy
Short-range interaction
Elastic
Elastic-mode
Dipole-dipole interaction

-0.0601 -0.0601
0.1750 0.1750
0.0715 0.0716
-0.0191 -0.0191
-0.0444 -0.0443
-0.2431 -0.2430

nz = 10 nz = 12
-0.0600
0.1751
0.0719
-0.0191
-0.0444
-0.2436

-0.0600
0.1751
0.0717
-0.0191
-0.0444
-0.2433

Table B-1: Energy per 5-atoms sites in eV for the system with nwx =nwy = 12, nmx = nmy = 6
and varied nz (number of 5-atoms sites in the z-directions) at T= 5 K.

2. Temperature dependent properties
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Figure B-1 shows that the behavior of the z-component of the polarization as a function of
temperature ( for the systems 36×36×nz = 4, 6, 10, and 12) are independent of the number of
sites chosen in the z-direction below T= 75 K. For T ≥ 75 K the calculation of the transition
temperature from the coexisting vortices and out-of-plane polarization state to the the purely
ferrotoroidic state becomes stables for nz ≥ 10. The percent error in the transition temperature




K)
(300 K−180 K)
=
20%
= 40%. Since all
when nz = 6 is of (300 K−240
and
for
n
=
4
of
z
300 K
300 K
our calculation were made based for supercells with nz = 6, the transition temperatures are
noted to be with that margin of error in Chapter 7.
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Figure B-1: Cartesian components of the polarization as a function of temperature for system
with lateral size 36×36×nz with nz = 4, 6, 10, and 12.

Figure B-2 shows the ground state microstructures in (100) and (010) planes of the systems
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36×36×nz where nz is increased from 4 to 12 . The different features such as the zig-zag chains
(see Figure B-2) and vortex core broken symmetry (see Figure 7.10) are present in all these systems
at 5 K.

Legend

36×36×4

36×36×6

36×36×10

36×36×12

z

Arrows in wires
Positive dipole:
z-direction (x,y) plane

x

Negative dipole:
z-direction (x,y) plane

Arrows in matrix
Positive dipole:
z-direction (x,y) plane
Negative dipole:
z-direction (x,y) plane

z

z

z

y
y

x

y

Figure B-2: Ground state microstructure.

Figure B-3 shows the temperature-dependence of the polarization for systems with single wires
with nz = 4, 6, 10, 12 and 14 as well as in the reference system. As was shown in Chapter 7,
the single wire supercell is equivalent to the phase locked system with four wires therefore for
calculation time purposes, the temperature dependent properties were verified with the smaller
supercells. Below T = 75 K, within Phase I the z-component of the polarization, Pz , is not affected
by the number of sites chosen from in the z-direction. Phase I occurs around the same temperature
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x

i.e., T= 75 K for all the supercells and is marked by a peak in the in-plane dielectric susceptibility
(see Figure 7.8). Above T = 75 K, the transition temperatures for Phase II and Phase III depend on
the number of sites that are chosen in the z-direction, and increase as nz is increased. Phase IV is
defined by the presence of vortices in nanowires and a toroidal moment in the z-direction without
net polarization. Figure B-1 shows the z-component of the toroidal moment and that the transition
temperature from paraelectric to ferrotoroidic is not influenced by the choice of nz . Above nz = 10
the temperature dependent properties remain similar.
Figure B-2 shows the ground state microstructures in the (100) plane of the systems 36×36×nz
where nz is increased from 4 to 12 . The different features such as the zig-zag chains (see Figure B-2)
and vortex core broken symmetry (see Figure 7.10) are present at 5 K.
B-2

Finding the ground state configuration

In order to find the ground state of the supercell a DC electric field was used to pole the optimized
system at 5 K. Those fields were applied in the [001] and [111] directions. Furthermore, various
configurations were artificially initiated in the system at 5 K, subsequently the systems were relaxed
using MC simulations at 5 K, 10 K and 15 K. The complete chart of the configurations presenting
both toroidal moment and polarization is shown in the schematic representation in Figure B-5. The
total energy of each of the configurations was obtained for systems with nwx =nwy = 12, nmx =
nmy = 4 and 7 and nz = 6. Tables B-2 and B-3 index the energies for the systems with nwx =nwy =
12, nmx = nmy = 4 and 7 and nz = 6, respectively.
C1

C2

C3

C4

-0.06619453 -0.065330759 -0.065220563 -0.064482538 R4
-0.066212906 -0.065316108 -0.065231307 -0.064465553 R3
-0.066677616 -0.065626727 -0.065521332 -0.064814664 R2
-0.066696191 -0.065932926 -0.065835274 -0.065142299 R1
Table B-2: Total energy per 5-atoms sites in eV for the different configurations illustrated in
Figure B-4 for System 1 (i.e., nwx =nwy = 12, nmx = nmy = 4 and nz = 6)
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Figure B-3: z-components of the polarization as a function of temperature for systems with a
single 12×12×6 nanowire in a BST medium. The overall size of the systems are18×18× nz =
4, 6, 10, and 12, respectively.

C1

C2

C3

C4

-0.057249404

-0.056667393

-0.056699805

-0.056285227 R4

-0.057311622

-0.056680019

-0.056702318

-0.056282087 R3

-0.057365862

-0.056863124

-0.056892647

-0.056470531 R2

-0.057493785

-0.057090576

-0.05709177

-0.056697921 R1

Table B-3: Total energy per 5-atoms sites in eV for the different configurations illustrated in
Figure B-1 for System 1 (i.e., nwx =nwy = 12, nmx = nmy = 7 and nz = 6)
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Figure B-4: Schematic representation of degrees of freedom in 1D ferroelectric nanocomposites.
In a future study, it will be interesting to verify whether the energies of the different configurations shown in Figure B-4 can be mapped into an Ising-like model involving first-nearest and
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second-nearest neighbor interactions between polarization and toroidal moment of the different
wires (see Fig. B-5).
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Figure B-5: Schematic of first and second nearest neighbors (1st N N and 2nd N N , respectively)
for the nanowire numbered as 1 (NW1 ) as an example.
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Appendix C

Description of Research for Popular Publication

Tomorrow’s memory: Ferroelectric nanocomposites.
Lydie Louis, University of Arkansas and Ecole Centrale Paris

in the world in the past year. And this number is expected to double in three years as
the industry requires more compact, more reliable, faster, and higher storage density in devices that are inexpensive and with low power
consumption. While the data-storage market is dominated by hard-disk drives (HDDs)
which provide high storage with a very low
cost per bit, they are slow and prone to failure and the loss of data [171]. That is were
the non-volatile memory device such as the
FeRAM makes its dramatic entrance: It answers to all the needs above and can hold on
to information even when the power is cut.
Ferroelectric random access memory
(FeRAM) is based on storing information in
the polarization states of ferroelectric materials. Despite the fact that ferroelectrics
have been on the market for over a decade,
they still present some inconvenience such
SrTiO 	
  medium	
as, low storage density and destruction of
[010]	
data during read-out operations. In an effort
to increase storage density with fast dataBaTiO   wires	
[100]	
access and write times, low power consumption and high endurance a novel architecture
Figure C-1:
was proposed by researchers at the UniverTHE NEW MEMORY DEVICE – Schematic sity of Arkansas and Ecole Centrale Paris
representation of the periodic supercell used that involve the embedding of ferroelectric
in this study. Here, nwx = nwy = 12, nmx = one dimensional nanostructures (Barium tinmy = 6 and nz = 6 The inset shows the top tanate (BaTiO3 ) nanowires) in another ferroview of the supercell.
electric material (barium strontium titanate
The digital memory industry has seen an (BaSrTiO3 )).
exorbitant 5×1021 bits of stored information
This structure was studied using a first315

s the improvement of digital memory reveals tedious through the downward scaling of electronic circuitry, researchers at the University of Arkansas and
Ecole Centrale Paris propose a ferroelectric
nanocomposite structure that will increase
the number of ways to read and write memory and the storage density for the desperately needed revival of the FeRAM.

A

3

3

principles-derived approach (i.e., an approach
that does not require the help of empirical
data). This very reliable tool was previously
used in the study other system including geometric frustrations and topological defects.
This study revealed a very complex ground
state with novel and exotic properties that
has paved the way for the investigation of
very exciting new phenomena. Figure C1 shows the structure of the nanocomposite
that was studied by Lydie Louis (PhD µEp
student) in the group lead by Dr. Laurent
Bellaiche (who heads the computational condensed matter physics (CCMP) group at the
University of Arkansas) and other co-authors
at Ecole Centrale Paris.
Their most recent findings were reported
in an article entitled, “ Novel complex phenomena in ferroelectric nanocomposites ”
published in Journal of Physics Condensed
Matter, Fast Track Communication in 2012.
“Our research revealed very interesting and intriguing properties at the ground state that
are now being discovered experimentally and
will most certainly revive the interest towards the FeRAM industry” Louis explains.
The presence of topological defects such as

vortices localized inside the nanowires combined with an out-of-plane polarization provides the capability to store more than just
one bit of information. Indeed, Louis mentioned, that the chirality (direction of vortex rotation, clockwise or counter-clockwise)
may be exploited in storing bits of information. “In fact, many other field may benefit
from our findings. As evident in our recently
submitted paper entitled “Natural optical activity in electrotoroidic systems” in which the
nanocomposites studied gives rise to spontaneous optical activity with the possibility of
rotating the light polarization.” Louis says.
New experimental and theoretical research
are underway and are increasingly more sophisticated. These very exciting and interesting ferroelectric nanocomposite may find applications in the non-volatile memory industry. Even more applications may be expected
when techniques for obtaining complex oxides ferroelectrics embedded in other multifunctional materials have been perfected. So
far all is well at the U of A, as scientists are
continuing to successfully contribute in the
global advancement of science. That was the
buzz in science news this week at the U of A.
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Figure C-2: VERY COMPLEX GROUND STATE – Left: The dipole patterns revealed the
presence electric dipole vortices and a polarization along z- axis (Pz) in the BTO nanowires and
electric dipole vortices and antivortices polarization along z-axis in the STO Medium. Right:
schematization of the dipole pattern with a total winding number equal to 0.
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Appendix D

Summary of Intellectual Property, Potential Patent Commercialization, and Societal Impact of Research

The first-principles and direct-first-principles method used in the scope of the theoretical
investigations presented in this dissertation are well known and utilized by many other groups.
However, the theoretical investigation of ferroelectric nanocomposites is rather unique and have
been published only in the context of this project. There are main findings in this research:
• A phase-locked ground state that has not been observed in ferroelectric systems. However
this phenomenon is well known in magnetic systems.
• A transition of the vortex core from a broken symmetry (vortex core is misaligned from one
(001) plane to the next) to an axisymmetric core at high temperature.
• Zig-zag chains along the long axis of the nanowires.
• Coexistence of polarization with vortex-antivortex pair.
In fact, the investigation of nanocomposites is not new as they are of interest in many other
disciplines. However, the findings published in the context of this dissertation are original and
quite novel. The findings in the theoretical study of ferroelectric nanocomposites are numerous
and originals. Some phenomena have been observed experimentally and published, such as thee
coexistence of a polarization and toroidal moment within one ferroelectric system.
However, some phenomenon, such as the vortex core transition and zigzag patterns have yet to
be observed in any ferroelectric systems.
Unfortunately, the intellectual property elements are not suitable for patent consideration because
they do not present a direct path to commercialization. The knowledge acquired is of fundamental
nature and might be more appropriate for publications in scientific journals.
In summary, applications may be found in the memory industry as the nanocomposite configuration may provide a multiple bits storage ability but these applications are not forseeable in the near
future.
317

Appendix E
E-1

Broader Impact of Research

Impact of Research Results on U.S. and Global Society

Applications of ferroelectric nanostructures, both current and future, some of which include
but is not limited to energy harvesting, and technological advancements such as memory devices,
sensors and actuators have contributed tremendously to the pursuit of innovative research in this
field. The range of application of ferroelectric materials, shown in Figure E-1, affirms to the broad
impact of ferroelectric materials to everyday life. For instance, the emergence of smart devices
which requires the understanding, development of multifunctional materials such as ferroelectrics
shows how innovations stems out from research.

Dielectric
capacitor

Field
effect
transistor
FeFET

Nonvolatile
memory
FeRAM

Thermal
imaging
Electrooptics

Piezo
sensors
Piezo
actuators

Energy
harvesting

MEMS/
NEMS

Figure E-1: Application ranges of ferroelectric, piezoelectric and pyroelectric materials.
Reprinted from Reference [172]

The fundamental research behind such materials has revealed new physics that are now impacting
greatly and re-defining the norms whether it be in the way we communicate (i.e., smart phones),
or the way technology will progress creating new technological employments both nationally and
globally. In the scope of this dissertation the novel phenomena and insights gained will most likely
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impact certain key industry. For instance, nanocomposites ferroelectrics are now at the forefront of
investigations both theoretical and experimental capable of revolutionizing the number of degree of
freedom available to memory devices. Furthermore, in an era where inter-connect is needed at the
nanoscale the ferroelectric nanowire will provide multi-functionality to novel architechtures.
E-2

Applicability of Research Methods to Other Problems

The theoretical methods used in the dissertation, are utilized across disciplines (i.e. chemistry,
biology etc ...) to predict the behavior and properties of materials. In fact, improved computing
and novel algorithms allow first-principles calculations to treat more complex interactions and can
be applied to biology, engineering, materials science, molecular electronics, and many other fields.
The use of the sol–gel method to synthesize nanostructures is popular as it is. The sol–gel method is
used to obtain thin films and scientists frequently utilize this method combined with appropriate
templates to obtain well ordered arrays of nanostructures.
E-3

Impact of Research Results on the Environment

Lead-based ferroelectrics are typically used for performance and low-heat treatment. However
in this dissertation, the studies were performed on lead-free materials in order to find alternatives
guaranteeing less environmental impacts. The experimental investigation discussed in the scope of
this dissertation provides a verification for the fabrication of ferroelectric nanostructures via a sol
gel method. This particular method use solvents that needs to be dispose off according to safety
guideline for which students receive training. Therefore, the handling of such chemicals, although
unavoidable, was done within safety norms and with little to no impact on the environment.
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Appendix G

Identification of All Softwares Used in Research and Dissertation Generation
Personal 1

Personal 2

Model number: MacBook (A1278)
Serial number:
MacBook
Location:
Owner’s address
Owner:
Lydie Louis

HP Pavillion dm4 (dm4-1160us)
CNU1161KYP
Owner’s address
Lydie Louis

Table G-1: Computer used

Location (Computer)

Software Name

Personal 1
Microsoft Office for Mac (2011)
Purchased by Lydie Louis; Product ID #:03314-011-0220613-02290
Personal 2
Origin 9.0 (student version)
Purchased by Lydie Louis; Serial #: GA3S4-6089-7208459
Registration ID #: A1J-L8T-SH1
Personal 1
MacTex 2011
free sofware downloaded at (http://www.tug.org/mactex/2011/)
Personal 1
Google SketchUp 8
free software downloaded at (http://sketchup.google.com/)
Personal 1
VESTA
free software downloaded at (http://jp-minerals.org/vesta/en/)
Personal 1
GNUPLOT
free software downloaded at (http://www.gnuplot.info/)
Personal 2
Microsoft Project
Purchased by MicroEp Department
Table G-2: List of softwares used in the generation of this dissertation
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1. L. Louis P. Gemeiner, I. Ponomareva, L. Bellaiche, G. Geneste, W. Ma, N. Setter & B.
Dkhil, “Low-Symmetry Phases in Ferroelectric Nanowires”, Nano Letters10, 1177-1183 (2010).
2. L. Louis, I. Kornev, G. Geneste, B. Dkhil and L. Bellaiche, ”Novel complex phenomena in
ferroelectric nanocomposites”, J. Phys.: Condens. Matter, 24, 402201 (2012)
3. S. Prosandeev, A. Malashevich, Z. Gui, L. Louis, R. Walter, I. Souza and L. Bellaiche, ”Natural
optical activity in electrotoroidic systems”, Physical Review B, 87, 195111 (2013)
4. D. Szwarcman, S. Prosandeev, L. Louis, S. Berger, Y. Rosenberg, Y. Lereah, L. Bellaiche and
G. Markovich, ”Internal strain and Domain Evolution in Ferroelectric Nanocrystals” (submitted to
Physical Review Letters)
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