Analysis of defect capture cross sections using non-radiative multiphonon-assisted trapping model by Garetto, D. et al.
Solid-State Electronics 71 (2012) 74–79Contents lists available at SciVerse ScienceDirect
Solid-State Electronics
journal homepage: www.elsevier .com/locate /sseAnalysis of defect capture cross sections using non-radiative
multiphonon-assisted trapping model
Davide Garetto a,b,⇑, Yoann Mamy Randriamihaja c, Alban Zaka c, Denis Rideau c, Alexandre Schmid b,
Hervé Jaouen c, Yusuf Leblebici b
a IBM Systems and Technology Group – 850, rue Jean Monnet, Crolles, France
b Ecole Polytechnique Fédérale de Lausanne - Station 11, Lausanne, Switzerland
c STMicroelectronics - 850, rue Jean Monnet, Crolles, France
a r t i c l e i n f o a b s t r a c tArticle history:
Available online 25 November 2011
Keywords:
Trap cross-section
Multiphonon trapping model
AC analysis0038-1101/$ - see front matter  2011 Elsevier Ltd. A
doi:10.1016/j.sse.2011.10.024
⇑ Corresponding author at: IBM Systems and Techn
Monnet, Crolles, France.
E-mail address: david.garetto@fr.ibm.com (D. GareA multiphonon-assisted model included in a Poisson–Schroedinger solver has been applied to the calcu-
lation of the capture/emission trapping rates of CMOS oxide interface defects. The dependencies of trap
capture cross-sections with trap energy, depth, applied bias and temperature have been extracted, with
the purpose of evaluating the accuracy of constant cross-section models adopted in compact and empir-
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CMOS device performances are considerably affected by the
degradation of the oxide layers and Si/SiO2 interfaces, causing
uncontrolled parameter variations and general device lifetime
reduction [1,2]. Physical models describing the oxide degradation
mechanisms and defects effects on performances are growing in
importance in modern nanoscale technologies [3–5].
A common example of interfacial point defects is represented
by a sp3-like silicon dangling bond formed at the Si/SiO2 interface
[6]; it has been historically characterized using Electron Paramag-
netic Resonance (EPR) spectroscopy [7,8]. The amphoteric nature of
Pb centers is responsible of the altered electrical characteristics as
the defects act both as electron donor and acceptor impurities
[9,10]. Nevertheless, the relation between microscopic physical
aspects and macroscopic effects on the electrical characteristics
is still under debate [11]. Recently, correlation has been found
between Random Telegraph Noise (RTN) and Negative Bias Tem-
perature Instability (NBTI), by considering interface and oxide
defects having a wide spread distribution of capture/emission
(C/E) rates [12]. It has also been shown that the trapping dynamics
of single defects are playing a major role in the phenomena [11],
while C/E transitions have been attributed to multiphonon-
assisted mechanisms [13]. For these reasons, increasing effort hasll rights reserved.
ology Group – 850, rue Jean
tto).been applied to the determination of the relationship between
the macroscopic time constants and the microscopic variables pre-
dicted by multiphonon theory.
Compact approaches rely on effective trap cross-sections to
model the C/E tunneling probabilities, but their dependence on
temperature, trap energy and electrical ﬁeld are often neglected
or calculated with empirical models [14]. Multiphonon-assisted
inelastic transitions are considered an important ingredient when
dealing with tunneling interaction events between the carrier res-
ervoirs, e.g. the channel of a MOSFET, and the point defect position.
Quantum models have been proposed for the analysis of trap-as-
sisted tunneling (TAT) between the channel states and a neutral
trap level [3,15].
In this work a multiphonon-assisted trapping model integrated
into a Poisson–Schroedinger (PS) solver has been applied to the
investigation of the dynamics of charge trapping and to the extrac-
tion of the C/E time constants for both carriers in different operat-
ing regimes. Section 2 covers the model description; the C/E
frequencies and the effective trap cross-sections are detailed in
Section 3; ﬁnally the calculation of the intrinsic trap frequency
and its impact on MOS impedance are discussed in Section 4.2. Model description and validation
A 1D multiphonon-assisted trapping model included in a self-
consistent Poisson–Schroedinger k.p solver [16] has been adopted.
The quasi-Fermi level EF of a trap placed at position x and energy ET
in the oxide layer needs to be calculated in order to determine the
trapped charge qT. The non-linear rate equation is solved:
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¼ Ucðx; ET ; EF ; tÞ Ueðx; ET ; EF ; tÞ
þ eUeðx; ET ; EF ; tÞ  eUcðx; ET ; EF ; tÞ; ð1Þ
where Uc=Ue ðeUc=eUeÞ are the C/E ﬂuxes from the reservoir to the
trap position for e (h+, respectively). The equation has been solved
in steady-state conditions (@qT/@t = 0) for DC analysis, and in the
Fourier domain for AC analysis following the small-signal model
in [17].
The dynamics of multiphonon trapping and tunneling mecha-
nisms are included in the e C/E frequencies s1C =s1E . These charac-
teristic frequencies used for the calculation of the ﬂuxes U can be
determined with:
s1C ðx; ETÞ ¼
Z
E
Wcðx;E; ETÞf ðx;EÞdE;
s1E ðx; ETÞ ¼ s1C ðx; ETÞe
ETE
kBT ; ð2Þ
where f is the channel carrier distribution, E is the energy of the car-
rier in the substrate and T is the temperature. Deriving the capture
probabilities from multiphonon theory [14,15,18] one has:
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in which F is the electrical ﬁeld in the structure, DE ¼ E ET and n is
given by the Bose–Einstein distribution of phonons. The term R(DE)
is expressed as:
RðDEÞ ¼ 1
hx
exp ð2nþ 1ÞSþ DE
2kBT
 X
m
ImðzÞdðmhx DEÞ; ð4Þ
being Im(z) the reduced Bessel function of orderm and d(x) the Dirac
delta function. The factor r within the multiphonon theory can be
calculated from r = jVKj2/(jVj2S), with jV j2 ¼ < UB WOs
 UA > 2 repre-
senting the wave-function overlap from the free state UA to the
bound state UB through the perturbation W
O
s calculated from the
overlapping of the defect and trap wavefunctions as in [15], and
jVKj2 ¼ j < UB WOs
 UA > j j < UB WOs UB > j j < UA WOs UA > j 	2
[19]. Cancellation of the ﬁrst term in Eq. (3) appears when DE = ⁄x
S. A constant value of 0.9 has been used in the calculation of all the
cross-section simulations and AC results, to avoid discontinuities in
the capture emission rates when r = 1.0 and DE = ⁄xS. 1
A critical electric ﬁeld factor FC has been introduced to repro-
duce the bias-dependence of trapping rates of bulk defects in the
oxide layer in the high-voltage regime. The use of this empirical
parameter is needed to reproduce single defects experiment re-
sults where the capture rates are evaluated from variation of elec-
trical parameters and indicate a smaller dependence than
exponential with the ﬁeld [23]. Additional studies based on time
dependent defect spectroscopy (TDDS) in [24] show how this
behavior can reach saturation at higher stress voltages. Huard
[23] showed that a constant critical ﬁeld of 3 MV/cm agrees well
with the capture rates exponential dependence measured over1 This is related to the violation of the ﬁrst order perturbation theory when, in a
conﬁguration-coordinate diagram, the lower parabola (bound state) crosses the upper
one (free state) at its minimum, leading to a completely anharmonic lattice potentia
around this crossing point [20,21]. For practical implementation in a device simulator
several authors [22,3] replace this term by unity. The factor has been theoretically
calculated in bulk materials adopting a Billiard-Ball model for the wavefunction, and
depending on the trap energy, it has been found varying from 0.5 to 1.0. Margina
dependence on r has been found on both the trapping rates and AC characteristics.l
,
ldifferent CMOS technologies. The Huang–Rhys factor S and the
phonon frequencyx have been taken consistent to the values mea-
sured in [25] on the entire oxide layer (S = 9.6 and hx ¼ 39:2 meV).
A billiard-ball model [14,15] has been adopted for calculating the
trap wavefunction, while the energetic levels and the carrier wave-
functions are obtained from the solution of the Schroedinger equa-
tion. The wavefunction matching problem at the SiO2/SixO2(1x)/Si
region has been treated with a ﬁnite difference approach within
the envelope function approximation and using position depen-
dent effective mass approximation model parameters [26]. Since
the oxide and the interfacial region are amorphous materials
whose exact nature is uncertain, this method represents an efﬁ-
cient and versatile way to capture the main features of the SiO2/
SixO2(1x)/Si interface region (ﬁnite band offsets, change of the
effective masses, penetration of the waves in the oxide, . . .), guar-
anteeing that the wavefunction and all its derivatives always re-
main continuous at the material interfaces [27]. The same
considerations apply to the calculation of ~sC=~sE for h+.
Ab-initio and density functional theory (DFT) simulations indi-
cate that the Si/SiO2 interface should be considered as a gradual
transition from bulk Si to bulk SiO2 more likely formed of a
SixO2(1x) material [28]. The structural and electrical properties of
the band structure gradually vary between the two stochiometric
bulk materials’ properties. The extension of this region is known
to be ranging from 2 Å to 10 Å [29,28] and to present a large num-
ber of unpassivated dangling bonds after electrical stress [30,31].
Consequently, a clear distinction between Pb and E0 defects is difﬁ-
cult to be established in such a region. In this study, the defects
have been considered having an amphoteric nature to obtain a
good correlation between the stretch-out DC effects in both accu-
mulation and inversion, and the AC response in depletion. The con-
sidered microscopic trap parameters ðS; hx; . . .Þ have been taken
from measurement values based on scanning tunneling spectros-
copy studies for single-defect Si dangling bonds [25]. The dynamics
of other oxide traps (Ec and Ed [7,32]) are better described includ-
ing metastable states [11,24]. However, EPR studies indicated that
these defects relax almost immediately after the removal of the
stress condition [9], and thus they have not been investigated in
this study. The considered trapping model is suitable for the
modeling of amphoteric, acceptor and donor trap distributions. In
particular, the amphoteric nature of Pb centers (neutral when
unoccupied and having the possibility to capture a h+ or an e)
leads to:
qTðx; ETÞ ¼ NTðx; ETÞð1 2f Tðx; ETÞÞ; ð5Þ
where NT(x,ET) is the input defect distribution in the oxide layer and
fT indicates the trap occupation given by the Fermi–Dirac
distribution.
The model predictions have been compared to those obtained
using a multiphonon capture model [15] applied to the study of
TAT current. Same structure and model parameters as in [15] have
been used for the comparison. A good qualitative alignment on
multiphonon C/E frequencies calculated with Eq. (2) is observed
(Fig. 1a). Quantitative discrepancies have been attributed to some
differences between the model in [15] and this work. Indeed, we
have considered both gate and substrate contributions in the rate
equation, the impact of the electric ﬁeld on h+ and e ﬂuxes, inelas-
tic emission towards both the gate and channel reservoirs and self-
consistent simulation of device electrostatics. The importance of
computing a self-consistent device electrostatics is shown in the
band diagram of Fig. 1b. The trapped charge modiﬁes the potential
proﬁle in the structure and thus needs to be taken into account in
the Poisson equation. For an accurate approach in all bias condi-
tions, both gate and substrate ﬂuxes should be taken into account
considering also the h+ trapping currents towards the valence
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Fig. 1. (a) e Capture frequencies s1c vs. the position x in the oxide calculated with
the proposed model and with the model in [15]. Structure parameters are detailed
in [15]. (b) Band diagram of the structure showing the conduction and valence
bands bending induced by the negatively ﬁlled charged traps in the oxide layer.
Fig. 3. Capture and emission rates as a function of the oxide depth (e in (a) and h+
in (b)) and the trap energy (c) related to the cuts of Fig. 2 along the dotted lines. The
76 D. Garetto et al. / Solid-State Electronics 71 (2012) 74–79bands. Inelastic and direct tunneling towards the gate can also oc-
cur with important effects on the TAT current and trap occupation.capture/emission frequencies are higher near the Si/SiO2 interface. The hole
capture/emission rates ~sc=~se are higher in proximity of the Si valence band
ET ¼ ESiVB, while sc/se peak near the conduction band ET ¼ ESiCB ¼ 1:2 V. The quantities
referred to h+ are illustrated for V = 1.1 V, while those related to e for weak
inversion conditions at V = 0.9 V.3. Capture/emission frequencies and cross-sections
In this section, the C/E frequencies and cross-sections are deter-
mined in a NMOS structure having 50 Å oxide thickness. For all the
simulations performed in this work, traps have been assumed in
equilibrium conditions with the reservoirs at the DC bias
conditions.
A theoretical study on the C/E rates dependence in energy, posi-
tion and bias has been conducted. Fig. 2 shows a zoom of the oxide
region in Fig. 1b in weak inversion conditions (V = 0.9 V). In (a), the
higher probability of e of being captured in the vicinity of the con-
duction band is shown, where the tunneling transition is favorable
due to the overlapping of carrier and trap wavefunctions. The en-
ergy dependence is explained considering that transition of carri-
ers is less favorable when a larger amount of phonons is emitted/
absorbed. The emission rates in (b) show a stronger dependence
in energy given by the detailed balance in Eq. (2). For the consid-
ered voltages, the oxide ﬁeld remains smaller or comparable to
the critical ﬁeld FC and thus, this empirical parameter is assumed
to have a reduced effect on the characteristics. A similar exponen-
tial decrease in energy and position has been observed for holes C/
E rates.
The energy and depth dependencies of s1C =s1E have been illus-
trated at the Si/SiO2 interface (x = 0 in Fig. 2) and at the Si conduc-
tion/valence band edges ESiCB=E
Si
VB in Fig. 3. The exponential
dependence due to the wavefunction penetration in the oxide isFig. 2. Simulated capture (a) and emission (b) frequencies of electrons in weak
inversion conditions (V = 0.9 V) as a function of the trap energy and depth in the
oxide layer. The oxide/substrate interface is placed at position x = 0 with
the substrate conduction and valence band edges at 0 eV and 1.2 eV. A zoom of
the band diagram in Fig. 1b in proximity of the Si/SiO2 interface is shown. Cuts in
energy and depth are shown in Fig. 3. The predictions of the multiphonon-assisted
model show a strong decrease of capture and emission rates in oxide depth and trap
energy.stronger than the dependence in energy. The e capture rate in
weak inversion is of several orders of magnitude smaller than both
the emission rate and the capture rate of holes in accumulation,
due to the reduced inversion charge in the channel.
The dynamics of the system can also be described by the cap-
ture cross–section of the trap. Fig. 4 shows the effective capture
cross–sections simulated for different bias conditions: electrons
in weak (a) and strong inversion (b), and holes in accumulation
(c), ﬂat-band (d) and depletion (e) regimes. The classical deﬁnition
of capture cross–section [33] has been adopted: re ¼ s1C =ðv thnÞ
and rh ¼ ~s1C =ðv thpÞ, for e and h+ respectively, where vth = 105 m/
s is the carrier saturation velocity and n and p are the total mobile
charge densities calculated by the Schroedinger solver. The h+ cap-
ture cross–section is considerably smaller than the one related to
e, which increases from depletion to inversion.
The strong temperature dependence of the cross-sections has
been illustrated in Fig. 5a. The calculated quantities for h+ (solid
lines) and e (dashed lines) are shown as a function of oxide depth
for three different temperatures (40 C, 25 C and 100 C), indi-
cated in color. Fig. 5b also shows the energy dependence at the
Si/SiO2 interface. The two cross–sections are shown at an energy
level ET ¼ ESiV . The applied gate voltage in the structure is
V = 0.9 V (weak inversion). In this regime, the temperature depen-
dence of rh is stronger than the one of re. The investigated temper-
ature dependence can also be modeled by a compact Arrhenius
equation for the considered temperature range. However, such
an approach would require extraction or calibration of empirical
parameters.4. Applications and discussion
4.1. Trap frequency response
The C/E rates of traps play a fundamental role in the frequency
dependence of the MOS admittance. The intrinsic trap cut-off
frequency s10 , calculated as the sum of all C/E frequencies [16],
has been considered as the main indicator of the intrinsic trap re-
sponse and its frequency dependence. Indeed, it represents the fre-
quency limit at which traps are able to exchange carriers with the
reservoir. Each iso-level in the contour plots of Fig. 6 represents the
Fig. 4. Capture trap cross-sections of e in (a–b) and h+ in (c–e) for different bias
conditions. The oxide/substrate interface is placed at position x = 0 with the
substrate conduction and valence band edges at 0 eV and 1.2 eV. The strong
decrease of r with respect to trap energy and position should be taken into account
in compact and empirical models to accurately reproduce the defect response and
the dynamics of trap ﬁlling.
Fig. 5. (a) Trap capture cross-section of h+ (solid lines) and e (dashed lines) vs. trap
depth in proximity of the Si valence band edge for V = 0.9 V. In the considered
multiphonon model, this quantity strongly depends on the device temperature. (b)
Energy and temperature dependence of the capture cross-sections at the Si/SiO2
interface (x = 0). The temperature dependence of the e cross-section appears
smaller. The temperature ranges from 40 C to 100  C.
Fig. 7. Depth (a) and energy (b) dependencies of the trap response frequency s10
The cuts correspond to the lines indicated in Fig. 6 for the three considered bias
voltages. In (a), s10 is taken at the conduction band level, while in (b) the results are
shown at the Si/SiO2 interface. In depletion (solid line), the exponential decrease o
the trap response prevents the characterization of midgap traps, which respond
with very low frequencies. (c) Trap cut-off frequency vs. trap depth in the oxide
layer for different temperatures from 40 C to 100 C and at gate voltage V = 0.9 V
Results in proximity of the midgap are shown. In (d), s10 is shown as a function o
defect energy and temperature. The response traps deeper in the oxide layer and in
energy exponentially decreases. The frequency response also exponentially
increases with temperature. While the temperature dependence does not depend
on the position of the trap in the oxide layer, the increase with temperature is more
pronounced for defects placed in the midgap.
D. Garetto et al. / Solid-State Electronics 71 (2012) 74–79 77limit at which traps can be characterized with a given small-signal
frequency. In depletion, given the large variation of C/E rates of
several order of magnitudes, only traps located in the vicinity ofFig. 6. Characteristic response s10 of the defects in the oxide layer for ﬂat band (a), depl
can communicate with the gate and channel reservoir at different bias voltage. The inte
conduction and valence bands of the Si substrate. In proximity of the gate, traps can easily
distance from the Si surface. Cuts in energy and depth are shown in Fig. 7.the Si conduction/valence bands exchange carriers and respond
to the AC small-signal. The accessible regions in energy and posi-
tion can be more quantitatively identiﬁed in the cuts in energy
and depth shown in Fig. 7a–b. A similar analysis has been per-
formed in depletion (V = 0.1 V) and for different device tempera-
tures (from 40 C to 100 C). In Fig. 7c the dependence on oxide
depth is shown in proximity of the midgap for h+. In Fig. 7d, the
cut-off frequency exponential variation in trap energy at the Si/
SiO2 interface further illustrates the reduced response of midgap
defects in depletion regime. The exponential dependence in tem-
perature is given by the multiphonon assisted C/E rates.
4.2. Impedance analysis
Multi–ﬁngered NMOS transistors, having L = 4.8 lm, W = 10 
4 lm sizes, and 50 Å oxide thickness, have been integrated in a
nanoscale technology and used as reference devices for modeletion (b) and weak inversion regions (c) indicating the frequency at which one trap
rface with the substrate is at x = 0. Communication is favorable in proximity of the
communicate with the gate reservoir, but the AC response is negligible due to their.
f
.
f
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been measured in a frequency range from 1 kHz to 1 MHz using
a HP4284A LCR-meter. The transistors have been subject to electri-
cal stress by applying a positive constant gate voltage of 5.5 V and
keeping the other terminals grounded for 1000 s. After the stress
sequence, CV and GV characteristics have been measured again
to monitor the effects of traps.
Fig. 8 shows the frequency and bias dependences of the mea-
sured and simulated channel CGC and bulk CGB capacitances of
degraded devices. The spatial/energetic defect concentration is a
bivariate Gaussian distribution having spatial mean value placed
at 2 Å from the Si/SiO2 interface, the energy mean placed in
correspondence of the Si midgap, spatial variance rx = 2 Å and
energetic variance rE = 0.6 eV. The total defect concentration is
NT = 2.05  1012 cm2. These results are consistent with the con-
siderations and quasi-static measurements [32,34].
Several effects attributed to trapping mechanisms emerge,
including stretch-out in inversion and accumulation and the intrin-
sic trap frequency response in depletion and weak inversion [1].
Indeed by decreasing the frequency, deeper traps in energy andFig. 8. Channel (a–c) and bulk (b–d) capacitances vs. DC voltage bias and small-
signal frequency. Both CGB and CGC indicate the presence of the intrinsic trap
response in depletion and weak inversion and two separate bias-dependent cutting
frequencies. Simulations (a–b) well reproduce measurement results (c–d) over the
entire frequency and bias range. The cut-off frequency on CGB in weak inversion is
the response of the system (bulk charges) to trap ﬁlling.
Fig. 9. Channel (in blue) and gate capacitances (in red) vs. applied voltage for
several small-signal frequencies. The simulated results in (b) are in fairly good
agreement with the measured characteristics. The cuts in frequency from Fig. 8
show the parasitic capacitance due to the trap response added in the region from
ﬂat band to weak inversion. This component increases with decreasing frequency as
low frequency signals are able to scan the electrical signature of traps having lower
C/E rates. Indeed, the dashed curve represents the total gate capacitance CGG in the
quasi-static case where all the traps contribute to the AC response. (For interpre-
tation of the references to color in this ﬁgure legend, the reader is referred to the
web version of this article.)position are probed, following the iso-lines of s10 as in Fig. 6. Fig. 9
compares the CGB and CGC curves for several frequencies and evi-
dences the presence of the parasitic frequency-dependent peaks.
The intrinsic trap capacitance CT of a degraded device and the
capacitances of the system due to bulk charges are presented sep-
arately in Fig. 10 to illustrate the trap response on the total CGG
capacitance.
The importance of the trap response can be understood consid-
ering two extreme cases: at very high frequency, no trap responds
to the small-signal voltage, and the trapped charge remains con-
stant to the value of the DC equilibrium condition; at very low fre-
quency, all the traps respond and their intrinsic capacitance
response is maximum. The parasitic trap capacitance is added to
the system CGG capacitance, causing an anomalous increase of
the total capacitance in depletion. These results are consistent with
quasi-static measurements shown in [34], where all the traps are
in equilibrium with the substrate.
The dependence of the frequency response of the defects on the
critical ﬁeld FC has been investigated on the trap capacitances and
indicates that for values higher than 2 MV/cm the characteristics
are minimally affected, due to the low-ﬁeld condition in the oxide
layer (Fig. 11).
Similar frequency-dependent behavior can be observed on the
channel conductance GGB and bulk conductance GGC, with theig. 10. (a) Simulation results showing the intrinsic parasitic trap capacitance for
ifferent bias conditions and frequencies. The parasitic trap contribution CT strongly
epends on the frequency of the applied AC signal (dashed lines). At low frequency,
ll the traps are able to follow the AC component and the response saturates. The
arasitic trap component is added to the capacitances of the MOS system (symbols).
quasi-static conditions (m? 0) the solid black line of CGG is obtained. (b)
imulated trap capacitance as a function of small-signal frequency and tempera-
re. Calculations for two voltage conditions are shown. The extracted cut-off
equency corresponds to the s10 frequencies in Fig. 6, determined for the
istribution of defects. The exponential variation of three orders of magnitude
ith temperature varying from 40 C to 100 C correlates with the variations of
1
0 shown in Fig. 7d.F
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sFig. 11. Trap capacitance vs. applied bias and frequency for different values of the
critical ﬁeld FC and for a low (1 kHz) and high frequency (1 MHz). In the considered
device and for the evaluated bias range, values higher than 2 MV/cm lead to a
minimal ﬁeld dependence.
Fig. 12. Simulated channel (a) and bulk (b) conductances vs. DC voltage bias and
small-signal frequency. On jGGCj, the peak present at high frequencies in weak
inversion represents the traps AC response and is in close relation with the CGC
capacitance peak in weak inversion. A similar effect is present on jGGBj in
accumulation. On the other hand, a negative peak is present in weak inversion
representing the response of the electrostatics to the trapped charge response.
D. Garetto et al. / Solid-State Electronics 71 (2012) 74–79 79presence of parasitic peaks at high frequencies representing the
response of traps at the interface (Fig. 12).5. Conclusion
A physical based determination of the interface states cross–sec-
tions for both e and h+ has been performed using a multiphonon-
assisted Poisson–Shroedinger approach. Assessing the limitations
of neglecting their dependence in energy, position and temperature
is important for assessing the approximations introduced in
compact reliability models, where an extensive use of constant
cross–sections can lead to an inaccurate estimation of the trap
concentration distribution. The importance and validity of such a
calculation has been highlighted showing its direct application to
AC analysis.References
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