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A SIERPIN´SKI CARPET WITH
THE CO-HOPFIAN PROPERTY
SERGEI MERENKOV
Abstract. Motivated by questions in geometric group theory we
define a quasisymmetric co-Hopfian property for metric spaces and
provide an example of a metric Sierpin´ski carpet with this property.
As an application we obtain a quasi-isometrically co-Hopfian Gro-
mov hyperbolic space with a Sierpin´ski carpet boundary at infinity.
In addition, we give a complete description of the quasisymmetry
group of the constructed Sierpin´ski carpet. This group is uncount-
able and coincides with the group of bi-Lipschitz transformations.
1. Introduction
The co-Hopfian property studied in geometric group theory is defined
as follows. A group G is said to be co-Hopfian if every monomorphism
of G into itself is an isomorphism. Every finite group is obviously co-
Hopfian and many examples of infinite groups possessing this property
can be found in [7], [10], [13], [16]. A related co-Hopfian property for
unbounded metric spaces is defined as follows. A map φ of a metric
space (X, dX) to a metric space (Y, dY ) is a quasi-isometric embedding
if there exist constants λ ≥ 1 and C ≥ 0 such that
1
λ
dX(p, q)− C ≤ dY (φ(p), φ(q)) ≤ λ · dX(p, q) + C
for all p, q ∈ X. If we want to emphasize the parameters λ and C,
we say that φ is a (λ,C)-quasi-isometric embedding. A quasi-isometric
embedding of (X, dX) to (Y, dY ) is called a quasi-isometry if in addition
there exists a constant D ≥ 0 such that every point in Y is within
distance D from φ(X). The two spaces (X, dX) and (Y, dY ) are then
called quasi-isometric, and this is an equivalence relation. We say that
a metric space (X, d) is quasi-isometrically co-Hopfian if every quasi-
isometric embedding of X into itself is a quasi-isometry.
It is known that uniformly contractible, bounded geometry mani-
folds, e.g., Euclidean spaces, are quasi-isometrically co-Hopfian, as are
coarse PD(n) spaces, see [14]. Many quasi-isometrically co-Hopfian
Supported by NSF grant DMS-0653439.
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2 SERGEI MERENKOV
metric spaces can be found among Gromov hyperbolic spaces, see [3], [5]
for background and terminology on general Gromov hyperbolic spaces
and [8], [9] for background on Gromov hyperbolic groups.
In this paper we consider only roughly geodesic Gromov hyperbolic
spaces. If (X, d) is a metric space, a roughly quasi-isometric path in X
is a (λ,C)-quasi-isometric embedding of a segment [a, b] ⊂ R or a half-
open interval [a, b) ⊂ R to X. In the latter case we may assume b =∞.
A C-roughly geodesic segment [p, q] in X is a (1, C)-quasi-isometric
embedding i of a segment [a, b] ⊂ R into X such that i(a) = p, i(b) = q.
A C-roughly geodesic ray in X is a (1, C)-quasi-isometric embedding
of [a,∞) to X for some a ∈ R. A metric space (X, d) is said to be
roughly geodesic if there exists C ≥ 0 such that for every two points p
and q in X there is a C-roughly geodesic segment [p, q]. In a roughly
geodesic metric space one can speak of roughly geodesic triangles [p, q]∪
[q, q′] ∪ [q′, p] formed by roughly geodesic segments [p, q], [q, q′], and
[q′, p]. A roughly geodesic metric space is Gromov hyperbolic if there
exists δ ≥ 0 such that every roughly geodesic triangle is δ-thin. The
latter means that every side of such a triangle is contained in the δ-
neighborhood of the union of the other two sides. This is a version of
the Rips thin triangles definition of Gromov hyperbolicity and it is an
exercise to check that for roughly geodesic metric spaces this notion
of hyperbolicity agrees with the one defined via the Gromov product.
Every roughly geodesic Gromov hyperbolic space X has an associated
notion of the boundary at infinity ∂∞X. The elements of ∂∞X are
equivalence classes of roughly geodesic rays, where two such rays are
equivalent if the Hausdorff distance between them is finite. If γ is a
roughly geodesic ray in X, we refer to the equivalence class containing
γ as its endpoint. If X is a Gromov hyperbolic space, its boundary at
infinity ∂∞X carries a canonical family of so-called “visual” metrics,
see [3, Lemma 6.1], and in each of these metrics ∂∞X is bounded and
complete, see [3, Proposition 6.2]. In what follows it is assumed that
roughly geodesic Gromov hyperbolic spaces are visual, i.e., there exists
a base point o in X and a constant C ≥ 0 such that every point p ∈ X
lies on a C-roughly geodesic ray i : [a,∞) → X with i(a) = o. It is
an elementary fact that if X is visual with respect to some base point
o, then it is visual with respect to any other base point o′. It is also
trivial that for every p ∈ X and every element ξ ∈ ∂∞X there exists a
roughly geodesic ray i : [a,∞)→ X in ξ such that i(a) = p.
The quasi-isometric co-Hopfian property for Gromov hyperbolic
spaces is closely related to the so-called quasisymmetric co-Hopfian
property of their boundaries at infinity. Recall that a homeomorphism
f between metric spaces (X, dX) and (Y, dY ) is called quasisymmetric
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if there exists a homeomorphism η : [0,∞)→ [0,∞) such that
dY (f(p), f(q))
dY (f(p), f(q′))
≤ η
(
dX(p, q)
dX(p, q′)
)
for all triples of distinct points p, q, and q′ in X. A quasisymmetric
embedding f of (X, dX) into (Y, dY ) is a one-to-one continuous map
of X into Y that is quasisymmetric between (X, dX) and (f(X), dY ).
We say that a metric space (X, dX) is quasisymmetrically co-Hopfian
if every quasisymmetric embedding of X into itself is onto.
If (X, d) is a visual roughly geodesic Gromov hyperbolic space
such that ∂∞X is quasisymmetrically co-Hopfian, then X is quasi-
isometrically co-Hopfian. Indeed, every quasi-isometric embedding φ
of a roughly geodesic Gromov hyperbolic space X into itself induces a
quasisymmetric embedding ∂φ of ∂∞X into itself, see [3, Theorem 6.5].
If ∂X∞ is quasisymmetrically co-Hopfian, the map ∂φ is onto. Now let
p be a point in X. Since X is visual, p lies on a roughly geodesic ray
γ˜ emanating from some base point o ∈ φ(X). Let ξ˜ ∈ ∂∞X denote
the endpoint of γ˜ and ξ = (∂φ)−1(ξ˜). If γ : [a,∞) → X is a roughly
geodesic ray in ξ such that γ(a) ∈ φ−1(o), then φ(γ) : [a,∞) → X
is a roughly quasi-isometric path with φ(γ(a)) = o. The path φ(γ)
is not necessarily a roughly geodesic ray, but φ(γ) still has a well-
defined notion of an endpoint in ∂∞X and in our case the endpoint
is ξ˜, see [3, Proposition 6.3]. Applying the stability of roughly quasi-
isometric paths [3, Proposition 5.4] to γ˜ and φ(γ), we conclude that p
is within bounded distance from φ(X), i.e., φ is a quasi-isometry.
A large source of examples of Gromov hyperbolic spaces is the theory
of Gromov hyperbolic groups. If G is a finitely generated group and S
is a finite symmetric (i.e., S contains the inverse of each of its elements)
set of generators, then one can consider the Cayley graph Γ(G,S). The
vertices of Γ(G,S) are the elements of the group G and two vertices v1
and v2 are connected if and only if v
−1
1 v2 ∈ S. The Cayley graph can be
made into a geodesic metric space in a natural way by declaring each
edge with the two vertices as its endpoints to be isometric to the unit
segment [0, 1]. A finitely generated group G is called Gromov hyperbolic
if for some finite symmetric generating set S, the metric space Γ(G,S)
is Gromov hyperbolic. It is a fact that if S1 and S2 are two finite
symmetric generating sets, then Γ(G,S1) is Gromov hyperbolic if and
only if Γ(G,S2) is Gromov hyperbolic.
If G is the fundamental group of a closed hyperbolic manifold, it
is Gromov hyperbolic and its boundary at infinity ∂∞G is a topolog-
ical sphere. Topological spheres have a stronger co-Hopfian property,
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namely every continuous embedding into itself is onto. We call topo-
logical spaces with such a property topologically co-Hopfian. Clearly,
every topologically co-Hopfian metric space is quasisymetrically co-
Hopfian, and therefore the fundamental group of every closed hyper-
bolic manifold is quasi-isometrically co-Hopfian. There are easy exam-
ples of unbounded or non-complete spaces that are quasisymmetrically
co-Hopfian but not topologically co-Hopfian, e.g., Euclidean spaces or
standard spheres with finitely many punctures. We are mostly inter-
ested however in the co-Hopfian property of bounded complete met-
ric spaces since boundaries at infinity are such spaces. The primary
purpose of this paper is to provide an example of a Gromov hyper-
bolic space that is quasi-isometrically co-Hopfian for non-topological
reasons.
Theorem 1.1. There exists a quasi-isometrically co-Hopfian visual
roughly geodesic Gromov hyperbolic space X whose boundary at infinity
∂∞X is a Sierpin´ski carpet.
A Sierpin´ski carpet is a compact topological space homeomorphic to
the standard Sierpin´ski carpet S3, see Figure 1.
Figure 1. The standard Sierpin´ski carpet S3.
Given any bounded complete metric space (Z, dZ), there is a visual
roughly geodesic Gromov hyperbolic metric space, called the “cone”
of Z and denoted Con(Z), whose boundary at infinity is Z and dZ
is bi-Lipschitz to a visual metric [3, Theorems 7.2, 8.1]. Therefore,
Theorem 1.1 follows from the following result.
Theorem 1.2. There exists a metric Sierpin´ski carpet that is qua-
sisymmetrically co-Hopfian.
The Sierpin´ski carpet in Theorem 1.2 is a double of a self-similar
Sierpin´ski carpet and it has many nice geometric and analytic proper-
ties: its peripheral circles, i.e., embedded non-separating simple closed
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curves, are uniformly relatively separated uniform quasicircles, it is lin-
early locally connected, Ahlfors 2-regular in the Hausdorff 2-measure,
and therefore doubling. However, it is not Loewner and does not satisfy
a (1,2)-Poincare´ inequality, see [2], [11] for the definitions.
Not every bounded complete metric space can arise as the boundary
at infinity of a Gromov hyperbolic group. For example, ifG is a Gromov
hyperbolic group such that its boundary at infinity ∂∞G has a manifold
point, then ∂∞G must be a topological sphere [12, Theorem 4.4]. Such
a group is then quasi-isometrically co-Hopfian. In general it is hard
to establish the quasi-isometric co-Hopfian property for groups. For
example, it is unknown whether the fundamental groups of compact
hyperbolic 3-manifolds with non-empty totally geodesic boundaries are
quasi-isometrically co-Hopfian. The boundaries at infinity for these
groups are Sierpin´ski carpets.
Sierpin´ski carpets are in a sense the simplest connected non-manifold
boundaries of Gromov hyperbolic groups. Indeed, if G is a Gromov
hyperbolic group that does not split over a finite or a virtually cyclic
group and the boundary at infinity ∂∞G has topological dimension
one, then ∂∞G is homeomorphic to either a circle, or the standard
Sierpin´ski carpet, or the Menger curve [15, Theorem 1]. Groups with
circle boundaries are well understood and are co-Hopfian. The uni-
formization of Gromov hyperbolic groups whose boundaries at infinity
are Sierpin´ski carpets is addressed by the Kapovich–Kleiner conjec-
ture [15] and it is unknown whether such a group can be co-Hopfian.
Groups whose boundaries at infinity are homeomorphic to the Menger
curve are generic and the question whether such groups can or cannot
have the co-Hopfian property is widely open.
The quasisymmetric co-Hopfian property of many other interesting
compact metric spaces is either false or unknown. If a compact mani-
fold has a boundary point it cannot be quasisymmetrically co-Hopfian.
This can be seen by pushing the boundary inside the manifold locally
near a boundary point, and it can be done quasisymmetrically. The
standard Sierpin´ski carpet S3 with the restriction of the Euclidean
metric is not quasisymmetrically co-Hopfian since it is metrically self-
similar. It is an open question whether a double of S3 across a pe-
ripheral circle is co-Hopfian. It is unknown if there are metric spaces
homeomorphic to the Menger curve, in particular the boundaries of
the Bourdon–Pajot hyperbolic buildings [4], that are quasisymmetri-
cally co-Hopfian.
Acknowledgment. The author is grateful to Ilya Kapovich for sug-
gesting the problem of finding metric spaces that are co-Hopfian for
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2. Slit carpets
Consider the following space, denoted by S2. We start with the closed
unit square [0, 1]× [0, 1] in the plane and subdivide it into subsquares
[0, 1/2]× [1/2, 1], [1/2, 1]× [1/2, 1], [0, 1/2]× [0, 1/2], [1/2, 1]× [0, 1/2].
We then slit it in the vertical interval connecting the points (1/2, 1/4)
and (1/2, 3/4), i.e., double each point of this open interval, and ap-
ply such rescaled operations on the four subsquares. This process is
continued indefinitely, see Figure 2.
Figure 2. Slit carpet S2.
Formally, the space S2 can be defined as follows. Let Qn, n ≥ 1,
be the finitely connected domain obtained from the open unit square
Q0 = (0, 1) × (0, 1) by removing the closures of all the slits in the
construction of S2 up to the n’th generation, i.e., all the slits whose
length is at least 1/2n. We denote by Q¯n, n ≥ 0, the completion of Qn
in the path metric dQ¯n induced by the Euclidean metric in the plane,
and we call the boundary components of Q¯n that correspond to the slits
of S2 slits and the remaining boundary component the outer square.
For every m,n ∈ N ∪ {0} with m ≤ n there is a natural 1-Lipschitz
projection pimn : Q¯n → Q¯m obtained by identifying the points on the
slits of Q¯n that correspond to the same point of Q¯m.
As a topological space S2 is the inverse limit of the system (Q¯n, pimn),
and as such it is a compact Hausdorff space. For each n ∈ N∪{0}, the
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natural projection of S2 onto Q¯n will be denoted by pin. The slits and
the outer square of S2 are the topological circles that are the inverse
limits of the slits and the outer squares of Q¯n, n ≥ 1, respectively.
Clearly, the slits are dense in S2, i.e., for every point p in S2 and every
neighborhood U of p, there exists a slit of S2 that intersects U .
The diameter of each Q¯n is clearly bounded by 3. If p = (p0, p1, . . . ),
q = (q0, q2, . . . ) ∈ S2, we define a distance between them by
dS2(p, q) = lim dQ¯n(pn, qn).
Since every pimn is 1-Lipschitz, (dQ¯n(pn, qn)) is a monotone increasing
bounded sequence, and thus dS2(p, q) exists and defines a metric on S2.
A curve in a metric space (X, d) is a continuous map of one of the
intervals [a, b], [a, b), (a, b], or (a, b) into X. A curve γ is said to be
geodesic if the distance between any two points p and q on γ is equal
to the length of the part of γ between p and q. A metric space (X, d) is
called geodesic if any two points in X can be connected by a geodesic.
Each space (Q¯n, dQ¯n), n ≥ 0, is clearly geodesic. The metric dQ¯n being
the path metric induced by the Euclidean metric in the plane means
that the length of any curve γ in Q¯n is equal to the Euclidean length
of pi0n(γ). If p and q are two points in S2 and n ∈ N, let γn be an
arc-length parametrized geodesic in Q¯n connecting pn and qn. Then
γ˜n = pi0n ◦ γn ◦
dQ¯n(pn, qn)
dS2(p, q)
: [0, dS2(p, q)]→ Q¯0
is a 1-Lipschitz map for every n. Using the Arzela`–Ascoli theorem
we conclude that there exists a subsequence of (γ˜n) that converges
uniformly to a curve γ˜ in Q¯0. The map t 7→ γ˜(t) is 1-Lipschitz from
[0, dS2(p, q)] to Q¯0. From the definition of γ˜ we see that γ˜ lifts to each
Q¯n, n ≥ 1, i.e., there exists a curve γ′n in Q¯n such that pi0n(γ′n) = γ˜, and
from the universality property of the inverse limit it follows that γ˜ lifts
to a curve γ in S2 that connects p and q. The length of γ is thus at least
dS2(p, q) and it cannot be larger than dS2(p, q) because γ˜ is 1-Lipschitz.
This readily implies that S2 is a path-connected geodesic metric space
and dS2 is the path metric on S2 induced by the Euclidean metric in
the plane. It is a simple exercise to check that the topology defined
by this metric agrees with the topology of the inverse limit. For each
n ∈ N∪{0}, the natural projection pin of S2 onto Q¯n is 1-Lipschitz. To
simplify the notation below we denote pi0 by pi.
Lemma 2.1. The space S2 is a Sierpin´ski carpet whose peripheral cir-
cles are the slits along with the outer square.
Proof. To show that S2 is a Sierpin´ski carpet we find a Lipschitz em-
bedding of this space into R2 and check that the image S is a set that
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is obtained from the closure of a Jordan domain D0 by removing a
countable collection of Jordan domains Dn, n ≥ 1, so that the follow-
ing properties are satisfied. The boundaries ∂Dn, n ≥ 0, are pairwise
disjoint, they form a null sequence, i.e., diam(∂Dn) → 0, and the
remaining set S = D¯0 \ ∪n≥1Dn has no interior. Whyburn’s character-
ization [18] then gives that S2 is a Sierpin´ski carpet and its peripheral
circles are the preimages of ∂Dn, n ≥ 0, under the embedding.
A Lipschitz embedding can be obtained inductively as follows.
Clearly, there is a C1-Lipschitz embedding L1 of Q¯1 into Q¯0 ⊂ R2
with C1 > 1 arbitrarily close to 1, and it agrees with pi01 on the outer
square. Geometrically, L1 is obtained by “opening the slit slightly”.
Assume that there is a Cn-Lipschitz embedding Ln of Q¯n into Q¯0. For
all m,n ∈ N∪{0} with m ≤ n, there is a natural partition, denoted by
Pmn, of Q¯n by the rescaled copies of Q¯m. Every rescaled copy of Q¯1 in
P1(n+1) is mapped by pin(n+1) to a rescaled copy of Q¯0 in P0n. Thus, we
can find a C ′n-Lipschitz embedding of Q¯n+1 into Q¯n that agrees with
pin(n+1) on the outer squares of the rescaled copies of Q¯1 in the parti-
tion P1(n+1), and with C ′n arbitrarily close to 1. Post-composing this
map with Ln we get a Cn+1-Lipschitz embedding Ln+1 of Q¯n+1 into Q¯0,
where Cn+1 = CnC
′
n. The sequence (Cn) is monotone increasing and it
can be chosen to converge to a constant C > 1. By the Arzela`–Ascoli
theorem the sequence of maps (Ln ◦ pin) subconverges to a C-Lipschitz
map L∞ of S2 into Q¯0 ⊂ R2.
If p and q are two points in S2 such that pi(p) 6= pi(q), then from
the definition of L∞ we clearly obtain that L∞(p) 6= L∞(q). The above
construction also shows that if J is a slit in Qm and n ≥ m, then Ln and
Lm◦pimn agree on pi−1mn(J), and thus L∞ is an embedding when restricted
to the slit pi−1m (J). Therefore, L∞ is an embedding and let S denote
the image of S2 under L∞. For a slit J in S2, let DJ denote the Jordan
domain bounded by L∞(J). Then S = Q¯0 \ ∪JDJ , where the union
is over all slits of S2. Since L∞ is an embedding, the boundaries ∂DJ
are pairwise disjoint Jordan curves, disjoint from ∂Q0. The sequence
of diameters (diam(∂DJ)) goes to 0 because L∞ is Lipschitz. The set
S has no interior because the slits are dense in S2. 
Let L,R, T,B denote the left, right, top and bottom sides of the outer
square of S2, respectively, i.e.,
L = pi−1({(0, y) : 0 ≤ y ≤ 1}), R = pi−1({(1, y) : 0 ≤ y ≤ 1}),
T = pi−1({(x, 1) : 0 ≤ x ≤ 1}), B = pi−1({(x, 0) : 0 ≤ x ≤ 1}).
Let DS2 denote the double of S2 across the outer square, i.e., DS2
is obtained by gluing two copies of S2 along the sides of the outer
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square using isometries to identify the left, right, top, and bottom
sides. We refer to these two copies as the front and back copies. As a
double, the space DS2 with the topology induced from S2 is a Sierpin´ski
carpet as well, and that can be seen, for example, from Whyburn’s
characterization. Slits of DS2 are the slits of the two copies of S2,
and they form the family of all peripheral circles of DS2. The path
metric dS2 on S2 induces a path metric dDS2 on DS2. Abusing notation
slightly, we also denote by pi the projection of DS2 onto Q¯0 induced by
the projection pi of S2 onto Q¯0: if p ∈ DS2, then p belongs to a copy
of S2 in DS2 and pi(p) is the image of p under pi : S2 → Q¯0. From the
definition of DS2 we see that if p belongs to both copies of S2 in DS2,
the projections pi of each of these copies agree at p.
If (X, d) is a metric space, p ∈ X, and r > 0, we denote by B(p, r)
the open ball in X centered at p with radius r, i.e.,
B(p, r) = {q ∈ X : d(q, p) < r}.
Lemma 2.2. There exists a constant c > 0 such that for every p ∈ S2
and every 0 < r ≤ diam(S2), there exists q ∈ pi(S2) with
B(q, c · r) ⊆ pi(B(p, r)) ⊆ B(pi(p), r).
Proof. The right inclusion is obvious since pi is 1-Lipschitz. To show
the left inclusion we first observe that since diam(S2) ≤ 3, for every
p ∈ S2 there exists q = (1/2, 1/2) ∈ pi(S2) such that
(1) B(q, diam(S2)/6) ⊆ pi(B(p, diam(S2))).
If r is arbitrary, 0 < r < diam(S2), there exists n ∈ N such that
(2) diam(S2) ≤ 2nr < 2 diam(S2).
The point p belongs to a copy S ⊂ S2 of S2 rescaled by 1/2n and thus
we can apply (1) to this copy to conclude that there exists q ∈ pi(S)
such that
B(q, diam(S)/6) ⊆ pi(B(p, diam(S)) ∩ S).
Since diam(S) = diam(S2)/2
n, from (2) we conclude that
B(q, r/12) ⊆ pi(B(p, r) ∩ S).
Finally, since B(p, r) ∩ S ⊆ B(p, r), we obtain the left inclusion in the
statement of the lemma with c = 1/12. 
The next lemma combined with the fact that every pin is Lipschitz
implies that pin : S2 → Q¯n is a regular mapping, see [6, Definition 12.1].
Lemma 2.3. There exists C ≥ 1 such that for every n ∈ N ∪ {0}, for
every p ∈ S2, and r > 0, the preimage pi−1n (B(pin(p), r)) can be covered
by at most C balls in S2 of radii at most C · r.
10 SERGEI MERENKOV
Proof. Since pi = pi0 factors as pi = pi0n ◦ pin and the maps pi0n are 1-
Lipschitz, it is enough to prove the lemma for n = 0. Also it is enough
to consider r ≤ 1.
From compactness of S2 it follows that there exists C ≥ 1 such that if
1/4 ≤ r ≤ 1 and p ∈ S2 is arbitrary, then the closure of pi−1(B(pi(p), r))
can be covered by at most C balls of radii at most one. Let r be
arbitrary now, 0 < r < 1/4. There exists n ∈ N such that
1/4 ≤ 2nr < 1/2.
The preimage pi−1(B(pi(p), r)) is contained in the union of at most four
rescaled by 1/2n copies of S2. Let S be one of these copies. The
intersection of B(pi(p), r) with pi(S) is contained in a ball B centered
at a point in pi(S) and whose radius is r. By the above, the preimage
pi−1(B) can be covered by at most C balls in S with radii at most C ·r.
Since this holds for each of the four copies, the lemma follows. 
The fact that each pin is 1-Lipschitz and Lemma 2.3 imply that there
exists a constant C ≥ 1, independent of n, such that for any Borel set
E in S2 we have
(3)
1
C
H2(pin(E)) ≤ H2(E) ≤ C · H2(pin(E)),
see [6, Lemma 12.3].
If B is a ball with center p and radius r, and λ is a positive constant,
we denote by λB the ball centered at p whose radius is λ · r. A metric
measure space (X, d, µ) is said to be Ahlfors Q-regular if there exists a
constant C ≥ 1 such that
rQ
C
≤ µ(B(p, r)) ≤ C · rQ
for all p ∈ X and 0 < r ≤ diam(X). We say that (X, d, µ) is doubling
if there is a constant C ≥ 1 such that for every ball B in X we have
µ(2B) ≤ C · µ(B).
A metric Sierpin´ski carpet S is called porous if there exists C ≥ 1 such
that for every p ∈ S and 0 < r ≤ diam(S), there exists a peripheral
circle J in S with J ∩B(p, r) 6= ∅ and
r
C
≤ diam(J) ≤ C · r.
Proposition 2.4. The Sierpin´ski carpets S2 and DS2 with the path
metrics and the Hausdorff 2-measures H2 are compact, path-connected,
porous, Ahlfors 2-regular spaces, and in particular they are doubling.
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Proof. We only need to check the porosity and Ahlfors regularity for
S2. The other properties have already been established for S2 and all
of them extend to DS2 in a straightforward way.
From the construction of S2 it is clear that the projection pi(p) of
every point p in S2 is within the Euclidean distance
√
2/2n from the
projection of a slit of diameter 1/2n, n ∈ N. Let 0 < r ≤ diam(S2) be
arbitrary and n ∈ N be such that
√
2
2n
< c · r ≤ 2
√
2
2n
,
where c is the constant from Lemma 2.2. The desired peripheral circle J
in the definition of porosity is a peripheral circle of diameter 1/2n whose
projection is within distance
√
2/2n from the point q as in Lemma 2.2.
This follows from the left inclusion of Lemma 2.2.
For Ahlfors regularity, let B(p, r) be any ball in S2 with 0 < r ≤
diam(S2). From (3) we have
a · H2(pi(B(p, r))) ≤ H2(B(p, r)) ≤ b · H2(pi(B(p, r))),
where a, b > 0 are independent of p and r. Lemma 2.2 now gives a
constant C ≥ 1, independent of p and r, so that the left-hand side is
at least r2/C and the right-hand side is at most C · r2. 
3. Non-vertical curve families
We say that a curve γ connects two connected sets E and F in X if
E ∪ F ∪ γ is connected, where γ denotes the closure of the image of γ
in X. A curve γ in S2 or DS2 is called vertical if the first coordinate
of pi(γ) is constant. Otherwise it is said to be non-vertical.
If Γ is a family of curves in a metric measure space (X, d, µ) and
Q > 1, its Q-modulus is defined as
modQ(Γ) = inf
{∫
X
ρQdµ
}
,
where the infimum is over all non-negative Borel functions ρ on X with∫
γ
ρ ds ≥ 1
for every locally rectifiable γ ∈ Γ. Here ds denotes the arc-length
element. Such a function ρ is referred to as a mass distribution on X
and the quantity
∫
X
ρQdµ is called the total mass of ρ.
It is known that the Q-modulus is monotone, i.e.,
modQ(Γ1) ≤ modQ(Γ2)
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for Γ1 ⊆ Γ2, and subadditive, i.e., if Γ = ∪Γk, then
modQ(Γ) ≤
∑
modQ(Γk).
If Q = 2, we write mod instead of mod2.
Recall that a homeomorphism f from a planar domain D onto a
planar domain D˜ is said to be K-quasiconformal, K ≥ 1, if it is ACL
(absolutely continuous on almost every line) and∣∣∣∣∂f∂z¯
∣∣∣∣ ≤ k∣∣∣∣∂f∂z
∣∣∣∣
almost everywhere in D, where k = (K − 1)/(K + 1). If K = 1, a map
is called conformal. See [1] for background on quasiconformal maps. If
f : D → D˜ is a K-quasiconformal map, Γ is a curve family in D, and
Γ˜ = f(Γ), then there is a constant C ≥ 1 that depends only on K such
that
(4)
1
C
mod(Γ) ≤ mod(Γ˜) ≤ C ·mod(Γ).
If f is conformal, then mod(Γ˜) = mod(Γ). The quasi-invariance of the
modulus as in (4) has been greatly extended to cover quasiconformal
or quasisymmetric maps between more general metric measure spaces,
see, e.g., [11]. In particular, if X and Y are locally compact, connected,
Ahlfors Q-regular metric spaces and f : X → Y is a quasisymmetric
map, then there exists a constant C ≥ 1 such that the inequalities as
in (4), with mod replaced by modQ, hold for every curve family Γ in
X, see [17].
Lemma 3.1. For every  > 0 there exists n ∈ N and a conformal map
Φn from Qn onto a multiply connected domain Dn in an open rectan-
gle (0,Mn)× (0, 1) such that the homeomorphic extension of Φn takes
the vertices (0, 0), (0, 1), (1, 1), (1, 0) to (0, 1), (0, 1), (Mn, 1), (Mn, 0), re-
spectively, and
1
Mn
< .
Proof. Let M > 0 and let φM be the unique conformal map from
(0,M)×(0, 1) to (0, M˜)×(0, 1) so that the points (0, 0), (0, 1), (M, 1/2),
(M, 0) on the boundary go under the homeomorphic extension, also
denoted by φM , to the vertices (0, 0), (0, 1), (M˜, 1), (M˜, 0), respectively.
From monotonicity of the modulus we obtain M˜ ≥M .
Now we define a conformal map Φn of Qn onto a multiply connected
domain in (0,Mn)× (0, 1) inductively by Φ0 = id,M0 = 1, and
Φn+1(p) =
1
2
φMn(Φn(2p)), for p ∈
1
2
Qn ⊂ Qn+1,
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extended by reflections and homeomorphically to the rest of Qn+1. Ob-
serve that for every n ∈ N ∪ {0}, the homeomorphic extension of Φn
takes the point (1, 1/2) to (Mn, 1/2), and
Mn+1 = φMn(Mn).
Monotonicity of the modulus gives that the sequence (Mn) is non-
decreasing and we assume for contradiction that M∞ = sup{Mn} <∞.
The horizontal stretching Tn : (0,Mn) × (0, 1) → (0,M∞) × (0, 1) is
a (M∞/Mn)-quasiconformal map. Consider the map
Tn+1 ◦ φMn ◦ T−1n : (0,M∞)× (0, 1)→ (0,M∞)× (0, 1).
It is (M2∞/(MnMn+1))-quasiconformal, its homeomorphic extension
fixes (0, 0), (0, 1), (M∞, 0), and takes (M∞, 1/2) to (M∞, 1). By choos-
ing n large enough, we obtain a contradiction as follows. Conjugat-
ing each map Tn+1 ◦ φMn ◦ T−1n by the same conformal map φ of
(0,M∞) × (0, 1) onto the unit disc, we obtain a sequence (fn) of self-
maps of the unit disc such that fn is (M
2
∞/(MnMn+1))-quasiconformal
and the continuous extension of fn to the boundary fixes three dis-
tinct points, say 1, i,−1. The map φ has a continuous extension to the
boundary and takes (M∞, 1/2) to ξ and (M∞, 1) to ζ, where ξ and ζ
are two distinct points on the boundary of the unit disc. Using the
Schwarz reflection principle we get a sequence (f˜n) of self-maps of the
Riemann sphere, where f˜n is (M
2
∞/(MnMn+1))-quasiconformal and it
fixes 1, i,−1. This is a compact family and thus it has a subsequence
that converges uniformly to a (M2∞/(MkMk+1))-quasiconformal map
f for every k. Therefore, f is 1-quasiconformal, and hence a Mo¨bius
transformation. Since it fixes three distinct points, f is the identity.
However, all of the maps f˜n, and hence f , take ξ to ζ, a contradic-
tion. 
Corollary 3.2. Let Γ be a family of non-vertical curves in (S2, dS2 ,H2)
or in (DS2, dDS2 ,H2). Then
mod(Γ) = 0.
Proof. We can write Γ = ∪Γk, where Γk consists of all curves γ in Γ such
that the oscillation of the first coordinate of pi(γ), i.e., the difference
between the supremum and the infimum, is at least 1/k. Since the
modulus is subadditive, it is enough to show that mod(Γk) = 0 for
each k ∈ N.
Let Γ be a curve family in S2 and let  > 0 be arbitrary. We choose
m ∈ N such that 1/2m < 1/(2k). Then each curve in Γk connects the
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two complementary components of
S2 ∩ pi−1
({
l
2m
< x <
l + 1
2m
}
∩ Q¯0
)
in S2 for some 0 ≤ l ≤ 2m− 1. By Lemma 3.1, we can find n ∈ N such
that there exists a conformal map Φn of Qn onto a multiply connected
domain in (0,Mn)×(0, 1) whose homeomorphic extension to the bound-
ary takes (0, 0), (0, 1), (1, 1), (1, 0) to (0, 1), (0, 1), (Mn, 1), (Mn, 0), re-
spectively, and 22m/Mn < . The map
p 7→ 1
2m
Φn(2
mp), p ∈ 1
2m
Qn,
extends by reflections and homeomorphically to a conformal map Φm,n
from QN onto a multiply connected domain in the rectangle (0,Mn)×
(0, 1), where N = m + n. Notice that if γ is in Γk, the oscillation of
the first coordinate of piN(γ) ∩ QN is at least 1/k, and thus the total
length of Φm,n(piN(γ)∩QN), i.e., the sum of the lengths of its connected
components, is at least Mn/2
m. The map Φ˜m,n defined by
p 7→ 2
m
Mn
Φm,n(p), p ∈ QN ,
is conformal from QN onto a multiply connected domain D,k in a
rectangle (0, wk) × (0, h,k), where wk = 2m and h,k = 2m/Mn. If
γ ∈ Γk, the total length of Φ˜m,n(piN(γ) ∩QN) is at least one.
Let ρN be the mass distribution on Q¯N given by |Φ˜′m,n| in QN and 0
on the slits of Q¯N . The mass distribution ρN is admissible for piN(Γk)
because for every γ ∈ Γk∫
piN (γ)
ρNds =
∫
piN (γ)∩QN
|Φ˜′m,n|ds =
∫
Φ˜m,n(piN (γ)∩QN )
ds,
and the last integral is the total length of Φ˜m,n(piN(γ) ∩QN), which is
at least one. The total mass of ρN is∫
Q¯N
ρ2NdH2 =
∫
QN
|Φ˜′m,n|2dxdy
≤
∫
(0,wk)×(0,h,k)
dudv = wk · h,k = 22m/Mn < .
In particular, mod(piN(Γk)) < .
Now consider ρ(p) = ρN(piN(p)), p ∈ S2, a mass distribution on S2.
Since piN is 1-Lipschitz, we obtain∫
γ
ρds ≥
∫
piN (γ)
ρNds ≥ 1, ∀γ ∈ Γk.
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By (3) there exists a constant C ≥ 1, independent of N , such that for
any Borel set E in S2 we have
1
C
H2(piN(E)) ≤ H2(E) ≤ C · H2(piN(E)).
Therefore, ∫
S2
ρ2dH2 ≤ C
∫
Q¯N
ρ2NdH2 < C · .
Since C is independent of N , the conclusion of the lemma follows for
the space S2. The case of DS2 requires only minor modifications. 
4. Ahlfors regularity of the image
For a subset E in X we denote by χE its characteristic function. In
what follows we need the following lemma, see [11, Exercise 2.10].
Lemma 4.1. Let (Bi) be a countable collection of pairwise disjoint balls
in a doubling metric measure space (X, d, µ), let (ai) be non-negative
numbers, and let λ ≥ 1 be arbitrary. Then∫
X
(∑
i
aiχλBi
)2
dµ ≤ C
∫
X
(∑
i
aiχBi
)2
dµ,
where C depends only on λ and the doubling constant of µ.
Proof. It follows easily from the doubling property of the measure µ
that for every λ ≥ 0 there exists a constant Cλ that depends only on
λ and the doubling constant of µ, such that
µ(λB) ≤ Cλµ(B)
for every ball B. Because of this, in what follows we may assume that
µ(Bi) > 0 for all i.
Let φ ∈ L2 = L2(X,µ). We denote the non-centered maximal func-
tion of φ by Mnc(φ), i.e.,
Mnc(φ)(p) = sup
B
{
1
µ(B)
∫
B
|φ|dµ
}
,
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where the supremum is over all open balls B containing p. Then∣∣∣∣ ∫
X
∑
i
aiχλBiφ(q)dµ(q)
∣∣∣∣ = ∣∣∣∣∑
i
ai
∫
λBi
φ(q)dµ(q)
∣∣∣∣
≤
∑
i
ai
µ(λBi)
µ(Bi)
∫
Bi
Mnc(φ)(p)dµ(p)
≤ Cλ
∫
X
∑
i
aiχBiMnc(φ)(p)dµ(p)
≤ Cλ
∣∣∣∣∣∣∣∣∑
i
aiχBi
∣∣∣∣∣∣∣∣
L2
· ||Mnc(φ)||L2 .
Since µ is doubling, we have
Mnc(φ) ≤ CµM(φ),
where Cµ is the doubling constant for µ and M is the maximal function
defined by
M(φ)(p) = sup
r>0
{
1
µ(B(p, r))
∫
B(p,r)
|φ|dµ
}
.
As is well-known, see, e.g., [11, Theorem 2.2], the maximal function
satisfies the inequality
||M(φ)||L2 ≤ C2||φ||L2 .
Combining the above estimates and using the duality of L2 we obtain
the desired inequality with C = C2λC
2
µC
2
2 . 
Lemma 4.2. Let Γ be the family of all vertical curves in S2 that connect
T and B. Then
0 < mod(Γ) <∞.
Proof. It is clear that mod(Γ) is finite because ρ ≡ 1 is an admissible
mass distribution for Γ. Let ρ be an arbitrary admissible mass distri-
bution for Γ. For every x ∈ B let γx denote a vertical curve in Γ that
contains x. Let B′ be the subset of B that consists of all x ∈ B so that
γx does not intersect any slits of S2. Slightly abusing notation we let
B′ × L denote the measurable subset of S2 that consists of all points
in S2 that belong to γx for some x ∈ B′. There is a natural product
measure µ on B′ × L, which comes from the Hausdorff 1-measures on
B′ and L. It follows easily from (3) that µ is roughly comparable to H2
on B′ × L, i.e., there exists a constant C ≥ 1 such that for any Borel
set E in B′ × L we have
(5)
1
C
H2(E) ≤ µ(E) ≤ C · H2(E).
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Now, for any x ∈ B′, ∫
γx
ρ ds ≥ 1.
Using the Cauchy–Schwarz inequality and the fact that the length of
each γx is one, we obtain ∫
γx
ρ2ds ≥ 1.
Integrating over x ∈ B′ gives∫
B′
(∫
γx
ρ2ds
)
dx ≥ 1.
Applying Fubini’s theorem we obtain∫
B′×L
ρ2dµ ≥ 1.
This inequality combined with (5) now gives∫
S2
ρ2dH2 ≥ 1
C
.
Since ρ is an arbitrary admissible mass distribution, we conclude that
mod(Γ) ≥ 1/C. 
Lemma 4.3. Let f : S2 → S2, or f : DS2 → DS2, be a quasisymmetric
embedding. Then the image f(S2), or f(DS2), is Ahlfors 2-regular.
Proof. As before, we only treat the case of S2. A proof for DS2 follows
the same lines with minor modifications.
We need to show that there exists C ≥ 1 such that
r2/C ≤ H2(B(p˜, r)) ≤ C · r2
for all p˜ ∈ f(S2) and 0 < r ≤ diam(f(S2)), where B(p˜, r) denotes
the ball in (f(S2), dS2). The upper bound follows immediately because
S2 is Ahlfors 2-regular. Assume for contradiction that there exists a
sequence (p˜n), p˜n ∈ f(S2), and a sequence (r˜n), 0 < r˜n ≤ diam(f(S2)),
such that for the ball B(p˜n, r˜n) in (f(S2), dS2) we have
(6)
H2(B(p˜n, r˜n))
r˜2n
→ 0 as n→∞.
Let B˜n denote the ball B(p˜n, r˜n) in the metric space(
f(S2),
1
r˜n
dS2
)
.
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This ball has radius one and the limit in (6) gives
H2(B˜n)→ 0 as n→∞.
Let Bn denote the set f
−1(B(p˜n, r˜n)) in the metric space(
S2,
1
rn
dS2
)
,
where rn > 0 is chosen so that the diameter of Bn is one. We denote
by fn the map f between the rescaled spaces.
Since f is quasisymmetric, say with a distortion function η, and
pre- or post-compositions with scalings do not change the distortion
function, fn is η-quasisymmetric. Thus, there is a constant M > 1,
independent of n, such that
B(pn, 1/M) ⊆ Bn ⊆ B(pn,M),
where pn = f
−1(p˜n).
By Lemma 2.2, there exist c > 0 and qn ∈ pi(S2) such that
(7) B(qn, c/M) ⊆ pi(B(pn, 1/M)).
Let S be a copy of S2 contained in B(pn, 1/M) and having the maximal
diameter. By (7), the side length of the outer square of S is at least
δ > 0 that is independent of n. Let Γn be the family of all vertical
curves in S that connect the top and the bottom sides of the outer
square of S. The diameter of each γ in Γn is at least δ. In addition,
by Lemma 4.2 and by the obvious fact that the modulus is invariant
under scalings we have mod(Γn) = σ > 0, where σ is independent of n.
Let Γ˜n = fn(Γn). Since all fn are η-quasisymmetric with the same η,
the diameter of Bn is one and the radius of B˜n is one, Proposition 10.8
in [11] implies that there exists δ˜ > 0, independent of n, such that for
every γ ∈ Γn the image γ˜ = fn(γ) has the diameter at least δ˜.
The proof now follows the lines of that of Theorem 15.10 in [11].
Let  > 0 and let n be chosen so that H2(B˜n) < . We fix a disjoint
collection of balls (B˜′i), B˜
′
i = B(p˜
′
i, s˜
′
i), in B˜n such that the collection
(5B˜′i) covers B˜n and ∑
i
(s˜′i)
2 < .
This is possible by Theorem 1.2 in [11]. Since fn is η-quasisymmetric,
there exists H ≥ 1, independent of n and i, and a collection of balls
(B′i), B
′
i = B(p
′
i, s
′
i), such that
B′i ⊆ f−1n (B˜′i) ⊆ f−1n (5B˜′i) ⊆ HB′i.
By choosing  small enough, we may and will assume that 4H · s′i < δ.
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Now we consider a mass distribution ρ on Bn defined by
ρ =
∑
i
10s˜′i
Hδ˜s′i
χ2HB′i .
Let γ ∈ Γn and let i be an index such that
fn(γ) ∩ (5B˜′i) 6= ∅.
Then γ ∩HB′i 6= ∅, and since
diam(γ) ≥ δ > 4H · s′i ≥ diam(2HB′i),
the curve γ cannot be completely contained in 2HB′i. This gives
length(γ ∩ 2HB′i) ≥ H · s′i.
Therefore, ∫
γ
ρ ds =
∑
i
10s˜′i
Hδ˜s′i
length(γ ∩ 2HB′i)
≥ 1
δ˜
∑
i : fn(γ)∩(5B˜′i)6=∅
10s˜′i
≥ 1
δ˜
diam(fn(γ)) ≥ 1.
Now, using Lemma 4.1, we obtain
mod(Γn) ≤
∫
Bn
ρ2dH2
=
∫
Bn
(∑
i
10s˜′i
Hδ˜s′i
χ2HB′i
)2
dH2
≤ C
∫
Bn
(∑
i
10s˜′i
Hδ˜s′i
χB′i
)2
dH2
≤ C
∑
i
(10s˜′i)
2
(Hδ˜s′i)2
(s′i)
2
=
100 · C
(Hδ˜)2
∑
i
(s˜′i)
2 <
100 · C
(Hδ˜)2
.
This contradicts the fact that mod(Γn) = σ. 
Corollary 4.4. Every quasisymmetric embedding f of S2 or DS2 into
itself takes every vertical curve to a vertical curve.
Proof. Let Γv→nv be the curve family in S2 or DS2 that consists of ver-
tical curves mapped by f to non-vertical curves. If Γv→nv were a non-
empty family, then Corollary 3.2 would imply that mod(f(Γv→nv)) = 0.
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By Lemma 4.3, f(S2), or f(DS2), is Ahlfors 2-regular, and therefore f
quasi-preserves the 2-modulus as defined in (4), see [17]. We conclude
that the 2-modulus of Γv→nv is zero as well. Combined with the proof
of Lemma 4.2, this implies that for almost every x in B ⊂ S2 ⊂ DS2,
any vertical curve that contains x is mapped to a vertical curve. This
readily implies that every vertical curve in S2 or DS2 is mapped by f
to a vertical curve, i.e., Γv→nv is, in fact, empty. 
5. Co-Hopfian property
Here we finish the proof of Theorem 1.2, and hence Theorem 1.1, by
proving the following theorem. A vertical curve in DS2 is called closed
if it is homeomorphic to a circle.
Theorem 5.1. The Sierpin´ski carpet DS2 with the path metric is qua-
sisymmetrically co-Hopfian.
Proof. Let f be a quasisymmetric embedding of DS2 into itself and let
Γv be the family of all closed vertical curves in DS2. By Corollary 4.4,
f maps Γv to a family of vertical curves, and they must be closed since
f is a continuous embedding. A closed vertical curve that intersects the
slits of DS2 of the largest diameter (which is 1/2) must be mapped by
f to a curve with the same property because these are the only closed
vertical curves that intersect only two of the slits of DS2. There are
four such curves and f permutes them. Likewise, f permutes closed
vertical curves that intersect slits of diameter 1/4 and so forth. Since
slits are dense in DS2, the map f is onto. 
6. Quasisymmetry groups
In this section we give full descriptions of the quasisymmetry groups
of S2 and DS2. This section was added in the revised version of the
paper after the question of describing these groups had been raised by
Mario Bonk and the anonymous referee.
As before, we denote the left, right, top, and bottom sides of the
outer square of S2 by L,R, T , and B, respectively. Slightly abusing the
notation, we use the same letters to denote the corresponding subsets
of the double DS2. Every slit s of S2 or DS2 has two distinguished
points on it: one closest to T and the other to B. We refer to them as
the top-most and the bottom-most points of the slit s.
Theorem 6.1. The group of quasisymmetric self-maps of S2 is the
group of isometries of S2, that is the finite dihedral group D2 consisting
of four elements (it is isomorphic to Z2 × Z2).
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Proof. Let Rr denote the rotation of S2 induced by the rotation of
the plane by 180◦, and let Rv and Rh denote the reflections of S2 in-
duced by the reflections of the plane with respect to {x = 1/2} and
{y = 1/2}, respectively. It is clear that Rr, Rv, Rh are isometries of
S2, that Rh = Rr ◦ Rv, and that these elements generate the dihedral
group D2. According to Corollary 4.4, every quasisymmetry f takes
vertical curves to vertical curves. This readily implies that f takes slits
to slits and the outer square is fixed setwise. Moreover, if {v1, v2, v3, v4}
is the ordered set of the four vertices of the outer square starting from
the top left and moving clockwise, then f either leaves this set point-
wise fixed or maps it to one of the following ordered configurations:
{v3, v4, v1, v2}, {v2, v1, v4, v3}, {v4, v3, v2, v1}. By composing f with one
of Rr, Rv, Rh if needed, it is enough to show that if the set of vertices
of the outer square is fixed pointwise by f , then f is the identity.
Assuming that f fixes the set of vertices of the outer square point-
wise, we conclude that f preserves each of L,R, T , and B setwise and
is an orientation preserving homeomorphism when restricted to each of
these sets. The proof of Theorem 5.1 shows that every vertical curve
that connects T to B and intersects slits of diamater 1/2n gets mapped
onto a curve of the same type. Moreover, since the restriction of f onto
T and B preserves the orientations, each such curve is mapped onto a
vertical curve with the same endpoints on T and B. This implies that
the top-most and the bottom-most points of every slit are fixed points
of f . From the construction of S2 it follows that the set of such points
is dense in S2, and since f is continuous, it must be the identity. 
Lemma 6.2. The group of isometries of DS2 is isomorphic to (Z2)3.
Proof. Let f be an isometry of DS2. According to Corollary 4.4, f
maps every vertical curve to a vertical curve. The vertical curves L
and R are distinguished in the sense that they are not contained in
closed vertical curves. Thus, the union L∪R is setwise fixed by f and
the set of the endpoints of L and R is mapped to itself. Also, since f
is an isometry and T and B are clearly geodesics, we have that f fixes
T ∪B, and again the endpoints of T and B go to the endpoints. There-
fore, as in the case of S2 above, if {v1, v2, v3, v4} is the ordered set of the
four vertices of the outer square as in Theorem 6.1, the map f either
leaves this set pointwise fixed or maps it to one of the following config-
urations: {v3, v4, v1, v2}, {v2, v1, v4, v3}, {v4, v3, v2, v1}. The isometries
Rr, Rv, Rh of S2 defined in Theorem 6.1 extend in a natural way to
isometries of DS2, and we denote them also by Rr, Rv, Rh. By possi-
bly composing f with one of these maps, we may assume that f fixes
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the set {v1, v2, v3, v4} pointwise, and therefore fixes each of L,R, T,B
setwise.
This leaves two possibilities: either each of the copies, the front and
the back, of S2 in DS2 stays setwise fixed, or they interchange. There
is an isometry Rfb of DS2 that fixes L ∪ R ∪ T ∪ B pointwise and
interchanges these two copies. By composing the map f with such
an isometry if needed, we may assume that f leaves each of the two
copies of S2 in DS2 setwise fixed. Now we may apply Theorem 6.1 to f
restricted to the front and the back copies to conclude that f must be
the identity. Therefore, the group of isometries of DS2 is generated by
Rr, Rv, and Rfb. It follows immediately that this group is isomorphic
to Z2 × Z2 × Z2. 
To describe the group of quasisymmetric self-maps of DS2 we need
to introduce an auxiliary group. Let L be the additive group of real-
valued Lipschitz functions h on [0, 1] such that h(0) = 0, h(1) is an
integer, and if k/2n, n ∈ N, k = 1, . . . , 2n − 1, is a reduced dyadic
number, then
h
(
k
2n
)
=
2l
2n
for some l ∈ Z depending on n and k. Here a dyadic number k/2n is
reduced if k is odd. It is immediate that L is an abelian group. This
group is uncountable. Indeed, let h0 be a real-valued function on [0, 1]
defined by
h0(t) =
{
0, for 0 ≤ t ≤ 1/2
1
2
− 2|t− 3
4
|, for 1/2 ≤ t ≤ 1.
It is clear that h0 is 2-Lipschitz and an elementary calculation shows
that h0 is in L. The map h0 extends by 0 to a continuous function on
the whole real line. Now define a family of functions h by the formula
h(t) =
∞∑
m=0
m
1
2m
h0(2
mt), t ∈ [0, 1],
where each m is equal to either 0 or 1. The support of h0(2
mt)
is [1/2m+1, 1/2m], and therefore the series converges to a 2-Lipschitz
function with h(0) = h(1) = 0. If k/2
n is a reduced dyadic num-
ber in [0, 1], there exists a unique m ∈ N ∪ {0} such that k/2n ∈
(1/2m+1, 1/2m]. Therefore,
h(k/2
n) =
mh0
(
2mk
2n
)
2m
=
m
2l
2n−m
2m
=
2lm
2n
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for some integer l. Thus, each h is an element of L, and hence L is
uncountable.
Each closed vertical curve γ in DS2 can be given an orientation so
that when one moves along γ on the front copy of S2 inDS2 the distance
from B increases, and on the back copy it decreases. Intuitively, when
one moves along γ in the direction it is oriented, L always “stays on
the left”. We say that a quasisymmetric map f of DS2 is a rotation on
a closed vertical curve γ if it maps γ locally isometrically onto a closed
vertical curve preserving the orientation. Note that we do not require
f to preserve γ.
Theorem 6.3. The group QS of quasisymmetric self-maps of DS2
coincides with the group of bi-Lipschitz self-maps of DS2 and is the
semidirect product I n V, where I and V are the following subgroups.
The subgroup I is the group of isometries of DS2 and therefore it is
isomorphic to (Z2)3. The subgroup V is the group of all quasisymmetric
self-maps that are the identity on L, coincide with isometries when
restricted to R, and are rotations on every closed vertical curve. The
group V is isomorphic to L, and thus it is abelian and uncountable.
Proof. Let f be an arbitrary quasisymmetric self-map of DS2. As in
the proof of Lemma 6.2, Corollary 4.4 gives that f takes every vertical
curve to a vertical curve and, in particular, L ∪ R is setwise fixed. By
post-composing f with an isometry of DS2 we may therefore assume
that L is setwise fixed and its endpoints are fixed points.
From continuity of f it follows that f either simultaneously preserves
or simultaneously reverses the orientations of closed vertical curves. In
the latter case we can post-compose f with Rfb and therefore we may
assume that f restricted to every closed vertical curve is an orientation
preserving homeomorphism. We will show that such f must be an
element of V .
The map f cannot interchange the “order” of closed vertical curves,
namely if γ1 and γ2 are two vertical curves so that the distance from
γ1 to L is less than the distance from γ2 to L, then the same holds for
f(γ1) and f(γ2). Indeed, if this were not true, there would be a vertical
curve γ in DS2 so that the curve f(B) would intersect γ at at least
two points. This is clearly impossible since vertical curves go to vertical
curves under f and also under its inverse. Combining this monotonicity
with counting the number of slits that closed vertical curves intersect
as in the proof of Theorem 5.1, we conclude that f maps every closed
vertical curve γ that intersects a slit of DS2 to a closed vertical curve
γ′ such that pi(γ) = pi(γ′). This implies that f preserves the distances
between any two nearby slits that intersect a closed vertical curve. The
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continuity of f also gives that f takes every closed vertical curve γ to
a closed vertical curve γ′ with pi(γ) = pi(γ′).
If γ is any vertical curve that does not intersect any slits and p, q are
two nearby points on γ, then there exists a sequence of closed vertical
curves γn that do intersect slits of DS2 and such that γn contains a pair
of points pn, qn with dDS2(p, pn), dDS2(q, qn)→ 0 as n→∞. Moreover,
the diameters of the slits intersecting γn must go to zero and the points
pn and qn may be chosen to be, say, the bottom-most points of the
slits. Since dDS2(pn, qn) = dDS2(f(pn), f(qn)), taking the limit shows
that dDS2(p, q) = dDS2(f(p), f(q)), i.e., f is a local isometry on every
vertical curve that does not intersect any slits. The same argument
shows that if γ is any closed vertical curve and p, q ∈ γ are two nearby
points that either both do not lie on any slit, or belong to the same
slit, then dDS2(p, q) = dDS2(f(p), f(q)). Every closed vertical curve γ
is locally a geodesic, and if it intersects slits of DS2, then it can be
partitioned into finitely many subcurves such that each such subcurve
either does not intersect a slit or is completely contained in one. Since
f restricted to every such subcurve is an isometry, f is a local isometry
when restricted to every vertical curve. Thus, f is an isometry on L,R,
and its restriction to every closed vertical curve is a rotation since f is
an orientation preserving map on every such curve. Since f fixes the
endpoints of L, it is the identity on it.
From the description of its elements, it is clear that V is a normal
subgroup of QS. To show that QS = I n V , it remains to show that
I ∩ V is trivial. If g is an isometry of DS2 that is the identity on
L, the proof of Lemma 6.2 shows that g is either the identity or Rfb.
However, Rfb changes the orientation of every closed vertical curve and
we conclude that I ∩ V consists of the identity. To finish the proof of
the theorem we need to show that every quasisymmetry of DS2 is bi-
Lipschitz and V is isomorphic to L. To do this, it is enough to show
the latter and that every element of V is bi-Lipschitz.
Let D˜S2 denote the space obtained from the infinite sequence
(S2(k))k∈Z of copies of S2 by gluing the top side T (k) of the outer
square of S2(k) to the bottom side B(k + 1) of the outer square of
S2(k + 1) using an isometry. We endow D˜S2 with the path metric d
induced from that on S2. Let α be a locally isometric map of D˜S2
onto DS2 so that S2(k) gets mapped isometrically onto the front or
the back copy of S2 in DS2 depending on whether k is even or odd.
The projection pi of S2 onto Q¯0 induces a 1-Lipschitz map p˜i of D˜S2
onto the infinite strip V = {(x, y) ∈ R2 : 0 ≤ x ≤ 1}. We assume that
p˜i(B(0)) = {(x, 0) ∈ R2 : 0 ≤ x ≤ 1}.
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Let f be an element of V . Such a map clearly lifts to D˜S2, i.e., there
exists a homeomorphism f˜ of D˜S2 with f ◦α = α ◦ f˜ . We may assume
that f˜ is the identity on the left side L(0) of S2(0). Let i˜ denote the
isometry of [0, 1] onto the bottom side B(0) of the outer square of S2(0)
so that for the isometry i = α ◦ i˜ from [0, 1] to B we have i(0) ∈ L and
i(1) ∈ R. The properties of f then readily imply that the map h given
by
t 7→ Im(p˜i ◦ f˜ ◦ i˜(t)),
where Im denotes the projection of the plane R2 onto the second coor-
dinate, is a well-defined real-valued continuous function on [0, 1].
We claim that h is in L. First, assume for contradiction that h is
not Lipschitz. Then there exist two sequences (xn) and (yn) in [0, 1]
such that xn 6= yn for every n ∈ N and
(8)
|h(xn)− h(yn)|
|xn − yn| → ∞
as n → ∞. Since h is a continuous function on the closed interval
[0, 1], we may assume that (xn) and (yn) are convergent sequences and
|xn − yn| → 0 as n→∞. Let pn ∈ DS2 be such that it belongs to the
same closed vertical curve as i(xn) and the distance between pn and
i(xn) is equal to |xn − yn|. Since f is quasisymmetric, there exists a
homeomorphism η : [0,∞)→ [0,∞), such that
(9)
dDS2(f(i(xn)), f(i(yn)))
dDS2(f(i(xn)), f(pn))
≤ η
(
dDS2(i(xn), i(yn))
dDS2(i(xn), pn)
)
, n ∈ N.
Because i is an isometry, we get dDS2(i(xn), i(yn)) = |xn−yn|, and from
the choice of pn we also have dDS2(i(xn), pn) = |xn − yn|. Also, since f
is a local isometry on every closed vertical curve,
dDS2(f(i(xn)), f(pn)) = dDS2(i(xn), pn) = |xn − yn|.
The map α is a local isometry, and thus
dDS2(f(i(xn)), f(i(yn))) = d(f˜ (˜i(xn)), f˜ (˜i(yn))).
Therefore, Inequality (9) reduces to
(10)
d(f˜ (˜i(xn)), f˜ (˜i(yn)))
|xn − yn| ≤ η(1).
The map Im ◦p˜i is however 1-Lipschitz, and thus
(11) |h(xn)− h(yn)| ≤ d(f˜ (˜i(xn)), f˜ (˜i(yn))).
Combining (8), (10), and (11), we obtain a contradiction proving that
h is Lipschitz. Because f is the identity on L and an isometry on R,
we obtain that h(0) = 0 and h(1) is an integer. Let now k/2n be an
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arbitrary reduced dyadic number. By the definition of DS2, a closed
vertical curve that contains i(k/2n) intersects slits of diameter 1/2n
and these slits are the distance 1/2n apart. Since slits intersecting
a closed vertical curve have to go under f to the slits intersecting the
same curve, we conclude that f˜ moves i˜(k/2n) the distance of an integer
multiple of 2/2n, and thus obtain that h(k/2n) = 2l/2n for some integer
l. This finishes the proof that h is an element of L.
An isomorphism from V to L is given by
f 7→ Im(p˜i ◦ f˜ ◦ i˜).
The fact that it is an injective homomorphism is immediate and it
remains to check that it is onto. Let h be an element of L and define
f ∈ V as follows. Since h(k/2n) = 2l/2n for every reduced dyadic
number k/2n and some integer l, the map H of V given by H(x, y) =
(x, y + h(x)) lifts to a homeomorphism f˜ of D˜S2 such that h(t) =
Im(p˜i ◦ f˜ ◦ i˜(t)). The map f˜ clearly descends to a homeomorphism f
of DS2, which is a rotation when restricted to every closed vertical
curve. Since h(0) = 0, the map f is the identity on L, and since h(1)
is an integer, f is an isometry on R. It remains to show that f is
bi-Lipschitz.
Suppose that h is C-Lipschitz, let p and q be any two points in DS2,
and let γ be a shortest curve connecting them. Then dDS2(f(p), f(q))
is at most the length of f(γ). Let γ˜ and γ˜f denote lifts in D˜S2 under
the map α of γ and f(γ), respectively. The lengths of γ and f(γ) are
the Euclidean lengths of p˜i(γ˜) and p˜i(γ˜f ), respectively, since the metric
dDS2 on DS2 is the path metric induced by the Euclidean metric in the
plane. Now, if p˜i(γ˜(t)) = (x(t), y(t)), then
p˜i(γ˜f (t)) = (x(t), y(t) + h(x(t))),
and thus the Euclidean length of p˜i(γ˜f ) is at most
√
2(1 +C) times the
Euclidean length of p˜i(γ˜). Therefore, d(f(p), f(q)) ≤ √2(1 +C)d(p, q),
i.e., f is
√
2(1 + C)-Lipschitz. The same argument shows that f−1 is
also
√
2(1 + C)-Lipschitz and the theorem follows. 
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