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Abstract 
Diffuse Optical Tomography (DOT) is a near infrared (NIR) light based imaging modality 
which measures light propagation through the subject, recovers small changes in optical 
properties based on the measured data and reconstructs brain activations based on the 
recovered changes.  Compared to other imaging modalities, DOT is a non-ionizing and non-
invasive imaging approach with portable and low-cost imaging systems that can be applied to 
hospitalised patients and infants. The recovery approach of DOT is divided into two steps: 
generation of a forward model which simulates light propagation in the subject and an inverse 
processing of the forward model for parameter-recovery. The forward model is normally 
generated based on subject-specific structural information obtained from other imaging 
modalities such as Magnetic resonance imaging (MRI). Registered-atlas based subject models 
are acceptable alternatives when subject-specific models are not available. Accuracy of atlas-
based forward models are directly affected by the accuracy of the registration.  
In this work, a number of landmark-based rigid registration methods are quantitatively 
evaluated and compared based on multiple subjects in geometrical accuracy of the registration 
result, accuracy of light propagation approximation and recovery accuracy of the brain 
activations. Since geometrical accuracy of the same subject with the same registration varies 
in different brain regions, accuracy of the forward model is not distributed uniformly. In this 
work, landmark-based rigid registration methods are also quantitatively evaluated and 
compared based on the whole head and localized head regions of the subjects. The most 
suitable registration methods are selected for the whole head and some specific head regions 
based on accuracy and efficiency. Registration method based on 19 landmarks from the EEG 
10/20 system and non-iterative Point to Point algorithms (EEG 19 nP2P registration) is the 
  
most suitable registration method for recovery of whole cortex activation, and the registration 
method based on the four external anatomical landmarks (Basic-4 landmark registration) is 
the most suitable registration method for recovery of focal activations in the visual cortex. A 
selection criteria for the most suitable registration methods based on the functional brain 
regions involved is also defined. Besides the recovery accuracy, efficiency of the recovery 
process is another popular research areas in DOT brain imaging. For a typical head mesh with 
~235000 nodes and ~3500 source and detector pairs, generation of light propagation model 
takes ~3 hours. In previous studies, efficiency of the recovery process was improved by 
modification of the inverse process. In this work, a modified generation approach of the light 
propagation approximation is designed based on a reduced sensitivity matrix and 
parallelisation process. The modified generation approach is evaluated based on a number of 
subject meshes with different nodes intensity. Compared to conventional approach, it 
improves the storage efficiency by >1000% and time efficiency by ~400%. The modified 
generation approach contributes to the real-time DOT brain imaging. Based on this approach, 
the brain activation recovery of DOT can be processed on a computer without large memory 
requirements such as a normal laptop which is more suitable for a portable system.   
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CHAPTER 1: INTRODUCTION  
Diffuse Optical Tomography (DOT) is a near infra-red (NIR) light based imaging 
technique which recovers optical properties by monitoring light transmission through the 
subject. When exposed to NIR light (wavelengths between ~650nm and ~900nm), 
physiologically interesting molecules such as oxygenated haemoglobin and deoxygenated 
haemoglobin have characteristic absorption and scattering spectra. Therefore, near infra-red 
(NIR) light based imaging technique also known as diffuse optical imaging can be used to 
monitor tissue chromophores such as oxygenated haemoglobin and deoxygenated 
haemoglobin in different tissue regions. Near-infrared spectroscopy (NIRS) measures the 
hemodynamics and oxidative metabolism in different tissue regions such as muscles and brain 
cortex to monitor the activation in these tissue areas. Diffuse optical topography (2D) and 
diffuse optical tomography (3D) images reconstruct spatial maps of the tissue chromophores 
based on NIR light. Beside recovery of absolute value, small change in the tissue 
chromophores can also be recovered based on NIR light. Functional NIRS (fNIRS) monitors 
activations in human brain by measuring changes in the tissue hemodynamics and oxidative 
metabolism in the cortex area. Functional DOT also recovers small changes in tissue 
chromophores by monitoring changes in the measured NIR data during brain activation.  DOT 
is a non-ionizing and non-invasive 3D imaging approach with portable and low cost imaging 
systems that can be applied to hospitalised patients [1, 2] and infants [3]. DOT brain imaging 
has been applied to recovery of functional brain activations in the subject [4, 5] during 
stimulation or resting state [6, 7]. 
 The recovery process of DOT is divided into two steps: generation of a forward model, 
and inverse processing of the measured data [8]. The forward model simulates propagation of 
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near-infrared light through the subject based on the distribution of optical properties within 
the subject. A subject-specific forward model is generated based on anatomical structures of 
different tissue regions in the subject and their optical properties such as absorption 
coefficient and scatter coefficient [9, 10]. The anatomical structure of the subject is normally 
obtained based on other imaging modalities such as MRI. When the subject-specific 
information is not available, a registered atlas-based subject model has been used as an 
alternative [9, 11]. Accuracy of the atlas based forward model and its effect on accuracy of 
recovery is one of the main research areas in the study of atlas-based DOT. 
Functional brain activation of a simple stimulation normally appears in the related cortex 
regions. For example, brain activations during visual stimulations are mainly located in the 
visual cortex. However, it has been proved that complex tasks such as the hierarchical 
language tasks affect multiple brain regions [12, 13]. Functional connectivity brain imaging is 
focused on the correlation between diverse brain regions and mapping of the functional 
networks [14-16]. Therefore, recovery accuracy of specific regions and the whole cortex are 
both investigated in neuroimaging studies. For atlas-based DOT recovery, accuracy 
distribution of the forward model for the whole cortex is worth investigating. 
Another main issue in DOT brain recovery is the processing efficiency. Recovery of brain 
activation in DOT imaging can be extremely time-consuming. The recovery process of brain 
activation of an adult human takes several hours. Designing an efficient recovery process that 
recovers the whole cortex activation within 45 minutes is one of the popular research areas in 
the study of DOT recovery. 
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1.1.  Motivation 
Generation of the forward model which simulates the light propagation is one of the main 
processes in DOT recovery. Several different models have been applied to the generation 
process, and numerical models such as the finite element model are one of the most 
commonly used forward models for complex subject such as human brain. The numerical 
model divides the subject volume into small elements with linearly varying optical properties 
in each element, and propagation of NIR light is simulated based on each element. The optical 
properties vary for different tissue types in the human brain; for example, the reduced 
scattering coefficient for the gray matter is between 20 and 30 per cm and for the white matter 
is between 70 and 120 per cm [17]. To ensure the accuracy of the approximation in areas with 
fine structure such as the cortex surface, layered masks from different tissue regions such as 
skull, gray matter and white matter are used in the generation of the forward model. The 
layered masks are generated from tissue classification of the subject. The accuracy of the 
tissue classification has a direct influence on accuracy of the layered masks. Normally, subject 
specific tissue classification is generated based on imaging data of the same subject from 
other imaging modalities such as head MRI. However, this approach requires additional brain 
imaging modalities which increase the cost of DOT brain imaging and are not always 
available. An alternative approach is generating the tissue classification based on a general 
atlas [18, 19] which is a series of maps containing structural information from the general 
population. The atlas-based subject model is created based on registration between the atlas 
and the subject. Accuracy of the registered atlas-based forward model affects recovery 
accuracy, and is hence worth investigating. 
Different registration methods have been designed for the registration between the atlas 
head model and subject head model based on different similarity measurement or 
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transformation model. Based on similarity measurement, the registration methods are divided 
into feature-based registration and image intensity-based registration. Based on the 
transformation model, the registration methods are divided into rigid registration and non-
rigid registration. For all of the registration methods, the geometrical accuracy of the 
registered model is not necessarily distributed uniformly in the whole head. For example, the 
accuracy distribution of the landmark-based registration is affected by the position and 
density of the landmarks. Accuracies of the forward model in different brain regions as well 
as the whole head are worth investigating. 
Alongside the recovery accuracy, the efficiency of the recovery process is another popular 
research area in DOT brain imaging [20, 21]. To achieve a satisfactory resolution for recovery 
of brain activations, high-density DOT is used in brain imaging. Moreover, the human head, 
especially the adult head, is a relatively large volume with complex fine internal structure. 
Therefore, the conventional recovery process of brain activation based on DOT is extremely 
time-consuming and the recovery of whole cortex activation can take ~3 hours to generate. 
Designing an efficient calculation approach for either the generation of the forward model or 
its inverse process can improve efficiency of the DOT recovery of brain activations. 
1.2.  Goals and Contributions  
Three problems are addressed in this work: 1) finding the most suitable registration 
method for atlas based DOT of a specific cortex region; 2) determining whether the most 
suitable registration method varies based on region of interest (ROI); and 3) designing an 
efficient recovery approach for DOT recovery. Solving the first problem requires quantitative 
evaluation and comparison of different registration methods based on registration accuracy, 
process efficiency and recovery accuracy for atlas-based DOT recovery in a specific brain 
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region and selection of the most suitable registration method. Solving the second problem 
requires determination of a single most suitable registration method for all brain regions, or 
proving the most suitable registration variations for different brain regions and designing a 
region of interest (ROI) based registration method selection approach. Solving the third 
problem requires design of an efficient DOT recovery approach which can recover the brain 
activation of the whole cortex within 45 minutes. 
Previous studies about the registration methods for atlas-based DOT recovery have 
focused on evaluation of a single registration method, the comparison between different non-
rigid registration method [22] or comparisons between non-rigid registration methods and a 
rigid registration method [10].  The evaluations in these studies are only based on the 
geometrical accuracy of the registration result and accuracy of the recovery results. In this 
work, multiple rigid registration methods with different landmark systems and different 
optimization approaches are designed, evaluated and compared. Geometrical accuracy of the 
registration result, accuracy of light propagation approximation and the recovery accuracy are 
analysed for each registration method. The result of this work demonstrates the relationship 
between these three quantities and the most suitable registration method for a specific cortex 
region is selected for further use.  
Previous studies have investigated atlas-based DOT recovery of localized brain activities 
in different cortex regions [3, 23, 24]. However, evaluation and comparison of multiple 
registration methods in different brain regions across the whole brain is novel in this work. 
Results of this work determine whether location of the ROI should be taken into consideration 
when selecting a registration method for atlas-based DOT recovery. It also provides the most 
suitable rigid registration method for the recovery of whole cortex activation and a selection 
approach for the most suitable registration methods based on ROI. 
6 
 
Previous studies on improving the efficiency of the DOT recovery process are focused on 
modification of the inverse process [20, 21]. Modification of the generation process of light 
propagation approximation based on a modified sensitivity matrix has not yet been 
investigated. Since approximation of the light propagation in the subject only relies on 
structural information of the subject and the position of the sources and detectors, the same 
light propagation approximation can be applied to multiple functional activation recovery of 
the same subject. In this work, a modified generation approach of the light propagation 
approximation is designed to improve time and storage efficiency. It contributes to real-time 
functional brain imaging. Additionally, based on the modified approach, the recovery of DOT 
brain imaging can be processed using a computer without specific memory requirements such 
as a normal laptop which is more suitable for a portable system. 
1.3. Outline of the thesis  
In this work, the most suitable registration method for atlas based DOT of a certain cortex 
region are studied and selected based on detailed quantitative evaluation. For the focal 
activations in the visual cortex and temporal cortex, the basic-4 landmark based registration 
method among different registration methods is shown to be the most efficient registration 
method. It is shown that the most suitable registration method varies based on region of 
interest (ROI) and the EEG19 landmark with non-iterative point to point (nP2P) registration 
method is the suitable efficient method for the whole cortex activation studies. Moreover, the 
geometrical accuracy of the registration based on the ROI can be used to select the most 
suitable registration method for DOT recovery. Finally, an efficient recovery approach for 
DOT is designed that reduces storage memory by >1000% and the processing time by ~400% 
in the generation of the sensitivity matrix. A fast and user friendly approach to generate a 
layered mesh based on subject MRI data with ~15 minutes process time is also designed.  
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This thesis consists of 9 chapters.  
Chapter 1 (this chapter) is the introduction of the work undertaken.  
Chapter 2 is a review of different neuroimaging modalities and a brief introduction of 
DOT brain imaging and the recovery approach used in this work.  
Chapter 3 is the introduction and comparison of commonly used human brain atlases and 
the atlas used in atlas-based DOT recovery in this work.  
Chapter 4 is the introduction and comparison of commonly used segmentation methods 
for human brain imaging data, and the introduction of a near automatic generation approach 
for layered FEM mesh-based subject MRI.  
Chapter 5 is the introduction and comparison of commonly used registration methods for 
the human head and the registration methods used in this work for atlas-subject registration.  
Chapter 6 is the evaluation of registration methods for atlas-based DOT recovery of visual 
cortex.  
Chapter 7 is the evaluation of registration methods for atlas-based DOT recovery based on 
the whole cortex and multiple brain regions across the whole head.  
Chapter 8 presents an efficient generation process of the light propagation approximation 
based on a reduced sparse sensitivity matrix and parallelisation process.  
Chapter 9 is the summary and conclusion.    
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CHAPTER 2: REVIEW OF NEUROIMAGING MODALITIES 
AND INTRODUCTION OF DOT IMAGING  
The brain is one of the major components of the central nervous system. The average 
human brain contains ~85 billion neurons and the average adult brain weighs ~1400 grams 
[25]. Blood flows in brain regions are regulated to match the metabolic demands over a wide 
range of arterial blood pressure. When a specific area of the brain becomes active, each of the 
neuronal cells in this area creates an electrical membrane potential known as the action 
potential which is then transmitted along the axons in the form of electrical impulses and 
dendrites to the adjacent cell membranes. Each of these action potential signals causes an 
increase in oxygen consumption by the neuronal cells, and generates a proportional increase 
in local blood flows. Therefore, neuronal activation is accompanied by increased regional 
cerebral blood flows, which is also known as the ‘neurovascular coupling effect’.  The 
increase in regional cerebral blood flow and oxygen consumption can be the consequence of 
regional brain activation. Functional brain imaging modalities rely on measures of electrical 
neural responses or vascular responses of the neuronal activation. 
Neuroimaging obtains anatomical structure of the human brain and monitors brain 
activations during stimulations or resting-state. Various imaging modalities have been 
developed for brain imaging. Electrical neural responses of neuronal activities are collected 
by image modalities such as electroencephalography (EEG) and magnetoencephalography 
(MEG) [15, 26]. Vascular responses of brain activations have been recovered by imaging 
modalities such as magnetic resonance imaging (MRI) and diffuse optical imaging (DOI) [27, 
28]. Electrical response based imaging modalities measure the neuronal activities directly 
with millisecond imaging temporal resolution [29], whereas vascular response based imaging 
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modalities measure vascular signals developed a few seconds after the neuronal signal with 
millimetre spatial resolution [30]. With development of the imaging techniques, acquisition 
time and resolution of the images has improved significantly. However, compared to vascular 
responses based imaging modalities, electrical responses based imaging modalities such as 
EEG and MEG still suffer from low spatial resolution [31, 32]. In general, brain imaging is 
classified into two categories: structural imaging and functional imaging [33, 34]. Structural 
imaging obtains absolute value from the images data to recover the anatomical structure of the 
brain. Functional imaging measures small changes in the image data and recovers the brain 
activities during stimulations or resting-state. A brief review of brain imaging modalities and 
introduction of DOT brain imaging recovery are presented in this chapter. 
2.1. Brain imaging modalities 
2.1.1  X-ray imaging and Computerized Tomography 
X-ray imaging [35, 36] is one of the earliest medical imaging modalities which use X-
radiation (X-rays) to image a subject. X-ray is an electromagnetic radiation wave with 
wavelength between 0.01nm and10 nm. High-density tissues such as bone tissue absorb more 
X-rays than tissue with lower density such as the soft tissue, therefore the structure of the 
human skeleton can be obtained from X-ray images. Although X-ray imaging is usually 
applied in the study of bone structure, it also has some application in soft tissue study such as 
the identification of some lung diseases. Since different soft tissues are normally difficult to 
distinguish in X-ray images, it only provides limited structural information in human organs 
such as the brain.  
Computerized Tomography (CT) [35, 37] is the combination of a series of X-ray images 
acquired from different angles. An example of a typical CT system is shown in Figure 2.1. CT 
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imaging process is divided into two steps: first, a series of X-ray images are acquired from 
various angles. Second, these images are combined to reconstruct the 3D structures of the 
subject. Since CT imaging is the combination of X-ray images, it provides limited anatomical 
in the soft tissue region as the X-ray images. 
 
Figure 2.1. A typical micro-CT system with an x-ray source tube, a plain silicon diode detector and a 
rotational stage [38]. 
CT imaging has been applied to clinical situations such as identification of brain injuries 
[39] and guidance of stereotactic brain surgery [40]. An example of a CT image of an adult 
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brain is shown in Figure 2.2. CT imaging of the human brain which provides detailed spatial 
structure of the skull is an ionising process. However, since it has low resolution in soft tissue 
such as the gray matter and white matter, it fails to provide anatomical details in some brain 
regions such as the cortex surface. Additionally, X-ray is an ionizing radiation which is 
harmful to living tissue [41]. It limits application of CT imaging such as repeated imaging.  
 
Figure 2.2.A CT image of an adult human brain (Axial scan) [42]. 
2.1.2  Positron Emission Tomography 
Positron Emission Tomography (PET) [43, 44] is a functional imaging modality which 
detects metabolic responses during stimulation by tracking biologically active compounds and 
their traces in brain regions. In PET image process, a ‘tracer’, which is a biologically active 
molecule containing a radioisotope, is injected into the subject. The radioisotope emits a 
positron during positron emission decay and produces a pair of photons during the 
annihilation with an electron. These gamma photons are then detected by photomultiplier 
tubes (PMTs) used as PET detectors. Different tracers have been used in PET imaging. For 
example, fluorine-18 (F-18) fluorodeoxyglucose (FDG) [43, 45] is a widely used PET tracer 
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for monitoring glucose uptake of tissue regions during brain activation. An example of PET 
brain images are shown in Figure 2.3. 
 
Figure 2.3. PET scans of  two human brains. A is a set of PET scans of a health subject and B is a set of 
PET scans of a subject with Alzheimer’s disease [46]. 
PET imaging is a high resolution functional imaging modality, and it has been used to 
evaluate and monitor progression of brain diseases such as brain tumours [47]. Resolution of 
PET images relies on its tracking of tracer, it have high-sensitivity in recovering functional 
changes but lacks resolving morphology. PET imaging is normally used by combining with 
structural imaging modalities which provide accurate anatomical information for locating the 
functional changes. Combined imaging systems for PET-CT and PET-MRI scanners [48, 49] 
have been designed and an example of a PET-MRI system is shown in Figure 2.4. With the 
development of inter-modality registration, the registered PET-CT images and PET-MRI 
images can be generated without the combined imaging systems. PET images and images 
from structural imaging modalities such as CT and MRI can be acquired sequentially and 
registered afterwards. Moreover, PET imaging exposes the subject to ionizing radiation, 
although the tracer has a relatively short half-life. Compared to other imaging modalities such 
as CT and MRI, PET scans are more expensive.   
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Figure 2.4. A simultaneous PET-MRI system. Upper figure is a schematic diagram of a PET-MRI system. 
The main magnet, Gradient coils and Radiofrequency coils (RF coils) for sending and receiving the signal are 
the key components of the MRI scanner, and a PET scanner is placed inside the MRI scanner. Lower figure is 
the GE PET-MRI system [50]. 
2.1.3  Ultrasound 
Ultrasound (US) imaging [51, 52], also known as sonogram, recovers the internal 
structure of a subject based on analysis of ultrasonic echoes backscattered by internal tissue 
regions. In the US imaging process, ultrasound waves are projected into the region of interest, 
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and US images are reconstructed based on the response times and amplitudes of the ultrasonic 
echoes. Since reflection of ultrasound varies in different tissues, ultrasound imaging can 
recover the internal anatomical structure of the subject. An example of a neonatal cranial 
ultrasound image is shown in Figure 2.5. 
 
 
Figure 2.5. A neonatal cranial ultrasound imaging. Upper figure is a neonatal cranial ultrasound imaging 
system, and lower figure is an ultrasound image of the neonatal brain[53]. 
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Ultrasound imaging is a real-time, portable and low cost imaging modality, and it does not 
involve ionizing radiation. It has been widely used in diagnosis and monitoring procedures in 
obstetric examinations and cranial studies of neonates [54]. However, ultrasound images have 
low spatial resolution especially in deep tissue regions [55, 56] and it is difficult to reconstruct 
structures behind bone and air [56], therefore application of US in imaging of the adult brain 
is limited. 
2.1.4  Magnetic Resonance Imaging  
Magnetic Resonance Imaging (MRI) [57, 58] recovers the internal structure of the subject 
based on the nuclear magnetic resonance (NMR) phenomenon. In a strong magnetic field, a 
nucleus that possesses spin absorbs and re-emits radio frequency energy. The radio frequency 
signal generated in the process is then detected and used to recover the MRI images. The 
hydrogen atoms are the selected nucleus in the MRI, because they are highly sensitive to the 
magnetic field and most biological tissues primarily consist of hydrogen-rich component such 
as water and fat. Since soft tissue such as muscles and brain contains more water than other 
tissues such as bones, soft tissue has a higher contrast in MRI images. MRI has been applied 
in the study of the human brain. An example of MRI imaging system is shown in Figure 2.6. 
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Figure 2.6. An example of MRI systems. Upper figure is a schematic diagram of a MRI system. The main 
magnet, Gradient coils and Radiofrequency coils (RF coils) for sending and receiving the signal are the key 
components of the MRI scanner, and the local receiving coil is used to increase the SNR. Lower figure is the 
Siemens MRI system [50]. 
MRI of the human brain is divided into two categories: structural MRI and functional 
MRI (fMRI) [59, 60]. Structural MRI reconstructs the tissues distributions and anatomical 
structures of the human brain by recovery of absolute image intensity. Functional MRI 
monitors brain activations during stimulation or resting-state by recovery of changes in image 
intensity. fMRI measures brain activity based on a blood oxygenation level-dependent 
(BOLD) contrast [61, 62],which reflects localized changes in brain blood flow and blood 
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oxygenation. Since BOLD signals are coupled to underlying neuronal activity by the 
neurovascular coupling effect, MRI can be used to monitor brain activations. fMRI is the 
most commonly used imaging modality for recovery of brain activations and is often used as 
a reference in the evaluation of other functional imaging modalities [63]. 
MRI is a non-invasive and non-ionising imaging modality and it provides millimetre 
spatial resolution in the whole brain region. Since MRI relies on a strong magnetic field, it 
cannot be applied to subjects with metallic implants such as pacemakers. Additionally, the 
MRI imaging system produces a loud noise during image acquisition, so it may not be 
suitable for experiments based on sedation of the subjects.  
2.1.5  Summary 
Four neuroimaging modalities are introduced in this part, and their advantages and 
disadvantages are listed in table 2.1. 
Table 2.1. Comparison of the four neuroimaging modalities. 
  
There are some limitations in the application of each imaging modality. Because CT and 
US imaging have low resolution in some or all of the brain tissues, they are not suitable for 
quantitative recovery of brain activations for adult subjects. PET imaging is a high cost 
Imaging 
modalities 
Spatial 
resolution 
Temporal 
resolution 
Invasive & 
ionising 
Cost of scan  
CT millimetre hundreds of 
millisecond  
Yes $1200~ $3200 
PET millimetre  second  Yes $3,000~$6,000 
US A few  
millimetres 
dozens  of 
millisecond 
No $100~$1000 
MRI millimetre  second  No $1,200~$4,000 
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imaging technique and it requires structural information from other imaging modalities. It is 
limited for brain analysis involving repeated imaging and long-term monitoring. MRI cannot 
be applied to subjects with metallic implants such as pacemakers. Because of the system 
setting for CT, PET and MRI, they are not portable and are difficult to apply to some patients 
such as those with claustrophobia or extreme obesity problems. Therefore, the development of 
high resolution low cost and portable neuroimaging modalities is necessary.  
2.2. Diffuse optical tomography brain imaging recovery 
2.2.1 Introduction of diffuse optical imaging 
Physiologically interesting molecules such as oxygenated haemoglobin and deoxygenated 
haemoglobin have characteristic absorption and scattering spectra when exposed to light and 
near-infrared light. As shown in figure 2.7, NIR light (wavelengths between ~650nm and 
~900nm) has lower absorption and is therefore suitable for in vivo imaging. DOT uses NIR 
light to recover absolute values or changes in optical properties such as absorption and 
scattering coefficients and to monitor the location and quantities of tissue chromophores such 
as oxygenated haemoglobin, deoxygenated haemoglobin, water, and lipids in the subject [64, 
65]. In diffuse optical imaging , NIR light is injected into the volume of interest from light 
sources such as light-emitting diodes (LEDs) and the fluence of light is measured by detectors 
such as avalanche photo diode (APD) detectors [6, 66]. Light sources and detectors are placed 
on the volume surface within a few centimetres distance. The measured data, also known as 
‘boundary data’, is then analysed based on the inversion of a model of light propagation to 
recover internal information of the subject [7, 13, 67]. Since the NIR spectra contains light 
with wavelengths between 650nm and 900nm, DOT can be processed based on multiple 
wavelengths [5, 68]. The absorption coefficient and scattering coefficient of the subject are 
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recovered in each wavelength, and distributions of tissue chromophores are calculated based 
on the recovered optical properties. 
 
Figure 2.7. absorption coefficient for oxygenated haemoglobin (HbO2), deoxygenated haemoglobin(Hb) 
and water (H2O) [69]. 
Near-infrared spectroscopy (NIRS) measures the hemodynamics and oxidative 
metabolism in different tissue regions such as muscles and brain cortex to monitor the 
activation in these tissue areas. An example of a NIRS system is shown in figure 2.8. 
However, NIRS generally does not record spatial information, which is a clear limitation in 
locating the activation. Diffuse optical imaging also recovers tissue chromophores based on 
NIR light. It is divided into two categories: diffuse optical topography which produces two-
dimensional (2D) images and diffuse optical tomography which produces three-dimensional 
(3D) images. Diffuse optical topography of the human brain measures NIR light propagation 
based on a source and detector pad placed on the surface of the subject and recovers images in 
a plane parallel to the source and detector pad. An example of a diffuse optical topography 
system is shown in figure 2.9. Although diffuse optical topography reconstructs some spatial 
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information about the recovered activations, it provides limited depth information. Therefore, 
the use of diffuse optical imaging is necessary to recover activation in 3D.  
 
Figure 2.8. An example of a NIRS setup. a. Source and detector pad for NIRS of human brain. b. Changes in 
oxy-haemoglobin ([HbO2]), deoxy-haemoglobin ([HHb]) and total haemoglobin ([HbTot]) in brain tissue during 
a cycling exercise [70]. 
 
Figure 2.9 . an example of diffuse optical topography setup. a. Source and detector pad for 
diffuse optical topography. b. Recovered diffuse optical topography images in a finger motion 
experiment [71]. 
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2.2.2 Introduction of DOT 
Diffuse Optical Tomography (DOT) is a three-dimensional NIR-based imaging modality. 
Since DOT is a non-ionizing technique, it can be applied to human subjects continuously over 
several hours and regularly over the course of weeks and months without causing tissue 
damage. Comparing to other imaging modalities such as PET and MRI, DOT can be 
implement as a low cost and portable system constructed using LED light source and 
photodiode detector placed on surface of the subject and their connected optical fibres [13]. It 
can be used in bedside monitoring. Density of the source and detector can affect the imaging 
resolution of DOT [72]. Examples of DOT systems with different source and detector pads 
are shown in Figure 2.10. The source and detector pad is designed based on the region of 
interest in DOT experiments. For example, source and detector pads have been designed to 
monitor brain activations in different cortex regions simultaneously (Figure 2.11). Source and 
detector pads for both single region (chapter 6) and multiple regions (chapter 7) are applied in 
this work. 
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Figure 2.10. DOT systems with different source and detector pads. a. Square Sparse Grid. b. Triangular 
Sparse Grid. c. High-Density Grid. Sources are red squares, detectors are blue circles, and measurements are 
green lines. The effective resolution was defined as the diameter of the circle centred at each target position 
needed to enclose the response [72]. 
 
Figure 2.11. An example of a DOT system for multiple brain regions. a. A high-density 
source and detector pad. Sources are red circles and detectors are blue circles. b. Field of view 
on the cortex surface [73]. 
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DOT imaging has been applied to various subjects such as small animals including rats and 
mice [74] and human organs including breast and brain [7, 67]. It has been used to locate 
tissue anomalies such as a tumour [75, 76] and to recover functional activities such as brain 
activations [7]. Different imaging systems are created for different subjects such as small 
animal imaging [74] and adult brain imaging [13]. The fluorescence and bioluminescence 
image has been introduced to DOT of small animals to increase the imaging sensitivity and 
accuracy [77-79]. Because of the complex anatomical structure and varying optical properties 
in human tissue, DOT reconstruction is challenging for human subjects. However, DOT 
imaging has been applied to recovery of the anatomical structure and functional activities in 
the different human organs, and auxiliary diagnosis tumour or other anomalies in some human 
organs such as in the female breast [67, 80], peripheral muscle [81, 82] and infant brain [3, 
83]. Compared to other imaging modalities such as CT and MRI, DOT can be applied to some 
subjects such as infants and hospitalized patients for long-term monitoring. It therefore 
demonstrates potential for wider clinical applications.  
DOT imaging can recover both absolute optical properties and relative changes in optical 
properties. However, measurement data are affected by noise and error from the imaging 
system and environment. The small changes are recovered based on comparison of two 
measurements, and systematic errors in the model are largely cancelled out in the process. 
Since the absolute values are recovered based on a single measurement, it is more difficult to 
reduce the noise than the relative changes in measurement data. A number of factors have a 
major influence on absolute measurements such as coupling between optical fibres and tissue 
surface, positional uncertainties of sources and detectors, and the complex condition of the 
subject surface such as hair or variation in skin colour. Several studies have been focused on 
absolute image recovery of DOT breast imaging [84, 85]. Based on these studies, recovery 
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errors of the absolute values (∼1%) are larger than the errors of relative changes (∼0.01%) 
[86]. Current DOT studies of the adult brain are focused on recovery of relative changes. In 
this work, DOT imaging of the human brain is used to recover relative changes to analyse 
brain activations. 
One of the first applications of DOT in brain imaging was recovery of the changes in the 
total haemoglobin concentration and oxygenation of the whole brain after a stimulus [87, 88]. 
Since then, DOT imaging has been applied in recovery of human brain activations for infants 
and adults, and this work is focused on DOT imaging recovery for the adult brain. Despite the 
limitations of the NIR imaging technique and the complexity of the human brain, areas of 
brain injury and activated region have been observed. Previous studies of DOT brain imaging 
have investigated identification of brain injuries [89-91] and diagnosis of diseases such as 
hypoxic-ischemic injury [92] and intraventricular haemorrhage [83]. Spontaneous brain 
activation and stimulus based functional activations [14, 93] have also been investigated 
(details in chapter 7).  
2.2.3 Recovery process of DOT 
DOT brain imaging measures propagation of NIR light in the brain and recovers small 
changes in optical properties of different brain regions. The propagation of NIR light in the 
brain is considered as nearly isotropic based on the previous study [94], and the scatter 
coefficient in brain tissue is generally larger than the absorption coefficient. For recovery of 
the absorption coefficient which contains physiological information of the brain activation, a 
reduced scatter coefficient is defined as 𝜇’𝑠 = (1 −  𝑔)𝜇𝑠  where 𝜇𝑠 is the scatter coefficient 
and g is the mean cosine of the scattering phase function and 𝜇’𝑠 is the reduced scatter 
coefficient. DOT recoveres the optical properties based on the measured data and a light 
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propagation approximation model of the subject. The recovery process of DOT is divided into 
two steps: generation of a forward model which simulates the light propagation and inverse 
processing of the forward model. 
2.2.3.1  Forward model in DOT recovery 
The forward model simulates propagation of near-infrared light through the subject based 
on the distribution of optical properties within the subject. Photon transmission in the subject 
obeys the radiative transfer equation (RTE) [95]: 
1
𝑐
𝜕𝐼
𝜕𝑡
+ ?̂? ∙ ∇𝐼(𝒓, 𝑡, ?̂?) + (𝜇𝑎 + 𝜇𝑠)𝐼(𝒓, 𝑡, ?̂?) = 𝜇𝑠 ∫𝑝(?̂?
′, ?̂?)𝐼(𝒓, 𝑡, ?̂?′)𝑑2?̂?′ + 𝑞(𝒓, 𝑡, ?̂?)     𝒓 ∈ 𝛺 
(2.1) 
Where intensity 𝐼(𝑟, 𝑡, ?̂?) is the intensity at the position r in the direction ?̂? at time t. µa and 
µs are the absorption and scattering coefficients, 𝑞(𝑟, 𝑡, ?̂?) is the light source and p is the phase 
function. 
Data acquisition in DOT can be accomplished with time-domain, frequency-domain, and 
continuous wave (CW) (figure 2.12) [96]. Time-domain systems inject picosecond laser 
pulses sequentially into the subject and measure the temporal distribution of the exit photons. 
Comparing to the injected light pulses, the measured light is delayed, broadened and 
attenuated. This imaging system relies on measurement of the temporal point spread function 
to recover the optical parameters of the ROI. The Shimadzu OMM 2001 is a typical time-
domain system for diffuse optical imaging [76]. Since the flight time of the exit photon is 
proportional to the travelled distance, time-domain system with additional temporal 
information has better resolution and depth localization as compared to CW system [97]. 
However, time-domain systems are usually more expensive and have a slower acquisition rate 
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than frequency domain and CW systems. Frequency-domain system projects high-frequency 
light with continuous intensity into the subject and measures the reduction in modulation 
amplitude and phase shift of the detected data. Since the attenuation in amplitude is caused by 
tissue absorption and shift in phase is dependent on the photon pathlength, optical properties 
in the tissue region can be recovered using a frequency domain system. The ISS OxiplexTS is 
a typical frequency-domain system for diffuse optical imaging [76]. Frequency-domain 
systems are less expensive than time-domain systems and still capable of provide some 
temporal information by measuring differential pathlength. Since each measurement in a 
frequency-domain contains information from a single frequency whereas each measurement 
in a time-domain system contains information from all frequencies, frequency-domain 
systems normally require multiple measurements at several frequencies. Continuous wave 
(CW) systems can be considered as a frequency-domain system using light with constant 
amplitude (or modulated at low-frequency) and only measures intensity of the propagated 
light. In CW systems, the scattering remains constant throughout the measurement and the 
changes in light intensity relies on changes of absorption in tissue. The Hitachi ETG-100 
system is a typical CW system for diffuse optical imaging [76]. Although CW systems do not 
record temporal information and cannot recover scattering properties of the tissue, it is the 
least expensive and most compact system among the three systems. A CW system is used in 
all DOT experiments in chapter 6-8. 
 
Figure 2.12. Schematic of the three main types of data acquisition in DOT 
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The diffusion approximation (DA) to the RTE is used in DOT imaging, and time-
dependent diffusion equation [equation 2.2] and frequency-domain diffusion equation 
[equation 2.3] are used depending on the nature of the imaging system. The DA of CW is 
defined as the frequency-domain differential equations with zero frequency [98]. 
𝛿𝛷(𝑟,𝑡)
𝑐𝛿𝑡
− ∇ ∙ 𝛷(𝑟)∇𝜅(𝑟, 𝑡) + μ𝑎(r)𝛷(𝑟, 𝑡) = 𝑞0(𝑟, 𝑡)                           (2.2) 
−∇𝜅(𝑟)∇𝛷(𝑟, 𝜔) + (μ𝑎(r) +
𝑖𝜔
𝑐
)𝛷(𝑟, 𝜔) = 𝑞0(𝑟, 𝑤)                         (2.3) 
where  𝑞0 is the source term, 𝛷(𝑟, 𝜔) is the fluence of NIR light at position r frequency 
𝜔 , 𝛷(𝑟, 𝑡) is the radiance of NIR light at position r time t, 𝜇𝑎 is the absorption property, 𝜅 is 
the diffusion property, 𝜅 =
1
3
(𝜇𝑎 + 𝜇𝑠
′), 𝜇𝑠
′  is the reduced scattering property. 
Since the optical properties change dramatically on the air-tissue boundary and the fluence 
exits the subject without return, the Robin (type 3) boundary condition [99] is used to 
simulate the photon transfer on the edge for the DA. The Robin boundary condition is defined 
as: 
𝛷(𝑟, 𝜔) = 2𝐴𝑛𝜅(𝑟)∇𝛷(𝑟, 𝜔)                                         (2.4) 
where 𝛷(𝑟, 𝜔) is the fluence of NIR light, 𝜅(𝑟) is the diffusion property, A is the relative 
refractive index mismatch between tissue and air. 
A variety of forward models have been employed in brain DOT and they can be classified 
into three categories: analytical models, stochastic models and numerical models [96, 98]. The 
analytical models are based on analytical solutions to the diffusion equation. Since Green’s 
function can be applied to solve the diffusion equation [100], a Green’s function based 
analytical model can be generated. Stochastic models simulate individual photon trajectories 
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through the subject to compute fluence at each position. The Monte Carlo model [101] is a 
typical stochastic model. Finite element model (FEM) [8] is a typical numerical model. It 
divides the subject into finite non-overlapping cells and solves the transport model locally in 
each element. A brief introduction of each category based on an example model is presented 
in this chapter. 
2.2.3.1.1  Analytical models: Green’s function based forward model 
An analytical solution to the diffusion equation [equation 2.5] can be derived by the 
application of the Green's function technique [102] in cases where the geometry of the subject 
has a geometrically simple boundary. 
𝛷(𝑟, 𝑡) = ∫𝑑3𝑟′𝐺(𝑟, 𝑟′)𝑞0(𝑟
′)                                           (2.5) 
Where 𝑞0 is the source term, 𝛷 is the radiance of NIR light, G(r,r’) is the diffusion Green’s 
function: 
[−∇r ∙ κ(r) + 𝜇𝑎(𝑟) − 𝑖𝜔]𝐺(𝑟, 𝑟
′) = 𝛿(𝑟 − 𝑟′)                    (2.5.1) 
where G(r,r’) is the diffusion Green’s function, 𝜇𝑎 is the absorption property, 𝜅 =
1
3
(𝜇𝑎 +
𝜇𝑠
′), 𝜇𝑠
′  is the reduced scattering property.  
Forward models for various homogeneous geometries, such as slabs, cylinders, and 
spheres have been generated based on Green's functions and can be applied to reconstruction 
directly [100]. However, since the analytical solutions heterogeneous and irregularly shaped 
geometries remain scarce, a complex object such as the human brain cannot be neatly 
expressed in an analytical form.  Therefore, the analytical model is not suitable for complex 
object such as the human brain.  
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2.2.3.1.2 Stochastic models:  Monte Carlo based forward model 
The stochastic model also known as statistical model is one of the most commonly used 
forward models for DOT recovery. It generates the fluence at each position in the spatial 
distribution of photon trajectories in the subject. The Monte Carlo (MC) statistical model 
simulates individual photon trajectories according to the posterior probability distribution, 
representing the randomness of each scattering event based on a pseudorandom model. A 
trajectory of individual photons is recorded until the required counting statistics are obtained 
[103, 104]. The MC model is a robust forward model and the accuracy of this model can be 
improved by involving prior information. However, the process of the Monte Carlo model is 
relatively complex and time consuming. It may not be the best forward model generation 
process for brain DOT studies with a large number of subjects. 
2.2.3.1.3 Numerical models: Finite element forward model 
Numerical models approximate the light propagation within tissue based on finite non-
overlapping cells in the subject. It has the potential to model complex geometries as well as 
complex internal heterogeneities. The finite element model (FEM) [8, 105] is the most 
commonly used numerical model for brain imaging. It divides the subject volume into finite 
non-overlapping uniformed elements and the optical properties in each element are consistent. 
The solution of the DA is simulated as: 
Φ(r, t) = ∑ (𝐷𝑖=1 Φ𝑖(𝑡)𝑢𝑖(r))                                             (2.6) 
Where q is the source term, 𝛷 is the fluence of NIR light, u is a set of D-dimensional 
vectors basis functions. The frequency domain DA is approximated as: 
(κ(κ) + C(μ) +
𝐴2
2
+ 𝑖𝜔𝐵)𝛷 = 𝑞0                                        (2.7) 
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Where κ𝑖𝑗 = ∫𝜅(𝑟)∇𝑢𝑖(𝑟)𝑑
𝑛𝑟                                             (2.7.1)      
C𝑖𝑗 = ∫μ𝑎(𝑟)𝑢𝑖(𝑟)𝑢𝑗(𝑟)𝑑
𝑛𝑟                                      (2.7.2)    
  B𝑖𝑗 =
1
𝑐
∫𝑢𝑖(𝑟)𝑢𝑗(𝑟)𝑑
𝑛𝑟                                            (2.7.3) 
The FEM approach consists of two steps: dividing the subject into finite elements and 
simulation of light propagation in each element. It is suitable for highly inhomogeneous 
objects and objects with complex structures such as the human brain. The FEM of the human 
brain is generated based on tissue classification of the subject brain. 
Other numerical models including the finite difference method (FDM), finite volume 
methods (FVM) and boundary element methods (BEM) [96] are also used in DOT studies. 
FDM can be considered as the FEM with uniform elements. In the FDM, the subject is 
divided into finite non-overlapping uniform elements joined at surface or internal nodes. The 
light propagation is simulated in each element. Compared to FEM, DOT reconstruction based 
FDM can be less time-consuming because of uniformity of the elements. However, it can be 
difficult to divide a complex subject such as the human brain into uniform elements without 
losing some fine structural detail.  FVM and BEM describe the optical flux field through its 
integral on the surface of each element. In FVM, the subject is divided into finite non-
overlapping elements joined at vertex nodes. The optical flux at the surfaces of each element 
is calculated by the surface integrals. Although the FVM can applied to irregular subjects 
using unstructured grids, the calculation for surface integrals can be over complex. In BEM, 
the subject is divided by a layered grid and optical flux at the boundary of each layer is 
calculated by the surface integrals. The boundary element method is normally applied to 
subjects with large regions of homogeneous media. 
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2.2.3.2 Inverse method in DOT recovery 
The inverse process in DOT recovery calculates the solution of the DA based on inverse 
processing of the forward model. Various reconstruction methods have been applied in DOT 
recovery such as back-projection methods, perturbation methods and nonlinear optimization 
methods. 
The back projection method [95, 96] projects each of photon detected on the boundary 
through all possible transfer routes back to the light source and creates a probability map for 
the volume. Since this method is highly dependent on a reliable inverse transformation of the 
photon transfer equation, it is challenging especially for subjects with complex structure such 
as the human brain.  
The perturbation methods [95, 96] is the linear optimization approach, which solves the 
DA based on its approximate such as the Taylor series. It requires an initial estimate close to 
the ideal solution. Therefore, it is only used for recovery of small changes of optical 
properties in the subject. The linear optimization method can also be processed based on a 
FEM.  Minimization function for the FEM based linear inverse method is defined as: 
𝜒2 = ∑ (𝛷𝐶𝑎𝑙𝑐𝑖 − 𝛷𝑀𝑒𝑎𝑠𝑖)
2𝑁𝑀
𝑖=1                                                         (2.8) 
where NM is the number of measurements, 𝛷𝐶𝑎𝑙𝑐𝑖 is simulation data and 𝛷𝑀𝑒𝑎𝑠𝑖 is the 
measured data for measurement i. The changes in the optical properties are recovered as: 
∆𝜇 = 𝐽𝑇[𝐽𝐽𝑇]−1∆𝛷                                                                  (2.9) 
where ∆𝜇 = 𝜇 − 𝜇0, 𝜇 = (𝜇𝑎, 𝜅) ,𝜅 =
1
3
(𝜇𝑎 + 𝜇𝑠
′), 𝜇𝑎 is the absorption property , 𝜇𝑠
′  is the 
reduced scattering property.μ0 is an estimate of the parameters.  ∆𝛷 = 𝛷𝐶𝑎𝑙𝑐 − 𝛷𝑀𝑒𝑎𝑠. 𝛷𝐶𝑎𝑙𝑐 
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is simulated data based on the reconstruction and 𝛷𝑀𝑒𝑎𝑠 is the measured data. J is the 
sensitivity matrix: 
J =
[
 
 
 
 
 
 
 
 
 
 
 
𝜕𝑙𝑛𝐼1
𝜕𝜅1
𝜕𝑙𝑛𝐼1
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𝜕𝜅1
𝜕𝜃2
𝜕𝜅1
𝜕𝜃1
𝜕𝜅2
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𝜕𝑙𝑛𝐼1
𝜕𝜅𝑁𝑁
;
𝜕𝜃1
𝜕𝜅𝑁𝑁
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𝜕𝜅𝑁𝑁
;
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⋯
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;
⋮ ⋱ ⋮
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𝜕𝜇𝑎2
⋯
𝜕𝑙𝑛𝐼𝑁𝑀
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               (2.9.1)         
Where 
𝜕𝑙𝑛𝐼𝑖
𝜕𝜅𝑗
 and 
𝜕𝑙𝑛𝐼𝑖
𝜕𝜇𝑎𝑗
 are the matrix elements that define as the change in log of amplitude 
𝐼𝑖 of the i th measurement arising from a small change in 𝜅 and 𝜇𝑎 at the j th reconstructed 
node. 
𝜕𝜃𝑖
𝜕𝜅𝑗
 and 
𝜕𝜃𝑖
𝜕𝜇𝑎𝑗
  are the matrix elements that define as the change in phase 𝜃𝑖 of the i th 
measurement arising from a small change in 𝜅 and 𝜇𝑎 at the j th reconstructed node. NM is the 
number of measurements. NN is the number of nodes. 
Since the inverse process of FEM is under-determined and ill-posed, some artefacts may 
be introduced by the inverse process. Regularization methods such as Tikhonov regularization 
have been applied to the inverse process to reduce errors. Tikhonov regularization [106], also 
known as the Tikhonov–Miller method, is one of the most commonly used regularization 
methods in FEM-based DOT recovery. An initial estimate of the solution is used as the 
additional information in this regularization. For the linear inverse methods for FEM with 
Tikhonov regularization, the minimization function becomes: 
𝜒2 = ∑ (𝛷𝐶𝑎𝑙𝑐𝑖 − 𝛷𝑀𝑒𝑎𝑠𝑖)
2𝑁𝑀
𝑖=1 + 𝜆 ∑ 𝐼(𝜇𝑗 − 𝜇0)
2𝑁𝑁
𝑗=1                            (2.10) 
33 
 
where μ0 is the additional information which is the initial estimate in this regularization. λ 
is the regularization parameter, and I the identity matrix. The changes in the optical properties 
are recovered as: 
∆𝜇 = 𝐽𝑇[𝐽𝐽𝑇 + 𝜆𝐼]−1∆𝛷                                                    (2.11) 
The recovery approach based on FEM with Tikhonov regularization has been applied to 
DOT imaging of the human brain in this work.  
The nonlinear optimization method is an iterative process in which each iteration is a 
perturbation inverse process [68, 98]. Compared to direct inverse methods such as the 
perturbation method which only recovers small changes in optical properties, the iterative 
optimization methods can be applied to the recovery of the absolute optical properties. This 
optimization method also requires an initial estimation of the solution. Since the DA is ill-
posed, there may be more than one solution that fits the measured data. Therefore, the initial 
estimation should be close to the ideal solution [68, 96, 107]. In each iteration process, firstly, 
simulation data is generated based on the initial estimation or an updated estimation of the 
solution. Secondly, the simulation data are compared to the measured data and updates of the 
solution are generated based on the difference between the measured data and the simulation 
data. Thirdly, the solution is updated and then used as the new estimation in the next iteration. 
This approach is processed iteratively until it reaches a pre-set number of iterations or the 
difference between the measured data and the simulation data reaches an acceptable minimum. 
The FEM based nonlinear inverse method has been successfully applied in brain imaging 
[108]. However, as this is more computationally consuming than the other two methods, it is 
not the most suitable for recovery of small changes in optical properties during brain 
activations. 
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2.2.3.3 Software for DOT recovery 
Several software packages have been developed for DOT reconstruction, including Nirfast 
[68, 109] and TOAST [110]. 
TOAST++ (Time-resolved Optical Absorption and Scattering Tomography) [110] is a 
software package for image reconstruction in DOT. It is being developed by Martin 
Schweiger and Simon Arridge at University College London. In Toast++, the image 
reconstruction of DOT is based on a finite element forward model and a nonlinear inverse 
problem solution. CW, time- and frequency-domain data acquisition systems in DOT can all 
be modelled by Toast++. This software package is implemented in C++ and bindings for 
Matlab and Python is also contained in the software package. Toast++ can be used to simulate 
light propagation in highly scattering media with complex boundaries and inhomogeneous 
internal distribution, such as the human brain. 
NIRFAST (Near Infrared Florescence and Spectral Tomography)[68, 109] is another 
software package for image reconstruction in DOT. It is being developed by the Optics in 
Medicine group at Dartmouth College. Nirfast can also be used for the reconstruction of 
multimodal NIR imaging, fluorescence and bioluminescence imaging. For DOT, the 
reconstruction process in Nirfast is based on a finite element forward model and a nonlinear 
inverse problem solution. Nirfast is a Matlab-based open source software package and the 
input and output data of Nirfast are stored as the standard Matlab matrix. This software 
package contains a meshing module which can be applied directly to segmentation results 
from Nirview software package which is a segmentation and visualization toolbox for medical 
images. A segmentation-meshing approach is discussed in chapter 4. Nirfast can be used to 
simulate light propagation in inhomogeneous subjects with complex internal structure, 
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therefore it is suitable for analysing brain activation based on DOT. The DOT reconstructions 
in this project are recovered by the Nirfast software and modification of the reconstruction 
process in Nirfast. 
2.2.4  Summary 
DOT is a NIR light based imaging modality which recovers optical properties by 
measuring light propagation through the subject. It is a non-ionizing and non-invasive 
approach with a portable and low cost imaging system which can be applied to hospitalised 
patients and infants. DOT recovery has been applied to various objects such as small animals 
and human organs. DOT imaging can recover absolute value and changes in some tissues 
regions, however DOT brain imaging is focused on recovering changes during brain 
activation. The recovery process of DOT is divided into two steps: generation of forward 
model and inverse processing of the forward model. Three different forward models: Green’s 
function based model, the MC model and the FEM model are introduced in this chapter and 
FEM is the most efficient forward model for the human brain. Three different inverse 
methods: back-projection methods, linear methods and nonlinear optimization methods are 
also introduced. The linear method with Tikhonov regularization based on FEM is used for 
DOT recovery in this work. Since FEM is generated based on tissue classification of the 
subject and atlas-based structural information is a common alternative when subject specific 
information is not available, the review of human head atlases is presented in the following 
chapter. 
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CHAPTER 3: HUMAN BRAIN ATLAS BASED ON MRI DATA 
3.1. Introduction of brain atlases  
A brain Atlas is a series of maps that contain the anatomical structure of the subject head. 
It is normally generated based on the average of head images of a group of subjects. Different 
imaging modalities such as CT, MRI, and ultrasound imaging are used in generation of brain 
atlases [111-113]. Structural information from the post-mortem examination is also used in 
some of the generations [114, 115]. For example, MRI-based brain atlas is a series of images 
similar to MRI scans which are generated based on intensity average of co-registered MRI 
scans from a group of subjects [116, 117]. Some brain atlases also contain other distribution 
maps besides the average of MRI scans [112, 118]. Tissue classification maps represent 
segmentation of different tissue regions such as gray matter and white matter in the head 
volumes. Tissue probability maps are similar to tissue classification maps but represent the 
probability distribution of each tissue instead of the absolute tissue classification. Structural 
region maps [119] and functional region maps [120] represent the distribution of structural 
brain regions such as the sub-thalamic nucleus and functional brain regions such as visual 
cortex respectively. They are also included in some brain atlases [121].  
The animal brain atlases have been developed in the past decades. Brain atlases of 
difference species such as rats, mice, rabbits and monkeys have been generated from different 
subject groups [122-125]. For human subjects, age and race-specific atlases and disease-
specific brain atlases have also been generated based on different groups of subjects in the 
previous studies [126, 127] . For example, brain atlases for patients with cerebrovascular 
diseases such as stroke and subdural hematoma, neoplastic diseases such as glioma and 
meningioma, degenerative diseases such as Alzheimer's disease and Huntington's disease, and 
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infectious diseases such as Lyme encephalopathy and herpes encephalitis have already been 
generated [128-130]. Atlases of the general healthy population have also been generated in 
the previous study based on averages of subjects with a wide age and racial range [112, 131, 
132].  
The brain atlases of the general healthy population have been used to guide the 
segmentation of MRI scans for individual subject. Comparison between a healthy brain atlas 
and an atlas for a specific neurobiological disease has improved understanding of the healthy 
brain and the cause of the disease. It also contributes to diagnosis and monitoring of the 
neurobiological disease [129, 133, 134]. Human brain atlases with region distribution maps 
have been applied in the investigation of functional brain activation and connection between 
related functional regions [119, 135]. Age and race specific atlases provide structural 
information of healthy subjects with specific limitations. They are used in the studies of the 
growth and aging process in the human brain and racial difference in brain structure [127, 136, 
137]. The general human brain atlas provides a standard space where results from different 
subjects are compared and correlated. The standard head space also provides the opportunity 
to share results and findings in different research areas across imaging modalities which 
contributes to the multidisciplinary research [138]. 
This chapter is a brief introduction of MRI based human brain atlases. Two single subject 
based atlases and two multi-subjects based atlases are investigated in part 2. Examples of age-
specific atlases and distribution maps such as the tissue probability maps are presented in part 
3. The most suitable atlas for atlas-based DOT recovery in this work is also selected. 
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3.2. Single subject based atlas 
A single subject based brain atlas is generated based on the anatomical information from 
brain images of a single subject. Early brain atlases were derived from an individual post-
mortem specimen and the brain images are obtained by photographic images of the 
cryosectioned brain [139]. However, there exist some differences in brain structure between a 
live subject and a frozen specimen, and the post-mortem examination also jeopardises some 
of the fine structure in the cortex. Non-invasive imaging techniques provide the opportunity to 
create brain atlases from living subjects. After the generation of brain image-based maps, 
distribution maps of tissue types or brain regions are created by manual segmentation of the 
image-based maps. Single subject based atlases are also generated based on the same subject 
using multiple imaging modalities to reduce noise and error introduced in imaging process 
[140, 141]. Only MRI based atlases such as the Talairach Atlas [120, 142] and Colin 27 atlas 
[143] are investigated in this chapter.  
3.2.1  Talairach Atlas 
Talairach Atlas is one of the earliest human brain atlases with accurate structure details 
[142]. It is generated from head MRI scans of a 60-year old right-handed European female 
and structural information from the single post-mortem dissection is also involved in the 
generation process. The talairach Atlas is a symmetrical atlas with identical left and right 
hemispheres of the brain, though the majority of normal human brains exhibit some left-right 
asymmetry. This atlas exhibits good accuracy in some regions of the brain but lacks 
anatomical details in some fine structure such as the cortical surface. The talairach Atlas 
contains a set of structural brain region maps [Figure 3.1] in which tissue labels are assigned 
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according to the Brodmann areas[144]. Structural landmarks including the original point (AC-
PC line) of the Brodmann areas are extracted manually from this atlas.  
 
Figure 3.1.  A brain region distribution map in the Talairach Atlas[145]. Brodmann areas is present in the 
left hemisphere and four lobes (Frontal lobe, Temporal lobe, Parietal lobe and Occipital lobe )based 
segmentation is presented in the right hemisphere. 
The talairach atlas has been used as a typical reference of human brain structure. Talairach 
space, also known as Talairach coordinates, is developed based on the Talairach Atlas. For 
analysis of imaging data from multiple subjects and generation of other brain atlases, brain 
images from other subjects and atlases have been  registered to the Talairach space with 
registration processes such as line fitting registration based on the AC-PC line [146].  The 
talairach Daemon (TD) system [145, 147], which is an open access database for location 
based querying and retrieving of human brain structure, is also developed based on this atlas. 
The BrainMap project [148, 149] developed a database similar to the Talairach Daemon (TD) 
system based on the Talairach space where functional and structural neuroimaging can be 
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published. Most general brain atlases such as the MNI305 atlas [150, 151]and the ICBM152 
atlas [112, 117] are generated in the Talairach space or a modified Talairach space. 
3.2.2  Colin27 atlas 
With the development of MRI technique, atlases with higher definition than the Talairach 
atlas have become possible. The Colin27 atlas [Figure 3.2] is a high definition atlas generated 
based on a single subject [143, 152]. Firstly, 27 3D MRI scans from the same subject are 
acquired over a period of three months. Secondly, these scans are aligned together and 
intensity-averaged images are generated based on the registered MRI scans. Thirdly, the 
intensity- average image is non-rigid registered to the MNI space (discussed in part 3.1) to 
create the Colin27 atlas. Compared with the Talairach Atlas, the Colin27 atlas has a higher 
SNR and structural definition.  
 
Figure 3.2. intensity-averaged MRI scans of the  Colin27 atlas [153]. 
As a single subject atlas, the Colin27 atlas contains artefacts from similar idiosyncrasies 
to the Talairach atlas. However, since this atlas contains fine structural details of  the human 
brain and is mapped to a common space (MNI space), it has been adopted as a stereotactic 
template in many projects such as SPM [131, 154] and Fieldtrip [155, 156]. 
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3.3. Multi-subject based atlas  
The multi-subject based atlas is a series of brain maps that contains the common brain 
structural information of a subject group. Based on the selection criteria of the group, multi-
subject based atlases represent common brain structures of subjects with specific disease 
[130], within specific age range [136] or the general human population [112]. Multi-subject 
based atlases do not suffer from idiosyncratic artefacts, and hence are more suitable for 
studies of brain structure of general subjects and changes in brain structure caused by disease 
or aging [157]. 
Intensity-averaged MRI images in multi-subject based atlases are generated by a 
registration-averaging process [146, 151]. Firstly, each subject in the subject group is 
registered respectively to a common space based on an existing atlas such as the Talairach 
Atlas or a selected subject from the group. Secondly, average intensities of the MRI images 
are calculated voxel-by-voxel based on the registered MRIs of all subjects for the intensity-
averaged MRI images of the atlas. A few improvements of the generation process have been 
developed to increase the anatomical accuracy of the atlas. For improvement of the 
registration, the size and orientation of each subject brain is normalized based on the common 
space before registration. Since non-brain tissues often have larger variances than brain tissue, 
subject MRI scans are segmented into brain tissue and non-brain tissue, and the registration is 
then processed based on the brain tissue and non-brain tissue separately [158]. To improve the 
averaging process, outliers are excluded by a standard deviation-based exclusion process on 
the voxel intensity to reduce the influence of imaging noise, registration error and 
idiosyncratic artefacts.  The accuracy of the multi-subject based atlases can also be improved 
by using MRI scans with higher resolution. 
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Multi-subject based atlases have been used in studies of structural and functional 
information of the human brain and development of the human brain [136]. They are also 
applied to segmentation of individual subject and comparison analysis across subjects [127, 
132]. Two of the most commonly used multi-subjects based atlases are the MNI305 atlas and 
ICBM152 atlas. 
3.3.1  MNI305 atlas 
The MNI305 atlas [Figure 3.3] [150], also known as the MNI Average Brain, is a multi-
subject based atlas averaged from 305 young healthy subjects (239 males, 66 females; age: 
23.4 +/- 4.1 year.). It is developed by the Montreal Neurological Institute and Hospital (MNI) 
group for the purpose of overcoming the idiosyncrasies of single subject based atlases. The 
MNI305 atlas is generated based on the MNI average250 atlas which is one of the earliest 
multi-subject based atlases generated by the same research group. The generation process of 
the MNI average250 atlas is divided into two steps. Firstly, anatomical landmarks are 
extracted manually from 250 subjects based on the fiducial marks in the Talairach atlas. A 
simulated AC-PC line is also created for each subject by least squares linear regression of the 
extracted landmarks. The 250 subjects are realigned based on the AC-PC line. Secondly, the 
250 MRI scans are mapped to a common space based on a whole-brain 9-parameter linear 
image registration, and intensity-averaged MRI images are generated based on the registered 
MRI scans to create the MNI average250 atlas. The MNI305 atlas is created based on the 
same generation approach as the average250 atlas with a further 55 subjects. The intensity-
averaged images from the results are 172x220x156 with 1mm slices. Since the MNI305 atlas 
is created based on the Talairach atlas, MNI-space based on this atlas is an approximation of 
the original Talairach space with ~3.5 mm difference in the Z-coordinate. MNI-space has 
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become one of the most commonly used spaces for comparison and correlation of results from 
different subjects [159]. 
 
Figure 3.3. The MNI305 atlas [160]. Left figures are the intensity-averaged MRI scans and right figures are 
the masks based on segmentation of brain tissue and non-brain tissue.  
3.3.2  ICBM152 atlas 
The ICBM atlases [112] are a group of atlases developed in the International Consortium 
for Brain Mapping (ICBM) projects with a wide ethnic and racial distribution and age range. 
The ICBM atlases contain general population atlases as well as age-specific atlases. Each 
atlas contains intensity-averaged MRI scans and tissue probability maps based on the tissue 
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classification of the subjects. Distribution maps of functional regions and attributes such as 
blood flow are also included in some of the atlases. 
The ICBM152 atlas [Figure 3.4] is one of the ICBM atlases designed for the healthy 
young adult population. It is generated based on an average of T1-weighted MRI scans from 
152 health subjects aged 18.5–43.5 years. The generation process of ICBM152 is similar to 
generation process of the MNI305 atlas. Each subject is linearly registered and mapped to 
MNI space, and then intensity-averaged images are generated based on the registered image 
data. The T2 and PD based atlases are also generated based on T2 and PD weighted MRI 
scans and the registration of T1 scans. 
 
Figure 3.4. ICBM152 atlas[161]. From left to right, T1-based intensity-averaged MRI scans, T2-based 
intensity-averaged MRI scans, PD-based intensity-averaged MRI scans and the masks based on segmentation of 
brain tissue and non-brain tissue are shown in this figure. 
Compared with the MNI305 atlas, the ICBM152 atlas is generated from MRI images at a 
higher resolution [162] which leads to a better contrast for the atlas. The ICBM152 atlas also 
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includes subjects with a wider age range which leads to a better definition of some structure 
such as the bottom of the cerebellum. Since the ICBM atlases group contains age-specific 
atlases which are co-registered to the same space using the same registration method, the can 
be used for analysis of brain growth for children. 
3.3.3 Examples of other atlases and brain maps 
Beside brain atlases of the general population, age-specific atlases and disease-specific 
atlases are also developed based on a similar generation approach. The NIHPD Objective 
atlases [136] are a group of age-specific atlases generated based on MRI data from the NIH 
paediatric database. These atlases are generated based on a similar approach to the ICBM152 
atlas. 108 children aged from birth to 4.5 years old and 324 children aged from 4.5 to 18.5 
years old are involved in this study. Part of the NIHPD Objective atlases is shown in Figure 
3.5.  
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Figure 3.5. Examples of NIHPD Objective atlases [163]. Upper figures are T1-based intensity-averaged 
MRI scans, middle figures are T2-based intensity-averaged MRI scans, and lower figures are PD-based 
intensity-averaged MRI scans. From left to right, atlas for 0-2 years old subjects, 2-5 years old subjects, 5-8 
years old subjects, 8-11 years old subjects, and 11-14 years old subjects are shown in this figure. 
A 4D neonatal head model [Figure 3.6 and 3.7] was generated based on average of MRI 
scans from 324 infants (160 female) between the ages of 27 and 47 weeks (post-menstrual age) 
[164]. The atlas contains 1) a tissue classification map with six tissue types: extra-cerebral 
layers (ECL), cerebrospinal fluid (CSF), gray matter, white matter, cerebellum and brainstem; 
2) a high-density layered head mesh based on the tissue classification; 3) three surface masks 
of head surface, cortex surface and white matter surface and 4) external landmarks based on 
EEG 10-5 locations (details in chapter 5 section 5,2.1.1). This atlas is used to investigate rapid 
growth and maturation of the infant brain and to optimize image reconstruction in DOT of the 
infant brain. 
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Figure 3.6. Intensity-averaged MRI intensity image 4D neonatal head models [164]. From left to right: atlas 
of 29, 32, 35, 38, 41 and 44 weeks old infants are shown in this figure.  
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Figure 3.7.  Tissue classification maps of 4D neonatal head models [164] with six tissue types: extra-
cerebral layers (ECL), cerebrospinal fluid(CSF), gray matter, white matter, cerebellum and brainstem. From left 
to right: atlas of 29, 32, 35, 38, 41 and 44 weeks old infants are shown in this figure. 
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Since brain atlases are generated based on image data from the subjects, the types of 
images in the atlas depend on the types of images provided for each subject. Region 
distribution maps are generated based on structural or functional region segmentation of 
subjects. Tissue classification maps and tissue probability maps are generated based on tissue 
region segmentation of subject images. The ICBM152 2009c Nonlinear Symmetric atlas 
[Figure 3.8] contains intensity-averaged MRI images for T1 T2 and PD weighted MRI scans, 
tissue probability maps for brain matter such as gray matter, white matter and CSF, and 
structural regional distribution maps [165]. 
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Figure 3.8. ICBM152 2009c Nonlinear Symmetric atlas[131]. From left to right, average-intensity MRI 
images for T1 T2 and PD weighted MRI scans, tissue probability maps for gray matter, white matter and CSF, 
and region distribution maps are shown in this figure. 
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3.4. Summary 
The human brain atlas is a series of maps generated from brain images of single or 
multiple subjects. It contains the common anatomical brain information of the subject group. 
Where the corresponding segmentation is available for the subjects, the brain atlases can 
contain information on tissue classification and brain region distribution. The commonly used 
atlases are categorized as follow. 
Table 3.1: Summary of different atlases 
Atlases Category Generation 
base 
Example of applications Examples of 
the atlases 
Single- 
subject 
based  
 Single subject  Common space (such 
as the MNI space)  
 Stereotaxic template 
 Talairach 
atlas [142] 
 Colin27 
atlas [143, 
152] 
Multi- 
subject 
based 
General 
population 
Multiple 
subjects from 
the general 
population 
 Studies of the structural 
and functional 
information of the 
average human brain 
 Segmentation of 
individual subjects 
 MNI305 
atlas [150] 
 ICBM152 
atlas [112] 
Specific 
subject 
group 
Multiple 
subjects from a 
specific 
subject group 
 Studies of the structural 
and functional 
information of the 
specific subject group 
 Studies of the 
development of a brain 
related disease 
 The 
NIHPD 
Objective 
atlases 
[136] 
 The 4D 
neonatal 
head model 
[164] 
 
The multi-subjects based atlas is generated based on a registration-averaging approach. 
Image data from all the subjects are registered to a common space such as the MNI space, and 
then intensity-averaged images are generated based on the average of registered images. 
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Segmentation of each subject, if available, is also transformed to the common space based on 
the registration result. Tissue classification maps and brain region distribution maps are 
generated based on the registered segmentation images. Multi-subjects based atlases have a 
clear advantage over single-subject based atlases as they reduce the error from idiosyncrasies 
of the single subject and some noise introduced in the imaging process. In the two most 
commonly use atlases for general population, the ICBM 152 atlas has higher image resolution 
and wider age variations. It is used as the human head atlas in this work of atlas based brain 
DOT recovery. 
Customised atlases can be easily generated based on multiple subjects. A modified 
approach based on the generation process of the multi-subject based atlases is used for this 
generation. Firstly, subject images are segmented into brain tissue and non-brain tissue, and 
size and orientation of each subject brain is normalized based on an existing atlas such as the 
MNI305 atlas.  Secondly, all subjects are registered to the selected atlas space based on the 
brain tissue and non-brain tissue respectively. Thirdly, the average intensity of each image 
pixel is calculated based on the registered images with an outlier exclusion process.  Intensity-
averaged images of the customised atlas are created based on the subjects group. If segmented 
images of the subjects are available, region distribution maps can also be generated based on 
realigning the segmentation images by the registration result from the second step.  
In DOT brain recovery, the human brain atlas is used as an alternative to MRI scans to 
provide internal structural information for the generation of the forward model. ICBM152 is a 
brain atlas for the general population based on high-resolution MRIs, and it is used as the 
brain atlas for generation of the forward model in this work. For a generation forward model 
based on both MRI scans and the atlas, tissue region segmentation is the main process to 
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extract internal structural information. Different registration methods for human heads are 
discussed in the following chapter. 
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CHAPTER 4: SEGMENTATION METHODS FOR HUMAN 
BRAIN IMAGING  
4.1. Introduction 
Functional activations in the human brain can be recovered based on DOT imaging. The 
recovery process of DOT is divided into two steps: generation of the forward model and 
inverse processing of the forward data. A homogenous head model has been used as the 
forward model to recover changes in tissue chromophores in the whole brain hemisphere 
[166-171]. Since then, forward models based on subject-specific anatomical structure have 
been developed and proved to give higher recovery accuracy than the recovery based on a 
homogenous model [172-176]. With the advent of non-invasive neuroimaging, anatomical 
structural information can be extracted from neuroimaging data such as head MRIs. In brain 
DOT recovery, subject-specific information is usually obtained based on the segmentation of 
brain images [4, 11, 75, 177]. Segmentation of brain images such as MRI scans is one of the 
main processes involved in the generation of subject-specific forward models. 
In head MRI scans, most tissues are distinguishable based on image intensity and spatial 
distribution. There are clear intensity differences between some tissue types such as the skull 
region and skin region, whereas other brain tissues such as the skull region and CSF do not 
have a clear difference in image intensity, which makes them difficult to distinguish [178, 
179].  Anatomical structures of human brain tissue contain some spatial distribution patterns. 
Therefore, tissue classification in human head images can be generated based on image 
intensity and anatomical structures. General anatomical models such as brain atlases are 
created based on pre-segmented subjects to guide the segmentation [18, 180, 181]. 
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Segmentation methods for human head images are divided into three categories: segmentation 
methods based on the image intensity, segmentation methods based on anatomical model, and 
a combination of the first and second methods [182, 183]. 
In this chapter, eight segmentation methods from the three categories above are discussed 
and compared. The most suitable segmentation methods from MRI scans are selected for this 
work. A near automatic layered subject mesh generation approach is also designed in this 
work. 
4.2. Methods 
4.2. 1   Intensity based segmentation  
For brain MRIs, different types of tissue can be distinguished based on the image intensity 
and spatial distribution. Intensity based segmentation is a segmentation method based only on 
MRI data of the subject. Basic anatomical structure patterns and MRI tissue-intensity 
correlation is used in this segmentation. Commonly used anatomical structure patterns include 
that white matter is a single connected component located in the centre of the head and gray 
matter is a layer of connected component surrounding the white matter, while the CSF is a 
layer of component surrounding the gray matter. Commonly used intensity patterns include 
that white matter has a higher intensity than gray matter and the CSF region has the lowest 
image intensity in the brain and non-brain tissue in T1 imaging [184-186]. An example of a 
set of 3D MRI head images and its intensity histogram are shown in Figure 4.1 and Figure 4.2. 
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Figure 4.1. A set of 3D MRI head images from a healthy young adult and its 3D rendering. 
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Figure 4.2. Histogram of normalized image intensity of the MRI head image in Figure 4.1.  
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Intensity based segmentation can be processed both manually and automatically. Manual 
segmentation can have the highest segmentation accuracy among all segmentation methods 
and is often used as a reference in the evaluation of other segmentation methods [187, 188]. 
Automatic and semi-automatic segmentation methods based on intensity have been created 
using several different techniques. Edge detection based segmentation [189], thresholds based 
segmentation [190] and k-means clustering based segmentation [191] are introduced in this 
part. Intensity based segmentation for multiple subjects is also presented [192].  
4.2.1.1 Intensity based segmentation with single subject  
4.2.1.1.1  Manual segmentation 
Manual segmentation of a single subject usually classifies tissue regions in a voxel-by-
voxel basis. Basic internal structure information and the intensity distribution pattern and 
personal expertise on the anatomical structures of human head are involved in the manual 
segmentation. Compared to other segmentation processes, manual segmentation can achieve 
relatively high accuracy when segmented by people with professional knowledge of human 
brain such as a neurologist or a neurosurgeon, and it has been used as the reference for 
evaluation of other segmentation methods [187, 188]. However, manual segmentation is case-
by-case, so tissue classification for multiple subjects is not time efficient [193]. Even for a 
single subject, manual labelling of each voxel is also extremely time-consuming. Moreover, 
the difference between adjacent tissue types is not always significant. The segmentation 
accuracy of this method is highly dependent on the personal expertise (in terms of brain 
structure) of the operator [187, 193].  
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4.2.1.1.2  Automatic and semi-automatic segmentation 
If tolerance anatomical error in structural details is relatively high, intensity-based 
segmentation can also be generated automatically and semi-automatically. Automatic and 
semi-automatic segmentation of head images relies on the distinguishable difference in image 
properties between different tissues types. This segmentation can be processed using several 
different modalities. 
Automatic edge detection based segmentation is one of the semi-automatic segmentation 
methods, and it relies on edge detection of different tissue regions [179, 189]. It extracts the 
boundary of each tissue region based on changes in image intensity between different tissue 
types and the connected structure of each tissue region. Firstly, a seed point inside each brain 
tissue region is manually selected. Secondly, automatic edge detection is performed to extract 
the boundary of each tissue type. Thirdly, the segmentation result is corrected by 
morphological operations based on basic structural information. The edge detection 
segmentation has been improved by dividing the segmentation process into two steps, which 
are 1) segmentation between brain and non-brain tissue (also known as brain extraction) and 2) 
segmentation of the brain tissue into white matter, gray matter and cerebrospinal fluid [194, 
195]. However, this segmentation may contain errors because of the small differences in 
image density between some adjacent tissue types and it may not be able to segment all the 
fine structure. Since the seed points are selected manually, the segmentation result can be 
affected by human interactions. 
Another semi-automatic segmentation process is based on a group of thresholds [179, 
190]. Firstly, tissue labels are assigned manually to a few voxels based on the anatomic 
structure of the subject. Secondly, a group of image intensity thresholds is created based on 
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the selected voxels, and the intensity range of each tissue type is generated based on the 
thresholds. Thirdly, the images are segmented based on the intensity range. An example of 
threshold based image segmentation is shown in Figure 4.3. Since the threshold-based 
segmentation method only relies on differences in the image intensity between tissue types 
and regions at a distant locations with similar intensity can be assigned as the same tissue type, 
therefore the threshold based segmentation normally requires some correction, which for 
example can be done manually correction after the segmentation step [196]. 
 
Figure 4.3.  Threshold-based segmentation without post-segmentation correction of MRI images in Figure 
4.1. 
The image intensity based segmentation can also be processed fully automatically based 
on cluster methods such as the k-means clustering [191]. Since the human head contains five 
different tissue types (skin, skull, CSF, gray matter and white matter), head images can be 
divided into six groups by k-means clustering for the five tissue types and the background. An 
example of k-means clustering based image segmentation is shown in Figure 4.4. However, 
because of the complexity of the brain structure and the small intensity differences between 
some brain regions, the basic k-means clustering based segmentation method does not provide 
an accurate segmentation result [197]. 
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Figure 4.4. K-means-based segmentation of MRI images in Figure 4.1 without post-segmentation correction 
(k=6). 
4.2.1.2 Intensity-based segmentation for multiple subjects 
The intensity-threshold-based segmentation relies only on the intensity of the brain 
images without any information from the brain anatomical structure. It is possible to apply the 
same thresholds to multiple subjects. When imaged under the same circumstances (same 
system setting, same imaging environment etc), the same tissue region such as gray matter 
from different subjects have similar image intensity distribution. Therefore, the same 
thresholds can be applied to these images to derive an anatomical segmentation [187]. In this 
segmentation process, one of the subjects is selected as the reference, and the reference 
subject is segmented by the thresholds-based segmentation approach described in section 
4.2.1.1.2.Secondly, the thresholds for the segmentation of the reference subject are extracted 
and used as thresholds for other subjects. Thirdly, images of all the other subjects are then 
segmented based on the same thresholds. The segmentation approach for multiple subjects 
can be processed within seconds, and it can provide similar accuracy as the threshold-based 
segmentation of individual subject.  
4.2.2 Registration based segmentation 
Since normal human brains have a similar internal structure, segmentation of head images 
can also be processed based on registration with a brain atlas [188, 198]. The brain atlas, 
62 
 
specifically the tissue classification maps of the brain atlas, is a set of brain images with 
distribution information for the different tissue regions. An example of a brain atlas is shown 
in Figure 4.5. Brain atlases can be generated based on a single subject or multiple subjects. 
Based on different subject groups, a brain atlas can represent the anatomical structure of the 
general population or a specific subject group defined by age, racial or disease type [199, 200]. 
For registration based segmentation, a brain atlas is registered to the subject head images. 
Each voxel of the subject images is then labelled as a tissue type based on the registered atlas. 
Registration based segmentation relies on the internal structure of the brain atlas and the 
registration between the atlas and the subject. Compared to intensity-based methods, it has the 
potential to be fully automatic with less post-segmentation correction. 
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Figure 4.5. Tissue classification map of the ICBM152 atlas with five tissue regions and its 3D rendering. In 
the bottom figures, Pink region: skin (non-brain soft tissue). Green region: skull. Light blue: CSF. Dark blue: 
gray matter. Dark red: white matter. Black: background. 
4.2.2.1 Segmentation based on a pre-segmented reference subject 
The accuracy of registration based segmentation is determined by the registration 
accuracy and the difference in the internal structure between the atlas and the subject. In 
group studies of brain imaging, subjects from the same group often share one or more 
common factors such as age and disease type. A customized brain atlas generated from one or 
more selected subjects in the target group can reduce the internal structural difference 
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between the atlas and the subjects [188].The customized brain atlas is created based on tissue 
classification of a single subject or co-registered multiple subjects. This tissue classification is 
normally generated by a manual segmentation process or a segmentation process involving 
manual correction to ensure segmentation accuracy. Segmentation based on a pre-segmented 
reference subject has the potential to achieve better segmentation accuracy. However, this 
segmentation process is more time-consuming than other atlas-based segmentation methods, 
and selection of the reference subject may affect the registration result. 
4.2.2.2 Segmentation based on a single general atlas 
Segmentation of a brain image can also be generated based on an existing atlas. Atlas-
based segmentation is one of the most commonly used segmentation methods for head MRIs 
and it can be processed automatically or with minimal human interaction [121]. An example 
of atlas based segmentation result is shown in Figure 4.6. A typical atlas-based segmentation 
process is divided into three steps. Firstly, a 3D tissue classification map is selected or 
generated based on intensity-averaged MRI scans of the atlas. Secondly, intensity-averaged 
atlas MRI scans are registered to the subject, and the tissue classification map is transformed 
based on the registration result. Thirdly, each voxel in the subject MRI scans is labelled as a 
tissue type based on the registered tissue classification map.  
 
Figure 4.6.  atlas-based segmentation of MRI images in Figure 4.1 based on the ICBM152 atlas in figure 4.5. 
The colour labels are the same as figure 4.5. 
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Previous studies in atlas-based segmentation have been focused on improving the 
segmentation accuracy [19, 188]. Different registration methods, both rigid and non-rigid, are 
proposed and evaluated. Other improvements in segmentation which increase the structural 
accuracy of the atlas or reduce errors caused by the structural difference between the atlas and 
the subjects are also investigated. Klein et al segments the subject head into brain and non-
brain regions and applies decision fusion rules to improve the identification of large cortical 
structure volumes [201]. Instead of a definite tissue classification map, a tissue probabilistic 
map is applied to the segmentation to reduce the segmentation error causing by the structural 
difference between the subject and the atlas [202]. Prior information from one or multiple 
subjects can also be used to guide a general atlas-based segmentation [203]. The modified 
atlas-based segmentation procedure has been used in the generation of some segmentation 
databases such as the Internet Brain Segmentation Repository (IBSR) [204]and the LONI 
Probabilistic Brain Atlas [205]. 
4.2.2.3 Segmentation based on multiple atlases 
In the last few decades, brain atlases have been created by different research groups based 
on both the general population and subject groups with certain limitations such as age and 
disease type. This provides the opportunity to segment head images based on multiple atlases, 
and this segmentation method has the potential to reduce the segmentation error from 
structural inaccuracy of the atlas or internal differences between the atlases and the subjects 
[18, 206]. The segmentation process-based on multiple atlases is similar to the single atlas 
based segmentation.  Firstly, a tissue classification map with the same tissue labels is selected 
or generated based on intensity-averaged MRI scans from each atlas. Secondly, intensity-
averaged MRI scans from each atlas are registered to the subject, and the corresponding tissue 
classification map is transformed based on the registration. Thirdly, the tissue type labels of 
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each tissue classification map are transformed to the subject based on nearest-neighbour 
interpolation to generate a propagated subject label volume. Each voxel in the subject MRI 
scans is labelled using vote-rule-based decision fusion on the propagated label volumes from 
multiple atlases. 
When multiple atlases are not available, a similar segmentation approach can be achieved 
based on a single atlas and multiple reference subjects [18, 188]. Firstly, reference subjects 
are segmented based on the atlas. Secondly, a temporary atlas is generated based on the 
segmentation of each reference subject. Thirdly, the target subject is segmented based on the 
temporary atlases generated from the previous step. This segmentation method has the 
potential to reduce the segmentation error from internal differences between the atlas and the 
subjects. However, it is more time-consuming and requires multiple subjects from the same 
reference subject group. 
Multi-atlas-based segmentation has proved to be more accurate than some single atlas-
based segmentation processes, because specific errors associated with any single atlas are 
reduced in this process. However, not all atlases are appropriate for a specific subject. 
Involving an unsuitable atlas such as an atlas based on different age ranges may increase the 
segmentation error. Since the segmentation process includes registration of multiple atlases, it 
is more computationally expensive. 
Registration based segmentation requires at least one set of atlas MRI scans and its 
corresponding tissue classification map. It is a fully automatic segmentation process and some 
post-segmentation correction based on image intensity can be applied to the segmentation 
result. Modified registration based segmentation is divided into three steps: firstly, a reference 
subject or atlas is registered to the target subject and the tissue classification map is 
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transformed based on the registration result. Secondly, the tissue label of each voxel in MRI 
scans of the target subject is selected automatically based on the registered tissue 
classification map. Thirdly, the classification is adjusted based on intensity distributions by a 
mixture of Gaussians or by weighting the classification according to Bayes rule 
[195].Therefore the segmentation can be processed based on both image intensity and the 
atlas. 
4.2.3 Segmentation approach in SPM software based on both image intensity and an atlas 
Segmentation methods combining image intensity distributions and a brain atlas have 
been developed to improve the segmentation accuracy. SPM is a software package designed 
for analysis of MRI images and the segmentation approaches in SPM are based on both image 
intensity and the ICBM152 atlas [154]. An optimised voxel-based morphometry (VBM) 
[207]is used in the SPM segmentation approach and the segmentation  approach is processed 
iteratively [208]: firstly, MRI scans of the target subject are normalized into the MNI space. 
Since non-brain tissue in the human head such as the muscles have higher structural 
variability than the brain tissue, the spatial normalisation of the subject is only based on the 
gray matter. Secondly, the normalized subject or the updated segmentation result is registered 
to the atlas, and initial segmentation is generated based on tissue probability maps [209] in the 
atlas. Thirdly, the tissue labels from the second step are adjusted by applying Bayes rule to the 
voxel intensities and the adjusted segmentation result is used as the updated segmentation 
result in the next iteration. The last two steps are processed iteratively until reaching a pre-set 
number of iteration or minor changes are made compared to the previous iteration. The SPM 
segmentation approach is fully automatic. An example of SPM based image segmentation is 
shown in Figure 4.7. Since both image intensity and the anatomical structure from an atlas are 
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used in the segmentation process, the SPM segmentation approach provides better results than 
the segmentation approaches only based on an atlas or image intensity.  
 
Figure 4.7.  SPM-based segmentation of MRI images in Figure 4.1. 
4.3. Comparison of the segmentation result based on an example subject 
Segmentation methods for head MRI scans are divided into three categories: image 
intensity-based segmentation, registration-based segmentation and a combination of the first 
two approaches. Most of the segmentation approaches contain post-segmentation manual 
correction. However, since the fully manual segmentation approach is extremely time-
consuming and requires some expertise on the detail of the anatomic structure of the human 
brain, it is not a suitable segmentation method for this work which involves multiple subjects. 
For comparison of the segmentation approaches in the three categories, one segmentation 
approach from each category is selected and compared based on segmentation of an example 
subject [Figure 4.1]. Subject specific anatomical T1-weighted MP-RAGE [echo time 
(TE)=3.13 ms, repetition time (TR)=2400 ms, flip angle=8 deg, 1×1×1  mm3  isotropic voxels] 
scans are used as MRI scans of the target subject. Five tissue types: skin (non-brain soft 
tissue), skull, CSF, gray matter and white matter, and the background are used as tissue labels 
for the segmentation. The k-means clustering based segmentation approach in the 
Nirfast/Nirview software package [68, 109] is used as an example of image intensity based 
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segmentation. The tissue label for each cluster is assigned based on basic knowledge of the 
structure of the human head such as that the central tissue region of human head is white 
matter. A rigid-registration based approach with the ICBM152 atlas [Figure 4.5] is used as the 
example of a registration-based segmentation method. Landmarks based on EEG10/20 
location [210] (details in chapter 5 section 5.2.1.1) are extracted manually from the subject 
and atlas surface are used in the registration. Tissue labels of the subject images are assigned 
based on nearest neighbour of the registered atlas.  The SPM segmentation approach 
described in part 2.3 is used as the combined segmentation approach. All the segmentation 
approaches include no manual correction during or after the segmentation to reduce human 
influence. The results of the segmentation approaches are shown in Figure 4.8. 
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Figure 4.8.  Tissue region labels based on K-mean clustering based segmentation in Nirfast/Nirview 
software package, atlas-based segmentation with landmark-based registration, and SPM segmentation approach 
for the head MRI scans in Figure 4.1. 
In figure 4.8, SPM based segmentation shows the most accurate segmentation result 
among the three segmentation approaches. The Nirfast/Nirview based segmentation provided 
five tissue regions based only on the subject image. However, it cannot identify some regions 
properly such as the CSF region and it also fails to distinguish some non-brain soft tissue 
from brain tissue. The atlas-based segmentation clearly distinguishes the five tissue types. 
However, since the tissue label is only assigned based on the registered atlas, the 
segmentation result lacks some details of the subject-specific structure. The SPM based 
segmentation approach clearly distinguishes the five tissue types with subject-specific 
structural detail. Although it is the most time consuming approach of the three automatic 
segmentation approaches, it has higher segmentation accuracy than the other approaches. 
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A manual correction step can be processed after the tissue classification to remove some 
noise and errors such as noise in the background. The segmentation results after the manual 
correction of the SPM based segmentation are shown in Figure 4.9. It is a clear improvement 
to the fully automatic segmentation with fewer artefacts and background noise. 
 
Figure 4.9.  Segmentation result after manual correction of the SPM based segmentation in figure 4.8. 
Since internal structural information can be extracted based on the segmentation result, a 
MRI scans based generation approach for five tissue layers mesh is designed based on the 
SPM segmentation approach with manual correction [Figure 4.10]. This generation approach 
is divided into three steps. First, MRI scans are segmented into five regions and the 
background based on the SPM based segmentation approach with manual corrections. Second, 
masks for the five tissue regions are generated from the segmented scans using the Nirview 
software package. Third, a five layer finite element mesh is generated using the Nirfast 
software package based on the five masks. This segmentation-meshing approach is near 
automatic, and the whole process can be performed within ~15 minutes. All the meshes of 
human heads used in this work are generated based on this approach. 
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Figure 4.10. Workflow of the near automatic layered subject mesh generation approach. 
73 
 
4.4. Summary 
DOT recovery of a human brain relies on a subject specific model with internal structural 
information. One of the main processes in the generation of the subject model is the 
segmentation of tissue regions based on head images. Segmentation methods for head MRIs 
are divided into three categories: intensity-based segmentation, registration-based 
segmentation and the combination of the first two approaches. They are evaluated based on 
the accuracy of the classification, whether additional information is required in the 
segmentation process and the process time (table 4.1).  
Table 4.1: Summary of different segmentation methods 
Segmentation 
methods 
Advantages Disadvantages Examples 
Intensity- 
based  
 Can be processed 
fully 
automatically 
 Time efficient 
 Does not require 
any additional 
structural 
information. 
 Possible errors in 
the classification of 
brain tissues from 
the non-brain soft 
tissue 
 Threshold  
[190] 
 K-means 
cluster [191] 
Registration-
based  
 Better 
segmentation 
accuracy  
 Can be processed 
automatically 
 Requires additional 
brain atlas with 
internal structural 
information 
 Lacks the structural 
details specific to 
the target subject 
 Segmentation 
based on rigid 
registration 
[201]  
Intensity and 
registration-
based 
 Can achieve 
better 
segmentation 
accuracy  
 Contains 
structural detail 
specific to the 
target subject. 
 Requires additional 
brain atlas with 
internal structural 
information 
 
 SPM 
segmentation 
[208] 
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Results from the fully automatic segmentation approach in SPM contain some noise and 
errors. They may be caused be the image quality of the subject, structural inaccuracy of the 
atlas, differences in the structure between the atlas and the subject and errors in optimisation 
during the iteration process. Some of the noise and errors such as the noise in the background 
and the mislabelled single voxel in a tissue region may jeopardise the meshing process and 
they can be removed easily based on a manual correction. Therefore it is necessary to include 
the manual correction step in the segmentation approach. 
A near automatic layered subject mesh generation process is designed based on the 
discussion above. This segmentation-meshing approach is built with SPM based segmentation 
including manual corrections and a Nirfast/Nirview based meshing process. The whole 
approach proves a subject mesh with acceptable accuracy within ~15 minutes. 
The registration process is the main component in the atlas-based segmentation, and it is 
also used in generation of the forward model in the atlas-based DOT. Different registration 
methods for the human head are discussed in the following chapter. 
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CHAPTER 5: REGISTRATION METHOD FOR HUMAN 
HEAD MODEL 
5.1. Introduction 
Image registration of 3D subjects transforms one object (source object) to the best 
alignment with another object (reference object). It defines a 3D transformation t(x) at each 
position x of the source subject Is and transforms the source subject into the space of the 
reference subject Ir to generate a transformed source subject Its=Is(x+t(x)), so that the 
transformed source subject Its has the maximum similarity to the reference subject Ir [211]. In 
the past decades, 3D image registration has been applied to medical imaging for clinical and 
non-clinical application. The optimal choice of registration algorithm depends on whether the 
registration is inter/intra-subject, or inter/intra-modality. 
Intra-subject registration in medical imaging aligns images of the same subject acquired at 
different times, with different subject status or by different imaging systems or imaging 
modalities. Intra-subject intra-modality registration aligns images of the same subject from 
the same imaging modality acquired at different times. In previous studies, functional 
activation in the human brain during stimulation or in the resting state is monitored based on 
registration of serial MRI scans of the same subject acquired at different times [13, 14]. 
Another application of this registration is in the identification of subtle pathological shape 
changes such as the development of a hematoma, a tumour or multiple sclerosis (MS) lesions 
[212]. It has been used to assist the diagnoses of some injuries and diseases and to assess and 
evaluate the treatments [129, 211, 213]. Intra-subject registration has also been applied to 
track organs or specific regions in an organ during movements, for example tracking the 
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position and shape of the human lung during breathing [214, 215] in order to guide treatments 
such as external beam radiotherapy for cancer [216].  
Intra-subject inter-modality registration [217] aligns images of the same subject from 
different imaging modalities or different imaging system settings. This registration combines 
the information from different imaging modalities and provides the potential to obtain a more 
accurate structural and functional distribution of the subject. It has been applied to improve 
tissue classification of the subject based on characteristics of different image modalities. For 
example, the registration of CT and MR brain images has been applied to skull-base surgery 
[218, 219]. It integrates bone structures from CT images and soft tissue structures from MR 
images and tracks the location of soft tissue regions during the surgery based on CT scans and 
the registration between CT and MRI scans. 
Inter-subject registration in medical imaging aligns images from different subjects or 
atlases for group studies and statistical analysis. Inter-subject intra-modality registration [220] 
aligns images of different subjects from the same imaging modality. It has been applied to 
study states of organs during physical activities such as cardiac motion during a heartbeat 
[221] and the position of joints during movements [222] and to identify differences in organ 
states for different subjects [223]. It is also used for investigation of the aging process in a 
healthy human such as the growth of children and young adult's brains [136]. Developments 
of some diseases such as Alzheimer's disease [19, 129] have also been analysed based on this 
registration method and it provides a better understanding of disease progression by reducing 
the influence of subject-specific anatomical structure. An average model for different organs, 
also known as an atlas, can be generated based on the registration of a group of subjects, and 
organ atlases for specific subject groups such as age-specific and disease-specific brain atlas 
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have been created [112, 116, 130]. Registration of a group of subjects is also an important 
process in the quantitative comparison between different subjects.  
Inter-subject inter-modality registration [217, 224] aligns images of different subjects 
from different imaging modalities or different imaging system settings. This registration is 
normally divided into two steps: images of the same subject from different imaging 
modalities or different imaging system settings are registered together, and then the registered 
multi-modality images of different subjects are co-registered to a common space. Registration 
between functional and anatomical images from multiple subjects has contributed to relating 
structural regions with function regions in the human brain [225, 226]. Another application of 
this registration type is atlas-based segmentation [18]. The atlas is a set of average brain 
images that contain structural and functional information such as the tissue classification, 
region distribution, location of fiducial markers and specific structures such as specific sulci 
and gyri. Segmentation of tissue types or structural and functional regions and extraction of 
fiducial markers or specific structures can be generated based on a registration between the 
image of the target subject and the atlas and the distribution maps in the atlas such as tissue 
classification maps. This segmentation is one of most commonly used segmentation methods 
for tissue classification of the human brain. Further discussion is in the previous chapter. 
An image registration process typically consists of three components: similarity 
measurement, transformation model, and optimization method [214]. The similarity 
measurement determines the geometry or image characteristics (such as image intensity) for 
analysing the similarity between the registered source subject and the reference subject. The 
transformation model specifies transformation parameters for the alignment of the source 
subject into the space of the reference subject. The optimization method generates the optimal 
transformation parameters based on maximization of the similarity. Different registration 
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methods are generated based on different similarity measurements, transformation models, or 
optimization methods and discussed in the following part. 
5.2. Similarity measurements 
Since the purpose of image registration is to generate a transformed source subject which 
has the maximum similarity to the reference subject, the measurement of similarity is an 
important component in the registration process. The similarity measurements are divided into 
two categories: feature-based approaches and intensity-based approaches [227]. The feature-
based approach, also known as geometry-based approach, generates similarity of the two 
subjects based on features of the subject such as anatomical landmarks and structures [228]. 
The intensity-based approach, also known as the image-based approach, generates similarity 
directly from the image intensity of the two subjects [229]. 
5.2.1 Feature-based similarity measurements 
Feature-based similarity measurements calculate similarity between the two subjects 
based on a common set of anatomical elements. Based on different types of anatomical 
elements, measurements of similarity are divided into three main categories: landmark-based 
approaches, curve-based approaches and surface-based approaches. These elements are 
typically extracted from structurally or functionally important features to ensure 
transformation based on this similarity measurement has biological validity [214, 230]. 
5.2.1.1 Landmark-based similarity measurement 
The landmark-based similarity measurement extracts fiducial markers from the source 
subject and the target subject and determines the corresponding relationship between the two 
landmark sets.  Similarity of the two subjects is measured based on the distance between the 
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two landmark sets. An example of the landmark system is shown in Figure 5.1. The 
landmarks can be extracted from the subjects before the imaging process based on external 
adhesive fiducial markers or implantable fiducial markers. Landmarks from this extraction 
method are accurate and consistent across different imaging modalities. However, this 
procedure of extraction is sometimes highly invasive and using non-invasive landmarks 
attached to the subject surface is not always achievable in the clinical situation. Moreover, 
both external adhesive fiducial markers and implantable fiducial markers use a set of physical 
markers placed onto the subject which cannot be consistently applied in order to acquire 
images over extended periods of time, therefore this landmark extraction method has limited 
application in clinical use. 
Imaging landmarks can also extracted from subject images based on anatomical 
information such as the prominences of the skull, and geometrical information such as the 
intensity distribution. Extraction of these landmarks can be processed manually or 
automatically. Manual extraction of the landmarks is based on anatomical and geometrical 
information about the subject. Although expert experience is not required for the extraction, it 
can improve the accuracy of the extraction. Manual extraction is a preferred approach for 
landmarks of the human brain [231, 232]. However it is more time consuming than the 
automatic process and it may contain some consistency issues in locating landmark systems 
across subjects. Semi-automatic extraction processes extract landmarks based on a few 
manually extracted landmarks and landmarks extracted automatically are generated based on 
spatial or geometrical patterns of the landmark system. 
 EEG 10/20 landmark systems are a set of the most common landmark systems for 
registration of the human head [159, 233]. The electroencephalography (EEG) 10/20 system 
describes the location of scalp electrodes in an EEG test. This system is based on distances 
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between adjacent electrodes and distances between electrodes and the basic anatomical 
landmarks. The four basic anatomical landmarks from the four landmarks system above are 
used for the essential positioning of the EEG 10/20 system. Other landmarks are then 
extracted from the surface of the head based on the distance from the four anatomical 
landmarks and the landmarks that have been extracted. For example, the landmark near the 
left ear is extracted from the midline of the head determined by the two temple anatomical 
landmarks. The distance from this landmark to the left temple along the midline is 10% of the 
total distance between two temples. Using the same methods, landmark sets of different 
density can be extract from the surface. Number of landmarks from the EEG 10/20 systems 
vary from nineteen to over a hundred. In this work, EEG 10/20 systems with 19 landmarks 
and 40 landmarks are used for the registration. 
 
Figure 5.1. EEG 10/20 landmark system. (Top view) Red points are the landmarks, and blue dotted line are 
the auxiliary line in the EEG 10/20 system. 
Landmark extraction can also be processed fully automatically based on pattern 
recognition of anatomical structures such as aortic and major veins [22]. However, it is not 
always achievable for inter-modality registration and it is extremely time consuming for a 
dense landmark systems [234]. 
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Since the landmark-based similarity measurements only enquiries the spatial information 
of the fiducial points instead of the whole subject, and it can be applied to noisy data [235]. 
For the registration of 3D subjects, at least three pairs of corresponding landmarks are 
required to extract from the two subjects. Registration based on a dense landmark system has 
the potential to achieve higher registration accuracy than registration based on a sparse 
landmark system. However, increasing the number of landmarks leads to a more time and 
computationally consuming registration process. All three categories of feature-based 
similarity measurements rely on corresponding features from the source subject and the 
reference subject.  However, this corresponding relationship is not always available in inter-
subject registration and inter-modality registration, or even for the same subject with the same 
imaging modality. For example, the corresponding relationship is not always available when 
monitoring the development of a disease or analysing the growth of organs in infants. Another 
issue for feature-based similarity measurements is accuracy of similarity. Transformation of 
the source subject can achieve a maximized feature-based similarity, but still contains major 
errors such as folding or tearing in the areas away from the feature [214].  
5.2.1.2 Curve-based similarity measurement 
A curve-based similarity measurement is similar to a landmark-based approach. It extracts 
the same set of curves of anatomical structures such as gyrus and sulci in the human brain 
(figure 5.2) from images of the two subjects [22, 211], and the similarity is measured based 
on the corresponding curves from the source subject and the reference subject. An example of 
the curve system is shown in Figure 5.3. Similarity measurements based on landmarks and 
curves are both relatively computationally efficient and curve-based similarity measurements 
involve more anatomical information in the registration process than the landmark based 
approach. However, a dense curve system can be hard to generate, especially for inter-
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modality registration, as not all anatomical structures are distinguishable in all imaging 
modalities. 
 
Figure 5.2. illustration on the four division lobes and their associated gyri [25]. 
 
Figure 5.3.  A curve system of the human brain consisting of three external curves. (Top view) The red lines 
are the curves. 
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5.2.1.3 Surface-based similarity measurement 
The surface-based similarity measurement extracts the surface of the target organs or the 
surfaces of anatomical structures such as the ventricle or the cerebral cortex in the region of 
interest, and measures the similarity for the registration based on the corresponding surfaces. 
Normally, the surfaces are represented by a set of dense surface points from contours of the 
subject organs or anatomical structures. Surface points in the two subjects do not necessarily 
have one-to-one corresponding relationships as in the landmark-based approach and the 
curve-based approach. Since surface-based registration contains a large number of points 
compared to other feature-based approaches, it is more computationally expensive and may 
find a local minimum in the optimization. A two-step-registration approach is designed for the 
surface-based registration. Firstly, a coarse surface point system is created and registration 
between the two subjects is processed based on the coarse surface point system. The source 
subject and its surface landmarks are transformed based on the registration result. Secondly, 
the transformed subject is then registered to the reference subject based on the transformed 
dense surface points system. Surface-based methods have been proved to give good accuracy 
in the regions near the boundary, but are less accurate in the deeper regions because of lack of 
internal information [228, 236, 237]. 
5.2.2 Intensity-based similarity measurement 
The intensity-based similarity measurement uses the subject images directly and measures 
the similarity based on intensity similarity of the whole image. Since an intensity-based 
similarity measurement involves intensity information from the whole subject, it keeps the 
maximum amount of information and tends to be more computationally expensive than the 
feature-based approaches. It is a fully automatic process which does not require any feature 
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extraction. For inter-modality registration, intensity-based registration [238] can be processed 
in two steps: firstly, images from all image modalities are transformed to simulate a common 
image modality based on anatomical structural information; Secondly, simulated images are 
registered based on the image intensity, and the original images are transformed based on the 
registration result. 
5.3. Transformation models 
The transformation model defines the deformation of the source subject into the space of 
the reference subjects and transformation parameters are generated based on an optimization 
process.  Transformation models of 3D subjects are classified into two categories: rigid 
transformation and non-rigid transformation models [239]. Rigid transformation considers the 
source subject and reference subject as rigid objects with similar internal structure and the 
transformation is processed globally. Non-rigid transformation is applied when the internal 
structure varies between the two subjects and the transformation is processed both globally 
and locally [240]. 
5.3.1 Rigid transformation 
Rigid transformation considers the subject as a rigid object and performs a whole subject 
alignment based on nine transformation parameters (three translation parameters, three 
rotation parameters, and three scaling parameters). Affine transformation is similar to the 
rigid transformation with three additional shear parameters. Since rigid transformation is not 
sufficient to register localized changes, it is normally applied to intra-subject registration or 
subjects with similar internal structure. However, rigid transformation is not ideal for intra-
subject registration with major structural abnormalities such as swelling and bone fractures. 
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This transformation is usually applied to feature-based similarity measurements and it is a 
time efficient approach with processing time between a few seconds and a few minutes [214]. 
5.3.2 Non-rigid transformation 
Non-rigid transformation aligns the source subject using both global transformation and 
localized transformation. It is used when the two subjects contain some localized structure 
differences. This transformation is applied to both feature-based similarity measurements and 
intensity-based similarity measurements [214, 241]. 
Different non-rigid transformation models are selected based on tissue characteristics or 
simulation measurements. For example, a thin plate spline model is applied to a landmark-
based approach [242]. One of the mostly commonly used non-rigid transformation models is 
the spline-based transformation models [243]. It is a control point-based transformation and it 
is generated based on the physical bending energy field simulated by a thin metal plate placed 
under the control points. For a “thin-plate” spline, all the landmarks have influences on the 
global transformation. For B-splines, each landmark only affects its local region. It is 
considered a non-rigid transformation with “local support” [214]. 
Some non-rigid transformation models are designed to mimic the state of the subject 
tissue. The elastic model considers the subject as a linear, elastic solid under a force from 
image similarity measurements [244, 245]. The fluid model considers the object as a 
continuous fluid and allows highly localized transformation [244, 246]. Different 
transformation models can be applied to the same subject simultaneously. For example, in 
some registration of a human head, soft tissue such as brain tissue is considered as an elastic 
model, bone as a rigid model and cerebrospinal fluid (CSF) as a fluid model [214, 247]. 
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Non-rigid transformation can take up to several hours to generate and it is usually more 
time consuming than rigid transformation [214, 248]. Also, an optimization result of a non-
rigid transformation may contains errors from local minimization [231]. A modified non-rigid 
transformation approach is designed by using a rigid transformation as the initial alignment 
and then the non-rigid transformation is processed based on the registration result from the 
rigid registration. It has proved to be more efficient than the non-rigid transformation 
approach without initial alignment in some circumstances [249, 250].  
5.3.3 Interpolations 
One of the main applications of registration is quantitative comparison between the two 
objects, and it requires image data of the two subjects presented with the same image 
resolution or the same image points, therefore interpolation is a necessary step in some of the 
registration process. 
Three of the most commonly used interpolation methods are presented in this chapter. The 
nearest neighbour interpolation is the simplest interpolation approach [251]. It determines the 
value of an image point/voxel by its nearest image point/voxel. This is the most time efficient 
approach and the original image value is preserved during the process, however it may reduce 
the image resolution. Another commonly used interpolation approach is tri-linear 
interpolation [252]. It is generated by a series of linear interpolations in three dimensions and 
the value of an image point/voxel is determined by sum of the image values of its surrounding 
points/voxels weighted by the linear distance. This approach is computationally inexpensive 
and provides higher accuracy than the nearest neighbour approach, but it still reduces the 
image quality during the process [251]. Sinc Interpolation [253] is similar to the tri-linear 
approach but it determined the image value by summing the image values of its surrounding 
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points/voxels weighted by the sinc function. Sinc interpolation can resample the image data 
with few errors introduced during the process [212]. 
5.4. Optimization  
Image registration is aimed at finding the optimal transformation to achieve the maximum 
similarity of two subjects. The maximum similarity of two subjects is achieved by minimize 
the difference between the two subjects. For the source subject Is, reference subject Ir at a set 
of points x and its transform t, the difference between two subject is defined as F(Ir, Is) and 
the cost of the transformation is defined as G(t(Φ)). The generation of transformation 
parameter Φ is based on the minimization of the following function [254]:  
𝛷opt = argmin(𝐹(𝐼𝑟(𝑥), 𝐼𝑠(𝑡(𝑥, 𝛷)) + 𝐺(𝑡(𝛷))                                (5.1) 
Without considering the cost of transformation, the optimization process becomes the 
maximization of the similarity. 
Image registration can be processed fully manually by optimizing the transformed subject 
using visual alignment [255]. A user interface has been developed to provide visual feedback 
during the registration. The user registers the images by adjusting (translating and rotating) 
the source subject to fit the reference subject. This adjustment is processed iteratively on each 
individual slice until a good visual alignment is achieved. This registration relies purely on 
the understanding of subject images from the user and is extremely time consuming. 
Therefore fully manual registration is not ideal for 3D image registration. An optimization 
method for semi-automatic and automatic registration is discussed in the following part.  
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5.4.1 Optimization for feature based similarity measurement 
The feature-based similarity measurement is generated based on distance between the two 
feature sets from the source subject and the reference subject. Distance between curve sets 
and surface sets can be generated based on different methods such as the closest point 
distance and the Euclidean distances [256].   
The iterative Closest Point algorithm (ICP) [257] is widely used among the feature-based 
registration methods. It optimizes the transformation parameter by minimizing the distance 
between the landmark from the source subject and its closest landmark from the reference 
subject. Since this method does not require a one-to-one corresponding relationship between 
landmarks, it can be applied to surface-based registration [231].  Other optimization methods 
can also be applied to feature-based similarity measurements, such as the Downhill Simplex 
Method  (DSM) [240, 258], which is a gradient based local optimization method, and Genetic 
Algorithms (GAs) [240, 259], which are a gradient based global optimization method 
Feature-based similarity measurements used with a non-rigid registration algorithm may 
have issues with the physical validity of the registration results. Continuity of subject between 
features is not included in the similarity measurement, which can lead to folding or tearing in 
the transformed subject [254, 260]. However, continuity is not always achievable for a 
physically valid registration such as an inter-subject brain registration between a healthy 
subject and a subject with a large extrinsic tumour. 
5.4.2 Optimization for intensity based similarity measurement 
Many optimization methods have been applied to the intensity based similarity 
measurements. The simplest method is based on measuring similarity by the sum of the 
squared differences (SSD) [214, 261] of image intensity in each voxel.  
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𝑆𝑆𝐷 =
1
𝑁
∑ (𝐼𝑟(𝑥) − 𝐼𝑠(𝑡(𝑥)))
2
𝑁                                                 (5.2) 
Where SSD is the similarity measurement based on SSD, 𝐼𝑟(𝑥) is the image intensity at 
location x.   𝐼𝑠(𝑡(𝑥)) is the corresponding image intensity of the transformed source image 
based on transformation t, N is the number of voxels in the ROI. 
The correlation coefficient [214, 262] also measures similarity based on corresponding 
voxels and it assumes that there is a linear relationship between similarity and corresponding 
intensities [Equation 5.3]. These two similarity measures are suitable for intra-modality 
registration.  
CC =
∑ (𝐼𝑟(𝑥)−𝐼?̅?)∙𝑁 ∑ (𝐼𝑠(𝑡(𝑥))−𝐼?̅?)𝑁
√∑ (𝐼𝑟(𝑥)−𝐼?̅?)2∙𝑁 ∑ (𝐼𝑠(𝑡(𝑥))−𝐼?̅?)2∙𝑁
                                                (5.3) 
Where CC is the similarity measurement based on the correlation coefficient. 
Since image intensity patterns vary in inter-modality registration, there is not a linear 
relationship between similarity and corresponding intensities and the similarity measurement 
cannot be generated based on the image intensity directly.  Other measurements such as 
mutual information (MI) [214, 263] measurement have been applied to inter-modality 
registration. Mutual information is an information-theoretic measure, which assumes there is a 
probabilistic relationship instead of linear relationship between similarity and corresponding 
intensities. 
𝑀𝐼 = 𝐻𝑟 + 𝐻𝑠 − 𝐻𝑟𝑠                                                       (5.4) 
where 𝐻𝑟 = − ∑ 𝑃𝑖𝑙𝑜𝑔𝑖 𝑃𝑖 , 𝐻𝑠 = −∑ 𝑃𝑗𝑙𝑜𝑔𝑗 𝑃𝑗, 𝐻𝑟𝑠 = −∑ 𝑃𝑖𝑗𝑙𝑜𝑔𝑖𝑗 𝑃𝑗𝑖 ,  𝑃𝑖 is probability 
of intensity I occurring in source or reference subject. 
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Intensity-based image registration is more computationally expensive than feature-based 
registration.  Non-rigid Intensity based image registration suffers from inaccurate results 
because of local minimum issues. For intensity-based image registration of the human brain, 
the registration accuracy may decrease when the two subjects are misaligned by over 45 
degree rotation and over 20mm translation before registration [212]. Pre-registration 
alignment based on features can improve intensity based registration. The feature-intensity 
based registration process is divided into two steps: first, the source subject is aligned with the 
reference subject based on feature-based rigid registration. Second, the aligned source subject 
is registered with the reference subject based on intensity based non-rigid registration [249, 
250].   
5.5.  Evaluation of the registration methods 
The registration method is normally evaluated based on the similarity measurements in 
the optimization process. However, it may not fully represent the accuracy of the registration 
because of the inverse crime (in this case, using the same set of parameters to calculate and 
evaluate the registration result). Moreover, folding and tearing errors as discussed above are 
not analysed within these evaluation criteria. The most accurate evaluation method is 
designed based on a set of test subjects for which the transformation is known [214, 264]. The 
registration methods are evaluated by comparison with the standard registration. However, 
evaluation requires a set of test subjects which are not always available. Another evaluation 
method is created based on the similarity measurements from different registration methods, 
for example, an intensity based registration is evaluated by the distances between a set of 
curves from anatomical structures such as gyri and sulci [22, 265]. This method requires 
accurate extraction of subject features. 
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In this work, the main application of 3D registration is to register brain tissue maps from 
an average template (atlas) to the subject space. Since the internal structure of the subject is 
not available in the atlas-based DOT recovery and extraction of the whole head surface 
requires additional image system, feature-based registration, specifically external-landmark 
based registration is used for atlas based DOT imaging. Although there are some non-rigid 
regions in the human head such as skin and muscles, since landmark-based non-rigid 
registration of different subjects only provides high accuracy in the area around landmarks, it 
cannot provide good accuracy in the cortex region based on external-landmark. Rigid 
registration is applied to brain images. Therefore, external-landmark based rigid registration is 
used for registration in atlas-based DOT brain imaging in this work. This rigid registration is 
evaluated based on the similarity measurement of another registration method such as the 
surface based registration. Three surface-based evaluation methods are designed for this 
registration. 
5.5.1 Surface-based evaluation methods 
The accuracy of the landmark-based registration methods for a head model is evaluated 
based on surface error defined as the distance between the surfaces of the registered subject 
and reference models. Three evaluation methods are compared in this chapter. 
5.5.1.1 Corresponding-node evaluation method 
 The Corresponding-Node evaluation method [261, 265] is the most accurate evaluation 
method based on surface nodes and the evaluation method calculates the surface error based 
on the distances between each corresponding surface nodes pair of the registered and 
reference models [Figure 5.4]. This method calculates the distance of each nodes pair 
accurately but it requires a node to node correspondence between every node on the surfaces 
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of the two models. Surface error parameter E is defined as the average surface distance 
between the two models and is calculated by the average distance between the pairs of 
corresponding nodes using: 
𝐸 =
1
𝑛
∑ ||𝑆𝑢𝑏𝑖 − 𝑅𝑒𝑓𝑖||
𝑛
𝑖=1                                                    (5.5） 
Where E is the surface error parameter, 𝑆𝑢𝑏𝑖 is the surface node of the registered subject 
model, 𝑅𝑒𝑓𝑖 is its corresponding nodes from the reference surface, and n is the number of 
surface nodes pair. 
 
Figure 5.4.  Schematic diagram of the correspond relationship in Corresponding-Node evaluation method. 
Blue line: Surface of the reference subject. Blue points: Surface nodes of the reference subject. Red line: Surface 
of the registered subject. Red point: Surface nodes of the registered subject. 
5.5.1.2 Closest Nodes evaluation method 
The Corresponding-Node evaluation method requires a node to node correspondence 
between every pair of nodes on the surfaces of the two models, which is not always available 
especial for inter-subject registration. The Closest-Nodes [257, 266] evaluation method is an 
acceptable alternative to the corresponding-node evaluation method. The surface error 
parameter E is defined as the average surface distance between the two models in this method. 
It is calculated by average of the distance between each node on the surface of the registered 
model and its closest node on the surface of reference model [Figure 5.5] using: 
𝐸 =
1
𝑛
∑ ||𝑆𝑢𝑏𝑖 − 𝑅𝑒𝑓𝑐𝑖||
𝑛
𝑖=1                                             (5.6) 
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where E is the surface error parameter, 𝑆𝑢𝑏𝑖 is surface node of the registered subject 
model, 𝑅𝑒𝑓𝑖 is its closest nodes from the reference surface and n is the number of surface 
nodes. 
 
Figure 5.5.  Schematic diagram of the correspond relationship in the Closest-Node evaluation method. 
Legend is the same as Figure 5.4. 
Although the Closest-Node evaluation method has lower accuracy than the 
Corresponding-Node evaluation method, it does not require node to node correspondence 
between every pair of nodes, therefore it has a wider application. 
5.5.1.3 Hausdorff distance evaluation method 
The Hausdorff distance [267, 268] evaluation method is one of the most commonly used 
evaluation methods based on surface points and it defines the surface error as the Hausdorff 
distance between the surfaces of the registered subject and reference models [Figure 5.6].  
The Hausdorff distance between the two curves is defined by their longest distance. The 
Hausdorff distance between curve A and curve B is represented in the following equation; 
𝑑𝐻(𝐴, 𝐵) = max (𝑠𝑢𝑝𝑎∈𝐴 inf𝑏∈𝐵 𝑑(𝑎, 𝑏), 𝑠𝑢𝑝𝑏∈𝐵 inf𝑎∈𝐴 𝑑(𝑎, 𝑏))                             (5.7) 
where 𝑑𝐻(𝐴, 𝐵) is the Hausdorff distance between curve A and curve B, a is the node 
from curve A, b is the node from curve B. 
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Figure 5.6.  Hausdorff distance between curve A and curve B. 
In this example, a uniform grid with 400 nodes is plotted on the surfaces of the two 
models and surface points are based on this grid. The Hausdorff distance between the two 
surfaces is generated and applied for the evaluation of the registration result. 
5.5.2. Comparison between the three evaluation methods 
Examples of three evaluation methods are presented based on one testing subject and 
three feature-based registration methods. The testing subject contains a point cloud of the 
head surface with ~4000 nodes, and a reference subject which is generated based on a random 
transformation of the testing subject. Registration between the two subjects is based on three 
feature-based rigid registration methods:  basic-4-landmark based non-iterative point to point 
registration, EEG 10/20 system landmark based non-iterative point to point registration, and 
3-curve based registration [Figure 5.7].  
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Figure 5.7.  Three feature-based registration methods: a.basic-4-landmark based registration, b.EEG 10/20 
system landmark based registration, and c.3 curve based registration. 
The distance between each surface node in the reference subject and registered subject are 
presented in Figure 5.8. Basic-4-landmark based registration has the highest surface distance 
among the three registration methods based on both Corresponding-Node evaluation and 
Closest-Node evaluation and the EEG 10/20 system landmark-based registration method has 
the lowest node distance based on both evaluation methods. Although Closest-Node 
evaluation has a lower surface distance in some regions than Corresponding-Node evaluation 
for basic-4-landmark registration, Corresponding-Node distance and Closest-Node distance 
have similar distributions for all three registration methods.  
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Figure 5.8.  Corresponding-Node distance and Closest-Node distance based on result from three feature-
based registration method: basic-4-landmark based registration, EEG 10/20 system landmark based registration, 
and 3-curve based registration. 
The average surface error of the three evaluation methods for the three registration 
methods are shown in table 5.1 and Figure 5.9. Based on the Corresponding-Node evaluation 
method, Average surface errors of all three registration methods are lower than 5 mm. The 
basic-4 landmark registration method with a 4.6 mm surface error is considered the least 
accurate registration method, and the EEG 10/20 system landmark registration method with a 
0.3 mm surface error is considered the most accurate registration method. The Closest-Node 
evaluation method shows consistent results with the Corresponding-Node evaluation method. 
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Based on the Closest-Node evaluation methods, the surface errors of all three registration 
methods are lower than 3 mm. The basic-4 landmark registration method with a 2.9 mm 
surface error is considered the least accurate registration method, and the EEG 10/20 system 
landmark registration method with a 0.3 mm surface error is considered the most accurate 
registration method. The Hausdorff distance evaluation method shows result consistent with 
the Corresponding-Node evaluation and Closest-Node evaluation methods. Based on the 
Hausdorff distance evaluation methods, the surface errors of all three registration methods are 
lower than 6.5 mm. The basic-4 landmark registration method with a 6.2 mm surface error is 
considered the least accurate registration method, and the EEG 10/20 system landmark 
registration method with a 0.6 mm surface error is considered the most accurate registration 
method.  
Table 5.1. Quantitative evaluation of the three evaluation methods for the three registration methods. 
Whole surface 
average 
Hausdorff 
distance/mm 
Corresponding-Node 
distance/mm 
Closest-Node 
distance/mm 
Basic-4-landmark 6.22 4.61 2.92 
EEG 10/20 landmarks 0.55 0.28 0.28 
3-Line-fitting 3.56 2.18 2.04 
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Figure 5.9. Quantitative evaluation of the three evaluation methods for the three registration methods. 
Similar comparison of the three evaluation methods is also processed based on five 
subjects and 11 registration methods. For each subject, five different random affine deformed 
meshes are generated and used as testing data.  Each deformed mesh is registered to its 
reference mesh based on the corresponding nodes of the head surfaces. 11 registration 
methods ( basic-4-landmark Non-iterative Point to Point registration, EEG 19 landmark based 
registration with iterative Point to Point algorithm (P2P), EEG 19 landmark based registration 
with Non-iterative Point to Point algorithm (NP2P), EEG 19 landmark based registration with 
Iterative Closest Point algorithm (ICP), EEG 40 landmark based P2P registration, EEG 40 
landmark based NP2P registration, EEG 40 landmark based ICP registration, Full-head 
landmark based P2P registration, Full-head landmark based NP2P registration, Full-head 
landmark based ICP registration, and 4-curve based registration) are used in this experiment 
and described in detail in the next chapter. The errors are calculated based on result of the 11 
registration methods using the three evaluation methods outlined above. Average surface error 
is generated based on the surface error from the five mesh set for evaluation and comparison. 
The results of the evaluation are shown in Figure 5.10. 
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Figure 5.10.  three quantitative evaluation of the 11 registration methods 
Based on Corresponding-Node evaluation methods (Figure 5.10.a), surface errors of all 11 
registration method are lower than 8mm. The four landmark registration method with a 7mm 
surface error is found to be the least accurate registration method, and the whole head 
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landmark system with P2P algorithm with a 2mm surface error is found to be the most 
accurate registration method. The surface errors of the whole landmark system with ICP 
algorithm and Curve Fitting registration are higher than 4mm. The other seven registration 
methods have similar surface errors of approximately 2.5mm. 
Evaluation using the Closest-Node evaluation method (Figure 5.10.b) shows consistent 
results with Corresponding-Node method. Based on Closest-Node evaluation methods, 
surface errors of all 11 registration method are lower than 5mm. The four landmark 
registration method with a 4.6mm surface error is found to be the least accurate registration 
method, and the whole head landmark system with P2P algorithm with a 1.2 mm surface error 
is found to be the most accurate registration method.  
The Hausdorff distance evaluation (Figure 5.10.c), method shows consistent result with 
Closest-Node and Corresponding-Node method. Based on Hausdorff distance evaluation 
methods, surface errors of all 11 registration method are lower than 10cm. The four landmark 
registration method with a 9cm surface error is found to be the least accurate registration 
method, and the whole head landmark system with P2P algorithm with a 2cm surface error is 
found to be the most accurate registration method. 
In this study, there is a node to node correspondence between the testing subject and the 
reference subject, and the corresponding nodes evaluation is the most accurate. However this 
correspondence normally is not available especially for the registration in atlas-based DOT 
recovery. Since the three evaluation methods above provide similar results. The Closest-Node 
evaluation is an acceptable alternative of the Corresponding-Nodes evaluation method. All the 
geometrical error evaluation in this work is based on Closest-Node evaluation. 
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5.6. Summary 
Image registration of 3D subjects transforms the source subject to constitute the maximum 
similarity to the reference subject. An image registration process typically consists of three 
components: a similarity measurement, a transformation model, and an optimization method. 
Registration methods are categorised based on the similarity measurement and the 
transformation model (table 5.2), and the optimization method is determined based on these 
two components. 
Table 5.2: Summary of different registration methods 
Category Type of registration Advantages Disadvantages 
Similarity 
measurem
ents  
Feature-
based 
Landmark
-based 
 Most robust to 
image noise  
 Can be applied to 
inter-modality 
registration 
 Difficult to maintain 
consistency of the 
landmark location 
among different 
subjects and image 
modalities 
Curve- 
based 
 Involves more 
anatomical 
information during 
the registration 
than the landmark-
based approach 
 Can achieve better 
accuracy 
 Difficult to maintain 
consistency of 
curves among 
different subjects 
 
Surface- 
based 
 Surfaces are easier 
to extract than 
landmarks and 
curves which can 
be extracted 
automatically 
 More 
computationally 
expensive  
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Intensity-
based 
  Does not require 
the correspondence 
of image features 
between source 
and reference 
subjects 
 Can be processed 
automatically 
 Less accurate and 
more 
computationally 
expensive  
Transform
ation 
model 
Rigid   Time efficient   Usually only 
applied to feature-
based similarity 
measurements 
 Not ideal for non-
rigid regions  
Non-rigid   Can be applied to 
both similarity 
measurement 
 Can be used in 
inter-subject 
registration 
 Not ideal for rigid 
regions  
 Time consuming 
 
The optimal registration method varies for specific problems and is selected based on the 
registered objects. Registration between objects with large differences such as registration of 
images from different subjects or different imaging modalities, typically requires a 
computationally expensive registration method such as registration based on dense landmark 
system. Although registration methods can be evaluated based on the optimization result, the 
most accurate evaluation method is designed based on a set of test subjects for which the 
transformation is known. Normally, the evaluation is generated based on the similarity 
measurements associated with the different registration methods. For example, landmark-
based registrations of head models are evaluated based on surface distance. Three evaluation 
methods based on surface distance: namely Corresponding-Node, Closest-Nodes and the 
Hausdorff distance evaluation methods are compared in this chapter based on 11 registration 
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methods of five subjects. Although the Corresponding-Node evaluation method is the most 
accurate method, it provides similar results to the other two methods. Therefore, the Closest-
Node evaluation is an acceptable alternative if the corresponding nodes evaluation method is 
not available. 
The registration in atlas-based DOT is between an atlas and the subject surface. Since the 
internal structure of the subject is not available and extraction of the whole head surface 
requires additional image system, external-landmark is used as the similarity measurement in 
the registration. Since brain image recovery is focused on the cortex region and external-
landmark based non-rigid registration has low accuracy in the internal region, rigid 
registration is used as the transformation model. Therefore, external-landmark based rigid 
registration is used for registration in atlas-based DOT brain imaging in this work. All the 
geometrical accuracy of this registration is evaluation by the Closest-Node evaluation. 
Registration between an atlas and the subject is the main process in the generation of 
forward model in atlas-based DOT. Quantitative evaluation of 11 registration methods based 
on geometrical accuracy of the registration result, accuracy of light propagation and recovery 
accuracy of brain activations is presented in the following chapter.  
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CHAPTER 6: QUANTITATIVE EVALUATION OF ATLAS-
BASED DOT FOR IMAGING OF THE HUMAN VISUAL 
CORTEX 
6.1. Introduction 
Diffuse optical tomography (DOT) as described in chapter 2 is a functional imaging 
modality [269]. It has been applied to imaging functional activations in the adult brain [4, 14, 
23] and neonatal brain [3, 17, 92]. For adult subjects, fMRI as described in chapter 2 is one of 
the most commonly used hemodynamic-based neuroimaging modality, and it suffers from 
relative high cost, fixed scanner locations and physical constraints during imaging which limit 
its translation as a bedside clinical tool [66]. DOT has shown a strong potential in clinical 
application specifically for neonate and long-term bedridden patients [1] . 
 In the recovery process of brain activations using DOT, it is important that the forward 
model accurately represents the subject being imaged as the propagation of light within tissue 
is a non-linear function of both shape, size and internal structure and (often assumed) 
underlying optical properties. Where available, the forward model is generated based on a 
subject-specific anatomical head model from other imaging modalities such as structural MRI 
[6, 177]. When subject-specific models are not available, a registered (atlas based) anatomical 
head model can be used as an alternative [9-11]. The ICBM152 atlas is used to provide 
internal structural information as well as an approximation of the external head shape in this 
work. 
Registration between the atlas and the subject being imaged is one of the main steps in 
atlas-based DOT of the human brain and therefore the evaluation of the accuracy of the 
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registration methods themselves has been of great importance. Different registration methods 
are described in chapter 5. In previous studies (table 6.1), a surface based rigid registration 
method for human brain has been utilised by Huppertz et al [256] for EEG and MRI data by 
matching the surface from a 3D scanning device to the surface extracted from MRI images.  
Using this method the average error was found to be 0.3 mm based on the location error of 
fiducial points of the head surface, namely, the location of electrodes in EEG system. The size 
and distribution of fiducial points used for registration is also an important aspect which was 
investigated by West et al. which focused on fiducial point-based registration for cranial 
neurosurgery [270]. This study showed that the landmarks must be narrower than 4 mm to get 
a registration with an acceptable error while increasing the number of fiducial points and 
avoiding near-collinear configurations also improved the registration accuracy. Singh et al 
developed a fiducial point-based registration method that registered multichannel, multi-
subject NIR data to the MNI space  which used 19 fiducial points from EEG 10/20 landmark 
system and an iterative closest point algorithm for the optimization [159]. The accuracy of the 
method was evaluated by the closest surface points on the registered model and the atlas with 
the location error found to be within 4.7 to 7.0 mm.  
Non-rigid registration is most commonly used to register subject-specific data to an 
average model or reference space such as MNI space for analysis. For example, Crum et al. 
divided the non-rigid registration into geometric approaches (registration methods based on 
anatomical information) and intensity approaches (registration methods based on intensity 
patterns) which demonstrated that combining geometric and intensity approaches is a more 
robust method for registration of human brain image [271]. There are a number of different 
toolboxes available publicly to allow non-rigid deformation and three of these were compared 
by Ardekania et al. using brain MRI scans [211]. The algorithms compared were the 
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Automatic Image Registration (AIR), the Statistical Parametric Mapping (SPM8), and the 
Automatic Registration Toolbox packages (ART). These comparisons showed that all 
algorithms provide accuracy within geometrical error of less than 2.0 mm. Klein et al. focused 
on the evaluation and comparison between 14 non-rigid and 1 rigid registration method based 
on calculated overlay between different brain regions from an average head and registered 
subject models from different subjects [22]. It was shown that non-rigid registration is more 
accurate providing an average accuracy of 75% in overlay. However, non-rigid methods often 
require both surface information and internal structure of the subject head, while rigid 
methods can be used when the internal information is not available, which is a common 
problem faced with atlas based image recovery in DOT. 
Table 6.1: Summary of previous studies in registration of brain imaging 
Category Investigated 
registration method 
Authors Aim of the study 
Rigid 
registration 
Surface based  Huppertz 
et al [256] 
Geometrical accuracy of the 
registration methods 
Fiducial point-based West et al 
[270] 
Locating the fiducial point 
Fiducial point-based Singh et al 
[159] 
Accuracy of the registration from 
subject-specific data to the MNI 
space 
Non-rigid 
registration 
Registration 
methods with 
geometric and 
intensity approaches 
Crum et al 
[271] 
Robustness of the registration method 
Registration 
methods from 
commonly used 
toolboxes 
(AIR,SPM,ART) 
Ardekania 
et al [211] 
Comparison of geometrical accuracy 
of the registration methods 
14 non-rigid and 
one rigid 
Klein et al 
[22] 
Comparison of geometrical accuracy 
of the registration methods 
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Previous studies in utilisation of atlas based DOT are focused on evaluation of the 
accuracy in reconstruction result directly (table 6.2）. In these studies, accuracy of the 
recovered images is evaluated by comparison between a reference and the atlas-based 
reconstruction with the evaluation criteria typically generated mostly based on the localization 
error or overlapping percentage of the two reconstructed areas. Custo et al. compared the 
DOT recovery of the same brain activation based on subject-specific models and the 
corresponding registered atlas [11]. The atlas was registered to each individual subject based 
on a rigid registration using fiducial points from EEG 10/20 system. 3 subjects were used in 
the study and the results from the subject and the registered atlas based model showed ~70% 
overlay. Cooper et al. also focused on comparison of DOT recovery using subject-specific and 
registered models using the same registration method as Custo et al. but using simulated data 
from 32 subjects [9]. Accuracy of the recovery result was evaluated based on mean Euclidean, 
mean geodesic and mean Hausdorff error. Localization error of atlas based DOT was 
approximately 18 mm in Euclidean space, and 9 mm for DOT with subject-specific model. 
Based on this study although the atlas based DOT demonstrated larger reconstruction errors, it 
was deemed as an acceptable alternative when subject-specific model is not available. 
Ferradal et al. used a similar landmark system after adjusting the fiducial location that 
concentrate on the region of interest being imaged (visual cortex) [10]. Subject specific and 
atlas based DOT with linear registration and a non-linear registration method based on a B-
spline transformation were compared to fMRI data for comparisons using a group analysis. 
For the group analysis, each subject was registered to the standard atlas and the reconstructed 
activation was generated based on statistical tests. Atlas-based DOT had an average 
localization error of 2.7mm compared to subject-specific model, and 6.6mm to fMRI.  
Although all of these studies are focused on evaluation of the recovered activations (images) 
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from a ‘single’ registration method, they show that in their respective studies, the 
reconstructions based on an atlas model have acceptable accuracy using both simulated and 
experimental data and can be considered as an alternative when subject specific anatomical 
mesh is not available. 
Table 6.2: Summary of previous studies in accuracy of DOT brain activation reconstruction 
Author Registration 
method 
Utilized data Aim of the study 
Custo et 
al  [11] 
Fiducial points-
based rigid  
Brain activations  
measured by DOT and 
MRI 
Accuracy of the DOT 
recovery based on 
comparison with MRI   
Cooper 
et al  
[9] 
Fiducial points-
based rigid  
Simulated brain 
activations measured 
by DOT and MRI 
Accuracy of the DOT 
recovery based on 
comparison with 
simulated  activation 
Ferradal 
et al  
[10] 
Fiducial points-
based rigid and 
non-rigid  
Brain activations 
measured by DOT and 
MRI 
Comparison of the DOT 
recovery based on 
different registration 
methods 
 
The previous works in atlas based DOT discussed above are focused on investigation and 
comparison of the registration method based on a ‘single’ fiducial points system in terms of 
geometrical error and/or the recovered activation. To date, the effect of registration algorithm 
or fiducial number and location on atlas-based DOT data quality have yet to be fully 
evaluated. As model-based image recovery in DOT relies on accurate models for light 
propagation, no work to date has investigated the effect of registration errors on consequent 
errors in the light model, which directly affects the parameter recovery accuracy. Optical 
properties of human head can be modelled with five major layers, skin, skull, bone, CSF, gray 
matter and white matter. In ‘rigid’ registration methods that rely only on external markers 
these layers are also rigidly transformed. It is therefore important to not only consider the 
external geometry error, but also the consequent error on the light model within the layered 
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tissues. In summary, atlas-based DOT can be divided into three steps: 1) registration between 
the atlas model and the subject, 2) generation of the light propagation model using the 
registered atlas, and 3) recovery of brain activations. All three steps are evaluated in the 
presented work. 
Full-head anatomical 3D images from 24 subjects are used to evaluate the accuracy of 
three different rigid registration methods, each using a combination of ~5 different landmark 
system, giving rise to 11 different algorithms. The accuracy of each algorithm is investigated 
by evaluating the error of the light propagation model thereby considering the quality of not 
just the external registration, but also effects of registration of the internal structures. Finally 
to demonstrate the overall consequence on parameter recovery, each of the 11 algorithms are 
evaluated using simulated functional activation data from the visual cortex for all 24 subjects. 
6.2.  Methods 
Image recovery in DOT using measured NIR data from a human subject involves data 
calibration (data-pre-processing) as well as model based image reconstruction. Data 
calibration is a critical aspect of image reconstruction regardless of the modelling method 
utilized and is covered in detail elsewhere [23]. Regardless of whether using subject specific 
or atlas-based models, the domain of interest needs to be segmented and meshed, which is 
achieved using NIRVIEW [109]. For model based image reconstruction, different models of 
light propagation in tissue can be utilized; in this work we use a finite element model (FEM) 
of the head using NIRFAST [68].  
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6.2.1 Subject specific models 
Generation of subject specific models for image recovery can be summarized using the 
flowchart shown in Figure 4.10. Specifically, MRI data from a given subject is segmented by 
the SPM-based segmentation for chapter 4 section 4.2.3 [208, 272]. Segmented images of the 
five tissue types (skin, skull, CSF, gray and white matter) are generated, which is then used 
together with NIRVIEW and NIRFAST to create masks and layered volumetric FEM meshes. 
The optical properties used for each layer are typically accepted to be subject specific, but 
throughout this work, the values shown in Table 6.3 are used [6, 108, 273, 274]. 
Table 6.3. Head tissue optical properties at 750 nm 
 µa (mm
-1) / µ’s (mm
-1
) / Refractive Index 
Scalp 0.0170 / 0.74 / 1.33 
Skull 0.0116 / 0.94 / 1.33 
CSF 0.004 / 0.3 / 1.33 
Gray Matter 0.0180 / 0.84 / 1.33 
White Matter 0.0167 / 1.19 / 1.33 
 
6.2.2 Atlas based models 
Registration for DOT recovery using atlas based models can be summarized using the 
flowchart in Figure 6.1. Specifically, for atlas based DOT there are three major steps: 1) 
Registration of the atlas: affine transformation matrices are generated based on fiducial points 
extracted from surfaces of the atlas model and the subject head. These transformation 
matrices are then applied to the atlas model to generate the registered atlas based light model 
in the subject specific space. All transformed FEM models are then checked for consistency 
and accuracy using NIRFAST. 2) Generation of the forward model where NIR light 
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propagation through the domain is simulated based on the registered atlas model. The internal 
structures of the head are provided by the registered atlas, based entirely on registration of the 
external surface. 3) Recovering the activation maps: The model of light from step 2 is used to 
calculate the sensitivity matrix which is then used to calculate the optical property changes 
based on simulated (or measured) subject specific data. 
 
Figure 6.1.Workflow of creating atlas based models using registration methods. 
6.2.2.1 Registration methods 
Landmark-based registration is a common rigid registration method for the human heads. 
It can be used to generate an affine transformation matrix for the atlas model based on 
specific fiducial points as extracted from the atlas and subject head. There are two major steps 
in the registration process: 1) Fiducial points are extracted separately from surfaces of the 
atlas and subject head based on the same landmark system. 2) An affine transformation matrix 
is then generated and optimized by minimizing the distance between these two sets of 
landmarks. In order to provide a comprehensive comparison, 11 different rigid registration 
methods are studied and applied for the atlas based model for 24 subjects as summarized in 
Table 6.4 and Figure 6.2.  
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Table 6.4. Rigid registration methods as well as different types of landmark systems used. 
Method Basic 4  EEG 19  EEG 40  Full head 
Line 
fitting 
ICP 
 
✕ ✕ ✕ 
 IP2P 
 
✕ ✕ ✕ 
 NP2P ✕ ✕ ✕ ✕ 
 Line fitting 
    
✕ 
6.2.2.2 Optimisation algorithms 
The second step of the registration consists of the generation of the affine transformation 
matrix that is optimized based on an algorithm which minimizes the distance between 
landmark pairs from subject and atlas models. Three algorithms are used in this work:  1) 
iterative Point to Point algorithm (P2P), 2) Non-iterative Point to Point algorithm (NP2P), and 
3) Iterative Closest Point algorithm (ICP). 
In the P2P optimisation algorithm, there is a one-to-one corresponding relationship 
between landmarks from the subject and atlas model since the two landmarks sets are 
extracted based on the same landmark system. The P2P algorithm pairs corresponding 
landmarks from the subject and the atlas, and optimises the affine transformation matrix by 
minimizing the distance between the set of corresponding landmark pairs. The optimisation 
progresses iteratively through two steps: 
1) Generation of an affine transformation matrix based on minimisation of the mean 
square error (MSE) between the paired landmarks: 
1
n
T i i
i
T arg min T Atlas Sub

  
                                                (6.1) 
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where T is the affine transformation matrix, n is number of pairs in the landmark system, 
𝐴𝑡𝑙𝑎𝑠𝑖 is a landmark from atlas model and  𝑆𝑢𝑏𝑖 is the corresponding landmark of 𝐴𝑡𝑙𝑎𝑠𝑖 
from subject i. 
2) Generation of the registered atlas model by applying the affine transformation matrix to 
the atlas and as well as the landmarks set: 
1k k
i k iAtlas T Atlas

                                                       (6.2) 
where 𝐴𝑡𝑙𝑎𝑠𝑖
𝑘 is the landmark from subject surface from iteration k and 𝑇𝑘 is the 
corresponding affine transformation matrix. The registered model is then used as the atlas 
model in the next iteration. These processes are then repeated until the difference between 
iterative changes in the mean squared error is below some threshold. 
The NP2P optimisation algorithm is similar to P2P except the two steps of optimisation 
are only processed once. Compared to the iterative process, the Non-iterative process has a 
shorter processing time. 
The ICP optimisation algorithm is also similar to P2P except that a different pairing 
function is utilised [275]. Specifically, in the ICP algorithm the landmarks from the atlas 
model are paired with their closest landmarks from the subject, and the landmark pairs are 
reselected after each iteration based on their closest pairs. 
6.2.2.3 Landmark systems 
Four different landmark systems are investigated in this work. The first landmark system 
is basic-4 landmark system, Figure 6.2(a), which contains landmarks from four anatomically 
specified points: the nasion, which is the depressed area between the eyes and above the 
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bridge of the nose; the inion, which is the most prominent point at the back of the head; and 
the two temples which are the area on the scalp above the ears. These four landmarks can be 
easily extracted manually from surface of heads. Since there are only four fiducial points in 
this basic-4-landmark system, only the NP2P algorithm is applied to this system, as further 
iterations do not provide additional improvements. 
Second and third landmark systems are EEG-19 and EEG-40 landmark systems Figure 
6.2(b)&(c). They both extract landmarks based on the location of scalp electrodes as defined 
by the EEG10/20 landmark systems [210, 276, 277]. Landmarks locations in these systems 
are selected based on distances among adjacent landmarks as well as the distances between 
these and the four basic anatomical landmarks. These two landmark systems are similar 
except for the density of fiducial points.  EEG-19 landmark system is an EEG10/20 landmark 
system with 19 fiducial points for each subject, and EEG-40 is an EEG10/20 landmark system 
with 40 fiducial points. All three optimization algorithms are applied to these two landmark 
systems. 
The fourth landmark system is a full-head landmark, Figure 6.2(d), which places a high-
density grid on the surface of the head based on the basic-4 landmarks and extracts landmarks 
uniformly from the grid, excluding facial features. This landmark system contains 700 
fiducial points evenly distributed across the whole scalp covering the cerebral cortex. All 
three optimization algorithms are applied to this landmark system. 
A line-fitting-based registration is also used, which generates and optimizes the affine 
transformation matrix by fitting curves extracted from the surface of the atlas model with 
those from the subject head surface Figure 6.2(e). Three surface curves are extracted based on 
the basic-4 landmarks system above and an affine transformation matrix is then optimised by 
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minimizing the differences on a set of discrete points along each of the lines, which is 
processed iteratively between two steps similar to that of P2P optimisation algorithm. 
Based on these landmark systems and the optimization algorithm outlined above, a 
comprehensive set of 11 different registration methods, Table 6.4, are evaluated in this work. 
 
Figure 6.2. Set of five different Landmark systems used for registration. 
6.2.3 Geometrical error analysis 
Subject specific head meshes are generated from 24 different subjects using subject 
specific MRIs. The atlas head mesh is generated from the ICBM152 head atlas. The atlas 
mesh is then registered to each of the subject specific meshes individually using the 11 
registration methods listed in Table 6.4. Evaluation of the geometrical error of the registered 
atlas model against the subject specific model is calculated with the surface distance, defined 
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as distance from each surface node of the subject’s mesh to its closest surface node of the 
registered atlas’ mesh. 
6.2.4 Sensitivity matrix error analysis 
A high density 24 source and 28 detector pad as described elsewhere [278] is placed on 
the surface of the head mesh, locations of which are determined by placing centre of pads on 
the inion of the head, so that the whole pad is on the scalp directly above the visual cortex. 
The registered atlas meshes share the same location of the pad centre with their corresponding 
subject meshes. Sensitivity matrices are then generated based on all 24 subject meshes and 
264 registered atlas meshes (24 subjects × 11 registrations) using the NIRFAST software 
package. In the presented work, a single wavelength model based at 750 nm is considered and 
all the relevant optical properties for each layer within the head are given in Table 6.3. 
Relative error of the sensitivity matrices is calculated as percentage difference between 
sensitivity matrices generated from registered atlas models and those of the corresponding 
subject specific model. 
6.2.5 Focal activation error analysis 
Four individual focal activations are simulated in the four quadrants of the visual cortex 
for each subject. Each simulated activation has a radius of 7 mm and is limited at most to 3 
mm depth from the surface of the brain (cortex). In the simulated activation region, a 24% 
change in optical parameter (absorption only) is set to cause at most a 5% change in the 
measured signal from the detectors [28]. In line with our current in vivo performance, 0.12%, 
0.15%, 0.41% and 1.42% Gaussian random noise was added to first (13mm), second (30mm), 
third  (40mm) and fourth (48mm) nearest neighbour measurements to provide realistic data 
[279]. Only the first to fourth nearest neighbours for each source are used for image recovery. 
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Simulated activations are then reconstructed using the subject mesh as well as the registered 
atlas mesh from each of the 11 registration methods. All presented results are limited to a 
region of interest (ROI) defined as the region under the imaging pad to a depth of 30 mm 
which has been determined the maximum possible imaging depth of the visual cortex for our 
imaging setup [6]. For parameter recovery, a spatially-varying regularisation is used. 
 
1
T TJ JJµ I y

   
                                                          (6.3) 
𝐽 =
𝐽
𝑑𝑖𝑎𝑔(√𝑑𝑖𝑎𝑔(𝐽𝑇𝐽)+𝛽(𝑚𝑎𝑥(𝑑𝑖𝑎𝑔(𝐽𝑇𝐽))))
                                           (6.4) 
where ∝ is the Tikhonov regularisation parameter, β is the spatial regularisation factor, 
with ∝= 0.01, 𝛽 = 0.01 and J is the sensitivity matrix. ∆μ is the recovered change in optical 
properties and ∆y is the change in boundary data due to the modelled focal activation. 
Additionally, to reduce artefacts in the reconstructions, a voxel-based Gaussian smoothing 
function (mean of 0 and standard deviation of 5 mm) is utilised. The recovered activation 
regions are then selected by thresholding the smoothed recovered changes based on either 50% 
or 70% of the maximum recovered changes. 
The location error for the recovered activations 𝐷𝑐 is given as Equation 6.5. 
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where (𝑥𝑟, 𝑦𝑟, 𝑧𝑟) are the coordinates of the centre of mass of the recovered activation; 𝑥𝑠 
𝑦𝑠 𝑧𝑠 are the coordinate of centre of target simulated activation; nodes are number of nodes in 
activation region; 𝑥𝑛𝑖 𝑦𝑛𝑖 𝑧𝑛𝑖 are the coordinate of node i in the region and 𝜇𝑎𝑛𝑖 is recovered 
optical parameter of node i. The relative recovered volume of the region  𝑣𝑝𝑒𝑟 is given as 
Equation 6.6. 
*100%rper
s
v
v
v

                           (6.6) 
where 𝑣𝑟 is volume of the recovered activation; 𝑣𝑠 is volume of the target simulated 
activation. The relative percentage overlay of the recovered region  𝑣𝑜𝑣is given as Equation 
6.7. 
*100%
overlay
ov
s
v
v
v

                             (6.7) 
where 𝑣𝑜𝑣𝑒𝑟𝑙𝑎𝑦 is volume of overlay between simulated activation and recovered 
activation; 𝑣𝑠 is volume of the target simulated activation. Finally, the average contrast in the 
recovered activation 𝜇𝑟 is given as Equation 6.8. 
 
1
nodes
anii
r
sim
nodes






                               (6.8) 
where 𝜇𝑎𝑛𝑖 is recovered change of  optical parameter of node i, nodes is number of nodes 
in activation region. 𝜇𝑠𝑖𝑚 is simulated change of  optical parameter. 
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6.3. Results and Discussions 
The aim of this work is to evaluate the errors due to atlas based image reconstruction in 
DOT for the visual cortex. Therefore, all presented results are limited to this ROI which is 
directly covered by the imaging pad. To provide a qualitative example of the calculated 
surface distance error, results from three different registration methods for a given subject are 
shown in Figure 6.3. Although in this example the basic-4 landmark registration has high 
surface distance error on the top most part of the head (>10 mm), it has the lowest surface 
distance within the ROI (over the visual cortex). However, although both the EEG19ICP and 
FullnP2P registration have higher errors over the visual cortex, they provide a better match 
when considering the entire head.  
 
Figure 6.3.  Examples of calculated surface distance errors for three different registration methods. ROI is 
shown in black box is used for all quantitative analysis. 
In order to provide a more detailed analysis from different registration methods over all 
24 subjects, whisker/box plots of the mean surface errors within the ROI are shown in figure 
6.4. The outliers of different registration methods are not always the same subjects. It may be 
caused by the asymmetrical structure in the area around landmarks. Since different landmark 
systems are applied to these registration methods, the outliers are not always the same subject 
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for all the registration methods. It can be seen that all registration methods have on average 
~7mm surface distance error and no greater than 11 mm within the ROI. For the same 
landmark system, NP2P and P2P methods have a slight advantage over the ICP method. 
Basic-4 landmark registration, line-fitting and full-head landmark registration, with NP2P and 
P2P show a slight advantage over other registration methods. 
 
Figure 6.4. Surface geometry error for different registration methods for all 24 subjects. The central (red) 
lines represent the median, the box plots represent the 25th and 75th percentiles, whereas the whiskers present 
+/- 2.7 standard deviations. Outliers are presented as red crosses.   
All of the utilised registration methods rely on external landmarks for registration on to 
the subject model and all tissue types are deformed rigidly to provide the best match. The 
internal tissue structural information therefore relies only on external landmarks. Specifically 
in this work, since the recovery of focal activations are expected from the cortical surface of 
the brain, it is necessary to evaluate the registration error not only to the external surface but 
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also to internal structures. Figure 6.5 provides a qualitative example of the calculated surface 
distance error of the cortex from three different registration methods for the given subject. It 
can be seen that generally the geometric error is less than 5 mm, with the maximum error seen 
in the folds of the brain as expected. These errors are calculated for each registered atlas 
models individually, but plotted on the subject cortex.  
To investigate the accuracy of registration of internal structures once registered on to the 
subject, it is possible to calculate the joint-histogram of the subject specific mesh against the 
registered mesh [Figure 6.6]. To achieve this, the subject specific mesh and the registered 
atlas mesh are interpolated to the same voxel-based grid ensuring that each node in the grid 
has region labels (white matter, gray matter, CSF, skull, skin and air) from the two meshes. A 
region difference map is then generated based on the difference between the two labels and 
the joint histogram is calculated. Each region is normalized based on the number of nodes in 
the subject specific model to allow a fair comparison and only data from the ROI is shown. It 
can be seen that the joint histogram of fully registered meshes (i.e. subject specific versus 
subject specific) provides a unit diagonal plot, indicating that all the nodes from a given 
region in one model matched exactly with the same nodes in another. Conversely, if two 
models do not match exactly, some blurring (cross-talk) between nodes of different regions 
will be expected. It is evident that for the example shown in Figure 6.6, for all registration 
methods, there exists a cross-talk between air/skin tissue as well as gray/white matter. More 
importantly, CSF is not well registered and has a strong cross-talk with neighbouring tissue 
types. 
122 
 
 
Figure 6.5. Examples of calculated cortex surface errors for three different registration methods. Top row: 
Back view. Middle row: Side view. Bottom row: Top view. 
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Figure 6.6. Joint histograms of a single subject with different registration algorithms. 
The calculation of light propagation within the head, for model based DOT, relies not 
only on structural information about tissue layers, but also on the accuracy of the underlying 
optical properties. To quantitatively demonstrate the percentage error of assumed optical 
properties throughout the head based on different registration methods, a spatial map of tissue 
absorption error is shown for a given subject in Figure 6.7. This is an axial slice through the 
entire head, mid-way within the imaging pad. It can be see that the largest error is at the 
CSF/Brain interface as well as CSF/Bone. There also exists an error at the skin layer, where 
as expected from Figure 6.5, there exists a geometric registration error on the external surface. 
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Figure 6.7. Spatial map of error in tissue absorption at 750nm for a given subject for different registration 
methods. This is an axial slice through the registered atlas mesh, mid-way within the measurement pad. 
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To provide a qualitative example of error of the sensitivity matrices, results from the three 
registration methods for a given subject are shown in Figure 6.8. The mean relative error of 
the sensitivity matrices for all subjects within the ROI are used for quantitative evaluation of 
the inaccuracy of sensitivity matrices [Figure 6.9]. The relative errors of sensitivity matrices 
in ROI vary from less than 20% to more than 300%. For the same landmark system, NP2P 
and P2P methods have a slight advantage over the ICP method. Basic-4 landmark registration, 
line-fitting registration and full-head landmark registration with NP2P and P2P show an 
advantage over other registration methods which is consistent with the evaluation result of the 
surface geometry error.  
 
Figure 6.8. Example of relative error of sensitivity matrices on the cortex. Note that only the regions with a 
total sensitivity greater that 1% of the maximum value are shown. 
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Figure 6.9. Mean relative sensitivity error for different registration methods for all 24 subjects. The central 
(red) lines represent the median, the box plots represent the 25th and 75th percentiles, whereas the whiskers 
present +/- 2.7 standard deviations. Outliers are presented as red crosses. 
In order to evaluate the correlation of these results with the geometric error data, the 
average mean error (for all 24 subjects) of both parameters (surface error versus sensitivity at 
the cortex) is plotted for each registration method in Figure 6.10. It is seen that based on the 
average error, across all 24 subjects, there is a strong correlation between surface geometry 
error and cortex sensitivity error. The basis-4 landmark system is an anomaly, which can be 
explained by the fact that one of the four landmarks placed over the back of the head is 
providing a strong fiducial for registration. Ignoring the data from the basic-4 landmark 
system the calculate R
2
 value is 0.97, indicating that the surface geometry error can be used as 
a surrogate for approximating the error for sensitivity at the cortex surface. 
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Figure 6.10. Mean relative sensitivity error 24 subjects versus mean surface error. Note that the 4 basic 
landmark data is not considered for the R2 value or the best fit line. 
Evaluation of simulated focal activation result from all 24 subjects is based on the 
accuracy of recovered activation region. As an example, simulated activations of a given 
subject and the recovery result based on three registered atlas models as well as the subject 
specific model are shown in Figure 6.11. Quantitative evaluations of the results from both the 
subject specific and registered atlas models are shown in Figure 6.12. The most striking result 
is that although it has been shown that geometric surface error (and hence) sensitivity error 
(light propagation error) can be substantial depending on different types of registration 
algorithms, no single algorithm is providing errors greater than 4.5 mm in location error. This 
is perhaps expected as in most functional DOT imaging experiments, we are concerned with 
dynamic (often referred to temporal or difference) imaging, whereby rather than recovering an 
absolute image of optical properties, we are only concerned with recovery of changes with 
respect to a baseline and this type of image recovery has shown to be less prone to geometric 
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and model errors as compared to static (absolute) imaging [24, 280, 281]. The relative overlay 
depends (as expected) on the threshold value and is closer to the expected 100% using the 70% 
threshold. Nonetheless, all atlas based models overestimate the volume of the recovered 
activation ranging from 120% to ~200%. Conversely, the relative overlay is much better with 
50% threshold (as expected) at the expense of larger volume being recovered. The recovered 
contrast for all models is approximately the same with ~16% for 50% threshold and ~18% for 
70% threshold.  
The subject specific mesh provided the best results with a 1.2 mm average location error 
and provides the most accurate recovery in terms of volume recover and overlay, regardless of 
whether 50% or 70% threshold is used. Basic 4 landmark registration, line-fitting registration 
and full-head landmark registration with NP2P and P2P show the best results using the atlas 
based models which is consistent with previous results.  
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Figure 6.11. Example of focal activation recovery result for a single subject based on subject specific model 
and three registered atlas models. Note that each individual activation is color-coded and represent an individual 
simulation. White lines in the zoomed in plots represent the simulated activation. 
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Figure 6.12. Evaluation of focal activation recovery for all registration methods across all 24 subjects. 
6.4. Conclusion  
In this work, a detailed workflow for the utilisation of atlas based models for image 
recovery in DOT is demonstrated with strong emphasis on High Density DOT of the visual 
cortex. In contrast to previously published work, 11 different registration algorithms have 
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been utilised, using 24 different subjects. Additionally, the presented work has concentrated 
not only on analysing the geometrical match between different registration models, or 
evaluation of recovered focal activations, but also provides a quantitative evaluation of 
induced errors in estimated of internal tissue structural distributions and their effect on the 
accuracy of the light propagation model. 
It has been shown that all the registration methods provide recovery results for activations 
in visual cortex, which are less than 4.5 mm in localisation error. Although the difference in 
accuracy between different registration methods is not significant, the overall comparison of 
accuracy of all the three steps (registration, light propagation model and image recovery) are 
consistent, which indicates that the accuracy of registration has a direct effect on accuracy of 
the corresponding sensitivity matrix and hence the corresponding recovery result. Comparing 
different algorithms, registration methods with NP2P and P2P optimization algorithms 
demonstrate a slight advantage over ICP optimization algorithms using the same landmark 
system on geometry errors, accuracy of the sensitivity matrices and the focal recovery. This is 
because point to point optimization algorithms aim to register corresponding landmark pairs 
specifically instead of closest landmark pairs which is more accurate. Basic-4 landmark 
registration, line-fitting registration and full-head landmark registration with NP2P and P2P 
show an advantage over other registration methods. The improved accuracy of the full-head 
landmark registration is primarily due to the high- density of landmark sets utilised.  
The basic-4 landmark registration method has shown better accuracy in the visual cortex 
comparing to other registration method. This may be because one of the four landmarks is 
extracted from the inion which is on the surface of scalp directly above visual cortex, which is 
similar for the line-fitting algorithm. Basic-4 landmark registration may not be one of the 
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most accurate registration methods if the study is of other regions of the brain, for example 
the motor cortex, for which other landmark systems may provide a better accuracy. 
Focal activation recovery results from the 50% and 70% thresholds have almost the same 
location error, with basic-4 landmark, line-fitting and full-head landmark registration using 
NP2P and P2P demonstrating better results. All models have a similar average contrast, 
though it is slightly higher for the 70% threshold. All proposed rigid registration methods 
show a similar accuracy on the recovery of the activated area in the visual cortex. However, 
with more landmarks needed for the registration, the landmark extraction and computational 
process become more complex and the iterative process tends to increase the calculation time. 
For non-iterative processes, the computation time is usually a few seconds, but for an iterative 
process, it can be up to few minutes. Considering these two aspects, for recovery of focal 
activations in visual cortex, a registration method based on basic-4 landmark system is the 
most efficient method among the studied algorithms for atlas based DOT. However, other 
landmark systems may provide better accuracy when considering regions other than the visual 
cortex. The region based quantitative evaluation of the registration methods are presented in 
the following chapter. 
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CHAPTER 7: EVALUATION OF RIGID REGISTRATION 
METHODS FOR WHOLE HEAD IMAGING IN DOT 
7.1. Introduction 
Functional brain imaging techniques as described in chapter 2 can measure the 
physiological activities within the human brain to localise functional activation in response to, 
for example, visual or auditory stimuli [93, 282-284] or at rest-state [285, 286]. The cortex 
can be divided into different functional regions, such as visual and motor areas, and the 
functional connectivity between regions can be computed as the correlation between the time 
courses of the various brain regions [93, 287, 288]. This has become an important tool for the 
study of brain organization and development in health and disease and is applicable to 
subjects who are unable to respond to tasks such as infants or unconscious patients. 
Previous studies have shown that brain activation tasks such as the inhibiting reflexive 
saccades task and hierarchical language tasks are correlated across multiple brain regions [12, 
13]. Some neurodevelopmental disorders such as Alzheimer’s disease, schizophrenia and 
adolescent depression have also been shown to be related to distributed brain networks [289-
292]. Functional connectivity brain imaging is focused on the correlation between diverse 
brain regions and mapping of the functional networks. Traditional task-based functional 
imaging may not be suitable for some subjects such as unconscious patients and infants. 
Resting-state functional connectivity imaging provides a task-less approach to analysing 
correlation between diverse brain regions during spontaneous activity and mapping the resting 
state networks [13, 14]. Wide field imaging assesses brain activation in multiple functional 
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regions simultaneously and can be used for both task-based functional connectivity and 
resting-state functional connectivity imaging. 
PET and fMRI are two of the most commonly used imaging techniques for quantitative 
recovery of brain activity. As described in chapter 2, PET is contraindicated in paediatric 
patients because of the exposure to ionizing radiation [282, 288, 293, 294], and fMRI is not 
permitted with pacemakers and cochlear implants because of the exposure to strong magnetic 
fields [93, 283, 295]. Additionally, the conventional imaging unit of PET and fMRI may 
cause discomfort for some patients with claustrophobia and may not be suitable for extremely 
obese patients.  
Functional near-infrared spectroscopy (fNIRS) is a near-infrared light (NIR) based 
technique which can be used to monitor and map activations in human brain by measuring the 
tissue hemodynamic and oxidative metabolism in the cortex area [296]. The accuracy of 
fNIRS recovery including the effect of the registration methods in fNIRS have been 
investigated in previous studies [233, 297-299]. However, fNIRS generally lacks spatial 
information, which is a clear limitation in the analysis of brain activation and human cortex. 
Diffuse Optical Tomography (DOT) , as described in chapter 2, is a 3D NIR based imaging 
technique that has shown its ability to recover brain function of an adult within 30mm depth 
of the cortex surface [279]. DOT is a non-ionizing imaging technique with portable and low-
cost instrumentation that can be applied to infants and hospitalized patients and has the 
potential to monitor the brain activities in real time [13]. 
DOT brain image recovery relies on a forward model which simulates the light 
propagation in the head. As described in chapter 5, atlas-based head models are used as the 
forward model for atlas-based DOT, the accuracy of which can directly affect the recovery of 
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brain activation. In DOT brain activation recovery, the measured NIR data on the surface of 
the head is related linearly to the small changes in internal optical properties via a Sensitivity 
matrix (details in chapter 2). The analysis of this sensitivity map within the head model can be 
used to evaluate the accuracy of the forward model for atlas-based DOT. Previous studies of 
whole head sensitivity analysis in DOT have included the effect of the source-and-detector 
location on the sensitivity of NIR data to different brain regions. Cooper et al’s study on 
whole head sensitivity analysis uses a source-and-detector array, which covers the visual, 
auditory and motor functional brain regions [9] to distinguish the highly sensitive areas of the 
subject’s brain accessible to the source-and-detector array. Giacometti et al’s study on whole 
head sensitivity analysis uses a whole head source-and-detector cap based on EEG 10/5 
landmark system and evaluates the overall sensitivity of the whole cortex and the sensitivity 
in different brain regions based on a contrast-to-noise ratio (CNR) analysis [276]. This study 
showed that most brain regions have a relatively high sensitivity (>50%) for DOT, though 
some regions presented lower sensitivity due to the variation in skull and scalp thickness. 
In this chapter, a whole head sensitivity analysis of DOT is used for the evaluation of 
atlas-based DOT. The atlas-based head models are generated using a number of different rigid 
registration methods. The overall sensitivity of the whole adult cortex within the field of view 
(typically 30 mm deep given the high density source-detector configuration used in this work) 
and the sensitivity value in different brain regions using the atlas-based model and subject-
specific model are evaluated and compared. The correlations of the geometrical and 
sensitivity accuracy for different regions are evaluated. 
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7.2. Methods 
The simulation of NIR light propagation in the human head can be achieved using an 
anatomical model of the subject. In this work, a finite element model (FEM) of the head 
having multiple regions is used as the forward model, using the NIRFAST software package 
which uses the diffusion approximation with index-mismatched type III boundary conditions 
[68]. A subject-specific model requires anatomical information of the subject head, often 
obtained from structural MRI. When the MRI are not available, the geometry and internal 
structures from an atlas-based model can be used as an alternative [9-11], generated by 
registering an atlas model to the subject. 
7.2.1 Layered head mesh 
For both subject-specific and atlas based models, the forward model is generated using a 
segmenting-meshing process of the MRI of the subject or the atlas. The segmenting-meshing 
process can be divided into three steps. First, MRI scans from the atlas model or a given 
subject are segmented into five tissue types (skin, bone, CSF, gray and white matter) by the 
Statistical Parametric Mapping (SPM) software package based on tissue distribution 
probability maps and the pixel intensity of the MRI scans [208, 272]. Second, five masks are 
generated based on the five-region-segmented scans using the NIRVIEW [109] and 
NIRFAST software packages [68]. Third, layered FEM volumetric meshes are created based 
on the five masks by NIRFAST and the optical properties are assigned to each node in the 
mesh, based on its tissue type. Although the optical properties for each tissue type may vary 
for individual subjects, the same set of heterogeneous optical properties is applied to all of the 
individual meshes in this work to ensure the consistency of the evaluation and comparison. 
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The set of optical properties used in this work at 750 nm are based on previous works which 
are commonly used as shown in table 6.3 in chapter 6. 
7.2.2 Atlas based models 
The generation process of atlas-based models in this work relies on a surface-based rigid 
registration of the atlas mesh to the subject and is summarized in Figure 7.1. Based on the 
segmenting-meshing process outlined above, an atlas mesh and a subject-specific mesh from 
each subject MRI scan are generated separately. The surfaces of the two meshes are then 
extracted and registered together. The registered atlas mesh is then transformed by applying 
the affine transformation matrix generated in the registration process to the original atlas mesh. 
The registered atlas mesh is then used as the atlas-based head mesh in this work. 
 
Figure 7.1. Workflow of creating a registered atlas-based mesh. 
Registration methods used in this work are focused on the head surface based rigid 
registration. Although non-rigid registration methods have also been used for the registration 
of atlas-based DOT brain imaging, most require some internal structural information of the 
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subject, which is not often available. Non-rigid registration methods can also be applied using 
external landmarks, however since non-rigid registration is more localized than rigid 
registration, it tends to require more fiducial markers and it can be more computationally 
intensive [10, 22]. Therefore rigid registration methods based only on external landmarks are 
used in this work. The registration process can be divided into two steps. First, external 
fiducial point sets (landmarks) are extracted from the surfaces of the atlas and the subject 
mesh, based on the same landmark system. Second, the minimization of the distance between 
the two landmark sets is processed based on an optimization algorithm. The affine 
transformation matrix which is used to transform from the atlas space to the subject space is 
generated for the registration process.  
Different registration methods can be used based on different landmark systems or 
different optimization algorithms. The registration methods used specifically in this work are 
created based on four different landmark systems and three different optimization algorithms 
as well as one line-fitting based registration, Figure 6.2. The basic-4-landmark system 
contains fiducial points extracted manually from four anatomically specified points: the 
nasion, the inion, and the two temples. EEG 19 and EEG 40 landmark systems contain 19 and 
40 landmarks extracted based on EEG 10/20 system and EEG 10/5 system. The full-head-
landmark system contains 700 landmarks extracted uniformly across the whole head surface 
area under the source and detector cap (details in section 7.2.4). The basic-4-landmark based 
registration method generates the transformation matrix based on a non-iterative optimization 
algorithm using the corresponding relationship between the two sets of landmarks from the 
subject and the registration target (the non-iterative point to point (nP2P) optimization 
algorithm). The nP2P algorithm is also used in the registration algorithm based on EEG 19, 
EEG 40 and full-head landmark systems. An iterative optimization algorithm using the 
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corresponding relationship between landmarks sets (point to point (P2P) optimization 
algorithm) and an iterative optimization algorithm based on closest point (iterative closest 
point (ICP) optimization algorithm) is additionally used for EEG 19, EEG 40 and full-head 
landmark systems. The line-fitting based registration method generates the transformation 
matrix by optimizing the fitting of three curves (a temple to temple curve, a nasion to inion 
curve and a circumferential line connecting all four points) as extracted from the head 
surfaces of the subject and the target. This gives rise to 11 registration methods consisting of 
basic-4-landmark, EEG 19 nP2P, EEG 19 P2P, EEG ICP, EEG 40 nP2P, EEG 40 P2P, EEG 
40 ICP, Full-head-landmark nP2P, Full-head-landmark P2P, Full-head-landmark ICP and 
line-fitting registration methods, further details of which are covered in depth elsewhere [300].  
Additionally, a spherical coordinate landmark system has also been used which defines a 
spherical coordinate system based on three fiducial points (the nasion and the left and right 
temple points) and extracts arbitrary points from the subject scalp as landmarks based on the 
spherical coordinates (figure 7.2). This approach may be considered practically easier to apply 
than those outlined above [301-303]. For this purpose, 19 spherical coordinate landmarks 
using nP2P, P2P and ICP (Figure 7.3(f)) are also used for the registration of the atlas model 
(named SpnP2p, SpP2p and SpICP respectively) and are evaluated and compared with the 11 
registration methods outlined above. 
 
Figure 7.2. Original point in the spherical landmark coordinate system. 
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Figure 7.3. Set of different Landmark systems used for registration. 
7.2.3 Sensitivity matrix for image recovery 
The model based light propagation for brain DOT relies on a forward model which 
contains the internal structure and optical properties of the subject. The accuracy of the light 
propagation can be evaluated based on the spatially varying sensitivity of NIR boundary data 
to the spatially varying optical property. The sensitivity matrix contains the sensitivity of the 
NIR boundary data of each measurement to the optical property of each mesh node. The 
sensitivity of NIR boundary data to the optical property can be represented as: 
J  
                                                                              (7.1) 
where ∆𝜇 is the changes in tissue property, ∆𝛷 is the change in boundary data, and J is the 
sensitivity matrix. For continuous wave (CW) DOT, the sensitivity matrix is defined as: 
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where ln I is the log amplitude of boundary data, 𝜇𝑎 is the absorption property, NN is the 
number of nodes and NM is the number of measurement. The total sensitivity of all 
measurements at each spatial point of the model is used for the evaluation and comparison of 
sensitivity accuracy in this work, which is defined as: 
𝐽𝑡𝑜𝑡𝑎𝑙,𝑛 = ∑ 𝐽𝑖,𝑛
𝑁𝑀
𝑖=1                                                                             (7.3) 
where 𝐽𝑡𝑜𝑡𝑎𝑙,𝑛 is the total sensitivity value at node n for all measurements and  𝐽𝑖,𝑛 is the 
sensitivity value of measurement i and node n. 
7.2.4 Simulation experiments 
For the evaluation of the rigid registration methods for the atlas based whole head DOT, a 
simulation experiment is designed based on 14 female and 10 male individual subjects with 
mean age of 26(+/-4) and using the ICBM 2009a Nonlinear Symmetric T1w modality atlas 
model [112, 117]. Subject specific anatomical T1-weighted MPRAGE (echo time (TE) = 3.13 
ms, repetition time (TR) = 2400 ms, flip angle = 8°, 1 x 1 x 1 mm isotropic voxels) scans 
were acquired for each subject (subsequently referred to as T1). All subjects passed MR 
screening to ensure their safe participation. Informed consent was obtained and the research 
was approved by the Human Research Protection Office at Washington University School of 
Medicine. The five-layer-head meshes with ~400000 nodes corresponding to ~2390000 linear 
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tetrahedral elements are generated based on the T1 MRI data of the 24 subjects to provide the 
subject specific meshes. The atlas model is then utilised to generate the atlas-based mesh to be 
used for registration. The atlas mesh is registered to each subject individually using the rigid 
registration methods outlined above. The optical properties of the five tissue regions in Table 
6.3 in chapter 6 are then applied to all of the 336 registered atlas meshes (24 subjects × 14 
registration methods). A high-density (HD) source-detector cap with 158 sources and 166 
detectors cap (Figure 7.4) is then placed on the surface of all meshes where the sources and 
detectors in the cap are uniformly distributed on the surfaces of the head and cover the entire 
surface area above the brain. For all 360 meshes (336 atlas based and 24 subject specific), the 
sensitivity matrices are then calculated using the first to fourth nearest neighbour 
measurements at 1.0, 2.2, 3.0, and 3.6 cm source-detector distance respectively on the HD 
source-detector cap [7]. 
 
Figure 7.4.  High-density source and detector cap for an example head surface. 
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The accuracy of the registration methods can be evaluated by the geometrical accuracy of 
the registered atlas mesh as compared to the subject specific mesh. The geometrical accuracy 
is calculated by the distance from each surface node of the subject specific mesh to its closest 
surface node of the registered atlas mesh. The surface region under the HD cap is considered 
as the region of interest (ROI) for the analyses. The average distances across the head surface 
within the ROI are calculated based on the registered atlas mesh for all 14 registration 
methods for all 24 subjects. 
The accuracy of the light propagation is evaluated by the accuracy of the sensitivity 
matrix for each registered atlas mesh. The sensitivity accuracy is calculated by the 
comparison of sensitivity matrices between the registered atlas mesh and the subject specific 
mesh. Specifically, for the evaluation, the sensitivity matrices are generated based on 
registered atlas and the subject specific mesh separately for the HD source-detector cap and 
then the values within the ROI are selected by utilising only the sensitivity values on the 
surface of the cortex which are higher than 1% of the maximum value [304]. The total 
sensitivity is then calculated for all source/detector measurements (equation 7.3) and these are 
then mapped to the same uniform grid using a linear interpolation function. The total 
sensitivity values from these two matrices are then compared on this voxel basis. 
The correlation of the geometrical and sensitivity error is also evaluated in this work for 
the analysis of the registration method on the accuracy of the light propagation model. 
Different regions of the head can have different geometry-sensitivity correlation, therefore a 
unified analysis based on the EEG 10/20 system region segmentation is used for the 
evaluation [276]. This region segmentation is divided into three steps: Firstly, 19 landmarks 
are extracted from the surface of each head mesh based on EEG 10/20 system and numbered 
as 1 to 19. Secondly, distance from each node within the mesh to all of the 19 landmarks is 
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calculated and the closest landmark of each node is selected. Thirdly, all the nodes are then 
labelled based on their closest landmarks and nodes with the same label are considered as the 
same region. 19 regions are then generated based on the EEG 10/20 system. The geometrical 
and sensitivity error are then calculated for each region separately and the correlation are 
compared for each region.  
7.3. Results 
7.3.1 Evaluation of the geometry accuracy 
Each of the considered registration methods is evaluated by the use of geometrical 
accuracy analysis of the registered atlas mesh onto the subject specific mesh.  The geometrical 
accuracy is defined as the external surface distances between the registered atlas and the 
subject-specific mesh on every surface node within the ROI. The geometrical error of three 
registration methods (basic-4-landmark registration, EEG19ICP registration and full-head-
landmark registration) for the same subject is shown in Figure 7.5 as an example. As evident, 
qualitatively, the basic-4-landmark registration method has the highest geometrical error (~10 
mm) among the three shown registration methods. For all shown registration methods, the 
error varies spatially: Using the basic-4-landmark registration method the upper middle 
surface area has relatively high geometrical error while the back and temple surface areas 
have relatively low error. For the EEG 19 ICP registration method, the upper middle and the 
back surface area have relatively high geometrical error while the front surface area has a 
relatively low geometrical error. For full-head-landmark system nP2P registration method, the 
upper front and upper back surface areas have relatively high geometrical error while the 
lower side surface area has a relatively low geometrical error. 
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Figure 7.5.  An example of geometry error based on 3 registration methods for an example subject. 
The complete evaluation of the registration accuracy is based on the average surface 
distance of the registered atlas mesh for all 24 subjects as compared to the subject specific 
mesh [Figure 7.6]. Of the utilised 14 registration methods, the full-head-landmark nP2P 
registration method with 1.5 (+/- 0.5) mm average surface distance has the best average 
geometrical accuracy while the basic-4-landmark registration with 4 (+/- 1) mm average 
surface distance has the worst accuracy. The three 19 spherical coordinate landmarks based 
registration with 3.2 (+/- 0.5) mm average surface distance are the second least accurate 
registration methods. The line fitting registration has 2.3(+/- 0.5) mm average surface distance. 
The full-head-landmark P2P and ICP registration methods have 2.2 mm average surface 
distance, but they show a variation of 1.5 mm which is the largest difference among all 
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subjects. The other 6 registration methods (EEG 19 and 40 landmark system with nP2P, P2P 
and ICP registration methods) are less accurate with 2 (+/- 0.5) mm average surface distance. 
 
Figure 7.6.  Evaluation of geometrical errors based on 24 subjects. The central (red) lines represent the 
median, the box plots represent the 25th and 75th percentiles, whereas the whiskers present +/- 2.7 standard 
deviations. Outliers are presented as red crosses.  
7.3.2 Geometry accuracy of the gray matter  
Because of the error from the registration methods and the underlying differences between 
the internal structures of the atlas and subject-specific model, the final registration of the 
internal structure of the registered atlas mesh can also be inaccurate. This inaccuracy of the 
internal structure can be evaluated based on the geometrical analysis of gray matter 
registration itself. The geometrical accuracy of the gray matter is defined as the geometric 
distance between gray matter surfaces of the registered atlas mesh and the subject specific 
mesh on each surface (gray matter) node. The surface nodes of the gray matter are selected for 
both the registered atlas mesh and the subject specific mesh and the Euclidean distance is then 
calculated by the distance from each gray matter surface nodes of the subject specific mesh 
147 
 
and its closest gray matter surface node on the registered atlas mesh. As the geometrical 
accuracy varies in different areas of the gray matter a structural regional map based on 
previous studies and landmark structure such as the central sulcus and the lateral fissure is 
used on the cortex to aid spatial discrimination of the error seen in different areas [Figure 7.7] 
[305, 306]. This brain regional map contains 4 different lobes:  the Occipital, Temporal, 
Parietal, and Frontal Lobes, and it is used for a better analysis of the gray matter geometrical 
accuracy for different brain areas. 
 
Figure 7.7. Brain regions used for geometrical representation. (a) posterior view, (b) right view, and (c) top. 
view. 
The geometrical accuracy of the gray matter registration for an example subject, based on 
three registration methods (basic-4-landmark, EEG19ICP and full-head-landmark) is shown 
in Figure 7.8. For the entire gray matter surface within the ROI, the basic-4-landmark 
registration method has the lowest accuracy among the three registration methods with 5 mm 
maximum surface distance. For all three registration methods shown, the geometrical 
accuracy of gray matter varies for different functional areas of the brain. For the basic-4-
landmark registration method, the brain areas near temporal, prefrontal and occipital cortex 
regions have better accuracy as compared to others whereas the areas near central cortex 
region (area adjoining frontal and parietal cortex regions) have lowest accuracy. For the EEG 
19 landmark system with ICP registration method, the areas near temporal and prefrontal 
cortex region have the best accuracy as compared to other parts of the cortex whereas the 
148 
 
areas near the occipital cortex region have lowest. For the full-head-landmark system with 
nP2P registration method, the areas near the occipital and temporal cortex region have the 
best accuracy whereas the areas near superior frontal and superior parietal cortex regions have 
lowest. However due to the complex structure of the gray matter (such as the gyri), the gray 
matter surface accuracy may not fully represent the geometrical accuracy of the cortex 
registration itself. 
 
Figure 7.8. An example of gray matter geometry errors based on 3 registration methods for an example 
subject. 
7.3.3  Evaluation of the sensitivity accuracy 
The accuracy of light propagation of the registered atlas mesh is evaluated based on the 
comparison between the sensitivity matrices from the subject-specific and the registered atlas 
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mesh. The ROI for this evaluation is selected as the region within the gray matter with a 
sensitivity value higher than 1% of the maximum. Since the geometry of the subject-specific 
gray matter and the registered atlas gray matter will differ, some areas are excluded in the 
registered atlas mesh since there will be no common overlap in these areas. For the 
comparison therefore, the sensitivity values of the registered atlas mesh which have been 
excluded are set as zero. 
As shown above, since the accuracy of geometrical registration varies for different brain 
regions, the sensitivity accuracy could also vary for different regions. The sensitivity errors of 
the cortex for one example subject, based on three different registration methods are shown in 
Figure 7.9. For all brain regions, the basic-4-landmark registration has the overall lowest 
sensitivity accuracy: the occipital cortex region has better accuracy as compared to other 
regions and the areas near central cortex region have the lowest accuracy. For EEG 19 
landmark system with ICP registration method, the areas near temporal and prefrontal cortex 
region show better accuracy as compared to other regions whereas the areas near occipital and 
superior parietal cortex region have lower accuracy. For the full-head-landmark system with 
nP2P registration method, the areas near temporal cortex region have better accuracy as 
compared to other regions whereas the areas near superior frontal and superior parietal cortex 
regions have lower accuracy. It is worth noting that the sensitivity accuracy distribution for 
different brain regions is similar to the geometrical accuracy distribution. 
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Figure 7.9. An example of sensitivity percentage error of the cortex based on 3 registration methods for an 
example subject. 
To fully quantify the evaluation of the sensitivity error for all 14 registration methods 
based on all 24 subjects, the sensitivity error across all brain regions is shown in Figure 7.10. 
All registration methods have on average a sensitivity error of no more than 50%. The full-
head-landmark nP2P registration method has a 32(+/- 8)% average sensitivity error, which is 
the most accurate registration method based on the sensitivity accuracy. Line fitting 
registration and basic-4-landmark registration have 50(+/- 10)% average sensitivity error, 
which are the least accurate methods. The three 19 spherical coordinates landmarks based 
registrations have 50(+/- 15)% average sensitivity error and have lower accuracy as compared 
to the other registration methods. The full- head-landmark P2P and ICP registration methods 
have 40(+/-20)% average sensitivity error, which show the largest difference among all 
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subjects. The other six registration methods (EEG 19 and 40 landmark system with nP2P, P2P, 
ICP registration methods) have similar accuracies with 35(+/-5)% average sensitivity error, 
which are more accurate than the full- head-landmark P2P and ICP registration methods.  
Compared to other registration methods, the basic-4 landmark registration and three 19 
spherical coordinates landmarks registration methods have a clear disadvantage on both 
geometrical and sensitivity accuracies. Therefore, for the remainder of the analysis, the three 
19 spherical coordinates based landmarks registration methods are not considered, but since 
the basic-4 landmark registration relies on minimum required landmarks it will be included 
for analysis. 
 
Figure 7.10. Evaluation of sensitivity errors of the cortex based on 24 subjects. 
7.3.4 Correlation between geometry and sensitivity accuracy  
Based on the analyses of the geometrical and sensitivity accuracy on the 24 subjects, there 
may be some correlation between these measures. A correlation analysis is performed for the 
registration methods between the geometrical and sensitivity accuracy on the whole head 
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using the average surface distance error and the average sensitivity error [Figure 7.11]. As 
evident, there is no strict linear relationship between the geometrical and sensitivity accuracy, 
however, the accuracy of the registration methods can be further classified. The full head 
landmark nP2P registration is considered as the most accurate method for both the 
geometrical and the sensitivity accuracy, and the basic-four landmark registration is 
considered as the least accurate method. The full-head-landmark P2P and ICP registration and 
line-fitting registration methods have the worse accuracy as compared to the other registration 
methods. 
 
Figure 7.11. Correlation between geometry error and sensitivity errors of the whole head region based on 24 
subjects and registration methods. 
The analysis based on one example subject has shown that the geometrical and sensitivity 
accuracy can vary for different regions of the human brain. Therefore, there may be some 
classification for the correlation between these parameters on different brain regions. The 19 
head regions within the ROI, based on the EEG 10/20 system are used for the classification of 
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the correlation of all 24 subjects [Figure 7.12]. The average geometrical and sensitivity 
accuracy for each subject is used for each region, separately, for all registration methods for 
all subjects and the correlation and strength (strength meaning magnitude, i.e. higher strength 
would mean that a small change in one parameter will result in a large change in the other) 
between the geometrical and sensitivity accuracy are generated for each region. An example 
of these errors in a relatively highly correlated and low correlated region is shown in Figure 
7.13 and 7.14. For the high correlation region (region 2) with R
2
=0.95, the basic-4-landmark 
registration and full head landmark nP2P registration have the lowest geometrical error (~2 
+/- 0.5mm). They also have the lowest sensitivity error (~35 +/- 7 %). Line fitting registration 
has the highest geometrical error (~3 mm) and sensitivity error (~60%). For this region, there 
is a clear linear relationship between the geometrical and the sensitivity accuracy for each of 
the registration methods. For the low correlation region (region 6) with R
2
=0.78, full head 
landmark nP2P registration have the lowest geometrical error (~1.5mm) and the lowest 
sensitivity error (~30%). But the EEG 19 and 40 landmark based registration methods also 
have a relatively low geometrical error (~1.7mm) and sensitivity error (~30%). In this region, 
there are no significant advantage in the accuracy of the geometrical and sensitivity among 
the registration methods. The full head landmark P2P and ICP registration and the line-fitting 
registration have a ~1.7 (+/- 1) mm geometry error and ~40 (+/- 20) % sensitivity error 
showing the largest accuracy difference across all of the 24 subjects. The basic-4 landmark 
registration with the highest geometrical error (~6.2 mm) and the highest sensitivity error 
(~68%) has a clear disadvantage among all of the registration methods. However there is no 
clear linear relationship between geometrical and the sensitivity accuracy from the registration 
methods. 
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Figure 7.12. Outline of the EEG 10/20 based head regions within the ROI for geometrical and sensitivity 
analysis. 
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Figure 7.13. Region 2 variation based on Fig 11, showing a high correlation and medium strength (slope). (a) 
Evaluation of geometrical errors in region 2, (b) Evaluation of sensitivity errors of the cortex in region 2, and (c) 
Correlation between geometry error and sensitivity errors in region 2. 
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Figure 7.14. Region 6 variation based on Fig 11, showing a low correlation and high strength (slope). (a) 
Evaluation of geometrical errors in region 6, (b) Evaluation of sensitivity errors of the cortex in region 6, and (c) 
Correlation between geometry error and sensitivity errors in region 6. 
The correlation and strengths of all the 19 brain regions based on all of the 24 subjects 
with 11 of the registration methods are shown is Figure 7.15 and 7.16. The correlation for the 
19 regions varies from R
2
 = 0.7 to R
2
 = 0.98 and the strength for 19 regions varies from 4 to 
26 (higher the strength, higher the sensitivity error for a given geometrical error). Regions 
around the top of the head which is near to the central cortex region and the forehead which is 
near the prefrontal cortex region have lower correlation and lower strength as compared to 
other head regions. Region 8 in the top middle part of the head has a correlation of R
2
 = 0.78 
and strength of 4 and it is one of the low correlation and low strength regions. Regions around 
the temples which are near temporal cortex region have higher correlation and higher 
strengths as compared to other head regions. Region 2 near the right temple has correlation of 
R
2
 = 0.98 and a strength of 26 and it is one of highest correlation and high strength regions. 
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Figure 7.15. Correlation between geometrical and sensitivity errors in all EEG10/20 based head regions. 
 
Figure 7.16. Strength of geometrical and sensitivity errors in all EEG10/20 based head regions. 
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7.4. Discussion 
Atlas-based DOT requires a subject-specific model based on the registration of the atlas 
model. The accuracy of the registration can directly affect the accuracy of the atlas based 
model, and therefore affect the accuracy of the simulated light propagation. Accuracy of the 
registration is evaluated using the geometrical accuracy of the registered atlas, and the 
accuracy of the light propagation is evaluated by the accuracy of the sensitivity matrix as 
generated from the registered atlas model. 
Quantitative evaluation based on the whole head within the source and detector cap region 
using a high density cap was performed on 24 subjects and different rigid registration 
methods. Of these registration methods, 11 were based on either basic-4 or EEG-based 
landmarks and three based on spherical coordinates as derived from three landmark systems. 
Of these two different methods, generally the spherical coordinate landmark registration 
methods, even though in a practical setting may be easier to define, did not perform as well as 
the EEG-based algorithms when considering the geometrical surface errors as well as the 
calculated sensitivity errors. This could be primarily due to the fact that using the spherical 
coordinates based algorithms, landmarks as chosen arbitrarily, may not be best suited for 
registration as compared to well defined EEG-based landmarks. 
The full-head-landmark nP2P registration method has the most accurate method on both 
parameters (geometry and light propagation) among all registration methods. Line fitting 
registration and basic-4-landmark registration have the least accurate methods on the 
sensitivity with line fitting registration showing little advantage over basic-4-landmark 
registration. The full-head-landmark P2P and ICP registration methods show the largest 
difference among different subjects for both parameter evaluated. All other registration 
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methods show similar accuracies and they are more accurate than either the full-head-
landmark P2P or ICP registration methods based on both evaluation.  
The accuracy of the registration is not uniformly distributed through different brain 
regions. The difference of accuracies between the regions can be caused by the distribution of 
the landmarks which is the only basis of the optimization in the registration process. For 
example, the occipital cortex region contains one of the four landmarks in the basic-4-
landmark system (the inion) which holds 25% of all landmarks in the registration. Because of 
this clear advantage over other regions, the occipital cortex region is one of the most accurate 
registered regions based on the registration method with basic-4-landmark system. However, 
the occipital cortex region does not show such advantage when using a uniformly distributed 
landmark system such as the EEG19 landmark system. In the EEG19 landmark system, the 
occipital cortex region contains two of the 19 landmarks which holds only 10.5% of all 
landmarks in the registration and it does not show a clear advantage over other regions. 
Furthermore, the location and extraction of the EEG 19 landmark can introduce additional 
spatial estimation errors [277, 307], which can also decrease the registration accuracy. 
Although there is no clear linear relationship between the accuracies of geometry and light 
propagation, there are some similarities between the registration methods on both evaluation 
criteria. The results from the region-based correlation analyses of the two measures of 
accuracies shows that the correlation value R
2
 varies from 0.7 to 0.98 through all of the 
defined 19 brain regions with most regions having a relatively high correlation. Therefore, the 
most suitable registration methods based on ROI can be selected based on the geometrical 
registration accuracy in ROI. The two regions on the forehead show the lowest correlation 
value as these two regions contain some features which are hard to register. This can increase 
the geometrical inaccuracy in this region without large effects on the sensitivity accuracy. 
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Based on the analysis above, the most appropriate registration method varies for activities 
located in different functional brain regions. For example, full-head-landmark nP2P 
registration method is the most accurate method for the central cortex region while basic-4-
landmark registration method is the most accurate method for the temporal cortex region. 
Therefore the registration method should be selected based on the location of the brain 
activities. For the whole cortex recovery, the full- head-landmark nP2P registration method is 
the most accurate method. However the extraction of the full-head-landmark and the 
registration process are more time consuming than the other registration methods. Since the 
EEG19 registration based methods with small disadvantage in the registration accuracy is 
more efficient as compared to the full-head-landmark nP2P registration method, it is the most 
appropriate registration method for the whole cortex recovery. Although there is little 
difference in the accuracy between EEG19 ICP, EEG19 P2P and EEG19 nP2P registration 
methods, the iterative algorithms are more computationally demanding than the non-iterative 
algorithms. Therefore EEG19 nP2P registration method is a more efficient method as 
compared to EEG19 P2P and EEG19 ICP registration methods. We have previously shown 
that an error of ~30% within the sensitivity matrix was acceptable for the recovery of focal 
activations from the visual cortex with less than 4.5 mm accuracy in localisation [34]. It is 
therefore expected that similar results can be achieved for the whole cortex imaging using the 
EEG19 nP2P registration method. 
7.5. Conclusions 
Atlas-based DOT in brain activation recovery which is not constrained by the information 
of internal structure of the subject and relies only on the NIR data is an emerging functional 
neuroimaging technology. The registration accuracy and its effect on the recovery result have 
been investigated in the past few years, which have been focused on the registration accuracy 
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and recovery accuracy in localized areas [9-11]. There are also studies of the comparison 
between non-rigid registration and rigid registration methods for human head [22, 211]. In 
this chapter, 19 rigid registration methods are evaluated and compared with the registration 
and the sensitivity accuracies analysed based on the whole head. It is shown that DOT 
recovery based on atlas model and surface landmark can provide recovery result with 
acceptable accuracy for the whole human cortex. It also demonstrates that a typical landmark 
based registration method such as EEG19 nP2P registration has an acceptable accuracy over 
the whole cortex region. But appropriate registration methods with higher accuracy for the 
recovery of certain brain activation under investigation should be selected based on the 
functional brain regions involved, and the appropriate registration methods can be selected 
based on the geometrical registration accuracy in ROI. 
Both Chapter 6 and Chapter 7 are evaluation and comparison of registration methods for 
DOT recovery of brain functional activation. Chapter 6 is focused on selecting an optimal 
registration method for recovery brain activation within a single cortex region whereas 
chapter 7 evaluated the registration methods based on the whole cortex region. Based on the 
comparison between different brain regions from chapter 7 and the comparison between the 
three evaluation methods from chapter 6, the surface geometrical error can be used as a 
selection criterion for the optimal registration method based on most brain regions.  
Since only activations in the visual cortex region is recovered and evaluated in this study, 
it would be of benefit to investigate the recovery accuracy of activations in other cortex region 
based on different registration methods. The connected cortex regions are sometime imaged 
simultaneously during function brain imaging. It would be of benefit to evaluate registration 
methods based on several connected cortex region. 
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DOT recovery process of the whole cortex activation is extremely time and memory 
consuming. The convention sensitivity generation process for the subject meshes used in this 
chapter with ~400,000 nodes and ~3500 source/detector pairs can takes ~ 15 hours and ~10 
GBytes memory, and for a typical head mesh with ~235,000 nodes and ~3500 source/detector 
pairs can takes ~ 3 hours and ~6 GBytes memory. An efficient sensitivity generation which 
increases the time and storage efficiency is presented in the following chapter. 
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CHAPTER 8: A FAST AND EFFICIENT IMAGE 
RECONSTRUCTION FOR HD DOT IMAGING  
8.1.  Introduction 
Real-time imaging of the human brain is an important technique within neuroimaging 
which has been used in the study of brain activation during interactive tasks [308, 309], 
analysis of networks between different functional brain regions during complex movements 
and emotions [310-313], and monitoring whole brain state for spontaneous activation such as 
sleep, and changes between tiredness and alertness [314]. It provides the opportunity of 
observing brain processes during physical and mental experience, guiding medical and 
behavioural therapies and assisting the rehabilitation of some disorders and diseases such as 
depression, schizophrenia, and stroke [16, 315, 316]. Since immediate feedback is available 
during the imaging process, some brain–computer interfacing (BCI) systems are designed 
based on real time brain imaging [311, 317-319]. The BCI systems analyse brain activity data 
and react to the findings in real-time.  It is an alternative communication and environment 
control tool for disabled patients.  
EEG and NIRS, as described in chapter 2 and chapter 7, are the most commonly used 
real-time brain imaging modalities. They have been used to track and classify brain activities 
during complex motor tasks, such as alternating bilateral self-paced finger tapping task; 
monitoring brain activation during different stages of sleep [4]; and develop BCI 
environmental control systems [317, 318]. However, EEG and NIRS lack spatial information, 
and have limitations on the region-based analysis. Real-time fMRI as described in chapter 2 
has been used to observe the self-regulation of activity in circumscribed regions and emotion 
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networks, and has also been used to analyse the neuro-feedback of treatment for patients with 
attention deficit and hyperactivity disorder (ADHD) [312, 319-323]. However, since MRI is 
not suitable for patients with electronic implants such as pacemaker and has some limitations 
for infants and patients with claustrophobia, the application of real-time fMRI is also limited. 
Diffuse optical tomography (DOT) ,as described in chapter 2 6 and 7, is a low-cost, 
portable imaging system as compared to other brain imaging techniques and can be used for 
infants and hospitalised patients [3, 7]. Currently, the DOT recovery process for the whole 
head can take several hours and becomes more computationally expensive as the size of the 
region of interest (domain) and number of source and detectors increases. Real-time DOT 
imaging therefore relies on the reduction of processing time and previous studies of fast DOT 
recovery have been largely focused on the inverse process. The reduction of recovered 
parameter density based on a coarse reconstruction basis and adaptive meshing algorithms 
have been shown to increase the time-efficiency for the recovery process [324-327]. A 
sensitivity matrix reduction method (where the sensitivity matrix is defined in chapter 2) for 
the inverse process has also been used to reduce the processing time [304]. Since the inverse 
problem is highly under-determined, gradient-based optimisation schemes and modified 
singular value decomposition are also used to increase the efficiency in inverse processing [21, 
285, 286, 328]. Parallelisation is one of the most common time reduction methods with 
efficient DOT recovery with both CPU and GPU based parallelisation were analysed 
previously [20, 101, 329, 330] highlighting their advantage providing a systematic method of 
their incorporation is utilised. Although most previous studies are focused on reducing the 
calculation time of the inverse process, the generation of the forward model and its associated 
sensitivity matrix for parameter recovery are also worth investigating. 
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This work is focused on a unique and efficient generation of the sensitivity matrix using 
the forward model for image reconstruction (inverse model). Two efficient generation 
processes are developed and evaluated based on a reduced sensitivity matrix and the 
parallelisation of the calculation process. Time and memory efficiency of these novel efficient 
generation processes are evaluated based on comparison with the conventional generation 
process. 
8.2. Methods 
8.2.1 Sensitivity Matrix 
As described in chapter 2, model-based image reconstruction in DOT relies on the use of 
a model, typically a numerical model based on the FEM to simulate the NIR light propagation 
within a medium. The volumetric mesh generation of a FEM of the human head [109, 300] , 
such as the mesh generation approach present in chapter 4, are shown to be achievable on a 
relatively fast (typically minutes) time-scale. Through the use of a HD-DOT system for the 
imaging of the whole surface of the cortex, typically FEM with meshes containing over 
230,000 nodes are needed to capture, in sufficient detail, the geometry and internal structures 
of the head. Additionally, our current whole-head clinical system contains ~3500 
source/detector pairs for each wavelength (750 and 850 nm) of operation which using 
conventional techniques (discussed below) are very computationally expensive, as maps of 
brain activation are derived through the direct calculation and approximate inversion of a 
wavelength dependant sensitivity matrix [13] . 
The sensitivity matrix, as described in chapter 2, contains a set of sensitivity values which 
are defined as the sensitivity of NIR boundary data of each measurement to a small change in 
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optical property of each mesh node. For continuous wave (CW) DOT, the sensitivity matrix is 
defined as: 
𝐽 =
[
 
 
 
 
 
𝜕𝑙𝑛𝐼1
𝜕𝜇𝑎1
𝜕𝑙𝑛𝐼1
𝜕𝜇𝑎2
… 𝜕𝑙𝑛𝐼1
𝜕𝜇𝑎𝑁𝑁
𝜕𝑙𝑛𝐼2
𝜕𝜇𝑎1…
𝜕𝑙𝑛𝐼𝑁𝑀
𝜕𝜇𝑎1
𝜕𝑙𝑛𝐼2
𝜕𝜇𝑎2
…
𝜕𝑙𝑛𝐼2
𝜕𝜇𝑎𝑁𝑁…
𝜕𝑙𝑛𝐼𝑁𝑀
𝜕𝜇𝑎2
…
…
…
𝜕𝑙𝑛𝐼𝑁𝑀
𝜕𝜇𝑎𝑁𝑁 ]
 
 
 
 
 
                        (8.1) 
where lnI is the log amplitude of boundary data, 𝜇𝑎 is the absorption property at a given 
wavelength, NN is the number of nodes in the FEM mesh and NM is the number of 
measurement. Since DOT is a highly under-determined and ill-posed problem (NN >> NM), 
the image recovery step can be defined as: 
∆𝜇 = 𝑗̃𝑇(𝐽𝑗̃𝑇 + 𝛼𝐼)−1∆𝑦                                                         (8.2) 
Where                                                           
𝐽 =
𝐽
𝑑𝑖𝑎𝑔 (√𝑑𝑖𝑎𝑔(𝐽𝑇𝐽) + 𝛽 (𝑚𝑎𝑥(𝑑𝑖𝑎𝑔(𝐽𝑇𝐽))))
 
∝ is the Tikhonov regularisation parameter, β is the spatial regularisation factor, with 
∝= 0.01, 𝛽 = 0.01 and I is the identity matrix [13, 23, 278]. 
The Jacobian is formed using the Adjoint method [331], which takes advantage of 
reciprocity to construct the matrix entries from the forward model fluence calculations, and is 
highly efficient as compared to perturbation methods [332] . Using this approach and 
assuming a continuous wave (CW) system, for a given source (i) and detector (j) pair, for all 
nodes (r) of a given FEM mesh, the sensitivity for intensity measurements due to absorption 
can be calculated as [331] 
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𝐽(𝑗, 𝑖, 𝑟) =  [∑ Φ𝑘
𝑖
𝑘|𝑁𝑘𝜖𝜏(𝑟) 𝑢𝑘(𝑟)] × [∑ Φ𝐴𝑑𝑗,𝑘
𝑗
𝑘|𝑁𝑘𝜖𝜏(𝑟) 𝑢𝑘(𝑟)]              (8.3) 
where 𝛷𝑖 is the fluence due to source i at nodes k of an element τ associated with a mesh 
node r and 𝛷𝐴𝑑𝑗
𝑗
 is the corresponding Adjoint fluence due to detector j with uk being the 
associated finite element basis (shape) function. If the forward solution is obtained on a 
regular voxel grid, where all the FEM nodal spacing is equal and the FEM elements 
area/volume are also constant, this expression can be simplified to: 
𝐽(𝑗, 𝑖, 𝑟) =  Φ𝑖(𝑟) × Φ𝐴𝑑𝑗
𝑗
                                 (8.4) 
However, for a FEM mesh consisting of non-uniform element size and basis functions, 
this calculation cannot be simplified and the summation as outlined in equation 8.3 must be 
calculated for all nodal sensitivity values taking into account the finite element basis function 
for each node; a computationally time consuming task, as it will involve repeated summation 
and multiplication for each FEM nodal sensitivity calculation. Nonetheless, this simplification 
(equation 8.4) can be utilized to provide an approximation of the sensitivity values to allow 
the determination of an effective Region of Interest (ROI) for image reconstruction, as it only 
involves a point by point multiplication for each nodal value calculations.  
Previous studies have shown that only nodes within the region being imaged, which have 
sensitivity values higher than 1% of the maximum absolute value can affect the DOT 
recovery [22]. Based on this criterion, it is therefore possible to use the approximation 
(equation 8.4) to provide the ‘effective’ ROI for which the more accurate sensitivity matrix 
can be calculated (equation 8.3) for only the required ROI, therefore dramatically reducing the 
computational burden. This assumption can be used when the FEM mesh resolution and 
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element area are such that the created mesh is near-uniform in element size, which is the case 
in our models using our meshing algorithms outlined elsewhere [109]. 
Consider, for example a single source/detector pair on a full head model (optical 
properties shown in Table 6.3 in chapter 6 ) and the associated sensitivity matrix calculated 
using both equations 8.3 and 8.4, referred to as ‘Original’ and ‘Approximated’ matrices 
respectively, Figure 8.1. For each sensitivity distribution, contour plots of relative magnitude 
based on maximum absolute magnitudes ranging from 10 – 0.0001% is shown. The 
discrepancies between the two sensitivity matrices are largest for the higher threshold of 10% 
and smallest for the lower threshold of 0.0001%. 
170 
 
 
Figure 8.1.   An example of the sensitivity calculated for a given source/detector pair on a full head model 
using conventional and approximated method. Each contour line represents 10 – 0.0001 % of the maximum 
absolute sensitivity value. 
8.2.2 Efficient Sensitivity Matrix 
In order to calculate the sensitivity matrix in an efficient framework, without loss of 
information while reducing the computational burden, an efficient sensitivity matrix 
calculation can be summarised using the following steps (figure 8.2):  
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1) For all source/detectors, calculate the fluence (the so called direct and adjoint fields) 
2) For all source/detector pairs, calculate the sensitivity values for all nodes using 
equation 8.4. Note that this is computationally efficient, given that it is a simple point by point 
multiplication. 
 3) Determine common nodes within the ROI for all source/detector pairs, within the FEM 
mesh that have sensitivity above a chosen threshold value. 
 4) Calculate the absolute sensitivity value for all nodes within the ROI using equation 8.3.  
 
Figure 8.2. A schematic of the generation process of the reduced sensitivity matrix 
It is important to point out however, that although using this method, only a portion of the 
Sensitivity matrix is calculated, which will be shown to be the only effective region for this 
application of HD-DOT, it still requires the full head fluence calculations due to the complex 
light propagation in scattering tissue. 
8.2.3 Sparse representation 
Using the scheme outlined above and given that the majority of nodes within the FEM 
mesh will have zero contribution to the sensitivity matrix, one further advantage can be taken 
for the storage of this otherwise large matrix, using ‘sparse matrix’ representation. Given that 
only a certain portion of the FEM mesh nodes will have a ‘sensitivity’ contribution for each 
source/detector pair, only such values need to be stored within the memory for the inverse 
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problem, equation 8.2, where only the row/column index and value for each non-zero entry 
are stored, thus significantly reducing the memory requirements for an HD-DOT imaging set-
up. Consider for example, a FEM head mesh containing ~320,000 nodes with ~3,500 
measurement pairs. The sensitivity matrix, using conventional non-sparse representation, 
(equation 8.1) will require 8.4 GBytes of RAM for storage where the sensitivity of all nodes 
within the FEM mesh are calculated and stored, regardless of their contribution to the 
source/detector pairs. However, using the approximation scheme outlined above, together 
with sparse representation, the same Sensitivity matrix can be stored using sparse 
representation, where only nodal values above a certain threshold are stored using only ~0.8 
GBytes of RAM. Additionally, sparse matrices also have significant advantages in terms of 
computational efficiency. Unlike operations with full matrices, operations with sparse 
matrices do not perform unnecessary low-level arithmetic, such as zero-adds. The resulting 
efficiencies can lead to dramatic improvements in execution time for algorithms working with 
large amounts of sparse data. 
8.2.4 Parallelisation in the sensitivity generation process 
Parallelisation, which computes multiple processes simultaneously, is one of the most 
common methods to reduce the processing time. For example, a fully-parallelisable process 
distributed over 10 Central processing units (CPU) is ten times faster than based on single 
CPU. The generation of the sensitivity matrix can also benefit from parallelisation. There are 
two main calculations within the forward model to which parallelisation can be applied to: 1) 
The calculation of light fields (direct and adjoint) is processed for each sources and detector 
separately, therefore calculations for multiple sources and detectors can be run in parallel 
simultaneously and 2) The calculation of the sensitivity matrix which itself is based on light 
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fields (equation 8.3) is also processed on a measurement pair basis and can hence also be 
parallelised. 
Both the parallelisation and the reduction based on the ROI (using equation 8.4) for the 
calculation of the sensitivity matrix can increase the efficiency of the calculation process. 
Therefore the two ways to increase the efficiency of the calculation of the sensitivity matrix 
based on the two factors are: 1) The calculation of the reduced sensitivity matrix without 
parallelisation and 2) the calculation of a reduced sensitivity matrix with parallelisation on 
sources and detectors for light fields and sensitivity values calculations. The accuracy and 
efficiency of these two processes are evaluated and compared with the conventional 
sensitivity generation process. 
8.2.5 Simulated study 
8.2.5.1 Mesh resolution model accuracy 
Throughout this work, we have utilised NIRFAST, an open source light propagation 
model and image reconstruction toolbox (www.nirfast.org), which utilised linear 3D 
tetrahedral elements based on the Diffusion Approximation [68, 109]. A feature of FEM 
based image reconstruction and light propagation models is that the accuracy of the fluence is 
a function of the chosen mesh resolution and the corresponding finite element basis function. 
In theory, the solution of FEM approaches the true solution as the area of each FEM elements 
nears zero; therefore for a given model, the mesh with highest nodal resolution should be 
more accurate. The problem of mesh resolution versus computational model then becomes 
two folds: for a complex multi-layered mesh, whereby fine structural features need to be 
represented, a high density FEM mesh is required, but for fast computational models, a low 
density mesh is better suited. Numerical errors due to FEM mesh resolutions have previously 
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been discussed together with algorithms which take into account such numerical model errors 
as unknown and recoverable parameters [333]. For the purpose of this work, and to highlight 
the need for high density meshes together with fast and efficient computational models, a 
multi-layered high density mesh with ~400000 nodes corresponding to ~2450000 linear 
tetrahedral elements is used as the ground truth. Additionally, eight multi-layered FEM 
meshes with different node densities are generated based on the same subject containing a 
total of ~50000 to ~320000 nodes corresponding to ~290000 to ~1930000 linear tetrahedral 
elements (table). Each model contains five tissue regions (skin, skull, CSF, gray matter and 
white matter) with the optical properties for each tissue type assigned based on a single 
wavelength (750 nm) model, Table 6.3. A high-density (HD) source-detector cap is placed on 
the surface of each head mesh covering the entire cortex [Figure 7.4] containing 158 sources 
and 166 detectors which are distributed uniformly across the source-detector cap. This gives 
rise to 3478 measurements, where the 1st to 4th nearest neighbour measurements 
corresponding to 1.0, 2.2, 3.0, and 3.6 cm source-detector distance respectively are used for 
the sensitivity matrix calculation [7]. The sensitivity matrices for each model using equation 
8.3 and 8.4 are generated based on the same subject and compared to the high resolution 
(ground truth mesh) sensitivity matrix to calculate percentage accuracy on a nodal basis. The 
region of interest (ROI) for this evaluation is limited to the gray matter region only and the 
sensitivity values are mapped onto a high resolution uniform grid using linear interpolated 
functions for analysis.  
Table 8.1. Spatial resolution of the eight meshes 
Total 
nodes 
50000 70000 100000 140000 200000 235000 270000 320000 
spatial 
resolution 
(mm) 
3.75 3.39 2.98 2.67 2.35 2.24 2.17 2.02 
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8.2.5.2 Threshold value 
The calculation of the reduced sensitivity matrix is based on the chosen threshold for the 
effective ROI. A simulation experiment is designed for the determination and selection of a 
suitable threshold. A layered mesh with ~320000 nodes, corresponding to ~1930000  linear 
tetrahedral elements is generated based on an MRI scan of a subject head which contains five 
tissue regions (skin, skull, CSF, gray matter and white matter) with the optical properties for 
each tissue type assigned based on a single wavelength (750 nm) model [Table 6.3 in chapter 
6] As in previous case, a high-density (HD) source-detector cap is placed on the surface of the 
head mesh covering the entire cortex [Figure 7.4] containing 158 sources and 166 detectors 
which are distributed uniformly across the source-detector cap giving 3478 measurement pairs.  
The sensitivity matrix as outlined in Section 8.2.2 is calculated based on five different 
thresholds (10%, 1%, 0.1%, 0.01% and 0.001%) and is stored as a sparse matrix. The 
conventional full sensitivity matrix is also calculated to allow a direct comparison of accuracy 
which is determined as the percentage error between the new sensitivity matrix (outlined in 
section 8.2.2) and the conventional full sensitivity matrix. 
8.2.5.3 Full-field imaging and parameter recovery 
For the analysis of the recovery result based on the reduced sensitivity matrix, a 
simulation experiment is designed for the recovery of brain activity within the whole cortex. 
Whole cortex activation, which here is a simulated brain activation that models the same 
changes in optical coefficients throughout the entire cortex region, is simulated within the 
same subject mesh as the previous experiment. Boundary data are generated based on the 
same HD-DOT source-detector cap with noise added to simulate a clinical situation. The 
brain activation which is modelled as a unit change in optical property (∆y in Equation 8.2) is 
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reconstructed (Using equations 8.2) based on either the original sensitivity matrix or the 
reduced sensitivity matrix with a threshold of 0.001%. The recovered results from the two 
sensitivity matrices, ∆𝜇, are evaluated and compared. 
8.2.5.4 Computational speed and memory requirements 
The final simulation experiment is designed for the evaluation of the time and memory 
efficiency of the two efficient sensitivity matrix generation processes outlined in section 8.2.4. 
Eight multi-layered FEM meshes with different node densities are generated based on the 
same subject. The eight meshes contain a total of ~50000 to ~320000 nodes corresponding to 
~290000 to ~1930000 linear tetrahedral elements. The original and the reduced sensitivity 
matrices are generated for each mesh and the computational speed and memory requirements 
using each specific technique is calculated. All computational models are performed using 
MATLAB R2012b on a Workstation running 64 bit Linux (Ubuntu 12.04 LTS) with 16 
GBytes RAM using 2 six-core AMD Opteron Processors at 800 MHz. 
Memory efficiency of the sensitivity calculation processes as proposed, are evaluated 
based on the comparison of required memory of the reduced sparse sensitivity matrices and 
the original sensitivity matrices from the eight meshes. Time efficiency of the proposed 
sensitivity calculations are also evaluated based on the comparison of average processing 
times as compared to the conventional sensitivity generation process. For each mesh, all the 
sensitivity generation processes are performed five times, and the average processing time of 
each is calculated. Reductions in processing time and memory storage requirements are 
presented. 
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8.3. Result and Discussions 
Quantitative evaluation of the accuracy of the sensitivity matrix is analysed based on eight 
different resolution meshes generated from the same subject. The eight meshes each have a 
different density with the number of nodes varying from 50000 to 320000. The sensitivity 
matrix is generated for each mesh and used together with a reference sensitivity matrix as 
generated from a high-density mesh with ~400000 nodes based on the same subject. The 
accuracy of the sensitivity matrices for each of the eight meshes is evaluated based on the 
comparison with the reference sensitivity matrix, defined as:  
𝐽𝑒𝑟𝑟 =
|𝐽𝑠𝑢𝑏𝑗−𝐽𝑟𝑒𝑓|
𝐽𝑟𝑒𝑓
∗ 100%                                                     (8.5) 
where 𝐽𝑒𝑟𝑟 is error of the sensitivity matrix, 𝐽𝑠𝑢𝑏𝑗 is sensitivity matrix of the subject mesh 
and 𝐽𝑟𝑒𝑓 is the reference sensitivity matrix. 
 The ROI for this evaluation is defined as the gray matter region of the reference high-
resolution sensitivity matrix. The nodal average sensitivity errors in ROI for the eight meshes 
are shown in Figure 8.3. The accuracy of the sensitivity matrix increases as the density of the 
nodes in the mesh increases. The sensitivity matrix based on mesh with 320000 nodes has the 
smallest sensitivity error (~4%) and the sensitivity matrix based on mesh with 50000 nodes 
has the largest sensitivity error (~10%). This highlights the need for the use of high resolution 
meshes for model-based HD-DOT and hence the requirement in improving the computational 
speed. 
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Figure 8.3.  Accuracy of the sensitivity matrix as a function of FEM mesh nodal density with respect to 
ground truth (high density mesh). The accuracy is calculated on a node by node basis and error bars represent the 
variation across the whole model with the ROI. 
Calculation of the reduced sparse sensitivity matrix relies on the approximate sensitivity 
matrix (equation 8.4) and the associated threshold value chosen to find the nodes within the 
ROI. The accuracy of this reduced and sparse sensitivity matrix is evaluated based on the HD 
source and detector cap with multiple measurements, as compared to the full conventional 
matrix for different threshold values. Five reduced and sparse sensitivity matrices based on 
different thresholds (10%, 1%, 0.1%, 0.01% and 0.001% of the maximum sensitivity value) 
and the original sensitivity matrix, are generated using the same mesh. The accuracy of the 
sensitivity matrices as a percentage error (on nodal basis) using different threshold are 
calculated with respect to the original matrix and shown in Figure 8.4. For all five reduced 
sparse sensitivity matrices, deeper tissue such as the gray matter has higher sensitivity error 
than shallower tissue such as the skin. The maximum sensitivity error in the ROI decreases as 
the threshold for the reduced sensitivity matrix decreases. Reduced sensitivity matrix based on 
the 10% threshold has a 100% maximum sensitivity error in the ROI and reduced sparse 
sensitivity matrix based on 0.001% threshold has a 0.8% maximum sensitivity error. Note that, 
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as shown in Figure 8.1, the total sensitivity diminished as a function of depth and therefore all 
area deep within the head, where the total sensitivity due to all source/detector combinations 
was less than 1% of the absolute maximum sensitivity was not considered to be within the 
ROI and represented as ‘NaN’ for this analysis. 
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Figure 8.4.   An example of sensitivity error for reduced sparse sensitivity matrices with different thresholds 
as compared to conventional full matrix. 
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The average sensitivity errors of the five reduced sensitivity matrices for the gray matter 
within the ROI are shown in Figure 8.5. The average sensitivity error within the ROI 
(effectively of the gray matter) decreases as the threshold chosen for the calculation of the 
reduced sparse sensitivity matrix decreases. The reduced sparse sensitivity matrix, based on 
10% threshold, has ~65% average sensitivity error and is the least accurate sensitivity matrix. 
The most accurate of the five reduced sensitivity matrices is the reduced sensitivity matrix 
based on 0.001% threshold, which has ~0.02% sensitivity error. To ensure the sensitivity 
values in the entire effective region are accurate, a threshold of 0.001% of the maximum 
absolute sensitivity value is therefore used for the generation of reduced sensitivity matrix in 
this work. 
 
Figure 8.5.  Accuracy evaluation of the reduced sparse sensitivity matrices with different thresholds as 
compared to conventional full matrix. The red line represents the 1% sensitivity threshold. 
For the evaluation of the recovery accuracy of the reduced sparse sensitivity matrix, 
whole cortex activation is simulated and recovered using both the proposed reduced sparse 
sensitivity matrix and the original sensitivity matrix. The normalized recovery results based 
on these two sensitivity matrices are shown in Figure 8.6. Recovery results based on the 
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original sensitivity matrix and reduced sensitivity matrix are visually the same, and they are 
located in the same region as the simulated activations demonstrating that the reduced 
sensitivity matrices can be an acceptable alternative for the original sensitivity matrices. 
 
Figure 8.6.  Recovery result of whole cortex. 
Memory efficiency of the proposed sparse sensitivity calculation is evaluated based on 
storage memory reduction of the reduced sparse sensitivity matrix as compared to the full 
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conventional matrix. This is performed based on the reduced sparse sensitivity matrices from 
the eight different resolution meshes and the comparison with the original sensitivity matrix 
from the same corresponding mesh, shown in Figure 8.7. For both sensitivity matrices, 
storage memory increases as the number of nodes in the mesh increases. The mesh with 
320000 nodes has the largest RAM requirements for storage with the original sensitivity 
matrix requiring ~8.4 GBytes and the corresponding largest reduced sensitivity matrix 
requiring ~0.7 GBytes. The percentage memory reduction of the reduced sensitivity matrixes 
based on the eight meshes is shown in Figure 8.8.  The memory reductions of all eight meshes 
are higher than 1000% and with the reduction increasing as the number of nodes in the mesh 
increases. The reduced sensitivity matrix based on the mesh with 320000 nodes has the 
largest reduction factor amongst the eight meshes (~1240%) and the reduced sensitivity 
matrix based on mesh with 50000 nodes has the smallest reduction factor (~1020%). 
Therefore the reduced sensitivity matrix is more memory efficient compared to the original 
sensitivity matrix, based on the same mesh.  
 
Figure 8.7.  Size of the sensitivity matrix for eight meshes.  
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Figure 8.8.  Reduction of size of the sensitivity matrix for eight meshes.  
The reduced sensitivity matrix utilising parallelisation in the calculation process has also 
been investigated. Computational processing time for both the light field calculations as well 
as the sensitivity matrix generation are evaluated separately based on the eight meshes 
outlined above. Using parallelisation for the generation of light field only, Figure 8.9, the 
process time varies from <5 minutes to ~1.5 hours and tends to increase as the node density of 
the mesh increase and the utilization of parallelisation on generation of light fieled has ~300% 
reduction on processing time for high density meshes. For the generation of the sensitivity 
matrix, once the light fields have been calculated, the processing time using conventional 
methods varies from <20 minutes to ~6 hours, Figure 8.10, and it increases as the node 
density of the meshes increases. The calculation of the reduced sparse sensitivity matrix has 
~230% reduction on process time as compared to the conventional full matrix calculation and 
utilization of parallelisation provides an additional ~200% reduction on processing time. 
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Figure 8.9.  Processing time of the light field generation.  
 
Figure 8.10.  Processing time of the sensitivity matrix generation only from calculated light fields and the 
reduction based on parallelisation and reduced sensitivity matrix. 
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The utilisation of parallelisation for the field calculations, as well as sensitivity matrix 
calculation, together with application of the proposed reduced sparse calculations, are 
compared with conventional non-parallelised calculations, Figure 8.11 to provide an overall 
whole model computational analysis. For each mesh density, the reduced sparse sensitivity 
calculations using both parallelisation or not, are more time efficient than the conventional 
generation process. For the same sensitivity matrix generation process, processing time 
increases as the node density of the mesh increases. Since the storage memory of the original 
sensitivity matrix using meshes with 270000 nodes and 320000 nodes are close to the 
hardware memory limitation of the machine, processing time of the original sensitivity 
matrices increased dramatically due to memory swap allocations. The mesh with 320000 
nodes has the longest processing time for the conventional generation process (~470 minutes) 
and for the efficient proposed process with parallelisation is ~65 minutes. The mesh with 
50000 nodes has the shortest processing time for the conventional generation process (~30 
minutes) and ~7 minutes using the proposed process. 
 
Figure 8.11.  Total processing time of sensitivity generation processes. 
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There isn’t a clear linear relationship between the reduction in processing time and the 
nodes density of the meshes. Except for the mesh with 270000 nodes and 320000 nodes 
which approach the memory limitation of the machine during the conventional sensitivity 
generation process, a 25 fold reduction of the processing time of each mesh (five reduced 
sensitivity generation processes × five conventional  generation processes) are similar for 
each sensitivity generation process. For all eight meshes, the efficient sensitivity generation 
process without parallelisation has ~170% reduction of process time and the efficient 
sensitivity generation process with parallelisation has ~400% reduction of process time. 
Therefore, the proposed sensitivity generation process with parallelisation is the most time 
efficient generation process. 
8.4. Conclusion 
Efficient sensitivity generation processes as outlined here rely on the reduced sparse 
sensitivity matrix representation and parallelisation in the generation process. One of the main 
steps in the generation of the reduced sensitivity matrix is the selection of the approximate 
efficient regions. Every node in the ROI should have a sensitivity value higher than the 1% of 
the maximum absolute sensitivity value and the approximated ROI should cover the entire 
efficient region as defined by this criterion, since any nodes with less than 1% contribution 
are not likely to contribute to parameter recovery. Approximate ROIs are selected based on 
threshold of an approximated and computationally fast sensitivity matrix (equation 8.4), 
therefore the threshold value can affect the accuracy of the reduced sensitivity matrix. Based 
on evaluation results, accuracy of the reduced sparse sensitivity matrix increases as the 
threshold decreases. Compared to the original sensitivity matrix, the reduced sparse 
sensitivity matrix based on 0.001% threshold has less than 0.8% maximum sensitivity error in 
the ROI and ~0.02% average sensitivity error within gray matter, which is the sampled area 
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using our HD-DOT setup. To ensure the sensitivity accuracy in the ROI the reduced 
sensitivity matrix based on 0.001% threshold is therefore used in this work. 
The effect of FEM mesh resolution on accuracy of the sensitivity matrix is also presented. 
It is shown that as the node density of the mesh increases, the numerical accuracy of the 
sensitivity matrix also increases, highlighting the need for use of high resolution meshes for 
model based parameter recovery. The sensitivity matrices based on the mesh with 320000 
nodes has the smallest sensitivity error (~4%) and the sensitivity matrices based on the mesh 
with 50000 nodes have the biggest sensitivity error (~10%).  
The effect of using a reduced sparse sensitivity matrix on brain activation recovery is 
evaluated based on simulated whole cortex (flat field) activation. Recovery results based on 
the original sensitivity matrix and the reduced sparse sensitivity matrix are compared for the 
whole cortex, and there is no visual difference on the recovery results based on the two 
matrices. Therefore, the reduced sparse sensitivity matrix is an acceptable alternative to the 
original sensitivity matrix.  
Compared to the original sensitivity matrix, the reduced sparse sensitivity matrix has clear 
advantages in the memory and computational time efficiency for the generation process. 
Based on eight meshes of varying node resolution, storage memory of the original sensitivity 
matrix and the reduced sparse sensitivity matrix both increase as the node density of the mesh 
increases. The memory reduction of the reduced sensitivity matrix is higher than 1000% for 
all eight meshes and it increases as the node density of the mesh increases. The mesh with 
320000 nodes has the biggest original sensitivity matrix (~8.4 GB) and the biggest reduced 
sparse sensitivity matrix (~0.7 GB), yet providing the largest reduction in memory 
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requirements (~1240%), such that it is possible to calculate and store these matrices for 
parameter recovery on simple hardware. 
Two efficient calculations of the reduced sparse sensitivity matrix are also investigated 
based on parallelisation within the generation process itself. Processing time for meshes of 
different resolutions, for both light field calculations as well as the sensitivity matrix 
calculations have shown that, as expected, parallelisation based on multiple CPUs provide an 
enhanced computational speed. For all example meshes of varying resolution, the process 
time increases as the node density of the mesh increases, but there is no linear relationship 
between the node density of the mesh and the reduction of the processing time, which in part 
is due to hardware limitation and the use of swap memory in extreme cases. The mesh with 
320000 nodes has the longest processing time for the conventional calculation (~470 minutes) 
and longest processing time for the proposed calculation process with parallelisation (~65 
minutes). The mesh with 50000 nodes has the shortest processing time for the (~30 minutes) 
and shortest processing time for the proposed process with parallelisation (~7 minutes). For 
all eight meshes, the reduction of the processing time is ~170% using the proposed process 
without parallelisation and ~400% with parallelisation. The parallelisation approach does not 
achieve a full 10x speedup because not all calculations in the sensitivity generation process 
are parallelizable. To be specific, only calculation of the light field values for source and 
detector and calculation of sensitivity values from light field are parallelised in this study. 
Therefore, further reduction of calculation time may be achieved by parallelizing more 
processes in the generation approach. Since there are some delicate structures in human brain 
such as the small folds in the gyri that cannot be represented by low density meshes, the 
structure of the meshes can become more complex when reaching certain limitations of the 
node density, again highlighting the need for the utilisation of high density FEM meshes for 
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model based parameter recovery. Therefore, the process time is not increase monotonically 
with the number of nodes. 
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CHAPTER 9: SUMMARY AND FUTURE WORK  
This work in general is about atlas-based Diffuse Optical Tomography brain imaging for 
human adults. DOT brain imaging is a neuroimaging modality which recovers optical 
properties and monitors functional brain activations by measuring NIR light propagation in 
the subject. The recovery process of DOT is divided into two steps: generation of the forward 
model and the inverse processing of the forward data. The subject-specific forward model is 
usually generated based on brain images of the same subject from an additional imaging 
modality and the segmentation of these images. A registered atlas model is an acceptable 
alternative for the subject-specific models. The forward model in the atlas-based DOT 
recovery is generated based on the tissue classification of the registered atlas model. This 
work focuses on evaluation of registration methods for atlas-based DOT brain imaging and 
design of an efficient approach for the generation of sensitivity matrix based on the FEM 
mesh. 
9.1. Summary  
This thesis consists of 9 chapters.  
Chapter 1 is the introduction of the work undertaken. It presents the three problems 
addressed in this work: 1) finding the most suitable registration method for atlas based DOT 
of a certain cortex region; 2) determining whether the most suitable registration method varies 
based on region of interest; and 3) designing an efficient recovery approach for DOT recovery. 
It also shows that these three problems are unique and worth investigating based on related 
previous studies. 
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Chapter 2 is a review of different neuroimaging modalities and a brief introduction to 
DOT brain imaging and the recovery approach of DOT used in this work. From the 
comparison with other neuroimaging modalities, DOT is a low cost and portable imaging 
modality which can be used for long-term monitoring of brain activation of subjects such as 
infants and hospitalised patients. FEM and linear optimization inverse method with Tikhonov 
regularization are selected in this chapter as suitable methods for the recovery of brain 
activation in this work. This recovery process is shown to be time efficient with acceptable 
accuracy for recovery of the complex subjects such as the human brain. 
Chapter 3 is the introduction and comparison of commonly used human brain atlases. It 
presents several atlases in MRI brain imaging. Two single subject based atlases, two atlases 
for general population and two age-specific atlases are introduced in this chapter. The ICBM 
152 atlas which is a MRI-based atlas for general population is selected for the generation of 
FEM in atlas-based DOT recovery in this work. This atlas is a high resolution model with 
classified tissue region maps which is suitable for the atlas model in DOT brain activations 
recovery. 
Chapter 4 is the introduction and comparison of commonly used segmentation methods 
for human brain imaging data. In this chapter, the basic intensity-based segmentation methods, 
the basic registration-based segmentation methods, and the SPM segmentation method 
combining intensity and registration-based methods are introduced and compared. The SPM 
segmentation method is selected for the generation of layered subject head models in this 
work. A near automatic generation approach for MRI based layered FEM mesh using the 
SPM segmentation is also discussed in this chapter. This mesh generation approach is fast and 
user friendly and can be processed with ~15 minutes. 
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Chapter 5 is the introduction and comparison of commonly used registration methods for 
the human head. In this chapter, registration methods are presented in four categories based 
on two different similarity measurements and two different transformation models. 
Landmark-and curve-based rigid registration is selected for the generation of registered atlas 
models for atlas-based DOT recovery. Three evaluation methods are compared based on 11 
registration methods, and the Closest-Node evaluation method is selected for the evaluation of 
registration result in this work. The surface landmark-based rigid registration and surface 
curve-based rigid registrations are suitable for register human brain with only the external 
geometrical information and Closest-Node evaluation is appropriate for registration between 
different subjects. 
Chapter 6 is the evaluation of registration methods for atlas-based DOT recovery of the 
visual cortex. It evaluated 11 rigid registration methods based on three evaluation criteria and 
selected the most suitable registration method for atlas based DOT of the visual cortex, which 
solved the first problem in chapter 1. For the focal activations in the visual cortex, basic-4 
landmark based registration method is the most efficient registration method. 
Chapter 7 is the evaluation of registration methods for atlas-based DOT recovery based on 
the whole cortex and multiple brain regions across the whole head. It evaluated 11 rigid 
registration methods based on 19 brain regions and whole cortex with two evaluation criteria. 
It shows that optimal registration varies based on the ROIs for different brain activations, 
which solved the second problem in chapter 1. The EEG19 nP2P registration method is the 
suitable efficient method for the whole cortex activation studies, and the optimal registration 
method can be selected based on the geometrical accuracy of the registration in the ROI. 
Chapter 8 presents an efficient generation method for the light propagation approximation 
based on a reduced sparse sensitivity matrix and parallelisation process. This efficient 
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generation process improves the storage efficiency by >1000% and time efficiency by ~400% 
comparing to the conventional approach, which provides a unique solution for the third 
problem in chapter1. 
Chapter 9 (this chapter) is the summary of this work.   
9.2. Future work 
This work is about evaluation of the registration methods for atlas-based DOT brain 
imaging and design of an efficient approach for the generation of sensitivity matrix based on 
FEM mesh. In the study of registration methods for atlas-based DOT, 24 healthy young adults 
are used as subjects. Further study can be focused on age-specific or disease-specific subject 
groups where the recovery can be processed based on both general atlas and the specific atlas. 
The influence of the changes in atlas can be evaluated based on the recovery results. Since 
only rigid registration methods are evaluated and compared in this work, further comparison 
can also analysed based on multiple non-rigid registration methods and rigid registration 
methods. In the study of the efficient generation approach for sensitivity matrix, an efficient 
process is designed based on reduced sparse sensitivity matrix representation and 
parallelisation. Further study of the efficient recovery process can investigate the efficient 
inverse processing based on the reduced sparse sensitivity matrix representation and 
parallelisation. After the efficient methods for the sensitivity generation and the inverse 
processing are designed, an efficient recovery approach for the DOT brain imaging can be 
created.  
 Besides of the registration accuracy between the atlas model and the subject, difference 
of the internal structures between the atlas model and the subject also influence the accuracy 
of recovery result of atlas-based DOT. Different atlas models have been discussed in chapter 
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4. Recovery of brain activation from DOT can be investigated based the different atlas models 
such as age-specific atlases in the future work. Since there always exist some inaccuracy in 
the registration processes, differences in the internal structure of the atlas models may not 
have significant effect on the recovery result. It is worth investigating that whether using an 
atlas model from a specific subject group can improve the recovery results further. Human 
brain atlases have some fine structure in regions such as the cortical sulci which increases the 
processing time of mesh generation and the recovery process. It is also worth investigating 
that whether using a simplified atlas model such as a layer model with less structural details 
can provide acceptable recovery results, while being more computational efficient. 
Another important application of atlas in brain analysis is to provide a common space 
such as MNI space that data from different subjects can be evaluated and compared. With the 
development in inter-imaging modality analysis, the evaluation and comparison between 
different subjects and different imaging modalities has become possible. Normally, the 
imaging data from the same subject with different imaging modalities are first registered to a 
common imaging modality such as MRI. Then different subjects are registered to the atlas 
space based on the common imaging modality, which requires at least one common imaging 
modality for all subjects, which may not be available. A multi-modality atlas which contains 
data from multiple imaging modalities for the same atlas can be designed in the future, so that 
each imaging data can be registered to the atlas space directly and the common imaging 
modalities is not required for the inter-subject inter-modality analysis. 
The inter-imaging modality analysis has the potential to increase the image resolution. 
Since DOT is relatively robust to motions during imaging and can be applied in long-term 
studies with low financial cost, combining DOT with other imaging modalities such as CT 
and US may be able increase the spatial resolution and expand the image field. Combining 
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long-term DOT imaging with a single MRI may be able to reduce the expense of monitoring. 
The combination of DOT and other imaging modalities are worth investigating. 
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APPENDIX: STEP-BY-STEP GUIDES OF THE MESH 
GENERATION PROCEDURE AND TWO MATLAB GUI 
DESIGNED IN THIS WORK  
A1: A step-by-step guide of the near automatic generation approach for layered 
FEM mesh based subject MRI 
A layered FEM mesh can be generated from the subject MRI scans based on the near 
automatic generation approach in chapter 5. Here attached a step-by-step guide for the 
generation approach. 
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A2: Landmark extraction gui in matlab 
One of the issues in landmark-based registration is the consistence of the landmarks from 
different subject. An automatic or semi-automatic landmark extraction approach is suitable to 
reduce the human influence during the extraction. A semi-automatic landmark extraction gui 
is designed in matlab.  It can extract external landmarks of head surface based on four 
landmark systems with four per-extracted anatomical landmarks [Figure A.1]. 
 
Figure A.1. 4 landmark systems for the landmark extraction gui. 
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A3:  Landmark and surface based registration gui in matlab 
An automatic registration gui is designed for Landmark based registration and surface 
based registration. It can process a rigid register for subject point cloud based on a set of 
landmarks extracted before the registration or based or the surface point cloud.  Workflow of 
the gui is shown in the figure A.2. 
 
Figure A.2. Work flow of the Landmark and surface based registration gui. 
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