The infinite extendibility problem for exchangeable real-valued random
  vectors by Mai, Jan-Frederik
The infinite extendibility problem for exchangeable
real-valued random vectors
Jan-Frederik Mai
XAIA Investment
Sonnenstr. 19, 80331 Mu¨nchen
email: mai@tum.de
We survey known solutions to the infinite extendibility problem for (necessarily ex-
changeable) probability laws on Rd, which is:
Can a given random vector X = (X1, . . . , Xd) be represented in distribu-
tion as the first d members of an infinite exchangeable sequence of random
variables?
This is the case if and only if X has a stochastic representation that is “conditionally
iid” according to the seminal De Finetti’s Theorem. Of particular interest are cases in
which the original motivation behind the model X is not one of conditional indepen-
dence. After an introduction and some general theory, the survey covers the traditional
cases when X takes values in {0, 1}d, has a spherical law, a law with `1-norm symmetric
survival function, or a law with `∞-norm symmetric density. The solutions in all these
cases constitute analytical characterizations of mixtures of iid sequences drawn from
popular, one-parametric probability laws on R, like the Bernoulli, the normal, the expo-
nential, or the uniform distribution. The survey further covers the less traditional cases
when X has a Marshall-Olkin distribution, a multivariate wide-sense geometric distri-
bution, a multivariate extreme-value distribution, or is defined as a certain exogenous
shock model including the special case when its components are samples from a Dirich-
let prior. The solutions in these cases correspond to iid sequences drawn from random
distribution functions defined in terms of popular families of non-decreasing stochastic
processes, like a Le´vy subordinator, a random walk, a process that is strongly infinitely
divisible with respect to time, or an additive process. The survey finishes with a list of
potentially interesting open problems. In comparison to former literature on the topic,
this survey purposely dispenses with generalizations to the related and larger concept
of finite exchangeability or to more general state spaces than R. Instead, it aims to
constitute an up-to-date comprehensive collection of known and compelling solutions of
the real-valued extendibility problem, accessible for both applied and theoretical prob-
abilists, presented in a lecture-like fashion.
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Table 1 Summary of main results surveyed. Whereas most appearing notations are introduced in the main body of the
article, here L[X] denotes the Laplace transform of a random variable X > 0, and 〈x,y〉 := ∑dk=1 xk yk.
1 Introduction and general background
1.1 General notation
Before we start, let us clarify some general notation used throughout, while some section-
specific notations are introduced where they appear.
Some very general mathematical definitions:
We denote by N = {1, 2, 3, . . .} the set of natural numbers and N0 := N ∪ {0}, by R
the set of real numbers, by Rd the set of d-dimensional row vectors with entries in R,
for d ∈ N. For n ∈ N0 we denote by f (n) the n-th derivative of a function f : R → R,
provided existence. For d numbers x1, . . . , xd ∈ R we denote by x[1] ≤ x[2] ≤ . . . ≤ x[d]
an ordered list. For x ∈ R we denote by dxe the smallest integer greater or equal to x
(ceiling function), and by bxc the largest integer less than or equal to x (floor function).
We denote by det[A] the determinant of a square matrix A ∈ Rd×d. We denote elements
x = (x1, . . . , xd) ∈ Rd by bold letters in comparison to (one-dimensional) elements
x ∈ R. Expressions like x > y for x,y ∈ Rd are meant component-wise, i.e. xk > yk for
each k = 1, . . . , d.
Some general definitions regarding probability spaces:
All random objects to be introduced are formally defined on some probability space
(Ω,F ,P) with σ-algebra F and probability measure P, and the expected value of a ran-
dom variable X is denoted by E[X]. As usual, the argument ω ∈ Ω of some random
variable X : Ω→ R will always be omitted. The symbol d= denotes equality in distribu-
tion and the symbol ∼ means “is distributed according to”. We recall that for random
vectors (X1, . . . , Xd)
d
= (Y1, . . . , Yd) means E[g(X1, . . . , Xd)] = E[g(Y1, . . . , Yd)] for all
bounded, continuous functions g : Rd → R, where the expectation values E are taken
on the respective probability spaces of (X1, . . . , Xd) and (Y1, . . . , Yd), which might be
different. Equality in law for two stochastic processes X = {Xt} and Y = {Yt} means
that (Xt1 , . . . , Xtd)
d
= (Yt1 , . . . , Ytd) for arbitrary d ∈ N and t1, t2, . . . , td. Throughout,
the abbreviation iid stands for independent and identically distributed. The index t of
a real-valued random variable ft that belongs to some stochastic process f = {ft}t∈T is
purposely written as a sub-index, in order to distinguish it from the value f(t) of some
(non-random) function f : T → R. If F is the distribution function of some random
variable taking values in R, we denote by
F−1(y) := inf{x ∈ R : F (x) ≥ y}, y ∈ [0, 1],
its generalized inverse, see [22] for background. Any distribution function C of a random
vector U = (U1, . . . , Ud) whose components Uk are uniformly distributed on [0, 1] is
called a copula, see [66] for a textbook treatment. We further recall that an arbitrary
survival function F¯ of some d-variate random vector X can always be written as F¯ (x) =
Cˆ
(
P(X1 > x1), . . . ,P(Xd > xd)
)
, where Cˆ is a copula, called a survival copula for F¯ ,
and it is uniquely determined in case the random variables X1, . . . , Xd have continuous
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distribution functions. This is the survival analogue of the so-called Theorem of Sklar,
due to [89]. The Theorem of Sklar itself states that the distribution function F of X
can be written as F (x) = C
(
P(X1 ≤ x1), . . . ,P(Xd ≤ xd)
)
for a copula C, called a
copula for F . The relationship between a copula C and its survival copula Cˆ is that if
(U1, . . . , Ud) ∼ C then (1− U1, . . . , 1− Ud) ∼ Cˆ.
A notation of specific interest in the present survey:
We denote by H the set of all distribution functions of real-valued random variables,
and by H+ the subset containing all elements F such that x < 0 implies F (x) = 0,
i.e. distribution functions of non-negative random variables. Elements F ∈ H are right-
continuous, and we denote by F (x−) := limt↑x F (x) their left-continuous versions. If X
is some Hausdorff space, M1+(X) denotes the set of all (Radon) probability measures on
X. Recall that H is metrizable (hence in particular Hausdorff) when topologized with
convergence in distribution of the associated random variables, see [88]. Thus, (Radon)
probability measures are well defined and we denote by M1+(H) the set of all probability
measures on H. We also conveniently write X ∈M1+(X) if X is a random variable with
a probability law in M1+(X). For instance, H ∈ M1+(H) means that H is a stochastic
process such that each potential realization is a distribution function.
1.2 Motivation and mathematical preliminaries
Throughout, we consider by X = (X1, . . . , Xd) a random vector taking values in Rd.
Since we are only interested in the probability distribution of X, we identify X with
its probability law in the sense that we often say X has some property if and only if its
probability distribution has this property. Given a family of probability distributions
M ⊂M1+(Rd), we are interested in a solution to the following generic problem:
Problem 1.1 (Motivating problem)
Find a convenient probabilistic description for the subfamilyM∗ ⊂M of
those probability distributions for which there exists a stochastic repre-
sentation on some probability space (Ω,F ,P) in which the components
are iid conditioned on some σ-algebra H ⊂ F .
Remark 1.2 (Nomenclature)
If M = M1+(Rd) denotes the family of all probability laws on Rd, we say that an element
in M∗ is conditionally iid. Similarly, we say that a random vector X ∈ M1+(Rd) is
conditionally iid if its probability law is actually in the subset M∗. It is important
to be aware that a random vector that is conditionally iid according to this definition
does have a stochastic representation as described in Problem 1.1, but it might also
have another stochastic representation in which the components are not iid conditioned
on some σ-algebra. In fact, typical cases of interest are such that M is defined in
terms of a stochastic model or probabilistic property which is a priori unrelated to the
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concept of conditional independence. In the literature, elements of M∗ are not always
called conditionally iid, but other names have been given. For instance, [86] calls them
positive dependent by mixture (PDM), [90, 36, 53] call them infinitely extendible, and
[66, Definition 1.10, p. 43] call them simply extendible. The nomenclature “(infinite)
extendibility” refers to the fact that conditionally iid random vectors can always be
thought of as finite margins of infinite conditionally iid sequences, as will be explained
below. The nomenclature “PDM” becomes intuitive from Lemmata 1.8, 1.9 and 1.10
below, but is rather unusual.
The investigation of conditionally iid random vectors is closely related to the concept of
exchangeability. Recall that the probability distribution of a random vector X is called
exchangeable if it is invariant under an arbitrary permutation of the components of X.
The following observation is immediate but important.
Lemma 1.3 (Exchangeability)
If X is conditionally iid, it is also exchangeable.
Proof
Consider a probability space (Ω,F ,P) such that conditioned on some σ-algebra H ⊂ F
the components X1, . . . , Xd are iid. If pi is an arbitrary permutation of {1, . . . , d} we
observe that
P(Xpi(1) ≤ x1, . . . , Xpi(d) ≤ xd) = E
[
P(Xpi(1) ≤ x1, . . . , Xpi(d) ≤ xd |H)
]
d
= E
[
P(X1 ≤ x1, . . . , Xd ≤ xd |H)
]
= P(X1 ≤ x1, . . . , X1 ≤ xd),
where (∗) follows from the iid property. This implies the claim. 
Exchangeability is a property which is convenient to investigate by means of Analysis,
whereas the notion “conditionally iid”, in which we are interested, is a priori purely
probabilistic and more difficult to investigate. Unfortunately, exchangeability is only a
necessary but no sufficient condition for the solution of our problem. For instance, the
bivariate normal distribution is obviously exchangeable if and only if the two means and
variances are identical, also for negative correlation coefficients. However, Example 1.6
and Lemma 1.8 below show that conditionally iid random vectors necessarily have non-
negative correlation coefficients. One can show in general that the correlation coefficient
– if existent – between two components of an exchangeable random vector on Rd is
bounded from below by−1/(d−1), see, e.g., [1, p. 7]. As the dimension d tends to infinity,
this lower bound becomes zero. Even better, the difference between exchangeabilty and
a conditionally iid structure vanishes completely as the dimension d tends to infinity,
which is the content of De Finetti’s Theorem.
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Theorem 1.4 (De Finetti’s Theorem)
Let {Xk}k∈N be an infinite sequence of random variables on some prob-
ability space (Ω,F ,P). The sequence {Xk}k∈N is exchangeable, meaning
that each finite subvector is exchangeable, if and only if it is iid condi-
tioned on some σ-field H ⊂ F . In this case, H equals almost surely the
tail-σ-field of {Xk}k∈N, which is given by ∩n≥1σ(Xn, Xn+1, . . .).
Proof
Originally due to [18]. We refer to [1] for a proof based on the reversed martingale
convergence theorem, which is briefly sketched. Of course, we only need to verify that
exchangeability implies conditionally iid, as the converse is obvious. For the sake of
a more convenient notation we assume the infinite sequence {Xk}k∈N0 is indexed by
N0 = N ∪ {0}, and we define σ-algebras F−n := σ(Xn, Xn+1, . . .) for n ∈ N0. The tail-
σ-filed of the sequence is H := ∩n≤0Fn. In order to establish the claim, three auxiliary
observations are helpful with an arbitrary bounded, measurable function g fixed:
(i) Exchangeability implies (X0, X1, . . .)
d
= (X0, Xn+1, . . .) for arbitrary n ∈ N. This
implies E[g(X0) | F−1] d= E[g(X0) | F−(n+1)], n ∈ N.
(ii) The sequence Yn := E[g(X0) | Fn], n ≤ 0, is easily checked to be a reversed mar-
tingale. The reversed martingale convergence theorem implies that Yn converges
almost surely and in L1 to E[g(X0) |H]. See [21, p. 264 ff] for background on
reversed martingales (convergence).
(iii) Letting n → ∞ in (i), we observe from (ii) that Y−1 d= E[g(X0) |H]. We can
further replace this equality in law by an almost sure equality, since H ⊂ F−1
and the second moments of Y−1 and E[g(X0) |H] coincide. Thus, the sequence
{Y−n}n∈N is almost surely a constant sequence.
With these auxiliary observations we may now finish the argument. On the one hand,
exchangeability implies (X0, Xn+1, . . .)
d
= (Xn, Xn+1, . . .), which gives the almost sure
equality E[g(X0) | F−(n+1)] = E[g(Xn) | F−(n+1)]. Taking E[. |H] on both sides of this
equation implies with the tower property of conditional expectation that E[g(X0) |H] =
E[g(Xn) |H]. Since g was arbitrary, X0 and Xn are identically distributed conditioned
on H, and since n was arbitrary all members of the sequence are identically distributed
conditioned on H. To verify conditional independence, let g1, g2 be two bounded, mea-
surable functions. For n ≥ 1 arbitrary, we compute
E[g1(X0) g2(Xn) |H] = E[E[g1(X0) g2(Xn) | F−n] |H] = E[g2(Xn)E[g1(X0) | F−n] |H]
(iii)
= E[g2(Xn)E[g1(X0) |H] |H] = E[g2(Xn) |H]E[g1(X0) |H].
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The precisely same tower property argument inductively also implies
E
[ k∏
j=1
gi(Xij )
∣∣∣H] = k∏
j=1
E[gi(Xij ) |H]
for arbitrary 0 ≤ i1 < . . . < ik and bounded measurable functions g1, . . . , gk. Thus, the
random variables X0, X1, . . . are independent conditioned on H. 
As will be explained in more detail in paragraph 1.3 below, we may always think of a
conditionally iid random vector X = (X1, . . . , Xd) as being defined via Xk := f(Uk, H),
k = 1, . . . , d, with some measurable “functional” f , an iid sequence of random objects
U1, . . . , Ud, and some independent random object H. The object H, sometimes called
a latent (dependence-inducing) factor, then induces the dependence between the com-
ponents, which are iid conditioned on H = σ(H). Obviously, in this construction it is
possible to let d tend to infinity. Thus, we may without loss of generality think of a con-
ditionally iid random vector X as the first d members of an infinite sequence {Xk}k∈N
on (Ω,F ,P) such that conditioned on some σ-algebra H ⊂ F the sequence {Xk}k∈N
is iid. De Finetti’s Theorem thus allows us to view conditionally iid random vectors
X = (X1, . . . , Xd) as the first d members of an infinite exchangeable sequence {Xk}k∈N.
More clearly, a probability law γ ∈ M1+(Rd) is conditionally iid if and only if there ex-
ists an infinite exchangeable sequence {Xk}k∈N on some (possibly different) probability
space such that X = (X1, . . . , Xd) ∼ γ. This viewpoint allows to refine Problem 1.1 as
follows.
Problem 1.5 (Motivating problem refined)
Let M denote all probability laws on Rd which have some property
(P). Further assume that (P) is a property that makes sense in any
dimension. Find a convenient probabilistic description for the subfamily
M∗∗ ⊂ M of those probability distributions for which there exists an
infinite exchangeable sequence {Xk}k∈N such that the law of each finite
margin (X1, . . . , Xn) has property (P), n ∈ N arbitrary.
In the situation of Problem 1.5 we have M∗∗ ⊂ M∗, and the inclusion can be proper
in general, although this is unusual in cases of interest. A typical example for (P) is
the property of “being a multivariate normal distribution (in some dimension)”. For
a given d-variate multivariate normal law it is a priori unclear whether there exists
an infinite exchangeable sequence with d-margins being equal to the given multivariate
normal law and such that all n-margins are multivariate normal as well for n > d. This
is indeed the case, i.e. M∗∗ = M∗ in this particular situation, as can be inferred from
Example 1.6 below. The typical questions in the theory deal with properties (P) that
are dimension-independent, so most results presented are actually solutions to Problem
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1.5 rather than to Problem 1.1, see also paragraph 7.5 below for a further discussion
related to this subtlety.
Which topics are covered in the present survey?
The present article surveys known answers to Problems 1.1 and 1.5 for families of multi-
variate probability distributionsM that are well known in the statistical literature, and/
or have proven useful as a mathematical model for specific applications. While several
traditional results of the theory have been studied in the last century, some significant
achievements have been accomplished only within the last decade, so the present author
feels that this is a good time point to recap what has been achieved, hence to write
this overview article. One goal of the present survey is to collect the numerous results
under one common umbrella in a reader-friendly summary to make them accessible for
a broader audience of applied and theoretical probabilists, and in order to inspire oth-
ers to join this interesting strand of research in the future. Proofs, or at least proof
sketches, are presented for most results in order to (a) demonstrate how solutions to
Problems 1.1 and 1.5 often unravel surprising links between seemingly different fields of
mathematics/probability theory, and (b) render this document a useful basis for the use
as lecture notes in an advanced course on multivariate statistics or probability theory.
Which topics are not covered in the present survey?
The scope of former literature on the topic is often wider, in particular the references
[1, 50, 2] are very popular surveys on the topic with wider scope. On the one hand,
many references on the topic discuss conditionally iid models under the umbrella of ex-
changeability, which has been mentioned to be a weaker notion for finite random vectors.
The characterization of the (finitely) exchangeable subfamily of M is often easier than
the characterization of the (in general) smaller set M∗, and is typically an important
first step towards a solution to Problem 1.1. However, the second (typically harder)
step from (finite) exchangeability to conditionally iid is usually the more important and
more interesting step from both a theoretical and practical perspective. The algebraic
structure of a general theory on (finite) exchangeability is naturally of a different, often
more combinatorial character, whereas “conditionally iid” by virtue of De Finetti’s The-
orem naturally is the concept of an infinite limit (of exchangeability) so that techniques
from Analysis enter the scene. Thus, we feel it is useful to provide an account with a
more narrow scope on conditionally iid, even though for some of the presented examples
we are well aware that an interesting (finite) exchangeable theory is also viable. On the
other hand, many references consider the case when the components of X take values
in more general spaces than R, for instance in Rn (i.e. lattices instead of vectors) or
even function spaces. In particular, De Finetti’s Theorem 1.4 can be generalized in this
regard, seminal references are [27, 80]. Research in this direction is by nature more
abstract and thus maybe less accessible for a broader audience, or for more practically
oriented readers. One goal of the present survey is to provide an account that is not ex-
clusively geared towards theorists but also to applicants of the theory, and in particular
to point out relationships to classical statistical probability laws on Rd. We believe that
a limitation of this survey’s scope to the real-valued case is still rich enough to provide
a solid basis for an interesting and accessible theory. in fact, we seek to demonstrate
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that Problems 1.1 and 1.5 have been solved satisfactorily in quite a number of highly
interesting cases, and the solutions contain interesting links to different probabilistic
topics. Of course, it might be worthwhile to ponder about generalizations of some of
the presented results to more abstract settings in the future (unless already done) - but
purposely these lie outside the present survey.
Why are Problems 1.1 and 1.5 interesting at all?
Broadly speaking, because of two reasons: (a) conditionally iid models are convenient for
applications, and (b) solutions to the extendibility problem sometimes rely on compelling
relationships between a priori different theories.
(a) Roughly speaking, conditionally iid models allow to model (strong and weak) de-
pendence between random variables in a way that features many desirable prop-
erties which are taylor-made for applications, in particular when the dimension d
is large. Firstly, a conditionally iid random vector is “dimension-free” in the sense
that components can be added or removed from X without altering the basic
structure of the model, which simply follows from the fact that an iid sequence
remains an iid sequence after addition or removal of certain members. This may
be very important in applications that require a regular change of dimension, e.g.
the readjustment of a large credit portfolio in a bank, when old credits leave and
new credits enter the portfolio frequently. Secondly, if X has a distribution from
a parametric family, the parameters of this family are typically determined by
the parameters of the underlying latent factor H (whichever object it may be),
irrespective of the dimension d. Consequently, the number of parameters does
usually not grow significantly with the dimension d and may be controlled at
one’s personal taste. This is an enormous advantage for model design in practice,
in particular since the huge degree of freedom/ huge number of parameters in a
high-dimensional dependence model is often more boon than bane. Thirdly, fun-
damental statistical theorems relying on the iid assumption, like the law of large
numbers, may still be applied in a conditionally iid setting, making such models
very tractable. Last but not least, in dependence modeling a “factor-model way
of thinking” is very intuitive, e.g. it is well-established in the multivariate normal
case (thinking of principle component analyses etc.). On a high level, if one wishes
to design a multi-factor dependence model within a certain family of distributions
M, an important first step is to determine the one-factor subfamily M∗. Having
found a conditionally iid stochastic representation ofM∗, the design of multi-factor
models is sometimes obvious from there, see also paragraph 7.3.
(b) The solution to Problems 1.1 and 1.5 is often mathematically challenging and
compelling. It naturally provides an interesting connection between the “static”
world of random vectors and the “dynamic” world of (one-dimensional) stochastic
processes. The latter enter the scene because the latent factor being responsible
for the dependence in a conditionally iid model for X may canonically be viewed
as a non-decreasing stochastic process (a random distribution function), which is
explained in Section 1.3 below. In particular, for some classical families M of
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multivariate laws from the statistical literature the family M∗∗ in Problem 1.5 is
conveniently described in terms of a well-studied family of stochastic processes like
Le´vy subordinators, Sato subordinators, or processes which are infinitely divisible
with respect to time. Moreover, in order to formally establish the aforementioned
link between these two seemingly different fields of research the required mathe-
matical techniques involve classical theories from Analysis like Laplace transforms,
Bernstein functions, and moment problems.
Before we start, can we please study a first simple example?
It is educational to end this motivating paragraph by demonstrating the motivating
problem with a simple example that all readers are familiar with. Denoting by N (µ,Σ)
the multivariate normal law with mean vector µ ∈ Rd and covariance matrix Σ ∈ Rd×d,
Example 1.6 provides the solution for Problem 1.1 (and 1.5) in the case when M consists
of all multivariate normal laws.
Example 1.6 (The multivariate normal law)
We want to solve Problems 1.1 and 1.5 for the family M which comprises the probability
laws of random vectors X = (X1, . . . , Xd) saftsfying the property (P) of “having a
multivariate normal distribution”. We claim that M∗ equals M∗∗ and is given by
{
N (

µ
µ
...
µ
 ,

σ2 ρ σ2 . . . ρ σ2
ρ σ2 σ2 ρ σ2
...
. . .
ρ σ2 ρ σ2 σ2
) : µ ∈ R, σ > 0, ρ ∈ [0, 1]}.
Proof
Consider X = (X1, . . . , Xd) ∼ N (µ,Σ) on some probability space (Ω,F ,P) for µ =
(µ1, . . . , µd) ∈ Rd, and Σ = (Σi,j) ∈ Rd×d a positive definite matrix. If we assume that
the law of X is in M∗, it follows that there is a sub-σ-algebra H ⊂ F such that the
components X1, . . . , Xd are iid conditioned on H. Consequently,
µk = E[Xk] = E[E[Xk |H]] = E[E[X1 |H]] = E[X1] = µ1, (1)
irrespectively of k = 1, . . . , d. The analogous reasoning also holds for the second moment
of Xk, which implies Σk,k = Σ1,1 for all k. Moreover,
E[XiXj ] = E[E[Xi |H]E[Xj |H]] = E[E[X1 |H]2] ≥ µ21, (2)
for arbitrary components i 6= j, where we used the conditional iid structure and Jensen’s
inequality. This finally implies that all off-diagonal elements of Σ are identical and non-
negative.
Conversely, let µ ∈ R, σ > 0, and ρ ∈ [0, 1]. Consider a probability space on which
d + 1 iid standard normally distributed random variables M,M1, . . . ,Md are defined.
We define
Xk := µ+ σ
(√
ρM +
√
1− ρMk
)
, k = 1, . . . , d. (3)
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It is readily observed that X = (X1, . . . , Xd) has a multivariate normal law with pair-
wise correlation coefficients all being equal to ρ, and all components having mean µ
and variance σ2. Notice in particular that the non-negativity of ρ is important in the
construction (3) because the square root is not well-defined otherwise. The components
of X are obviously conditionally iid given the σ-algebra H generated by M . Hence the
law of X is in M∗. Obviously, the stochastic construction (3) works for arbitrary n > d
as well, and we observe M∗ = M∗∗. 
There are already some interesting remarks to be made about this simple example. First
of all, it is observed that the family M∗ is always three-parametric, irrespectively of the
dimension d. This stands in glaring contrast to M, which has d+d (d+1)/2 parameters
in dimension d. Second, in general a Monte Carlo simulation of a d-dimensional normal
random vector X requires a Cholesky decomposition of the matrix Σ, which typically
has computational complexity of order d3, see [66, Algorithm 4.3, p. 182]. In contrast,
the simulation of X with law in M∗ according to (3) has only linear complexity in the
dimension d. Especially in large dimensions this can be a critical improvement of com-
putational speed. Third, the proof above shows that each random vector with law in M∗
may actually be viewed as the first d components of an infinite sequence of conditionally
iid random variables such that arbitrary finite n-margins have a multivariate normal
law, i.e. we actually have solved Problem 1.5 as well and M∗ = M∗∗.
1.3 Canonical probability spaces
We have mentioned earlier that a conditionally iid random vector X is usually con-
structed as Xk := f(Uk, H), k = 1, . . . , d, from an iid sequence U1, . . . , Ud, some in-
dependent stochastic object H, and some functional f . Clearly, this general model is
inconvenient because neither the law of U1, nor the nature of the stochastic object H
or the functional f are given explicitly. However, there is a canonical choice for all
three entities, which we are going to consider in the sequel. By definition, conditionally
iid means that conditioned on the object H the random variables X1, . . . , Xd are iid,
distributed according to a univariate distribution function F , which may depend on H.
A univariate distribution function F is nothing but a non-decreasing, right-continuous
function F : R → [0, 1] with limt→−∞ F (t) = 0 and limt→∞ F (t) = 1, see [11, Theo-
rem 12.4, p. 176]. Without loss of generality we may assume that the random object
H = {Ht}t∈R already is the conditional distribution function itself, i.e. is a random
variable in the space of distribution functions – or, in other words, a non-decreasing,
right-continuous stochastic process with limt→−∞Ht = 0 and limt→∞Ht = 1. In other
words, H ∈ M1+(H). In this case, a canonical choice for the law of U1 is the uniform
distribution on [0, 1] and the functional f may be chosen as
Xk = f(Uk, H) := inf{t ∈ R : Ht > Uk} = H−1Uk , k = 1, . . . , d. (4)
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Indeed, one verifies that X1, . . . , Xd are iid conditioned on H := σ
({Ht}t∈R), with
common univariate distribution function H, since
P(X1 ≤ t1, . . . , Xd ≤ td |H) = P(U1 ≤ Ht1 , . . . , Ud ≤ Htd |H)
= Ht1 Ht2 · · · Htd ,
for all t1, . . . , td ∈ R. Every random vector which is conditionally iid can be con-
structed like this, i.e. there is a one-to-one relation between such models and ran-
dom variables in the space of (one-dimensional) distribution functions. For each given
H = {Ht}t∈R ∈ M1+(H), and a given dimension d ∈ N, the canonical construction (4)
induces a multivariate probability distribution on Rd, which we denote1 by Θd(H). Con-
sistently, for M ⊂M1+(Rd) we denote by Θ−1d (M∗) the subset of M1+(H) which consists
of all stochastic processes {Ht}t∈R such that X of the canonical construction (4) has a
law in M, hence in M∗. Hence, there is a one-to-one correspondence between the sets
M∗ and Θ−1d (M∗) induced by the stochastic model (4), i.e. Θd is a bijection:
M ⊃M∗ 1−1←→ Θ−1d (M∗) ⊂M1+(H).
From this equivalent viewpoint our motivating Problems 1.1 and 1.5 become
Problem 1.7 (Motivating problems reformulated)
For a given family of d-dimensional probability distributions M, deter-
mine the family of stochastic processes Θ−1d (M∗) ⊂M1+(H), respectively
Θ−1d (M∗∗) ⊂M1+(H).
Admittedly, this reformulation in terms of the stochastic process H might appear quite
artificial at this point, but we will see later that in some cases the correspondence
M∗
1−1←→ Θ−1d (M∗) establishes highly interesting connections between classical proba-
bility distributions on Rd and families of stochastic processes. To provide one example,
see Section 4 below, if M denotes the family of so-called Marshall-Olkin exponential dis-
tributions, then Θ−1d (M∗∗) consists precisely of the family of processes H = 1−exp(−Z)
with Z a (possibly killed) Le´vy subordinator.
On a high level, the problem of determining the intersection of the given family M of
distributions with the family of conditionally iid distributions may also be re-phrased as
the problem of finding an increasing stochastic process whose stochastic nature induces
the given multivariate distribution when inserted into a canonical stochastic model.
1More formally, Θd defines a mapping from the set of probability laws on the space of distribution
functions. However, we find it sometimes more convenient to identify probability laws on the space
of distribution functions with the respective random variables (i.e. stochastic processes).
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given family
(some probability space)
conditionally iid
(canonical probability space)
?
1.3.1 Laws with positive components
If the given family M consists only of probability laws on [0,∞)d, it is convenient to
slightly reformulate the stochastic model (4). Clearly, if we have non-negative compo-
nents, necessarily Ht = 0 for all t ≤ 0 almost surely. Therefore, without loss of generality
we may assume that H = {Ht}t≥0 is indexed by t ∈ [0,∞). Moreover, applying the
substitution z = − log(1− F ) it trivially holds true that{
distribution functions F : [0,∞)→ [0, 1] with F (x) = 0 for x < 0}
=
{
t 7→ 1− exp(−z(t)) ∣∣ z : [0,∞)→ [0,∞] non-decreasing, right-continuous
with z(0) ≥ 0 and lim
t→∞ z(t) =∞
}
.
One may therefore rewrite the canonical construction (4) as
Xk := inf{t ≥ 0 : Zt > k}, k = 1, . . . , d, (5)
where the k := − log(1 − Uk), k = 1, . . . , d, are now iid exponential random variables
with unit mean, and Z = {Zt}t≥0 is now no longer a distribution function, but instead a
non-decreasing, right-continuous process with Z0 ≥ 0 and limt→∞ Zt =∞, related to H
via the substitution Zt = − log(1 −Ht). This canonical probability space is visualized
in Figure 1.
1.4 General properties of conditionally iid models
In this section we briefly collect some general properties of conditionally iid models. To
this end, throughout this section we assume that M = M1+(Rd) denotes the family of
all d-dimensional probability laws on Rd and we collect general properties of M∗.
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Fig. 1 Illustration of one simulation of
the canonical construction (5)
in dimension d = 4. One ob-
serves that the process Z =
{Zt}t≥0 in this particular illus-
tration has jumps, and there-
fore there is a positive proba-
bility that two components take
the identical value. This does
not happen if Z is a continuous
process, see also Lemma 1.12
below.
1.4.1 Positive dependence
If the law of X is in M∗, the covariance matrix of X - provided existence - cannot have
negative entries.
Lemma 1.8 (Non-negative correlations)
If the law of X is in M∗ and the covariance matrix of X exists, then all
its entries are non-negative.
Proof
This follows from precisely the same computations that have been carried out already
in (1) and (2) for the particular example of the multivariate normal distribution. 
Correlation coefficients are sometimes inappropriate dependence measurements outside
the Gaussian paradigm. For instance, their existence depends on the existence of second
moments, or we might have a correlation coefficient that is strictly less than one despite
the fact that one component of the random vector is a monotone function of the other,
since correlation coefficients depend on the marginal distributions as well. For these rea-
sons, several alternative dependence measurements have been developed. One popular
among them is the concordance measurement Kendall’s Tau. Recall that x,y ∈ R2 are
called concordant if (x1 − y1) (x2 − y2) > 0 and discordant if (x1 − y1) (x2 − y2) < 0.
In words, concordance means that one of the two points lies north-east of the other,
while discordance means that one of the two lies north-west of the other. Kendall’s Tau
for a bivariate random vector X is defined as the difference between the probability of
concordance and the probability of discordance for two independent copies of X. If X
is conditionally iid, Kendall’s Tau is necessarily non-negative.
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Lemma 1.9 (Non-negative Kendall’s Tau)
If the law of X = (X1, X2) is in M∗, then Kendall’s Tau is necessarily
non-negative.
Proof
Let X(1) and X(2) be two independent copies of X, both defined on some common
probability space. By assumption we find a σ-algebra H such that conditioned on H all
four random variables X
(1)
1 , X
(1)
2 , X
(2)
1 , X
(2)
2 are independent with respective distribution
functions H(1) (for X
(1)
1 , X
(1)
2 ) and H
(2) (for X
(2)
1 , X
(2)
2 ). Notice that H
(1) and H(2) are
iid. We compute
P
(
(X
(1)
1 −X(2)1 ) (X(1)2 −X(2)2
)
> 0
)
= E
[
P
(
(X
(1)
1 −X(2)1 ) (X(1)2 −X(2)2 ) > 0
∣∣H)]
= E
[
P
(
X
(1)
1 > X
(2)
1 , X
(1)
2 > X
(2)
2 |H
)
+ P
(
X
(1)
1 < X
(2)
1 , X
(1)
2 < X
(2)
2
∣∣H)]
= E
[( ∫
H
(2)
x− dH
(1)
x
)2]
+ E
[( ∫
H
(1)
x− dH
(2)
x
)2]
and analogously
P
(
(X
(1)
1 −X(2)1 ) (X(1)2 −X(2)2
)
< 0
)
= E
[
P
(
(X
(1)
1 −X(2)1 ) (X(1)2 −X(2)2 ) < 0
∣∣H)]
= 2E
[ ∫
H
(2)
x− dH
(1)
x
∫
H
(1)
x− dH
(2)
x
]
,
so that Kendall’s Tau equals
E
[( ∫
H
(2)
x− dH
(1)
x −
∫
H
(1)
x− dH
(2)
x
)2] ≥ 0. 
The next lemma is less intuitive on first glimpse, but like Lemmata 1.8 and 1.9 it
qualitatively states that laws in M∗ exhibit some sort of “positive” dependence. In
order to understand it, it is useful to recall the notion of majorization, see [71] for a
textbook account on the topic. A vector a = (a1, . . . , ad) is said to majorize a vector
b = (b1, . . . , bd) if
d∑
k=n
a[k] ≥
d∑
k=n
b[k], n = 2, . . . , d,
d∑
k=1
ak =
d∑
k=1
bk.
Intuitively, the entries of b are “closer to each other” than the entries of a, even though
the sum of all entries is identical for both vectors. For instance, the vector (1, 0, . . . , 0)
majorizes the vector (1/2, 1/2, 0, . . . , 0), which majorizes (1/3, 1/3, 1/3, 0, . . . , 0), and so
on.
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Lemma 1.10 (A link to majorization)
Consider X with law in M∗. Further, let Y = (Y1, . . . , Yd) be a random
vector with components that are iid and satisfy
Y1
d
= X1.
We denote FZ(x) := P(Z ≤ x) for real-valued Z and x ∈ R.
(a) The vector
(
FY[1](x), . . . , FY[d](x)
)
majorizes the vector(
FX[1](x), . . . , FX[d](x)
)
for arbitrary x ∈ R.
(b) The vector
(
E[g(Y[1])], . . . ,E[g(Y[d])]
)
majorizes the vector(
E[g(X[1])], . . . ,E[g(X[d])]
)
for any measurable, real-valued func-
tion g which is monotone on the support of X1.
Proof
This is [86, Theorem 2.2 and Corollary 2.3]. By definition,
d∑
k=1
FX[k](x) =
d∑
k=1
FXk(x) = dFX1(x) = dFY1(x) =
d∑
k=1
FYk(x) =
d∑
k=1
FY[k](x).
Since FX[1](x) ≥ . . . ≥ FX[d](x) and FY[1](x) ≥ . . . ≥ FX[d](x), for part (a) we have to
show that
n∑
k=1
FX[k](x) ≤
n∑
k=1
FY[k](x), n = 1, . . . , d− 1.
First, it is not difficult to verify that
hn,d(p) :=
n∑
k=1
d∑
i=k
(
d
i
)
pi (1− p)d−i, p ∈ [0, 1],
is concave for arbitrary 1 ≤ n ≤ d. Second, concavity implies that
n∑
k=1
FX[k](x) = E
[ n∑
k=1
P(X[k] ≤ x
∣∣∣H)] = E[hn,d(Hx)]
≤ hn,d(E[Hx]) = hn,d(P(Y1 ≤ x)) =
n∑
k=1
FY[k](x),
where Jensen’s inequality has been used. Making use of the relation E[Z] =
∫∞
0 1 −
FZ(z) dz −
∫ 0
−∞ FZ(z) dz for real-valued random variables Z, part (b) is obtained from
(a) for the case g(x) = x. For the general case, one simply has to observe that the
law of
(
g(X1), . . . , g(Xd)
)
is also in M∗ and due to monotonicity of g we have either
g(X[1]) ≤ . . . ≤ g(X[d]) in the non-decreasing case or g(X[d]) ≤ . . . ≤ g(X[1]) in the
non-increasing case. 
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Intuitively, statement (b) in case g(x) = x states that the expected values of the order
statistics E[X[k]], k = 1, . . . , d, are closer to each other than the respective values if the
components of X were iid (and not only conditionally iid). Intuitively, the components
of a random vector X with components that are conditionally iid are thus less spread
out than the components of a random vector with iid components. Thus, Lemmata 1.8,
1.9 and 1.10 show that dependence models built from a conditionally iid setup can only
capture the situation of components being “more clustered” than independence, which is
loosely interpreted as “positive dependence”. Generally speaking, negative dependence
concepts are more complicated than positive dependence concepts in dimensions d ≥ 3,
the interested reader is referred to [77] for a nice overview and references dealing with
such concepts.
Whereas Lemmata 1.8, 1.9 and 1.10 provide three particular quantifications for positive
dependence of a conditionally iid probability law, many other possible concepts of pos-
itive dependence can be found in the literature, a textbook account on the topic is [75].
[83, Theorem 4] claims that if X = (X1, . . . , Xd) is conditionally iid and x 7→ P(X1 ≤ x)
is continuous, then
P(X ≤ x) ≥
d∏
k=1
P(Xk ≤ xk), x ∈ Rd,
a positive dependence property called positive lower orthant dependency. However, here
is a counterexample showing that [83, Theorem 4] is not correct and conditionally iid
random vectors need not exhibit positive lower orthant dependency in general.
Example 1.11 (Conditionally iid 6=⇒ positive lower orthant dependency)
Let M be uniformly distributed on [0, 1/2]. Conditioned on M let X = (X1, X2) be a
vector of two iid random variables which have distribution function
Ht =
1
2
1{−M+ 1
2
≤t<M+ 1
2
} + 1{t≥M+ 1
2
}, t ∈ R.
It is not difficult to compute that
P(X ≤ x) = 1
2
x[1] +
1
2
max{0, x1 + x2 − 1}, x1, x2 ∈ [0, 1],
and the distribution function ofX is a copula, i.e. has standard uniform one-dimensional
marginals. In particular,
P
(
X1 ≤ 1
4
, X2 ≤ 3
4
)
=
1
8
<
3
16
= P
(
X1 ≤ 1
4
)
P
(
X2 ≤ 3
4
)
,
contradicting positive lower orthant dependency. Notice that Kendall’s Tau for X is
exactly equal to zero, and also the correlation coefficient between the components of X
equals zero.
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1.4.2 Further properties
Even though it is obvious, we find it educational to point out explicitly that path
continuity of H corresponds to the absence of a singular component in the law of X.
Lemma 1.12 (Path continuity of H)
Let H ∈ M1+(H) and consider the random vector X = (X1, . . . , Xd)
constructed in Equation (4) for arbitrary d ≥ 2. Then P(X1 = X2) = 0
if and only if the paths of H are almost surely continuous.
Proof
Conditioned on the σ-algebra H generated by H, the random variables X1, X2 are iid
with distribution function H. Since two iid random variables take exactly the same
value with positive probability if and only if their common distribution function has at
least one jump, the claim follows. 
The following result is shown in [86, Proposition 4.2], but we present a slightly different
proof.
Lemma 1.13 (Closure under convergence in distribution)
If X(n) are conditionally iid and converge in distribution to X, then the
law of X is also conditionally iid.
Proof
Since we only deal with a statement in distribution, we are free to assume that eachX(n)
is represented as in (4) from some stochastic process H(n) = {H(n)t }t∈R, and all objects
are defined on the same probability space (Ω,F ,P). The random objects H(n) take
values in the set of distribution functions of random variables taking values in [−∞,∞].
This set is compact by Helly’s Selection Theorem and Hausdorff when equipped with the
topology of pointwise convergence at all continuity points of the limit, see [88]. Thus,
the Radon probability measures on this set are a compact set by [3, Corollary II.4.2, p.
104]. This implies that we find a convergent subsequence {nk}k∈N ⊂ N such that H(nk)
converges in distribution to some limiting stochastic process H, which takes itself values
in the set of distribution functions of random variables taking values in [−∞,∞]. It is
now not difficult to see that
P(X1 ≤ x1, . . . , Xd ≤ xd) = lim
k→∞
P(X(nk)1 ≤ x1, . . . , X(nk)d ≤ xd)
= lim
k→∞
E[H(nk)x1 · · · H(nk)xd ] = E[Hx1 · · · Hxd ],
where bounded convergence is used in the last equality. This implies that the law of X
can be constructed canonically like in (4), hence X is conditionally iid. Finally, since X
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is assumed to take values in Rd, necessarily H is almost surely the distribution function
of a random variable taking values in R (instead of [−∞,∞]). 
Recall that a random vector (X1, . . . , Xd) is called radially symmetric if there exist
µ1, . . . , µd ∈ R such that
(X1 − µ1, . . . , Xd − µd) d= (µ1 −X1, . . . , µd −Xd).
If (X1, . . . , Xd) is constructed as in Equation (4), then radial symmetry can be translated
into a symmetry property of the random distribution function H, which is the content
of the following lemma.
Lemma 1.14 (Radial symmetry)
Let H ∈M1+(H). The random vector (X1, . . . , Xd) constructed in Equa-
tion (4) is radially symmetric if and only if there is some µ ∈ R such
that
{Hµ−t}t∈R d=
{
1−H(t+µ)−
}
t∈R.
Proof
On the one hand, we observe
P(µ−X1 ≤ x1, . . . , µ−Xd ≤ xd) = P(H(µ+x1)− ≤ U1, . . . ,H(µ+xd)− ≤ Ud)
= E
[
(1−H(µ+x1)−) · · · (1−H(µ+xd)−)
]
.
On the other hand, we have
P(X1 − µ ≤ x1, . . . , Xd − µ ≤ xd) = E[Hµ−x1 · · · Hµ−xd ],
from where the claimed equivalence can now be deduced easily. Notice that the condi-
tionally iid structure implies that d can be chosen arbitrary and the law of H is deter-
mined uniquely by the law of an infinite exchangeable sequence {Xk}k∈N constructed as
in (4) with d→∞. 
Example 1.15 (The multivariate normal law, again)
The most prominent radially symmetric distribution is the multivariate normal law.
Recalling Example 1.6, it follows from (3) that N (µ,Σ)∗, the conditionally iid normal
laws, are induced by the stochastic process {Ht}t≥0 given by
Ht = Φ
(
t−µ
σ −
√
ρM√
1− ρ
)
, t ∈ R, (6)
for some µ ∈ R, σ > 0, and ρ ∈ [0, 1], and a random variable M ∼ Φ = distribution
function of a standard normal law. The reader may check herself that this random
distribution function H satisfies the property of Lemma 1.14.
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An immediate but quite useful property of a conditionally iid model is the following
corollary to the classical Glivenko-Cantelli Theorem.
Lemma 1.16 (Conditional Glivenko-Cantelli)
Let {Xk}k∈N be an infinite exchangeable sequence defined by the canon-
ical construction (4) from an infinite iid sequence {Uk}k∈N and an in-
dependent random distribution function H ∈ M1+(H). It holds almost
surely and uniformly in t ∈ R that
1
d
d∑
k=1
1{Xk≤t} −→ Ht, as d→∞.
Proof
Follows immediately from the classical Glivenko-Cantelli Theorem, which is applied in
the second equality below:
P
(
lim
d→∞
sup
t∈R
∣∣∣1
d
d∑
k=1
1{Xk≤t} −Ht
∣∣∣ = 0)
= E
[
P
(
lim
d→∞
sup
t∈R
∣∣∣1
d
d∑
k=1
1{Xk≤t} −Ht
∣∣∣ = 0 ∣∣∣H)] = E[1] = 1. 
The stochastic nature of the process {Ht}t∈R clearly determines the law of X. Con-
versely, Lemma 1.16 tells us that the law of the d-dimensional vector X does not deter-
mine the law of the underlying latent factor {Ht}t∈R in general, but accomplishes this
in the limit as d→∞. Given some infinite exchangeable sequence of random variables
{Xk}k∈N, it shows how we can recover its latent random distribution function H.
For the sake of completeness, the following remark gives two equivalent conditions for
exchangeability of an infinite sequence of random variables.
Remark 1.17 (Conditions equivalent to infinite exchangeability)
A result due to [81] states that an infinite sequence {Xk}k∈N of random variables is
exchangeable (or, equivalently, conditionally iid by De Finetti’s Theorem) if and only
if the law of the infinite sequence {Xnk}k∈N is invariant with respect to the choice of
(increasing) subsequence {nk}k∈N ⊂ N. Another equivalent condition to exchangeability
is that {Xk}k∈N d= {Xτ+k}k∈N for an arbitrary finite stopping time τ with respect to
the filtration Fn := σ(X1, . . . , Xn), n ∈ N, see [46].
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1.5 A general (abstract) solution to Problem 1.1
[51] solve Problem 1.1 on an abstract level for the whole family M = M1+(Rd) of all
probability laws on Rd. Their result is formulated in the next theorem in our notation2.
Theorem 1.18 (General solution to Problem 1.1)
The law of X = (X1, . . . , Xd) is conditionally iid if and only if
sup
g
{ |E[g(X)]|
sup
Y
|E[g(Y )]|
}
≤ 1,
where the outer supremum is taken over all bounded, measurable func-
tions g : Rd → R, and the inner supremum in the denominator is taken
over all random vectors Y = (Y1, . . . , Yd) with iid components.
Proof
The proof of sufficiency is the difficult part, relying on functional analytic methods, and
we refer the interested reader to [51, Theorem 5.1], but provide some intuition below.
Necessity of the condition in Theorem 1.18 is the easy part, as will briefly be explained.
Without loss of generality we may assume that X is represented by (4) with some
stochastic process H ∈ M1+(H) and an independent sequence of iid variates U1, . . . , Ud
uniformly distributed on [0, 1]. For arbitrary bounded and measurable g we observe
|E[g(X)]| = |E[E[g(X) |H]]| = |E[g(H−1U1 , . . . ,H−1Ud )]|
≤ sup
G(.)∈H
∣∣E[g(G−1(U1), . . . , G−1(Ud))]∣∣ = sup
Y
|E[g(Y )]|. 
Regarding the intuition of the sufficiency of the condition in Theorem 1.18, we provide
one demonstrating example. With X standard normal, we have already seen in Example
1.6 that the random vector X = (X,−X) is not conditionally iid, since it is bivariate
normal with negative correlation coefficient. So how does this random vector violate
the condition? Considering the bounded measurable function g(x1, x2) = 1{x1<0<x2},
we readily observe that E[g(X)] = P(X < 0) = 1/2. If Y = (Y1, Y2) is an arbitrary
vector with iid components, we observe that
E[g(Y )] = P(Y1 < 0)︸ ︷︷ ︸
≤P(Y1≤0)
P(Y2 > 0)︸ ︷︷ ︸
=P(Y1>0)
≤ P(Y1 ≤ 0)
(
1− P(Y1 ≤ 0)
) ≤ sup
p∈[0,1]
{p (1− p)} = 1/4.
Consequently, the supremum over all such Y is bounded from above by 1/4, hence the
supremum over all g in the condition of Theorem 1.18 is at least two, hence larger than
2In addition to Theorem 1.18, [51] even consider more abstract spaces than R, and also provide a neces-
sary and sufficient criterion for finite extendibility of the law of X = (X1, . . . , Xd) to an exchangeable
law on Rn for n > d arbitrary.
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one. The intuition behind this counterexample is that we have found one particular
bounded measurable g that addresses a distributional property of X that sets it apart
from any iid sequence. Indeed, the proof of [51] relies on the Hahn-Banach Theorem
and thus on a separation argument, since the set of conditionally iid laws can intuitively
be viewed as a closed convex subset of M1+(Rd) with extremal boundary comprising the
laws with iid components.
On the one hand, Theorem 1.18 is clearly a milestone with regards to the present
survey as it solves Problem 1.1 in the general case. On the other hand, it is difficult
to apply the derived condition in particular cases of Problem 1.1, when the family
M is some (semi-)parametric family of interest - simply because the involved suprema
are hard to evaluate. On a high level, Theorem 1.18 solves Problem 1.1 but not the
refined Problem 1.5, which depends on an additional dimension-independent property
(P). However, the most compelling results of the theory deal precisely with certain
dimension-independent properties (P) of interest, see the upcoming sections as well
as paragraph 7.5 for a further discussion. This is because, concerning both practical
applications and amenable algebra, the additional structure provided by some property
(P) and the search for structure-preserving extensions is in many cases a natural and
interesting problem, whose algebraic structure in general is highly case-specific.
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2 Binary sequences
We study probability laws on {0, 1}d, i.e. on the set of finite binary sequences. We start
with a short digression on the little moment problem, because it occupies a commanding
role, not only in this section but also in Section 4 below. For a further discussion
between the little moment problem and De Finetti’s Theorem, the interested reader is
also referred to [16].
2.1 Hausdorff’s moment problem
The (reversed) difference operator ∇ for sequences (b0, . . . , bd) of real numbers is defined
as
∇jbk :=
j∑
i=0
(−1)i
(
j
i
)
bk+i, 0 ≤ j + k ≤ d.
With ∇ = ∇1 we have ∇bk = bk − bk+1, ∇2bk = ∇(∇bk) = ∇bk −∇bk+1, and so on.
Definition 2.1 (d-monotone sequences)
For d ∈ N, a finite sequence (b0, b1, . . . , bd) ∈ [0,∞)d+1 is said to be d-monotone if
∇d−kbk ≥ 0 for k = 0, 1, . . . , d. An infinite sequence {bk}k∈N0 with positive members is
said to be completely monotone if (b0, . . . , bd) is d-monotone for each d ≥ 2.
If (b0, . . . , bd) is d-monotone, then ∇jbk ≥ 0 for all 0 ≤ j + k ≤ d. In particular, if for
d ≥ 2 the sequence (b0, . . . , bd) is d-monotone, then the shorter sequences (b0, . . . , bd−1)
and (b1, . . . , bd) are both (d − 1)-monotone. Intuitively, when viewing (b0, . . . , bd) as
a function {0, . . . , d} → [0,∞), then (−1)j ∇jbk is something like the j-th derivative
at k. With this interpretation in mind, d-monotonicity means that the higher-order
derivatives alternate in sign, i.e. first derivative is non-positive, second derivative is
non-negative, third derivative is non-positive, and so on. For instance, a 2-monotone
sequence is non-increasing (bk ≥ bk+1) and “convex” (bk+1 is smaller or equal than the
arithmetic mean of its neighbors bk and bk+2). The set of all d-monotone sequences
starting with b0 = 1 will be denoted by Md in the sequel. Similarly, M∞ denotes the
set of completely monotone sequences starting with b0 = 1.
Finite sequences in Md arise quite naturally in the context of discrete exchangeable
probability laws, as will briefly be explained. Consider an exchangeable probability dis-
tribution on the power set (including the empty set) of {1, . . . , d}, which has cardinality
2d. By exchangeability, the probability of some subset I ⊂ {1, . . . , d} only depends on
the cardinality |I| of I, and there are only d+1 possible cardinalities. Denote the proba-
bility of a subset with cardinality k by pk, k = 0, . . . , d. Then p0, . . . , pd are non-negative
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numbers satisfying
d∑
k=0
(
d
k
)
pk =
∑
I⊂{1,...,d}
p|I| = 1. (7)
Defining the sequence
bk :=
d−k∑
i=0
(
d− k
i
)
pd−i, k = 0, . . . , d, (8)
it follows that ∇d−kbk = pk ≥ 0 for k = 0, . . . , d. In particular, b0 = 1, so (b0, . . . , bd) ∈
Md. Furthermore, the construction (8) can be inverted, i.e. is general enough to con-
struct all elements of Md. To wit, if (b0, . . . , bd) is an arbitrary element in Md, then
the vector of non-negative numbers (p0, . . . , pd) = (∇db0,∇d−1b1, . . . ,∇0bd) satisfies (7),
i.e. defines an exchangeable probability law on the power set of {1, . . . , d}. Thus, ex-
changeable probability laws on the power set of {1, . . . , d} andMd stand in a one-to-one
correspondence. Of course, the power set of {1, . . . , d} can naturally be identified with
{0, 1}d, when identifying x ∈ {0, 1}d with the subset I = {k : xk = 1}. This explains
the occurrence of d-monotonicity in the present section.
The so-called Hausdorff moment problem (also known as little moment problem) states
that the sequencesM∞ stand in one-to-one correspondence with the moment sequences
of random variables taking values on the unit interval [0, 1]. Concretely, the sequence
{bk}k∈N0 with b0 = 1 is completely monotone if and only if there is a random variable M
taking values in [0, 1] such that bk = E[Mk], k ∈ N0. Furthermore, the sequence {bk}k∈N0
uniquely determines the probability law of M . This result is originally due to [40, 41].
See also [29, p. 225] for a proof. Uniqueness of the probability law of M relies heavily on
the boundedness of the interval [0, 1] and is due to the fact that polynomials are dense
in the space of continuous functions on a bounded interval (Stone-Weierstrass).
It is important to observe that not every d-monotone sequence can be extended to a com-
pletely monotone sequence. Given a d-monotone sequence (b0, . . . , bd), to check whether
there exists an extension bd+1, bd+2, . . . to an infinite completely monotone sequence
{bk}k∈N0 is a purely analytical, highly non-trivial problem, and luckily already solved.
This problem is known as the truncated Hausdorff moment problem. Its solution, due
to [47], states that (b0, . . . , bd) with b0 = 1 can be extended to an element inM∞ if and
only if the Hankel determinants Hˆ1, Hˇ1, . . . , Hˆd−1, Hˇd−1 are all non-negative, which are
defined as
Hˆ2 ` := det
 b0 . . . b`... ...
b` . . . b2 `
 , Hˇ2 ` := det
 ∇b1 . . . ∇b`... ...
∇b` . . . ∇b2 `−1
 ,
Hˆ2 `+1 := det
 b1 . . . b`+1... ...
b`+1 . . . b2 `+1
 , Hˇ2 `+1 := det
 ∇b0 . . . ∇b`... ...
∇b` . . . ∇b2 `
 , (9)
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for all ` ∈ N0 with 2 ` ≤ d, respectively 2 `+1 ≤ d. To provide an example, the sequence
(1, 1/2, ) is 2-monotone for all  ∈ [0, 1/2], but can only be extended to a completely
monotone sequence if  ∈ [1/4, 1/2].
2.2 Extendibility of exchangeable binary sequences
Actually, before Bruno de Finetti published his seminal Theorem 1.4 in 1937, he first
published in [17] the same result for the simpler case of binary sequences. In fact, he
showed that there is a one-to-one correspondence between exchangeable probability laws
on infinite binary sequences and the set M1+([0, 1]) of probability laws on [0, 1].
We start with a random vector X = (X1, . . . , Xd) taking values in {0, 1}d. We know
from Lemma 1.3 that X needs to be exchangeable in order to possibly be conditionally
iid, so we concentrate on the exchangeable case. Let 1m, 0m denote m-dimensional row
vectors with all entries equal to one and zero, respectively, and define
pk := P
(
X = (1k,0d−k)
)
, k = 0, . . . , d.
Exchangeability implies that P(X = x) = p||x||1 for arbitrary x ∈ {0, 1}d, where ||x||1 :=
x1 + . . .+xd. Consequently, the probability law of X is fully determined by p0, . . . , pd.
Theorem 2.2 (Extendibility of exchangeable binary sequences)
Let X be an exchangeable random vector taking values in {0, 1}d. We
denote
pk := P
(
X = (1k,0d−k)
)
, k = 0, . . . , d.
The following statements are equivalent:
(a) X is conditionally iid.
(b) There is a random variable M taking values in [0, 1] such that
pk = ∇d−kbk, k = 0, . . . , d,
where bk := E[Mk] for k = 0, . . . , d.
(c) The Hankel determinants in (9) are all non-negative, for all ` ∈ N0
with 2 ` ≤ d, respectively 2 `+ 1 ≤ d, where
bk :=
d−k∑
i=0
(
d− k
i
)
pd−i, k = 0, . . . , d.
26
If one (hence all) of these conditions are satisfied, and U = (U1, . . . , Ud)
is an iid sequence of random variables that are uniformly distributed on
[0, 1], independent of M in part (b), then
X
d
= (1{U1≤M}, . . . , 1{Ud≤M}).
Proof
The equivalence of (c) and (b) relies on the truncated Hausdorff moment problem and
the identities
E[Mk (1−M)d−k] = ∇d−kbk = pk, k = 0, . . . , d,
which are all readily verified. To show that (b) implies (a) works precisely along the
stochastic model with U as claimed, which is easily checked. To verify the essential
part (a) =⇒ (b) we may simply apply De Finetti’s Theorem 1.4 in the special case
of a binary sequence3: (a) implies that we may without loss of generality assume that
the given random vector equals the first d members of an infinite exchangeable binary
sequence {Xk}k∈N. De Finetti’s Theorem 1.4, and as a corollary Lemma 1.16, give us
a random variable H ∈ M1+(H). Since each Xk takes values only in {0, 1}, necessarily
almost every path of H has only one value different from {0, 1}, which is Ht for t ∈ [0, 1).
So we define M := 1−H1/2 and observe that conditioned on M , the random variables
Xk are iid Bernoulli with success probability M . This implies the claim. 
In words, the canonical stochastic model for conditionally iid X with values in {0, 1}d
is a sequence of d independent coin tosses with success probability M which is identical
for all coin tosses, but simulated once before the first coin toss. We end this section
with two examples of particular interest.
Example 2.3 (Po´lya’s urn)
Let r ∈ N and b ∈ N denote the numbers of red and blue balls in an urn. Define a
random vector X ∈ {0, 1}d as follows:
(i) Set k := 1.
(ii) Draw a ball at random from the urn.
(iii) Set Xk := 1 if the ball is red, and Xk := 0 otherwise.
(iv) Put the ball back into the urn with 1 additional ball of the same color.
(v) Increment k := k + 1.
3Alternatively, one may construct a completely monotone sequence {bk}k∈N from an infinite extension
of X, as demonstrated in [16, Equation (1)], and then make use of Hausdorff’s moment problem to
obtain M .
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(vi) If k = d+ 1, stop, otherwise go to step (ii).
It is not difficult to observe that X is exchangeable, since
P(X = x) =
∏||x||1−1
k=0 (r + k)
∏d−||x||1−1
k=0 (b+ k)∏d−1
k=0(r + b+ k)
, x ∈ {0, 1}d,
depends on x only through ||x||1. Like in Theorem 2.2 we denote by pk the probability
P(X = x) if ||x||1 = k, k = 0, . . . , d. Using induction over k = d, d − 1, . . . , 0 in order
to verify (∗) below and knowledge about the moments of the Beta-distribution4 in (∗∗)
below, we observe that
bk :=
d−k∑
i=0
(
d− k
i
)
pd−i =
d−k∑
i=0
(
d− k
i
)
(r + b− 1)! (r + d− i− 1)! (b+ i− 1)!
(r − 1)! (b− 1)! (r + b+ d− 1)!
(∗)
=
(r + k − 1)! (r + b− 1)!
(r − 1)! (b+ r + k − 1)! =
Γ(r + k) Γ(r + b)
Γ(r) Γ(r + b+ k)
(∗∗)
= E[Mk],
where M is a random variable with Beta-distribution whose density is given by
fM (x) =
Γ(r + b)
Γ(r) Γ(b)
xr−1 (1− x)b−1, 0 < x < 1.
Thus, the probability law of X has a conditionally iid representation like in Theorem
2.2. This is one of the traditional examples, in which the conditionally iid structure is
a priori not easy to guess from the original motivation of X - in this case a simple urn
replacement model.
Example 2.4 (Ferromagnetic Curie-Weiss Ising model)
Motivated by several models in statistical mechanics, [53] study random vectors which
admit a density with respect to the law of a vector with iid components which is the
exponential of a quadratic form. Concretely, they consider the situation
P(X ∈ dx) = 1
cd
e
1
2
(∑d
k=1 xk
)2
P(Y ∈ dx), (10)
where Y = (Y1, . . . , Yd) is a vector with iid components and Y1 is assumed to satisfy
ψ(v) := E
[
ev Y1
]
<∞ for all v ∈ R, cd := E
[
e
1
2
(∑d
k=1 Yk
)2]
<∞. (11)
Of particular interest are cases in which Y1 takes only finitely many different values.
Especially if Y1 ∈ {0, 1}, the vector X is a binary sequence like in the present section.
A prominent model motivating the investigation of [53] is the so-called Curie-Weiss
Ising model. In probabilistic terms, this model is a probability law on {−1, 1}d with two
parameters J, h ∈ R, and the components of a random vector Z with this probability
4See, e.g., [26, p. 35].
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law models the so-called spins at d different sites. These spins can either have the value
−1 or 1 (so X := (1{Z1>0}, . . . , 1{Zd>0}) is a transformation from {−1, 1}d to {0, 1}d).
We denote for n ∈ {−1, 1}d by N(n) the number of 1’s in n, so that d −N(n) equals
the number of −1’s. For n ∈ {−1, 1}d we define
P(Z = n) =
eh
(
2N(n)−d
)
+J
2
(
2N(n)−d
)2
∑d
k=0
(
d
k
)
eh (2 k−d)+
J
2
(2 k−d)2 , n ∈ {−1, 1}
d, (12)
which is an exchangeable probability law on {−1, 1}d. The exponent of the numerator
can be re-written as
h
(
2N(n)− d)+ J
2
(
2N(n)− d)2 = h d∑
k=1
nk +
J
2
d∑
k=1
d∑
i=1
nk ni
and is called the Hamilton operator of the model. The parameter h determines the
external magnetic field and the parameter J denotes a coupling constant. If J ≥ 0
the model is called ferromagnetic, and for J < 0 it is called antiferromagnetic. The
ferromagnetic case arises as special case of (10), if Y1 takes values in {−
√
J,
√
J} with
respective probabilities P(Y1 =
√
J) = 1− P(Y1 = −
√
J) = exp(h)/(exp(h) + exp(−h)).
Then the law of Z/
√
J on {−1, 1}d is precisely given by the Curie-Weiss Ising model in
(12) with J ≥ 0. Notice that for the antiferromagnetic case J < 0 this construction is
impossible.
[53, Theorem 1.2] shows that X as defined in (10) is conditionally iid. More concretely,
conditioned on a random variable M with density5
fM (v) :=
ψ(x)
cd
e−
x2
2√
2pi
, x ∈ R,
the components of X are iid with common distribution
P(Xk ∈ dx |M) = e
M x
ψ(M)
P(Y1 ∈ dx), k = 1, . . . , d,
as can easily be checked. In particular, this shows that the aforementioned ferromagnetic
Curie-Weiss Ising model is conditionally iid, a result originally due to [76].
5Completing the square shows that fM defines a proper density function on R.
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3 Classical results for static factor models
Besides the seminal de Finetti’s Theorem 1.4, the most popular results in the theory
on conditionally iid models concern latent factor processes H of a very special form to
be discussed in the present section. To this end, we consider a popular one-parametric
family of one-dimensional distribution functions x 7→ Fm(x) on the real line and put a
prior distribution on the parameter m ∈ R. Then define H = {Ht}t∈R in the canonical
construction (4) by Ht = FM (t), where M is some random variable taking values in
the set of admissible values for the parameter m. For some prominent families, for
example the zero mean normal law or the exponential law, the resulting distribution
of the random vector X belongs to a prominent multivariate family of distributions
M, and in fact defines the subset M∗ ⊂ M. Of particular interest is the case when
the subset M∗ of M admits a convenient analytical description within the framework
of the analytical description of the larger family M. By construction, in this method
of generating conditionally iid laws the dependence-inducing latent factor process H is
fully determined already by a single random parameter M , so that it appears unnatural
to formulate the model in terms of a “stochastic process” H at all. Since we investigate
situations in which this appears to be more natural in later sections, we purposely do
this anyway in order to present all results of the present article under one common
umbrella. The “single-parameter construction” just described can then be classified as
some kind of “static” process within the realm of all possible processes M1+(H).
More rigorously, let {Ht}t≥0 be the stochastic process from the canonical stochastic
representation (4) of some multivariate law in M∗ ⊂ M. Equivalently, we view this
probability law as a d-dimensional marginal law of some infinite exchangeable sequence
of random variables {Xk}k∈N, and define {Ht}t≥0 according to Lemma 1.16 as the
uniform limit of
{∑d
k=1 1{Xk≤ t}/d
}
t≥0 as d → ∞. We call the probability law of
X = (X1, . . . , Xd) static, if the natural filtration generated by {Ht}t≥0, i.e. Ht :=
σ(Hs | s ≤ t), t ∈ R, is trivial, meaning that there is some T ∈ [−∞,∞) such that
Ht = {∅,Ω} for t ≤ T (“zero information before T”) and Ht = H for t > T (“total
information after T”). The present section reviews well-known families of distributions
M, for which the setM∗ consists only of static laws. As already mentioned, this situation
typically occurs when the random distribution function H ∈ M1+(H) is itself given by
Ht = FM (t), for a popular family Fm of one-dimensional distribution functions and a
single random variable M representing a random parameter pick.
Example 3.1 (The multivariate normal law revisited)
It follows from Examples 1.6 and 1.15 that N (µ,Σ)∗, the conditionally iid normal laws,
are static. The random distribution function H as given by (6) obviously satisfies
H = σ(Ht : t ∈ R) = σ(M) = Ht for arbitrary t ∈ R.
Example 3.2 (Binary sequences revisited)
If one (hence all) of the conditions of Theorem 2.2 is satisfied, the law of the bi-
nary sequence X ∈ {0, 1}d is static. Using the notation in Theorem 2.2, the ran-
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dom distribution function H equals Ht := (1 − M) 1{M≥0} + M 1{M≥1}. Obviously,
H = σ(Ht : t ∈ R) = σ(M) = Ht for arbitrary t > 0.
In the remaining section we treat the mixture of iid zero mean normals in paragraph 3.1
and the mixture of iid exponentials in paragraph 3.2, since these are the best-studied
cases of the theory with nice analytical characterizations. The interested reader is also
referred to [19, 78] who additionally study mixtures of iid geometric variables, iid Poisson
variables, and iid uniform variables. Mixtures of uniform random variables are discussed
in more detail also in Section 3.3 below.
3.1 Spherical laws (aka `2-norm symmetric laws)
A random vector X ∈ Rd is called spherical if its probability distribution remains
invariant under unitary transformations, such as rotations or reflections, i.e. X
d
= X O
for an arbitrary orthogonal matrix O ∈ Rd×d. A spherical random vector X has a
canonical stochastic representation
X
d
= RS, (13)
where R is a non-negative random variable and the random vector S is independent
of R and uniformly distributed on the Euclidean unit sphere6 {x ∈ Rd : ||x||2 =
1}, see [28, Chapter 2]. Hence, realizations of spherical laws must be thought of as
being the result of a two-step simulation algorithm: first draw one completely random
point on the unit d-sphere, and then scale this point according to some one-dimensional
probability distribution on the positive half-axis. In analytical terms, spherical laws are
most conveniently treated via their (multivariate) characteristic functions. In particular,
it is not difficult to see that X has a spherical law if and only if there exists a real-valued
function ϕ : [0,∞)→ R in one variable such that
E
[
ei (u1X1+...+udXd)
]
= ϕ(||u||22), u = (u1, . . . , ud) ∈ Rd,
see, e.g., [66, Lemma 4.1, p. 161]. The function ϕ is called the characteristic generator.
If the components of X are conditionally iid, the function ϕ is of a very special form,
see Schoenberg’s Theorem 3.3 below.
If the components of Y = (Y1, . . . , Yd) are iid standard normally distributed, and M ∈
(0,∞) is an independent random variable, the random vector X = M Y is spherical,
because Y O is a vector of iid standard normal components for any orthogonal matrix
O. Furthermore, the components of X are iid conditioned on the σ-algebra generated
by the mixture variable M . Schoenberg’s Theorem states that the converse is true as
well, i.e. all conditionally iid spherical laws are mixtures of zero-mean normals.
6We denote ||x||2 :=
√
x21 + . . .+ x
2
d for x = (x1, . . . , xd) ∈ Rd.
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Theorem 3.3 (Schoenberg’s Theorem)
Let M be the family of d-dimensional spherical laws, and let the law of
X be in M, and assume X is not identically equal to a vector of zeros.
The following are equivalent
(a) The law of X lies in M∗.
(b) There are iid standard normal random variables Y1, . . . , Yd and an
independent positive random variable M ∈ (0,∞) such that
X
d
= M (Y1, . . . , Yd).
In other words, this means that X has a stochastic representation
as in (4) with Ht := Φ(t/M), where Φ denotes the distribution
function of a standard normally distributed random variable.
(c) There is a non-central χ2-law with d degrees of freedom Z, a posi-
tive random variable M ∈ (0,∞), and S uniformly distributed on
the Euclidean unit sphere, all three being mutually independent,
such that
X
d
= M Z S.
In other words, the random variable R of the general representa-
tion (13) is of the special form R
d
= M Z.
(d) The (multivariate) characteristic function of X has the form
E
[
ei (u1X1+...+udXd)
]
= ϕ(||u||22), u = (u1, . . . , ud) ∈ Rd,
where ϕ is the Laplace transform ϕ of some positive random vari-
able.
Proof
Named after [85], see also [49] or [1, p. 22] for further references. An alternative proof is
also given in [19]. Statement (c) is only included in order to highlight how the random
radius R must be chosen in the canonical representation (13) such that the law ofX is in
M∗, see also Remark 3.4 below; the interested reader can find a proof for the equivalence
(b) ⇔ (c) in [66, Lemma 4.2, p. 166]. Similarly, the equivalence (b) ⇔ (d) is obvious,
and ϕ in (d) equals the Laplace transform of the positive random variable M2/2 with
M from (b). Trivially, (b) implies (a). We only verify the non-obvious implication (a)
⇒ (b), and the proof consists of two steps, following the lines of [1, p. 22].
(i) As a first step we show Maxwell’s Theorem, i.e. if X1, . . . , Xd are independent and
(X1, . . . , Xd) is spherically symmetric, then all components Xk are actually iid
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sharing a normal distribution with mean zero. Since (X1, . . . , Xd) is spherically
symmetric, its characteristic function can be written as
E
[
ei (u1X1+...+udXd)
]
=: ϕ(||u||22), u = (u1, . . . , ud) ∈ Rd,
for some function ϕ in one variable, see, e.g., [66, Lemma 4.1, p. 161]. Denoting the
characteristic function of Xk by fk, k = 1, . . . , d, independence of the components
implies that ϕ(||u||22) = f1(u1) . . . f(ud). Taking the derivative7 w.r.t. uk and
dividing by ϕ(||u||22) on both sides of the last equation implies for arbitrary k =
1, . . . , d that
f
′
k(uk)
fk(uk) 2uk
=
ϕ
′
(||u||22)
ϕ(||u||22)
. (14)
Let u, y ∈ R arbitrary. Plugging u = (u, . . . , u) into (14) shows that
f
′
k(u)
fk(u) 2u
=
ϕ
′
(||u||22)
ϕ(||u||22)
=
f
′
j(u)
fj(u) 2u
, arbitrary 1 ≤ k, j ≤ d. (15)
Plugging some u which has u as its k-th and y as its j-th component into (14),
we observe
f
′
k(u)
fk(u) 2u
=
ϕ
′
(||u||22)
ϕ(||u||22)
=
f
′
j(y)
fj(y) 2 y
(15)
=
f
′
k(y)
fk(y) 2 y
.
Since u, y were arbitrary, the functions x 7→ f ′k(u)/(fk(u) 2u) are therefore shown
to equal some constant c independent of k. Since fk(0) = 1, solving the resulting
ordinary differential equation implies that fk(u) = exp(c u
2). Left to show is now
only that c ≤ 0, because this would imply that fk equals the characteristic function
of a zero-mean normal. Since fk is a characteristic function and as such must be
positive semi-definite, the inequality
det
[
fk(0− 0) fk(0− 1)
fk(1− 0) fk(1− 1)
]
= fk(0)
2 − fk(1) fk(−1) = 1− e2 c ≥ 0
must hold. Clearly, this is only possible for c ≤ 0. The case c = 0 is ruled out by
the assumption that X is not identical to a vector of zeros.
(ii) If the law of X lies in M∗ we can without loss of generality assume that X equals
the first d members of an infinite exchangeable sequence {Xk}k∈N. Conditioned
on the tail-σ-field H := ∩n≥1σ(Xn, Xn+1, . . .) the random variables X1, . . . , Xd are
iid according to De Finetti’s Theorem 1.4. We observe for an arbitrary orthogonal
matrix O ∈ Rd×d that (X O,Xd+1, Xd+2, . . .) d= (X, Xd+1, Xd+2, . . .), since X is
spherical. Since H does not depend on X (but only on the tail of the infinite
sequence), this implies that the conditional distribution of X and X O given H
7Notice that characteristic functions are differentiable.
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are identical. As O was arbitrary, X conditioned on H is spherical. Maxwell’s
Theorem now implies that X conditioned on H is an iid sequence of zero mean
normals. Thus, only the standard deviation may still be a H-measurable random
variable, which we denote by M . 
If (P) in Problem 1.5 is the property of “having a spherical law (in some dimension)”,
then Schoenberg’s Theorem 3.3 also implies thatM∗ = M∗∗, which follows trivially from
the equivalence of (a) and (b), since the stochastic construction in (b) clearly works for
arbitrary n > d as well. Furthermore, it is observed that the random distribution
function Ht = Φ(t/M) in part (b) satisfies the condition in Lemma 1.14 with µ = 0,
so conditionally iid spherical laws are radially symmetric. In fact, (arbitrary) spheri-
cal laws are always radially symmetric, since (X1, . . . , Xd)
d
= (−X1, . . . ,−Xd) follows
immediately from the definition.
Remark 3.4 (Realization of uniform law on Euclidean unit sphere)
Denoting Y = (Y1, . . . , Yd), the equivalence (b) ⇔ (c) in Theorem 3.3 implies
S
d
=
( Y1
||Y ||2 , . . . ,
Yd
||Y ||2
)
,
which shows how to generate realizations of the uniform law on the Euclidean unit
sphere from a list of iid standard normals.
Remark 3.5 (Elliptical laws)
Spherical laws are always exchangeable, which is easy to see. A popular method to
enrich the family of spherical laws to obtain a larger family beyond the exchangeable
paradigm is linear transformation. To wit, for X ∈ Rk spherical with characteristic
generator ϕ, A ∈ Rk×d some matrix with Σ := A′A ∈ Rd×d and rank of Σ equal to
k ≤ d, and with b = (b1, . . . , bd) some real-valued row vector, the random vector
Z = (Z1, . . . , Zd) = X A+ b (16)
is said to have an elliptical law with parameters (ϕ,Σ, b). This generalization from
spherical laws to elliptical laws is especially well-behaved from an analytical viewpoint,
since the apparatus of linear algebra gets along perfectly well with the definition of
spherical laws. The most prominent elliptical law is the multivariate normal distribution,
which is obtained in the special case when ϕ(x) = exp(−x/2) is the Laplace transform
of the constant 1/2. The case when E[||X||22] < ∞ is of most prominent importance,
since the random vector Z then has existing covariance matrix given by E[||X||22] Σ /k.
Since the normal distribution special case occupies a commanding role when deciding
whether or not a spherical law is conditionally iid according to Theorem 3.3(b), and
since we have also solved our motivating Problem 1.1 for the multivariate normal law
in Example 1.6, it is not difficult to decide when an elliptical law is conditionally iid as
well. To wit, in the most important case when E[||X||22] < ∞ the random vector Z in
(16) has a stochastic representation that is conditionally iid if and only if b1 = . . . = bd,
34
and Z
d
= RY +b with R some positive random variable with finite second moment and
Y = (Y1, . . . , Yd) multivariate normal with zero mean vector and covariance matrix such
as in Example 1.6, i.e. with identical diagonal elements σ2 > 0 and identical off-diagonal
elements ρ σ2 ≥ 0.
3.2 `1-norm symmetric laws
According to [73], a random vector X ∈ [0,∞)d is called `1-norm symmetric if it has a
stochastic representation
X
d
= RS,
where R is a non-negative random variable and the random vector S is independent of R
and uniformly distributed on the unit simplex8 {x ∈ [0,∞)d : ||x||1 = 1}. Comparing
this representation to (13), the only difference is that S is now uniformly distributed on
the unit sphere with respect to the `1-norm, rather than on the unit sphere with respect
to the Euclidean norm. Consequently, quite similar to spherical laws, realizations of `1-
norm symmetric distributions must be thought of as being the result of the following two-
step simulation algorithm: first draw one completely random point on the d-dimensional
unit simplex, and then scale this point according to some one-dimensional probability
distribution on the positive half-axis.
Remark 3.4 points out an important relationship between the (univariate) standard nor-
mal distribution and the uniform law on the Euclidean unit sphere (w.r.t. the Euclidean
norm ||.||2). It is not difficult to observe that the (univariate) standard exponential law
plays the analogous role for the uniform law on the unit simplex (w.r.t. the `1-norm
||.||1). More precisely, if the components of E = (E1, . . . , Ed) are iid exponentially
distributed with unit mean, then
S :=
( E1
||E||1 , . . . ,
Ed
||E||1
)
is uniformly distributed on the unit simplex, cf. [66, Lemma 2.2(2), p. 77] or [28, Theorem
5.2(2), p. 115]. An arbitrary `1-norm symmetric random vector X is represented as
X
d
= R
( E1
||E||1 , . . . ,
Ed
||E||1
)
(17)
with independent R and E. With the analogy to the spherical case in mind, heuristic
reasoning suggests that X is extendible if and only if R is chosen such that it “cancels”
out the denominator of S in distribution. Since ||E||1 has a unit-scale Erlang distri-
bution with parameter d, this would imply that R should be chosen as R = Z/M for
some positive random variable M and an independent random variable Z with Erlang
distribution and parameter d. This is precisely the case, as Theorem 3.6 below shows.
8We denote ||x||1 := x1 + . . .+ xd for x = (x1, . . . , xd) ∈ [0,∞)d.
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Generally speaking, it follows from the canonical stochastic representation (17) that
P(Xk > x) = P
(
Ek >
x
R− x
∑
i 6=k
Ei, R > x
)
= E
[
e−
x
R−x
∑
i 6=k Ei 1{R>x}
]
= E
[
max
{
1− x
R
, 0
}d−1]
=: ϕd,R(x), k = 1, . . . , d,
where the last equality uses knowledge about the Laplace transform of the Erlang-
distributed random variable
∑
i 6=k Ei. This means that the marginal survival functions
of the components Xk are given by the so-called Williamson d-transform ϕd,R of R. It
has been studied in [92], who shows in particular that the law of R is uniquely determined
by ϕd,R. A similar computation as above shows that the joint survival function of X is
given by
P(X1 > x1, . . . , Xd > xd) = ϕd,R(||x||1), x = (x1, . . . , xd) ∈ [0,∞)d.
Theorem 3.6 solves Problem 1.5 for the property (P) of “having an `1-norm symmetric
law (in some dimension)”.
Theorem 3.6 (Conditionally iid `1-norm symmetric laws)
Let ϕ : [0,∞) → [0, 1] be a function in one variable. The following
statements are equivalent:
(a) There is an infinite sequence of random variables {Xk}k∈N such
that for arbitrary d ∈ N we have
P(X > x) = ϕ(||x||1), x ∈ [0,∞)d.
(b) The function ϕ equals the Laplace transform of some positive ran-
dom variable M , i.e. ϕ(x) = E[exp(−xM)].
In this case, for arbitrary d ∈ N we have
X = (X1, . . . , Xd)
d
=
1
M
Z S
d
=
1
M
E,
where X as in (a), M as in (b), S uniformly distributed on the unit
simplex, E = (E1, . . . , Ed) a vector of iid unit exponentials, and Z
a unit-scale Erlang distributed variate with parameter d, all mutually
independent. In other words, X has a stochastic representation as in
(5) with Zt := M t, in particular is conditionally iid.
Proof
The implication (b) ⇒ (a) works precisely along the stochastic model claimed, and is
readily observed. The implication (a)⇒ (b) is known as Kimberling’s Theorem, see [48].
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We provide a proof sketch in the sequel. From d = 1 we observe that ϕ is the survival
function of some positive random variable. Consequently, due to Bernstein’s Theorem9,
it is sufficient to prove that ϕ is completely monotone, meaning that (−1)d ϕ(d) ≥ 0 for
all d ∈ N0. To this end, recall that
(−1)d ϕ(d)(x) = ∆dh[ϕ](x) +O(h), ∆dh[ϕ](x) :=
d∑
k=0
(
d
k
)
(−1)d−k ϕ(x− k h),
so that it is sufficient to show that ∆dh[ϕ](x) ≥ 0 for arbitrary d ∈ N0 and x, h such that
0 ≤ x− d h. To this end, we consider the infinite sequence of random variables {Uk}k∈N
with Uk := ϕ(Xk), k ∈ N, and with α := ϕ(x/d) and β := ϕ(x/d − h) > α define the
events
AI :=
(
∩j∈I {Uj ≤ α}
)
∩
(
∩j /∈I {Uj ≤ β}
)
, I ⊂ {1, . . . , d}.
A lengthy but straightforward computation, with one application of the inclusion exclu-
sion principle, shows that
∆dh[ϕ](x) = . . . = P
(
A∅ \
( ∪dk=1 {Uk ≤ α})) ≥ 0,
which implies the claim. 
Remark 3.7 (On involved probability transforms)
In Theorem 3.6, the function ϕ in part (c) equals the Laplace transform of the random
variable M in part (b). Furthermore, the survival function of any element in M has
the form as claimed in (c), only the parameterizing function ϕ needs not be a Laplace
transform. In general, ϕ equals the Williamson d-transform of some positive random
variable (namely of R). The Williamson d-transform of some random variable is also a
Williamson (d+ 1)-transform (of some other random variable), and Laplace transforms
can be viewed as a proper subset of Williamson d-transforms given by
{Laplace transforms} =
⋂
d∈N
{Williamson d-transforms}.
The most important example for a Williamson d-transform, which is not a Laplace
transform (in fact, not even a Williamson (d+1)-transform), is given by ϕ(x) = ϕd,r(x) =
(1 − x/r)d−1+ , with a constant r > 0. In fact, [92] shows that the set of Williamson
d-transforms is a simplex with extremal boundary given by {ϕd,r}r>0, which is just
another way to say that the function ϕd,R determines the probability law of the positive
random variable R uniquely. Similarly, Laplace transforms form a simplex with extremal
boundary given by the functions x 7→ exp(−mx) for m > 0, which is just another way to
say that the function ϕ(x) = E[exp(−xM)] determines the law of the positive random
variable M uniquely. Typical parametric examples for Laplace transforms in the context
of `1-norm symmetric distributions are ϕ(x) = (1 + x)
−θ with θ > 0, corresponding to
a Gamma distribution of M , or ϕ(x) = exp(−xθ) with θ ∈ (0, 1), corresponding to a
stable distribution of M .
9The original reference is [10], a detailed proof can be found in [8] or [84].
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Remark 3.8 (Archimedean copulas)
ConsideringX = (X1, . . . , Xd) with `1-norm symmetric law associated with the Williamson
d-transform ϕ = ϕd,R, the random vector (U1, . . . , Ud) :=
(
ϕ(X1), . . . , ϕ(Xd)
)
has dis-
tribution function
Cϕ(u1, . . . , ud) := P(U1 ≤ u1, . . . , Ud ≤ ud) = ϕ
(
ϕ−1(u1) + . . .+ ϕ−1(ud)
)
,
for u1, . . . , ud ∈ [0, 1]. Recall that ϕ−1 denotes the generalized inverse of ϕ. The function
Cϕ is called an Archimedean copula and the study of `1-norm symmetric distributions
can obviously be translated into an analogous study of Archimedean copulas. In the
statistical and applied literature, however, Archimedean copulas have received consider-
ably more attention. For instance, nested and hierarchical extension of (exchangeable)
Archimedean copulas have become quite popular, see, e.g. [15, 43, 44, 72, 93, 58].
Remark 3.9 (Extension to Liouville distributions)
Analyzing the analogy between spherical laws (aka `2-norm symmetric laws) and `1-
norm symmetric laws, there is one common mathematical fact on which the analytical
treatment of both families relies. To wit, for both families the uniform distribution on
the d-dimensional unit sphere can be represented as the normalized vector of iid random
variables. In the spherical case the normalized vector Y /||Y ||2 of d iid standard normals
Y = (Y1, . . . , Yd) is uniform on the ||.||2-sphere, whereas in the `1-norm symmetric
case the normalized vector E/||E||1 of d iid standard exponentials E = (E1, . . . , Ed)
is uniform on the ||.||1-sphere. Furthermore, in both cases the normalization can be
“canceled out” in distribution, that is
Z
Y
||Y ||2
d
= Y , R
E
||E||1
d
= E,
where Z
d
= ||Y ||2 is independent of Y and has a χ2-law with d degrees of freedom and
R
d
= ||E||1 is independent of E and has an Erlang distribution with parameter d. The
so-called Lukacs Theorem, due to [55], states that the exponential distribution of the Ek
in the last distributional equality can be generalized to a Gamma distribution (but no
other law on (0,∞) is possible). More precisely, if G = (G1, . . . , Gd) are independent
random variables with Gamma distributions with the same scale parameter, then ||G||1
is independent of G||G||1 , which means that
R
G
||G||1
d
= G, where R
d
= ||G||1 is independent of G. (18)
The random vector S := G/||G||1 on the unit simplex is not uniformly distributed
unless the Gk happen to be iid exponential. In general, the law of S is called Dirichlet
distribution, parameterized by the d values α = (α1, . . . , αd), where the Gamma density
of Gk is given by
fk(x) = x
αk−1 e−x/Γ(αk), x > 0, k = 1, . . . , d. (19)
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Notice that the scale parameter of this Gamma distribution is without loss of generality
set to one, since it has no influence on the law of S. A d-parametric generalization of `1-
norm symmetric laws is obtained by replacing the uniform law of S on the unit simplex
(which is obtained for α1 = . . . = αd) with a Dirichlet distribution (with arbitrary
αk > 0). One says that the random vector X = RS with R some positive random
variable and S an independent Dirichlet-distributed random vector on the unit simplex,
follows a Liouville distribution. It is precisely the property (18) that implies that the
generalization to Liouville distributions is still analytically quite convenient to work with,
see [74] for a detailed study. Analogous to the `1-norm symmetric case, the components
of X are conditionally iid if α1 = . . . = αd and R satisfies R
d
= Z/M with Z
d
= ||G||1
and M some independent positive random variable.
3.3 `∞-norm symmetric laws
[36, Theorem 2] studies random vectors X = (X1, . . . , Xd) which are absolutely contin-
uous with density given by
fX(x) = gd(x[d]), x ∈ (0,∞)d, (20)
with some measurable function gd : (0,∞)→ [0,∞). Recall that x[d] := max{x1, . . . , xd} =
||x||∞ equals the `∞-norm of x ∈ (0,∞)d. Since fX is invariant with respect to per-
mutations of the components of x, the random vector X is exchangeable. But whether
or not it is conditionally iid depends on the choice of gd. First of all, since fX is a
probability density,
1 =
∫∫
(0,∞)d
gd(x[d]) dx = d
∫ ∞
0
gd(x)x
d−1 dx, (21)
constituting a necessary and sufficient integrability condition on gd such that fX defines
a proper probability density. Furthermore, lower-dimensional margins of X have a
density of the same structural form, since∫ ∞
0
fX(x1, . . . , xd−1, x) dx = gd−1(x[d−1]), x1, . . . , xd−1 > 0,
where gd−1(x) :=
∫ ∞
x
gd(u) du+ x gd(x), (22)
and the function gd−1 is easily checked to satisfy (21) in dimension d − 1, that is 1 =
(d− 1) ∫∞0 gd−1(x)xd−2 dx. It is further not difficult to verify that gd is given in terms
of gd−1 as
gd(x) =
gd−1(x)
x
−
∫ ∞
x
gd−1(u)
u2
du. (23)
If M denotes the family of all laws with density of the form (20), i.e. with a function gd
satisfying (21), the following result provides necessary and sufficient conditions on gd to
define a law in M∗.
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Theorem 3.10 (Conditionally iid `∞-norm symmetric densities)
Let M be the family of probability laws on (0,∞)d with densities of the
form (20) with a measurable function gd : (0,∞) → [0,∞) satisfying
(21). For X with law in M, the following statements are equivalent:
(a) The law of X lies in M∗.
(b) gd is non-increasing.
(c) For a vector U = (U1, . . . , Ud) whose components are iid uniform
on [0, 1] and an independent, positive random variable M we have
X
d
= M U .
Proof
This is [36, Theorem 2]. Clearly, (c) ⇒ (a) is obvious. In order to see (b) ⇒ (c), we
first conclude from (21) that
0 = lim
x→∞ gd(x)x
d = lim
x→∞ gd
(1
x
) 1
xd
. (24)
By non-increasingness, we may without loss of generality assume that gd is right-
continuous (otherwise, change to its right-continuous version, which does not change
the density fX essentially). Applying integration by parts, (24) and (21) imply∫ ∞
0
xd d
(− gd(x)) = d ∫ ∞
0
gd(x)x
d−1 dx = 1.
Consequently, x 7→ ∫ x0 yd d( − gd(y)) defines the distribution function of a positive
random variable M , and we see that
E[1{M>x}M−d] =
∫ ∞
x
yd
yd
d
(− gd(y)) = gd(x).
Now let U as claimed be independent of M . Conditioned on M , the density of M U is
x 7→
d∏
k=1
1{0<xk<M}
M
= 1{0<x[d]<M}
1
Md
.
Integrating out M , the density of M U is found to be∫ ∞
0
1{x[d]<m}
1
md
dP(M ≤ m) = E[1{M>x[d]}M−d] = gd(x[d]),
which shows (c). The hardest part is (a) ⇒ (b). Fix  > 0 arbitrary. Due to measura-
bility of gd, Lusin’s Theorem guarantees continuity of gd on a set C whose complement
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has Lebesgue measure less than . Without loss of generality we may assume that all
points t in C are density points, i.e. satisfy
lim
δ↘0
λ(C ∩ [t− δ, t+ δ])
2 δ
= 1,
where λ denotes Lebesgue measure. Let {Xk}k∈N an infinite exchangeable sequence such
that d-margins have the density fX . Fix t ≥ s arbitrary. We define the sequence of
random variables {ξk}k∈N by
ξk :=
1
2 δ
(
1{Xk∈As} − 1{Xk∈At}
)
, k ∈ N,
where Ax := C ∩ [x − δ, x + δ] for x ∈ {s, t}. Notice that the ξk are square-integrable
and
0 ≤ E[(ξ1 + . . .+ ξd)2] = dE[ξ21 ] + d (d− 1)E[ξ1 ξ2].
If we divide by d2 and let d → ∞, it follows that E[ξ1 ξ2] ≥ 0. Denoting by g2 the
marginal density of (X1, X2), we observe
0 ≤ E[ξ1 ξ2] = 1
4 δ2
{
E[1{X1,X2∈As}] + E[1{X1,X2∈At}]− 2E[1{X1∈At,X2∈As}]
}
=
1
4 δ2
{∫∫
As×As
g2(x[2]) dx+
∫∫
At×At
g2(x[2]) dx− 2
∫∫
At×As
g2(x[2]) dx
}
= g2(ηs) + g2(ηt)− 2 g2(η˜t),
for certain values s − δ ≤ ηs ≤ s + δ and t − δ ≤ ηt, η˜t ≤ t + δ by the mean value
theorem for Lebesgue integration. As δ ↘ 0, we thus observe that g2(s) ≥ g2(t), i.e. g2
is non-increasing. Making use of (23) and integrating by parts, we observe that
g3(x) =
∫ ∞
x
1
u
d
(− g2(u)),
which implies that g3 is non-increasing as well. Inductively, the same argument implies
that g4, . . . , gd are all non-increasing. 
From the equivalence of (a) and (c) in Theorem 3.10 we observe easily that M∗ =
M∗∗, when considering the property (P) of “having a density of the form (20) (in some
dimension d ∈ N)” in Problem 1.5. Notice furthermore that the law of M U is static in
the sense defined in the beginning of this section, and we have
Ht := P(Xk ≤ t |M) = max
{
0,min
{
1,
t
M
}}
, t ∈ R,
for Xk := M Uk as defined in part (c) of Theorem 3.10.
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Remark 3.11 (Common umbrella of `p-norm symmetry results)
Theorem 3.10 on `∞-norm symmetric densities is very similar in nature to Schoenberg’s
Theorem 3.3 on `2-norm symmetric characteristic functions and Theorem 3.6 on `1-
norm symmetric survival functions, which makes it a beautiful result with regards to
the present survey. The reference [78] considers all these three cases under one common
umbrella, and even manages to generalize them in some meaningful sense to the case of
arbitrary `p-norm, with p ∈ (0,∞] arbitrary. More precisely, it is shown that an infinite
exchangeable sequence {Xk}k∈N of the form Xk := M Yk, k ∈ N, with M > 0 and an
independent iid sequence {Yk}k∈N of positive random variables is `p-norm symmetric in
some meaningful sense10 if and only if the random variables Yk have density fp given by
fp(x) :=
p
1− 1
p
Γ(1/p)
e
−xp
p , 0 < p, x <∞, f∞(x) := 1{x∈(0,1)}.
Notice that f1, f2, and f∞ are the densities of the unit exponential law, the absolute value
of a standard normal law, and the uniform law on [0, 1], respectively. This parametric
family in the parameter p is further investigated, and might for instance be characterized
by the fact that fp for p <∞ has maximal entropy among all densities on (0,∞) with p-
th moment equal to one, and f∞ has maximal entropy among all densities with support
(0, 1), which is [78, Theorem 3.5].
An analogous result to Theorem 3.10 on mixtures of the form M U , when the compo-
nents of U are iid uniform on [−1, 1], is also presented in [36]. The resulting densities
depend on two arguments, x[1] and x[d]. Furthermore, [78, Corollary 4.3] prove that an
infinite exchangeable sequence {Xk}k∈N satisfies
{Xk}k∈N d= {M Uk}k∈N, U1, U2, . . . iid uniform on [0, 1], M > 0 independent,
if and only if for arbitrary d ∈ N and almost all s > 0 the law of X = (X1, . . . , Xd)
conditioned on the event {||X||∞ = s} is uniformly distributed on the sphere {x ∈
(0,∞)d : ||x||∞ = s}. This provides an alternative characterization of densities that
are `∞-norm symmetric and conditionally iid.
Remark 3.12 (Relation to non-homogeneous pure birth processes)
[87] provide an interesting interpretation of `∞-norm symmetric densities, which is
briefly explained. Every non-negative function gd satisfying (21) is of the form
gd(x) = cd rd(x) e
− ∫ x0 rd(u) du
for some non-negative function rd satisfying
∫∞
0 rd(x) dx = ∞, and some normalizing
constant cd > 0. To wit, a function
rd(x) :=
gd(x)
cd
∫∞
x gd(u) du
, x > 0, (25)
10See [78] for details.
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for some normalizing constant cd > 0 does the job, as can readily be checked. From
such a function rd we iteratively define functions rd−1, . . . , r1 by solving the equations
rk(x) e
−Rk(x) =
e−Rk+1(x)∫∞
0 e
−Rk+1(u) du
, k = d− 1, . . . , 1, (26)
where Rk(x) :=
∫ x
0 rk(u) du for k = 1, . . . , d. Notice that rk is related to the right-hand
side of (26) exactly in the same way as rd is related to gd, so the solution (25) shows
how the rk look like in terms of rk+1. We define independent positive random variables
E1, . . . , Ed with survival functions P(Ek > x) = exp(−Rk(x)), k = 1, . . . , d, x ≥ 0.
Independently, let Π be a random permutation of {1, . . . , d} with P(Π = pi) = 1/d!
for each permutation pi of {1, . . . , d}, i.e. Π is uniformly distributed on the set of all d!
permutations. We consider the increasing sequence of random variables T1 < T2 < . . . <
Td defined by Tk := E1 + . . . + Ek. Then the (obviously exchangeable) random vector
X = (X1, . . . , Xd) := (TΠ(1), . . . , TΠ(d)) has density (20). If E1, E2, . . . is an arbitrary
sequence of independent, absolutely continuous, positive random variables the counting
process
Nt :=
∑
k≥1
1{E1+...+Ek≤t}, t ≥ 0,
is called non-homogeneous pure birth process with intensity rate functions rk(x) :=
− ∂∂x log{P(Ek > x)}, k ≥ 1. A random permutation of the first d jump times Tk :=
E1 + . . .+ Ek, k = 1, . . . , d, of a pure birth process N thus has an `∞-norm symmetric
density if the intensities r1, . . . , rd−1 can be retrieved recursively from rd via (26). The
case of arbitrary intensities r1, . . . , rd hence provides a natural generalization of the
family of `∞-norm symmetric densities. It appears to be an interesting open problem
to determine necessary and sufficient conditions on r1, . . . , rd such that the respective
exchangeable density is conditionally iid, see also paragraph 7.1 below.
Example 3.13 (Pareto mixture of uniforms)
Let M in Theorem 3.10 have survival function P(M > x) = min{1, x−α} for some α > 0.
The associated function gd generating the `∞-norm symmetric density is given by
gd(x) = E[1{M>x}M−d] = α
∫ ∞
max{x,1}
u−d−1−α du =
α
d+ α
max{1, x}−d−α.
The components Xk of X have the following one-dimensional distribution function
G(x) := P(Xk ≤ x), and respective inverse G−1, given by
G(x) =
{
α
1+α x , if x < 1
1− 11+α x−α , if x ≥ 1
, G−1(y) =
{
1+α
α y , if 0 < y <
α
1+α(
(1− y) (1 + α))− 1α , if α1+α ≤ y < 1 .
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This induces the one-parametric bivariate copula family defined by
Cα(u1, u2) := P
(
G(X1) ≤ u1, G(X2) ≤ u2
)
=

(1+α)2
α (α+2) u1 u2 , if u1, u2 ≤ α1+α
u[1] − (1+α)
1+1/α
2+α u[1] (1− u[2])1+1/α , if u[1] ≤ α1+α ≤ u[2]
u[1] − α2+α (1− u[1])−1/α (1− u[2])1+1/α , else
.
Scatter plots from this copula for different values of α are depicted in Figure 2, visualizing
the dependence structure behind pairs of X. The dependence decreases with α, and
the limiting cases α = 0 and α = ∞ correspond to perfect positive association and
independence, respectively. One furthermore observes that the dependence is highly
asymmetric, i.e. large values of G(X1), G(X2) are more likely jointly close to each other
than small values, which behave like independence. This effect can be quantified in
terms of the so-called upper- and lower-tail dependence coefficients, given by
lim
x→∞P(X1 > x |X2 > x
)
=
2
2 + α
, lim
x↘0
P(X1 ≤ x |X2 ≤ x
)
= 0,
respectively.
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Fig. 2 Left: 5000 samples of (G(X1), G(X2)) for α = 0.1 in Example 3.13. Right: 5000
samples of (G(X1), G(X2)) for α = 1 in Example 3.13.
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4 The multivariate lack-of-memory property
A random vector X = (X1, . . . , Xd) with non-negative components is said to satisfy the
(multivariate) lack-of-memory property if for arbitrary 1 ≤ i1 < . . . < in ≤ d we have
that
P(Xi1 > ti1 + t, . . . ,Xin > tin + t |Xi1 > t, . . . ,Xin > t) = P(Xi1 > ti1 , . . . , Xin > tin),
with the t, t1, . . . , td either in (0,∞) (continuous support case) or in N0 (discrete support
case). The lack-of-memory property is very intuitive when the k-th component Xk of
X is interpreted as the future time point at which the k-th component in a system of
d components fails. In words, it means that conditioned on the survival of an arbitrary
sub-system (i1, . . . , in) until time t, the residual lifetimes of the components i1, . . . , in
are identical in distribution to the lifetimes at inception of the system. Needless to
mention that such intuitive property occupies a commanding role in reliability theory,
see [6] for a textbook treatment, but is also important in other contexts such as financial
risk management, e.g., [25, 54]. An alternative way to formulate the multivariate lack-
of-memory property, due to [12], is the following. For 1 ≤ i1 < . . . < in ≤ d we
denote by Zi1,...,in(t) := (1{Xi1>t}, . . . , 1{Xin>t}), t ≥ 0, the stochastic process which
indicates for each of the n components i1, . . . , in whether it is still working or already
dysfunctional. The random vector X has the lack-of-memory property if and only if
Zi1,...,in is a continuous-time Markov chain for all 1 ≤ i1 < . . . < in ≤ d.
From a theoretical point of view, studying the (multivariate) lack-of-memory property is
also natural as it generalizes very popular one-dimensional probability distributions to
the multivariate case. Indeed, if d = 1 we abbreviate X := X1 and recall the following
classical characterizations.
Lemma 4.1 (Characterization of lack-of-memory for d = 1)
(E) If the support of X equals [0,∞), then X satisfies the lack-of-memory property if
and only if X has an exponential distribution, that is P(X > t) = exp(−λ t) for
some λ > 0.
(G) If the support of X equals N, then X satisfies the lack-of-memory property if and
only if X has a geometric distribution, that is P(X > n) = (1 − p)n for some
p ∈ (0, 1).
Proof
In the geometric case, inductively we see that F¯ (n) := P(X > n) satisfies F¯ (n) = F¯ (1)n,
n ∈ N0, an the claim follows with p := 1− F¯ (1). Notice that F¯ (1) ∈ {0, 1} is ruled out
by the assumption of support equal to N. The exponential case follows similarly, see
[11, p. 190]. 
4.1 Marshall-Olkin and multivariate geometric distributions
The well known characterizations of univariate lack-of-memory in Lemma 4.1 have been
lifted to the multivariate case in [70] and [4, 59], respectively, which is briefly recalled.
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First of all, we introduce the multivariate exponential models of [70] and [4]. To this
end, we denote by E(λ) the univariate exponential law with rate λ > 0, and by G(p) the
univariate geometric distribution with parameter p ∈ (0, 1), i.e. with survival function
P(X > n) = (1 − p)n. In order to include boundary cases, we denote by E(0),G(0) the
probability law of a “random” variable that is identically equal to infinity, and by G(1)
the probability law of a “random” variable that is identically equal to one.
Example 4.2 (Probability laws with multivariate lack-of-memory)
(E) For each non-empty I ⊂ {1, . . . , d} let λI ≥ 0 with
∑
I : k∈I λI > 0 for each
k = 1, . . . , d. With EI ∼ E(λI) a list of 2d − 1 independent random variables, we
define X via
Xk := min{EI : k ∈ I}, k = 1, . . . , d.
Then X satisfies the multivariate lack-of-memory property, which is easy to see
while noticing that the survival function of X equals
F¯ (x) = exp
{
−
∑
∅6=I⊂{1,...,d}
λI max
k∈I
{tk}
}
.
(G) For each (possibly empty) I ⊂ {1, . . . , d} let pI ∈ [0, 1] with
∑
I : k/∈I pI < 1 for
each k = 1, . . . , d and
∑
I pI = 1. The probabilities pI define a probability law on
the power set of {1, . . . , d}. Let S1, S2, . . . be an iid sequence drawn from this law
and denote by GI the smallest n ∈ N such that Sn = I. Notice that GI ∼ G(pI).
We define the random vector X with values in Nd by
Xk := min{GI : k ∈ I}, k = 1, . . . , d.
Then X satisfies the multivariate lack-of-memory property. Furthermore, the
survival function of X equals
F¯ (n) =
d∏
k=1
( ∑
I : {σn(k),...,σn(d)}∩I=∅
pI
)n[k]−n[k−1]
,
where σn denotes a permutation of {1, . . . , d} such that nσn(1) ≤ . . . ≤ nσn(d), and
n0 := 0.
The probability distribution in part (E) of Example 4.2 is called Marshall-Olkin distri-
bution. It is named after [70]. The probability distribution in part (G) of Example 4.2
is called wide-sense geometric distribution. The stochastic model has been introduced
in [4]. The presented form of the survival function is computed in [59]. The following
lemma shows that the multivariate stochastic models in Example 4.2 define precisely
the multivariate analogues of Lemma 4.1.
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Lemma 4.3 (Characterization of lack-of-memory for d ≥ 1)
(E) The d-variate Marshall-Olkin distribution is the only probability law with support
[0,∞)d satisfying the lack-of-memory property.
(G) The d-variate wide-sense geometric distribution is the only probability law with
support Nd satisfying the lack-of-memory property.
Proof
Part (E) is due to the original reference [70], while part (G) is shown in [59]. 
Example 4.4 (Narrow-sense geometric law)
If Y has a Marshall-Olkin distribution and we define X := (dY1e, . . . , dYde), then X is
said to have the narrow-sense geometric distribution. As the nomenclature suggests, the
narrow-sense geometric distribution is a subset of the wide-sense geometric distribution
in dimensions d ≥ 2 (and identical for d = 1), which is very easy to see by the characteriz-
ing lack-of-memory property of the Marshall-Olkin law. Not every wide-sense geometric
law can be constructed like this, i.e. the narrow-sense family defines a proper subset of
the wide-sense family. This indicates that for d ≥ 2 the structure of the discrete lack-of-
memory property is more delicate than the structure of its continuous counterpart. For
example, while two components of a random vector with Marshall-Olkin distribution or
narrow-sense geometric distribution cannot be negatively correlated, two components of
a random vector with wide-sense geometric distribution can be, see [59] for details.
4.2 Infinite divisibility and Le´vy subordinators
The concept of infinite divisibility is of fundamental importance in the present section,
but also in Sections 5 and 6 below. Thus, we briefly recall the required background
in the present paragraph. For an elaborate textbook treatment we refer to [82]. The
concept of a Le´vy subordinator plays an essential role when studying the conditionally
iid subfamily of the Marshall-Olkin distribution, a result first discovered in [64]. Recall
that a ca`dla`g stochastic process Z = {Zt}t≥0 with Z0 = 0 is called a Le´vy process if it
has stationary and independent increments, which means that:
(i) The law of Zt+h −Zt is independent of t ≥ 0 for each h ≥ 0, i.e. Zt+h −Zt d= Zh .
(ii) Zt2 − Zt1 , . . . , Ztn − Ztn−1 are independent for 0 ≤ t1 < . . . < tn.
Hence, Le´vy processes are the continuous-time equivalents of discrete-time random
walks. A non-decreasing Le´vy process is called a Le´vy subordinator. However, there
is one fundamental difference between a random walk and a Le´vy process: the proba-
bility law of the increments in a random walk is arbitrary on R, whereas the law of the
increments in a Le´vy process need to satisfy a certain compatibility condition with re-
spect to time, as increments of arbitrarily large time span can be considered. Concretely,
it is immediate from the definition of a Le´vy process that the probability law of Z1 is in-
finitely divisible. Recall that a random variable X is called infinitely divisible if for each
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n ∈ N there exist iid random variables X(n)1 , . . . , X(n)n such that X d= X(n)1 + . . .+X(n)n .
Furthermore, if X has an infinitely divisible probability law, there exists a Le´vy process
Z = {Zt}t≥0, which is uniquely determined in law, such that Z1 d= X. As a conse-
quence, a Le´vy subordinator Z is uniquely determined in distribution by the law of Z1,
or analytically by the function Ψ(x) := − log(E[exp(−xZ1)]), x ≥ 0. One calls Ψ the
Laplace exponent of the infinitely divisible random variable Z1 (or of the Le´vy subor-
dinator Z). The function Ψ is a so-called Bernstein function, which means that it is
infinitely often differentiable on (0,∞) and the derivative Ψ′ is completely monotone,
i.e. (−1)k+1 Ψ(k) ≥ 0 for all k ≥ 1, see [8, 84] for textbook treatments on the topic. The
value Ψ(0) is by definition equal to zero but we might have a jump at zero meaning
that Ψ(x) >  > 0 for all x > 0 is possible. Intuitively, this is the case if and only if
P(Zt = ∞) > 0 for t > 0, and in this case one sometimes also speaks of a killed Le´vy
subordinator.
4.3 Analytical characterization of exchangeability and conditionally iid
By Lemma 1.3 a random vector X with either Marshall-Olkin distribution or wide-
sense geometric distribution can only be conditionally iid if it is exchangeable. An
elementary computation shows that the Marshall-Olkin distribution (resp. wide-sense
geometric distribution) is exchangeable if and only if its parameters λI (resp. pI) depend
on the indexing subsets I only through their cardinality |I|. In this exchangeable case,
we denote these parameters by λ1, . . . , λd (resp. p0, p1, . . . , pd), with subindices denoting
the possible cardinalities, i.e. λk := λ{1,...,k} and pk := p{1,...,k}, and combinatorial
computations show that the survival function F¯ of X takes the convenient algebraic
form
F¯ (x) =
d∏
k=1
b
x[d−k+1]−x[d−k]
k , F¯ (n) =
d∏
k=1
b
n[d−k+1]−n[d−k]
k , (27)
for either x1, . . . , xd ∈ [0,∞) with x0 := 0 (in the Marshall-Olkin case) or n1, . . . , nd ∈ N0
with n0 := 0 (in the wide-sense geometric case), and with
11
bk :=
k∏
i=1
exp
{
−
d−i∑
j=0
(
d− i
j
)
λj+1
}
, k = 0, . . . , d, (Marshall-Olkin case)
(28)
bk :=
d−k∑
i=0
(
d− k
i
)
pi, k = 0, . . . , d, (wide-sense geometric case).
(29)
While the parameters λk (resp. pk) are intuitive since they allow for the probabilistic
interpretations according to Example 4.2, the re-parameterization in terms of the new
11The empty product is conveniently defined to be equal to one, i.e
∏0
i=1 := 1.
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parameters bk is more convenient with regards to finding an answer to the question:
when is X conditionally iid? The main result in this regard is stated below in Theo-
rem 4.6 below, which requires the notion of d-monotone sequences and log-d-monotone
sequences. The concept of d-monotonicity as well as the notations Md and M∞ have
already been introduced in paragraph 2.1, the related concept of log-d-monotonicity is
introduced in the following definition.
Definition 4.5 (Log- monotone sequences)
For d ∈ N, a finite sequence (b0, b1, . . . , bd) ∈ (0,∞)d+1 is said to be log-d-monotone if
∇d−k log(bk) ≥ 0 for k = 0, 1, . . . , d − 1. An infinite sequence {bk}k∈N0 with positive
members is said to be completely log-monotone if (b0, . . . , bd) is log-d-monotone for each
d ≥ 1.
The notion of a log-d-monotone sequence is less intuitive than that of a d-monotone se-
quence. First notice that, in contrast to the definition of a d-monotone sequence in para-
graph 2.1, log(bd) ≥ 0 needs not hold for a log-d-monotone sequence, which is explained
by the following useful relationship between (d−1)-monotonicity and log-d-monotonicity.
It helps to transform statements involving log-d-monotonicity into statements involving
only the simpler notion of (d− 1)-monotonicity12:
(b0, . . . , bd−1) (d− 1)-monotone ⇔
(
1, e−b0 , e−(b0+b1), . . . , e−
∑d−1
i=0 bi
)
log-d-monotone.
(30)
The set of all log-d-monotone sequences starting with b0 = 1 will be denoted by LMd
in the sequel. Similarly, LM∞ denotes the sets of completely log-monotone sequences
starting with b0 = 1. [59, Proposition 4.4] shows that {bk}k∈N ∈ LM∞ if and only if
{btk}k∈N ∈ M∞ for arbitrary t > 0. In particular, LM∞ ⊂ M∞. Theorem 4.6 below
provides a second result, besides Theorem 2.2, showing that whether or not a (log-)
d-monotone sequence can be extended to a completely (log-) monotone sequence plays
an important role in the context of the present survey.
In order to better understand the following theorem it is helpful to know that the Laplace
exponent Ψ of a Le´vy subordinator Z is already completely determined by its values
on N, i.e. by the sequence {Ψ(k)}k∈N0 . Furthermore, the sequence {exp(−Ψ(k))}k∈N0
equals the moment sequence of the random variable exp(−Z1), so lies in M∞ by the
little moment problem, see paragraph 2.1. Since for arbitrary t > 0 even the sequence
{exp(−tΨ(k))}k∈N0 lies in M∞ as the moment sequence of exp(−Zt), the sequence
{exp(−Ψ(k))}k∈N0 even lies in the smaller set LM∞ of completely log-monotone se-
quences. The subset LM∞ (M∞ corresponds to precisely the infinitely divisible laws
on [0,∞], which is the discrete analogue of the well known statement that exp(−tΨ)
is a completely monotone function for arbitrary t > 0 if and only if Ψ
′
is completely
12This statement simply follows from the fact that log(1) = 0 and ∇d−k−1bk = ∇d−k log(b˜k) with
b˜k := exp(−
∑k−1
i=0 bi) for k = 0, . . . , d, with an empty sum being conveniently defined as zero.
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monotone. With this information and the information of paragraph 4.2 as background
the following theorem is now quite intuitive.
Theorem 4.6 solves Problem 1.5 for the property (P) of “satisfying the multivariate
lack-of-memory property”.
Theorem 4.6 (Lack-of-memory, exchangeability and conditionally iid)
(E) The function (27) is a survival function (of some X) with support
[0,∞)d if and only if we have (b0, . . . , bd) ∈ LMd. Furthermore,
the associated exchangeable Marshall-Olkin distribution admits
a stochastic representation that is conditionally iid if there exist
bd+1, bd+2, . . . such that {bk}k∈N0 ∈ LM∞. To wit, in this case
there exists a (possibly killed) Le´vy subordinator Z = {Zt}t≥0,
determined in law via
bk := E
[
e−k Z1
]
, k ∈ N0, (31)
such that X has the same distribution as the vector defined in (5).
(G) The function (27) is a survival function (of some X) with support
Nd0 if and only if we have (b0, b1, . . . , bd) ∈ Md. Furthermore, the
associated exchangeable wide-sense geometric distribution admits
a stochastic representation that is conditionally iid if there exist
bd+1, bd+2, . . . such that {bk}k∈N0 ∈M∞. To wit, in this case there
exists an iid sequence Y1, Y2, . . . of random variables taking values
in [0,∞], determined in law via
bk := E
[
e−k Y1
]
, k ∈ N0, (32)
such that X has the same distribution as the vector defined in (5)
when
Zt := Y1 + Y2 + . . .+ Ybtc, t ≥ 0.
Proof
Part (E) is due to [63, 64], while part (G) is due to [59].
First, we observe that once the correspondence between Md and the wide-sense geo-
metric law is established, the correspondence between LMd and the narrow-sense geo-
metric law (or, algebraically equivalent, its continuous counterpart the Marshall-Olkin
law) follows from (30) together with (28) and (29). This is because the λj in (28) are
arbitrary non-negative numbers, and the pi in (29) are also arbitrary non-negative up
to scaling (i.e. with an additional scale factor c > 0 we have that c (p0, . . . , pd−1) and
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(λ1, . . . , λd) both run through all of [0,∞)d \{(0, . . . , 0)}, noticing that pd is determined
by p0, . . . , pd−1). Concretely, by the correspondence between Md and the wide-sense
geometric law, we obtain a correspondence between Md and [0,∞)d \ {(0, . . . , 0)} up
to scaling in (29). In particular, the property of being d-monotone is not affected by
c. Replacing the λj in (28) by c pj−1 and making use of (30), we then end up with the
correspondence between LMd and the Marshall-Olkin law. To establish the correspon-
dence between Md and the wide-sense geometric law is really only a tedious algebraic
computation, see [59] for details. Essentially, d-monotonicity enters the scene precisely
for the same reason as in paragraph 2.1.
Regarding the conditionally iid subfamliy, the crucial insight is thatM∞ stands in one-
to-one relation with the set of probability measures on [0,∞] via (32), which is exactly
the well-known statement of the little moment problem, only formulated for the compact
interval [0,∞] instead of the more usual interval [0, 1] via the transformation − log. That
the (discrete) random walk construction in part (G) can only be “made continuous” in
case Y1 is infinitely divisible is very intuitive, and the Le´vy subordinator in part (E) is
simply the continuous analogue of the discrete random walk in that case. 
Since the narrow-sense geometric law of Example 4.4 is a special case of the wide-sense
geometric law, it follows that LMd (Md, which in fact is not an obvious statement.
Furthermore, X in part (G) of Theorem 4.6 happens to be narrow-sense geometric if
and only if the random variable Y1 is infinitely divisible. In fact, the elements of LM∞
stand in one-to-one correspondence with the family of infinitely divisible laws on [0,∞]
via (31), whereas the elements of the larger setM∞ stand in one-to-one correspondence
with the family of arbitrary probability laws on [0,∞] via (32), which is just a slight
re-formulation of the little moment problem.
Remark 4.7 (Analytical criterion for conditionally iid)
Given an exchangeable random vector X with lack-of-memory property and parameters
(b1, . . . , bd), Theorem 4.6 implies that X has a stochastic representation that is condi-
tionally iid if (b0, . . . , bd) can be extended to a completely (log-) monotone sequence.
Using (30), an element (b0, . . . , bd) ∈ LMd is extendible to an element in LM∞ if and
only if the (d− 1)-monotone sequence (− log(b1/b0), . . . ,− log(bd/bd−1)) is extendible to
a completely monotone sequence. Thus, we can concentrate on the completely mono-
tone case. Deciding whether a d-monotone sequence can be extended to a completely
monotone sequence is the truncated Hausdorff moment problem again, see Section 2.1.
This means that an effective analytical criterion for extendibility is known.
The following example demonstrates how a parameter sequence {bk}k∈N0 for some wide-
sense geometric law is conveniently defined via the link to the little moment problem,
setting bk := E[Xk], k ∈ N0, where X is some arbitrary random variable taking values
in [0, 1].
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Example 4.8 (A two-parametric family based on the Beta distribution)
Consider a random variable X with density
fX(x) =
Γ(p+ q)
Γ(p) Γ(q)
xp−1 (1− x)q−1, 0 < x < 1,
with parameters p, q > 0, which is a Beta distribution. The moment sequence is known
to be13
E[Xk] =
∫ 1
0
fX(x)x
k dx =
Γ(p+ k) Γ(p+ q)
Γ(p) Γ(p+ q + k)
, k ∈ N0,
so that a two-parametric family of d-variate wide-sense geometric survival functions (for
arbitrary d ≥ 1) is given by
F¯p,q(n) =
(Γ(p+ q)
Γ(p)
)n[d] d∏
k=1
( Γ(p+ k)
Γ(p+ q + k)
)n[d−k+1]−n[d−k]
, n ∈ Nd0.
The associated probability distribution of Y1 in Theorem 4.6(G) is given by Y1 d=
− log(X), i.e. the logarithm of the reciprocal of the Beta distribution in concern. Sim-
ilarly, making use of (30), a two-parametric family of d-variate Marshall-Olkin survival
functions (for arbitrary d ≥ 1) is given by
F¯p,q(x) = exp
{
− Γ(p+ q)
Γ(p)
d∑
k=1
(x[d−k+1] − x[d−k])
k−1∑
i=0
Γ(p+ i)
Γ(p+ q + i)
}
= exp
{
− Γ(p+ q)
Γ(p)
d∑
k=1
Γ(p+ k − 1)
Γ(p+ q + k − 1) x[d−k+1]
}
, x ∈ [0,∞)d.
In the special case when q = 2, the Le´vy subordinator in Theorem 4.6(E) is of compound
Poisson type with intensity p + 1 and jumps that are exponentially distributed with
parameter p.
13See, e.g., [26, p. 35].
52
5 Max-/ min-stable laws and extreme-value copulas
Throughout this paragraph, for the sake of a more compact notation we implicitly make
excessive use of the abbreviations f(0) := limx↘0 f(x) and f(∞) := limx→∞ f(x) for
functions f : (0,∞)→ (0,∞), provided the respective limits exist in [0,∞].
5.1 Max-/ min-stability and multivariate extreme-value theory
Definition 5.1 (Max- and min-stability)
We denote by F (resp. F¯ ) the d-variate distribution function (resp. survival function)
of some d-dimensional random vector Y = (Y1, . . . , Yd) (resp. X = (X1, . . . , Xd)).
(a) (The probability law of) Y is said to be max-stable if for arbitrary t > 0 there are
αi(t) > 0, βi(t) ∈ R such that
F (x)t = F
(
α1(t)x1 + β1(t), . . . , αd(t)xd + βd(t)
)
.
In this case, we also say that F is max-stable. In words, F t is again a distribution
function and equals F modulo a linear transformation of its arguments.
(b) (The probability law of) X is said to be min-stable if for arbitrary t > 0 there are
αi(t) > 0, βi(t) ∈ R such that
F¯ (x)t = F¯
(
α1(t)x1 + β1(t), . . . , αd(t)xd + βd(t)
)
.
In this case, we also say that F¯ is min-stable. In words, F¯ t is again a survival
function and equals F¯ modulo a linear transformation of its arguments.
If Y is max-stable and Y (i) are independent copies of Y , then for arbitrary n ∈ N we
observe
Y
d
=
(maxni=1{Y (i)1 } − β1(1/n)
α1(1/n)
, . . . ,
maxni=1{Y (i)d } − βd(1/n)
αd(1/n)
)
.
Similarly, if X is min-stable this means
X
d
=
(minni=1{X(i)1 } − β1(1/n)
α1(1/n)
, . . . ,
minni=1{X(i)d } − βd(1/n)
αd(1/n)
)
.
In words, the component-wise re-scaled maxima of iid copies of Y (resp. minima of iid
copies of X) have the same distribution as Y (resp. X).
Max and min-stability play a central role in multivariate extreme-value theory, as will
briefly be explained. If V (i) are independent copies of some random vector V =
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(V1, . . . , Vd), one is interested in the probability law of the vectors of component-wise
maxima, that is ( n
max
i=1
{V (i)1 }, . . . ,
n
max
i=1
{V (i)d }
)
, n ∈ N.
If one can find sequences α1(n), . . . , αd(n) > 0 and β1(n), . . . , βd(n) ∈ R such that the
re-scaled vector (maxni=1{V (i)1 } − β1(n)
α1(n)
, . . . ,
maxni=1{V (i)d } − βd(n)
αd(n)
)
converges in distribution to some Y = (Y1, . . . , Yd), then one says that Y has a mul-
tivariate extreme-value distribution. A classical result in multivariate extreme-value
theory states that Y has a multivariate extreme-value distribution if and only if Y is
max-stable, see, e.g., [45, pp. 172-174].
Since Y is max-stable if and only if −Y is min-stable (obviously), max- and min-stability
can be studied jointly by focusing on one of the two concepts. Classical extreme-value
theory textbooks typically focus on max-stability and further subdivide the study of the
probability law of max-stable Y into two sub-studies:
(i) By the Fisher-Tippett-Gnedenko Theorem, the univariate distribution function Fk
of each component Yk necessarily belongs to either the Gumbel, the Fre´chet or the
Weibull family, see [7, Chapter 2, p. 45 ff] for background.
(ii) Having understood the univariate marginal distribution functions F1, . . . , Fd ac-
cording to (i), the distribution function F of Y necessarily takes the form
F (x) = C
(
F1(x1), . . . , Fd(xd)
)
,
for a copula C : [0, 1]d → [0, 1] with the characterizing property that C(u)t =
C(ut1, . . . , u
t
d) for each t > 0, a so-called extreme-value copula.
In order to focus on a deeper understanding of extreme-value copulas it is convenient
to normalize the margins F1, . . . , Fd. In classical extreme-value theory, it is standard
to normalize to standardized Fre´chet distributions, i.e. Fk(x) = exp(−λk/x) 1{x>0} for
some λk > 0. Furthermore, we observe that X := (1/Y1, . . . , 1/Yd) is well-defined, Xk
is exponential with rate λk, and X is min-stable (since x 7→ 1/x is strictly decreasing,
so max-stability of Y is flipped to min-stability of X). The vector X is thus called
min-stable multivariate exponential and has survival function
F¯ (x) = C
(
e−λ1 x1 , . . . , e−λd xd
)
,
with extreme-value copula C. The survival function F¯ is min-stable, satisfying
F¯ (x)t = F¯ (tx), t > 0. (33)
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The analytical property (33) characterizes the concept of min-stable multivariate expo-
nentiality on the level of survival functions, and serves as a convenient starting point to
study the conditionally iid subfamily (of extreme-value copulas, resp. min-stable multi-
variate exponential distributions). For a given extreme-value copula C it further turns
out convenient to consider its so-called stable tail dependence function
`(x) := − log
(
C
(
e−x1 , . . . , e−xd
))
, x ∈ [0,∞)d,
which satisfies `(tx) = t `(x). Clearly, ` determines C and C determines `, so that
investigating ` instead of C is just a matter of convenience. Wrapping up, a min-
stable multivariate exponential distribution is fully determined by the rates (λ1, . . . , λd)
specifying the one-dimensional exponential margins, and by a stable tail dependence
function ` which stands in a one-to-one relationship with the associated extreme-value
copula C.
5.2 Analytical characterization of conditionally iid
In the sequel, we are interested in the question: when is a min-stable multivariate
exponential vector X, i.e. one whose survival function satisfies (33), conditionally iid?
We start with two important examples.
Example 5.2 (Independent exponentials)
If the components X1, . . . , Xd of X are iid, then we only need to consider the law of
X1. By definition, X1 must have an exponential law, so there is some λ > 0 such that
for arbitrary t > 0 we have
F¯ (x)t =
( d∏
k=1
e−λxk
)t
= e−t λ
∑d
k=1 xk =
d∏
k=1
e−λ t xk = F¯ (tx).
Consequently, X is min-stable multivariate exponential. The associated stable tail de-
pendence function is `(x) = x1 + . . .+ xd.
For arbitrary c ≥ 0 we introduce the notation H+,c ⊂ H+ for distribution functions of
non-negative random variables with mean equal to c. For G ∈ H+ we further denote by
MG :=
∫∞
0 1−G(x) dx ∈ [0,∞] its mean.
Example 5.3 (An important semi-parametric family)
Let G ∈ H+ with 0 < MG <∞. With an iid sequence of unit exponentials η1, η2, . . . we
consider the stochastic process
Zt :=
∑
n≥1
− log
{
G
(η1 + . . .+ ηn
t
−
)}
, t ≥ 0,
taking values in [0,∞]. It is not difficult to see that H := 1 − exp(−Z) ∈ M1+(H+).
Consequently, we may define a conditionally iid random vector X via the canonical
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stochastic model (5) from this process H. Conditioned on H, the components of X
are iid with distribution function H. It turns out that X is min-stable multivariate
exponential. To see this, we recall that the increasing sequence {η1 + . . .+ηn}n≥1 equals
the enumeration of the points of a Poisson random measure on [0,∞) with intensity
measure equal to the Lebesgue measure. This implies with the help of [79, Proposition
3.6] in (∗) below that the survival function F¯ of X is given by
F¯ (x) = P(Zx1 ≤ 1, . . . , Zxd ≤ d) = E
[
e−
∑d
k=1 Zxk
]
= E
[
exp
{
−
∑
n≥1
− log
{ d∏
k=1
G
(η1 + . . .+ ηn
xk
−
)}}]
(∗)
= exp
(
−
∫ ∞
0
1−
d∏
k=1
G
( u
xk
)
du
)
.
We introduce the notation
`G(x) := − log(F¯ (x/MG)) = 1
MG
∫ ∞
0
1−
d∏
k=1
G
( u
xk
)
du,
and we observe by substitution that t `G(x) = `G(tx) for arbitrary t > 0. This implies
F¯ (x)t = F¯ (tx), so X is min-stable multivariate exponential. The function `G is the
stable tail dependence function of X. The constant MG equals the exponential rate of
the exponential random variables X1, . . . , Xd.
The main theorem in this section states that Examples 5.2 and 5.3 are general enough to
understand the structure of the set of all infinite exchangeable sequences {Xk}k∈N whose
finite-dimensional margins are both min-stable multivariate exponential and condition-
ally iid. Concretely, Theorem 5.4 solves Problem 1.5 for the property (P) of “having
a min-stable multivariate exponential distribution (in some dimension)”. In analytical
terms, it states that the stable tail dependence function associated with the extreme-
value copula of a conditionally iid min-stable multivariate exponential random vector
is a convex mixture of stable tail dependence functions having the structural form as
presented in Examples 5.2 and 5.3.
Theorem 5.4 (Which min-stable laws are conditionally iid?)
Let {Xk}k∈N be an infinite exchangeable sequence of positive random
variables such that X = (X1, . . . , Xd) is min-stable multivariate expo-
nential for all d ∈ N. Assume that {Xk}k∈N is not iid, i.e. not given
as in Example 5.2. Then there exists a unique triplet (b, c, γ) of two
constants b ≥ 0, c > 0 and a probability measure γ on H+,1, such that
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Xk is exponential with rate b + c for each k ∈ N and the stable tail
dependence function of X equals
`(x) := − log
{
F¯
( x
b+ c
)}
=
b
b+ c
d∑
k=1
xk +
c
b+ c
∫
H+,1
`G(x) γ(dG).
In probabilistic terms, the random distribution function H, defined as
the limit of empirical distribution functions of the {Xk}k∈N as in Lemma
1.16, necessarily satisfies H
d
= 1− exp(−Z) with
Zt = b t+ c
∑
n≥1
− log
{
G
(n)
η1+...+ηn
t
−
}
, t ≥ 0, (34)
where G(k) is an iid sequence drawn from the probability measure γ,
independent of the iid unit exponentials η1, η2, . . ..
Proof
A proof consists of three steps, which have been accomplished in the three references
[67, 52, 57], respectively, and which are sketched in the sequel.
(i) For Z = − log(1−H) withH as defined in Lemma 1.16 from the sequence {Xk}k∈N,
[67, Theorem 5.3] shows that
Z
d
=
{ n∑
i=1
Z
(i)
t
n
}
t≥0
, n ∈ N, (35)
where Z(i) are independent copies of Z. Conversely, it is shown that if Z is non-
decreasing and satisfies (35), then 1− exp(−Z) is an element of Θ−1d (M∗∗), when
M∗∗ is as in Problem 1.5 and (P) is the property of “having a d-variate min-stable
multivariate exponential distribution”.
(ii) [52] show that a non-negative stochastic process Z satisfying (35) admits a series
representation of the form
Zt
d
= b t+
∑
n≥1
f
(n)
t
η1+...+ηn
, t ≥ 0,
where f (n) are iid copies of some ca`dla`g stochastic process f with f0 = 0 satisfying
some integrability condition, and b ∈ R.
(iii) [57] proves that b ≥ 0 and that f from the series representation in (ii) is necessarily
non-decreasing almost surely. Furthermore, the integrability condition on f can
be re-phrased to say that t 7→ G˜t := exp(− lims↓t f1/s) defines almost surely the
distribution function of some random variable with finite mean MG˜ =
∫∞
0 1 −
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G˜t dt > 0. Finally, the distribution function t 7→ Gt := G˜MG˜ t has unit mean, and
the claimed representation for ` is obtained when c := E[MG˜] and γ is defined as the
probability law of G after an appropriate measure change. That (b, c, γ) is unique
follows from the normalization to unit mean of G (for each single realization). 
Stochastic processes with property (35) are said to be strongly infinitely divisible with
respect to time (strong IDT). Particular examples of strong IDT processes have been
studied in [69, 24, 39], with an emphasis on the associated multivariate min-stable laws
also in [67, 9, 56, 68].
Every Le´vy process is strong IDT, but the converse needs not hold. For instance, if
Z = {Zt}t≥0 is a non-trivial Le´vy subordinator and a > b > 0, then the stochastic
process {Za t+Zb t}t≥0 is strong IDT, but not a Le´vy subordinator. The probability law
γ in Theorem 5.4 in case of a Le´vy subordinator is specified as the probability law of
Gt = e
−A +
(
1− e−A
)
1{1−e−A≥1/t}, t ≥ 0, (36)
with an arbitrary random variable A taking values in (0,∞]. The Le´vy measure of Z
and the probability law of A stand in one-to-one relation. We know from the preceding
section that if Z is a Le´vy subordinator, the associated element in M∗∗ is a d-variate
Marshall-Olkin distribution. Indeed, the Marshall-Olkin distribution is one of the most
important examples of min-stable multivariate exponential distributions. Two further
examples are presented in the sequel.
Example 5.5 (The (negative) logistic model)
If we reconsider Example 5.3 with the Fre´chet distribution function G(x) = exp(−{Γ(1−
θ)x}−1/θ) for θ ∈ (0, 1), then we observe
`G(x) =
( d∑
k=1
x
1
θ
k
)θ
.
This is the so-called logistic model. It is particularly convenient to be looked at from
the perspective of conditionally iid models, since the associated strong IDT process Z
takes a very simple form, to wit
Z
d
=
{
S t
1
θ
}
t≥0, S a θ-stable random variable, i.e. E
[
e−xS
]
= e−x
θ
.
In particular, the resulting extreme-value copula, named Gumbel copula after [37, 38], is
also an Archimedean copula, see Remark 3.8. In fact, it is the only copula that is both
Archimedean and of extreme-value kind, a result first discovered in [35].
A related example is obtained, if we choose the Weibull distribution function G(x) =
1− exp(−{Γ(θ + 1)x}1/θ), which implies
`G(x) =
d∑
j=1
(−1)j+1
∑
1≤i1<...<ij≤d
( j∑
k=1
x−θik
)− 1
θ
.
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This is the so-called negative logistic model. The associated extreme-value copula is
named Galambos copula after [32]. There exist many analogies between logistic and
negative logistic models, the interested reader is referred to [33] for background. In
particular, the Galambos copula is the most popular representative of the family of
so-called reciprocal Archimedean copulas as introduced in [34], see also paragraph 7.1
below.
Example 5.6 (A rich parametric family)
For G ∈ H+,1 the function ΨG(z) :=
∫∞
0 1 − Gz(t) dt defines a Bernstein function
with ΨG(1) = 1, see [56, Lemma 3]. This implies for z ∈ (0,∞) that Gz ∈ H+,1,
where Gz(x) := G(xΨG(z))
z. Consequently, if A is a positive random variable, we may
define γ as the law of GA ∈ M1+(H+,1). The associated stable tail dependence function
equals `(x) := E[`GA(x)]. Many parametric models from the literature are comprised
by this construction. In particular, Example 5.3 corresponds to the case A ≡ 1, and if
G(x) = exp(−1)+(1−exp(−1)) 1{1−exp(−1)≥1/x} we observe that GA equals the random
distribution function (36) corresponding to the Marshall-Olkin subfamily. See [68] for a
detailed investigation and applications of this parametric family.
Remark 5.7 (Extension to laws with exponential minima)
We have seen that the Marshall-Olkin distribution is a subfamily of min-stable mul-
tivariate exponential laws. The seminal reference [23] treats both families as multi-
variate extensions of the univariate exponential law and in the process introduces the
even larger family of laws with exponential minima. A random vector X is said to
have exponential minima if min{Xi1 , . . . , Xik} has a univariate exponential law for ar-
bitrary 1 ≤ i1 < . . . ik ≤ d. Obviously, a min-stable multivariate exponential law
has exponential minima, but the converse needs not hold in general. It is shown
in [67] that if Z = {Zt}t≥0 is a right-continuous, non-decreasing process such that
E[exp(−xZt)] = exp(−tΨ(x)) for some Bernstein function Ψ, then X as defined in (5)
has exponential minima. The process Z is said to be weakly infinitely divisible with
respect to time (weak IDT), and - as the nomenclature suggests - every strong IDT pro-
cess is also weak IDT. However, there exist weak IDT processes which are not strong
IDT. Notice in particular that a Le´vy subordinator is uniquely determined in law by
the law of Z1 (or equivalently the Bernstein function Ψ), but neither strong nor weak
IDT processes are determined in law by the law of Z1. If one takes two independent,
but different, strong IDT processes Z(1), Z(2) subject to Z
(1)
1
d
= Z
(2)
1 , then the stochastic
process
Zt :=
{
Z
(1)
t if B = 1,
Z
(2)
t if B = 0,
, B independent Bernoulli
(1
2
)
-variate, t ≥ 0,
then Z is weak IDT, but not strong IDT. On the level ofX this means that the mixture of
two min-stable multivariate exponential random vectors always has exponential minima,
but needs not be min-stable anymore.
Remark 5.8 (Archimax copulas)
The study of min-stable multivariate exponentials is analogous to the study of extreme-
value copulas. From this perspective, Theorem 5.4 gives us a canonical stochastic model
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for all conditionally iid extreme-value copulas. Another family of copulas for which we
understand the conditionally iid subfamily pretty well is Archimedean copulas, related to
`1-norm symmetric distributions and mentioned in Remark 3.8. The family of so-called
Archimax copulas is a superclass of both extreme-value and Archimedean copulas. It has
been studied in [13, 14] with the intention to create a rich copula family that comprises
well-known subfamilies. An extreme-value copula C is conveniently described in terms
of its stable tail dependence function. Recall that Theorem 5.4 is formulated in terms
of the stable tail dependence function and gives an analytical criterion for C to be
conditionally iid. An Archimax copula C is a multivariate distribution function of the
functional form
C`,ϕ(u1, . . . , ud) = ϕ
(
`
(
ϕ−1(u1), . . . , ϕ−1(ud)
))
.
It is recognized that if `(x1, . . . , xd) = x1 + . . . + xd then C`,ϕ is an Archimedean cop-
ula, and if ϕ(x) = exp(−x), then C`,ϕ is an extreme-value copula. By combining our
knowledge from Theorems 3.6 and 5.4 about Archimedean and extreme-value copulas,
it is immediate to show that{{
1− e−ZM t}
t≥0 ∈M1+(H+) : M > 0 a positive random variable, and
{Zt}t≥0 non-decreasing strong IDT
}
⊂ Θ−1d
(
M∗∗
)
, (37)
when M denotes the family of all probability laws with the property (P) of “having a
survival function of the functional form
P(X > x) = ϕ ◦ `(x) = C`,ϕ
(
ϕ(x1), . . . , ϕ(xd)
)
, x = (x1, . . . , xd) ∈ [0,∞)d,
(in some dimension d)”. In this case, the function ϕ equals the Laplace transform of M
and ` is given in terms of a triplet (b, c, γ) such as in Theorem 5.4, associated with the
strong IDT process Z, and b+ c = 1.
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6 Exogenous shock models
The present section studies a family M of multivariate distribution functions that have a
stochastic representation according to the following exogenous shock model: We consider
some system consisting of d components and interpret the k-th component of our random
vector X = (X1, . . . , Xd) with law in M as the lifetime of the k-th component in our
system. A component lives until it is affected by an exogenous shock, and the arrival
times of these exogenous shocks are modeled stochastically. For each non-empty subset
I ⊂ {1, . . . , d} of components, we denote by EI a non-negative random variable. We
assume that all EI are independent and interpret EI as the arrival time of an exogenous
shock affecting all components of our random vector which are indexed by I. This means
that we define
Xk := min{EI : k ∈ I}, k = 1, . . . , d. (38)
Such exogenous shock models are popular in reliability theory, insurance risk, and port-
folio credit risk. Recall from Example 4.2(E) that this model is a generalization of the
Marshall-Olkin distribution, which arises as special case if all the EI are exponentially
distributed, see also Example 6.2 below.
6.1 Exchangeability and the extendibility problem
We are interested in a solution of Problem 1.5 for the property (P) of “having an exoge-
nous shock model representation (38)”. By Lemma 1.3 exchangeability is a necessary
requirement on X, and we observe immediately from (38) that this implies that the
distribution function of EI is allowed to depend on the subset I only through its car-
dinality |I|. Some simple algebraic manipulations, see the proof of Theorem 6.1 below,
reveal that the survival function of X necessarily must be given as the product of its
arguments after being ordered and idiosyncratically distorted. Thus, already from a
purely algebraic viewpoint it is a quite compelling problem to determine necessary and
sufficient conditions on the distortions to obtain a proper survival function. In other
words, already the characterization of the exchangeable subfamily in analytical terms is
an interesting problem, the interested reader is referred to [60] for its solution.
The conditionally iid subfamily M∗∗ is also investigated in [60]. One major finding
is that when the increments of the factor process Z in the canonical construction (5)
are independent, then one ends up with an exogenous shock model. Recall that a
ca`dla`g stochastic process Z = {Zt}t≥0 with independent increments is called additive,
see [82] for a textbook treatment. For our purpose, it is sufficient to be aware that
the probability law of a non-decreasing additive process Z = {Zt}t≥0 with Z0 = 0
can be described uniquely in terms of a family {Ψt}t≥0 of Bernstein functions defined
by Ψt(x) := − log(E[exp(−xZt)]), x ≥ 0, i.e. Ψt equals the Laplace exponent of the
infinitely divisible random variable Zt. The independent increment property implies for
0 ≤ s ≤ t that Ψt −Ψs is also a Bernstein function and equals the Laplace exponent of
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the infinitely divisible random variable Zt−Zs. The easiest example for a non-decreasing
additive process is a Le´vy subordinator, in which case Ψt = tΨ1, i.e. the probability law
is described completely in terms of just one Bernstein function Ψ1 (due to the defining
property that the increments are not only independent but also identically distributed).
Two further compelling examples of (non-Le´vy) additive processes are presented in
subsequent paragraphs.
Theorem 6.1 (Additive subordinators and exogenous shock models)
Let M denote the family of probability laws with the property (P) of
“having a stochastic representation as in (38)”. A random vector X has
law in M and is exchangeable if and only if it admits a survival copula
of the functional form
Cˆ(u1, . . . , ud) = u[1]
d∏
k=2
gk(u[k]), u1, . . . , ud ∈ [0, 1], (39)
with certain functions gk : [0, 1] → [0, 1]. Concerning conditionally iid
exogeneous shock models, we have{{
1− e−Zt}
t≥0 ∈M1+(H+) : {Zt}t≥0 additive process
}
⊂ Θ−1d
(
M∗∗
)
.
Proof
A proof sketch works as follows, see [60] for details. The survival function of the ran-
dom vector X defined by (38) can be written in terms of the one-dimensional survival
functions of the EI as
P(X > x) =
∏
∅6=I
P(EI > max{xk : k ∈ I}).
Exchangeability of X implies that the probability law of EI depends on I only via its
cardinality |I| ∈ {1, . . . , d}. If we denote the survival function of EI with |I| = m by
H¯m, we observe that
P(X > x) =
d∏
m=1
∏
I : |I|=m
H¯m(max{xk : k ∈ I}) =
d∏
m=1
d−m+1∏
k=1
(
H¯m(x[d−k+1])
)(d−km−1)
=
d∏
k=1
d−k+1∏
m=1
(
H¯m(x[d−k+1])
)(d−km−1). (40)
Noting for x = (x, 0, . . . , 0) that x[d] = x and x[1] = . . . = x[d−1] = 0, we observe that
the one-dimensional margins are
P(Xk > x) =
d∏
m=1
(
H¯m(x)
)( d−1m−1) =: F¯1(x), k = 1, . . . , d.
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That (40) can be written as Cˆ
(
P(X1 > x1), . . . ,P(Xd > xd)
)
with Cˆ as in (39) follows
by a tedious yet straightforward computation with the gk defined as
gk :=
d−k+1∏
m=1
(
H¯m ◦ F¯−11
)(d−km−1), k = 2, . . . , d,
where F¯−11 denotes the generalized inverse of the non-increasing function F¯1, which is
defined analogous to the generalized inverse of a distribution function as
F¯−11 (x) := inf{t > 0 : F¯ (t) ≤ x}.
Now assume Z is an additive process with associated family of Bernstein functions
{Ψt}t≥0. The survival copula of the random vector X of Equation (5) can be computed
in closed form using the independent increment property of Z. It is easily shown to be
of the structural form (39), when
gk(u) := exp
(−ΨF¯−11 (u)(k) + ΨF¯−11 (u)(k − 1)), k = 2, . . . , d,
with F¯1(x) := exp(−Ψx(1)), x ≥ 0. 
There are some interesting subfamilies of exogenous shock models that are worth men-
tioning with respect to their conditionally iid substructure. The first of them is a well
known friend from previous sections, re-visited once again in the following example.
Example 6.2 (The Marshall–Olkin law revisited)
If all random variables EI in the exogenous shock model construction (38) are expo-
nentially distributed, we are in the special situation of Example 4.2(E). Indeed, it has
already been shown in the original reference [70] that every Marshall–Olkin distribu-
tion can be constructed like this. Hence, we already know from Theorem 4.6(E) that
an exogenous shock model with exponential arrival times is obtained via the canonical
conditionally iid model (5) if the associated stochastic process H = {Ht}t≥0 ∈M1+(H+)
is such that Zt := − log(1−Ht), t ≥ 0, defines a Le´vy subordinator, which is a special
additive subordinator.
Example 6.3 (A simple global shock model)
A special case of copulas of the form (39) is considered in [20], namely g2 = . . . = gd,
which we briefly put in context with the additive process construction. To this end,
let g2 be a strictly increasing and continuous distribution function of some random
variable taking values in [0, 1], assuming x 7→ g2(x)/x is non-increasing on (0, 1]. The
function FM (x) := x/g2(x) then is a distribution function on [0, 1], and we let M be a
random variable with this distribution function. Independently, let W1,W2, . . . be an
iid sequence drawn from g2. We consider the infinite exchangeable sequence {Xk}k∈N
with Xk := min{E{k}, E{1,2,...}}, k ∈ N, where
E{k} := − log
(
FM (Wk)
)
, k ∈ N, E{1,2,...} := − log
(
FM (M)
)
.
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By definition, each finite d-margin has an exogenous shock model representation, and
the survival copula Cˆ is easily seen to be of the form (39) with g2 = . . . = gd, for
arbitrary d ≥ 2. The conditional distribution function is static in the sense of Section
3, and given by H = 1− exp(−Z) with
Zt :=
{
− log
(
g2
{
F−1M
(
e−t
)})
, if t < E{1,2,...}
∞ , if t ≥ E{1,2,...}
, t ≥ 0.
The random variable E{1,2,...} is unit exponential, and Z is additive with associated
family of Bernstein functions Ψt(x) = − log(E[exp(−xZt)]) given by
Ψt(x) = t 1{x>0} + x
(
− log
{
g2
{
F−1M
(
e−t
)}})
, x, t ≥ 0.
Notice that for each fixed t > 0 this corresponds to an infinitely divisible distribution of
Zt that is concentrated on the set{
∞,− log
(
g2
{
F−1M
(
e−t
)})}
.
The case g2(x) = x
α with α ∈ [0, 1] implies that Z is a killed Le´vy subordinator that
grows linearly before it jumps to infinity, X has a Marshall-Olkin law, and the EI are
exponential. In the general case, Z needs not grow linearly before it gets killed.
Two further examples are studied in greater detail in the following two paragraphs, since
they give rise to nice characterization results.
6.2 The Dirichlet prior and radial symmetry
In the two landmark papers [30, 31], T.S. Ferguson introduces the so-called Dirichlet
prior and shows that it can be constructed by means of an additive process. More clearly,
let c > 0 be a model parameter and let G ∈ H+, continuous and strictly increasing.
Consider a non-decreasing additive process Z = {Zt}t∈[G−1(0),G−1(1)] whose probability
law is determined by a family of Bernstein functions {Ψt}t≥0, which are given by
Ψt(x) =
∫ ∞
0
(
1− e−xu) e−u c (1−G(t)) − e−u c
u (1− e−u) du, x ≥ 0, G
−1(0) < t < G−1(1).
The random distribution function H = {Ht}t∈[G−1(0),G−1(1)] defined by Ht := 1 −
exp(−Zt) satisfies the following property: for arbitrary G−1(0) < t1 < . . . < td < G−1(1)
the random vector (
Ht1 , Ht2 −Ht1 , . . . ,Htd −Htd−1 , 1−Htd
)
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has a Dirichlet distribution14 with parameters
c
(
G(t1), G(t2)−G(t1), . . . , G(td)−G(td−1), 1−G(td)
)
,
and H is called Dirichlet prior with parameters (c,G), denoted DP (c,G) in the sequel.
The probability distribution of (X1, . . . , Xd) in (5), when H = DP (c,G) for some G
with support [G−1(0), G−1(1)] := [0,∞], is given by
P(X1 > x1, . . . , Xd > xd) = Cˆc
(
1−G(x1), . . . , 1−G(xd)
)
, with
Cˆc(u1, . . . , ud) = u[1]
d∏
k=2
c u[k] + k − 1
c+ k − 1 . (41)
It is insightful to remark that for c↘ 0 the copula Cˆc converges to the so-called upper-
Fre´chet Hoeffding copula Cˆ0(u) = u[1], and for c↗∞ to the copula Cˆ∞(u) =
∏d
k=1 uk
associated with independence. The intuition of the Dirichlet prior model is that all
components of X have distribution function G, but one is uncertain whether G is really
the correct distribution function. So the parameter c models an uncertainty about G
in the sense that the process H must be viewed as a “distortion” of G. For c ↗ ∞ we
obtain H = G, while for c↘ 0 the process H is maximally chaotic (in some sense) and
does not resemble G at all.
Interestingly, if the probability law dG is symmetric about its median µ := G−1(0.5),
then the random vector (X1, . . . , Xd) is radially symmetric, which can be verified using
Lemma 1.14. One can furthermore show that there exists no other conditionally iid
exogenous shock model satisfying this property, see the following lemma. To this end,
recall that a copula C is called radially symmetric if C = Cˆ, i.e. it equals its own survival
copula, which means that U = (U1, . . . , Ud)
d
= (1− U1, . . . , 1− Ud) for U ∼ C.
Lemma 6.4 (Radial symmetry in exchangeable exogenous shock models)
A copula of the structural form (39) is radially symmetric if and only if
the functions gk are linear, k = 2, . . . , d, which is the case if and only if
there is a c ∈ [0,∞] such that the copula takes the form (41).
Proof
This is [61, Theorem 3.5]. In order to prove necessity, the principle of inclusion and
exclusion can be used to express the survival copula of Cˆ as an alternating sum of
lower-dimensional margins of Cˆ. By radial symmetry, this expression equals Cˆ, and
on both sides of the equation one may now take the derivatives with respect to all d
arguments. A lengthy but tedious computation then shows that the gk must all be linear,
which implies the claim. Sufficiency is proved using the Dirichlet prior construction. The
defining properties of the Dirichlet prior imply that the assumptions of Lemma 1.14 are
satisfied, which implies the claim. 
14Recall from Remark 3.9 that S = (S1, . . . , Sd) has a Dirichlet distribution with parameters α =
(α1, . . . , αd) if S
d
= G/||G||1 for a vector G of independent unit-scale Gamma-distributed random
variables.
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6.3 The Sato-frailty model and self-decomposability
A real-valued random variable X is called self-decomposable if for arbitrary c ∈ (0, 1)
there exists an independent random variable Y such that X
d
= cX + Y . It can be
shown that a self-decomposable X is infinitely divisible, so self-decomposable laws are
special cases of infinitely divisible laws. In particular, if X takes values in (0,∞) and
is infinitely divisible with Laplace exponent given by the Bernstein function Ψ, then
X is self-decomposable if and only if the function x 7→ xΨ′(x) is again a Bernstein
function, see [91, Theorem 2.6, p. 227]. Now let Ψ be the Bernstein function as-
sociated with a self-decomposable law on (0,∞), and consider a family of Bernstein
functions defined by Ψt(x) := Ψ(x t), t ≥ 0. One can show that there exists an ad-
ditive subordinator Z = {Zt}t≥0 which is uniquely determined in law by {Ψt}t≥0 via
Ψt(x) = − log(E[exp(−xZt)]), x, t ≥ 0, called Sato subordinator. If we use this process
in (5), the conditionally iid random vector X obtained by this construction has survival
function given by
P(X > x) = exp
{
−
d∑
k=1
Ψ
(
(d− k + 1)x[k]
)−Ψ((d− k)x[k])}, x ∈ [0,∞)d. (42)
The following lemma characterizes self-decomposability analytically in terms of multi-
variate probability laws given by (42).
Lemma 6.5 (Characterization of self-decomposable Bernstein functions)
Let Ψ : [0,∞) → [0,∞) be some function. The d-variate function (42)
defines a proper survival function on [0,∞)d for all d ≥ 2 if and only if
Ψ equals the Bernstein function of a self-decomposable probability law
on (0,∞).
Proof
Sufficiency is an instance of the general Theorem 6.1, as demonstrated above. Necessity,
i.e. that self-decomposability can actually be characterized in terms of the multivariate
survival functions (42), is shown in [62] and relies on some purely analytical, technical
computations. 
Example 6.6 (A one-parametric, multivariate Pareto distribution)
Let Ψ(x) = α log(1 + x) be the Bernstein function associated with a Gamma distribu-
tion15 with parameter α > 0. The Gamma distribution is self-decomposable and the
survival function (42) takes the explicit, one-parametric form
P(X > x) =
( d∏
k=1
(d− k)x[k] + 1
(d− k + 1)x[k] + 1
)α
.
15This is precisely the Gamma distribution with density (19) for α = αk.
66
The one-dimensional marginal survival functions are given by F¯1(x) = (1+x)
−α. Notice
that this equals the survival function of Y − 1, when Y has a Pareto distribution with
scale parameter (aka left-end point of support) equal to one and tail index α. Thus,
the random vector X + 1 := (X1 + 1, . . . , Xd + 1) might be viewed as a multivariate
extension of the Pareto distribution with scale parameter equal to one and tail index α.
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7 Related open problems
7.1 Extendibility-problem for further families
The present article surveys solutions to Problems 1.1 and 1.5 for several families M of
interest. One goal of the survey is to encourage others to solve the problem also for
other families. We provide examples that we find compelling:
(i) The family of min-stable laws in Section 5 can be generalized to min-infinitely
divisible laws. Generalizing (33), a multivariate survival function F¯ is called
min-infinitely divisible if for each t > 0 there is a survival function F¯t such that
F¯ (x)t = F¯t(x). Like in the case of min-stable laws, the concept of min-infinite
divisibility is equivalent to the concept of max-infinite divisibility, on which [79]
provides a textbook treatment. It is pretty obvious that non-decreasing infinitely
divisible processes occupy a commanding role with regards to the conditionally
iid subfamily, but to work out a convenient analytical treatment of these in re-
lation with the associated min-infinitely divisible laws appears to be a promising
direction for further research. Notice that the family of reciprocal Archimedean
copulas, introduced in [34], is one particular special case of max-infinitely divisible
distribution functions, and in this special case the conditionally iid subfamily is de-
termined similarly as in the case of Archimedean copulas, see [34, Section 7]. This
might serve as a good motivating example for the aforementioned generalization.
(ii) Theorem 3.10 studies d-variate densities of the form gd(x[d]), and [36] also con-
siders a generalization to densities of the form g(x[1], x[d]), depending on x[1] and
x[d]. From a purely algebraic viewpoint it is tempting to investigate whether ex-
changeable densities of the structural form
∏d
k=1 gk(x[k]), allow for a nice theory as
well. When are these conditionally iid? This generalization of the `∞-norm sym-
metric case is motivated by a relation to non-homogeneous pure birth processes,
as already explained in Remark 3.12. Such processes are of interest in reliability
theory, as explained in [87].
(iii) On page 45 it was mentioned that the Marshall-Olkin distribution is character-
ized by the property that for all subsets of components the respective “survival
indicator process” is a continuous-time Markov chain. This property may nat-
urally be weakened to the situation when only the survival indicator process
Zt := (1{X1>t}, . . . , 1{Xd>t}) of all components is a continuous-time Markov chain.
On the level of multivariate distributions, one generalizes the Marshall-Olkin dis-
tribution to a more general family of multivariate laws that has been shown to
be interesting in mathematical finance in [42]. Furthermore, it is a subfamily of
the even larger family of so-called multivariate phase-type distributions, see [5].
Which members of theses families of distributions are conditionally iid? Presum-
ably, this research direction requires to generalize the Le´vy subordinator in the
Marshall–Olkin case to more general non-decreasing Markov processes.
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7.2 Testing for conditional independence
If a specific d-variate law in some family M is given, do we have a practically useful,
analytical criterion to decide whether or not this law is in M∗, resp. M∗∗, or not?
According to Theorem 1.18, in general this requires to check whether a supremum
over bounded measurable functions is bounded from above, which in practice is rather
inconvenient - at least on first glimpse. For certain families, however, there is hope to
find more useful criteria. For instance, for Marshall-Olkin distributions the link to the
truncated moment problem in Remark 4.7 is helpful in this regard, like it is for binary
sequences. For Archimedean copulas (resp. `1-norm symmetric survival functions) this
boils down to checking whether a d-monotone function is actually completely monotone,
i.e. a Laplace transform. However, it is an open problem for the family of extreme-
value copulas. Of course, Theorem 5.4 tells us which stable tail dependence functions
correspond to conditionally iid laws. But given some specific stable tail dependence
function, how can we tell effectively whether or not this given function has the desired
form? Even for dimension d = 2, in which case the problem is presumably easier due
to the fact that the 2-dimensional unit simplex is one-dimensional, this problem is non-
trivial and open. Given we find such effective analytical criterion for some familyM, is it
even possible to build a useful statistical test based on it, i.e. can we test the hypothesis
that the law is conditionally iid?
7.3 Combination of one-factor models to multi-factor models
This is probably the most obvious application of the presented concepts. The idea
works as follows. According to our notation, the dependence-inducing latent factor in
a conditionally iid model is H. Depending on the stochastic properties of H ∈M1+(H),
it may be possible to construct H from a pair (H(1), H(2)) ∈ M1+(H) ×M1+(H) of two
independent processes of the same structural form, say H = f(H(1), H(2)). For example,
if H(1) and H(2) are two strong IDT processes, see Section 5, then so is their sum H =
H(1) +H(2). In this situation, we may define dependent processes H(1,1), . . . ,H(1,J) from
J + 1 independent processes H(0), . . . ,H(J) as H(1,j) = f(H(0), H(j)). The conditionally
iid vectors X(1), . . . ,X(J) defined via (4) from H(1,1), . . . ,H(1,J) are then dependent, so
that the combined vectorX = (X(1), . . . ,X(J)) has a hierarchical dependence structure.
Such structures break out of the - sometimes undesired and limited - exchangeable
cosmos and have the appealing property that the lowest-level groups are conditionally
iid, so the whole structure can be sized up, i.e. is dimension-free to some degree. Of
particular interest is the situation when the random vector (X
(1)
1 , . . . , X
(J)
1 ) composed
of one component from each of the J different groups is conditionally iid and its latent
factor process equals H(0) in distribution. In this particular situation, an understanding
of the whole dependence structure of the hierarchical model X is retrieved from an
understanding of the conditionally iid sub-models based on the H(j). In other words, the
conditionally iid model can be nested to construct highly tractable, non-exchangeable,
multi-factor dependence models from simple building blocks. For instance, hierarchical
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elliptical laws, Archimedean copulas16, and min-stable laws can be constructed based on
the presented one-factor building blocks, see [65] for an overview. For these and other
families, the design, estimation, and efficient simulation of such hierarchical structures
is an active area of research or even an unsolved problem.
7.4 Parameter estimation with uncertainty
The classical statistical parameter estimation problem is to estimate the (true) parame-
ter m of a one-parametric distribution function Fm from iid observations X1, . . . , Xd ∼
Fm. A parameter estimate is then a function mˆ = mˆ(X1, . . . , Xd) of the observations
into the set of admissible parameters. This classical problem relies on the hypothesis
that there is a “true” parameter m, from which the observations are drawn. But what
if we are uncertain whether or not the observations are actually drawn from some Fm?
The Dirichlet prior has been introduced in [30, 31] with the motivation to model uncer-
tainty about the hypothesis that observations are drawn from some Fm. Instead, it is
assumed that they are draw from DP (c, Fm) with an uncertainty parameter c > 0. On a
high level, this amounts to observing one sample X = (X1, . . . , Xd), with large d, from a
parametric conditionally iid model. Optimal estimates for m based on the observations
can then be derived due to the convenient Dirichlet prior setting, see [30, 31] for details.
But this question can clearly also be posed for other conditionally iid models. Let us
provide a second motivation that appears to be natural: let X1, . . . , Xd be observed
time points of company bankruptcy filings within the last 10 years. An iid assumption
for X1, . . . , Xd is well known to be inappropriate. Instead, a popular model for such
time points is a Marshall-Olkin distribution, see [25]. If we assume in addition - for
mathematical convenience - that X = (X1, . . . , Xd) is conditionally iid, we know from
Theorem 4.6(E) and Lemma 1.16 that the empirical distribution function of X1, . . . , Xd
is approximately equal to 1 − exp(−Z) for a Le´vy subordinator Z. Depending on a
specific parametric model for Z, it is well possible that we can estimate the parameters
based on the observed empirical distribution function. For example, if Z is a compound
Poisson process with constant jump size m, then huge (small) jumps in the empirical
distribution function apparently indicate a large (small) value of m. Such parameter
estimation problems based on one (large) sample X = (X1, . . . , Xd) from a conditionally
iid model appear to be very model-specific and thus possibly interesting, and the two
motivating examples above indicate that one might find natural motivations for those.
7.5 Quantification of diversity of possible extensions
All of the presented theorems solve Problem 1.5, but only in some cases17 the solution
setM∗∗ is shown to coincide with the in general larger solution setM∗ in Problem 1.1. Is
it possible at all to find a non-trivial example for a property (P) such that M∗∗ 6= M∗?
16See also the many references in Remark 3.8.
17To wit, Example 1.6, Schoenberg’s Theorem 3.3 and Theorem 3.10.
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Can one show that M∗ = M∗∗ in the other presented solutions of Problem 1.5? To
provide one concrete example, from Theorem 4.6(G) we know that (b0, b1, b2) ∈ M2
determines a three-dimensional, exchangeable wide-sense geometric law. However, this
exchangeable probability distribution is only in M∗∗ if there exist b3, b4, . . . such that
{bk}k∈N0 ∈ M∞. Could it be that the last extension property does fail, but the three-
dimensional, exchangeable wide-sense geometric law associated with (b0, b1, b2) is still
conditionally iid? If so, then necessarily there is some n > 3 and an infinite exchangeable
sequence {Xk}k∈N such that (X1, X2, X3) has the given wide-sense geometric law but
(X1, . . . , Xn) is not wide-sense geometric.
A related question concerns only elements inM∗∗. There might be two infinite exchange-
able sequences {X(1)k }k∈N and {X(2)k }k∈N with {X(1)k }k∈N
d
6= {X(2)k }k∈N but (X(1)1 , . . . , X(1)d )
d
=
(X
(2)
1 , . . . , X
(2)
d ) for some d ∈ N. To provide an example, related to Theorems 2.2 and
4.6, the vector (1, b1) with b1 ∈ [0, 1] can always be extended to a sequence {bk}k∈N
that is completely monotone, for example set bk = b
k
1. In case of Theorem 4.6(G), all
the different possible extensions imply different exchangeable sequences {Xk}k∈N such
that 2-margins follow the associated wide-sense geometric law with parameters (1, b1).
But all these extensions have in common that arbitrary d-margins are always wide-sense
geometric. But it is unclear whether one can find {Xk}k∈N with the same 2-margins,
but with structurally different d-margins for d > 2. If structurally different extensions
are possible, can one quantify how different such extensions are allowed to be? Further
related questions are: Is the “⊂” in (37) and in Theorem 6.1 actually a “=”? Notice
that the proof ideas in [19, 78], who study such issues in the case of some static laws,
might help to approach such questions.
7.6 Characterization of stochastic objects via multivariate probability laws
As a general rule, for an infinite exchangeable sequence {Xk}k∈N defined via (4) the
probability law of the random distribution function H is uniquely determined by its
mixed moments
E[Ht1 · · · Htd ] = P(X1 ≤ t1, . . . , Xd ≤ td), d ∈ N, t1, . . . , td ∈ R.
This often implies interesting analytical characterizations of the stochastic object H
in terms of the multivariate distribution functions t 7→ P(X1 ≤ t1, . . . , Xd ≤ td). In
particular, if H is of the form H = 1 − exp(−Z) like in (5), then the mixed moments
above become
E
[
e−
∑d
k=1 Ztk
]
= P(X1 > t1, . . . , Xd > td), d ∈ N, t1, . . . , td ≥ 0,
that is the survival functions t 7→ P(X1 > t1, . . . , Xd > td) stand in one-to-one relation
with the Laplace transforms of finite-dimensional margins of the non-decreasing process
Z. This general relationship explains the close connection between conditionally iid
probability laws and moment problems/ Laplace transforms encountered several times
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in this survey. For instance, Theorem 3.6 shows that ϕ is a Laplace transform if and only
if x 7→ ϕ(||x||1) is a survival function for all d ≥ 1, or Theorem 4.6 characterizes Le´vy
subordinators in terms of multivariate survival functions, or Lemma 6.5 characterizes
self-decomposable Bernstein functions via multivariate survival functions. Can further
characterizations be found? Is there a compelling application for such characterizations
in terms of multivariate survival functions?
72
References
[1] D.J. Aldous, Exchangeability and related topics, Springer, E´cole d’E´te´ de Prob-
abilite´s de Saint-Flour XIII-1983, Lecture Notes in Mathematics 1117 (1985) pp.
1–198.
[2] D.J. Aldous, More uses of exchangeability: representations of complex random struc-
tures, in Probability and Methematical Genetics - papers in honour of Sir John King-
man, Cambridge University Press (1985) pp. 35–63.
[3] E.M. Alfsen, Compact convex sets and boundary integrals, Springer (1971).
[4] B.C. Arnold, A characterization of the exponential distribution by multivariate ge-
ometric compounding, Sankhya¯: The Indian Journal of Statistics 37:1 (1975) pp.
164–173.
[5] D. Assaf, N.A. Langberg, T.H. Savits, M. Shaked, Multivariate phase-type distribu-
tions, Operations Research 32:3 (1984) pp. 688–702.
[6] R.E. Barlow, F. Proschan, Statistical theory of reliability and life testing, Rinehart
and Winston, New York (1975).
[7] J. Beirlant, Y. Goegebeur, J. Teugels, J. Segers, Statistics of Extremes: Theory and
Applications, John Wiley & Sons, Chichester (2004).
[8] C. Berg, J.P.R. Christensen, P. Ressel, Harmonic analysis on semigroups, Springer,
Berlin (1984).
[9] G. Bernhart, J.-F. Mai, M. Scherer, On the construction of low-parametric families
of min-stable multivariate exponential distributions in large dimensions, Dependence
Modeling 3 (2015) pp. 29–46.
[10] S. Bernstein, Sur les fonctions absolument monotones, Acta Mathematica 52
(1929) pp. 1–66.
[11] P. Billingsley, Probability and Measure, Wiley Series in Probability and Statistics,
Wiley, New York (1995).
[12] D. Brigo, J.-F. Mai, M. Scherer, Markov multi-variate survival indicators for de-
fault simulation as a new characterization of the Marshall–Olkin law, Statistics and
Probability Letters 114 (2016) pp. 60–66.
[13] P. Cape´raa`, A.-L. Fouge`res, C. Genest, Bivariate distributions with given extreme
value attractor, Journal of Multivariate Analysis 72 (2000) pp. 30–49.
[14] A. Charpentier, A.-L. Fouge`res, C. Genest, J.G. Nesˇlehova´, Multivariate Archimax
copulas, Journal of Multivariate Analysis 126 (2014) pp. 118–136.
73
[15] H. Cossette, S.-P. Gadoury, E. Marceauand, I. Mtalai, Hierarchical Archimedean
copulas through multivariate compound distributions, Insurance: Mathematics and
Economics 76 (2017) pp. 1–13.
[16] L. Daboni, Exchangeability and completely monotone functions, in Exchangeability
in Probability and Statistics, edited by G. Koch and F. Spizzichino, North-Holland
Publishing Company (1982) pp. 39–45.
[17] B. De Finetti, Funzione caratteristica di un fenomeno aleatorio, Atti della R.
Academia Nazionale dei Lincei, Serie 6. Memorie, Classe di Scienze Fisiche, Mathe-
matica e Naturale 4 (1931) pp. 251–299.
[18] B. De Finetti, La pre´vision: ses lois logiques, ses sources subjectives, Annales de
l’Institut Henri Poincare´ 7 (1937) pp. 1–68.
[19] P. Diaconis, D. Freedman, A dozen de Finetti-style results in search of a theory,
Annales de l’Institute Henri Poincare´ 23 (1987) pp. 397–423.
[20] F. Durante, J.J. Quesada-Molina, M. U´beda-Flores, A method for constructing
multivariate copulas, in New dimensions in fuzzy logic and related technologies -
Proceedings of the 5th EUSFLAT Conference, volume 1, edited by M. Sˇteˇpnicˇka et
al. (2007) pp. 191–195.
[21] R. Durrett, Probability: theory and examples, 4th edition, Cambridge University
Press (2010).
[22] P. Embrechts, M. Hofert, A note on generalized inverses, Mathematical methods
of Operations Research 77 pp. 423–432.
[23] J.D. Esary, A.W. Marshall, Multivariate distributions with exponential minimums,
Annals of Statistics 2 (1974) pp. 84–98.
[24] K. Es-Sebaiy, Y. Ouknine, How rich is the class of processes which are infinitely
divisible with respect to time, Statistics and Probability Letters 78 (2008) pp. 537–
547.
[25] K. Giesecke, A simple exponential model for dependent defaults, Journal of Fixed
Income 13:3 (2003) pp. 74–83.
[26] A.K. Gupta, S. Nadarajah, Handbook of beta distributions and its applications,
Marcel Dekker (2004).
[27] E. Hewitt, L.J. Savage, Symmetric measures on Cartesian products, Transactions
of the American Mathematical Society 80 (1955) pp. 470–501.
[28] K.-T. Fang, S. Kotz, K.-W. Ng, Symmetric multivariate and related distributions,
Chapman and Hall, London (1990).
[29] W. Feller, An introduction to probability theory and its applications, volume II,
2nd edition John Wiley and Sons, Inc. (1966).
74
[30] T.S. Ferguson, A Bayesian analysis of some nonparametric problems, Annals of
Statistics 1 (1973) pp. 209–230.
[31] T.S. Ferguson, Prior distributions on spaces of probability measures, Annals of
Statistics 2 (1974) pp. 615–629.
[32] J. Galambos, Order statistics of samples from multivariate distributions, Journal
of the American Statistical Association 70 (1975) pp. 674–680.
[33] C. Genest, J.G. Nesˇlehova´, When Gumbel met Galambos, In: Copulas and De-
pendence Models With Applications: Contributions in Honor of Roger B. Nelsen (M.
U´beda Flores, E. de Amo Artero, F. Durante, J. Ferna´ndez Sa´nchez, Eds.), Springer
(2017) pp. 83–93.
[34] C. Genest, J.G. Nesˇlehova´, L.-P. Rivest, The class of multivariate max-id copulas
with `1-norm symmetric exponent measure, Bernoulli 24 (2018) pp. 3751–3790.
[35] C. Genest, L.-P. Rivest, Characterization of Gumbel’s family of extreme value dis-
tributions, Statistics and Probability Letters 8 (1989) pp. 207–211.
[36] A.V. Gnedin, On a class of exchangeable sequences, Statistics and Probability Let-
ters 25 (1995) pp. 351–355.
[37] E.J. Gumbel, Bivariate exponential distributions, Journal of the American Statis-
tical Association 55 (1960) pp. 698–707.
[38] E.J. Gumbel, Bivariate logistic distributions, Journal of the American Statistical
Association 56 (1961) pp. 335–349.
[39] A. Hakassou, Y. Ouknine, A contribution to the study of the IDT processes, working
paper (2012).
[40] F. Hausdorff, Summationsmethoden und Momentfolgen I, Mathematische
Zeitschrift 9:3-4 (1921) pp. 74–109.
[41] F. Hausdorff, Momentenproblem fu¨r ein endliches Intervall Mathematische
Zeitschrift 16 (1923) pp. 220–248.
[42] A. Herbertsson, H. Rootze´n, Pricing kth-to-default swaps under default contagion:
the matrix-analytic approach, Journal of Computational Finance 12 (2008) pp. 49–72.
[43] C. Hering, M. Hofert, J.-F. Mai, M. Scherer, Constructing hierarchical Archimedean
copulas with Le´vy subordinators, Journal of Multivariate Analysis 101 (2010) pp.
1428–1433.
[44] M. Hofert, M. Scherer, CDO pricing with nested Archimedean copulas, Quantitative
Finance 11 (2011) pp. 775–787.
[45] H. Joe, Multivariate models and dependence concepts, Chapman & Hall/CRC
(1997).
75
[46] O. Kallenberg, A dynamical approach to exchangeability, in Exchangeability in
Probability and Statistics, edited by G. Koch and F. Spizzichino, North-Holland Pub-
lishing Company (1982) pp. 87–96.
[47] S. Karlin, L.S. Shapley, Geometry of moment spaces, Memoirs of the American
Mathematical Society 12:93 (1953).
[48] C.H. Kimberling, A probabilistic interpretation of complete monotonicity, Aequa-
tiones Mathematicae 10 (1974) pp. 152–164.
[49] J.F.C. Kingman, On random sequences with spherical symmetry, Biometrika 59
(1972) pp. 492–494.
[50] J.F.C. Kingman, Uses of exchangeability, Annals of Probability 6:2 (1978) pp. 183–
197.
[51] T. Konstantopoulos, L. Yuan, On the extendibility of finitely exchangeable proba-
bility measures, Transactions of the American Mathematical Society 371 (2019) pp.
7067–7092.
[52] C. Kopp, I. Molchanov, Series representations of time-stable stochastic processes,
Probab. Math. Stat. (2018, in press).
[53] T.M. Liggett, J.E. Steiff, B. To´th, Statistical mechanical systems on complete
graphs, infinite exchangeability, finite extensions and a discrete finite moment prob-
lem, Annals of Probability 35:3 (2007) pp. 867–914.
[54] F. Lindskog, A.J. McNeil, Common Poisson shock models: applications to insurance
and credit risk modelling, ASTIN Bulletin 33:2 (2003) pp. 209–238.
[55] E. Lukacs, A characterization of the gamma distribution, Annals of Mathematical
Statistics 26 (1955) pp. 319–324.
[56] J.-F. Mai, Extreme-value copulas associated with the expected scaled maximum
of independent random variables, Journal of Multivariate Analysis 166 (2018) pp.
50–61.
[57] J.-F. Mai, Canonical spectral representation for exchangeable max-stable sequences,
Working paper, https://arxiv.org/abs/1809.05338 (2018).
[58] J.-F. Mai, Simulation of hierarchical Archimedean copulas beyond the completely
monotone case, Dependence Modeling 7 (2019) 202–214.
[59] J.-F. Mai, M. Scherer, N. Shenkman, Multivariate geometric laws, (logarithmically)
monotone sequences, and infinitely divisible laws, Journal of Multivariate Analysis 115
(2013) pp. 457–480.
[60] J.-F. Mai, S. Schenk, M. Scherer, Exchangeable exogenous shock models, Bernoulli
22 (2016) pp. 1278–1299.
76
[61] J.-F. Mai, S. Schenk, M. Scherer, Analyzing model robustness via a distortion of
the stochastic root: a Dirichlet prior approach, Statistics and Risk Modeling 32
(2016) pp. 177–195.
[62] J.-F. Mai, S. Schenk, M. Scherer, Two novel characterizations of self-
decomposability on the positive half-axis, Journal of Theoretical Probability 30
(2017) pp. 365–383.
[63] J.-F. Mai, M. Scherer, Le´vy-frailty copulas, Journal of Multivariate Analysis 100
(2009) pp. 1567–1585.
[64] J.-F. Mai, M. Scherer, Reparameterizing Marshall–Olkin copulas with applications
to sampling, Journal of Statistical Computation and Simulation 81 (2011) pp. 59–78.
[65] J.-F. Mai, M. Scherer, H-extendible copulas, Journal of Multivariate Analysis 110
(2012) pp. 151–160.
[66] J.-F. Mai, M. Scherer, Simulating copulas, 2nd edition World Scientific Publishing
(2017).
[67] J.-F. Mai, M. Scherer, Characterization of extendible distributions with exponential
minima via processes that are infinitely divisible with respect to time, Extremes 17
(2014) pp. 77–95.
[68] J.-F. Mai, M. Scherer, Subordinators which are infinitely divisible w.r.t. time: con-
struction, properties, and simulation of max-stable sequences and infinitely divisible
laws, Working paper, https://arxiv.org/abs/1810.06379 (2018).
[69] R. Mansuy, On processes which are infinitely divisible with respect to time, Work-
ing paper (2005).
[70] A.W. Marshall, I. Olkin, A multivariate exponential distribution, Journal of the
American Statistical Association 62 (1967) pp. 30–44.
[71] A.W. Marshall, I. Olkin, Inequalities: theory of majorization and its applications,
Academic Press, New York (1979).
[72] A.J. McNeil, Sampling nested Archimedean copulas, Journal of Statistical Compu-
tation and Simulation 78 (2008) pp. 567–581.
[73] A.J. McNeil, J. Nesˇlehova´, Multivariate Archimedean copulas, d-monotone func-
tions and l1-norm symmetric distributions, Annals of Statistics 37:5B (2009) pp.
3059–3097.
[74] A.J. McNeil, J. Nesˇlehova´, From Archimedean to Liouville copulas, Journal of
Multivariate Analysis 101 (2010) pp. 1772–1790.
[75] A. Mu¨ller, D. Stoyan, Comparison methods for stochastic models and risks, John
Wiley and Sons, Chichester (2002).
77
[76] F. Papangelou, On the Gaussian fluctuations of the critical Curie-Weiss model in
statistical mechanics, Probability Theory and Related Fields 83 (1989) pp. 265–278.
[77] G. Puccetti, R. Wang, General extremal dependence concepts, Working Paper
(2014).
[78] S.T. Rachev, L. Ru¨schendorf, Approximate independence of distributions on
spheres and their stability properties, Annals of Probability 19 (1991) pp. 1311–
1337.
[79] S. I. Resnick, Extreme values, regular variation and point processes, Springer-Verlag
(1987).
[80] P. Ressel, De Finetti type theorems: an analytical approach, Annals of Probability
13 (1985) pp. 898–922.
[81] C. Ryll-Nardzewski, On stationary sequences of random variables and the de Finetti
equivalence, Colloquium Mathematicum 4 (1957) pp. 149–156.
[82] K.-I. Sato, Le´vy processes and infinitely divisible distributions, Cambridge Uni-
versity Press, Cambridge (1999).
[83] M. Scarsini, Lower bounds for the distribution function of a k-dimensional n-
extendible exchangeable process, Statistics and Probability Letters 3 (1985) pp.
57–62.
[84] R. Schilling, R. Song, Z. Vondracek, Bernstein functions, De Gruyter (2010).
[85] I.J. Schoenberg, Metric spaces and positive definite functions, Trans. Amer. Math.
Soc. 44 (1938) pp. 522–536.
[86] M. Shaked, A concept of positive dependence for exchangeable random variables,
Annals of Statistics 5 (1977) pp. 505–515.
[87] M. Shaked, F. Spizzichino, F. Suter, Nonhomogeneous birth processes and `∞-
spherical densities, with applications in reliability theory, Probability in the Engi-
neering and Informational Sciences 16 (2002) pp. 271–288.
[88] D.A. Sibley, A metric for weak convergence of distribution functions, Rocky Moun-
tain Journal of Mathematics 1:3 (1971) pp. 427–430.
[89] A. Sklar, Fonctions de re´partition a` n dimensions et leurs marges, Publ. Inst. Statist.
Univ. Paris 8 (1959) pp. 229–231.
[90] F. Spizzichino, Extendibility of symmetric probability distributions and related
bounds, in Exchangeability in Probability and Statistics, edited by G. Koch and F.
Spizzichino, North-Holland Publishing Company (1982) pp. 313–320.
[91] F.W. Steutel, K. van Harn, Infinite divisibility of probability distributions on the
real line, CRC Press, Boca Raton (2003).
78
[92] R.E. Williamson, Multiply monotone functions and their Laplace transforms, Duke
Mathematical Journal 23 (1956) pp. 189–207.
[93] W. Zhu, C.-W. Wang, K.S. Tan, Structure and estimation of Le´vy subordinated
hierarchical Archimedean copulas (LSHAC): theory and empirical tests, Journal of
Banking and Finance 69 (2016) pp. 20–36.
79
