We develop a computational approach to locate the source of a steady-state gradient of diffusing particles from the fluxes through narrow windows distributed either on the boundary of a three dimensional half-space or on a sphere. This approach is based on solving the mixed boundary stationary diffusion equation with the Neumann-Green's function and matched asymptotic. We compute the probability fluxes and develop a highly efficient analytical-Brownian numerical scheme. This scheme accelerates the simulation time by avoiding the explicit computation of Brownian trajectories in the infinite domain. Our derived analytical formulas agree with the results obtained from the fast numerical simulation scheme. Using the analytical representation of the particle fluxes, we show how to reconstruct the location of the point source. Furthermore, we investigate the uncertainty in the source reconstruction due to additive fluctuations present in the fluxes. We also study the influence of various window configurations (cluster vs uniform distributions) on recovering the source position. Finally, we discuss possible applications in cell biology.
Introduction
We present a general computational approach to recover the position of a point source, which emits stochastic particles, from the steady-state fluxes collected at narrow windows. These windows are located on a planar surface or a ball. This approach is motivated by the following biological question: how a cell can determine the point source generating a molecular gradient in three dimensions. Indeed, in order to navigate a cell embedded in a tissue has to determine its position relative to guidance points. For example, bacteria are finding a local gradient source of diffusing molecules and are basing their movement decisions on this information, as illustrated in Fig. 1 . In general, sensing a molecular gradient is a key process in cell biology and crucial for the detection of a concentration that can transform positional information into specialization and differentiation [1, 2, 3, 4] . During neural development, the tip of the axonal projection -the growth cone -uses the concentration of morphogens [5] to decide whether to continue moving or to stop, to turn right or left. Bacteria and spermatozoa are able to orient themselves in a chemotaxis gradient [6, 7] . Models in the current literature usually consider the external gradient and are mostly focusing on computing the flux to a test absorbing ball using uniform boundary conditions [8, 9] which is sufficient to detect a gradient direction, but not the source position. The spatial distribution of receptors on the cell surface that bind cue molecules can also influence the fluxes of diffusing particles. Generally, these binding events occurs at fast timescales compared to diffusion or cell movement and receptors report their binding state -i.e. the diffusive flux to the receptor -to the interior of the cell via biochemical signalling cascades. Based on the information about the diffusive receptor fluxes, we would like to ask the question whether or not the location of the gradient can be found? If yes, what is the minimum number of receptors needed to do so? Motivated by the principles of triangulation during navigation, not unlike how the Global Positioning System allows the positioning via the signal from at least three satellites, we use a diffusion model to compute the fluxes through narrow windows distributed on the boundary of half-space and a ball in three dimensions. We recall that computing the fluxes of Brownian particles to small targets located on the surface of a domain is the goal of the Narrow Escape Theory [10, 11, 12, 13, 14, 15, 16] . We simplify here the cell geometry as a sphere containing small targets on its surface (receptors). A diffusing molecule can find one of these receptors, leading to receptor activation. We neglect the binding or interaction time, so that the windows are considered to be purely absorbing. The receptor activation can mediate further cellular transduction that signals the external environment to the interior of a cell. When a cell has to compare the difference between the fluxes from the left and the right, the asymmetry of fluxes at the receptors should be kept so that this difference creates a local signal to prevent the loss due to homogenization inside the cell. Indeed, if the signal which can be the concentration of second messengers or surface molecules is spread uniformly, then the direction of the gradient is lost. We study here the effect of receptor distribution on their fluxes and we do not replace them by a homogenized boundary condition that would prevent the ability to detect flux differences between receptors at different locations. In this manuscript, we compute the flux of molecules to small targets located on the surface of cell. Asymptotic computations and numerical simulations reveal the influence of parameters such as the cell geometry, the distribution of target receptors and possible cooperativity on the recovery of the location of the source. We show that it is possible to recover the source of a gradient with already three receptors, while sensing of the mean concentration level can be achieved with two only. Many recent hybrid algorithms to enhance computational effiency in microscopic diffusion have been introduced in the last decade [19, 20, 21] . The novel aspect in this manuscript is the asymptotic solution of the Laplace's equation in infinite domains based on match asymptotic in three dimension. The mean passage time to a small hole, becomes infinite in an unbounded domain due to the long excursion of Brownian trajectories to infinity. In addition, particles can escape to infinity before hitting the narrow windows. This difficulty also plagues simulations, which is resolved here by introducing a new scheme. Indeed, the fluxes are not directly from entire Brownian trajectories generated in the entire space, but only from fragments generated very close to the domain of interest, avoiding the inefficient computation of the flux from long trajectories. We show that the analytical formulas and numerical simulations are in very good agreements. Finally, to quantify the uncertainty associated to the source recovery, we introduce a novel coordinate systems, defined by the ensemble of three fluxes. This coordinate system allows us to define Figure 1 : Scheme of a cell in a gradient. A cell (green) is embedded in a gradient of cues (black) and has to find a target source (blue), using an optimal path, that depends on the gradient ralization.
the possible positions and the volume where the source is located. To conclude, we find that in dimension three, adding receptors lead to a faster than exponential increase of the precision of the source recovery.
2 Model of diffusing particles to absorbing holes in three dimensions
Steady-state Laplace equation as a mixed-boundary value problem
In this section, we present a generic model to compute the distribution of fluxes between several absorbing windows located on the surface of a domain. The model consists of a steady-state source located at position x 0 releasing independent Brownian particles that can move in free space, but cannot penetrate a bounded domain Ω (which will either be a ball of radius R or the half-space in the negative z direction). The boundary ∂Ω contains N small and disjoint absorbing windows, ∂Ω ε j (j = 1, . . . , N ) each of area |∂Ω ε j | = O(ε 2 ), where the radius ε is small. We assume that the windows are sufficiently far apart to avoid non-linear effects [22] . The total absorbing boundary is given by
The remaining boundary surface is reflective ∂Ω r = ∂Ω−∂Ω a for the diffusing particles. Note that other models are possible, for example instead of purely absorbing boundary conditions one can consider partially absorbing (Robin) boundary conditions.
To compute the fluxes, we use the transition probability density p(x, t | x 0 ) to find a particle at position x at time t, when it started at position x 0 . It is the solution of
where D is the diffusion coefficient. The steady-state gradient P 0 is obtained by resetting a particle after it disappears through a window [23] . It is given as the solution of the mixedboundary value problem
Our goal is to compute the probability fluxes associated to P 0 on each individual windows Ω ε j . As we shall see, the fluxes depend on the specific window arrangement and the domain Ω. Note that when Q particles are injected per unit of time, the steady-state fluxes are computed from
The parameter Q > 0 can be calibrated to a fixed number of particles located in a volume. At infinity, the density P 0 (x) has to tend to zero in three dimensions. More complex domains could be studied if their associated Green's function can be found.
Computing the fluxes of Brownian particles to small windows in half-space
To compute the fluxes to narrow windows located on the plane R 2 , when the Brownian particles can evolve in R 3 + , we will use the method of matched asymptotics. In the following, we set the diffusion coefficient to one, D = 1. We start by constructing a general solution of equation 3 using the Green's function:
In three dimensions, the solution that tends to zero at infinity is
where x 0 is the mirror image of x 0 with respect to the plane at z = 0. The function w = P 0 − G 0 is the solution of
where we consider that the windows Ω ε i are circular and centered around the point x i . We also assume that ε i is small enough such that we can approximate the Green's function as being constant over the window:
We construct the solution of w using the elementary solution w c of the boundary layer equation near each window Ω ε i
The boundary value problem (14) , (15) with the matching condition (16) is the well-known electrified disk problem in electrostatics (cf. [24] ), which has the solution
where σ ≡ (s 2 1 + s 2 2 ) 1/2 . The symbol J 0 (z) is the Bessel function of the first kind of order zero, and L = L(η, σ) is defined by
The far-field behavior of w c in (17) is given by
which is uniformly valid in η, s 1 , and s 2 . Thus (19) gives the far-field expansion of w 0 as
where c j is the electrostatic capacitance of the circular disk of radius ε j . In the half-plane situation, we can write the general solution using the solution w c i for window Ω ε,i as the linear combination
where the coefficients a i have to be determined. There are found using the absorbing boundary conditions on each window:
By definition, w c i (x i ) = 1. Thus using the matrix
and the approximation that for windows sufficiently far apart with the same radius ε,
we can now derive a Matrix equation. To this end, we decompose M as
where ∆ α is the diagonal matrix
and A contains the off-diagonal terms:
Writingα andã for the vectors containing the α j and the a j respectively, equation (21) becomes
This can be inverted as the following convergent series
Relation 28 is the formal solution for the coefficients a i in the asymptotic solution 21. Finally, we recall that the flux through each window is given by
2.3 Explicit expression in the cases of n = 1, 2 and 3 windows in the z = 0 plane
We now compute the fluxes for one, two and three windows. When there is only one window, the asymptotic representation of solution 21 is
where L(x) is defined by 18. Therefore, we arrive at
By definition Ωε ∂G 0 ∂n (y)dS y = 0 and thus the probability flux is given by
We conclude that when the flux Φ ε is given, the ensemble of possible positions x 0 is a sphere centered around x 1 and of radius 2 π ε Φε .
We now consider the case of two windows centered at x 1 and x 2 , for which the solution 21 is now
In this case, the solution of system 27 is an elementary 2 by 2 matrix and is given by
where d ε = 2ε π|x 1 −x 2 | . Thus from relation 29, the flux at each window can be computed explicitly:
Hence we obtain the explicit representation:
To conclude, when the two fluxes Φ 1 and Φ 2 are given, the possible position for the source from equation 38 is located at the intersection of two spheres and thus we are left with a one dimensional curve.
We now consider three windows located at x 1 , x 2 and x 3 . The solution 21 is now
Inverting the matrix 27, we obtain the explicit representation
where d ij = 2ε π|x i −x j | and ∆ 2 = d 2 12 + d 2 13 + d 2 23 + 2d 12 d 13 d 23 . Plugging 41 into 29 and expanding to second order in ε yields the expansion of the fluxes with respect ε
To conclude, it is now clear that with three windows with the values of the fluxes (Φ 1 , Φ 2 , Φ 3 ) given, we have three equations for the three unknown coordinates of the source position.
The solution is uniquely given as the intersection of three spheres (to order ε). This solution defines x 0 with the flux-coordinates
Computing the fluxes of Brownian particles to small targets on the surface of a ball
In this section, we compute the flux to narrow windows located a three dimensional ball B a of radius a, when Brownian particle are release at a position x 0 outside the ball. The fluxes are computed from the solution of the associated Laplace's equation
where S k ( ) are non-overlapping windows of radius ε located on the surface of the ball and centered around the point x k . We have the additional condition at infinity:
Following the first step described in subsection 2.2, we compute the difference w = P 0 −Ñ , whereÑ is the Neumann-Green function for the external Ball defined in 92. It is the solution of
where we again consider that the windows Ω ε i to be small enough such that we can approximate the Green's function as a constant
To solve 51, we use Green's identity over the large domain Ω,
Using expressions 51 and 92, we obtain
where we use that the unbounded part of the surface integral in Ω converges to zero at infinity due to the decay condition 93. We recall that the flux to an absorbing hole [16] is
To compute the unknown constants A i , we use the Dirichlet condition at each window
Using Neumann's representation 93 for the singularity located on the surface of the disk, the first integral term in expression 58 [25] yields:
where B k is a constant term appearing in the third order expansion of the Green's function [25] . For the second term, we recall that
and for k = 1..N obtain the relations
which can be written in Matrix form:
We decompose [M ] as
and
Here, θ ε = π 2 + 2a log a + B and
By inverting the matrix, we obtain the solution for the flux constants
Finally, the flux to each window is, to first approximation,
System 66 can be solved numerically to recover the flux solution (A k and Φ k ) depending on the source position x 0 and the distribution of the windows x 1 , ..x n .
Hybrid stochastic simulations
To determine the range of validity of the asymptotic formula, we designed a hybrid-stochastic simulation algorithm. This algorithm avoids the explicit simulation long trajectories with large excursions and thus it circumvents the need for an arbitrary cutoff distance for our infinite domain. The algorithm consists of mapping the source position x 0 to a half-sphere containing the absorbing windows ( Fig. 2A ). This mapping is defined in Appendix A. Inside the sphere, we run Brownian simulations, until the particle is absorbed or exits through the sphere surface. The detailed algorithm consists of the following steps, as illustrated in Fig.  2B: 1. The source releases a particle at position x t=0 = x 0 .
x 0 2. If |x t | > R , we map the particle's position to the surface of the sphere S(R), using P map (Eq. 83 in appendix 6.1). Note that there is a finite probability for the particle to escape to infinity upon which we terminate the trajectory.
3. We use the Euler-Maruyama scheme to perform a Brownian step by calculating
where R t is a vector of standard normal random variables.
4. We check whether the particle crosses any reflective boundary. If so, we repeat step 3 after discarding the new position.
5. When |x t − x i | < ε for any i (x i is the position of window i), we consider that the particle is being absorbed by window i and terminate the trajectory. Otherwise we return to step 2.
Note that the radius R > R is necessary to prevent frequent re-crossings of the sphere S(R) and thereby enhances computational efficiency.
Computing the fluxes for two windows
To validate our simulation scheme and our analytical formula, we numerically evaluated equation 38 and compared these results with the results of our stochastic simulations ( Fig.  2C-D) for the flux through window 2, Φ 2 , and the splitting probability p 2 = Φ 2 Φ 1 +Φ 2 for a continuous zenith angle θ, various source distance values L = d(0, x 0 ) and the azimuthal angle φ either zero or π/4. As L increases, the slitting probability increases quickly to .5, suggesting that for source distances greater than 10 times the distance between the two windows determining the direction of the source becomes impossible.
Computing the fluxes for three windows
For three windows, we first computed the total flux through all windows Φ t = Φ 1 + Φ 2 + Φ 3 , depending on the window configuration and the position of the source. Here, the source is located at a distance L from the origin and we vary its position on a circle in a plane parallel to the boundary. Therefore, the distance perpendicular to this circle is L sin θ and its radius is L cos θ, where θ is the angle subtended by the plane and the source position vector OS (Fig. 3A) . We investigated two types of window configurations: a scalene (non-symmetric) and an equilateral triangle (with an edge length of √ 3/2). The total flux through all three windows over the in-plane source position angle φ for θ = 0 and π/4, reveals that for a source positioned very close to the windows, L = 1.2, about 15% of the flux is captured by the windows with the remainder escaping to infinity (Fig. 3B) . For a source far away from the windows (L = 10), the captured flux decreases to about 2%. Neither the window configuration nor the angle θ has much influence on the total flux except when the source is very close. We again found excellent agreement between our analytical and simulation results for both the total flux and for the splitting probabilities p i = Φ i Φ 1 +Φ 2 +Φ 3 , i = 1...3 (Fig. 3C) . The peaks in the splitting probability indicate the in-plane angles φ at which the source is closest to the corresponding window. 
Triangulating the source position from the fluxes
Finding the source when the measured fluxes through the windows P 1 , P 2 and P 3 are given can be categorized into the general class of inverse problems. Contrary to the twodimensional case [18, 17] , with three windows, the sum of the fluxes Φ 1 + Φ 2 + Φ 3 is strictly less than one because particles can escape to infinity in three dimensions. For this reason,the flux values provide separate and independent pieces of information which allows us to recover the source position with at least three windows. In two dimensions, due to the recurrence property of Brownian motion the sum over all fluxes has to necessarily be one. Therefore, they are linearly dependent and at least three windows are required for the source reconstruction, albeit only two coordinates need to be recovered.
We recall that equations 44 show that when the three fluxes are given, the source is located at the intersection of three overlapping spherical surfaces (to first order), the intersection of which yields the position x 0 . The position x 0 only appears as the argument of the Neumann-Green's function N (x, y). In the absence of an analytical inverse of N (x, y) we proceed numerically. Therefore, when the distance between any window and the source, and the distances between the windows are large compared to ε, we can use the leading order approximation to recover x 0 . In this case an analytical solution exists and is computed as follows.
Without loss of generality, we assume that the window positions are x 1 = (0, 0, 0), x 2 = (d, 0, 0) and x 3 = (e, f, 0) (i.e. the windows all lie in the x-y plane, window 1 is at the origin and window 2 is on the x-axis). Then, using the leading order from the expansion of the fluxes in eq 44, we have three non-linear equations for the location of the source
where γ i = 2ε πΦ i . Solving for the coordinates of x 0 and requiring that x 3 0 > 0, we arrive to the analytical solution
We next develop a numerical procedure to find the position of the source x 0 which is valid to any order in ε. We introduce error function
To find the position of the source x 0 from the measured fluxes Φ i , i = 1...N , we need to invert Eqs. 27 (or Eqs. 62 in the case of a ball), together with Eq. 29. Each of the equations in Eqs. 27 describes a non-planar surface S i in three dimension, corresponding to window i and intersecting the half-plane (in the case of the windows located on the half-plane) or the unit ball (in the case of the windows located on the ball). Each pair of surfaces S i and S j intersect, forming three-dimensional curves C ij and all of these curves intersect at the location of the source x 0 . Hence we need at least three windows to find the source position. In the case of N > 3 windows, we shall simply choose a combination k, l and m of three fluxes from the N available. The most straightforward way to find x 0 would be to numerically find the global minimum of E klm (x) = |F k (x)| + |F l (x)| + |F m (x)|. However, this leads to issues due to many shallow local minima formed by the curves C ij that trap minimization algorithms. As an alternative, we find and follow one curve C ij to the root of all three conditions F k = 0, F l = 0 and F m = 0 with the following algorithm. We proceed with windows located on the x − y plane (Fig. 4 ). 
Triangulating the source position when the window are on a plane
1. Define the initial step size ∆x, the starting point P 1 = (∆x, ∆x, 0) and the error tolerance ν.
2. Calculate the gradient vector v 1 = dF k dx (P 1 ) and its projection on the x − y planẽ v 1 = v 1 −(v 1 ·e z )e z . Find the root P 2 = P 1 +tṽ 1 where t is such that F k (P 1 +tṽ 1 ) = 0, using Newton's algorithm.
3. Calculate the gradient vector v 2 = dF l dx (P 2 ) and its projection to the x − y planẽ v 2 = v − (v 2 · e z )e z . Find the root P 3 = P 2 + tṽ 2 where t is such that F l (P 2 + tṽ 2 ) = 0 using Newton's algorithm. 4 . Calculate the error on F k when we moved to F l by e kl = |F k (P 3 )|. If e kl > ν, go to step 2. Otherwise, we have now found the intersection P 3 between the curve C kl and the x − y plane within tolerance ν and can move on to tracing the curve C kl .
5. Set y 0 = P 3 and y 1 = P 3 + dxe z .
6. Calculate the gradient vector v 1 = dF k dx (y 1 ). Find the root y 2 = y 1 + tv 1 where t is such that F k (y 1 + tv 1 ) = 0, using Newton's algorithm. 7 . Calculate the gradient vector v 2 = dF l dx (y 2 ). Find the root y 3 = y 2 + tv 2 where t is such that F l (y 2 + tv 2 ) = 0, using Newton's algorithm. 8 . Calculate the error on F k when we moved to F l by E kl = |F k (y 3 )|. If E kl > ν, go to step 6.
9. Set w = y 3 − y 0 , y 0 = y 3 and y 1 = y 0 + w. Calculate the error on F m via E m = |F m (y 0 )|. If E kl > ν, go to step 6. Otherwise, we have found the source location at P 4 = y 0 within tolerance ν.
This algorithm starts close to the origin and proceeds to find the intersection of the C kl curve with the x − y plane. It then traces the curve C kl until it finds its intersection with the S m surface, where the source is located. We implemented this algorithm in python and the result is shown in Fig. 3D , where we also show the three surface associated to
Triangulating the source position when the window are on a ball
The case of windows on the ball is similar to the case of the windows on a plane:
1. Define the initial step size ∆x. Calculate the center of mass of the windows x m = i x i /N and its projection onto the unit ballx m = x m /|x m |. Define the starting point y 0 = [x m + (∆x, ∆x, 0)]/|x m + (∆x, ∆x, 0)| and the error tolerance ν.
2. Calculate the gradient vector v 1 = dF k dx (y 0 ). Define the geodesic G(t) = [y 0 +tv 1 ]/|y 0 + tv 1 | and find the root y 1 = G(t) wheret is such that F k (t) = 0, using Newton's algorithm.
3. Calculate the gradient vector v 2 = dF l dx (y 1 ). Define the geodesic G(t) = [y 1 + tv 2 ]/|y 1 + tv 2 | and find the root y 2 = G(t) wheret is such that F l (t) = 0 using Newton's algorithm.
4. Calculate the error on F k when we moved to F l by e kl = |F k (y 2 )|. If e kl > ν, go to step 2. Otherwise, we have now found the intersection between the curve C kl and the unit ball within tolerance ν and can move on to tracing the curve C kl .
5. Set y 0 = y 2 and y 1 = (1 + dx)y 0 .
6. Calculate the gradient vector v 1 = dF k dx (y 1 ). Find the root y 2 = y 1 + tv 1 where t is such that F k (y 1 + tv 1 ) = 0 using Newton's algorithm. 7 . Calculate the gradient vector v 2 = dF l dx (y 2 ). Find the root y 3 = y 2 + tv 2 where t is such that F l (y 2 + tv 2 ) = 0 using Newton's algorithm.
8. Calculate the error on F k when we moved to F l by E kl = |F k (y 3 )|. If E kl > ν, go to step 6.
9. Set w = y 3 − y 0 , y 0 = y 3 and y 1 = y 0 + w. Calculate the error on F m via E m = |F m (y 0 )|. If E kl > ν, go to step 6. Otherwise, we have found the source location at y 0 within tolerance ν.
Sensitivity analysis
To explore how far away the source can be recovered, we introduce a sensitivity function, which is expressed as the differences between all splitting probability computed from the fluxes
where x 0 is the position of the source and x i , i = 1, 2, 3 are the positions of the three windows on ∂B a . The cost function S 123 describes the maximum absolute imbalance between the fluxes through the windows. Fig. 5A shows the contours of this function for three windows arranged in an equatorial equilateral triangle in a slice through the z = 0 and x = 0 planes at three different threshold levels. Notably, the distance at which directions can still be discerned is approximately an order of magnitude less for any given threshold compared to the equivalent situation in two dimensions [18] . Indeed, using the dipole expansion for a source located far away 
Region of uncertainty to recover the source
To account for the possible error in the reconstructed source location due to measurement fluctuations in the window fluxes Φ i , we define an uncertainty region R unc and we will estimate its volume V unc . This region contains the location of the source position and its size represents the positional uncertainty stemming from the fluctuations in the fluxes. A small region R unc indicates a very accurate reconstruction, while a large R unc means high uncertainty in at least one direction. Here, we present a method to construct this region, as intersections of parallelepipeds. We describe the perturbation due to measurement error as
where η Φ is an additive constant representing the error.
Intuitively, to first order in ε, the fluxes decay as a power law of the distance to a particular window. Hence, we start with a procedure valid to leading order in ε and similar to our simplified source reconstruction in section 4. The source is located is on a sphere centered around the window i and with a radiusR i = 2ε/(πΦ 1 ). Therefore, the location of the source varies according to −dR i /dΦ i = 2ε/(πΦ 2 i ) along the radial vector x 0 − x i . The complete expression for the error vector associated with window i is then given by
For three windows, the vectors e 1 , e 2 and e 3 describes a parallelepiped, the volume of which represents the measure of location uncertainty. As we shall describe below, the volume is inhomogeneous, it depends both on the location of the source and the particular arrangement of the windows. The precise, numerical procedure is as follows: The i−th coordinates of the reconstructed source position is given for the window indices k, l and m (three windows out of the N available), by a Taylor expansion using the flux coordinate system, mentioned in subsection 2.3:
where we used thatx 0 (Φ k , Φ l , Φ m ) = x 0 and the error matrix is defined as E (k,l,m) ij = ∂x j 0 dΦ i . Therefore, to evaluate the uncertainty region, we compute the Jacobian and E (k,l,m) 3 span a parallelepiped P u at the location of the source x 0 . Therefore, the volume of uncertainty for the source reconstruction is the volume of this parallelepiped
Because the choice of the three windows k, l and m is arbitrary, we define the total volume of uncertainty V unc (η) as the volume of the geometric intersection of all parallelepipeds generated by the possible combinations of any three window fluxes from the N available. The intersection of parallelepipeds is illustrated in Fig. 6 : Using three windows only (Fig.  6A) we reconstruct the source location x 0 using the algorithm introduced in section 4.1.
When adding a fourth window, we have four possible combinations of three from which the source can be reconstructed. Thus we obtain six curves from the intersection of the four surfaces (Fig. 6B ). The resulting four parallelepipeds are displayed in Fig. 6C together with their geometric intersection (red volume).
The region of uncertainty R unc and its volume V unc (η) strongly depend on the position of the source relative to the windows. This is illustrated in Fig.7A where we show the R unc for four different source positions and two different window configurations (a scalene and an equilateral triangle). To further quantify the uncertainty volume, we vary the triangle angle β and compute the volume and the isoperimetric ratio S/V 2/3 , where S is the surface and V the volume (Fig. 7B,C) . The parallelepipeds can be highly elongated (Fig. 7C) . Interestingly, the minimum of the isoperimetric ratio (i.e. the triangle angle β at which R unc is most isotropic) strongly depends on the source position ( Fig.7C) . When the number of windows N is larger than three, there are N !/(3![N − 3]!) combinations of the N error vectors e i (see Fig. 8A for illustrations of N = 3, 4, 6 and 8). The volume of uncertainty decreases super-exponentially when the number of windows N increases (see Fig. 8B ). 
Concluding remarks
In this manuscript we presented a general method to compute the steady-state fluxes of Brownian particles to narrow windows located on a surface. We developed a hybrid stochastic simulation approach, which consists of replacing random walks between the point source and a window by mapping the source position to an imaginary surface (a half-sphere in the case of half-space and an entire sphere in the case of a ball, both in three dimensions), followed by a stochastic step where the Brownian trajectories are simulated in a small neighborhood of the surface. The analytical part of the method is based on computing the asymptotic solution of Laplace's equation using the Neumann-Green's function and matched asymptotics. The analytical relation between the flux expressions and the location of the source that we found leads to a reconstruction procedure of the source from measured fluxes.
In addition, this approach allows us to estimate how measurement fluctuations in the fluxes can be compensated by increased number of narrow windows. The uncertainty is represented as the volume of the Jacobian matrix for any three windows. By considering the combinatorics of any three windows out of N (binomial C 3 N ), the uncertainty corresponds to the intersection of a large number of parallelepipeds (see subsection 4.4) . Finding the exact decay of the uncertainty volume with the number of windows remain an open question. Note that the present approach can be extended to the case where the diffusion particles can be destroyed with a uniform killing rate k(x) = k, that represent how cues can be degraded or get lost between the source of the windows [26] , leading to an exponential decaying distribution. This work was motivated by our wish to understand how cells can accurately identify the position of a gradient source in three dimensions. For example, it remains unclear how neurons in the brain orient and navigate toward their final destination [27, 28] . Even if the main molecular players have been identified, the physical mechanism that converts the external flux into a series of commands that generate the neuronal path is unclear. Especially the first step, which consists of reading an external gradient field, and internalizing this information at the growth cone level to determine when to grow or to stop at a given position remains, to be understood. The present study demonstrates that at least three receptors are sufficient to triangulate the position of the source and any additional one adds redundancy to increase the precision of the source localisation. Future works should consider the case of multiple sources in integrating the external signal. 6 Appendixes 6.1 Explicit Green's function mapping for a half-sphere on a reflecting plane
The mapping of a particle at a position |x| > R to the surface of the half-sphere with radius R is given by the diffusive flux through this surface with absorbing boundary conditions. Therefore, we need to construct the Green's function for the infinite domain 
Using the symmetries of the reflective half-plane and the sphere, we apply the method of images, starting with the Green's function for the absorbing ball in free space 87. The solution of this problem is
whereỹ is the reflected image of y through the plane. The mapping probability is thus P (x, y) = 1 
φ and φ are the polar angles of x and y in the x − y plane and θ and theta are their respective angles with the z-axis.
Mapping the source for a ball in 3D
The mapping of a particle released at a position |x| > R is given by the diffusive flux through an absorbing ball with radius R. Hence, we need to construct the Green's function for the infinite domain 
This is easily solved via the method of images (which is applicable in the Dirichlet case), and we arrive at
The flux through the boundary is then given by ∂G ∂r (r = R, y) = 1 4π
where r = |x|, β = |y|/R and |x||y| cos γ = x · y. Integrating over the ball yields
which is the first passage probability for hitting the ball before escaping to infinity. The probability distribution of hitting is thus obtained by normalizing the integral of the flux 89:
P (x, y) = |y| R 1 4π
A random new location on the ball of radius R can then be generated by using the probability 90.
Exact Neumann-Green's function for the ball
The Neumann's functionÑ (x, x 0 ) is the solution of Laplace's equation
where S a is the sphere of the three-dimensional ball B a and the source point x 0 ∈ R 3 − B a . The analytical expression of the Neumann function [25] is
1 − |x 0 ||x| a 2 cos(θ) + 1 + |x 0 ||x| a 2 2 − 2 |x 0 ||x| a 2 cos(θ)
Note that when x and x 0 are on the sphere S a , |x 0 | = |x| = a, we obtain the expression:
The far field expansion for |x| 1 is given bỹ
∇Ñ (x, x 0 ) ≈ O( 1 |x| 2 ) (94)
