Investigating the organization of tone representation in the rodent auditory cortex at high resolution, two new studies in this issue find that the arrangement of relative frequency responsiveness is not preserved at a finescale cortical level.
Staying organized is tough, but usually worth the effort. Even if you don't follow that maxim, your brain certainly seems to. Neural circuits are wired with marked accuracy, with neurons being capable of contacting select targets with singlecell precision. Some of the most conspicuous and well-studied examples of neuronal organization occur in sensory systems, many of which have highly ordered representations, or maps, of the sensory periphery in respective brain regions. In the visual and somatosensory systems, for example, the relative spatial arrangements of receptors at the periphery, the retina and the body surface, are maintained in cortical representations as retinotopic and somatotopic maps. The fact that smooth and orderly maps of the periphery are preserved throughout the chain of successive nuclei up to primary cortical areas seems to argue for their general usefulness. Indeed, the 'neighbor preserving' organization of sensory maps is thought to facilitate circuit operations, such as lateral inhibition, that benefit from relative proximity.
Are such high-fidelity maps of the sensory periphery also the basic organizing principle of auditory cortex? Two studies in this issue say no. Rothschild et al. 1 and Bandyopadhyay et al. 2 report that the fine-grained topographic representation of frequency or tonotopy, which is established in the cochlea and faithfully maintained throughout all subcortical nuclei, is lost in the primary auditory cortex (A1) (Fig. 1a,b) . Although previous work has pointed to a similar conclusion, technical limitations of these earlier studies left room for conflicting interpretations. Experiments using techniques with wide coverage and low spatial resolution, such as microelectrode mapping 3 or intrinsic signaling imaging 4 , generally found evidence of cortical tonotopy. However, recordings from neighboring neurons provided several counter-examples in which even adjacent cells had markedly different tuning properties 5, 6 . Reconciling these discrepant findings is further complicated by the fact that tone-evoked spiking in A1 is sparse 7 , which exaggerates tonotopy assayed with low-resolution methods and hinders a fine-grained mapping of tonotopy using microelectrode recordings. Thus, settling the question of tonotopy in A1 decisively is a tall order; it requires monitoring activity of a wide area of A1 at single-cell resolution.
To do this, Rothschild et al. 1 and Bandyopadhyay et al. 2 applied in vivo two-photon microscopy, which has been successfully used to map the fine-scale organization of circuits in the visual 8, 9 and barrel 10,11 cortex, to study tone-evoked activity in A1 of mice. Both groups used similar methods, exposing the surface of auditory cortex in lightly anesthetized mice and bulk-loading membrane-permeable calcium indicators across a relatively wide area. After neurons had taken up the dye, both groups could successfully track sound-evoked calcium transients of up to several dozen neurons simultaneously, providing a live, detailed and panoramic activity map of A1.
Both studies revealed that, unlike the visual cortex, which shows a dense and graded tiling of receptive-field properties 9 , auditory cortex is more of a mixed bag. First, less than half of all cortical neurons were even tone responsive. Even among the neurons that did respond, responses were unreliable and only a minority had the classical V-shaped tuning curves characteristic of subcortical neurons. Although a loose tonotopic trend was evident on the scale of several tens to hundreds of microns, this tonotopy lacked the smooth, single-cell gradations of tuning observed in visual cortex.
In A1, neurons with similar tuning properties were only slightly more likely to be neighbors than neurons with very different tuning properties. Therefore, on a local scale, the tonotopic map in A1 is fractured (Fig. 1b) .
Does a lack of smooth global tonotopy imply that frequency is discarded as an organizing principle? Perhaps not. Rothschild et al. 1 suggest that, although a cell's preferred frequency doesn't tell us where it's likely to be, it may tell us who it's connected to. Using an analysis of trial-to-trial variations in sound-evoked activity, Rothschild et al. 1 found that nearby neurons with similar frequency tuning also had similar fluctuations in their activity levels. In addition, neurons with similar patterns of driven, sound-evoked discharge also covaried in their spontaneous activity. Although several models of afferent and intracortical connectivity could potentially accommodate these data, the authors' simulations suggest that they are most parsimoniously explained by the presence of partially overlapping subnetworks in A1.
According to this view, similarly frequencytuned neurons (which probably receive common thalamic input) are distributed semi-randomly in local patches of A1, and interdigitated with other such populations. In addition to sharing common input, members of each such network may also be strongly and selectively interconnected (Fig. 1c) . Although this interpretation awaits verification in the form of paired recordings from putative intra-and internetwork neurons, it is certainly consistent with in vitro mapping studies of visual cortex that show selective synaptic connections between L2/3 pyramidal cells with common L4 inputs 12 .
Investigating the fine-scaled connectivity of subnetworks in A1 will be a fascinating area of future research and one greatly facilitated by Rothschild et al. 1 's study.
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In fact, it has been proposed that A1 may represent higher-order auditory objects, serving a role analogous to that of the inferior temporal cortex in the visual system 15 .
Although we should proceed carefully before generalizing these results to all mammalian species and unanesthetized preparations, Rothschild et al. 1 and Bandyopadhyay et al. 2 have pointed the way toward a more refined understanding of A1's functional architecture. Perhaps more importantly, they have also opened a new avenue for addressing questions of auditory coding that move beyond cortical cartography. The time is now ripe to answer the questions of what exactly auditory cortex represents and how such representations are with the subnetwork model supported by Rothschild et al. 1 .
Taken together, these studies clearly show that frequency is not the most prominent motif that defines the functional organization of A1. Furthermore, Bandyopadhyay et al. 2 found a lack of organization on the basis of bandwidth or intensity tuning, making it unlikely that any set of simple sound parameters is topographically mapped onto the surface of A1. More likely, A1 neurons encode complex and ethologically meaningful stimuli. This view is supported by physiological studies showing that A1 neurons are best driven by spectrally and temporally rich stimuli 13 , including conspecific voice calls 14 , and can discern between complex sound sequences.
to ask why it is absent. In fact, knowing exactly how the expected tonotopic map in A1 becomes scrambled may tell us the type of sensory transformation occurring there. One possibility is that, despite the orderly, tonotopic arrangement of neurons in the auditory thalamus, thalamocortical axons become scattered en-route to the cortex, establishing patchy and diffuse isofrequency domains in A1 such that neighboring cortical neurons receive mixed frequency inputs. Alternatively, thalamocortical projections may be arranged tonotopically, with tonotopy becoming fractured by intracortical processing.
To differentiate between these two possibilities, Bandyopadhyay et al. 2 mapped A1 using two calcium indicators with different affinities, which allowed them to differentiate between subthreshold and suprathreshold contributions to postsynaptic calcium responses. The low-affinity dye (Fluo-4) detected only large calcium fluxes associated with spikes, whereas the high-affinity dye (OGB-1) could detect spikes and smaller fluctuations in calcium that result from barrages of subthreshold synaptic input. Thus, Bandyopadhyay et al. 2 had a tool for determining whether the fragmented organization of A1 is the result of heterogeneity of input organization or postsynaptic processing.
Using a clustering analysis that assessed the similarity of tone or noise-evoked neuronal responses in small neighborhoods of A1, Bandyopadhyay et al. 2 found that subthreshold input maps to A1 were considerably more organized than output maps that were based on spiking alone. Input maps were tiled with cleanly separable clusters of similarly responsive neurons, whereas output maps lacked any obvious organization (Fig. 1d) . This result suggests that relative disorder in A1 in the form of its spike output exists despite the presence of orderly input.
So how does this disorder arise? One possibility, suggested by Bandyopadhyay et al. 2 , is that neighboring neurons in A1 carry out different operations in parallel; although adjacent cells receive similar, correlated inputs, they may be members of separate fine-scaled assemblies that process these inputs differently. Such parallel processing streams, which are a common theme of the ascending auditory pathway, may be selective for different input features or specific stimulus attributes. This parcellation into parallel streams in A1 could arise from differences in intrinsic properties of cortical neurons, such as morphology or ion channel expression. In addition, different parallel streams may recruit different neuronal populations with different interconnectivity and possibly different synaptic strengths and dynamics. Notably, this latter view is consistent n e w s a n d v i e w s
The morphology of neurons creates an anatomical challenge for gene expression; proteins are destined for dendritic and axonal terminals that can be located as much as a meter away from the nucleus. For many years the dominant concept has been that mRNAs are translated in the cytoplasm of the cell soma and that the newly synthesized proteins are then shipped from the soma to the far reaches of the axon or dendrite. However, this seems to be a laborious and inefficient process. Perhaps a more appealing solution is that mRNAs might instead be transported to specific subcellular compartments where they can be locally translated when required. This view had been accepted in dendrites where localized and regulated protein synthesis adjacent to postsynaptic sites is recognized as being an important feature. In vertebrate axons, however, evidence for localized mRNA, ribosomes and translation machinery has been much more controversial until quite recently. In the past 5 years, several mRNAs have been identified that localize to axons and are translated there. An important question is what are the regulatory mechanisms by which individual mRNAs are targeted to axons. In this issue, Andreassi et al. 1 take a new approach to identify new mRNAs localized to axons of sympathetic neurons 1 . Using sequential analysis of gene expression (SAGE), a quantitative screening method, they identify myo-inositol monophosphatase 1 (Impa1) as the most abundant transcript in axons of immature sympathetic neurons. They demonstrate that Impa1 has two alternative splice forms that differ in the 3′ untranslated region (3′ UTR), and they identify an axonal localization and translation element within the longer 3′ UTR. In cells stimulated with nerve growth factor (NGF) this 120 nucleotide element promotes IMPA1 localization and translation in distal axons. The requirement for regulated, locally translated mRNAs in axons has been established in both developing and mature neurons 2 . Local translation of β-actin in growth cones in response to attractant cues has been demonstrated 3, 4 , whereas RhoA is translated in growth cones in response to repellent cues 5 . Many labs have used cDNA microarray screens to identify mRNAs localized in both dendrites and axons. A screen using hippocampal neurons provided information on distinct pools of mRNAs located in the soma as compared with mRNAs located in neuronal processes 6 . These process-localized mRNAs were subsequently characterized by in situ hybridization and found to be present in dendrites. To characterize regulated axonal mRNAs, another group analyzed purified axons from adult dorsal root ganglia sensory neurons after injury 7 . Using cDNA arrays, they identified over 200 distinct mRNAs that are both localized to the axonal compartment and locally translated 8 . A microarray screen was recently carried out to identify axonal mRNAs in adult CNS cortical neurons grown in microfluidic chambers to isolate axonal material 9 . The authors identified and catalogued a number of axonal transcripts, which they validated by fluorescence in situ hybridization. To further identify axonally localized mRNAs, Andreassi et al. 1 use SAGE analysis to analyze transcripts in axons of sympathetic neurons (Fig. 1) . This SAGE screen provides two distinct benefits to using microarray screens. First, it provides a more quantitative analysis of axonal mRNA levels, as SAGE data represents absolute expression levels of transcripts based on the enumeration of unique sequence tags isolated from individual transcripts. Second, it allows for the possibility of finding unknown axonal mRNAs and is not limited to the transcripts present on the microarrays.
As the number of mRNA screens carried out on axonal material has grown, common features of mRNAs in axons are beginning to emerge. Many transcripts found in adult CNS axons are also present in adult sensory dorsal root ganglia axons. These include cytoskeletal components, axon guidance molecules, mitochondrial proteins, signal transduction proteins, chaperone proteins and proteins associated with neurodevelopment and neurodegenerative disease 10 . In the SAGE screen carried out by Andreassi et al. 1 , many of the axonal mRNAs were similar to those identified in previous screens. Notably, there were also informative differences. In the sympathetic neurons, the mRNAs most highly expressed in axons were those of genes that regulate inositol and inositol phosphate metabolism (Impa1, PI(4)P5k2a and PAP2a). Of these, IMPA1, which encodes an enzyme for de novo synthesis of inositol, is the single most abundant mRNA in sympathetic neuronal axons. Consequently, regulated local translation must be important for inositol metabolism and phosphatidyl inositol signaling events in axons of sympathetic neurons.
Why is such a high proportion of the mRNAs in the axons of sympathetic neurons transcripts of enzymes that regulate inositide signaling? The most likely answer is that Andreassi et al. 1 's study was carried out using neonatal neurons, as opposed to the adult neurons that have been previously investigated. In developing neurons,
