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SPECTRAL ANALYSIS OF NON-COMMUTATIVE HARMONIC
OSCILLATORS: THE LOWEST EIGENVALUE AND NO CROSSING
FUMIO HIROSHIMA AND ITARU SASAKI
Abstract. The lowest eigenvalue of non-commutative harmonic oscillators Q(α, β)
(α > 0, β > 0, αβ > 1) is studied. It is shown that Q(α, β) can be decomposed into
four self-adjoint operators,
Q(α, β) =
⊕
σ=±,p=1,2
Qσp,
and all the eigenvalues of each operator Qσp are simple. We show that the lowest
eigenvalue of Q(α, β) is simple whenever α 6= β. Furthermore a Jacobi matrix
representation of Qσp is given and spectrum of Qσp is considered numerically.
1. Introduction
The non-commutative harmonic oscillator is introduced by A. Parmeggiani and
M. Wakayama [PW01, PW02, PW03] as a non-commutative extension of harmonic
oscillators. We also refer to [Par10] which is a first account about non-commutative
harmonic oscillators and of their spectral properties. It is defined by
Q = Q(α, β) = A⊗
(
−1
2
d2
dx2
+
1
2
x2
)
+ J ⊗
(
x
d
dx
+
1
2
)
, (1.1)
as an operator in H = C2 ⊗ L2(R). Here A, J ∈ Mat2(R), A is positive definite
symmetric, and J skew-symmetric. Furthermore A+iJ is positive definite. It is shown
in [PW02, PW03] that A and J can be assumed to be A =
(
α 0
0 β
)
, J =
(
0 −1
1 0
)
,
and α and β satisfy
α > 0, β > 0, αβ > 1. (1.2)
We fix A and J as above, and throughout this paper we assume (1.2). Under (1.2),
Q is self-adjoint on the domain D(Q) = C2 ⊗ (D(d2/dx2) ∩ D(x2)) and has purely
discrete spectrum E0 ≤ E1 ≤ E2 ≤ · · · ր ∞. When α = β, Q(α, β) is equivalent
to the direct sum of a harmonic oscillator. Then Ej = Ej+1 for j = 0, 2, 4, · · · . On
the other hand, when α 6= β, Q(α, β) is regarded as a q-deformation of harmonic
oscillators with q = β/α or q = α/β, and the spectral analysis of Q is nontrivial.
An eigenvector associated with the lowest eigenvalue E = E0 is called a ground
state in this paper. A long-standing problem concerning eigenvalues of Q(α, β) is to
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determine their multiplicity explicitly. Let α 6= β. Let En = En(α, β) denote the n-th
eigenvalue of Q(α, β). The map cn : (α, β) 7→ En(α, β) ∈ R is called an eigenvalue-
curve. To consider the multiplicity of eigenvalues is reduced to studying crossing or
no crossing of eigenvalue-curves.
We state a short history concerning studies of the multiplicity of eigenvalues of Q.
In [PW03] it is shown that the multiplicity of any eigenvalues of Q is at most three and
an alternative proof is given in [Och01]. In a numerical level it is found in [NNW02]
that eigenvalue-curves cross at some points but the lowest eigenvalue is simple. The
multiplicity of eigenvalues of Q is also considered in [IW07], where it is derived that(
n− 1
2
)
min{α, β}
√
αβ − 1
αβ
≤ E2n−1 ≤ E2n ≤
(
n− 1
2
)
max{α, β}
√
αβ − 1
αβ
for n = 1, 2, 3, · · · . From this we can see that the multiplicity of E is at most two if
β < 3α or α < 3β. In [Par04] it is shown that E is simple but for sufficiently large
αβ. Furthermore in [HS12] it is proven that the lowest eigenvalue is at most two and
all the ground state are even for (α, β) ∈ D√2, where D√2 = {(α, β)|α, β >
√
2}, and
it is also shown that E is simple for (α, β) ∈ D with some subset D ⊂ D√2. Recently
Wakayama [Wak12] breaks through in studying the multiplicity of E. It is proven
that if all the ground states are even, then E is simple whenever α 6= β. Combining
[Wak12] with [HS12], it is immediate to see that E is simple for (α, β) ∈ D√2.
In this paper we settle down the question concerning the multiplicity of the lowest
eigenvalue of Q, i.e., we prove that E is simple for all values of α and β (α 6= β) in
Theorem 3.1. Moreover no crossing between eigenvalue-curves associated with an odd
eigenvector and an even eigenvector is also proven in Corollary 5.2.
This paper is organized as follows. In Section 2, we decompose Q(α, β) into four self-
adjoint operators: Q(α, β) =
⊕
σ=±,p=1,2Qσp. It is shown that each Qσp is equivalent
to some Jacobi matrix Q̂σp, and all the eigenvalues of Qσp are simple. In Section 3,
we show that the lowest eigenvalue of Q(α, β) is simple. In Section 4, we construct
a unitary transformation Qσp 7→ Q¯σp such that e−tQ¯σp is positivity improving, and
it is shown that the ground state is in a positive cone. In Section 5, we show that
Q̂−p − Q̂+p ≥ ∆(α, β), p = 1, 2, with some ∆(α, β). In particular, if ∆(α, β) > 0,
then there is no crossing between the n-th eigenvalue-curve of Q−p and that of Q+p.
In Section 6, we show some numerical results.
2. Decomposition of Q(α, β) and Jacobi matrix
2.1. Decomposition of Q(α, β). Let a = 1√
2
(x + d
dx
) and a∗ = 1√
2
(x − d
dx
) be the
annihilation operator and the creation operators, respectively. In terms of a and a∗,
Q can be expressed as
Q = A(a∗a+
1
2
) +
J
2
(aa− a∗a∗). (2.1)
Let H+ (resp. H−) be the set of even (resp. odd) functions in H, and P+ (resp. P−)
be the orthogonal projection onto H+ (resp. H−). Let |n〉 be the n-th normalized
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eigenvector of a∗a, i.e., |n〉 = 1√
n!
(a∗)n |0〉 with |0〉 = π−1/4e−x2/2. Let C |n〉 be the
one-dimensional subspace spanned by |n〉 over C. Hence the Wiener-Itoˆ decomposition
L2(R) =
⊕∞
n=0C |n〉 follows. The total Hilbert space is
H ∼=
{(
X
Y
) ∣∣∣∣ X, Y ∈ ∞⊕
n=0
C |n〉
}
∼=
∞⊕
n=0
Hn, Hn =
(
C |n〉
C |n〉
)
.
We use this equivalence without noticing. Since a |n〉 = √n |n− 1〉 and a∗ |n〉 =√
n + 1 |n+ 1〉, we see that aa : Hn → Hn−2 and a∗a∗ : Hn → Hn+2. Furthermore
a∗a leaves Hn invariant. Then we have Q : Hn → Hn−2 ⊕ Hn ⊕ Hn+2. From these
observation we can find invariant domains of Q. We denote the orthogonal projection
onto C |n〉 by |n〉〈n|, and define orthogonal projections on H by
P↑(n) =
(|n〉〈n| 0
0 0
)
, P↓(n) =
(
0 0
0 |n〉〈n|
)
. (2.2)
Note that 1 =
∑∞
n=0(P↑(n)+P↓(n)). In order to decompose Q, we define the following
orthogonal projections:
T+1 =
∞∑
n=0
(P↑(4n) + P↓(4n+ 2)), T+2 =
∞∑
n=0
(P↓(4n) + P↑(4n+ 2)),
T−1 =
∞∑
n=0
(P↑(4n+ 1) + P↓(4n+ 3)), T−2 =
∞∑
n=0
(P↓(4n+ 1) + P↑(4n+ 3)).
Since |2n〉 is even and |2n+ 1〉 is odd, one has T+1 + T+2 = P+ and T−1 + T−2 = P−.
We set Hσp = Ran(Tσp). Then H is decomposed as
H =
⊕
σ=±,p=1,2
Hσp. (2.3)
Theorem 2.1. Operator Q is reduced by Hσp, σ = ±, p = 1, 2.
Proof. We see that a2Pj(n) ⊃ Pj(n−2)a2, a∗a∗Pj(n) ⊃ Pj(n+2)a∗a∗ and a∗aPj(n) ⊃
Pj(n)a
∗a for all n = 0, 1, 2, · · · , and j =↑, ↓. Clearly it holds that APj(n) = Pj(n)A,
JP↑(n) = P↓(n)J and JP↓(n) = P↑(n)J . Then QTσp ⊃ TσpQ and the theorem
follows. 
Let us set Qσp = Q⌈Hσp . Then it holds that
Q =
⊕
σ=±,p=1,2
Qσp. (2.4)
2.2. Jacobi matrix representation of Qσp. We construct a unitary operator im-
plementing equivalence between Qσp and a Jacobi matrix. Set
U+1 =
∞∑
n=0
(P↑(8n) + P↓(8n+ 2))−
∞∑
n=0
(P↑(8n+ 4) + P↓(8n + 6)). (2.5)
4 FUMIO HIROSHIMA AND ITARU SASAKI
n 0 1 2 3 4 5 6 7 8 9 10 11 12 · · ·
↑              · · ·
↓              · · ·
Figure 1. RanT+1 is supported on “”
n 0 1 2 3 4 5 6 7 8 9 10 11 12 · · ·
↑              · · ·
↓              · · ·
Figure 2. RanT+2 is supported on “”
n 0 1 2 3 4 5 6 7 8 9 10 11 12 · · ·
↑              · · ·
↓              · · ·
Figure 3. RanT−1 is supported on “”
n 0 1 2 3 4 5 6 7 8 9 10 11 12 · · ·
↑              · · ·
↓              · · ·
Figure 4. RanT−2 is supported on “”
This operator is unitary on H+1 and we have
Q¯+1 = U
−1
+1Q+1U+1 = T+1
(
A(a∗a +
1
2
)− S
2
(aa + a∗a∗)
)
T+1, (2.6)
where S =
(
0 1
1 0
)
. In a similar way to U+1 one can define the unitary operators
U+2, U−1 and U−2 on H+2, H−1 and H−2, respectively, such that
Q¯+2 = U
−1
+2Q+1U+2 = T+2
(
A(a∗a +
1
2
)− S
2
(aa + a∗a∗)
)
T+2,
Q¯−1 = U
−1
−1Q−1U−1 = T−1
(
A(a∗a +
1
2
)− S
2
(aa + a∗a∗)
)
T−1,
Q¯−2 = U
−1
−2Q−2U−2 = T−2
(
A(a∗a +
1
2
)− S
2
(aa + a∗a∗)
)
T−2.
For sequences a = (a0, a1, a2, · · · ) and b = (b0, b1, , b2, · · · ), we define the Jacobi matrix
J(a, b) =

b0 a0 0
a0 b1 a1
a1 b2
. . .
. . .
. . .
. . .
0
. . .
. . .
 , (2.7)
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which acts in the set of square summable sequences, ℓ2 := ℓ2(N0), where N0 = N∪{0}.
Set aσ = (aσ(0), aσ(1), · · · ) and bσp = (bσp(0), bσp(1), · · · ), where
a+(n) = −
√
(2n+ 1)(2n+ 2), a−(n) = −
√
(2n+ 2)(2n+ 3),
b+1(n) =
{
α(1 + 4n) for even n
β(1 + 4n) for odd n,
b+2(n) = b+1(n)
∣∣∣
(α,β)→(β,α)
,
b−1(n) =
{
α(3 + 4n) for even n
β(3 + 4n) for odd n,
b−2(n) = b−1(n)
∣∣∣
(α,β)→(β,α)
.
For σ = ± and p = 1, 2, we define the Jacobi matrix Q̂σp by
Q̂σp =
1
2
J(aσ, bσp). (2.8)
Set
{(|4n〉
0
)
,
(
0
|4n+ 2〉
)
, n = 0, 1, 2, ....
}
is a complete orthonormal system of H+1.
Let en = (δn,j)
∞
j=0 ∈ ℓ2 be the standard basis of ℓ2. We define the unitary operator
Y+1 : H+1 → ℓ2 by Y+1
(|4n〉
0
)
= e2n and Y+1
(
0
|4n+ 2〉
)
= e2n+1. Then one can
compute the matrix element of Q¯+1 as Q̂+1 = Y+1Q¯+1Y
−1
+1 . Similarly one can define
the unitary transformations such that the following theorem holds.
Theorem 2.2 (Jacobi matrix representations). For σ = ±, p = 1, 2, the operators
Qσp are unitarily equivalent to the Jacobi matrix Q̂σp.
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Remark. In the case of α = β, Q̂σ1 = Q̂σ2 for σ = ±. Explicitly each Q̂σp is expressed
as
Q̂+1 =
1
2

α −
√
1·2 0
−
√
1·2 5β −
√
3·4
−
√
3·4 9α −
√
5·6
−
√
5·6 13β −
√
7·8
−
√
7·8 17α −
√
9·10
−
√
9·10 21β
. . .
0 . . . . . .

,
Q̂+2 =
1
2

β −
√
1·2 0
−
√
1·2 5α −
√
3·4
−
√
3·4 9β −
√
5·6
−
√
5·6 13α −
√
7·8
−
√
7·8 17β −
√
9·10
−
√
9·10 21α
. . .
0 . . . . . .

,
Q̂−1 = 12

3α −
√
2·3 0
−
√
2·3 7β −
√
4·5
−
√
4·5 11α −
√
6·7
−
√
6·7 15β −
√
8·9
−
√
8·9 19α −
√
10·11
−
√
10·11 23β
. . .
0 . . . . . .
,
Q̂−2 = 12

3β −
√
2·3 0
−
√
2·3 7α −
√
4·5
−
√
4·5 11β −
√
6·7
−
√
6·7 15α −
√
8·9
−
√
8·9 19β −
√
10·11
−
√
10·11 23α
. . .
0 . . . . . .
.
Theorem 2.3. Each eigenvalue of Qσp, σ = ±, p = 1, 2, is simple.
Proof. Let λ be any eigenvalue of Q̂+1 with an eigenvector u = (un)
∞
n=0 ∈ ℓ2. Then λ
and u satisfy the recurrence relations:
un+1 = a+(n)
−1 ((λ− b+1(n))un − a+(n− 1)un−1) , n ∈ N0, (2.9)
u−1 = 0. (2.10)
Note that a+(n) 6= 0. Solutions of system (2.9)-(2.10) are uniquely determined by the
term u0 ∈ C. Hence the multiplicity of any eigenvalue of Q̂+1 is simple. Proofs for
other cases are similar. 
Let λσp(n) = λσp(n, α, β) be the n-th eigenvector of Qσp. Then {λσp(n)}∞n=0 =
Spec(Qσp) and λσp(n) ≤ λσp(n + 1) for n = 0, 1, 2, · · · . The following result follows
immediately from the above theorem.
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Corollary 2.4. For each σ = ± and p = 1, 2, eigenvalue-curves
{(α, β) 7→ λσp(n) = λσp(n, α, β), n = 0, 1, 2, 3, · · · }
have no crossing, i.e., for arbitrary (α, β) and n 6= m, λσp(n, α, β) 6= λσp(m,α, β).
3. Simplicity of the lowest eigenvalue of Q(α, β)
In this section, we state the main theorem in this paper.
Theorem 3.1. Assume that α 6= β. Then the lowest eigenvalue of Q(α, β) is simple
and the ground state is even.
In order to show Theorem 3.1 we introduce a remarkable result given by Wakayama
[Wak12].
Theorem 3.2. Assume that (1) α 6= β; (2) all the ground states of Q(α, β) are even,
i.e., ker(Q(α, β)−E) ⊂ H+. Then the lowest eigenvalue of Q(α, β) is simple.
Let Qσ = Qσ1 ⊕Qσ2, σ = +,−. Then Q is decomposed into the direct sum of even
part and odd part, Q = Q+ ⊕Q−. Let Eσ = inf Spec(Qσ).
Lemma 3.3. Let u =
(
u1
u2
)
be an eigenvector of Q. Then uj ∈ C3(R) for j = 1, 2.
Proof. Let u =
(
u1
u2
)
be an eigenvector of Q with eigenvalue λ:
A
(
−1
2
d2
dx2
+
1
2
x2
)
u+ J
(
x
d
dx
+
1
2
)
u = λu. (3.1)
From the eigenvalue equation (3.1) we can directly see that
1
4
d4
dx4
u =
(
−1
2
d2
dx2
){
λA−1 − x
2
2
−A−1J
(
x
d
dx
+
1
2
)}
u
=
(
x
d
dx
+
1
2
)
u+ A−1J
d2
dx2
u+
{
λA−1 − x
2
2
− A−1J
(
x
d
dx
+
1
2
)}2
u (3.2)
in the sense of distribution. Note that uj ∈ D(x2)∩D(d2/dx2). Since x2uj, d2uj/dx2 ∈
L2(R), we see that uj ∈ W 4,2loc (R) for j = 1, 2 by (3.2). By the Sobolev embedding
theorem, u1, u2 ∈ C3(R) follows. 
Lemma 3.4. It follows that E+ ≤ E−.
Proof. Let Φ− =
(
Φ−1
Φ−2
)
be a normalized ground state of Q−. Note that Φ−j , j = 1, 2,
are odd functions. We define even functions Φ˜− ∈ H+ by
Φ˜− =
(
Φ˜−1
Φ˜−2
)
, Φ˜−j(x) =
{
Φ−j(x), if x ≥ 0,
−Φ−j(x), if x < 0.
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Note that Φ˜−j ∈ D(−d2/dx2) and
‖(d/dx)Φ˜−j‖2 = ‖(d/dx)Φ−j‖2,
(
Φ˜−j′, x
d
dx
Φ˜−j
)
=
(
Φ˜−j′, x
d
dx
Φ˜−j
)
, j′, j = 1, 2.
Thus one has
E+ ≤
(
Φ˜−, QΦ˜−
)
= (Φ−, QΦ−) = E−. (3.3)
Therefore E+ ≤ E− follows. 
Lemma 3.5. It follows that E+ < E−.
Proof. Assume that E+ = E−. Then by (3.3) we have E+ =
(
Φ˜−, QΦ˜−
)
, which
implies that Φ˜− is a ground state of Q+. In other words, Φ˜− is an eigenvector of Q
with eigenvalue E+. Thus Φ˜−j , Φ˜−j ∈ C3(R) for j = 1, 2. We normalize Φ˜ as ‖Φ˜‖ = 1.
From the fact that Φ−j is odd (resp. Φ˜−j is even), it follows that Φ−(0) =
(
0
0
)
= Φ˜−(0)
(resp. d
dx
Φ˜−j(0) =
(
0
0
)
). Therefore Φ˜−j satisfies the ordinary differential equations:
d
dx

Φ˜−1
Φ˜−2
Φ˜′−1
Φ˜′−2
 =

0 0 1 0
0 0 0 1
x2 + 2E+
α
− 1
α
0 −2x
α
1
β
x2 − 2E+
β
2x
β
0


Φ˜−1
Φ˜−2
Φ˜′−1
Φ˜′−2
 (3.4)

Φ˜−1(0)
Φ˜−2(0)
Φ˜′−1(0)
Φ˜′−2(0)
 =

0
0
0
0
 . (3.5)
Since the right hand side of (3.4) is smooth in (Φ˜−1, Φ˜−2, Φ˜′−1, Φ˜
′
−2, x), the differential
equation (3.4) with initial condition (3.5) has the unique solution

Φ˜−1(x)
Φ˜−2(x)
Φ˜′−1(x)
Φ˜′−2(x)
 =

0
0
0
0
,
which contradicts ‖Φ˜−‖ = 1. Therefore, E+ < E−. 
Proof of Theorem 3.1. Assume that α 6= β. By Proposition 3.2, it is enough to show
that ker(Q − E) ⊂ H+. By Lemma 3.4, we have E+ < E−. Hence all the ground
states are even. Therefore the theorem follows. 
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4. Positivity of ground state
Let
C
+ =
{ ∞∑
n=0
an
(|4n〉
0
)
+
∞∑
n=0
bn
(
0
|4n+ 2〉
)∣∣∣∣∣ an > 0, bn > 0, n ≥ 0
}
,
C
+
0 =
{ ∞∑
n=0
an
(|4n〉
0
)
+
∞∑
n=0
bn
(
0
|4n+ 2〉
)∣∣∣∣∣ an ≥ 0, bn ≥ 0, n ≥ 0
}
.
Then C + is a positive cone of H+1 and C +0 a non-negative cone of H+1. We say that
Ψ is non-negative and is denoted by Ψ ≥ 0 if and only if Ψ ∈ C +0 , and is strictly
positive and is denoted by Ψ > 0 if and only if Ψ ∈ C +. A bounded operator T on
H+1 is positivity preserving if and only if TC +0 ⊂ C +0 , and positivity improving if and
only if TC +0 ⊂ C +.
Proposition 4.1. Suppose that a bounded self-adjoint operator T is positivity improv-
ing on Hσp and ‖T‖ is an eigenvalue. Then the multiplicity of ‖T‖ is simple and the
corresponding eigenvector is strictly positive.
Proof. See [Far72]. 
Theorem 4.2. For all t > 0, σ = ± and p = 1, 2, e−tQ¯σp is positivity improving on
Hσp. In particular, the lowest eigenvalue of Qσp is simple and corresponding eigen-
vector is strictly positive.
Proof. We prove the theorem only for the case of σ = + and p = 1. For other cases
the proof is similar and is left to readers. We shall below show that e−tQ¯+1 is positivity
improving. We define
H0 = A(a
∗a+
1
2
)T+1, V =
S
2
(aa+ a∗a∗)T+1. (4.1)
Note that Q¯+1 = H0 − V . Since a |n〉 =
√
n |n− 1〉 and a∗ |n〉 = √n + 1 |n+ 1〉, and
H0 is the multiplication by α(n+
1
2
), we see that e−tH0 is positivity preserving. Since(|4n〉
0
)
and
(
0
|4n+ 2〉
)
are analytic vectors of V , we see that
etV
(|4n〉
0
)
=
∞∑
j=0
tj
j!
(aa+ a∗a∗)j
(
S
2
)j (|4n〉
0
)
∈ C +, (4.2)
etV
(
0
|4n+ 2〉
)
=
∞∑
j=0
tj
j!
(aa+ a∗a∗)j
(
S
2
)j (
0
|4n+ 2〉
)
∈ C +. (4.3)
From this etV C +0 ⊂ C + follows. Let Ψ,Φ ∈ C +0 . By the Trotter-Kato product formula,
we have (
Ψ, e−tQ¯+1Φ
)
= lim
j→∞
(
Ψ, (e−tH0/jetV/j)jΦ
) ≥ 0. (4.4)
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Therefore etQ¯+1 is positivity preserving. Next we show that e−tQ¯+1 is positivity improv-
ing. We can assume that α ≤ β without loss of generality. Let P≤k be the projection
defined by
P≤k =
(∑
4n≤k |2n〉 〈4n| 0
0
∑
4n+2≤k |4n+ 2〉 〈4n+ 2|
)
It is immediately seen that Ψ ≥ P≤kΨ for any Ψ ∈ C +0 and etV/jΨ ≥ (1+ tV/j)Ψ. For
k′ ≥ k, we set v =
(|4k〉
0
)
and v′ =
(
0
|4k′〉
)
. Then we have(
v′, e−tQ¯+1v
)
= lim
j→∞
(
v′, (e−tH0/jetV/j)jv
) ≥ lim
j→∞
(
v′, (e−tH0/jP≤k′e
tV/j)jv
)
≥ lim
j→∞
(
v′, (e−t(k
′+(1/2))β/jP≤k′e
tV/j)jv
)
≥ e−t(k′+(1/2))β lim
j→∞
(
v′, (P≤k′(1 + tV/j))
jv
)
.
Note that e−tH0(1 + tV/j) is still positivity preserving. For all ℓ = 2k′ − 2k, we have
lim
j→∞
(
v′, (P≤k′(1 + tV/j))
jv
) ≥ lim
j→∞
(
v′, jCℓ(tV/j)
ℓv
) ≥ lim
j→∞
(
v′, jCℓ(t(a
∗)2/j)ℓv
)
= tℓ lim
j→∞ j
Cℓj
−ℓ
(
v′, (a∗)4k
′−4kv
)
=
tℓ
ℓ!
lim
j→∞
j(j − 1) · · · (j − ℓ− 1)
jℓ
(
v′, (a∗)4k
′−4kv
)
=
tℓ
ℓ!
(
v′, (a∗)4k
′−4kv
)
> 0,
where jCk denotes the binomial coefficient. Thus we have
(
v′, e−tQ¯+1v
)
> 0. Simi-
larly
((|4n〉
0
)
, e−tQ¯+1
(
0
|4n+ 2〉
))
> 0 is derived for all n. Thus e−tQ¯+1 is positivity
improving. 
5. No crossings
Recall that En(α, β) be the n-th eigenvalue of Q(α, β), and the map (α, β) 7→
En(α, β) ∈ R is an eigenvalue-curve. It is shown that the spectrum of Q is Spec(Q) =⋃
σ=±,p=1,2 Spec(Qpσ), and all the eigenvalues in Spec(Qpσ) are simple. Now we are
interested in operators, Q̂−1 − Q̂+1 and Q̂−2 − Q̂+2.
Theorem 5.1. Assume that √
αβ > 1 +
1
1600000000
(5.1)
Then Q̂−1 − Q̂+1 ≥ ∆(α, β) and Q̂−2 − Q̂+2 ≥ ∆(α, β), where
∆(α, β) = 2min{
√
α/β,
√
β/α}(
√
αβ − 1− 1/1600000000) > 0.
In particular λ−1(n) ≥ λ+1(n) + ∆(α, β) and λ−2(n) ≥ λ+2(n) + ∆(α, β).
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Proof. We have
Q̂−1 − Q̂+1 = 1
2

2α −γ0 0
−γ0 2β −γ1
−γ1 2α −γ2
−γ2 2β −γ3
−γ3 2α −γ4
−γ4 2β −γ5
−γ5 2α
. . .
0 . . . . . .

, (5.2)
where γn =
√
(2n+ 2)(2n+ 3)−
√
(2n+ 1)(2n+ 2). We set
S1 = diag[(β/α)
1/4, (α/β)1/4, (β/α)1/4, (α/β)1/4, · · · ], (5.3)
S2 = diag[(α/β)
1/4, (β/α)1/4, (α/β)1/4, (β/α)1/4, · · · ]. (5.4)
Then we have
S1(Q̂−1 − Q̂+1)S1 = S2(Q̂−2 − Q̂+2)S2 = (5.5)
=
1
2

2
√
αβ −γ0 0
−γ0 2
√
αβ −γ1
−γ1 2
√
αβ −γ2
−γ2 2
√
αβ −γ3
−γ3 2
√
αβ −γ4
−γ4 2
√
αβ
. . .
0 . . . . . .

. (5.6)
We set F = J((γn)
∞
n=0, 0). Then S1(Q̂−1−Q̂+1)S1 = 2
√
αβ−F . Since S1 is self-adjoint
and invertible, we have
(Q̂−1 − Q̂+1) ≥ (2
√
αβ − ‖F‖)S−21 ≥ (2
√
αβ − ‖F‖)min{
√
α/β,
√
β/α}.
Similarly we have (Q̂−2 − Q̂+2) ≥ (2
√
αβ − ‖F‖)min{√α/β,√β/α}. Hence it is
sufficient to prove ‖F‖ < 2(1 + 1/1600000000). Let v = (vn)∞n=0 ∈ ℓ2. Then we have
| (v, Fv) | =
∣∣∣∣∣
∞∑
n=0
(vnγnvn+1 + vnγnvn+1)
∣∣∣∣∣
≤ 2
∞∑
n=0
|vn|γn|vn+1| ≤
∞∑
n=0
(
an|vn|2 + γ
2
n
an
|vn+1|2
)
for any an > 0. So it follows that
| (v, Fv) | ≤ a0|v0|2 +
∞∑
n=1
(an +
γ2n−1
an−1
)|vn|2. (5.7)
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We split (5.7) as
| (v, Fv) | ≤ a0|v0|2 +
N0∑
n=1
(an +
γ2n−1
an−1
)|vn|2 +
∞∑
n=N0+1
(an +
γ2n−1
an−1
)|vn|2 (5.8)
with some N0. We recursively define an by
a0 = 2, an = 2−
γ2n−1
an−1
(n = 1, 2, 3, · · · , N0), an = 1 (n ≥ N0 + 1). (5.9)
We can compute the numerical value of an from (5.9), e.g. a1 = 1.464 · · · , a2 =
1.305 · · · , a3 = 1.228 · · · . We take N0 = 10000. Then one can easily check that an > 0
for all n < N0 and aN0 > 1. Hence the inequality (5.8) is valid for N0 = 10000 and we
have
| (v, Fv) | ≤ 2|v0|2 + 2
N0∑
n=1
|vn|2 +
∞∑
n=N0+1
(an +
γ2n−1
an−1
)|vn|2
< 2|v0|2 + 2
N0∑
n=1
|vn|2 +
∞∑
n=N0+1
(1 + γ2n−1)|vn|2.
where we used (5.9). On the other hand, we have γ2n−1 = 1+
1
(2n+
√
4n2−1)2 . In particular
γn−1 is monotonously decreasing. Therefore we have
| (v, Fv) | ≤ (1 + γ2N0)
∞∑
n=0
|vn|2, (5.10)
which implies that ‖F‖ ≤ 1 + γ2N0. Note that
γ2N0 < γ
2
N0−1 < 1 +
1
(4N0)2
= 1 +
1
1600000000
. (5.11)
Therefore ‖F‖ < 2(1 + 1/1600000000). 
The map (α, β) 7→ λσp(n) = λσp(n, α, β) is an eigenvalue-curve. It is immediate to
see the corollary below by Theorem 5.1. .
Corollary 5.2. Let
D = {(α, β) ∈ R× R|α > 0, β > 0, α 6= β,
√
αβ > 1 +
1
1600000000
}.
Fix p = 1, 2. Then two eigenvalue-curves λ−p(n) and λ+p(n) have no crossing in the
region D for all n.
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6. Numerical results
For finite sequences a = (a0, · · · , aN−1) and b = (b0, · · · , bN), we define the (N +1)-
dimensional Jacobi matrix, J(a, b), by
J(a, b) =

b0 a0 0
a0 b1 a1
a1 b2
. . .
. . .
. . . aN−1
0 aN−1 bN
 . (6.1)
For σ = ± and p = 1, 2, we set aNσ = (aσ(n))N−1n=0 and bNσp = (bσp(n))Nn=0. Define a
finite Jacobi matrix by Q̂σp(N) =
1
2
J(aNσ , b
N
σp). We set
Λ+1(N) =
1
2
(αβ − 1)×
{
min{α−1(2N + 3
2
), β−1(2N + 7
2
)} if N is even
min{β−1(2N + 3
2
), α−1(2N + 7
2
)} if N is odd (6.2)
Λ+2(N) = Λ+1(N)
∣∣∣
(α,β)→(β,α)
(6.3)
Λ−1(N) =
1
2
(αβ − 1)
{
min{α−1(2N + 5
2
), β−1(2N + 9
2
)} if N is even
min{β−1(2N + 5
2
), α−1(2N + 9
2
)} if N is odd (6.4)
Λ−2(N) = Λ−1(N)
∣∣∣
(α,β)→(β,α)
(6.5)
and
δ±,1(N) =
{
1
2
α|a±(N)| if N is even
1
2
β|a±(N)| if N is odd,
δ±,2(N) = δ±,1(N)
∣∣∣
(α,β)→(β,α)
. (6.6)
Since αβ > 1, one has Λσp(N) = O(N)→ +∞ (N → +∞). Let pn be the orthogonal
projection onto en = (δn,j)
∞
j=0 ∈ ℓ2. For a self-adjoint operator T , µn(T ), n = 1, 2, · · · ,
denotes the n-th eigenvalue of T counting multiplicity. For n = 0, 1, · · · , N , we set
λσp,N(n) = µn(Q̂σp(N)),
λupperσp,N (n) = µn(Q̂σp(N) + δσp(N)pN ),
λlowerσp,N(n) = µn(Q̂σp(N)− δσp(N)pN ).
The eigenvalues of Q̂σp can be approximated by the eigenvalues of the (N + 1)-
dimensional matrix Q̂σp(N) in the following sense.
Theorem 6.1. Fix N ∈ N, σ = ± and p = 1, 2. Let n ∈ N be a number such that
λupperσp,N (n) ≤ Λσp(N). (6.7)
Then it follows that
λlowerσp,N (n) ≤ λσp(n) ≤ λupperσp,N (n) (6.8)
In particular, the error is estimated as |λσp(n)− λσp,N(n))| ≤ λupperσp,N (n)− λlowerσp,N (n).
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We give an example below:
Example 6.2. We set Q± = Q̂+1(N)± δ+1(N)pN . We apply Theorem 6.1 to the case
α = 1, β = 2 and N = 10. Then Λ+1(N) = 5.875 and
λupper+1,N (0) = 0.366917859± 0.000000001, λlower+1,N(0) = 0.366917862± 0.000000001,
λupper+1,N (1) = 2.432911± 0.000001, λlower+1,N(1) = 2.432920± 0.000001,
λupper+1,N (2) = 4.7145± 0.0001, λlower+1,N(2) = 4.7164± 0.0001
λupper+1,N (3) = 6.2717± 0.0001, λlower+1,N(3) = 6.2789± 0.0001.
Since λupper+1,N (2) ≤ Λ+1(N) = 5.875, by Theorem 6.1 we have numerical bounds:
0.36691785 ≤λσp(0) ≤ 0.36691786,
2.43291 ≤λσp(1) ≤ 2.43292,
4.714 ≤λσp(2) ≤ 4.717.
This example does not include the bound on λσp(3), since the condition (6.7) is not
valid for n = 3.
Proof of Theorem 6.1: We prove the theorem only for the case of σ = + and p = 1.
The other cases can be similarly proven. For u, v ∈ ℓ2, we define the operator u⊙ v :
ℓ2 → ℓ2 by (u⊙ v)Φ = (v,Φ) u, for Φ ∈ ℓ2. Then operator Q̂+1 can be expressed as
Q̂+1 = Q̂+1(N)⊕ 0 +
∞∑
n=N+1
b+1(n)pn +
∞∑
n=N
a+(n)(en ⊙ en+1 + en+1 ⊙ en).
We can show that u ⊙ v + v ⊙ u ≤ ǫu ⊙ u + ǫ−1v ⊙ v for all ǫ > 0. By using this
inequality, we have
∞∑
n=N
a+(n)(en ⊙ en+1 + en+1 ⊙ en) ≤
∞∑
n=N
|a+(n)|(ǫnen ⊙ en + ǫ−1n en+1 ⊙ en+1)
= |a+(N)|ǫNpN +
∞∑
n=N+1
(ǫn|a+(n)|+ ǫ−1n−1|a+(n− 1)|)pn
for all ǫn > 0. We take ǫ2n+1 = β and ǫ2n = α for even N , and ǫ2n+1 = α and ǫ2n = β
for odd N . Note that |a+(N)|ǫN = δ+1(N). First we consider the case of even N .
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Then, we have
∞∑
n=N+1
(ǫn|a+(n)|+ ǫ−1n−1|a+(n− 1)|)pn
=
∞∑
n=0
(ǫN+n+1|a+(N + n+ 1)|+ ǫ−1N+n|a+(N + n)|)pN+n+1
=
∞∑
n=0
(ǫN+2n+1|a+(N + 2n+ 1)|+ ǫ−1N+2n|a+(N + 2n)|)pN+2n+1
+
∞∑
n=0
(ǫN+2n+2|a+(N + 2n+ 2)|+ ǫ−1N+2n+1|a+(N + 2n+ 1)|)pN+2n+2
=
∞∑
n=0
(β|a+(N + 2n+ 1)|+ α−1|a+(N + 2n)|)pN+2n+1
+
∞∑
n=0
(α|a+(N + 2n+ 2)|+ β−1|a+(N + 2n+ 1)|)pN+2n+2.
Since |a+(n)| ≤ 2n + 32 , we have
∞∑
n=N+1
(ǫn|a+(n)|+ ǫ−1n−1|a+(n− 1)|)pn
≤
∞∑
n=0
(β(2N + 4n+ 2 +
3
2
) + α−1(2N + 4n+
3
2
))pN+2n+1
+
∞∑
n=0
(α(2N + 4n+ 4 +
3
2
) + β−1(2N + 4n+ 2 +
3
2
))pN+2n+2.
By the definition of b+1(n), we have
Q̂+1 ≥ Q̂+1(N)⊕ 0− δ+1(N)pN
+
1
2
∞∑
n=0
(
β(4N + 8n+ 5)− β(2N + 4n+ 7
2
)− α−1(2N + 4n+ 3
2
)
)
pN+2n+1
+
1
2
∞∑
n=0
(
α(4N + 8n+ 9)− α(2N + 4n+ 11
2
)− β−1(2N + 4n+ 7
2
)
)
pN+2n+2
≥ Q̂+1(N)⊕ 0− δ+1(N)pN + 1
2
∞∑
n=0
(β − α−1)(2N + 4n+ 3
2
)pN+2n+1
+
1
2
∞∑
n=0
(α− β−1)(2N + 4n+ 7
2
)pN+2n+2.
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Thus we have Q̂+1 ≥ (Q̂+1(N) − δ+1(N)pN) ⊕ (Λ+1(N)). We can obtain the same
inequality for odd N . In a similar way, we can furthermore obtain the upper bound
Q̂+1 ≤ (Q̂+1(N) + δ+1(N)pN )⊕R(N), where R(N) is an operator such that R(N) ≥
Λ+1(N). By the min-max principle, we have
µn((Q̂+1(N)− δ+1(N)pN )⊕ Λ+1(N)) ≤ µn(Q̂+1)
≤ µn((Q̂+1(N) + δ+1(N)pN)⊕ R(N)).
Suppose that µn(Q̂+1(N) + δ+1(N)pN ) ≤ Λ+1(N). Then
µn((Q̂+1(N)− δ+1(N)pN)⊕ Λ+1(N)) = µn(Q̂+1(N)− δ+1(N)pN ),
µn((Q̂+1(N) + δ+1(N)pN )⊕R(N)) = µn(Q̂+1(N) + δ+1(N)pN ).
This proves (6.8). 
7. Concluding remarks
We can extend non-commutative harmonic oscillators to an infinite dimensional
version. Let F = ⊕∞n=0L2sym(Rn) be the boson Fock space, where L2sym(Rn), n ≥ 1, de-
notes the set of symmetric square integrable functions, and L2(R0) = C. Let a(f) and
a∗(f), f ∈ L2(R), be the annihilation operator and the creation operator, respectively,
which satisfy canonical commutation relations [a(f), a∗(g)] = (f¯ , g), [a(f), a(g)] = 0 =
[a∗(f), a∗(g)], and adjoint relation (a(f))∗ = a∗(f¯). Let dΓ(ω) =
∫
ω(k)a∗(k)a(k)dk
be the second quantization of a real-valued multiplication ω. The scalar field is defined
by φ(f) = 1√
2
(a∗(f)+a(f¯)) and its momentum conjugate by π(f) = i√
2
(a∗(f)−a(f¯ )).
Thus we define the self-adjoint operator
H = A⊗ dΓ(ω) + J ⊗
(
iφ(f)π(f) +
1
2
‖f‖2
)
on C2⊗F . The spectrum of H is not purely discrete. It is interesting to consider the
existence of a ground state of H and to estimate its multiplicity.
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