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Introduction générale
Georges Green (1793-1841), mathématicien anglais, né et mort à Sneinton (près de
Nottingham). A travers une recherche e¤ectuée sur la formulation mathématique de la
théorie de lélectricité et du magnétisme, Green fut considéré comme linitiateur à lin-
troduction de la théorie du potentiel. Boulanger de métier, il sinitia seul aux mathéma-
tiques, principalement en lisant les travaux de Poisson, ce qui explique loriginalité de
son approche des phénomènes physiques. À lâge de quarante ans, il entra à luniversité
de Cambridge, où il soutient sa thèse en 1837.
En 1828, Green publia un travail intitulé "An Essay on the Application of Mathe-
matical Analysis to the Theories of Electricity and Magnetism", qui passa inaperçu du
monde mathématique jusquà sa rédition par Lord Kelvin en 1846 dans le "Journal für
Mathematik". On y trouve la formule de Green, ainsi que la fonction de Green (ainsi
dénommée par Riemann) qui est devenue un des concepts fondamentaux de la théorie
des équations aux dérivées partielles. En 1832 et 1833, Green publia des articles sur les
lois de léquilibre des uides, sur les lois de lattraction dans un espace n-dimensionnel où
il a introduit les fonctions appelées en nos jours les fonctions ultrasphériques et a utilisé
pour la première fois le principe de Dirichlet.
On appelle fonction de Green en physique ce que les mathématiciens appellent au-
jourdhui la solution élémentaire ou fondamentale dune équation di¤érentielle linéaire
à coe¢ cients constants, ou dune équation aux dérivées partielles linéaire à coe¢ cients
constants.
Ces « fonctions » de Green, qui sont le plus souvent des distributions, ont été intro-
duites, comme on vient de le dire, par Green en 1828 pour les besoins de lélectromagné-
tisme. Elles ont été utilisées ensuite par Neumann en 1877 pour la théorie du potentiel
Newtonien dans un espace à deux dimensions, puis en 1882 par Kirchho¤pour léquation
de propagation des ondes dans un espace à trois dimensions, et enn par Helmholtz en
acoustique.
Par la suite, elles sont devenues un outil puissant en théorie quantique des champs
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après que Feynman les a popularisées en 1948 sous le nom de propagateur dans sa for-
mulation en intégrale de chemin de lélectrodynamique quantique.
Les fonctions de Green jouent alors un rôle important dans la solution de nombreux
problèmes dans la mécanique quantique et de la théorie de létat du corps solide. La
méthode de la fonction de Green se situe donc au cur de nombreuses techniques ana-
lytiques et numériques telles que les méthodes singulières des équations intégrales, les
méthodes des éléments nis, etc...
En général, le terme "fonction de Green" se réfère à une fonction, associée à un
problème aux limites bien déterminé. Dans ce sens, des milliers darticles ont été pu-
bliés dans un large éventail de revues utilisant la méthode de la fonction de Green : en
physique théorique et en mathématiques appliquées. Cependant, parmi ces articles, peu
ont fait lobjet dun calcul analytique exact sans recours aux calculs numériques et aux
approximations.
Puisque, la plupart des problèmes pratiques ne peuvent pas être traités exactement,
il est nécessaire de développer des techniques dapproximatons qui nous conduisent de
sapprocher au mieux du résultat exact avec une préalable précision. La technique dap-
proximation la plus importante et habituelle pour résoudre les problèmes en mécanique
quantique et la théorie des perturbations dans le formalisme de Schrödinger. Elle nous
o¤re une méthode e¢ cace pour calculer les solutions approximatives de nombreux pro-
blèmes qui ne peuvent pas être résolus en utilisant exactement léquation de Schrödinger.
Comme dans la mécanique quantique standard, la méthode des perturbations peut être
développée aussi dans le cadre de lintégrale du chemin de la mécanique quantique.
Depuis 1970, le développement perturbatif de lintégrale de chemin a été utilisé pour
donner les fonctions de Green exactes du potentiel fonction-delta, du potentiel de Cou-
lomb non-relativiste et de quelques problèmes non relativistes avec conditions aux limites.
Aussi lapproche de perturbation a été utilisée avec succès pour dériver la fonction de
Green pour le potentiel du carré inverse.
Dans cette thèse, nous allons commencer dabord par apporter quelques nouveaux
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résultats relatifs au calcul des fonctions de Green construites directement à partir des
équations di¤érentielles décrivant quelques problèmes de mécanique quantique. Puis en
deuxième lieu, nous allons ajouter quelques contributions de la technique des perturba-
tions dans le formalisme de lintégrale de chemin.
Au passage rappelons quelques travaux qui sont étroitement liés à notre sujet. Certains
ont traité le problème de Kirchho¤-Poisson de la plaque circulaire mince. Le bord de
la plaque étant supposée de telle sorte que les valeurs limites sont égales à zéro. La
fonction de Green est également étudiée dans le problème du domaine annulaire circulaire.
La fonction de Green a été également étudiée pour le domaine elliptique. Le problème
quantique relatif à la dispersion en deux dimensions a été également traité.
Dans notre travail, nous avons reporté plusieurs résultats relatifs au calcul de la
fonction de Green pour les problèmes des potentiels continus par morseaux, avec de
nouvelles conditions aux limites, quon rencontre en physique quantique : le potentiel
saut de Heaviside en D=1, le potentiel saut (et puits) sur un disque en D=2 puis le
potentiel sur la sphère (états liés et de di¤usion) en D=3. En mécanique quantique, si le
potentiel est constant dans un domaine et est égale à zéro à lextérieur (ou vice versa),
la solution de léquation de Schrödinger et la dérivée de la solution sont continues sur la
frontière. Spécions encore nos problèmes : léquation de Schrödinger, prend deux formes
di¤érentes selon que lon est à lintérieur ou à lextérieur du domaine. Ce type de problème
correspond à la mécanique quantique pour létude dune particule soumise à un potentiel
qui est une constante à lintérieur du domaine et est égale à zéro à lextérieur.
Ainsi notre travail se compose de deux parties. Une première partie consacrée aux
équations di¤érentelles dans laquelle nous présentons : la théorie générale des équations
di¤érentielles ordinaires, la construction des fonctions de Green pour ce type déquations
di¤érentielles, puis quelques applications aux potentiels de Heaviside, le potentiel sur
un disque et le potentiel sphérique. En seconde partie, nous présentons la technique des
perturbations avec la théorie des équations intégrales associées. Nous avons utilisé cette
technique pour calculer la fonction de Green pour la sphère dure et le puits inni à deux
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dimensions.
En explicitant : dans le premier chapitre nous présentons la théorie générale des
équations di¤érentielles ordinaires dordre n, la construction de la fonction de Green
pour ce type déquations, la construction de la fonction de Green pour les équations
di¤érentielles du second ordre puis on sintéresse à la fonction de Green pour les cas
importants en physique relative aux opérateurs auto-adjoints.
Au second chapitre, intitulé "application au calcul de la fonction de Green", nous
présentons le calcul de la fonction de Green relative au problème du potentiel de Hea-
viside, du potentiel barrière nie à deux dimensions, du potentiel puits ni et enn une
application du potentiel sphérique.
Au troisième chapitre, nous avons présenté la méthode de la théorie des perturbations
adaptée à la mécanique quantique en présentant une interprétation physique aux termes
de la série de perturbation. Nous avons présenté également le rôle du propagateur de
Feynmann et sa relation avec la fonction de Green ainsi quavec la fonction donde,
solution de léquation de Schrödinger, et nous avons terminé ce chapitre par lélaboration
de léquation intégrale gouvernant la fonction de Green. Il savère que cette équation
appartient au problème de Wiener-Hopf de deuxième espèce.
Au quatrième chapitre, nous avons développé la théorie des fonctions sectionnellement
analytiques qui a été dabord appliquée au problèmes de Hilbert avec succès puis nous
lavons appliqué pour la résolution de notre problème de Wiener-Hopf.
Au cinquième chapitre, nous avons construit la série des perturbations et calculé ses
termes moyennant la théorie développée au chapitre 3. Nous avons trouvé que les termes
successifs de la série sont reliés par une formule intégrale que nous avons pu résoudre et
sommer la série pour ainsi construire la solution de Green pour trois types de potentiels
à deux dimensions : le problème dune barrière nie, le problème dun puits ni et le
problème dun puits inni.







Les fonctions de Green fournissent une méthode générale pour résoudre les équations
di¤érentielles soumises à des conditions aux limites appropriées. Elles sont largement
utilisées en mécanique quantique. Nous rencontrons souvent, dans divers domaines des
mathématiques, de la physique et lingénierie, les termes utilisés : «résolutive» , «noyau
résolvant", "fonction de signal", "fonction de réponse du point", ou "fonction de trans-
fert". Ce ne sont que les fonctions de Green dans la dénition généralisée. Quand on
se rappelle que de nombreux problèmes en physique théorique et physique appliquée en
n de compte réduire de trouver la sortie pour une entrée donnée, on peut comprendre
pourquoi les fonctions de Green sont aujourdhui très populaires dans de nombreux do-
maines - lhydrodynamique, lélectrodynamique, lacoustique, lélasticité, la mécanique
quantique, à létat solide de la physique, la physique des particules élémentaires, et ainsi
de suite. Leur utilité est encore en croissance progressive aujourdhui, comme diverses
techniques numériques continuent à se développer pour les calculs impliquant des fonc-
tions de Green. Aussi, nous avons remarqué quil ya généralement plusieurs fonctions de
Green associées à la même équation. Ces di¤érentes fonctions sont distinguées lune de
lautre par les conditions aux limites. Il est donc important, lors du calcul de la fonc-
tion de Green de léquation di¤érentielle linéaire de spécier les conditions aux limites.
Avant dattaquer notre problème concernant le calcul de la fonction de Green, inclure des
travaux qui sont étroitement liés à notre problème. Dans larticle [48], lauteur traite le
problème à deux dimensions dune mince circulaire Kirchho¤Poisson-plaque. La fonction
de Green est également étudié dans [1, 6] en deux dimensions pour un potentiel continu
par morceaux. Dans les articles [16],[40],[47],[49],[37],[38],[60] la fonction de Green a
été étudié pour le domaine elliptique. Le problème quantique par rapport à la di¤usion
en deux dimensions a également été traitée dans les articles [2],[5],[19],[54], mais dans
ce travail, le problème dû traiter le comportement asymptotique des solutions. Les ar-
ticles [36],[39],[42] [51],[59],[64] ont traité le problème de la fonction de Green[49, 35],
mais dans le contexte de rapprochement. Aucun de ces ouvrages cités, et aucun de nos
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connaissances, La fonction de Green pour un potentiel continu par morceaux ont été
calculés en trois dimensions.
Dans le premier chapitre nous présentons la théorie générale [62] des équations di¤é-
rentielles ordinaires dordre n, la construction de la fonction de Green [35] pour ce type
déquations, la construction de la fonction de Green pour les équations di¤érentielles du
second ordre, quelque notion sur les fonctions de Bessel [61], puis on sinteresse à la fonc-
tion de Green pour les cas importants en physique relative aux opérateurs auto-adjoints
[52].
Au second chapitre, intitulé "application au calcul de la fonction de Green", nous pré-
sentons le calcul de la fonction de Green relative au problème du potentiel de Heaviside,
du potentiel barrière nie à deux dimensions, du potentiel puits ni et enn une applica-
tion du potentiel sphérique. Les conditions aux limites choisies sont utiles en mécanique
quantique dans les problèmes de di¤usion et aussi pour les états liés. En mécanique quan-
tique, si le potentiel est constant à lintérieur dun domaine et est égal à zéro à lextérieur
(ou vice versa), la solution de léquation de Schrödinger et la dérivée de la solution sont
continues sur la frontière du domaine. Ce type de problème correspond à la mécanique
quantique pour létude dune particule est soumise à un potentiel qui est une constante
positive à lintérieur du domaine et est égal à zéro à lextérieur.
7
Chapitre 1
FONCTION DE GREEN DES
EQUATIONS DIFFERENTIELLES
ORDINAIRES
Dans de nombreuses applications, la dynamique dun système peut être modélisée
par des équations di¤érentielles ordinaires [8, 32]. Par exemple, on rencontre ces appli-
cations en mécanique [17] (en utilisant la loi de Newton), en astronomie (le mouvement
des planètes ou celui des galaxies), en dynamique atomique et moléculaire, en chimie des
réactions chimiques, en électronique des circuits intégrés, en biologie, au développement
de populations, etc.... Il est bien connu que la théorie des équations di¤érentielles est
intimement liée à la théorie des opérateurs [65]. Dans ce chapitre nous allons présenter
quelques rappels sur la théorie générale [62] des équations di¤érentielles ordinaires dordre
n, puis la théorie des équations di¤érentielles ordinaires du second ordre. Nous avons mis
également laccent sur la constructon des fonctions de Green associées à ces équations
di¤érentielles. Ce chapitre constitue alors la base des applications que nous allons pré-
senter au deuxième chapitre. Avant dentamer ce chapitre rappelons que lensemble des
dénitions et théorèmes sont inspirés de [8, 32].
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1.1 Théorie des équations di¤érentielles dordre n :
Une équation di¤érentielle ordinaire est donnée par une relation de la forme :
F
 
x; y; y; y00; :::; y(m)

= 0 (1.1)
où x < et y; y; y00; :::; y(m) <n: La fonction F est dénie dans un ouvert de <<n(m+1).
On dit que léquation di¤érentielle est dordre m, ou m est lordre de dérivations la plus
elevée qui apparait dans léquation. Une fonction ' : I ! <n (où I est un intervalle
dans <) est une solution de (1.1), si elle est de classe Cm et si
F
 
x; ' (x) ; '(x) ; '00 (x) ; :::; '(m) (x)

= 0; pour tout xI (1.2)
Pour une équation di¤érentielle de la forme (1.1), il est en général très di¢ cile dob-
tenir des résultats sur léxistence ou lunicité de la solution. Nous allons donc nous res-
treindre à la situation où léquation peut être résolue par rapport à la dérivée dordre m,
y(m). Nous écrivons alors
y(m) = g
 
x; y; y; y00; :::; y(m 1)

(1.3)
Considérons le problème de Cauchy

y= f (x; y)
y0 = y (x0)
(1.4)
et lensemble
A = f(x; y) < <m; jx  x0j  a; jjy   y0jj  bg (1.5)
Theorem 1 : Soit
f : A! <m
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si f est une fonction continue et Lipchitzienne, alors le problème de Couchy admet
une solution unique sur
I = [x0   ; x0 + ] ; où  = min (a; b=M) et M = max
(x;y)A
jjf (x; y)jj (1.6)
Léquation di¤érentielle linéaire :








+ :::+ pm 1 (x)
dy
dx
+ pm (x) y = g (x) (1.7)
où les fonctions réelles p0 ( p0 6= 0); p1;::::;pm 1; pm et g sont continues sur lintervalle
ouvert I.
Dautre par léquation (1.7) sécrit






+ :::+ pm 1 (x)
dy
dx
+ pm (x) y = g (x) (1.8)
où L est lopérateur linéaire dordre m déni par léquation (1.8). Pour obtenir une
solution unique de (1.8), il est nécessaire de donner m conditions initiales
y0 = y (x0) ; y
0
0 = y(x0) ; y
00
0 = y
00 (x0) ; :::; y
(m 1)
0 = y
(m 1) (x0) ou x0I (1.9)
Theorem 3 : Si les fonctions p0; p1;:::;pm 1; pm et g sont continues sur lintervalle ou-
vert I; léquation (1.8) admet une solution unique y =  (x) satisfaisant les conditions
initiales (1.9).
Theorem 4 : Soit léquation di¤érentielle homogène






+ :::+ pm 1 (x)
dy
dx
+ pm (x) y = 0 (1.10)
si les fonctions p0; p1;::;:pm 1; pm sont continues sur lintervalle ouvert I, si les fonctions
y0; y1; :::; ym 1; ym sont des solutions de léquation(1.10) et si la WronskienW (y0; y1; ::; ym 1; ym) 6=
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0 pour au moins un point de I, alors toute solution de léquation (1.10) peut être exprimée
comme une combinaison linéaire des solutions y0; y1; :::; ym 1; ym:
1.1.1 Construction de la fonction de Green :
Les fonctions de Green interviennent dans la résolution de certaines équations di¤é-
rentielles. On considère ici le cas particulièrement important pour la physique, déqua-
tions di¤érentielles du second ordre et on commence par des équations di¤érentielles aux
dérivées ordinaires.
La forme générale : Soit léquation di¤érentielle dordre m
L (y) = p0 (x) y
(m) + p1 (x) y
(m 1) + :::+ pm 1 (x) y0 + pm (x) y = 0 (1.11)
où les fonctions p0 (x), p1 (x),. . . ,pm (x) sont continues sur [a; b], p0 (x) 6= 0, sur [a, b] avec
les conditions aux limites
Vk (y) = y (a) + 
(1)y0 (a) + :::+ (m 1)y(m 1) (a) + y (b)+
(1)y0 (b) + :::+ (m 1)y(m 1) (b) = 0, k = 1; 2; :::;m. (1.12)
Les formes linéaires V 1,. . . , V m 1, en fonction de y (a), y 0 (a), ..., y (m 1) (a), y (b),
y 0 (b) ; ::; y (m 1) (b) étant linéairement indépendantes. Supposons que le problème aux
limites homogène (1.11) - (1.12) admet la seule solution triviale y (x)  0:
Denition 5 : On appelle fonction de Green (ou fonction dinuence) du problème aux
limites (1.11) (1.12) la fonction G (x; ) construite pour tout point  , a <  < b
Les propriétés de la fonction de Green : Cette fonction jouit des quatre propriétés
suivantes :
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1/ G (x; ) est continue et possède des dérivées continues par rapport à x jusquà
lordre (m  2) inclu pour a  x  b.
2/ Sa (m  1)-ième dérivée par rapport à x présente au point x =  une discontinuité

















3/ Dans chacun des intervalles [a; ) et (; b] la fonction G (x; ) considérée comme une
fonction de x est solution de léquation (1.11)
L (G) = 0 (1.14)
4/ G (x; ) vérie les conditions aux limites (1.12) :
Vk (G) = 0; k = 0; 1; 2; :::;m (1.15)
Theorem 6 : Si le problème aux limites (1.11) (1.12), na pas de solution autre que la
solution triviale y (x)  0; lopérateur L a une fonction de Green G (x; ) et une seule.
1.2 Equations di¤érentielles linéaires du 2eme ordre
Les équations linéaires du second ordre jouent un role fondamental en mécanique et en
physique. On les rencontre soit directement, soit comme intermédiaire dans la résolution
des équations aux dérivées partielles linéaire du second ordre. Elles ont dans certains
cas, pour solutions particulières, des fonctions élémentaires (polynômes ou autres), mais
leur solution générale est rarement simple, et ces équations conduisent à introduire et
à etudier de nouvelles fonctions, appelées quelquefois fonctions spéciales. Nous verrons
en outre que, à ces équations, on associe souvent des conditions aux limites dun type
di¤érent des conditions de Cauchy, qui établissent un lien entre les problèmes posés et
12
ceux de la théorie des fonctions orthogonales.
Les équations di¤érentielles linéaires du second ordre sont dune importance cruciale
dans létude des équations di¤érentielles pour deux raisons principales : la première est
que les équations linéaires ont une structure théorique riche qui sous-tend un certain
nombre de méthodes systématiques de solution. En outre, une partie importante de cette
structure, et ces méthodes sont compréhensibles à un niveau mathématique assez élé-
mentaire.
An de présenter les idées clés dans le contexte le plus simple possible, nous décrivons
dans ce chapitre les équations du second ordre. Une autre raison détudier ces équations
linéaires de secondes ordre, cest quelles sont très importantes dans le domaine de la
physique mathématique. Dailleurs, on ne peut pas aller plus loin dans le développement
de la mécanique des uides, de la conduction de la chaleur, du mouvement des vagues
et des phénomènes électromagnétiques sans savoir résoudre les équations di¤érentielles
linéaire de deuxième ordre.
Problème des valeurs propres attachées à une équation di¤érentielle linéaire








+ (b  c) y = 0 (1.16)
où a, b, c (c  0 ) sont des fonctions continues de x et  un paramètre. Nous allons
supposer que ce problème admet des solutions pour certaines valeurs du paramètre ; et
nous allons présenter en revue leurs plus remarquables propriétés. Dans lespace E; nous











Si a, b, sont réels, lopérateur A est réel. Mais nous ne savons pas davance si les valeurs
de  telles que
Ay = cy; y 6= 0; c<; et yE (1.18)
sont réelles. Si elles ne le sont pas, les solutions y (x) sont complexes. Nous allons donc
considérer E comme un espace vectoriel sur le corps des complexes. Dans cet espace,




y1 (x) y2 (x)dx; hy1; y2i =
1Z
0
c (x) y1 (x) y2 (x)dx (1.19)
Le second est bien un produit scalaire, parce que c (x) est une fonction continue réelle
positive. Ils sont tels que
hy1; y2i = (cy1; y2) = (y1; cy2) : (1.20)
Voici les propriétés fondamentales des solutions de léquation (1.16)










est hermitien relativement au produit scalaire (:; :) :
Theorem 8 : Si  est tel que léquation Ay = cy ait une solution non nulle dans E;
alors  est réel.
Theorem 9 : Si y1; y2 sont deux solutions de léquation Ay = cy; correspondant aux
valeurs propres distinctes 1; 2 alors y1 et y2 sont orthogonales pour le produit scalaire
h:; :i :
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Equations homogènes à coe¢ cients constants : Une équation di¤érentielle ordi-

















= g (x) + p (x)
dy
dx
+ q (x) y (1.22)
Les fonctions g; p et q sont dépendantes de x et ne dépendent pas de y. Dans ce cas,
nous réécrivons généralement léquation (1.21) sous la forme
y00 + p (x) y0 + q (x) y = g (x) (1.23)
Theorem 10 : Considérons le problème de la valeur initiale :

y00 + p (x) y0 + q (x) y = g (x)
y0 = y (x0) ; y0= y(x0)
(1.24)
où p; q; et g sont continues sur un intervalle ouvert I. Ensuite, il y a exactement une
solution y =  (x) de ce problème, et la solution existe sur tout lintervalle I:
Theorem 11 :(Principe de superposition) si y1et y2 sont deux solutions de léquation
di¤érentielle
L [y]  y00 + p (x) y0 + q (x) y = 0 (1.25)
alors la combinaison linéaire
c1y1 + c2y2
est aussi une solution pour toutes les valeurs des constantes c1; c2:
Theorem 12 : Supposons que y1et y2 sont deux solutions de léquation di¤érentielle
(1.25) et que le Wronskien W (y1; y2) nest pas nul au point x0 où les conditions initiales
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y0 = y (x0) ; y
0
0 = y
0 (x0) sont dénies, alors il existe un choix des constantes c1; c2 pour
lesquelles la fonction c1y1 (x) + c2y2 (x) satisfait à (1.25) avec ces conditions initiales.
Theorem 13 : Si f et g sont des fonctions di¤érentiables sur un intervalle ouvert I;et
si W (f; g) (x0) 6= 0 pour x0 de I, alors f et g sont linéairement indépendantes sur I. De
plus, si f et g sont linéairement dépendantes sur I, alors W (f; g) = 0 pour tout x de I
Theorem 14 dAbel : si y1et y2 sont des solutions de léquation di¤érentielle (1.25),
le Wronskien W (y1; y2) (x) est donné par






où c est une certaine constante qui dépend de y1et y2, mais pas de x. En outre,W (y1; y2) (x)
est nul pour tout x de I (si c = 0) et soit non nul sur I (si c 6= 0).
Theorem 15 : Soit
p (r) = ar2 + br + c (1.26)
le polynôme caractéristique de
ay00 + by0 + cy = 0 (1.27)
alors





b) si p (r) = 0 a une racine double r1; alors la solution générale de (1.27) est
y = (c1 + c2x) e
r1x
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c) si p (r) = 0 a des racines complexes conjuguées r1 =  + i! et r2 =    i! ( ou
! > 0), alors la solution générale de (1.27) est
y = ex (c1 cos!x+ ic2 sin!x)
Equations non homogènes
Méthode des coe¢ cients indéterminés : Revenons maintenant à léquation non
homogène
L [y] = y00 + p (x) y0 + q (x) y = g (x) (1.28)
où p, q, et g sont des fonctions continues sur un intervalle ouvert I. Léquation homogène
correspondante est (1.25).
Theorem 16 : Si Y1 et Y2 sont deux solutions de léquation non homogène (1.28), alors
leur di¤érence Y1  Y2 est une solution de léquation homogène correspondante (1.25), et
si en outre, y1 et y2 sont des solutions de léquation. (1.25), alors
Y1   Y2 = c1y1 + c2y2; où c1 et c2 des constantes arbitraires
Theorem 17 : La solution générale de léquation non homogène (1.28) peut être écrite
sous la forme
y (x) = (x) = c1y1 (x) + c2y2 (x) + Y (x) (1.29)
où y1et y2 sont de solutions des léquation. (1.25), c1 et c2 des constantes arbitraires, et
Y est une solution particulière de lequation (1.28).
Fonctions de Bessel :
En mathématiques, et plus précisément en analyse, les fonctions de Bessel, décou-
vertes par le mathématicien Suisse Daniel Bernouli, portent le nom du mathématicien
Allemand Friedrich Bessel. Bessel développa lanalyse de ces fonctions en 1817 dans le
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cadre de ses études du mouvement des planètes induit par linteraction gravitationnelle,
généralisant les découvertes antérieures de Bernouli. Ces fonctions sont des solutions









x2   2 y = 0 (1.30)
Modélisation dans un domaine circulaire : Divers phénomènes physiques
portent sur le disque
D =

f(x; y)<2;x2 + y2  a; a<+
	
(1.31)
comme le déplacement vertical u dune membrane circulaire ou la propagation de la
chaleur u dans un disque, sont modélisés par une équation aux dérivées partielles portant
sur la fonction u(x; y; t); (x; y)D ; tR décrivant lévolution temporelle de lobservable u
 1
2
4u(x; y; t) = i~@u
@t
+ C(x; y)u(x; y; t) (1.32)
avec une condition sur le bord
@D =

f(x; y)<2;x2 + y2 = a 	 (1.33)
par exemple la condition dite de Dirichlet
u(x; y; t) = 0; (x; y)@D (1.34)
Dans léquation (1.32), C(x; y) est une constante indépendante de t et le laplacien 4 est
lopérateur di¤érentiel 4 = @2x + @2y en coordonnées cartésiennes, soit
4 = r 1@r (r@r) + r 2@2' (1.35)
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en coordonnées polaires (r;') avec (x = r cos'; y = r sin'). Les solutions de léquation
(1.32) sont du type R(r)(')T (t), telles que :



















Les variables r; '; t étant indépendantes, les membres de léquation précédente sont alors




































































2E   n2r 2R = 0 (1.41)
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soit pour la fonction y(t) = R(t = r
p
2E) léquation di¤érentielle (1.41) sécrit
y00 + t 1y+
 
1  n2t 2 y = 0 (1.42)
léquation (1.42) est dite équation de Bessel dordre n. Pour n entier, la fonction de Bessel
Jn est dénie par une série et est solution de léquation di¤érentielle (1.42)











est absolument convergente pour tC et est solution de léquation di¤érentielle (1.42)
pour t<. La fonction Jn est appelée fonction de Bessel de première espèce dordre n.
Proposition 19 : Les fonctions de Bessel Jn ; n  1 vérient les relations de récur-
rence




Jn 1 (t)  Jn+1 (t) = 2Jn (t) (1.45)
de plus, J 00 =  J1:
Theorem 20 : La famille des fonctions de Bessel (Jn) n  0 est caractérisée par lune
des deux représentations suivantes
1) les Jn sont donnés par la fonction génératrice






  x 1 ; t > 0 (1.46)
2) la fonction Jn est donnée par la série entière (1.43). De plus, la suite (Jn) n  0
vérie la relation de récurrence
tJn 1 (t) = 2nJn (r)  tJn+1 (t) : (1.47)
20
La fonction Jn a comme comportements asymptotiques aux bornes de lintervalle (0;+1)
Jn (t) t!0 t
n
2nn!













Remark 21 : Pour t< et en prenant la variable  telle que x = ei, la relation (1.46)
sécrit comme un développement en série de Fourier
















cos (t sin    n) d (1.50)
daprès (1.50) on a
J n (t) = Jn ( t) ; et Jn ( t) = ( 1)n Jn (t) ; 8t< (1.51)
lorsque n non entier égal à ; la fonction J  est une solution de léquation (1.42), et
linéairement indépendante de J :
Proposition 22 : Soit  un réel, léquation di¤érentielle (1.42)
y00 + t 1y0 +
 
1  2t 2 y = 0 (1.52)
a deux solutions linéairement independantes J , Y :Cette seconde est appelée la fonc-










































; t! +1 (1.56)
Theorem 23 : Soit léquation di¤érentielle
y00 + t 1y0    1 + 2t 2 y = 0 (1.57)
les solutions de léquation (1.57) sont appelées fonctions de Bessel modiées. Une est nie







1) Les fonctions I(t) et K(t) vérient les relations de récurrence (1.44),(1.45), (1.51)
2) Dans le cas largument des fonctions de Bessel J (t) et H
(1)
 (t) est imaginaire, on
obtient
J (it) = i
I (t) ; K (t) =
i
2
(i) H(1) (it) (1.59)
où la fonction H(i) (t) ; (i = 1; 2) sappellent fonctions de Hankel ou fonctions de Bessel
de troisième espèce, elles sont dénies par
H(1) (t) = J (t) + iY (t) ; H
(2)
 (t) = J (t)  iY (t) (1.60)
3) Les Wronskiens des fonctions de Bessel précédentes
W (J (t) ; Y (t)) = 2=t; W (I (t) ; K (t)) = 2=t; W
 























































































1.2.1 Construction de la fonction de Green pour les équations
di¤érentielles du second ordre
Forme genérale : Soient p0, p1, p2 trois fonctions continues sur [a; b] telles que :
p0 (x) y
00 + p1 (x) y0 + p2 (x) y = 0 (1.67)
a0y (a) + a1y
0 (a) + a2y (b) + a3y(b) = 0
b0y (a) + b1y0 (a) + b2y (b) + b3y(b) = 0
(1.68)
Nous dirons que le problème est régulier si en plus des conditions précédentes
1) [a; b] est un segment borné sur lequel p0(x) ne sannule pas,
2) le problème homogène (1.67) (1.68) admet pas dautre solution que y  0:
Pour tout problème régulier (1.67) (1.68) il existe une unique fonction G(x; ) ap-
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pelée fonction de Green qui est entièrement déterminée par les 4 propriétés précédentes.
Remark 24 : Si a2, a3, b0, et b1 sont nuls, on dit que ces conditions sont séparées.
construction de la fonction de Green
On construit la fonction Green sur la base de deux solutions non proportionnelles y1et
y2 de ( 1.67 ) de la façon suivante :
G (x; ) =

a () y1 (x) + b () y2 (x) , pour x  [a; [
c () y1 (x) + d () y2 (x) , pour x  ]; b]
(1.69)
tels que les réels a( ), b( ) , c( ) et d( ) sont des fonctions à déterminer à partir des
conditions aux limites. La recherche de G (x; y) se fait comme elle a été presentée dans
le cas générale (équations di¤érentielles dordre n) dans le sous-paragraphe (1.1.1).
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Chapitre 2
APPLICATIONS AU CALCUL DE
LA FONCTION DE GREEN
Dans ce chapitre nous allons traiter trois cas à savoir : le potentiel saut de Heaviside
[1], le potentiel sur le disque [9] et le potentiel sur la sphère [10].





+ V   E





0 ; si x < 0
V0 ; si  0 (2.2)
qui est une fonction continue par morceaux. En mécanique quantique cette fonction est






+ V   E

	(x) = 0 (2.3)
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1) dans le cas ( x < 0, y < 0), la dernière équation se transforme en léquation
d2	
dx2
+ 2mE	 = 0 (2.4)
qui admet deux solutions indépendantes
	1 (x) = exp (ikx) ; 	2 (x) = exp ( ikx) ; où k2 = 2mE. (2.5)
La fonction de Green correspondante et qui respecte les conditions aux limites du pro-
blème de mécanique quantique est construite à partir de ces solutions et est denie par
G 1;1 (x; y) =

A (y) exp ( ikx) + rA (y) exp (ikx) ; x < y
B (y) exp (ikx) ; 0  x > y (2.6)
La continuité de la fonction de Green au point (x =y )
G 1;1 (y+; y) G 1;1 (y ; y) = 0()
(B (y) + rA (y)) exp (iky)  A (y) exp ( iky) = 0 (2.7)
La discontinuité de la première dérivée de la fonction de Green au point (x =y ) est
dénie par
dG 1;1 (y+; y)
dx
  dG 1;1 (y ; y)
dx
= 1()
(B (y) + rA (y)) exp (iky) + A (y) exp ( iky) = 1
ik
(2.8)
De (2.7) et (2.8), on obtient









exp (iky) : (2.10a)




(exp ( iky)  r exp (iky)) (2.11)
et dans le système (2.6) on obtient
G 1;1 (x; y) =
 1
2ik
exp (iky) exp ( ikx)  r 1
2ik
exp (iky) exp (ikx) ; x < y
1
2ik
(exp ( iky)  r exp (iky)) exp (ikx) ; 0 > x > y (2.12)
G 1;1 (x; y) =
 1
2ik
exp ik (y   x)  r
2ik
exp ik (x+ y) ; x < y
1
2ik
exp ik (x  y)  r
2ik
exp ik (x+ y) ; 0 > x > y (2.13)
Enn lexpression de la fonction de Green dans le cas (x < 0 , y < 0) est
G 1;1 (x; y) =
1
2ik
[exp ik jx  yj   r exp ik (x+ y)] (2.14)
où r est une constante à determiner par les conditions aux limites.
2) Dans le cas (x > 0 , y > 0 ), léquation di¤érentielle (2.3) sécrit
d2	
dx2
+ 2m(E   V0)	 = 0 (2.15)
Elle admet deux solutions indépendantes
	1 (x) = exp (x) ; 	2 (x) = exp ( x) ; où 2 = 2m(E   V0) (2.16)
La fonction de Green correspondante à ces solutions et respectant les conditions dictées
27
par la mécanique quantique
G 2;2 (x; y) =

A (y) exp (x) ; 0  x < y
B (y) (exp ( x) + r exp (x)) ; x > y (2.17)
La continuité de la fonction de Green au point (x =y )
G 2;2 (y+; y) G 2;2 (y ; y) = 0()
B (y) exp ( y)  (A (y)  rB (y)) exp (y) = 0 (2.18a)
La discontinuté de la dérivée première de la fonction de Green au point (x =y )
dG 2;2 (y+; y)
dx
  dG 2;2 (y ; y)
dx
= 1()
 B (y) exp ( y)  (A (y)  rB (y)) exp (y) = 1

(2.19)
De (2.18a) et (2.19) on obtient
A (y)  rB (y) =   1
2
exp ( y) (2.20)
et de(2.18a) et (2.19) on obtient







(exp ( y) + r exp (y)) (2.22)
En remplaçant les résultats (2.21a), (2.22) dans le système (2.17) on trouve
G 2;2 (x; y) =
 1
2
(exp( y) + r exp (y)) exp (x) ; 0  x < y
  1
2
exp (y) (exp ( x) + r exp (x)) ; x  y (2.23)
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G 2;2 (x; y) =
 1
2
(exp ( (y   x) + r exp(x+ y)) ; 0  x < y
  1
2
(exp(y   x) + r exp(x+ y)) ; x > y (2.24)
Enn lexpression de la fonction de Green dans le cas (x > 0 , y > 0) est
G 2;2 (x; y) =
 1
2
[exp(  jx  yj) + r exp (x+ y)] (2.25)
où r est une constante à déterminer daprès la continuité de la fonction de Green au point
(0; 0)




(1  r) =  1
2










exp ik jx  yj   + ik
  ik exp ik (x+ y)

(2.29)




exp jx  yj+ + ik
  ik exp (x+ y)

(2.30)
3) Dans le cas ( x < 0 ; y > 0 ) la fonction de Green sécrit comme
G1;2 (x; y) =  (k; )h (y) z (x) (2.31)
où
z (x) = 	1 (x) = exp (ikx) (2.32)
qui est solution de léquation (2.4), et
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h (y) = 	2 (y) = exp ( y) (2.33)
qui est solution de léquation (2.15). Daprès la continuité de la fonction de Green au
point (0; 0) c-à-d
G 1;1 (0; 0) = G1;2 (0; 0) (2.34)
doù




G1;2 (x; y) =
 2ik
  ik exp (ikx  y) (2.36)
4) Dans le cas ( y < 0 ; x > 0 ) la fonction de Green se détermine de la même manière
du cas précédent
G2;1 (x; y) =  (k; ) g (y) d (x) (2.37)
où
g (y) = 	1 (y) = exp (iky) ; et d (x) = 	2 (x) = exp ( x) (2.38)
sont les solutions des équations (2.15) et (2.4) respectivement. Daprès la continuité de
la fonction de Green au point (0; 0) c-à-d
G 2;2 (0; 0) = G2;1 (0; 0) (2.39)
on a




G2;1 (x; y) =
 2
  ik exp (iky   x) (2.41)
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2.2 Potentiel sur le disque (D=2)
Soit le problème aux valeurs propres
H^	 = E	 (2.42)
où H^ désigne lopérateur hamiltonien, E lénergie (valeur propre) et 	 fonction de r et
 et la fonction propre de lopérateur H^. Celui-ci est donné par
H^ =  1
2
4+ V (r; ) (2.43)
et
V (r; ) =

V0; si ; 0  r  a
0; si ; r > a
(2.44)
qui est une fonction indépendante de la variable angulaire : Géometriquement cette
fonction peut être considérée, à linstar du cas dune seule dimension, comme une barrière




Gl (r; r) e
il( )
telle que Gl (r; r) est la fonction de Green radiale que nous allons construire.
Le cas 0 <V0< E




4+ V   E






	 = 0; si , r > a 4
2
  V0 + E


































	(r; ) = 0 (2.48)
on utilise la méthode de séparation de variable et on pose la séparation
	(r; ) = 	1 (r)	2 () (2.49)
















	1 (r)	2 () = 0 (2.50)
















































Léquation pour 	2 () :
	002 ()
	2 ()
=  l2 , 	002 () + l2	2 () = 0 (2.54)
(l réel) qui admet une solution générale de la forme
	2 () = c2e
il (2.55)
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	1 (r) = l










2Er2   l2	1 = 0 (2.57)















	1 = 0 (2.58)
avec les conditions aux limites
	1 (a) = A1 ; et B1 = lim
r!+1
	1 (r) bornée (2.59)
Le problème étant bien déni, la construction de la fonction de Green est immédiate [9]
Gl;1;1 (r; r) =  
 Yl (r) Jl (r)+ h2Jl(ka) aJl(a)[Jl(ka)Yl(a) kYl(a)Jl(ka)]
aJl(a)[Jl(ka)Jl(a) kJl(a)Jl(ka)] Jl (r)
i
Jl (r) , 0 < r  r






Jl (r) , r r  a
(2.60)
le deuxieme cas ( 0 < r  r a ) (r et rà lintérieur du disque)
Gl;2;2 (r; r) =
 Yl (kr) Jl (kr)+ h2Jl(a) aJl(ka)[kJl(a)Yl(ka) Yl(ka)Jl(a)]
aJl(ka)[kJl(a)Jl(ka) Jl(ka)Jl(a)] Jl (kr)
i
Jl (kr) , a  r  r






Jl (kr) ,r r <1
(2.61)
le cas : 0< r a  r <1 ( rà lintérieur et r à lextérieur du disque)
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Gl;2;1 (r; r) =








a [kJl (a) Jl(ka)  Jl (ka) Jl (a)]Jl (kr) Jl (r) (2.62)
le cas : 0< r  a  r<1 :(r à lintérieur et rà lextérieur du disque)





a [kJl (a) Jl(ka)  Jl (ka) Jl (a)]

Jl (r) (2.63)
2.2.1 Le cas 0< E <V0
Dans ce cas 0 devient un nombre imaginaire pure 0 = i
= i
p
2 (E   V0) = i  (2.64)
alors les fonctions de Bessel ce transforment en
Jl (r) ! Il (r) (2.65)
Yl (r) ! Kl (r) (2.66)
En résumant tous les résultats dans les di¤érentes régions maintenant, on trouve
0  r  r a (r et rà lintérieur du disque)
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G1;1 (l : r; r) =  
 Kl (r) Il (r)  2Jl(ka)+aIl(a)[kKl(a)Jl(ka) iJl(ka)Kl(a)]
aIl(a)[kIl(a)Jl(ka) iJl(ka)Il(a)] Il (r) Il (r) , 0 < r  r
Kl (r) Il (r) 
 2Jl(ka)+aIl(a)[kKl(a)Jl(ka) iJl(ka)Kl(a)]
aIl(a)[kIl(a)Jl(ka) iJl(ka)Il(a)] Il (r) Il (r) , r r  a
(2.67)
0 < r a  r <1 ( rà lintérieur et r à lextérieur du disque)













0 < r  a  r<1 (r à linterieur et rà lexterieur du disque)













a  r  r<1 (r et rà lextérieur du disque)
G2;2 (l : r; r) =
 Yl (kr) Jl (kr) 2Il(a)+aJl(ka)[kIl(a)Yl(ka) iYl(ka)Il(a)]
aJl(ka)[kIl(a)Jl(ka) iJl(ka)Il(a)] Jl (kr) Jl (kr) , a  r  r
Yl (kr) Jl (kr) 
2Il(a)+aJl(ka)[kIl(a)Yl(ka) iYl(ka)Il(a)]
aJl(ka)[kIl(a)Jl(ka) iJl(ka)Il(a)] Jl (kr) Jl (kr) , r r <1
(2.70)
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2.2.2 Le puits de potentiel (D=2)
Considérons le potentiel déni par
V (r) =

0; si ; 0  r  a
V0; si; r > a
(2.71)
Pour calculer la fonction de Green pour ce problème, il su¢ t de reconsidérer les
solutions obtenues dans la première section et de faire le changement entre les constantes
 $ k. Dans ce cas E devient inférieure à V0 (E < V0) et  devient égal à
p
2(V0   E).
Par example dans le cas 0  r  r a le potentiel V (r) égal V0 à lextérieur du disque,
la fonction de Green devient le ceo¢ tion
G1;1 (l : r; r) =
8>>>>>>><>>>>>>>:




Jl (kr) ,0 < r  r




Jl (kr) , r r  a
(2.72)
et r et rà lextérieur du disque (r  r a ) :
G2;2 (l : r; r) =  
8>>>>>>><>>>>>>>:




Jl (r) , a  r  r




Jl (r) , r r <1
(2.73)
remarque : Le spectre est donné par les pôles de G1;1 (l : r; r) :
r à lintérieur et rà lextérieur du disque
36













rà lintérieur et r à lextérieur du disque















2Jl (a) + aJl (ka) [kJl (a)Yl (ka)  Yl (ka) Jl (a)]







Yl 1 (ka)  lkaYl (ka)




Jl 1 (ka)  lkaJl (ka)
  Jl (ka)1  la Jl(a)Jl 1(a) (2.77)










et la fonction de Green, à linni devient :
G1;1 (l : r; r) =
 hYl (kr)  Yl(ka)Jl(ka)Jl (kr)i Jl (kr) ,0 < r  rh
Yl (kr)  Yl(ka)Jl(ka)Jl (kr)
i
Jl (kr) , r r  a
(2.80)
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G2;1 (l : r; r) = 0 0 < r0 < a < r (2.81)
G1;2 (l : r; r) = 0 0 < r < a < r
G2;2 (l : r; r) = 0 r; r0 > a
Ce resultat est un problème bien connu dans la mécanique quantique, dune particule
se déplaçant dans un puit inni à deux dimensions. Le spectre, est alors donné par les
racines de léquation Jl (ka) = 0.
2.3 Potentiel sur une sphère molle (D=3)
soit le problème aux valeurs propres
H^	 = E	 (2.82)
où H^ désigne lopérateur hamiltonien, E lénergie (valeur propre) et 	 la fonction propre,
fonction de r et  et '
H (r; ; ')G =
1
r2
 (   )  ('  ')  (r   r)
H^ =  1
2
4+ V (r; ; ')
et
V (r; ; ') =

V0; si ; 0  r  a
0; si ; r > a
(2.83)
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2.3.1 Le cas 0 <V0< E














G (r; r) =   1
r2
 (r   r) ; si , r > a 4
2
  V0 + E

G (r; r) =   1
r2










  l (l + 1)
r2
(2.86)














Gl;2;2 (r; r) =   2
r2










2Er2   l (l + 1)Gl;2;2 (r; r) =  2 (r   r) (2.88)











2Er2   l (l + 1) y = 0















a  r  r
D (r) Jl+ 1
2
(kr) r r <1
39
daprès la continuité de la fonction de Green au point r = r
Gl;2;2 (r+; r) Gl,2;2 (r ; r) = 0() C (r)Yl+ 1
2
(kr)
  [D (r) + C (r)] Jl+ 1
2
(kr) = 0 (2.89)
et la dicontinuité de la dérivée première par rapport r de la fonction de Green au point
r = ron trouve
d
dr
Gl;2;2 (r+; r)  d
dr
Gl;2;2 (r ; r) =
2
r2
() C (r)Yl+ 1
2
(kr)


































(kr) a  r  rh
Yl+ 1
2






(kr) r r <1
(2.93)






2r2 (E   V0)  l (l + 1)

	1 = 0 (2.94)




et la fonction de
Green correspondante est
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Gl;1;1 (r; r) =
 A (r) Jl+ 1
2









r r  a
(2.95)
daprès la continuité de la fonction de Green au point r = r
Gl;1;1 (r+; r) Gl,1;1 (r ; r) = 0() B (r)Yl+ 1
2
(r)
  [A (r) + B (r)] Jl+ 1
2
(r) = 0 (2.96)
et la dicontinuité de la dérivée première par rapport r de la fonction de Green au point
r = ron a
d
dr
Gl;1;1 (r+; r)  d
dr
Gl;1;1 (r ; r) =
2
r2
() B (r)Yl+ 1
2
(r)











































(r) r r  a
(2.100)
Pour déterminer les coe¢ cients  et , nous utilisons la continuité de la fonction de
Green et la discontinuité de sa dérivée au point r= r = a c-à-d on résoud le système :
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Gl;2;2 (a+; a)  d
dr
























































































































































Enn, la fonction de Green à lintérieur de la sphère et en dehors de la sphère sont données
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(r) ; 0  r  r (2.105)







































(r) ; r r  a (2.106)







































(kr) ; a  r  r (2.107)








































(kr) ; r r <1 (2.108)
Le cas 0 < r a  r <1 (r à lintérieur et rà lextérieur de la sphère))
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Dans ce cas, la fonction de Green sécrit comme












où  est une constante déterminée à laide de la continuité de la fonction de Green à


































































































































































alors la fonction de Green mixte devient

































Le cas 0 < r  a  r<1 (r à lintérieur et rà lextérieur de la sphère)
Dans ce cas, la fonction de Green sécrit comme













où  est une constante déterminée à laide de la continuité de la fonction de Green à
























































































































alors la fonction de Green mixte devient

































2.3.2 Le cas 0< E <V0
Dans ce cas 0 devient nombre imaginaire pur 0 = i :
= i
p
2 (E   V0) = i  (2.118)






2r2 (E   V0) + l (l + 1)

	1 = 0 (2.119)





de Green correspondante est
Gl;3;3 (r; r) =
 A (r) Il+ 1
2









r r  a
(2.120)
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daprès la continuité de la fonction de Green au point r = r
Gl;3;3 (r+; r) Gl,3;3 (r ; r) = 0() B (r)Kl+ 1
2
(r)
  [A (r) + B (r)] Il+ 1
2
(r) = 0 (2.121)
et la discontinuité de la dérivée première par rapport r de la fonction de Green au point
r = ron a
d
dr
Gl;3;3 (r+; r)  d
dr
Gl;3;3 (r ; r) =
2
r2
() B (r)Kl+ 1
2
(r)








































(r) r r  a
(2.125)
le cas a  r  r<1 :(r et rà lextérieur de la sphère)
de même manière de la construction du premier cas on obtient
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(kr) a  r  rh
Yl+ 1
2






(kr) r r <1
(2.126)
Pour déterminer les coe¢ cients et 1, nous utilisons la continuité de la fonction de
Green et la discontinuité de sa dérivée au point r= r = a c-à-d on résoud le système :

























Gl,3;2 (a+; a)  d
dr





























































































Enn, la fonction Green à lintérieur de la sphère est donnée par











































(r) 0  r  r (2.131)











































(r) r r  a (2.132)
lim
!+1



















(r)! 0; quand ! +1











































(kr) a  r  r (2.133)












































(kr) r r <1 (2.134)
Le cas 0 < r a  r <1 (rà lintérieur et r à lextérieur de la sphère)
Dans ce cas la fonction de Green sécrit comme












où 1 est une constante à déterminer par la continuité de la fonction de Green au







































































alors la fonction de Green mixte devient












































! 0; si r< a , quand ! +1
le cas 0 < r  a  r<1 (r à lintérieur et rà lextérieur de la sphère)
Dans ce cas la fonction de Green sécrit comme














où 1 est une constante à déterminer par la continuité de la fonction de Green au point




































































alors la fonction de Green mixte devient :


















































































(kr) ; r r < +1
(2.144)
2.3.3 Le puits sphérique (V0 < 0)
Dans ce cas le potentiel est
V (r; ; ') =
  V0; si ; 0  r  a
0; si ; r > a
(2.145)






2r2 (V0 + E) + l (l + 1)

	1 = 0 (2.146)
notons, 1 =
p
2(V0 + E) (2.147)
De même manière, on construit la fonction de Green, donc, nous obtenons



















(1r) r r  a
(2.148)
le cas a  r  r<1 :( r et rà lextérieur de la sphère)
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(kr) r r <1
(2.149)

































































donc les fonctions de Green à lintérieur et à léxterieur sont données par







































(1r) 0  r  r (2.152)







































(1r) r r  a (2.153)









































(kr) a  r  r (2.154)







































(kr) ; r r <1 (2.155)
Le cas 0 < r a  r <1 (rà lintérieur et r à lextérieur de la sphère)
dans ce cas la fonction de Green sécrit



































































le cas 0 < r  a  r<1 (r à lintérieur et rà lextérieur de la sphère) :
dans ce cas la fonction de Green sécrit




































donc la fonction de Green dans cette région est donnée par







































Dans cette partie nous proposons de résoudre quelques problèmes de physique ma-
thématique en faisant usage des équations intégrales [1, 15]. Tout dabord on construit
léquation intégrale relative au problème aux limites posé, puis on calcule la fonction de
Green [4],[11],[12],[18],[30],[31],[44] associée au problème moyennant la théorie des pertur-
bations indépendantes du temps [3],[14],[26],[27],[28],[43],[34],[53],[56]. Concrètement ce
problème entre dans le cadre de la théorie du potentiel très fréquentée par les physiciens
de la mécanique quantique. Les potentiels à traiter sont bien étudiés dans la première
partie et nous souhaitons retrouver, par le biais de la théorie des perturbations, les noyaux
de Green associés à ces di¤érents potentiels [58]. Nous avons trouvé que les termes suc-
cessifs de la série sont reliés par une formule intégrale que nous avons pu résoudre puis
sommer la série pour ainsi construire la solution de Green.
Au troisième chapitre, nous avons présenté la méthode de la théorie des perturbations
adaptée à la mécanique quantique en intérprétant physiquement les termes de la série
de perturbation. Nous avons présenté également le rôle du propagateur de Feynmann
[19], [22],[23],[24],[25],[29],[41],[45] et sa relation avec la fonction de Green ainsi quavec
la fonction donde, solution de léquation de Schrödinger. Et nous avons ni ce chapitre
par lélaboration de léquation intégrale gouvernant la fonction de Green. Il savère que
cette équation appartient au problème de Wiener-Hopf de deuxième espèce.
Au quatrième chapitre, nous avons développé la théorie des fonctions sectionnellement
analytiques qui a été dabord appliquée au problèmes de Hilbert avec succès puis nous
lavons appliqué pour la résolution de notre problème de Wiener-Hopf.
Au cinquième chapitre, nous avons construit la série de perturbations et calculé ses
termes moyennant la théorie développée au chapitre 3. Nous avons trouvé que les termes
successifs de la série sont reliés par une formule intégrale que nous avons pu résoudre
et sommer la série pour ainsi construire la solution de Green. Nous avons aussi, dans ce
chapitre, vérié dans chaque étape de calcul de la série de perturbation, la justesse de
notre procèdure et ceci en se reférant à la méthode directe, pour trois types de potentiels
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à deux dimensions : le problème dune barrière nie, le problème dun puits ni et le
problème dun puits inni.






Dans ce chapitre nous allons développer une méthode de traitement des potentiels
[11],[12],[30],[23],[41] appelée le développement en séries [7],[13],[40],[63] de perturba-
tion utilisée généralement quand le potentiel est comparativement faible (comparé, par
exemple, à lénergie cinétique du système) [33]. De nos jours, et dans plusieurs travaux
(voir références sus-mentionnées), la sommation des séries pour des potentiels non néces-
sairement faibles converge et reproduit exactement le résultat. Dans notre travail, nous
nous proposons aussi une telle tâche pour les potentiels particulier à savoir le potentiel
de Heaviside, le potentiel sur le disque et le potentiel sur la sphère. Bien que le dévelop-
pement de perturbation puisse être développé dans un sens strictement mathématique, il
sapprète aussi une interprétation physique intéressante que nous présentons également.
Cette méthode mène à une compréhension plus profonde de la mécanique quantique.
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3.1 Développement des termes de la série de pertur-
bation
Supposons quune particule se déplace dans un potentiel V (x; t). Pour le moment le
mouvement sera restreint à une dimension entre les points a et b et le noyau de Feynman
(souvent dénomé propagateur de Feynmann) est :












2   V (x; t)]dtg)Dx(t) (3.1)
Lindice V est employé pour nous rappeler que la particule est soumise à laction du
potentiel V . Dorénavant la notation K0 dénotera le noyau pour le mouvement dune
particule libre sans contraintes physiques. Dans certains cas de potentiels, le noyau KV
peut être déterminé par di¤érentes méthodes se trouvant dans la littérature standard.
Par exemple, dans le chapitre 3[23] nous allons déterminer le noyau pour loscillateur
harmonique soumis à laction dune force extérieure f(t). Dans ce cas le potentiel est de
la forme :
V (x; t) =
m
2
!x2   xf(t) (3.2)
En général, nous avons constaté que si le potentiel est quadratique en x, le noyau peut
être déterminé exactement. Cependant il y a quelques dautres types de potentiels qui
peuvent être traités avec succès à laide de léquation des Schrödinger. Ici nous étudions
une technique qui est très utilisée si le¤et du potentiel est petit. Supposons que le
potentiel est petit ou bien avec plus de précision supposons que lintégrale sur le temps
du potentiel le long dun chemin est petit comparativement à la constante de planck ~.

























qui est déni le long de nimporte quel chemin particulier x(t). En utilisant ce dévelop-
pement dans (3.1) on trouve :
KV (b; a) = K0(b; a) +K





































V [x(s); s]ds (3.6)





























et ainsi de suite...
3.2 Evaluation et interprétation des termes
Considérons dabord le noyau K, nous souhaitons échanger lordre de lintégration par
rapport à la variable x et le chemin x(t) que nous écrivons :






















V [x(s); s] (3.9)
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Lintégrale de chemin F (s) peut être décrite comme suit. Elle est la somme sur tous
les chemins des amplitudes de la particle libre. Penderée par le potentiel V [x(s); s] évalué
alors au temps s. La seule caractéristique du chemin x(t) qui est impliqué dans ce potentiel
particulier V est la position du chemin x(t) au moment particulier t = s. Ce que signie
que avant et après le temps s les chemins impliqué dans le calcul de F (s) sont les chemins
dune particule libre. Ce chéma quon vient de décrire est représenté sur la gure ci-contre.
En utilisant les mêmes arguments qui ont mené à Eq.(2-31) [23], nous divisons chaque
chemin en deux parties, une avant le temps t = s et lautre après ce temps. Explicitement,
nous supposerons que chaque chemin passe par le point xc à cet instant s (voir g.3.1).
Nous intégrerons sur toutes les valeurs que peut prendre xc et ceci dépend du potentiel en
question. Si nous dénotons le point xc(s) par c (cest-à-dire, s = tc), donc la somme sur
tous des tels chemins peut être écrite comme K0(b; c)K0(c; a): Ceci signie que F (s) =




K0(b; c)K0(c; a)dxc (3.10)
62
la substitution de ceci dans Eq (3.8) donne (avec V (xc; tc)  V (c); voir g.3.2)






K0(b; c)V (c)K0(c; a)dxcdtc (3.11)
Léquation (3.11) est très importante très utile, et possède une interprétation phy-
sique. Nous appelons di¤usion linteraction entre le potentiel et la particule ; ainsi nous
disons que le potentiel disperse ou di¤use la particule et que lamplitude de di¤usion par
un potentiel est  ( i~)V par unité de volume et par unité de temps.
Avec cette interprétation nous pouvons décrire KV de la façon suivante. Evidemment
KV est la somme sur di¤érents groupes de chemins commençant tous par le point a et
nissant par le point b :
1. La particule nest pas dispersée du tout [ K0(b; a) ].
2. La particule peut être dispersée une seule fois [ K(1)(b; a) ].
3. La particule peut être dispersée deux fois [K(2)(b; a) ] etc.....
Chaque groupe de chemins est lui même une somme sur di¤érents groupes.
63
Considérons par exemple le noyau à une seule dispersion K(1)(b; a). La particule com-
mence à partir de a, se déplace en tant quune particule libre au point xc; tc = c, où elle
est dispersée par le potentiel V (c), après quoi elle se déplace comme une particule libre








(on doit se rappeler que dans la convention que nous employons le mouvement de la
particule est tracé en lisant les formules vers lavant, c.-à-d., de droite à gauche)
La construction de cette amplitude suit la règle indiquée dans la section.2-5[23], à
savoir, que les événements damplitudes se produisant en succession à temps se multi-
plient. La forme nale pour le noyau K(1) est obtenu en ajoutant toutes les amplitudes
élémentaires en intégrant sur xc et tc comme indiqué dans léquation (3.11). En utilisant
ce raisonnement, nous pouvons noter le noyau K(2) pour la double dispersion immédia-
tement comme :




K0(b; c)V (c)K0(c; d)V (d)K0(d; a)d cd d (3.13)
où d = dx:dt
Ici, la particule se déplace comme une particule libre de a à d. En d la particule est
dispersée par le potentiel V (d) puis elle se déplace alors comme particule libre jusquà c,
où elle est dispersée par le potentiel V (c). Ensuite elle se déplace de c à b, encore comme
particule libre.
Ici nous avons supposé que tc > td et donc :
K(b; a) = 0 pour tb < ta: (3.14)
Alors (3.13) est correcte sans aucune restriction sur lintervalle de lintégration sur tc et
td..
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3.3 Les équations intégrales
Avant dappliquer les résultats des paragraphes précédents sur un exemple nous déve-
lopperons quelques relations mathématiques impliquant les noyaux et les fonctions donde
des systèmes se déplaçant dans un potentiel. En utilisant les résultats jusquici obtenus,
nous pouvons écrire (3.4) comme suit :
KV (b; a) = K0(b; a)  i~
Z




K0(b; c)V (c)K0(c; d)V (d)K0(d; a)d cd d + :::: (3.15)
Alternativement, cette expression peut être écrite comme :








K0(c; d)V (d)K0(d; a)d d + ::::

d c
Lexpression entre les crochets a la même forme que (3.15). Ceci signie que KV peut
être écrit comme :
KV (b; a) = K0(b; a)  i~
Z
K0(b; c)V (c)KV (c; a)d c (3.17)
qui est une expression exacte. Cest une équation intégrale déterminant KV si K0
est connu. Ainsi le problème de lintégrale de chemin a été transformé en une équation
intégrale.
Ce dernier résultat peut être compris physiquement de la façon suivante : Toute
amplitude de transition du système de a vers b, peut être exprimée comme somme de
deux atlernatives. La première alternative est lamplitude que la transition a lieu sans la
dispersion, exprimée par K0. La deuxième alternative est lamplitude que la transition a
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lieu avec une ou une innité de dispersions données par le dernier terme de (3.17).
3.4 Développement de la fonction donde
[23] a présenté lidée dune fonction donde et discuté quelques relations entre la
fonction donde et les noyaux. Léquation (3.42) [23] montre comment la fonction donde
à linstant tb peut être obtenue à partir de la fonction donde à un temps plus tôt ta à
laide du noyau décrivant le mouvement du système entre les deux instants :
 (b) =
Z
KV (b; a) (a)dxa (3.18)
Si le dévelopement en série de [ Eq.(3.12) ] pourKV est substituée dans cette équation,
le résultat sera ainsi un développement en série pour  (b) :
 (b) =
Z
K0(b; a) (a)dxa   i~
Z Z
K0(b; c)V (c)K0(c; a)d c (a)dxa + ::::: (3.19)
Le premier terme de la série donne la fonction donde à linstant tb en supposant que




K0(b; a) (a)dxa (3.20)
En utilisant cette dénition, la série de (3.19) peut être reécrite comme :
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 (b) = (b)  i
~
Z





K0(b; c)V (c)K0(c; d)V (d)(d)d cd d + ::: (3.21)
Exemple En utilisant des arguments semblables à ceux qui mènent à (3.17), on peut
prouver que la fonction donde  (b) satisfait léquation intégrale :
 (b) = (b)  i
~
Z
K0(b; c)V (c) (c)d c (3.22)








r2 + V  = 0 (3.23)
En travaillant dans une dimension seulement, on a donc montré comment léquation
de Schrödinger peut être déduite de léquation intégrale.
3.5 Théorie des perturbations et diagrammes de Feyn-
man
Les diagrammes de Feynman ont prouvé dune manière graphique intuitive pour
exprimer la théorie de perturbation. Ces diagrammes émergent naturellement de lexpres-
sion de lintégrale de chemin pour le propagateur par des techniques semblables à celles
employées par Kac dans sa preuve que lespérance conditionnelle satisfait à léquation de
di¤usion.
Les outiles mathématiques à employer pour obtenir les diagrammes de Feynman
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sont presque identiques à celles utilisées dans la section précédente, sauf que mainte-
nant nous travaillons dans limage intégrale de chemin plutôt que limage -mesure de
Wiener-. comme dans (9.17) et (9,18) [23] et nous développons alors le noyau de Green :



















































=2~)d ] apparaît en tant que facteur de la fonction à intégrer.
Dans la notation de la section 9[55] (qui est la notation habituelle dans la littérature
mathématique) le fateur (x; t) = (4Dt) 1=2exp( x2=4Dt)] a été absorbé dans la mesure
et nest pas explicitement apparu dans lécriture de lespérance.
Le premier terme (j = 0) dans le développement (3.24) :




























est le propagateur de la particule libre. Le terme pour j = 1 sexprime comme
















Comme dans la preuve de Kac nous échangeons lordre de lintégration et faisons
lintégration de chemin avant lintégration de  . À ce stade dans la preuve de Kac nous
avons discuté la probabilité pour obtenir (9.21) [55], mais maintenant nous employons
le raisonnement légèrement di¤érent. Nous faisons appel à la dénition de lintégrale de
chemin comme limite dune intégrale multiple ; notons  par tj, et notons x() par xj.
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Ceci donne




















Les intégrales pour k = 1:::::; j   1 et k = j + 1::::; N sont justes des intégrales de la
particule libre. Pour j = 1, il à noter :





dK0(x  ; t  )V ()K0(   y; ) (3.28)
dénissons donc :



















et comme dans la section 9 [55], il suit





























dK0(x; t; ; )V ()Kk 1 (;  ; y; 0) (3.30)
et






Kj (x; t; y; 0) (3.31)
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Comme avant, nous pouvons immédiatement établir ce qui suit :





dK0 (x; t; ; )V ()K (;  ; y; 0) (3.32)
La transformation de Fourier sur le temps de K(x; t : y; 0) est





dTK (x; T : y; 0) (3.33)
Donc la transformation de Fourier déquation (3.32) est
G (x;E : y; 0) = G0 (x;E : y; 0) 
Z 1
 1
dG0 (x;E : ; 0)V ()G (; E; y; 0) (3.34)
Dans certains problèmes, V(x) est continu par morceaux. Il est alors nécessaire dénoncer









Ce chapitre présente un ensemble de méthodes diverses de résolution des équations
intégrales. Ces méthodes ont toutes pour outil commun, lutilisation des fonctions ana-
lytiques de la variable complexe dans le plan complexe C [20],[21],[35],[46],[57],[61]. Elles
permettent la résolution, explicite dans beaucoup de cas, déquations intégrales dune
seule variable (réelle ou complexe). Nous obtenons aussi à laide de la théorie du pro-
blème de Hilbert, des résultats concernant lexistence et lunicité des solutions de certaines
de ces équations intégrales.
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4.1 Les fonctions analytiques
La méthode de Wiener-Hopf
Introduction : Equation de Wiener-Hopf On considère le problème suivant :
Problème(1) :
cherchez f , nulle pour t < 0 vériant :
Z +1
0
k(t  t0)f(t0)dt0 = g(t); t]0; +1[ (4.1)
où k(t) est une fonction donnée dénie sur <, appelée noyau et g(t) est une fonc-
tion donnée dénie pour t > 0. (4.1) est appelée équation intégrale de Wiener-Hopf de
première espèce.
Problème(2) :




k(t  t0)f(t0)dt0 + g(t) (4.2)
où le noyau k(t) et la fonction g(t) sont dénis pour tout t<: (4.2) est appelée équation
intégrale de Wiener-Hopf de deuxième espèce.
4.2 Méthode de Wiener-Hopf
Léquation (4.1) est une équation de convolution, lutilisation de la transformation
bilatérale de Laplace (ou transformation de Fourier selon [46]) est la base de la méthode
Wiener-Hopf que nous allons expliciter pour résoudre léquation (4.1). Pour cela, nous
allons faire les hypothèses suivantes :
Le noyau est borné et vérie :
k(t) = O(exp( bjtj)); t! 1 ; b > 0 (4.3)
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La fonction donnée g(t) est localement bornée et telle que,
g (t) = O (exp (ct)) ; t! +1; 0 < c < b (4.4)
Alors on cherche f(t) localement bornée et telle que :
f(t) = O(exp(at)); t! +1 ; 0 < a < b (4.5)
Introduisons
g+(t) =





K (t  t0) f (t0) dt0 t > 0
0 t < 0
(4.7)
f (t) =
8<:  f (t) t > 00 t < 0 (4.8)
On vérie alors que :
g+(t) = O(exp(bt)), pour t!  1 (4.9)






















Le comportement de type exponentiel décroissant du noyau k(t) montre que sa
transformée bilatérale de Laplace K est dénie pour tout s<. Elle se prolonge en outre
dans le plan complexe en une fonction analytique pour tout s telle que  b < Re(s) < b.
De même la fonction G+ (s) se prolonge en une fonction analytique dans le plan complexe
dénie pour Re(s) < b. Les transformées bilatérales de Laplace F  (s) et G  (s) ne
sont pas à priori dénies pour s réel, on peut les dénir pour s complexe vériant
respectivement, Re(s) > a, Re(s) > c.
La transformtion bilatérale de Laplace formelle appliquée à (4.1) permet de trouver
F  (s) et G+ (s) vériant :
K (s)F  (s) = G+ (s) +G  (s) (4.14)
relation qui vaut pour tout s appartenant à la bande commune danalyticité des fonctions
K;F ; G+; G , i.e pour s vériant :
fsC;max(a; c) < Re(s) < bg (4.15)
Alors le type déquation (4.14) rentre dans le cadre général suivant :
Problème(3) :-
Trouver F et F+ telles que :
s ! F (s) soit analytique pour Re(s) > a, et s ! F+(s) soit analytique pour
Re(s) < b, a; b<, a < b; vériant :
A(s)F (s) +B(s)F+(s) = C(s) (4.16)
où les fonctions A; B; C données de la variable complexe s sont pour a < Re(s) < b ;
la résolution du problème(3) est alors basée sur deux idées qui sont la factorisation et la
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décomposition dune fonction analytique dénie dans une bande du plan complexe plus







avec H (s) analytique dans Re(s) > a, H (s) 6= 0, pour tout s (avec Re(s) > a),
et H+(s) analytique dans Re(s) < b, H+(s) 6= 0 pour toute s (avec Re(s) < b) alors

















Si nous pouvons alors décomposer C(s)H (s)
A(s)
sous la forme :
C (s)H  (s)
A (s)
= S+(s)  S (s) (4.21)
avec S (s) analytique dans Re(s) > a, et S+(s) analytique dans Re(s) < b, alors léqua-
tion (4.20) sécrit
H+(s)F+(s)  S+(s) =  H (s)F (s)  S (s) (4.22)
Les deux membres de léquation (4.22) sont deux fonctions analytiques sur la bande
a < Re(s) < b, où elles sont égales. Elle sont donc toutes les deux égales à une




E (s) + S+ (s)
H+ (s)
, et F (s) =
 E (s)  S  (s)
H  (s)
(4.23)
Décomposition dune fonction analytique denie dans une bande du plan com-
plexe
Théorème(1)[46] :
Soit s ! G(s) une fonction analytique dans la bande  < Re(s) < ; soient a; bR
tels que  < a < b < . Si G vérie lhypothèse du comportement à linni :
jG(s)j  cjsj + 1 ;  > 0 ; c > 0 ;8s; a  Re(s)  b (4.24)
elle admet une décomposition de la forme :
G(s) = G+(s) G (s) (4.25)
avec G  est analytique pour Re(s) > a; et G+ est analytique pour Re(s) < b:
Preuve
Considérons le contour c% suivant du plan complexe : daprès la formule de Cauchy,






























































où G  et G+ sont analytiques daprès (4.24) pour Re(s) > a et Re(s) < b respectivement.
Remarque(1) : La décomposition obtenue au théorème précédent nest pas unique,
en particulier on peut ajouter à G+ et G  une même fonction entière.
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Factorisation dune fonction analytique dans une bande du plan complexe
Théorème(2)[46] : SiH est une fonction analytique dans la bande  < Re(s) < ;
qui vérie ;
(i)
H(s) 6= 0 ;  < Re(s) <  (4.30)
(ii) Il existe une constante non nulle notée H(1) telle que :
jH(s) H(1)j  Cjsj ; C > 0;  > 0;  < Re (s) <  (4.31)





où H  et H+ sont des fonctions analytiques respectivement pour Re(s) > a > , et
Re(s) < b <  donnée par :
H+(s) = e
G+(s) ; H (s) = eG (s) (4.33)
et ne sannulent pas dans leurs domaines respectivement danalyticité (G  et G+ sont
des fonctions analytiques respectivement dans Re(s) > a et Re(s) < b).
Preuve
Nous voulons ainsi factoriser H(s) sous la forme (4.32) avec H  analytique pour
Re(s) > a et H+ analytique pour Re(s) < b, où  < a < b < .
Lorsque H(s) et telle que logH(s) est bien déni dans la bande  < Re(s) <  et
vérie lhypothèse (4.31), il su¢ t dappliquer le théorème(1) à logH(s) pour obtenir :
logH(s) = G+(s) G (s) (4.34)
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doù











les fonctions log H^(s) soient dénies de manière unique et vérient (4.24).
Remarque(2) : Si la fonction H ne vérie pas (i) mais vérie (ii), la méthode du
théorème(2) ne sapplique pas directement. Supposons que H présente des zéros de
multiplicité nie dans la bande  < Re(s) <  et notons a1; a2; :::::::::; am les zéros
distincts ou non de H. Introduisons une fonction L telle que :
L(s) =
H (s) (s  )m
(s  a1)(s  a2)::::::::(s  am) (4.37)






avec L  (resp L+) étant analytique pour Re(s) > a(resp Re(s) < b), on en déduit de




(s  ai) L+ (s)
(s  )mL  (s) (4.39)
Remarque(3) : La décomposition dune fonction nest pas unique, il en est de même
de la factorisation, car on peut multiplier le numérateur et le dénominateur par une
même fonction entière nyant pas de zéro dans C. (Avec les notations du théorème (2)
pour H^(s) = H^+(s)
H^ (s)
on peut prendre H^(s) = eG(s) avec G(s) la même notation du
théorème (2) et le comportement de H^(s) (donc de H(s) à linni).
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Application à léquation intégrale de Wiener-Hopf de deuxième espèce :géné-
ralités Considérons maintenant le problème(2) qui consiste à trouver f vériant (4.2).
On suppose que le noyau k vérie (4.3) et on dénit cette fois g+ et g  par :
g (t) =
8<: g (t) t > 00 t < 0 ; g+(t) =
8<: 0 t > 0g (t) t < 0
(4.40)
On suppose que g  et g+ vérient8<: g  (t) = O (exp ct) t! +1 ; 0 < c < bg+ (t) = O (exp bt) t!  1 (4.41)
Il résulte de (4.16) et (4.41) que lon a :
f+(t) = O(exp bt) ; t!  1 (4.42)
où
f+(t) =
8<: 0 t > 0f (t) t < 0 (4.43)
et
f  (t) =
8<:  f (t) t > 00 t < 0 (4.44)
On propose donc de chercher f bornée sur tout bornée de < et telle que :
f(t) = O(exp at) ; t! +1 ; 0 < a < b
Désignons par F ; G ; K; F+; G+ les transformées bilatérales
de Laplace de f , g , k, f+, g+ on a :
F  est analytique dans Re(s) > a
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G  est analytique dans Re(s) > c
F+ est analytique dans Re(s) < b
G+ est analytique dans Re(s) < b
K est analytique dans  b < Re(s) < b
Les fonctions F+; G+; F ; G ; K ont en commun la bande danalyticité max(a; c) <
Re(s) < b et y vérient (daprès (4.2) par la transformation de Laplace :
F+(s) = [1 K(s)]F (s) +G+(s) +G (s) (4.45)
qui est une équation de type (4.16) qui peut se résoudre par la méthode de la factorisation
et la décomposition.
4.3 Les fonctions sectionnellement analytiques
4.3.1 Les fonctions sectionnellement analytiques (s.analytiques) :
Dénition(1) : Un arc de courbe di¤érentiable est lensemble des points de coordon-
nées (x,y),
8<: x = x (t)y = y (t) ; ta  t  tb (4.46)
(ta et tb nis, si bien que par la suite, un arc de courbe di¤érentiable sera une par-










6= 0; 8t; ta  t  tb (4.47)
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les extrémités, notées a et b; sont des images de ta et tb: Nous supposons quil ny a pas
de point double, ce qui se traduit par la propriété :8<: x (ta) = x (tb)y (ta) = y (tb) , ta = tb; (4.48)
Dénition(2) : On appelle contour di¤érentiable un arc di¤érentiable fermé, cest-à-
dire tel que les éxtrémités a et b coincident ainsi que la tangente en ces deux points.











Dénition(3) : On appelle courbe di¤érentiable une union nie darcs ou de contours
di¤érentiables, dintersection vide. Une courbe di¤érentiable par morceaux est une union
darcs di¤érentiables dont les extrémités peuvent coincider. Dans ce cas, les tangentes
sont en général di¤érentes en ces points.
Dénition(4) : Une fonction du plan<2est dite sectionnellement continue, (s.continue)
relativement à un arc ou à un contour L, si elle est continue en tout point z; z<2 L, et
si elle est continue jusquau bord de part et dautre de larc ou du contour L (à lexception
éventuelle de deux extrémités de larc).
Remarque(4) : Une fonction s.continue admet donc des limites éventuellement di¤é-
rentes de part et dautre du contour L: Nous noterons e et i ces limites dans le cas
dun contour, i étant la limite à lintérieur du contour et e la limite à lextérieur. Les
fonctions i(t) et e(t) sont donc des fonctions continues en labscisse t.
Dénition(5) : Une fonction  (s) du plan complexe est dite sectionnellement analy-
tique (ou s.analytique) relativement à une courbe di¤érentiable L si :
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1) elle est analytique en tout point non situé sur la courbe L,
2) elle est s.continue relativement à la courbe L,
3) elle vérie au voisinage de toute extrémité a des arcs de la courbe L
j (s) j  cjs  aj ; s =2 L 0   < 1; ou c est une consante: (4.50)
Intégrales de Cauchy et formules de Plemelj
Soit L un contour ou un arc. Nous allons examiner les propriétés des intégrales de







z   sdz; sC   L (4.51)
où f(z) est une fonction dénie sur la courbe L.
Lorsque la fonction f(z) est intégrable, la fonction  (s) est dénie et analytique en
tout point s non situé sur la courbe L. Mais elle na pas de sens lorsque le point s est sur
la courbe L, car alors la fonction f(z)=(z   s) nest pas intégrable lorsque z parcourt la
courbe L.
Sous certaines hypothèses concernant la fonction f , nous allons dénir, lorsque s
est sur la courbe L, une fonction liée à lintégrale (4.51) que nous appellerons valeur
principale de Cauchy.






z   sdz (4.52)















z   sdz; zL: (4.53)
où B (s; ") est la boule du plan complexe de centre s et de rayon ":
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Proposition(1)[46] : Soit L un contour ou un arc de classe C1;: Supposons que la
fonction f(z) soit holderienne sur la courbe L, i.e vérie :
jf(z1)  f(z2)j  jz1   z2j ; 0 <   1 ; z1; z2L : (4.54)
Alors la valeur principale de Cauchy donnée par (4.53) existe en tout point s de la courbe
L et elle est une fonction continue de s.
Preuve :











f (z)  f (s)








Lhypothèse (4.54) montre que le premier terme du second membre admet pour limite





f (z)  f (s)
z   s dz (4.56)
La limite du second terme du second membre est f(s)=2 (ici intervient lorientation











f (z)  f (s)




La continuité de cette expression de s résulte alors daprès le théorème de Lebesgue .







z   sdz ; s =2 L (4.58)
est s.analytique lorsque la fonction f est holderienne. Dans ce cas les limites non tangen-
tielles i et e de cette fonction, de part et dautre de la courbe L, vérient les formules
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de Plemelj suivantes :8<: i (s)  e (s) = f (s) sLi (s) + e (s) = 1i HL f(z)z sdz sL (4.59)
(si L est un arc, s di¤érent les extrémités de L) où la valeur principale de Cauchy
est donnée par (4.53).
4.3.2 Problème de Hilbert
Introduction :
Nous étudions dans ce paragraphe un problème général concernant les fonctions
s.analytiques et appelé généralement problème de Hilbert (ou également problème de
Riemann-Hilbert) [46].
Nous en donnons, sous certaines hypothèses concernant les données, la solution géné-
rale dans le cas dun contour, puis dun arc et enn dans le cas dune droite innie.
Soit L un contour ou une droite innie. Le problème de Hilbert consiste en la recherche
dune fonction ' s.analytique relativement à la courbe L (voir dénitions (1) à (5), x1).
Nous lui imposons en outre davoir une croissance au plus polynomiale à linni et de
vérier léquation :
'i(z) = A(z)'e(z) +B(z); zL; (4.60)
où A(z) et B(z) sont des fonctions données sur la courbe L. Rappelons que 'i(z) et
'e(z) sont dénies de même manière au paragraphe x1. Le problème de Hilbert est dit
homogène si B  0. Nous suposerons dans tout ce paragraphe que A na pas de zéros sur
la courbe L.
Le problème de Hilbert dans le cas ou L est un contour Nous supposerons par
commodité que lorigine des coordonnées est intérieure au contour L: Examinons dabord
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la résolution du problème homogène. Dans le cas où la fonction A(z) est telle que logA(z)
admet une dénition univoque sur le contour L. Léquation homogène de Hilbert :
i (z) = A (z) e (z) (4.61)
est équivalente à
log i (z)  log e (z) = logA (z) (4.62)
Donc une solution est donnée dans ce cas utilisant les formules de Plemelj (si logA(s)







logA (s)  logA (z)






logA (s)  logA (z)
s  z ds+ logA(z); zL (4.64)








s  z ds); zC; z =2 L (theo(1); x2): (4.66)
Dans le cas général, nous allons suivre la même idée pour trouver toutes les solutions du
problème de Hilbert homogène.
Dénition(7) : Lindice p est un entier relatif égal au rapport à 2 de laccroissement






Proposition(2)[46] : Soit A(z) une fonction dénie et holdérienne sur un contour L
( L de classe C1;) et ne sannulant pas sur ce contour : si p désigne lindex donnée par
la dénition précédente, le problème de Hilbert homogène (4.61) admet comme solution















ds log (s pA (s)) =s  z ; si z est exterieur au contour
(4.68)
Toutes les autres solutions du problème de Hilbert homogène sont de la forme :
(z) = (z)P (z); (4.69)
où P (z) est un polynôme quelconque.
Preuve :
Lorigine étant intérieur au contour, la fonction :
z ! A0(z) = z pA(z) = A (z)
zp
(4.70)
a un indice nul et ne sannule pas sur le contour L (i.e, A0(z) ne subit pas dacroissement
lorsque z parcourt L et logA0(z) est une fonction continue sur L). Son logarithme a une
détermination unique et une solution 	 du problème de Hilbert homogène correspondant







s  z ds); zC; z =2 L (4.71)
et ainsi
	i(z) = A0(z)	e(z) zL (4.72)
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considérons alors la fonction  dénie par :
(z) =
8<: 	(z) ; si z est interieur au contour	(z)
zp
; si z est exterieur au contour:
(4.73)
il est clair que la fonction  est une solution du problème homogène de Hilbert relatif à
la fonction A. Ceci montre la première partie de notre proposition.
Démontrons enn (4.69). Soit donc  une autre solution de notre problème i.e :








Mais la fonction  ne sannulant pas dans le plan complexe, la fonction (z)
(z)
est analytique.
Étant dautre part à croissance polynomiale à linni, cette fonction (z)
(z)
est un polynôme
daprès le théorème de Liouville. Réciproquement, il est clair que toute fonction de la
forme (z)P (z) où P est un polynôme, est une solution de notre problème
Théorème(4)[46] : Soit A holdérienne dindex p etB holdérienne dénie sur le contour
L ( avec L de classe C1;) ; le problème de Hilbert déquation (4.60) admet pour seules







i (s) (s  z)ds+ P (z)(z) (4.76)
où P est un polynôme quelconque et où  est la solution du problème homogène donnée













s  z ds) zL (4.77)
88
Si nous imposons en outre aux solutions de tendre vers zéro à linni, nous aurons selon
la valeur de lindex p :
i) p = 0, il y a une seule solution correspondant à P  0
ii) p > 0, il y a une innité de solutions correspondant à tout polynôme P de degré
inférieur ou égal à p  1 ;





ds = 0; 0  m   p  1 : (4.78)
Preuve :
Soit (z) la solution particulière du problème homogène donnée par(4.68). Les fonc-
tions i(z) et e(z) correspondantes ne sannulant pas sur le contour L, nous pouvons

















i (s) (s  z)ds; z =2 L; zC: (4.80)
On obtient toutes les solutions en ajoutant à cette solution particulière toutes les solu-
tions de léquation homogène correspondantes qui sont données par (4.69), i.e, léqua-
tion :
'(z) = P(z)(z); (4.81)
où P(z) est un polynôme quelconque. Nous avons obtenu lexpression de la solution
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i (s) (s  z)ds+ (z)P(z): (4.82)
Au lieu de (z) nous pouvons prendre i(z) à lintérieur de L et e(z) à lextérieur
de L; i.e, :
'(z) =




i(s)(s   z)ds+ i (z)P (z) ; si z est a l







i(s)(s   z)ds+ e (z)P (z) ; si z est a l
0exterieur au contour L
(4.83)
Examinons le comportement à linni de ces solutions selon la valeur de lindex p.
Les fonctions i(z) et e(z) sont dénies par (4.73) ; donc le premier terme du second
membre de (4.76) est dordre ( p   1) à linni, le second terme dordre (m   p), m
désigne le degré du polynôme P(z).
i) Si p = 0 le premier terme sera dordre négatif à linni, alors que dans le second il
faudra prendre P(z)  0: Notre problème admet de toute évidence une solution unique.
ii) Si p > 0 le premier terme du second membre est dordre négatif à linni, quant
au second terme, il sera dordre négatif si et seulement si m < p; i.e, la formule (4.76)
sannule à linni si P(z) est un polynôme de degré inférieur à p. Dans ce cas notre
problème admet une innité de solutions nulles à linni.
iii) Si p < 0, compte tenu de ce qui a été dit plus haut sur lordre des termes du
second membre, il est aisé de voir quil faut prendre P(z)  0 et quen outre le premier






















qui a lieu pour jzj su¢ samment grand ne doit pas contenir de terme s en z 1; z 2; ::::; z p:
On est ainsi conduit aux conditions suivantes, et qui sont nécessaires et su¢ santes pour
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ds = 0; (m = 0; 1; ::::::; p  1) (4.85)
Si ces conditions sont réalisées, notre problème admet une solution unique, nulle à linni
et dénie par la formule (4.76) ; P(z) étant identiquement nul.
Le problème de Hilbert dans le cas dune droite Examinons la résolution du
problème de Hilbert (4.60) dans le cas de la droite L déquation Re(z) = b.
Les solutions du problème homogène sont données par la proposition suivante.
Proposition(3)[46] : Soit A holdérienne sur la droite Re(z) = b, ne sannulant pas
sur cette droite et vériant :





;  > 0; pour jzj ! 1; (4.86)











; avec zC et Re (z) = b (4.87)
Une solution s.analytique relativement à la droite du problème homogène de Hilbert est
donnée par : (Re() > b et Re () < b).
 (z) =















; Re (z) > b














; Re (z) < b:
(4.88)
Toutes les autres solutions s.analytiques sont de la forme
(z) = P (z)  (z) ; (4.89)
où P (z) est un polynôme quelconque.
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Preuve :
Soit  et  deux points du plan complexe tels que :
Re() > b et Re() < b:







Elle est holdérienne sur cette droite, vérie lhypothèse (4.86) et son index est nul. Nous
pouvons donc dénir logA0(z) de manière univoque sur la droite L. Le problème homogène
de Hilbert peut sécrire de la façon suivante
log (i (z) (z   )p)  log (e (z) (z   )p) = logA0(z); zL (4.91)
Le second membre de (4.91) vérie les hypothèses (i.e, holderienne et f(z) = f(1) +
O(z );  > 0; zC; f(1)<) , avec logA0(1) = 0, et nous avons donc, daprès cette
proposition, la formule (4.88). La démonstration de (4.89) est analogue au cas déjà consi-
déré du contour.
Théorème(5)[46] : Soit A h
..
oldérienne sur la droite L déquation Re(z) = b; ne sy
annulant pas et vériant :
jA(z)  1j  Cjzj ;  > 0; zL; (4.92)
et soit B h
..
oldérienne sur la droite L et telle que :
jB(z) B(1)j  Cjzj ;  > 0; zL: (4.93)
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alors les seules solutions s.analytiques relativement à la droite L du problème de Hilbert







i (s) (s  z)ds+P(z)(z); z =2 L (4.94)
où  est donnée par (4.88) et i est donnée (pour zL) par :
i(z) =
1


























et P est un polynôme quelconque, et où  et  sont des nombres complexes tels que
Re() > b et Re() < b:
Preuve :
Elle découle de la proposition (3) ci-dessus et de la proposition (2); en remarquant









i (z) et e (z) étant les limites intérieures et extérieures de la fonction  données par
(4.88).
Remarque(5) : Les solutions données par (4.95) du problème de Hilbert dans le cas
dune droite ont à linni, dans une direction non paralléle à la droite L, un comportement
en jzj p: Ceci nous permet de caractériser, comme aux théorèmes (1) et (2) les solutions
qui tendent vers zéro à linni dans une direction non parallèle à la droite L selon la
valeur de lindex p déni par (4.87).
Equation intégrale de Wiener-Hopf de deuxième espèce : Nous avons déja étu-
dié léquation intégrale de Wiener-Hopf de deuxième espèce à la section1. Nous reprenons
ici cette étude par la méthode du problème de Hilbert, ce qui permet da¤aiblir les hy-
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k(t  t0)f(t0)dt0 + g(t);  1 < t <1; (4.97)
où g(t) et k(t) sont des fonctions données dénies pour tout t réel. Nous supposons quil
existe b réel, b >0, tel que :
k(t)exp( bt) et g(t)exp( bt) sont intégrables sur laxe réel: (4.98)
Nous cherchons une solution f(t) telle que f(t)exp( bt) soit intégrable sur laxe réel.
Pour appliquer le théorème de convolution à la transformation bilatérale de Laplace nous
devons avoir pour intervalles dintégration lintervalle  1 < t < +1 . Procédons comme
suit. Introduisons les fonctions :
f+ (t) =
8<: 0 si t > 0f (t) si t < 0 ; f  (t) =
8<:  f (t) si t > 00 si t < 0
(4.99)




























g(t)e stdt; Re(s) = b (4.104)
Ces transformations sont dénies pour s sur la droite Re(s) = b, daprès lhypothèse
(4.99). De plus F+ est analytique pour Re(s) < b et F  est analytique pour Re(s) > b.
Rappellons que lhypothèse (4.99) entraine que toute les transformations bilatérales de
Laplace tendent vers zéro à linni ; en particulier :
K(s)! 0 quand jIm(s)j ! 1; Re(s) = b (4.105)
Léquation (4.98) entraine
F+(s) = [1 K(s)]F (s) +G(s); Re(s) = b (4.106)
En considérant la fonction '(s) analytique relativement à la droite L, léquationRe(s) = b
dénie par 8<: F+ (s) ; si Re (s) < b;F  (s) ; si Re (s) > b: (4.107)
léquation (4.106) peut être considérée comme un problème de Hilbert pour cette fonc-
tion '. En posant (compte tenu de lorientation de la droite L (de gauche à droite)
8<: 'i (s) = F  (s)'e (s) = F+ (s) sC; Re(s) = b; (4.108)





(K (s)  1)G(s); Re(s) = b: (4.109)
Toutes les solutions s.analytiques de cette équation sont données par le théorème(3).
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Proposition(4)[46] : Soient k et g deux fonctions données vériant (4.99) et telles
que leurs trasformations bilatérales de Laplace K et G soient holdériennes sur la droite
L déquation Re(s) = b. Supposons de plus que la transformée bilatérale de Laplace
vérie
jK(s)j  Cjsj ;  > 0; sL; (4.110)
et que (1  K(s)) ne sannule pas sur la droite L: Alors la transformation bilatérale de
Laplace F de toute solution f(t) de léquation (4.97) est donnée par :
F (s) = 'i(s)  'e(s); sL; (4.111)


















Re (z) > b
1










































































i (s) (1 K (s)) (s  z) +P(z)(z); z =2 L; (4.115)
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où P(z) est un polynôme tel que :
i) si p > 0, degré (P)  p  1 ;
ii) p = 0; P  0 ;








Dans de chapitre, nous avons traité quatres problèmes par la méthode des équations
intégrales : le problème du potentiel de Heaviside à une dimension, les problèmes à deux
dimensions relatifs aux potentiel puits et barrière nie et puits inni.
Nous avons aussi construit la série de perturbations et calculer ses termes moyennant
la théorie de Feynmann développée au chapitre 3. Nous avons trouvé que les termes
succéssifs de la série sont reliés par une formule intégrale que nous avons pu résoudre
et sommer la série pour obtenir la fonction de Green pour deux types de potentiels : le
problème dune barrière nie de Heaviside à une dimension, le problème dun puits inni
à deux dimensions.
5.1 La fonction de Green pour le potentiel de Hea-
viside
5.1.1 Solution par la méthode directe :








	 = E	 (5.1)
où V (x) est la fonction de Heaviside cest à dire égale à V0 pour x  0 et nulle
pour x < 0. Les conditions aux limites sont celles de Dirichlet-Neumann (continuité de
la solution et de sa dérivé aux points frontières). Nous allons démontrer que le noyau
de Green relatif à ce problème obéit à une équation intégrale dans C que nous allons
résoudre pour trouver les solutions du problème.
G (x;E : y) = G0 (x;E : y) 
Z +1
 1
dG0 (x;E : )V ()G (; E : y) (5.2)
Pour
V = V0 (x) (5.3)
avec V0 > 0; et;  (x) =
8<: 1 si x > 0;0 si x < 0:
Donc (5.2) sécrit
G (x;E : y) = G0 (x;E : y)  V0
Z +1
0
dG0 (x;E : )G (; E : y) (5.4)
Notons par
G (x;E : y) = g (x; y) (5.5)
Donc (5.4) sécrit
g(x; y) = g0(x; y)  V0
Z +1
0
dg0 (x  ) g(; y) (5.6)
où
g0 (x; y) = i
Z +1
0





exp ( kjx  yj) avec k2 = 2mE (5.7)
Doù (5.6) sécrit
g (x; y) =
m
k












d exp ( kjx  yj) gy () (5.9)
Léquation (5.9) est du type de léquation (4.2) du problème de Hilbert Sec1: Sa solution
est donnée par la formule (4.94) de théorème (5) du Sec3. Le cas où L est une droite







i () (   s)d ; s =2 L (5.10)
Avec




exp ( kjx  yj) (5.12)
k (x) =  mV0
k
exp ( kjxj) (5.13)








































exp ( kjxj) exp ( sx) dx
=
2mV0
s2   k2 (5.15)
1  L (s) = s
2   (k2 + 2mV0)
s2   k2
=
(s  1) (s+ 1)
(s  k) (s+ k) ; ou 1 =
p
k2 + 2mV0 (5.16)
Notons
i (s) = 
+ (s) pour Re (s) < b; et e (s) = 
  (s) pour Re (s) > b:
+ (s) =
s  1












+ () (   s)d (5.18)









(k2    2)   1










(k + ) (   1) (   s) (5.19)
Voyons le cas y < 0 :
Alors le théorème de résidus donne le calcul de ce intégrale, le demi cercle est sur la
gauche de laxe immaginaire, donc il y a deux poles simples lun pour  =  k et lautre
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(k + 1) (k + s)
+
2k exp ( sy)
(s+ k) (s  1)

'+ (s) =
2m (s  1) exp ky
(s  k) (k + 1) (s+ k) +
2im exp ( sy)
(s  k) (s+ k) (5.20)
Mais avant dinverser, il faut revenir à la valeur exacte de k = ik :
1 =
q
(ik)2 + 2mV0 = i ; ou  =
q
k2   k20 avec k20 = 2mV0; k > k0
'+ (s) =
2m (s  i) exp (iky)
(s  ik) (ik + i) (s+ ik) +
2m exp ( sy)
(s  ik) (s+ ik) (5.21)












(t  i) exp (tx)





exp t (x  y)
(t  ik) (t+ ik)dt (5.22)
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Donc pour x < 0 : lintégrale de premier terme est prise dans le demi-cercle à droite (le
résidus est au pole t = ik). Lintégrale de deuxième terme pour x < y est prise dans
le demi-cercle à droite (le résidus est au pole t = ik), pour x > y est prise dans le
demi-cercle à gauche (le résidus est au pole t =  ik) (voir g.5.1) :
' (x) =  m (k   ) exp (ik(x+ y))




8<:   exp (ik (x  y)) ; x < y  exp ( ik (x  y)) ; x > y (5.23)
La solution dans le cas y<0 et x<0 notée g ; (x; y)




exp (ikjx  yj) + k   
k + 
exp (ik (x+ y))

(5.24)
De meme nous trouvons les 3 autres resultats :
Le cas : y > 0 > x :
g ;+ (x; y) =
2im exp (ikx  iy)
k + 
(5.25)
le cas y < 0 < x
g+;  (x; y) =
2im exp ( ix+ iky)
k + 
(5.26)
le cas : x > 0 et y > 0




exp (ijx  yj)    k
+ k
exp ( i (x+ y))

(5.27a)
5.1.2 Méthode des perturbations :







	 = E	 (5.28)
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où V (x) est la fonction de Heaviside cest à dire égale à V0 pour x  0 et nulle pour x  0.
Les conditions aux limites sont celles de Dirichlet-Neumann. Nous allons maintenant le
traiter par la méthode perturbative qui consiste à développer le noyau de Green en série
et travailler directement sur les propriétes des termes de la série qui sont eux aussi des
fonctions analytiques par morceau (sectionnellement analytiques). Ceci nous conduit à
établir des relations de récurrence entre di¤érents termes du développement perturbatif
que nous arrivons par la suite à les resommer et retrouver les di¤érents résultats par
la méthode directe quon vient daccomplir dans le paragraphe précédent. Le noyau de
Feynman [23] associé à ce problème est deni comme :











m _x2   V (x))dt) (5.29)
où D[x(t)] est la measure formelle de lespace du chemin. La méthode des perturbations
[55] permet décrire le noyau K(x; T=x0; 0) comme une série innie :
K(x; T=x0; 0) =
1X
n=0
Kn(x; T=x0; 0) (5.30)
où :


















et K0(xj+1; tj+1=xj; tj) est le noyau de la particle libre donné comme :





exp(im(xj+1   xj)2=2(tj+1   tj)) (5.32)
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La transformation de Fourier de Kn(x; T=x0; 0) en T est :
gn(x; x0) = i
1Z
0
Kn(x; T=x0; 0) exp( iET )dT (5.33)
donc on peut écrire :

























dxng0(x; xn)V (xn)gn 1(xn; x0) (5.34)
où :
g0(x; xn) = i
1Z
0
dT:K0(x; T : xn; 0) exp( iET ) = m
k
exp( k jx  xnj) (5.35)
k2 = 2mE et :
V (x) = V0(x); (V0 > 0) (5.36)
Après le substitution de la dernière expression de potential V (x) dans (5.34), on obtient :




d exp( k jx  j) gn 1() (5.37)
Dans les étapes suivantes on utilise les notations de [57] comme :
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g+n (x) =
8<: 0; x > 0gn(x); x < 0 ; et g n (x) =
8<:   gn(x); x > 00; x < 0: (5.38)
Donc léquation (5.37) sécrit :





d exp( k jx  j) g n 1() (5.39)
La transformation bilatérale de Laplace au point x de léquation intégrale(5.39) est :








gn(x) exp( sx)dx ; s < 0 (5.41)
g n (s) =  
1Z
0




dx exp( sx  k jxj) = 2k
k2   s2 telle que   k < s < k (5.43)
puis on calcule les trois termes seccessives de cette série de perturbation :
g+n (s)  g n (s) =
 2mV0
s2   k2 g
 
n 1(s) (5.44)
La solution de cette equation sobtient par la discussion sur les regions (y < 0 et y > 0)
qui tombe dans le problème non homogene de Hilbert section -58- à [57].
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Region y < 0 : Comme dans le cas des équations di¤érentielles, on utilise les conditions
initiales puis en généralisant la solution. Dabord calculons les termes initiaux g 0 (s) et
g+0 (s) :





































s2   k2 )(
exp(ky)
s+ k
)  f1(s) (5.47)
la correspondanse entre le problème non homogene de Hilbert et la dernière équation













+ (P (s) = 0)












Retournons à léquation initiale pour n = 2
Dabord calculons g 1 (s)
g 1 (s) = g
+
1 (s)  f1 (s)
g 1 (s) se calcule à partir de la formule :
g 1 (s) = g
+



















Calculons maintenant g+2 (s) obéissant à la formule de récurrence :
g+2 (s)  g 2 (s) =  
2mV0















































































(2k)2 (k   s) +
1
(2k) (k   s)2  
3
(2k)2 (k   s)  
1
2k (k   s)2












En suivant le calcul terme à terme on peut remarquer que :





































































Retounons à notre problème, de la fonction de Green pour le potentiel de heaviside.
Calculons la transformé inverse de Laplace des deux termes pour (y < 0 et x < 0). Le
calcul de lintégrale admet les demi-cercles à droite ou à gauche respectivement suivant




















) ; x > y
m
k






















De même, pour les autres domaines on trouve [1]






















exp(ky   x) (5.55)
Le résultat pour y > 0 et x < 0 :






























exp( (x+ y))  exp( (x  y))

(5.57)
qui est conforme avec [6] et [7].
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5.2 Les problèmes à deux dimensions
5.2.1 Méthode directe du problème dune barrière nie :
On considère le problème relatif à léquation de Schrödinger pour un potentiel continu
par morceau : il vaut une constante (nulle) sur un disque de rayon "a" et une autre
constante V0 en dehors de ce disque.
soit léquation intégrale
gl (r; r) = g0 (r; r)  V0
1Z
a
g0 (r; ) gl (; r) d (5.58)




g+l (p; r) =

gl (p; r) ; r > a
0; r  a , g
 
l (p; r) =

0; r < a
 gl (p; r) ; r  a
donc léquation intégrale (5.58) se transforme comme
g+l (r; r)  g l (r; r) = g0 (r; r) + V0
1Z
0
g0 (r; ) g
 
l (; r) d (5.59)
on dénit la transformation de Bessel dune fonction gl comme
G^l (p; r) =
1Z
0
rJl (pr) gl (r; r) dr
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l (r; r) dr =
1Z
0







g0 (r; ) g
 
l (; r) d
On dénit g0 (r; r) par























en subustituant (5.61) à (5.60) on obtient




















































































































daprès la formule 6.633.4 Gradchtayn













































































































































l (; r) d
1A (5.65)
sous la condition 1  p2
4
< 0, p2 > 4, lintégrale est convergente et
G^+l (p; r)  G^ l (p; r) =
2
(p2   4)




l (; r) d
1A
donc léquation intégrale se transforme comme
G^+l (p; r)  G^ l (p; r) =
2Jl (pr)











G^ l (p; r) =
2Jl (pr)
p2   4 (5.67)
pour








G^ l (p; r) =
2Jl (pr)
p2   k2 = b (p) (5.68)
soit la décomposition
p2   2
p2   k2 =
(p+ ) (p  )








daprès le théorème [57] les fonctions G^+l et G^
 
l sont détérminées par
le cas r> a :























( + k) (   ) (   p) (5.69)
daprès le théorème des résidus les points  =  k et  = p à lintérieur du contour on a
G^+l (p; r) =
2B (k; ; a) (p  ) Jl (kr)
(p  k) (+ k) (p+ k) +
2 (p  ) Jl (pr)
(p  k) (p+ k) (p  )
=
2Jl (pr)
(p  k) (p+ k) +
2B (k; ; a) (p  ) Jl (kr)
(p  k) (+ k) (p+ k) (5.70)
la réciproque pour r> r > a :
g+;+l (r; r) = 2
+1Z
0
pJl (pr) Jl (pr) dp
(p  k) (p+ k) +




p (p  ) Jl (pr) dp
(p2   k2)
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=  Jl (kr)Yl (kr) + 2B (k; ; a) Jl (kr) Jl (kr)
(+ k)
(5.71)
de même manière pour r< a :













( + k) (   ) (   p) (5.72)
daprès le théorème des résidus les points  =  et  = p à linrérieur du contour on a
G^ l (p; r) =
2 (p+ k) Jl (pr)
(p+ ) (p+ k) (p  ) +
2A (k; ; a) (p+ k) Jl (r)
(p+ ) (+ k) (p  )
=
2A (k; ; a) (p+ k) Jl (r)
(p+ ) (+ k) (p  ) +
2Jl (pr)
(p+ ) (p  ) (5.73)
la réciproque pour r < r< a :
g ; l (r; r) =




p (p+ k) Jl (pr) dp
p2   2 + 2
+1Z
0
pJl (pr) Jl (pr) dp
p2   2
2A (k; ; a) Jl (r) Jl (r)
(+ k)
  Jl (r)Yl (r) (5.74)
la continuité de la fonction de Green au point r = a
g+;+l (a; r) = g
 ; 
l (a; r),  Jl (kr)Yl (kr) +
2B (k; ; a) Jl (kr) Jl (kr)
(+ k)
=
2A (k; ; a) Jl (r) Jl (r)
(+ k)



















2A (k; ; a) Jl (r) Jl (r)
(+ k)
  Jl (r)Yl (a)

(5.76)
daprès la symétrie de la fonction de Green on prend A;B en fonction de a, donc on a le
système au point r = r= a














   (+ k) Jl (ka)Yl (ka) + 2B (k; ; a) Jl (ka) Jl (ka)= 2A (k; ; a) Jl (a) Jl (a)   (+ k) Jl (a)Yl (a)
 k (+ k)Yl (ka) Jl (ka) + 2kB (k; ; a) Jl (ka) Jl (ka)
= 2A (k; ; a) Jl (a) Jl (a)   (+ k)Yl (a) Jl (a)
(5.77)
daprès un certain calcul on trouve
A (k; ; a) = (+ k)
 2Jl (ka) + aJl (a) (kJl (ka)Yl (a)  Jl (ka)Yl (a))
2aJl (a) [kJl (ka) Jl (a)  Jl (ka) Jl (a)] (5.78)
et
B (k; ; a) = (+ k)
 2Jl (a) + aJl (ka) (Jl (a)Yl (ka)  kJl (a)Yl (ka))
2aJl (ka) [Jl (ka) Jl (a)  kJl (ka) Jl (a)] (5.79)
doù
g+;+l (r; r) =  
24 Jl (kr)Yl (kr) 
 2Jl(a)+aJl(ka)(Jl(a)Yl(ka) kJl(a)Yl(ka))
aJl(ka)[Jl(ka)Jl(a) kJl(ka)Jl(a)] Jl (kr) Jl (kr)
35 (5.80)
et
g ; l (r; r) =  
24 Jl (r)Yl (r) 
 2Jl(ka)+aJl(a)(kJl(ka)Yl(a) Jl(ka)Yl(a))
aJl(a)[kJl(ka)Jl(a) Jl(ka)Jl(a)] Jl (r) Jl (r)
35 (5.81)
Les cas mixtes :
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le cas r < a < r:
daprès légalité (5.69) on prend le pole  =  on a
G+l (p; r) = Jl (r)

2C (k; ; a)
p  k f (p) +
h (p)
(+ k) (p  k)

; (5.82)
ou f (p) =
(p  ) (+ k)
p+ k
et h (p) =
( p)l (+ k)
kl (p+ k)
la réciproque est donnée par
g ;+l (r; r) = Jl (r)
242C (k; ; a) +1Z
0
p (p  ) Jl (pr) dp









= Jl (r) [ Yl (kr) + C (k; ; a) Jl (kr)] (5.84)
Daprès la continuité de la fonction de Green au point r = a on a
g ;+l (a; a) = g
+;+
l (a; a),












 2Jl (a) + aJl (ka) (Jl (a)Yl (ka)  kJl (a)Yl (ka))
aJl (a) [Jl (ka) Jl (a)  kJl (ka) Jl (a)]




a [Jl (ka) Jl (a)  kJl (ka) Jl (a)] (5.86)
enn
g ;+l (r; r) =  








Jl (kr) Jl (r)
35 (5.87)
le cas r< a < r :
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daprès la formule (5.72) on prend le pole au point  =  k
G l (p; r) =  Jl (kr)

2D (k; ; a)
(+ k) (p+ )
T (p) +
n (p)
(+ k) (p+ )

(5.88)
où T (p) =
(k   p) (+ k)
(p  ) ; et n (p) =
( p)l 1 (+ k)
kl (p  )
la réciproque est donnée par
g+; l (r; r) = Jl (kr)
242D (k; ; a) +1Z
0
p (p  k) Jl (pr) dp









= Jl (kr) [ Yl (r) +D (k; ; a) Jl (r)] (5.90)
Daprès la continuité de la fonction de Green au point r = a on a
g+; l (a; a) = g
 ; 
l (a; a),
Jl (ka) [Yl (a) D (k; ; a) Jl (a)] = Jl (a)Yl (a) 
 2Jl (ka) + aJl (a) (kJl (ka)Yl (a)  Jl (ka)Yl (a))
a [kJl (ka) Jl (a)  Jl (ka) Jl (a)] Jl (a)






 2Jl (ka) + aJl (a) (kJl (ka)Yl (a)  Jl (ka)Yl (a))
aJl (ka) [kJl (ka) Jl (a)  Jl (ka) Jl (a)]




a [kJl (ka) Jl (a)  Jl (ka) Jl (a)] (5.91)
doù
g+; l (r; r) =  








Jl (kr) Jl (r)
35 (5.92)
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5.2.2 Méthode directe du problème dun puits ni (-V0 sur un
disque) :
soit léquation intégrale
gl (r; r) = g0 (r; r) + V0
aZ
0
g0 (r; ) gl (; r) d (5.93)
et soit les considérations
g+ (r) =

g (r) ; r  a
0; r > a
, g  (r) =

0; r  a
 g (r) ; r > a (5.94)
daprès ces considérations léquation (5.93) sécrit
g+l (r; r)  g l (r; r) = g0 (r; r) + V0
1Z
0
g0 (r; ) g
+
l (; r) d (5.95)
on dénit la transformation de Bessel dune fonction gl comme
G^l (p; r) =
1Z
0
rJl (pr) gl (r; r) dr (5.96)




















g0 (r; ) g
+
l (; r) d (5.97)
de la même manière précédente on obtient
G^+l (p; r)  G^ l (p; r) =
2Jl (pr)
p2   k2 +
2V0
p2   k2 G^
+







  G^ l (p; r) =
2Jl (pr)
p2   k2  B (p) ; ou 
2
1 = k
2 + 2V0 (5.99)
et la décomposition de
p2   21
p2   k2 qui est F
+ (p) =
p  1





daprès le théorème [57] les fonctions G^+l et G^
 
l sont détérminées par
pour r a























( + k) (   1) (   p)
(5.102)
en appliquant le théorème des résidus aux points (  = 1 et  = p sont à lintérieur du
contour) on obtient
G^+l (p; r) =
2 (1; k; a) (p  k) Jl (1r)






la réciproque pour r  r a
g++ (r; r) =









pJl (pr) Jl (pr) dp
(p2   21)
=
2 (k; ; a) Jl (1r) Jl (1r)
(1 + k)
  Jl (1r)Yl (1r) (5.104)
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de même manière pour r> a













( + k) (   1) (   p)
(5.106)
en appliquant le théorème des résidus aux points (  =  k et  = p sont à lintérieur au
contour) on obtient
G^ l (p; r) =
2 (1; k; a) (p  1) Jl (kr)
(1 + k) (p
2   k2) +
2Jl (pr)
p2   k2 (5.107)
la réciproque pour r > r> a
g   (r; r) =




p (p  1) Jl (pr) dp
(p2   k2) + 2
+1Z
0
pJl (pr) Jl (pr) dp
(p2   k2) (5.108)
=
2 (1; k; a) Jl (kr) Jl (kr)
(1 + k)
  Jl (kr)Yl (kr) (5.109)
daprès la symétrie de la fonction de Green on prend ;  en fonction de a; donc on a le
système au point r = r= a














   (1 + k) Jl (ka)Yl (ka) + 2 (k; 1; a) Jl (ka) Jl (ka)= 2 (k; 1; a) Jl (1a) Jl (1a)   (1 + k) Jl (1a)Yl (1a)
 k (1 + k)Yl (ka) Jl (ka) + 2k (k; 1; a) Jl (ka) Jl (ka)
= 21 (k; 1; a) Jl (1a) Jl (1a)  1 (1 + k)Yl (1a) Jl (1a)
(5.110)
121
daprès un certain calcul on trouve
 (k; 1; a) = (1 + k)
 2Jl (ka) + aJl (1a) (kJl (ka)Yl (1a)  1Jl (ka)Yl (1a))
2aJl (1a) (1Jl (ka) Jl (1a)  kJl (ka) Jl (1a))
(5.111)
et
 (k; 1; a) = (1 + k)
 2Jl (1a) + aJl (ka) (1Jl (1a)Yl (ka)  kJl (1a)Yl (ka))
2aJl (ka) (kJl (ka) Jl (1a)  1Jl (ka) Jl (1a))
(5.112)
donc
g++ (r; r) =  
24 Yl (1r) Jl (1r) 
 2Jl(ka)+aJl(1a)(kJl(ka)Yl(1a) 1Jl(ka)Yl(1a))
2aJl(1a)(1Jl(ka)Jl(1a) kJl(ka)Jl(1a)) Jl (1r) Jl (1r)
35 (5.113)
et
g   (r; r) =  
24 Yl (kr) Jl (kr) 
 2Jl(1a)+aJl(ka)(1Jl(1a)Yl(ka) kJl(1a)Yl(ka))
2aJl(ka)(kJl(ka)Jl(1a) 1Jl(ka)Jl(1a)) Jl (kr) Jl (kr)
35 (5.114)
aussi les cas mixtes :
le cas r< a < r :
g+ l (r; r) =  








Jl (kr) Jl (1r)
35 (5.115)
le cas r < a < r:
g ;+l (r; r) =  








Jl (kr) Jl (1r)
35 (5.116)
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5.2.3 Problème dun puits inni :
La méthode directe :
soit léquation intégrale
Gl (r; r) = G0 (r; r) +
+1Z
0
G0 (r; )V ()Gl (; r) d (5.117)
Gl (r; r) = G0 (r; r) + V0
+1Z
a
G0 (r; )  (   a)Gl (; r) d (5.118)
Gl (r; r) = G0 (r; r) + aV0G0 (r; a)Gl (a; r) (5.119)
pour r = a
Gl (a; r) = G0 (a; r) + aV0G0 (a; a)Gl (a; r) (5.120)
Gl (a; r) =
G0 (a; r)
1  aV0G0 (a; a) (5.121)
en substituant à (5.119) on obient
Gl (r; r) = G0 (r; r) +
aV0G0 (r; a)G0 (a; r)
1  aV0G0 (a; a) (5.122)
quand V0 tend vers linni on a
Gl (r; r) = G0 (r; r)  G0 (r; a)G0 (a; r)
G0 (a; a)
(5.123)
le cas r < r< a :




Gl (r; r) = Jl (kr)H
(1)
l (kr) 






Gl (r; r) = Jl (kr)H
(1)







Gl (r; r) = iJl (kr)






le cas r< r < a :
Gl (r; r) = Jl (kr)H
(1)








Gl (r; r) = iJl (kr)





Méthode des perturbations :
Gnl (r; r) =
+1Z
0
G0 (r; )V ()G(n 1)l (; r) d (5.129)
Gnl (r; r) = V0
+1Z
0
G0 (r; )  (   a)G(n 1)l (; r) d (5.130)
pour n = 1 on a
G1l (r; r) = V0
+1Z
0
G0 (r; )  (   a)G0l (; r) d (5.131)
où
G0l (r; r) = G0 (r; r) (5.132)
doù
G1l (r; r) = aV0G0 (r; a)G0l (a; r) (5.133)
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de même manière pour n = 2
G2l (r; r) = aV0G0 (r; a)G1l (a; r) (5.134)
= (aV0)
2G0 (r; a)G0 (a; a)G0l (a; r) (5.135)
aussi pour n = 3




0 (a; a)G0l (a; r) (5.137)
et ainsi de suite le terme général
Gnl (r; r) = (aV0)
nG0 (r; a)G
n 1
0 (a; a)G0l (a; r) (5.138)
la somme de cette série est
Gl (r; r) = G0 (r; r) +
aV0G0 (r; a)G0l (a; r)
1  aV0G0 (a; a) (5.139)
quand V0 tend vers linni on a
Gl (r; r) = G0 (r; r)  G0 (r; a)G0 (a; r)
G0 (a; a)
(5.140)





Dans notre travail, nous avons abordé le calcul explicite de la fonction de Green pour
certains problèmes concrets de la mécanique quantique : le problème du potentiel de
heaviside, le problème de Helmholtz sur un disque et le problème du potentiel sphérique.
Les conditions aux limites utilsées sont celle quon rencontre en mécanique quantique
dans les problèmes de di¤usion et aussi pour les états liés. Dans la mécanique quantique,
si le potentiel présente un saut dans lespace, la solution de léquation de Schrödinger
dans notre cas et de sa dérivée sont continues sur la limite (le bord) du domaine.
Ainsi nous avons décomposé notre travail en deux deux parties. Une première partie
consacrée aux équations di¤érentelles dans laquelle nous avons présenté : la théorie géné-
rale des équations di¤érentielles ordinaires, la construction des fonctons de Green pour ce
type déquations di¤érentielles, puis quelques applications aux potentiel de Heaviside, le
potentiel sur un disque et le potentiel sphérique. En seconde partie, nous avons présenté
la technique des perturbations avec la théorie des équations intégrales associées. Nous
avons utilisé cette technique pour calculer la fonction de Green pour la sphère dure et le
puits infni à deux dimensions.
En explicitant : dans le premier chapitre nous avons présenté la théorie générale des
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équations di¤érentielles ordinaires dordre n, la construction de la fonction de Green
pour ce type déquations, la construction de la fonction de Green pour les équations
di¤érentielles du second ordre puis on sinteresse à la fonction de Green pour les cas
importants en physique relative aux opérateurs auto-adjoints.
Au second chapitre, intitulé "application au calcul de la fonction de Green", nous
avons présenté le calcul de la fonction de Green relative au problème du potentiel de
Heaviside, du potentiel barrière nie à deux dimensions, du potentiel puits ni et enn
une application du potentiel sphérique.
Au troisième chapitre, nous avons présenté la méthode de la théorie des perturbations
adaptée à la mécanique quantique en intérprétant les termes de la série de perturbation.
Nous avons présenté également le rôle du propagateur de Feynmann et sa relation avec la
fonction de Green ainsi quavec la fonction donde, solution de léquation de Schrodinger.
Et nous avons ni ce chapitre par lélaboration de léquation intégrale gouvernant la
fonction de Green. Il savère que cette équation appartient au problème de Wiener-Hopf
de deuxième espèce.
Au quatrième chapitre, nous avons développé la théorie des fonctions sectionnellement
analytiques qui a été dabord appliquée au problèmes de Hilbert avec succès puis nous
lavons appliqué pour la résolution de notre problème de Wiener-Hopf.
Au cinquième chapitre, nous avons construit la série de perturbations et calculé ses
termes moyennant la théorie développée au chapitre 3. Nous avons trouvé que les termes
succéssifs de la série sont reliés par une formule intégrale que nous avons pu résoudre et
sommer la série pour ainsi construire la solution de Green pour trois types de potentiels
à deux dimensions : le problème dune barrière nie, le problème dun puits ni et le
problème dun puits inni. Nous comptons soumettre ces résultats à un journal sur les
équations intégrales. Comme perspective, nous allons aussi prolonger cette méthode à
létude des autres problèmes pour des potentiels multi-sauts, autre forme, etc...
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