The stochastic partial differential systems have been widely used to model physical processes, where the inputs involve large uncertainties. Flows in random and
INTRODUCTION
An important challenge in modeling flows in porous media is the treatment of complex heterogeneities and uncertainties in the permeability field. The high and low permeability may be connected at different scales. The uncertainty may arise from measurement corruption and incomplete knowledge of the physical properties. One way to describe the uncertainty is to model the permeability as a random field, which is often experimentally determined by a covariance function. Stochastic partial differential equations (SPDEs) are often used in modeling complex physical and engineering systems with uncertainties, which are usually characterized by a random field with high-dimensional parameters.
To simultaneously tackle the high dimensionality and the heterogeneities, the analysis of variance (ANOVA)-based mixed multiscale finite element method (MsFEM) is employed.
Sampling in high-dimensional random space is very difficult. If the sampling of random space is conducted in full random space, then the number of samples increases drastically with respect to the dimensions of the random space. This is the notorious curse of dimensionality, which poses great difficulties for the stochastic approximation in a high-dimensional stochastic space. Instead of dealing with the full high-dimensional random space, the ANOVA representation can decompose a high-dimensional model into a set of low-dimensional models [1] [2] [3] [4] [5] [6] [7] . It was first introduced by Fisher in [2] . The decomposition is motivated by observing that there are dominant dimensions and significant dimensional interactions in many practical physical systems. In this case, the system accuracy will not be harmed too much if only the dominant dimensions and the significant dimensional interactions are taken into account. The ANOVA decomposition then splits a high-dimensional stochastic model into a set of low-dimensional stochastic submodels, which need much less computational effort. The curse of dimensionality can be considerably suppressed using the ANOVA approach.
For each low-dimensional subproblem, a sparse grid probabilistic collocation method (PCM) can be employed. The PCM was first introduced in [8] and has been studied extensively over the years [9] . The efficiency of the Clenshaw-Curtis-based sparse grid PCM was demonstrated by comparing it with other stochastic methods on an elliptic problem in [10] . In [11] , an adaptive hierarchical sparse grid collocation algorithm was developed. In [12] [13] [14] , a multielement PCM was employed to study the random roughness problem, stochastic compressible flow, and plasma flow problems.
At each collocation point, deterministic flow equations in porous media are solved; see examples in [15] [16] [17] . To treat the heterogeneity of porous media and recover the mass conservative velocity field, the mixed MsFEM [18] [19] [20] is employed. The main idea of the mixed MsFEMs is to incorporate the small-scale information into finite element basis functions and couple them through a global mixed formulation of the problem. The mixed MsFEMs share some similarities with a number of multiscale numerical methods such as the multiscale finite volume method [21] , residualfree bubbles [22, 23] , two-scale conservation subgrid method [24] , variational multiscale method [25] , and multiscale mortar method [26] .
In this paper, a new approach is developed by combining ANOVA decomposition, sparse-grid based PCM for moderate dimensions and multilevel Monte Carlo [27] for high dimensions, and mixed MsFEM for efficiently solving stochastic two-phase flow equations. The combination of these model reduction techniques serves as a remedy to handle the large-scale problems in both stochastic and spatial spaces. However, because the ANOVA decomposition has a large number of terms if the number of random parameters is high, the total computational cost can still be prohibitive. To improve the efficiency and reduce computational efforts, an adaptive ANOVA technique based on a new adaptive criterion is developed. The advantage of the proposed adaptive technique is to identify the active random dimensions with respect to the function of interest through variance decomposition on a generalized polynomial chaos (gPC) expansion of the function of interest with relatively small computation efforts. The proposed adaptive ANOVA technique is different from the previous adaptive ANOVA methods [5, 6, 28] . In particular, it was noted that some adaptive ANOVA techniques, in both spatial and random spaces, were developed in [5] in the framework of the heterogeneous multiscale method. This work focuses on analyzing the errors introduced by ANOVA decomposition and mixed MsFEM, respectively. It is critical to understand the behavior of the two error contributions and find a good trade-off between them to achieve accurate results with relatively low computational cost.
In our numerical examples, the permeability fields with different statistical properties and heterogeneous structure are considered. The reference solution is computed on the fine grid and using the Monte Carlo (MC) method to sample the random space. Comparison of the solutions using ANOVA-based mixed finite element method (FEM) and ANOVA-based mixed MsFEM with the reference solution is studied. From these computations, errors from both ANOVA truncation and mixed MsFEM discretization are reported, respectively. It has also been observed that, in our numerical examples, the error introduced by the mixed MsFEM method is the dominant error source. Analyzing different functions is also helping us to better understand the effectiveness of ANOVA-based mixed MsFEM for different quantities of interest in oil reservoir simulations. The novel adaptive ANOVA-based MsFEM method is numerically comparable with existing adaptive ANOVA techniques with less online computations. Our methods are developed based on both ANOVA for dimension reduction, and variance-decomposition-based active dimension identification for adaptivity. Sparse grid PCM for moderate random dimensions and multilevel Monte Carlo [27] for high random dimensions are employed to generate samples for active dimension identification. There are limitations for our developed adaptive ANOVA-MsFEM methods. For example, the accuracy of our methods depends on the accuracy of PCM or multilevel MC.
The rest of the paper is organized as follows. In Section 2, the background for two-phase flow in stochastic fields is presented. Section 3 is devoted to the description of mixed MsFEM and PCM. In Section 4, ANOVA-based and adaptive ANOVA-based mixed MsFEM methods are introduced. In Section 5, the numerical results using the methods introduced in Section 4 are presented for flow in different random porous media. Finally, some comments and conclusions are drawn in Section 6.
BACKGROUND AND NOTATIONS
Let D be a convex bounded domain in R d (d = 2, 3) and (Ω, F, P ) be a probability space, where Ω is the set of outcomes, F is the σ algebra generated by Ω, and P is a probability measure.
Two-phase flow in random porous media is considered under the assumption that the displacement is dominated by viscous effects, with the effects of gravity, compressibility, and capillary pressure neglected. Porosity is considered to be constant. Here, the two phases will be referred to as water and oil, designated by subscripts w and o, respectively. The Darcy's law for each phase can be written as
where v j is the phase velocity, k is the permeability tensor, k rj is the relative permeability to phase j (j = o, w), S is the water saturation, and p is the pressure. Combining Darcy's law with a statement of conservation of mass allows us to express the governing equations in terms of pressure and saturation equations
where λ is the total mobility, Q s is a source term, f is the fractional flux of water, and v is the total velocity, which are, respectively, given by
From Eqs.
(1)-(3), the following stochastic two-phase flow system is formulated: find random fields p(x, ω) :
−→ R such that they almost surely (a.s) satisfy the following equations:
Let the coefficient k(x, ω) of Eq. (4) be a stochastic field with second moment. To make k(x, ω) positive, k(x, ω) is considered to be a logarithmic stochastic field, i.e., k(x, ω) := exp(a(x, ω)). Here, a(x, ω) is a stochastic field and its covariance function cov
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For computation, truncated Karhunen-Loève expansion (KLE) [29, 30] is employed to parametrize a(x, ω) by a finite-dimensional random field a(x, Y ).
The operator T a is compact and self-adjoint. Consequently, there exist the eigenpairs (λ m , b m (x)) m≥1 of T a such that
where (·, ·) L 2 is the usual L 2 inner product. Define the mutually uncorrelated random variables by
Then, it follows the KLE of a(x, ω). Here, a(x, ω) is assumed to admit the following truncated KLE, i.e.,
where
. In this paper, it was assumed that the stochastic field k(x, ω) can be accurately parametrized by k(x, Y ).
MIXED MSFEM, SPARSE GRID COLLOCATION, AND MULTILEVEL MONTE CARLO
In this section, mixed MsFEM for spatial discretization and sparse grid collocation and multilevel Monte Carlo [27] for discretization of stochastic space are presented.
Mixed MsFEM
The mixed multiscale finite element methods (MsFEM) used for spatial discretization is introduced in this section. To this end, a second-order elliptic equation is considered,
Equation (5) describes the single-phase flow equation in porous media. The p refers to pressure, f refers to source (well or sink), and
The weak formulation of Eq. (6) reads:
/R be the finite element spaces for velocity and pressure, respectively. Define
The mixed MsFEM for Eq. (7) is employed. It means that the mixed finite element approximation is performed on the coarse grid, where the finite element basis functions are defined. In the mixed MsFEM, the piecewise constant basis functions are applied on a coarse grid for pressure. For the velocity, the multiscale velocity basis functions are defined. The degree of freedom of the multiscale velocity basis function is defined on the interface of the coarse grid. Let e K i be a generic edge or face of the coarse block K. The multiscale basis equation associated with e
For local mixed MsFEM [19] ,
If the media demonstrate strong nonlocal features including channels, fracture, and shale barriers, some global information is needed to define the boundary condition b K i for better accuracy of approximation [31, 32] . Then, ψ 
For stochastic systems (4), it is crucial to obtain the statistic properties (e.g., mean and variance) of solutions efficiently. In this paper, our discussion focuses on mean and variance, as they are fundamental for obtaining approximations of higher order moments. These properties could be obtained by sparse-grid PCM for moderate number of random dimensions or by multilevel MC method [27] and analyzing the corresponding results.
Sparse Grid PCM
Sparse grids have been successfully applied to PCM in many recent works, e.g., [15-17, 33, 34] . Based on the Smolyak formula [35] , a set of Clenshaw-Curtis collocation points is chosen. With these chosen collocation points and corresponding weights, the statistic properties of the solutions can be obtained. For instance, assume that {y (j) } is the set of collocation points and {w (j) } is the corresponding weights, j = 1, · · · , N c . At each of the collocation points, the deterministic system is solved and the output S(x, y (j) ) is obtained. Then, the moments of S(x, Y ) can be estimated, e.g.,
MULTILEVEL MONTE CARLO METHOD
The multilevel Monte Carlo (MMC) method [27] can greatly reduce computational complexity through the use of a multilevel approach that combines results obtained using two levels of timestep while reducing the variance. The MMC method uses a geometric sequence of timesteps similar to the multigrid method and is proven to be efficient and reliable in achieving the desired accuracy. Oftentimes in statistics rules are created to quantify measured data; these rules are referred to as estimators. In the standard MC method the estimator of an expected mean value iŝ where N is the number of sample points and P i is the expected value of each sample point. Assuming that the discretized expected value approaches the exact solution for some random coefficient, as the discretization is refined, the root-mean-square error (RMSE) is given by
The first term represents the sampling error,
is the variance, and the second term is the discretization error. To achieve RMSE less than both terms need to be less than 2 /2, which translates to N ≥ −2
for the first term (large number of samples) and m l ≥ −1/α , where α is the discretization convergence rate for the second term (high discretization).
The MMC method is based on a multilevel approach, which is used in the solution of elliptic partial differential equations. The estimator for the MMC comes from the same random sample but at different refinement levels. Then the multilevel estimatorP
and
Because the expectations,Ŷ l , are estimated independently for each level, the multilevel estimator variance is
Following Eq. (9), the error in multilevel MC is expressed as
The multilevel variance
and if the variance is decreasing, less sample data will be needed; consequently, N l → 1 as l → ∞. The cost at the coarsest level is fixed for all levels of accuracy. Achieving an overall RMSE of with MMC is easier than that achieved with the standard MC methods.
The computational cost for the multilevel and standard MC at each discretization level, l, is proportional to the refinement multiplier ∝ M 2 . A refinement multiplier of 2 would double the discretization level from level l to l − 1. The costs are given as
The
is necessary to account for computations at different levels for each multilevel sample, and the 2 −2 V [P l ] term in the C M C calculation is necessary is to account for the fact that the variance of the estimator must be less than 1/2 2 as is the case for the multilevel method.
ADAPTIVE ANOVA-BASED MIXED MSFEMS
In this section, an ANOVA-based mixed MsFEM, an adaptive ANOVA-based mixed MsFEM, and a novel adaptive ANOVA-based mixed MsFEM with a new adaptive criterion are presented.
ANOVA-Based Mixed MsFEM
ANOVA decomposition is a general set of quantitative assessment and analysis tools for capturing the high-dimensional relationships between model inputs and model outputs. ANOVA decomposition has been employed for improving the efficiency of deducing high-dimensional input-output system behavior, and can be employed to relieve the computation efforts. The ANOVA decomposition method has been used in high-dimensional stochastic systems [3, 4, 6, 7] . ANOVA is based on the assumption that only relatively low-order correlations of the input variables are important, which is valid in many physical systems. ANOVA decomposition splits a high-dimensional system into a set of lowdimensional systems to reduce the computation cost in high-dimensional systems.
is taken to be water saturation or other functions of interest in the two-phase flow system (4). The statistic properties of S(x, t; Y ) can be obtained by solving the system (4) using the mixed MsFEM, adaptive ANOVA, PCM, and multilevel MC in Section 3. For simplicity, S(x, t; Y ) is used in this section, instead of S MsFEM (x, t; Y ), to denote the solutions obtained in the multiscale framework.
Instead of solving the two-phase flow system (4) for S (x, t; Y ) directly, ANOVA decomposition represents S(x, t; Y ) as finite hierarchical correlated functions of input variables in the form
is the second-order term, etc. Each of these terms is solved by the mixed MsFEM method. In the standard ANOVA decomposition (16) , the constant term is taken to be the mean of function S(x, t; Y ), i.e.,
S(x, t; Y )dµ(Y ).
This gives that the means of all higher-order terms are zero, i.e.,
which leads to orthogonality among all the terms, and the variance of S(x, t; Y ) is the sum of variances of all terms, i.e.,
To avoid the computation of high-dimension integration, the Dirac measure is often used instead of the Lebesgue measure. The Dirac measure is defined as dµ(Y ) = δ(Y − c)dY , where c is called the anchor point. If c satisfies that S(c) = S 0 , then the ANOVA representation is the same as Eq. (16), otherwise it becomes an approximation of S(Y ), i.e.,
S(x, t; Y ) ≈ S(x, t; c)
The accuracy of this anchored-ANOVA depends on the choice of anchor point c. Discussions about this can be found in [7] . In this paper, the anchor point is chosen to be the mean of random variable Y as discussed in [4] . Because low-order terms in ANOVA expansion usually have the dominant contribution, the ANOVA expansion is truncated to only keep the low-order (e.g., second-or third-order) terms for approximation, which can keep relatively good accuracy and significantly reduce the computational cost.
Adaptive ANOVA-Based Mixed MsFEM
The ANOVA-based mixed MsFEM reduces the computational complexity in stochastic space by dividing a highdimensional stochastic problem into a set of lower-dimensional subproblems, while the mixed MsFEM reduces computation cost in spatial space. The computational cost of solving a low-dimensional system is reduced, but solving a large number of such subsystems can keep the computation cost still high. For example, if the dimensions of input parameter space n = 100, and the ANOVA expansion is truncated up to second order, there are a total of 1 + 100 1 + 100 2 = 5051 components (terms) in the truncated ANOVA expansion. This computation cost is still high. To reduce the total number of terms, the adaptive ANOVA method is often applied. The dimensions with dominant interactions are called active or important dimensions. The idea of adaptive ANOVA is to retain the active dimensions and interactions and neglect the contributions from the less-active dimensions and interactions. The following equation describes the adaptive ANOVA representation:
In [4, 6, 7] , ν = 2 and D 1 = {1, · · · , n}; then, D i , 2 ≤ i ≤ ν are selected according to the statistical properties of the computed expansion terms. There are two criteria used to find the active dimensions based on the first-order terms in the ANOVA decomposition.
Criterion 1: Use the mean of component function S j as the indicator to decide the active ANOVA terms (See [4, 6] ). Let
then, the active dimensions D 1 can be chosen by
where p is a proportionality constant with 0 < p < 1 and close to 1. In computation, {η 
The active dimensions D 1 should satisfy
where p is a proportionality constant with 0 < p < 1 and close to 1. This criterion is similar to the criterion used in [36] , where
The active dimensions for second-order ANOVA terms can be found by the above criteria. If the active dimensions are needed for higher-order terms, similar criterion can be used,
Novel Adaptive Anova-Based Mixed MsFEM
In the above criteria, D 1 is taken to be {1, · · · , n}, i.e., all the dimensions are always considered to be active in the ANOVA first-order term computation. The selection of active dimensions is then conducted for second-order terms based on the ratio (e.g., η
(1)
j ) associated with each dimension. The dimensions with small ratios can be neglected in not only the computation of second-order terms, but also first-order terms. Here a variance-decomposition-based method is presented to preselect active dimensions and simplify the computation of ANOVA decomposition starting from the first-order terms.
To preselect the active dimensions, the original high-dimensional system is solved on the sparse-grid collocation points of Ω or multilevel MC method. The level of sparse grid is determined by two factors: (1) the affordable computational cost; and (2) the desired approximation accuracy. Then, a polynomial chaos approximation for S(x, t; Y ) is built based on the sparse-grid collocation points. The total variance of S(x, t; Y ) is carried by the summation of the square of the coefficients of the basis functions except the zero-order term in the approximation. Since the basis functions in Ω are tensor products of the basis functions of dimension 1, the basis functions can be viewed to be the interactions of different random dimensions. In this case, the square of the coefficients presents the corresponding variance contribution due to the interaction of corresponding dimensions. By following this procedure, the variance of S(x, t; Y ) can be decomposed with respect to the set of random dimensions. In particular, the variance decomposition contributed by each random dimension can be obtained through the orthogonal gPC Galerkin projection. So, the importance of each random dimension can be estimated before ANOVA decomposition, which can be used to guide the selection of ANOVA terms adaptively. In this case, D 1 can be selected to be a subset of {1, · · · , n}. Since the sparse grid collocation method is applied in a low level, the computational cost is low. If a higher level sparse grid collocation is affordable, more information about the interactions between dimensions can be obtained, and additional guidance on selection of active dimensions for higher-order terms is provided.
To be specific about the variance decomposition-based adaptive ANOVA method, let us consider a scalar function
Let {φ k (Y )} be the gPC basis function satisfying 
where the expansion coefficients are obtained as
k ] is the normalization constant of the basis φ k , and F Y (y) is the probability distribution of Y . Integration rules can be used to approximate the integrals in the expansion coefficients of the continuous gPC. Let {y (1) , · · · , y (m) } be the sparse-grid collocation points; then, discrete projection of the solution is
where the expansion coefficients areŝ
, and {w (j) } are the collocation weights. The coefficients {ŝ k } are approximations to the exact projection coefficients {s k }. The moments of S(x, t; Y ) can be approximated by the moments of the approximation
by orthogonality of {φ k (Y )}. Then, the variance
The variance can be further written as
Here n is the number of random dimensions, and N is the total degree of multivariate gPC. Denote v = σ 2 (S), and v i =ŝ 
Remark: v i /γ i , 1 ≤ i ≤ n is the square of the coefficient of the gPC basis function, which can be easily obtained through Galerkin projection. γ i is precomputed and v i is considered as the variance contribution associated with the ith dimension. Similarly, v ij is also viewed as the variance contribution associated with interaction of ith and jth dimensions. The other terms can be explained in a similar way.
Based on the variance decomposition (23), the active dimensions can be selected. Define
Then, the active dimensions can be selected similarly to Criteria (18) and (19) . Criterion 3: The active dimension D 1 should satisfy
where p is a proportionality constant with 0 < p < 1 and close to 1. The advantage of the proposed method here is that the information on the sensitivities of each random dimension and their interactions can be efficiently obtained based on the variance decomposition technique by building a gPC expansion of the function of interest S(x, t; Y ) with relative low computational cost. Then, the adaptivity can start from the first-order term in ANOVA expansion based on criterion (24) . Further information about the interactions among dimensions can be obtained if more computation cost is affordable, i.e., when the gPC expansion is built in a higher level of sparse grid points or larger number of multilevel Monte Carlo simulations. In [4, 6] , it was assumed that the active dimension interactions only happen between active dimensions. But, it is possible that the less-active dimensions may have large interactions with the active or less-active dimensions. The variance decomposition-based adaptive method we proposed can provide additional information on the active dimension interactions among all dimensions to avoid losing some active interactions over adaptive process.
NUMERICAL RESULTS
In this section, it is assumed that the random permeability field k(x, ω) = exp a(x, ω) is a log-normal stochastic process. Here, the covariance function of a(x, ω) has the form
l 1 and l 2 are the correlation lengths in the horizontal and vertical dimensions, respectively. The stochastic field a(x, ω) can be approximated by a truncated KLE approximation. In practice, the KLE of a(x, ω) can be written as
where α is a constant. In our numerical examples, a(x, ω) is sampled in Eq. (26) by generating random variables y i from a uniform distribution on [−1, 1]. The uniform distribution on [−1, 1] is used here in order to get compact support for sparse grids. The study in [16] shows that the log permeability with uniform, Beta and Gaussian distributions on the mean and standard deviation has close peak values of standard deviation. Therefore, we assume y i here to be uniform distribution on 2 , and µ o = 1 are taken in simulations. The permeability field a(x, Y ) is given on a fine grid. The water is injected at the lower-left corner, and the producer is at the upper-right corner. To validate ANOVA-based mixed MsFEM (ANOVA-MsFEM) on coarse grid, the results of solving stochastic two-phase flow (4) by ANOVA-MsFEM are compared with the results obtained by the following methods:
• MC method associated with mixed FEM on fine grid (MC-FEM);
• ANOVA-based mixed FEM on fine grid (ANOVA-FEM); When mixed MsFEM is used, the fine grid is coarsened to form a uniform coarse grid. The pressure equation on the coarse grid is solved using the mixed MsFEM and then reconstructs the fine-scale velocity field as a superposition of the multiscale basis functions. The reconstructed field is used to solve the saturation equation by the finite volume method in the fine grid. The two-phase flow system is solved by the classical IMPES (implicit pressure explicit saturation). The MsFEM solver used in the numerical experiments is developed in [20] . The boundary condition is g = 0 and the source term f is a vector with 1 in injector, -1 in producer, and 0 at other locations. The initial condition and the boundary condition of the saturation are both zero. For the reference mixed FEM solution, we use the lowest Raviart-Thomas element. In the numerical experiments, we use the MATLAB code by Jorg Aarnes from SINTEF for the mixed MsFEM solver.
MC results are obtained from 10 4 MC simulations. The high-dimensional system in the numerical examples are decomposed by ANOVA into a set of low-dimensional subsystems up to second-order terms. These stochastic systems are solved based on level-two Smolyak sparse-grid collocation points. Various production characteristics are compared. The saturation S is computed at 0.2 PVI and 0.6 PVI and the water-cut curve w(t), defining the fraction of water in the produced fluid as a function of PVI, i.e.,
where w(t) is the water cut, q w and q o are flow rates of water and oil at the producer at time t. The breakthrough time T w defined as w −1 (10 −5 ) at the producer and the cumulative oil production at 0.6 PVI are monitored, i.e.,
where Q o is the cumulative oil production, and ϕ represents the porosity. In our numerical examples, ϕ is set to constant 1. All the results computed by MC-FEM are considered to be the reference solutions, and errors are measured which are defined as e(S) There are different kinds of errors when the listed three methods are used to solve the governing equations. e total denotes the total error, which is the expectation of absolute error between MC-FEM and ANOVA-MsFEM. The e stoch is defined as the error from dimension reduction and numerical approximation by stochastic collocation method or multilevel Monte Carlo in stochastic domain, i.e., the error between MC-FEM and ANOVA-FEM, and the e ms is defined to be the error from mixed MsFEM discretization in spatio-temporal domains. For water-cut function w, for instance, the definitions of these errors are listed as follows:
Errors for the other functions are defined in the similar manner.
Random Permeability Field
In this example, l 1 = 0.2, l 2 = 0.05, and σ 2 = 1 are taken in Eq. (25), and E[a] = 1 and α = 0.05 in Eq. (26) . The permeability field a(x, Y ) is given on a 80 × 80 fine grid. The fine grid is coarsened to form a uniform 8 × 8 coarse grid, so that each block in the coarse grid contains a 10 × 10 cell partition from the fine grid. KLE is truncated to be N = 20 terms, so that the number of random dimensions of this stochastic system is 20.
Saturations at different times and water-cut results are shown in Figs. 1-3 . The quantitative errors are reported in Tables 1 and 2 . For saturation function S at different times, ANOVA-FEM behaves better than ANOVA-MsFEM compared with the reference ones. The relative large variance of the saturation function is in the flow front as shown in Figs. 1 and 2 . The variance behaves differently on horizontal and vertical directions too, since the correlation lengths are different in these two directions. When time increases from 0.2 PVI to 0.6 PVI, the accuracy of the solutions is decreasing. For both ANOVA-FEM and ANOVA-MsFEM, the relative errors increase. This could due to the uncertainty accumulation in time. At 0.2 PVI, ANOVA-MsFEM is as good as ANOVA-FEM in mean value, with the same magnitude of standard deviation. When time increases, ANOVA-MsFEM results are not comparable to ANOVA-FEM. The same situation can be discovered by looking at the standard deviations at 0.2 PVI and 0.6 PVI, respectively in Figs. 1 and 2 . The standard deviations have the similar pattern at 0.2 PVI, while at 0.6 PVI, the standard deviation from ANOVA-MsFEM is quite different from the above two cases. Water-cut results are the same as saturation at 0.6 PVI in the sense of the behavior of these two methods. The standard deviation of water cut has a large value around water breakthrough time for all three cases in Fig. 3 . From Table 2 , the absolute errors of water breakthrough time T w and cumulative oil production Q o , it is clear that ANOVA-MsFEM provides good approximations to these function values, while ANOVA-FEM behaves better than ANOVA-MsFEM. However, the computation of the mixed FEM is much more expensive than the mixed MsFEM.
There are errors introduced by ANOVA-MsFEM as shown from the above analysis. It is also critical to investigate the dominant error in the simulation process. Fully understanding the structure of errors will shed the light needed to develop new methods targeting the dominant error. The error introduced by MsFEM, e ms , has the same magnitude as the total one e total in Table 3 . In summary, the error introduced by the multiscale method is the dominant one compared with the error introduced by ANOVA representation and stochastic collocation methods. Seeking better multiscale methods for better approximations is one of our future research directions.
Random Permeability Field with Channelized Structure
For our second numerical example, l 1 = 0.2, l 2 = 0.05, and σ 2 = 1 are taken in Eq. (25) , the same as in the first example. In Eq. (26), α = 1, and E[a] is chosen to have the channelized feature and shows the dominant feature of the permeability a(x, ω). N = 20 terms are chosen in the truncated KLE, i.e., a( For each realization, the permeability k(x, ω) is defined on a 60 × 60 fine grid. Figure 4 depicts the logarithm of k 1 (x) (left) and an arbitrary realization of logarithm of k 2 (x, ω) (right). The channelized structured k 1 (x) is taken from part of the layer in SPE10 data. From the permeability, it is observed that k 1 (x) represents a main feature of the random permeability k(x, ω). Here, the mixed MsFEM is performed on a 6 × 6 uniform coarse grid.
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The variance in this example is larger than the previous example. The results in Tables 4 and 5 are larger in magnitude than in Tables 1 and 2 . However, the trends are similar to the first example. The ANOVA-FEM generally errors. If ANOVA is expanded to high-order terms, the results will converge to the true value, and ANOVA-FEM should be more accurate than ANOVA-MsFEM.
ANOVA approximations have better results for the mean solutions than the standard deviation. The uncertainty of saturations S are coming from where the flow front is (Figs. 5 and 6 ). The large standard deviation of water-cut w is again around water breakthrough time (Fig. 7) , while the magnitude of standard deviation in this example is larger than the previous example (Fig. 3) , as the variance of the parameter is larger. This example illustrates the error due to MsFEM approximation is still the dominant error in the computation as shown in Table 6 .
Adaptive ANOVA Case Studies
This simulation focuses on the analysis of the adaptive ANOVA based on the new variance decomposition criterion proposed in Section 5.3. Before showing the numerical results, several observations and supportive numerical results are stated as follows. The adaptive Criteria 1 and 2 are to some extent comparable [6] . Some numerical examples demonstrate that the active dimensions are similar for both criteria. But for special functions, for example water-cut w, Criterion 2 based on variance usually gives a lower number of active dimensions. To obtain a better approximation through any kind of adaptive ANOVA method, the criterion has to be applied to the results of the interested functions.
In this numerical test case, l 1 = 0.25, l 2 = 0.1, and σ 2 = 1 are taken in Eq. (25), and E[a] = 0 and α = 1 are used in Eq. (26) . The KLE approximation is truncated to be N = 50 terms. Since the correlation lengths in horizontal and vertical directions are larger than the previous examples, the covariance function is smoother and the eigenvalues decay faster. The fine grid is 80 × 80 and the coarse grid is 8 × 8. Table 7 shows that when p = 0.9, for saturation S at 0.2 PVI, Criteria 1 and 2 give almost the same active dimensions. The second-order adaptive ANOVA is applied here. In fact, the active dimensions are the same when p = 0.85, and 0.9. And, the active dimensions are the dimensions corresponding to the largest 21 or 22 eigenvalues, while if water-cut function w is considered, Criteria 1 and 2 give 17 and 10 active dimensions, respectively. Now, reconsidering the example with l 1 = 0.2, l 2 = 0.05, and σ 2 = 1 in Eq. (25), and E[a] = 0 and α = 1 in Eq. (26), with 20 random dimensions. In this case, the 20 eigenvalues have similar magnitude to some extent. Since Criteria 1 and 2 are comparable, and our adaptive criterion is based on variance decomposition; comparison is made only to Criterion 2, which is also based on variance.
The saturation S at 0.2 PVI is taken into account. To apply variance decomposition based analysis, level-one Smolyak sparse-grid collocation points are used to build variance decomposition (23) . Forty-one level-one sparsegrid points are used here. Variance decomposition can be obtained up to first-order in (23) network graph plot is adopted to show the sensitivity analysis results in Fig. 8 . As shown in Fig. 8 , the 20 dimensions are labeled, with the radius proportional to the magnitude of variance contribution by each random dimension with respect to saturation S at 0.2 PVI, respectively. Both adaptive ANOVA based on Criterion 2 and variance decomposition-based adaptive ANOVA results are different from the true ones with regard to matching the radius. To further explore the behavior of the two methods, two different comparisons are made. The advantage of our proposed variance decomposition-based adaptive method is that the active dimensions can be found before ANOVA approximation by only a small amount of computation, while the adaptive ANOVA can only find the active dimensions after finishing the computation of all first-order terms. To make a "fair" comparison, it was assumed that adaptive ANOVA is expanded to first-order terms in these two methods. In the first case, the active dimensions are chosen by Criterion 2, and the mean and variance of saturation Table 8 . The advantages of our proposed method will be more obvious, when the dimension of the problem is higher. In that case, more computations for the first-order terms can be saved. Further, an "unfair" comparison can be made. For Criterion 2, all the first-order terms are kept and second-order terms with active dimensions are computed. And for Criterion 3, use only the first terms of pre-fixed active dimensions and compute second-order terms based on these active dimensions. Since there are less first-order terms included in Criterion 3, the relative error of std results are not as good as the ones calculated using Criterion 2. But the relative error of mean gives better approximation. Table 9 shows the difference between these two methods.
In fact, if level-two sparse grid collocation points are used, the variance function can be approximated by higherorder terms in Eq. (23) . For example, 841 collocation points are taken in the random space and compute second-order in Eq. (23) . Then the information between random dimensions can be obtained before ANOVA decomposition. In Fig. 9 , the radius of circles corresponding to each dimension depicts the variance contribution associating with certain dimensions, and the width of the lines between any pair of dimensions depicts the correlation between that pair. The widths of the lines are normalized for display. We can select the active interactions between random dimensions by certain criteria. For example, in Fig. 10 , the largest 50 correlations are shown. The thicker the line, the larger the International Journal for Uncertainty Quantification correlation is. By applying similar criterion as listed in (20) , the active interactions between pairs of dimensions can be found. Further, to avoid deleting dimensions which have small variances associated with them, but large correlation/interaction with other dimensions, high-level sparse-grid collocation points or larger number multilevel Monte Carlo samples are needed. However, this requires more computational cost.
CONCLUSION
In this paper, an ANOVA-based and an adaptive ANOVA-based mixed MsFEM with a novel adaptive criterion are developed for the stochastic two-phase flow problem with random permeability fields. The properties of the methods have been further studied with numerical examples on different random permeability fields. The structure and sources of the errors have been investigated. The numerical experiments show that the dominant errors are introduced by the mixed multiscale methods compared with the ANOVA decomposition errors. This motivates us to further develop multiscale methods with better accuracy to improve the developed approach in our future research. In particular, a systematic enrichment technique developed in [37] is planned for implementation. Note that the full ANOVA decomposition will contain more and more subproblems in the stochastic space, when the dimensions increase. This fact can make the total computations as expensive as solving a high-dimensional problem directly when the number of random dimension exceeds a certain point. The carefully designed adaptive ANOVA method could be a remedy. A new adaptive ANOVA-based mixed MsFEM with a novel variance-decompositionbased adaptive criterion has been proposed and compared with the existing two adaptive criteria. Our proposed adaptive ANOVA method can determine the active dimensions and interactions among dimensions before computing the ANOVA decomposition to greatly reduce the computational cost. The numerical results show that this novel adaptive method can achieve similar accuracy as other adaptive strategies but with much lower computational cost. The advantage in saving computational time will be more obvious when the number of random dimensions of the problem becomes higher. 
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