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Abstract
We use independently trained neural networks to represent abstract concepts and
combine them through Bayesian reasoning to approach tasks outside their initial
scope. Prior knowledge is provided by deep generative models and classification
or regression networks are used to express knowledge on complex features of the
system. The task at hand is then formulated as a Bayesian inference problem,
which we approximately solve through variational or sampling techniques. We
demonstrate how this leads to an alternative way to obtain conditional generative
models. By imposing multiple constraints at once, we formulate riddles and solve
them through reasoning. We also demonstrate how additional information on
features can be combined with conventional noisy measurements to reconstruct
high-resolution images of human faces.
1 Introduction
Reasoning is the act of combining knowledge from multiple sources to come up with the solution to
a problem. If the available information is incomplete and uncertain, the knowledge is represented in
terms of probabilities. Bayesian inference provides the framework to approach this task, as it is the
generalization of Aristotelian logic into the realm of uncertainty [9].
The questions that can be answered this way are limited in one’s capability to formulate the problem
mathematically. Elaborate models require a deep understanding of a system, but allow deep insights
in its inner workings. Nevertheless, many interesting systems are far too complex and their features
too abstract to directly write down a mathematical model. Here deep learning provide a way to
capture the complexity by training neural networks on examples. The trained network is then a
surrogate model of the concept it was trained on.
In this paper we want to use several networks trained on different tasks to jointly answer novel
questions on complex systems by performing Bayesian reasoning. We achieve this by using deep gen-
erative models, as obtained from Variational Auto-Encoders (VAEs) [19] or Generative Adversarial
Nets (GANs) [13], as prior distributions to describe these systems. Deep classification or regression
networks allow us to express knowledge on abstract properties, which we can use to constrain them
further. The answer to a question is then given by the posterior distribution over the latent variables
of the generator subject to the posed constraint. We will approximate this posterior distribution either
variationally [5], or explore it using Hamiltonian Monte Carlo [11].
This allows us to rely on already trained networks and flexibly use them in different contexts. We
do not have to train an entirely new network for every task and only have to appropriately arrange
available building blocks.
Our approach could be used to develop a wide range of novel methods. In this place we can only
provide a proof of concept of the fundamental idea and illuminate certain facets. We do not yet
understand all aspects and implications, rendering our algorithmic choices ad-hoc. In our examples
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we first discuss a generator subject to one constraint, second, how to combine multiple constraints to
solve a non-trivial riddle through reasoning, and third, how to combine the approach with conventional
measurement data in a large-scale inference problem using current network architectures.
2 Related Work
Deep generative models as description of complex systems are especially helpful in various imaging
related problems, such as de-noising, in-painting or super-resolution by recovering the latent variables
of the generator [27, 8]. Even untrained generators can provide good models for such tasks [36]. The
mentioned methods rely on point-estimates. Using the deep generative models in a Bayesian context,
the posterior distribution allows to account for complex uncertainty structures [38, 7]. In essence we
follow these works and extend them by adding constraints on abstract system features, which are
expressed through trained classification or regression networks.
Many of the tasks above are also directly approached by deep learning through end-to-end solutions,
for example super-resolution [10]. Similarly, our approach provides an alternative path towards
conditional generative models. Usually these are obtained by providing labels or more general
constraints [28, 39, 31, 37] during a training phase. We instead use unconstrained generators and
flexibly add further constraints through independently trained networks in a modular fashion, allowing
to combine information from multiple sources. Similar methods also manipulate the latent variables
of unconstrained generators to change samples into a desired direction [40]. Also more implicit
information in form of the preference of one sample over the other can guide the generation [16]. Our
posterior distribution is in principle also a manipulation of the latent variable distribution, such that
the constraints are fulfilled.
Interestingly we can regard our approach as a form of continual variational learning [29]. When
approximating our posterior variationally, we conceptually add an additional set of layers to the
original generator, which then satisfy the posed constraint. Repeating this for multiple constraints,
we can partially train generators through abstract knowledge on the subject, instead of data only.
3 Deep-Learned Knowledge
3.1 Deep Generative Priors
Knowledge on any system can be encoded within a probability distribution x ∼ P(x). An equivalent
representation of this knowledge is a generative model x = G(ξ). These transform latent variables
with simple distributions ξ ∼ P(ξ) to system realizations x. Deep generative models, such as GANs
and VAEs, allow to represent complex systems that evade an explicit mathematical formulation. They
acquire their understanding through large amounts of examples within a training set.
Conceptually, the use of generative models corresponds to the reparametrization trick [19] applied
to the model parameters. The Bayesian inference problem in terms of the thereby introduced latent
model variables is
P(ξ|y) = P (y|G(ξ))P(ξ)P(y) . (1)
This way, we have a generative Bayesian model with a simple distribution as prior. This equation
tells us how any kind of new information through y restricts the latent parameters ξ. Without loss of
generality we will be using a standard Gaussian distribution over the latent variableP(ξ) = N (ξ|0,1),
as this provides a convenient parametrization for inference [4, 24]. If the original generator was not
trained on Gaussian latent samples, we can convert them to such through an additional transformation.
3.2 Constraints through Neural Networks
Knowledge on a system x is often represented in terms of a constraint y = F (x) involving some
feature extracting function F . In our case the functions F will be neural networks trained to extract
certain features. Given a desired feature value y as data, a candidate system x is judged for its
adherence to the feature via a likelihood probability, i.e. P(y|F (x)). For continuous quantities a
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convenient choice is the Gaussian distribution
P(y|F (x)) = N (y|F (x), N) . (2)
Here F (x) serves as the mean of the Gaussian and N is the covariance. The more certain we are
about the estimate, the narrower we can center the distribution around the mean.
In the case of discrete categories, the function F might provide classification probabilities pi(x)
for the feature of x being in class i. A more appropriate choice for a likelihood could then be the
categorical distribution
P(y|F (x)) = C(y|F (x)) = py(x) . (3)
This distribution describes the outcome of one draw. It does not directly encode how much we trust
the estimate of the network. A simple way to introduce this is to raise this distribution to a certain
power α.
P(y|F (x)) ∝ Cα(y|F (x)) = pαy (x) . (4)
Positive integer values for α are equivalent to multiple consecutive draws with the corresponding
outcome, resembling the multinomial distribution. This has roughly the same effect as the narrower
variance of the Gaussian in the continuous case and we will use this parameter to encode our certainty
in a categorical feature.
4 Bayesian Reasoning with Deep-Learned Knowledge
We now use a deep generative model x = G(ξ), which encodes our prior knowledge on the system
and feed its output into the classification or regression network F (x) to check whether the abstract
property is fulfilled. This concatenation F ◦G(ξ) relates the latent variable to the data in the likelihood.
The prior itself is the source distribution of the latent variables ξ. Bayes theorem allows us to combine
the associated probability distributions to obtain the posterior distribution over latent variables that
are compatible with the constraint,
P(ξ|y) = P (y|F ◦G (ξ))N (ξ|0,1)P(y) . (5)
This poses a non-conjugate Bayesian inference problem in terms of the latent variables of the generator.
Arbitrarily many constraints, either abstract through networks or conventional measurements, can be
considered by including additional likelihoods.
4.1 Approximate Inference
Due to the nonlinear structure in F and G, the evidence P(y) will not be available analytically, so we
have to rely on approximations to the posterior distribution. The associated approximation problem
might be challenging due to the high dimensionality of the posterior and its hardly comprehensible
shape due to the posed constraints. Choosing the right method for an application will highly depend
on the requirements, but this does not change how the problem is approached. In general, we
want to capture the true posterior distribution as closely as possible. Sampling techniques, such as
Hamiltonian Monte Carlo (HMC) [11] allow us to draw samples from this true posterior, but require
large amounts of computational resources. This method allows us to verify the fundamental validity
of our approach and we will use it in one of our smaller examples.
Variational inference [6] can be much faster than HMC and does not only provides samples, but an
entire probability distribution. This distribution can be used as a prior in a future problem to perform
continual learning. The true posterior P(ξ|y) is approximated with another distributionQϕ(ξ) within
a parametrized family by minimizing their Kullback-Leibler divergence [25] with respect to the
variational parameters ϕ, which is equivalent to maximizing the Evidence Lower Bound (ELBO)
[5]. The reparametrization trick [19] allows to express the approximation in terms of a deterministic
function ξ = Hϕ(ζ) and a transformed random variable ζ that follows a simple source distribution.
We stochastically estimate the ELBO and its gradient through samples from the approximation [17].
The deterministic reparametrization is a generative model for latent variables ξ that are compatible
with the posed constraint. Therefore, the concatenation of the unconstrained generator with this
reparametrization, i.e. G ◦Hϕ(ζ), gives a conditional generator with the same mathematical structure
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Figure 1: The posterior mean (leftmost columns) and samples (other columns) obtained from HMC
(left) and a Gaussian mean-field approximation (right).
as the original one. Thus, the variational inference provides an additional set of network layers on top
of the original input layer, which are responsible to satisfy the additional constraints.
The accuracy of variational inference depends on the capability of the approximate distribution to
capture the true posterior. Flexible approaches, such as Normalizing Flows [32] allow in principle for
arbitrary accuracy, but at high computational costs. For this reason, here we will only consider simple
Gaussian approximations, which are significantly faster. To avoid an explicit parametrization of the
full covariance, we will use a mean-field approach [30]. Interestingly, due to the standard Gaussian
prior, this is equivalent to Automatic Differentiation Variational Inference [24]. As additional method
we will be using Metric Gaussian Variational Inference (MGVI) for larger problems [21], which also
captures correlations between all quantities implicitly.
5 Demonstrations
5.1 Conditional Generators
In the first example [20] we want to illustrate how our approach provides an alternative way to obtain
a conditional generative model. As likelihood we use the categorical distribution, containing the
trained classification network F (x) attached to the output of the generator x = G(ξ). The prior over
latent variables ξ is the source distribution of the generator, i.e. the standard Gaussian. The posterior
is then proportional to the product of prior and likelihood with a certain choice for α to control its
strength.
P(ξ|y) ∝ Cα(y|F ◦G(ξ))N (ξ|0,1) (6)
Here we constrain a generator of hand-written digits to a certain label. As generative model we
use a Wasserstein-GAN [2, 14] with three hidden layers, convolutional architecture, and 128 latent
variables trained on the MNIST dataset [26]. The digit classification is performed by a deep three-
layer convolutional neural network [22] trained on cross-entropy and achieving 98% test accuracy.
We strongly enforce the constraint by setting α = 100. All networks are implemented in tensorflow
[1] and the inference problem is solved in NIFTy [3]. In the next two examples we used a single core
of an Intel Xeon CPU E5-2650 with 2.3GHz. We did not fully optimize for run-time.
In this example we explore the true posterior distribution via HMC sampling. For every digit we
use eight chains to draw 80, 000 samples in total, after disregarding an initial burn-in and tuning
phase. We are aiming for an acceptance rate of 0.6 and adapt a diagonal mass matrix. For every
sample we perform 10 leapfrog integration steps and all chains are initialized at a prior sample. One
chain requires 36 minutes. To ensure convergence, we calculate the Gelman-Rubin test statistic R̂
for all latent variables [12]. Throughout all digits, the largest value we encounter is R̂ = 1.03 for
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the constraint that the digit is a zero. For all other cases, the largest value is about another order of
magnitude closer to unity. The mean value over all variables and cases is R̂ = 1.001, which indicates
well-converged chains. The smallest effective sample size, which accounts for auto-correlation is
Neff = 4169 for one parameter of the digit four and on average Neff = 5474. This small difference
indicates that we explore almost all directions equally well. This could be due to the Gaussian
prior and only a small amount of additional information provided by the likelihood, making it a
well-conditioned posterior landscape. We judge the quality of the samples by checking whether they
satisfy the posed constraint according to the classifier. Surprisingly, in all cases, except for the digit
4, all samples are classified correctly. For this exception still 98% of the samples fulfill the posed
constraint. For these results we used every tenth sample, i.e. 8000 for each digit.
We also perform a variational mean-field approximation with a Gaussian. For this we follow the same
procedure as described in the next example, optimizing for 600 seconds, starting with 10 samples
and increase them every 120s by another 10. For our analysis we use 300 samples from the resulting
distribution. Compared to the HMC samples, we have slightly more errors with an average accuracy
of 99% and only the digits zero, one, and five are exclusively classified correctly. The mean for every
digit, as well as representative samples for both methods are shown in Fig. 1. As HMC explores the
full posterior, we obtain morphologically diverse samples. These also expose the shortcomings of the
original generator. The variational approximation provides more distinguished, but highly uniform
samples, which is to be expected due to under-estimation of true variance by the mean-field approach.
5.2 Solving Riddles
Here we want to solve a riddle by enforcing multiple constraints simultaneously. We know a priori
that we are looking for three single-digit numbers. We want them to fulfill the five constraints
outlined in Tab. 1. The only viable solution is the combination 134. In the model the three digits are
generated through three instances of the same generator used in the previous example, i.e. x = G(ξ),
resulting in a total of 384 latent variables in ξ. For each of the five constraints we assemble a function
Fi(x) that checks whether it is fulfilled or not. For the constraints I,IV and V those correspond to
three independently trained convolutional neural networks applied to the respective digit. For the
fourth constraint we re-use the digit classification network from the previous example. The other two
constraints use the same architecture, but are trained on the respective task. The remaining constraints
II and III involve multiple numbers simultaneously. Both require again the classification probabilities
of the digits to calculate how likely they are satisfied. For every digit this is a 10 dimensional vector.
The mathematical logics are directly implemented into the model, represented by a 2-tensor A and a
3-tensorB with ones at locations corresponding to valid expressions and zeros elsewhere. Contracting
these tensors with the classification probabilities provides the overall probability the constraint is
fulfilled or not. This way we included explicit domain knowledge into the reasoning system. The
graphical structure of the inference problem is outlined in Fig. 2.
Table 1: The riddle discussed in Sec. 5.2.
There are three numbers:
I. The first number is odd.
II. The second is two larger than the first.
III. The first plus the second equal the third.
IV. The third number is not a seven.
V. It also contains no closed circle.
I
II
III
IV
V
ξ1
ξ2
ξ3
x1
x2
x3
po
p1
p2
p3
pc
B
A
Figure 2: The graphical structure of the riddle
solver. Here pi indicates the classification proba-
bility given the respective network. (o for odd, c
for circle and 1,2,3 for the digits)
The solution is given in terms of the posterior distribution, which is proportional to the product of all
likelihood terms and the prior.
P(ξ|yI , . . . , yV ) ∝
∏
i∈I...V
Cα (yi|Fi(G(ξ)))×N (ξ|0,1) (7)
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Figure 3: Left: Two examples for provided solutions for the riddle. The left one shows a correct
solution, whereas the other one is only almost correct. The top rows show the ensemble means. Right:
The ELBO and various other metrics of the riddle during the optimization. Vertical lines indicate the
increases in α.
Here we perform a Gaussian mean-field approximation using variational inference. The challenge in
this case is the multi-modality of the posterior distribution. There are many combinations of numbers
that partially fulfill the constraints and therefore constitute a mode in the posterior. An annealing
[33] strategy partially mitigates this issue. Initially we choose a small α to allow the optimization to
explore the posterior landscape and later on increase it to learn the structure of the resulting mode.
Regarding the optimization scheme, we had issues with the convergence of common momentum-
based stochastic optimizers. We found that non-stochastic optimizers work reasonably well in
combination with good estimates of the gradients. Antithetic sampling [23] allows to reduce the
stochasticity of the estimates on gradient and loss. Every sample drawn from the approximation is
accompanied by a totally anti-correlated partner, obtained by mirroring the sample at the center of
the Gaussian. We then employ a line-search along the gradient direction to update the variational
parameters. Five sample pairs are used to estimate the ELBO, its gradient and the other quantities.
The overall run-time is 2400 seconds. We choose α ∈ {0.5, 1, 3, 10} and increase it after every
600 seconds. To illustrate the behavior quantitatively we repeat the approximation for 100 different
random seeds.
In the end, 88% of the runs end up with the correct solution. To track the progress during the
optimization we follow the evolution of five quantities. First, the ELBO for the final α = 10 as the
overall optimization goal. Second, the average conditional categorical likelihood over samples and
constraints as a score to quantify how well the conditions are met. Third, our accuracy in terms of the
average conditional categorical likelihood that the samples show the correct solution. These quantities
are between zero and one. The fourth and fifth show cumulatively the fraction of runs that were able
to achieve any or exclusively correct samples up to that time. All these quantities, averaged over the
hundred runs, are shown in the right panel of Fig. 3. The ELBO increases in three steps, plateauing
before the increases in α. There seems to be no large difference for the posterior whether α is 3 or
10. In the first quarter the constraints are only weakly enforced and the approximation can explore
the posterior distribution. For most runs the first occurrence of a correct sample falls in this section
and afterwards this line flattens. The capability to explore is in contradiction to well approximate the
local mode, so only in a small number of cases exclusively correct samples are achieved in this phase.
At the end, the score is significantly above the accuracy, so although all constraints are quite satisfied,
the solution itself is not necessarily correct.
How this is possible can be seen in the two examples shown in the left panel of Fig. 3. Here samples
and their mean from two different runs are shown. The first one correctly identifies the solution,
whereas the second one ends up in an almost correct mode. In this, all constraints are satisfied, except
that the last digit has no closed circle. Qualitatively all runs that do not show the correct solution end
up in this mode. Note that the last digit tends to avoid closing the circle to comply with all constraints.
This is possible because two distinct networks are used to check for the constraints and these samples
correspond to a fringe case in which both are satisfied. To avoid this behavior, additional information
can be added to the likelihood. In fact, our third constraint, i.e. the last digit not being a seven, is
mathematically not necessary. Its purpose is to remove a similar local minimum to make it easier to
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Figure 4: Setup and results (left panel) for the face reconstruction problem with ground truth (top left),
masked and corrupted data (top right), the mean reconstructed image (bottom left), the pixel-wise
standard deviation (bottom right), and samples (right panel).
find the correct solution. Based on this, a heuristic could be developed to iteratively add insights on
wrong solutions to the problem to come up with the correct answer.
5.3 Reconstructing Faces
In the last example we reconstruct the image of a face from degraded, noisy, and incomplete data,
making use of the additional information of age and gender. We compare it to a reconstruction using
only the image data. As generative model of face images x = G(ξ), the stylegan network trained on
the Flickr-Faces-HQ data set is used [18]. It generates photo-realistic images of faces in a resolution
of 1024× 1024 pixels from 512 latent parameters. The generative model contains 23 million trained
weights. Age and gender estimates are obtained via two networks, Fa(x) and Fg(x), with the same
ResNet-50 architecture [15], trained on the IMDB-WIKI dataset [34, 35]. Each of them contains
10 million weights. A ground truth is drawn from the generator and degraded in several ways. The
three color channels are added up to generate a gray-scale image. Then, the resolution is reduced to
64× 64 pixels via coarse-graining, followed by masking the left part. These steps are summarized
in the linear degradation operator FI(x). Finally, Gaussian white noise with unit variance is added,
providing image data yI and noise covariance NI = 1. We obtain age and gender estimates of the
ground truth by applying the corresponding classifier. To account for different input and output
shapes, a re-scaling from 1024× 1024 to 224× 224 pixels links both types of networks.
All likelihood terms contain the generator applied to the respective operator or network. The data
from the degraded image enters via a Gaussian likelihood. For the age prediction we calculate the
weighted average provided by the classification probabilities, resulting in a continuous estimate. On
this we also impose a Gaussian likelihood, centered around the true age ya and assuming a standard
deviation of one year, i.e. Na = 1. The gender is enforced via a categorical likelihood with data yg
in favor of the respective category and we use an α = 10. The posterior is then proportional to
P(ξ|yI , ya, yg) ∝ N (yI |FI(G(ξ)), NI)N (ya|Fa(G(ξ)), Na) Cα(yg|Fg(G(ξ)))N (ξ|0,1) . (8)
According to the networks, the ground truth is 33 years old and female. The posterior distribution
is approximated using MGVI [21] instead of the previous mean-field approach to achieve faster
convergence. We perform 15 iterations with five pairs of antithetic samples and 30 natural gradient
steps. In the last iteration we increase to 20 samples to use in further analysis. MGVI is an iterative
procedure, not directly optimizing an ELBO. We determine convergence through vanishing changes
between iterations. The used hardware in this example is a Intel Xeon CPU E5-2680 with 2.4GHz
together with a NVIDIA GeForce GTX 1080ti. The run time for the full problem is about 20 hours.
The setup and mean result with variance are shown in the Fig. 4, together with a set of representative
samples. The mean of sample images bares striking similarity to the ground truth, including facial
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Figure 5: Face samples only informed by the image data without age and gender (left panel). Age
estimates and RMS of the samples during the optimization for both cases (right panel).
expression, overall position, and the outdoor setting in the background. The pixel-wise standard
deviation shows high certainty in the central parts of the face, whereas smaller-scale features such as
hairstyle and background-details are washed out. The samples appear homogeneous in style, age,
and gender. In comparison to that, samples for using only the image data are shown in the left panel
of Fig. 5.3. These illustrate the remaining information in the degraded image. It seems there is an
outdoor setting and that the most likely female person smiles. The age seems not well-constrained,
as the visual spread is far larger than that of the previous samples. This is plausible, as age is
mostly associated to small-scale features, which are removed through the degradation. Including the
additional information of age and gender allows to reduce the variance in these directions.
In the right panel of Fig. 5.3 the evolution of the perceived age, as well as the RMS error of the
image to the ground truth during the optimization is shown. We use here iterations instead of time, as
evaluating the age and gender networks is comparably slow. Without the additional information, the
mean age is roughly correct throughout the optimization, but the variance is large. Given an age, the
samples are strongly concentrated around it. The RMS error to the ground truth decreases in both
cases similarly, but this is unsurprising, as image data is available to both. Standard deviations are
large due to the high noise level.
6 Conclusion
We demonstrated how to impose non-trivial constraints represented by deep neural networks to
complex systems described through deep generative models. This provides an alternative path for
conditional generators. Combining several constraints, we can build a collection of neural networks
that jointly solve tasks through reasoning, quantifying their uncertainty. The approach is applicable to
state-of-the-art architectures and high-dimensional posterior distributions. Knowledge on high-level
concepts can be included to support reconstructions with conventional measurement data.
One could envision large-scale reasoning systems that can flexibly answer a large variety of complex
questions by assembling appropriate modules from a library of trained networks. Such systems can
also incorporate newly arriving information and support continual learning. The optimal configuration,
architectures, and inference schemes for the reasoning need to be identified by future research.
Furthermore, our approach poses the question whether reasoning in human/natural intelligence
works via similar processes, the on the fly connection of generative and discriminative networks.
As backwards deductions are computational expensive, repeatedly occurring inference tasks are
better written into forward models. This entirely depends on knowledge that is already stored within
networks and does not require further external input. Does this happen when we dream?
viii
Broader Impact
The approach presented in this paper addresses the fundamental problem of combining complex
information from different sources to come up with novel insights through reasoning. This might
have consequences we not yet envision. The approach presented could allow to build systems that
flexibly derive conclusions for changing tasks. Therefore, it could be a step towards more generic
artificial intelligence, with all the benefits and dangers this implies.
Besides the possibility of intentionally malicious use, unintended biases enter through the trained
networks and will influence the reasoning. Also the reasoning itself can be wrong due to insufficient
exploration of the posterior distribution.
The intrinsic duality of this technology requires more than the usual caution from all sides.
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