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Part I covers the vocal chords, more accurately known as the vocal
folds (VF). Modeling efforts are split into two areas: the VF tissue and the
airflow. There are multiple existing models of the VF, with varying ranges
of complexity for both the tissue and the airflow. In our model, the tissue is
based on a recent two-mass model of Bogaert’s [5], while the airflow is quasi-
one-dimensional and is derived from the two-dimensional compressible Navier-
Stokes equations. Our model is more accurate than Bernoulli’s law (quasi-
steady approximation), yet less complex than the full Navier-Stokes system.
The model is shown to reproduce important transient behaviour intrinsic in
vocal fold motion, such as pressure peaks before and after vocal fold closure.
Part II concerns the inner ear, or cochlea. Again the modeling effort is
split into two areas: the cochlear tissue and the cochlear fluid. We model the
cochlear fluid with the well known two-dimensional box model of the cochlea,
derived from the three-dimensional compressible Navier-Stokes equations. The
cochlear tissue structure is where the complexity takes place. We start with
Neely and Kim’s [25] linear active model for the cochlear structure and modify
vi
their active gain parameter into a nonlinear nonlocal functional. The nonlin-
earity forces us to work in the time domain, which is prone to dispersive
instabilities if one uses a frequency domain middle ear model. The middle
ear’s role as a transient absorber is discussed and its time domain formula-
tion is shown to reduce the dispersive instability. We perform simulations on
the full system and show that the model recovers many important nonlinear
phenomena, such as suppression and difference tones. A spectrogram based
on the cochlear response is created and compared with the spectrogram of the
input waveform.
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Table 1.1: Part I: List of abbreviations
VF Vocal folds
NS Navier-Stokes
The vocal chords, more accurately known as the vocal folds (VF), are
the source of the human voice. An accurate mathematical model of the VF
could have many applications. In the area of medicine, it could aid in the
creation of a prosthetic VF. A model can also be used to possibly diagnose VF
abnormalities based on a person’s speech waveform (inverse problem). There
is also a good deal of communication between singers and VF researchers,
showing benefit to the arts.
The intricacies of VF motion are fundamental in speech production
and consist of the mechanical interaction between the airflow from the lungs
and the elastic response of the VF. In other words, the airflow drives the
“vibration” of the VFs. We therefore have two structures on which to focus
our modeling efforts: the airflow and the VF tissue.
In Chapter 2, we delve into the physiology of voice production, and con-
tinue on to the existing experimental work and data to which we will compare
our model results. There are some surprising realizations in the biology, one of
2
which is the often misunderstood fundamental motion of the VFs. Voice pro-
duction, consisting of VF motion and vocal tract resnonance, resembles most
the sound production from a brass instrument, not a woodwind instrument.
In Chapter 3, we start by discussing the existing work on the VF and
some of the pros and cons of each approach. We then lead into our model-
ing efforts and show how our model fits into the larger modeling framework.
The existing work has fallen into two categories: modeling of the airflow and
modeling of the tissue. In each category, there are varying degrees of model
complexity, with model complexity generally being proportional to computa-
tional effort involved. Our airflow model is a quasi-one-dimensional model,
based on the two-dimensional compressible Navier-Stokes equations, that was
found using asymptotic methods. It is a new approach in that it simplifies the
airflow from the full two-dimensional Navier-Stokes equations, while staying in
the time domain by not making the quasi-steady approximation (Bernoulli’s
Law). This is important in order to capture important transient effects that
Bernoulli’s Law alone misses. Our tissue model is the two-mass model of
Bogaert [5], a recent modification of Ishizaka & Flanagan’s two-mass model
[17].
In Chapter 4, derivation of numerical methods and issues therein will
be discussed. The resulting airflow equations are in the form of a conservation
law with source term. We use time-splitting, a first order approximation.
Implementation of conservation methods are then discussed, as well as future
work in developing higher-order methods.
In Chapter 5, we show results from our simulations and compare them
with the data and experiments in Chapter 2. An important achievement of our
model is its ability to recover double pressure peaks before and after vocal fold
3
closure. This is a transient phenomenon that is not seen when one uses a quasi-
steady flow approximation. In fact, the quasi-steady flow approximation is not
accurate during a crucial one-fifth of the vocal fold cycle [11, 23], corresponding
to opening and closing of the VFs.
Chapter 6 concludes Part I on the vocal folds, summarizing the previous






A schematic of the physiology of the voice box and surrounding tissue
is given in Figure 2.1. The voice box is also called the larynx and consists of
a collection of bone, muscle and ligaments. It houses the vocal folds, which
are considered the source of voice production. As you can see, the complexity
involved in a full mechanical model of the voice box would be a daunting task.
The larynx moves in complicated ways in voice production, such as up and
down movements in controlling pitch, and has definite effects on the voice
output. However, we will concentrate our efforts on the vocal folds, ignoring
the movement of the larynx and surrounding bone/muscle structure.
The process of voice production can be broken up into three main
steps. The first step takes place in the lungs and is where the airflow is
created. The second step is in the glottis (the space between the vocal folds)
where the airflow interacts with the VF tissue to create “sound”. The third
and final stage is the resulting pressure disturbance traveling through the
vocal tract, which consists of the oral and nasal cavity, shaping the “sound”
through resonant frequencies. An instructive analogy is to think of a musical
instrument, for the moment brass or woodwind. In the instrument, there is a
mouthpiece (the VF) and the instruments resonant cavity (vocal tract). It is
a common misconception to imagine the VF vibrating like that of a woodwind
5












Figure 2.1: A cross-sectional view of the head with a view of the vocal folds
within the larynx (Reconstructed from [30]).
mouthpiece. In fact, the VF are more analogous to the vibration of the player’s
lips in a brass instrument’s mouthpiece. The VFs create sound through their
opening and closing, which creates puffs of air. They slam together upon
closing, staying closed for one-fifth of the cycle. This is why we can actually
fatigue our vocal chords. Some singers have gotten around this by training
their VFs to not slam together completely during closure.
2.2 Measurements
This section contains measurements of both air pressure and volume
velocity (air flux) at different locations in the glottis. Figure 2.2, reproduced
from Titze [34], displays experimentally measured intraglottal pressure on an
6
Figure 2.2: Experimentally measured intraglottal pressure on an excised canine
larynx (reproduced Fig. 8 on p. 426 of Titze [34] with permission).
excised canine larynx (see also [18]). The double pressure peaks occur during
the opening and closing of the vocal folds. Models that make quasi-steady
approximations on the airflow are unable to resolve these peaks. We try to
recover this qualitative behaviour in our model.
Figure 2.3, reproduced from Story and Titze [33], shows simulated air
volume velocity computed at the VF exit using pressure recovery downstream
of the separation point. Figure 6 in Alipour and Scherer [1] is a similar plot of
air volume velocity computed using a 2D incompressible Navier-Stokes calcu-
lation on a numerical domain covering a considerable wake flow region down-
stream of the vocal fold exit.
Figure 2.4 shows experimenal data collected from human subjects. We
will compare our model results with their plot of transglottal pressure, de-
noted ptrans. Note the occurrence of three peaks in pressure in each cycle, two
7
Figure 2.3: Simulated air volume velocity at VF exit using pressure recovery
downstream of the separation point (reproduced Fig. 7 from Story and Titze
[33] with permission).
corresponding to VF opening (bottom of VF, then top) and the third to VF
closure.
8
Figure 2.4: Experimental data collected from human subjects [3]. (Reprinted
from Journal of Voice (11), Austin and Titze, “The effect of subglottal reso-
nance upon vocal fold vibration”, p. 391–402, Copyright 1997, with permission




In this chapter we derive the model equations for the VF motion. We
simplify the VF system from three to two dimensions by assuming symme-
try along the z-dimension (see Figure 3.1). Then, using the two-dimensional
Navier-Stokes equations, we make some assumptions on the flow to derive
quasi-one-dimensional flow equations. This is done by assuming the flow
is mostly one-dimensional and then averaging the variables along the non-
dominant (y) direction. Moving on to the tissue, we discuss a two-mass model
of the VF by Bogaert [5], a recent improvement on Ishizaka & Flanagan [17].
Finally, we discuss the way in which the airflow and VF are coupled, as well
as modeling intricacies, such as airflow separation and vocal fold closure.
3.1 Airflow: The Modified Euler Equations
We start with three-dimensional flow through a channel given in Figure
3.1, where flow moves from the subglottal region through the VFs to the
supraglottal region. Our first simplification will be to impose symmetry along
the z-direction and consider two-dimensional flow through the glottis only (see
Figure 3.2). The region is defined by







Figure 3.1: Simple picture of the vocal folds and glottis.
where A = A(x, t) denotes glottal width. We will then make assumptions
on the flow that will allow us to work with y-averaged quantities of pressure,
velocity, and density, thereby reducing the problem to a quasi-one-dimensional
flow. We then conclude the section with remarks on viscous effects in our
model.
We start with two-dimensional flow quantities given by
Position = (x, y) ≡ (x1, x2)
Pressure = p = p(x, y, t)
Density = ρ = ρ(x, y, t)
V elocity = ~u = (u1(x, y, t), u2(x, y, t))
The two-dimensional Navier-Stokes equations in differential form are given as
Conservation of mass:








Figure 3.2: Computational domain Ω0(t) of the glottis.
Conservation of momentum:
(ρ~u)t = −∇ · (ρ(~u⊗ ~u)) + div(σ · ~n) (3.3)
where σ is the stress tensor given by












(ui,xj + uj,xi) (3.6)
3.1.1 Derivation
In this section, we will use asymptotic methods to reduce equations
(3.2) and (3.3) to quasi-one-dimensional flow equations. The reduced equations
















u1(x, y, t) dy
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The reduced equations are given by
Conservation of mass:




1A)x = −(p̄A)x + Axp̄+ ρ̄ū1At (3.8)
The fluid will be slightly viscous subsonic air flow with the equation of
state either polytropic or isothermal. We define a volume element Ω(t) ⊂ Ω0(t)
of the form
Ω(t) = {(x, y) : x ∈ [a, b] ⊂ [−L,L], y ∈ [−A(x, t)/2, A(x, t)/2]}
The boundary conditions for the upper and lower boundary stem from the
velocity no slip boundary condition and are given by
y = ±A(x, t)/2 : ρy = 0, ~u = (0,±At/2) (3.9)
At the inlet x = −L, we set the pressure to p = p0 and flow velocity to
~u = (u1,0, u2,0). At the VF exit x = L, we impose a Neumann condition
(p, u1, u2)x = 0 to help the waves move freely out of the domain.
We will do vertical averaging of the flow to reduce the complexity of
the system. This will only be valid under certain assumptions on the flow,
which will be presented next. First, for small viscosity (in the end, we take
the inviscid limit), the flows are laminar in the interior of Ω0, forming viscous
boundary layers near the VFs. The vertical averaging of the flow will be
much less influenced by this boundary layer behaviour as long as A(x, t) 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O(µ1/2). We assume the flow gradient is mainly one-dimensional away from
the boundary layers of Ω0, i.e.
|u1,y|  |u1,x|,
|u2,y|  |u1,x|.




These assumptions are consistent with observations in viscous boundary layers
of large vertical velocity gradients with small density/pressure gradients [37].
Our intention is to take vertical averages, so denote ρ̄, ū1 as the vertical
averages of density and x-component of flow velocity. For calculation purposes,
note that the exterior normal ~n to the VF is given by
y = ±A/2 : ~n = (−Ax/2,±1)/
√
1 + A2x/4 (3.10)
This completes the assumptions and setup.
We will perform our analysis on an infinitesimally small volume element
Ω(t) with a = x, b = x + δx, t = t + δt and δx  1, δt  1. We will first
derive the modified conservation of mass equation (3.7). Letting J(t) denote



















Since δx  1, J(t) ≈ A(t)/A(t0), and thus the second integral on the right
hand side in (3.11) becomes
∫
Ω(t0)
ρJt dV = ρ̄
At(t)
A(t0)
A(t0)δx = ρ̄Atδx (3.12)
For the first integral in (3.11), we substitute the conservation of mass equation






ρt dV = −
∫
∂Ω(t)
ρ~u · ~n ds (3.13)
Using the definition of the normal ~n in (3.10) and arc length ds =
√




ρ~u · ~n ds =
∫ A/2
−A/2























≈ (ρ̄ · ū1A)|x+δxx + ρ̄Atδx+O(δx2) (3.14)
At the boundary A = ±A/2, ρy = 0 and thus ρ|y=±A/2 can be approximated








ρ dV = (ρ̄Aδx)t +O(δx
2) (3.15)
Finally, combining (3.11)–(3.15) and picking out the first-order terms in δx,
we have
(ρ̄A)t + (ρ̄ū1A)x = 0
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thus arriving at equation (3.7).
Looking now at the momentum equation (3.3), let us fix i = 1, a = x












The second integral is done similar to (3.12) to arrive at
∫
Ω(t0)
ρu1Jt dV ≈ ρ̄ū1Atδx+O(δx2)
The first integral, similar to (3.13), becomes
∫
Ω(t)
(ρu1)t dV = −
∫
∂Ω(t)
ρu1~u · ~n ds+
∫
∂Ω(t)
σ1,j · ~nj ds





ρu1 dV = (ρu1A)tδx+O(δx
2) ≈ (ρ̄ · ū1A)tδx+O(δx2)
Similar to the calculation in (3.14), using the fact that u1 = 0 on the upper
and lower boundaries, we have
∫
∂Ω
ρu1~u · ~n ds = (ρ̄ū21A)|x+δxx +O(δxµ1/2) (3.16)
The smallness of u1,y relative to u1,x in the interior and the small width of
the boundary layer O(µ1/2) gives O(δxµ1/2) in approximating ū21 by ū1 · ū1.
Continuing our calculation, we have
∫
∂Ω




= −p̄A|x+δxx + p̄Axδx+O((δx)2).
By definition
d11 = 2µ(u1,x − (u1,x + u2,y)/3), d12 = µ(u1,y + u2,x)
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Since ∂y~u|y=±A/2 = O(µ−1/2), the viscous flux from the boundary layers are
O(δxµ1/2), much larger than the averaged viscous term δx(4µ/3)(Au1,x)x =
O(δxµ). Notice that the vertically averaged quantities have little dependence
on the viscous boundary layers unless A is on the order O(µ1/2). Hence the
quantities from upper and lower edges in (3.17) and (3.18), along with (3.16),
should balance themselves. Omitting them altogether, and combining remain-
ing terms that involve only u1, ρ̄ in the bulk, we end up with (after dividing
by δx and sending it to zero)
(ρ̄ū1A)t + (ρ̄ū
2
1A)x = −(p̄A)x + Axp̄ + p̄ū1At +
4µ
3
(Au1,x)x − 2µAtx/3 (3.19)
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which gives the modified Euler (3.8) in the inviscid limit µ→ 0.
For the remaining part of this paper, we will denote the y-averaged
quantities as ρ ≡ ρ̄, p ≡ p̄ and u ≡ ū1. Thus, we will denote equations (3.7)
and (3.8) as
(ρA)t + (ρuA)x = 0 (3.20)
(ρuA)t + (ρu
2A)x = −(pA)x + Axp+ ρuAt (3.21)
3.1.2 Viscous Effects
The viscous effect in the flow produced the term ρuAt from the no-
slip boundary condition (3.9). Eliminating this term gives the quasi-one-
dimensional Euler equations from gas dynamics. This term is very important
in transferring energy to the VF from the airflow. There are other viscous
effects that we ignored for model simplicity.
3.2 Tissue: Two-Mass Model
In the previous section, we simplified the airflow from the full two-
dimensional compressible Navier Stokes equations (3.2)–(3.6) to a quasi-one
dimensional equations (3.20),(3.21) involving y-averaged pressure and velocity.
The geometry of the vocal folds are coupled in these equations through the
term A(x, t). We will simplify the geometry of the VF from fully continuous
to linear in x, using the relatively recent two-mass model of Bogaert [5]. See
Figure 3.3. At the entrance and exit of the glottis, there are two masses, m1
and m2, that are constrained to move in the vertical direction only. They are
coupled together through a spring k12, with each anchored to a wall through
a spring and damper ki, ci respectively. The air pressure will be integrated
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throughout the glottis and enforced solely on m1, with the motion of m2 de-

















yi denotes distance of mi from the center of the glottis, y0,i denotes the resting
distance ofmi so there is no tension on ki, and y0,12 denotes the resting distance
for spring k12. It should be noted that Figure 3.3 is a little misleading in that
equation (3.22) shows the static deflection force for k12 depending strictly on
the y-coordinates only, whereas the figure shows the force depending on both x
and y-coordinates. Also note that we assume symmetry along the y-direction
and all y-coordinates are considered zero at the center of the glottis. Lg is the
vocal fold length in the z-direction (see Figure 3.1) and xs is called the flow
separation point, which will be discussed in the next section.
3.2.1 Flow Separation
In the original VF model by Ishizaka & Flanagan [17], the flow sep-
aration was always at the VF exit, or x2. The two-mass model above is a
recent improvement in that the flow separation point depends on the glottal
geometry, as will be shown below. Flow separation refers to a change in flow
behaviour from attachment to the VF wall via a viscous boundary layer to a
free jet with vortices and turbulence in its wake. The vortices cause pressure
near the wall to be low, and thus can be approximated by setting it to zero or
ambient pressure. The two main geometries are a converging glottis (y1 > y2)
and a diverging glottis (y1 < y2). It is easily seen that flow separation will
19
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Figure 3.3: A sketch of the airflow and two-mass model. The channel width is
fixed at x0 and piecwise-linearly interpolated from x0 to x1. xs is the separation
point of the airflow.
occur at x2 in a converging glottis, but if the VF are divergent enough (past
a certain angle), then flow separation occurs. We use the following empirical
formula based on experiments [5, 26]
y2/y1 < 1.1 ⇒ xs = x2
y2/y1 > 1.1 ⇒ xs = x1 + (x2−x1)y110(y2−y1) , ys = 1.1y1
(3.24)
So we see that the separation point depends on the diverging angle. Pressure
after the separation point does not contribute force tom2, so model errors from
ignoring viscous losses in the boundary layers are minimized within our system.
Also note that viscous effects can be neglected upstream of the separation point
for vocal flows [26].
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The separation point criteria does not use any information on the re-
duced flow equations, in particular the viscous boundary layer effects on the
flow. A more accurate treatment, therefore, would be to formulate a criterion
for the separation point based on contributions from the viscous boundary
layer. This type of treatment is performed in [26]. For simplicity, however, we
will use equation (3.24).
3.2.2 Vocal Fold Closure
We implement the elastic collision criteria for VF closure [5, 17]. This is
done by defining a critical level yc where the VF are considered closed. When
the VF are open, the damping and stiffness constants are set to open param-
eters. When the VF close, we change the damping and stiffness parameters
for each mass to closed parameters (more damping, more stiffness). Thus, we
have two VF states:
VF Open:
VF Closed:
yi > yc =⇒ F = Lg
∫ xs
x0
p dx, ki = ki,open, ci = ci,open
yi ≤ yc =⇒ F = Lg
∫ x1
x0
p dx, ki = ki,closed, ci = ci,closed
When the folds are closed, we solve the flow equations over [x0, x1] only, and





Constant input pressure at the inlet causes pressure to build up and eventually
reopen the folds. Note that the two-mass ODE equations are still running
during VF closure.
3.3 Model Differences
So what is the major difference between this model and that of Bogaert
[5]? The difference is in the airflow where we don’t make quasisteady approx-
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imations. Instead, we integrate a time-dependent system, which is capable of
capturing the transient phenomenon near vocal fold opening and closure that
the quasisteady approximation is unable to resolve. To see this relationship a
little more clearly, let us scale the velocity to make it nondimensional. Thus,
let v = u/a, where a is the speed of sound. Substituting into (3.20) and (3.21),
and using the equation of state p = a2ρ, we arrive at
1
a




2A)x = −(pA)x + Axp+ pvAt/a
(3.25)
We have subsonic flow, and thus v = u/a ≈ 0.1, the well known Mach number.
Using cm ·g ·ms units, a = 35 cm/ms, and thus 1/a is a “small” number. If we
approximate the equations by neglecting the terms with 1/a, we have exactly
Bernoulli’s law for quasisteady flows. As was stated earlier, however, these




The flow system (3.25) is of the form
Ut + (F (U))x = G(p, v, A)















and lower order source term






In order to numerically treat the above equation, we use time-splitting,
a first-order approximation. We solve the conservation law
Ut + (F (U))x = 0 (4.1)
over a full time step. We then update the solution by solving the source term
Ut = G(p, v, A) (4.2)
and two mass equations (3.22) over the same step. We use an implicit finite
difference scheme to numerically solve the source term (4.2) and two-mass
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equations (3.22). This is important since the ODE’s become stiff near vocal
fold closure.
The use of time-splitting allows us to use the many results and nu-
merical methods available for conservation laws (see [21]). We use explicit









(F (Unj+1 − F (Unj−1)) (4.3)
where k and h are time step and spatial grid size, respectively. The time step
k must be small enough to ensure stability of the difference scheme and to
keep the computed flow velocity positive, i.e. no back flow is allowed. We use
an adaptive time step to ensure this is accomplished in an efficient manner.
4.2 Gudonov’s Method and Higher Order Methods
In future work, we would like to implement the conservation law (4.1)
numerically using Godunov’s method. Godunov’s method has less numerical
diffusion and spreading effects then Lax-Friedrichs, and is also a stepping stone
for many higher-order methods. One such method is the quasi-steady wave




In this section we display our simulation results, comparing them to
experimental measurements and other model calculations. Let us first look at
the VF motion. Figure 5.1 displays a simulation of a vocal fold cycle and is
similar in nature to the figure on p. 113 of [30].
Figure 5.2 displays the displacements y1, y2 of the VF masses during
3 cycles of VF vibration. Notice that since all force is placed on m1, the
movement of m2 is only through the coupling spring k12 and therefore the plot
of m2 is nearly a translation of m1.
We compute the air volume velocity at the exit of the VF and display
the results in Figure 5.3. This is similar to the numerical results in Figure 6,
Figure 7 and Figure 8 of Story and Titze [33]. Figure 7 is reproduced in our
Figure 2.3. It is also similar to Figure 6 of Alipour and Scherer [1]. All of these
results come from a more complicated treatment of flow separation. In par-
ticular, Story and Titze used pressure recovery downstream of the separation
point [33], while Alipour and Scherer used a 2D incompressible NS calculation
on a numerical domain covering a considerable wake flow region beyone x2
[1]. What this shows is that our simplifications recover qualitatively similar
results.
The next result in Figure 5.4 displays computed subglottal air pressure
before m1. It should be compared with Figure 2.2. The double peaks are qual-
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Figure 5.1: A simulated vocal fold cycle. This is similar to the figure on p.
113 of [30].
itatively similar, but there is enough difference to deserve comment. Figure
2.2 is from experimental intraglottal pressure and includes both air pressure
for the open glottis and contact pressure during closure, while ours consists of
only air pressure. Thus, the second peak in Figure 2.2 is gradual air pressure
change in relation to contact pressure, which is their first peak.
We also simulated transglottal pressure, which is the absolute difference
between the instantaneous supraglottal and sublottal pressure. To measure
supraglottal pressure, we extended the domain 0.5 cm past x2. The results
are plotted in Figure 5.5. There are three peaks per cycle in this picture. The
first two correspond to the vocal fold opening at x1 and x2, respectively. The
third peak corresponds to vocal fold closure. It is similar to the ptrans plot in
Figure 2.4.
Model robustness is demonstrated in Figure 5.6 with variable input
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Figure 5.2: Locations of VF masses during 3 cycles of VF vibration.
pressure. Air volume velocity is displayed at the exit of the vocal folds. The
three subglottal input pressures were 700 Pa, 1400 Pa, and 2100 Pa. Note
that as the input pressure increases, the peak amplitudes get higher while the
sides get steeper. This is in qualitative agreement with Figure 2.14(a), p. 78,
in Stevens [32].
Figure 5.7 displays results of a convergence test on the numerical method
under grid refinement. It consists of converging responses of air volume veloc-
ity at the exit to the vocal folds with constant input pressure.
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Figure 5.3: Simulated VF air volume velocity at exit of VF.



























Figure 5.4: Subglottal air pressure before x1.
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Figure 5.5: Computed transglottal pressure on an extended domain of 0.5 cm
beyond x2.




























Pressure = 700 Pa
Pressure = 1400 Pa
Pressure = 2100 Pa
Figure 5.6: Simulated air volume velocity at x2 for three different input sub-
glottal pressures.
29


































Figure 5.7: Convergence test on the numerical method under grid refinement.




Part I was devoted to the description and modeling of the vocal folds.
We used Bogaert’s model [5] of the vocal folds, which consists of an improve-
ment on Ishizaka and Flanagan’s two-mass model [17]. The separation point
was computed using an emperical formula [5, 26], and vocal fold closure was
handled using an elastic collision criterion [5, 17]. The airflow equations were
found using asymptotic analysis on the two-dimensional compressible Navier-
Stokes equations. We derived quasi-one dimensional equations that are more
accurate than Bernoulli’s law, yet simpler than full two-dimensional Navier-
Stokes treatments. The numerical method was described and shown to be
robust and convergent. Simulation results were shown to be in qualitative
agreement with many known vocal fold characteristics.
As mentioned in the chapter on numerics, future work includes numeri-
cally treating the conservation law using Gudonov’s method, and then moving
on to higher-order methods. It would also be beneficial to increase the com-
plexity of the tissue from 2 mass to multi-mass, or even to a continuum. More
accurate treatment of the separation point and vocal fold closure would be a














OC Organ of Corti
PA Pressure amplitude
IHC Inner hair cell
OHC Outer hair cell
FFT Fast Fourier Transform
SPL Sound pressure level
Mathematical modeling of hearing has benefited us in many ways.
Hearing aids and cochlear implants are examples in the medical field. We can
diagnose many ailments of hearing through our understanding of the hearing
process. This understanding has come from experiments, but much of it has
come from theory as well due to the difficulty in extracting data from the hear-
ing process. The ear is highly susceptibility to damage and is a very sensitive
organ. Audio compression, as well as noise suppression, are other benefits that
we experience through our existing modeling efforts. However, there is room
for improvement, especially in the realm of nonlinear cochlear models. Non-
linear models are able to capture many hearing effects, such as suppression
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and difference tones, that linear models alone cannot resolve. Improvements
to noise suppression and audio compression are possible. The end result of
Part II will be a nonlinear nonlocal cochlear model based on Neely and Kim’s
[25] active linear model.
We start by asking the question “What is hearing?” Most of us have
five senses to gather information and experience from the world. Hearing is
the sense capable of measuring pressure differences in the fluid air medium
that we live. How does the ear sense these minute differences? Exactly how
sensitive is the ear? What is the ear capable of hearing? There are two natural
approaches to hearing, each answering these questions in their own ways. The
first approach is based on working to understand the mechanics of hearing by
concentrating on the organ of the ear. The second approach is on working to
understand the perception of hearing and takes place in the higher auditory
centers of the brain. This paper is concerned with the first approach.
Let us look now at how sensitive the ear is and what the ear is capable
of hearing. There are three measurements we will look at, with an illustrative
analogy given for each from [6].
• Frequency selectivity
The first is frequency selectivity. Consider two adjacent keys on a pi-
ano. They have a relative frequency difference of 6%. What frequency
resolution does the ear have? The ear is capable of distinguishing two




How sensitive is the ear to pressure fluctuations? In chapter 8, we will
describe hair cells in the ear that transduce mechanical motion to electri-
cal impulses. Take one of these hair cells and scale it to the height of the
Sears tower. The hair cell is capable of detecting motion on subatomic
scales, equivalent to the Sears tower moving a mere 5 cm (see Figure 1.2
in [6]).
• Dynamic range
Dynamic range refers to the ear’s ability to detect sounds over an in-
tensity range spanning over a million fold change in energy. This is
equivalent to the ratio of the weights of five elephants to one mouse (see
Figure 1.3 in [6]).
These examples are meant to stress the impressive abilities of the ear to detect
sound and highlight the challenges to modeling such a system.
Beginning measurements were done by Békésy [36] on dead cochlea
from cadavers. His measurements were unable to explain the above three
properties of the cochlea. Much later, it was discovered that the live cochlea
has an active feedback process that enables it to achieve the sensitivity and
dynamic range mentioned above. For very loud sounds, the ear acts like a
dead cochlea, which we refer to as the passive cochlea. For soft to midrange
intensities, the ear is supplying amplification to the sound and thus we refer
to this as the active (“live”) cochlea.
We begin in Chapter 8 by discussing the biology of the outer, middle
and inner ear. We discuss the difference between a “dead” cochlea (passive)
and a “live” cochlea (active). An active cochlea receives feedback from the
higher auditory processing centers to help amplify and tune the cochlea. We
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then display current measurements from the literature that we will compare
with our model results.
Chapter 9 begins our modeling efforts by looking first at the linear pas-
sive cochlea. The cochlea is filled with an incompressible fluid. Using fluid
mechanics, we derive the well-known box model from the full Navier-Stokes
equations and then solve this model using separation of variables, creating a
fluid functional that adds an inertial term to the cochlear partition (i.e. tissue).
The cochlear partition consists mainly of what is called the basilar membrane
(BM), which is tuned from high to low frequencies in a continuous decreasing
manner from the entrance of the cochlea to the apex. The basilar membrane
acts as a Fourier transform by picking out each frequency component’s vibra-
tional waveform from the incoming sound. We start with a simple model of
the cochlear partition consisting of just the basilar membrane to demonstrate
the coupling between the cochlear partition and the cochlear fluid. We then
move to a more complicated cochlear partition model based on Neely and Kim
[25] consisting of the basilar membrane with a second resonating membrane
called the tectorial membrane (TM), which we call the TM/BM model. For
completeness, we end the chapter with a discussion of the one-dimensional
long-wave approximation.
Chapter 10 discusses the middle ear model and some of the subtleties
involved in its coupling with the cochlea. In particular, we work in the time
domain to prepare for the nonlinear treatment of the cochlea. In so doing, we
discover a dispersive instability near the apex of the cochlea that is not present
in the frequency domain model. The dispersive instability is present when a
frequency domain middle ear is coupled with the time domain cochlear model,
but disappears when a time domain middle ear is coupled with the time domain
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cochlear model. This chapter introduces concepts from engineering vibration
analysis in order to better understand how the middle ear acts as a vibration
amplifier and transient absorber for the cochlea.
Chapter 11 moves to the linear active case using Neely and Kim’s well-
known model [25]. We generalize their active gain to a nonlinear nonlocal
functional of BM displacement, which completes our model setup. We move
to the numerical treatment of this system and discuss some simplifications and
efficiencies in its implementation on the computer.
Chapter 12 displays our model results, reproducing a number of non-
linear effects present in the cochlea, such as combination difference tones and
suppression. We compare our results with the data in Chapter 8. We complete
the results section with the introduction of a cochlear response spectrogram
(cochleogram) that is shown to resolve more transient micro-structures than
the FFT spectrogram.
Chapter 13 concludes Part II on the cochlea and discusses future work.




This chapter covers first the anatomy of the ear and then moves to the
measurements and experiments that have been performed on the ear. The
section on measurements will give us results to compare the feasibility of our
modeling efforts and will shed some light on to how the biology performs its
function. The interplay between modeling and experiment will be stressed.
Figure 8.1 shows the three sections of the ear: the outer ear, middle ear
and inner ear. The majority of this paper will look at the inner ear, where the
complexity of hearing in these sections takes place. However, the interplay be-
tween the middle and inner ear is important both biologically and numerically
in our models, and therefore will be discussed at length throughout.
8.1 Outer Ear
Let’s follow a sound wave through the ear to introduce the different
types of processes that occur. A pressure wave begins in air and travels at the
speed of sound to the outer ear. Here, the pinna localizes and channels the
sound to the ear canal, where it travels unaffected to the tympanic membrane,
or eardrum.
The pinna is used to focus the sound waves and reduce the amount of
acoustic reflection with the skull. It is a way to externally locate sound sources.
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Figure 8.1: Schematic of the outer, middle and inner ear (Reconstructed from
[28]).
This can be seen in those lucky animals that have the ability to change the
shape of their pinna towards the sound of interest in order to better localize
the sound.
Note that the middle and inner ear are recessed within the skull. The
ear canal provides the separation needed to protect the delicate and sensitive
eardrum and cochlea. The ear canal simply transfers the air waves from the
pinna to the cochlea with very little transformation of energy.
8.2 Middle Ear
Continuing with the sound wave, at the end of the ear canal the eardrum
is set in motion. The eardrum is connected to a series of small bones in the
middle ear (ossicular bones) that act as levers to transduce the sound from air
to fluid in the cochlea. The ossicular bone connected to the inner ear (cochlea)
via the oval window is known as the stapes. It vibrates, creating a standing
39
pressure wave in the cochlear fluid.
The area of the eardrum is larger than the area of the oval window,
giving an amplification to the signal. This is demonstrated in Chapter 10 on
the middle ear.
8.3 Inner Ear
Again returning to our sound wave, the vibration of the stapes creates
a standing pressure wave in the cochlear fluid. Immersed in the cochlear fluid
is a membrane, called the basilar membrane (BM), that is stretched along the
entire length of the cochlea. The BM is set in motion by the fluid pressure
difference across the membrane. Each point on the BM is tuned to resonate
at varying frequencies: high frequencies (about 20 kHz) at the base near the
stapes to low frequencies (about 20 Hz) near the apex. The motion of the BM
is in the form of a traveling wave that travels along the BM from base to apex.
At the apex of the cochlea is the helicotrema, which acts as a pressure release
for very low sounds (out of the range of hearing).
Perched on top of the BM is a relatively tiny system known as the
Organ of Corti (OC). This is depicted in Figure 8.2. As the BM vibrates,
the inner hair cells (IHC) anchored to the BM are shear displaced, creating a
neural pulse that is sent to the brain. This is the information that is decoded
into the perception of hearing.
8.3.1 Active Feedback
So far, the above description describes what is known as a passive
cochlea, where we have assumed that all energy absorbed by the BM comes
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from the input at the stapes. However, this does not account for the ex-
treme sensitivity and dynamic range of the cochlea. There is consensus in the
cochlear community that there is an active process occurring within the sys-
tem which effectively adds energy to the BM motion. This process has been
shown to take place in the outer hair cells (OHC) (see Figure 8.3). There
are nerve fibers conveying information to the OHCs from the higher neural
auditory centers, showing that the cochlea is receiving feedback.
The exact method of active feedback is under constant debate from
the cochlear community. The viewpoint that we take in this paper is mostly
towards signal processing, so the modeling effort in the hair cells does not
contain much depth. We assume that some active process is occurring which
changes the BM tuning properties, and that is all that we need for this treatise.
We will look at what we call the macromechanics of the cochlea, con-
sisting of the cochlear shape, fluid chambers and vibrating basilar membrane.
As was mentioned in the previous discussion, perched on top of the basilar
membrane is the relatively tiny Organ of Corti, which contains the tectorial
membrane (TM) and hair cells. This is often referred to as the micromechanics
of the cochlea.
8.3.2 Macromechanics
A cross-section of the cochlea is shown in Figure 8.2. There are three
fluid chambers in the cochlea: the scala vestibuli, scala media and scala tym-
pani. The Reissner’s membrane separates the scala vestibuli from the scala
media, while the basilar membrane separates the scala media from the scala
tympani. The upper and lower chambers contain perilymph, while the middle
chamber housing the Organ of Corti contains endolymph. Endolymph has a
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Figure 8.2: Macromechanical cross-section of the cochlea, showing in particular
the three fluid chambers and basilar membrane, with the Organ of Corti (OC)
perched on top [2]. (From Physiology of the Ear 2nd edition by JAHN. c©
2001. Reprinted with permission of Delmar Learning, a division of Thomson
Learning: www.thomsonrights.com. Fax 800 730-2215.)
high potassium content and is necessary for the mechanical-to-electrical trans-
duction that takes place in the Organ of Corti. The potassium is created in the
stria vascularis, which is innervated with blood vessels. It is kept at a distance
from the sensitive Organ of Corti due to the relatively loud noise created by
blood flow. The Reissner’s membrane has little affect on the fluid flow in the
cochlea and is thus commonly ignored (it is only two cell layers thick). In our
modeling efforts, therefore, we will model the cochlea as having two chambers:
the scala vestibuli and the scala tympani.
The basilar membrane is tuned to resonate at different frequencies, from
higher frequencies near the stapes to lower frequencies near the apex. Fluid
pressure difference between the scala vesitbuli and scala tympani drives the
BM motion. Note that while the dimensions of the cochlea are in centimeters,
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Figure 8.3: A magnified view of the Organ of Corti [2]. (From Physiology of
the Ear 2nd edition by JAHN. c© 2001. Reprinted with permission of Delmar
Learning, a division of Thomson Learning: www.thomsonrights.com. Fax 800
730-2215.)
the vertical BM motion is in nanometers, or atomic scales.
8.3.3 Micromechanics
Figure 8.3 shows a magnified view of the OC. The OC houses the hair
cells, both the inner and outer hair cells, and is where mechanical vibration
is transduced to electrical impulses that are sent to the higher auditory pro-
cessing centers. The inner hair cells house afferent nerves (i.e. away from the
ear), while the outer hair cells have mostly efferent nerves (to the ear), as well
as afferent nerves. This points to two-way communication with the outer hair
cells and the brain, showing a feedback process occurring.
The outer hair cells are imbedded in the tectorial membrane. Motion of
the basilar membrane causes motion of the tectorial membrane, giving a shear
displacement of the hair cells. An electrical impulse is then released when the
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hair cells are displaced in a particular direction. The tectorial membrane is
thought to be a second-filter for mechanical vibration in the ear due to its cou-
pling with the basilar membrane through the outer hair cells. We implement
this idea in our modeling efforts.
8.4 Measurements
Any attempt at quantifying a human experience, in particular through
a sensory organ such as the ear, runs into the fact that there is a difference
between reality and our perception of reality. We can construct operational
definitions of things in our surroundings, such as temperature, location, speed,
light, etc. However, they are only actions that we use to create a description of
an experience. This is no different in the case of hearing. The prime example
is frequency vs. pitch. We can measure frequency in the world, but pitch is our
experience of sound. Thus, a division of study in hearing is in the mechanical
measurements and the psychoacoustical measurements. We will concentrate
in this treatise on the mechanical measurements. So the ultimate question is
what do we measure in the cochlea to quantify hearing? Based on our past
discussion, we can measure the vibration of the BM, either its displacement or
velocity. We can also measure the neural firing rates of the auditory neurons.
What this leaves out is how we are to measure these. The cochlea is imbedded
deep in the skull next to the brain and completely surrounded by bone. Even
when we get to the cochlea, the quantities we are measuring are on the order
of atomic scales, and the sensitivity of the cochlea makes it very susceptible
to damage. Despite the challenges pointed at above, however, measurements
have been made along the cochlea [29, 36]. This section will discuss the typical




It is quite fascinating when one realizes that the cochlea can detect
mechanical movements on the atomic scale. So while the cochlear length is on
the order of centimeters (10−2 meters), the BM response is on the order of only
nanometers (10−9 meters). It is important, therefore, when viewing figures
to pay particular attention to the quantity being displayed and its correct
units. This applies similarly to frequency and time. As mentioned previously,
the frequency range of the ear can span 20 Hz to 20 kHz, or three orders of
magnitude (10 octaves). In our figures, we will usually display frequency in the
units of kHz in a log scale, due to the dynamic range of frequency detection.
Nearly every measurable quantity in the ear spans a large dynamic range. This
leads us to the use of the decibel (dB) in representing quantities. The dB can
be used for any unit. It should first be noted that dB is defined relative to a
landmark unit. For example, for pressure in acoustics we define the dB SPL
(sound pressure level) as





where p0 = 20 µPa. p0 represents an experimentally verified input pressure
amplitude (PA) of a single 1-3 kHz tone at the threshold of hearing for a
normal healthy ear. Thus, a range of 0 − 120 dB SPL spans six orders of
magnitude in pressure relative to the pressure at the threshold of hearing. For
an arbitrary unit x, we define dB relative to R by





When x is displacement, then typcially we still refer to it as dB SPL, where now
we have the landmark unit R = 1 nm. This is the BM response displacement
for an input 1-3 kHz tone at the threshold of hearing. Similarly, when x is
velocity, the landmark unit is R = 100 µm/s.
8.4.2 Global View
The easiest measurement to grasp is the global panoramic view of the
BM vibration. This consists very simply of giving the cochlea a simple har-
monic input and observing the BM vibration all along the length of the cochlea.
This is known as the BM response and is illustrated in the left plot of Figure
8.4 for a single 2 kHz tone at 30 dB SPL (in this case the magnitude of the
BM response). Let us denote the magnitude of the steady state BM response
by U(x, ω0, A0), where x is BM location and the input is a single harmonic
input with SPL A0.
8.4.3 Local Views
While the BM response is the simplest description of cochlear vibration,
it is by no means the easiest in terms of measurement. The typical means of
measuring cochlear vibration is to place a probe at a specific location along the
basilar membrane and record the magnitude of the response at that position
for varying frequencies and intensities. This is a local measurement. The types
of curves produced by taking local measurements are called iso-contour curves,










































Figure 8.4: The left plot is a global view of the BM. It is the absolute BM
steady state response for a 2 kHz tone at 30 dB SPL. The middle plot is a
local view iso-input curve at BM location x = 1.2 cm. The right plot is a local
view iso-output curve at the same BM location.
8.4.3.1 Iso-Input
Iso-input curves are produced by measuring the magnitude of the steady
state response (BM displacement/velocity) at a specific location on the BM
while varying either the frequency and/or the SPL. An example of an iso-
input curve where the SPL is fixed and we vary the frequency is given in the
middle plot of Figure 8.4. We fix a BM location x0 and feed the cochlea a
harmonic input with frequency ω and SPL A0. Thus, an iso-input curve is
given by U(x0, ω, A0). Mathematically, it is the same function as the global
view except we interchange the variable between x and ω.
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8.4.3.2 Iso-Output
Iso-output curves (or iso-response curves) are found by plotting the
sound level required to achieve a certain maximum BM response (displace-
ment or velocity) at a specific location for varying frequencies. When we are
measuring displacement/velocity, the curves are called iso-displacement/iso-
velocity curves, respectively. An example of an iso-displacement curve is given
in the right plot of Figure 8.4. Formally, we can denote an iso-displacement
curve at a point x0 on the BM as a sound pressure level function A(ω) such
that
U(x0, ω, A(ω)) = R (8.1)
where R is the maximum BM response in nanometers. Typical values for R
include 1 nm for BM displacement and 100µm/s for BM velocity. These values
are based on the threshold of hearing for young healthy cochlea.
8.4.4 Characteristic Maps
Each location on the basilar membrane is tuned mechanically to res-
onate at a specific frequency. However, the resonant place for a particular
frequency is not at the location of maximal response. The location of max-
imal response occurs basal to the resonant point due to damping. On the
BM, the resonant place is where the BM displacement first drops to zero,
denoting the start of the cutoff region. The location we are interested in is
not the resonant location, but the place of maximal response. The relation
of input frequency to location of maximal response is called the characteristic
frequency-to-place map, denoted X(ω). The inverse of this map, called the
characteristic place-to-frequency map and denoted by W(x) ≡ X−1(x), relates
BM location to frequency that gives the maximal response. It is important
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to realize that how we define either of these maps needs to be consistent with
the above description, i.e. W and X need to be inverses of each other. The
following questions highlight the issues:
• Are we defining the map based on experiment or based on an existing
active model? How do we define the map so that it is independent of
which we choose?
• In a nonlinear active cochlea, the maximal response depends on the input
SPL (the well known half-octave shift [29]). Which SPL do we use? Can
we define a map that is “independent” of SPL?
If we define the map based on experiment, we have a “local” view of the cochlea
and want to use iso-contour curves. If we define the map based on an active
model, we have a “global” view of the cochlea and can use BM displacement
responses. We could just decide to define W or X using one of these in both
experiment and modeling, but it is very important that there be consistency
between them for comparison purposes.
Let us be a little more precise in our discussion. We feed the cochlea
a harmonic input with frequency ω0 and SPL A0. The magnitude of the BM
response is given by U(x, ω0, A0), and thus we define X(ω0) by
U(X(ω0), ω0, A0) ≡ max
x∈[0,L]
U(x, ω0, A0) (8.2)
This is the “global” view and is useful when we have an actual model.
There are two options for the definition of W(x). Fixing a BM location
x0 and SPL A0, we define W(x0) by
U(x0,W(x0), A0) ≡ max
ω
U(x0, ω, A0) (8.3)
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The second option is based on iso-displacement curves and is defined by
U(x0, ω, A(ω)) = 1 =⇒ A(W(x0)) ≡ min
ω
A(ω) (8.4)
Both of these options are “local” definitions and are useful in experimental
work.
Note that definitions (8.2) and (8.3) are found using the same proce-
dure, namely finding steady state responses over a range of frequencies and
maximizing either over the entire BM response or maximizing over all fre-
quencies at a particular BM location. Definition (8.4) is vastly different (on
the surface). This definition, however, is very useful since it is independent
of input SPL, whereas (8.2) and (8.3) depend on the input SPL. If we use
definitions (8.2) or (8.3), which SPL do we use? How do we choose it to be
consistent with definition (8.4)? To answer these questions, we will first look
at the linear cochlea.
8.4.4.1 Linear cochlea
In the linear cochlea, definitions (8.2) and (8.3) are indepedent of SPL.
This is seen by (denoting A as pressure amplitude instead of SPL)
U(x, ω, A) = H(x, ω)A =⇒ U
A
= H(x, ω) (8.5)
where H(x, ω) is called the frequency response of the system and is in effect
the ratio of output to input.
To show (8.3) and (8.4) are equivalent, we note that
U(x0, ω, A(ω)) = 1 ⇐⇒ H(x0, ω)A(ω) = 1









Thus, the maximum and minimum are attained at the same point ω0 ≡ W(x),
showing both definitions based on local views are equivalent.
8.4.4.2 Nonlinear cochlea
We showed above that for a linear system, (8.4) ≡ (8.3). For the non-
linear active case, each definition depends either on the SPL or the response.
Thus, we must make sure that for (8.4), we choose a maximum response R
where the system is nearly linear with near full active gain. For (8.2), we must
choose a corresponding SPL where the system is, again, nearly linear with
near full active gain.
This is illustrated as follows. We will start by defining the map W(x0) =
ω0 using definition (8.4). We will choose a sufficiently small maximum re-
sponse R so that the ear has full active gain (typically 1 nm). Thus, we
have U(x0, ω, A(ω)) = R and A(ω0) = minω A(ω). Let P0 denote the point
(x0, ω0, A(ω0)). We have












































(x0,W(x0), A(ω0)) = 0
We were thus able to show that (x0,W(x0), A(ω0)) is a critical point of the
iso-input curve. If we assume this critical point is a maximum, then we have
51
the equivalence of (8.4) and (8.3) as long as the SPL used in (8.3) is A(ω0).
The problem is that different iso-output curves will give different SPLs, but our
iso-input curve is defined using only one SPL. To remedy this, if the maximum
BM response R used in the definition of the iso-output curve above is chosen
small enough so that the resulting range of SPLs [A0, A1] is such that the ear
is nearly linear with near full active gain, and we choose an SPL A ≤ A0 for
our definition of the iso-input curve, then the characteristic place-to-frequency
maps will be nearly equivalent.
To summarize, for a given BM location x, there is a characteristic
frequency (CF) where x is the location of maximal response to a harmonic
input with frequency given by the CF and SPL such that the ear is fully
active. Conversely, given a frequency ω in the range of hearing, there is a
characteristic place (CP) on the BM that satisfies the same criteria.
8.4.5 Nonlinearities
8.4.5.1 Nonlinear Compression (Dynamic Range)
The dynamic range of the ear is demonstrated experimentally through
the use of an iso-intensity curve, given in Figure 8.5. This is also known as a
sensitivity curve, for it displays the ratio of output to input. The iso-intensity
curve on the left is an iso-input curve, i.e. a local view, where a probe was
placed at the BM location with characteristic frequency 10 kHz. Similar to
equation (8.5), we define
U
A
= H(x, ω, A) (8.6)
where again H is the frequency response of the system. This time, however,
H depends on the input SPL A, since the system is nonlinear. Because of
this, the iso-intensity curves will be different for different input SPL, and in
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Figure 8.5: This is a collection of sensitivity plots at a BM location with
characteristic frequency 10 kHz. The input SPL was varied from soft to loud
to demonstrate the detuning of the cochlea (reproduced Fig. 5 on p. 1311
from [29], with permission).
fact will be more sensitive for lower SPL, as this is when the cochlea gives
the most active gain. Looking at the picture, we see that for low SPL, the
ear is finely tuned and its peak is at the characteristic frequency. However,
as the SPL increases, the sensitivity decreases and the peak moves to lower
frequencies. This is called the half-octave shift, since the difference between
the peak frequencies for the fully passive vs. fully active cochlea is around
1/2-octave.
The plot in Figure 8.6 shows sensitivity plots at a particular BM lo-
cation with an impulse input, or click. The BM response consists of velocity
instead of displacement. Again we see that as the amplitude of the input is
increased, the cochlea becomes less sensitive. This nonlinear behaviour allows
the ear to cover a wider range of inputs.
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Figure 8.6: A collection of sensitivity plots for an impulse input, or click
(reproduced Fig. 9 on p. 1314 from [29], with permission).
8.4.5.2 Combination Difference Tones
A nonlinear cochlea will create what are known as combination differ-
ence tones when more than one tone are presented to the ear. For example,
if two frequencies f1 and f2 are put into the ear, nf1 ± mf2 will be created
at varying intensities, where n and m are nonnegative integers. The cubic
difference tone, denoted f = 2f1 − f2, where f1 < f2, is the most prominent.
In Figure 8.7, two tones f1 and f2 are input into the ear such that the cubic
difference tone is given by 2f1 − f2 = 7.5 kHz. A probe is placed on the BM
at the characteristic place for 7.5 kHz and the FFT is performed on the BM
response waveform. We see a collection of difference tones, with the cubic
difference tone indeed being the most prominent tone.
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Figure 8.7: Cubic difference tones are displayed for two tones at 50 dB SPL
so that 2f1 − f2 = CF (7.5 kHz). (reproduced Fig. 17 on p. 1330 from [29],
with permission)
8.4.5.3 Suppression & Masking
Masking occurs when the presence of one frequency in the BM response
masks, or suppresses, the BM response of another frequency. Audio compres-
sion, such as MP3, uses this characteristic of the ear to compress signals [27].
Figure 8.8 contains iso-velocity contours at a location on the BM that has a
characteristic frequency of 10 kHz. The dotted line is the tuning curve without
added masking signals. Note that the minimum of the curve is where it should
be at 10 kHz. The solid curves represent the same experiment, but now with
the presence of masking tones, consisting of a 500 Hz tone in one curve and
a 12 kHz tone in another. Note that the location has been “detuned” in that
it is less sensitive and the minimum occurs at a lower frequency. Also note
that the lower suppressor tone (500 Hz) has more of a masking effect than the
closer 12 kHz tone. This is called the upward spread of masking and shows
that low-side suppression is stronger than high-side suppression.
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Figure 8.8: Iso-velocity plots (iso-output at 100 µm/s) for BM responses at the
characteristic place for 10 kHz. The two solid lines are tones in the presence
of high-side (12 kHz) and low-side (500 Hz) suppressors, both input at 70 dB




We begin our modeling efforts by looking first at what is known as
the macromechanical structure of the cochlea, which consists of the overall
cochlear shape, fluid structure and cochlear partition, discussing each in the
order just mentioned. For simplicity, we will concentrate our efforts on the
passive, or dead cochlea.
9.1 The Box Model (Three-Dimensional Model)
As was seen in the previous chapter, the cochlea is spiral shaped. Does
its shape influence the mechanics of internal motion? The cochlear dimensions
are such that the shape does not effect the mechanics to a large extent, and
thus we will ignore this spiral structure by using what is known as the box-
model of the cochlea. See Figure 9.1 for an illustration. We will at first assume
a three dimensional cochlea, reducing the dimension as we go to simplify the
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Figure 9.1: Schematic of the 3D box cochlear model.
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modeling.
Remark 9.1.1. The dimension of the model refers to the fluid dimension. The
cochlear partition is in all cases of co-dimension one to the fluid. The special
case is the one-dimensional long-wave model of the cochlea. In this instance,
the cochlear partition is also one-dimensional. The one-dimensional model is
found by “factoring out” the second dimension and then moving to an asymp-
totic limit in the wavenumber of the dispersion relation. This is discussed in
the last section of this chapter.
9.1.1 The Navier-Stokes Equations: Simplifications
The following analysis follows that performed by Baker in [4]. We start
with the Navier-Stokes equations for incompressible flow in three-dimensions:
−∇p + µ4~v + ρg~k = ρ(~vt + ~v · ∇~v)
The cochlear fluid is nearly inviscid, and thus we have µ = 0, giving
−∇p + ρg~k = ρ(~vt + ~v · ∇~v)
9.1.1.1 Linearization
The dimension of cochlear vibrations (nanometers) relative to cochlear
dimensions (millimeters) allows us to drop the convective term above and
effectively linearize the equation. The inertia term is given by
ρ(~vt + ~v · ∇~v) (9.1)
We will consider a standing wave, letting ~v(x, t) = ~v(x)eiωt. We are interested
in fluid displacement, so we substitute ~v = iω~u in (9.1) to obtain
−ρω2(~u+ ~u · ∇~u)
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Since λ is on the order of nanometers and L is on the order of millimeters, we
can effectively ignore the convective term.
We will ignore the effects of gravity as well, thus considering the prob-
lem
−∇p = −ρω2~u (9.2)
9.1.1.2 Laplace’s equation
We have the incompressibility condition
∇ · ~v = 0 ⇒ ∇ · ~u = 0
Taking divergence of both sides of equation (9.2), we finally arrive at Laplaces
equation for the pressure
4p = 0 (9.3)
9.1.2 Boundary Conditions (Two-Dimensional Model)
The analysis in the previous sections applies to the two-dimensional
fluid case as well, and thus for simplicity we will concentrate from this point
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Figure 9.2: The figure on the left is a schematic of the cochlea, while the
figure on the right represents the upper chamber with the macromechanical
equations and boundary conditions.
model). The two-dimensional model setup and structure is illustrated in Figure
9.2.
The stapes boundary condition is given by
px(0, z, t) = 2ρstt(t) (9.4)
where ρ is fluid density, p(x, z, t) is fluid pressure and s(t) is stapes displace-
ment. Equation (9.4) is F = ma, where the force F is pressure flux, mass m
is fluid density, and acceleration a is stapes acceleration. It is important to
note the dependence on stapes acceleration, NOT stapes displacement. This
in effect turns the middle ear from a low-pass filter to a high-pass filter. More
discussion on middle ear effects is given in Chapter 10.
For the apical boundary condition, we will consider for the moment a
Dirichlet boundary condition
p(L, z, t) = 0 (9.5)
There is some revealing analysis when one considers a Neumann condition in
terms of controlling the dispersive instability at the apex (see [38] and the
discussion in Chapter 10). In the steady state case (see section 9.2.1), the
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Dirichlet and Neumann conditions do not differ. Neely & Kim [25] consider
an absorbing boundary condition in their paper, but again the difference is
negligible in the steady state case.
The upper wall is rigid, and thus the boundary condition is given by
pz(x,H, t) = 0 (9.6)
The basilar membrane condition is given by
pz(x, 0, t) = 2ρutt (9.7)
where u(x, t) denotes basilar membrane displacement.
9.1.3 Separation of Variables




4p(x, z, t) = 0
px(0, z, t) = 2ρstt, p(L, z, t) = 0
pz(x, 0, t) = 2ρutt, pz(x,H, t) = 0
(9.8)
where x ∈ [0, L], z ∈ [0, H ] and t ∈ [0,∞). In order to solve the above, we let





p̃x(0, z) = 2ρstt, p̃(L, z) = 0







p̂x(0, z) = 0, p̂(L, z) = 0
p̂z(x, 0) = 2ρutt, p̂z(x,H) = 0
(9.10)
The solution to (9.9) is given by
p̃(x, z, t) = 2ρstt(t)(x− L) (9.11)
61
We will use separation of variables to solve (9.10). Thus, we consider a so-
lution of the form p̂(x, z) = X(x)Z(z), which gives us the following ordinary
differential equations:
{
X ′′(x) = µX(x)
−Z ′′(z) = µZ(z)
with boundary conditions
X ′(0)Z(z) = 0, X(L)Z(z) = 0
X(x)Z ′(0) = 2ρutt, X(x)Z
′(H) = 0
Note that the homogeneous case (which gives rise to the Sturm-Louiville prob-
lem) is
{
X ′′(x) = µX(x)
X ′(0) = X(L) = 0
There are three cases in µ:
1. µ = 0:
We have X ′′(x) = 0 ⇒ X(x) = Ax + B. The boundary conditions give
X ′(x) = A = 0 and X(L) = B = 0, and thus we have only the trivial
solution.
2. µ > 0:
We have X ′′(x) = β2X(x), β 6= 0. A general solution is
X(x) = A cosh βx+B sinh β(L− x).
The boundary conditions give
X ′(0) = −Bβ cosh(βL) = 0 ⇒ B = 0
X(L) = A cosh βL = 0 ⇒ A = 0
and thus we have only the trivial solution.
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3. µ < 0:
We have X ′′(x) = −β2X(x), β 6= 0. A general solution is
X(x) = A cosβx+B sin βx.
The boundary conditions give
X ′(0) = Bβ = 0 ⇒ B = 0
X(L) = A cosβL = 0 ⇒ cos βL = 0
Thus, we have the family βn = (n− 1/2)π/L⇒ µn = −((n− 1/2)π/L)2
which gives the solutions
Xn(x) = cos(βnx).
Now we solve −Z ′′(z) = µnZ(z), or equivalently
{
Z ′′(z) = β2nZ(z)
Z ′(H) = 0
The general solution is given by
Zn(x) = An cosh βnz +Bn cosh βn(H − z)
The boundary condition gives
Z ′n(H) = Anβn sinh βnH = 0 ⇒ An = 0
Thus,


















−Bnβn sinh βnH cosβnx = 2ρutt. (9.13)













By (9.13), we also have
fn = −Bnβn sinh βnH












Finally, combining the above equation with (9.11) and (9.12), we arrive at




Bn cosh βn(H − z) cos βnx. (9.15)




cosβnx, we can rewrite
(9.15) at z = 0 as











The subscript on Q denotes the dimension of the fluid. It’s significance will
be seen in the last section of this chapter.
9.2 Simple BM model
For the purposes of this chapter, we will start with a simple mechanical
model of the cochlear partition as just the basilar membrane and ignore the
effects of the tectorial membrane (TM) and Organ of Corti (OC). This is simply
to at first illustrate the analysis and dynamics of coupling the fluid with the
tissue. Thus, we will consider a passive ear where the micromechanics of the
OC do not affect the macromechanical vibration of the basilar membrane.
Also, the TM (the “second filter”) will be ignored.
Helmholtz [15] envisioned the BM like strings on a piano, where each
string vibrates independently of the others. This is more in line with the
terminology of the basilar membrane. However, studies from [14] have shown
that the restoring force upon deflection of the BM behaves more like that of
a “plate” or “beam,” where there is no resting tension on the BM. Thus, a
more accurate description would be basilar plate. Due to the simplicity of
Helmholtz’s description, however, we will model the BM as a collection of
mass/spring systems.
Is there longitudinal coupling along the BM? Studies from Békésy [36]
have shown it can occur either through mechanical or fluid coupling, unlike
Helmholtz’s piano string description where each string vibrated independently
of the others. Voldrich [35] was able to demonstrate that the coupling is
dominated by the fluid (See Voldrich), and thus we ignore the mechanical
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Figure 9.3: Cross section micromechanics of the basilar membrane (m1).
coupling along the BM. We have the following description of the BM:
{
m(x)utt + c(x)ut + k(x)u = p(x, 0, t), x ∈ [0, L]
u(x, 0) = ut(x, 0) = 0
(9.18)
where p(x, z, t) is the pressure from the fluid and u(x, t) is BM displacement.
9.2.1 Steady State Formulation
In this paper, we will use the terms steady state, standing wave and
planar wave interchangeably. Thus, consider steady state solutions of the form
p(x, z, t) = Im{P (x, z)eiωt}
u(x, t) = Im{U(x)eiωt}
s(t) = Im{Seiωt}





Px(0, z) = 2ρ(iω)
2S, P (L, z) = 0
Pz(x, 0) = 2ρ(iω)
2U(x), Pz(x,H) = 0
(9.19)
Plugging the above into the equations (9.18), we have
P (x, 0) = [−m(x)ω2 + iωc(x) + k(x)]U(x)
= [iωm(x) + c(x) + k(x)/iω]iωU(x)
= ZCP (x)iωU(x) (9.20)
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where
ZCP (x) = iωm(x) + c(x) + k(x)/iω





Thus, the impedance is the ratio of pressure over velocity and is in the units
of damping. A high impedance means a lot of pressure but little movement
and a low impedance is a little pressure for a lot of movement. Different tissue
models will give different impedances. It is a complex function and contains
damping as well as phase information.






Px(0, z) = 2ρ(iω)




P (x, 0), Pz(x,H) = 0
(9.21)
A plot of a steady state solution for a single 4 kHz tone at 50 dB SPL is shown
in Figure 9.4.
9.2.2 Time Domain Formulation
Combining the fluid (9.16) and tissue (9.18), we arrive finally at
{
(m(x) + 2ρMf ) utt + c(x)ut + k(x)u = 2ρstt(t)(x− L)
u(x, 0) = ut(x, 0) = 0
(9.22)
where Mf is given in (9.17).
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Steady State for 4 kHz tone @ 50 dB
Figure 9.4: Steady state BM response to a 4 kHz tone with intensity of 50 dB
SPL.
9.2.3 Natural Boundary Condition
What are the natural boundary conditions at x = 0 and x = L? Let’s
look at the basal end first. We have
px(0, z, t) = 2ρstt =⇒ pxz(0, 0, t) = 0
as well as
pz(x, 0, t) = 2ρutt(x, t) ⇒ pzx(0, 0, t) = 2ρuttx(0, t)
Applying equality of mixed partials and the initial conditions, we get
uttx(0, t) = 0 =⇒ ux(0, t) = 0.
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For the apical end, we have
p(L, z, t) = 0 =⇒ p(L, 0, t) = 0
Plugging this into the BM boundary condition, we get
m(L)utt(L, t) + c(L)ut(L, t) + k(L)u(L, t) = 0
along with the zero initial conditions in (9.18). Thus, we easily see that the




(m(x) + 2ρMf) utt + c(x)ut + k(x)u = 2ρstt(t)(x− L), x ∈ [0, L]
ux(0, t) = 0, u(L, t) = 0
u(x, 0) = ut(x, 0) = 0
Remark 9.2.1. The natural boundary conditions can also be understood in
relation to the fourier series of utt in (9.14). The basis functions φ
k(x) =
cosβkx all satisfy φ
k(L) = 0 and φkx(0) = 0. We can, and will, omit them most
of the time. They become particularly important in studying the Neumann
apical boundary condition (see [38]).
9.2.4 Dispersion Relation
For analysis of the dispersion relation, we extend the x-domain in (9.8)
to all of R, giving
{
4p = 0, x ∈ R, z ∈ [0, H ], t ∈ [0,∞)
pz(x, 0) = 2ρutt, pz(x,H) = 0
with BM motion given by
p(x, 0, t) = mutt + cut + ku
where m, c and k are now constants. Begin with solutions of the form
p(x, z, t) = p0(z)e
i(κx−ωt), u(x, t) = u0e
i(κx−ωt)
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where κ is the wavenumber for x. We have
4p = 0 =⇒ −κ2p0(z)ei(κx−ωt) + p′′0(z)ei(κx−ωt) = 0
=⇒ p′′0(z) − κ2p0(z) = 0
The boundary conditions give
pz(x, 0, t) = 2ρutt =⇒ p′0(0) = −2ρu0ω2
pz(x,H, t) = 0 =⇒ p′0(H) = 0




p′′0(z) − κ2p0(z) = 0
p′0(0) = −2ρu0ω2
p′0(H) = 0

































Now, plugging the wave solutions into the BM boundary condition gives
p0(0) = (−mω2 − icω + k)u0
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which leads to the following dispersion relation
(m+ 2ρQ2(κ))ω





4k(m+ 2ρQ2(κ)) − c2
2(m+ 2ρQ2(κ))
Since 4k(m+2ρQ2(κ)) > 0, ={ω} < 0, and thus the system is dissipative. We




which shows the slow decay of long waves. If we set the damping coefficient c










Note that ω′(κ) = O(κ−3/2) as κ→ ∞, so short waves do not disperse as fast
































This is an important limit that will show up often in our analysis of the
problem. How fast do the long waves decay? From this limit, we can show
={ω} = O(κ2)
as κ→ 0+.
9.3 The TM/BM Model
We will now add more structure to the cochlear partition by adding the
tectorial membrane. As was mentioned in the previous chapter, it is postulated
that the tectorial membrane adds a second filter to the mechanical vibration
of the cochlear partition. The basilar membrane and tectorial membrane are
coupled through the outer hair cells. Thus, our construction follows the form
of Neely and Kim’s paper [25] and is shown in Figure 9.5.
Let ξ(x, t) = (u(x, t), v(x, t)) be BM and TM displacement, respec-
tively. If we construct the corresponding free-body diagram, we arrive at the
cochlear partition equations
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Figure 9.5: Cross section micromechanics of the cochlea. The mass m1 repre-
sents a cross section of the BM, while mass m2 is a cross section of the TM.
(Reconstructed from Figure 3 in Neely and Kim [25])
9.3.1 Steady State Formulation
Revisiting equation (9.21), we see that the only modification needed to
compute the steady state solution of the TM/BM model is to construct the
cochlear partition impedance ZCP . To this end, we substitute solutions of the
form
p(t) = Peiωt, u(x, t) = U(x)eiωt, v(x, t) = V (x)eiωt
into the mechanical equations (9.23) and solve for ZCP = P/iωU . You will
arrive at
ZCP = Z1 + Z2Z3/(Z2 + Z3)
Z1 = k1/iω + c1 + iωm1
Z2 = k2/iω + c2 + iωm2
Z3 = k3/iω + c3 (9.24)
This, in conjunction with equation (9.21), gives the steady state solution for
the TM/BM model.
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9.3.2 Time Domain Formulation
Combining (9.16) with (9.23), we have
{
Mfp ξtt + Cpξt +Kpξ = F





m1 + 2ρMf 0
0 m2
]
and Mf is given in (9.17).
9.3.3 Dispersion Relation
To construct the dispersion relation for the TM/BM model, we will
follow a similar analysis to that in section 9.2.4. We have
p0(0)
iωu0
= ZCP =⇒ 2ρω2Q2(κ) = iωZCP
where now ZCP is given by equation (9.24). Thus, letting Zi = iωZi, we have
2ρω2Q2(κ)(Z2 + Z3) = Z1(Z2 + Z3) + Z2Z3.
We care again about the long-wave behaviour. Multiplying both sides by κ2
and taking a limit as κ→ 0+, we arrive at
ω2(0)(Z2(0) + Z3(0)) = 0.
Thus, we have a double zero at ω1(0) = 0 and
ω2(0) =
i(c2 + c3) ±
√
4m2(k2 + k3) − (c2 + c3)2
2m2
Note that ={ω1} = 0 means that we still have slow decay of long waves. If we






So how fast do long waves disperse? We have 4 waves: 2 the BM waves, 2 the
TM waves. Let us look at the BM waves ω1(κ) = ω
′





Zi = −miω21(κ) + ki

















Now let us look at the TM waves ω2(κ). It is easiest in this case to consider
the equation above for κ 1, giving
ω2(Z2 + Z3) = 0 =⇒ ω2[−m2ω2 + k2 + k3] = 0
=⇒ [−m2ω4 + ω2(k2 + k3)]′ = 0
Thus, as κ→ 0+, we have
2ω2(0)ω
′
2(0)[k2 + k3 − 2m2ω22(0)] = 0
Now, since k2 + k3 − 2m2ω22(0) 6= 0 and ω2(0) 6= 0,
ω′2(0) = 0.
Let us look at the second derivative to get more information. Denoting ω2(0) =
ω2,0, we have










Z2 + Z3 = −m2ω22,0 −m2ω2,0ω′′2,0κ2 + h.o.t. + k2 + k3
= −m2ω2,0ω′′2,0κ2 + h.o.t.













For the right-hand side, we have
Z1(Z2 + Z3) → 0
Z2Z3 = (−m2ω22,0 + k2 + h.o.t.)k3














9.4 Long-Wave Approximation (One-Dimensional Model)
For completeness and an overall understanding of the problem, we will
show how what is known as the long-wave model is derived. We start with a
similar simplification as was done in the previous section, namely we extend
the z-domain to all of R, giving
{
4p = 0, x ∈ [0, L], z ∈ R, t ∈ [0,∞)
px(0, z) = 2ρ(iω)
2Sei(lz−ωt), p(L, z) = 0
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with BM motion given by
p(x, 0, t) = mutt + cut + ku
where m, c and k are now constants. We begin again with solutions of the
form
p(x, z, t) = p0(x)e
i(lz−ωt).
where now l is the wavenumber for z. Thus, we have
{
p′′0(x) − l2p0(x) = 0
p′0(0) = 2ρ(iω)
2S, p0(L) = 0
How do the wavenumbers κ and l relate to each other? If we assume periodicity
along the x and z and plug p(x, z, t) = p0e
i(κx+lz−ωt) into the Laplacian, we
arrive at
κ2 + l2 = 0
and thus we have
p′′0(x) + κ
2p0(x) = 0.
Now, this is the key step in reducing the problem to one-dimension. We want










=⇒ κ2 ≈ −2ρiω
HZBM
, for κ 1
Substituting this above, we finally arrive at the one-dimensional long-wave








p′(0) = 2ρ(iω)2S, p(L) = 0
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This is the steady-state case of the model, and it is easily shown that the




pxx − 2ρH utt = 0
px(0, t) = 2ρstt, p(L, t) = 0
u(x, 0) = ut(x, 0) = 0
(9.26)
The time domain model (9.26) was studied by Xin in [39].















which is the same for Q2(κ). Thus, long waves disperse/decay at the same rate
as the two-dimensional model. For more discussion on the significance of Q1




During much of the earlier research into the cochlea, the models created
were all steady state models [24, 25]. The problem comes in moving from the
linear ear to the nonlinear ear. Once we are out of the wonderfully peaceful
and comfortable place of the linear regime, with all of its power and tools,
we are forced to look at time domain solutions. It is interesting that in this
problem, immediately, even in the simplest of cases of sinusoidal input on one
tone to the ear, we run into a very serious issue: that of a dispersive instability
at the apex of the cochlea.
It is instructive to cover this topic in more detail in the chapter on the
middle ear since, at least for sinusoidal inputs, our time domain formulation of
the middle ear reduces the dispersive instability. The time domain formulation
of the middle ear [13] is given as
mestt + cest + kes = pe(t) (10.1)
where s(t) is stapes displacement and pe(t) is pressure at the eardrum. As was
mentioned in the previous chapter, this is coupled to the BM by
px(0, z, t) = 2ρstt
where p(x, z, t) is fluid pressure in the cochlea and ρ is fluid density. This is
a linear middle ear and as such can be formulated in the frequency domain.
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Frequency domain middle ear











Time domain middle ear
Figure 10.1: Both plots are BM response time domain snapshots at t = 20 ms.
The left snapshot is a frequency domain middle ear, while the right is a time
domain middle ear.
To illustrate the difference between using a time domain middle ear with a
time domain BM model or a frequency domain middle ear with a time domain
model, consider Figure 10.1. Both plots solve the time domain system (9.22)
with a 4 kHz tone at 50 dB SPL. The plot on the left is with a frequency
domain middle ear and the plot on the right is a time domain middle ear.
Notice the large dispersive tail using the frequency domain middle ear.
In section 1, we cover the filtering characteristics of our middle ear
model (10.1) to show how it amplifies the signal. In section 2, we derive the
filter for the basilar membrane and then compare the time domain response
with the steady state response without the middle ear. Finally, in section 3,
we combine the middle ear with the basilar membrane, derive its filter, and
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then perform the same comparison between time domain and steady state to
show the middle ear’s ability to reduce the dispersive instability.
10.1 Vibration Analysis: Middle Ear
Considering equation (10.1), we assume harmonic inputs s(t) = Seiωt
and pe(t) = Pe
iωt. Substituting these into (10.1) and dividing by eiωt, we get
(me(iω)
































= normalized damping ratio
and ωe =
√
ke/me is the natural frequency of the middle ear (taken to be
2πfe, where fe = 4 kHz). The damping ratio for the ear is given as ζe = 0.7.
The natural frequency and damping ratio for the middle ear were taken from
[13] (see Table A.2). Now, we want to consider the following ratio
Force at stapes
Force at eardrum
The force at the stapes is given by 2ρstt, or 2ρω










































Figure 10.2: This is a plot of equation (10.4) for the middle ear with damping
ratio ζe = 0.7. This shows the middle ear is a vibration amplifier over most
frequencies.
This is the middle ear’s frequency response |He(iω)| and gives the filtering
characteristics of the middle ear. The amplification factor 2ρ/me is a ratio of
the size and mass of the eardrum to the stapes. Using the parameters from




and thus the middle ear amplifies the signal. See Figure 10.2 for a plot of the
middle ear frequency response.
10.2 Vibration Analysis: Basilar Membrane
Consider the simple BM model from equation (9.22). We will ignore
the fluid for simplicity and just look at one slice of the BM at location x,
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giving the spring-mass-damping system
{
mbutt + cbut + kbu = f(t)
u(0) = u0, ut(0) = u1
(10.5)
where f(t) = 2ρstt(t)(x− L).
10.2.1 Steady State
As in the previous section, we assume solutions of the form
u(t) = Ueiωt, f(t) = Feiωt














(1 − r2b )2 + (2ζbrb)2
(10.6)
which is the frequency response |Hb(iω)| for the basilar membrane. It is a
little different in form from (10.4) in that it is a ratio of displacement to
force. It is instructive to plot what is known as the normalized displacement














(1 − r2b )2 + (2ζbrb)2
≡ φb(rb) (10.7)
The normalized displacement φb(rb) is now fully nondimensional and order
unity. It is the ratio of the input displacement F/kb (as if there were no mass
or damping) to the output displacement U . See Figure 10.3 for an illustration.
Figure 10.4 shows plots of the normalized displacement at various points
along the BM using parameters from Table A.2. These curves are particularly
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Figure 10.3: The left plot is a force F acting directly on a spring, show-
ing its deflection F/k. The right plot shows the maximum steady state re-
sponse X of a spring-mass-damper system under the same force F . The ratio
Xk/F is called the normalized displacement and gives the signal amplifica-
tion/suppression characteristics of the system.
10.2.2 Time Domain
The previous section discussed the steady state response of the system
given in (10.5). In any design of a vibrational system, however, one must
not ignore transient effects. The following quote from Inman [16] (page 69)
stresses the importance of this issue:
Usually, devices are designed and analyzed based on the steady-
state response, but the transient should always be checked to make
sure that it is reasonable to ignore it, or if it should, in fact, be
considered seriously.
It should be noted as well that near the apex of the cochlea, the transient part
of the solution is much larger than the steady state part. Since the damping is
very small there, the larger transient part takes a long time to decay. Thus, we
must, as Inman stated, look a little closer at how transients effect the basilar
membrane.
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Figure 10.4: Plots of normalized displacement curves for various locations
along the basilar membrane.
10.2.2.1 Sinusoidal Inputs
For illustrative purposes, we will simplify the problem to the undamped
case. Considering sinusoidal inputs, we have
mbutt + kbu = F sin(ωt+ ψ) (10.8)
We allow a phase shift to make the problem more general (It turns out the
phase shift is very important here). The general solution is given by
u(t) = UT sin(ωbt+ φ) + UF sin(ωt+ ψ) (10.9)
where UT is the homogeneous (transient) part and UF is the particular (steady
state) part. The use of transient and steady state comes from the fact that
if damping were present, there would be an e−ζbt scaling the UT term. The













|1 − r2b |
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Now, we want to compare the relative sizes of UT to UF . Continuing, we choose
the initial conditions as
u(0) = UFu0, ut(0) = UFωu1
Substituting into (10.9), we have
u(0) = UT sinφ+ UF sinψ = UFu0
ut(0) = ωbUT cosφ+ ωUF cosψ = UFωu1
This gives
UT sin φ = UF (u0 − sinψ)






(u0 − sinψ)2 + r2b (u1 − cosψ)2





sin2 ψ + r2b cos
2 ψ (10.10)
See Figure 10.5 for an illustration of this equation. So we see that the initial
phase shift of the forcing function makes a huge difference. If ψ = 0, π, then
we have
UT/UF = rb (10.11)
At the apex, rb  1 for most audible frequencies, so UT  UF . For the actual
























Figure 10.5: Illustration of equation (10.10).













|1 − r2b |
For the time domain response, we reinsert damping into equation (10.8)
and consider ψ = 0, giving
mbutt + cbut + kbu = Fsin(ωt)













Note that the time domain response u(t) contains both the transient part UT
and the steady state part UF . A plot of normalized displacement for the steady
state and time domain case is given in the left plot of Figure 10.6 for an apical
point on the BM.
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Figure 10.6: The left plot consists of normalized displacement curves for an
apical site on the BM. The right plot is the ratio of the maximum time domain
response to the steady state response.
10.2.2.2 Time Domain/Steady State Ratio













= 1 + rb
This is the case without damping. If we add damping, compute the time
domain response and form this ratio, we arrive at the plot on the right in
Figure 10.6. We see that the time domain response relative to the steady state
response grows nearly linearly as rb increases, similar to the undamped case.
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When the ratio is 1, there are no transient effects in the solution. This gives
us a handle on how large the transient effects are relative to the steady state
solution. In the next section, we will couple the middle ear with the basilar
membrane and repeat this analysis. The result will be a reduction in this ratio,
showing the middle ears ability to reduce transients, even though it amplifies
the signal.
10.3 Vibration Analysis: Basilar Membrane with Mid-
dle Ear
Since the middle ear and cochlea act in series, the frequency response
of the combined system is simply the frequency responses of both systems
multiplied together. Thus, combining equations (10.6) and (10.4), we have















The left plot in Figure 10.7 shows the normalized displacement for the com-
bined system under sinusoidal input. Note that the normalized displacement















The right plot of Figure 10.7 gives the ratio of the maximum time domain
response to the steady state response. When compared with Figure 10.6, we
see that the time domain/steady state ratio is reduced for relatively large
frequencies. This shows the middle ear acting as a transient absorber.
It should be noted that this was a study of transient behaviour for a
particular input, namely sinusoidal. A more thorough treatment of other tran-
sient phenomenon, such as clicks and noise, can be done in a similar manner.
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Ratio of TD to SS
r
b
Figure 10.7: The left plot consists of normalized displacement curves for the
combined system at an apical site on the BM. The right plot is the ratio of
the maximum transient response to the steady state response.
In practice, however, the time domain middle ear has significantly reduced the




11.1 The linear active TM/BM model
To make the linear passive TM/BM model (9.25) active, a self-excited
vibrational force acting on the BM is added as follows:




γ[c4(ut − vt) + k4(u− v)]
0
]
The difference u − v represents outer hair cell (OHC) displacement. The
parameter γ ∈ [0, 1] is the active gain control and at this point is constant.
Later, to achieve nonlinear compression along with other nonlinear effects, we
will make the active gain a nonlinear nonlocal functional of BM displacement.
Bringing Fa to the left, we have
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Figure 11.1: This is similar to Figure 9.5, except now we have a self-excited
vibrational force Fa acting on the BM (m1).
11.1.1 Steady State Formulation
Referring to equation (9.21), we see all we need for the steady state
model is the impedance function ZCP . This is given by
ZCP = Zp + Za
where Zp and Za are






and Z4 = k4/iω + c4. See equation (9.24) for definitions of the remaining
Zi. Note that Zp is ZCP for the passive TM/BM model given in (9.24). For
our parameters (see Table A.2), we have <{Za} < 0, and thus Za gives us
negative damping. It is effectively adding energy to the system. Combining
the passive and active impedances together, we arrive at the impedance for
the linear active system as





Following the same analysis as in Section 9.3.2 for the linear passive






























11.2 Nonlinear Nonlocal Active Gain
We will now finally move from the linear to the nonlinear regime. The
nonlinearity will exist in the active gain and will depend on the absolute BM
displacement. The idea is that if the BM displacement is “small”, then the
cochlea should have full active gain and amplify the response (γ = 1). Anal-
ogously, if the BM displacement is “large”, then the cochlea should have no
active gain (γ = 0) and essentially behave like the dead, passive cochlea. Thus,





where u is the BM response. The difficulty with this is that in practice, since
the BM response has large slopes at various places, the active gain becomes
too “discontinuous”, the result being an unstable BM response in time. To
correct this, we take a Guassian average of the BM response centered at each
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γ(u, x, t) =
1
1 + θû
where θ, λ are constants. This makes the nonlinearity nonlocal in nature. The
assumption here is that the feedback process at each point on the BM knows
about the full BM response in a weighted fashion [8].
11.3 Numerics
11.3.1 Semi-Discrete Formulation
We will discretize in space first to arrive at a semi-discrete formulation
of the model equations (11.1), giving










C(t) = Cp − Γ̂(t)Ca =
[
C1 + C3 − Γ(t)C4 −(C3 − Γ(t)C4)
−C3 C2 + C3
]
K(t) = Kp − Γ̂(t)Ka =
[














Cp, Kp, Ca, and Ka are now block diagonal, where Ki = diag{ki} and Ci =
diag{ci}. Also, Mi = diag{mi}, Γ(t) = diag{γi(t)} and Γ̂(t) = diag{Γ(t), 0}.
The numbers wj are numerical integration weights in the discretization of the
integral and are chosen based on the desired degree of accuracy. Note that
we can write Mf = M
s
fW , where W = diag(wj) and M
s
f is symmetric and
positive definite. The matrix Mf is essentially the fluid load on the BM and
dynamically couples the system.
11.3.2 Iterative Scheme
Using a second order approximation of the first and second derivatives,
we arrive at
(Lp − Lna)~ξn+1 = ~Bn =⇒ ~ξn+1,k+1 = L−1p ~Bn + L−1p Lna~ξn+1,k (11.3)
where superscript n denotes discrete time, k denotes iteration and















The previous iterative scheme is a 2N × 2N system. Using the block
matrix structure of the system, we can reduce the iteration to an N × N
system. Along these lines, we write Lp and L
n













M̃1 = 2(αMf +M1) + P1 + P3

















D = M̃1 − P3M̃−12 P3
= 2αMf + [2M1 + P1 + P3(I − M̃−12 P3)]
= {2αMsf + [2M1 + P1 + P3(I − M̃−12 P3)]W−1}W
≡ DsW
Note that D is invertible since Msf is positive definite, thus invertible, and
all other terms are positive diagonal matrices, and thus their sum is positive









Letting ~Bn = ( ~Bn1 ,
~Bn2 ), we have


























11.3.4 Convergence of Iterative Scheme







where M is 2N × 2N and A,B are N ×N , then every non-zero eigenvalue of
M is an eigenvalue of A− B.
Proof:
Let λ be a non-zero eigenvalue of M with non-trivial eigenvector ~x = (~x1, ~x2),
where ~xi are N × 1. Thus, M~x = λ~x gives
A(~x1 − ~x2) = λ~x1 (11.4)
B(~x1 − ~x2) = λ~x2 (11.5)
Subtracting the two equations, we have
(A−B)(~x1 − ~x2) = λ(~x1 − ~x2)
Now, if ~x1 − ~x2 = 0, then from above and λ 6= 0, we have ~x1 = ~x2 = 0. But
this means ~x = 0, which is a contradiction. Thus, λ is an eigenvalue of A−B
with non-trivial eigenvector ~x1 − ~x2.




where ρ is the spectral radius. Thus, the iterative scheme (11.3) converges.
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Proof:
By the above lemma applied to above, with constant γ, we have
σ(L−1p L
n
a) ⊂ γσ(D−1P4 − M̃−12 P3D−1P4)
= γσ[(I − M̃−12 P3)D−1P4]
where σ denotes spectrum. Thus, we have
ρ(L−1p L
n
a) ≤ γ||(I − M̃−12 P3)W−1D−1s P4||2
≤ γ||(I − M̃−12 P3)W−1||2||D−1s ||2||P4||2
Now, let (λ, ~x) be the eigen-pair of Ds with λ the smallest eigenvalue and
||~x|| = 1. Note that λ > 0 since Ds is positive definite. Thus, we have 1/λ is
the largest eigenvalue of D−1s , which gives
||D−1s ||2 ≤ 1/λ
Thus, using the definition of Ds, we have
λ = ~xTDs~x
= ~xT{2αMsf + [2M1 + P1 + P3(I − M̃−12 P3)]W−1}~x
≥ ~xT{[2M1 + P1 + P3(I − M̃−12 P3)]W−1}~x
≥ min{[2m1 + p1 + p3(1 − m̃−12 p3)]w−1}
where lowercase represents diagonal entries. The third line above follows from
2αMsf being positive definite. Finally, we have
ρ(L−1p L
n
a) ≤ γ||(I − M̃−12 P3)W−1||2||D−1s ||2||P4||2




min{[2m1 + p1 + p3(1 − m̃−12 p3)]w−1}
For ∆t small enough, we have convergence.
With our parameters, for convergence it is sufficient that ∆t ≤ 0.0008.





The dynamic range and nonlinear compressive effects of the ear are
demonstrated with our model using iso-intensity curves. We will compare our
results to the iso-intensity curves disussed and displayed in section 8.4.5.1.
Figure 12.1 shows iso-intensity curves at x = 0.77 cm with characteristic fre-
quency (CF) 10 kHz. The left plot is the linear steady state active case. The
parameter is the active gain γ, and for each value of the active gain we get a
curve that is a function of the input frequency. It is basically an output/input
ratio and gives the transfer characteristics of the ear at that particular active
level. Notice that when γ = 1, the BM at the characteristic place is most
sensitive at the corresponding characteristic frequency, but at lower values of
the gain, the sensitivity peak shifts to lower frequencies.
Analogously, the second plot in Figure 12.1 shows isointensity curves
for the nonlinear active time domain model where now the parameter is the
intensity of the input stimulus in dB SPL (sound pressure level). For the
time domain, we measure the root-mean-square BM amplitude from 5 ms (to
remove transients) up to a certain time T . Note that for high-intensity tones,
the model becomes passive while low-intensity tones give a more active model.
This shows compression. Again, there is a frequency shift of the sensitivity
































































Figure 12.1: Both figures are sensitivity curves for CP = 0.77 cm or CF =
10 kHz. The left plot is a collection of sensitivity curves for the linear steady
state active model where the parameter is the active gain γ. The right plot is
a collection of sensitivity curves for the nonlinear time domain model where
the parameter is pressure at the eardrum in dB SPL (sound pressure level).
with [29], so called half-octave shift. The plot agrees well with Figure 8.5.
12.2 Complex Stimuli
The first non-sinusoidal input we look at is a click. In the experiment
in the left plot of Figure 12.2, we put probes at varying characteristic places
associated with frequencies ranging from 0.5-4 kHz to measure the time series
BM displacement. The click was 40 dB with duration 0.1 ms starting at 0.4
ms. All responses were normalized to amplitude 1. The plot is similar to
Figure 4 in [10]. In the right plot of Figure 12.2, a probe was placed at CP
for 6.4 kHz and the time series BM volume velocity was recorded for various
intensities and the sensitivity plotted. This shows, similar to Figure 12.1, the
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80 dB SPL 
60 dB SPL 
40 dB SPL 
Figure 12.2: An impulse, or click, lasting 0.1 ms starting at 0.4 ms is input into
the nonlinear nonlocal ear model. The left plot is the BM displacement time
series for various CF’s ranging from 0.5-4 kHz. The right plot is a sensitivity
plot for various stimulus intensities at CF = 6.4 kHz.
compression effects at higher intensities. This is very similar to Figure 8.6.
The second non-sinusoidal input we explore is Gaussian white noise.
Figure 12.3 is similar in all regards to Figure 12.2. Notice again in the right
plot the compression effect.
12.3 Combination Difference Tones
As was mentioned in section 8.4.5.2, any nonlinear system with multiple
sinusoidal inputs will create difference tones. If two frequencies f1 and f2 are
put into the ear, nf1 ±mf2 will be created at varying intensities, where n and
m are nonnegative integers. The cubic difference tone, denoted f = 2f1 − f2,
where f1 < f2, is the most prominent. Figure 12.4 contains three plots of one
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40 dB SPL 
60 dB SPL 
80 dB SPL 
Figure 12.3: Gaussian noise is input into the ear. The left plot is the BM
displacement times series for various CF’s ranging from 0.5-16 kHz. The right
plot is a sensitivity plot for CF = 6.4 kHz.
experiment. The experiment consists of two sinusoidal tones, 7 and 10 kHz at
80 dB each. The cubic difference tone is 4 kHz. The plot on the left is the
BM profile for the experiment at 15 ms. We see combination tone peaks at
1.21 cm (CP for 4 kHz), 1.54 cm (CP for 2 kHz) and 1.85 cm (CP for 1 kHz).
The middle plot shows the snapshot at 15 ms of the active gain parameter,
showing the difference tones getting an active boost. Finally, the right plot
is a spectrum plot of the time series for BM displacement at 1.21 cm, the
characteristic place for 4 kHz. The cubic difference tone is above 1 nm and
can therefore be heard. This is comparable to Figure 8.7. In Figure 8.7, there
are a lot more difference tones since the two frequencies f1 and f2 are very




























































Figure 12.4: Two sinusoidal tones, 7 and 10 kHz at 80 dB each, are the
input. The left and middle plots are snapshots at 15 ms of BM displacement
and active gain, respectively. The right plot is a spectrum plot of the BM
displacement time series at CP for 4 kHz.
12.4 Multi-tone Suppression
Two-tone (and multi-tone) suppression is characteristic of a compres-
sive nonlinearity and has been recognized in the ear [9, 12, 29]. Figure 12.5
illustrates two-tone suppression and is a collection of isodisplacement curves
that show decreased tuning in the presence of suppressors and is similar to
Figure 8.8 reproduced from [29]. We placed a probe at the CP for 4 kHz (1.21
cm) and input sinusoids of various frequencies. At each frequency, we record
the pressure at the eardrum that gives a 1 nm displacement for 4 kHz in the
FFT spectrum of the time series response at CP. The curve without suppres-
sors is dashed with circles. We then input each frequency again, but this time
in the presence of a low side (0.5 kHz) tone and high side (7.5 kHz) tone, both
at 80 dB. Notice the reduced tuning near the CF. Also notice the asymmetry
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Probe + 7.5 kHz
Probe + 500 Hz
Figure 12.5: Isodisplacement curves at CP for 4 kHz showing responses to
single tones (dashed line w/ circle) and responses to the same tones in the
presence of high-side and low-side suppressors presented at 80 dB SPL.
of suppression, which shows low side is more suppressive than high side, in
agreement with [12].
For multi-tone suppression, we look at tonal suppression of noise. In
Figure 12.6, for each plot, a probe was placed at every grid point along the
BM and the time response was measured from 15 ms up to 25 ms. The signal
in each consisted of noise at 50 dB with a 2 kHz tone ranging from 40 dB
to 80 dB (top to bottom). An FFT was performed for each response and its
characteristic frequency FFT amplitude was recorded and plotted in decibels
relative to the average of the response spectrum of 0 dB noise from 0.5-16 kHz.
We see suppression of all frequencies, with again low-side suppression stronger
than high-side suppression. Figure 12.6 is qualitatively similar to Figure 3 in
[9]. It is useful to compare this figure with Figure 12.7. This figure is the
same as Figure 12.6, except we do an FFT of the input signal at the eardrum.
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Comparing these two figures shows that we have a new spectral transform
that can be used in place of an FFT in certain applications, for example signal
recognition and noise suppression.
12.5 Cochleograms
We also tested our model on the speech waveform “Mat” taken from
the word “Matlab”. We constructed a cochleogram as follows (similar to a
spectrogram):
1. Find the frequency range F = [f0, f1] of the sound based on its sampling
frequency.
2. Construct the characteristic place-to-frequency map W(x) using iso-
input curves (see equation (8.3)). Place probes at all points x = W−1(F )
on the BM. This gives linear-scale in BM location and log-scale in fre-
quency (also called Bark scale).
3. We then start with a linear-scale in frequency and interpolate the inverse
map W−1 to create the characteristic frequency-to-place map X with
linear-scale in frequency and log-scale in BM location. Round each log-
scale BM location to the nearest linear-scale BM location. This gives a
map X that goes from linear-scale frequency to linear-scale BM location.
4. Start the time-domain simulation. At varying times based on the window
size and amount of window overlap, compute the FFT of the windowed
time-domain waveform BM responses at each probe. For each frequency
f from (3), pick out the frequency f from the FFT at its CP. waveform.
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This will give the response FFT for a time-windowed slice. This is one
column of the spectrogram.
5. Repeat (4).
Figure 12.8 shows one spectrogram followed by three cochleograms. Each
cochleogram has a 13.5 ms window size with a 12.8 ms window overlap. The
first plot on the left is a regular FFT spectrogram of the input waveform. We
can see the consonants ‘m’ and ‘t’ at the beginning and end of the spectro-
gram. The vowel ‘a’ is in the middle and is most pronounced. The remaining
three are cochleograms for varying input SPL. Midrange to loud SPLs create
more nonlinear effects, and thus in the 60 dB SPL plot we see extra micro-
structures in the cochleogram. Notice how similar (as least to the eye) the
loud SPL cochleogram is to the FFT spectrogram, showing how relatively well
the FFT does in processing speech in the passive case. It is conjectured that
the nonlinear effects in the midrange intensities will help in speech recognition








































Figure 12.6: Spectrum plots of BM responses for characteristic frequencies
along the BM, from 500 Hz to 16 kHz, with 50 dB noise and a 2 kHz tone
ranging from 40-80 dB. R0 is the average of the BM response spectrum of 0 dB
noise from 0.5-16 kHz. The solid line represents noise with tone, the dotted




































Figure 12.7: Spectrum plots of input signals consisting of 50 dB noise and a
2 kHz tone ranging from 40-80 dB. N0 is the average of the spectrum of 0 dB
noise from 0.5-16 kHz. The solid line represents noise with tone, the dotted

















Figure 12.8: The left plot is the FFT spectrogram of the speech waveform
‘Mat’ from ‘Matlab’. The other three plots are the BM response cochleograms




In conclusion, we have shown that moving from the frequency domain
cochlear models to the time domain creates a dispersive instability even using
the simplest of models for the cochlear partition. We showed that the time
domain middle ear model removes the dispersive instability, showing that the
middle ear acts as a transient absorber. We highlighted the differences be-
tween a passive and active cochlea, and started with the linear active model of
Neely and Kim [25]. We modified their active gain to be a nonlinear nonlocal
functional of basilar membrane displacement, and then developed and imple-
mented an efficient and accurate numerical method. Our simulation results
were shown to recover many important nonlinear effects in hearing.
There are many avenues for future work. One interesting avenue is to
study the inverse problem [31] of finding efficient and automated ways to tune
the model to different physiological data, as well as applying the model to
psychoacoustic signal processing. More understanding of the higher auditory
processes of perception and their coupling with the cochlear mechanics is of
particular interest. The use of cochleograms in noise suppression is another
avenue. Finally, simplifications on the numerics will be explored that will bring
the numerical method a little closer to the time scale for hearing. Currently,
one-half second of speech takes 30 minutes of computational time on a 1.7







Table A.1: Vocal fold model parameters in cgs units
m1 0.17 g
m2 0.03 g
x2 − x1 0.2 cm










A(x0, t) 2 cm
r1,open 17.5 dynes/(cm s)
r1,closed 192.4 dynes/(cm s)
r2,open 18.6 dynes/(cm s)
r2,closed 49.6 dynes/(cm s)
A.2 Cochlea
A.2.1 Model Parameters
We start with a modification of the parameters in Neely and Kim [25]
(See Table A.2). It is known that higher dimensional models give higher
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Table A.2: Cochlear model parameters in cgs units
m1(x) 3 · 10−3 g · cm−2 me 6.7 · 10−3 g · cm−2
c1(x) 20 + 1500e
−2x dyn · s · cm−3 ce 2.36 · 102 dyn · s · cm−3
k1(x) 1.1 · 109e−4x dyn · cm−3 ke 4.23 · 106 dyn · cm−3
m2(x) 0.5 · 10−3 g · cm−2 L 2.5 cm
c2(x) 10e
−2.2x dyn · s · cm−3 H 0.1 cm
k2(x) 7 · 106e−4.4x dyn · cm−3 ρ 0.1 g · cm−2
c3(x) 2e
−0.8x dyn · s · cm−3 θ 0.5
k3(x) 10
7e−4x dyn · cm−3 λ 0.08 cm
c4(x) 1040e
−2x dyn · s · cm−3 ∆t 2.5 · 10−6 – 10−5 s
k4(x) 6.15 · 108e−4x dyn · cm−3 N 401
sensitivity. This is the case with this model. The 1-D model [25] gives a 90
dB active gain at 16 kHz, whereas the 2-D model gives a 160 dB active gain.
Active gain is defined as in [29] as the ratio (in dB) of the maximum steady
state response in the fully active case to the maximum steady state response
in the fully passive case. We need to tune the system in order to reduce the
gain. There are many ways to do this, and the method we choose is to increase
all the damping coefficients in Table A.2 by the following:
2e0.2773xci 7→ ci, i = 1, 2, 3, 4
A.2.2 Normalized Displacement for TM/BM
A.2.2.1 Passive Cochlea
Our goal is to derive the normalized displacement curves for the TM/BM
system without the fluid and use them to tune the cochlea. We need to be
careful, however, in ignoring the fluid since it will change the tuning curves.
Continuing anyways, consider the TM/BM passive model (9.23). Since the
tuning curves are local BM plots, we fix an x along the BM. We will be sub-
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stituting harmonic inputs of the form
u(x, t) = Ueiωt, v(x, t) = V eiωt, p(t) = Peiωt
For ease of reading, we will give the nondimensionalized parameters before we












































(k1 + k3 −m1ω2) + iω(c1 + c3) −k3 − iωc3














OB − ω2) + iω(d11 + d31) −ω2OB − iωd31












(1 + o2B − r2) + 2ir(ζ11 + ζ31) −o2B − 2irζ31














(τ 2 + o2T − r2) + 2ir(ζ22 + ζ32) o2B + 2irζ31
o2T + 2irζ32 (1 + o
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The numerator of the above ratio is given by
τ 2 + o2T − r2 + 2ir(ζ22 + ζ32)
The denominator is given by det(Λ) = Rp + iIp, where
Rp = Re(det(Λ))

























































Figure A.1: Plots of normalized displacement curves for the passive TM/BM
model at various locations along the BM.
See Figure A.1 for plots of normalized displacement curves over various lo-
cations along the BM. Notice that they are very similar to the simple BM
normalized displacement curves shown in Figure 10.4. The difference is in
the interval r ∈ [0.26, 0.3] where the second filter’s (TM) resonance point is
located. The TM resonant point is given from the equations above by
r =
√
τ 2 + o2T
Note that, using the parameters from Table A.2, oT and oB are constants.





































We now consider the TM/BM active model given by equations (11.1).





























Ra = (1 + o
2
B − γη2 − r2)(τ 2 + o2T − r2) − (o2B − γη2)o2T −




Ia = 2r[(1 + o
2
B − γη2 − r2)(ζ22 + ζ32) +
(τ 2 + o2T − r2)(ζ11 +
o2B
o2T
ζ32 − γζ41) − 2o2Bζ32 + γ(η2ζ32 + o2T ζ41)]
See figure A.2 for plots of the normalized displacement curves with γ = 1 over
various locations along the BM. Again, γ = 0 gives us equation (A.1). Note
that using the parameters in Table A.2, η and ζ41 are constants. This is useful
in terms of modifying the active tuning of the system.
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Figure A.2: Plots of normalized displacement curves for the active TM/BM
model with γ = 1 for various locations along the BM.
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