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Abstract
We construct two-frequency-dependent Gauss quadrature rules which can be applied for approximating the
integration of the product of two oscillatory functions with di0erent frequencies 1 and 2 of the forms,
yi(x) = fi;1(x) cos(ix) + fi;2(x) sin(ix); i = 1; 2;
where the functions fi;j(x) are smooth. A regularization procedure is presented to avoid the singularity of the
Jacobian matrix of nonlinear system of equations which is induced as one frequency approaches the other
frequency. We provide numerical results to compare the accuracy of the classical Gauss rule and one- and
two-frequency-dependent rules.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The need often arises for evaluating the de:nite integral of a function that has no explicit an-
tiderivative or whose antiderivative is not easy to obtain. Newton–Cotes and Gauss rules which are
based on polynomials are commonly used to get the integral approximation. However, these clas-
sical rules do not work e0ectively for approximating the integration of oscillatory functions with
frequency in the sense that the accuracy of the classical rules deteriorates rapidly as the frequency
increases.
In fact, the most well-known method to obtain the classical Gauss rule is based on the orthogonal
polynomials. An attempt to use this rule for simpli:ed oscillatory integrands is described in Section
2.10.4 of [1] and its consequence consists of a set of two quadrature rules which resulted from
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a severe restriction, that is a positive weight function. Under the situation, the classical approach
is hopeless in the e0orts to derive a single rule from oscillatory integrands. Thus, we have opted
to investigate exponentially :tted techniques toward the goal to get the single rule for oscillatory
integrands.
Fundamental concepts of exponentially :tted quadrature rules on oscillatory integrand were
recently given in [5] and such topics were further advanced to overcome the mentioned deterio-
ration of the accuracy of the classical rules coexisting with oscillatory integrands [7]. Moreover, by
adding the values of the :rst derivative of the integrand to Newton–Cotes-type rule for approxi-
mating the integration of oscillatory functions, the accuracy of the rule was improved [9]. Another
subject which generalized the approach of [9] by admitting that the pointwise values of higher or-
der derivatives up to pth order were also available, was examined in [10]. In the context of the
above exponential-:tting-based results, extended Newton–Cotes rule depending on two parameters
was constructed when the abscissas of the rule were assumed known [8]. The quadrature rules for
rapidly oscillatory integrands under di0erent construction were also presented in [2,3].
In particular, the exponentially :tted Gauss rules depending on one frequency which were studied
in [7], showed a characteristic property of the weights leading to a decreasing error: The values of
the weights tend to zero as the frequency increases. In this paper, the one-frequency-based Gauss
rule is newly extended into the version with two frequencies in the sense that the latter tends to the
former as one frequency approaches the other frequency and that the latter gives better accuracy for
approximating the integration of the product of two oscillatory functions than the former. It is also
examined if some features of the former including the above-mentioned characteristic property of
the weights continue to exist in the place of the latter.
In Section 2, we construct the system of nonlinear equations to provide two-frequency-dependent
rules. In Section 3, we explain about the regularization procedure to avoid the singularity of the
Jacobian matrix of nonlinear system of equations which is induced as one frequency approaches the
other frequency. In Section 4, error analysis of one- and two-frequency-dependent rules is compared.
In Section 5, examples are presented to illustrate better accuracy of two-frequency-dependent rule
than of other rules.
2. Two-frequency-dependent rule
We consider two oscillatory functions with di0erent frequencies 1 and 2 of the forms,
yi(x) = fi;1(x) cos(ix) + fi;2(x) sin(ix); i = 1; 2; (1)
where fi;j are assumed to be smooth enough to be approximated by polynomials. The product y(x)
of the two functions y1(x) and y2(x) is written as
y(x) = y1(x)× y2(x)
= h1(x) cos(!1x) + h2(x) sin(!1x) + h3(x) cos(!2x) + h4(x) sin(!2x); (2)
where !1 = 1 − 2, !2 = 1 + 2 and
h1(x) = 12 (f1;1f2;1 + f1;2f2;2); h2(x) =
1
2 (f1;1f2;2 − f1;2f2;1);
h3(x) = 12 (f1;1f2;1 − f1;2f2;2); h4(x) = 12 (f1;1f2;2 + f1;2f2;1):
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It shows that the :nal form of the product is a sum of two oscillatory functions with frequencies !1
and !2. Therefore, this result leads to constructing quadrature rules for the sum of two oscillatory
integrands with di0erent frequencies instead of constructing for the product of y1(x) and y2(x),
y1(x)×y2(x), itself with two frequencies 1 and 2. We assume that the frequencies !1 and !2 are
positive, otherwise just rearrange 1 and 2.
Following the exponentially :tted approach of [5], we introduce the functional L(y(x); h;C),
L(y(x); h;C) =
∫ x+h
x−h
y(t) dt − h
N∑
k=1
wky(x + hxk); (3)
where C is the vector of coeJcients wk and xk ;C= (w1; w2; : : : ; wN ; x1; x2; : : : ; xN ). When the values
of the frequencies are assumed known, the problem consists in determining the weights wk and the
nodes xk from the conditions
L(xn−1 exp(±i!x); h;C) = 0 (!= !1; !2 and n= 1; 2; : : :) (4)
because the functions sin(!x) and cos(!x) are linear combinations of exponential functions
exp(±i!x). That is, 2N unknowns wk and xk should be determined by solving the system of nonlin-
ear equations (4) in wk and xk . Let n∗1 denote the maximum value of n with respect to the frequency
! = !1 in need when getting such 2N unknowns. Likewise, the maximum value of n for ! = !2
will be denoted by n∗2 . There is no theoretical restriction on the values to be chosen for n∗1 and n∗2
except that n∗1 + n∗2 = N . However, not all choices are equally convenient. The :nal form of y(x),
(2), is playing a crucial role in the advantageous selection of n∗1 and n∗2 . If h1(x), h2(x) behave like
constant and h3(x), h4(x) do like polynomials of degree two, it is certainly suJcient to take n∗1 = 1
and n∗2 = 3. This is the selection that is low cost and acceptable. As a result, integral approximation
obtained from the selection of n∗1¿ 1 and n∗2¿ 3 (that is, N = n∗1 + n∗2¿ 4) will be at least as
accurate as the one from the low cost selection of n∗1 = 1 and n∗2 = 3. But, there will be no big
di0erence of accuracy between them.
For n= 1 we have
L(exp(x); h;C) = exp(x)hg(h;C); (5)
where
 = i! and g(u;C) =
(
eu − e−u
u
−
N∑
k=1
wkeuxk
)
: (6)
Likewise,
L(exp(−x); h;C) = exp(−x)hg(−h;C): (7)
Functions (Z); 0(Z); : : : which were :rst de:ned in Section 3.4 of [4] are given for the rest of
this paper.
Denition 1. De:ne functions  and s by
(i)
(Z) =
{
cos(|Z |1=2) if Z ¡ 0;
cosh(Z1=2) if Z¿ 0;
(8)
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(ii)
0(Z) =


sin(|Z |1=2)=|Z |1=2 if Z ¡ 0;
1 if Z = 0;
sinh(Z1=2)=Z1=2 if Z ¿ 0;
(9)
(iii) for Z = 0 let
1(Z) = ((Z)− 0(Z))=Z;
s(Z) = (s−2(Z)− (2s− 1)s−1(Z))=Z (s= 2; 3; 4; : : :); (10)
for Z = 0 let
s(0) = 1=(2s+ 1)!! (s= 1; 2; 3; 4; : : :): (11)
The functions de:ned in De:nition 1 satisfy the following two properties [4].
(i) Power series:
s(Z) = 2s
∞∑
q=0
gsqZq=(2q+ 2s+ 1)! (12)
with
gsq =
{
1 if s= 0;
(q+ 1)(q+ 2) : : : (q+ s) if s¿ 0:
(13)
(ii) Di3erentiation with respect to Z :
′(Z) = 12 0(Z) and 
′
s(Z) =
1
2 s+1(Z); s= 0; 1; 2; : : : : (14)
Let us introduce the following notations:
G+(Z;C) =
1
2
(g(u;C) + g(−u;C)); G−(Z;C) = 1
2u
(g(u;C)− g(−u;C)); (15)
where Z = u2 = (h)2 =−!2h2. Then, we get:
G+(Z;C) = 20(Z)−
N∑
k=1
wk(x2kZ);
G−(Z;C) =−
N∑
k=1
wkxk0(x2kZ): (16)
Now, the two equations L(exp(±x); h;C) = 0 are obviously equivalent to
G+(Z;C) = 0;
G−(Z;C) = 0: (17)
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From the relations,
@m
@m
(L(exp(x); h;C)) = L(xm exp(x); h;C) and
dZ
d
= 2h2; (18)
Eqs. (4) are equivalent to
G+
(m)
(Z;C) =
1
2m
(
2m(Z)−
N∑
k=1
wkx2mk m−1(x
2
kZ)
)
= 0;
G−
(m)
(Z;C) =− 1
2m
N∑
k=1
wkx2m+1k m(x
2
kZ) = 0; (19)
where −1 ≡  and G+(m) (Z;C), G−(m) (Z;C) denote the mth derivative of G+(Z;C), G−(Z;C) with
respect to Z , respectively (m= 0; 1; : : :).
In the classical Newton–Cotes rule, the weights wk are symmetric if symmetrically positioned
nodes xk are taken with respect to the origin. In fact, this property is justi:ed by Hermite interpolation
theory [11, Chapter 3]. The same property is preserved in the exponentially :tted rules as long as the
nodes are symmetrically positioned [10]. In accordance with such results, we take symmetric weights
and symmetrically placed nodes with respect to the origin in the system of nonlinear equations (19).
As an advantageous result, the second equation of (19) is automatically satis:ed with ! = !1 and
!2. Therefore the set of 2N equations is reduced to only N e0ective equations. That is, only N of
2N equations are e0ective for the calculation of the coeJcients wk and xk . In Section 5, we will
focus on the even N case with equal values of n∗1 and n∗2 for symmetric weights and symmetrically
placed nodes. Accordingly, we have n∗1 = n∗2 = N=2. Other cases will not be investigated. But, the
odd N case with equal values of n∗1 and n∗2 can be also considered in the frame of exponentially
:tted approach. This means introducing n∗1 = n∗2 = (N − 1)=2 and adding one more condition because
N=2 is not an integer for odd N and
n∗1 + n
∗
2 + 1 =
N − 1
2
+
N − 1
2
+ 1 = N:
As explained in [5], the condition is simply L(1; h;C) = 0. Thus, this odd N case also leads to N
equations for the calculation of the coeJcients wk and xk .
3. A regularization procedure
Much more important for application is the case of asymptotic !1 and !2, that is either !2 → !1
or !1; !2 → 0. By the nature of exponentially :tted method, two-frequency-dependent quadrature
rules tend either to one-frequency-dependent rules in the limit !2 → !1 or to the classical Gauss
rules in the limit !1; !2 → 0. The essence of the transition is understood by manipulating the original
two equations:
L(exp( 1x); h;C) = 0; (20)
L(exp( 2x); h;C) = 0; (21)
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where  1 = i!1 and  2 = i!2. As  2 →  1, the above two equations become identical and thus
the standard Jacobian matrix (additionally explained in Section 5) of the nonlinear system becomes
singular. To avoid the problem, we need a proper regularization procedure. That is, from (20) and
(21), we have
L(exp( 2x); h;C)− L(exp( 1x); h;C)
 2 −  1 = 0 (22)
and this equation tends to
L(x exp( 1x); h;C) = 0: (23)
Furthermore, when  1 and  2 approach the zero (equivalently, !1; !2 → 0), (20) and (23) tend to
the following two equations:
L(1; h;C) = 0;
L(x; h;C) = 0; (24)
respectively. In conclusion, the original two equations (20) and (21) tend to the same system of
nonlinear equations as we need to obtain the classical Gauss rule which is exact for y(x) = 1; x.
As an analogue of the process mentioned above, the regularization technique is reNected on the
:rst equation in (19) with != !1 and !2 in a way that the following two equations, for m= 0,
0(Z1) =
N∑
k=1
wk(x2kZ1); Z1 =−!21h2; (25)
0(Z2) =
N∑
k=1
wk(x2kZ2); Z2 =−!22h2; (26)
give
0(Z2)− 0(Z1)
Z2 − Z1 =
N∑
k=1
wkx2k
(x2kZ2)− (x2kZ1)
x2kZ2 − x2kZ1
: (27)
From Taylor series for 0(Z) and (Z) and the di0erentiation property (14), Eq. (27) becomes
∞∑
m=1
1
m!2m
m(Z1)(Z2 − Z1)m−1 =
N∑
k=1
wkx2k
∞∑
m=1
1
m!2m
m−1(x2kZ1)(x
2
k(Z2 − Z1))m−1: (28)
For detailed stages of the procedure involving more equations, the method which was introduced in
[6] is applied to prevent the Jacobian matrix of the nonlinear system from being singular. Through
completing the whole stages of the procedure, the N equations which are obtained from the :rst
equation of (19) for m = 0; 1; : : : ; N=2 − 1 with respect to ! = !1 and !2, are newly arranged in
such a manner using the Taylor series for s(Z) and (Z) and the di0erentiation property (14) as
the two equations (25) and (26) result in (28).
When the regularization procedure, for example (27), is actually implemented in the computer
programming, a threshold value ! is introduced to compute Z1 and Z2-dependent quantities in the
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quotient form in (27) by their own form when |Z2−Z1|¿! (or |x2k(Z2−Z1)|¿!) and by truncated
Taylor series of (28) when |Z2 − Z1|¡! (or |x2k(Z2 − Z1)|¡!).
4. Error analysis
The classical method [5,9] of performing the error analysis states that the functional L is written
L(y(x); h;C) =
∞∑
k=0
t∗k D
ky(x); (29)
where
(a) t∗k =
1
k!
L∗k (h;C);
(b) L∗k (h;C) = L(x
k ; h;C)|x=0: (30)
Because the series expansion in (29) was basically constructed on Taylor series, in other words,
on using polynomials, we need a di0erent approach to generate the error form for exponentially
:tted quadrature rules. The basic concepts [5] of error analysis about one-frequency-based rule are
extended into as follows. L(exp( x); h;C) = 0 and  = i! (or L(exp(− x); h;C) = 0) suggest that
the series expansion of L in (29) necessarily contain a factor of the form (D −  ) (or (D +  )). In
general, L(xn exp(± x); h;C) = 0 implies that the necessary factor is (D2 −  2)n+1. This brings
L(y(x); h;C) = (D2 −  2)n+1
∞∑
k=0
tkDky(x) (31)
as the natural generalization of the classical expansion (29). Consider the two-frequency-dependent
case N = 2 and n∗1 = n∗2 = 1 in which we have
L(exp(± 1x); h;C) = 0; (32)
L(exp(± 2x); h;C) = 0: (33)
Then, the error is expressed as
L(y(x); h;C) = (D2 −  21)(D2 −  22)
∞∑
k=0
tkDky(x): (34)
For any combination of n∗1 and n∗2 satisfying the relation n∗1 + n∗2 = N , general form of the error is
given by
L(y(x); h;C) = (D2 −  21)n
∗
1 (D2 −  22)n
∗
2
∞∑
k=0
tkDky(x): (35)
When taking y(x) ≡ 1 in (35), we get
t0 =
L∗0(h;C)
!2n
∗
1
1 !
2n∗2
2
(36)
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since
L(1; h;C) = L∗0(h;C) (37)
and
(D2 −  21)n
∗
1 (D2 −  22)n
∗
2
∞∑
k=0
tkDk1 = (−1)n∗1 +n∗2  2n
∗
1
1  
2n∗2
2 t0: (38)
Therefore, we have
Theorem 2. Let E be the 6rst nonvanishing term of the error of two-frequency-dependent quadra-
ture rule. Then,
E =
L∗0(h;C)
!2n
∗
1
1 !
2n∗2
2
(D2 + !21)
n∗1 (D2 + !22)
n∗2 y(x); (39)
where D = d=dx, L∗0(h;C) = h(2−
∑N
k=1 wk) and n
∗
1 + n
∗
2 = N .
Let us examine more about the factor (D2+!21)
n∗1 (D2+!22)
n∗2 y(x) in (39). The fact that the product
y(x) in (2) is expressed by the sum of two oscillatory functions, plays an important role in the
followings. Let us rewrite the sum as y(x)=r1(x)+r2(x) where r1(x)=h1(x) cos(!1x)+h2(x) sin(!1x)
and r2(x) = h3(x) cos(!2x) + h4(x) sin(!2x). Then, we have
(D2 + !21)
n∗1 (D2 + !22)
n∗2 y(x)
=(D2 + !22)
n∗2 (D2 + !21)
n∗1 r1(x) + (D2 + !21)
n∗1 (D2 + !22)
n∗2 r2(x) (40)
and the largest exponent of !1 (or !2) in (D2 + !21)
n∗1 r1(x) (or (D2 + !22)
n∗2 r2(x)) is n∗1 (or n∗2),
respectively, because there are some cancellations in (D2 + !21)
n∗1 r1(x) (or (D2 + !22)
n∗2 r2(x)) from
the relation that (d2=dx2) sin(x) =−sin(x) and (d2=dx2) cos(x) =−cos(x). Therefore,
!2n
∗
2−2k1+n∗1
1 !
2k1
2 and !
2n∗1−2k2+n∗2
2 !
2k2
1 (k1 = 0; : : : ; n
∗
2 and k2 = 0; : : : ; n
∗
1) (41)
are the leading factors of !1 and !2 in the expansion on the right-hand-side of (40). Finally, the
leading factors of !1 and !2 in the :rst error term E in (39) become
(a)
1
!n
∗
1
1
(
!1
!2
)2n∗2−2k1
and (b)
1
!n
∗
2
2
(
!2
!1
)2n∗1−2k2
(42)
which are obtained from dividing (41) by !2n
∗
1
1 !
2n∗2
2 . By analyzing the behavior of the above (a) and
(b) of (42), it is now explained why the two-frequency-based rule is more accurate in error esti-
mates than one-frequency-based rule. To facilitate the discussion, we assume !1¡!2 (equivalently
!1=!2¡ 1). As the two frequencies increase, (a) of (42) obviously decreases but (b) of (42) has
a component (!2=!1)2n
∗
1−2k2 greater than 1. However, as long as there is a constant % satisfying the
relation 1¡!2=!1¡%, we have
1
!n
∗
2
2
(
!2
!1
)2n∗1−2k2
6
%2n
∗
1
!n
∗
2
2
→ 0 (43)
K.J. Kim / Journal of Computational and Applied Mathematics 174 (2005) 43–55 51
and thus (b) also decreases. Likewise, the same conclusion is reached when !1¿!2. This useful
property of two-frequency-based rule is not shared with one-frequency rule. If we take one-frequency-
based rule, say, !1-dependent rule, then it means taking n∗2 = 0 and so n∗1 = N in the :rst error
term E in (39). As a result, not all terms of (42) tend to the zero. That is, (b) of (42) becomes
(!2=!1)2N−2k2 , k2 = 0; 1; : : : ; N . These :ndings are reinforced by examples in the next section.
5. Example and discussion
After :nishing the mentioned regularization procedure, let us assume that the system of nonlinear
equations expressed by terms of s has the form
f1(C) = 0; f2(C) = 0; : : : ; fN (C) = 0; (44)
where each function fi (i = 1; 2; : : : ; N ) can be thought of as mapping a vector C (=(Ci) =
(w1; w2; : : : ; wN1 ; x1; x2; : : : ; xN2) where N1 + N2 = N ) of N -dimensional space R
N into the real line
R. This system of N nonlinear equations in N unknowns can alternatively be represented by de:n-
ing a function F, mapping RN into RN by
F(C) = (f1(C); f2(C); : : : ; fN (C)): (45)
System (44) is now equivalent to F(C) ≡ 0. We use the standard Newton’s method for the solution
of the nonlinear system which is generally expected to give quadratic convergence. This method is
stated as
C(k) = C(k−1) − (PX (k−1))t ;
J (C(k−1))PX (k−1) = F(C(k−1))t ; (46)
where the N ×N matrix J is the Jacobian matrix, Jij(C)= @fi(C)=@Cj (i; j=1; 2; : : : ; N ), C(0) is the
starting value and k¿ 1.
According to the results of [7], one-frequency-dependent Gauss rules show a tendency that, when
the frequency is increased, the weights become smaller and smaller toward the zero while the
nodes tend to occupy slanted positions to the end points of [ − 1; 1] for symmetric weights and
symmetrically placed nodes. As for the two-frequency-based rules, what are the properties of the
weights and nodes? In order to answer such a question, we investigated the cases of N = 2; 4; 6
satisfying the relation n∗1 = n∗2 for symmetric weights and symmetrically placed nodes. Their output
shows that the tendency of the one-frequency-dependent rule is also preserved when the nonlinear
system (44) is solved in a correlated way of w1 and w2, w1 = ) and w2 = )+ c (c is a nonnegative
constant and )¿ 0). Thus, the decreasing weights, one of the preserved results, imply that L∗0(h;C)
becomes bounded by 2h. This fact leads us to a conclusion that the :rst nonvanishing term E in
(39) :nally decreases. For some particular values of !1h and !2h (i.e., for some values of h if !i
is chosen, or some values of !i if h is chosen), it may happen that the value of the determinant |J |
of the Jacobian matrix is zero and then the weights and nodes will exhibit a pole behavior around
the critical values of !ih. Those critical values have been detected for the two-frequency-dependent
rules, but these have appeared at |(!1 − !2)h|¿const for a positive number const. For example,
for N =6 the :rst critical value appeared at |(!1−!2)h|¿ 5. Moreover, the number const tends to
increase as the number N of nodes increases.
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We consider the case of x=1 and h=0:1 in (3) for y1(x)=cos((1+1)x) and y2(x)=cos((2+1)x).
Note that for each i = 1; 2, yi(x) comes when fi;1(x) and fi;2(x) in (1) are cos(x) and −sin(x),
respectively. Then we have
I =
∫ x+h
x−h
y(t) dt
=
∫ x+h
x−h
y1(t)× y2(t) dt
=
∫ 1:1
0:9
cos((1 + 1)t)× cos((2 + 1)t) dt
=
∫ 1:1
0:9
1
2
[cos((1 + 2 + 2)t) + cos((1 − 2)t)] dt; (47)
and
I comput = h
N∑
k=1
wky(x + hxk)
= (0:1)
N∑
k=1
wky(1 + (0:1)xk)
= (0:1)
N∑
k=1
wk cos((1 + 1)(1 + (0:1)xk))× cos((2 + 1)(1 + (0:1)xk)): (48)
In Figs. 1–4, we compare three versions of rule (48), (a) classical Gauss rule with the weights and
nodes,
(i) N = 4:
w1 = w4 = 0:3478548451374538; −x1 = x4 = 0:8611363115940525;
w2 = w3 = 0:6521451548625461; −x2 = x3 = 0:3399810435848562:
(ii) N = 6:
w1 = w6 = 0:1713244923791703; −x1 = x6 = 0:9324695142031520;
w2 = w5 = 0:3607615730481386; −x2 = x5 = 0:6612093864662645;
w3 = w4 = 0:4679139345726910; −x3 = x4 = 0:2386191860831969;
(b) one-frequency-dependent rule, and (c) newly formulated two-frequency-dependent rule. The :t-
ting frequencies are  = ) + c in the one-frequency rule, and 1 = ) + c and 2 = c (equivalently,
!1 = ) and !2 = ) + 2c) in the two-frequency rule. As we see in Figs. 3 and 4, it is diJcult to
compare the three versions for small values of ) around the zero. Thus, for the purpose of clear
comparison of the three versions we give Figs. 1 and 2 obtained from Figs. 3 and 4 by con:ning
the range of ) to small values, respectively.
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Fig. 1. For N = 4 and 2c = 15: (1) a = I − I comput with the classical Gauss rule, (2) b = I − I comput with one-frequency
based rule, (3) c = I − I comput with two-frequency based rule.
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Fig. 2. For N =6 and 2c=15: (1) the same as in (1) of Fig. 1, (2) the same as in (2) of Fig. 1, (3) the same as in (3)
of Fig. 1.
As shown in the :gures, the two-frequency-based rule gives more accurate approximation for
the integral than the one-frequency-based rule. Such a gain in accuracy is obtained technically
from the regularization procedure between two frequencies and theoretically from the error analysis.
In practice, the solution of the nonlinear system (44) was obtained by MATLAB [12] when the
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Fig. 3. For N =4 and 2c=15: (1) the same as in (1) of Fig. 1, (2) the same as in (2) of Fig. 1, (3) the same as in (3)
of Fig. 1.
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Fig. 4. For N =6 and 2c=15: (1) the same as in (1) of Fig. 1, (2) the same as in (2) of Fig. 1, (3) the same as in (3)
of Fig. 1.
absolute value of each function fi in (44) was less than 10−15, that is |fi|¡ 10−15 (i=1; 2; : : : ; N ).
Furthermore, the Newton method (46) was applied to generate all the :gures until at least nine
signi:cant decimal digits of the weights and nodes remain unchanged from the criterion of the
relative error. The Newton method requires an initial guess for the solution of (44). The classical
Gauss rule can provide the :rst initial set for the case )=0 and its output can be the next initial set
as ) increases. Standard solvers in any library of mathematical softwares can be also used to solve
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the nonlinear system because each equation in system (44) is analytically expressed by the series of
the functions s(Z), as already investigated in Section 3.
When we illustrate Figs. 3 and 4 (also Figs. 1 and 2), for the whole range of ) the condition
number of the Jacobian matrix J is bounded by 106 for N = 4 and 1011 for N = 6. But the number
can be easily reduced by a well-known way: We make a diagonal matrix D= (dij)i; j=1;2; :::;N whose
diagonal element dii is the reciprocal of the largest absolute value of elements in each i-row of J .
After multiplying both sides of JPX = Ft in (46) by the diagonal matrix D, the maximum bound
106 and 1011 are reduced, in a remarkable change, to 102 and 104 for N = 4; 6, respectively.
Based on the theoretical expectations and the numerical results that we investigated above, the
new version is a reliable and eJcient tool for evaluating integrals of the product of two oscillatory
functions.
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