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Abstract
This thesis is a contribution to frontier analysis and its application to de-
veloping areas in Morocco. It focuses on both nonparametric and parametric
frontier methods and mainly proposes inference methods for efficiency under
weak conditions. In a stochastic frontier analysis, a possible dependence be-
tween the two error terms is considered for both cross-sectional and panel data.
In order to validate our models, several tests are performed and analyses of the
sensitivity to outliers are established.
Confidence intervals are constructed using the smoothed bootstrap for the
nonparametric approach and two extended parametric percentile bootstrap al-
gorithms for the parametric one. Both are illustrated using simulated and real
data. For panel data, a variety of alternative deterministic time effect models
are proposed, allowing e.g. for periodicity and disappearing inefficiency over
time. Efficiency scores generally suggest the inefficiency of the handled sectors,
but results should be interpreted carefully given the unavailability of certain
factors.
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Chapter 1
Introduction
Measuring efficiency is useful for any Decision Making Unit (DMU) to be
situated with regard to the other institutions which have a purpose to produce
one or several outputs from a certain number of inputs. This comparison allows
the DMU to judge the quality of its management and to improve it, when it is
possible, by adopting the policies of the most efficient entities. The efficiency
analysis can be done, hence, in all domains related to output-input relationship.
Hence, measuring efficiency is essential because first it allows to determine
if the DMU succeeds or fails to reach the efficiency and to compare the DMU’s
performances; second, if inefficiency is observed, the causes of this inefficiency
can be identified and therefore eliminated. This helps the inefficient DMU to
develop an optimal policy which is superior to the current one.
Since the 1950s, several studies have been made worldwide on the efficiency
measure. The pioneering works in this sense were developed by Koopmans
(1951), Debreu (1951) and Farrell (1957). The peculiarity of this research is
to handle Moroccan data and to model the dependence between the two com-
ponents of the error term in the efficiency analysis and mainly to make the
inference on these measures given that they are estimated values.
Indeed, many research areas have been subject to frontier analysis, we refer
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notably to the recent works on public spending as the public services in Perel-
man (1996); the healthcare in the world in Greene (2005) and in the Lovell
(2006) works; the management quality and the productivity of the hospitals
in Finland, England and the Nordic countries in Linna (1998), Jacobs (2001)
and Linna et al. (2010); the education in developing countries, Australian
universities and English and Welsh universities in Greene (2005), Abbott and
Doucouliagos (2003, 2009) and Stevens (2005) respectively; and the local gov-
ernment performance in Afonso and Fernandes (2008), Moore et al. (2005) and
Borger and Kerstens (1996) for respectively Portuguese municipalities, largest
cities in the United States and Belgian municipalities1. We also refer to the
energy application as in Haney and pollitt (2009) about forty countries in the
world and the electricity field as the Hirschhausen, Cullmann and Kappeler
(2006) work on the German data, the comparative study Hattori, Jamasb and
Pollitt (2005) between UK and Japan, the Rosen, Le and Dincer (2005) paper
for the Canadian city of Edmonton and also the Ambapour (2001) work on some
African producers of electricity. Other examples exist as the De Witte and Mar-
ques (2008), the Tupper and Resende (2004) and the Cubbin and Tzanidakis
(1998) works for the industry water in four European countries and Australia,
in Brazil and in England and Wales respectively; the Erber (2006) work on
the telecommunication industries in the US and major European countries;
the Agahi, Zarafshani and Behjat (2008) on crop insurance of Wheat Farmers
in Kermanshah Province in Iran; the Coelli (1995b) and the Thompson et al.
(1990) concerning the agriculture in Australia and in the American Kansas city;
the Coelli and Perelman (1999) and the Mbangala and Perelman (1997) studies
on the European and the Sub-Saharan Africa railways.
This is merely a selective overview of some researches published in frontier
analysis. Hence it is not an exhaustive list of all recent papers in the various
domains, but an overview which however leads us to deduct that there is a
lack of efficiency research in the underdeveloped and developing countries in
comparison with the developed ones. For instance, Worthington and Dollery
(2002) indicates that the use of the Data Envelopment Analysis (DEA) as a
1The work Holzer et al. (2009) gives a literature review and analysis related to measure-
ment of local government efficiency.
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technique for measuring the efficiency of government service delivery is relatively
well established in Australia and several other advanced countries.
In this sense, several public or private Moroccan entities are susceptible in an
efficiency analysis but it seems, to the best of our knowledge, that unfortunately
no analysis has been made in this framework until now. The lack of interest of
the responsible people in the number, the unavailability of the data and their
confidentiality in certain cases can be the reasons which block the research at
this level. Often, even if certain data exist, other data, which would allow us
to deepen the analysis, are missing. So, we will try in this work to treat certain
domains as illustrative examples such as the financing of local authorities and
the production of drinking water in Morocco.
The choice of these sensitive sectors is not an arbitrary matter but it imposes
itself. On the one hand, the financing of local authorities because I participated
for a long time in the elaboration of these data which were analyzed by simple
tools of descriptive statistics. The sector of the production of water imposes
itself due to the interest that it carries for active persons in the environment
sector and due the shortage in water noticed in Morocco and worldwide. The
availability of some data in these domains suggests to use them first and fore-
most. Certainly, there are other data sets which do not require a lot of effort
to be collected and analyzed and which could, potentially, reveal other research
horizons, we hope to study some of them in future research. So, we will in
the following introduce the frontier analysis and give an overview of the local
government, the drinking water area in Morocco and their data motivation.
Whatever the studied sector and whatever the approach used, the perfor-
mance is measured by the efficiency in the frontier analysis. It turns out so
essential such that, before beginning any analysis, we will define the frontier
concept. What does it mean then?
1.1 The frontier concept
The frontier notion appoints a limit function which envelops a points set. In
other words, the frontier is a kind of envelope which often coincides with all
points identified as representative of the best practice in the production field,
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and with regard to which, the performance of every company can be compared.
It delimits hence the feasible domain for all the DMUs under study. It was intro-
duced in Farrell (1957) which defines the measurement of productive efficiency
and estimates a set enveloping the cloud of data points and the resulting effi-
ciency scores. These Farrell’s efficiencies have a similarity with the coefficients
of resource utilization of Debreu (1951). Later, the concept was largely devel-
oped by Charnes et al. (1978) and Banker et al. (1984) and others, proposing
hence new tools in the frontier analysis.
To define the frontier two approaches are adopted. The nonparametric ap-
proach which uses mainly the Data Envelopment Analysis (DEA) method or
the Free Disposal Hull (FDH) method and the parametric approach which uses
particularly the Stochastic Frontier Analysis (SFA) method. Before explaining
these various approaches in the frontier analysis, let us define first of all the
returns to scale notion, its different cases, the Cobb-Douglas and the translog
functions and the efficiency notion.
It is often assumed that the production possibility set, denoted Ψ and de-
fined as Ψ = {(x, y) | x can produce y}, is convex such as for input quanti-
ties x1, x2 and x and output quantities y1, y2 and y, if two points (x1, y1)
and (x2, y2) are in Ψ, then for all α ∈ [0, 1] the point (x, y) = α (x1, y1) +
(1− α) (x2, y2) is also in Ψ. On the other hand, the production set boundary or
the technology frontier, denoted Ψ∂ and defined by Ψ∂ = {(x, y) ∈ Ψ | (θx, y) /∈
Ψ,∀0 < θ < 1, (x, γy) /∈ Ψ,∀γ > 1}, is assumed to display locally either con-
stant returns to scale (CRS), increasing returns to scale (IRS) or decreasing
returns to scale (DRS). If Ψ∂ has different regions that display IRS, CRS and
DRS, respectively, then Ψ∂ is said to display variable returns to scale (VRS).
Hence, returns to scale describes what happens as the scale of production is
increased. It explains the behavior of the rate of increase in output relative to
the associated increase in the inputs, see Simar and Wilson (2015) for additional
details.
Generally, the production function of the firm could exhibit different types
of returns to scale in different ranges of output. Typically, there could be IRS
at relatively low output levels, DRS at relatively high output levels, and CRS
at one output level between those ranges. The IRS is the situation where the
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output increases by more than the proportional change in inputs; the DRS is
that where the output increases by less than the proportional change in inputs;
and the CRS is that where the output increases by the same as the proportional
change in inputs. This means that for a technology f which uses p inputs
x1, · · · , xp and for a constant a,
IRS : ∀a > 1, f (ax1, · · · , axp) > af (x1, · · · , xp) (1.1.1)
DRS : ∀a > 1, f (ax1, · · · , axp) < af (x1, · · · , xp) (1.1.2)
CRS : ∀a > 0, f (ax1, · · · , axp) = af (x1, · · · , xp) (1.1.3)
The associated formulas of these different regions of returns to scale in the
frontier analysis will be provided in Section 2.2 of Chapter 2.
Let us also give an overview of the Cobb-Douglas and the translog functions
which are two particular functional forms of the production function. In the
input-output space, the basic form of the Cobb-Douglas frontier function when
variables are in the log scale and when p variables x1, · · · , xp are used to produce
one output y and when there are n individuals under study, is as follows:
yi = β0 +
p∑
j=1
βjxij + i, (1.1.4)
for all i = 1, · · · , n and where β0 and β1, . . . , βp are parameters and i is an
error term. Due to its simplicity, the Cobb-Douglas function is the most used
in the estimation of the frontier function. However, this simplicity is associated
with a number of restrictions on e.g. the returns to scale and the elasticity2 of
substitution of the factors which are constant for the Cobb-Douglas function.
Hence, the model rests on some very specific hypotheses.
An alternative function is the translog one defined in Christensen, Jorgenson
and Lau (1971) and which is the flexible form the most used. It imposes no
restrictions upon returns to scale or substitution possibilities. Even if the flex-
ible form presents the advantage to be able to represent any technology, it has
2Elasticity is a measure of a variable’s relative sensitivity to a relative change in an-
other variable. For two variables xj and xj′ , its simplest form can be given as Exj′ |xj =
(∆xj′/xj′) / (∆xj/xj)
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however some limits as it cannot fully satisfy the regularity conditions satisfied
by the Cobb-Douglas function. The simplest form of the translog function in
the cross-sectional case is defined as
yi = β0 +
∑
j
βjxij +
∑
j
∑
j′
βjj′xijxij′ + i, (1.1.5)
for all i = 1, · · · , n and j, j′ = 1, · · · , p. Hence, the Cobb-Douglas function is a
particular case of the translog one.
Figure 1.13 represents an example of the nonparametric frontier in the case
of the DEA and the FDH for a set of points of one input and one output. It
reflects three types of envelopes appointing three frontiers: the most restrictive
one indicates the DEA frontier in the presence of the constant return to scale,
noted DEA-CRS, the second one indicates the DEA frontier in the case of the
variable return to scale denoted DEA-VRS, and finally the dashed one which is
the least restrictive one indicates the FDH frontier which ignores the convexity
of the envelope curve.
Indeed, the half-line which passes by the origin and the point C draws the
constant frontier associated to the DEA-CRS which indicates that only the
DMU represented by the point C is efficient. On the other hand, the variable
frontier associated to the DEA-VRS indicates that two other situations next to
that of C which are A and E are efficient also and so, any point situated on this
frontier is considered as efficient. Besides, being less restrictive, the envelope
describing the FDH frontier shows that only the point T, situated under the
frontier, is inefficient. So, the DMU represented by B is declared efficient by
FDH but inefficient by both DEA-VRS and DEA-CRS. As for the parametric
approach, the determination of the frontier is based on the estimation of the
log-likelihood function. It supposes in its general case that the distances with
regard to the frontier are either an inefficiency or a random shock. Usually, the
production function in this approach is a Cobb-Douglas or a translog function.
3Graph from the work of Jean Bourdon entitled ''La mesure de l’efficacite´ scolaire par la
me´thode de l’enveloppe : test des filie`res alternatives de recrutement des enseignants dans le
cadre du processus Education pour tous'' In the 26th Days of applied Microeconomy, France
(2009) [halshs-00399562 - version 1].
The frontier concept 7
Figure 1.1: A DEA and a FDH nonparametric frontier for a set of points
     
Figure 1.2: The DEA and SFA frontiers comparison
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To illustrate the comparison between the DEA frontier and that of the SFA
we consider Figure 1.24 in which are represented the input and the output com-
binations for a set of DMUs. The dotted and the solid curves are respectively
the DEA and the SFA frontiers and indicate the maximum output that could be
produced for each level of input. The figure shows that the A′ unit is DEA effi-
cient and SFA inefficient. For the SFA inefficient unit D′, two types of deviation
are noticed, the statistical noise and the inefficiency; it is also DEA inefficient
but in this case all the deviation from the DEA frontier is an inefficiency. The
E ′ point is both DEA and SFA efficient; when we assume that its inefficiency
is null, the distance between the two frontiers represents a noise.
Since its introduction in 1957, Farrell’s efficiency measure has been widely
used in empirical researches in order to measure the efficiency of firms, countries,
or other decision making units, see e.g. Fa¨re (1984) for a detailed survey. The
literature presents mainly two types of the efficiency measures which are the
technical efficiency and the allocative efficiency. They will be clarified for the
case of a firm which uses two inputs to produce one output under constant
returns to scale.
In Figure 1.3 consider the isoquant II ′ and the isocost line PP ′ that mini-
mizes total cost of producing one unit of output. Let the point R be a vector of
input quantities to produce a unit output belonging to the input correspondence
image set L(1).
Then, for a given input vector, Farrell defines the degree of technical effi-
ciency (TE) as the ratio OB
OR
, the allocative efficiency (AE) as OD
OB
and finally
the overall productive efficiency (OPE) or the total economic efficiency as OD
OR
.
Note that the product of technical and allocative efficiencies provides the overall
efficiency and all three measures of efficiency are between zero and one. The
Farrell technical efficiency will be denoted θ in the nonparametric and TE in
the parametric frontiers.
Furthermore, the distance DB represents the reduction in production cost
that would occur if production were to occur at the allocatively (and technically)
efficient point E. The distance BR can also be interpreted in terms of a cost
4Graph presented by Ian Crawford, Alexander Klemm and Helen Simpson in 2003 in their
work entitled “Measuring public sector efficiency”.
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Figure 1.3: Technical and allocative efficiencies
 
reduction. The line PP ′ represents the input price ratio.
By definition, the technical efficiency reflects the ability of the firm to obtain
maximal output from a given set of inputs; the allocative efficiency reflects the
ability of the firm to use the inputs in optimal proportions, given their prices.
These two efficiency components are combined to obtain the total economic
efficiency.
A DMU is technically efficient when it is situated on the frontier, so when
it realizes the maximal level of outputs using a given quantity of inputs; it is
allocatively efficient when it minimizes the total costs of its production with
choosing a social optimal level of this production. However, the technical effi-
ciency is generally adopted in the frontier analysis because the DMU argues in
term of the purpose to be reached. Once the frontier is determined, the distance
between the observed point representing the behavior of the DMU and the fron-
tier is measured. The smaller this distance, the smaller is also the inefficiency
and hence bigger is the efficiency, which is the objective for any decision making
unit.
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In the following, a brief description of the parametric and the nonparametric
approaches will be presented but let us start by pointing out that the parametric
frontier suffers generally from the risk of misspecification of the model, the
restrictive assumptions on the frontier function and from some problems in
finite samples, as for the nonparametric frontier suffers from the complexity
essentially when it is stochastic. For both of them a deterministic frontier and
a stochastic frontier can be defined. The deterministic frontier considers that
every deviation from the frontier is an inefficiency; in contrary, the stochastic
frontier considers that a part of the deviation represents the statistical noise.
1.1.1 The deterministic and the stochastic nonparamet-
ric approaches
In nonparametric frontier analysis we distinguish between the input oriented
and the output oriented framework. The aim of the input oriented one is to
reduce proportionally the inputs to reach the frontier while keeping the output
level unchanged. This framework is generally used when the DMU can control
the inputs but it has not the capability to control the outputs as for example
public firms. As for the output oriented framework and contrary to the input
oriented one, the principal idea is to maximize the output until reaching the
frontier while keeping the input level unchanged.
Besides, we distinguish also in the nonparametric frontier analysis between
the deterministic and the stochastic approaches but the frequently used model is
the deterministic one. It is mainly a linear problem and the linear programming
approach is used to solve it. The stochastic one is more recent and may not
always be easy to handle, thus there remain open research issues in this area.
Their model representations are as follows:
a. The deterministic nonparametric frontier
As mentioned previously, the literature presents mainly two nonparamet-
ric methods to estimate the efficiency scores which are the Data Envel-
opment Analysis (DEA) and the Free Disposal Hull (FDH). The first
one considers the convexity of the production set Ψ, but this is not
the case for the second. Ψ is always estimated from a sample χ =
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{(xi, yi), i = 1, . . . , n} drawn from the observed population. These meth-
ods have been widely used to estimate technical efficiency in a variety of
domains such as industries and the public sector.
This kind of approach requires the definition of the production technol-
ogy of n DMUs based on p inputs x ∈ Rp+ and q outputs y ∈ Rq+.
The technology is represented by its production possibility set Ψ =
{(x, y) | x can produce y} which means the set of all feasible input-output
vectors, while the boundary of Ψ is defined by Ψ∂ = {(x, y) ∈ Ψ | (θx, y) /∈
Ψ,∀0 < θ < 1, (x, γy) /∈ Ψ,∀γ > 1} as before and indicates the produc-
tion or the technology frontier. From the boundary Ψ∂ the Farrell input
efficiency score and output efficiency score for a DMU operating at (x, y)
are defined respectively as
θ (x, y) = inf {θ | (θx, y) ∈ Ψ} , (1.1.6)
γ (x, y) = sup {γ | (x, γy) ∈ Ψ} . (1.1.7)
θ (x, y) is the radial contraction of inputs the DMU should achieve to be
input-efficient in the sense that (θ (x, y)x, y) is a frontier point. Similarly,
γ (x, y) is the proportionate increase of output the DMU should achieve to
be output-efficient in the sense that (x, γ (x, y) y) is on the frontier. Both
measures are positive such that θ (x, y) ≤ 1 and γ (x, y) ≥ 1 and a value
of 1 indicates an efficient DMU.
When it is needed, for example to change the limits of the efficiency in
certain analyses, one can alternatively measure the input and output dis-
tance functions of Shephard developed in Shephard (1970). The Shephard
input and output efficiency scores are simply defined as the inverse of their
corresponding Farrell efficiency scores as (θ (x, y))−1 and (γ (x, y))−1.
a1. The DEA formulation
The DEA formulation as a linear programming was introduced by
Charnes et al. (1978). The input-oriented (IO) formulation of the
Farrell measure, in the case where the boundary Ψ∂ of the produc-
tion set is a VRS, is expressed by the following linear programming
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problem:
min θ
s.t.

Y tλ ≥ Y0,
θX0 −X tλ ≥ 0,
I tnλ = 1,
θ ≥ 0, λ ≥ 0,
(1.1.8)
where the first constraint forces the virtual DMU to produce at least
the outputs Y0 ∈ Rq+ of the studied DMU; the second constraint
determines how much less input the DMU would need. Thus, it
has to produce at least Y0 using at most the efficient level of inputs
θX0. The factor used to reduce the inputs is θ and this value is
the efficiency score of the DMU. The weight coefficient λ ∈ Rn+ is a
vector of percentages of all DMUs; X0 ∈ Rp+ is the input vector of the
studied DMU; X tλ and Y tλ are the input and output vectors for the
analyzed producer given that X and Y are the (n, p) input matrix
and (n, q) output matrix respectively; In is a vector of n elements
all equal to one. The input-oriented efficiency score θDEA−IO (x, y)
is hence estimated for each DMU .
In the same way, in the output-oriented (OO) formulation when the
VRS case is also considered, to estimate γDEA−OO (x, y) the expres-
sion of the following linear program is used:
max γ
s.t.

γY0 − Y tλ ≤ 0,
X tλ ≤ X0,
I tnλ = 1,
γ ≥ 0, λ ≥ 0,
(1.1.9)
a2. The FDH formulation
Since it is often difficult to find a good theoretical or empirical justi-
fication for postulating convex production sets in efficiency analysis,
not restricting oneself to a convex technology seems an attractive
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property. Estimation in this context was proposed in Afriat (1972)
and for the same purpose, Deprins, Simar and Tulkens (1984) have
proposed the FDH estimator which does not require the convexity
of the technology. So, to have the FDH formulation, the DEA linear
programming problems are modified to consider this property.
Indeed, both the input oriented and the output oriented formulation
of the FDH method differ from their DEA counterparts just by the
constraint on the vector λ. The constraint λ ≥ 0 is replaced by
λ ∈ {0, 1}. By construction, solving the two linear programs provides
the estimates θFDH−IO (x, y) and γFDH−OO (x, y) for each DMU. Of
course, all the DMUs declared efficient by the DEA method are also
declared efficient by the FDH one.
a3. The consistency of the DEA and the FDH estimates
Knowing that an estimator does not usually coincide with the true
value, the quality of the estimators is often studied using a certain
number of statistical tools such as the bias, variance, and the con-
sistency. The purpose thus is to control the committed error when
θ is estimated by θ̂n. Given the assumption of the convexity of Ψ
in the DEA method, the consistency and the rates of convergence
of the efficiency estimates θDEA (x, y) and θFDH (x, y) can be com-
pared in the input oriented case. Before making this, let us define
the consistency of the estimator.
To study the consistency of the estimators the convergence in prob-
ability is adopted. Thus, an estimate θ̂n is weakly consistent if it
converges in probability to the quantity of interest θ, noted θ̂n
P−→ θ
as n→∞, i.e. if
lim
n→∞
P (|θ̂n − θ| < ) = 1, ∀ > 0. (1.1.10)
This means that when the sample size increases, the estimator θ̂n
converges in probability to the true and unknown value θ. Gener-
ally, the convergence in probability at rate nα of the estimator θ̂n of θ
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is written θ̂n−θ = oP (n−α) and its weaker form is θ̂n−θ = OP (n−α).
The parametric estimation problems yields estimators that converge
in probability at the rate n1/2 and are said to be root-n consistent.
This provides a familiar benchmark to which the rates of convergence
of other nonparametric estimators can be compared. Nevertheless,
it is often difficult to prove the convergence of an estimate and to
obtain its rate of convergence in a nonparametric approach. How-
ever, a proof of the consistency of the estimated efficiency scores in
the multivariate case, where p > 1 and q > 1, with their rates of
convergence in the input oriented case was developed in Kneip, Park
and Simar (1998) for the DEA case and in Park, Simar and Weiner
(2000) for the FDH case. They obtain:
θ̂DEA(x, y)− θDEA(x, y) = OP (n−
2
p+q+1 ), (1.1.11)
θ̂FDH(x, y)− θFDH(x, y) = OP (n−
1
p+q ), (1.1.12)
hence, there is no α > 2/(p + q + 1) for the DEA case and no
α > 1/(p+q) for the FDH case such that θ̂(x, y)−θ(x, y) = OP (n−α).
The convergence rates n−2/(p+q+1) and n−1/(p+q) are both affected by
p and q simultaneously rather than by p or q. This reflects the curse
of dimensionality which is even worse for the multivariate case given
that the enlargement of the dimension weakens the rate. Indeed, if
the dimension p + q increases, α decreases and then n−α increases
(p+ q ↗⇒ α↘⇒ n−α ↗) which is not wished given that the rate
of convergence is strictly smaller than one and that it is low when it
increases and gets closer to one. For more details about the consis-
tency and about the approximation of the sampling distribution of
the estimator when n is large, see the works mentioned previously
Kneip, Park and Simar (1998) and Park, Simar and Weiner (2000)
and also Daraio and Simar (2007).
Given that we have interest that the rate of convergence should be
the fastest possible, the comparison of the two rates indicates that
the convergence rate of the FDH estimate is lower than that of the
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DEA and then the convergence rate of the DEA is better because
it is the fastest. This advantage in favour of the DEA is due to the
convexity of the production set Ψ. Furthermore, in comparison with
the parametric estimation, when p = q = 1 the convergence rate of
the DEA is also better given that 2/3 is greater than 1/2 and that
of the FDH is the same.
a4. The nonparametric robust frontiers
As an alternative to the traditional FDH and DEA approaches some
robust frontiers presenting a number of advantages as finding outliers
in frontier settings have been developed. We refer to the works of
Cazals et al. (2002), Daraio and Simar (2005), Aragon et al. (2005),
Daouia and Simar (2005, 2007), Wheelock and Wilson (2008), Wil-
son (2011), Simar and Vanhems (2012), and Simar et al. (2012).
We present here in the input orientation an overview of the robust
order-m estimators and robust order-α estimators which have the
properties that they do not suffer from the curse of dimensionality
and the standard parametric root-n rate of convergence is achieved
along with asymptotic normality. More details and examples are
found in Simar and Wilson (2013). These estimators involve the
concept of partial frontiers, as opposed to the traditional idea of a
full frontier Ψ∂ that envelops all the data.
a4.1. The robust order-m frontiers
The order-m frontiers have been proposed in Cazals et al. (2002).
In the input oriented case, its basic idea is to define the expected
minimum input achieved by any m DMUs chosen randomly from
the population of DMUs producing at least output level y. If m
goes to infinity, the estimation becomes identical to FDH esti-
mation of the full frontier Ψ∂ which envelopes all of the sample
observations. Considering the formulation based on the proba-
bility of being dominated, the joint probability of (X, Y ) ∈ Rp+q+
can be defined as HXY (x, y) = Pr (X ≤ x | Y ≥ y) .P r (Y ≥ y)
= FX|Y (x | y)SY (y), where FX|Y (x | y) is the conditional dis-
tribution function of X and SY (y) is the survivor function of
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Y . Suppose a given output level y and consider m indepen-
dent and identically distributed (i.i.d.) random variables Xi,
i = 1, · · · ,m drawn from the conditional p-variate distribution
function FX|Y (. | y), and define the set
Ψm(y) =
m⋃
j=1
{
(x˜, y˜) ∈ Rp+q+ | x˜ ≥ Xj, y˜ ≥ y
}
(1.1.13)
This random set is the free disposal hull of m randomly-chosen
DMUs that produce at least the level y of output. Then, for
any x and the given y, the Farrell input efficiency score relative
to the random set Ψm(y) is θ˜m(x, y) = inf {θ | (θx, y) ∈ Ψm(y)}.
Given that Ψm(y) is random, this efficiency score θ˜m(x, y) is also
random. A realization of θ˜m(x, y) is obtained by
θ˜m(x, y) = min
i=1,··· ,m
{
max
j=1,··· ,p
(
Xji
xj
)}
. (1.1.14)
The order-m input efficiency score is defined as follows: For all y
such that SY (y) = Pr(Y ≥ y) > 0, the expected order-m input
efficiency measure, referred to as the order-m input efficiency
score, is given by
θm(x, y) ≡ E
(
θ˜m (x, y) | Y ≥ y
)
. (1.1.15)
Hence, in the input orientation the partial frontier can be de-
fined as Ψ∂inm = {(x˜, y˜) | x˜ = xθm(x, y), y˜ = y, (x, y) ∈ Ψ}. The
θm(x, y) estimator is
θ̂m,n(x, y) ≡ Ê
(
θ˜m (x, y) | Y ≥ y
)
. (1.1.16)
The output order-m efficiency score can be defined along the
same lines, see Cazals et al. (2002). Besides, a Monte-Carlo
algorithm for approximating the expectation can be found in
Daraio and Simar (2005).
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a4.2. The robust order-α frontiers
The idea underlying order-α quantiles is similar to order-m
partial frontiers. Instead of benchmarking units’ performances
against the full frontier, one can benchmark DMUs’s perfor-
mances against a quantile lying close to the full frontier. In the
input-oriented framework, the order-α quantile frontiers bench-
marks the unit operating at (x, y) against the input level not
exceeded by (1− α)× 100 percent of DMUs among the popula-
tion of units producing output levels of at least y. The order-α
input efficiency score is defined as follows: For all y such that
SY (y) > 0 and for α ∈ (0, 1], the α-quantile input efficiency
score for the unit operating at (x, y) ∈ Ψ, is given by
θα(x, y | Ψ) = inf
{
θ | FX|Y (θx | y) > 1− α
}
. (1.1.17)
The only difference between the full frontier θ(x, y | Ψ) and
θα(x, y | Ψ) is that FX|Y (θx | y) > 0 has been replaced with
FX|Y (θx | y) > 1 − α. If θα(x, y | Ψ) < 1 (>), the unit at (x, y)
can reduce (increase) its input usage to θα(x, y | Ψ)x to become
input-efficient at the level α× 100%.
An estimator of θα(x, y) is obtained by replacing the conditional
distribution by its empirical counterpart, yielding
θ̂α,n(x, y) = inf
{
θ | F̂X|Y,n(θx | y) > 1− α
}
. (1.1.18)
Similarly, the estimator of the output α-quantile efficiency score
for a unit operating at (x, y) ∈ Ψ is given for all x such that
FX(x) > 0 and for α ∈ (0, 1] by
γ̂α,n(x, y) = sup
{
γ | ŜY |X,n(γy | x) > 1− α
}
. (1.1.19)
Daouia and Simar (2007) provides an algorithm for computation
of these estimators.
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b. The stochastic nonparametric frontier
The deterministic nonparametric approach with its DEA and FDH tools
does not assume a particular functional form for the frontier and attributes
all deviations from the frontier to inefficiency and hence completely ignores
any stochastic noise in the data. In the literature, several studies tried
to propose a stochastic semiparametric or nonparametric model but the
problem is difficult because without some restrictions on the model a
stochastic nonparametric model is not identified. The most part of these
studies combine the DEA and the SFA or start from the SFA principal
and replace the frontier function by a kernel regression or local maximum
likelihood techniques.
For instance, recently, Kneip, Simar and Van Keilegom (2015) treat this
nonparametric approach with unknown frontier and unknown variance
of a normally distributed error. The authors propose a nonparametric
method identifying and estimating both quantities simultaneously. They
establish the consistency and rate of convergence of their estimators, ver-
ify and illustrate the performance of the estimators for small samples
with simulations and apply their method to data of American electricity
companies.
As another way to handle this approach, Kuosmanen and Kortelainen
(2012) combines the DEA-type nonparametric frontier, which satisfies
monotonicity and concavity, with the SFA-style stochastic homoskedastic
composite error term in an encompassing semiparametric frontier model.
Specifically, the authors assume that the observed data deviates from a
nonparametric, DEA-style piecewise linear frontier production function
due to a stochastic SFA-style composite error term, consisting of ho-
moskedastic noise and inefficiency components. To estimate the model
a new two-stage method called the Stochastic Non-smooth Envelopment
of Data (StoNED) is proposed. In the first step, the shape of the frontier is
estimated by applying the Convex Nonparametric Least Squares (CNLS)
regression, which does not assume a priori any particular functional form
for the regression function and in the second step, the method of moments
and pseudolikelihood techniques are used to estimate the conditional ex-
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pectations of inefficiency given the CNLS residuals.
In order to avoid the functional form error in modeling the mean of in-
efficiency function and the distributional assumptions on the components
of the errors (the noise and the inefficiency), Tran and Tsionas (2009)
proposes a simple semiparametric stochastic frontier model under the as-
sumption that the mean of technical inefficiency depends on a set of co-
variates via an unknown but smooth function. The main objective of
the authors is to estimate the frontier coefficients, measure technical in-
efficiency, and estimate the marginal effects of covariates on the mean of
technical inefficiency. They derive hence a simple two-step semiparametric
estimator that can be implemented using nonparametric kernel regression
and least squares technique. Their method was illustrated using an em-
pirical large panel data set of British manufacturing firms.
Furthermore, Kumbhakar et al. (2007) proposes a more general and
flexible nonparametric approach for stochastic frontier models where the
method is based on the conditional local maximum likelihood principle.
The approach is nonparametric in the sense that the parameters of a given
local polynomial model are localized with respect to the covariates of the
model. They derive a practical computation of the local linear estimators
of the individual efficiency scores for an observation (Xi, Yi) as in Jondrow
et al. (1982). Given that Y = r (X) + v−u, these estimates are obtained
from ûi = Ê [u(Xi) | ̂(Xi), X = Xi], where v is the noise, u is the inef-
ficiency, ̂(Xi) = Yi − r̂0(Xi) and r̂0(Xi) is the local intercept estimator
of the frontier function. If the variables are measured in logs, which is
usually the case, then the efficiency score for an individual i is measured
by T̂Ei = exp {−ûi} which is between 0 and 1. In their numerical illus-
trations, they chose a bandwidth which is adjusted for different scales of
the variables and different sample sizes.
Within the framework of panel data, Henderson and Simar (2005) have ex-
ploited recent advances in kernel regression estimation of continuous and
categorical data to estimate fully nonparametrically the frontier and time
variant technical efficiency. In their approach, they allow firm and time ef-
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fects to be smoothed as well as the continuous regressors which makes the
estimation procedure fully nonparametric and thus only requires minimal
restrictions on the technology.
Besides, the purpose of Simar (2003b) is to adapt some previous results,
such as the Hall and Simar (2002) methodology, on detecting change
points, to improve the performances of the classical nonparametric
DEA/FDH estimators in the presence of noise. Hall and Simar (2002)
have proposed a technique which allows to estimate a boundary point in
the presence of noise in the univariate and the bivariate cases and Simar
(2003b) has extended this to the multivariate frontier setup. The numer-
ical illustrations proposed by the author were based on simulations and
have showed that the procedure works well if the noise to signal ratio is
not too large and that the procedure appears also to be robust to outliers.
Earlier even, Park and Simar (1994) and Park et al. (1998) have employed
the kernel function and a variety of the maximum likelihood methods in
some particular cases. They generally consider the semiparametric esti-
mation of the stochastic frontier panel models under various assumptions
on the joint distribution of the random firm effects and the regressors and
on various dynamic specifications.
In the same context, nonparametric stochastic models for the frontier are
analyzed in Kneip and Simar (1996). The authors use the panel data to
avoid the distributional assumptions. So, almost no restriction is imposed
on the structure of the model or of the inefficiencies but they pointed out
that the estimation needs large values of time periods T and of firm N
to obtain reliable estimates of the individual production functions and
estimates of the frontier function.
Of course, several other estimators were proposed in the literature for
nonparametric and semiparametric stochastic frontier models and most of
them are established using kernel regression. We can also mention among
them McAllister and McManus (1993), Fan et al. (1996) and Adams et
al. (1999). However, in the nonparametric approach there is often an
identification issue to be addressed before the estimation of the model.
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1.1.2 The deterministic and the stochastic parametric
approaches
In the parametric approach, the difference between the deterministic and the
stochastic frontier consists in whether a random noise term is included or not.
Of course, this difference influences the technical efficiency expressions.
a. The deterministic frontier
The early studies in the frontier analysis assume that the frontier is de-
terministic. In the input-output space, the frontier is deterministic if the
model is expressed by Yi = F (Xi, β) exp {−ui} or simply by
yi = f(xi, β)− ui, i = 1, . . . , n, (1.1.20)
where yi = log (Yi) is the observed output of the DMUi, xi = log (Xi) the
inputs quantities used by the DMUi, β is a vector of unknown parameters
to be estimated, F and f are appropriate production functions and ui
a non-negative variable representing the degree of inefficiency. So, the
model considers that all deviations from the frontier are inefficiencies.
The parameters of the model were estimated using the linear programming
approach as described in Aigner and Chu (1968):{
min
∑n
i=1 ui
ui ≥ 0.
(1.1.21)
An estimator of the Technical Efficiency (TE) of the DMUi was proposed,
it is defined by
T̂Ei = exp {−ui} = exp {yi}
exp
{
f(xi, βˆ).
} (1.1.22)
b. The stochastic frontier
The classical model in the parametric stochastic frontier case is defined
by yi = f(xi, β) + vi − ui, i = 1, . . . , n, where i = vi − ui, vi is the
stochastic term and the functional form of f is generally assumed to be a
linear function. So, a part of the deviation from the frontier is considered
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as a statistical noise and the other part is an inefficiency. The traditional
estimation of the model is based on two additional hypotheses which are:
H1: xi, vi and ui are independent;
H2: ui and vi are independent and identically distributed (i.i.d.), where
vi ∼ N (0, σ2V ) and ui follows a distribution defined on R+.
The technical efficiency in this case is estimated by TEi = E
(
exp {−ui} |
i
)
. This approach will be developed in detail later in Chapters 3 and 4
with empirical examples of the local government and drinking water in
Morocco.
1.2 What is local government in Morocco?
To implement the decentralization process, the country has tried gradually, from
the 1960s, to transfer certain responsibilities and certain public authorities of the
central government to territorial entities called local authorities. This transfer
of responsibilities was accompanied by a transfer of financial resources to face
the expenses.
The various local entities are managed by an assembly or a council elected by
the citizens. Every assembly or council elects a bureau composed of a president
and a number of assistants which depends on the population size of the entity.
At first level of the local government there are regions, each one is divided
in provinces and the province in turn is composed of municipalities and rural
districts.
1.3 The drinking water sector in Morocco
Being a sensitive sector, the production of drinking water is largely managed
by the public institution named the National Office of the Drinking Water and
called ONEP. The water supply is delegated to private operators in four agglom-
erations which are LYDEC in Casablanca, Redal in Rabat-Sale´ and Amendis in
Tanger and Tetouan while it is insured by the self-governances in twelve others
The data motivation 23
and by the ONEP in the rest of the country. Hence, the ONEP sells drinking
water either directly to subscribers or to self-governance and private operators
to distribute it to the various consumers.
The main drinking water resources in Morocco are conventional resources
such as surface water and groundwater but also the desalination of sea water
has been developed. It is noted that recently the reuse of treated wastewater
was adopted in the irrigation of the agricultural grounds and the municipal
green spaces instead of the drinking water with the aim of saving it.
1.4 The data motivation
Empirical studies handled as illustrative examples in this research are about
some development areas in Morocco. As mentioned before, several sectors are
susceptible in a frontier analysis using its parametric or nonparametric ap-
proaches but we focus the interest on specially the finance of the local govern-
ment and the drinking water sector in Morocco.
Measurement of local government efficiency is an important task in order to
evaluate the management performance of the elected representatives chosen by
the citizens and to compare the performance of the local councils. This area
continues to gain in popularity recently in the efficiency analysis. In this frame-
work, it seems important to analyze the financing of the Moroccan provinces
using the available variables. Regrettably the panel data of this kind of local
authorities finance is not easily available; it can be obtainable within the cen-
tral administration in Rabat but requires some efforts, times and means to be
collected. So, analysis will be done in the cross-section case for this kind of
data.
Besides, it seems abnormal to satisfy itself with a simple descriptive analysis
of certain data as I had the opportunity to collect during my professional expe-
rience with the local authorities. This experience had allowed me to understand
the framework of the municipal councils.
As for the water sector, it was a good experimental example to treat the
panel data regarding the dependence between the noise term and the inefficiency
term and knowing that it is not a simple task to have panel data on the de-
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velopment domains in Morocco. Furthermore, the limitation of water resources
and the continuous increase of its needs placed the problem of the management
of water resources and its cost among the most urgent priorities at the local
and world level. Therefore, it is essential to plan and to organize the resources
mobilization of available water and to preserve and use these resources in a
rational way in the various domains.
In this research both nonparametric and parametric techniques will be used
given that each one is useful to reach a determined purpose. Nevertheless, each
of them has its advantages and its inconveniences.
1.5 Comparison between nonparametric and
parametric approaches
Of course the nonparametric methods DEA and FDH and the parametric SFA
are used by several authors in different areas to estimate technical efficiency
in order to compare DMUs, however, each has its adepts. Hence, saying that
either one is better than the other is not appropriate. Nevertheless, the com-
parison between the two approaches can be done according to the procedure
adopted and the assumptions made by each of them. So, each one is more use-
ful in particular situations and has advantages and limitations. The principal
differences are about the way that the statistical noise and the number of the
outputs are handled, but other possible differences exist and some of them will
be summarized in this section. Besides, some resemblances will also be briefly
addressed.
Next to DEA and FDH methods which ignore the noise and consider that
any deviation from the frontier is inefficiency, statistical methods proposed in
the literature of the frontier analysis such as the SFA take into account the
statistical noise. The SFA constructs a parametric frontier which accounts for
stochastic errors but requires specific assumptions about the technology and
the inefficiency term which may be inappropriate or very restrictive such as the
half-normal or the exponential inefficiency. Moreover, Ritter and Simar (1997)
mention that even in a parametric framework, allowing for the noise in frontier
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models, the identification problems can become serious if they imply ambiguity
in the interpretation of the results.
Since DEA considers all random noise to represent inefficiency, it is likely
that SFA may yield a higher efficiency than DEA and that DEA may estimate
more ambitious targets than SFA because the efficiency rating simply measures
the distance between the current and the target input-output levels.
On the other hand, DEA has the advantage that it is able to manage com-
plex production environments with multiple input and output technologies. It
assumes a linear function of p inputs producing q outputs and envelops p inputs
and q outputs in a space of p + q dimension. However, SFA handles models
with just one output, or an a priori weighted average of multiple outputs.
As for the technology function, the DEA does not require a parametric spec-
ification of a functional form to define the frontier; it assumes a linear function
of outputs and a linear function of inputs. Furthermore, being a nonparametric
method, DEA does not produce the usual diagnostic tools with which to judge
the goodness of fit of the model specifications. Being a parametric method,
the SFA method assumes a particular functional form for the technology func-
tion which reflects the relationship between the output and the inputs used to
produce it.
Besides, they differ also in the adopted estimation procedure. The DEA
estimation procedure and the related efficiency estimates are based on a com-
parison of the input-output levels of a fixed individual. They can therefore
be very sensitive to data swings at the fixed individual level. However, the
SFA estimation procedure and its efficiency estimates are based on estimated
parameter values in the regression model and are therefore not very sensitive
to data swings at the individual level. Hence, the exactness and the stabil-
ity of efficiency estimates are entirely in accordance with the nature of the two
methods. Furthermore, according to their procedures, the DEA method focuses
on individual DMUs, while the SFA method focuses on the estimation of the
frontier.
Because the frontier is constructed using all data including extreme obser-
vations, Simar and Wilson (1998, 2000a) and Cazals et al. (2002) noted that
the envelopment estimators are very sensitive to outliers and extreme values,
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especially when data may be contaminated by measurement error. One way to
resolve this problem is to detect them according to techniques proposed in this
setting as for example in Wilson (1993), Simar (2003a) or in Tran et al. (2010)
and then delete them from the database. One has proposed a way to define
robust nonparametric estimators of the frontier which are particularly easy to
compute and are useful for detecting outliers.
Another difference exists between both methods, it touches the returns to
scale. Indeed, the DEA program, in contrary to SFA, includes the returns to
scale equation in order to take into account the characteristic of the constant,
increasing, decreasing or variable returns to scales of data.
According to the assumptions, it should be noted that generally the non-
parametric approach DEA has the disadvantage to ignore the statistical noise,
but being a nonparametric way it requires minimal assumptions on the produc-
tion frontier. On the contrary, the parametric SFA models have the advantage
of allowing for statistical noise, but they require strong assumptions about the
inefficiency term. On the other hand, either DEA or SFA have some non-
testable assumptions as the no measurement error in DEA and the particular
error distribution in SFA. Furthermore, both methods may be vulnerable to
measurement and misspecification error with the risk of omitting significant
variables, the inclusion of irrelevant variables or the adoption in SFA of an in-
appropriate technology. Thus errors in specification and estimation can largely
affect both techniques.
In the literature, several articles handled the comparison between both meth-
ods such as Bowlin et al. (1985), Thanassoulis (1993), Cubbin and Tzanidakis
(1998), Linna and Ha¨kkinen (1998), Dolton, Marcenaro and Navarro (2001),
Sampaio, Barros and Ramajo (2005), Greene (2005) and others but the judg-
ment remains still not definitive about when and why there is convergence
between them.
Finally, we can notice that in comparison with DEA, the stochastic frontier
approach is the most popular in the area of agriculture particularly. More-
over, DEA has a strong community in other areas such as management science,
banking, health, and electricity and generally in industrial areas where there are
multiple outputs. Hence, the approach based on the regression is the favorite
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of applied econometricians and the DEA approach is that of the management
scientists. We could also summarize the comparison by the idea that for the
domains where the measurement errors are considered the SFA is more ap-
propriate, while the DEA approach is more appropriate elsewhere, but both
methods possess their respective strengths and weaknesses.
This research consists mainly of three works related to the estimation and
the construction of the confidence intervals of the technical efficiencies in both
nonparametric and parametric stochastic frontier analysis approaches. The first
work, presented in chapter 2, is a nonparametric study which treats the Data
Envelopment Analysis and its application to the financing of the Moroccan
municipalities; the second and the third topics, provided respectively of Chapter
3 and Chapter 4, are parametric studies presenting the Maximum Likelihood
Estimation (MLE), the technical efficiencies and two proposed procedures of
inference in the cases of cross-sectional and panel data respectively when the two
components of the error term are dependent. Chapters 2 and 3 were developed
in El Mehdi and Hafner (2014a, 2014b).
So, our main contributions in the frontier analysis are to address a statistical
inference which introduces the bivariate and the multivariate copula functions
in the bootstrap procedure which serves this purpose. This copula density will
model the association, if it exists, between the noise and the inefficiency terms of
the frontier model. Indeed, some elliptical as the Gaussian copula, Archimedean
as the Ali-Mikhail-Haq (AMH), Clayton and Frank copulas and other copula
families as the Fairlie-Gumbel-Morgenstern (FGM) family are used. The prin-
ciple is to model the inputs-output relationship under the dependence in the
error term density to estimate efficiency and, in the bootstrap procedure of
the confidence intervals for the chosen model and for each bootstrap replica-
tion, draw dependently the two components using a bivariate copula density for
the cross-sectional case and draw the noise variables independently each other
but dependently with the inefficiency variable for the panel data. Besides, the
existence of the association is performed with the nonparametric Kendall’s sta-
tistical test related to the copula case.
Another contribution of our research is to propose new models describing the
behavior of the inefficiency function through the time in the panel data. These
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sinusoidal models describe a possible periodic relationship of the inefficiency
in time which tends generally to disappear at the end of period under study.
In addition, in comparison with some models known in the frontier literature
since the 90s, one of our proposed models will be selected as the best pattern
describing the inefficiency of our data.
Finally, for all approaches, we will develop the methodology and the em-
pirical illustration results of real data not handled before. We will conclude
by prospects for future research, mainly introducing the dependence between
the two error terms when panel data present a positive skewness. As comput-
ers have become faster, bootstrap and resampling methods became feasible for
inference and made all these results available for our model framework.
Chapter 2
Local government efficiency:
The case of Moroccan
municipalities
2.1 Introduction
Analysis of local government efficiency has attracted considerable interest over
recent years. In times of scarce public budgets and increasing public debt, the
efficiency of local administration of decentralized budgets becomes important
also for the central government. Examples of recent studies are Athanassopou-
los and Triantis (1998) for Greece, Loikkanen and Susiluoto (2005) for Finland,
Prieto and Zofio (2001) and Balaguer-Coll et al. (2007) for Spain, Worthington
(2000) for Australia, and Afonso and Fernandes (2008) for Portugal. Afonso
and Fernandes (2008) give an excellent account of the literature and almost
all research studies invoke the concept of cost or production efficiency intro-
duced by Farrell (1957). While there are many efficiency studies for African
economies, see e.g. Ogundari et al. (2012) for the Nigerian agriculture and
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Mlambo and Ncube (2011) for the South African banking sector, the literature
on local government efficiency in African countries is very scarce. This work
tries to fill this gap.
In most studies of local government efficiency, nonparametric approaches of
frontier analysis are used, in particular data envelopment analysis (DEA) as-
suming convexity of the production set, and free disposal hull (FDH) without
the convexity assumption. Parallel to applications, progress has been made in
understanding the statistical properties of DEA and FDH efficiency estimates,
which however has not yet been entirely taken into account in applied research.
For example, the use of bias corrected estimators based e.g. on the bootstrap
seems to be an important ingredient for reliable interpretation of estimated effi-
ciency scores. In this work, we study the management of the financial resources
of Moroccan municipalities. We use an aggregate output measure, the finan-
cial autonomy, which is economically meaningful and avoids the typical curse
of dimensionality of nonparametric estimators in high dimensions. To the best
of our knowledge, no results are available in the literature on local government
efficiency in Morocco. We try to fill this gap, accounting for recent statisti-
cal research in DEA and FDH and comparing the results with those of other
countries.
A general result of our study is that very few Moroccan municipalities are
close to the frontier according to DEA. By construction, efficiency scores are
higher for FDH, and more municipalities are close to the frontier. However, even
for FDH, more than 90% of the municipalities are inefficient. Moreover, we find
that there is a negative relation between population size and efficiency, both for
DEA and FDH. This differs from the results of Balaguer-Coll et al. (2007) for
Spain. The remainder of the chapter is organized as follows. Section 2 presents
the DEA framework, Section 3 describes the statistical approach of using the
bootstrap to do inference on the efficiency score estimates, Section 4 presents
FDH as an alternative to DEA with less restrictive assumptions, and Section 5
develops the application to our Moroccan data set. Section 6 concludes.
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2.2 The DEA program
Data envelopment analysis (DEA) is a nonparametric programming approach
used to determine the production frontier and to estimate technical efficiencies
of decision making units (DMU) such as firms or countries. The concept of
technical efficiency as introduced by Farrell (1957) has been widely used in
empirical research on production efficiency.
We focus on input-oriented DEA, i.e. the question by how much input
quantities can be proportionally reduced without changing the output quanti-
ties. This is the typical problem for public decision makers which have to ensure
public services while trying to minimize the inputs, see e.g. Daraio and Simar
(2007, p.30).
To describe the analytical structure of DEA, the input matrix is denoted
by X(n,p) and the output matrix as Y(n,q) , where p and q are respectively the
number of inputs and outputs, and n is the number of DMU’s under study.
We suppose that each DMU produces the same q outputs in possibly different
amounts using the same p inputs also in possibly different amounts. As in
Sueyoshi (1999), we assume that all DMUs have linearly independent input
and output vectors in their data domain. The DEA matrix formulation for
a given point (X0, Y0) in the case of variable returns to scale is given by the
following linear programming primal problem, which needs to be solved n times,
once for each DMU, see e.g. Banker et al. (2004),
min θ
s.t.

∑n
i=1 λiyki ≥ yk0, k = 1, · · · , q∑n
i=1 λixji ≤ θxj0, j = 1, · · · , p∑n
i=1 λi = 1,
θ ≥ 0, λi ≥ 0 ∀i = 1, · · · , n
(2.2.1)
where θ corresponds to the level of technical efficiency, Y0 = (y10, · · · , yk0, · · · ,
yq0) and X0 = (x10, · · · , xj0, · · · , xp0) are levels of outputs and inputs of the
considered DMU. The variables λi, i = 1, · · · , n insure the convex hull of inputs
and outputs in these data spaces. The restriction
∑n
i=1 λi = 1 corresponds to
the assumption of variable returns to scale (VRS). It can be replaced by other
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assumptions on the returns to scale (RTS), namely
∑n
i=1 λi > 1 (increasing
returns to scale) and
∑n
i=1 λi < 1 (decreasing returns to scale). If the restriction
on
∑n
i=1 λi is dropped, one obtains constant returns to scale (CRS).
Let θ∗ denote the optimal level of the efficiency score. In the case of one
input and one output, θi is a radial measure of the distance between (xi, yi) and
the corresponding frontier. The DMU is efficient when θ∗ = 1 and inefficient in
case of 0 ≤ θ∗ < 1.
The slack variables S−k and S
+
j associated with the dual variables uk and vj
respectively lead us to the following program:
min
(
θ +
q∑
k=1
S−k +
p∑
j=1
S+p
)
s.t.

∑n
i=1 λiyki − S−k = yk0, k = 1, · · · , q∑n
i=1 λixji + S
+
j = θxj0, j = 1, · · · , p∑n
i=1 λi = 1,
θ ≥ 0, λi, S−k , S+j ≥ 0 ∀i = 1, · · · , n, ∀k, ∀j
(2.2.2)
DMUi0 is Pareto-efficient or fully efficient if and only if θ
∗
i0
= 1 and all slacks
S−∗k and S
+∗
j are zero, see e.g. Thanassoulis (2001).
Instead of solving the primal program, it is often easier to use the dual
program. In our case, the dual program is given by
Max
q∑
k=1
ukyk0 + u
∗
s.t.

∑p
j=1 vjxj0 ≤ 1,∑q
k=1 ukyki −
∑p
j=1 vjxji + u
∗ ≤ 0, i = 1, · · · , n
uk, vj ≥ 0 ∀k, j
(2.2.3)
where U t = (u1, · · · , uk, · · · , uq) ∈ Rq+ and V t = (v1, · · · , vj, · · · , vp) ∈ Rp+ are
row vectors of the dual variables related to the constraints of the primal problem.
Furthermore, a constraint with a strict equality in the primal is replaced by a
free variable u∗ ∈ R in the dual. Being free, this variable should be replaced by
the difference between two positive variables t1 and t2 in a linear programming
problem solved by the simplex method. See the Appendix A for more details
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about how to get the dual program from the primal one.
At a point (x0, y0) we have θˆ (x0, y0) =
∑q
k=1 uˆkyk0 + uˆ
∗ .
The sign of the optimal value of u∗ is used to identify the type of RTS at a
point (x∗0, y
∗
0) on the efficiency frontier. Being negative, zero, positive or free,
this variable indicates NIRS, CRS, IRS or VRS respectively.
It is useful to indicate that input and output oriented models may give
different results with respect to their returns to scale. Thus, increasing returns
to scale may result from an input oriented model, while an application of an
output oriented model may produce a decreasing returns to scale for the same
data. Also, it is worthwhile to note that working in smaller dimensions tends
to provide better estimates of the frontier.
Many software packages include algorithms to solve linear programming
problems of the type discussed previously. The problem can be cast in a form
treatable by the simplex method used by R, see Appendix D for some com-
mands.
2.3 Inference using the bootstrap
The bootstrap is a method which can be useful in many problems of statistical
inference such as constructing confidence intervals and hypothesis tests. Its
principle is to create a pseudo-replicate data set from the given data set, and
then perform statistical inference using the replication set. The use of the
bootstrap method in DEA goes back to Simar (1992).
The bootstrap method is based on the idea that the bootstrap distribution
will mimic the original unknown sampling distribution of the estimators of in-
terest (efficiencies) using a nonparametric estimate of their densities. Hence, a
bootstrap procedure can simulate the data generating process (DGP) by using
a Monte Carlo approximation and may provide a reasonable estimator of the
true unknown DGP.
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2.3.1 Data Generating Process
Consider a statistical model where a DGP P generates a random sample χ =
{(Xi, Yi)ni=1} of size n and suppose that we want to investigate the sampling
distribution of the estimator θˆ of an unknown parameter θ.
Using the nonparametric method described in (2.2.1) it is possible to esti-
mate θ by θˆ at a fixed point (x, y) for each DMU. As the DGP P is unknown,
the bootstrap procedure is used to determine the DGP P̂ as an estimator of
the true unknown DGP. Thus, since P̂ is known, we can generate a data set
χ∗ = {(X∗i , Y ∗i ) , i = 1, · · · , n} from P̂ . This pseudo-sample defines the quanti-
ties θˆ∗ corresponding to the efficiencies θˆ at the point (x, y).
Analytically, it may be difficult to compute the true distribution of θˆ∗ (x, y)
resulting from a sample χ∗ drawn from P̂ . Therefore, the Monte Carlo ap-
proximation can be employed to obtain the sampling distribution of θˆ∗ (x, y).
Using P̂ to generate B pseudo-samples χ∗b for b = 1, · · · , B and applying the
model (2.2.1), we obtain a set of pseudo estimates
{
θˆ∗b (x, y)
}B
b=1
. These pseudo
estimates give an approximation of the unknown sampling distribution of the
efficiency scores θˆ∗b (x, y) conditional on P̂ .
2.3.2 Bootstrap correcting bias for DEA efficiency scores
The bootstrap algorithm allows us to obtain bias corrected estimators and to
make inference on the DEA efficiency scores. Correcting for the bias introduces
additional noise and thus increases the variance of the estimator. However,
Daraio and Simar (2007) suggests that a bias correction should be considered
in almost all practical situations. However, before defining the bias corrected
estimator of DEA efficiency scores, we define the bias and the standard deviation
of this estimator at a point (x, y).
First, denote the estimator at point (x, y) of DEA efficiency score θ (x, y)
by θˆ (x, y) and its bootstrap estimator by θˆ∗ (x, y).
These bias and standard deviation of θˆ (x, y) cannot be computed because
its sampling distribution is unavailable and its asymptotic approximation is too
complicated to handle. Nevertheless, a bootstrap approximation is available
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and given by
b̂ias
∗(
θˆ (x, y)
) ≈ 1
B
B∑
b=1
θˆ∗b (x, y)− θˆ (x, y) ; (2.3.1)
ŝtd2
∗(
θˆ (x, y)
) ≈ 1
B
B∑
b=1
θˆ∗2b (x, y)−
( 1
B
B∑
b=1
θˆ∗b (x, y)
)2
; (2.3.2)
Then, the bias corrected estimator is
θ˜ (x, y) = θˆ (x, y)− b̂ias∗(θˆ (x, y) ) = 2θˆ (x, y)− 1
B
B∑
b=1
θˆ∗b (x, y) ; (2.3.3)
In (2.3.3), the correction is done by the mean. If the distribution of θˆ∗ (x, y)
is asymmetric, the correction by the median can be used and may be more
appropriate. In that case, we define the bias corrected estimator by
θ˜ (x, y) = 2θˆ (x, y)−median
(
θˆ∗b (x, y) , b = 1, · · · , B
)
; (2.3.4)
Generally the bias tends to disappear when the sample size is large. Gijbels
et al. (1999) derive, when a single input and a single output are considered, the
asymptotic distribution of the DEA estimator, based on which they propose an
improved bias-corrected estimator.
2.3.3 Confidence intervals for DEA efficiency scores
To do statistical inference and, in particular, to construct confidence intervals
we need the distribution function of the variable of interest for computing or
estimating the quantiles. Since in DEA the sampling distribution of W =
θˆ (x, y)−θ (x, y) is unknown, the bootstrap method will provide an appropriate
approximation, see e.g. Daraio and Simar (2007).
By definition, the efficiency’s confidence interval at level 1 − α, for all α ∈
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[0, 1], is
P
(
θˆ (x, y)− a1−α
2
≤ θ (x, y) ≤ θˆ (x, y)− aα
2
)
= 1− α; (2.3.5)
The method adopted to build the bootstrap confidence interval for efficiency is
the basic bootstrap method that adjusts automatically for the bias of the DEA
estimator. The bootstrap approximation of the confidence interval for θ (x, y)
is given by
P
(
θˆ (x, y)− â1−α
2
≤ θ (x, y) ≤ θˆ (x, y)− âα
2
)
≈ 1− α; (2.3.6)
where âα′ = ĉα′ − θˆ (x, y) and ĉα′ is the α′-quantile of the empirical distribution
of the estimators
{
θˆ∗b (x, y)
}B
b=1
.
As usual, the precision will be higher when the DEA frontier above (x, y)
is determined by many sample points (Xi, Yi), as the length of the confidence
interval will be smaller, and vice versa. Simar and Wilson (2000a, 2000b)
have shown that the naive bootstrap described above is inconsistent, but a
smoothed version of it can be shown to be consistent. The smoothed bootstrap
of FEAR (the Frontier Efficiency Analysis with R) developed by Wilson (2008)
can be used to generate bootstrap replications, and this method is statistically
consistent. The problem of the inconsistency of the naive bootstrap comes from
the fact that the efficient facet that determines the value of θˆ in the original
sample χ appears too often, and with a fixed probability, in the pseudo-samples
χ∗b and this fixed probability does not vanish even when n→∞.
2.3.4 Testing returns to scale
The bootstrap can also be used for hypothesis tests, e.g. testing the returns
to scale. The least restrictive model for returns to scale is the varying returns
to scale (VRS) situation where the returns to scale are allowed to be locally
increasing, then constant and finally non-increasing. Testing returns to scale
(RTS) is carried out according to the following procedure where we test CRS
against VRS, see e.g. Simar and Wilson (2002) and Daraio and Simar (2007).
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Let Ψ be the production set, defined by
Ψ =
{
(x, y) ∈ Rp+q+ /x ∈ Rp+, y ∈ Rq+, (x, y) feasible
}
To test the null hypothesis H0 : Ψ
∂ is CRS against the alternative H1 : Ψ
∂ is
V RS, we first estimate the efficiency scores at all points (Xi, Yi) for the two
cases CRS and VRS, denoted respectively θˆCRS (Xi, Yi) and θˆV RS (Xi, Yi). Then
we define the test statistic
T (χn) =
1
n
n∑
i=1
θˆCRS,n (Xi, Yi)
θˆV RS,n (Xi, Yi)
. (2.3.7)
Under H0, T (χn) will be close to one since θˆCRS,n (Xi, Yi) and θˆV RS,n (Xi, Yi)
are close to each other. By construction, θˆCRS,n (Xi, Yi) ≤ θˆV RS,n (Xi, Yi), and
hence, under the alternative, T (χn) will be close to zero. Therefore, we reject
H0 for small values of T (χn), or formally, at level α ∈ (0, 1) if p − value < α,
where
p− value = P (T (χn) < Tobs | H0 is True) (2.3.8)
and Tobs is the value of T (χn) computed with the original observed sample χn.
This probability cannot be computed analytically but we can approximate it
by using the bootstrap by
p− value = 1
B
B∑
i=1
I
(
T ∗b ≤ Tobs
)
, (2.3.9)
where T ∗b = T
(
χ∗bn
)
is the value of T computed for each bootstrap sample, B
is the number of pseudo samples χ∗bn , and I(·) is the indicator function.
2.4 The free disposal hull approach
The DEA approach is based on a restrictive convexity assumption on the struc-
ture of the production set Ψ. Deprins, Simar and Tulkens (1984) have proposed
an estimator supposing that the frontier of the production set is simply the
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boundary of the free disposal hull (FDH) of the data set. The FDH approach
to estimate the frontier only requires strong disposability of inputs and outputs
and variable returns to scale, not convexity. A DMU is inefficient in the FDH
sense if it is dominated by at least another DMU.
In the input oriented case, the FDH efficiencies at a fixed point (x0, y0),
denoted θˆFDH (x0, y0), can be estimated by solving the following linear program
that has λi ∈ {0, 1} instead of λi ≥ 0 in comparison with the DEA linear
program:
min θ
s.t.

∑n
i=1 λiyki ≥ y0, k = 1, · · · , q∑n
i=1 λixji ≤ θx0, j = 1, · · · , p∑n
i=1 λi = 1,
λi ∈ {0, 1} ∀i = 1, · · · , n
(2.4.1)
In applications, these scores can be calculated as follows. For the sample
χ = {(Xi, Yi) , i = 1, · · · , n} where Xi ∈ Rp+ and Yi ∈ Rq+, let D0 be the set of
observations which dominate (x0, y0),
D0 = {i / (Xi, Yi) ∈ χ, Xi ≤ x0, Yi ≥ y0} .
Then,
θˆFDH (x0, y0) = min
i∈D0
{
max
j=1,··· ,p
(
Xji
xj0
)}
, (2.4.2)
where Xji is the j
th component of Xi ∈ Rp+ and xj0 is the jth component of
x0 ∈ Rp+.
First, the maximum part of the algorithm identifies the dominant DMU’s
relative to which a given DMU is evaluated. Then, the estimators of the FDH
efficiency scores are calculated from the minimum part of the algorithm. For
each DMU declared inefficient by the FDH approach, it is possible to find at
least one DMU in the set D0 that presents a superior performance relative to
the first DMU.
Simar and Wilson (2000a) have established the statistical properties of the
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FDH estimator in a multivariate context, in order to do inference either by using
asymptotic distributions or by means of bootstrap. The FDH estimator, like
other nonparametric estimators such as DEA, suffers from the curse of dimen-
sionality due its slow convergence rate in high dimensions. In our application
we will reduce the dimension of input and output space to avoid this problem.
2.5 Illustrative application to local government
efficiency in Morocco
To reduce the monopoly of the central administration in decision making, the
kingdom of Morocco opted, since the first years of independence, for a system
of decentralization. This system allows to involve the citizens with the manage-
ment of local business and to give a sense of responsibility to the local leaders.
Since the 1960’s, the country tried progressively to transfer certain responsibili-
ties and certain authorities of the central government towards well-defined local
authorities. This transfer of responsibilities was accompanied by a transfer of
financial resources to confront expenses.
Since 1997, the Moroccan local authorities include 16 regions, 68 prefectures
and provinces and 1546 districts, of which 248 are urban and 1298 rural. The
different local entities are managed by a council elected for a period of six
years. Their financial transactions are established according to rules defined
by the legislator and put back in a document called the budgetary document
which describes the budget of the entity.
The budget plan of the local authority is prepared, approved and executed
according to the current laws, regulations and instructions. Nevertheless, local
authorities have the possibility of establishing secondary budgets for specific
operations.
The main budget contains two parts. The first one describes the operating
budget, and the second is the budget of equipment or investment. Each of
them contains two parts, one describes receipts and the other one the expenses.
In this framework, to facilitate the statistical analysis of the budgets of local
authorities, the various budgetary columns were numbered according to a well
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defined nomenclature. The budget is then divided in its two parts of recipes
and expenses in sections, chapters, articles and paragraphs.
2.5.1 The data
We estimate the efficiency of the Moroccan rural districts by giving a particular
attention to those of the oriental region. This region contains 91 rural districts.
The inputs are constituted by ten variables which represent the categories of the
financial resources of the local authority during the budgetary year 1998/1999.
After the decentralization of the Moroccan administration, this kind of data
is not available after 1999. Moreover, we were not able to obtain data before
1998, and therefore our analysis is restricted to only one budgetary year. We
are aware that this may not be representative for an efficiency analysis of Mo-
roccan municipalities, but due to the unavailability of the same variables in
other periods, the analysis has to be restricted to this data set. All conclusions
drawn from this analysis have therefore to be taken with care.
The ten variables describing the inputs are: The urban tax, the tax on
the collection of the waste, the tax of the licence, the product of the forest
domain, the taxes and assimilated taxes, the product of services, the product
and the income of the goods, the concessions, the subsidies and competition and
finally the order receipts. In order to reduce the dimension of the input space
and thus to avoid the curse of dimensionality of nonparametric estimation, we
decide to aggregate these ten input variables into a single one. See e.g. Daraio
and Simar (2007, p.148) for a general justification of aggregate input and/or
output measures. In our case, all input variables have the same scale and their
unweighted sum has an economic meaning, which we call operating receipts.
In addition, our aggregated variable is highly correlated with five of the ten
inputs which are the assimilated taxes, the tax on the collection of the waste,
the urban tax, the tax of the licence and the subsidies with a correlation rate of
0.942, 0.935, 0.931, 0.924 and 0.885 respectively. It is noted that the operating
receipts less the subsidies are called the own receipts of the municipality.
With respect to output, we define a variable which measures the financial
autonomy of the municipalities, defined as the ratio of the own receipts of the
municipality and its operating expenses. If this ratio is one or larger, then the
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municipality is financially autonomous, but not necessarily efficient. If the ratio
is smaller than one, than it is not financially autonomous. Thus, we consider
DEA and FDH efficiency estimates with a single input variable and a single
output variable.
The data used to illustrate the approach consist of pairs (Xi, Yi) where Xi
represents the input expressed by the operating receipts of the DMUi used to
produce the output Yi expressed by the financial autonomy for the same DMUi.
The relationship between the output and the input reveals a possible positive
trend, as with higher operating receipts the financial autonomy increases, as
shown in Figures 2.1 and 2.2. These figures also suggest a possible existence of
outliers in our data set.
Figure 2.1: Financial autonomy versus operating receipts and DEA frontier
 
We see from Figures 2.1 and 2.2 that the districts Ras Asfour (2), Labkhata
(9) and Ain Lehjer (54) are estimated as efficient (refer to Table 2.1 for the
numbers of the districts). However, Laaouinate (16) is almost efficient because
it is very close to the frontier. The Ain Lehjer (54) district is isolated from
the others, so it may be possible that it is an outlier. If it dominates several
districts, removing it with other outliers may declare some districts efficient
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Figure 2.2: Financial autonomy versus operating receipts and DEA frontier
(Zoom)
 
which were previously inefficient such as Tiouli (39). This finding confirms that
frontier analysis is sensitive to outliers.
Since the presence of outliers may influence the efficiency scores, we used the
procedure of Wilson (1993) of detecting outliers in deterministic nonparametric
frontier models, one can use the robust order-m frontiers of Cazals et al. (2002).
If outliers are identified, they will be deleted from the data set and efficiency
scores will be re-estimated. The number of outliers being arbitrary in Wilson
(1993), we first set it equal to ten and the procedure indicates that there are
four possible outliers which are the districts of Laaouinate (16), Iksane (50), Ain
Lehjer (54) and Selouane (84). Results show that deleting these observations
from the data set does not influence substantially the efficiency scores of the
other DMU’s. Thus, we keep these districts in the data set.
2.5.2 Interpretation of the results
In the following, we present the estimation results and their interpretation, first
for DEA and then for FDH.
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DEA results
Before applying DEA to our data, we performed a hypothesis test about the
returns to scale (RTS) in order to decide which DEA linear program to adopt.
The statistical test described in Section 2.3 reveals the existence of variable
returns to scale (VRS). Therefore, the linear program used to estimate the scores
of efficiencies of DEA is that represented in the envelopment model expressed in
(2.2.1) or the Multiplier model expressed in (2.2.3). To avoid the inconsistency
of the naive bootstrap, we used the smoothed bootstrap of FEAR (the Frontier
Efficiency Analysis with R).
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From Table 2.1 we can see that the initial DEA efficiency estimators of all
districts are well included in the unit interval. Furthermore, only three districts
are efficient: Ras Asfour (2), Labkhata (9) and Ain Lehjer (54), and one is close
to the frontier with a score equal to 0.9899.
The districts in Table 2.1 are ranked with ascending population size. This
suggests that rural districts having a large population size tend to have weak
efficiency score and are consequently far from the efficiency frontier as shown
in Figure 2.3. For instance, the estimator of the efficiency score has reached
0.1024 for the district of Arekmane (ordered 85th among 91 according to pop-
ulation size). The negative relation between population size and efficiency is
confirmed by a Kendall test which strongly rejects that the correlation between
the population size and the DEA efficiency estimates is equal to zero with a
p − value < 2.2e − 16 and indicates an inverse relation between them with a
Kendall’s tau estimate given by τ = −0.6395. The truncated regression esti-
mation on the Shephard efficiency scores as an environmental variable of the
two-stage procedure described in Simar and Wilson (2007) confirm indirectly
this relationship.
We used the bias correction given by expression (2.3.3) with B = 2000.
Denoted by θ˜, the bias corrected estimators indicate that there are no efficient
rural districts and that only 6 percent of the districts are close to the efficiency
frontier with a score estimated above 0.70. In addition, the district of Ain
Lehjer (54), which was declared efficient by the initial estimator of the DEA
efficiency score, is inefficient with an estimator θ˜ equal to 0.6336, as the bias
was important. This indicates that even with a financial autonomy of 1656
percent, this district clearly fails to reach the efficiency frontier. The district of
Arekmane (85) recorded the lowest score of efficiency estimated at 0.0944.
In order to test if the bias can be disregarded, the ratio of the estimated bias
to the standard error of the bootstrap estimates defined by
∣∣∣b̂ias∗(θˆ (x, y) )∣∣∣ /σ̂∗
has been analyzed. Following a suggestion by Efron (1982), the bias is significant
since the ratio exceeds 0.25. It is possible to conclude in our case that the
bias correction should be used and the bootstrap bias correction provides more
accurate results. On the other hand, we note that the bias corrected estimator
for each district is obviously in the corresponding confidence interval, but the
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range of the interval is more important for some districts such as Ras Asfour
(2), Labkhata (9), Laaouinate (16) and Ain Lehjer (54), which have relatively
high bias corrected estimators. This can also be viewed in Figure 2.3.
Figure 2.3: Graph of bias corrected estimators and their confidence interval
(Districts ranked according to increasing population size)
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It should be noted also that the initial DEA estimators of the efficiency
scores are often outside the corresponding confidence interval. They are also
close to the upper bound of the interval, since they are positively biased.
FDH results
As pointed out in Table 2.1, eight districts are declared efficient using the FDH
approach. This represents only 8.79 percent of the total of the population
under study. Nevertheless, this percentage is almost three times higher than
that given by the DEA approach. Note also that districts which are declared
efficient by DEA approach are also efficient by the FDH approach, which follows
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by construction because the FDH approach is less restrictive than that of DEA.
On the other hand, the most populated districts have generally a weak FDH
efficiency reflecting the same finding as for the DEA approach. The correlation
between estimated DEA and FDH efficiency scores is 0.845, which shows that
both approaches tend to give similar results where mainly the distance from the
frontier differs.
Column 4 of Table 2.1 reports the number of districts which dominate a given
district (including the own district). Each FDH inefficient district is dominated
by at least another district. For instance, the inefficient district Arekmane
(85) is dominated by 46 districts. This means that with the same quantity of
resources, ratios of the financial autonomy of the 46 districts exceed that of
Arekmane. Furthermore, it can reach efficiency if it reduces its resources by 90
percent, meaning that it can be efficient with only 10 percent of its resources.
2.6 Conclusion
The technical efficiency determination in the input orientation of the Data En-
velopment Analysis requires testing returns to scale in order to define the primal
linear programming problem. A procedure for the determination of the dual
from the primal model was developed for the case of constant returns to scale.
Since the efficiency scores are often over-estimated, a bootstrap procedure is
used to correct the bias by the mean or by the median. The bootstrap effi-
ciency scores allow us to make statistical inference on the DEA efficiency by
using them to build confidence intervals.
In this study, we estimate efficiency scores of the financial autonomy of the
Moroccan rural districts in the oriental region for the budgetary year 1998/1999.
The inputs are expressed as the operating receipts for the DMUi to produce
the output expressed as the financial autonomy for the same DMUi. Statistical
tests suggested variable returns to scale (VRS) for the data. Bias corrected
results indicated that they are well in the unit interval and in the corresponding
confidence interval. They indicated also that there are no efficient rural districts
and that only 6 percent of the districts are close to the efficiency frontier with
a score estimated above 0.70. In addition, the most efficient district is Ain
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Lehjer, but even with a financial autonomy of 1656 percent it fails to reach the
efficiency frontier.
Being less restrictive than the DEA approach, the FDH analysis delivered
efficiency scores generally larger than those of DEA but the DMU ranking is
very similar for both approaches.
Finally, we found that generally rural districts having a large population
size have a weak efficiency score. If data become available, a detailed analysis
using the two-stage procedure described in Simar and Wilson (2007) could be
done on the socio-economic and demographic factors such as the geographical
distance from the center and the training level of the local council members,
which may explain these inefficiencies.
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Chapter 3
Inference in stochastic frontier
analysis with dependent error
terms
3.1 Introduction
Efficiency analysis has often been carried out using nonparametric frontier mod-
els such as the Data Envelopment Analysis (DEA) or the Free Disposal Hull
(FDH). An alternative approach is to use Stochastic Frontier Analysis (SFA),
which includes an error term such that deviations from the frontier can be purely
random without necessarily indicating inefficiency. SFA can be formulated both
in a parametric or nonparametric framework, but the parametric SFA has cer-
tainly been predominant in the literature and in applications. The basic idea
of all approaches is the comparison between the Decision Making Units (DMU,
firms for example) in order to know how inputs are used to produce outputs
and the comparison is based on the Technical Efficiency (TE) score achieved
by each unit. By definition, technical efficiency reflects the ability of the firm
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to obtain maximal output from a given set of inputs.
The nonparametric frontier approach using DEA or FDH requires minimal
assumptions regarding the structure of the production and does not impose
restrictions on the functional form relating inputs and outputs. It does not
account for noise in the data, so it implicitly assumes that every deviation from
the frontier is considered as inefficiency.
However, in the parametric SFA, assumptions have to be made both about
the functional form and the distribution of the two types of error, namely,
the symmetric stochastic error term and the divergence of observations from
the efficient frontier. This stochastic frontier approach in the efficiency anal-
ysis was simultaneously and independently introduced by Aigner, Lovell and
Schmidt (1977) and by Meeusen and Van den Broeck (1977). Later, several
extensions have been proposed by, for example, Agahi, Zarafshani and Behjat
(2008), Greene (1980a, 2010), Kumbhakar and Knox Lovell (2000), Simar and
Wilson (2010) and Smith (2008). A FRONTIER software was developed by
Coelli (1996) in order to estimate the stochastic frontier production and the
cost function in the case where the two components of the error term are in-
dependent. This software is now also available in the statistical computation
environment R, see Appendix D and RTeam (2011). As a consequence of its in-
creasing computational availability, stochastic frontier analysis has been widely
applied in several areas.
Recently, Smith (2008) has proposed an SFA model allowing for depen-
dence between the two error components. The dependence can be explicitly
modelled using copula functions, while maintaining typical assumptions about
the marginal distribution of the error terms. Estimation of the model using
the Corrected Ordinary Least Squares (COLS) and Maximum Likelihood (ML)
methods is straightforward but can be computationally challenging. Further-
more, inference about the technical efficiencies is not standard. In this work,
we propose a bootstrap procedure, which is an extension of an algorithm pro-
posed by Simar and Wilson (2010) to the copula case. This allows to obtain not
only point estimates, but also confidence intervals for the estimated technical
efficiencies.
We apply the model to the estimation of technical efficiencies of Moroccan
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municipalities, defining operating receipts as input and financial autonomy as
output. The model is estimated with alternative distributions for the one-sided
error term, as well as alternative copulas. The best model is selected using
classical information criteria. The obtained bootstrap confidence intervals for
the technical efficiency estimates are narrow, supporting the adequacy of our
methodology and the interpretation of the results. We find that, contrary to
common understanding, no municipality in the central regions of the country is
close to the frontier.
The remainder of the chapter is organized as follows. The second section
gives an overview of parametric SFA and its history, presents the model with
dependent error terms and explains the estimation and inference using the boot-
strap. The third section presents the application of the proposed methodology,
and finally the conclusions in Section 4 will summarize the analysis.
3.2 Parametric stochastic frontier models
Classical parametric stochastic frontier models assume that there is a produc-
tion function f that converts X ∈ Rp+, a vector of inputs of dimension p, into
a scalar output Y ∈ R+. Supposing that one has n observations of (Xi, Yi) the
model can be written for the i-th DMU as
yi = f (xi, β) + εi, i = 1, · · · , n (3.2.1)
where yi = log (Yi), xi = log (Xi), β is a vector of parameters of dimension
l + 1 to be estimated, and εi is a stochastic error term. The function f (xi, β)
is interpreted as the production frontier.
The stochastic term εi contains information about both the noise and the
inefficiency. It can be decomposed into a technical inefficiency and a noise term,
which can be estimated. In particular, a typical specification is given by
εi = vi − ui, (3.2.2)
where v is a Gaussian error term, (vi ∼ N (0, σ2V )), and u is a stochastic error
term with non-negative support (ui ≥ 0).
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Note that the stochastic component vi that describes random noise affect-
ing the production process is not directly attributable to the producer or the
underlying technology. The noise may come from weather changes, economic
adversities, etc. The other component, ui, measures technical inefficiency in
the sense that it measures the shortfall of output yi from its maximal possible
value given by the stochastic frontier (f (xi, β) + vi) and it is equal to zero for a
technically efficient decision unit. Then, the one-sided error term ui ≥ 0 allows
the distinction between DMU (e.g. firms) that are on the frontier (ui = 0) and
others that are below the frontier (ui > 0).
The stochastic model then permits to estimate β and its standard errors
and, consequently, to make statistical tests of hypotheses. However, one of the
criticisms of this model is that there is no a priori justification for the selection of
the distributional form for ui. Several choices have been made in the literature,
see e.g. the overview of Kumbhakar and Knox Lovell (2000), for example, the
exponential, the half-normal, the truncated normal or the Gamma distribution.
Furthermore, in order to decompose the error term ε into its two components,
one has to make assumptions on their dependence. Classical SFA assumes that
they are independent. Let us first recall this approach, see e.g. Jondrow et al.
(1982).
3.2.1 Classical SFA with independence
The parameters of the model described by (3.2.1) and (3.2.2) can be estimated
using, for instance, the maximum likelihood method and εi can be predicted by
εˆi = yi − f
(
xi, βˆ
)
, which contains information on ui. Jondrow et al. (1982)
propose a decomposition by considering the expected value of u, conditional on
ε = v− u. They proceed by considering the conditional distribution of ui given
εi. Either the mean or the mode of this distribution can be used as a predictor
of ui.
In the normal-half-normal case, vi ∼ N (0, σ2V ), u has a half-normal distri-
bution (ui ∼ N+ (0, σ2U)), and v and u are supposed to be independent. Based
on these assumptions, one can derive analytical expressions for the marginal
distribution of ε and the conditional distribution of u given ε, see Jondrow et
al. (1982).
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3.2.2 SFA with dependent error components
Consider in this section the simplest cross-section case with n independent
DMUs. The most general way to introduce dependence is to use copula func-
tions, which in the present context has been proposed recently by Smith (2008).
Appendix B gives a definition and some properties of copulas, and provides fre-
quently used examples of parametric copula functions.
Let us consider the normal, half-normal production frontier model with
Cobb-Douglas production function. Thus, let v ∼ i.i.d.N(0, σ2V ) and u ≥ 0,
u ∼ i.i.d.N+(0, σ2U) with E(u) = σU
√
2/pi and V ar(u) = ((pi − 2) /pi)σ2U . We
know also that ε = v−u, and hence V ar (ε) = V ar (u) +V ar (v)− 2Cov (u, v).
Therefore, a positive correlation between u and v (i.e. Cov (u, v) > 0) reduces
the variance of ε, and a negative correlation increases it.
The joint density of u and v when they are dependent is expressed for all
u ≥ 0 and v ∈ Rn by
gθ (u, v) = f1(u)f2(v)cθ (F1(u), F2(v))
In the following we give two examples. Consider first the Gaussian copula (see
Appendix B.1), for which the joint density of u and v can be derived as
gθ (u, v) =
1
piσUσV
exp
{
− 1
2σ2U
u2 − 1
2σ2V
v2
}
×
[
φ2,θ (Φ
−1 (F1 (u)) ,Φ−1 (F2 (v)))
φ (Φ−1 (F1 (u))) .φ (Φ−1 (F2 (v)))
]
,
where θ ∈ [−1, 1] is the parameter of the copula, F1 (u) = 2Φ (u/σU) and
F2 (v) = Φ (v/σV ).
1
For the case of an FGM copula (see Appendix B.2), the joint density be-
1Note that
F1(u) =
∫ u
−∞
2
σU
√
2pi
exp
{
− 12
(
t
σU
)2}
dt =
∫ u/σU
−∞
2√
2pi
exp
{− 12z2} dz = 2Φ( uσU ).
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comes
gθ (u, v) =
1
piσUσV
exp
{
− 1
2σ2U
u2 − 1
2σ2V
v2
}
×
[
1 + θ − 4θΦ
(
u
σU
)
− 2θΦ
(
v
σV
)
+ 8θΦ
(
u
σU
)
Φ
(
v
σV
)]
,
where θ ∈ [−1, 1]. The joint density of u and ε is obtained by replacing v in
gθ (u, v) by v = ε+ u.
To obtain the density of ε , the joint density of u and ε is then integrated
by the variable u,
gθ (ε) =
∫ +∞
0
gθ (u, ε) du
=
∫ +∞
0
f1(u)f2(ε+ u)cθ (F1(u), F2(ε+ u)) du
= EU (f2(ε+ u)cθ (F1(u), F2(ε+ u))) (3.2.3)
If no analytical solution of the integral is available, one can approximate it
numerically via simulation by drawing a large number m of random variables
U from the marginal distribution of u, and calculate for any value ε,
gθ (εi) ∼= 1
m
m∑
j=1
f2(εi + uj)cθ (F1(uj), F2(εi + uj))
Replacing ε by y − f (x, β) in the expression of gθ (ε) gives the density of y.
Assuming independence across DMUs, the log-likelihood function is given by
l (ϑ) =
n∑
i=1
log gθ (εi) =
n∑
i=1
log gθ (yi − f (xi, β)) , (3.2.4)
where ϑ = (σU , σV , θ, β)
′, and the ML estimator of ϑ is defined as
ϑˆML = arg max
ϑ∈Θ
l (ϑ)
Maximization of the log-likelihood function is typically done using numerical
techniques, as analytical solutions are rarely available.
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Based on ML parameter estimates, one can address the issue of estimating
technical efficiencies, defined as the expectation of efficiency conditional on ob-
served residuals, see Battese and Coelli (1988). Hence, technical efficiency of
DMUs, which depends on the parameter ϑ = (σU , σV , θ, β) and on the observed
input x and output y, is defined by
TEϑ = E
(
exp {−U} | ε
)
Using the marginal distribution of ε in (3.2.3), and the joint density of u and ε
we can calculate
TEϑ =
∫
R+
exp {−u} gθ (u | ε) du
=
1
gθ (ε)
∫
R+
exp {−u} gθ (u, ε) du
=
EU
(
exp {−u} .f2 (u+ ε) .cθ
(
F1 (u) , F2 (u+ ε)
))
EU
(
f2 (u+ ε) .cθ
(
F1 (u) , F2 (u+ ε)
)) (3.2.5)
For a given ϑ, this expression can again be approximated via simulation by
drawing a large number of random variables U and approximate the expecta-
tions appearing in numerator and denominator by the corresponding simulation
means. Replacing ϑ by its ML estimator provides the ML estimator of TEϑ.
While point estimation of TEϑ is straightforward, although it may be com-
putationally demanding, it is less obvious how to obtain interval estimates and
how to do inference. We next describe an algorithm for obtaining confidence
intervals for the technical efficiencies.
3.2.3 Bootstrap confidence intervals for technical effi-
ciencies
We now propose a statistical inference procedure to construct confidence inter-
vals for technical efficiencies in the SFA model with dependence. We use an
extension of the bootstrap procedure described in Simar and Wilson (2010). In
particular, step 2 of algorithm#3 of Simar and Wilson (2010) is modified to
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take into account the dependence between u∗i and v
∗
i using the Clayton copula.
The various steps of the algorithm are as follows:
Step 1. Estimate ϑ = (σU , σV , θ, β0, β1) according to (3.2.4), using (xi, yi) , i =
1, . . . , n and using numerical optimization procedures to get
ϑ̂ =
(
σ̂U , σ̂V , θ̂, β̂0, β̂1
)
and to compute TEϑˆ.
Step 2. For i = 1, . . . , n, draw u∗i ∼ N+ (0, σˆ2U) and v∗i ∼ N (0, σˆ2V ) such that
their dependence is given by the Clayton copula, and then compute
y∗i = f
(
xi, βˆ
)
+ v∗i − u∗i .
There are several procedures to generate the pair (u∗i , v
∗
i ) with depen-
dence given by the Clayton copula, we mention one of them which uses
the conditional distribution approach described in Nelsen (1999), page
41 and denoted cw1 (w2),
cw1 (w2) = P (W2 ≤ w2 | W1 = w1)
= lim
∆w1→0
C (w1 + ∆w1, w2)− C (w1, w2)
∆w1
=
∂C (w1, w2)
∂w1
. (3.2.6)
The four steps of this procedure are:
(a) Draw two independent uniform random variables (w1i, t2i) such that
w1i ∼ U (0, 1) and t2i ∼ U (0, 1).
(b) Set w2i =
[
w−θˆ1i
(
t
−θˆ/(1+θˆ)
2i − 1
)
+ 1
]−1/θˆ
.
(c) Set u∗i = F
−1
1 (w1i) and v
∗
i = F
−1
2 (w2i), where F1 and F2 are the
cumulative distribution function of the N+ (0, σˆ2U) and N (0, σˆ
2
V )
respectively.
(d) Repeat steps a) to c) to generate n pairs (u∗i , v
∗
i ).
Step 3. Using the pseudo-data S ∗b,n = {(xi, y∗i )}ni=1, compute a bootstrap esti-
mate ϑˆ∗b = arg maxϑ∈Θ l
(
ϑ | S ∗b,n
)
after replacing yi by y
∗
i in (3.2.4) and
then compute a bootstrap estimate T̂E
∗
b using (3.2.5) after replacing ε
by ε∗b = y − f(x, βˆ∗b ), where x and y represent the observed data.
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Step 4. Repeat steps 2 and 3 B times to obtain estimates B∗ = {ϑˆ∗b}Bb=1. Then,
useB∗ to obtain the set of B bootstrap estimates of technical efficiency,
E ∗ = {T̂E∗b}Bb=1. For each individual i (row i of the E ∗ matrix, denoted
by E ∗i ), i = 1, . . . , n, compute the
(
α
2
)
and the
(
1− α
2
)
quantiles for
E ∗i by considering its B components. The 100 × (1− α) percentile
bootstrap confidence interval of the statistic of interest TE is obtained
by the probability P
(
(E ∗i )α
2
< TEi < (E ∗i )1−α
2
)
= 1−α. Hence, using
the 100×(α
2
)
and 100×(1− α
2
)
percentiles, we define the lower and the
upper bounds of the confidence interval as TEi ∈
[
(E ∗i )α
2
, (E ∗i )1−α
2
]
.
The proposed algorithm may be computationally intensive but it is straight-
forward to apply and to implement. Furthermore, bootstrap techniques have
the advantage of taking implicitly the estimation uncertainty of the parameters
into account.
We investigate the performance of the proposed method in a Monte Carlo
study. We use the same model and parameters as in Simar and Wilson (2010),
i.e. β0 = log(10), β1 = 0.8, λ
2 = σ2U/σ
2
V = 2, and quantiles of ε given by
ε(q), where q ∈ Q and Q = {0.1, 0.3, 0.5, 0.7, 0.9}. The input value is fixed at
x0 = 60, and five log-output values are given by y(q) = exp(β1 + β2x0 + ε(q)),
corresponding to the five quantiles of ε(q). The dependence parameter θ of the
Clayton copula is fixed at 2 which means that the association between the two
error terms is evaluated at 0.5 according to the Kendall’s τ . We use n = 100
and n = 1000 as sample sizes, M = 1000 Monte Carlo trials, and B = 500
bootstrap replications. The estimated coverages of the bootstrap confidence
intervals are given in Table 3.1. The results for the independence case (θ = 0)
closely match those of Simar and Wilson (2010), as expected. A general result is
that, for the given model, coverage is slightly higher under positive dependence
of U and V than under independence. There is over-coverage especially for
lower quantiles and n = 100, which almost disappears both under dependence
and independence for n = 1000. On the other hand, there is under-coverage
for the upper quantile 0.9 and n = 100, which is less severe under dependence,
and which also disappears for n = 1000. Thus, the conclusion is that in large
samples, the proposed bootstrap algorithm is a reliable method to construct
confidence intervals under dependence, while in small samples, the over- or
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Table 3.1: Estimated coverages of E[e−U |θ, x0 = 60, y0 = y(q)] by bootstrap
confidence intervals.
θ = 0 (independence)
n = 100 n = 1000
1− α 1− α
quantile 0.9 0.95 0.99 0.9 0.95 0.99
0.1 0.931 0.958 0.984 0.892 0.945 0.987
0.3 0.936 0.963 0.982 0.890 0.946 0.985
0.5 0.933 0.964 0.989 0.887 0.943 0.986
0.7 0.884 0.946 0.986 0.879 0.939 0.984
0.9 0.704 0.794 0.918 0.870 0.928 0.975
θ = 2
n = 100 n = 1000
1− α 1− α
quantile 0.9 0.95 0.99 0.9 0.95 0.99
0.1 0.952 0.980 0.991 0.910 0.949 0.989
0.3 0.954 0.983 0.992 0.917 0.956 0.996
0.5 0.949 0.975 0.990 0.908 0.953 0.992
0.7 0.912 0.960 0.985 0.900 0.948 0.990
0.9 0.805 0.894 0.937 0.891 0.942 0.983
under-coverage of the bootstrap may depend on the considered quantile of the
output variable.
3.3 An illustrative analysis of the efficiency of
Moroccan municipalities
In this illustrative analysis, we study the management of the financial resources
of Moroccan municipalities, which in times of tight public budgets is an impor-
tant issue for policy makers. We consider 1298 Moroccan rural municipalities
(DMUs) to produce one output which is the financial autonomy using operat-
ing receipts as input for the budgetary year 1998/1999. The operating receipts
include ten receipts which are the urban tax, the tax on the collection of waste,
the tax of the licence, the forest domain product, the taxes and assimilated
taxes, the product of services, the product and the income of goods, the conces-
sions, the subsidies and competition and finally the order receipts. We chose to
use the aggregate measure of operating receipts as the single input because it is
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a meaningful variable and because it allows us to reduce the dimensional com-
plexity. Moreover, the operating receipts variable is highly correlated with five
of the ten inputs. Some preliminary analysis with a multiple input framework
did not change the main conclusions drawn from the aggregate input case.
Furthermore, financial autonomy is defined as the ratio of the own receipts
and the operating expenses. As for the own receipts, they include all operating
receipts except the subsidies and competition. After the decentralization of the
Moroccan administration, this kind of data is not available after 1999. Thus,
our data consists of pairs (Xi, Yi) where Xi represents the single input expressed
by the operating receipts of the DMUi used to produce the output Yi, i.e. the
financial autonomy of the same DMUi.
Municipalities are clustered in provinces and regions, and we could have
added a hierarchical structure to the model, but did not pursue this direction
for simplicity. In the interpretation of the results, we will come back to this
point and try to interpret the estimated DMU efficiencies with respect to their
geographical and political situation.
To represent the production technology, we consider the frequently used
Cobb-Douglas and translog production functions, see Section 1.1 or e.g. Chris-
tensen, Jorgenson and Lau (1971) for a general definition of the translog pro-
duction function. The Cobb-Douglas function is nested in the translog one,
such that it can be tested. In our case with just one input variable, the test
reduces to testing a linear model against a quadratic one.
Our distributional assumptions about the error terms are as follows. For the
random noise term v we assume a normal distribution, while either a half-normal
(HN) or truncated normal (TN) distribution are adopted for the inefficiency
component u. Again, the HN model is nested in the TN model, such that it
can be tested easily. The general model with translog production function and
TN distribution for u then reads
yi = β0 + β1xi + β2x
2
i + vi − ui, i = 1, ..., n (3.3.1)
where
vi ∼ N
(
0, σ2V
)
, ui ∼ N+
(
µ, σ2U
)
.
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Table 3.2: Technical Efficiency and Log-Likelihood values in the independence
case
Name(Pop. Order) CD-HN TL-HN CD-TN TL-TN
Tagante(244) 0.919 0.917 0.916 0.915
Tidili Mesfioua(1239) 0.881 0.880 0.887 0.888
Agafay(667) 0.848 0.850 0.861 0.863
Timzguida-Ouftas(185) 0.831 0.834 0.848 0.850
Adaghas(102) 0.819 0.819 0.839 0.840
Bouhmame(1252) 0.814 0.817 0.835 0.837
Ida ou Guelloul(313) 0.809 0.811 0.831 0.834
Taghazout(234) 0.809 0.811 0.830 0.833
Mouarid(299) 0.807 0.808 0.830 0.832
Ait Aissi Ihahane(257) 0.805 0.807 0.828 0.830
...
...
...
...
...
Jdiriya(46) 0.021 0.021 0.021 0.021
Tifariti(69) 0.021 0.020 0.020 0.021
Haouza(77) 0.021 0.020 0.020 0.020
log-likelihood -1771.50 -1771.165 -1764.131 -1764.117
mean 0.478 0.475 0.558 0.560
HN: half-normal; TN: truncated normal; CD: Cobb Douglas; TL: translog
The special case Cobb-Douglas is attained by restricting β2 = 0, and HN by
restricting µ = 0. The stochastic frontier model in (3.3.1) with independent u
and v is estimated by Maximum Likelihood, where initial values are set to the
Ordinary Least Squares (OLS) estimates. The OLS estimators of β1 and β2 are
unbiased, and the intercept can be bias-adjusted using the Corrected Ordinary
Least Square (COLS) method, see e.g. Greene (1980b).
Assuming independence of u and v, the results summarized in Table 3.2 re-
veal that models with the translog function have slightly higher log-Likelihood
values compared with the corresponding Cobb-Douglas models. Using a like-
lihood ratio test statistic, the null hypothesis β2 = 0 can not be rejected with
a p-value equal to 0.4130 in the half-normal case, and 0.6079 in the truncated
normal case. Therefore, we pursue our analysis accepting the Cobb-Douglas
specification. In addition, testing µ = 0 in the truncated normal model does
not lead to a rejection at a level of 5%, which means that we accept the half-
normal specification. Thus, the Normal-HN model with Cobb-Douglas produc-
tion function is considered and its estimates will be chosen as initial values in
the case of dependence between u and v. They are reported in Table 3.3.
As it is not possible to directly estimate the error components u and v, but
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Table 3.3: Maximum likelihood estimates in the independence case
for the CD-HN model
Estimate Std. Error t value p.value
β0 -12.0559 0.6036 -19.975 < 2.2e-16
β1 1.1149 0.0410 27.196 < 2.2e-16
σ2 1.8322 0.1184 15.474 < 2.2e-16
γ 0.7796 0.0321 24.323 < 2.2e-16
λ 1.8808
σU 1.1952
σV 0.6355
λ, σU , σV computed from λ =
σU
σV
, σ2 = σ2U + σ
2
V and γ =
λ2
1+λ2
only their difference, v − u, we can not directly test the independence between
them. However, it is possible to generalize the preferred model under indepen-
dence, i.e. CD-HN, to allow for dependence. In particular, introducing a copula
which nests the product copula, i.e. independence, as a special case allows to
test the null hypothesis of independence using a likelihood ratio test, or use a
model selection criterion such as AIC or BIC to distinguish between the two
models. In our case, it will turn out that copula models significantly outperform
the model assuming independence, which indicates that the assumption of inde-
pendence is too restrictive. Ignoring dependence between the error components
may lead to biased estimates of β, σU and σV . In the following, we therefore
consider various copula models for the joint distribution of u and v.
The maximization of the log-likelihood function in (3.2.4) often requires
numerical derivatives. We use the mle function from the stats4 package in the
R software. The estimates under independence reported in the Table 3.3 are
used as initial values. Several optimization methods as a variant of a simulated
annealing method (SANN) given in Be´lisle (1992) and the Nelder-Mead method
given in Nelder and Mead (1965) are offered in the R package, but the selected
one is the Nelder-Mead method.
As pointed out by Ritter and Simar (1997) and Simar and Wilson (2010),
the estimation with location parameter µ in the TN model can be numeri-
cally difficult and may require very large sample sizes. The reason is that, for
moderate sample sizes, the likelihood function is flat with respect to µ, such
that a practical identification issue arises, although asymptotically the model
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is well identified. An alternative is to set this parameter to a predetermined
value. In our case, we have experimented with several values and have chosen
to set µ = −1 for the models with truncated normal distribution, as it gave in
most cases the best fit. Technical efficiencies are estimated according to (3.2.5)
for ten models using the Cobb-Douglas function, the normal distribution for
the noise term v, the half-normal and the truncated normal distributions with
µ = −1 for the inefficiency error u and using five copulas. These copulas are the
Ali-Mikhail-Haq (AMH), Clayton, Fairlie-Gumbel-Morgenstern (FGM), Frank
and Gaussian copulas.
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Table 3.4 reports a subsample of the estimated technical efficiencies for the
ten alternative models, together with the estimated θ of the corresponding cop-
ula. Furthermore, the ratio of standard deviations λ = σU/σV is reported,
which is a measure for the asymmetry of the composite error distribution. Fi-
nally, the estimated likelihood values are reported. Since all models have the
same number of parameters, standard model selection criteria such as AIC or
BIC are equivalent to choosing the model with the highest likelihood value. In
our case, this is the model where the error term v has a Normal distribution,
the inefficiency term u has a half-normal distribution and where the dependence
between u and v is expressed by the Clayton copula. This preferred model will
be denoted HN-Clay.
In order to validate the chosen model, model identification based on max-
imum likelihood is considered. Our stochastic model can be written basically
as log(Y ) = α + v − u, where α is a constant. We know that v is a normal
r.v. with constant mean equal to zero (v ∼ N(0, σ2V )) and u is a half-normal
with constant mean (u ∼ N+(0, σ2U)) where σU is the standard deviation pa-
rameter of the standard normal. As the distribution of the subtraction of the
inefficiency term from the noise term is another, distinct distribution, and the
subtraction of their means is fixed and unique, and no a priori knowledge on
the noise variance is necessary, the likelihood is uniquely determined and the
model is identifiable.
The parameter estimates of the HN-Clay model are presented in Table 3.5.
Note that all parameters are significantly different from zero at all usual signifi-
cance levels. In particular, the independence hypothesis θ = 0 is clearly rejected.
To interpret the association between u and v we calculate Kendall’s τ which
is the probability of concordance minus the probability of discordance, and is
thus standardized to the interval [−1, 1]. For the Clayton copula, Kendall’s
τ is given by τ = θ/ (θ + 2) and for the estimated θ = 1.375 takes the value
τ = 0.407. Clearly, the probability of concordance is higher than the proba-
bility of discordance for the random variables u and v. The Appendix B gives
Kendall’s τ for some copulas.
To classify the estimation results with respect to the 1298 districts, we rank
these with respect to increasing population size. Note from the results in Table
An illustrative analysis of the efficiency of Moroccan municipalities 69
Table 3.5: ML estimator of ϑ for the HN-Clay model
ϑ Estimate Std. Error tstat =
ϑ̂k
SE(ϑ̂k)
β0 -11.6612 0.0017 -6859.530
β1 1.1290 0.0037 305.135
θ 1.3750 0.0027 509.259
σU 1.9167 0.0018 1064.833
σV 0.7583 0.0017 446.059
logLik -1750.948
3.4 that the ranking of efficiency estimates is almost always the same irrespec-
tive of the model. No district is close to the frontier, the highest efficiency is
attained for the Tagante (244) district, which is in the Guelmim Province (50) in
the south of Morocco and which is ranked 244-th according to (increasing) pop-
ulation size. The following districts are Tidili Mesfioua (1239) in the Al Haouz
Province (20), Agafay (667) in Agadir Idaoutanane Province (16), Timzguida-
Ouftas (185) in Essaouira Province (47), Adaghas (102) in Essaouira Province
(47), and Bouhmame (1252) in Safi Province (44). For the chosen HN-Clay
model, the Tagante (244) district, for instance, could reach efficiency by reduc-
ing its resources by 25.2 percent. The least efficient of all districts is Tifariti
(69) in the Es-Smara province(48), with receipts covering less than 1 percent of
its expenses.
Note also that there is a very big disparity between districts of the Guelmim-
Es Semara region in so far as it includes the most efficient district as well as
the three least efficient ones. However, they belong to completely different
provinces which are Guelmim for the first one and Es-Semara for the three
last ones and both provinces have different geographical specificities. On the
other hand, among the ten most efficient districts, seven are in the Marrakech-
Tensift-Al Haouz region and among these seven municipalities, five are in the
Essaouira Province. Even if they are well classified, their estimates of technical
efficiency remain quite far from the frontier irrespective of the model used for
the dependence.
It is surprising not to find among the most efficient municipalities those of
the central regions (for example the Rabat-Sale´-Zemmour-Zae¨r or the Grand
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Casablanca regions) which are close to the central administration and where
local council members typically have a high training level. However, in the
absence of data on the geographical distance and on the training level of the local
elected officials, their effects on the municipality efficiency cannot be formally
tested.
Except for the models with Frank and Gaussian copula, efficiency means and
medians of all models where the inefficiency term u has a half-normal distribu-
tion are lower than those using the truncated normal distribution. Note that
the choice of copula affects the estimated efficiency level. The highest levels are
obtained for the Frank copula, the lowest for Clayton (HN) and Gaussian (TN).
Note also that the medians are higher than the means in both cases, reflecting
the fact that both distributions are negatively skewed in all cases. This can be
seen in Figure 3.1, which displays the Box-plots of estimated efficiencies for all
models and which illustrate the dispersion and skewness of their distributions.
Figure 3.1: Boxplot of TE for ten models with HN and TN(µ = −1)
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Figure 3.2 depicts the estimated gθ (ε) density for the HN-Clay model. It
clearly shows the skewness, which can also be expressed in terms of the esti-
mated ratio of standard errors, λ = σU/σV , taking a value 2.528, recalling that
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a symmetric density would be obtained for λ = 0. Note also that due to the
dependence between the two error components, the mode of the density is not
at zero but shifted to the left. Besides, introducing a dependence between u and
v, which is positive in our case, tends to reduce the general level of estimated
technical efficiencies, which can be seen by comparing the results of Table 3.4
with those of the independence case in Table 3.2.
Figure 3.2: gθ (ε) distribution for the N-HN-Clay Copula model
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We now provide estimated 95% confidence intervals for the technical efficien-
cies using the bootstrap algorithm presented in Section 3.2.3. Table 3.6 gives an
overview of the lower and the upper bounds of bootstrap confidence intervals
for the N-HN-Clay model with number of bootstrap replications B = 700. As
summarized in this table, each estimated efficiency is covered by the associated
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Table 3.6: TE confidence intervals for the HN-Clay model
Name(Pop. Order) Province Region Lower TE Upper
Tagante(244) Guelmim Guelmim-Es Smara 0.6933 0.7484 0.8753
Tidili Mesfioua(1239) Alhouz Marrakech-T.-H.c 0.5863 0.6468 0.8111
Agafay(667) Marrakech M.a Marrakech-T.-H.c 0.5183 0.5772 0.7558
Timzguida-Ouftas(185) Essaouira Marrakech-T.-H.c 0.4939 0.5495 0.7284
Adaghas(102) Essaouira Marrakech-T.-H.c 0.4813 0.5331 0.7145
Bouhmame(1252) El Jadida Doukkala-Abda 0.4752 0.5269 0.7039
Ida ou Guelloul(313) Essaouira Marrakech-T.-H.c 0.4712 0.5217 0.6985
Taghazout(234) Agadir I. O.b Sous-Massa-Draaˆ 0.4695 0.5202 0.6945
Mouarid(299) Essaouira Marrakech-T.-H.c 0.4693 0.5190 0.6959
Ait Aissi Ihahane(257) Essaouira Marrakech-T.-H.c 0.4674 0.5169 0.6925
... ... ... ... ... ...
Ain Blal(237) Settat Chaouia-Ouardigha 0.4388 0.4741 0.6034
Amerzgane(611) Ouarzazate Sous-Massa-Draaˆ 0.4483 0.4739 0.5377
Sidi Lahsen(773) Taourirt Oriental 0.4483 0.4739 0.5375
... ... ... ... ... ...
Jdiriya(46) Es-Semara Guelmim-Es Smara 0.0032 0.0039 0.0066
Haouza(77) Es-Semara Guelmim-Es Smara 0.0032 0.0038 0.0066
Tifariti(69) Es-Semara Guelmim-Es Smara 0.0031 0.0037 0.0063
aMarrakech M.: Marrakech Menara,
bAgadir I. O.: Agadir Ida Outanane,
cMarrakech-T.H.: Marrakech-Tensift-Al Haouz.
confidence interval as expected, and generally the range of each confidence in-
terval is rather small. Note that the estimated efficiencies are generally closer
to the lower limit of the interval and, hence, the intervals are not symmetric
around the estimated TE values, which is also as expected.
It may be of further interest to discover any links of estimated technical
efficiencies with observed characteristics such as the population size. For the
selected model HN-Clay we use Kendall’s independence test between techni-
cal efficiencies and population size, which yields a statistic τ = −0.0468 and
corresponding p-value equal to 0.0011. Thus we reject the null hypothesis of in-
dependence. The relation between the two variables is opposite, so that highly
populated districts tend to be less efficient. This may suggest that popula-
tion size influences financial autonomy, in which case it could be included in
the model. Policymakers may address the problem of increasing the financial
autonomy of highly populated districts and those of the central regions.
3.4 Conclusion
In the framework of a stochastic frontier analysis with dependence between
the noise term V and inefficiency U , we introduce a bootstrap procedure to
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estimate confidence intervals for technical efficiencies. Applying the model to
the financing of Moroccan rural districts, we find that estimated technical effi-
ciencies allowing for dependence through copulas tend to be lower than under
independence, while the ranking remained basically the same. Furthermore, the
most efficient districts are in the regions of Guelmim-ES Semara, Marrakech-
Tensift-El Haouz, Sous-Massa-Draaˆ and Doukkala-Abda and, contrary to prior
expectations, no districts of the central regions is among the top classified.
We find a significant negative link between estimated technical efficiencies and
population size, indicating that highly populated districts tend to be less effi-
cient. Future research may provide a detailed analysis of the socio-economic and
demographic factors that could explain inefficiencies such as the geographical
distance from the center and the training level of the local councils members.
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Chapter 4
Statistical inference for panel
stochastic frontier analysis with
an illustration of Moroccan
drinking water performance
4.1 Introduction
When panel data are available, it is obviously recommended to use the structure
of the data to estimate technical efficiencies in the Stochastic Frontier Analysis
(SFA) because a panel contains more information than a single cross section.
Furthermore, as noted in Schmidt and Sickles (1984) and Kumbhakar and Lovell
(2000) some strong distributional assumptions used in the cross-sectional data
case can be relaxed with the panel data and the technical efficiency can be esti-
mated consistently when T , the number of time observations for each Decision
Making Unit (DMU), is large. Hence, repeated observations can constitute a
substitute for some strong distributional assumptions. They can constitute also
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a substitute for the independence assumption between the technical inefficiency
term and the regressors.
An overview of the research on panel SFA models reveals that Jondrow et al.
(1982) generalized the cross-sectional model to the panel data model and used
the conditional expectation of the inefficiency term u given the realized value of
the error i to estimate efficiency. Schmidt and Sickles (1984) and Kumbhakar
and Lovell (2000) have proposed, when the panel is balanced1, models where
they supposed that technical efficiency varies across producers but is either
constant or varies through time for each producer. Battese, Heshmati and
Hjalmarsson (2000) adopted an unbalanced panel to investigate efficiency of
labour in the Swedish banking industry. Kim and Lee (2006) assumed a time
varying pattern of technical efficiency movements to analyze the productivity
growth of several East Asian countries over a period of twenty years. However,
all studies handled the panel SFA model with independence between noise and
inefficiency terms. Recently, Smith (2008) handled the panel data model with
dependent error components using a simulated example but without making
inference on the estimated efficiency.
Furthermore, several studies have been done to assess the performance of
the water services such as Faria et al. (2005) and Tupper and Resende (2004)
which compare the technical efficiency of Brazilian public and private companies
in water supply; Sampaio, Barros and Ramajo (2005) which deals with the
cost efficiency of the public water service in Portugal, and Vishwakarma and
Kulshrestha (2010) which analyses the water supply utility of urban cities in
India using the stochastic production frontier analysis. However, most of these
studies use cross-sectional data. In the absence of such study in the water
domain based on Moroccan data, the performance of the entities responsible
of the water management in all regions will be measured by estimating the
efficiencies in case of panel data and a nonparametric confidence interval will
be proposed.
The objective of our study is to deal with the dependence of the error terms
in the panel SFA approach using some proposed time varying models and hence
1Balanced panel: Each DMU is observed T times.
Unbalanced panel: DMUi is observed Ti < T times, with not all Ti equal, i = 1, · · · , n.
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to evaluate the efficiency and to compare the DMUs performances through
an empirical data set on the water management in Morocco for the chosen
model. So, in this work the production frontiers and panel data are considered
to estimate technical efficiency when the two components of the error term are
dependent. Efficiency being estimated, statistical inference is needed to draw
reliable conclusions. Hence, this work presents also an associated procedure to
build confidence intervals on the efficiencies in this considered case. Indeed,
the remainder of the chapter is organized as follows: Section 2 describes the
model with the copula function, Section 3 presents the procedure of statistical
inferences on the Technical Efficiency (TE) measure in the case of panel data
with dependent error terms, and the last section presents results of an empirical
analysis of the water area in all Moroccan regions with the numerical proce-
dure estimation of technical efficiency in order to compare between the DMUs.
Finally we conclude by a summary of the results with some remarks and open
issues.
4.2 Efficiency measures for panel data
The principle of the efficiency measure estimation for panel data is the same as
that for cross-sectional data. We need however to make additional assumptions
about the temporal pattern of inefficiency. There are also differences between
the two procedures in terms of the simulated likelihood function definition.
When information about all DMUs is available at T different time periods,
it is preferable to use a stochastic frontier model which is adequate for panel
data. In frontier analysis this model is more appropriate because even if it
is not fundamentally different from the cross-sectional model, it has several
advantages as it
a. Increases the degree of freedom to estimate parameters;
b. Provides consistent efficiency estimates when T is increasing;
c. Does not require that the inefficiencies are independent of the regressors;
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4.2.1 The panel data production frontier model
The panel stochastic frontier model, when the inefficiencies are assumed to vary
systematically with time, is specified as follows
yit = f (xit, β) + it = f (xit, β) + vit − uit, i = 1, · · · , n ; t = 1, · · · , T (4.2.1)
where yit = log (Yit); Yit : the observed output for observation i at the t
th time
period (one output), so Yit ∈ R+; xit = log (X it); X it: a vector of length p
describes the observed inputs for observation i at t, so X it ∈ Rp+ where p is
the number of the inputs; β : a vector of unknown parameters to be estimated,
β ∈ Rl+(1×T ) where l is the number of parameters excluding the time-varying
intercepts. If intercepts are constant over time, then β ∈ Rl+1. Moreover, it
is the error term for observation i at time t, f (xit, β) the production frontier,
n is the number of DMUs under study and T is the number of periods or the
number of observations for each DMU.
The two components of the error term are motivated by the idea that devia-
tions from the frontier might not be entirely under the control of the DMU and
that the performance of a DMU is affected by these two components. Hence, the
term it is divided into two parts, the inefficiency term uit which is constrained
to be non-negative (uit ≥ 0) and the statistical noise term vit which is usually
a normal with zero as mean and σV as standard deviation (vit ∼ N (0, σ2V )).
Furthermore, distributional assumptions will be imposed on both terms uit
and vit. In particular, it is assumed that the components of the first are indepen-
dently and identically positively distributed and the components of the second
are independently and identically normally distributed. In addition, both terms
are assumed continuous and independent of xit. At first, it is supposed that the
two terms are mutually independent and the model is estimated by the Maxi-
mum Likelihood (ML) method. At a second stage, they will be allowed to be
dependent and the ML estimates of the first stage will be considered as initial
values in the numerical optimization.
As proposed in the literature on panel SFA, the frontier model considers
either the time-constant (see the Appendix C) or the time-varying efficiency. In
our study we consider the frontier model with time-varying efficiency which is,
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in our opinion, more realistic and reflects the inefficiency variability over time.
Nevertheless, we shall limit our analysis to the fixed intercept over time and to
a comparison between some time-varying models in order to select one of them.
4.2.2 Time-varying efficiency
When T is large, the assumption of a time-constant inefficiency is typically
not appealing, as one would expect that inefficient DMUs are forced to im-
prove over time. So, a time varying inefficiency is needed and a random-effects
model should be used. To define a random-effects model, one has developed an
extension of the fixed-effects model to a more general model to get consistent es-
timators of ui when T is large. Among these we refer to Jondrow et al. (1982),
which derived panel generalizations of the conditional inefficiency predictors,
Battese and Coelli (1988) where the term ui has a more general truncated-
normal distribution, and Battese, Coelli and Colby (1989) which extend the
model to allow unbalanced data.
The frontier model is called a random-effects model when it is described by
yit = β0t +
l∑
j=1
βjxijt + vit − uit = βit +
l∑
j=1
βjxijt + vit (4.2.2)
where βit = β0t−uit is the intercept for DMUi in the time period t and where β0t
is the intercept common to all DMUs in the time period t, see e.g. Kumbhakar
(1990) and Kumbhakar and Lovel (2000). Of course, n×T parameters βit should
be estimated but Cornwell, Schmidt and Sickles (1990) reduce this number to
3× n using
βit = Ωi1 + Ωi2t+ Ωi3t
2 (4.2.3)
where Ωik, k = 1, . . . , 3 are parameters to be estimated. If Ωi2 = Ωi3 = 0, the
model collapses to the time-constant efficiency model.
In the same way, Kumbhakar (1990) suggested a model in which the uit are
specified by following expression:
uit = η (t) .ui =
[
1 + exp
{
η1t+ η2t
2
}]−1
ui (4.2.4)
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where ui is assumed to has a half-normal distribution and η1 and η2 are two
scalar parameters to be estimated. He suggested estimating the model with
the maximum likelihood method but does not provide an empirical application.
Battese and Coelli (1992) suggested a time-varying model for unbalanced panel
data with an exponential function of time for uit such as
uit = η(t)ui = [exp {−η1 (t− T )}]ui (4.2.5)
where ui is assumed to have a truncated-normal distribution and η1 is a scalar
parameter to be estimated. They also proposed in their later work, Battese
and Coelli (1995), a model where uit follows a normal distribution truncated
at zero. The ML estimation and the efficiency calculations of these cases have
been included in the FRONTIER programs implemented by Coelli (1996).
Schmidt and Sickles (1984) suggested not to specify an implicit distribution
for the inefficiency when the panel data are available and to estimate the fixed-
effects model with the traditional panel data methods. In extension of this
approach, Cornwell, Schmidt and Sickles (1990) and Lee and Schmidt (1993)
have developed an approach in which they introduce the variation of the effect
of inefficiencies over time. Both of the latter approaches propose a variation of
inefficiencies more flexible than proposed in (4.2.4) and (4.2.5).
In this research, the Kumbhakar (1990) and the Cornwell, Schmidt and
Sickles (1990) random-effects models will not be considered given the large
number of parameters to be estimated, and so just one fixed intercept will be
estimated. The Kumbhakar (1990), Battese and Coelli (1992) and a variety of
time effects models are considered with a function η (t) ≥ 0 that describes the
evolution of inefficiency over time. These models are denoted as
M1 : uit = [exp {−η1 (t− T )}]ui, ui ∼ N+
(
0, σ2U
)
; (4.2.6)
M2 : uit = [exp {−η1 (t− T )}]ui, (4.2.7)
M3 : uit =
[
1 + exp
{
η1t+ η2t
2
}]−1
ui, (4.2.8)
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M4 : uit = [1 + η1 (t− T ) sin (t− T )]ui, ; (4.2.9)
M5 : uit = [1 + η1 sin (η2t)]ui, (4.2.10)
M6 : uit = [1 + η1 sin (η2 (t− T ))]ui, (4.2.11)
M7 : uit = [1 + η1 (t− T ) sin (η2 (t− T ))]ui, (4.2.12)
M8 : uit =
[
η0 + η1t+
1
2
η2t
2 + 2
H∑
h=1
(ah sin (ht)− bh cos (ht))
]
ui; (4.2.13)
where, for all models and except for M1, ui ∼ N+ (µ, σ2U) and µ is the mean
of the original normal distribution. That indicates that the inefficiency term
ui is a normal truncated at zero with mean µ. Furthermore, M1 and M2 are
the Battese and Coelli (1992, 1995) models and M3 is the Kumbhakar (1990)
model. The proposed M4−M7 models include sinusoidal functions to allow for
possible periodicity effects in the inefficiency. For example, M7 models a time-
varying amplitude of the sine function depending on the parameter η1. The last
considered model M8 is the Fourier Flexible Form of Gallant (1984) which can
closely approximate any smooth function η (t) for sufficiently large H. In our
study the Akaike Information Criterion (AIC) is used to select a model among
M1 to M8. Moreover, a likelihood ratio test is performed for the nested models.
4.2.3 Model estimation
Considering the models described by (4.2.2) and (4.2.6)-(4.2.13), the methods
used to estimate all models depend on the distributional assumptions. When
vit is i.i.d. normal, uit is i.i.d. with positive support, vit and uit are mutually
independent and independent from the regressors, the Maximum Likelihood
Estimation (MLE) is feasible. Schmidt and Sickles (1984) conjectures that
given suitable regularity conditions the ML estimates of (4.2.2) with (4.2.6)
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are consistent and asymptotically efficient as n → ∞ regardless of T . In the
particular case where vit ∼ iidN (0, σ2V ) and uit ∼ iidN+ (0, σ2U), the MLE leads
for i = (i1, . . . , iT )
′ to the log-likelihood function
l = ln(L) = cte− n
2
lnσ2∗ −
1
2
n∑
i
a∗i − n.T
2
lnσ2V −
n
2
lnσ2U
+
n∑
i
ln
[
1− Φ
(
−µ∗i
σ∗
)]
, (4.2.14)
which leads to the technical efficiency (TE) estimate for all i = 1, . . . , n
TEit = E (exp {−uit} | i)
=
1− Φ
(
η (t)σ∗ − µ∗iσ∗
)
1− Φ
(
−µ∗i
σ∗
) exp{−η (t)µ∗i + 1
2
η2 (t)σ2∗
}
, (4.2.15)
where L is the likelihood function, cte is a scalar, η (t) is the function in (4.2.5),
σ2∗ =
σ2V σ
2
U
σ2V +σ
2
U
∑
t η
2(t)
, µ∗i =
(
∑
t η(t)it)σ2V
σ2V +σ
2
U
∑
t η
2(t)
, a∗i = 1σ2V
[∑
t 
2
it −
σ2U(
∑
t η(t)it)
2
σ2V +σ
2
U
∑
t η
2(t)
]
and Φ
is the standard normal cdf. When η (t) is replaced by the expression with two
unknown parameters given in (4.2.4), we obtain the TE estimate of the model
described by (4.2.2) and (4.2.4). See the Appendix C for more details.
In comparison with the cross section data, calculation of the log-likelihood
function for panel data is similar, but it changes at the level of computing the
i density which is g (i) and where i = (i1, . . . , it, . . . , iT )
′. In the expression
of g (i), the joint density f(ui, vi) of ui and vi is replaced by f1 (ui) f2 (vi) =
f1 (ui)
∏
t f2 (it + η (t)ui). Of course, this last expression is integrated by ui to
get g (i).
When ui and vi are dependent, the joint density of them when panel data
is available becomes
f1 (ui) f2 (vi) cθ (F1(ui), F2(vi)) =
f1 (ui)
∏
t
f2 (it + η (t)ui)
∏
t
cθ (F1(ui), F2(it + η (t)ui)) , (4.2.16)
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where c is a bivariate copula density which expresses the dependence between
the two variables ui and vi, and F1(ui) and F2(vi) are two uniform variables
which are the cdf of f1 (ui) and f2 (vi) respectively and called the margins.
The independence case is a special case of this model when the copula is the
product copula, for which c(·, ·) = 1. But for general copula functions, the ML
estimation will become more complicated.
Given that the vit are supposed independent and identically distributed, the
density of i becomes
g (i) =
∫ ∞
0
f (i, ui) dui (4.2.17)
=
∫ ∞
0
f (i1, . . . , it, . . . , iT , ui) dui
=
∫ ∞
0
f1 (ui)
∏
t
f2 (it + η (t)ui)
cθ
(
F1(ui), F2(i1 + η (1)ui), . . . , F2(iT + η (T )ui)
)
dui
=
∫ ∞
0
f1 (ui)
∏
t
f2 (it + η (t)ui)∏
t
cθ
(
F1(ui), F2(it + η (t)ui)
)
dui
=
∫ ∞
0
f1 (ui)∏
t
[
f2 (it + η (t)ui) cθ
(
F1(ui), F2(it + η (t)ui)
)]
dui,
=
∫ ∞
0
f1 (ui)
∏
t
Aitdui = E
(∏
t
Ait
)
, (4.2.18)
where Ait = f2 (it + η (t)ui) cθ (F1(ui), F2(it + η (t)ui)). Therefore, assuming
the independence across DMUs, the log-likelihood function can be written as
l (ϑ) = logL (ϑ)
= logL
(
σU , σV , θ, , β0, β, ηk
)
=
n∑
i=1
log gθ (i) =
n∑
i=1
log gθ
(
yi −
(
β0 +
l∑
j=1
βjxij
))
, (4.2.19)
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where β0 = (β01, . . . , β0t, . . . , β0T )
′ and β = (β1, . . . , βj, . . . , βl)
′ are vectors
with a length equal respectively to the time periods T and the number of in-
puts l, η
k
is a vector of k parameters in the time-varying function and where
yi = (yi1, . . . , yit, . . . , yiT )
′ and xij = (xij1, . . . , xijt, . . . , xijT ). For simplicity, all
intercepts β0t, t = 1, · · · , T are considered the same and denoted by β0 in the
empirical analysis.
Generally, the expression of the function l (ϑ) is complex in the dependence
case and to obtain analytical derivatives becomes a tedious or even impossible
task in several cases. So, the log-likelihood is optimized numerically using the
mle function in the R software and using the simplex numerical method called
the Nelder-Mead method.
Once the parameters
(
σU , σV , θ, , β0, β, ηk
)
are estimated, the technical ef-
ficiency can be estimated using the expected value of (exp {−uit} | i) as
TEit = E
(
exp {−uit} | i
)
(4.2.20)
= E
(
exp {−η (t)ui} | (i1, . . . , it, . . . , iT )
)
=
∫ +∞
0
exp {−η (t)ui} f1 (ui | (i1, . . . , it, . . . , iT )) dui
=
∫ +∞
0
exp {−η (t)ui} f (ui, i)
g (i)
dui
=
1
g (i)
∫ +∞
0
f1 (ui) exp {−η (t)ui}
∏
t
Aitdui
=
E
(
exp {−η (t)ui}
∏
tAit
)
E
(∏
tAit
) . (4.2.21)
Given again the complexity of the TEit expression, the expectation will be
estimated for a large number m of Monte Carlo draws by
T̂Eit ∼=
1
m
∑m
j=1
(
exp {−η (t)uj}
∏
tAijt
)
1
m
∑m
j=1
(∏
tAijt
) . (4.2.22)
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4.3 Inferences on the Technical Efficiency mea-
sure
Since TE of each DMU at each time t is unknown and it is estimated by T̂E,
an inference about it is required. To build the confidence interval at a level α,
given that the true sampling distribution is not available, we see that a modified
algorithm of the parametric bootstrap Algorithm#3 of Simar and Wilson (2010)
adapted to the dependence case and to the panel framework is more appropriate.
Hence, we developed a procedure to estimate the associated confidence bounds
when v is normal and u is half-normal which can be generalized for any positive
function of u such as the truncated-normal one. The method is easy to apply
but it is quite computationally intensive. The steps are the following:
1. Estimate ϑ =
(
σU , σV , θ, β0, β, ηk
)
according to (4.2.19), using the ob-
served (xit, yit) , i = 1, . . . , n and t = 1, . . . , T and using a numerical opti-
mization procedure to get ϑ̂ =
(
σ̂U , σ̂V , θ̂, β̂0, β̂, η̂k
)
and to compute the
point estimates T̂E as described before.
2. For i = 1, . . . , n, draw u∗i ∼ N+ (0, σˆ2U) and v∗it ∼ N (0, σˆ2V ), t = 1, . . . , T
such that u∗i and v
∗
it are dependent with dependence characterized by the
Clayton copula. Then compute y∗it = β̂0 +
∑l
j=1 β̂jxijt + v
∗
it − η̂ (t)u∗i .
There are several procedures to generate the pair (u∗i , v
∗
it) according to the
Clayton copula, we use the one described in Nelsen (1999), page 41. The
four steps of this procedure are
a. Draw T +1 independent uniform random variables w1i, h2i1, . . ., h2it,
. . ., h2iT , such that w1i ∼ U (0, 1) and h2it ∼ U (0, 1) for t = 1, . . . , T .
b. Set w2it =
[
w−θˆ1i
(
h
−θˆ/(1+θˆ)
2it − 1
)
+ 1
]−1/θˆ
, for all t = 1, . . . , T .
c. Set u∗i = F
−1
1 (w1i) and v
∗
it = F
−1
2 (w2it), for all t = 1, . . . , T and
where F1 and F2 are the cdf of the N
+ (0, σˆ2U) and N (0, σˆ
2
V ) respec-
tively.
d. Repeat steps a to c n times to generate n× T pairs (u∗i , v∗it).
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3. Using the pseudo-dataS ∗b,n = {(xit, y∗it)}ni=1, compute bootstrap estimates
ϑˆ∗b = argMaxϑ∈Θ l
(
ϑ | S ∗b,n
)
after replacing yit by y
∗
it in (4.2.19) and then
compute the bootstrap estimates T̂E
∗
b using (4.2.21) after replacing  by
∗b = y − βˆ0
∗ − βˆ∗.x, where xit and yit represent the observed data.
4. Repeat steps 2 and 3, B times to obtain estimates B∗ = {ϑˆ∗b}Bb=1. There-
fore, use B∗ to get E ∗ = {T̂E∗b}Bb=1. Each individual i is described by a
sub-matrix of E ∗ denoted E ∗i , it has T rows and B columns.
For each individual i at time period t (row t of the E ∗i matrix, denoted
E ∗it), i = 1, . . . , n, compute the
(
α
2
)
and the
(
1− α
2
)
quantiles for E ∗it by
considering its B components. The 100 × (1− α) percentile bootstrap
confidence interval of the statistic of interest TE is obtained by the prob-
ability P
(
(E ∗it)α
2
< TEit < (E ∗it)1−α
2
)
= 1− α.
Hence, using the 100 × (α
2
)
and 100 × (1− α
2
)
percentiles, we define
the lower and the upper bounds of the confidence interval as TEit ∈[
(E ∗it)α
2
, (E ∗it)1−α
2
]
.
We note that the estimation procedure presented in Section 4.2.3 leads some-
times to a positive skewness of the composite error term which consequently
leads to biased parameter estimates and to biased technical efficiencies esti-
mates because all of these latter will be close to one. If this is the case, the
procedure presented in this section allows us to overcome this problem.
To perform our procedure, a simulation example is proposed. The model
describing data is supposed to be log-linear where there are one input and one
output such that for all i = 1, 2, · · · , n and for all t = 1, 2, · · · , T , we have
log(Yit) = β0 + β1 log(10(1 + Xit)) where Xit ∼ U(0, 1) and parameters will be
set to β0 = log(10) and β1 = 1. As for the noise term and the inefficiency term,
they are supposed to be normal as usual for the first such that vit ∼ N (0, σ2V )
with σV = 0.5 and half-normal for the second such that uit = η(t)ui and
ui ∼ N+ (0, σ2U) with σU = 1 and the two components are dependent using the
Clayton copula with dependence parameter θ = 1. The time varying function
is supposed to be η(t) = exp {−η1.(t− T )} with η1 = −0.1. We suppose that
n = 50, T = 10 and B = 500. To compute the true efficiencies, the number of
simulations to approximate numerically the integral is set to m = 10000 which
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is large enough to have a good approximation of the expectation in equation
(4.2.21) evaluated at the true values.
The bootstrap procedure shows that all estimated efficiencies are covered by
their confidence intervals. The percentage for the true efficiencies is evaluated at
87%, 91.2% and 100% for a significance level of 10%, 5% and 1% respectively,
so that the bootstrap coverage ratio is reasonably close to the nominal level
given our moderate number of bootstrap replications.
4.4 Illustrative empirical analysis on Moroccan
drinking water area
The data set analyzed in this section and chosen to illustrate our methodology
contains information on the water production and its sales to the subscribers
and to the municipal utilities called the self-governance in Morocco. The na-
tional public company called the National Office of the Drinking Water (ONEP
according to its French abbreviation) ensures the largest part of the produc-
tion, the pipe and the distribution of water in the entire national territory. It
produces more than 80 percent of the country’s drinking water. This sector de-
pends mainly on the domestic consumption. So, to strengthen water resources
and to rationalize its use, starting in the 1980s it led to certain administrative
and technical actions such as an information campaign and the installation of
individual water meters in households, in order for example to reduce wasting.
We are interested in this practical case in the efficiency of certain national
participants in the management of this particular and vital good. To do so, the
Farrel technical efficiency rate will be estimated using a panel data set in order
to compare the performance of certain Moroccan provinces with respect to their
produced quantities in the sector and to their water sales. We shall analyze,
thus, the degree of efficiency of every producing entity of water in order to
situate it among the others at the national level and we shall know how much
should be its sales to attain efficiency. Efficiency being an estimate, we also
provide confidence intervals.
The considered variables in this study are the ONEP’s sales and the number
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of the subscribers as inputs and the water production as output. Both of sales
and production are evaluated in thousand cubic meter (1000m3). Therefore, the
model will be a simple model with two independent variables and the frontier
function chosen to describe the production technology is the translog function.
As for the copula function, the Archimedean Clayton copula is used because
it is popular in empirical applications, it is flexible and easy to construct, and
it nests the independence copula as a special case, see for example Bhat and
Eluru (2009).
Hence, the data represent sales, the number of subscribers and the water pro-
duction for a set of 50 provinces through 15 Moroccan regions for a duration of
seven years from 2001 until 2007. Six provinces among a total of 56 were omitted
because of lack or unavailability of data as indicated in the statistical yearbooks
of the corresponding years published annually by the Statistics Direction and
which have as source the ONEP entity in this area. These six provinces are
Tan Tan, Inezgane-Ait-Melloul, Sidi Youssef Ben Ali and Al Ismailia in respec-
tively Guelmim-Es-Semara, Souss-Massa-Daraaˆ, Marrakech-Tensift-Al Haouz
and Mekne`s-Tafilalet regions and all provinces of Grand-Casablanca region
which are Casablanca and Mohammedia.
Being complex, the optimization of the log-likelihood function is performed
using numerical optimization in three steps:
Step 1. The model (4.2.1) is fitted using the pooled-OLS regression2 without the
technical inefficiency term. Hence, the inefficiency is null (uit = 0) and
the time effect is zero.
Step 2. The OLS parameters of step 1, except the intercept β0 which is biased, are
used as initial values in this step to estimate numerically the model (4.2.1)
using the maximum likelihood estimation (MLE) assuming independence
between u and v. The β0 parameter is adjusted by shifting it according
to the Corrected Ordinary Least Squares procedure (COLS) used in the
R frontier package, see e.g. Coelli (1995a) .
Step 3. In this last step, MLE numerical optimization is performed using the
2The pooled-OLS: Treat all the observations for all time periods in the panel data as a
single sample and use the OLS to fit the model.
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step 2 estimates as initial values. As for the initial value of the copula
parameter θ, a grid of values for θ is given. Given that the models are
the same (the difference is just the value of θ), the comparison of the log-
likelihood function is done directly (without estimation) and hence the
value which gives the highest log-likelihood value is chosen as initial value
of θ in this step.
About the model, the full translog function with two exogenous variables is
considered in this analysis. Inputs are the number of subscribers and the total
of sales. So, we will have the following number of parameters: one for the
intercept, two for the variables, two for their terms squared and one for their
interaction. The others are σU , σV , θ and ηk and µ is added when the truncated-
normal distribution is considered. The estimation of the model with the full
translog function in the case of the independence, using the frontier package
of the R software, has revealed that the number of subscribers variable, its
squared term and the interaction term are not significant and consequently we
do not reject that their coefficients are equal to zero. For this reason, only the
sales and its square term will be included in the model. Hence, the total number
of parameters included in the final considered model in the dependence case is
at least seven parameters.
Furthermore, the full translog model is not used because the minimal AIC
criterion which is −2 logLik + 2k, where k is the number of parameters to
be estimated in the model, is smaller for the restricted function evaluated at
-78.0919 in comparison with the full function evaluated at -75.3816; and being
nested, the likelihood ratio test rejects the full model in favor of the restricted
one at the 5% level of significance. Estimates are used as initial values in the
numerical optimization in the case where vit is normal and uit is half-normal or
truncated-normal when dependence between them is considered.
According to the expressions of the time-varying function and to the ineffi-
ciency distribution, Panel Stochastic Frontier models described by (4.2.1) and
(4.2.6)-(4.2.13) are estimated and the model M7 which has the time-varying
expression (4.2.12) is selected according the minimum AIC criterion with a
log-likelihood value evaluated at 595.041 as pointed out in Table 4.1. In addi-
tion, M4 and M7 being nested, the latter one was not rejected according to the
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Table 4.1: The AIC values of the estimated models
Model M1 M2 M3 M4 M5 M6 M7 M8
logL 413.384 418.518 400.134 502.000 433.728 492.155 595.041 165.156
df 7 8 9 8 9 9 9 14
AIC -812.768 -821.036 -782.268 -988.000 -849.456 -966.310 -1172.082 -302.312
Table 4.2: The model estimation with correlated error terms
Estimate Std. Error t value Pr(|T | > |t|)
σU 3.2313 0.000400 8084.890 < 1e-16
σV 0.0539 0.000215 250.615 < 1e-16
β0 3.7094 0.001028 3607.835 < 1e-16
β1 1.6721 0.000161 10413.472 < 1e-16
β2 -0.0858 0.000082 -1048.721 < 1e-16
η1 0.0425 0.000668 63.676 < 1e-16
η2 0.2276 0.000625 364.036 < 1e-16
θ 2.0389 0.000352 5789.226 < 1e-16
µ 0.0179 0.000607 29.452 < 1e-16
−2logL −1190.083
likelihood ratio test.
First of all, it is noted that for this chosen model the time effect is significant,
µ is not equal to zero and the two terms of inefficiency u and noise v are
dependent. The parameter θ is not close to zero and hence the Clayton copula
does not approach the Product copula related to the independence of the two
error terms. All other parameters are statistically significant in the model as
pointed out in Table 4.2.
As for the efficiency scores, which are one of our major objectives, Table 4.3
presents the estimation results of the model (4.2.1) under assumptions (4.2.12)
denoted M7 and where vit and uit are correlated by the Clayton copula. It
mainly shows that all provinces are technically inefficient. The most efficient
are Rabat-Skhirate-Te´mara and El Jadida in respectively Rabat-Sale´-Zemmour-
Zaer and Doukkala-Abda regions with a mean score for the period greater than
0.65 and the most inefficient one is Ben Slimane province in Chaouia-Ouardigha
region. Rabat-Skhirate-Te´mara is near the frontier and should on average in-
crease its sales by just about 0.3% to be efficient. Moreover, Table 4.4 which
summarizes the previous one shows also that only 20% of the provinces exceed
the national efficiency mean for the entire period evaluated at 0.102 which is a
very weak score. Even if the average is low, it has progressed but slowly from
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year to the next one which may indicate that the ONEP policy in the pro-
duction and selling of water was not adequate during the seven studied years.
Moreover, the efficiency standard deviation is large because it is estimated at
0.176. Hence, with the exception of one or two provinces, scores are very low
and the dispersion is high which reflect the mediocre performance of the sector
with respect to the relation between the ONEP’s drinking water production
and its sales.
It is clear also that the time effect on the efficiency scores is positive given
that η̂1 and η̂2 are positive and the TE increases over the period under study
as specified previously. Even if this effect is weak, it is statistically highly
significant with a p-value less than 1e-16.
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Table 4.4: Provinces number in each region according to the mean of TE esti-
mates
Region Name [0, 0.2[ [0.2, 0.4[ [0.4, 0.6[ [0.6, 0.8[ [0.8, 1[
Oued Ed-Dahab - Lagouira 1
Laaˆyoune-Boujdour-S. EL Hamra 2
Guelmim - Es-Semara 4
Souss - Massa - daraaˆ 5 1
Gharb - Chrarda - Be´ni Hssen 2
Chaouia - Ouardigha 3
Marrakech - Tensift - Al Haouz 4 1
Oriental 5
Rabat-Sale´-Zemmour-Zaer 1 1
Doukala-Abda 1 1
Tadla - Azilal 2
Mekne`s - Tafilalet 5
Fe`s - Boulemane 3 1
Taza - Al Hoce¨ıma - Taounate 3
Tanger - Te´touan 3 1
The table is the same according to the median of TE estimates
Inference on the technical efficiency measure is made using a parametric
percentile bootstrap procedure to estimate robust confidence intervals of the
statistic of interest. Bootstrap samples are obtained according to the step 2 of
the procedure in Section 4.3 and Table 4.3 presents technical efficiency estimates
for each province and for the 2001-2007 period, their means, their corrected
bias and the mean of the estimated lower and upper confidence interval bounds
following the rest of the steps of the same bootstrap procedure. So, for each
province, the mean of T̂Ei is bounded by the mean of (E ∗it)α
2
and the mean
of (E ∗it)1−α
2
for the seven years. Inference performed with B = 500 bootstrap
replications shows that TE estimates for all provinces are in their corresponding
confidence intervals at a 5% significant level but with a relatively large range
for that which have great TE scores as depicted in Table 4.3. However, the
global average width of the intervals is 0.22 with fifteen provinces (30% of all)
having a width bigger than this average.
Technical efficiencies being estimates and in order to know if the bias cor-
rection is needed, their bias were estimated using the bootstrapped efficiencies
as defined in Daraio and Simar (2007, p. 55) but using the median instead of
the mean given that the TE distribution is skewed (mean estimated at 0.1024 is
greater than median estimated at 0.0423). Then, for each individual i at time
period t the bias is expressed by b̂ias
∗(
T̂Eit
)
= median
(
T̂E
∗
b
)
it
− T̂Eit and
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the bias corrected estimate of TE is defined as T̂E corit = T̂Eit− b̂ias
∗(
T̂Eit
)
.
Generally, the correction is needed if
∣∣∣b̂ias∗(T̂Eit)∣∣∣ /σ̂∗it > 0.25 as pointed out in
Efron(1982), where b̂ias
∗(
T̂Eit
)
is the estimated bias of the bootstrap estimates
and σ̂∗it is their standard error. Indeed, the bias was important for forty-four
DMUs among fifty and the ratio reached on average its maximum with 1.03
points for the Assa-Zag province. The correction has reduced the average of
the scores of the period for six DMUs and has increased this average for the
thirty eight others. So, the efficiency scores were overestimated for the first ones
and underestimated for the last ones. Furthermore, the means of the corrected
TE are well in their confidence intervals.
4.5 Conclusion
This chapter presented and proposed, at first, the panel stochastic frontier anal-
ysis when the error terms are dependent and secondly an associated confidence
interval procedure on efficiency with an empirical study on the drinking wa-
ter in Morocco. The analysis was performed using some previous time effect
functions in the literature and using some proposed sinusoidal time effect func-
tions. Given the appeal of the numerical optimization due to the complexity
of the log-likelihood functions in the presence of dependence and given the use
of the parametric bootstrap in the construction of the confidence intervals, the
computation was highly intense.
The study has demonstrated that the consideration of the dependence be-
tween the error components was strongly recommended given that the copula
does not approach the product copula. It has revealed that the proposed time
effect model which expresses that the amplitude of the time function decreases
and that the time effect disappears over time is appropriate for our data ac-
cording to the AIC criterion. The results revealed also a positive and significant
time effect on the technical efficiency scores. It showed that the bias was im-
portant for several entities and that the efficiency scores were underestimated
for thirty eight among the fifty provinces. It showed also a weak efficiency score
and hence a weak bias corrected for almost all provinces, a very low national
average of efficiency and therefore a weak performance of the ONEP’s drinking
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water. This might be due to several factors such as public management of the
sector, the lack of cooperation projects to supply rural communities, the waste
due to damaged pipes and the free distribution of drinking water through pub-
lic fountains either in some rural districts or in informal areas of large cities.
Unfortunately, the effect of factors on efficiency can not be measured in the
absence of data in this regard. If data will be available, a study of the effect
of the environmental variables will be done with the aim to identify the main
determinants of the inefficiency in this domain in Morocco.
Will the total privatization of the sector yield to an improved efficiency?
Some experiences as in Portugal indicate the poor performance of the private
management in comparison with the public one as shown in De Witte and
Marques (2008). Otherwise, it should be noted that business creation and
economic development of rural municipalities enable rural citizens to have a
considerable income and to fund their partial or total need of water and pipes.
In addition, as an open issue, it will be interesting to perform a frontier analysis
on the drinking water quality management in the country and to compare the
provinces performance in this regard.
Chapter 5
Conclusions
The research of this thesis was dedicated to measuring efficiency of deci-
sion making units and making statistical inference about it. Hence, starting
with the basic theory in this area which should respect some theoretical hy-
potheses, we investigated the problem of a possible dependence between the
two random components in the stochastic frontier analysis. The classical in-
dependence hypothesis may not hold when it is needed and consequently we
proposed appropriate procedures for estimation and statistical inference with-
out the independence hypothesis. Smith (2008) has proposed an SFA model
allowing for dependence, but beyond delivering the point estimate of technical
efficiency, we proposed an interval estimate using a bootstrap procedure which
is an extension of the algorithm developed in Simar and Wilson (2010) to the
dependence case. Our procedures handled both cross-sectional and panel data.
We illustrated the statistical inference on technical efficiency through some
Moroccan development areas, namely the local financing of the rural districts
in both the oriental region and on a national level, and the drinking water in
Morocco. Real data were considered, accompanied in some cases with simulated
examples when they were needed. The first kind of data was handled in the
second chapter using the nonparametric approaches DEA and FDH, while the
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second kind of data was subject of the third chapter which treated the cross-
sectional stochastic frontier analysis. The drinking water data set constituted
the main experimental analysis of the panel stochastic frontier analysis of the
fourth chapter.
As for the choice of the data sets analyzed in this thesis, we note that it was
not easy to find complete databases for Morocco. Besides, I was constrained
to collect most of the data by myself from archives and statistical yearbooks
for several years. Moreover, analyses which require environmental variables
were not made for lack or unavailability of data. The shortage of complete
data in Morocco is due to the fact that political officials do not pay a lot of
attention to numerical data. Even if our country began to pay interest to the
numerical data for several years, its collection and its use remained constraint.
It is only recently that numerical data began to expand in the analysis of the
behaviour of entities in various sectors and in the economic planning. It is
hence not obvious to find huge databases ready for the analysis. Consequently,
it turns out essential and highly recommended to create a national observatory
for statistical data which supplies detailed databases given that the statistics
supplied by the Statistics Direction merely have a macroeconomic aspect.
Moreover, for some data sets as the local finances, even if several inputs exist,
the curse of dimensionality which implies that working in smaller dimensions
tends to provide better estimates of the frontier as pointed out in Daraio and
Simar (2007), had incited to reduce the frontier estimation to the simplest
case where one output and one or two inputs are considered. When it was
needed, as in the empirical study on local financing, inputs are aggregated
into a single input given that it is a meaningful variable. If this was not the
case, Mouchard and Simar (2002) proposed a basic method to find an input
which best summarizes the information provided by all inputs. As for the
drinking water illustration, no aggregation was made given that two inputs are
considered. We mentioned here again the lack of data which did not allow us
to determine the causes of the inefficiency in this area.
The novelty of this research regarding the data is to handle the efficiency
of the Moroccan local government and drinking water given that, to the best
of our knowledge, no study has been made in this sense previously. However,
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results in these areas should be carefully considered given the unavailability of
certain factors and variables which allow us to have reliable conclusions.
The estimation method considered in the DEA approach was a simplex
method where the linear programming problem was solved n times, once for
each DMU. In both cross-section and panel data SFA, the estimation methods
were the OLS, COLS and MLE. In addition, the log-likelihood function being
highly nonlinear in all studied cases, the numerical optimization was adopted
as mentioned previously using the Nelder-Mead algorithm. In this context, it
may be possible in the future to explore cases, if they exist, of SFA models with
dependent error terms for which an analytical form of the likelihood is available,
and also a list of some of those models which lead to complicated forms that
cannot be handled analytically, and hence numerical optimization is required.
Several attempts were established but without leading to a model with simple
analytical form.
We investigated statistical inference on the technical efficiency estimates
provided by various approaches and mainly the parametric SFA. Two adapted
parametric bootstrap procedures were proposed, one for the cross-section case
and the other one for the panel data case. These procedures are a modified and
an extended Algorithm#3 of Simar and Wilson (2010) to the copula case. The
main contribution here is at the second stage of the algorithm where the error
term components were drawn dependently using a copula and, of course, the
other stages were adapted for the panel data case. Implementations were easy
but unfortunately their computations under the dependence hypothesis were
intense and required an enormous time to build confidence intervals.
Another contribution of this research is the proposal and comparison of a
variety of deterministic time effects models expressing the evolution of ineffi-
ciency over time. In particular, we allowed not only for exponentially disap-
pearing inefficiencies, but also for periodic, trigonometric type functions which
may represent cycles in the evolution of inefficiencies. One of the periodic mod-
els was chosen as the best model describing our data in comparison with some
known models in the literature.
About the empirical results, the first study related to the nonparametric
DEA and FDH techniques in the case of the local financing of the eastern region
100 Conclusions
has revealed the existence of variable returns to scale (VRS) of our data and
that among ninety-one only three districts for DEA and eight districts for FDH
are efficient. It showed also that several financially autonomous municipalities
are not efficient; hence their problem does not consist in the financing but in
their management. The chapter has supplied an answer to the relationship
between the efficiency scores and the population size of the districts using the
truncated regression and the Kendall’s tau which have indicated an inverse
relation between them.
The second study provided a bootstrap procedure to estimate confidence
intervals for technical efficiencies when the two error terms are dependent in
the SFA technique. Various copula functions are considered and the model
where the noise term has a normal distribution, the inefficiency term has a half-
normal distribution and where the dependence between them was expressed by
the Clayton copula was selected according to the highest likelihood value. The
main finding is that the technical efficiency scores under dependence are lower
than under independence while the rank remains the same. This would imply
that assuming independence, efficiencies may be overestimated. In addition,
scores are covered by their associated confidence intervals and generally the
range of each interval is rather small. As for the relation between the efficiency
and the population size, the same deduction as the nonparametric approach was
established according to the Kendall’s tau associated to the copula function.
As for the third study, it was an extension of the previous one to the panel
data which is certainly richer in information than the cross-sectional case. Also
a bootstrap procedure for the confidence intervals of technical efficiency was
provided and illustrated using drinking water data regarding water production
and its sale. Two inputs are considered which are the number of subscriptions
and the total amount of sales, and one output which is the water production
for a period of seven years. The Clayton copula is considered to express the
dependence between the two error terms and a number of time-varying models
were proposed. The panel stochastic frontier model where the time-varying
inefficiency is expressed by the fact that the amplitude decreases over time
and that the time effect disappears at the end of the period under study is
chosen using the minimum AIC criterion. The result shows mainly that all
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provinces are technically inefficient and that the time effect on the efficiency
scores is positive and statistically significant. Here also a parametric percentile
bootstrap procedure was provided to estimate confidence intervals of efficiencies.
On the other hand, it is useful to indicate that for all techniques adopted
in this research the efficiencies are relative and their values depend on the
best DMU in the dataset. So, if another DMU which dominates this latter is
introduced, the efficiency scores can change and will tend towards a reduction.
In addition, these scores depend on the chosen distribution, on the variables
handled and may also be sensitive to the outliers which is not the case for
our DEA analysis. Then, in order to validate our models, several tests were
performed and analyses on the sensitivity to outliers and model identifiability
were established. Furthermore, several extensions of the proposed models are
possible to explain the behavior of the inputs and the output in the frontier
analysis.
Moreover, there is an ambiguity in the SFA approach when the residuals
of the OLS estimates are right-skewed (positive skewness), this might indicate
that there is no inefficiency, so all DMUs are efficient, or that the model is
misspecified. To overcome and avoid the problem, we have increased the sample
size in Chapter 3 and we have investigated another model in a forthcoming work
which is in progress where the inefficiency term in the panel frontier model is
an extended exponential or an extended half-normal distributions having the
“wrong” skewness. This work is an extension of Daniel et al (2011) and Hafner
et al. (2015) to the panel data case for the time varying inefficiency term.
Hafner et al. (2015) defines the extended exponential distribution as fµ˜ (ui) =
1
µ˜
. exp
{
− |ui|
µ˜
}
where µ˜ = −µ ; and the extended half-normal distribution as
the usual half-normal fµ˜ (ui) =
2
µ˜
√
pi/2
.φ
(
ui
µ˜
√
pi/2
)
with µ˜ = −µ = √2/piσU and
φ is the standard normal probability density function.
Indeed, we intend to carry out an analysis including three essential aspects in
the presence of a positive skewness. For all of them, the panel theoretical model
and simulated illustrations will be established and then they will be applied to
concrete data if possible.
Thus, the first aspect of our future research consists in the proposal of
the panel data version of the extended exponential and extended half-normal
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distributions of Hafner et al. (2015) under the independence of the error terms
hypothesis. Indeed, theoretical expressions of the error term densities and those
of the technical efficiencies will be provided for both distributions. So, when
vit ∼ N (0, σ2V ), ui is e.g. the extended exponential distribution and uit = η(t)ui,
the density of the error term i and technical efficiency TEit are expressed as
(see the Appendix E for more details):
g (i) =
σ∗ exp
{
− 1
2
a∗i
}
(
2pi
)(T−1)/2
σTV µ˜
Φ
(
−µ∗i
σ∗
)
(5.0.1)
where
σ2∗ =
σ2V µ˜
µ˜
∑
t η
2 (t)
=
σ2V∑
t η
2 (t)
,
µ∗i = − µ˜
∑
t itη (t) + 2µ˜
2
∑
t η
2 (t)− σ2V
µ˜
∑
t η
2 (t)
,
a∗i =
∑
t 
2
it + 4µ˜
∑
t itη (t) + 4µ˜
2
∑
t η
2 (t)
σ2V
− µ
2
∗i
σ2∗
,
and
TEit = Bit/Bi = Bit/g (i) , (5.0.2)
where
Bit =
σ∗ exp
{
− 1
2
a∗it
}
(
2pi
)(T−1)/2
σTV µ˜
Φ
(
−µ∗it
σ∗
)
,
µ∗it = − µ˜
∑
t itη (t) + 2µ˜
2
∑
t η
2 (t)− σ2V + µ˜σ2V η (t)
µ˜
∑
t η
2 (t)
,
a∗it =
∑
t 
2
it + 4µ˜
∑
t itη (t) + 4µ˜
2
∑
t η
2 (t) + 4σ2V µ˜η (t)
σ2V
− µ
2
∗it
σ2∗
.
As an alternative to the first aspect, we plan in the second to answer the
question: Could the consideration of the dependence hypothesis between the
error term components reduce or eliminate the positive skewness problem for
panel data characterized by this feature? Here again, the usual exponential and
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half-normal distributions will be considered in order to compare this approach
and the previous one using popular model selection techniques.
Furthermore, it also seems important to find in the future a way which
reduces the intense calculation time which has required in our studies the si-
multaneous use of several computers especially during the inference procedure
of the bootstrap methods in the cases of cross-sectional SFA and panel SFA as
well as during the coverage estimation. So, we intend to propose an R package
which realizes these computations and which can be publicly available.
Finally, at the applied level, this PhD research showed generally the inef-
ficiency of the handled sectors. In the light of this result, the local councilors
and the decision-makers of the drinking water sector are constrained to revise
their management policies. At the theoretical level, new time-varying ineffi-
ciency models and two procedures were proposed to solve the problem of the
independence between the term error components when this hypothesis is not
filled. Without doubt, there are several paths for further research on this topic
and we will try to explore some of them in a near future.
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Appendix A
Some definitions and proofs for
the DEA approach
In this appendix, we show how to determine dual from the primal problem for
the DEA approach but let us at first clarify the envelopment and the multiplier
DEA program notions.
In the literature, to avoid all confusion between primal and dual DEA pro-
grams, the DEA program with input efficiency θ and the weight vector λ is called
the envelopment DEA program, while the DEA program with the weights (or
prices) of inputs and outputs vj and uk respectively is called the multiplier DEA
program.
Knowing that the dual of the dual program is the primal, we suggest to
determine the envelopment model from the multiplier one. For further simpli-
fications we will work with a CRS model.
We know that the analytical relation between a primal and a dual model is
presented by the following expression where the primal is a maximization and
the dual is a minimization problem:
Max ct.x
s.t.
{
A.x ≤ b
x ≥ 0
⇒
Min bt.y
s.t.
{
A.y ≥ c
y ≥ 0
(A.0.1)
where x, y, b and c are vectors and A is a matrix. The strong duality theorem
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states that if the primal has an optimal solution x∗, then the dual also has an
optimal solution y∗ such that ctx∗ = bty∗. When the CRS model is considered,
the u∗ is dropped from (2.2.3) and we have
Max
q∑
k=1
ukyk0
s.t.

∑p
j=1 vjxj0 ≤ 1, ← θ∑q
k=1 ukyki −
∑p
j=1 vjxji ≤ 0, i = 1, · · · , n ← λi
uk, vj ≥ 0 ∀k, j
(A.0.2)
Let θ be the variable corresponding to the first constraint and λ be the variable
corresponding to the other n inequality constraints in (A.0.2). Then (A.0.2)⇒
Max u1y10 + · · ·+ ukyk0 + · · ·+ uqyq0 + v10 + · · ·+ vj0 + · · ·+ vp0
s.t.


0 · · · 0 · · · 0 x10 · · · xj0 · · · xp0
y11 · · · yk1 · · · yq1−x11 · · · −xj1 · · · −xp1
...
...
...
...
...
...
...
...
...
...
y1i · · · yki · · · yqi −x1i · · · −xji · · · −xpi
...
...
...
...
...
...
...
...
...
...
y1n · · · ykn · · · yqn−x1n · · · −xjn · · · −xpn

.

u1
...
uk
...
uq
v1
...
vj
...
vp

≤

1
0
...
0
...
0

u1, · · · , uk, · · · , uq, v1, · · · , vj, · · · , vp ≥ 0
(A.0.3)
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⇒

Min 1θ + 0λ1 + · · ·+ 0λi + · · ·+ 0λn
s.t.


0 y11 · · · y1i · · · y1n
...
... · · · ... · · · ...
0 yk1 · · · yki · · · ykn
...
... · · · ... · · · ...
0 yq1 · · · yqi · · · yqn
...
... · · · ... · · · ...
x10 −x11 · · · −x1i · · · −x1n
...
... · · · ... · · · ...
xj0 −xj1 · · · −xji · · · −xjn
...
... · · · ... · · · ...
xp0 −xp1 · · · −xpi · · · −xpn

.

θ
...
λ1
...
λi
...
λn

≥

y10
...
yk0
...
yq0
0
...
0
...
0

θ ≥ 0, λ1, · · · , λi, · · · , λn ≥ 0
(A.0.4)
Min 1θ +
∑n
i=1 0λi
s.t.

0θ +
∑n
i=1 λiyki ≥ yk0, k = 1, · · · , q
θxj0 −
∑n
i=1 λixji ≥ 0, j = 1, · · · , p
θ ≥ 0, λi ≥ 0 ∀i
⇒
Min 1θ
s.t.

∑n
i=1 λiyki ≥ yk0, k = 1, · · · , q
θxj0 −
∑n
i=1 λixji ≥ 0, j = 1, · · · , p
θ ≥ 0, λi ≥ 0 ∀i
Finally we find the program given in (2.2.1) in the CRS case.
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Appendix B
Some definitions and properties
of copula functions
In this appendix we give some definitions and properties of copula functions,
which can be used to model the dependence between random variables in a
general way, and the associated Kendall’s τ .
Definition An n-dimensional copula is a distribution function defined on [0, 1]n
with standard uniform marginal distributions.
For general properties of copulas, we refer to Nelsen (1999). The following
fundamental theorem has mainly motivated the widespread use of copulas.
Sklar’s theorem (1959): Given a multidimensional distribution function F
which has F1, ..., Fn as marginals, there exists a copula C of dimension n such
that for all a = (a1, ..., an) ∈ Rn :
F (a1, ..., an) = C
(
F1 (a1) , ..., Fn (an)
)
,
where Fi (ai) = wi for all i = 1, ..., n and C
(→
w
)
= C (w1, ..., wn) is a joint
distribution with uniform marginals. Furthermore, if marginals are continuous,
the copula C is unique and for all w ∈ [0, 1]n we can write
C
(→
w
)
= F
(
F−11 (w1) , ..., F
−1
n (wn)
)
.
The function Π (w1, w2) = w1.w2 is called the product copula and has an im-
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portant statistical interpretation: Let w1 = F1 (u) and w2 = F2 (v), Π (w1, w2)
is the copula of U and V if and only if they are independent.
Besides, the Kendall’s tau, denoted τ , is a nonparametric statistical test
to establish whether two random variables (X, Y ) of n observations may be
regarded as statistically dependent. It is hence a statistic used to measure
the association between two variables using the rank correlation. For n pairs
(x1, y1), · · · , (xn, yn) and in the absence of ties, it is defined generally as the
probability of concordance minus the probability of discordance expressed by
nc
1
2
n(n− 1) −
nd
1
2
n(n− 1) , (B.0.1)
where nc is the number of concordant pairs, nd is the number of discordant pairs
and nc + nd = (
2
n) =
1
2
n(n − 1) is the total number of pairs. The pairs (xi, yi)
and (xj, yj) are called concordant if sgn(xi−xj) = sgn(yi−yj) and discordant if
sgn(xi−xj) = −sgn(yi− yj), where sgn means the sign function which is either
positive or negative (it can not be zero because we have assumed the absence of
ties). If ties are observed, pairs where at least one sign among the two compared
signs is zero are neither concordant nor discordant and they are omitted from the
total number of pairs to compute the Kendall’s tau. Furthermore, τ ∈ [−1, 1]
and a value of zero indicates the independence between X and Y .
In the following we give expressions for some bivariate copulas, their den-
sities and their Kendall’s τ . The copulas considered in this work are the Ali-
Mikhail-Haq (AMH), Clayton, Fairlie-Gumbel-Morgenstern (FGM), Frank and
Gaussian copulas. They all nest the product copula (i.e. independence) as a
special case. For more details, see e.g. Genest and Favre (2007) and Nelsen
(1999).
B.1 Gaussian copula
The Gaussian copula is given by
Cθ (w1, w2) = Φ2,θ
(
Φ−1 (w1) ,Φ−1 (w2)
)
(B.1.1)
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and the Gaussian copula density function is obtained by differentiation w.r.t.
w1 and w2 as
cθ (w1, w2) =
φ2,θ (Φ
−1 (w1) ,Φ−1 (w2))
φ (Φ−1 (w1)) .φ (Φ−1 (w2))
=
φ2,θ (t1, t2)
φ (t1) .φ (t2)
(B.1.2)
with ti = Φ
−1 (wi) for all i = 1, 2, and where w1 = F1 (u) and w2 = F2 (v) are
the marginal distributions of u and v, respectively, θ is equal to the correlation
coefficient, φ (ti) = Φ
′ (ti) denotes the standard normal probability density func-
tion (p.d.f.), Φ the cumulative distribution function (c.d.f.) of the univariate
standard normal distribution, and Φ2,θ denotes the c.d.f. of a bivariate Gaussian
random variable with correlation θ and whose marginals are standard normal.
The function Φ2,θ does not have a closed form expression, but it can be evalu-
ated numerically. Furthermore, being in the class of elliptical distributions, the
Gaussian copula is symmetric.
As described in Nelsen (1999) and Fredricks and Nelsen (2007), Kendall’s
τ as a function of the parameter θ for the Gaussian copula is expressed by
τ = 2
pi
sin−1 (θ). It verifies the relationship −1 ≤ τ ≤ 1 and it indicates the
independence when θ = 0.
B.2 FGM copula
The Fairlie-Gumbel-Morgenstern copula, denoted FGM copula is the only cop-
ula which has a functional form as a second order polynomial in w1 and w2.
This FGM copula is defined in the bivariate case as
Cθ (w1, w2) = w1w2Pθ (w1, w2) , θ ∈ [−1, 1] (B.2.1)
where the polynomial Pθ (w1, w2) = 1 + θ (1− w1) (1− w2), hence
Cθ (w1, w2) = w1w2 [1 + θ (1− w1) (1− w2)] , θ ∈ [−1, 1] . (B.2.2)
Moreover, the copula density is given by
cθ (w1, w2) =
∂2Cθ (w1, w2)
∂w1∂w2
= 1 + θ − 2θw1 − 2θw2 + 4w1w2, (B.2.3)
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The functions Cθ and cθ are respectively the c.d.f. and the p.d.f. of the FGM
copula. The product copula is obtained as a special case for θ = 0. The FGM
copula is symmetric (exchangeable), meaning that Cθ (w1, w2) = Cθ (w2, w1) for
all (w1, w2) ∈ I2 and that (w1, w2) and (w2, w1) are identically distributed. The
associated Kendall’s tau is τ = 2
9
θ with −2
9
≤ τ ≤ 2
9
.
B.3 Ali-Mikhail-Haq (AMH) copula
The AMH copula can represent both positive and negative dependence. The
distribution and the density expressions of this copula are respectively
Cθ (w1, w2) =
w1w2
1− θ (1− w1) (1− w2) , θ ∈ [−1, 1] (B.3.1)
cθ (w1, w2) = Aθ (w1, w2) /Bθ (w1, w2) , θ ∈ [−1, 1] (B.3.2)
where
Aθ (w1, w2)=−
(
1− 2θ + θ2w1w2 + θw1w2 − θ2w2
+ θ2 + θw1 + θw2 − θ2w1
)
, (B.3.3)
Bθ (w1, w2) = (−1 + θ − θw1 − θw2 + θw1w2)3 . (B.3.4)
If θ = 0, then the two variables U and V are independent. For this copula
τ = 3θ−2
3θ
− 2(1−θ)2 ln(1−θ)
3θ2
with (5− 8 ln(2)) /3 ≤ τ ≤ 1/3 for θ 6= 0 and τ (0) = 0
which corresponds to the product copula.
B.4 Clayton copula
The distribution function of the Clayton copula is defined by
Cθ (w1, w2) =
(
w−θ1 + w
−θ
2 − 1
)−1/θ
, θ > 0 (B.4.1)
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The expression of the copula density is
cθ (w1, w2) = w
−1−θ
1 w
−1−θ
2
((
w−θ1 + w
−θ
2 − 1
)−2−1/θ)
(1 + θ) , θ > 0.(B.4.2)
As the parameter θ approaches zero, the two variables U and V become inde-
pendent and the product copula is obtained as the limiting case:
limθ→0Cθ (w1, w2) = Π (w1, w2). As for the Kendall’s tau, it is given by 0 <
τ = θ
θ+2
< 1.
B.5 Frank copula
The cdf of the Frank copula is given for all θ ∈ R∗ by
Cθ (w1, w2) = −1
θ
ln
(
1 +
(exp {−θw1} − 1) (exp {−θw2} − 1)
exp {−θ} − 1
)
, (B.5.1)
and the corresponding density by
cθ (w1, w2) = Dθ (w1, w2) /Eθ (w1, w2) , θ ∈ R∗ (B.5.2)
where D and E are defined as
Dθ (w1, w2) = exp {(1 + w1 + w2) θ} (exp {θ} − 1) θ, (B.5.3)
Eθ (w1, w2)=
(
exp {θ}+ exp {(w1 + w2) θ}
− exp {θ + w1θ} − exp {θ + w2θ}
)2
. (B.5.4)
As for the Clayton copula, if θ → 0, then the product copula is obtained as
the limiting case. Its Kendall’s tau is defined as τ = 1 − 4
θ
(1−D1 (θ)) where
−1 ≤ τ ≤ 1 and Dk (θ) = kθk
∫ θ
0
tk
et−1 dt is the Debye function for any positive
integer k.
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Appendix C
MLE with independent error
terms and time-varying technical
efficiency
C.1 The time-constant efficiency
When the efficiency effects are assumed constant over time, the frontier model
is called a fixed-effects model. It is assumed in this model that ui are fixed
but could be correlated with the regressors. The model constitutes the simplest
panel data model and is written as
yit = f (xit, β) + vit − ui, i = 1, · · · , n ; t = 1, · · · , T (C.1.1)
In the case where yit = δi +
∑l
j=1 βjxijt + vit, where δi = β0 − ui, Schmidt
and Sickles (1984) noted that in finite samples (small T) β̂0 is likely to be biased
upward, which implies that efficiency is underestimated.
The time-constant model is a random-effects model when ui are randomly
distributed with a constant mean and a constant variance, and they are uncor-
related with vit and with the regressors. The model is when the Cobb-Douglas
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function is adopted
yit = β
∗
0 +
l∑
j=1
βjxijt + vit − u∗i , i = 1, · · · , n ; t = 1, · · · , T, (C.1.2)
where β∗0 = β0 − E (ui) and u∗i = ui − E (ui)
C.2 Maximum Likelihood Estimation for the
model with independent errors terms and
time-varying technical efficiency
As described in Kumbhakar and Lovell (2000), for the model with time-varying
technical efficiency given by
yit = β0t +
l∑
j=1
βjxijt + vit − uit (C.2.1)
where uit = γtui and where vit ∼ iidN (0, σ2V ), ui ∼ iidN+ (0, σ2U), vit and uit
are uncorrelated and they are independent from the regressors, the MLE is as
follows: Defining it = vit − uit = vit − γtui and i = (i1, . . . , iT )′, with
f (i)=
∫ ∞
0
f (i, ui) dui
=
∫ ∞
0
∏
t
f (it + γtui) f (ui) dui
=
2
(2pi)(T+1)/2σTV σU
∫ ∞
0
exp
{
−1
2
[∑
t (it + γtui)
2
σ2V
+
u2i
σ2U
]}
dui
=
2σ∗ exp
{−1
2
a∗i
}
(2pi)T/2σTV σU
∫ ∞
0
1√
2piσ∗
exp
{
− 1
2σ2∗
(ui − µ∗i)2
}
dui (C.2.2)
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Where ∫ ∞
0
1√
2piσ∗
exp
{
− 1
2σ2∗
(ui − µ∗i)2
}
dui = 1− Φ
(
−µ∗i
σ∗
)
µ∗i =
(
∑
t γtit)σ
2
V
σ2V + σ
2
U
∑
t γ
2
t
σ2∗ =
σ2V σ
2
U
σ2V + σ
2
U
∑
t γ
2
t
a∗i =
1
σ2V
[∑
t
2it −
σ2U (
∑
t γtit)
2
σ2V + σ
2
U
∑
t γ
2
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]
The log-likelihood function is given by
l = ln(L)=cte− n
2
lnσ2∗ −
1
2
n∑
i
a∗i − n.T
2
lnσ2V −
n
2
lnσ2U
+
n∑
i
ln
[
1− Φ
(
−µ∗i
σ∗
)]
, (C.2.3)
which can be maximized to obtain maximum likelihood estimators of β, γt, σ
2
U
and σ2V .
From the derivation of the log-likelihood function it is easy to show that
ui | i ∼ N+ (µ∗i, σ2∗). An estimator for ui can be obtained from the mean or
the mode of ui | i, which are given by
E (ui | i)=µ∗i + σ∗
[
φ (−µ∗i/σ∗)
1− Φ (−µ∗i/σ∗)
]
,
M (ui | i)=
{
µ∗i, if
∑
t γtit ≥ 0,
0, otherwise
Once ui has been estimated, uit can be estimated from uˆit = uˆiγˆt, where uˆi is
either E (ui | i) or M (ui | i) and the γˆt are maximum likelihood estimators
of γt, t = 1, . . . , T , subject to a normalization such as γ1 = 1 or γT = 1. The
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minimum squared error predictor of technical efficiency is
E (exp {−uit} | i)=E (exp {−uiγt} | i)
=
1− Φ
(
γtσ∗ − µ∗iσ∗
)
1− Φ
(
−µ∗i
σ∗
) exp{−γtµ∗i + 1
2
γ2t σ
2
∗
}
Appendix D
R tools used
Several R packages have been used in this thesis. We will refer to the most
useful of them knowing that each one needs several other packages to be loaded.
Furthermore, useful commands and estimated computing time will be provided
in this appendix.
D.1 R packages
• akima version 0.5-4: The package gives linear or cubic spline interpolation
for irregular gridded data. It can provide a list of points which smoothly
interpolate given data points, similar to a curve drawn by hand. The used
command is aspline.
• boot: boot is a basic R package which proposes functions and datasets for
bootstrapping and the simplex method for linear programming problems.
The main functions used are boot and simplex.
• copula version 0.9-7: It proposes, among others, methods for density,
distribution, random number generation of bivariate and multivariate de-
pendence measures for elliptical, Archimedean, extreme value and some
more copula families. The main used functions are amhCopula, clayton-
Copula, dcopula, fgmCopula, frankCopula, normalCopula and rcopula.
• fdrtool version 1.2.6: The package contains, among others, density, dis-
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tribution, random number generation for the half-normal distribution.
Used commands are phalfnorm, qhalfnorm and rhalfnorm.
• FEAR version 1.1: It is used for computing nonparametric efficiency esti-
mates, making inference, and testing hypotheses in frontier models. Com-
mands are provided in Wilson (2008) for bootstrapping as well as com-
putation of some new, robust estimators of efficiency, etc. The main used
functions are ap, boot.sw98 , bootstrap.ci, dea, fdh and trunc.reg.
• frontier version 0.997-12: The package serves to establish the maximum
likelihood estimation of stochastic frontier production and cost functions.
Two specifications are available: the error components specification with
time-varying efficiencies (Battese and Coelli, 1992) and a model specifi-
cation in which the firm effects are directly influenced by a number of
variables (Battese and Coelli, 1995). The main used functions are effi-
ciencies, frontier and sfa.
• mda version 0.4-2: The mda package is a tool of mixture and flexible
discriminant analysis, multivariate adaptive regression splines. The used
commands are mars and predict .
• msm version 1.0: It is a package for multi-state Markov and Hidden Markov
Models in Continuous Time. It proposes commands to compute density,
distribution function, quantile function and random generation for the
truncated Normal distribution with mean equal to mean and standard
deviation equal to standard deviation before truncation, and truncated
on the interval [lower, upper]. Used commands are ptnorm, qtnorm and
rtnorm.
• stats4: It is a basic R package which proposes a significant number of
statistical functions. It includes the function mle which is a function to cal-
culate negative log-likelihood used to estimate parameters by the method
of maximum likelihood for parametric approach using some methods as
the simulated annealing method (SANN) and the Nelder-Mead method.
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D.2 Estimated computation time
Estimated computation time depends on a number of factors such as the kind
of data (cross-sectional or panel data), the number of individuals n under study,
the number m of simulations used to approximate numerically the integral ex-
pressions, fixed at 1000 for our computations, and on the computer speed. For
e.g. a Processor intel Core i7-2600 CPU@3.40GHz × 8 characterized by a mem-
ory of 16.75 GB and a CPU speed of 3.40 GHz, the estimated time is given as
follows.
• Cross sectional: For n = 1298, computation needs on average 40 minutes
for each bootstrap replication, times B the number of the bootstrap repli-
cations. Thus, it requires 467 hours (40mn × 700) which is approximately
19.5 days (467h/24) using constantly a single computer without incidents
or bugs. This has required the use of several computers at the same time
working independently to reduce the computing time.
• Panel data: For n = 50 and T = 7, computation requires on average at
least 334 hours (40mn × 500) which means approximately 14 days on one
computer.
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Appendix E
Positive skewness in the panel
stochastic frontier analysis
As an extension of Daniel et al (2011) and Hafner et al. (2015) to the panel
data case, we present in this appendix the efficiency estimate in the presence of
positive skewness under the independence between the components of the error
term. We provide hence the error term density and the technical efficiency
expressions in both cases of the extended exponential and the extended half-
normal distributions considering a time varying inefficiency term.
E.1 The extended exponential distribution
At this point, we develop an expression of the density of the error to define the
likelihood function of the panel SFA model described by formulas (4.2.2) and
uit = η (t)ui when vit is normal and ui is an extended exponential distribution
which is an exponential distribution mirrored at zero (i.e. µ < 0) and then
shifted to the right by 2 times its mean such that it has the same mean |µ| as
the original exponential distribution. It is characterized by a negative skewness
as opposed to the positive skewness of the exponential distribution.
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E.1.1 The density of the error
Considering the extended exponential distribution presented in Daniel et al
(2011) and Hafner et al. (2015) and knowing that µ < 0, the model is given by
 = v − u+ 2E (u) (E.1.1)
with E (u) = µ. The term u is a negative exponential and, being negative,
|ui| = −ui, and uit = η (t)ui for panel data. Let us denote µ˜ := |µ|. Then,
g (i)=
∫ 0
−∞
f (i, ui) dui
=
∫ 0
−∞
f (i1, . . . , it, . . . , iT , ui) dui
=
∫ 0
−∞
∏
t
f2 (it + η (t)ui − 2η (t)E (u)) f1 (ui) dui
=
∫ 0
−∞
1
(2pi)T/2 σTV
exp
{
−1
2
[∑
t (it + η (t)ui − 2η (t)E (u))2
σ2V
]}
1
µ˜
exp
{
−|ui|
µ˜
}
dui
=
1
(2pi)T/2 σTV µ˜
∫ 0
−∞
exp
{
−1
2
[∑
t (it + η (t)ui + 2η (t) µ˜)
2
σ2V
]
− |ui|
µ˜
}
dui
=
1
(2pi)T/2 σTV µ˜
∫ 0
−∞
exp
{
−1
2[∑
t
(
2it + η
2 (t)u2i + 2itη (t)ui + 4µ˜itη (t) + 4µ˜η
2 (t)ui + 4µ˜
2η2 (t)
)
σ2V
+
2 |ui|
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]}
dui
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2
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2
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2
∑
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2 (t)
σ2V
}
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2
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u2i
∑
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2 (t) + 2ui
∑
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∑
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2 (t)
σ2V
+
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]}
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=
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(2pi)T/2 σTV µ˜
exp
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∫ 0
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exp
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u2i µ˜∑t η2 (t) + 2
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=
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This can be written as
g (i)=
σ∗ exp
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− 1
2
a∗i
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(
2pi
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σTV µ˜
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−µ∗i
σ∗
)
(E.1.2)
where
σ2∗ =
σ2V µ˜
µ˜
∑
t η
2 (t)
=
σ2V∑
t η
2 (t)
, (E.1.3)
µ∗i = − µ˜
∑
t itη (t) + 2µ˜
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t η
2 (t)− σ2V
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2
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(E.1.5)
Therefore, assuming the independence across DMUs, the log-likelihood func-
tion can be written, for ϑ =
(
µ˜, σV , β0, β, ηk
)
where η
k
is a vector of k param-
eters in η (t), as
l (ϑ)=logL (ϑ)
=
n∑
i=1
log gϑ (i) , (E.1.6)
E.1.2 Technical Efficiency expression
Technical Efficiency is expressed as
TEit=E
(
exp {−uit} | i
)
=E
(
exp {−η (t)ui + 2η (t)E (u)} | (i1, . . . , it, . . . , iT )
)
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=
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. (E.1.9)
E.2 The extended half-normal distribution
Under the same assumptions as the exponential distribution and knowing that
µ˜ = −µ = √2/piσU , the error density and the technical efficiency expressions in
the half-normal distribution are the same as the exponential one as in formulas
(E.1.2) and (E.1.7) with the same a∗i and a∗it and with
σ2∗ =
µ˜2piσ2V
µ˜2pi
∑
t η
2 (t) + 2σ2V
, (E.2.1)
µ∗i = − µ˜
2pi
∑
t itη (t) + 2µ˜
3pi
∑
t η
2 (t)
µ˜2pi
∑
t η
2 (t) + 2σ2V
, (E.2.2)
µ∗it = − µ˜
2pi
∑
t itη (t) + 2µ˜
3pi
∑
t η
2 (t) + µ˜2piσ2V η (t)
µ˜2pi
∑
t η
2 (t) + 2σ2V
. (E.2.3)
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