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Zusammenfassung
In dieser Dissertation werden Verteilungseigenschaften und asymptotische Eigenschaften
von stationären Poisson-Zylinderprozessen untersucht.
Ein k-Zylinder im d-dimensionalen euklidischen Raum, wobei 0 ≤ k ≤ d− 1, ist eine
k-dimensionale Ebene, welche mittels einer kompakten Zylinderbasis aus dem orthogo-
nalen Komplement dieser Ebene verdickt wird. Eine abzählbare Familie derartiger Zy-
linder, welche einen stationären Poisson-Prozess auf der Menge aller k-Zylinder bilden,
heißt ein stationärer Poisson-k-Zylinderprozess und die hiermit gebildete Vereinigungs-
menge ein stationäres Poisson-k-Zylindermodell.
Es wird zunächst gezeigt, dass stationäre Poisson-k-Zylinderprozesse bzw. deren Ver-
einigungsmengen stets ergodisch sind. Anschließend beweisen wir eine hinreichende und
notwendige Bedingung für die Mischungseigenschaft. Wir bestimmen außerdem das Ka-
pazitätsfunktional des Schnittes eines stationäres Poisson-k-Zylindermodells mit einem
festen linearen Unterraum.
Ein Großteil der Arbeit beschäftigt sich mit dem Spezialfall k = d − 1. In diesem
Fall sind die Zylinder dicke Hyperebenen. Hier untersuchen wir Punktprozesse, welche
durch die Schnittpunkte der Hyperebenen, aus denen die Ränder der Zylinder beste-
hen, erzeugt werden und zusätzlich einer abhängigen Verdünnung unterworfen werden.
Insbesondere werden wir einen zentralen Grenzwertsatz hierfür beweisen und die dazuge-
hörige asymptotische Varianz berechnen. Durch die Verdünnung können hierbei Metho-
den, welche für Schnittpunkte von Poisson-Hyperebenenprozessen verwendet wurden,
nicht übertragen werden. Hieraus lässt sich dann ein zentraler Grenzwertsatz für die
Euler-Poincaré-Charakteristik eines ebenen Poisson-Zylindermodells in einem wachsen-
den Beobachtungsfenster folgern. Schließlich untersuchen wir noch die Polytope, welche
durch das Komplement eines (d− 1)-Zylindermodells induziert werden.
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Abstract
This thesis investigates distribution properties and asymptotic properties of stationary
Poisson cylinder processes.
A k-cylinder in d-dimensional euclidean space, where 0 ≤ k ≤ d−1, is a k-dimensional
subspace, which is dilated by a compact cylinder base taken from the orthogonal comple-
ment of this subspace. A countable family of such cylinders, which forms a stationary
Poisson point process on the space of all k-cylinders, is called a stationary Poisson
cylinder process and the hereby formed union set a stationary Poisson cylinder model.
We will show, that stationary Poisson cylinder processes respectively their union sets
are always ergodic. Afterwards we proof a necessary and sufficient condition for the
mixing property. Furthermore we will determine the capacity functional of the section
of a stationary Poisson cylinder model with a linear subspace.
The largest part of this work deals with the special case k = d − 1. In this case the
cylinders are thick hyperplanes. We will study point processes induced by the intersec-
tion points formed by the hyperplanes, which form the boundary of the cylinders. These
point processes are additionally subjected to a depended thinning. In particular we will
proof a central limit theorem for these point processes and calculate the accompanying
asymptotic variance. Due to the depended thinning, methods used for the intersection
points of Poisson hyperplane processes cannot be applied here. From this we deduce a
central limit theorem for the Euler-Poincaré-characteristic of a planar cylinder model in
a growing observation window. Finally we investigate the polytopes, which are induced
by the complement of a (d− 1)-cylinder model.
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1 Einleitung
Ein k-Zylinder in Rd, mit 0 ≤ k ≤ d− 1, im Sinne der Integralgeometrie ist eine Menge
der Form K⊕L, wobei L ein k-dimensionaler linearer Unterraum des Rd, der Richtungs-
raum, und K ⊂ L⊥ eine kompakte Menge, die Basis, ist. Ein k-Zylinderprozess ist dann
kurz gesagt eine Familie abzählbar vieler k-Zylinder. Bilden diese einen Poisson-Prozess,
so sprechen wir von einem Poisson-k-Zylinderprozess. Durch die Vereinigung all dieser
Zylinder erhalten wir eine zufällige Menge, welche wir als Poisson-k-Zylindermodell be-
zeichnen. Sind die Basen konvex, handelt es sich im Fall d = 2, k = 1 um zufällige
Streifen und im Fall d = 3, k = 1 um zufällige Röhren. Simulationen der jeweiligen
Vereinigungsmengen sind in Abbildung 1.1 dargestellt.
Abbildung 1.1: Simulation eines Poisson-1-Zylindermodells in R2 und R3 entnommen
aus Heinrich und Spiess (2013)
Poisson-Zylinderprozesse eignen sich zur Modellierung bestimmter Materialien, wel-
che beispielsweise aus langen Röhren mit sehr geringer Krümmung aufgebaut sind. Ein
Beispiel hierfür, welches von Spiess und Spodarev (2011) untersucht wird, sind Mate-
rialien wie sie in sogenannten gas diffusion layers in Polymerelektrolytbrennstoffzellen
Verwendung finden. Abbildung 1.2 zeigt mikroskopische Aufnahmen eines solchen Ma-
terials. Schladitz u. a. (2006) verwenden Poisson-Zylinderprozesse mit festen Kreisen als
Basen zur Modellierung von Vliesstoffen aus Polyethylenterephthalat, welche für die
Innenverkleidung von Autodächern verwendet werden.
1
1 Einleitung
Abbildung 1.2: Mikroskopische Aufnahme eines gas diffusion layers (Draufsicht links,
Seitenansicht rechts) (Centre for Solar Energy and Hydrogen Research,
Ulm, entnommen aus Spiess (2012))
Aus theoretischer Sicht sind Poisson-Zylinderprozesse bzw. Zylindermodelle inter-
essant, weil sich zum einen viele grundlegende Kenngrößen wie beispielsweise Kapazi-
tätsfunktional, Volumenanteil oder Kontaktverteilungen ähnlich berechnen und schätzen
lassen wie bei den verwandten und gut untersuchten Booleschen Modellen. Andererseits
durch die unbeschränkten Zylinder starke weitreichende Abhängigkeiten erzeugt werden,
welche eine kompliziertere Asymptotik zur Folge haben.
Prozesse dieser Art bzw. die durch sie gebildeten Vereinigungsmengen wurden im Fall
k = d − 1 vermutlich erstmals von Miles (1972) als Verallgemeinerung von Poisson-
Hyperebenenprozessen und für andere Werte von k von Miles (1974) eingeführt, aller-
dings auch wieder als Verallgemeinerung von Poisson-Ebenenprozessen und weniger als
eigenständiges Modell. Genauere Untersuchungen finden sich dann in Matheron (1975)
und Davy (1978), sowie etwas später in Schneider (1987) und Weil (1987).
In der jüngeren Vergangenheit haben Poisson-Zylinderprozesse wieder größere Auf-
merksamkeit erfahren. So wurden von Spiess und Spodarev (2011) einige wichtige Cha-
rakteristiken wie Volumenanteil, Kovarianzfunktion und Kontaktverteilungsfunktionen
bestimmt. Aufbauend auf Heinrich und Spiess (2009) finden sich in Spiess (2012) und
Heinrich und Spiess (2013) schließlich zentrale Grenzwertsätze für Volumen und Oberflä-
che in wachsenden Beobachtungsfenstern. Spiess (2012) beschäftigt sich unter anderem
auch mit der Schätzung bestimmter Kenngrößen und Verteilungen, beispielsweise der
Richtungsverteilung von Poisson-Zylinderprozessen. In Bräu und Heinrich (2015) wer-
den außerdem Überdeckungsverteilungen in Zusammenhang mit multivariaten Poisson-
Verteilungen bestimmt.
Diese Arbeit soll zunächst einige noch offene grundlegende Fragen im allgemeinen Fall
klären. Der Großteil der Untersuchungen wird aber den Spezialfall k = d− 1 betreffen.
Die Zylinder sind in diesem Fall dicke Hyperebenen. Insbesondere wollen wir in diesem
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Fall einen speziellen induzierten Punktprozess untersuchen.
Wir beginnen dazu in Kaptiel 2 mit einer kurzen Einführung in die Theorie markierter
Punktprozesse und zufälliger abgeschlossener Mengen. Ziel ist es, die nötige grundlegen-
de Notation sowie die später benötigten Hilfsmittel bereitzustellen.
In Kapitel 3 werden stationäre Poisson-k-Zylinderprozesse bzw. Zylindermodelle de-
finiert. Insbesondere wird eine an den Spezialfall k = d− 1 angepasste Beschreibung in
Abschnitt 3.2 eingeführt.
Kapitel 4 beschäftigt sich mit Ergodizität und Mischungseigenschaften stationärer
Poisson-k-Zylindermodellen. Dabei wird sich ergeben, dass diese stets ergodisch, aber im
allgemeinen nicht mischend sind. Allerdings ergibt sich eine relativ einfache notwendige
und hinreichende Bedingung für die Mischungseigenschaft.
In Kapitel 5 betrachten wir den Schnitt eines stationären Poisson-k-Zylindermodells
mit einem linearen Unterraum. Dieses Problem ist gelegentlich in der Praxis interessant.
Wir denken hier beispielsweise an mikroskopische Aufnahmen von Querschnitten eines
Materials. Wir zeigen, dass lineare Schnitte von stationären Poisson-k-Zylindermodellen
mit einem festen linearen Unterraum die Vereinigung von Poisson-Zylindermodellen in
diesem Unterraum sind. Das Kapazitätsfunktional kann dabei exakt angegeben werden,
auch wenn die Formel im allgemeinen kompliziert ist.
Den größten Teil der Arbeit nimmt schließlich Kapitel 6 ein. Hier untersuchen wir den
Punktprozess der tatsächlich sichtbaren Ecken in einem stationären Poisson-(d − 1)-
Zylindermodell (siehe Abbildung 6.1 weiter unten) und fassen diese als verschobene
Schnittpunkte von Hyperebenen auf, welche noch einer abhängigen Verdünnung un-
terworfen werden. Wir bestimmen dann zunächst die Intensität und Größen zweiter
Ordnung dieses Punktprozesses. Aufbauend hierauf berechnen wir eine asymptotische
Kovarianz und beweisen schließlich einen zentralen Grenzwertsatz, welcher das Hauptre-
sultat dieser Arbeit darstellt. Durch die abhängige Verdünnung und die weitreichenden
Abhängigkeiten erweist sich beides als aufwendig.
Dieses Ergebnis wird in Kapitel 7 genutzt um einen zentralen Grenzwertsatz für die
Euler-Poincaré-Charakteristik eines ebenen stationären Poisson-1-Zylindermodells in ei-
nem wachsenden Beobachtungsfenster zu zeigen.
In Kapitel 8 beschäftigen wir uns schließlich noch mit dem Komplement eines statio-
nären Poisson-(d−1)-Zylindermodells, kurz gesagt die weißen Flächen in Abbildung 1.1,
und fassen dieses als Mosaik mit dicken Rändern auf. In diesem Zusammenhang unter-
suchen wir die typische Zelle sowie die Nullpunktszelle und erhalten das überraschende
Ergebnis, dass diese nicht von der Dicke der Zylinder abhängen.
Abgesehen von den einführenden Kapiteln findet sich am Ende jeden Kapitels außer-
dem noch ein Abschnitt mit Kommentaren und offenen Fragen.
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2 Grundlagen
2.1 Markierte Punktprozesse
Punktprozesse und markierte Punktprozesse dienen sowohl zur Konstruktion als auch
zur Untersuchung zufälliger abgeschlossener Mengen und sind damit ein unverzichtbares
Hilfsmittel in der stochastischen Geometrie. Die folgende kurze Einführung lehnt sich
an die Darstellung von Heinrich (2013), Schneider und Weil (2000) sowie König und
V. Schmidt (1992) an, wo sich auch weiterführende Literatur für ein tiefer gehendes
Studium findet.
Wir führen markierte Punktprozesse nun als zufällige Zählmaße ein. SeiNM die Menge
der lokal endlichen Zählmaße auf [Rd×M,B(Rd)⊗B(M)], wobei Rd der d-dimensionale
euklidische Raum undM ein polnischer Raum (ein separabler und vollständig metrisier-
barer topologischer Raum), der sogenannteMarkenraum, ist. Mit B(.) bezeichnen wir die
durch die zugehörige Topologie erzeugte Borel-σ-Algebra. Unter lokal endlich verstehen
wir hierbei ψ(B ×M) < ∞ für alle beschränkten Mengen B ∈ B(Rd), wenn ψ ∈ NM.
Mit NM := σ
({ψ ∈ NM : ψ(B × L) = k} : k ∈ N, B ∈ B(Rd) beschränkt, L ∈ B(M))
wird [NM,NM] zu einem messbaren Raum. Hier bezeichnet σ(.) die erzeugte σ-Algebra.
Wegen der lokalen Endlichkeit gibt es zu jedem Zählmaß ψ ∈ NM immer eine Folge
(xi(ψ),mi(ψ))i≥1, so dass
ψ =
∑
i≥1
δ(xi(ψ),mi(ψ)), (2.1)
wobei δx das Dirac-Maß bezeichnet. Die Abhängigkeit der Folge von ψ werden wir dabei
später weglassen. Diese Indizierung ist nicht eindeutig und die Atome können dabei mit
verschiedenen, aber endlichen, Vielfachheiten auftreten. Sind die (xi(ψ),mi(ψ)), i ≥ 1,
aber paarweise verschieden, also alle Vielfachheiten 1, so nennen wir ψ einfach. Formal
ist dies genau dann der Fall, wenn ψ({x} ×M) ≤ 1 für alle x ∈ Rd gilt.
Für ein Zählmaß ψ ∈ NM heißt
s(ψ) = {(x,m) ∈ Rd ×M : ψ({(x,m)}) > 0}
der Träger von ψ. Ist ψ =
∑
i≥1 δ(xi(ψ),mi(ψ)) einfach, so können wir ψ mit seinem Träger
identifizieren, d.h. es ist s(ψ) = {(xi(ψ),mi(ψ)) : i ≥ 1}.
Ist nun ein hypothetischer Wahrscheinlichkeitsraum [Ω,A,P] gegeben, so definieren
wir einen markierten Punktprozess als Zufallselement mit Werten in NM. Die Existenz
eines Wahrscheinlichkeitsraumes und einer solchen Abbildung kann ausgehend von einer
Familie endlich dimensionaler Verteilungen ähnlich wie bei stochastischen Prozessen
sichergestellt werden.
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Definition 2.1 Eine (A,NM)-messbare Abbildung
ΨM : [Ω,A,P]→ [NM,NM]
heißt ein (zufälliger) markierter Punktprozess auf Rd mit Markenraum M. Das Bildmaß
PΨM = P ◦Ψ−1M heißt die Verteilung von ΨM.
Wir betrachten später auch unmarkierte Punktprozesse. Diese werden analog ein-
geführt als zufällige lokal endliche Zählmaße auf [Rd,B(Rd)]. Aus jedem markierten
Punktprozess erhält man durch Ψ( . ) = ΨM( . ×M) einen unmarkierten Punktprozess.
Alle unten aufgeführten Aussagen gelten analog auch für unmarkierte Punktprozesse.
Wir führen noch drei wichtige grundlegende Eigenschaften von Punktprozessen ein.
Hierfür definieren wir für ψ ∈ NM, B ∈ B(Rd) und L ∈ B(M) sowie x ∈ Rd und
O ∈ SOd := {A ∈ Rd×d : A−1 = AT , detA = 1} einen Translations- und einen
Rotationsoperator durch
(Txψ)(B × L) := ψ((B + x)× L)
(ROψ)(B × L) := ψ(OB × L).
Ferner bezeichnet
d
= die Verteilungsgleichheit.
Definition 2.2 Ein markierter Punktprozess ΨM heißt
1. einfach, wenn P(ΨM({x} ×M) ≤ 1) = 1 für alle x ∈ Rd, also wenn ΨM mit
Wahrscheinlichkeit 1 einfach ist.
2. stationär oder homogen, wenn TxΨM
d
= ΨM für alle x ∈ Rd,
3. isotrop, wenn ROΨM
d
= ΨM für alle O ∈ SOd.
Wegen (2.1) gibt es zu jedem markiertem Punktprozess ΨM eine Folge von Zufallsvek-
toren (Xi,Mi)i≥1 in Rd ×M mit ΨM =
∑
i≥1 δ(Xi,Mi). Zufällige Punktprozesse können
also auch als eine Folge von Zufallsvektoren interpretiert werden oder geometrisch als
ein zufälliges Punktmuster im Raum Rd ×M. Umgekehrt wird durch jede abzählbare
zufällige Menge Ξ = {(X1,M1), (X2,M2), . . . } ⊂ Rd ×M mit #(A ∩ Ξ) < ∞ für alle
kompakten A ∈ B(Rd) ⊗ B(M) mittels ΨM =
∑
i≥1 δ(Xi,Mi) ein markierter Punktpro-
zess definiert. Wir bezeichnen deshalb auch geeignete abzählbare zufällige Mengen als
Punktprozesse.
Die Verteilung eines einfachen markierten Punktprozesses lässt sich auch mittels der
Leerwahrscheinlichkeiten festlegen.
Satz 2.1 Sei ΨM ein einfacher markierter Punktprozess. Dann wird die Verteilung PΨM
eindeutig festgelegt durch die Leerwahrscheinlichkeiten
P(ΨM(A) = 0) = PΨM({ψ ∈ NM : ψ(A) = 0})
für alle kompakten A ⊆ Rd ×M.
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Wichtige zahlenmäßige Charakteristiken von markierten Punktprozessen sind das In-
tensitätsmaß und höhere Momentenmaße. Sie können als eine Art Erwartungswert bzw.
als Momente aufgefasst werden.
Definition 2.3 Sei ΨM =
∑
i≥1 δ(Xi,Mi) ∼ PΨM ein markierter Punktprozess. Dann
heißt die für A ∈ B(Rd)⊗ B(M) definierte Abbildung
ΛΨM(A) := EΨM(A) = E
∑
i≥1
δ(Xi,Mi)(A) (2.2)
das Intensitätsmaß von ΨM. Wenn ΨM einfach ist, können wir auch
ΛΨM(A) =
∫
NM
∑
(x,m)∈s(ψ)
1A((x,m))PΨM(dψ)
schreiben.
Wir werden ab hier die generelle Voraussetzung
ΛΨM(B ×M) <∞ für alle beschränkten B ∈ B(Rd)
treffen, d.h. das Intensitätsmaß eines Punktprozesses sei stets lokal-endlich. Durch al-
gebraische Induktion ergibt sich aus der Definition des Intensitätsmaßes die Campbell-
Mecke-Formel
E
∑
i≥1
f(Xi,Mi) =
∫
Rd×M
f(x,m) ΛΨM(d(x,m)), (2.3)
wobei f : Rd ×M→ R nicht-negativ und messbar oder integrierbar bzgl. ΛΨM ist.
Ist der markierte Punktprozess stationär, so lässt sich das Intensitätsmaß zerlegen.
Dazu sei ab hier νd das Lebesgue-Maß auf Rd. Allgemeiner werden wir später mit νE
das Lebesgue-Maß auf einem festen linearen oder affinen Unterraum E bezeichnen.
Satz 2.2 Für einen stationären markierten Punktprozess ΨM gilt
ΛΨM(B × L) = λ νd(B)Q(L) für alle B ∈ B(Rd), L ∈ B(M) (2.4)
mit λ = EΨM([0, 1]
d ×M) und einem eindeutig bestimmten Wahrscheinlichkeitsmaß Q
auf M.
Wir nennen λ die Intensität und Q die Markenverteilung von ΨM. Ein Zufallselement
M0 mit Verteilung Q heißt eine typische Marke.
Durch Produktbildung definiert man höhere Momentenmaße ähnlich wie (2.2). Für
uns wichtiger sind jedoch die faktoriellen Momentenmaße.
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Definition 2.4 Sei ΨM einfach und B1×L1, . . . , Bk×Lk ∈ B(Rd)⊗B(M). Dann heißt
α
(k)
ΨM
( k×
i=1
(
Bi × Li
))
:=
∫
NM
∑6=
(x1,m1),...,(xk,mk)∈s(ψ)
k∏
j=1
1Bj×Lj (xj ,mj)PΨM(dψ)
das k-te faktorielle Momentenmaß von ΨM. Hierbei bedeutet
∑ 6=
, dass über paarweise
verschiedene Elemente summiert wird.
Das wichtigste Beispiel für einen markierten Punktprozess ist der markierte Poisson-
Punktprozess. Er wird uns auch später zur Konstruktion von Poisson-Zylinderprozessen
dienen.
λ = 2 λ(x1, x2) = exp(x
2
1 + x
2
2)
Abbildung 2.1: Realisierung eines stationären und eines nicht stationären Poisson-
Prozesses
Definition 2.5 Es sei ΛM : [R
d × M,B(Rd) ⊗ B(M)] → [0,∞] ein diffuses, lokal-
endliches Maß. Dann heißt ein markierter Punktprozess ΠΛM ein markierter Poisson-
Punktprozess oder kurz ein Poisson-Prozess, falls:
1. Die Zufallsgröße ΠΛM(B×L) ist Poisson-verteilt mit Erwartungswert ΛM(B×L)
für alle beschränkten B ∈ B(Rd) und L ∈ B(M).
2. Die Zufallsgrößen ΠΛM(B1 × L1), . . . ,ΠΛM(Bk × Lk) sind vollständig unabhän-
gig, falls L1, . . . , Lk ∈ B(Rd) sowie B1, . . . , Bk ∈ B(Rd) paarweise disjunkt und
beschränkt sind.
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2.1 Markierte Punktprozesse
Abbildung 2.1 zeigt die Realisierung eines stationären und eines nicht-stationären un-
markierten Poisson-Punktprozesses. Das Intensitätsmaß für den nicht-stationären Fall
ist gegeben durch die Lebesgue-Dichte λ(x1, x2) = exp{x21 + x22}.
Aus der Definition ergibt sich sofort, dass ein markierter Poisson-Prozess genau dann
stationär bzw. isotrop ist, wenn dies für das Intensitätsmaß gilt. Insbesondere ist ein
Poisson-Prozess genau dann stationär, wenn das Intensitätsmaß die Form (2.4), wie in
Satz 2.2 hat. Ein stationärer Poisson-Prozess (genauer seine Verteilung) ist also durch
eine Intensität λ > 0 und eine Markenverteilung Q eindeutig bestimmt. Da das Inten-
sitätsmaß als diffus vorausgesetzt wird, ist ein Poisson-Prozess in unserem Sinne stets
einfach.
Es zeigt sich ferner, dass ein stationärer, markierter Poisson-Punktprozess ΠΛM auto-
matisch unabhängig markiert ist, d.h. ist ΠΛM =
∑
i≥1 δ(Xi,Mi), so ist die Folge (Mi)i≥1
unabhängig, identisch verteilt gemäß der Markenverteilung Q und ebenfalls unabhängig
von der Folge (Xi)i≥1. Im allgemeinen Fall müssen stationäre markierte Punktprozesse
aber nicht unabhängig markiert sein. Einen unabhängig markierten Punktprozess erhält
man also, indem man sich einen unmarkierten Punktprozess und eine Markenverteilung
Q vorgibt und dann jeden Punkt mit einer unabhängigen, gemäß Q verteilten Marke
versieht.
Satz 2.3 Sei ΠΛM ein markierter Poisson-Punktprozess mit Intensitätsmaß ΛM. Dann
gilt:
1. Für jede messbare Funktion v : Rd × M → [0, 1], so dass 1 − v( . ,m) für alle
m ∈M einen beschränkten Träger hat, gilt
∫
NM
∏
(x,m)∈s(ψ)
v(x,m)PΠΛM (dψ) = exp

∫
Rd×M
(
v(x,m)− 1)ΛM(d(x,m))
 .
(2.5)
2. Der dazugehörige unmarkierte Punktprozess ist ein Poisson-Punktprozess mit In-
tensitätsmaß ΛM( . ×M).
Das Funktional, welches durch die linke Seite von (2.5) für v definiert wird, heißt
erzeugendes Funktional. Es kann auch für beliebige Punktprozesse definiert werden und
legt deren Verteilung eindeutig fest.
Für die faktoriellen Momentenmaße eines Poisson-Prozesses gilt ferner eine Charak-
terisierung.
Satz 2.4 Ein einfacher markierter Punktprozess ΨM mit Intensitätsmaß ΛM ist ein
markierter Poisson-Prozess genau dann, wenn α
(k)
ΨM
= ΛM ⊗ · · · ⊗ ΛM︸ ︷︷ ︸
k-mal
für alle k ∈ N
gilt.
9
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Ein wichtiges Hilfsmittel zur Berechnung von Mittelwerten, welches wir später häufig
verwenden, findet sich in der folgenden Formel.
Satz 2.5 (Mecke-Slivnyak-Formel) Es sei Pλ,Q die Verteilung eines stationären mar-
kierten Poisson-Prozesses mit Intensität λ > 0 und Markenverteilung Q. Ferner sei
f : (Rd ×M)k × NM → R eine nicht-negative messbare oder integrierbare Funktion.
Dann gilt∫
NM
∑ 6=
(x1,m1),...,(xk,mk)∈s(ψ)
f
(
x1,m1, . . . , xk,mk, ψ − δ(x1,m1) − · · · − δ(xk,mk)
)
Pλ,Q(dψ)
= λk
∫
(Rd×M)k
∫
NM
f
(
x1,m1, . . . , xk,mk, ψ
)
Pλ,Q(dψ) dxkQ(dmk) . . . dx1Q(dm1).
(2.6)
Abschließend bemerken wir, dass in vielen der obigen Überlegungen der euklidische
Raum Rd auch durch einen lokal kompakten Hausdorff-Raum ersetzt werden kann. Auf
diese Weise können beispielsweise (markierte) Punktprozesse und insbesondere auch
Poisson-Punktprozesse auf dem System der nicht leeren abgeschlossenen Mengen er-
klärt werden. Ist ein solcher Punktprozess auf dem System der nicht leeren kompakten
Teilmengen konzentriert, so bezeichnen wir diesen nach Schneider und Weil (2000, Kapi-
tel 4.2) auch als Partikelprozess. Stationäre Partikelprozesse lassen sich nach Schneider
und Weil (2000, S.136, Satz 4.3.1) auch als markierte Punktprozesse darstellen.
Sei Kd das System der kompakten Teilmengen von Rd, versehen mit der Hausdorff-
Metrik, und K′d := Kd \ ∅. Unter einer Zentrumsfunktion verstehen wir dann eine mess-
bare Abbildung c : K′d → Rd, welche c(t + K) = t + c(K) für alle t ∈ Rd und K ∈ K′d
erfüllt. Häufig verwendete Zentrumsfunkionen sind beispielsweise der Umkugelmittel-
punkt oder das lexikographische Minimum oder Maximum. Ist dann Ψ =
∑
i≥1 δΞi ein
stationärer Partikelprozess, so wird durch
Ψc :=
∑
i≥1
δ(c(Ξi),Ξi−c(Ξi))
ein stationärer markierter Punktprozess mit Markenraum K′d definiert. Die durch die
Zerlegung (2.4) gewonnene Intensität hängt dabei nicht von der Zentrumsfunktion c ab
und stimmt mit der Intensität von Ψ überein. Die Markenverteilung hängt allerdings von
c ab. Diese Abhängigkeit ist aber nur additiv, d.h. ist c′ eine weitere Zentrumsfunktion,
so ist die Markenverteilung von Ψc′ das Bild der Markenverteilung von Ψc unter der
Abbildung K 7→ K − c′(K). Wir bezeichnen deshalb die Markenverteilung in diesem
Fall auch als Formverteilung.
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2.2 Zufällige abgeschlossene Mengen
Dieser Abschnitt orientiert sich im Wesentlichen an Schneider und Weil (2000) und
Molchanov (2013).
Wir bezeichnen von nun an mit Fd und Kd die Mengensysteme der abgeschlossenen
bzw. der kompakten Teilmengen des Rd. Ferner sei Cd das Mengensystem der konvexen
Körper (d.h. der kompakten und konvexen Mengen) des Rd.
Eine zufällige abgeschlossene Menge in Rd ist ein Zufallselement auf einem Wahr-
scheinlichkeitsraum [Ω,A,P] mit Werten in Fd. Das Mengensystem Fd wird dabei verse-
hen mit der durch die sogenannten hitting sets FK := {F ∈ Fd : F ∩K 6= ∅}, K ∈ Kd,
erzeugten σ-Algebra, welche wir mit σf bezeichnen. Es ist also σf = σ
(FK : K ∈ Kd).
Definition 2.6 Eine zufällige abgeschlossene Menge (ZAM) ist eine (A, σf )-messbare
Abbildung
Ξ : [Ω,A,P]→ [Fd, σf ].
Das Bildmaß PΞ = P ◦ Ξ−1 heißt die Verteilung von Ξ.
Eine zufällige abgeschlossene Menge heißt stationär bzw. isotrop, wenn ihre Verteilung
translations- bzw. rotationsinvariant ist, d.h. wenn TxΞ
d
= Ξ für alle x ∈ Rd bzw.
ROΞ
d
= Ξ für alle O ∈ SOd, wobei TxB = {x+y : y ∈ B} und ROB = {RO(y) : y ∈ B}.
Das Analogon zur Verteilungsfunktion einer gewöhnlichen Zufallsgröße ist das Kapa-
zitätsfunktional.
Definition 2.7 Sei Ξ eine zufällige abgeschlossene Menge. Dann heißt die für K ∈ Kd
definierte Abbildung
TΞ(K) = P(Ξ ∩K 6= ∅)
das Kapazitätsfunktional von Ξ.
TΞ ist eine alternierende Choquet-Kapazität von unendlicher Ordnung und legt die
Verteilung PΞ eindeutig fest. Es kann umgekehrt gezeigt werden, dass zu jeder alter-
nierenden Choquet-Kapazität von unendlicher Ordnung T ein Wahrscheinlichkeitsraum
[Ω,A,P] und eine ZAM Ξ existiert mit T = TΞ.
Ein Beispiel einer zufällig abgeschlossenen Menge haben wir bereits kennengelernt,
nämlich den Träger eines einfachen unmarkierten Punktprozesses. Allgemeiner bildet die
Vereinigungsmenge eines Punktprozesses auf dem System der abgeschlossenen Mengen
eine ZAM. Wir definieren noch zwei einfache numerische Kenngrößen für stationäre
ZAM.
Definition 2.8 Sei Ξ eine stationäre zufällige abgeschlossene Menge und B ∈ B(Rd)
mit 0 < νd(B) <∞. Dann heißt die von der Wahl von B unabhängige Zahl
p =
Eνd(Ξ ∩B)
νd(B)
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der Volumenanteil oder Volumendichte und
C(x) =
Eνd
(
Ξ ∩ (Ξ− x) ∩B)
νd(B)
für alle x ∈ Rd,
die Kovarianz von Ξ.
Mit Hilfe des Satzes von Fubini lässt sich zeigen, dass
p = P(x ∈ Ξ) = P(0 ∈ Ξ) = TΞ({0})
und
C(x) = P(0 ∈ Ξ, x ∈ Ξ) = TΞ({0, x})
für alle x ∈ Rd.
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3 Stationäre Poisson-k-Zylinderprozesse
und Zylindermodelle
3.1 Allgemeine Definition und einige bekannte
Eigenschaften
Ein k-Zylinder im Rd mit 0 ≤ k ≤ d − 1 ist eine Menge der Form K ⊕ L, wobei L
ein k-dimensionaler linearer Unterraum des Rd und K ⊂ L⊥ eine kompakte Menge ist.
Ein Poisson-k-Zylinderprozess kann also zunächst durch Vorgabe eines Intensitätsmaßes
als ein Poisson-Prozess konzentriert auf der Menge aller k-Zylinder definiert werden.
Im nächsten Schritt wird im Falle der Stationarität das Intenstitätsmaß zerlegt in ein
Maß auf der Menge der k-dimensionalen linearen Unterräume und in ein Maß auf den
kompakten Teilmengen von L⊥ bei gegebenem L. Dieser Ansatz findet sich beispielsweise
in Davy (1978, S.78-79), Miles (1974, S.214-215), Matheron (1975, S.147-148) und Spiess
(2012). Wir gehen nun in gewisser Weise den umgekehrten Weg (siehe Heinrich und
Spiess (2009) und Heinrich und Spiess (2013)) und definieren zunächst einen markierten
Punktprozess, welcher alle Bestandteile zur Konstruktion der Zylinder enthält. Siehe
insbesondere auch Spiess (2012) für die Äquivalenz dieser beiden Herangehensweisen.
Die Schwierigkeit besteht nun im wesentlichen darin eine passende Darstellung für die
Richtung eines Zylinders zu finden.
Es sei Ldk die Menge der k-dimensionalen linearen Unterräume und Edk die Menge der k-
dimensionalen affinen Unterräume desRd sowie Od die orthogonale und SOd die spezielle
orthogonale Gruppe von Rd×d. Für festes k ∈ {0, . . . , d− 1} definieren wir die linearen
Unterräume Ek = span{ed−k+1, . . . , ed} ∈ Ldk und E⊥k = span{e1, . . . , ed−k} ∈ Ldd−k,
wobei e1, . . . , ed die Standardbasis desRd bezeichnet. Bekanntlich gibt es zu jedem festen
Unterraum L ∈ Ldk eine Äquivalenzklasse OL ⊆ SOd/S(Od−k × Ok) von orthogonalen
Matrizen, so dass OEk = L für alle O ∈ OL gilt, wobei S(Od−k × Ok) die Menge der
Blockmatrizen{(
A 0
0 B
)
: A ∈ R(d−k)×(d−k), B ∈ Rk×k, A ∈ Od−k, B ∈ Ok,detA = detB
}
ist. Wir wählen nun in jeder Äquivalenzklasse OL einen Repräsentanten OL ∈ OL zum
Beispiel als das lexikographisch kleinstes Element der kompakten Menge OL und be-
zeichnen das so definierte Vertretersystem mit SOd,k, d.h. es ist
SOd,k =
{
OL : OL = lex minOL, L ∈ Ldk
}
.
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Auf diese Weise können wir also einen linearen Unterraum L ∈ Ldk mit genau einer
MatrixOL ∈ SOd,k identifizieren. Da Ldk und damit auch SOd,k als Untermannigfaltigkeit
die Dimension k(d − k) hat, muss es außerdem eine Parametrisierung mit k(d − k)
Parametern geben. In den Fällen d = 2, k = 1 und d = 3, k = 1 sind für θ ∈ [0, pi) und
(θ1, θ2) ∈ [0, 2pi)× [0, pi/2] passende Parametrisierungen durch
OL(θ) =
(
cos θ − sin θ
sin θ cos θ
)
und OL(θ1, θ2) =
 sin θ1 cos θ1 cos θ2 cos θ1 sin θ2− cos θ1 sin θ1 cos θ2 sin θ1 sin θ2
0 − sin θ2 cos θ2

gegeben. Für d = 3, k = 2 muss die erste Spalte von OL(θ1, θ2) mit −1 multipliziert und
mit der dritten vertauscht werden. Im allgemeinen Fall scheint eine solche Parametri-
sierung jedoch unbekannt zu sein. Im Falle k = d− 1 kann die Festlegung der Richtung
auch einfacher mit Hilfe eines Normalenvektors erfolgen; wir betrachten diesen Fall im
nächsten Abschnitt.
Zur Konstruktion eines k-Zylinders sei nun ein eine Matrix θ ∈ SOd,k, eine Menge
K ∈ K′d−k sowie ein Punkt x ∈ Rd−k gegeben. Dann wird durch
Z(x, θ,K) := θ
(
(K + x)×Rk) = θ((K ′ + x′)⊕ Ek) (3.1)
mit K ′ + x′ = {(x+ y, 0)T : y ∈ K} ⊂ E⊥k ein Zylinder in Rd definiert. Man betrachte
dazu Abbildung 3.1. Hierbei bezeichnet⊕ die Minkowski-Addition, welche für A,B ⊆ Rd
durch A ⊕ B = {x + y : x ∈ A, y ∈ B} definiert ist. θEk bezeichnen wir auch als
Richtungsraum und K + x als Basis des Zylinders.
Rd−k
Rd−k
Rd−k
Rd−k
Rd−k
Rd−k
K + x (K + x)×Rd−k θ((K + x)×Rd−k)
Abbildung 3.1: Konstruktion eines k-Zylinders
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3.1 Allgemeine Definition und einige bekannte Eigenschaften
Definition 3.1 Es sei Πd,kλ,Q ∼ Pλ,Q ein stationärer markierter Poisson-Prozess auf
Rd−kmit Markenraum Md,k := SOd,k × K′d−k, Intensität λ ∈ (0,∞) und Markenver-
teilung Q. Die typische Marke bezeichnen wir mit (Θ0,Ξ0) ∼ Q und für diese gelte
Eνd−k
(
Ξ0 ⊕K
)
<∞ für alle K ∈ K′d−k. Dann heißt der auf der Menge der k-Zylinder
konzentrierte Punktprozess
Ψd,kλ,Q :=
∑
(X,Θ,Ξ)∈s(Πd,kλ,Q)
δZ(X,Θ,Ξ)
ein stationärer Poisson-k-Zylinderprozess.
Die Randverteilung Q0( . ) = Q( . × K′d−k) bezeichnen wir als Richtungsverteilung .
Die Forderung Eνd(Ξ0 ⊕K) < ∞ für alle K ∈ K′d−k zieht nach sich, dass die Vereini-
gungsmenge
Ξd,kλ,Q :=
⋃
(X,Θ,Ξ)∈s(Πd,kλ,Q)
Z(X,Θ,Ξ)
mit Wahrscheinlichkeit 1 abgeschlossen und damit eine zufällige abgeschlossene Menge
im Sinne von Abschnitt 2.2 ist. Wir bezeichnen diese auch als stationäres Poisson-k-
Zylindermodell.
Der Wahrscheinlichkeitsraum [Ω,A,P] auf dem Ψd,kλ,Q bzw. Ξ
d,k
λ,Q definiert sind, kann
ferner nach Heinrich und Spiess (2013, S. 315) so gewählt werden, dass die Indikator-
funktion Rd × Ω 3 (x, ω) 7→ 1(x ∈ Ξd,kλ,Q(ω)) messbar bezüglich B(Rd)⊗ A ist. Dies hat
zur Folge, dass wir Messbarkeit in allen späteren Rechnungen voraussetzen können und
dies nicht mehr extra erwähnen. Insbesondere wird die Anwendung des wichtigen Satzes
von Fubini und weiterer Integralsätze ermöglicht.
Der Zylinderprozess Ψd,kλ,Q bzw. das Zylindermodell Ξ
d,k
λ,Q enthalten zwei Grundmodelle
der stochastischen Geometrie als Spezialfall. Für k = 0 und Θ0 = id0 ist Ξ
d,0
λ,Q =⋃
i≥1(Xi+Ξi), d.h. wir erhalten das sogenannte Boolesche Modell. Für Ξ0 = {0} sind die
Zylinder k-dimensionale affine Unterräume und wir erhalten einen stationären Poisson-
k-Ebenenprozess.
Die in Abschnitt 2.2 definierten Kenngrößen für ZAMs lassen sich für stationäre
Poisson-k-Zylindermodelle vergleichsweise übersichtlich ausdrücken (Heinrich und Spiess
(2009), Spiess und Spodarev (2011) oder Spiess (2012)).
Ab hier sei pid−k : Rd → Rd−k die Projektion auf die ersten d − k Komponenten.
Allgemeiner bezeichnen wir mit piL : Rd → Rd die orthogonale Projektion auf einen
linearen Unterraum L.
Satz 3.1 Die zufällige abgeschlossene Menge Ξd,kλ,Q ist stationär und es gilt
T
Ξd,kλ,Q
(K) = 1− exp{−λEνd−k(Ξ0 ⊕ pid−k(−ΘT0 K))} für alle K ∈ Kd. (3.2)
Weiter gilt
p = 1− exp{−λEνd−k(Ξ0)}
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und
C(x) = 2p− 1 + (1− p)2 exp
{
λEνd−k
(
Ξ0 ∩
(
Ξ0 − pid−k(ΘT0 x)
))}
. (3.3)
Die im Exponenten der Kovarianz auftretende Funktion
γB : R
m → [0,∞), x 7→ νm(B ∩ (B + x)),
wobei B ∈ B(Rm), bezeichnet man als Mengenkovarianz von B. Sie wird später noch
häufiger auftreten. Siehe Matheron (1975, S. 85 f.) für einige wichtige Eigenschaften
dieser Funktion.
In Matheron (1975, S. 148-149) findet sich darüber hinaus noch eine Charakteri-
sierung von stationären Poisson-k-Zylinderprozessen. Und zwar sind die Vereinigungen
von unabhängigen stationären Poisson-k-Zylindermodellen mit konvexer Basis genau die
semi-markovschen, unbegrenzt teilbaren ZAM. Dabei heißt eine ZAM Ξ semi-markovsch,
wenn (1 − TΞ(K ∪ K ′ ∪ C))(1 − TΞ(C)) = (1 − TΞ(K ∪ C))(1 − TΞ(K ′ ∪ C)) für alle
K,K ′ ∈ Kd, C ∈ Cd und unbegrenzt teilbar, wenn es zu jedem m ∈ N unabhängig,
identisch verteilte ZAMs Ξm gibt, so dass Ξ dieselbe Verteilung wie Ξ1 ∪ . . . ∪ Ξm hat.
3.2 Der Spezialfall k = d− 1
Der Richtungsraum eines (d − 1)-Zylinders ist ein (d − 1)-dimensionaler linearer Un-
terraum, also eine Hyperebene in Rd. Die Richtung lässt sich in diesem Fall deutlich
einfacher mit einem normierten Normalenvektor, anstatt einer Drehmatrix darstellen.
Ferner wollen wir bei dieser Beschreibung nur Zylinder mit zusätzlich konvexer Basis,
also abgeschlossenen Intervallen betrachten. Wegen der Stationarität genügt es dann
sogar nur symmetrische Intervalle der Form [−r, r] zu betrachten. Ein (d− 1)-Zylinder
hat also die Form
Z(x, u, r) = {y ∈ Rd : −r ≤ 〈u, y〉 − x ≤ r} (3.4)
mit x ∈ R, r ≥ 0 und u ∈ Sd−1 := {y ∈ Rd : ‖y‖ = 1}, siehe auch Abbildung
3.3. Offenbar ist Z(x, u, r) = H(x, u) ⊕ Bdr , wenn H(x, u) := {y ∈ Rd : 〈y, u〉 = x}
r
r
H(x, u)
H(x− r, u)
H(x+ r, u)
x
u
Abbildung 3.2: Konstruktion eines (d− 1)-Zylinders
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eine Hyperebene mit Normalenvektor u und Abstand x zum Nullpunkt sowie Bdr eine
d-dimensionale Kugel mit Radius r und Mittelpunkt 0 ist. Z(x, u, r) ist demnach eine
symmetrisch um r verdickte Hyperebene.
Ausgangspunkt ist also ein stationärer markierter Poisson-Punktprozess Πλ,Q ∼ Pλ,Q
auf R1 mit MarkenraumM := Sd−1× [0,∞), Intensität λ > 0 und Markenverteilung Q.
Dabei wollen wir voraussetzen, dass Q( . , B) für alle B ∈ B([0,∞)) gerade ist. Hiermit
können wir nun wie im letzten Abschnitt den stationären Poisson-(d−1)-Zylinderprozess
Ψλ,Q =
∑
(X,U,R)∈s(Πλ,Q)
δZ(X,U,R)
und die zufällige abgeschlossene Menge
Ξλ,Q =
⋃
(X,U,R)∈s(Πλ,Q)
Z(X,U,R) (3.5)
definieren. Wir verzichten also in diesem Spezialfall auf die Angabe der Dimensionen.
Abbildung 3.3: Beispielhafte Darstellung eines stationären Poisson-2-Zylinderprozesses
in R3. (Spiess (2012))
Die Voraussetzung, dass Ξλ,Q tatsächlich eine zufällige abgeschlossene Menge ist, re-
duziert sich nun auf ER0 < ∞, was wir auch stets voraussetzen, und es folgt unter
anderem
p = 1− e−2λER0 . (3.6)
Auch in diesem Fall bezeichnen wir die Randverteilung Q0( . ) = Q( . × [0,∞)) als
Richtungsverteilung. Wir werden stets voraussetzen, dass diese nicht degeneriert, d.h.
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nicht auf einer Großsphäre konzentriert ist, also formal
Q0(L ∩ Sd−1) < 1 für alle L ∈ Ldd−1.
Wir interessieren uns später auch für das Komplement von Ξλ,Q, genauer für die ab-
geschlossenen Hüllen der Zusammenhangskomponenten Zi, i ≥ 1, von Ξcλ,Q. Diese sind
offenbar der Schnitt von Halbräumen. Es handelt sich also um abgeschlossene Polyeder,
welche im allgemeinen aber nicht beschränkt sein müssen. Dies ist aber der Fall, wenn
die Richtungsverteilung nicht degeneriert ist. Man überlegt sich dies ähnlich wie für sta-
tionäre Poisson-Hyperebenenprozesse in Schneider und Weil (2000, S. 272 f.) . In diesem
Fall wird durch diese Polytope ein stationärer Partikelprozess
Z =
∑
i≥1
δZi
definiert. Wegen der Stationarität sind die Zi, i ≥ 1, außerdem mit Wahrscheinlichkeit
1 regulär abgeschlossen, d.h. es gilt Zi = cl(intZi) für alle i ≥ 1. Hierbei bezeichnet
int(A) den innere Kern einer Menge und cl(A) den topologischen Abschluss.
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4 Ergodizität und
Mischungseigenschaften stationärer
Poisson-Zylindermodelle
Ergodizität und Mischungseigenschaften spielen eine wichtige Rolle bei der Untersu-
chung von zufälligen abgeschlossenen Mengen und Punktprozessen, insbesondere für
deren Statistik. So lässt sich mit Hilfe der Ergodizität beispielsweise die starke Kon-
sistenz vieler Schätzer folgern, wenn bei einer Beobachtung das Beobachtungsfenster
unbegrenzt wächst.
Anschaulich bedeutet mischend, dass zwei Ereignisse A1,A2 unabhängig werden,
wenn man sie weit voneinander verschiebt. Für Ergodizität wird stattdessen im Sinne
des Cesàro-Grenzwerts gemittelt. Dazu ist es wichtig, über welche Mengen gemittelt
wird.
Definition 4.1 Eine Mengenfolge (Wn)n∈N mit Wn ∈ Cd für alle n ∈ N heißt gleich-
mäßig wachsend, wenn
1. Wn ⊆Wn+1 für alle n ∈ N,
2. lim sup
n→∞
{r ≥ 0 : B(x, r) ⊆ Wn für ein x ∈ Wn} = ∞, wobei B(x, r) eine Kugel
mit Mittelpunkt x ∈ Rd und Radius r > 0 ist.
Die zweite Eigenschaft lässt sich so deuten, dassWn in alle Richtungen gleichermaßen
wächst.
Definition 4.2 Eine stationäre zufällige abgeschlossene Menge Ξ heißt mischend, wenn
lim
‖x‖→∞
PΞ(TxA1 ∩ A2) = PΞ(A1)PΞ(A2),
schwach mischend, wenn
lim
n→∞
1
νd(Wn)
∫
Wn
∣∣PΞ(TxA1 ∩ A2)− PΞ(A1)PΞ(A2)∣∣ dx = 0
und ergodisch, wenn
lim
n→∞
1
νd(Wn)
∫
Wn
PΞ(TxA1 ∩ A2) dx = PΞ(A1)PΞ(A2)
für jeweils alle A1,A2 ∈ σf gilt.
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Offensichtlich ist eine mischende ZAM auch schwach mischend und eine schwach mi-
schende ZAM auch ergodisch. Die obigen Begriff lassen sich analog für Punktprozesse
definieren. Dazu ersetzt man die Verteilung der ZAM durch die Verteilung des Punkt-
prozesses und σf durch N.
Neben den oben definierten gibt es noch eine Reihe stärkerer Mischungseigenschaften
wie beispielsweise Brillinger- oder β-mischend, siehe Heinrich (2013). Auf diese wollen
wir hier aber nicht näher eingehen.
Die Frage nach Mischungseigenschaften einer zufälligen abgeschlossenen Menge Ξ
hängt eng zusammen mit der Beschaffenheit der dazugehörigen Schwanz-σ-Algebra
σ∞f (Ξ) :=
⋂
n≥0
σ
({
Ξ ∩ cl((Bdn)c) ∩K = ∅
}
: K ∈ Kd
)
.
Ist nun σ∞f (Ξ) trivial, d.h. gilt P(A) ∈ {0, 1} für alle A ∈ σ∞f (Ξ), so ist Ξ mischend
(Daley und Vere-Jones (1998, S. 343)).
Ist die Schwanz-σ-Algebra trivial, so sagt man nach Lanford und Ruelle (1969) auch,
dass Ξ Abhängigkeiten mit kurzer Reichweite (short-range correlations) hat. Umgekehrt
hat Ξ weitreichende Abhängigkeiten (longe-range correlations), wenn die Schwanz-σ-
Algebra nicht trivial ist. Sie auch Daley und Vere-Jones (1998, S.353).
Im Falle eines stationären Poisson-k-Zylindermodells mit 1 ≤ k ≤ d− 1 sind aber die
Ereignisse
Aε =
{
Ξd,kλ,Q ∩Bdε = ∅
}
für alle ε > 0 nicht trivial, denn P(Aε) = 1−TΞd,kλ,Q(B
d
ε ) = exp
{−λEνd−k(Ξ0⊕Bd−kε )} ∈
(0, 1). Andererseits liegen diese Mengen nach Heinrich und Spiess (2013, S. 317) in
σ∞f (Ξ
d,k
λ,Q). Ein stationäres Poisson-k-Zylindermodell Ξ
d,k
λ,Q hat also weitreichende Ab-
hängigkeiten und wir können zunächst keine Aussage über Ergodizität oder Mischungs-
eigenschaften treffen.
Es genügt in den folgenden zwei Abschnitten nur stationäre Poisson-k-Zylindermodelle
mit 1 ≤ k ≤ d − 1 zu betrachten. Boolesche Modelle, also Poisson-0-Zylindermodelle,
sind nach Schneider und Weil (2000) nämlich stets mischend, also auch ergodisch.
4.1 Ergodizität
Wir zeigen nun, dass stationäre Poisson-k-Zylindermodelle stets schwach mischend sind.
Satz 4.1 Stationäre Poisson-k-Zylindermodelle sind für alle 1 ≤ k ≤ d − 1 schwach
mischend und damit insbesondere ergodisch.
Beweis. Nach Heinrich (1992) lässt sich die Bedingung für schwach mischend äquivalent
mit Hilfe des Kapazitätsfunktionals durch
lim
n→∞
1
νd(Wn)
∫
Wn
∣∣∣1− TΞd,kλ,Q(C1 ∪ TxC2)− (1− TΞd,kλ,Q(C1))(1− TΞd,kλ,Q(C2))∣∣∣dx = 0
20
4.1 Ergodizität
ausdrücken, wobei C1, C2 ∈ Kd beliebig sind und (Wn)n∈N gleichmäßig wachsend ist.
Mit Hilfe der Formel für das Kapazitätsfunktional (3.2) und der Stationarität von Ξd,kλ,Q
rechnet man zunächst leicht nach, dass
1− T
Ξd,kλ,Q
(C1 ∪ TxC2) = (1− TΞd,kλ,Q(C1))(1− TΞd,kλ,Q(C2))×
× exp
{
λEνd−k
(
(Ξ0 ⊕ pid−k(−ΘT0 C1)) ∩ (Ξ0 ⊕ pid−k(−ΘT0 TxC2))
)}
(4.1)
gilt. Für eine übersichtlichere Schreibweise verwenden wir für i = 1, 2 und für alle
(θ,K) ∈Md,k die Abkürzungen
Ξ˜i = Ξ˜i(Ci,Ξ0,Θ0) := Ξ0 ⊕ pid−k(−ΘT0 Ci)
und
K˜i = K˜i(Ci,K, θ) := K ⊕ pid−k(−θTCi).
Wir müssen also noch
lim
n→∞
1
νd(Wn)
∫
Wn
∣∣∣1− exp{λEνd−k(Ξ˜1 ∩ (Ξ˜2 − pid−k(ΘT0 x)))}∣∣∣ dx = 0
zeigen. Hierfür verwenden wir zunächst die Abschätzungen ey − 1 ≤ yey, für y ≥ 0, und
Eνd−k
(
Ξ˜1 ∩ (Ξ˜2 − pid−k(−ΘT0 x)
) ≤ Eνd−k(Ξ˜1) < ∞ für alle x ∈ Rd. Setzen wir zur
Abkürzung noch c = λ exp{λEνd−k(Ξ˜1)}, so erhalten wir
lim
n→∞
1
νd(Wn)
∫
Wn
∣∣∣1− exp{λEνd−k(Ξ˜1 ∩ (Ξ˜2 − pid−k(ΘT0 x)))}∣∣∣ dx
≤ lim sup
n→∞
c
νd(Wn)
∫
Wn
Eνd−k
(
Ξ˜1 ∩ (Ξ˜2 − pid−k(ΘT0 x))
)
dx
≤ lim sup
n→∞
c
νd(Wn)
∫
Md,k
∫
Wn
νd−k
(
K˜1 ∩ (K˜2 − pid−k(θTx))
)
dxQ(d(θ,K))
≤ c
∫
Md,k
lim sup
n→∞
1
νd(Wn)
∫
Wn
νd−k
(
K˜1 ∩ (K˜2 − pid−k(θTx))
)
dx
Q(d(θ,K)),
wobei im letzten Schritt das Lemma von Fatou angewandt wurde. Dieses wird gerecht-
fertigt durch die Abschätzung
1
νd(Wn)
∫
Wn
νd−k
(
K˜1 ∩ (K˜2 − pid−k(θTx))
)
dx ≤ νd−k
(
K˜1
)
= K ⊕ pid−k(−θTC1)
für alle (θ,K) ∈ Md,k und damit haben wir eine bezüglich Q integrierbare Majorante
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gefunden.
Wir betrachten nun den Grenzwert im Inneren für feste (θ,K) ∈Md,k. Man beachte
dabei, dass der Träger der Funktion Rd 3 x 7→ νd
(
K˜1∩ (K˜2−pid−k(θTx))
)
ein Zylinder,
also nicht kompakt ist. Wir müssen deshalb das Integral zerlegen. Dazu bezeichnen wir
mit νL das Lebesgue-Maß auf einem linearem Unterraum L. Mit dem Satz von Fubini
folgt
lim sup
n→∞
1
νd(Wn)
∫
θTWn
νd−k
(
K˜1 ∩ (K˜2 − pid−k(x))
)
dx
= lim sup
n→∞
1
νd(Wn)
∫
E⊥k
∫
Ek
1θTWn(y + z)νd−k
(
K˜1 ∩ (K˜2 − pid−k(y + z))
)
νEk(dz)νE⊥k
(dy)
= lim sup
n→∞
1
νd(Wn)
∫
E⊥k
νEk
(
(θTWn − y) ∩ Ek
)
νd−k
(
K˜1 ∩ (K˜2 − pid−k(y))
)
νE⊥k
(dy).
Anschaulich ist klar, dass der Quotient νEk ((θ
TWn−y)∩Ek)/νd(θTWn) gegen Null konver-
giert. Denn mit Wn ist auch θTWn eine gleichmäßig wachsende Folge und der Schnitt
von θTWn mit einer Ebene wächst grob gesagt in weniger Richtungen und damit lang-
samer als νd(θTWn). Formal verwenden wir ein Resultat von McMullen (1982), welches
besagt, dass für einen beliebigen konvexen Körper C und Ebenen Fj , j = 1, . . . ,m mit
dim(Fj) = dj , so dass d1 + · · ·+ dm = d, die Ungleichung
νd(C) ≥ d1! · · · dm!
d!
νF1(C ∩ F1) · · · νFm(C ∩ Fm).
gilt. Dies liefert also
νEk
(
(θTWn − y) ∩ Ek
)
νd(θTWn)
≤
(
d
k
)
νE⊥k
(
(θTWn − y) ∩ E⊥k
)
=
(
d
k
)
νE⊥k
(θTWn ∩ E⊥k )
für alle y ∈ E⊥k und θ ∈ SOd,k. Weil θTWn gleichmäßig wächst gilt aber sicher
lim sup
n→∞
1
νE⊥k
(θTWn ∩ E⊥k )
= 0.
Ferner ist∫
E⊥k
νd−k
(
K˜1 ∩ (K˜2 − pid−k(y))
)
νE⊥k
(dy) =
∫
Rd−k
νd−k
(
K˜1 ∩ (K˜2 − y)
)
νd−k(dy)
= νd−k
(
K˜1)νd−k
(
K˜2) <∞
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und deshalb erhalten wir schließlich
lim sup
n→∞
1
νd(Wn)
∫
θTWn
νd−k
(
K˜1 ∩ (K˜2 − pid−k(x))
)
dx ≤
≤
(
d
k
)
νd−k
(
K˜1)νd−k
(
K˜2) lim sup
n→∞
1
νE⊥k
(θTWn ∩ E⊥k )
= 0. 
Insbesondere sind also auch stationäre Poisson-k-Ebenenprozesse schwach mischend.
4.2 Mischungseigenschaften
Wir wollen im Folgenden untersuchen, unter welchen Voraussetzungen die zufällige abge-
schlossene Menge Ξd,kλ,Q mischend ist. Bereits stationäre Poisson-(d− 1)-Ebenenprozesse
sind nach Schneider und Weil (2000, S. 291 f.) nicht immer mischend. Genauer hängt
dies von der Richtungsverteilung ab. Dieses Verhalten überträgt sich auch auf stationäre
Poisson-k-Zylinderprozesse bzw. Poisson-k-Zylindermodelle.
Satz 4.2 Ein stationäres Poisson-k-Zylindermodell Ξd,kλ,Q mit 1 ≤ k ≤ d−1 ist mischend
genau dann, wenn die Richtungsverteilung Q0( . ) = Q( . ×K′d−k) die Bedingung
Q0
({θ ∈ SOd,k : u ∈ θEk}) = 0 für alle u ∈ Sd−1 (4.2)
erfüllt.
Beweis. Wir verwenden die gleichen Bezeichnungen wie im Beweis von Satz 4.1. Wie
auch dort verwenden wir ein Ergebnis von Heinrich (1992) und drücken die Mischungs-
eigenschaft mit Hilfe des Kapazitätsfunktionals aus. Zu zeigen ist demnach
lim
‖x‖→∞
(
1− T
Ξd,kλ,Q
(C1 ∪ TxC2)
)
=
(
1− T
Ξd,kλ,Q
(C1)
)(
1− T
Ξd,kλ,Q
(C2)
)
für beliebige C1, C2 ∈ Kd. Mit Hilfe von (4.1) sieht man, dass dies genau dann der Fall
ist, wenn
∀C1, C2 ∈ Kd, (xn)n∈N ⊂ Rd mit ‖xn‖ → ∞ :
lim
n→∞
∫
Md,k
νd−k
(
K˜1 ∩ (K˜2 − pid−k(θTxn))
)
Q(d(θ,K)) = 0 (4.3)
gilt. Die Bedingung (4.2) ist wiederum äquivalent zu
Q0
({θ ∈ SOd,k : pid−k(θTu) = 0}) = 0 für alle u ∈ Sd−1. (4.4)
Sei zunächst (4.4) erfüllt und C1, C2 ∈ Kd sowie eine Folge (xn)n∈N mit ‖xn‖ → ∞
vorgegeben. Dabei können wir ohne Einschränkung xn 6= 0 für alle n ∈ N annehmen.
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Dann ist nach Voraussetzung Q0
({θ ∈ SOd,k : pid−k(θT xn‖xn‖) = 0}) = 0 für alle n ∈ N
und damit auch
Q0
({
θ ∈ SOd,k : pid−k
(
θT
xn
‖xn‖
)
= 0 ∀n ∈ N
})
= 0. (4.5)
Weiter ist der Träger der Abbildung x 7→ νd−k(K˜1 ∩ (K˜2 − x)) gerade K˜2 ⊕ (−K˜1) also
kompakt und dies liefert zusammen mit (4.5) den Grenzwert
lim
n→∞ νd−k
(
K˜1∩ (K˜2−pid−k(θTxn))
)
= lim
n→∞ νd−k
(
K˜1∩ (K˜2−pid−k(θT xn‖xn‖)‖xn‖)
)
= 0
für Q0-fast alle θ ∈ SOd,k. Ferner ist νd−k
(
K˜1 ∩ (K˜2 − pid−k(θTxn))
) ≤ νd−k(K˜1) was
eine intergierbare Majorante ist. Der Satz von der majorisierten Konvergenz liefert also
(4.3).
Zum Beweis der anderen Richtung sei (4.4) nicht erfüllt, d.h. es gibt ein u0 ∈ Sd−1,
so dass Q0
({θ ∈ SOd,k : pid−k(θTu0) = 0}) = ε > 0. Wir wählen nun C1 = C2 = Bd1
und xn = nu0 für alle n ∈ N. Dann gilt∫
Md,k
νd−k
(
K˜1 ∩ (K˜2 − npid−k(θTu0))
)
Q(d(θ,K))
≥
∫
{θ: pid−k(θTu0)=0}×K′d−k
νd−k
(
K˜1 ∩ (K˜2 − npid−k(θTu0))
)
Q(d(θ,K))
=
∫
{θ: pid−k(θTu0)=0}×K′d−k
νd−k
(
K ⊕Bd−k1
)
Q(d(θ,K))
≥ ε νd−k
(
Bd−k1
)
> 0
für alle n ∈ N, womit (4.3) nicht erfüllt und die Äquivalenz von (4.3) und (4.4) gezeigt
ist. 
Bemerkung 4.1 Weil Ξd,kλ,Q eine unbegrenzt teilbare ZAM ist, folgt nach Daley und
Vere-Jones (1998) aus der Mischungseigenschaft auch, dass Ξd,kλ,Q mischend von jeder
Ordnung m, m ∈ N ist. Dabei heißt eine ZAM Ξ mischend von m-ter Ordnung, wenn
PΞ(A0 ∩ Tx(1)n A1 ∩ . . . ∩ Tx(m)n Am) −−−→n→∞ PΞ(A0)PΞ(A1) · · ·PΞ(Am)
für beliebige Folgen in Rd mit ‖x(1)n ‖, . . . , ‖x(m)n ‖ −−−→
n→∞ ∞ und ‖x
(i)
n − x(j)n ‖ −−−→
n→∞ ∞,
für alle i 6= j, und A0,A1, . . . ,Am ∈ σf .
Ob ein Poisson-k-Zylindermodell mischend ist, hängt also nur von der Richtungs-
verteilung ab. Wir wollen uns noch überlegen, wie sich die Bedingung (4.2) bzgl. der
gewöhnlichen Einteilung von Verteilungsfunktionen in diskrete und stetige einordnet.
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Korollar 4.3 Ist 1 ≤ k ≤ d − 1 und hat die Richtungsverteilung Q0 einen diskreten
Anteil, so ist Ξd,kλ,Q nicht mischend.
Beweis. Es sei also Q0({ϑ0}) > 0 für ein ϑ0 ∈ SOd,k. Dann gilt für für alle u ∈ ϑ0Ek,
Q0
({θ ∈ SOd,k : u ∈ θEk}) ≥ Q0({ϑ0}) > 0. 
Nun ist zunächst zu erklären, was eine absolut stetige Richtungsverteilung ist. Aus der
Integralgeometrie ist bekannt (Schneider und Weil (1992, S.28, Satz 1.3.3.)), dass es auf
SOd genau ein rotationsinvariantes Wahrscheinlichkeitsmaß µd gibt. Die Einschränkung
von µd auf SOd,k bezeichnen wir mit µd,k. Eine Verteilung P auf SOd,k wollen wir absolut
stetig nennen, wenn P absolut stetig bezüglich µd,k ist.
Ferner heißen zwei lineare Unterräume L,L′ ⊆ Rd in spezieller Lage, wenn
span(L ∪ L′) 6= Rd und dim(L ∩ L′) > 0.
L und L′ heißen in allgemeiner Lage, wenn sie nicht in spezieller Lage sind.
Korollar 4.4 Das Zylindermodell Ξd,kλ,Q ist für 1 ≤ k ≤ d − 1 genau dann mischend,
wenn
Q0
({θ ∈ SOd,k : θEk und L sind in spezieller Lage}) = 0 für alle L ∈ Ld1.
Insbesondere ist Ξd,kλ,Q mischend, falls Q0 absolut stetig bzgl. dem invarianten Maß µd,k
ist.
Beweis. Man überlegt sich schnell, dass
u ∈ θEk ⇐⇒ span(u) und θEk sind in spezieller Lage
für alle u ∈ Sd−1 und θ ∈ SOd,k gilt. Außerdem ist nach Schneider und Weil (1992,
S.23, Satz 1.2.5) die Menge {θ ∈ SOd : θEk und L sind in spezieller Lage} eine µd-
Nullmenge. 
Die Stetigkeit der Richtungsverteilung (im Sinne, dassQ0({θ}) = 0, für alle θ ∈ SOd,k)
ist also notwendig, aber im allgemeinen nicht hinreichend dafür, dass Ξd,kλ,Q mischend ist.
Beispiel 4.1 Für die in Abschnitt 3.2 eingeführte alternative Beschreibung des Spezi-
alfalles k = d− 1 wird die Bedingung (4.2) zu
Q0
({v ∈ Sd−1 : 〈u, v〉 = 0}) = 0 für alle u ∈ Sd−1 (4.6)
was äquivalent zu
Q0
(
Sd−1 ∩ L) = 0 für alle L ∈ Ldd−1
ist. In Worten bedeutet dies, dass Q0 auf jeder Großsphäre verschwindet, was gerade
die Bedingung dafür ist, dass ein Poisson-Hyperebenenprozess mischend ist (Schneider
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und Weil (2000, S. 289, Satz 5.4.3)). Eine auf einer Großsphäre konzentrierte stetige
Verteilung ist also stetig, erzeugt aber keinen mischenden Zylinderprozess.
Im Fall d = 2 ist die Bedingung offenbar äquivalent zur Stetigkeit der Richtungsvertei-
lung, denn hier sind die Großsphären schlicht zwei gegenüberliegende Punkte.
Kommentare und offene Fragen
Die obigen Ergebnisse gelten analog für stationäre Poisson-k-Zylinderprozesse. Die Ver-
teilung von Ψd,kλ,Q wird nach Schneider und Weil (2000) nämlich bereits durch das
Funktional K 7→ P(Ψd,kλ,Q(FK) = 0) für alle K ∈ Kd festgelegt. Andererseits ist aber
P(Ψd,kλ,Q(FK) = 0) = P(Ξd,kλ,Q ∩ K = ∅) = 1 − TΞd,kλ,Q(K). Auch die entsprechenden Be-
dingungen für ergodisch, schwach mischend und mischend lassen sich mit Hilfe dieses
Funktionals ausdrücken, so dass der Nachweis genau wie oben funktioniert.
Dass ein diskreter Anteil der Richtungsverteilung die Mischungseigenschaft verhin-
dert, wird bereits von Heinrich und Spiess (2013) vermutet. Dies konnte also nachgewie-
sen werden und eine hinreichende und notwendige Bedingung für die Mischungseigen-
schaft gefunden werden. Insgesamt sind Ergodizität und einfache Mischungseigenschaf-
ten stationärer Poisson-k-Zylindermodelle nun erschöpfend geklärt.
Natürlich kann man noch die Frage nach stärkeren Mischungseigenschaften stellen.
Aufgrund der weitreichenden Abhängigkeiten, erzeugt durch die unbegrenzt langen Zy-
linder, besteht hier allerdings wenig Hoffnung auf einen Nachweis stärkerer Mischungs-
eigenschaften.
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Poisson-Zylindermodelle
Wir untersuchen in diesem Kapitel den Schnitt von Ξd,kλ,Q mit einem festen `-dimensional-
en Unterraum S ∈ Ld` , wobei 1 ≤ ` ≤ d − 1. Hierfür verwenden wir die in den Rd
eingebettete Beschreibung der Zylinder (siehe (3.1)) und verallgemeinern das Verfahren,
welches von Schneider und Weil (2000) im Falle eines Ebenenprozesses verwendet wird.
Den Spezialfall k = 0 müssen wir in diesem Kapitel nicht betrachten, denn wie bereits
bemerkt wurde, ist Ξd,0λ,Q ein Boolsches-Modell und lineare Schnitte hiervon sind nach
Schneider und Weil (2000, S. 143 f.) wieder Boolsche Modelle. In diesem Kapitel sei also
stets 1 ≤ k ≤ d− 1.
Wir wollen dann zeigen, dass der Schnitt eines stationären Poisson-k-Zylindermodells
die Vereinigung von stationären Poisson-j-Zylindermodellen in S ist. Dieses Ergebnis ist
zum Teil bereits bekannt. Davy (1978, S. 91 ff.) betrachtet dicke Schnitte und damit ins-
besondere lineare Schnitte durch stationäre Poisson-k-Zylinderprozesse, allerdings nur
für den Fall, dass die Richtungsverteilung rotationsinvariant und die Zylinderbasen kon-
vex sind. Matheron (1975, S. 153 f.) betrachtet auch nicht isotrope Richtungsverteilun-
gen, gibt aber keine expliziten Formeln für das Kapazitätsfunktional an. Insbesondere
die Konvexität vereinfacht die Beweise, da in diesem Fall die Steiner Formel auf das
Volumen im Exponenten des Kapazitätsfunktionals angewandt werden kann und dies
die Verwendung weiterer integralgeometrischer Formeln erlaubt.
Wir müssen zunächst noch erklären, was wir unter einem stationären Poisson-j-
Zylindermodellen in S verstehen, wobei 0 ≤ j ≤ `− 1, und setzen dazu für einen affinen
Unterraum K(E) = {K ∈ Kd : K ⊆ E} und K′(E) = K(E) \ ∅. Ferner sei ab hier Sj
ein beliebiger aber fester j-dimensionaler Unterraum von S und Sj sein orthogonales
Komplement in S. Es gilt also S = Sj ⊕ Sj , aber Sj 6= S⊥j .
Definition 5.1 Es sei 0 ≤ j ≤ `− 1 und Md,j(S) := {θ ∈ SOd,j : θSj ⊂ S} × K′(Sj).
Unter einem stationären Poisson-j-Zylindermodell in S verstehen wir dann eine zufällige
abgeschlossene Menge in S mit Kapazitätsfunktional
T (C) = 1− exp
−λS
∫
Md,j(S)
νSj (K ⊕ piSj (−θTC))QS(d(θ,K))
 ,
für alle C ∈ K(S), wobei λS ∈ (0,∞) und QS eine Verteilung auf Md,j(S) ist, so dass
das obige Integral stets endlich ist.
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Der Fall 1 ≤ ` ≤ k ist nun offenbar problematisch, denn hier könnte es passieren, dass
S vollständig in einem Zylinder von Ξd,kλ,Q enthalten ist, so dass wir kein Zylindermodell
in S mehr erhalten. Um dies zu verhindern, setzen wir Q0
({θ ∈ SOd,k : S ⊆ θEk}) = 0
voraus.
Der Schnitt eines k-Zylinders θ(x′ + K ′ ⊕ Ek), 1 ≤ k ≤ d − 1, mit S ist ein j-
Zylinder, wobei j ∈ {max(0, ` + k − d), . . . ,min(k, `)}, mit Richtungsraum S ∩ θEk.
Es macht deshalb Sinn, den Markenraum disjunkt in Md,k =
⋃min(k,`)
j=max(0,`+k−d)M
(j)
d,k mit
M
(j)
d,k = {θ ∈ SOd,k : dim(S ∩ θEk) = j} × K′d−k zu zerlegen.
Sei jetzt θ ∈ SOd,k fest und j = dim(S∩θEk) < `. Es gibt dann eine Orthonormalbasis
u1, . . . , uj von S ∩ θEk, welche wir einerseits durch die Vektoren v1, . . . , vk−j zu einer
Orthonormalbasis von θEk und andererseits durch die Vektoren w1, . . . , w`−j zu einer
Orthonormalbasis von S erweitern. Weiter sei u′1, . . . , u′d−k−`+j eine Orthonormalbasis
von S⊥ ∩ θE⊥k , welche wir durch die Vektoren w′1, . . . , w′`−j zu einer Orthonormalbasis
von θE⊥k ergänzen. Man beachte, dass dim(S
⊥ ∩ θE⊥k ) = d− k − `+ j. Setzen wir zur
Abkürzung noch T = span{w1, . . . , w`−j} undW = span{w′1, . . . , w′`−j}, so erhalten wir
die Zerlegungen
S = (S ∩ θEk)⊕ T
θE⊥k = (S
⊥ ∩ θE⊥k )⊕W.
(5.1)
Nach Konstruktion ist also u1, . . . , uj , v1, . . . , vk−j , w1, . . . , w`−j , u′1, . . . , u′d−k−`+j eine
Basis und u1, . . . , uj , v1, . . . , vk−j , w′1, . . . , w′`−j , u
′
1, . . . , u
′
d−k−`+j eine Orthonormalbasis
von Rd. Für die Determinante der orthogonalen Projektion auf W eingeschränkt auf T ,
piW |T , folgt hieraus
0 6= det((u1, . . . , uj , v1, . . . , vk−j , w1, . . . , w`−j , u′1, . . . , u′d−k−`+j))
= det
(
(u1, . . . , uj , v1, . . . , vk−j , w1, . . . , w`−j , u′1, . . . , u
′
d−k−`+j)
)
× det((u1, . . . , uj , v1, . . . , vk−j , w′1, . . . , w′`−j , u′1, . . . , u′d−k−`+j))
= det
(
(u1, . . . , uj , v1, . . . , vk−j , w1, . . . , w`−j , u′1, . . . , u
′
d−k−`+j)
T×
× (u1, . . . , uj , v1, . . . , vk−j , w′1, . . . , w′`−j , u′1, . . . , u′d−k−`+j)
)
= det
(
(〈wn, w′m〉)`−jn,m=1
)
= detpiW |T .
Insbesondere ist damit piW |T ein Isomorphismus und den Betrag der Funktionaldeter-
minante wollen wir mit [S, θE⊥k ] bezeichnen. Man beachte auch, dass T,W und damit
piW |T von S sowie θ ∈ SOd,k abhängen. Wir stellen schließlich noch fest, dass S ∩ θEk
ein j-dimensionaler Unterraum in S ist. Es gibt deshalb eine eindeutig bestimmte von θ
und S abhängige Drehung θT = θT (θ) ∈ {θ ∈ SOd,j : θSj ⊂ S}, so dass θTSj = S∩θEk.
Insbesondere gilt damit auch θTSj = T .
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Mit diesen Vorüberlegungen können wir nun den folgenden Satz beweisen.
Satz 5.1 Es sei Ξd,kλ,Q ein stationäres Poisson-k-Zylindermodell und S ∈ Ld` , wobei ,
1 ≤ k, ` ≤ d−1. Ferner gelte Q0
({θ ∈ SOd,k : S ⊆ θEk}) = 0. Dann gilt mit den obigen
Bezeichnungen
P
((
Ξd,kλ,Q ∩ S
) ∩ C = ∅) = min(`−1,k)∏
j=max(0,`+k−d)
(
1− TSj (C)
)
mit
TSj (C) = 1− exp
−λSj
∫
Md,j(S)
νSj (K ⊕ piSj (−θTC))QSj (d(θ,K))

für alle C ∈ K(S). Dabei ist λSj = λ Q̂Sj (Md,j(S)), wobei
Q̂Sj (A) =
∫
M
(j)
d,k
∫
S⊥∩θE⊥k
1A
(
θT , S
j ∩ θTT
(
[(y + θK ′) ∩W ]⊕W⊥))[S, θE⊥k ]
νS⊥∩θE⊥k (dy)Q(d(θ,K)),
und QSj (A) = Q̂Sj (A)/Q̂Sj (Md,j(S)), falls Q̂Sj (Md,j(S)) 6= 0 und Q̂Sj = 0 sonst.
Bemerkung 5.1
1. Man beachte, dass (y + θK ′) ∩W = ∅, wenn y /∈ piS⊥∩θE⊥k (θK
′). Der Träger von
y 7→ Sj ∩ θTT
[
((y + θK ′) ∩W ) ⊕W⊥] ist damit für alle (θ,K) ∈ Md,k kompakt
und das Integral bzgl. y in der Definition von Q̂Sj stets endlich. Deshalb ist auch
das Maß Q̂Sj stets endlich.
2. Der Fall Q̂Sj (Md,j(S)) = 0 tritt beispielsweise ein, wenn d = 3, k = ` = 1 und
Ξ0 = {0} ist. Dann ist Ξ3,1λ,Q die Vereinigungsmenge eines stationären Poisson-
Geradenprozesses in R3 und S eine feste Gerade. Der Schnitt Ξ3,1λ,Q∩S ist dann P-
fast sicher leer, also P
((
Ξ3,1λ,Q∩S
)∩C = ∅) = 1. Andererseits ist max(0, `+k−d) =
min(` − 1, k) = 0 und in der Definition von Q̂S0 ist Sj ∩ θTT
(
[(y + θK ′) ∩W ] ⊕
W⊥
)
= S ∩ θTT
(
[y ∩ W ] ⊕ W⊥) 6= ∅ ⇐⇒ y = 0, wenn y ∈ S⊥ ∩ θE⊥1 . Wegen
dim(S⊥ ∩ θE⊥1 ) = 1 ist also das Integral hierüber 0 und damit Q̂S0 (M3,0(S)) = 0.
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5 Lineare Schnitte durch stationäre Poisson-Zylindermodelle
Beweis (Satz 5.1). Im folgenden sei stets C ∈ K′(S). Weiter sei, wie oben, M(j)d,k =
{θ ∈ SOd,k : dim(S ∩ θEk) = j} × K′d−k . Nach Voraussetzung gilt dann Q
(
M
(j)
d,k
)
= 0
für alle j ≥ `. Mit Hilfe der bekannten Formel für das Kapazitätsfunktional (3.2) von
Ξd,kλ,Q folgt
− logP
((
Ξd,kλ,Q ∩ S
) ∩ C = ∅)
= λ
∫
Md,k
νd−k
(
K ⊕ pid−k(−θTC)
)
Q(d(θ,K))
= λ
∫
Md,k
∫
Rd−k
1
(
θ((K + z)×Rk) ∩ C 6= ∅) dz Q(d(θ,K))
= λ
∫
Md,k
∫
Rd−k
1
(
θ(K ′ + z′ ⊕ Ek) ∩ C 6= ∅
)
dz Q(d(θ,K))
= λ
∫
Md,k
∫
θE⊥k
1
(
(z + θK ′) ∩ piθE⊥k (C) 6= ∅
)
νθE⊥k
(dz)Q(d(θ,K))
= λ
min(`−1,k)∑
j=max(0,`+k−d)
∫
M
(j)
d,k
∫
θE⊥k
1
(
(z + θK ′) ∩ piθE⊥k (C) 6= ∅
)
νθE⊥k
(dz)Q(d(θ,K)).
Wir betrachten nun das innere Integral über θE⊥k für feste (θ,K) ∈ M(j)d,k. Sei dazu
zunächst max(0, ` + k − d) = ` + k − d und j = ` + k − d. Dann ist S⊥ ∩ θE⊥k = {0}
und piθE⊥k |T ein Isomorphismus. Der Transformationssatz und die obigen Überlegungen
liefert deshalb ∫
θE⊥k
1
(
(z + θK ′) ∩ piθE⊥k (C) 6= ∅
)
νθE⊥k
(dz)
= [S, θE⊥k ]
∫
T
1
(
(piθE⊥k
|T (z) + θK ′) ∩ piθE⊥k (C) 6= ∅
)
νT (dz)
= [S, θE⊥k ]
∫
T
1
(
piθE⊥k
|T (z) ∈ θK ′ ⊕ piθE⊥k (−C)
)
νT (dz)
= [S, θE⊥k ]
∫
T
1
(
z ∈ piθE⊥k |
−1
T (θK
′)⊕ piT (−C)
)
νT (dz).
In allen anderen Fälle gehen wir im Prinzip ähnlich vor, allerdings muss vorher der
lineare Unterraum θE⊥k zerlegt werden. Mit Hilfe der Zerlegung (5.1) und wegen C ⊂ S
folgt zunächst piθE⊥k (C) = piS⊥∩θE⊥k (C) ⊕ piW (C) = piW (C). Schreiben wir weiter einen
30
Punkt z ∈ θE⊥k als z = x+ y, wobei x ∈W und y ∈ S⊥ ∩ θE⊥k , so gilt
(z + θK ′) ∩ piθE⊥k (C) = (z + θK
′) ∩W ∩ piW (C)
=
(
x+ [(y + θK ′) ∩W ]) ∩ piW (C).
Mit dem Satz von Fubini erhalten wir also für das innere Integral∫
θE⊥k
1
(
(z + θK ′) ∩ piθE⊥k (C) 6= ∅
)
νθE⊥k
(dz)
=
∫
S⊥∩θE⊥k
∫
W
1
((
x+ [(y + θK ′) ∩W ]) ∩ piW (C) 6= ∅) νW (dx) νS⊥∩θE⊥k (dy)
=
∫
S⊥∩θE⊥k
∫
W
1
(
x ∈ [(y + θK ′) ∩W ]⊕ piW (−C)
)
νW (dx) νS⊥∩θE⊥k (dy)
für alle (θ,K) ∈ M(j)d,k. Nach den obigen Überlegungen ist die orthogonale Projektion
piW |T : T → W ein Isomorphismus mit Funktionaldeterminante [S, θE⊥k ]. Ferner gilt
piW |S = piW |T ◦ piT |S . Für x = y + z ∈ S mit y ∈ S ∩ θEk und z ∈ T gelten nämlich,
wegen y ∈ θEk und W ⊆ θE⊥k , die Gleichungen piW |S(x) = piW (y) + piW (z) = piW (z) =
piW |T
(
piT |S(x)
)
. Hiermit folgt∫
W
1
(
x ∈ [(y + θK ′) ∩W ]⊕ piW (−C)
)
νW (dx)
= [S, θE⊥k ]
∫
T
1
(
piW |T (x) ∈ [(y + θK ′) ∩W ]⊕ piW (−C)
)
νT (dx)
= [S, θE⊥k ]
∫
T
1
(
x ∈ piW |−1T
(
(y + θK ′) ∩W )⊕ piT (−C)) νT (dx).
Schließlich überlegt man sich schnell, dass die Gleichung piW |−1T
(
(y + θK ′) ∩ W ) =
T ∩ ([(y+ θE′k)∩W ]⊕W⊥) richtig ist. Führen wir noch eine Transformation mit Hilfe
von θT durch, so erhalten wir insgesamt also∫
M
(j)
d,k
∫
θE⊥k
1
(
(z + θK ′) ∩ piθE⊥k (C) 6= ∅
)
νθE⊥k
(dz)Q(d(θ,K))
=
∫
M
(j)
d,k
∫
S⊥∩θE⊥k
∫
T
1
(
x ∈
(
T ∩ ([(y + θK ′) ∩W ]⊕W⊥))⊕ piT (−C))[S, θE⊥k ]
νT (dx) νS⊥∩θE⊥k (dy)Q(d(θ,K))
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5 Lineare Schnitte durch stationäre Poisson-Zylindermodelle
=
∫
M
(j)
d,k
∫
S⊥∩θE⊥k
νSj
((
Sj ∩ θTT
(
[(y + θK ′) ∩W ]⊕W⊥))⊕ piSj (−θTTC))[S, θE⊥k ]
νS⊥∩θE⊥k (dy)Q(d(θ,K))
für alle j ∈ {max(0, `+k−d), . . . ,min(`−1, k)}. Die Behauptung ergibt sich nun mit Hilfe
eines Transformationssatzes für Bildmaße. Da S⊥∩θE⊥k ein (d+j−k−`)-dimensionaler
Unterraum von Rd ist, gibt es eine eindeutig bestimmte Drehungen θW ∈ SOd,d−k−`+j ,
so dass S⊥ ∩ θE⊥k = θWEd−k−`+j . Dies liefert∫
M
(j)
d,k
∫
θETk
1
(
(z + θK ′) ∩ piθE⊥k (C) 6= ∅
)
νθE⊥k
(dz)Q(d(θ,K))
=
∫
M
(j)
d,k
∫
Ed−k−`+j
νSj
((
Sj ∩ θTT
(
[(θW y + θK
′) ∩W ]⊕W⊥))⊕ piSj (−θTTC))[S, θE⊥k ]
νEd−k−`+j (dx)Q(d(θ,K)).
Ist schließlich Q′ ein Maß auf M(j)d,k mit Dichte [S, θE
⊥
k ], so ist Q̂
S
j gerade das Bildmaß
von Q′ ⊗ νEd−k−`+j unter der Abbildung
g : M
(j)
d,k × Ed−k−`+j →Md,j(S)
(θ,K, x) 7→
(
θT , S
j ∩ θTT
(
[(θW y + θK
′) ∩W ]⊕W⊥)).
Integration bezüglich eines Bildmaßes liefert dann die Behauptung. 
Der Schnitt eines Zylindermodells mit einem linearen Unterraum S ist also die Verei-
nigung von unabhängigen Zylindermodellen in S. In vielen Fällen vereinfacht sich dies
aber, denn für j > max(`− d+ k, 0) ist
{θ ∈ SOd,k : dim(S ∩ θEk) = j} ⊆ {θ ∈ SOd : S und θEk sind in spezieller Lage}.
Korollar 5.2 Es gelte Q0
({θ ∈ SOd,k : S und θEk sind in spezieller Lage}) = 0. Dann
gilt mit den Bezeichnungen aus Satz 5.1 und j0 = max(`− d+ k, 0):
P
((
Ξd,kλ,Q ∩S
)∩C = ∅) = exp
−λSj0
∫
Md,j0 (S)
νSj0
(
K ⊕ piSj0 (−θTC)
)
QSj0(d(θ,K))
 .
Ist also `−d+k ≤ 0, so ist der Schnitt von Ξd,kλ,Q mit einem linearen Unterraum S ein
Boolesches Modell in S. Die Voraussetzung an die Richtungsverteilung ist insbesondere
dann erfüllt, wenn diese absolut stetig ist wie in Abschnitt 4.2.
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Die obigen Formeln für λSj und Q̂
S
j sind sehr kompliziert und wenig intuitiv. Für einige
Fälle lassen sie sich aber vereinfachen.
Beispiel 5.1 Wir betrachten den Spezialfall k = d− 1 und es gelte Q0
({θ ∈ SOd,d−1 :
S und θEd−1 sind in spezieller Lage}
)
= 0. In diesem Fall ist max(`− d+ k, 0) = `− 1
und für Q0-fast alle θ ∈ SOd,d−1 gilt dim(S∩θEd−1) = `−1 sowie dim(S⊥∩θE⊥d−1) = 0.
Damit folgt
Q̂S`−1(A) =
∫
Md,d−1
1A
(
θT , S
`−1 ∩ θTT (θK ′ ⊕ θEd−1)
)
[S, θE⊥d−1]Q(d(θ,K)).
Andererseits ist S`−1 ∩ θTT (θK ′ ⊕ θE⊥d−1) = S`−1 ∩ θTTZ(0, θ,K) und damit
λS`−1 = λ
∫
SOd,d−1
[S, θE⊥d−1]Q0(dθ)
QS`−1(A) =
∫
Md,d−1
1A
(
θT , S
`−1 ∩ θTTZ(0, θ,K)
)
[S, θE⊥d−1]Q(d(θ,K))∫
SOd,d−1
[S, θE⊥d−1]Q0(dθ)
.
Im Fall ` = 1 lässt sich dies noch weiter vereinfachen. Ist nämlich S = span{v}, so ist
P
((
Ξd,kλ,Q ∩ S
) ∩ C = ∅) = exp
−λS0
∫
K′(S)
νS
(
K ⊕ piS(−C)
)
QS0 (dK)

mit
λS0 = λ
∫
SOd,d−1
|〈v, θe1〉|Q0(dθ)
QS0 (A) =
∫
Md,d−1
1A
(
S ∩ Z(0, θ,K))|〈v, θe1〉|Q(d(θ,K))∫
SOd,d−1
|〈v, θe1〉|Q0(dθ) .
Beispiel 5.2 Es sei k = 1 sowie ` = d− 1 und für die Richtungsverteilung gelte wieder
Q0
({θ ∈ SOd,1 : S und θEk sind in spezieller Lage}) = 0. Dann ist dim(S ∩ θE1) =
dim(S⊥ ∩ θE⊥1 ) = 0 für Q0-fast alle θ ∈ SOd,1. Dieser Fall ist in gewisser Weise dual zu
k = d− 1 und ` = 1, welcher im vorherigen Beispiel behandelt wurde und wir erhalten
analog
P
((
Ξd,1λ,Q ∩ S
) ∩ C = ∅) = exp
−λS0
∫
K′(S)
νS
(
K ⊕ piS(−C)
)
QS0 (dK)

33
5 Lineare Schnitte durch stationäre Poisson-Zylindermodelle
mit
λS0 = λ
∫
SOd,1
[S, θE⊥1 ]Q0(dθ)
QS0 (A) =
∫
Md,1
1A
(
S ∩ Z(0, θ,K))[S, θE⊥1 ]Q(d(θ,K))∫
SOd,1
[S, θE⊥1 ]Q0(dθ)
.
Kommentare und offene Fragen
Die Beschaffenheit linearer Schnitte durch stationäre Poisson-k-Zylindermodelle konnte
vollständig geklärt werden, auch wenn die Formel für das Kapazitätsfunktional recht
kompliziert ausfällt.
Auch diese Ergebnisse gelten wieder analog für den Schnitt eines stationären Poisson-
k-Zylinderprozesses mit S, definiert durch
Ψd,kλ,Q(S) :=
∑
(X,Θ,Ξ)∈s(Πλ,Q)
δZ(X,Θ,Ξ)∩S .
D.h. Ψd,kλ,Q(S) ist die Summe von unabhängigen stationären Poisson-Zylinderprozessen
in S. Deren Intensitätsmaße sind dann gerade durch ΛSj (FC) = log
(
1− TSj (C)
)
für alle
C ∈ K(S) festgelegt.
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6 Ecken und Schnittpunkte induziert
durch stationären Poisson-(d− 1)-
Zylindermodelle
Wir betrachten in diesem Kapitel nur stationäre Poisson-(d− 1)-Zylinderprozesse bzw.
Poisson-(d − 1)-Zylindermodelle und verwenden dazu die in Abschnitt 3.2 eingeführte
Beschreibung. Es ist also stets Πλ,Q ein stationärer markierter Poisson-Prozess auf Rmit
Markenraum M = Sd−1 × [0,∞) wie in Abschnitt 3.2 und Ξλ,Q das hiermit gebildete
Poisson-(d − 1)-Zylindermodell. Wir bemerken, dass in diesem Modell vorausgesetzt
wurde, dass die Richtungsverteilung nicht degeneriert und ER0 <∞ ist.
Abbildung 6.1: Simulation der lexikographisch größten (links) und aller Ecken (rechts)
Der Abschluss der Zusammenhangskomponenten von Ξcλ,Q besteht dann, wie bereits
in der Einführung erwähnt, aus Polytopen Zi, i ≥ 1. Ziel dieses Kapitels ist es, zu zeigen,
dass die Anzahl der Ecken dieser Polytope oder zum Beispiel die lexikographisch größten
hiervon (Abbildung 6.1 zeigt eine Realisierung), welche in einem wachsenden konvexen
Körper %W liegen, asymptotisch normalverteilt ist, wenn % gegen Unendlich strebt.
Wir werden diese Punkte hierfür nicht als Ecken der Polytope, sondern als verschobene
Schnittpunkte von Hyperebenen auffassen.
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6 Ecken und Schnittpunkte induziert durch stationären Poisson-(d−1)-Zylindermodelle
Die mathematischen Ausdrücke in diesem Kapitel sind häufig sehr lang und stellen
eine gewisse Herausforderung für die Notation dar. Damit in den Rechnungen die we-
sentlichen Schritte erkennbar bleiben, müssen deswegen an verschiedenen Stellen einige
Abkürzungen eingeführt werden. Insbesondere werden wir die folgende Kurzschreibweise
verwenden.
• Ist (a1, . . . , ak) ein Tupel von Elementen einer Menge, so schreiben wir a1,...,k =
(a1, . . . , ak) oder auch einfach a. Für J = (i1, . . . , ik) ist analog aJ = (ai1 , . . . , aik).
• Ist µ ein Maß über einem messbaren Raum [Ω,A], so bezeichnen wir mit µ(k) das k-
fache Produktmaß von µ. Für Integrale schreiben wir dann kurz
∫
Ωk f(x)µ
(k)(dx).
6.1 Ecken und Schnittpunkte als Punktprozesse
Die mittleren Hyperebenen eines jeden (d − 1)-Zylinders (vgl. Abbildung 3.2) bilden
einen stationären Poisson-Hyperebenenprozess. Die Schnittpunkte, welche durch den
Schnitt von jeweils d Hyperebenen entstehen, bilden dann insgesamt einen Punktpro-
zess. Allgemeiner kann man auch die (d− k)-Ebenenprozesse betrachten, welche durch
den Schnitt von jeweils k Hyperebenen entstehen. Diese Form von Schnittprozessen wur-
de bereits von Matheron (1975) untersucht, siehe auch Schneider und Weil (2000). In
der jüngeren Vergangenheit wurden von Heinrich, H. Schmidt und V. Schmidt (2006)
zentrale Grenzwertsätze für diese Art von Schnittprozessen gefunden. Siehe auch Hein-
rich, H. Schmidt und V. Schmidt (2007) für Grenzwertsätze für Punktprozesse auf den
Seitenflächen von Poisson-Hyperebenenprozessen.
Es seien nun (x1, u1), . . . , (xd, ud) ∈ R×Sd−1 gegeben. Dann ist der Schnitt der hier-
mit gebildeten Hyperebenen
⋂d
i=1H(xi, ui) die Lösungsmenge eines linearen Gleichungs-
systems nämlich {y ∈ Rd : 〈y, ui〉 = xi, i = 1, . . . , d} = {y ∈ Rd : yT (u1, . . . , ud) = xT },
wobei (u1, . . . , ud) die Matrix mit Spalten u1, . . . , ud ist. Sind u1, . . . , ud linear unab-
hängig, so ist diese Matrix invertierbar und die Lösungsmenge ist einelementig. Wir
identifizieren dann die Lösungsmenge mit diesem Punkt, d.h wir schreiben
d⋂
i=1
H(xi, ui) =
u
T
1
...
uTd

−1x1...
xd
 (6.1)
für den Schnittpunkt. Im Fall d = 2 können wir die obige inverse Matrix ausrechnen.
Sind die Einheitsvektoren durch zwei Winkel φ1, φ2 ∈ [−pi, pi) gegeben, also ui = u(φi) =
(cosφi, sinφi)
T , i = 1, 2, so ist
H(x1, u1(φ1))∩H(x2, u2(φ2)) = 1
sin(φ2 − φ1)(x1 sinφ2−x2 sinφ1, x2 cosφ1−x1 cosφ2
)T
.
Diese Gleichung kann man natürlich auch über elementare geometrische Überlegungen
erhalten.
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r1
r1
r2
r2
H(x1 − r1, u1) ∩H(x2 − r2, u2)
= XF−1,−1(x1, u1, r1, x2, u2, r2)
H(x1 − r1, u1) ∩H(x2 + r2, u2)
= XF−1,+1(x1, u1, r1, x2, u2, r2)
H(x1 + r1, u1) ∩H(x2 − r2, u2)
= XF+1,−1(x1, u1, r1, x2, u2, r2)
H(x1 + r1, u1) ∩H(x2 + r2, u2)
= XF+1,+1(x1, u1, r1, x2, u2, r2)
H(x1, u1)
H(x2, u2)
Abbildung 6.2: Schnittpunkte erzeugt durch zwei Zylinder in der Ebene
Schneiden wir nun anstatt der Hyperebenen d Zylinder Z(x1, u1, r1), . . . Z(xd, ud, rd),
wobei u1, . . . , ud linear unabhängig seien, so ergibt sich ein Parallelotop mit 2d Ecken.
Diese Ecken sind offenbar nichts anderes als die Schnittpunkte der Hyperebenen, welche
die Zylinder beranden, d.h. die Ecken sind von der Form
⋂d
i=1H(xi± ri, ui), vgl. Abbil-
dung 6.2. Wir können diese Schnittpunkte auch erhalten, indem wir den Schnittpunkt
der mittleren Hyperebenen verschieben. Etwas allgemeiner wollen wir auch beliebige
von (u1, r1), . . . , (ud, rd) ∈ Sd−1 × [0,∞) abhängige Verschiebungen zulassen.
Für d markierte Punkte (x1, u1, r1), . . . , (xd, ud, rd) ∈ R×M und eine messbare Funk-
tion F : Md → Rd definieren deshalb den um F verschobenen Schnittpunkt durch
XF ((x1, u1, r1), . . . , (xd, ud, rd))
:=

d⋂
i=1
H(xi, ui) + F ((u1, r1), . . . , (ud, rd)) , falls u1, . . . , ud linear unabhängig
∞ , falls u1, . . . , ud linear abhängig
.
Setzen wir Fˆi = 〈ui, F 〉, für alle i = 1, . . . , d , so können wir für den verschobenen
Schnittpunkt äquivalent auch
⋂d
i=1H(xi + Fˆi((u1, r1), . . . , (ud, rd)), ui) schreiben. Die
Abbildung F dient im Wesentlichen als Platzhalter für die nachfolgenden zwei Abbil-
dungen. Durch die Wahl F = Fa1,...,ad , wobei
Fa1,...,ad((u1, r1), . . . , (ud, rd))
:=


uT1
...
uTd

−1
a1r1
...
adrd
 , falls u1, . . . , ud linear unabhängig
∞ , falls u1, . . . , ud linear abhängig
(6.2)
für a1, . . . , ad ∈ {±1} erhalten wir eine Ecke des Schnittparallelotops und durch die
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Wahl F = Flex min mit
Flex min((u1, r1), . . . , (ud, rd))
:=

lex min
a1,...,ad∈{±1}

uT1
...
uTd

−1
a1r1
...
adrd
 , falls u1, . . . , ud linear unabhängig
∞ , falls u1, . . . , ud linear abhängig
(6.3)
erhalten wir die lexikographisch kleinste Ecke des Schnittparalellotops. Siehe dazu auch
Abbildung 6.2 Man beachte, dass durch (6.3) eine symmetrische Funktion definiert wird,
durch (6.2) allerdings nicht. Damit die Ecken der Parallotope bzw. die Schnittpunkte der
Hyperebenen auch als sichtbare Ecken des Zylindermodells interpretiert werden können,
dürfen wir nur diejenigen zählen, welche nicht von einem anderen (d.h. nicht am Schnitt
beteiligten) Zylinder überdeckt werden. Wir definieren deshalb für alle z ∈ Rd sowie
ψ ∈ NM die Abbildung
G : Rd ×NM → {0, 1}, G(z, ψ) :=
∏
(y,v,t)∈s(ψ)
(
1− 1Z(y,v,t)(z)
)
und erhalten so den Punktprozess der verschobenen, sichtbaren Schnittpunkte durch
NF (A) :=
∑ 6=
(X1,U1,R1),...,(Xd,Ud,Rd)∈s(Πλ,Q)
1A
(
XF ((X1, U1, R1), . . . , (Xd, Ud, Rd))
)
×G
(
XF ((X1, U1, R1), . . . , (Xd, Ud, Rd)),Πλ,Q −
d∑
i=1
δ(Xi,Ui,Ri)
)
.
Die Funktion G beschreibt also eine abhängige Verdünnung des Schnittprozesses.
Es seien nun Zi, i ≥ 1, die abgeschlossenen Zusammenhangskomponenten von Ξλ,Q
wie oben. Der Punktprozess gebildet aus allen Ecken der Zi, i ≥ 1, ist also gerade der
Punktprozess aller sichtbaren Schnittpunkte erzeugt durch die berandenden Hyperebe-
nen, d.h.
MEcken =
1
d!
∑
a1,...,ad∈{±1}
NFa1,...,ad (6.4)
mit Fa1,...,ad wie in (6.2). Der Faktor
1
d! führt dabei dazu, dass der Punktprozesse einfach
ist. Weiter überlegt man sich, dass die lexikographisch größte Ecke eines Polytops Zi
stets die nicht überdeckte lexikographisch kleinste Ecke eines Schnittparallelotops ist.
Umgekehrt ist auch jede nicht überdeckte lexikographisch kleinste Ecke eines Schnitt-
parallelotops die lexikographisch größte Ecke genau eines Polytops Zi, also
Mmax :=
∑
i≥1
δlex max(Zi) =
1
d!
NFlex min . (6.5)
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Auch hier wirdNFlex min durch den Faktor
1
d! wieder einfach. Die folgenden Eigenschaften
Abbildung 6.3: Simulation von NF mit F ≡ 0 (rote Punkte)
des Punktprozesses NF macht man sich schnell klar.
Bemerkung 6.1
1. Der Punktprozess NF ist stationär.
2. Die weitreichenden Abhängigkeiten von Ξλ,Q übertragen sich auf NF .
3. Der Punktprozess NF ist im allgemeinen nicht einfach. Ist nämlich F in zumindest
zwei Argumenten symmetrisch, so zählt man Punkte mehrmals. Ist F vollständig
symmetrisch, so ist 1d!NF einfach.
4. Ist F ≡ 0 und R0 > ε > 0 mit Wahrscheinlichkeit 1, so ist 1d!NF ein Hard-Core-
Prozess.
Die Punkte 2. und 4. machen diesen Punktprozess also auch für sich genommen inter-
essant, da diese Eigenschaften in der Regel nicht zusammen auftreten.
6.2 Intensität
Wir bezeichnen ab hier mit ∇k(u1, . . . , uk), 1 ≤ k ≤ d, das k-dimensionale Volumen des
durch die k Einheitsheitsvektoren u1, . . . , uk ∈ Sd−1 aufgespannten Parallelotops, also
∇k(u1, . . . , uk) :=
√∣∣det((u1, . . . , uk)T (u1, . . . , uk))∣∣ = √∣∣det((〈ui, uj〉)ki,j=1)∣∣.
Satz 6.1 Der stationäre Punktprozess NF hat die Intensität
γd = λ
d (1− p)
∫
(Sd−1)d
∇d(u1, . . . , ud)Q0(du1) · · ·Q0(dud), (6.6)
wobei p = 1− e−2λER0 der Volumenanteil von Ξλ,Q ist, siehe (3.6).
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Beispiel 6.1 Sei d = 2 und U0 = (cos Φ0, sin Φ0)T , wobei Φ0 eine Zufallsgröße auf
[−pi, pi) mit symmetrischer Verteilung Q′0 ist. Dann ist
γ2 = λ
2e−2λER0
pi∫
−pi
pi∫
−pi
| sin(α− β)|Q′0(dα)Q′0(dβ).
Beweis (Satz 6.1). Mit Hilfe der Mecke-Slivnyak-Formel (2.6) folgt zunächst für jede
beschränkte Borel-Menge A die Gleichung
ENF (A) =
∫
NM
∑6=
(x1,u1,r1),...,(xd,ud,rd)∈s(ψ)
1A
(
XF ((x1, u1, r1), . . . , (xd, ud, rd))
)
×G
(
XF ((x1, u1, r1), . . . , (xd, ud, rd)), ψ −
d∑
i=1
δ(xi,ui,ri)
)
Pλ,Q(dψ)
= λd
∫
Md
∫
Rd
1A
(
XF ((x1, u1, r1), . . . , (xd, ud, rd))
)
×
∫
NM
G
(
XF ((x1, u1, r1), . . . , (xd, ud, rd)), ψ
)
Pλ,Q(dψ)
dxQ(d(u1, r1)) · · ·Q(d(ud, rd)).
Das innere Integral bzgl. ψ ist nichts anderes als die Wahrscheinlichkeit P(XF /∈ Ξλ,Q) =
1− p. Alternativ ergibt sich mit Hilfe des erzeugenden Funktionals ebenfalls∫
NM
G
(
XF ((x1, u1, r1), . . . , (xd, ud, rd)), ψ
)
Pλ,Q(dψ)
=
∫
NM
∏
(y,v,t)∈s(ψ)
(
1− 1Z(y,v,t)
(
XF ((x1, u1, r1), . . . , (xd, ud, rd))
))
Pλ,Q(dψ)
= exp
−λ
∫
M
∫
R
1Z(y,v,t)
(
XF ((x1, u1, r1), . . . , (xd, ud, rd))
)
dy Q(d(v, t))

= exp
−λ
∫
M
∫
R
1[−t,t](y) dy Q(d(v, t))

= exp {−2λER0} = 1− p
für beliebige (x1, u1, r1), . . . , (xd, ud, rd) ∈ R×M. Wir betrachten nun das Integral über
Rd für feste (u1, r1), . . . , (ud, rd) ∈ M. Seien zunächst die Einheitsvektoren u1, . . . , ud
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linear unabhängig. Dann wird durch die affin lineare Abbildung
g : Rd → Rd, x 7→
u
T
1
...
uTd

−1 (
x+ F (u1, r1, . . . , ud, rd)
)
ein Diffeomorphismus definiert. Der Betrag der Determinante ist | det(u1, . . . , ud)|−1 =
(∇d(u1, . . . , ud))−1 und nach (6.1) gilt XF ((x1, u1, r1), . . . , (xd, ud, rd)) = g(x). Der
Transformationssatz liefert also∫
Rd
1A
(
XF ((x1, u1, r1), . . . , (xd, ud, rd))
)
dx = ∇d(u1, . . . , ud)
∫
Rd
1A(x) dx
= ∇d(u1, . . . , ud) νd(A).
(6.7)
Sind dagegen die Vektoren u1, . . . , ud nicht linear unabhängig, so ist nach Definition
sowohl 1A
(
XF ((x1, u1, r1), . . . , (xd, ud, rd))
)
= 0, als auch ∇d(u1, . . . , ud) = 0, so dass
die Gleichung (6.7) auch in diesem Fall richtig ist. Insgesamt erhalten wir
ENF (A) = λ
d (1− p)
∫
Md
∫
Rd
1A
(
XF ((x1, u1, r1), . . . , (xd, ud, rd)
)
dxQ(d(u1, r1)) · · ·Q(d(ud, rd))
= νd(A)λ
d (1− p)
∫
(Sd−1)d
∇d(u1, . . . , ud)Q0(du1) · · ·Q0(dud)
und damit die Behauptung. 
Die Intensität γd ist bis auf den Faktor d!(1 − p) gleich der Intensität des unver-
dünnten Punktprozesses der Schnittpunkte. Dabei ist diese gerade das Volumen des
sogenannten assoziierten Zonoids Zλ,Q0 , welches durch die Stützfunktion hZλ,Q0 (v) =
λ
∫
Sd−1〈u, v〉Q0(du) definiert wird, siehe dazu Schneider und Weil (2000, S. 165 f.) oder
Gruber (1983, S. 296-318). Es gilt dann gerade
νd
(
Zλ,Q0
)
=
1
d!
λd
∫
(Sd−1)d
∇d(u1, . . . , ud)Q0(du1) · · ·Q0(dud)
und damit ist γd = d!(1 − p)νd
(
Zλ,Q0
)
. Ist die Richtungsverteilung Q0 das eindeutig
bestimmte rotationsinvariante Wahrscheinlichkeitsmaß auf Sd−1 (z.B. Schneider und
Weil (1992)), so ist das assoziierte Zonoid eine Kugel und nach Schneider und Weil
(2000, S.168, 4.5.5 Satz) gilt
γd = λ
d(1− p)(d− 1)!κ
d
d−1
(dκd)d−1
, (6.8)
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wobei
κk := νk(B
k
1 ) =
pik/2
Γ(k/2 + 1)
das k-dimensionale Volumen der Einheitskugel im Rk bezeichnet. Man beachte auch,
dass γd als Funktion von λ ein Maximum annimmt, nämlich für λ =
d
2ER0
. Anschaulich
ist dies klar, denn mit größerem λ entstehen zwar mehr Schnittpunkte, aber auch mehr
Zylinder, was zu einer höheren Verdünnung führt.
6.3 Größen zweiter Ordnung
Die Berechnung Größen zweiter Ordnung gestaltet sich deutlich schwieriger. Da die
Ausdrücke stellenweise sehr lang sind, greifen wir ab hier auf die eingangs erwähnte
Kurzschreibweise zurück. Es ist also zum Beispiel XF ((x1, u1, r1), . . . , (xd, ud, rd)) =
XF (x,u, r). Ferner schreiben wir kurz [u1,...,k] = [u1, . . . , uk] := span{u1, . . . , uk}, für
u1, . . . , uk ∈ Sd−1.
Wir müssen nun zunächst ein Produkt zweier Summen über ungleiche Elemente wie-
der als Summe über ungleiche Elemente schreiben. Dazu verwenden wir die folgende
Zerlegung.
Zur einfacheren Darstellung sei ψ ein einfaches, lokal-endliches Zählmaß auf R und
0 ≤ q ≤ d paarweise verschiedene Punkte x1, . . . , xq ∈ s(ψ) vorgegeben. Zur Abkürzung
setzen wir für eine natürliche Zahl k ∈ N und 0 ≤ j ≤ k:
• [k] = {1, . . . , k},
• [k]<j = {(n1, . . . , nj) ∈ Nj : 1 ≤ n1 < · · · < nj ≤ k},
• [k]6=j = {(m1, . . . ,mj) ∈ Nj : mi 6= m`, 1 ≤ mi ≤ k, i 6= `, 1 ≤ i, ` ≤ k}.
Ist nun eine Funktion f : Rd → [0,∞) mit beschränktem Träger gegeben, so wollen wir
die Summe
∑ 6=
y1,...,yd∈s(ψ)
f(y1, . . . , yd) nur als Summe über paarweise verschiedene
Elemente aus s(ψ) \ {x1, . . . , xq} schreiben. Dazu muss man in gewisser Weise über alle
Summanden, welche xi enthalten, einzeln summieren.
Beispiel 6.2 Ist q = 1, so ist
∑ 6=
y1,...,yd∈s(ψ)
f(y1, . . . , yd) =
d∑
i=1
∑ 6=
y1,...,yd−1∈s(ψ)\{x}
f(y1, . . . , yi−1, x, yi, . . . , yd−1)
+
∑6=
y1,...,yd∈s(ψ)\{x}
f(y1, . . . , yd).
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Für d = 2 und q = 2 erhalten wir∑ 6=
y1,y2∈s(ψ)
f(y1, . . . , yd) =
∑6=
y1,y2∈s(ψ)\{x1,x2}
f(y1, y2)
+
∑
y1∈s(ψ)\{x1,x2}
f(y1, x1) +
∑
y1∈s(ψ)\{x1,x2}
f(y1, x2)
+
∑
y1∈s(ψ)\{x1,x2}
f(x1, y1) +
∑
y1∈s(ψ)\{x1,x2}
f(x2, y1)
+ f(x1, x2) + f(x2, x1).
Für den allgemeinen Fall muss man nun für jedes j ∈ {1, . . . , q}, jeweils j verschiedene
xm1 , . . . , xmj auswählen und auf verschiedene Plätze n1, . . . , nj verteilen. Anschließend
wird über alle diese Möglichkeiten summiert. Mit Hilfe kombinatorischer Überlegungen
findet man∑ 6=
y1,...,yd∈s(ψ)
f(y1, . . . , yd) =
q∑
j=1
∑
I∈[d]<j
∑
J∈[q] 6=j
∑6=
y1,...,yd−j∈s(ψ)\{x1,...,xq}
f ◦ gI,J(x,y)
+
∑ 6=
y1,...,yd∈s(ψ)\{x1,...,xq}
f(y1, . . . , yd),
(6.9)
wobei gI,J : Rq(d−j) → Rd und gI,J(x,y) ein d-dimensionaler Vektor mit folgenden
Komponenten ist: Ist I = (n1, . . . , nj) und J = (m1, . . . ,mj), so habe für ` ∈ {1, . . . , j}
die n`-te Komponente den Wert xm` . Die verbleibenden Komponenten füllen wir der
Reihe nach mit den y1, . . . , yd−j auf. Formal können wir dies durch
gI,J(x,y) = gI,J(x1, . . . , xq, y1, . . . , yd−j) =
= (y1, . . . , yn1−1, xm1 , yn1 , . . . , yn2−2, xm2 , yn2−1, . . . , ynj−j , xmj , ynj−j+1, . . . , yd−j)
ausdrücken. Ist also beispielsweise d = 5, j = 2, I = (2, 4) und J = (2, 1), so ist
gI,J(x,y) = (y1, x2, y2, x1, y3). Diese Abbildung ist außerdem linear und damit stetig.
Für zwei Funktion f1, f2 mit jeweils beschränktem Träger folgt aus (6.9) die Gleichung ∑ 6=
x1,...,xd∈s(ψ)
f1(x1, . . . , xd)
 ·
 ∑ 6=
y1,...,yd∈s(ψ)
f2(y1, . . . , yd)

=
d∑
j=1
∑
I∈[d]<j
∑
J∈[d] 6=j
∑6=
x1,...,xd,y1,...,yd−j∈s(ψ)
f1(x1, . . . , xd)f2 ◦ gI,J(x,y)
+
∑6=
x1,...,xd,y1,...,yd∈s(ψ)
f1(x1, . . . , xd)f2(y1, . . . , yd).
(6.10)
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Für symmetrische Funktionen stimmt diese Formel mit der von Heinrich und Muche
(2008) überein. Diese Formel gilt auch analog für lokal-endliche Zählmaße auf R×M.
Satz 6.2 Es seien F1, F2 : M
d → Rd zwei messbare, nicht notwendig symmetrische
Abbildungen und A,B ∈ B(Rd) beschränkt. Dann gilt
E
[
NF1(A)NF2(B)
]
= α
(2)
0 (A×B) +
d∑
j=1
∑
I∈[d]<j
∑
J∈[d]6=j
α
(2)
j,I,J(A×B) (6.11)
mit
α
(2)
j,I,J(A×B) = λ2d−j(1− p)2
∫
M2d−j
∫
[uJ ]⊥
∇d(u1, . . . , ud)∇d−j
(
pi[uJ ]⊥(v1), . . . , pi[uJ ]⊥(vd−j)
)
× νd
(
A ∩ (B − z −mj,I,J((u, r), (v, t)))
)
× exp{λEγ[−R0,R0](〈U0, z +mj,I,J((u, r), (v, t))〉)}
×
( ∏
i∈[d]\J
1Z(0,ui,ri)c
(
z + F2 ◦ gI,J((u, r), (v, t))
))
×
( d−j∏
i=1
1Z(0,vi,ti)c
(
z − F1(u, r)
))
ν[uJ ]⊥(dz)Q
(d)(d(u, r))Q(d−j)(d(v, t)) (6.12)
für 0 ≤ j ≤ d − 1 und α(2)0 = α(2)0,∅,∅, wobei [u∅]⊥ = Rd und g∅,∅((u, r), (v, t)) = (v, t).
Dabei ist
mj,I,J((u, r), (v, t)) = F2 ◦ gI,J((u, r), (v, t))− F1(u, r). (6.13)
Beispiel 6.3 Sei d = 2 und F1 ≡ F2 ≡ 0. Dann hängen die α(2)j,I,J nicht von I, J ab.
Schreiben wir außerdem wieder U0 = (cos Φ0, sin Φ0)T wie in Beispiel 6.1, so folgt
E
[
NF1(A)NF2(B)
]
= α
(2)
0 (A×B) + 4α(2)1 (A×B) + 2α(2)2 (A×B),
mit
α
(2)
0 (A×B) = λ4(1− p)2
∫
M4
∫
R2
| sin(φ2 − φ1) sin(θ2 − θ1)| ν2(A ∩ (B − z))
× exp{λEγ[−R0,R0](z1 cos Φ0 + z2 sin Φ0)}
×
2∏
i=1
1[−ri,ri]
(
z1 cosφi + z2 sinφi
)
1[−ti,ti]
(
z1 cos θi + z2 sin θi
)
ν2(dz)Q
′(d(φ1, r1))Q′(d(φ2, r2))Q′(d(θ1, t1))Q′(d(θ2, t2)),
44
6.3 Größen zweiter Ordnung
α
(2)
1 (A×B) = λ3(1− p)2
∫
M2
pi∫
−pi
∫
R
| sin(θ − φ1) sin(θ − φ2)|
× ν2
(
A ∩ (B − s(− sin θ, cos θ)T ))
× exp{λEγ[−R0,R0](s sin(Φ0 − θ))}
× 1[−r2,r2]
(
s sin(θ − φ1)
)
1[−r1,r1]
(
s sin(θ − φ2)
)
dsQ′0(dθ)Q
′(d(φ1, r1))Q′(d(φ2, r2)),
α
(2)
2 (A×B) = γ2 ν2(A ∩B).
Beweis (Satz 6.2). Indem wir zuerst die Zerlegung (6.10) und dann Mecke-Slivnyak-
Formel anwenden erhalten wir
E
[
NF1(A)NF2(B)
]
= α
(2)
0 (A×B) +
d∑
j=1
∑
I∈[d]<j
∑
J∈[d]6=j
α
(2)
j,I,J(A×B)
mit
α
(2)
j,I,J(A×B) =
= λ2d−j
∫
M2d−j
∫
R2d−j
1A
(
XF1(x,u, r)
)
1B
(
XF2 ◦ gI,J((x,u, r), (y,v, t))
)
×
( ∏
i∈[d]\J
1Z(xi,ui,ri)c
(
XF2 ◦ gI,J((x,u, r), (y,v, t))
))
×
( d−j∏
i=1
1Z(yi,vi,ti)c
(
XF1(x,u, r)
))
×
(∫
NM
∏
(z,w,s)∈s(ψ)
1Z(z,w,s)c
(
XF2 ◦ gI,J((x,u, r), (y,v, t)))
)
× 1Z(z,w,s)c
(
XF1(x,u, r)
)
Pλ,Q(dψ)
)
dxdyQ(d)(d(u, r))Q(d−j)(d(v, t))
und α(2)0 = α0,∅,∅. Wir bemerken, dass das innere Integral bzgl. ψ gerade die Wahrschein-
lichkeit P(XF1 /∈ Ξλ,Q, XF2 /∈ Ξλ,Q) ist, welche mit der Kovarianz (3.3) ausgedrückt
werden kann. Alternativ kann auch wieder das erzeugende Funktional (2.5) verwendet
werden. Es ergibt sich in jedem Fall∫
NM
∏
(z,w,s)∈s(ψ)
1Z(z,w,s)c
(
XF1(x,u, r)
)
1Z(z,w,s)c
(
XF2 ◦ gI,J((x,u, r), (y,v, t))
)
Pλ,Q(dψ)
= exp
{
−4λER0 + λEγ[−R0,R0]
(〈U0, XF2 ◦ gI,J((x,u, r), (y,v, t))−XF1(x,u, r)〉)}.
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Wenden wir im Fall j = d anschließend wieder die Transformation aus dem vorherigen
Beweis an, so folgt
α
(2)
d,I,J(A×B) =
= λd(1− p)2
∫
Md
∫
Rd
∇d(u)1A
(
x+ F1(u, r)
)
1B
(
x+ F2(u, r
))
× exp
{
λEγ[−R0,R0]
(〈U0, F2(u, r)− F1(u, r)〉)}dxQ(d)(d(u, r))
= λd(1− p)2
∫
Md
∇d(u) νd
(
A ∩ (B + F2(u, r)− F1(u, r))
)
× exp
{
λEγ[−R0,R0]
(〈U0, F2(u, r)− F1(u, r)〉)}Q(d)(d(u, r)).
Für 0 ≤ j ≤ d − 1 betrachten wir zunächst wieder das innere Integral über x1, . . . , xd,
y1, . . . , yd−j und hier den Fall, dass jeweils die Vektoren u1, . . . , ud und um1 , . . . , umj
, v1, . . . , vd−j linear unabhängig sind, wenn J = (m1, . . . ,mj). Der lineare Unterraum
[uJ ]
⊥ = [um1 , . . . , umj ]⊥ ⊆ Rd hat dann die Dimension d−j und eine Orthonormalbasis
w1, . . . , wd−j . Es folgt, dass die durch
x1
...
xd
y1
...
yd−j

=

uT1 0 . . . 0
...
...
...
uTd 0 . . . 0
vT1 〈v1, w1〉 . . . 〈v1, wd−j〉
...
...
...
vTd−j 〈vd−j , w1〉 . . . 〈vd−j , wd−j〉

︸ ︷︷ ︸
=:M(u1,...,ud,v1,...,vd−j)
·

z1
...
zd
z′1
...
z′d−j
 (6.14)
definierte lineare Abbildung ein Diffeomorphismus ist mit
|detM(u1, . . . , ud, v1, . . . , vd−j)| =
= ∇d(u1, . . . , ud)
∣∣∣∣∣∣∣det
 〈v1, w1〉 . . . 〈v1, wd−j〉... ...
〈vd−j , w1〉 . . . 〈vd−j , wd−j〉

∣∣∣∣∣∣∣
= ∇d(u1, . . . , ud)∇d−j
(
pi[uJ ]⊥(v1), . . . , pi[uJ ]⊥(vd−j)
)
.
Diese Transformation hat die Eigenschaften
• XF1((x,u, r)) = (z1, . . . , zd)T + F1(u, r),
• XF2 ◦ gI,J((x,u, r), (y,v, t)) = (z1, . . . , zd)T +
∑d−j
`=1 z
′
`w` +F2 ◦ gI,J((u, r), (v, t)),
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• 1Z(yi,vi,ti)c( . ) = 1Z(0,vi,ti)c( . − (z1, . . . , zd)T −
∑d−j
`=1 z
′
`w`) für i ∈ {1, . . . , d− j},
• 1Z(xi,ui,ri)c( . ) = 1Z(0,ui,ri)c( . − (z1, . . . , zd)T ) für i ∈ [d] \ J .
Die Integration bzgl. z′ = (z′1, . . . , z′d−j) können wir dann als Integration über [uJ ] lesen,
d.h.
∫
Rd−j f(
∑d−j
`=1 z
′
`w`) dz
′
1 . . . dz
′
d−j =
∫
[uJ ]
f(z) ν[uJ ](dz
′). Wir erhalten damit∫
R2d−j
1A
(
XF1(x,u, r)
)
1B
(
XF2 ◦ gI,J((x,u, r), (y,v, t))
)
×
( ∏
i∈[d]\J
1Z(xi,ui,ri)c
(
XF2 ◦ gI,J((x,u, r), (y,v, t))
))(d−j∏
i=1
1Z(yi,vi,ti)c
(
XF1(x,u, r)
))
×
(∫
NM
∏
(z,w,s)∈s(ψ)
1Z(z,w,s)c
(
XF2 ◦ gI,J((x,u, r), (y,v, t))
)
× 1Z(z,w,s)c
(
XF1(x,u, r)
)
Pλ,Q(dψ)
)
dx dy
= (1− p)2∇d(u1, . . . , ud)∇d−j
(
pi[uJ ]⊥(v1), . . . , pi[uJ ]⊥(vd−j)
)
×
∫
[uJ ]⊥
∫
Rd
1A
(
z + F1(u, r)
)
1B
(
z′ + z + F2 ◦ gI,J((u, r), (v, t))
)
×
( ∏
i∈[d]\J
1Z(0,ui,ri)c
(
z′ + F2 ◦ gI,J((u, r), (v, t))
))(d−j∏
i=1
1Z(0,vi,ti)c
(
z′ − F1(u, r)
))
× exp{λEγ[−R0,R0](〈U0, z′ + F2 ◦ gI,J((u, r), (v, t))− F1(u, r)〉)} dz ν[uJ ]⊥(dz′).
Sind nun u1, . . . , ud oder um1 , . . . , umj , v1, . . . , vd−j linear abhängig, so ist nach Defi-
nition des verschobenen Schnittpunktes auf jeden Fall das Produkt 1A
(
XF1(x,u, r)
)
1B
(
XF2 ◦ gI,J((x,u, r), (y,v, t))
)
= 0. Andererseits ist im Falle, dass u1, . . . , ud linear
abhängig sind, ∇d(u1,...,d) = 0. Sind hingegen um1 , . . . , umj , v1, . . . , vd−j linear abhän-
gig, so unterscheiden wir nochmal zwei Fälle. Falls v1, . . . , vd−j linear abhängig sind,
so gilt dies auch für pi[uJ ]⊥(v1), . . . , pi[uJ ]⊥(vd−j). Gibt es zumindest einen Vektor vi,
i ∈ {1, . . . , d− j}, so dass um1 , . . . , umj , vi linear abhängig sind, so ist pi[uJ ]⊥(vi) = 0. In
beiden Fällen ist also ∇d−j
(
pi[uJ ]⊥(v1), . . . , pi[uJ ]⊥(vd−j)
)
= 0. Insgesamt erhält man so
die Formel (6.12). 
Für den Spezialfall F ≡ 0 bestimmen wir noch die sogenannte Paarkorrelationsfunktion.
Diese wird in Stoyan, W. S. Kendall und J. Mecke (1995, Abschnitt 4.5) oder Weil
(2007, Abschnitt 2.3) für einen stationären unmarkierten Punktprozess Ψ mit Intensität
λ′ > 0 wie folgt definiert. Zunächst erhält durch eine Desintegration das reduzierte 2.
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Momentenmaß α(2)red, d.h. das eindeutig bestimmte Maß mit
α
(2)
Ψ (A×B) = λ′
∫
A
α
(2)
red(B − x) dx.
Ist Ψ zusätzlich isotrop, so definiert man die Paarkorrelationsfunktion für alle % > 0
durch
g(%) =
1
λ′
1
dκd
%−d+1
d
d%
α
(2)
red(B
d
%).
Der Wert der Paarkorrelationsfunktion g(%) kann gedeutet werden als die Häufigkeit
dafür, Punktepaare mit Abstand % zu finden.
Satz 6.3 Für die Markenverteilung gelte, dass Q( . × B) für alle B ∈ B(R) rotations-
invariant ist. Dann ist 1d!N0 zusätzlich einfach sowie isotrop und hat die Paarkorrelati-
onsfunktion
g(%) =
d−1∑
j=0
(
d− 1
j
)(κd−j
κd
)2( dκd
κd−1
)j 1
(λ%)j
G2j (%),
wobei
Gj(%) =
1
(d− j)!
(dκd)
d−j
κd−jκ
d−j
d−1
exp
{
1
2λEγ[−R0,R0]
(
%〈U0, e1〉
)}
×
∫
Md−j
∇d(u1, . . . , ud−j , ed−j+1, . . . , ed)
d−j∏
i=1
1Z(0,ui,ri)c(%e1)Q
(d−j)(d(u, r)).
Beweis. Aus Satz 6.2 ergibt sich zunächst unter Ausnutzung der Symmetrie und wegen
α
(2)
red(A) =
1
d!2
EN20 (A) − 1d!EN0(A) für das 2. reduzierte Momentenmaß von 1d!N0 die
Zerlegung
α
(2)
red(A) =
1
γd
d−1∑
j=0
1
j!(d− j)!2α
(2)
j,red(A)
mit
α
(2)
j,red(A) = λ
2d−j(1− p)2
×
∫
M2d−j
∫
A∩[ud−j+1,...,d]⊥
∇d(u1,...,d)∇d−j
(
pi[ud−j+1,...,d]⊥(v1), . . . , pi[ud−j+1,...,d]⊥(vd−j)
)
× exp{λEγ[−R0,R0](〈U0, z〉)} d−j∏
i=1
1Z(0,ui,ri)c(z)1Z(0,vi,ti)c(z)
ν[ud−j+1,...,d]⊥(dz)Q
(d)(d(u, r))Q(d−j)(d(v, t)).
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Diese Formel gilt noch für alle beschränkten Borel-Mengen A und für beliebige Rich-
tungsverteilung. Von hier an sei aber A = Bd% und Q( . × B) für alle B ∈ B(R) rotati-
onsinvariant. Insbesondere ist damit auch Q0 rotationsinvariant.
In diesem Fall sind d-Einheitsvektoren Q0-fast sicher linear unabhängig und es gilt
∇d−j
(
pi[ud−j+1,...,d]⊥(v1), . . . , pi[ud−j+1,...,d]⊥(vd−j)
)
=
∇d(v1, . . . , vd−j , ud−j+1, . . . , ud)
∇j(ud−j+1, . . . , ud) .
Sei w1, . . . , wd−j eine Orthonormalbasis des Unterraums [ud−j+1,...,d]⊥ ⊂ Rd, welche
wir zu einer Orthonormalbasis w1, . . . , wd−j , w′1, . . . , w′j des Rd erweitern und Od−j =
Od−j(ud−j+1,...,d) := (w1, . . . , wd−j , w′1, . . . , w′j) die hiermit gebildete orthogonale Ma-
trix. Wir führen nun als erstes die Transformationen ui = Od−ju′i, vi = Od−jv
′
i für
i ∈ {1, . . . , d − j} und z = Od−jz′ aus, allerdings ohne die Bezeichnungen zu ändern.
Dann ist OTd−j([ud−j+1,...,d]
⊥) = E⊥j und wegen der Rotationsinvarianz folgt
α
(2)
j,red(B
d
%) = λ
2d−j(1− p)2
∫
M2d−j
∫
Bd%∩E⊥j
∇d(Od−ju1, . . . , Od−jud−j , ud−j+1, . . . , ud)
× ∇d(Od−jv1, . . . , Od−jvd−j , ud−j+1, . . . , ud)∇j(ud−j+1, . . . , ud)
× exp{λEγ[−R0,R0](〈U0, z〉)} d−j∏
i=1
1Z(0,ui,ri)c(z)1Z(0,vi,ti)c(z)
νE⊥j
(dz)Q(d)(d(u, r))Q(d−j)(d(v, t)).
Als nächstes zeigen wir
∇d(Od−ju1, . . . , Od−jud−j , ud−j+1, . . . , ud)
= ∇d(u1, . . . , ud−j , ed−j+1, . . . , ed)∇j(ud−j+1, . . . , ud).
In der Tat gilt
∇d(Od−ju1, . . . , Od−jud−j , ud−j+1, . . . , ud)
= ∇d(u1, . . . , ud−j , OTd−jud−j+1, . . . , OTd−jud)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
det

〈u1, e1〉 . . . 〈ud−j , e1〉 0 . . . 0
...
...
...
...
〈u1, ed−j〉 . . . 〈ud−j , ed−j〉 0 . . . 0
〈u1, ed−j+1〉 . . . 〈ud−j , ed−j+1〉 〈ud−j+1, w′1〉 . . . 〈ud, w′1〉
...
...
...
...
〈u1, ed〉 . . . 〈ud−j , ed〉 〈ud−j+1, w′j〉 . . . 〈ud, w′j〉

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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=
∣∣∣∣∣∣∣det
 〈u1, e1〉 . . . 〈ud−j , e1〉... ...
〈u1, ed−j〉 . . . 〈ud−j , ed−j〉

∣∣∣∣∣∣∣ ·
∣∣∣∣∣∣∣det
〈ud−j+1, w
′
1〉 . . . 〈ud, w′1〉
...
...
〈ud−j+1, w′j〉 . . . 〈ud, w′j〉

∣∣∣∣∣∣∣
= ∇d(u1, . . . , ud−j , ed−j+1, . . . , ed)∇j(ud−j+1, . . . , ud).
Analog zeigt man
∇d(Od−jv1, . . . , Od−jvd−j , ud−j+1, . . . , ud)
= ∇d(v1, . . . , vd−j , ed−j+1, . . . , ed)∇j(ud−j+1, . . . , ud)
und beides zusammen liefert
α
(2)
j,red(B
d
%) = λ
2d−j(1− p)2
∫
M2d−j
∫
Bd%∩E⊥j
∇d(u1, . . . , ud−j , ed−j+1, . . . , ed)
×∇d(v1, . . . , vd−j , ed−j+1, . . . , ed)∇j(ud−j+1, . . . , ud)
× exp{λEγ[−R0,R0](〈U0, z〉)} d−j∏
i=1
1Z(0,ui,ri)c(z)1Z(0,vi,ti)c(z)
νE⊥j
(dz)Q(d)(d(u, r))Q(d−j)(d(v, t)).
Das Integral bzgl. ud−j+1, . . . , ud kann jetzt ausgeführt werden. Nach Schneider und
Weil (2000, S.168, Satz 4.5.5) ist∫
(Sd−1)j
∇j(ud−j+1, . . . , ud)Q0(ud−j+1) · · ·Q0(ud) = j!
(
d
j
)
κdκ
j
d−1
κd−j(dκd)j
,
denn das linke Integral ist bis auf einen Faktor gerade das j-te innere Volumen des asso-
ziierten Zonoids, welches im Falle, dass Q0 das eindeutig bestimmte rotationsinvariante
Wahrscheinlichkeitsmaß auf Sd−1 ist, eine Kugel ist. Es ergibt sich damit
α
(2)
j,red(B
d
%) = j!
(
d
j
)
κdκ
j
d−1
κd−j(dκd)j
λ2d−j(1− p)2
×
∫
M2d−j
∫
Bd%∩E⊥j
∇d(u1, . . . , ud−j , ed−j+1, . . . , ed)∇d(v1, . . . , vd−j , ed−j+1, . . . , ed)
× exp{λEγ[−R0,R0](〈U0, z〉)} d−j∏
i=1
1Z(0,ui,ri)c(z)1Z(0,vi,ti)c(z)
νE⊥j
(dz)Q(d−j)(d(u, r))Q(d−j)(d(v, t)).
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Das Integral über Bd% ∩ E⊥j schreiben wir mittels Polarkoordinaten und verwenden den
Satz von Fubini. Man beachte dabei, dass wegen der Rotationsinvarianz von U0 der
Erwartungswert Eγ[−R0,R0]
(〈U0, z〉) nur vom Betrag von z abhängt:
α
(2)
j,red(B
d
%) = j!
(
d
j
)
κdκ
j
d−1
κd−j(dκd)j
λ2d−j(1− p)2
×
%∫
0
∫
Sd−1∩E⊥j
td−j−1 exp
{
λEγ[−R0,R0]
(
t〈U0, e1〉
)}
×
( ∫
Md−j
∇d(u1, . . . , ud−j , ed−j+1, . . . , ed)
d−j∏
i=1
1Z(0,ui,ri)c(tv)Q
(d−j)(d(u, r))
)2
dv dt.
An dieser Stelle können wir uns überlegen, dass der Integrand nicht von der Richtung
v abhängt. Sei dazu Ov eine Drehung, so dass Ove1 = v und OvE⊥j = E
⊥
j . Dies ist
möglich, weil v und e1 in E⊥j liegen. Insbesondere ist damit auch Ovei = ei für alle
i ∈ {d − j + 1, . . . , d}. Hiermit werden für alle i ∈ {1, . . . , d − j} die Transformationen
u′i = Ovui durchgeführt. Wir erhalten so schließlich
α
(2)
j,red(B
d
%) = j!
(
d
j
)
κdκ
j
d−1
κd−j(dκd)j
(d− j)κd−j λ2d−j(1− p)2
×
%∫
0
td−j−1 exp
{
λEγ[−R0,R0]
(
t〈U0, e1〉
)}
×
( ∫
Md−j
∇d(u1, . . . , ud−j , ed−j+1, . . . , ed)
d−j∏
i=1
1Z(0,ui,ri)c(te1)Q
(d−j)(d(u, r))
)2
dt.
Ableiten und Zusammenfassen liefert dann die Behauptung. 
Bemerkung 6.2
1. Für R0 = 0 folgt Gj(%) = 1 für alle j = 1, . . . , d− j und wir erhalten die Paarkor-
relationsfunktion für den nicht verdünnten Schnittpunktprozess, wie man sie auch
in Heinrich, H. Schmidt und V. Schmidt (2006, S. 936) und Heinrich und Muche
(2008, S. 366) findet.
2. Es gilt lim%→∞Gj(%) = 1 für alle j = 0, . . . , d− 1.
3. Mit ähnlichen Rechnungen wie im nächsten Abschnitt kann G20(%) − 1 ∈ O(%−1)
gezeigt werden und dies hat zur Folge, dass % 7→ g(%) − 1 langsam und zwar mit
Ordnung O(%−1) gegen 0 konvergiert. Dies drückt noch einmal die weitreichenden
Abhängigkeiten aus. Insbesondere ist % 7→ (g(%) − 1)%d−1 nicht integrierbar über
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(0,∞). Dies zieht wiederum nach sich, dass das reduzierte 2. Kumulantenmaß
keine endliche Totalvariation besitzt.
Beispiel 6.4 Sei d = 2 sowie U0 und R0 unabhängig. Die Integrale über u1, u2 bzw.
der Erwartungswert bzgl. U0 in der Exponentialfunktion können dann bestimmt werden.
Eine längere, aber elementare Rechnung ergibt
•
∫
M
∇2(u1, e2)1Z(0,u1,r1)c(%e1)Q(d(u1, r1)) =
2
pi
%∫
0
√
1− ( r%)2 PR0(dr),
•
∫
M2
∇2(u1, u2)
2∏
i=1
1Z(0,ui,ri)c(%e1)Q
(2)(d(u, r))
= 2
%∫
0
r1∫
0
arccos
(
r1
%
)− r2%√1− ( r1% )2 PR0(dr2)PR0(dr1),
• Eγ[−R0,R0]
(
%〈U0, e1〉
)
= − 2
pi
%+ 2ER0 +
2
pi
%
%/2∫
0
√
1− (2r% )2 PR0(dr)
− 4
pi
%/2∫
0
r arccos
(
2r
%
)
PR0(dr).
Abbildung 6.4 zeigt die Paarkorrelationsfunktion für diesen Fall für verschiedene Vertei-
lungen von R0. Gut zu erkennen ist hier die Hard-Core Eigenschaft, wenn R0 beschränkt
ist, sowie das langsame Abklingen für %→∞.
−1 0 1 2 3 4 5 6 7 8 9 10 11
0
1
2
3
4
5
R0 = 0
R0 = 1
R0 ∼ logN(0, 1)
R0 ∼ Exp(1)
Abbildung 6.4: Paarkorrelationsfunktionen für N0
52
6.4 Asymptotische Kovarianz
6.4 Asymptotische Kovarianz
Als Vorbereitung für einen zentralen Grenzwertsatz berechnen wir in diesem Abschnitt
zunächst eine asymptotische Kovarianz
lim
%→∞ %
−(2d−1)
(
E [NF1(%W )NF2(%W )]− ENF1(%W )ENF2(%W )
)
, (6.15)
wobei F1, F2 : Md → Rd zwei messbare Abbildungen seien. Hierbei sei W ∈ Cd ein
Beobachtungsfenster mit nicht leerem Inneren. Aufgrund der Form der Gleichung in
Satz 6.2 bietet es sich an die Grenzwerte der einzelnen α(2)j,I,J(%W × %W ) zu betrachten.
Hierfür setzen wir im ganzen Abschnitt ER20 <∞ voraus und schreiben zur Abkürzung
αj,I,J(%W × %W ) =
= λ2d−j(1− p)2
∫
M2d−j
∫
[uJ ]⊥
∇d(u1, . . . , ud)∇d−j
(
pi[uJ ]⊥(v1), . . . , pi[uJ ]⊥(vd−j)
)
× γ%W
(
z +mj,I,J((u, r), (v, t))
)
fj,I,J
(
z ; (u, r), (v, t)
)
ν[uJ ]⊥(dz)Q
(d)(d(u, r))Q(d−j)(d(v, t))
(6.16)
mit mj,I,J((u, r), (v, t)) wie in Satz 6.2 und
fj,I,J
(
z ; (u, r), (v, t)
)
= exp
{
λEγ[−R0,R0]
(〈U0, z +mj,I,J((u, r), (v, t))〉)}
×
( ∏
i∈[d]\J
1Z(0,ui,ri)c
(
z + F2 ◦ gI,J((u, r), (v, t))
))
×
( d−j∏
i=1
1Z(0,vi,ti)c
(
z − F1(u, r)
))
für alle j = 0, . . . , d − 1, I ∈ [d]<j und J ∈ [d] 6=j . Man sieht schnell, dass die Integrale
bezüglich (u, r) und (v, t) für das asymptotische Verhalten keine Rolle spielen. Wir
werden deshalb diese Argumente im Folgenden häufig weglassen. Man beachte, dass die
Indikatorfunktionen in fj,I,J stets mit 1 abgeschätzt werden können und im Exponenten
γ[−r,r] ≤ ν1([−r, r]) = 2r für alle r ≥ 0 gilt. Wir haben also immer die Abschätzung
0 ≤ fj,I,J
(
z ; (u, r), (v, t)
) ≤ exp{2λER0}. (6.17)
Ferner sind∇d(u1,...,d) ≤ 1 und∇d−j
(
pi[uJ ]⊥(v1), . . . , pi[uJ ]⊥(vd−j)
) ≤ 1 für alle u1, . . . , ud,
v1, . . . , vd−j ∈ Sd−1, denn es handelt sich um die Volumen von Parallelotopen deren Sei-
tenlängen höchstens 1 sind. Um die folgenden Grenzwerte kompakt schreiben zu können,
führen wir noch die drei Abkürzungen
• f : Rd ×Rd → (0,∞), (x, y) 7→ exp{λEγ[−R0,R0](〈U0, x〉)1(〈U0, y〉 = 0)}
53
6 Ecken und Schnittpunkte induziert durch stationären Poisson-(d−1)-Zylindermodelle
• γW : Sd−1 → (0,∞), v 7→
∫
[v]⊥
γW (x) ν[v]⊥(dx)
• ∇d,d−1 : Sd−1 → [0,∞), ∇d,d−1(v) =
∫
(Sd−1)d−1
∇d(u1, . . . , ud−1, v)Q0(u1) · · ·Q0(ud−1)
ein.
Lemma 6.4
1. Für alle j ∈ {2, . . . , d} und I ∈ [d]<j , J ∈ [d] 6=j ist
lim
%→∞ %
−(2d−1)α(2)j,I,J(%W × %W ) = 0.
2. Es gilt
lim
%→∞ %
−(2d−1)α(2)1,(`),(k)(%W × %W ) =
= λ2d−1(1− p)2
∫
M2d−1
∫
[uk]⊥
∇d(u1, . . . , ud)∇d(uk, v1, . . . , vd−1)
× γW (x) f
(
pi[uk](m1,(`),(k)((u, r), (v, t))) , x
)
ν[uk]⊥(dx)Q
(d)(d(u, r))Q(d−1)(d(v, t))
für alle (`) = I ∈ [d]<1 , (k) = J ∈ [d] 6=1 .
3. Erfüllt die Richtungsverteilung die Bedingung (4.6), d.h. für alle u ∈ Sd−1 gilt
Q0
({v ∈ Sd−1 : 〈u, v〉 = 0}) = 0, so ist
lim
%→∞ %
−(2d−1)α(2)1,I,J(%W × %W ) = λ2d−1(1− p)2E
[
∇2d,d−1(U0) γW (U0)
]
für alle I ∈ [d]<1 , J ∈ [d] 6=1 .
Beweis. Wir betrachten das innere Integral über [uJ ]⊥ in αj,I,J(%W × %W ) für feste
(u1, r1), . . . , (ud, rd) ∈ M und (v1, t1), . . . , (vd−j , td−j) ∈ M. Dazu können wir, wie im
Beweis von Satz 6.2, ohne Einschränkung annehmen, dass u1, . . . , ud und uJ , v1, . . . , vd−j
jeweils linear unabhängig sind, denn andernfalls ist bereits das Produkt∇d(u1, . . . , ud)×
∇d−j
(
pi[uJ ]⊥(v1), . . . , pi[uJ ]⊥(vd−j)
)
= 0.
Für j = d ist die Aussage klar, denn es gilt %−(2d−1)α(2)d,I,J(%W × %W ) ≤ const ×
%−(2d−1)νd(%W ) ∈ O(%−(d−1)).
Sei also j ∈ {2, . . . , d − 1} und I ∈ [d]<j , J ∈ [d]6=j . Wir schreiben ab hier kurz
mj,I,J = mj,I,J((u, r), (v, t)). Mit Hilfe der Transformation x = z% und der Gleichung
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γ%W (x) = %
dγW (x/%) ergibt sich zuerst für das innere Integral in (6.16)∫
[uJ ]⊥
γ%W (z +mj,I,J)fj,I,J
(
z; (u, r), (v, t)
)
ν[uJ ]⊥(dz)
= %2d−j
∫
[uJ ]⊥
γW
(
x+ 1%mj,I,J
)
fj,I,J
(
%x; (u, r), (v, t)
)
ν[uJ ]⊥(dx)
= %2d−j
∫
[uJ ]⊥
γW
(
x+ 1%pi[uJ ](mj,I,J)
)
× fj,I,J
(
%x− pi[uJ ]⊥(mj,I,J); (u, r), (v, t)
)
ν[uJ ]⊥(dx).
Hierbei wurde im letzten Schritt außerdem, ohne Wechsel der Bezeichnungen, mittels
x′ = x+ 1%pi[uJ ]⊥(m1,I,J) transformiert. Ist weiter B
d
r(W ) eine Kugel mit W ⊆ Bdr(W ), so
gilt für die Mengenkovarianz γW ≤ γBd
r(W )
. Da die Mengenkovarianz einer Kugel nur von
der Norm abhängt, ist deshalb γW
(
x + 1%pi[uJ ](mj,I,J)
) ≤ γBd
r(W )
(x) für alle x ∈ [uJ ]⊥
und letztere ist eine über Rd integrierbare Funktion. Es folgt
%−(2d−1)α(2)j,I,J(%W × %W ) ≤ %−(j−1)λ2d−j(1− p)2 exp{2λER0}
×
∫
M2d−j
∫
[uJ ]⊥
∇d(u1,...,d)∇d−j
(
pi[uJ ]⊥(v1), . . . , pi[uJ ]⊥(vd−j)
)
× γBd
r(W )
(x) ν[uJ ]⊥(dx)Q
(d)(d(u, r))Q(d−j)(d(v, t))
= %−(j−1) · const −−−→
%→∞ 0.
Für j = 1 sei [d]6=1 3 J = (k) und [d]<1 3 I = (`) mit k, ` ∈ {1, . . . , d}. Führen wir
die Rechnung wie eben durch und verwendet noch ∇d−1
(
pi[uk]⊥(v1), . . . , pi[uk]⊥(vd−1)
)
=
∇d(uk,v1,...,d−1), so erhalten wir
%−(2d−1)α(2)1,(`),(k)(%W × %W ) =
= λ2d−1(1− p)2
∫
M2d−1
∫
[uk]⊥
∇d(u1,...,d)∇d(uk,v1,...,d−1) γW
(
x+ 1%pi[uk](m1,(`),(k))
)
× f1,(`),(k)
(
%x− pi[uk]⊥(m1,(`),(k)); (u, r), (v, t)
)
ν[uk]⊥(dx)Q
(d)(d(u, r))Q(d−1)(d(v, t)).
Da ferner für alle x ∈ [uk]⊥ sowie (u1, r1), . . . , (ud, rd), (v1, t1), . . . , (vd−1, td−1) ∈M die
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Ungleichung
γW
(
x+ 1%pi[uk](m1,(`),(k))
)
f1,(`),(k)
(
%x− pi[uk]⊥(m1,(`),(k)); (u, r), (v, t)
)
≤ γBd
r(W )
(x) exp{2λER0}
gilt, kann der Satz von der majorisierten Konvergenz angewendet werden. Es bleibt dann
der Grenzwert des Integranden für feste x ∈ [uk]⊥ sowie (u1, r1), . . . , (ud, rd) ∈ M und
(v1, t1), . . . , (vd−1, td−1) ∈M zu bestimmen.
Da die Mengenkovarianzfunktion nach Matheron (1975, S. 85) stetig ist, gilt auf jeden
Fall
γW
(
x+ 1%pi[uk](m1,(`),(k))
) −−−→
%→∞ γW (x)
für alle x ∈ [uk]⊥. Es bleibt noch der Grenzwert von f1,(`),(k)
(
%x− pi[uk]⊥(m1,(`),(k))
)
zu
bestimmen. Weil u1, . . . , ud linear unabhängig sind, muss aber [uk]⊥\ [ui]⊥ 6= ∅ für i 6= k
sein und es folgt 〈ui, x〉 6= 0 für ν[uk]⊥-fast alle x ∈ [uk]⊥. Es folgt deshalb
lim
%→∞1Z(0,ui,ri)c
(
%x− pi[uk]⊥(m1,(`),(k)) + F2
)
= lim
%→∞1[−ri,ri]c
(
%〈ui, x〉 − 〈ui, pi[uk]⊥(m1,(`),(k)) + F2〉
)
= 1
für i 6= k und ν[uk]-fast alle x ∈ [uk]⊥. Ganz analog zeigt man
lim
%→∞1Z(0,vi,ti)c
(
%x− pi[uk]⊥(m1,(`),(k))− F1
)
= 1
für i = 1, . . . , d − 1 und ν[uk]-fast alle x ∈ [uk]⊥. Für die Exponentialfunktion erhalten
wir
lim
%→∞ exp
{
Eγ[−R0,R0]
(〈U0, %x− pi[uk]⊥(m1,(`),(k)) +m1,(`),(k)〉)}
= exp
{
Eγ[−R0,R0]
(〈U0, pi[uk](m1,(`),(k))〉)1(〈U0, x〉 = 0)}
= f(pi[uk](m1,(`),(k)) , x).
Dies zeigt insgesamt die 2. Behauptung. Erfüllt die Richtungsverteilung die Mischungs-
bedingung (4.6), so ist 〈U0, x〉 6= 0 P-fast sicher und damit f ≡ 1, womit wir
lim
%→∞ %
−(2d−1)α(2)1,(`),(k)(%W × %W )
= λ2d−1(1− p)2
∫
(Sd−1)2d−1
∫
[ud]⊥
γW (x)∇d(u1,...,d)∇d(ud,...,2d−1) ν[ud]⊥(dx)Q
(2d−1)
0 (du)
= λ2d−1(1− p)2
∫
Sd−1
∫
[v]⊥
γW (x)∇2d,d−1(v) ν[v]⊥(dx)Q0(dv)
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und damit die 3. Behauptung erhalten. 
Die verbleibenden Terme sind komplizierter. Aus den obigen Überlegungen sieht man
sofort, dass α0 mit %2d wächst, ebenso wie das Produkt der Erwartungswerte. Durch die
Differenzbildung muss also noch eine Reduktion stattfinden.
Lemma 6.5 Es sei ER20 <∞.
1. Es gilt
lim
%→∞ %
−(2d−1)
(
α
(2)
0 (%W × %W )− ENF1(%W )ENF2(%W )
)
=
=
(
λdE∇d,d−1(U0)
)2
σ2V (W )
−λ2d(1− p)2E∇d,d−1(U0)
d∑
i=1
∫
Md
∫
[ui]⊥
∫
R
∇d(u) γW (y)f(sui, y)
× 1[−ri,ri]
(
s+ 〈ui, F1(u, r)〉
)
ds ν[ui]⊥(dy)Q
(d)(d(u, r))
−λ2d(1− p)2E∇d,d−1(U0)
d∑
i=1
∫
Md
∫
[vi]⊥
∫
R
∇d(v) γW (y)f(svi, y)
× 1[−ti,ti]
(
s− 〈vi, F2(v, t)〉
)
ds ν[vi]⊥(dy)Q
(d)(d(v, t))
+λ2d(1− p)2
d∑
i,j=1
∫
M2d
∫
[ui]⊥
∫
R
1(ui = vj)∇d(u)∇d(v) γW (y)f(sui, y)
× 1[−ri,ri]
(
s+ 〈ui, F1(u, r)〉
)
1[−ti,ti]
(
s− 〈vi, F2(v, t)〉
)
ds ν[ui]⊥(dy)Q
(d)(d(u, r))Q(d)(d(v, t)),
wobei die asymptotische Varianz σ2V (W ) = lim%→∞ %
−(2d−1)Var
(
νd(Ξλ,Q ∩ %W )
)
nach Spiess (2012, S.37, Theorem 4.2) und Heinrich und Spiess (2013, S. 317,
Theorem 2) stets existiert.
2. Erfüllt die Richtungsverteilung die Mischungsbedingung (4.6), d.h. für alle u ∈
Sd−1 ist Q0
({v ∈ Sd−1 : 〈u, v〉 = 0}) = 0 , so gilt
lim
%→∞ %
−(2d−1)
(
α
(2)
0 (%W × %W )− ENF1(%W )ENF2(%W )
)
=
=
(
λd(1− p)E∇d,d−1(U0)
)2
4λE
[
R20γW (U0)
]
− (λd(1− p))24dE∇d,d−1(U0)E[R0∇d,d−1(U0)γW (U0)].
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Beweis. Wir schreiben α(2)0 (%W × %W ) wie im vorherigen Beweis um und erhalten
α
(2)
0 (%W × %W ) = λ2d(1− p)2
∫
M2d
∫
Rd
∇d(u)∇d(v) γ%W
(
z +m0,∅,∅((u, r), (v, t))
)
× f0,∅,∅(z; (u, r), (v, t)) dz Q(d)(d(u, r))Q(d)(d(v, t))
= λ2d(1− p)2%2d
∫
M2d
∫
Rd
∇d(u)∇d(v) γW (x)
× f0,∅,∅
(
%x−m0,∅,∅((u, r), (v, t)); (u, r), (v, t))
)
dxQ(d)(d(u, r))Q(d)(d(v, t)).
Für das Produkt der Erwartungswerte gilt ferner
ENF1(%W )ENF2(%W ) =
= λ2d(1− p)2%2d
∫
M2d
∫
Rd
∇d(u)∇d(v) γW (x) dxQ(d)(d(u, r))Q(d)(d(v, t)),
wobei hier verwendet wurde, dass für beliebige Borelmenge
∫
Rd
γB(x)dx = νd(B)
2 gilt.
Zusammen erhalten wir also
%−(2d−1)
(
α
(2)
0 (%W × %W )− ENF1(%W )ENF2(%W )
)
=
= λ2d(1− p)2
∫
M2d
∇d(u)∇d(v)
×
% ∫
Rd
γW (x)
[
f0,∅,∅
(
%x−m0,∅,∅((u, r), (v, t)); (u, r), (v, t)
)− 1]dx

Q(d)(d(u, r))Q(d)(d(v, t)).
Wir betrachten nun den Ausdruck innerhalb der großen runden Klammern für feste
(u, r) ∈ Md und (v, t) ∈ Md. Dabei können wir annehmen, dass die Einheitsvektoren
u1, . . . , ud und v1, . . . , vd jeweils linear unabhängig sind, den andernfalls ist entweder
∇d(u) = ∇d(u1, . . . , ud) = 0 oder ∇d(v) = ∇d(v1, . . . , vd) = 0. Insbesondere ist also
ui 6= uj und vi 6= vj für alle i 6= j. Für das Produkt der Indikatorfunktionen in f0,∅,∅
gilt für beliebige z1, z2 ∈ Rd weiter
d∏
i=1
1Z(0,ui,ri)c(z1)1Z(0,vi,ti)c(z2)
= 1(
⋃d
i=1 Z(0,ui,ri))
c(z1)1(
⋃d
i=1 Z(0,vi,ti))
c(z2)
= 1− 1⋃d
i=1 Z(0,ui,ri)
(z1)− 1⋃d
i=1 Z(0,vi,ti)
(z2) + 1⋃d
i=1 Z(0,ui,ri)
(z1)1⋃d
i=1 Z(0,vi,ti)
(z2).
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Verwenden wir noch 1⋃n
i=1 Ai
=
∑n
i=1 1Ai −
∑n
k=2(−1)k−1
∑
1≤i1<···<ik≤n 1Ai1∩···∩Aik so
erhalten wir die Zerlegung
%
∫
Rd
γW (x)
[
f0,∅,∅
(
%x−m0,∅,∅((u, r), (v, t)); (u, r), (v, t)
)− 1] dx
= I(0)% − I(1)% (u, r,v, t) + I(2)% (u, r,v, t) +R%(u, r,v, t),
wobei
I(0)% = %
∫
Rd
γW (x)
[
exp
{
λEγ[−R0,R0]
(〈U0, %x〉)}− 1]dx,
I(1)% (u, r,v, t) =
d∑
i=1
%
∫
Rd
γW (x) exp
{
λEγ[−R0,R0]
(〈U0, %x〉)}1Z(0,ui,ri)(%x+ F1(u, r)) dx
+
d∑
i=1
%
∫
Rd
γW (x) exp
{
λEγ[−R0,R0]
(〈U0, %x〉)}1Z(0,vi,ti)(%x− F2(v, t)) dx,
I(2)% (u, r,v, t) =
d∑
i,j=1
%
∫
Rd
γW (x) exp
{
λEγ[−R0,R0]
(〈U0, %x〉)}
× 1Z(0,ui,ri)
(
%x+ F1(u, r)
)
1Z(0,vj ,tj)
(
%x− F2(v, t)
)
dx,
R%(u, r,v, t) =
d∑
k=2
(−1)k−1
∑
1≤i1<···<ik≤d
%
∫
Rd
γW (x) exp
{
λEγ[−R0,R0]
(〈U0, %x〉)}
× 1Z(0,ui1 ,ri1 )∩···∩Z(0,uik ,rik )
(
%x+ F1(u, r)
)
dx
+
d∑
k=2
(−1)k−1
∑
1≤i1<···<ik≤d
%
∫
Rd
γW (x) exp
{
λEγ[−R0,R0]
(〈U0, %x〉)}
× 1Z(0,vi1 ,ti1 )∩···∩Z(0,vik ,tik )
(
%x− F2(v, t)
)
dx
−
d∑
k,`=2
(−1)k+`
∑
1≤i1<···<ik≤d
1≤j1<···<j`≤d
%
∫
Rd
γW (x) exp
{
λEγ[−R0,R0]
(〈U0, %x〉)}
× 1Z(0,ui1 ,ri1 )∩···∩Z(0,uik ,rik )
(
%x+ F1(u, r)
)
× 1Z(0,vj1 ,tj1 )∩···∩Z(0,vj` ,tj` )
(
%x− F2(v, t)
)
dx.
Der Term I0(%) ist nach Gleichung (6) aus Heinrich und Spiess (2013, S. 316) bis auf
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einen Faktor gerade die Varianz des Volumens von Ξλ,Q ∩ %W , d.h.
(1− p)2I(0)% =
1
%2d−1
Var
(
νd(Ξλ,Q ∩ %W )
)
.
Nach Spiess (2012, S.37, Theorem 4.2) und Heinrich und Spiess (2013, S. 317, Theo-
rem 2) existiert der Grenzwert der rechten Seite immer. In den anderen Ausdrücken
I
(1)
% (u, r,v, t), I
(2)
% (u, r,v, t) und R%(u, r,v, t) treten stets Integrale der Bauart
%
∫
Rd
γW (x) exp
{
λEγ[−R0,R0]
(〈U0, %x〉)} m∏
i=1
1Z(0,wi,si)(%x+ ai) dx
auf, wobei m ≥ 1 und (wi, si) ∈ M, ai ∈ Rd, i = 1, . . . ,m. Mit Hilfe des Satzes von
Fubini und anschließender Substitution können wir diese umschreiben und schließlich
den Grenzwert bilden:
%
∫
Rd
γW (x) exp
{
λEγ[−R0,R0]
(〈U0, %x〉)} m∏
i=1
1Z(0,wi,si)(%x+ ai) dx
= %
∫
[w1]⊥
∫
[w1]
γW (y + z) exp
{
λEγ[−R0,R0]
(
%〈U0, y + z〉
)}
×
m∏
i=1
1Z(0,wi,si)(%(y + z) + ai) ν[w1](dz)ν[w1]⊥(dy)
=
∫
[w1]⊥
∫
R
γW (y +
t
%w1) exp
{
λEγ[−R0,R0]
(〈U0, %y + tw1〉)}
× 1[−s1,s1](t)
m∏
i=2
1[−si,si]
(〈wi, %y + tw1 + ai〉) dt ν[w1]⊥(dy)
%→∞−−−→
∫
[w1]⊥
s1∫
−s1
γW (y) exp
{
λEγ[−R0,R0]
(〈U0, tw1〉)1(〈U0, y〉 = 0)}
×
m∏
i=2
1[−si,si]
(〈wi, tw1 + ai〉)1(〈wi, y〉 = 0) dt ν[w1]⊥(dy)
=
∫
[w1]⊥
∫
R
γW (y)f(tw1, y)
m∏
i=1
1[−si,si]
(〈wi, tw1 + ai〉)1(w1 = wi) dt ν[w1]⊥(dy).
Der Grenzwert wird dabei mit dem Satz von der majorisierten Konvergenz gerechtfertigt.
Man beachte hierfür, dass sich der Integrand mit γBd
r(W )
(y)1[−s1,s1](t) exp{2λER0} ab-
schätzen lässt. Im letzten Schritt wurde außerdem 〈wi, y〉 = 0⇐⇒ y ∈ [w1]⊥ ∩ [wi]⊥ für
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y ∈ [w1]⊥ verwendet. Das Integral ist also nur dann nicht 0, wenn [w1]⊥∩ [wi]⊥ = [w1]⊥,
also wenn w1 = wi. Damit folgt aber sofort
lim
%→∞R%(u, r,v, t) = 0,
denn die u1, . . . , ud und v1, . . . , vd sind jeweils paarweise verschieden vorausgesetzt. Für
die Grenzwerte von I(1)% (u, r,v, t) und I
(2)
% (u, r,v, t) erhalten wir
lim
%→∞ I
(1)
% (u, r,v, t) =
d∑
i=1
∫
[ui]⊥
∫
R
γW (y)1[−ri,ri]
(
s+ 〈ui, F1(u, r)〉
)
f(sui, y) ds ν[ui]⊥(dy)
+
d∑
i=1
∫
[vi]⊥
∫
R
γW (y)1[−ti,ti]
(
s− 〈vi, F2(v, t)〉
)
f(svi, y) ds ν[vi]⊥(dy)
und
lim
%→∞ I
(2)
% (u, r,v, t) =
d∑
i,j=1
1(ui = vj)
∫
[ui]⊥
∫
R
γW (y)1[−ri,ri]
(
s+ 〈ui, F1(u, r)〉
)
× 1[−ti,ti]
(
s− 〈vi, F2(v, t)〉
)
f(sui, y) ds ν[ui]⊥(dy).
Schließlich ist noch zu beachten, dass I(1)% (u, r,v, t), I
(2)
% (u, r,v, t) und R%(u, r,v, t)
auch selbst bezüglich (u, r) und (v, t) integriert werden und die oben verwendeten Ma-
joranten auch integrierbar bezüglich (u, r) und (v, t) sind. Es gilt also
lim
%→∞
1
%2d−1
(
α
(2)
0 (%W × %W )− ENF1(%W )ENF2(%W )
)
= λ2d(1− p)2
∫
M2d
∇d(u)∇d(v)
×
(
lim
%→∞ I
(0)
% − lim%→∞ I
(1)
% (u, r,v, t) + lim%→∞ I
(2)
% (u, r,v, t)
+ lim
%→∞R%(u, r,v, t)
)
Q(d)(d(u, r))Q(d)(d(v, t))
und dies liefert zusammen mit den obigen Grenzwerten die erste Behauptung.
Die Richtungsverteilung erfülle nun Q0
({v ∈ Sd−1 : 〈u, v〉 = 0}) = 0 für alle u ∈
Sd−1. Dann ist diese nach Korollar 4.3 auch stetig und mit Spiess (2012, S.37, Theorem
4.2) und Heinrich und Spiess (2013, S. 317, Theorem 2) erhalten wir
lim
%→∞ I
(0)
% = 4λ
∫
M
∫
[u]⊥
r2γW (x) ν[u]⊥(dx)Q(d(u, r)).
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Für I(1)% (u, r,v, t) folgt
lim
%→∞ I
(1)
% (u, r,v, t) = 2
d∑
i=1
ri
∫
[ui]⊥
γW (x) ν[ui]⊥(dx) + 2
d∑
i=1
ti
∫
[vi]⊥
γW (x) ν[vi]⊥(dx),
während lim%→∞ I
(2)
% (u, r,v, t) = 0 ist, denn es gilt 1(ui = vj) = 0 Q0-fast sicher für
alle i, j = 1, . . . , d, i 6= j. Insgesamt ergibt sich so der 2. Teil. 
Aus den obigen Lemmas und Satz 6.12 ergibt sich nun zusammenfassend der folgen-
de Satz für die asymptotische Kovarianz (6.15). Eine vollständige Formel geben wir,
aufgrund der Länge, aber nur im Fall an, dass die Richtungsverteilung die Mischungs-
bedingung erfüllt.
Satz 6.6 Unter der Voraussetzung ER20 <∞ existiert die asymptotische Kovarianz
σ2F1,F2(W ) := lim%→∞
Cov
(
NF1(%W ), NF2(%W )
)
%2d−1
.
Erfüllt die Richtungsverteilung die Mischungsbedingung (4.6), d.h. für alle u ∈ Sd−1 ist
Q0
({v ∈ Sd−1 : 〈u, v〉 = 0}) = 0, so gilt
σ2F1,F2(W ) = λ
2d−1((1− p)E∇d,d−1(U0))2E[γW (U0)(d ∇d,d−1(U0)
E∇d,d−1(U0)
− 2λR0
)2]
.
(6.18)
In diesem Fall ist σ2F1,F2(W ) = 0 genau dann, wenn P
(
d
∇d,d−1(U0)
E∇d,d−1(U0) = 2λR0
)
= 1.
Die asymptotische Kovarianz hängt also auch von der Form und nicht nur vom Volu-
men von W ab, was ein Ausdruck der weitreichenden Abhängigkeiten ist. Man beachte,
dass σ2F1,F2(W ) nicht von F1, F2 abhängt, wenn die Richtungsverteilung (4.6) erfüllt.
Da wir im nächsten Abschnitt die typische Breite R0 abschneiden müssen, bemerken
wir noch, dass sich die asymptotische Kovarianz hierdurch nicht ändert.
Bemerkung 6.3 Ersetzen wir (U0, R0) durch (U0, R
(%)
0 ) := (U0, R0 1(R0 ≤ ε
√
%)), wo-
bei ε > 0, und bezeichnet den hiermit gewonnen Punktprozess der verschobenen, sicht-
baren Schnittpunkte mit N
(%)
F , so ändert sich die asymptotische Kovarianz nicht, d.h. es
gilt
lim
%→∞
Cov
(
N
(%)
F1
(%W ), N
(%)
F2
(%W )
)
%2d−1
= σ2F1,F2(W )
mit σ2F1,F2(W ) wie in Satz 6.6, sofern für k = 1, 2 die Abbildung
(r1, . . . , rd) 7→ Fk((u1, r1), . . . , (ud, rd))
für linear unabhängige u1, . . . , ud ∈ Sd−1 stetig ist.
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Als Beispiel betrachten wir noch zwei Spezialfälle.
Beispiel 6.5 IstW = Bd1 , so hängt das Integral
∫
[u]⊥ γBd1
(x) ν[u]⊥(dx) und damit γW (u)
nicht von der Richtung u ∈ Sd−1 ab und es gilt∫
[u]⊥
γBd1
(x) ν[u]⊥(dx) =
∫
Rd−1
γBd1
(0, x) dx =
(d− 1)κd−1
dκd
∫
Rd
γBd1
(x)
‖x‖ dx
= 2d
κd−1κ2d−1
dκd
= 22d−1
(d− 1)!2
(2d− 1)!κ
2
d−1.
Die vorletzte Gleichheit findet man beispielsweise in Schneider und Weil (1992, Seite
177). Falls also die Richtungsverteilung zusätzlich die Bedingung (4.6) erfüllt, so erhalten
wir
σ2F1,F2(B
d
1) = (2λ)
2d−1 (d− 1)!2
(2d− 1)!κ
2
d−1
(
(1− p)E∇d,d−1(U0)
)2
× E
[(
d
∇d,d−1(U0)
E∇d,d−1(U0)
− 2λR0
)2]
.
Beispiel 6.6 Ist Q0 rotationsinvariant, so ist ∇d,d−1 konstant und
∇d,d−1(u) = E∇d,d−1(U0) =
∫
(Sd−1)d
∇d(u1, . . . , ud)Q0(u1) · · ·Q0(ud) =
(d− 1)!κdd−1
(dκd)d−1
nach Gleichung (6.8). Nach Spiess (2012, S. 61) gilt ferner∫
Sd−1
∫
[ud]⊥
γW (x) ν[ud]⊥(dx)Q0(du) =
∫
Rd
γW (x)
‖x‖ dx
=
(d− 1)κd−1
dκd
∫
W
∫
W
1
‖x− y‖ dxdy
=: Id(W ).
Das Integral Id(W ) ist bis auf einen Faktor das sogenannte d-te Sehnenpotenzintegral
Sd(W ) von W . Genauer gilt Id(W ) =
2κd−1
dκd
Sd(W ) (Schneider und Weil (1992, S. 177)).
Sind zusätzlich U0 und R0 unabhängig, so ergibt sich insgesamt
σ2F1,F2(W ) = λ
2d−1(1− p)2 d!
2κ2dd−1
(dκd)2d−2
Id(W )E
[
(1− 2λR0d )2
]
.
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6.5 Ein zentraler Grenzwertsatz
In diesem Abschnitt wollen wir zeigen, dass die zentrierte und normierte Anzahl der
sichtbaren, verschobenen Schnittpunkte %−(d−1/2)
(
NF (%W ) − ENF (%W )
)
für % → ∞
asymptotisch normalverteilt ist. Man beachte hierbei die vergleichsweise hohe Normie-
rung, welche wieder ein Ausdruck der weitreichenden Abhängigkeiten ist. Im Falle von
Schnittpunkten, welche durch einen Hyperebeneprozess erzeugt werden, d.h. R0 ≡ 0,
F ≡ 0, und W = Bd1 wurde diese Aussage von Heinrich, H. Schmidt und V. Schmidt
(2006) bewiesen und es liegt natürlich zunächst nahe diesen Beweis zu übertragen. Die
Idee dabei ist die Folgende.
Sei Ψ̂λ,Q0 ein stationärer markierter Poisson-Punktprozess auf R mit Intensität λ > 0
und Markenraum Sd−1 sowie M% die Anzahl aller hiermit gebildeten Hyperebenen,
welche die Kugel Bd% schneiden. Aus einer grundlegenden Eigenschaft von Poisson-
Punktprozessen (Schneider und Weil (2000, S. 76 f., Satz 3.2.3)) folgt dann die Ver-
teilungsgleichheit ∑ 6=
(X1,U1),...,(Xd,Ud)∈s(Ψλ,Q0 )
1Bd%
(
H(X1, U1) ∩ · · · ∩H(Xd, Ud)
)
d
=
∑ 6=
1≤i1,...,id≤M%
1Bd%
(
H(Xˆi1 , Uˆi1) ∩ · · · ∩H(Xˆid , Uˆid)
)
,
wobei die Folge (Xˆ1, Uˆ1), (Xˆ2, Uˆ2), . . . unabhängig und identisch verteilt sowie unabhän-
gig von M% ist. Die Komponenten sind ebenfalls unabhängig und Xˆ1 ist gleichverteilt
auf [−%, %] sowie Uˆ1 verteilt gemäß Q0. Bedingt aufM% = n ist die rechte Seite dann eine
U-Statistik und mit Hoeffding's Zerlegung kann ein zentraler Grenzwertsatz bewiesen
werden.
Im Falle von N0 kann man zunächst ebenso vorgehen und
N0(B
d
%)
d
=
∑6=
1≤i1,...,id≤M%
1Bd%
(
X0(Xˆi1 , Uˆi1 , Rˆi1 , . . . , Xˆid , Uˆid , Rˆid)
)
×
∏
1≤k≤M%, k 6=i1,...,id
(
1− 1Z(Xˆk,Uˆk,Rˆk)
(
X0(Xˆi1 , Uˆi1 , Rˆi1 , . . . , Xˆid , Uˆid , Rˆid)
))
schreiben, wobei M% nun die Anzahl der Zylinder ist, welche Bd% schneiden und die Fol-
ge (Xˆ1, Uˆ1, Rˆ1), (Xˆ2, Uˆ2, Rˆ2), . . . unabhängig und identisch verteilt ist. Die rechte Seite
kann nun aber nicht mehr als U-Statistik aufgefasst werden, da im Produkt über alle
k 6= i1, . . . , id multipliziert wird. Ferner sind die Komponenten nicht mehr unabhängig.
Auch die hohe Potenz λ2d+1 in der asymptotischen Kovarianz weist bereits darauf hin,
dass im allgemeinen Fall U-Statistiken nicht angebracht sind. Der entscheidende Schritt
von Hoeffding's Zerlegung ist nämlich gerade, dass Terme, welche eine höhere Potenz
als λ2d−1 erzeugen, in Wahrscheinlichkeit gegen Null konvergieren. Es scheint also eine
neue Beweismethode angebracht zu sein.
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Um später auch einen Grenzwertsatz für alle sichtbaren Ecken MEcken ableiten zu
können, formulieren wir den angekündigten Grenzwertsatz für NF gleich in einer mehr-
dimensionalen Version. Dabei schreiben wir
d−→ für die schwache Konvergenz der Ver-
teilungsfunktionen und
P−→ für die Konvergenz in Wahrscheinlichkeit. Ferner bezeichne
Nm(µ,Σ) die m-dimensionale Normalverteilung mit Erwartungswertvektor µ und Ko-
varianzmatrix Σ, bzw. diene als Platzhalter für einen Zufallsvektor mit eben dieser
Verteilung. Im Fall m = 1 schreiben wir kurz N (µ, σ2).
Satz 6.7 Es sei ER20 <∞. Ferner seien F1, . . . , Fm : Md → Rd messbare Abbildungen
derart, dass für alle k = 1, . . . ,m die folgenden zwei Bedingungen erfüllt sind.
1. Die Abbildung (r1, . . . , rd) 7→ Fk((u1, r1), . . . , (ud, rd)) ist stetig für linear unab-
hängige u1, . . . , ud ∈ Sd−1.
2. XFk((x1, r1, u1), . . . , (xd, ud, rd)) ∈
⋂d
i=1 Z(xi, ui, ri) für alle markierten Punkte
(x1, u1, r1), . . . , (xd, ud, rd) ∈ R×M mit linear unabhängigen u1, . . . , ud ∈ Sd−1.
Dann gilt
%−(d−1/2)
(
NF1(%W )− ENF1(%W ), . . . , NFm(%W )− ENFm(%W )
)T d−−−→
%→∞ Nm(µ,Σ(W )),
mit Σ(W ) = (σ2Fi,Fj (W ))
m
i,j=1 und σ
2
Fi,Fj
(W ), i, j = 1, . . . ,m wie in Satz 6.6.
Bevor wir diesen Satz beweisen kommen wir noch zurück zum ursprünglichen Pro-
blem einen zentralen Grenzwertsatz für alle und die lexikographisch größten Ecken der
durch die abgeschlossenen Zusammenhangskomponenten von Ξcλ,Q gebildeten Polytope
zu finden (siehe Abschnitt 6.1). Diese folgen aber sofort aus Satz 6.7 und dem Conti-
nuous Mapping Theorem (siehe Klenke (2008, S.257, Satz 13.25)). Man beachte auch,
dass Flex min und Fa1,...,ad die zusätzlichen Voraussetzungen von Satz 6.7 erfüllen.
Korollar 6.8 Unter der Voraussetzung ER20 <∞ gilt
1.
%−(d−1/2)
(
MEcken(%W )− EMEcken(%W )
) d−−−→
%→∞ N (0, σ
2
Ecken(W ))
mit σ2Ecken(W ) =
1
d!2
∑
a1,...,a2d∈{±1} σ
2
Fa1,...,ad ,Fad+1,...,a2d
(W ),
2.
%−(d−1/2)
(
Mmax(%W )− EMmax(%W )
) d−−−→
%→∞ N (0, σ
2
max(W ))
mit σ2max(W ) =
1
d!2
σ2Flex min,Flex min(W ).
Erfüllt die Richtungsverteilung die Mischungsbedingung (4.6), so gilt für die asymptoti-
schen Varianzen σ2Ecken(W ) = 2
2dσ2(W ) und σ2max(W ) = σ
2(W ), wobei
σ2(W ) = λ2d−1
(
1
d!(1− p)E∇d,d−1(U0)
)2
E
[
γW (U0)
(
d
∇d,d−1(U0)
E∇d,d−1(U0)
− 2λR0
)2]
.
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Beweis (Satz 6.7). Wir betrachten eine beliebige Linearkombination
X% =
m∑
k=1
ak %
−(d−1/2)(NFk(%W )− ENFk(%W ))
mit a = (a1, . . . , am)T ∈ Rm. Für den Erwartungswert und die Varianz gilt dann offen-
bar EX% = 0 und VarX% = %−(2d−1)
∑m
k,`=1 akCov(NFk(%W ), NF`(%W ))a`. Es ist also
insbesondere σ2 := lim%→∞VarX% = aTΣ(W )a mit Σ(W ) = (σ2Fi,Fj (W ))
m
i,j=1. Nach der
Methode von Cramér und Wold (z.B.Klenke (2008, S. 324,Satz 15.55)) ist die Behaup-
tung dann äquivalent zu X%
d−−−→
%→∞ N (0, σ
2).
Ist nun σ2 = 0, so folgt aus der Tschebyschow-Ungleichung
P (|X%| > ε) ≤ 1
ε2
VarX%
für alle ε > 0. Da die rechte Seite gegen σ2 = 0 konvergiert, folgt also X%
P−−−→
%→∞ 0.
Für den Fall σ2 > 0 verwenden wir Lemma 2 von Bolthausen (1982, S. 1048), was
sich wie folgt formulieren lässt:
Ist (Yn)n∈N eine Folge von R-wertigen Zufallsgrößen mit charakteristischen Funktio-
nen ϕn(t) = EeitYn für alle n ∈ N, so dass
(a) sup
n≥1
EY 2n <∞ und (b) limn→∞
[
ϕ′n(t) + tϕn(t)
]
= 0 für alle t ∈ R.
Dann folgt Yn
d−−−→
n→∞ N (0, 1).
In unserem Fall betrachten wir X%/σ und setzen ϕ%(t) = EeitX% . Dann ist durch
lim
%→∞EX
2
% = lim%→∞VarX% = σ
2 <∞
die Bedingung (a) gesichert. Die Bedingung (b) können wir umschreiben zu
lim
%→∞
[
ϕ′%(t) + σ
2tϕ%(t)
]
= 0 für alle t ∈ R. (6.19)
Der Nachweis dieses Grenzwertes ist aufwendig und wird auf den nachfolgenden Seiten
erbracht. Insgesamt zeigt sich, dass es Konstanten b, c ∈ [0,∞) gibt, so dass
∣∣ϕ′%(t) + σ2tϕ%(t)∣∣ ≤ t2 m∑
k,`=1
|aka`|
∣∣∣%−(2d−1) Cov(NFk(%W ), NF`(%W ))− σ2Fk,F`(W )∣∣∣
+ %−1/2 t2
(
bER30 + c
)
(6.20)
für alle t ∈ R und % ≥ 1. Die Konstanten b und c hängen dabei neben λ und a nur
isoton von ER0 und ER20 ab. Im Fall ER
3
0 <∞ folgt damit also zu Behauptung.
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Ohne die Voraussetzung ER30 <∞ verwenden wir einen Abschneidetechnik. Dazu er-
setzen wir (U0, R0) durch (U0, R
(%)
0 ) := (U0, R0 1(R0 ≤ ε
√
%)) mit %, ε > 0 und bezeich-
net den hiermit gewonnen Punktprozess der verschobenen, sichtbaren Schnittpunkte mit
N
(%)
F . Analog wie oben definieren wir dann
X˜% =
m∑
k=1
ak %
−(d−1/2)(N (%)Fk (%W )− EN (%)Fk (%W )).
Die dazugehörige charakteristische Funktion bezeichnen wir mit ϕ˜%. Wir zeigen als ers-
tes, dass sich die asymptotische Verteilung hierdurch nicht ändert.
Hilfsaussage Für alle k = 1, . . . ,m gilt
1. lim
%→∞
∣∣∣P(NFk(%W ) ≤ y)− P(N (%)Fk (%W ) ≤ y)∣∣∣ = 0 für alle y ∈ R,
2. lim
%→∞ %
−(d−1/2)
∣∣∣ENFk(%W )− EN (%)Fk (%W )∣∣∣ = 0.
Zum Nachweis der 1. Aussage sei Πλ,Q =
∑
i≥1 δ(Xi,Ui,Ri). Dann ist zunächst∣∣∣P(NFk(%W ) ≤ y)− P(N (%)Fk (%W ) ≤ y)∣∣∣
=
∣∣∣P(NFk(%W ) ≤ y, (⋂
i≥1
{Ri ≤ ε√%}
)
∪
⋃
i≥1
{Ri > ε√%}
)
− P(N (%)Fk (%W ) ≤ y)
∣∣∣
= P
(
NFk(%W ) ≤ y,
⋃
i≥1
{Ri > ε√%}
)
.
Wegen der Voraussetzung XFk((x1, u1, r1), . . . , (xd, ud, rd)) ∈
⋂d
i=1 Z(xi, ui, ri) genügt
es nun in NFk nur diejenigen markierten Punkte mit Z(Xi, Ui, Ri) ∩ %W 6= ∅, i ≥
1, zu berücksichtigen. Bezeichnen wir diese Indexmenge mit I%, also I% = {i ≥ 1 :
Z(Xi, Ui, Ri) ∩ %W 6= ∅}, so folgt
P
(
NFk(%W ) ≤ y,
⋃
i≥1
{Ri > ε√%}
)
≤ P
(⋃
i∈I%
{Ri > ε√%}
)
≤ E
∑
i∈I%
1(Ri > ε
√
%)
= E
∑
i≥1
1(Z(Xi, Ui, Ri) ∩ %W 6= ∅)1(Ri > ε√%).
Den Erwartungswert können wir mit der Campbell-Mecke-Formel (2.3) berechnen und
dann weiter abschätzen. Ist dazu Bdr(W ) eine Kugel mit W ⊆ Bdr(W ), so folgt insgesamt
E
∑
i≥1
1(Z(Xi, Ui, Ri) ∩ %W 6= ∅)1(Ri > ε√%)
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= λ
∫
M
∫
R
1(Z(x, u, r) ∩ %W 6= ∅)1(r > ε√%) dxQ(d(u, r))
≤ λ
∫
M
∫
R
1(Z(x, u, r) ∩ %Bdr(W ) 6= ∅)1(r > ε
√
%) dxQ(d(u, r))
≤ λ
∫
M
∫
R
1[−%r(W )−r,%r(W )+r](x)1(r > ε
√
%) dxQ(d(u, r))
= 2λE
[
R0 1(R0 > ε
√
%)
]
+ 2λr(W )%E
[
1(R0 > ε
√
%)
]
≤ 2λE[R0 1(R0 > ε√%)]+ 2λr(W ) 1ε2E[R0 1(R0 > ε√%)]
und dies beweist den ersten Teil der Hilfsaussage, denn R0 ist integrierbar.
Der zweite Teil folgt leicht aus der Formel für die Intensität (6.6) und der elementaren
Ungleichung |e−x − e−y| ≤ |x− y| für alle x, y ≥ 0. Es ist dann∣∣∣ENFk(%W )− EN (%)Fk (%W )∣∣∣
≤ λdνd(%W )
∣∣∣exp{−2λER0}− exp{−2λER0 1(R0 ≤ ε√%}∣∣∣
≤ 2λd+1νd(W ) %dER0 1(R0 > ε√%)
≤ 2λd+1νd(W )1ε %d−
1/2ER20 1(R0 > ε
√
%)
und hiermit folgt aus der Existenz von ER20 die 2. Behauptung.
Aus der Hilfsaussage können wir nun insgesamt
lim
%→∞
∣∣∣P(%−(d−1/2)(NFk(%W )− ENFk(%W )) ≤ y)
− P
(
%−(d−1/2)
(
N
(%)
Fk
(%W )− EN (%)Fk (%W )
) ≤ y)∣∣∣ = 0
für alle y ∈ R folgern und dies zieht∣∣X% − X˜%∣∣ P−−−→
%→∞ 0
nach sich. Nach dem Satz von Slutzky (z.B. Klenke (2008, S. 255)) genügt es deshalb
X˜%
d−−−→
%→∞ N (0, σ
2) zu zeigen. Da die Ungleichung (6.20) aber für beliebige R0 richtig
ist, gilt sie auch für R0 1(R0 ≤ ε√%). Das bedeutet aber
∣∣ϕ˜′%(t) + σ2tϕ˜%(t)∣∣ ≤ t2 m∑
k,`=1
|aka`|
∣∣∣∣%−(2d−1) Cov(N˜ (%)Fk (%W ), N˜ (%)F` (%W ))− σ2Fk,F`(W )∣∣∣
+ ε t2bER20 + %
−1/2t2c
für alle t ∈ R und % ≥ 1. Wie am Ende von Abschnitt 6.4 bemerkt ändert sich die
68
6.5 Ein zentraler Grenzwertsatz
asymptotische Kovarianz durch das Abschneiden nicht und deshalb konvergiert der erste
Summand gegen 0. Ferner beachte man, dass ε > 0 immer als Nullfolge ε(%)→ 0 gewählt
werden kann, so dass ε(%)
√
%→∞ gilt. Dies zeigt schließlich ∣∣ϕ˜′%(t) + σ2tϕ˜(t)∣∣→ 0 für
alle t ∈ R. 
Der erste Schritt zum Beweis von (6.20) ist eine Zerlegung von NFk(%W ) im Exponen-
ten von ϕ′%. Dabei treten Erwartungswerte der Form E
[
G(z,Πλ,Q)f(Πλ,Q)
]
auf. Diese
könnte man zunächst so belassen und später schlicht mit
∣∣E[G(z,Πλ,Q)f(Πλ,Q)]∣∣ ≤
E
∣∣f(Πλ,Q)∣∣ abschätzen. Dies erweist sich allerdings als zu grob. Günstiger wäre, wenn
der Erwartungswert faktorisieren würde, also G(z,Πλ,Q) und f(Πλ,Q) unabhängig wä-
ren, was im allgemeinen natürlich nicht der Fall ist. Das nächste Lemma besagt aber,
dass wir diese Faktorisierung erreichen können, wenn wir den Punktprozess einschrän-
ken. Hierfür definieren wir zunächst für ein Zählmaß ψ ∈ NM das auf A ∈ B(Rd)⊗B(M)
eingeschränkte Zählmaß ψ ⌞A durch
(ψ ⌞A)(B) := ψ(A ∩B)
für alle B ∈ B(Rd)⊗B(M).M kann hierbei ein beliebiger Markenraum sein. Ein Poisson-
Punktprozess hat in diesem Zusammenhang die zwei folgenden Eigenschaften.
Bemerkung 6.4 Ist ΨM ein markierter Poisson-Punktprozess mit Intensitätsmaß ΛM
so gilt:
1. Der eingeschränkte Punktprozess ΨM ⌞A ist wieder ein markierter Poisson-Punkt-
prozess und hat das Intensitätsmaß ΛM( . ∩A).
2. Sind A1, A2 ∈ B(Rd)⊗B(M) mit A1∩A2 = ∅, so sind die Punktprozesse ΨM ⌞A1
und ΨM ⌞A2 unabhängig.
Die erste Aussage ist klar. Die zweite findet sich beispielsweise in Schneider und Weil
(2000, S. 75, Satz 3.2.3), allerdings nur für Mengen mit ΛM(A1) <∞ und ΛM(A2) <∞.
Dass die Aussage auch für beliebige messbare, disjunkte Mengen gilt sehen wir, indem
wir die Mengen zerlegen. Ist ohne Einschränkung ΛM(A1) = ∞ und ΛM(A2) < ∞, so
gibt es wegen der lokalen Endlichkeit von ΛM paarweise disjunkte Mengen (Cn)n∈N mit
ΛM(Cn) <∞, so dass A1 =
⋃∞
n=1Cn. Nach Schneider und Weil (2000, Satz 3.2.3) sind
dann die Punktprozesse ΨM ⌞A2,ΨM ⌞C1,ΨM ⌞C2, . . . unabhängig und damit auch
ΨM ⌞A1 = ∑∞n=1 ΨM ⌞Cn und ΨM ⌞A2.
Ab hier betrachten wir wieder nur den Markenraum M = Sd−1 × [0,∞).
Lemma 6.9 Sei z ∈ Rd beliebig und ΨM ein (nicht notwendig stationärer) markierter
Poisson-Punktprozess auf R mit Markenraum M = Sd−1 × [0,∞) und Intensitätsmaß
ΛM. Dann gilt für jede messbare Funktion f : NM → C mit E|f(ΨM)| < ∞ die Glei-
chung
E
[
G(z,ΨM)f(ΨM)
]
= e−ΛM(Dz)Ef(ΨM ⌞Dcz), (6.21)
wobei Dz = {(y, v, t) ∈ R×M : z ∈ Z(y, v, t)}.
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Beweis. Für alle z ∈ Rd und einfachen Zählmaße ψ ∈ NM ist
G(z, ψ) = 1⇐⇒
∏
(y,v,t)∈s(ψ)
(
1− 1Z(y,v,t)(z)
)
= 1
⇐⇒ ∀(y, v, t) ∈ s(ψ) : z /∈ Z(y, v, t)
⇐⇒ ∀(y, v, t) ∈ s(ψ) : (y, v, t) /∈ Dz
⇐⇒ s(ψ) ∩Dz = ∅
⇐⇒ ψ ⌞Dz ≡ 0,
also
G(z, ψ) = 1
(
ψ ⌞Dz ≡ 0).
Weiter ist 1
(
ψ ⌞Dz ≡ 0) = 1⇐⇒ ψ = ψ ⌞Dcz und damit folgt
E
[
G(z,ΨM)f(ΨM)
]
= E
[
1(ΨM ⌞Dz ≡ 0)f(ΨM ⌞Dcz)].
Offenbar sind Dz und Dcz disjunkt und da ΨM ein Poisson-Punktprozess ist, sind die
auf Dz und Dcz eingeschränkten Punktprozesse ΨM ⌞Dz und ΨM ⌞Dcz nach Bemerkung
6.4 unabhängig. Die Aussage (6.21) ergibt sich dann wegen E
[
1(ΨM ⌞Dz ≡ 0)] =
P(ΨM(Dz) = 0) = e
−Λ(Dz). 
Wir kommen nun zurück zum Beweis von (6.20). Für die Ableitung ϕ′% gilt zunächst
ϕ′%(t) = iEX% exp
{
itX%
}
= i%−(d−1/2)
m∑
k=1
akE
[
NFk(%W ) exp
{
it%−(d−1/2)
m∑
`=1
a`
(
NF`(%W )− ENF`(%W )
)}]
− iϕ%(t)%−(d−1/2)
m∑
k=1
akENFk(%W )
= i%−(d−1/2)
m∑
k=1
akE
[ ∑ 6=
(X1,U1,R1),...,(Xd,Ud,Rd)∈s(Πλ,Q)
1%W
(
XFk(X,U,R)
)
×G
(
XFk(X,U,R),Πλ,Q −
d∑
i=1
δ(Xi,Ui,Ri)
)
× exp
{
it%−(d−1/2)
m∑
`=1
a`
(
NF`(%W )− ENF`(%W )
)}]
− iϕ%(t)%−(d−1/2)
m∑
k=1
akENFk(%W ).
Um die Mecke-Slivnyak-Formel anwenden zu können, benutzen wir im Exponenten die
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Zerlegung (6.9) für NFk(%W ). Hierfür führen wir noch für j ∈ {1, . . . , q}, I ∈ [q]<j ,
J ∈ [d] 6=j und A ∈ B(Rd) die Abbildungen
Hj,I,JF ;A : (R×M)q ×NM −→ R
Hj,I,JF ;A ((x,u, r), ψ)
:=
∑6=
(y1,v1,t1),...,(yd−j ,vd−j ,td−j)∈s(ψ)
1A
(
XF ◦ gI,J((x,u, r), (y,v, t))
)
×G
(
XF ◦ gI,J((x,u, r), (y,v, t)), ψ −
d−j∑
i=1
δ(yi,vi,ti) +
∑
i∈[q]\J
δ(xi,ui,ri)
)
=
∑6=
(y1,v1,t1),...,(yd−j ,vd−j ,td−j)∈s(ψ)
1A∩⋂i∈[q]\J Z(xi,ui,ri)c(XF ◦ gI,J((x,u, r), (y,v, t)))
×G
(
XF ◦ gI,J((x,u, r), (y,v, t)), ψ −
d−j∑
i=1
δ(yi,vi,ti)
)
.
und
HF ;A : (R×M)q ×NM −→ R
HF ;A((x,u, r), ψ) :=
∑ 6=
(y1,v1,t1),...,(yd,vd,td)∈s(ψ)
1A∩⋂qi=1 Z(xi,ui,ri)c(XF (y,v, t))
×G
(
XF (y,v, t), ψ −
d∑
i=1
δ(yi,vi,ti)
)
ein. Setzen wir noch
NF ;A(ψ) :=
∑ 6=
(y1,v1,t1),...,(yd,vd,td)∈s(ψ)
1A
(
XF (y,v, t)
)
G
(
XF (y,v, t), ψ −
d∑
i=1
δ(yi,vi,ti)
)
und
RF ;A((x,u, r), ψ) :=
q∑
j=1
∑
I∈[q]<j
∑
J∈[d] 6=j
Hj,I,JF ;A ((x,u, r), ψ),
so erhalten wir insgesamt die Zerlegung
NF ;A(ψ) = RF ;A
(
(x,u, r), ψ −
q∑
i=1
δ(xi,ui,ri)
)
+HF ;A
(
(x,u, r), ψ −
q∑
i=1
δ(xi,ui,ri)
)
,
(6.22)
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für jedes einfache Zählmaß ψ ∈ NM und paarweise verschiedene markierte Punkte
(x1, u1, r1), . . . , (xq, uq, rq) ∈ s(ψ). Wir bemerken außerdem, dass der Zusammenhang
HF ;A((x,u, r), ψ) = NF ;A∩⋂qi=1 Z(xi,ui,ti)c(ψ) gilt. Wir wenden (6.22) nun auf den Ex-
ponenten in der Ableitung ϕ′%(t) an und verwenden dann die Mecke-Slivnyak-Formel.
Anschließend kann (6.21) angewendet werden. Hierbei ist ΨM = Πλ,Q, z = XF (x,u, r)
und damit exp{−Λλ,Q(DXF (x,u,r))} = exp{−2λER0} = 1− p. Wir erhalten so
ϕ′%(t) =
= i%−(d−1/2)λd
m∑
k=1
ak
×
∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
) ∫
NM
G
(
XFk(x,u, r), ψ
)
× exp
{
it%−(d−1/2)
m∑
`=1
a`
(
RF`;%W
(
(x,u, r), ψ
)
+HF`;%W
(
(x,u, r), ψ
)− ENF`(%W ))
}
Pλ,Q(dψ) dxQ
(d)(d(u, r))− iϕ%(t)%−(d−1/2)
m∑
k=1
akENFk(%W )
= i%−(d−1/2)λd(1− p)
m∑
k=1
ak
×
∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
) ∫
NM
exp
{
it%−(d−1/2)
m∑
`=1
a`RF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))
}
× exp
{
it%−(d−1/2)
m∑
`=1
a`
(
HF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))− ENF`(%W ))
}
Pλ,Q(dψ) dxQ
(d)(d(u, r))−
m∑
k=1
ak
iENFk(%W )
%d−1/2
ϕ%(t).
Definieren wir noch
ht,% : (R×M)d ×NM → C,(
(x,u, r), ψ
) 7→ exp{it%−(d−1/2) m∑
`=1
a`
(
HF`;%W
(
(x,u, r), ψ
)− ENF`(%W ))
}
zur Abkürzung der komplexen Exponentialfunktion, so ergibt sich insgesamt die Zerle-
gung
ϕ′%(t) + σ
2tϕ%(t) = i
m∑
k=1
akS
1,k
% (t) + i
m∑
k=1
akS
2,k
% (t)− t
m∑
k,`=1
aka`S
3,k,`
% (t) (6.23)
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S1,k% (t) = %
−(d−1/2)λd(1− p)
∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
)
×
∫
NM
[
exp
{
it%−(d−1/2)
m∑
`=1
a`RF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))
}
− 1− it%−(d−1/2)
m∑
`=1
a`RF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))
]
× ht,%
(
(x,u, r), ψ ⌞DcXFk (x,u,r))Pλ,Q(dψ) dxQ(d)(d(u, r)),
S2,k% (t) = %
−(d−1/2)λd(1− p)
∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
)
×
∫
NM
[
1 + it%−(d−1/2)
m∑
`=1
a`
(
NF`;%W (ψ)−HF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r)))
]
× ht,%
(
(x,u, r), ψ ⌞DcXFk (x,u,r))Pλ,Q(dψ) dxQ(d)(d(u, r))
− i%−(d−1/2)ϕ%(t)ENFk(%W ),
S3,k,`% (t) = %
−(2d−1)λd(1− p)
∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
)
×
∫
NM
[
RF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))
+HF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))−NF`;%W (ψ)
]
× ht,%
(
(x,u, r), ψ ⌞DcXFk (x,u,r))Pλ,Q(dψ) dxQ(d)(d(u, r))
− σ2Fk,F`(W )ϕ%(t).
Zum Beweis der Ungleichung (6.20) muss also gezeigt werden, dass die 3 obigen Größen
die Ordnung O(%−1/2) haben. Dazu muss im Prinzip die Abbildung ht,% durch die cha-
rakteristische Funktion ϕ%(t) ersetzt werden. Der dabei gemachte Fehler darf natürlich
nicht zu groß werden. Hierfür muss das asymptotische Verhalten der Erwartungswerte
und gemischten Momenten von RF ;Bd% und NF (%W )−HF ;%W ((x,u, r,Πλ,Q) untersucht
werden. Anschaulich kann man sich dies überlegen, indem man sich klar macht, dass
eine k-fache Summe die Ordnung O(%k) liefert. Damit sollte RF ;%W ungefähr von der
Ordnung %d−1 sein. NF (%W ) und HF ;%W liefern jeweils die Ordnung %d und durch die
Bildung der Differenz sollte es noch zu einer Reduktion kommen. Die formalen Abschät-
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zungen erfolgen in den nächsten beiden Lemmas. Dabei machen wir wiederholt von den
folgenden Feststellungen Gebrauch:
1. Wegen W ∈ Cd gibt es eine Kugel Bdr(W ) mit r(W ) ≥ 1, so dass W ⊆ Bdr(W ).
2. Ist XF (x,u, r) ∈ %W , so ist auch XF (x,u, r) ∈ Bd% r(W ) und für alle i = 1, . . . , d
folgt xi + Fˆi(u, r) ∈ [−% r(W ), % r(W )], wobei Fˆi(u, r) = 〈ui, F (u, r)〉 wie am An-
fang des Kapitels.
Insbesondere gilt 1%W (XF (x,u, r)) ≤
∏
i∈I 1[−% r(W ),% r(W )](xi + Fˆi(u, r)) für be-
liebige I ⊆ {1, . . . , d}.
3. νd(%W ∩ Z(x, u, r)) ≤ νd(B% r(W ) ∩ Z(0, u, r)) ≤ 2dr(% r(W ))d−1.
Wir betrachten als ersten den Erwartungswert der Differenz HF ;%W − NF (%W ). Aller-
dings in einer leicht allgemeineren Fassung, wie sie auch später auftritt.
Lemma 6.10 Seien (y,v, t) ∈ (R×M)q mit 0 ≤ q ≤ d und (x,u, r) ∈ (R×M)d jeweils
paarweise verschieden sowie x′, y′ ∈ Rd. Dann gilt für alle % ≥ 1 die Abschätzung
E
∣∣∣∣HF ;%W((x,u, r),(Πλ,Q ⌞Dcx′ + q∑
i=1
δ(yi,vi,ti)
)⌞Dcy′)−NF (%W )∣∣∣∣
≤ cq(r, t)(% r(W ))d−1
mit
cq(r, t) =
q∑
j=1
j!
(
q
j
)(
d
j
)
(2λ)d−j + (2λ)d
(
2λER20 + 2dER0 +
d∑
i=1
ri +
q∑
i=1
ti
)
.
Beweis. Wir setzen zur Abkürzung B =
⋂d
i=1 Z(xi, ui, ri)
c und D = Dx′ ∪ Dy′ . Sind
weiter ohne Einschränkung (y1, v1, t1), . . . , (yq′ , vq′ , tq′) ∈ Dcy′ , 0 ≤ q′ ≤ q, so folgt mit
Hilfe von (6.22) die Zerlegung
E
∣∣∣∣HF ;%W((x,u, r),(Πλ,Q ⌞Dcx′ + q∑
i=1
δ(yi,vi,ti)
)⌞Dcy′)−NF (%W )∣∣∣∣
= E
∣∣∣∣HF ;%W((x,u, r),Πλ,Q ⌞Dc + q′∑
i=1
δ(yi,vi,ti)
)
−NF (%W )
∣∣∣∣
= E
∣∣∣∣NF ;%W∩B(Πλ,Q ⌞Dc + q′∑
i=1
δ(yi,vi,ti)
)
−NF (%W )
∣∣∣∣
= E
∣∣∣RF ;%W∩B((y,v, t),Πλ,Q ⌞Dc)+HF ;%W∩B((y,v, t),Πλ,Q ⌞Dc)−NF (%W )∣∣∣
≤ I(1)% + I(2)% + I(3)%
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I(1)% = E
∣∣∣RF ;%W∩B((y,v, t),Πλ,Q ⌞Dc)∣∣∣,
I(2)% = E
∣∣∣HF ;%W∩B((y,v, t),Πλ,Q)−NF (%W )∣∣∣,
I(3)% = E
∣∣∣HF ;%W∩B((y,v, t),Πλ,Q ⌞Dc)−HF ;%W∩B((y,v, t),Πλ,Q)∣∣∣.
Nach obiger Überlegung folgt aus XF ◦ gI,J((y,v, t), (z,w, s)) ∈ %W immer auch, dass
yk + Fˆk ◦ gI,J((v, t), (w, s)) ∈ [−% r(W ), % r(W )] für alle k = 1, . . . , d − j und damit
erhalten wir
EHj,I,JF ;%W∩B
(
(y,v, t),Πλ,Q ⌞Dc)
≤ λd−j
∫
Md−j
∫
Rd−j
1%W
(
XF ◦ gI,J((y,v, t), (z,w, s))
)
dzQ(d−j)(d(w, s))
≤ λd−j
∫
Md−j
∫
Rd−j
d−j∏
k=1
1[−% r(W ),% r(W )]
(
zk + Fˆk ◦ gI,J((v, t), (w, s))
)
dzQ(d−j)(d(w, s))
≤ %d−1(2λr(W ))d−j ,
für alle 1 ≤ j ≤ q′, I ∈ [d]<j , J ∈ [q′]6=j . Für I(1)% ergibt sich also insgesamt
I(1)% =
q′∑
j=1
∑
I∈[d]<j
∑
J∈[q′]6=j
EHj,I,JF ;%W∩B
(
(y,v, t),Πλ,Q ⌞Dc)
≤
q′∑
j=1
∑
I∈[d]<j
∑
J∈[q′]6=j
%d−1(2λr(W ))d−j
≤ (% r(W ))d−1
q∑
j=1
(
d
j
)(
q
j
)
j! (2λ)d−j .
Weiter ist
I(2)% = E
∣∣∣∣NF(%W ∩B ∩ q
′⋂
i=1
Z(yi, vi, ti)
c
)
−NF (%W )
∣∣∣∣
= ENF (%W )− ENF
(
%W ∩
( d⋃
i=1
Z(xi, ui, ri) ∪
q′⋃
i=1
Z(yi, vi, ti)
)c)
≤
d∑
i=1
ENF
(
%W ∩ Z(xi, ui, ri)
)
+
q′∑
i=1
ENF
(
%W ∩ Z(yi, vi, ti)
)
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≤
d∑
i=1
γd νd
(
%W ∩ Z(xi, ui, ri)
)
+
q′∑
i=1
γd νd
(
%W ∩ Z(yi, vi, ti)
)
≤ (% r(W ))d−1(2λ)d
( d∑
i=1
ri +
q′∑
i=1
ti
)
≤ (% r(W ))d−1(2λ)d
( d∑
i=1
ri +
q∑
i=1
ti
)
.
Die Differenz in I(3)% muss zunächst noch weiter zerlegt werden. Für alle einfachen Zähl-
maße ψ ∈ NM und für alle (z1, w1, s1), . . . , (zd, wd, sd) ∈ s(ψ) ∩Dc gilt
G
(
XF (z,w, s), ψ −
d∑
i=1
δ(zi,wi,si)
)
=
= G
(
XF (z,w, s),
(
ψ −
d∑
i=1
δ(zi,wi,si)
)⌞D)G(XF (z,w, s), (ψ − d∑
i=1
δ(zi,wi,si)
)⌞Dc)
= G
(
XF (z,w, s), ψ ⌞D)G(XF (z,w, s), ψ ⌞Dc − d∑
i=1
δ(zi,wi,si)
)
und damit folgt
HF ;%W∩B((y,v, t), ψ ⌞Dc)−HF ;%W∩B((y,v, t), ψ)
=
∑6=
(z1,w1,s1),...,(zd,wd,sd)∈s(ψ)∩Dc
1
%W∩B∩⋂q′i=1 Z(yi,vi,ti)c(XF (z,w, s))
×G
(
XF (z,w, s), ψ ⌞Dc − d∑
i=1
δ(zi,wi,si)
)(
1−G(XF (z,w, s), ψ ⌞D))
−
∑6=
(z1,w1,s1),...,(zd,wd,sd)∈s(ψ)
1
%W∩B∩⋂q′i=1 Z(yi,vi,ti)c(XF (z,w, s))
×G
(
XF (z,w, s), ψ −
d∑
i=1
δ(zi,wi,si)
)(
1−
d∏
i=1
1Dc(zi, wi, si)
)
.
(6.24)
Wir bilden dann den Betrag und wenden zusätzlich die auch später noch nützlichen
Abschätzungen
• 1
%W∩B∩⋂q′i=1 Z(yi,vi,ti)c ≤ 1%W
• 1−
d∏
i=1
1Dc(zi, wi, si) ≤
d∑
i=1
1D(zi, wi, si)
76
6.5 Ein zentraler Grenzwertsatz
• 1−G(XF , ψ ⌞D) ≤ ∑
(y,v,t)∈s(ψ)∩D
1Z(y,v,t)
(
XF
)
an. Anschließend verwenden wir wieder die Mecke-Slivnyak-Formel und die Transfor-
mation wie in der Berechnung des Intensitätsmaßes; die Funktionaldeterminante wird
dabei mit 1 abgeschätzt. Hiermit folgt
I(3)% ≤
∫
NM
∑ 6=
(z1,w1,s1),...,(zd,wd,sd)∈s(ψ)∩Dc
(y,v,t)∈s(ψ)∩D
1%W∩Z(y,v,t)
(
XF (z,w, s)
)
Pλ,Q(dψ)
+
∫
NM
∑ 6=
(z1,w1,s1),...,(zd,wd,sd)∈s(ψ)
1%W
(
XF (z,w, s)
)( d∑
i=1
1D(zi, wi, si)
)
Pλ,Q(dψ)
≤ λd+1
∫
D
∫
Md
∫
Rd
1%W∩Z(y,v,t)(z) dzQ(d)(d(w, s)) dy Q(d(v, t))
+ λdd
∫
Md
∫
Rd
1D(z1, w1, s1)
d∏
i=2
1[−% r(W ),% r(W )](zi) dzQ(d)(d(w, s))
≤ λd+1
∫
D
νd
(
%W ∩ Z(y, v, t)) dy Q(d(v, t))
+ 2d−1λd(% r(W ))d−1d
∫
D
dy Q(d(v, t))
≤ (% r(W ))d−1(2λ)dλ
∫
D
tdy Q(d(v, t))
+ 2d−1λd(% r(W ))d−1d
∫
D
dy Q(d(v, t)).
Zum Abschluss des Beweises beachte man noch, dass (y, v, t) ∈ Dx′ ⇐⇒ 〈v, x′〉 − y ∈
[−t, t] für beliebige x′ ∈ Rd und deshalb∫
Dx′
f(v, t) dy Q(d(v, t)) = 2
∫
M
t f(v, t)Q(d(v, t)) = 2E
[
R0f(U0, R0)
]
(6.25)
für jede integrierbare oder nicht-negative, messbare Funktion f : M→ R ist. Insbeson-
dere kann ∫
D
dy Q(d(v, t)) ≤ 4ER0 und
∫
D
t dy Q(d(v, t)) ≤ 4ER20
unabhängig von den Punkten x′, y′ ∈ Rd abgeschätzt werden kann. 
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Für die Abschätzung der zweiten Momente müssen wir zunächst noch umformen,
verwenden aber grundsätzlich dieselben Argumente wie eben.
Lemma 6.11 Seien (x,u, r) ∈ (R×M)d paarweise verschieden und x′ ∈ Rd beliebig.
1. Sei 1 ≤ j ≤ d und I ∈ [d]<j , J ∈ [d] 6=j . Dann gilt für alle % ≥ 1 die Abschätzung
E
[(
Hj,I,JF ;%W
(
(x,u, r),Πλ,Q ⌞Dcx′))2] ≤ (% r(W ))2d−2c0,j , (6.26)
wobei
ci,j =
d−j∑
k=i
k!
(
d− j
k
)(
d− j
k
)
(2λ)2(d−j)−k.
2. Für alle % ≥ 1 gilt
E
[(
NF (%W )−H%W ((x,u, r),Πλ,Q ⌞Dcx′))2]
≤ (% r(W ))2d−23((2λ)2d+1ER30 + c+ c(r)), (6.27)
wobei
c(r) = d
d∑
i=1
(
2dric1,d + (2λ)
2dr2i
)
und
c = ER20
(
2d+1λc1,0 + (2λ)
22dc1,0ER0 + (2λ)
2d+2ER20
)
+ (d2λER0)
2(
√
c0,1 + (d− 1)√c0,2)2 + d2c0,12λER0.
Beweis. Für den ersten Teil schätzen wir wie im vorherigen Beweis mit(
Hj,I,JF ;%W
(
(x,u, r), ψ ⌞Dcx′))2
≤
( ∑ 6=
(y1,v1,t1),...,(yd−j ,vd−j ,td−j)∈s(ψ)
d−j∏
`=1
1[−% r(W ),% r(W )](y` + Fˆ` ◦ gI,J)
)
×
( ∑ 6=
(y1,v1,t1),...,(yd−j ,vd−j ,td−j)∈s(ψ)
d−j∏
`=1
1[−% r(W ),% r(W )](y` + Fˆ` ◦ gI,J)
)
ab. Dies wird dann mit Hilfe von (6.10) ausmultipliziert und anschließend die Mecke-
Slivnyak-Formel angewendet. Dabei treten Indiktorfunktionen in gewissem Sinne dop-
pelt auf, d.h. 1[−%,%]
(
y` +m1) und 1[−% r(W ),% r(W )]
(
y` +m2). Wenn wir eine von beiden
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mit 1 abschätzen und die Verschiebung mit einer Transformation eliminieren, so erhalten
E
[(
Hj,I,JF ;%W
(
(x,u, r),Πλ,Q ⌞Dcx′))2]
≤
d−j∑
k=0
k!
(
d− j
k
)(
d− j
k
)
λ2(d−j)−k
×
∫
M2(d−j)−k
∫
R2(d−j)−k
2(d−j)−k∏
`=1
1[−% r(W ),% r(W )](y`) dyQ(2(d−j)−k)(d(v, t))
=
d−j∑
k=0
k!
(
d− j
k
)(
d− j
k
)
(2λ% r(W ))2(d−j)−k,
womit die erste Aussage bewiesen ist.
Der Beweis des zweiten Teils ist wesentlich komplizierter. Wir beginnen damit, dass
wir die Differenz wie im vorherigen Beweis (Gleichung (6.24)) zerlegen. Für jedes einfa-
che Zählmaß ψ ∈ NM ist
NF (%W )−HF ;%W ((x,u, r), ψ ⌞Dcx′)
= NF (%W )−HF ;%W ((x,u, r), ψ) +HF ;%W ((x,u, r), ψ)−HF ;%W ((x,u, r), ψ ⌞Dcx′)
=
∑ 6=
(y1,v1,t1),...,(yd,vd,td)∈s(ψ)
1%W∩⋃di=1 Z(xi,ui,ri)
(
XF (y,v, t)
)
×G
(
XF (y,v, t), ψ −
d∑
i=1
δ(yi,vi,ti)
)
−
∑ 6=
(y1,v1,t1),...,(yd,vd,td)∈s(ψ)∩Dcx′
1%W∩⋂di=1 Z(xi,ui,ri)c
(
XF (y,v, t)
)
×G
(
XF (y,v, t), ψ ⌞Dcx′ − d∑
i=1
δ(yi,vi,ti)
)(
1−G(XF (y,v, t), ψ ⌞Dx′))
+
∑ 6=
(y1,v1,t1),...,(yd,vd,td)∈s(ψ)
1%W∩⋂di=1 Z(xi,ui,ri)c
(
XF (y,v, t)
)
×
(
1−
d∏
k=1
1Dc
x′
(yk, vk, tk)
)
G
(
XF (y,v, t), ψ −
d∑
i=1
δ(yi,vi,ti)
)
.
Wir wenden dann die Cauchy-Schwarz-Ungleichung (a + b + c)2 ≤ 3(a2 + b2 + c2) an
und schätzen einige nicht benötigte Terme ab. Wir erhalten dann
E
[(
NF (%W )−H%W ((x,u, r),Πλ,Q ⌞Dcx′))2] ≤ 3(I1(x,u, r) + I2(x′) + I3(x′))
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mit
I(1)% (x,u, r) = E
[
NF
(
%W ∩
d⋃
i=1
Z(xi, ui, ri)
)2]
I(2)% (x
′) =
∫
NM
( ∑6=
(y1,v1,t1),...,(yd,vd,td)∈s(ψ)∩Dcx′
1%W
(
XF (y,v, t)
)
×
(
1−G(XF (y,v, t), ψ ⌞Dx′)))2 Pλ,Q(dψ)
I(3)% (x
′) =
∫
NM
( ∑ 6=
(y1,v1,t1),...,(yd,vd,td)∈s(ψ)
1%W
(
XF (y,v, t)
)
×
(
1−
d∏
i=1
1Dc
x′
(yi, vi, ti)
))2
Pλ,Q(dψ).
Zumindest für I(1)% (x,u, r) könnten wir Satz 6.2 verwenden und die α
(2)
j,I,J abschätzen. Es
ist jedoch einfacher bereits vorher einige Abschätzungen vorzunehmen. Wir definieren
deshalb noch für jedes ψ ∈ NM und paarweise verschiedene (z1, w1, s1), . . . , (zj , wj , sj) ∈
R×M sowie i1 6= · · · 6= ij , 1 ≤ j ≤ d− 1, die Zählmaße
HˆA(ψ) =
∑ 6=
(y1,v1,t1),...,(yd,vd,td)∈s(ψ)
1A
(
XF (y,v, t)
)
und
Hˆ
j;i1,...,ij
A ((z,w, s)1,...,j , ψ) =
=
∑ 6=
(y1,v1,t1),...,(yd−j ,vd−j ,td−j)∈s(ψ)
1A
(
XF ◦ gi1,...,ij ((y,v, t), (z,w, s))
)
.
Dabei entsteht gi1,...,ij ((y,v, t), (z,w, s)), indem wir für alle ` = 1, . . . , j, die Kompo-
nente i` in ((y1, v1, t1), . . . , (yd, vd, td)) durch (zi` , wi` , ti`) ersetzen. HˆA ist also nichts
anderes als die Anzahl aller verschobenen Schnittpunkte in A, während Hˆ
j,i1,...,ij
A (ψ) die
Anzahl aller Schnittpunkte in A ist, welche aus dem Schnitt von jeweils d − j Hyper-
ebenen, gebildet mit Punkten aus ψ, und j festen Hyperebenen entstehen. Mit diesen
Bezeichnungen und der Cauchy-Schwarz-Ungleichung erhalten wir
I(1)% (x,u, r) ≤ d
d∑
i=1
E
[(
NF
(
%W ∩ Z(xi, ui, ri)
))2]
≤ d
d∑
i=1
E
[(
Hˆ%W∩Z(xi,ui,ri)(Πλ,Q)
)2]
.
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Für die Größe I(2)% (x′) finden wir mit Hilfe der Zerlegung (6.10) (für d = q = 1) und der
Mecke-Slivnyak-Formel
I(2)% (x
′) ≤
∫
NM
( ∑6=
(y1,v1,t1),...,(yd,vd,td)∈s(ψ)
(z,w,s)∈s(ψ)∩Dx′
1%W∩Z(z,w,s)(XF (y,v, t))
)2
Pλ,Q(dψ)
=
∫
NM
( ∑
(z,w,s)∈s(ψ)∩Dx′
Hˆ%W∩Z(z,w,s)(ψ ⌞Dcx′))2 Pλ,Q(dψ)
= λ
∫
Dx′
E
[(
Hˆ%W∩Z(z,w,s)
(
(Πλ,Q + δ(z,w,s))⌞Dcx′))2]dz Q(d(w, s))
+λ2
∫
Dx′
∫
Dx′
E
[
Hˆ%W∩Z(z1,w1,s1)
(
(Πλ,Q + δ(z1,w1,s1) + δ(z2,w2,s2))⌞Dcx′)
× Hˆ%W∩Z(z2,w2,s2)
(
(Πλ,Q + δ(z1,w1,s1) + δ(z2,w2,s2))⌞Dcx′)]
dz1Q(d(w1, s1)) dz2Q(d(w2, s2)).
Für (z, w, s) ∈ Dx′ folgt aber (Πλ,Q + δ(z,w,s))⌞Dcx′ = Πλ,Q ⌞Dcx′ ≤ Πλ,Q und analog
(Πλ,Q + δ(z1,w1,s1) + δ(z2,w2,s2))⌞Dcx′ ≤ Πλ,Q, wenn (z1, w1, s1), (z2, w2, s2) ∈ Dx′ . Wir
erhalten damit
I(2)% (x
′) ≤ λ
∫
Dx′
E
[(
Hˆ%W∩Z(z,w,s)(Πλ,Q)
)2]
dzQ(d(w, s))
+λ2
∫
Dx′
∫
Dx′
E
[
Hˆ%W∩Z(z1,w1,s1)(Πλ,Q)Hˆ%W∩Z(z2,w2,s2)(Πλ,Q)
]
dz1Q(d(w1, s1)) dz2Q(d(w2, s2)).
Für die Größe I(3)% (x′) liefert die Cauchy-Schwarz-Ungleichung hingegen
I(3)% (x
′) ≤ d
d∑
k=1
∫
NM
( ∑ 6=
(y1,v1,t1),...,(yd,vd,td)∈s(ψ)
1Dx′ (yk, vk, tk)1%W
(
XF (y,v, t)
))2
Pλ,Q(dψ)
≤ d
d∑
k=1
∫
NM
( ∑
(z,w,s)∈s(ψ)∩Dx′
Hˆ1;k%W ((z, w, s), ψ − δ(z,w,s))
)2
Pλ,Q(dψ)
und hieraus folgt weiter mit Hilfe der Mecke-Slivnyak-Formel und durch ausmultiplizie-
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ren (Formel (6.10) mit d = q = 1)
I(3)% (x
′) ≤ d
d∑
k=1
λ
∫
Dx′
E
[(
Hˆ1;k%W ((z, w, s),Πλ,Q)
)2]
dz Q(d(w, s))
+d
d∑
k=1
λ2
∫
Dx′
∫
Dx′
E
[
Hˆ1;k%W ((z1, w1, s1),Πλ,Q)Hˆ
1;k
%W ((z2, w2, s2),Πλ,Q)
]
dz1Q(d(w1, s1)) dz2Q(d(w2, s2))
+2d
d∑
k,`=1
6`=k
λ2
∫
Dx′
∫
Dx′
E
[
Hˆ1;k%W ((z1, w1, s1),Πλ,Q)
×H2;k,`%W ((z1, w1, s1), (z2, w2, s2),Πλ,Q)
]
dz1Q(d(w1, s1)) dz2Q(d(w2, s2))
+d
d∑
k,`,m=1
`,m 6=k
λ2
∫
Dx′
∫
Dx′
E
[
H2;k,`%W ((z1, w1, s1), (z2, w2, s2),Πλ,Q)
×H2;k,m%W ((z1, w1, s1), (z2, w2, s2),Πλ,Q)
]
dz1Q(d(w1, s1)) dz2Q(d(w2, s2)).
Nach Anwendung der Cauchy-Schwarz-Ungleichung genügt es nun zu zeigen, dass die
3 Größen E
[
Hˆ%W∩Z(z2,w2,t2)(Πλ,Q)Hˆ%W∩Z(z1,w1,t1)(Πλ,Q)
]
, E
[(
Hˆ1;k%W ((z, w, s),Πλ,Q)
)2]
und E
[(
Hˆ2;k,`%W ((z1, w1, s1), (z2, w2, s2),Πλ,Q)
)2]
jeweils die Ordnung O(%2d−2) haben,
denn die Integrale über Dx′ sind stets endlich und unabhängig von x′, wie im am Ende
des Beweises von Lemma 6.10 gezeigt.
Die letzten Beiden Erwartungswerte lassen sich genauso abschätzen wie die Größen
im ersten Teil des Beweises, d.h.
E
[(
Hˆ1;k%W ((z1, w1, s1),Πλ,Q)
)2] ≤ c0,1(% r(W ))2d−2
und
E
[(
Hˆ2;k,`%W ((z1, w1, s1), (z2, w2, s2),Πλ,Q)
)2] ≤ c0,2(% r(W ))2d−2
für alle k, ` ∈ {1, . . . , d} mit ` 6= k und beliebige (z1, w1, s1), (z2, w2, s2) ∈ R ×M. Der
verbleibende Erwartungswert ist schwerer abzuschätzen, da hier die Reduktion in der
Ordnung von % allein daraus gewonnen werden muss, dass das Beobachtungsfenster mit
einem Zylinder geschnitten wird, was grob gesagt den Freiheitsgrad einschränkt.
Wir müssen zunächst wieder mit Hilfe von (6.10) ausmultiplizieren und dann die
Transformation (6.14), welche zur Berechnung des 2. Momentenmaßes verwendet wurde,
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benutzen. Für zwei beliebige markierte Punkte (z1, w1, s1), (z2, w2, s2) ∈ R×M erhalten
wir dann die Abschätzung (mit mj,I,J wie in Satz 6.2)
E
[
Hˆ%W∩Z(z2,w2,t2)(Πλ,Q)Hˆ%W∩Z(z1,w1,t1)(Πλ,Q)
]
=
=
d∑
j=1
∑
I∈[d]<j
∑
J∈[d] 6=j
λ2d−j
∫
M2d−j
∫
R2d−j
1%W∩Z(z1,w1,s1)
(
XF (y,v, t)
)
× 1%W∩Z(z2,w2,s2)
(
XF ◦ gI,J((y,v, t), (y′,v′, t′))
)
dy dy′Q(d)(d(v, t))Q(d−j)(d(v′, t′))
+λ2d
∫
M2d
∫
R2d
1%W∩Z(z1,w1,s1)
(
XF (y,v, t)
)
1%W∩Z(z2,w2,s2)
(
XF (y
′,v′, t′)
)
dy dy′Q(d)(d(v, t))Q(d)(d(v′, t′))
≤
d∑
j=1
∑
I∈[d]<j
∑
J∈[d] 6=j
λ2d−j
×
∫
M2d−j
∫
[vJ ]⊥
νd
(
%W ∩ Z(z1, w1, s1) ∩ (%W ∩ Z(z2, w2, s2) +mj,I,J + x)
)
ν[vJ ]⊥(dx)Q
(d)(d(v, t))Q(d−j)(d(v′, t′))
+ λ2dνd
(
%W ∩ Z(z1, w1, s1)
)
νd
(
%W ∩ Z(z2, w2, s2)
)
.
Die beiden Volumen im letzten Summanden schätzen wir wie im vorherigen Beweis
durch
νd
(
%W ∩ Z(z1, w1, s1)
)
νd
(
%W ∩ Z(z2, w2, s2)
) ≤ 22ds1s2(% r(W ))2d−2
ab. Für das Integral über [vJ ]⊥ beachte man, dass zum einen der Träger der Abbildung
x 7→ νd(A ∩ (B + x)) gerade A ⊕ (−B) ist und zum anderen νd(A ∩ (B + x)) ≤ νd(A)
gilt. Deshalb ist
νd
(
%W ∩ Z(z1, w1, s1) ∩ (%W ∩ Z(z2, w2, s2) +mj,I,J + x)
)
≤ νd
(
%W ∩ Z(z1, w1, s1)
)
1%W∩Z(z1,w1,s1)⊕(−(%W∩Z(z2,w2,s2)+mj,I,J ))(x)
≤ 2ds1(% r(W ))d−1 1Bd
2% r(W )
(x+mj,I,J).
Weiter haben wir für alle x ∈ [vJ ]⊥ stets die Abschätzung 1Bd
2%r(W )
(x + mj,I,J) ≤
1Bd
2%r(W )
(x+ pi[vJ ]⊥(mj,I,J)) und damit folgt∫
[vJ ]⊥
νd
(
%W ∩ Z(z1, w1, s1) ∩ (%W ∩ Z(z2, w2, s2) +mj,I,J + x)
)
ν[vJ ]⊥(dx)
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≤ 2ds1(% r(W ))d−1
∫
[vJ ]⊥
1Bd
2% r(W )
(x+ pi[vJ ]⊥(mj,I,J)) ν[vJ ]⊥(dx)
≤ 2ds1(% r(W ))d−1νd−j
(
Bd−j2% r(W )
)
≤ 23d−js1(% r(W ))2d−2
für alle (v, t) ∈Md und (v′, t′) ∈Md−j . Insgesamt also
E
[
Hˆ%W∩Z(z2,w2,t2)(Πλ,Q)Hˆ%W∩Z(z1,w1,t1)(Πλ,Q)
]
≤ (2λ)2ds1s2(% r(W ))2d−2 + 2ds1(% r(W ))2d−2
d∑
j=1
∑
I∈[d]<j
∑
J∈[d]6=j
(2λ)2d−j
= (2λ)2ds1s2(% r(W ))
2d−2 + 2ds1(% r(W ))2d−2c1,0.
Hiermit erhalten wir
I(1)% (x,u, r) ≤ (% r(W ))2d−2d
d∑
i=1
(
2dc1,0ri + (2λ)
2dr2i
)
.
Unter Verwendung der Cauchy-Schwarz-Ungleichung und (6.25) ergibt sich schließlich
I(2)% (x
′) ≤ (% r(W ))2d−2
[
(2λ)2d+1ER30 + ER
2
0
(
2d+1λc1,0 + 2
d(2λ)2c1,0ER0
+ (2λ)2d+2ER20
)]
und
I(3)% (x
′) ≤ (% r(W ))2d−2
[
(d2λER0)
2(
√
c0,1 + (d− 1)√c0,2)2 + d2c0,12λER0
]
. 
Mit diesen Hilfsaussagen können wir die Größen S1,k% (t), S
2,k
% (t) und S
3,k,`
% (t) abschätzen.
Zusätzlich beachte man auch, dass für jede nicht-negative, messbare oder integrierbare
Funktion f : Rd → R die Abschätzung ∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
)
f(r) dxQ(d)(d(u, r))
≤ 2d%d−1r(W )d ∫[0,∞)d f(r)P (d)R0 (dr) gilt.
Lemma 6.12 Für alle t ∈ R und % ≥ 1 gilt∣∣S1,k% (t)∣∣ ≤ %−1/2 t2(r(W ))3d−2c1,
wobei
c1 =
1
2
m‖a‖2
( d∑
j=1
(
d
j
)(
d
j
)
j!
)
(2λ)d
d∑
j=1
j!
(
d
j
)(
d
j
)
c0,j .
Insbesondere gilt lim%→∞ S
1,k
% (t) = 0 für alle t ∈ R.
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Beweis. Mit Hilfe der elementaren Relationen |ht,%| = 1 und |eis− 1− is| ≤ s22 , für alle
s ∈ R, erhalten wir zunächst
∣∣S1,k% (t)∣∣ ≤ t22 %−(3d−3/2)λd(1− p)
×
∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
)
×
∫
NM
(
m∑
`=1
a`RF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))
)2
Pλ,Q(dψ) dxQ
(d)(d(u, r)).
Wir betrachten dann das innere Integral über NM für feste (x,u, r) ∈ (R×M)d. Dabei
können wir annehmen, dass u1, . . . , ud ∈ Sd−1 linear unabhängig sind, denn ansonsten
ist 1%W
(
XFk(x,u, r)
)
= 0. Die quadrierte Summe wird dann mit der Cauchy-Schwarz-
Ungleichung abgeschätzt und die Summen in RF`;%W ebenfalls. Wenden wir anschließend
(6.26) an, so erhalten wir∫
NM
( m∑
`=1
a`RF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))
)2
Pλ,Q(dψ)
≤ ‖a‖2
m∑
`=1
∫
NM
(
RF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))
)2
Pλ,Q(dψ)
= ‖a‖2
m∑
`=1
∫
NM
( d∑
j=1
∑
I∈[d]<j
∑
J∈[d] 6=j
Hj,I,JF`;A ((x,u, r), ψ ⌞DcXFk (x,u,r))
)2
Pλ,Q(dψ)
≤ ‖a‖2
( d∑
j=1
(
d
j
)(
d
j
)
j!
) m∑
`=1
d∑
j=1
∑
I∈[d]<j
∑
J∈[d] 6=j
∫
NM
(
Hj,I,JF`;A ((x,u, r), ψ ⌞DcXFk (x,u,r))
)2
Pλ,Q(dψ)
≤ (% r(W ))2d−2m‖a‖2
( d∑
j=1
(
d
j
)(
d
j
)
j!
)( d∑
j=1
j!
(
d
j
)(
d
j
)
c0,j
)
.
Insgesamt also
∣∣S1,k% (t)∣∣ ≤ %−d−1/2 t22 m‖a‖2
( d∑
j=1
(
d
j
)(
d
j
)
j!
) d∑
j=1
j!
(
d
j
)(
d
j
)
c0,j(r(W ))
2d−2
× λd
∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
)
dxQ(d)(d(u, r))
≤ %−1/2 t
2
2
m‖a‖2(r(W ))3d−2(2λ)d
( d∑
j=1
(
d
j
)(
d
j
)
j!
)( d∑
j=1
j!
(
d
j
)(
d
j
)
c0,j
)
. 
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Lemma 6.13 Für alle t ∈ R und % ≥ 1 gilt∣∣S2,k% (t)∣∣ ≤ %−1/2 t2(r(W ))3d−2c2
mit
c2 =
3
2
(2λ)dm‖a‖2
(
(2λ)2d+1ER30 + c+ d
2
(
2dc1,0ER0 + (2λ)
2dER20
))
.
Insbesondere gilt lim%→∞ S
2,k
% (t) = 0 für alle t ∈ R, falls ER30 <∞.
Beweis. Wegen ENFk(%W ) = λ
d(1−p) ∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
)
dxQ(d)(d(u, r)) kön-
nen wir
S2,k% (t) = %
−(d−1/2)λd(1− p)
∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
)
×
∫
NM
(
1 + it%−(d−1/2)
m∑
`=1
a`
(
NF`;%W (ψ)−HF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r)))
− exp
{
it%−(d−1/2)
m∑
`=1
a`
(
NF`;%W (ψ)−HF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r)))
})
× ht,%
(
(x,u, r), ψ ⌞DcXFk (x,u,r))Pλ,Q(dψ) dxQ(d)(d(u, r))
schreiben. Wir betrachten auch hier wieder das innere Integral über NM für feste, linear
unabhängige u1, . . . , ud ∈ Sd−1 und verwenden |ht,%| = 1 sowie |eis − 1 − is| ≤ s22 ,
s ∈ R. Anschließend wird die Cauchy-Schwarz-Ungleichung angewendet und mit (6.27)
abgeschätzt. Wir erhalten so∣∣∣∣∣
∫
NM
(
1 + it%−(d−1/2)
m∑
`=1
a`
(
NF`;%W (ψ)−HF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r)))
− exp
{
it%−(d−1/2)
m∑
`=1
a`
(
NF`;%W (ψ)−HF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r)))
})
× ht,%
(
(x,u, r), ψ ⌞DcXFk (x,u,r))Pλ,Q(dψ)
∣∣∣∣∣
≤ %−(2d−1) t
2
2
∫
NM
( m∑
`=1
a`
(
NF`;%W (ψ)−HF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))))2 Pλ,Q(dψ)
≤ %−(2d−1) t
2
2
‖a‖2
m∑
`=1
∫
NM
(
NF`;%W (ψ)−HF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r)))2 Pλ,Q(dψ)
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≤ %−1 t
2
2
3m‖a‖2(r(W ))2d−2((2λ)2d+1ER30 + c+ c(r)).
Setzen wir diese Abschätzung oben ein, so erhalten wir∣∣S2,k% (t)∣∣ ≤ %−1/2t2 32m‖a‖2(r(W ))3d−2(2λ)d
∫
[0,∞)d
(
(2λ)2d+1ER30 + c+ c(r)
)
P
(d)
R0
(dr).
Für das verbleibende Integral finden wir schließlich noch∫
[0,∞)d
(
(2λ)2d+1ER30 + c+ c(r)
)
P
(d)
R0
(dr) =
= (2λ)2d+1ER30 + c+ d
2
(
2dc1,0ER0 + (2λ)
2dER20
)
. 
Lemma 6.14 Für alle t ∈ R und % ≥ 1 gilt∣∣S3,k,`% (t)∣∣ ≤ %−1/2 |t|(r(W ))3d−2c3 + ∣∣∣%−(2d−1)Cov(NFk(%W ), NF`(%W ))− σ2Fk,F`(W )∣∣∣
mit
c3 = ‖a‖1(2λ)d
( d∑
j=1
j!
(
d
j
)2
(2λ)d−j
(d−j∑
k=1
k!
(
d− j
k
)(
d
k
)
(2λ)d−k
+ (2λ)d(2λER20 + (4d− j)ER0)
)
+ 2d
[
c1,0ER0 + (2λ)
2d(2λER20ER0 + ER
2
0 + (4d− 1)(ER0)2)
]
+ 2λER20
[
c1,0 + (2λ)
2d(2λER20 + 4dER0)
])
,
wobei ‖ . ‖1 die 1-Norm bezeichnet. Insbesondere gilt lim%→∞ S3,k,`% (t) = 0 für alle t ∈ R,
falls ER20 <∞.
Beweis. Zunächst bemerken wir, dass die am Anfang des Abschnitts gemachte Zerle-
gung (6.22) mit der Formel (6.10) korrespondiert, d.h. es gilt
λd(1− p)
∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
) ∫
NM
(
RF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))
+HF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r)))Pλ,Q(dψ) dxQ(d)(d(u, r))
= E
[
NFk(%W )NF`(%W )
]
.
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Insbesondere ist also
λd(1− p)
∫
Md
∫
Rd
1%W
(
XFk(x,u, r)
) ∫
NM
(
RF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))
+HF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))−NF`;%W (ψ)
)
Pλ,Q(dψ) dxQ
(d)(d(u, r))
= Cov
(
NFk(%W ), NF`(%W )
)
.
Wir ersetzen als erstes ht,% in der Definition von S
3,k,`
% (t) durch ϕ%(t) und schätzen den
Fehler ab. Zerlegen wir den Fehlerterm noch einmal ähnlich wie im Beweis im zu Lemma
6.10 (siehe Gleichung (6.24)) in drei Teile, so ergibt sich
S3,k,`% (t) = ϕ%(t)
(
%−(2d−1)Cov
(
NFk(%W ), NF`(%W )
)− σ2Fk,F`(W ))
+ λd(1− p)%−(2d−1)
∫
Md
∫
Rd
1%W
(
XF (x,u, r)
)
×
(
I(1)% (x,u, r) + I
(2)
% (x,u, r) + I
(3)
% (x,u, r)
)
dxQ(d)(d(u, r)),
wobei
I(1)% (x,u, r) =
∫
NM
RF`;%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))
×
(
ht,%
(
(x,u, r), ψ ⌞DcXFk (x,u,r))− ϕ%(t))Pλ,Q(dψ)
I(2)% (x,u, r) =
∫
NM
(
HF`;%W
(
(x,u, r), ψ
)−NF`;%W (ψ))
×
(
ht,%
(
(x,u, r), ψ ⌞DcXFk (x,u,r))− ϕ%(t))Pλ,Q(dψ)
I(3)% (x,u, r) =
∫
NM
(
HF`,%W
(
(x,u, r), ψ ⌞DcXFk (x,u,r))−HF`;%W ((x,u, r), ψ))
×
(
ht,%
(
(x,u, r), ψ ⌞DcXFk (x,u,r))− ϕ%(t))Pλ,Q(dψ)
für beliebige (x,u, r) ∈ (R ×M)d, wobei wir aber wieder ohne Einschränkung anneh-
men, dass u1, . . . , ud ∈ Sd−1 linear unabhängig sind. Das Vorgehen ist nun bei allen drei
Termen das Gleiche. Nach Anwendung der Mecke-Slivnyak-Formel benutzen wir Lemma
6.9 und schätzen dann mit Hilfe von |eix− eiy| ≤ |x− y| ab. Anschließend kann Lemma
6.10 angewendet werden. Um die Übersicht zu wahren, lassen wir die Argumente man-
cher Funktionen teilweise weg und schreiben kurz XFk für XFk(x,u, r) und XF` ◦ gI,J
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für XF` ◦ gI,J((x,u, r), (y,v, t)). Es ergibt sich auf diese Weise∣∣I(1)% (x,u, r)∣∣
≤
d∑
j=1
∑
I∈[d]<j
∑
J∈[d] 6=j
λd−j
×
∫
Md−j
∫
Rd−j
d−j∏
i=1
1DcXFk
(yi, vi, ti)1%W
(
XF` ◦ gI,J
)
×
∣∣∣∣∣
∫
NM
G
(
XF` ◦ gI,J , ψ ⌞DcXFk )(ht,%((x,u, r), ψ ⌞DcXFk + d−j∑
i=1
δ(yi,vi,ti)
)
− ϕ%(t)
)
Pλ,Q(dψ)
∣∣∣∣∣
dyQ(d−j)(d(v, t))
≤
d∑
j=1
∑
I∈[d]<j
∑
J∈[d] 6=j
λd−j
×
∫
Md−j
∫
Rd−j
d−j∏
i=1
1DcXFk
(yi, vi, ti)1%W
(
XF` ◦ gI,J
)
×
∣∣∣∣∣
∫
NM
(
ht,%
(
(x,u, r), ψ ⌞DcXFk ⌞DcXF`◦gI,J + d−j∑
i=1
δ(yi,vi,ti)
)
− ϕ%(t)
)
Pλ,Q(dψ)
∣∣∣∣∣
dyQ(d−j)(d(v, t)).
Die Abschätzung |eix − eiy| ≤ |x− y| und Lemma 6.10 liefern dann∣∣∣∣∣
∫
NM
(
ht,%
(
(x,u, r), ψ ⌞DcXFk ⌞DcXF`◦gI,J + d−j∑
i=1
δ(yi,vi,ti)
)
− ϕ%(t)
)
Pλ,Q(dψ)
∣∣∣∣∣
≤ %−(d−1/2)|t|
m∑
`′=1
|a`′ |
×
∫
NM
∣∣∣∣HF`′ ;%W((x,u, r),(ψ ⌞DcXF` + d−j∑
i=1
δ(yi,vi,ti)
)⌞DcXFk)−NF`′ ;%W (ψ)
∣∣∣∣Pλ,Q(dψ)
≤ %−1/2|t|‖a‖1(r(W ))d−1cd−j(r, t).
Dies setzen wir nun oben ein und schätzen die verbleibenden Integrale wie in der Ab-
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schätzung von I(1)% im Beweis von Lemma 6.10, womit wir schließlich∣∣I(1)% (x,u, r)∣∣
≤ %−1/2|t|‖a‖1(r(W ))d−1
×
d∑
j=1
∑
I∈[d]<j
∑
J∈[d] 6=j
λd−j
∫
Md−j
∫
Rd−j
1%W
(
XF` ◦ gI,J
)
cd−j(r, t) dyQ(d−j)(d(v, t))
≤ %−1/2|t|‖a‖1(r(W ))d−1
×
d∑
j=1
∑
I∈[d]<j
∑
J∈[d] 6=j
λd−j
∫
Md−j
∫
Rd−j
d−j∏
i=1
1[−%r(W ),%r(W )](yi) cd−j(r, t) dyQ(d−j)(d(v, t))
≤ %d−3/2|t|‖a‖1(r(W ))2d−2
d∑
j=1
j!
(
d
j
)2
(2λ)d−j
∫
[0,∞)d−j
cd−j(r, t)P
(d−j)
R0
(dt).
erhalten. Auf ähnliche Weise ergibt sich∣∣I(2)% (x,u, r)∣∣
≤ λd
∫
Md
∫
Rd
1
%W∩
(⋃d
i=1 Z(xi,ui,ri)
)(XF`)
×
∣∣∣∣∣
∫
NM
G
(
XF` , ψ
)(
ht,%
(
(x,u, r),
(
ψ +
d∑
i=1
δ(yi,vi,ti)
)⌞DcXFk)− ϕ%(t))Pλ,Q(dψ)
∣∣∣∣∣
dyQ(d)(d(v, t))
≤ λd
d∑
i=1
∫
Md
∫
Rd
1%W∩Z(xi,ui,ri)
(
XF`
)
×
∣∣∣∣∣
∫
NM
(
ht,%
(
(x,u, r),
(
ψ ⌞DcXF` + d∑
i=1
δ(yi,vi,ti)
)⌞DcXFk))− ϕ%(t))Pλ,Q(dψ)
∣∣∣∣∣
dyQ(d)(d(v, t))
≤ %−1/2|t|‖a‖1(r(W ))d−1λd
d∑
i=1
∫
Md
∫
Rd
1%W∩Z(xi,ui,ri)
(
XF`
)
cd(r, t) dyQ
(d)(d(v, t))
≤ %−1/2|t|‖a‖1(r(W ))d−1λd
d∑
i=1
∫
Md
νd
(
%W ∩ Z(xi, ui, ri)
)
cd(r, t) dyQ
(d)(d(v, t))
≤ %d−3/2(2λ)d|t|‖a‖1(r(W ))2d−2
d∑
i=1
ri
∫
[0,∞)d
cd(r, t)P
(d)
R0
(dt).
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Bei der Abschätzung für
∣∣I(3)% (x,u, r)∣∣muss die Differenz zusätzlich wieder wie in Lemma
6.10 und 6.11 zerlegt werden. Verwenden wir anschließend die Mecke-Slivnyak-Formel,
so erhalten wir∣∣I(3)% (x,u, r)∣∣
≤ λd
∫
Md
∫
Rd
1%W
(
XF`
) d∏
i=1
1DcXFk
(yi, vi, ri)
∣∣∣∣∣
∫
NM
(
1−G(XF` , ψ ⌞DXFk ))G(XF` , ψ ⌞DcXFk )
×
(
ht,%
(
(x,u, r),
(
ψ +
d∑
i=1
δ(yi,vi,ti)
)⌞DcXFk)− ϕ%(t))Pλ,Q(dψ)
∣∣∣∣∣dyQ(d)(d(v, t))
+λd
∫
Md
∫
Rd
1%W
(
XF`
)(
1−
d∏
i=1
1DcXFk
(yi, vi, ri)
)
×
∣∣∣∣∣
∫
NM
G
(
XF` , ψ
)(
ht,%
(
(x,u, r),
(
ψ +
d∑
i=1
δ(yi,vi,ti)
)⌞DcXFk)− ϕ%(t))Pλ,Q(dψ)
∣∣∣∣∣
dyQ(d)(d(v, t)).
Beim ersten Summanden verwenden wir noch, dass Πλ,Q ⌞DcXFk und Πλ,Q ⌞DXFk un-
abhängig sind und gehen dann wie bei I(1)% (x,u, r) und I
(2)
% (x,u, r) vor:∣∣I(3)% (x,u, r)∣∣
≤ λd
∫
Md
∫
Rd
1%W
(
XF`
) d∏
i=1
1DcXFk
(yi, vi, ri)
∫
NM
(
1−G(XF` , ψ ⌞DXFk ))Pλ,Q(dψ)
×
∣∣∣∣∣
∫
NM
G
(
XF` , ψ ⌞DcXFk )(ht,%((x,u, r),(ψ + d∑
i=1
δ(yi,vi,ti)
)⌞DcXFk)− ϕ%(t))Pλ,Q(dψ)
∣∣∣∣∣
dyQ(d)(d(v, t))
+λd
∫
Md
∫
Rd
1%W
(
XF`
)(
1−
d∏
i=1
1DcXFk
(yi, vi, ri)
)
×
∣∣∣∣∣
∫
NM
G
(
XF` , ψ
)(
ht,%
(
(x,u, r),
(
ψ +
d∑
i=1
δ(yi,vi,ti)
)⌞DcXFk)− ϕ%(t))Pλ,Q(dψ)
∣∣∣∣∣
dyQ(d)(d(v, t))
91
6 Ecken und Schnittpunkte induziert durch stationären Poisson-(d−1)-Zylindermodelle
≤ %−1/2|t|‖a‖1(r(W ))d−1λd
∫
Md
∫
Rd
1%W
(
XF`
)
cd(r, t)
×
∫
NM
(
1−G(XF` , ψ ⌞DXFk ))Pλ,Q(dψ) dyQ(d)(d(v, t))
+%−1/2|t|‖a‖1(r(W ))d−1λd
∫
Md
∫
Rd
1%W
(
XF`
)
cd(r, t)
×
(
1−
d∏
i=1
1DcXFk
(yi, vi, ti)
)
dyQ(d)(d(v, t)).
Die verbleibenden Integrale werden wie bei der Abschätzung von I(3)% im Beweis von
Lemma 6.10 berechnet. Wir erhalten dann∫
Md
∫
Rd
1%W
(
XF`
)
cd(r, t)
∫
NM
(
1−G(XF` , ψ ⌞DXFk ))Pλ,Q(dψ) dyQ(d)(d(v, t))
≤ λ
∫
DXFk
∫
Md
∫
Rd
1%W∩Z(z,w,s)
(
XF`
)
cd(r, t) dyQ
(d)(d(v, t)) dz Q(d(w, s))
= λ
∫
DXFk
∫
Md
νd
(
%W ∩ Z(z, w, s))cd(r, t)Q(d)(d(v, t)) dz Q(d(w, s))
≤ 2dλ(% r(W ))d−1
∫
DXFk
sdz Q(d(w, s))
∫
[0,∞)d
cd(r, t)P
(d)
R0
(dt)
= 2d(2λ)(% r(W ))d−1ER20
∫
[0,∞)d
cd(r, t)P
(d)
R0
(dt)
und ∫
Md
∫
Rd
1%W
(
XF`
)
cd(r, t)
(
1−
d∏
i=1
1DcXFk
(yi, vi, ti)
)
dyQ(d)(d(v, t))
≤ d
∫
Md
∫
Rd
1DXFk
(y1, v1, t1)
d∏
i=2
1[−%r(W ),%r(W )](yi) cd(r, t) dyQ(d)(d(v, t))
≤ d2d(%r(W ))d−1ER0
∫
[0,∞)d
cd(r, t)P
(d)
R0
(dt).
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Insgesamt erhalten wir also für
∣∣I(3)% (x,u, r)∣∣ die Abschätzung∣∣I(3)% (x,u, r)∣∣ ≤ %d−3/2|t|‖a‖1(r(W ))2d−2(2λ)d+1ER20 ∫
[0,∞)d
cd(r, t)P
(d)
R0
(dt)
+ %d−3/2|t|‖a‖1(r(W ))2d−2(2λ)dd
∫
[0,∞)d
t1cd(r, t)P
(d)
R0
(dt)
und damit schließlich∣∣S3,k,`% (t)∣∣ ≤ ∣∣∣%−(2d−1)Cov(NFk(%W ), NF`(%W ))− σ2Fk,F`∣∣∣
+ %−d−1/2|t|‖a‖1λd(1− p)(r(W ))2d−2
×
∫
Md
∫
Rd
1%W
(
XF (x,u, r)
)
g(r) dxQ(d)(d(u, r))
≤
∣∣∣∣%−(2d−1)Cov(NFk(%W ), NF`(%W ))− σ2Fk,F`∣∣∣∣
+ %−1/2|t|‖a‖1(r(W ))3d−2(2λ)d
∫
[0,∞)d
g(r)P
(d)
R0
(dr),
wobei
g(r) =
d∑
j=1
j!
(
d
j
)(
d
j
)
(2λ)d−j
∫
[0,∞)d−j
cd−j(r, t)P
(d−j)
R0
(dt)
+ (2λ)d
d∑
j=1
rj
∫
[0,∞)d
cd(r, t)P
(d)
R0
(dt)
+ (2λ)dd
∫
[0,∞)d
t1cd(r, t)P
(d)
R0
(dt)
+ (2λ)d+1ER20
∫
[0,∞)d
cd(r, t)P
(d)
R0
(dt).
Da die cd−j(r, t) = cd−j(r1, . . . , rd, t1, . . . , td−j) nur linear sowie quadratisch von r1, . . . , rd
und t1, . . . , td abhängen sind die Integrale, unter der Voraussetzung ER20 <∞, in jedem
Fall endlich. Ausführen der Integrale liefert dann noch die Konstante c3. 
Die Lemmas 6.12, 6.13 und 6.14 zeigen zusammen mit der Zerlegung (6.23) schlussend-
lich die Abschätzung (6.20) im Beweis des zentralen Grenzwertsatzes, welcher damit
abgeschlossen ist. Man beachte auch, dass die Konstanten c1, c2 und c3 isoton von ER0
und ER20 abhängen.
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Kommentare und offene Fragen
Die Aussagen in diesem Kapitel bieten verschiedene Möglichkeiten für Verallgemeine-
rungen. Eine Möglichkeit wäre, statt der Schnittpunkte, auch die nicht überdeckten Teile
des Schnitts von 1 ≤ ` < d Hyperebenen zu betrachten. Dies wäre also der Flächenpro-
zess
Ψ`(A) =
1
`!
∑6=
(X1,U1,R1),...,(X`,U`,R`)∈Πλ,Q
fA
(
(X,U,R)1,...,`,Πλ,Q −
∑`
i=1
δ(Xi,Ui,Ri)
)
,
wobei
fA
(
(x1, u1, r1), . . . , (x`, u`, r`), ψ
)
= 1
( ⋂`
i=1
H(xi, ui) ∩
⋂
(z,v,t)∈ψ
Z(z, v, t)c ∩A 6= ∅
)
.
Wir sehen, dass dies, im Gegensatz zu den sichtbaren Schnittpunkten, nicht mehr als
verdünnter Prozess geschrieben werden kann. Es handelt sich hier also um eine andere
Art von Problem. Man macht sich dies anschaulich schnell klar, indem man sich überlegt,
dass beim bilden der nicht überdeckten Schnittpunkte aus einem Punktprozess in Rd
wieder ein Punktprozess inRd entsteht. Schneiden wir aber aus den Schnitten von jeweils
1 ≤ ` ≤ d− 1 Hyperebenen den nicht überdeckten Teil heraus, so wird aus einem d− `-
Ebenenprozess ein Flächenprozess. Diese Verallgemeinerung kann also augenscheinlich
nicht analog behandelt werden. Alternativ könnte man auch das totale d − `-Volumen
betrachten. Im Fall ` = 1 ist dies nicht anderes als die Oberfläche von Ξλ,Q ∩ A und
hierfür wurden Grenzwertsätze von Heinrich und Spiess (2013) bewiesen.
Eine weitere Möglichkeit der Verallgemeinerung der Ergebnisse dieses Kapitels be-
stünde darin, den Poisson-Prozess durch eine allgemeinere Klasse stationärer markier-
ter Punktprozesse zu ersetzen. Hierfür bieten sich beispielsweise stationäre unabhängig
markierte Erneuerungsprozesse an, siehe z.B. Daley und Vere-Jones (1998) oder König
und V. Schmidt (1992). Für die Schnittpunkte eines Geradenprozesses wurde dies von
Bauer (2009) gemacht. In unserem Fall bauen wir aber stark auf dem Poisson-Prozess,
insbesondere auf der Mecke-Slivnyak-Formel auf. Es müsste also ein Ersatz hierfür ge-
funden werden, zumindest in einem asymptotischen Sinne.
Ferner stellt sich noch die Frage nach der Konvergenzgeschwindigkeit, welche in dieser
Arbeit nicht beantwortet wurde. Die Bestimmung scheint aber grundsätzlich möglich.
Dazu muss natürlich zunächst bestimmt werden, wie schnell die asymptotische Kova-
rianz konvergiert. Hier können wir vermuten, dass diese mit der Ordnung O(%−1) kon-
vergiert. Für den Konvergenzgeschwindigkeit des zentralen Grenzwertsatzes können wir
aber keine Vermutung aufstellen.
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Euler-Poincaré-Charakteristik eines
stationären Poisson-Zylindermodells in
der Ebene
Die Euler-Poincaré-Charakteristik eines konvexen Körpers wird definiert durch
χ(C) =
{
1 falls C 6= ∅
0 falls C = ∅
für alle C ∈ Cd. Mit Hilfe der Ein-Ausschluss-Formel lässt sie sich eindeutig, additiv auf
den Konvexring Sd := {
⋃m
i=1Ci : C1, . . . , Cm ∈ Cd,m ∈ N} fortsetzen (siehe Gruber
(2007, S. 117 f.) oder Schneider (1993, S. 175)), d.h. es ist
χ(S) =
m∑
k=1
(−1)k−1
∑
1≤i1<···<ik≤m
χ(Ci1 ∩ · · · ∩ Cik),
wenn S =
⋃m
i=1Ci mit C1, . . . , Cm ∈ Cd. Die auf diese Weise definierte ganze Zahl
stimmt ferner mit der topologischen Invarianten selben Namens überein (Hadwiger
(1957, S. 239)).
Im Fall d = 2 können wir die Euler-Poincaré-Charakteristik einer Menge S aus dem
Konvexring S2 nach Schneider und Weil (1992, S. 57) auch einfacher darstellen als
χ(S) = b0(S)− b1(S),
wobei b0(S) die Anzahl der Zusammenhangskomponenten und b1(S) die Anzahl der
Löcher ist. Letzteres ist genauer zu verstehen als die Anzahl der beschränkten Zu-
sammenhangskomponenten des Komplements von S. b0(S) und b1(S) sind gerade die
0-te und 1-te Betti-Zahl von S, siehe K. Mecke und Stoyan (2002). Die Euler-Poincaré-
Charakteristik und die Betti-Zahlen sind auch wichtige Größen in der Bildbearbeitung
und der Materialwissenschaft, siehe hierfür K. Mecke und Stoyan (2002) oder V. Schmidt
(2015).
Ist nun d = 2 und S = Ξλ,Q(ω) ∩ %W , wobei W ∈ C2 mit intW 6= ∅, so macht
man sich anschaulich schnell klar, dass die Anzahl der Zusammenhangskomponenten
asymptotisch keine Rolle spielt. Zwar schneidet jeder Zylinder jeden anderen Zylinder,
solange U0 zumindest zwei verschiedene Werte annimmt, allerdings muss dieser Schnitt
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Abbildung 7.1: Simulation von Ξλ,Q. Ξλ,Q∩B2% hat hier 2 Zusammenhangskomponenten
und 8 Löcher, während Mmax(B2%) = 13 ist.
nicht in %W liegen. Im ungünstigsten Fall liegen also all diese Schnitte außerhalb von
%W und die Anzahl der Zusammenhangskomponenten ist dann gleich der Anzahl der
Zylinder, welche %W schneiden. Deren Anzahl wird aber durch die hohe Normierung
kontrolliert. Die Anzahl der Löcher von Ξλ,Q ∩ %W andererseits sollte ungefähr gleich
Mmax(%W ), definiert wie in (6.5), sein. Denn die beschränkten Zusammenhangskom-
ponenten des Komplements von Ξλ,Q sind wie bereits erwähnt Polytope. Die Löcher,
d.h. die beschränkten Zusammenhangskomponenten sind also gerade diejenigen Poly-
tope, welche ganz in %W liegen. Zählt man also die lexikographisch größten Ecken, so
zählt man auch mögliche Polytope, welche den Rand von %W schneiden. Dies ist ein ty-
pischer Randeffekt und sollte asymptotisch keine Rolle spielen. In Heinrich, H. Schmidt
und V. Schmidt (2005) wird beispielsweise eine entsprechende Aussage für stationäre
Mosaike gezeigt. Für Mmax(%W ) können wir aber den zentralen Grenzwertsatz 6.8 aus
dem letzten Kapitel verwenden.
Satz 7.1 Im Fall d = 2 gilt unter der Voraussetzung ER20 < ∞ die asymptotische
Normalität
%−3/2
(
χ(Ξλ,Q ∩ %W ) + γ2
2
ν2(%W )
)
d−−−→
%→∞ N (0, σ
2
χ(W )) (7.1)
mit γ2 wie in Satz 6.1 und σ
2
χ(W ) = σ
2
max(W ) wie in Korollar 6.8. Ist die Richtungs-
verteilung stetig, so gilt
σ2χ(W ) = 4λ
3
(
1
2(1− p)E∇2,1(U0)
)2
E
[
γW (U0)
( ∇2,1(U0)
E∇2,1(U0)
− λR0
)2]
(7.2)
mit γW und ∇2,1 wie in Abschnitt 6.4.
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Beweis. Es sei
N% = #{(X,U,R) ∈ s(Πλ,Q) : Z(X,U,R) ∩ %W 6= ∅}
die Anzahl der Zylinder, welche %W schneiden. Um den Erwartungswert zu bestimmen,
beschreiben wir ausnahmsweise die Richtung mittels Matrizen. Dabei sei Q̂ das Bildmaß
von Q unter der Abbildung, welche jedem Einheitsvektor u die eindeutig bestimmte
Matrix θu ∈ SOd,d−1 mit θue1 = u zuordnet. Weil W konvex ist folgt
EN% = E#{(X,U,R) ∈ s(Πλ,Q) : Z(X,U,R) ∩ %W 6= ∅}
= E
[ ∑
(X,U,R)∈s(Πλ,Q)
1(Z(X,U,R) ∩ %W 6= ∅)
]
= λ
∫
SOd,d−1×[0,∞)
∫
R
1(Z(x, θ, r) ∩ %W 6= ∅) dx Q̂(d(θ, r))
= λ
∫
SOd,d−1×[0,∞)
∫
R
1(x ∈ [−r, r]⊕ pi1(−%θTW )) dx Q̂(d(θ, r))
= λEν1
(
[−R0, R0]⊕ pi1(−%ΘT0 W )
)
= λ
(
Eν1([−R0, R0]) + Eν1(pi1(−%ΘT0 W ))
)
= 2λER0 + %λEνU0(piU0W ).
Insbesondere ist also EN% ∈ O(%). Die Anzahl der Zusammenhangskomponenten von
Ξλ,Q∩%W ist aber höchstens so groß, wie die Anzahl aller Zylinder, welche %W schneiden,
also b0(Ξλ,Q ∩ %W ) ≤ N%, und deshalb
lim
%→∞E
[
%−3/2 b0(Ξλ,Q ∩ %W )
]
= 0.
Seien wieder Zi, i ≥ 1, die abgeschlossenen Zusammenhangskomponenten von Ξcλ,Q und
Z =
∑
i≥1 δZi der hiermit gebildete Partikelprozess. Wir haben bereits in Abschnitt 3.2
festgestellt, dass die Zi für alle i ≥ 1 mit Wahrscheinlichkeit 1 regulär abgeschlossen
sind. Es gilt dann
(Ξλ,Q∩%W )c =
⊎
i≥1: intZi⊂%W
intZiunionmulti
( ⊎
i≥1: intZi∩∂(%W ) 6=∅
(
intZi∪%W c
))
P-fast sicher,
wobei ∂A den Rand einer Menge A bezeichnet. Außerdem ist wegen der Stationarität
intZi ⊂ %W ⇔ Zi ⊂ %W und intZi∩∂(%W ) 6= ∅ ⇔ Zi∩∂(%W ) 6= ∅, P-fast sicher. Dies
hat für die Anzahl der beschränkten Zusammenhangskomponenten des Komplements
b1(Ξλ,Q ∩ %W ) = #{i ≥ 1 : Zi ⊂ %W} =
∑
i≥1
1(Zi ⊂ %W ) P-fast sicher
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zur Folge. Zum Zählen der Polytope, welche vollständig in %W liegen, ordnen wir jedem
Polytope sein lexikographisches Maximum (also die lexikographisch größte Ecke) zu und
erhalten so den Punktprozess Mmax wie in Gleichung (6.5) definiert. Im allgemeinen ist
nun
∑
i≥1 1(Zi ⊂ %W ) ≤ Mmax(%W ), denn auch die lexikographischen Maxima von
Polytopen, die den Rand von %W schneiden, könnten noch in %W liegen. Das heißt es
gilt
Mmax(%W ) =
∑
i≥1
1(Zi ⊂ %W ) +
∑
i≥1
1(Zi ∩ ∂(%W ) 6= ∅)1
(
lex max(Zi) ∈ %W
)
≤
∑
i≥1
1(Zi ⊂ %W ) +
∑
i≥1
1(Zi ∩ ∂(%W ) 6= ∅) P-fast sicher
und dies zieht
0 ≤Mmax(%W )− b1(Ξλ,Q ∩ %W ) ≤
∑
i≥1
1(Zi ∩ ∂(%W ) 6= ∅) P-fast sicher
nach sich. Die Anzahl der Polytope, welche den Rand von %W schneiden, ist aber si-
cherlich kleiner als die Anzahl der Schnittpunkte von ∂(%W ) mit den die Zylinder be-
grenzenden Geraden. Hiervon gibt es höchstens 4N% Stück, also∑
i≥1
1(Zi ∩ ∂(%W ) 6= ∅) ≤ #{∂Z(X,U,R) ∩ ∂(%W ) : (X,U,R) ∈ Πλ,Q} = 4N%
mit Wahrscheinlichkeit 1 und dies ergibt
lim
%→∞E
∣∣∣%−3/2(Mmax(%W )− b1(Ξλ,Q ∩ %W ))∣∣∣ = 0.
Die Behauptung folgt schließlich aus
%−3/2
(
χ(Ξλ,Q ∩ %W ) + γ2
2
ν2(%W )
)
= %−3/2 b0(Ξλ,Q ∩ %W )
− %−3/2
(
b1(Ξλ,Q ∩ %W )−Mmax(%W )
)
− %−3/2
(
Mmax(%W )− γ2
2
ν2(%W )
)
zusammen mit dem Satz von Slutzky und Satz 6.8. 
Der obige Beweis zeigt außerdem
%−3/2
∣∣∣Eχ(Ξλ,Q ∩ %W ) + γ2
2
ν2(%W )
∣∣∣ ∈ O(%−1/2),
so dass man γ22 ν2(%W ) in (7.1) auch durch −Eχ(Ξλ,Q ∩ %W ) ersetzen kann.
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Korollar 7.2 Mit den Bezeichungen und Voraussetzungen von Satz 7.1 gilt
%−3/2
(
χ(Ξλ,Q ∩ %W )− Eχ(Ξλ,Q ∩ %W )
)
d−−−→
%→∞ N (0, σ
2
χ(W )).
Leider scheint es im allgemeinen Fall keine übersichtliche Formel für den Erwartungs-
wert Eχ(Ξλ,Q ∩ %W ) zu geben. In der Arbeit von Hoffmann (2009) finden sich zwar
Formeln für Quermaßdichten von Poisson-Zylinderprozessen, diese lassen sich im allge-
meinen Fall jedoch nur bis zu einem bestimmten Grad vereinfachen. Es entsteht hier
also die Situation, dass ein Grenzwertsatz für eine Zufallsgröße existiert, für die aber der
Erwartungswert nicht vereinfacht darstellbar ist. Im Fall, dass U0 und R0 unabhängig
sind und die Richtungsverteilung rotationsinvariant, also die Gleichverteilung auf S1 ist,
ergibt sich aber aus Tabelle (7.3.) und Formel (7.4) von Davy (1978) die Formel
Eχ(Ξλ,Q ∩ %W ) = − 1
pi
λ2(1− p)ν2(%W ) + 1
pi
λ(1− p)S(%W ) + p
= −%2γ2
2
ν2(W ) +
%
pi
λ(1− p)S(W ) + p,
wobei S den Oberflächeninhalt, bzw. in diesem Fall den Umfang bezeichnet. Die asym-
ptotische Varianz ist dann ferner
σ2χ(W ) = 4λ
3(1− p)2 1
pi2
I2(W )E
[
(1− λR0)2
]
.
Zum Vergleich zitieren wir an dieser Stelle noch die zentralen Grenzwertsätze für das
Volumen ν2 und die Oberfläche S, welche von Heinrich und Spiess (2013) gefunden
wurden. Es gilt
%−3/2
(
ν2(Ξλ,Q ∩ %W )− Eν2(Ξλ,Q ∩ %W )
)
d−−−→
%→∞ N (0, σ
2
V (W ))
und
%−3/2
(
S(Ξλ,Q ∩ %W )− ES(Ξλ,Q ∩ %W )
)
d−−−→
%→∞ N (0, σ
2
S(W )).
Die asymptotischen Varianzen sind dabei im Falle einer stetigen Richtungsverteilung
durch
σ2V (W ) = 4λ(1− p)2E
[
γW (U0)R
2
0
]
und
σ2S(W ) = 4λ(1− p)2E
[
γW (U0)(1− 2λR0)2
]
gegeben. Die Struktur der asymptotischen Varianz σ2χ(W ) ist im Fall einer stetigen
Richtungsverteilung also sehr ähnlich (vgl. (7.2)). Allerdings ist die Abhängigkeit von
U0 durch das Vorhandensein die Funktion ∇2,1 in gewisser Weise stärker. Abgesehen
davon, dass die Potenz von λ immer um 2 ansteigt, kann ansonsten keine Systematik
festgestellt werden.
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Kommentare und offene Fragen
Der Beweis von Satz 7.1 wird im Wesentlichen durch die hohe Normierung mit %−3/2
ermöglicht, welche durch die starken weitreichenden Abhängigkeiten bedingt ist. Diese
starken Abhängigkeiten stellen hier also in gewisser Weise einen Vorteil dar.
Es muss natürlich die Frage nach Dimensionen d > 2 gestellt werden. Da im Beweis
teilweise etwas anschaulich argumentiert wird, ist allerdings nicht ganz klar, wie dieser
verallgemeinert werden kann. Für die Anzahl der Zusammenhangskomponenten kann
zwar wieder genauso argumentiert werden, es treten nun aber verschiedene Arten von
Löchern auf. Im Fall d = 3 unterscheidet man anschaulich Ringlöcher, oder Tunnels
(Löcher der Dimension 2) und Kavitäten, oder Hohlräume (Löcher der Dimension 3),
wobei aber zu beachten ist, dass dies bereits anschauliche Interpretationen sind. Die
jeweiligen Anzahlen sind gerade die Betti-Zahlen b1 bzw. b2. Die Kavitäten lassen sich
wieder mit den lexikographisch größten Ecken zählen und die Anzahl der Ringlöcher
sollte asymptotisch keine Rolle spielen, denn diese lässt sich zumindest rein anschaulich
mit der Anzahl aller Zi, welche den Rand von %W schneiden und diese wiederum mit
23N% abschätzen. Für den allgemeinen Fall wäre nun also eine passende formale Be-
schreibung der Betti-Zahlen nötig, welche uns erlaubt diese abzuschätzen. Eine solche
konnte jedoch nicht gefunden werden. Insgesamt besteht aber kaum ein Zweifel, dass
die Grenzwertsätze für die Euler-Poincaré-Charakteristik analog wie oben, d.h. mit der
jeweiligen Intensität und asymptotischen Varianz, für beliebige Dimensionen gültig sind.
Die obige Beweismethode ist offenbar zugeschnitten auf den Fall von stationären
Poisson-(d − 1)-Zylinderprozessen. Die Frage nach einem zentralen Grenzwertsatz für
die Euler-Poincaré-Charakteristik von Ξd,kλ,Q ∩ %W mit einem beliebigen 1 ≤ k ≤ d − 1
bleibt deshalb offen.
Trotzdem stehen nun abschließend im ebenen Fall zentrale Grenzwertsätze für alle
inneren Volumina zur Verfügung.
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8 Stationäre Poisson-(d− 1)-
Zylinderprozesse als Mosaike mit
dicken Rändern
Wir wollen in diesem Kapitel die geometrischen Eigenschaften des abgeschlossenen Kom-
plements cl(Ξcλ,Q) untersuchen. Dazu fassen wir cl(Ξ
c
λ,Q) als ein zufälliges Mosaik mit
dicken Rändern auf.
Alle in diesem Kapitel auftretenden Richtungsverteilungen seien außerdem nicht de-
generiert, d.h. sie seien nicht auf einer Großsphäre konzentriert, siehe Abschnitt 3.2.
8.1 Zufällige Mosaike und deren Zellen
Wir definieren zunächst zufällige Mosaike im eigentlich Sinne, wie in Schneider und Weil
(2000, Abschnitt 6.1), wobei wir uns auf stationäre Mosaike beschränken werden und
nicht zu sehr ins Detail gehen.
Definition 8.1 Ein stationäres zufälliges Mosaik ist ein stationärer Partikelprozess∑
i≥1 δΞi , welcher jeweils P-fast sicher die folgenden Bedingungen erfüllt:
1. Die Ξi, i ≥ 1, sind abgeschlossene Polytope.
2. int(Ξi) ∩ int(Ξj) = ∅ für i 6= j.
3.
⋃
i≥1
Ξi = R
d.
Die einzelnen Polytope werden auch Zellen des Mosaiks genannt.
Die Untersuchung eines zufälligen stationären Mosaiks kann nun auf einer globalen
und einer lokalen Ebene erfolgen. Auf globaler Ebene kann man beispielsweise die er-
zeugten Schnittpunkte betrachten oder die Anzahl aller Zellen mit einer bestimmten
Zahl von Ecken. Auf lokaler Ebene betrachtet man die geometrischen Eigenschaften
der einzelnen Zellen. Um diese zu untersuchen kann man deterministisch eine dieser
Zellen auswählen oder ein gewisses Mittel aller Zellen betrachten. Für die erste Mög-
lichkeit kann man beispielsweise diejenige Zelle wählen, welche den Nullpunkt enthält.
Die zweite Möglichkeit führt auf den Begriff der typischen Zelle.
Definition 8.2 Es sei Ψ =
∑
i≥1 δΞi ein stationäres zufälliges Mosaik. Weiter sei c
eine Zentrumsfunktion und Ψc =
∑
i≥1 δ(c(Ξi),Ξi−c(Ξi)) der hiermit gewonnene markierte
Punktprozess mit Markenverteilung P̂ , siehe Ende von Abschnitt 2.1.
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1. Eine zufällige abgeschlossene Menge Ẑ mit Verteilung P̂ heißt eine typische Zelle
des Mosaiks.
2. Die P-fast sicher eindeutig bestimmte Zelle, welche den Nullpunkt enthält bezeich-
nen wir als Nullpunktszelle, formal ist dies Ẑ0 =
⋃
i≥1 1(0 ∈ int Ξi)Ξi.
Wie bereits am Ende von Abschnitt 2.1 bemerkt wurde, hängt die Markenverteilung
translativ von der Zentrumsfunktion ab. Um dies zu umgehen wird die Verteilung der
typischen Zelle manchmal auf einem Quotientenraum definiert, so dass man eine Ver-
teilung bis auf Translation erhält (siehe Matheron (1975, S. 168 ff.)), welche nicht mehr
von der Zentrumsfunktion abhängt. Diese Verteilung ist dann eindeutig bestimmt, wenn
man die Erwartungswerte Eh(Ẑ) für alle translationsinvarianten, messbaren Funktionen
h : Cd → [0,∞) kennt. Da man aber ohnehin meist nur an den geometrischen Eigenschaf-
ten interessiert ist, ist die Kenntnis dieser Funktionale auch ausreichend. Die typische
Zelle kann alternativ auch als eine Art ergodisches Mittel aller Zellen eingeführt werden
und daher auch die Bezeichnung, siehe z.B. Calka (2013).
Ein wichtiges Beispiel sind die durch stationäre Poisson-Hyperebenenprozesse bzw.
deren Vereinigungsmengen induzierten Mosaike, d.h. die abgeschlossenen Hüllen der
Zusammenhangskomponenten, welche das Komplement der Vereinigungsmenge eines
stationären Poisson-Hyperebenenprozesses bilden. Die Nullpunktszelle Ẑ0 und die ty-
pische Zelle Ẑ in diesem Modell wurden und werden auch aktuell intensiv untersucht,
siehe zum Beispiel Matheron (1975, Kapitel 6), Schneider und Weil (2000, Abschnitt
6.3), Calka (2013) sowie Hug (2013) und die dortigen Literaturangaben.
8.2 Durch stationäre Poisson-(d− 1)-Zylinderprozesse
induzierte Zellen
Der stationäre Partikelprozess Z =
∑
i≥1 δZi , gebildet aus abgeschlossenen Zusammen-
hangskomponenten von Ξcλ,Q, ist nun im Fall P(R0 > 0) > 0 kein Mosaik im eigentlichen
Sinn, denn offenbar ist die 3. Bedingung in Definition 8.1 in diesem Fall nicht erfüllt.
Trotzdem können wir eine typische Zelle Ẑ analog wie oben definieren. Dazu wählen wir
als Zentrumsfunktion das lexikographische Maximum.
Die Definition einer Nullpunktszelle ist allerdings komplizierter, da der Nullpunkt
auch innerhalb von Ξλ,Q liegen kann und zwar gerade mit Wahrscheinlichkeit p = 1 −
exp{−2λER0}. Wir müssen also auf das Ereignis 0 /∈ Ξλ,Q bedingen. Dann gibt es
wieder ein eindeutig bestimmtes Polytop Z0 mit 0 ∈ Z0. Genauer definiert man diese
bedingte zufällige abgeschlossene Menge wie folgt.
Wir definieren zunächst die zufällige abgeschlossene Menge Z ′0 ∼ P ′ durch
Z ′0 :=
{⋃
i≥1 1(0 ∈ intZi)Zi falls 0 /∈ Ξλ,Q
∅ falls 0 ∈ Ξλ,Q
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8.2 Durch stationäre Poisson-(d− 1)-Zylinderprozesse induzierte Zellen
und hiermit Z0 als ZAM mit Verteilung
P0(A) := P
′(A ∩ {F ∈ Fd : 0 ∈ F})
P ′({F ∈ Fd : 0 ∈ F}) , (8.1)
für alle A ∈ σf . Man beachte dabei
P ′({F ∈ Fd : 0 ∈ F}) = P(0 /∈ Ξλ,Q) = 1− p > 0.
Für Details zur Theorie bedingter ZAM siehe auch Matheron (1975, S. 36-37). Da in
unserem Fall das Ereignis {F ∈ Fd : 0 ∈ F}, auf welches bedingt wird, eine positive
Wahrscheinlichkeit hat, wird diese aber nicht zwangsläufig benötigt.
Eine intuitiv naheliegende Vermutung ist nun, dass die Verteilung von Ẑ bzw. Z0 von
der Dicke der Zylinder, also von R0 abhängt. Insbesondere sollten Ẑ bzw. Z0 in einem
gewissen Sinne kleiner sein als die entsprechende typische Zelle bzw. Nullpunktszelle
eines Poisson-Hyperebenenmosaiks mit gleicher Intensität und Richtungsverteilung. An-
dererseits wird von Spiess (2012, S. 27) beispielsweise festgestellt, dass die lineare und
sphärische Kontaktverteilung im ebenen Fall nicht von der Breite R0 abhängt. Überra-
schenderweise ist auch hier der Fall. Dieses Ergebnis findet sich bereits bei Miles (1972,
S. 254) und Miles (1974, S. 219), allerdings jeweils ohne Beweis.
Satz 8.1 Die Verteilung P0 von Z0 hängt nicht von der Verteilung von R0 ab.
Beweis. Wie bereits in Abschnitt 3.2 bemerkt wurde, sind die Zi für alle i ≥ 1 mit
Wahrscheinlichkeit 1 regulär abgeschlossen. Damit gilt dies auch für die bedingte ZAM
Z0. Die Verteilung von Z0 wird deshalb nach Molchanov (2005, S. 63) eindeutig bestimmt
durch das Inklusionsfunktional I(K) := P0({F ∈ Fd : K ⊆ F}), wobei K eine endliche
Menge ist.
Es genügt also zu zeigen, dass dieses Funktional nicht von der Verteilung von R0
abhängt. Nach der Definition von P0 (8.1) folgt zunächst
I(K) = P0({F ∈ Fd : K ⊆ F})
=
1
1− pP
′({F ∈ Fd : K ⊆ F} ∩ {F ∈ Fd : 0 ∈ F})
=
1
1− pP(K ⊆ Z
′
0, 0 /∈ Ξλ,Q).
Da die ZAM Z ′0 unter der Bedingung 0 /∈ Ξλ,Q mit Wahrscheinlichkeit 1 kompakt
und konvex ist sowie den Nullpunkt enthält, ist K ⊆ Z ′0 ⇔ conv(K ∪ {0}) ⊆ Z ′0,
wobei conv die konvexe Hülle bezeichnet. Wir müssen also zeigen, dass I(C) für alle
C ∈ Cd mit 0 ∈ C nicht von der Verteilung von R0 abhängt. Für solche Mengen ist aber
C ⊆ Z ′0 ⇔ int(C)∩Ξλ,Q = ∅ ⇔ C ∩Ξλ,Q = ∅ P-fast sicher, wegen der Stationarität von
Ξλ,Q, und damit folgt
P(C ⊆ Z ′0, 0 /∈ Ξλ,Q) = P(C ∩ Ξλ,Q = ∅) = 1− TΞλ,Q(C).
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Zur Vereinfachung des Kapazitätsfunktionals beschreiben wir die Richtung wieder mit
Hilfe von Matrizen. Weil C konvex ist, erhalten wir aus (3.2) dann
1− TΞλ,Q(C) = exp
{−λEν1([−R0, R0]⊕ pi1(−ΘT0 C))}
= exp
{−2λER0 + Eν1(pi1(−ΘT0 C))}
= (1− p) exp{−λEν1(pi1(−ΘT0 C))}
und damit insgesamt
I(C) = exp
{−λEν1(pi1(−ΘT0 C))} für alle C ∈ Cd.
Also hängt I(C) und somit auch die Verteilungen von Z0 nicht von der Verteilung von
R0 ab. 
Die entsprechende Aussage für die typische Zelle ist gemäß ihrer Natur nicht mehr
ganz so exakt. Wir gehen dabei ähnlich vor wie Schneider und Weil (2000, S. 252).
Satz 8.2 Sei h : Cd → [0,∞) eine messbare, translationsinvariante Funktion. Dann
hängt Eh(Ẑ) nicht von der Verteilung von R0 ab.
Beweis. Wir definieren die Zentrumsfunktion c : Cd → Rd als das lexikographische
Maximum und hiermit Zc =
∑
i≥1 δ(c(Zi),Zi−c(Zi)). Insbesondere ist
∑
i≥1 δc(Zi) = Mmax,
mit Mmax wie in Kapitel 6, und die Intensität von Zc ist gerade 1d!γd mit γd aus Satz
6.1. Die Verteilung der typischen Marke von Zc, also die Verteilung von Ẑ bezeichnen
wir mit P̂ . Mit der Campbell-Mecke-Formel (2.3) und der Translationsinvarianz von h
erhalten wir dann
Eh(Z0) = E
[
h(Z ′0) | 0 /∈ Ξλ,Q
]
=
E
[∑
i≥1 1(0 ∈ intZi)h(Zi)
]
P(0 /∈ Ξλ,Q)
=
1
1− pE
[ ∑
(X,Ξ)∈s(Zc)
h(X + Ξ)1(0 ∈ X + Ξ)
]
=
γd
d!(1− p)
∫
K′d
∫
Rd
h(K)1(0 ∈ x+K) dx P̂ (dK)
=
γd
d!(1− p)E
[
h(Ẑ)νd(Ẑ)
]
.
Mit h ist auch Cd 3 C 7→ h(C)/νd(C) translationsinvariant und wir erhalten aus der obigen
Gleichung
Eh(Ẑ) =
d!(1− p)
γd
E
[
h(Z0)
νd(Z0)
]
.
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8.2 Durch stationäre Poisson-(d− 1)-Zylinderprozesse induzierte Zellen
Nach Satz 8.1 hängt E
[
h(Z0)
νd(Z0)
]
nicht von der Verteilung von R0 ab und
γd
d!(1− p) =
λd
d!
∫
(Sd−1)d
∇d(u1, . . . , ud)Q0(du1) · · ·Q0(dud)
ebenfalls nicht. Dies beweist die Behauptung. 
Insbesondere entsprechen die Nullpunktszelle und die typische Zelle induziert durch
den stationären Poisson-(d−1)-Zylinderprozess also der bekannten Nullpunktszelle bzw.
typischen Zelle von stationären Poisson-Hyperebenenmosaiken, so dass alle hierfür be-
kannten Eigenschaften auch für die Nullpunktszelle und die typische Zelle des verallge-
meinerten Modells gelten.
Ähnliche Ergebnisse wie oben finden sich ferner auch bei Matheron (1975, S. 166 ff.).
Genauer wird für die Nullpunktszelle Ẑ0 eines stationären Poisson-Hyperebenenmosaiks
gezeigt, dass
P(K ′ ⊆ Ẑ0 	 (−K)|0 ∈ Ẑ0 	 (−K)) = P(K ′ ⊆ Ẑ0),
wobei A	B = (Ac ⊕B)c und K,K ′ ∈ Cd , 0 ∈ K,K ′. Diese Eigenschaft ist sogar cha-
rakterisierend für die Nullpunktszelle eines Poisson-Hyperebenenmosaiks. Ein analoges
Ergebnis findet sich dann auch für die typische Zelle.
Kommentare und offene Fragen
Die Ergebnisse dieses Kapitels sind vergleichsweise überraschend, weil sie der intuitiven
Vorstellung widersprechen. Da die typische Zelle als Mittel aller Zellen gedeutet werden
kann, können wir Satz 8.2 vielleicht so verstehen, dass durch die dicken Hyperebenen
zwar kleinere Zellen, aber auch insgesamt weniger Zellen, erzeugt werden. Im Mittel
bleibt die Verteilung dann gleich.
Die obigen Ergebnisse dürfen ferner keinesfalls so verstanden werden, dass der Par-
tikelprozess Z bzw. dessen Verteilung nicht von R0 abhängt. Zum Beispiel hängt die
Intensität γd von Z nach Kapitel 6 sehr wohl von R0 ab.
Die Interpretation als Mosaik mit dicken Rändern ist möglicherweise auch für die An-
wendung interessant. Redenbach und Liebscher (2015) beschreiben beispielsweise Alu-
miniumschäume mittels verdickter Voronoi- und Laguerre-Mosaike. Ähnliche Anwen-
dungen sind vielleicht auch für verdickte Poisson-Hyperebenenmosaike denkbar.
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