Abstract-The transport performance of an optically transparent regional-size ring network testbed with circumference of 280 km, based on metro-area optimized optical layer components and fiber, is demonstrated under dynamic traffic conditions. For the longest transmission path, excellent transmission performance is achieved using cost-effective directly modulated signals. Network reconfigurability is achieved using add-drop modules that are commercially available as of this writing. We show that the dynamic nature of the network does not affect the system performance. In particular, we show that electronic gain control of erbium-doped amplifiers is capable of managing switching transients in amplified metro-scale networks.
I. INTRODUCTION
T HE GROWTH of telecommunications, due mainly to the evolutionary growth of the Internet has greatly increased the bandwidth demands in optical networks. Both existing and future applications lead to metropolitan area networks that must support quick provisioning and frequent reconfiguration to meet customers needs. This very diverse environment is becoming harder to be served by traditional opaque networks based on optoelectronic (OE) and electrooptic (EO) conversions. Transparent dense wavelength division multiplexing (DWDM) can eliminate the expensive transporters needed for the OEO conversions in an opaque approach [1] , [2] . Nevertheless, the infrastructure of a metropolitan area network is shared among fewer people than in the case of long haul-networks. Hence it is important for new more cost-effective solutions, that provide network configurability and scalability, to gain greater acceptance for transparent optical metro network to become a reality.
Optical switching technologies and configurable optical add-drop multiplexers (OADMs) have the ability to serve the dynamic nature of data traffic in a metropolitan area network. Since no OEO conversions are required, support of multiple traffic formats is possible. Architectural studies, experimental proof-of-principle demonstrations, and field trials for metro-applications have been previously presented [3] - [9] . Studies have shown that the typical maximum connection length in metropolitan area networks is 280 km [10] , [11] . Recent developments in optical network components and fiber have shown that such connection distances are feasible with proper Manuscript received November 6, 2001 ; revised February 21, 2002 . The authors are with the Applied Research, Photonic Research and Test Center, Corning Incorporated, Somerset, NJ 08873 USA (e-mail: madamopon@corning.com).
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network design and engineering, and when metropolitan area network-optimized components are used [12] .
The main impairments that limit the size of a metro area network are component insertion loss, optical power divergence of the different channels, noise accumulation, fiber and component chromatic dispersion, polarization dependent loss (PDL), polarization mode dispersion, laser frequency chirp, linear crosstalk, filter concatenation and fiber nonlinearities [13] . A signal in a metropolitan area network may traverse many different optical elements that provide different functionality and have a different degree of the aforementioned impairments. It is important that network engineering is used to optimize the performance of a network as it pertains to specific application spaces [13] . Amplifier power transients have to be considered when engineering transparent metro area networks.
In this paper, we present the transport performance results under dynamic traffic conditions of a metropolitan area ring network testbed that uses different technologies for the OADM nodes, with 18 channels modulated at 2.5 Gb/s [14] . The OADM nodes offer different degree of add-drop functionality in the network. We show how the proper choice of optical components and fiber can provide the basis for optimized network performance. In this network testbed, direct modulated lasers (DMLs) are used as transmitters because they offer a cost-effective solution. DMLs may have significant frequency chirp and their output power waveform may not be an exact replica of the modulation current. First, the frequency chirp interacts with the fiber dispersion [15] , [16] . Second, the frequency chirp broadens the optical spectrum, which leads to filter concatenation penalty [17] . Nevertheless, by choosing Corning MetroCor fiber as the propagation medium we can demonstrate high system performance [18] . Metro-area network optimized erbium-doped amplifiers (EDFAs) with gain control are also used. In particular, we show that electronic stabilization of EDFAs is capable of managing switching transients in amplified optical metro-networks.
Section II presents the experimental setup and describes the different node designs. We show how different add-drop functionality is obtained using different types of OADM nodes. In Section III, the performance of the network is presented, in a static add-drop configuration. Excellent system performance is obtained for the longest path in the network testbed. The effect of the dynamic add-drop of channels in the system performance is discussed in Section IV. Dynamic gain controlled amplifiers are shown to be suitable to support excellent system performance in the presence of traffic disturbances that affect either the total number of wavelengths through the system or the total optical power. 
II. METROPOLITAN AREA RING EXPERIMENTAL SETUP
A possible metropolitan area network configuration is shown in Fig. 1 . In this network, a feeder ring is used to transparently deliver signals to local nodes or access rings. The add-drop nodes may either route/switch signals in a "per wavelength" or at a "per band" fashion. It has been reported that wavelength banding may be of increased importance in metro area networks, where band filters may be used to transport several channels between nodes [19] , [20] . Hence, banding can eventually reduce insertion losses and limit impairments due to filter concatenation. Based on the concept of Fig. 1 , we built an experimental setup of a metropolitan network, as shown in Fig. 2 , consisting of three reconfigurable OADM nodes. These three nodes are based on different technologies and will be described later. They also provide different degrees of add-drop functionality in the network. The three nodes are connected with each other using negative dispersion MetroCor fiber. The span lengths between node 1 and node 2, node 2 and node 3, and node 3 and node 4, are 100, 100, and 80 km long, respectively. The wavelength plan consists of 18 channels grouped in three bands. The first and second bands have seven channels each at 100-GHz wavelength spacing, with the first channel at 1538.18 nm and at 1547.51 nm, respectively. The third band has four channels at 100 GHz spacing with the first channel at 1557.36 nm.
The first node in our system is a thin-film filter-based, manually reconfigurable OADM that has both channel and band add-drop capability (Fig. 3) . More specifically, node 1 can perform per channel add-drop for band 1 (i.e., individual access to all of channels 1-7) and band add-drop for bands 3 and 4. Fig. 3 shows optional patch-cord connections for pass through configuration. If no patch cords are used, then the traffic is dropped at this site. Note also that optical switches can be used in the node to upgrade it to a remotely reconfigurable design.
The second node is a low-channel count (e.g., four channel) remotely reconfigurable OADM node that is based on thin-film filter technology with optomechanical activation. This OADM can independently access four predefined channels from the incoming traffic, either letting them through or dropping them to single wavelength drop-ports. The specific device used in this experiment allows for access of every other channel (i.e., channel separation of 200 GHz), as shown in Fig. 4 . Fig. 4 shows seven incoming channels. The module is designed to access channels 1, 3, 5, and 7, while all other channels are passed through the node (express channels). In the specific state shown in Fig. 4 , channel 7 is completely dropped, channel 5 is dropped and a new signal is added at the same nominal wavelength, while channels 1 and 2 pass through the node.
The third node is a high-channel count remotely reconfigurable add-drop node (e.g., Corning PurePath WSS) [21] . The WSS is based on liquid crystal technology and has the capability of switching individually up to 80 channels spaced at 50 GHz, either letting them through or dropping them to a WDM drop-port. Hence, this node can be used to either drop-add any of the individual channels or bands of channels as shown in Fig.  5 . In the example of Fig. 5 , the module is set to pass through band 1 as a whole. Band 2 is dropped while a new set of signals at the wavelengths of band 2 is added. In band 3, individual access to wavelengths is used. That is channel 15 and 17 pass through and channels 16 and 18 are dropped and new signals at the same nominal wavelengths are added. In our experiment, we do not fully utilize the entire add-drop bandwidth of the WSS since only 18 wavelengths at 100-GHz spacing are used in the testbed. All unused channels at the WSS are set in pass through mode.
Amplifiers tailored for metro area networks were used. The amplifiers used were PureGain 2400C for the first, third, and forth amplification stage and PureGain 2500C for the second amplification stage. Both amplifier types are variable gain metro amplifiers, where the gain can be adjusted to specific applications. In particular, the PureGain 2500C accomplishes this without impacting the overall flatness. The amplifiers also have gain control that provides optimum gain stability for the reconfigurable system. Hence, added/dropped channels do not affect the performance of the remaining channels. These amplifiers have an adjustable gain of 10 to 25 dB over 33 channels in the C-band, with maximum output power of 13 and 17 dBm for the PureGain 2400C and 2500C, respectively. The noise figure is dB for gains of 20-25 dB.
III. OPTICAL PERFORMANCE OF THE RING NETWORK
In this section, we present the transport performance results obtained for the network under study. We present detailed results for two of the channels used in the network (channel 17 and 18) and overall signal performance for the rest of the channels. In these results we refer to the signal -factor evolution and optical signal-to-noise ratio (OSNR) evolution through the network, after the different OADM nodes and amplification stages.
All channels, except channel 17, originate from transient chirp dominated transmitters [18] . Channel 17 originates from an adiabatic chirp dominated transmitter [18] . We accomplish this in order to evaluate the system performance under different transmitter types. All signals are added in the network at Node 1. To account for the worst case scenario, we allowed the signals to propagate through the entire network and be dropped at Node 1. Hence, propagation through 280 km of fiber and 3 OADM nodes is obtained. The transmitters were modulated at 2.5 Gb/s with an extinction ratio of 8.2 dB [22] , [23] . The signals were detected using a 2.5 Gb/s APD receiver and the optical fiber loss was padded at 0.23 dB/km.
The launched power at the first fiber span was 0 dBm per channel, at the second fiber span 6 dBm/channel and at the last span 11 dBm/channel. The lower powers at the second and third spans ( 6 and 11 dBm, respectively) are due to the insertion loss of the OADM and the fact that the power into the amplifiers, preceding the node, was low. Hence, the maximum output power after the OADM nodes gives a low launch power into the fiber spans. These low powers eventually lead to a low input power at the amplifiers, which in turn limits the OSNR performance of the system. The OSNR performance can be improved significantly with the use of additional amplifiers in the system; nevertheless, we had only four amplifiers available for our experimental demonstration. Furthermore, this allowed us to study the network testbed under OSNR limited performance. The OSNR evolution for several channels through our network is shown in Fig. 6 . The OSNR of the received signals after going through the longest path in the network was 20 dB (measured at 0.1 nm resolution bandwidth). Fig. 7 shows the evolution of for channels 17 and 18 due to all limiting effects (e.g., fiber dispersion, OSNR, filter concatenation). The results are presented using the 10 notation, where is the linear . It is evident, from the results of Fig. 7 , that the signal performance is dominated by OSNR degradation while other impairments, and in particular dispersion, do not significantly affect the system performance. Fig. 8 shows the factor at the end of the system for all the channels as well as their back-to-back performance. The worst factor was observed for channel 5, which also had the worst back-to-back performance. From the results, we see that the combination of positive chirp of the transmitter and negative dispersion of the fiber (MetroCor fiber) allows for increased performance in our system. This interaction can be seen from the optical eye diagrams of Fig. 9 (b) that show the optical eye for channel 18 through the network. Fig. 9(a) shows the eyes of channel 17, which is an adiabatic chirp-dominated transmitter, and the spreading of the pulse. We also evaluated the performance of the network for detuned transmitters to account for possible drifts over the lifetime of the system band potentially higher crosstalk and filter concatenation penalties. For a wavelength offset off nm no performance degradation was observed (less than 0.1 dB -factor penalty), as expected [17] .
IV. TRANSIENTS IN THE RECONFIGURABLE OPTICAL NETWORK
As mentioned earlier, the ever-changing traffic leads to the dynamic add-drop of channels and hence to the dynamic na- ture of reconfigurable networks. Furthermore, protection and restoration mechanisms in an optical network may force the abrupt termination of some channels/traffic. This sudden change in the number of channels changes the total optical power in the network. Hence, a varying optical power is impinging on the amplifiers, which must follow these changes. In amplified optical networks, the amplifiers are usually set to operate near saturation. Since the total output power of a saturated EDFA is constant (or almost constant) and independent of the number of channels passing through it, the gain experienced by each channel will depend on the total number of channels present. Therefore, a sudden change in the number of channels can lead to transients in the gain at different wavelengths, via cross gain saturation in the amplifier. This cross gain saturation will lead to power transients in the surviving channels. This means that when channels are dropped/added, the surviving channels may experience a large upward/downward transient spike in power that may last up to a millisecond. The power excursions may result in OSNR changes, due to inversion-level changes in the EDFAs, and may probe nonlinear effects in the fiber. Such effects may lead to a significant degradation of the bit-error-rate (BER) performance during the transients [24] - [27] . Changes in the inversion level of the amplifier may be beneficial for the system performance in some cases. If optical noise dominates the system, then the BER will be benefited from a power overshoot, as the OSNR will be improved and more power will be impinging on the receiver during the transient. However, if optical noise is not the dominant impairment, then other degrading effects such as increased crosstalk and nonlinearities during a power transient overshoot, starts to become a more important performance degradation effect. Moreover, a permanent offset in the amplifier gain or an unwanted power offset may be exhibited. Therefore, in a network where cascades of amplifiers are used, this transient effect and the BER degradation will be intensified. Hence, it is necessary to keep the amplifier gain at a constant level, independent of the number of wavelengths present in the network. This can be accomplished via EDFA gain control techniques. One of these techniques is based on keeping a probe (tone) signal at the output of the amplifier at a constant power level, by adjusting the pump power [28] , [29] . Another approach is to control the ratio of the remnant pump signal and the launched value of the pump signal [30] , [31] . All-optical gain-clamped amplifiers [25] , [32] are another, not yet practical technique, in which a lasing action at a wavelength outside of the signal band is used to control the amplifier gain. Some of the automatic gain control schemes are based on control of total power transients, by trying to keep the output signal power at a prespecified level with respect to the total input power [33] , [34] . In this paper, we are using EDFAs that use monitoring of the total optical power at few points of the amplifier to control gain and output optical power [35] . In an ideal case, the gain control mechanism should sense changes in the total input or output power of the EDFA and adjust its gain such that a constant and flat gain is obtained for all channels independent of the number of channels impinging into the EDFA. If this is fast enough, then no power transients at the surviving/remaining channels should be observed. Nevertheless, it is very hard to accomplish an extremely fast control mechanism and hence power transients are observed. The effectiveness of the gain control mechanism is then related to the degree of power transient suppression it can offer as well as its time response in correcting the power transients.
In this study, we refer to the channels that remain in the optical path after either protection/restoration mechanisms have been established or specific traffic (several channels) has been terminated/dropped at an OADM node as surviving channels. We examine the effect of the dynamic nature of the network on the performance of the surviving channels for loss of signal of 0.2-5 ms in duration. This disturbance in the total number of channels can be considered as the case of a protection/restoration event, where a portion of the traffic is lost for some amount of time. The amplifiers used in our system have dynamic gain control that provides optimum gain stability for the reconfigurable system with response times as fast as 1 ms. The amplifier control is accomplished via monitoring a portion of the input and output optical power using photodiodes. These received signals are then used to calculate the necessary control signals for the pumps and/or the variable optical attenuator in the amplifier via electrical signal processing and feedback control loops [35] .
To study the transients in our network, we modulate, in an on/off mode, channels 1 through 17 using an acoustooptic switch (AOS). The AOS is placed at the output of the first node just before the amplification stage, as shown in Fig. 10 . A 3-dB coupler is used to combine channel 18 to the rest of the WDM signals. The driving signal of the AOS is provided combining the carrier radio frequency (RF) of 35 MHz with a square wave signal through a mixer. Two repetition rates are chosen for our experiments, 100 and 500 Hz, giving a period of 10 and 2 ms, respectively. The amplitude of the square wave signal is adjusted so that the optical power of the signals that pass through the AOS are modulated with a 100% modulation depth. Note that this change in the traffic pattern (17 channels are dropped/lost) may be associated with a 94.4% traffic drop or loss. Fig. 11(a) shows the response of one of the affected (lost) channels (channel 17), and Fig. 11(b) shows the response of channel 18 (the surviving channel) as it propagates through the network after each amplification stage. Fig. 11(a) also shows the duration of the disturbance in the traffic. The repetition rate is 100 Hz and the disturbance duration is 2 ms. The disturbance duration is defined as the time between the drop and the add of the 17 channels. Fig. 11 shows that the power excursions grow with each amplification stage. The power overshoots do not exceed 4.5 dB, while the power undershoots are less than 1.5 dB. Fig. 12(a) shows this increase in the magnitude of the overshoot and undershoot as a function of the number of the amplification stages. The magnitude of the power overshoot (undershoot) is defined as the difference of the maximum (minimum) power to the initial steady-state power value before the event. Fig. 12(b) shows the time it takes for the overshoot and undershoot to develop (reach their maximum value) after 17 channels have been suddenly dropped/lost. It can be seen that the maximum overshoot is reached after 0.05 ms while the maximum undershoot is reached after 0.4 ms and they are independent of the number of amplification stages. However, for disturbances that last less than the settling time of the amplifier control mechanism, as the one shown in Fig. 13 (repetition rate 100 Hz, and disturbance duration of 0.2 ms), the response is different. We define the time it takes for the control loop and the amplifier to reach its steady state (within 5%) after the event (add-drop) as the settling time of the gain control mechanism. In this case, the gain-controlled amplifiers have not reached their steady state when the recovery of the 17 channels occurs. This causes larger power transients now as the control mechanism tries to converge. Nevertheless, the magnitude of these undershoots did not exceed 2.5 dB in our setup.
We also examined the transient response for our system for other disturbance duration such as 0.5 ms and 1 ms. Fig. 14 shows the power excursions for disturbance duration of 0.2, 0.5, 1, and 2ms at the end of the path and after four amplification stages. For disturbance duration of 0.2 ms and 0.5 ms, the power undershoots are higher (e.g., 2.5 dB) than the undershoots for the other two cases (less than 1 dB). Note also that the maximum value of the overshoot occurs at the same time after the loss of the 17 channels and is independent on the disturbance duration and the repetition rate. On the other hand, the undershoot depends on the disturbance duration. If the disturbance duration is faster than the settling time of the amplifier, the gain control mechanism has not reached its steady state. Thus the maximum undershoot occurs after the recovery of the traffic while the control mechanism tries to converge. If the disturbance duration is slower than the settling time of the amplifier, the control mechanism has enough time to reach its steady state and the maximum undershoot occurs 0.04 ms after the loss of traffic. The above results are also shown in Fig. 15 , where the magnitude of the maximum overshoot and undershoot and the time of occurrence of the transient as a function of the disturbance duration are plotted. Note that no significant change exists for disturbances that are much slower than the settling time of the amplifier, only in the case of 0.2 ms duration the power change and the occurrence of the maximum undershoot are significantly different from the other cases.
Nevertheless, power transients observed for disturbance durations of larger than 1 ms do not significantly change the -performance of the network. This is shown in Fig. 16 where the -factor is plotted versus the disturbance duration for the two repetition rates. A -penalty of 0.5 dB is observed for a disturbance duration ms and repetition rates of 100 Hz compared with the static case (no added/dropped traffic). However, when the disturbance duration is reduced to ms the is reduced (the penalty is increased). This degradation for shorter disturbance duration is due to the larger undershoots of the power excursion. When the traffic is recovered before the amplifier control settling time, larger undershoots are observed because they occur before the gain control amplifiers reach their steady state (typically within 1 ms). This is the reason why a higher -penalty is observed at duration values of 0.2 and 0.5 ms. As mentioned earlier, our system is OSNR limited (OSNR dB after 280 km); hence, large undershoots are more detrimental since they can cause the OSNR to drop and this reduces the factor. The factor was also measured for repetition rates of 500 Hz. A 1-dB -penalty was measured compared to the static case (no added/dropped traffic) for a disturbance duration of 0.5 ms. In this case, the factor is lower than in the previous case because the optical power changes occur five times within the same time period when compared to the 100-Hz case. Hence, more errors are measured giving a lower estimated .
V. CONCLUSION
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