We study the electrostatic MEMS-device equation, ut − ∆u = λ|x| β (1−u) p , with Dirichlet boundary condition. First, we describe the touchdown of non-stationary solution in accordance with the total set of stationary solutions. Then, we classify radially symmetric stationary solutions and their radial Morse indices. Finally, we show the Morse-Smale property for radially symmetric non-stationary solutions.
Introduction
The purpose of the present paper is to study the global-in-time behaviour of the solution to the parabolic problem
where λ > 0 is a constant, p > 1, f (x) ≥ 0, f (x) ≡ 0 is a continuous function, Ω ⊂ R n is a bounded domain with smooth boundary ∂Ω, and u 0 = u 0 (x) ∈ [0, 1) is a continuous function. This equation models the dynamic deflection of an elastic mebrane inside a micro-electro mechanical system (MEMS). This kind of systems combine electronics with various types of micro-size mechanical devices and could be found in accelerometers for airbag deployment in automobiles, in ink jet printer heads, in optical switches, in chemical sensors and so on, for more details see [21] and the references therein.
The structure of the set of stationary solutions has been studied for p = 2 ( [8, 11] ). We obtain, similarly, an upper bound of λ for the existence of the solution denoted by λ > 0 for general p > 1. Thus, if 0 < λ < λ and λ > λ, then C λ = ∅ and C λ = ∅, respectively, where
Also, if C λ = ∅ there is a unique minimal element, denoted by u λ . The global-in-time behaviour of the non-stationary solution has been studied also for p = 2 ( [9] ). More precisely, for λ < λ and λ > λ, there is a solution to (1.1) converging to u λ uniformly and any solution must touchdown in finite time, i.e.,
T < +∞, lim
t↑T u(·, t) ∞ = 1, (
respectively. Here and henceforth, T > 0 denotes the existence time of the solution. We can refine these results on the global-in-time behaviour of the solution even for general p > 1.
Theorem 1.1.
We have the following.
If λ > λ, then (1.2) occurs.

If there is u
* ∈ C λ \{u λ } and u 0 ≤ u * , u 0 ≡ u * or C λ = {u λ } and u 0 ≤ u λ , then T = +∞ and u(·, t) → u λ uniformly as t ↑ +∞.
If there is
Next, we take the case of
and prove existence of non-minimal radially symmetric stationary solutions. To state the results, we set
, Vol. 15 (2008) Touchdown and related problems in MEMS 365
where β and p are the maximum solutions of the equations f (p, n, β) = 0 and f (p, n, 0) = 0 respectively, for f (p, n, β) = (p + 1)
Note that β, p are defined for n ≥ 7 and n = 7, 8, 9 respectively. 
In the cases of
whenever β > 0, C r bends infinitely many times with respect to λ around λ * , while at most a finite number of bendings occur to C r when n ∈ [7, 9] 
The case p = 2 has also been studied on C = λ>0 {λ}×C λ . First, the above profile of C r is observed numerically [8] . Next, some estimates on λ are given for nonradially symmetric case [8, 9] . Finally, existence of the non-minimal non-radially symmetric stationary solution is proven by the variational method [4] . Given u ∈ C λ , the linearized eigenvalue problem is defined as follows:
Then, the number of its negative eigenvalues, denoted by if f r ≤ 0, where r = |x| , see [16] . This is not the case of (1.3) with β > 0. In fact, general theorems of radial symmetry of the solution to the stationary problem are not valid for β > 0 ( [10, 20] ). There may be non-radial bifurcation and i(λ, u) = i R (λ, u) would not be always valid. This paper is composed of five sections. Theorems 1.1, 1.2, and 1.3 are proven in sections 2, 3, and 4, respectively. In the final section, §5, we confirm the role of radial Morse indices in the formation of connecting orbits.
Proof of Theorem 1.1
The original proof for p = 2 to the first case of this theorem is quite technical [9] , it provides with some bounds of the blow-up time though. Here we give a simpler proof by applying Kaplan's method adopted by [2] . The proof of the second case is obtained by using classical techniques like maximum-principle or dynamical-systems aguments, [7, 9] , and we omit it. The final case is obtained by the method of [15] .
Before proceeding to these cases, we recall that Kaplan's method guarantees touchdown for any λ > 0 if the initial value is close to 1 and f > 0 on Ω (see also [3] ). In fact, let µ 1 > 0 be the principal eigenvalue of −∆, and take the solution to
normalized by Ω ϕ 1 = 1. Then, using m = inf Ω f > 0 and A = Ω uϕ 1 dx, we obtain via Jensen's inequality
. Hence if we choose u 0 close enough to 1 so that A(0) > a, then dA dt > 0 for all t when u is global. But, then we have
which is a contradiction. Kaplan's method could be also used to prove touchdown for big enough λ, see [11] . Now, we show the first case of Theorem 1.1, i.e., λ > λ implies (1.2). It suffices to assume u 0 = 0 for this purpose. Then, it holds that
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for v = u t and hence u t ≥ 0. In particular, lim t↑T u(·, t) ∞ = 1 follows from T < +∞, because C λ = ∅. We assume T = +∞ and multiply the first equation of (1.1) by ϕ 1 :
Then, it holds that
From the monotone convergence theorem, and
.
Letting t → ∞ we derive This means that w is a weak solution to
and we obtain a contradiction by the following lemma, see also [2, 9] .
Lemma 2.1. Problem (2.2) has no weak solutions for λ > λ.
Proof. We define
and put Φ ε (w) = h 
and there is δ > 0 such that 0 ≤ w ε ≤ 1 − δ. It also holds by the concavity of Φ that
(Ω) satisfying J ≥ 0 and J| ∂Ω = 0. Thus, w ε is a weak supersolution to (2.2) and therefore, the iteration sequence {v k } ∞ k=0 defined by
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with v 0 = w ε is monotone decreasing. It also satisfies v k ≥ 0 and converges uniformly to a solution to (2.2) for λ(1 − ε) by Dini's theorem. This implies C λ(1−ε) = ∅, a contradiction by the definition of λ since ε > 0 is arbitrary.
The third case of Theorem 1.1 is a consequence of the following theorem. (1.1) , then it holds that T < +∞ and lim t↑T u(·, t) ∞ = 1.
Theorem 2.2. If there is a pair of super and sub-solutions to
(2.2), v, v ∈ C 2 (Ω) ∩ C 0 (Ω) satisfying 0 ≤ v ≤ v < 1and v ≡ v, and if the initial value satisfies v ≤ u 0 < 1 and v ≡ u 0 in
Proof.
Since v is a super-solution, the iteration sequence {v k } ∞ k=0 defined by (2.3) with v 0 = v(x) ∈ [0, 1) is monotone decreasing. It satisfies v k ≥ 0, and converges uniformly to a solution to (2.2) by Dini's theorem. Thus, we can assume that v is a classical solution to (2.
2).
Let u 1 and u 2 be the local in time solutions to (1.1) with u 0 = v and u 0 = v, respectively. Then, by the strong maximum principle and the Hopf's lemma we have u(·, t 0 )
where ν denotes the outer unit normal vector. Since v is a sub-solution of (2.2) we obtain, by the maximum principle, that u 1 is increasing in time, i.e., u 1t > 0, and hence u 1 (·, t 0 ) is a strict sub-solution of problem (2.2). On the other hand, we obtain u 2 (·, t) = v because v is supposed to be a stationary solution. Therefore, we may assume that v and v are a strict sub-solution and a solution of (2.2), respectively, and that u 0 , v, v are C 2 functions on Ω satisfying
In this case, we can take a constant θ > 1 such that
and therefore, we can assume u 0 = θv + (1 − θ)v by the comparison theorem. This
Then, u(x, t) is strict increasing in t for each x ∈ Ω and so we have a measurable function v(x) such that under the assumption T = +∞. Then, similarly to the first case, it holds that
Using Duhamel's principle, we can write the solution of problem (1.1) in the form
where U (x, y; t) > 0 is the fundamental solution of the heat operator. The second term of the right-hand side is written as
where the monotone convergence theorem is applicable by (2.4). Since 
for each x ∈ Ω. Here, using Fubini's theorem, we obtain
U (x, y; t)dt = G(x, y), where G(x, y) denotes the Green's function of −∆. This implies that v = v(x) ∈ (v(x), 1] is a weak solution to (2.2).
We have
and therefore, there is β ∈ (0, 1) such that
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Here, v is a classical solution to (2.2), while
. Then, we can define the minimal solution, denoted byũ to (1.1) with the initial value z by the iteration schemẽ
In fact, this {ũ k } ∞ k=0 is monotone increasing in k and satisfies
−p is convex, and thenũ(x, t) is defined by
then the monotonicity of g(s) implies that u k ≤ũ k for each k and hence lim k→∞ u k (x, t) = u(x, t). This implies
by letting k → ∞ and then t ↑ +∞. Then, it follows that v ≤ v, a contradiction to (2.4). The proof of Theorem 2.3 follows the same steps with the proof of Theorem 2.5, for p = 2, in [9] and uses some arguments introduced in [2] .
An natural question arises, from the above theorem, if the rate of convergence of u * towards the singular steady state w * could be determined. Since this is a very interesting question and the answer requires a delicate analysis it will be addressed in a forthcoming paper.
The problem of the characterization of the set of the touchdown points, for the case p = 2, has been first tackled in [9] , while some more refined results were given in [12] . In particular, in [12] , it is proven, for problem
that the finite-time touchdown set Q :
f (x) = 0} under the hypothesis that Q is a compact set, which is the case when Ω is convex and f satisfies some extra condition. Under the same hypothesis some upper and lower estimates of the touchdown profile are given as well as some refined touchdown profiles are provided, in the radial symmetric case, coming out by classical arguments like similarity-variables and central-manifolds techniques. In the case that Ω is not convex the question of determining the touchdown rate is still open, and probably some scaling arguments, which have been intoduced for general domains, could work in this case. Now, for the radial symmetric case, it is proven in [9] , by using ideas from [5] , that the origin r = 0 is the only touchdown point provided that f (r) ≤ 0. Most of the above results, existing in [9] for p = 2, could be easily extended to the case p > 1.
Proof of Theorem 1.2
We study the structure of the set of radially symmetric stationary solutions in the case of (1.3). This problem is reduced to
where u = u(r) for r = |x|. We apply the phase-plane analysis [13, 17, 18, 19] . First, putting r = y 2 β+2 , we obtain (y a u y ) y + 4λ
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We note that every positive solution of problem (3.2) can be obtained as a solution of the following initial value problem with certain positive constant A :
we apply the Emden transformation
Then, (3.3) is reduced tö
The profile of this orbit is studied in detail in [13] . First, we show the following lemma.
Lemma 3.1. Problem (3.4) admits a unique solution for t −1.
Proof. Through the transformation,
and then we obtain the integral equation Now, we consider the Banach space
equipped with the supremum norm · ∞ , where ε > 0 is a constant to be determined later. Let Ψ(v) ∈ X be the right-hand side of (3.5) defined for v ∈ X. For, given
we have
Similarly, we obtain
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and hence
Hence Ψ has a unique fixed point v ∈ X by the contraction mapping principle, and the proof is complete. Now we write (3.4) as an autonomous system
Note that (w,ẇ) = (1, 0) is a singular-fixed point of this system. The linearized equation around this fixed point is given by
and the eigenvalues µ ± of the coefficient matrix
, are given as
where f (p, n, β) = (p + 1) 2 n 2 − 4(p + 1)(βp + 3p + 1)n − 4{β 2 p + 2pβ(1 − p) − (5p 2 + 2p + 1)}.
Since n ≥ 2, we obtain np + n − 2p + 2β + 2 > 0. Thus, (w,ẇ) = (1, 0) is an attractor. The following elementary lemma controls the (local) behaviour of the orbit O around the singular-fixed point (w,ẇ) = (1, 0).
Lemma 3.2.
We have the following. [2, 6] , then f (p, n, β) < 0 for any p > 1 and β > 0. [7, 9] , f (p, n, β) ≥ 0 for p ∈ (1, p] and β ∈ (0, β], and f (p, n, β) < 0 otherwise, i.e. for p > p and β > 0 or for p ∈ (1, p) and β > β, whenever β > 0.
If n ∈
