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1. INTRODUCTION 
This paper is concerned with the equivalence of sufficient conditions for 
stability of the zero solution of the functional differential equation 
X’(t) = F(t, Xt), (1) 
where X,(s) = X(t + s) for -h < s < 0 and h is a fixed positive constant. The 
equation is investigated by means of Liapunov’s second method. 
In this discussion, (C, Il.11 ) is the Banach space of continuous functions 
4: C-h, 0] -P R”, lldl[ ‘=su~-,,~~~,, Id(s and 1.1 is any convenient norm 
in R”. The symbol 11. lip is used to denote the LP-norm for p 2 1. For a 
positive constant H, by C, we denote the subset of C for which 11411 <H. 
Suppose that F: R, x C, + R”, that F is continuous, and that F maps 
bounded sets into bounded sets. Then it is known that for each t, > 0 and 
each 4 E C, there is at least one solution X( t,, 4) satisfying (1) on an inter- 
val [to, to + a) with value at t denoted by X(t, t,, 4). Moreover, if there is 
an H, < H and if IX(t, to, d)l < H, for all t 2 to for which X(to, 4) can be 
defined, then tl = co. Details may be found in [2, 7, 8, 111, for example. 
Throughout this paper we work with wedges, denoted by Wi: R + --+ R + , 
which are continuous, strictly increasing, and which satisfy Wi(0) = 0. 
These wedges are related to properties of continuous scalar functionals 
(called Liapunov functionals) V: R + x C, + R + which are differentiated 
along solutions of (1) by the relation 
V;i,(t, 4) = lim sup vt + 4 X,+s(t, 4)) - vt, 4) 
6-O 6 
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Detailed consequences of this derivative are discussed in [2,7, 8, 111. 
Those consequences are related with the following properties of (1). 
DEFINITION 1. Let F( t, 0) = 0 so that X= 0 is a solution of (1). 
(a) The zero solution of (1) is stable if for each E > 0 and t,, > 0 there 
exists a 6 > 0 such that [d E Cd, to 2 0] imply that IX(t, to, $)I <E. 
(b) The zero solution of (1) is uniformly stable if it is stable and if 
the 6 is independent of to. 
(c) The zero solution of (1) is asymptotically stable if it is stable and 
for each t, > 0, there is an r > 0 such that for each 4 E C,, jX(t, t,, d)I + 0, 
as t-+oo. 
(d) The zero solution of (1) is uniformly asymptotically stable if it is 
uniformly stable and if there is an r > 0 and for each p > 0 there is a T> 0 
such that [to > 0, 4 E C,, t > to + T] imply that [A’(& t,, d)I <p. 
The following result is the standard theorem for (1). 
THEOREM 1. Let V: R, x CH + R, be continuous. 
(a) If W,(lX(t)l)< V(t,X,), V(t,O)=O, and V;,,(t,X,)<O, then 
X= 0 is stable. 
(b) If w,(lNt)l) < V(t, X,) < WA IlX,ll) and V;,,(t, X,) 60, then 
X = 0 is uniformly stable. 
(c) If F( t, 4) is bounded for q5 bounded, and if 
w,(lx(f)l)G V(t, Xt)G ~*(II~tll) and v;,,(c Xt) G - ~3w4t)l)9 
then X = 0 is uniformly asymptotically stable. 
(d) If w1(lx(t)l)6 v(& x,) S wAlJ4t)l) + ~~(ll~,llJ and ViI,(t, X,) 
< - W,( 1X( t)l ), then X = 0 is uniformly asymptotically stable. 
In applications and research, investigators would often find that it is 
possible to have a Liapunov functional V satisfying 
wI(lx(t)l)< V(t,Xt)< W*(lX(t)l)+ W~(llXJ2), (2) 
and 
or 
v;l,(tP Xt) G -v(t) WW(t)l), (3) 
Jq,,(t, Xt)G -v(t) W(lW(~)lld (4) 
409!170/1-10 
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T. A. Burton and L. Hatvani generalized Condition (2) and gave the 
following theorems [S]. 
THEOREM 2. Let V: R + x C, + R, be continuous, yl: R + + R, be 
measurable with s; n(t) dt = co. Suppose that there are wedges W, 
(i = 1, 2, 3,4) and a constant k E (0, H) such that the inequalities 
0) Wl(lNt)l) d V(t, X,) G WAI-Vt)l) + WdII~tllp)~ and 
(ii) V;,,(t, X,) 6 -r(t) w4(llWt)ll,) 
are satisfied for all t E R f and IJ~ E Ck. Then the zero solution of (1) is 
asymptotically stable. 
DEFINITION 2. For a measurable set S c R + the function 
d,(t):=u([t-h, t]nS)/h 
is called the h-density function of S. (Here, p(Q) denotes the Lebesgue 
measure of Q c R, ). The set S is said to be asymptotically h-dense on 
average if 
lim inf d,( t) > 0. 
I--r53 
THEOREM 3. Let V: R, x C, + R, be continuous and let n: R + + R + 
be measurable such that S c R + is asymptotically h-dense on average then 
Is n(t) dt = co. Suppose that there are wedges W,, . . . . W, and a constant 
k E (0, H) such that the inequalities 
0) w,(lJ4t)l)< v(t, X,)6 WAIWt)l)+ W3(II~tllp)~ and 
(ii) V;,,k J&K -v(t) WW(f)l) 
are satisfied for all 4 E C, and t E R, . Then the zero solution of (1) is 
asymptotically stable. 
In our research, we found that the condition (i) in both Theorem 2 and 
Theorem 3 can be generalized to a similar but weaker one, 
w,(Ix(t)l)G v(t, x,1< W,(IX(t)l)+ W, i‘:yh w,WWl)d~), (5) 
and (4) can be generalized to 
V;,,(t, X,)G -v(t) W, j-‘, Wx(s)lb-+ (6) 
Numerous papers [l-6] discussed uniform stability, asymptotic stability, 
and uniform asymptotic stability with the conditions such as (2), (3), (4), 
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(5), and (6). It is interesting to note that (2) and (5), (3) and (4), and (4) 
and (6) are equivalent, in some sense. In particular, condition (i) in both 
theorems is equivalent to Condition (2). In this paper we are going to 
discuss such equivalence and the relations between theorems obtained in 
CL 51. 
2. THE MAIN RESULTS AND THEIR PROOFS 
DEFINITION 3. A function G defined on a closed interval [a, b] is said 
to be convex downward (or convex upward) if 
G(Cx + YIP) G CG(x) + W)lP (or “ > “) 
for any x, ye [a, b]. 
LEMMA 1 (Jensen’s Inequality). Let G: R + R be continuous and convex 
downward (or convex upward). If f and p are continuous on [a, b] with 
p(t) 2 0 and ji p(t) dt > 0, then 
S:f@)P(t)dt ,j:G(f(t))p(t)dt 
j: p(t) dt 1 1s: p(t) dt (or ,,>,,) , . 
The proof is easy. If G is convex downward, the proof may be found in 
[lo]. If G is convex upward, then -G is convex downward. Thus the 
inequality follows from the convex downward case. 
LEMMA 2. For each wedge Wi, there are wedges W, (which is convex 
downward) and W* (which is convex upward), both defined on some interval 
[0, r,], such that for r E [0, r,] 
W,(r) < W,(r) < W*(r). 
Proof: Define W, (r) = j: W,(u) du, then W, (r) is a convex downward 
wedge, and for r E [0, l] 
W,(r) = ji W,(u) du < W,(r) r < W,(r). 
Since W,(r) is a wedge, W;‘(r) exists on [0, r*] for some r* >O. Define 
W,,(r) = j& W,‘(u) du for r E [0, 71 where F= min(r*, 1). Then for r E [0, r] 
W,(r)=!: W,:‘(u)du< W;‘(r)r< W;‘(r). 
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Notice that W, is a convex downward wedge. Hence WC’ exists on some 
interval [O, rO] and it is a convex upward wedge with W;‘(t) 2 W,:‘(r) on 
[0, r”]. This can be shown as in the following. 
(a) W;’ is convex upward. For each SE [0, r”] and t E [0, I-‘], since 
W, is convex downward, 
Wo(C W,‘(s) + Tm1/2) 6 c Wo( W,‘(4) f Wo( w, 1wl/2 
= (s + t)/2. 
Then 
[W,‘(s)+ W,‘(t)]/2< W,‘((s+t)/2). 
Thus W;’ is convex upward. 
(b) W;l(r) 2 W,(r) on [0, r”]. Since W,(r) < W;‘(r), 
Wi(r)= Wi[ Wo( W,‘(r))] < Wi[ W;‘( W;‘(r))] = W;‘(r). 
Define r,=min(l, r’), and W*(r)= W;‘(r). Then we have 
W, (rj d W,(r) 6 W*(r) on [0, r’]. 
This completes the proof. 
THEOREM 4. Let V: R + x C, + R + be continuous. Then for some 
constant 6>0 and each solution X(t)=X(t, to,q3) of (1) with q5eCd, V 
satisfies 
0) Wl(l-Vt)l I< V(t, X,) G W2(IJ3t)l I+ WA II~tllz)~ and 
(ii) V;l,(t, x,)< -r(t) W4(IIX,lld 
if and only if there exist some wedges p3, F4, w,, F6, and some constant 
6, > 0 such that for each 4 E CgO and each solution X(t) = X(t, to, 4) of (I), 
V satisfies 
6) Wl(W(t)O< V(t, X,)G WAW(t)l)+ ~3CjiL, ~dIWu)l) du) 
(ii)’ V;,,(t, J’,) G -v(t) ~s(J:-~ ~6(lJ3u)l) du). 
Proof: The “only if” is trivial. We need only prove the “if” part. 
Suppose that (i)’ and (ii)’ hold. 
By Lemma 2, for Pd(r’/2) and F6(r112) there are a convex upward 
wedge W,* and a convex downward wedge W,* such that 
F4(r1/2) < W,*(r) and W,*(r) 5G FT6(r”‘) on [0, r’]. 
EQUIVALENT CONDITIONS 143 
Since (i)’ and (ii)’ hold, X= 0 is uniformly asymptotically stable. Let 
E = min(r’, H, 6,). Find the 6, 0 < S < E, of uniform stability. Then [to 2 0, 
4 E Cd, and I 2 to] imply that 1X( t, t,, #)I < E. By Jensen’s Inequality we 
have 
< W,(IX(t)l)+ w, IX(u)12du/h 
1) 
. 
Define W3 (r) = W’, (h W$(r*/h)), then V satisfies Condition (i). 
To show that V satisfies Condition (ii), note that 
Define W,(r) = P5 (h W,,(r*/h)), then V will satisfy Condition (ii). 
Since in the above proof we need only assume that V’ < 0 to show the 
equivalence of (i) and (i)‘, we have the next theorem immediately 
THEOREM 5. Let V: R, xCH-‘R+ be continuous. Then for each 4 E C, 
and each solution X(t) = X(t, t,, I#) of (l), I/ satisfies 
0) w~(lX(t)l)G UC X,)G w2(lWt)l)+ W3(llX,I12), and 
(ii) V;I,(~, X,) G -v(t) w4(lx(t)l) 
if and only lf there exist some wedges m,, W, and some constant 6’ > 0 such 
that for each Q E C60 and each solution X(t) = X(t, t,, 4) of ( 1 ), I/ satisfies 
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0) wltl~tt)l)G vtt, X,1< WAlJ3t)O+ w3tS:Lh W5(Mu)l)du)~ 
and 
(ii)’ V;,,tt, X,1 G -v(t) W4(IWt)0. 
The above two theorems prove the equivalence of (2) and (5), and (4) 
and (6). Next, we are going to show the equivalence of (3) and (4). 
DEFINITION 4. A functional D: R + x C, --) R + is said to be continuous 
along the solutions of (1) if for each solution X(t) of (1) defined on 
[to, co), D(t, X,) is continuous on [to, co). 
THEOREM 6. Let V: R, x C, + R, be continuous and D: R + x C, + 
R + be continuous along the solutions of (1) with 
ti) Wl (IWt)l) G v(t, X,1 < ~AII~,II ), and 
(ii) V;,,(t, x,) G -v(t) w,tD(t, X,)1, w ere h W, is convex downward 
and q(t) 2 0 is nonincreasing. 
Then there is a continuous Liapunov functional U: R + x CR + R + with 
0) hW,(Mt)O< Vt, X,)<hW2(IlX,-hII), and 
(ii)’ &,tt, X,1 < -v(t) W, tj:-,, Dts, X,) ds). 
ProoJ By Conditions (i) and (ii), the zero solution of (1) is uniformly 
stable. Find the 6 of uniform stability for H. Then [for each t, 2 t,, 4 E C, 
II411 <81 imply ML tl, 411 <H. 
Consider all solutions with ~~~~~ < 6. Let 
utt, X,) = j,;, Vts, J’s) ds. 
Since V;,,(t, X,) GO, 
Vtt, X,1 d (l/h) jt’-, V(s, A’,) ds = (l/h) U( t, X,). 
Therefore 
hW,(IX(t)l)<hV(t, X,)< U(t, X,), 
This proves (i)‘. 
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Note that 
(since u(t) is nonincreasing) 
where W,(r) = h W,(r/h). Therefore 
u;,,(t> X,1< -v(t) W, Jttph D(s, Xs) ds). 
This proves (ii)‘. 
COROLLARY 1. Let V: R, x C, + R, be continuous with 
(i) Wl(lx(t)l) G v(t, X,1 G W2(llJftll ), and 
(ii) V;,,(t,X,)< -q(t) W3(IX(t)l), where q(t)>0 is nonincreasing. 
Then there is a continuous Liapunov functional U: R + x CR -+ R + with 
6) hWl(lJf(Ol)G u(C Xt)GhW2(IIXt-hII) 
(ii)’ U;,,(h x,) G -‘l(t) w,(J:-h Ix(s)l ds). 
Proof: By Lemma 2, we may assume that W, is convex downward 
defined on [0, F] for some constant ?a 0. Let D(t, X,) = IX(t)1 and 
f7= min{?, H}. Then by Theorem 6, this corollary holds. 
The next theorem is a converse theorem of Corollary 1 in some sense. 
THEOREM 7. Let U: R, x C, -+ R, be continuous with 
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W f+‘,(lNt)l) G UC x0 d W2W’ll 1, and 
(ii) U{,,(t, X,) Q -q(t) W3(J:-h IX(s)1 ds), where q(t) 20 is 
nonincreasing and W, is convex upward. 
Then there exists a continuous Liapunov functional V: R + x C, -+ R + and 
a wedge W, satisfying 
6)’ W,(lx(t+h)l)~ V(t, Xl)< W4(lIX,+h109 and 
(ii)’ V;,,(t, x,1 d -v(t) w3(W(t)l). 
ProoJ Let E = H. Find the 6 of uniform stability for E. Consider the 
solution X(t, to, 4) with lldll < 6. Let 
v(t,X,)=qt+h,X,,,)+;J-;Jt’+.rl(U) W,(h(X(u)()duds. 
Then 
W,(IX(t+h)J)bU(t+h,X,+,)< V(t,X,). 
Since q(t) is nonincreasing, it is bounded and not less than zero. Therefore 
there is an N>O such that O<q(t)<Nfor all teR+. Then 
where W,(r) = W,(r) + Nh W,(hr). This proves (i)‘. 
Note that 
V;,,O, JfJ = U;,,(t + h, xt,,) 
+$k+s) W,(hlX(t+s)l)ds 
0 
-; I,; v(t) w#4.J7t)l) du 
(J 
t+s G -v(t) w, Ix(u)l du s > 
+Y+h W,V4JIu)l) du I 
-v(t) W, (hl.Vt)l) 
G -v(t) w,(hl-dt)l) (by Jensen’s inequality). 
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Therefore 
Remark. Since v’ < 0 by (ii)’ of Theorem 7, (i)’ can also be written as 
6)” wl(lWt)l)G v(c X,)6 wdllX,II). 
This can be shown by the inequalities 
3. EXAMPLES 
In this section, we are going to discuss some examples related to Condi- 
tions (2), (3), (4), (5), and (6). With such conditions, one can easily have 
uniform stability, asymptotic stability, and uniform asymptotic stability. 
The theorems used for these stability properties can be found in numerous 
papers such as [2-51. Although we have shown that (2) and (5) are equiv- 
alent, (5) is clearly more convenient than (2) in applications. We are also 
going to examine the relations between theorems obtained in [ 1, 51. 
EXAMPLE A. Consider the scalar equation 
x’(t)= -o(t)x(t)+b(t)Jt;hX(U)du (A) 
with a: R + + R + and 6: R + + R continuous. If a and b satisfy, for all t > 0, 
(i) -a(t)+kj:+h lb(u)1 dud 0 for some k > 1, and 
(ii) s”-h [I:-,, Ib(u-s)lqdu]l’qds<B for some B>O, q> 1, 
then there is a Liapunov functional V: R, x C, + R, satisfying (4) 
and (5). 
Proof Define 
Vt, X,) = Ix(t)1 + k I:, j-,Ls IMu - s)l Ix(u)l du 4 
and q(t)= (k- 1) Ib(t)l. 
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Now by Hijlder’s inequality 
lx(t)1 < I’(& X,) < Ix(t)1 + k j” j’ Jb(u - s)l Ix(u)1 du ds 
-h t-h 
< lx(t)1 tkj’ [j’ l&-~)Ldu]“Y 
-h r-h 
IlP 
X Ix(u)lp du] ds 
< Ix(t)1 + kB jt’- h Ix(u)lp du]“‘, 
where l/p + l/q = 1, p > 1, q > 1, and 
V’(t, J-t) G -a(t) Ix(t)l + I4tN j,;, I.$u)l du 
“0 “0 
+kj 
-h 
Ib(t--s)l Ix(t)1 ds-kj lb(t)/ Ix(t+s)l ds 
-h 
d - lb(t)1 (k - 1) j’ Ix(u)1 du 
r-h 
d -q(t) j’ IWI’ du (if Ix(t)/ d 1 and let H= 1) 
r-h 
G -v(t) llx,ll$ 
EXAMPLE B. Consider the scalar equation 
x’(r)= -a(t)x(t)+b(t)x(t-h) P) 
witha:R++R+,b:R+ + R continuous. If a and b satisfy, for all t > 0, 
(i) a(t)- Jb(t+h)J 20, and 
(ii) 5:‘” lb(s)l” ds<B for some B>O and q> 1, 
then there is a Liapunov functional V: R, x C,+ R, satisfying (3) 
and (5). 
Proof: Define V: R, x C-+ R, by 
V(t, x,1 = Ix(t)1 + j’ lb(s + h)l Ix(s)l ds 
r-h 
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and q(t)=a(t)-\Ib(t+h)l. Then we have 
d Ix(t)1 + B119 
where l/p+ l/q= 1, p> 1, q> 1, and 
V’(4 x,) G -4t)lx(t)l + IWfN Ix(t -h)l 
+ Ml + h)l Ix(t)l - IHOI Ix(t - h)l 
= --rl(t)lx(t)l. 
EXAMPLE C. Consider the nonlinear scalar equation 
x’(t)=b(t)f(x(t-h)) ((3 
with b: R, + [ ---a, 0) (for some CI > 0), f: R + R continuous. If there is a 
constant C>O such that 
(i) xf(x) > 0 and If(x)1 < Clxl for all x E R, and 
(ii) lb(t)1 <aG2/Ch-(l/h)li+h lb(s)1 ds for all ta0, 
then there is a Liapunov functional V: R + x CH + R, (with H = 1) 
satisfying (3) and 
Ix(t + $/~)I~/166 V(t, x,)<2x2(t) + 3a2C2hllxtll:. 
Proof. Define V: R, x C,-, R, (with H= 1) by 
V(cx,)= x(f)+~,f~hb(~+h)f(x(S))ds]2 
[ 
0 I 
+a I I Ib(s + h)l f’(x(s)) ds du -h I+” 
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and q(t)= (b(t+h)([2-~(cth+[~+~ [b(s)/ A)]. Then we have 
V’(ttxt)=2 x(t)+ f, c b(s  h)f(x(s)) ds 1 Nt +h) .0x(s)) 
+ a j”, P(t + h)l f2MW ds 
-a 
s ’ Ib(t+s+h)Jf2(x(t+s))ds -h 
<2&t + h) x(t)f(x(t)) 
+ (b(t + h)l ah + s,‘+^ lb(s)1 dr] f’(x(t)) 
ah+~ltnlb(s)l ds)]x(t).f(x(f)) 
I 
= -?([I x(t) .0x(t)). 
Let W(r) = r min,, IxI o 1 xf(x) and r E [0, 11. Then clearly W is a wedge 
and for In(t)1 < 1, 
I/‘(4 x,)G -q(f) Wlx(t)O. 
Note that 
0 f 
+a s s I& + h)l f2(44) ds -h I+U 
G 2x2(t) + 2 jtrih lb(s)] ds + ah] 
r-h 
(using Jensen’s inequality on the term in parentheses) 
$2~~(1)+3a~C~h/~‘-~ Ix(s)12ds (since lb(l)] d a) 
=2x2(t)+3a2C2hllxtll: 
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Now 
v(t,x,)>a/’ 1’ ]b(~+h)lf~(x(s))dsdu 
-h t+u 
=a s ’ ~b(s+h)~f*(x(s))(s--+h)ds t-h 
(by changing the order of integration) 
Therefore 
2 (ah/2) \’ 14s + h)l f2b-W ds. 
I ~ h/2 
v(f-h/&x,-,,,)+ V(&‘+(ah/2)j’ Ib(s+h)lf*(x(s))ds. 
I - h 
Consider I= jjiBh b(s+h)f(x(s)) ds(. If I< Ix(t)l*/2, then 
V(4 x,) 2 I lx(t)12 - 11 > lx(t)14/4. 
If 13 lx(t)j*/2, then 
lxU)14/4 d I2 G I,‘- h I& + h)l ds j-[-, I& + h)l f*(xW) ds 
(using Jensen’s inequality on I) 
<2[~tf-h/2,x,-h,2)+ v(f,x,)l 
d4V(t-h/2, x,-,,,2) (since V’ < 0). 
Therefore, in any case 
(x(t)14/16< V(t-h/2,x,-,,,). 
And hence 
lx(t + h/2)14/16 G V(t, x,) d 2x*(t) + 3a*C*W,ll~. 
EXAMPLE D. Krasovskii [9] considered the nonlinear second order 
equation 
x”(t) + #(x’(t), t) +f(x(t - h(t))) = 0, (Dl) 
where fi R + R has a continuous derivative, while 4: R x R + + R and 
h:R,+R+ are continuous and periodic in t with 0 G h(t) < h and h is 
constant. 
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He rewrote the equation as the equivalent system 
x’(t) = Y(l) 
y’(t) = -4(y(tL 1) -f(x(t)) + jn,,,, f*(xO + 3)) ~(t + s) & 032) 
where f*(x) = df(x)/dx. By defining the Liapunov functional 
V(~,,l’,)=2j~~(s)ds+~~(r)+v~ jn, j”y2(r+s)d.rdu, (D3) 
0 u 
where 0 < v2 is constant. he obtained 
(D4) 
where r is a positive constant, under the conditions 
&Y, t)/y2b>O for ~20 and y#O, (D5) 
and 
.f(x)/x>a>O for x # 0, If*(x)l G L h<;. 036) 
Moreover, if we also have 
O<b<d(y, f)lyGB,, for t 2 0, y # 0, (D7) 
then there is a Liapunov functional U: R + x C, + R + (for some Z-Z> 0) 
satisfying Conditions (2) and (3). 
Proof By (D6), sGf(s) ds 3 (a/2) x2, for all x E R. 
Define U:R+xC,+R, ( w h ere H> 0 will be clear at the end of the 
proof) by 
WC x,, y,)= Q-G Y,)+;xJw Y(f), 
where r is given in (D4), and N is a large positive constant which will be 
determined later on. Then 
U(t, x,, y,) 2 2 jx(?-~s, ds + y2(f) + kx’(O y(t) 
0 
>ux*(t)+ y2(t)+$x'(t) y(t). 
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Therefore if /(x(t), y(t))1 is suffkient small and N is sufficient large, say 
IX(t)1 <HI and N>NI, where X(t)=(x(t), y(t)), then 
vr, x,3 Y,) 2 wx*w + Y’(G) 
for some constant A4 > 0. 
On the other hand, since f is continuous, there is a constant B, > 0, such 
that If(x)1 GB, for (XI GH,. Therefore for IX(t)1 6 H,, 
WC xt, Y,) G =32lx(t)l + y*(r) + & (x6(4 + Y’(G) 
y*(s) ds du 
6 w,(lx(01)+v2~j-r IWl’d~ 
r-h 
for some wedge W,. 
This proves that U satisfies Condition (2). 
To show that U satisfies Condition (3), consider 
W(x,, Y,)=;x”(t) y(t). 
Then 
3r 
W;D*)(X,T Y,) =x x2(t) Y*(t) 
+;x3w -#(Y(t), f)-&m(t)) 
( 
f(O f*(x(t+s))y(t+s)ds --h(t) > 
<g x2(r) y*(z) + % lx(t)13 Iv(t)1 
-;x4(r)+$ 1413p,,,, Iy(t+sN ds 
<$x’(t) v2(t)+y B1r lx(t)13 Iv(t)l 
-~x4(r)+~(h(r)lx(r)16+1:~hlll IY(.~I’+ 
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Therefore 
= -r[y2(r)+jl'hy2(s)ds]-;x4(r) 
( 
fi - -x2(r)-~p?(r))2+~x4(r) 
v@ 
+g-g4w- 
( 
BIJ;; J; * y- lx(a3-y Iv(r)l 
> 
+gx6(r)+$jtLh y*(s)ds 
Therefore if IX(t)1 is sufficient small and N is sufficient large, say 
IX(t)1 < H2 and N> N2, then 
qD2)(t, x1, y,) < --&x4(1) -; v*(t) -; j'_ Y'(S) ds. 
f h 
Therefore there are wedges W,, W,, W, such that 
w,(lx(t)l)G u(t, x,, Y,)< W2(IX(t)l)+v2h j,‘-, IX(s)l*ds 
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and 
on R, x CH, where H=min(H,, Hz) and N=max(N,, N,). 
This completes the proof. 
Clearly, by Theorem l(d), we have the following corollary. 
COROLLARY. The zero solution of (D2) is uniformly asymptotically stable 
if Conditions (D5)-(D7) hold. 
The idea of the proof of the previous theorems would also be useful. 
Becker, Burton, and Zhang [ 1 ] considered Eq. (1) and proved the next 
two theorems. But Theorem Bl, in fact, is a corollary of Theorem B2 by 
using the Liapunov functional constructed in the proof of Theorem 6. 
DEFINITION 5. A continuous function q: R, + R, is said to be a 
J-function if 9 is nonincreasing, v] 6 L’ [0, cc ), and for each h > 0 there is an 
M>O with j:-,,n(s)ds<Mn(t) for h<t<oo. 
DEFINITION 6. A measurable function q: R, + R, is said to be 
uniformly integrabbly positive with parameter h (UIP(h)) if there exists 
6>0 with j:-hq(~)&~6 for t>h. 
THEOREM Bl. Let V: R, x C, + R, and n: R, + R, both be continuous 
with 
(i) X = 0 uniformly stable, 
(ii) w,(lx(t)l) 6 Ut, X,1, 
(iii) V;,,(t, X,) d -rl(tNW2(Mt)l) + w3(lJ3t)l )I, 
(iv) W, convex downward, and 
(v) n a J-function. 
Then X= 0 is asymptotically stable. 
THEOREM B2. Let V:R,xC,-+R+ and let n2,nZ:R++R+ where 
1; ql(s) ds= co and qz is UIP(h). Zf 
(i) X = 0 is untformly stable, and 
(ii) V;,,(t, X,1 < -vAt)i K(jiL Ifh %)I W 
+ W,(j:-, ds) W,(INs)l) W 
then X = 0 is asymptotically stable. 
CLAIM. Theorem Bl is a corollary of Theorem B2. 
409/170/l-II 
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Proof: Suppose that all conditions of Theorem Bl hold. Define 
Then 
<- s ’ y~(s)C~~(lWs)O+ W,(W’(s)Ol ds t-h 
d --r](t) 
i 
j,‘, W,(lJW)l)ds+ j,;, @‘,W(s)l) ds] 
(since u is nonincreasing) 
(by Jensen’s inequality). 
Let W,(r) = hW,(r/h), W,(r) = r, W,(r) = W*(r), r~r(t) = q(t), and 
qz(t) = 1 in Theorem B2. Then clearly, all conditions of Theorem B2 are 
satisfied and hence the zero solution of (1) is asymptotically stable. This 
completes the proof. 
As a corollary of Theorem B2, it is clear that the conditions of 
Theorem Bl can be weakened. 
Let us examine Theorem 2 and Theorem 3 again. Burton and Hatvani 
[S] also gave the following statement as a corollary to Theorem 3. Again 
by using the Liapunov functional constructed in the proof of Theorem 6, 
this statement is also a corollary to Theorem 2. We omit the proof here. 
COROLLARY B. Suppose that there are a continuous Liapunov func- 
tional V:R+xC,-+R, and a monotone function q: R, + R, with 
fp q(t) dt = 00, and such that Conditions(i) and (ii) of Theorem 3 are 
satisfied. Then the zero solution of (1) is asymptotically stable. 
Krasovskii [9] gave the next theorem. 
THEOREM K. Let VI R + x C, -+ R + be continuous with 
6) ~,(lWt!O G v(t, x,1 G w2(IlX,ll) 
(ii) V{,,(t, x,)G - W3(IW,II). 
Then the zero solution of (1) is unijbrmly asymptotically stable. 
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To realize condition (ii), Burton, Casal, and Somolinos [3] proved that 
if X(t) is a solution of (1) on [0, co) with IX(t)1 <H and 
(7) 
then there is a convex downward wedge W, with 
yI,(c X,) G - W3Ol~tlI). (8) 
If V is a Liapunov functional satisfying 
q,,t4 X,)G - W,(W(f)l)- W2(lJf’(t)l), 
where W, is convex downward, then by Theorem 6, there is another 
Liapunov functional U satisfying (7) and hence U also satisfies (8) while 
U still retains the main properties of I/. 
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