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Higher-Order Total Directional Variation. Part I: Imaging Applications ∗
Simone Parisotto† , Jan Lellmann‡ , Simon Masnou§ , and Carola-Bibiane Scho¨nlieb¶
Abstract. We introduce a class of higher-order anisotropic total variation regularisers, which are defined for
possibly inhomogeneous, smooth elliptic anisotropies, that generalise the Total Generalised Vari-
ation (TGV) regulariser and its variants. We propose a primal-dual hybrid gradient approach to
approximate numerically the associated gradient flow. This choice of regularisers allows to preserve
and enhance intrinsic anisotropic features in images. This is illustrated on various examples from
different imaging applications: image denoising, wavelet-based image zooming, and reconstruction
of surfaces from scattered height measurements.
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1. Introduction. In the last decades, total variation (TV) regularisation has been suc-
cessfully applied to a variety of imaging problems. In particular since [44], TV plays a crucial
role for variational image denoising, image deblurring, inpainting, segmentation, magnetic
resonance image (MRI) reconstruction and many others, see [12]. While the TV regulariser
successfully eliminates noise and at the same time preserves characteristic image features like
edges, it still has some shortcomings. A major one is the staircasing effect, resulting into
blocky-like images [13, 37]. One approach to mitigate this effect is based on higher order total
variation regularisers, see e.g. [17, 18, 39, 48, 57], aiming to eliminate the staircasing effect by
higher regularity in homogeneous regions of the image while still allowing for discontinuities in
the presence of edges. The total generalized variation (TGVQα) regulariser has been proposed
in [11] to balance the first Q derivatives of u with a regularisation parameter vector α. An-
other modification of the TV regulariser has been the introduction of directional information
in the regularisation, allowing to smooth images in an anisotropic fashion favouring preferred
directions, e.g. [5, 59, 7, 22, 50, 26, 34, 32, 24, 23]. A recent combination of directional TV
and higher-order derivatives is the directional total generalized variation [20] that equips the
TGVQα regulariser with one constant preferred smoothing direction.
In this paper we extend the directional total generalized variation [20] towards accommo-
dating spatially-varying directional information by means of weighting the derivatives in the
TGVQα regulariser with 2-tensors. We also generalise the work of [33] which uses the directional
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(a) Denoising (20% Gaussian noise). (b) 4X Wavelet-based zooming. (c) DEM interpolation of 7% data.
Figure 1: Imaging applications for the class of directional regularisers introduced in this paper.
information for the reconstruction of surfaces from scattered data. We generalise it from the
theoretical side in our companion work [41] by combining different orders of regularisers, and
we generalise it here from the numerical/applicative side by introducing a tailored primal-dual
hybrid gradient scheme which replaces the commercial CVX+Mosek solver used in [33] and
by addressing multiple imaging problems.
We show the effect of this generalised class of regularisers in different imaging applications
where the introduced anisotropy plays a crucial role: image denoising, wavelet-based zooming
and digital elevation map (DEM) interpolation with applications to atomic force microscopy
(AFM) data, see Figure 1. For the application of our regularisers to video denoising, we refer
to [42] and in general to [40].
Let us enter more into details. Being Ω ⊂ Rd a bounded Lipschitz domain for d ≥ 1 and
u : Ω→ R a function, we define the the higher-order directional total variation of u as:
(1) TDVQα(u,M) := sup
Ψ
{∫
Ω
udivQMΨ dx
∣∣∣ for all Ψ ∈ YQM,α} ,
where Q is the order of regularisation, M is a collection of weighting fields, α is a vector of
regularisation parameters, T Q(Rd) is the vector space of Q-tensors in Rd and
(2) YQM,α =
{
Ψ : Ψ ∈ CQc (Ω, T Q(Rd)),
∥∥∥divjMΨ∥∥∥∞ ≤ αj ,∀ j = 0, . . .Q− 1} .
We will provide the rigorous definition for (1) in Section 2.2. We comment for now that the
regulariser in (1) is designed for introducing weighted derivatives in the classical definition
of TGVQα. The anisotropy is introduced by a family of weights M and a suitably weighted
divergence divQM of order Q. Throughout the paper, we will consider a specific choice of M
that we call Ma and that is given by
(3) Ma := (Maj )Qj=1 , where Maj =
{
Mj for j > Q− a;
I for j ≤ Q− a,
so as to weight all derivatives of order q > Q−a and keep the remaining derivatives unweighted.
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1.1. Related work. In what follows we review the state-of-the-art that is most relevant
for the proposed higher-order directional total variation regulariser. We focus in particular on
functional regularisers but it is worth mentioning that there is a rich literature on fairly general
anisotropic PDE models, mainly of first and second order, see for instance [45, 51, 55, 30, 9,
14, 3, 58] and the references therein. Our model handles a more limited class of anisotropies
but it can do it at any order of derivation, particularly useful in various applications.
The idea of anisotropic smoothing for imaging has certainly been popularized by the book
of Weickert on anisotropic diffusion equations [55] based on the key notion of structure tensor
to encode directional information, see also [28, 25, 29]. Weickert’s structure tensor for a
continuous imaging function u : Ω→ R and non-negative parameters σ, ρ is defined as
(4) Jρ(u) := Kρ ∗ (∇uσ ⊗∇uσ) ,
where uσ = Kσ∗u and Kσ,Kρ are Gaussian kernels with standard deviations σ, ρ, respectively.
For ∇uσ 6= 0 the structure tensor Jρ(u) has two orthogonal eigenvectors v1 and v2 with
corresponding non-zero real eigenvalues λ1(x) and λ2(x). Here v1 and v2 approximately
point in the direction ∇uσ and ∇⊥ uσ. From this, diffusion tensors can be constructed which
inherit v1 and v2 as eigenvectors but whose eigenvalues are expressions of λ1 and λ2 so to
increase or reduce smoothing in these directions, compare for instance coherence-enhancing
diffusion [56]. The concept of structure tensor is used for variational regularisation in [50]
in the framework of a single orientation estimation approach. More precisely, the authors
consider a regulariser of the type ∫
Ω
w(x)Jρ(u) dx,
for a non-negative weight function w : Ω→ R and a continuous imaging function u : Ω→ R,
for smoothing an image into a dominant single direction. For directed smoothing in two
directions, the authors propose to estimate directions v1 and v2 as in [1] and, in their double
orientation estimation approach, decompose u(x) = u1(x) + u2(x) via
(5) min
u1,u2
u1+u1=u
α
(∥∥vT1 ∇u1∥∥1 + ∥∥vT2 ∇u2∥∥1)+ 12 ‖u− u‖22 .
An approach based on the analysis of eigenvalues and eigenvectors of the structure tensors
can be found in [26] while in [34] the admissible set of test functions are locally adapted to
the geometry of u via the support function regulariser. Furthermore, in [32], the structure
tensor total variation (STV) focuses on the nuclear norm of the structure tensor (4) in order
to measure the local image variation:
(6) STVp(u) =
∥∥∥(√λ1, √λ2)∥∥∥
p
.
Also in [24], a regulariser is proposed whose smoothing directions vary according to the image
content, leading to the analysis of
RJ(u) = gγ(S∇u), S = max
(√
γ, 4
√
λ1 + λ2Λ
−0.5QT
)
,
4 S. PARISOTTO, J. LELLMANN, S. MASNOU AND C.-B. SCHO¨NLIEB
where gγ is the Huber regularisation with parameter γ > 0 and the structure tensor Jρ is
decomposed as Jρ = QΛQ
T.
Let us also mention that early works where the gradient is weighted date back to [7], where
the oriented local image structure is extracted from images by the regulariser
(7) TVα(u) =
∫
Ω
|Mα∇u| dx,
with Mα being the orthogonal rotation matrix for an angle α > 0.
Further, in [5], a discrete directional total variation (TVa,θ) regulariser for denoising dis-
crete images u with a single dominant direction (directional images) is introduced via affine
transformations of test functions: the circular unit ball generated by the L2-norm is trans-
formed into an ellipse Ea,θ, with major semiaxis a > 1 rotated by θ, penalizing variations for
large a along θ:
(8) TVa,θ(u) =
∑
i,j
sup
Ψ∈Ea,θ
〈(∇u)i,j , Ψ〉.
A straightforward generalization of (8) is to spatially vary the direction θ in multiple
directions, namely θ := θ(x). In [59] the authors propose to adapt θ to the edge directions,
(9) (cosθ, sinθ) =
(∇uσ)⊥
‖∇uσ‖2
,
so as to associate at each pixel position (i, j) a specific ellipsoid ball Ea,θij for the test functions,
leading to the discrete edge adaptive directional total variation (EADTV) regulariser:
(10) EADTVα,θ(u) =
∑
i,j
sup
Ψ∈Eα,θij
〈(∇u)i,j , Ψ〉.
In [23], a discrete weighted directional Total Variation (dTV) regulariser is introduced as
(11) dTV(u) =
N∑
n=1
|Pξn∇un| , with ξn :=∇un/(Kσ ∗ |∇un|),
by projecting onto the complementary part of a vector field Pξnx = x− 〈ξn, x〉ξn.
In [20], the continuous directional total variation (DTV) and directional total generalized
variation (DTGV) are analysed for a single global direction θ:
DTV(u) = sup
Ψ˜
{∫
Ω
udiv Ψ˜ dx
∣∣∣ Ψ˜ ∈ C1c(Ω,R2), Ψ˜(x) ∈ Ea,θ(0), ∀x ∈ Ω} ,(12)
DTGVQα(u) = sup
Ψ˜

∫
Ω
udivQ Ψ˜ dx
∣∣∣ Ψ˜ ∈ CQc (Ω, SymQ(R2)),∥∥∥divq Ψ˜(x)∥∥∥ ≤ αq, ∀q = 0, . . .Q− 1
 ,(13)
where Rθ and Λa are rotation and contraction matrices, respectively, and test functions are
Ea,θ(0) 3 Ψ˜(x) = RθΛaΨ(x), with Ψ ∈ B1(0).
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1.2. Our proposal. Our work extends the regularisers in (12)-(13) for handling inhomo-
geneous directions θ in Ω ⊂ R2. We investigate the directional total variation regulariser of
(1) and study its performance for a variety of image processing problems by solving
(14) u∗ ∈ arg min
u
Q∑
q=1
TDVqαq(u,Mq) +
η
2
‖Su− u‖22 ,
where u ∈ L2(Ω) is a given, imperfect and possibly incomplete imaging data, and S : L2(Ω)→
L2(Ω) a linear operator. We consider the cases for which Mj in Mq = (Mj)qj=1 from (1) is
either Mj = I or Mj = Λb(Rθ)
T,
with I the identity matrix and Λb, Rθ contraction and rotation matrices defined, respectively,
as
Λb =
(
b1(x) 0
0 b2(x)
)
and Rθ =
(
cos θ(x) − sin θ(x)
sin θ(x) cos θ(x)
)
,
with b := (b1(x), b2(x))
T ∈ [0, 1]2 and θ := θ(x) ∈ [0, 2pi). Occasionally, we will identify
with v : Ω → R2 the vector field associated to the angle θ, i.e. v = (cosθ, sinθ)T and with
v⊥ = (− sinθ, cosθ)T its orthogonal. Thus, we interpret the core operation of the dual version
of the regulariser in (1), M1∇⊗u, as directional derivatives of u along v and v⊥ since
(15) M1∇⊗u = Λb(Rθ)T∇⊗u =
(
b1∇v u
b2∇v⊥ u
)
.
We will in particular focus on the case b = (1, b2(x)) for b2(x) ∈ [0, 1] being either homo-
geneous and vanishing (b2(x) = ε → 0) or inhomogeneous in Ω, see Remark 1.1 for the
geometrical interpretation.
Remark 1.1. In Figure 2 we simulate the two dimensional behaviour of (15) for different
choices of b2. More precisely, for a continuous imaging function u : Ω → R we represent
a possible situation at the position x ∈ Ω of the vectors p = ∇u, p = (p1, p2), and v =
(v1, v2), depicted with red and blue arrows, respectively. We also represent the components
r = (r1, r2) = (p1v1, p2v2) of ∇v u = r1 + r2 = p1v1 + p2v2 by a green arrow. We kept these
values fixed from Figure 2a to Figure 2f. Moreover, the test functions Ψ = (Ψ1,Ψ2) lie on the
black circle due to the constraint ‖Ψ‖2 ≤ 1. Note that in the 2D domain we have
M1∇u ·Ψ =∇u ·MT1 Ψ,
which allows to change the metric space of the test functions into an elliptic ball in magenta.
Thus, for a fixed b1 = 1, b2 is set to vary between 0 and 1. Finally, the magenta arrow
corresponds to the direction of Ψ which realizes the supremum of the regulariser TDV1α in
Equation (1). We observe in Figure 2f the limit case b = (1, 0) where TDV1α(u,M) penalizes
the rate of change of u only along v without orthogonal v⊥ contribution. In all the other
circumstances, v⊥ act as quality estimation of v, leading to a full isotropic approach in the
case b = (1, 1) of Figure 2a, since the magenta arrow is bended in the direction of the gradient
∇u rather then the direction of ∇v u.
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(a) b = (1.0, 1.0) (b) b = (1.0, 0.8) (c) b = (1.0, 0.6) (d) b = (1.0, 0.4) (e) b = (1.0, 0.2) (f) b = (1.0, 0.0)
Figure 2: Different choices for b = (1, b2) in TDV
1
α(u,M), with M = Λb(Rθ)T and θ fixed.
1.3. Contribution of the paper. In what follows we will derive:
• a rigorous definition of the total directional regulariser (1);
• a characterisation of (1) that turns (14) amenable for numerical solution. For this we
propose a primal-dual algorithm and present certain instances for different combina-
tions of orders q = 1, . . . ,Q, up to Q = 3 in (1);
• a number of numerical experiments with this new regulariser for image denoising,
image zooming and interpolation of two-dimensional surfaces from a sparse number of
given height values.
1.4. Organization of the paper. In Section 2 we discuss the higher-order total direc-
tional variation regularisers with anisotropy. The numerical details of the discretisation are
introduced in Section 3, with the primal-dual algorithm and the numerical optimisation de-
scribed in Section 4. Imaging applications to denoising, wavelet-based zooming and surface
interpolation with application to atomic force microscopy imaging are discussed in Section 5.
2. Higher-order total directional variation. In this section we introduce the rigorous
definition of (1). To do so, we first introduce the terminology of tensors and their mathematical
manipulation.
2.1. Tensors. Following [11], let T `(Rd) be the vector space of `-tensors defined as
T `(Rd) :=
ξ : Rd × · · · × Rd︸ ︷︷ ︸
`-times
→ R, such that ξ is `-linear
 .
On T `(Rd), we have the following operations:
• let ⊗ be the tensor product for ξ1 ∈ T `1(Rd), ξ2 ∈ T `2(Rd), with ξ1⊗ξ2 ∈ T `1+`2(Rd):
(ξ1 ⊗ ξ2)(a1, . . . ,a`1+`2) = ξ1(a1, . . . ,a`1)ξ2(a`1+1, . . . ,a`1+`2);
• let trace(ξ) ∈ T `−2(Rd) be the trace of ξ ∈ T `(Rd), with ` ≥ 2, defined by
trace(ξ)(a1, . . . ,a`−2) =
d∑
i=1
ξ(ei,a1, . . . ,a`−2, ei),
where ei is the i-th standard basis vector;
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• let ( · )∼ be such that if ξ ∈ T `(Rd), then ξ∼(a1, . . .a`) = ξ(a`,a1, . . . ,a`−1);
• let ( · ) be such that if ξ ∈ T `(Rd), then ξ(a1, . . .a`) = ξ(a`, . . . ,a1);
• let ξ,η ∈ T `(Rd). Thus T `(Rd) is equipped with the scalar product defined as
ξ · η =
∑
p∈{1,...,d}`
ξp1,...,p`ηp1,...,p` .
We now introduce the derivative operator for tensors and its weighted version.
Definition 2.1. Let ∇ = (∂1, . . . , ∂d)T be the derivative operator and ξ ∈ T `(Rd). The
derivative of ξ is defined as (∇⊗ξ) ∈ T `+1(Rd) via the following:
∇⊗ξ := (∂jξi1,...,i`)j,i1,...,i` .
Let η ∈ T 2(Rd). The derivative operator weighted by η is defined as η∇ ∈ T 1(Rd) and the
derivative of ξ ∈ T `(Rd) weighted by η is defined as (η∇⊗ξ) ∈ T `+1(Rd) via the following:
(16) η∇⊗ξ :=
(
d∑
k=1
ηj,k∂kξi1,...,i`
)
j,i1,...,i`
.
Remark 2.2. For notational purposes, the sum in (16) will be shortened using Einstein
notation over the repeated subscript, meaning that each element of the tensor η∇⊗ξ is
written as ηj,k∂kξi1,...,i` .
In the next, we will also denote the space of Q-times uniformly continuously differentiable
T `(Rd)-valued tensors as CQ(Ω, T `(Rd)) which is a Banach space with the norm
‖u‖∞,Q = max
`=0,...,Q
sup
x∈Ω
∣∣∣∇`⊗u(x)∣∣∣ ,
where (∇Q⊗u) : Ω → T Q+`(Rd), and we will consider also the space CQc (Ω, T `(Rd)) of
T `(Rd)-valued tensors which are Q-times continuously differentiable with compact support in
Ω.
2.2. Definition of total directional variation. For making sense of the distributional
formulation of higher-order directional variation in (1) we need an integration by parts formula
for the weighted derivative of tensors in Definition 2.1. Namely we consider∫
Ω
(M∇⊗A) ·Ψ dx,
with Ω ⊂ Rd being a bounded Lipschitz domain, M ∈ C1(Ω, T 2(Rd)), A ∈ C1(Ω, T `(Rd))
and Ψ ∈ C1c(Ω, T `+1(Rd)). We report in this section the main results from the second part of
our companion work [41], without the detailed proofs. First, we give an integration by parts
formula where only M switches:
Lemma 2.3. Let Ω, M, A and Ψ as above. Then:
(17)
∫
Ω
(M∇⊗A) ·Ψ dx =
∫
Ω
(∇⊗A) · trace (M⊗Ψ∼) dx, for all M, A, Ψ.
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Then a general adjoint property follows:
Lemma 2.4. Let Ω, M, A and Ψ as above. Then:
(18)
∫
Ω
(M∇⊗A) ·Ψ dx = −
∫
Ω
A · divM Ψ dx, for all M, A, Ψ,
where divM Ψ := trace (∇⊗ [trace (M⊗Ψ∼)]∼) .
We can now define the total directional variation of order Q with weights α ∈ RQ+.
Definition 2.5. Let Ω ⊂ Rd, u ∈ L1(Ω,R), Q ∈ N, M := (Mj)Qj=1 be a collection of
fields in C∞(Ω, T 2(Rd)) and α := (α0, . . . , αQ−1) be a positive weight vector. Then, the total
directional variation of order Q, associated with M and α, is defined as:
(19) TDVQα(u,M) := sup
Ψ
{∫
Ω
udivQMΨ dx
∣∣∣ for all Ψ ∈ YQM,α} ,
where
(20) YQM,α =
{
Ψ : Ψ ∈ CQc (Ω, T Q(Rd)),
∥∥∥divjMΨ∥∥∥∞ ≤ αj ,∀ j = 0, . . .Q− 1}
and the weighted divergence of order q is defined recursively, from Lemma 2.4, as:
(21)
div0MΨ := Ψ, if j = 0,
div1MΨ := divMQ Ψ, if j = 1,
...
...
divQM(Ψ) := divMQ−j+1
(
divj−1M Ψ
)
if j = 2, . . . ,Q.
Remark 2.6. For M = (I)Qj=1, then TDVQα(u,M) ≡ ¬symTGVQα(u), [11, Remark 3.10].
2.3. Directional matrices for applications. In what follows, we introduce a particular
parametrisation of directional matrices for fields M in (19). For standard imaging applica-
tions, we will usually deal with grey-scale images u : Ω→ R, Ω ⊂ R2, i.e. d = 2.
Definition 2.7 (Directional matrices). Let
(
bj
)Q
j=1
, bj : Ω → [0, 1]2, be a collection of so-
called contraction weights (being each element of modulus ≤ 1), (θj)Qj=1, θj : Ω→ [0, 2pi), be a
collection of angles, and Λjb and R
j
θ the associated contraction and rotation matrices defined,
respectively, as
Λjb :=
(
bj1 0
0 bj2
)
, Rjθ :=
(
cosθj − sinθj
sinθj cosθj
)
∈ SO(2).
Then we define M := (Mj)Qj=1 to be a collection of contraction-rotation matrices (in Einstein
notation) as
Mj := Λ
j
b(R
j
θ)
T =
(
λjpkr
j
`k
)
p,`
,
where λjpk, r
j
k` are the element-wise entries of the matrices Λ
j
b, R
j
θ, respectively.
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Definition 2.8 (Weighted derivatives of order 1). Let ∇ = (∂1, ∂2)T be the derivative opera-
tor, such that the gradient of u is defined by ∇u :=∇⊗u = (∂1u, ∂2u)T . Then, the weighted
derivative operator of order 1 associated to the directional matrix M1 from Definition 2.7 is
M1∇u := (M1∇⊗u)p =
(
λ1pkr
1
`k∂`u
)
p
.
Remark 2.9. If M = I (i.e. b11 ≡ b12 ≡ 1 and θq ≡ 0 for all x ∈ Ω), then M1∇u ≡∇u.
Remark 2.10. Let v1 = (cosθ1, sinθ1) be a vector field associated to the angle θ1 and let
v1⊥ = (− sinθ1, cosθ1) be its orthogonal field. Then
M1∇⊗u :=
(
b11∇v1 u
b12∇v1⊥ u
)
,
where ∇z u represents the directional derivative along a vector field z, defined as
∇z u(x) =∇u(x) · z =
2∑
i=1
∂iu zi.
Definition 2.11 (Weighted derivatives of order Q). We define the derivative of order Q of
u using Definition 2.8 recursively as
∇Q u := (∇⊗∇Q−1 u)
pQ,...,p1
=
(
∂pQ . . . ∂p1u
)
pQ,...,p1
.
We define the weighted derivative of order Q of u with respect to M recursively as
∇0M u := u,
∇1M u := (M1∇⊗u)p1 =
(
λ1p1kr
1
`k∂`u
)
p1
,
...
∇QM u :=
(
(MQ∇)⊗
(
MQ−1∇Q−1 u
))
pQ,...,p1
=
(
λQpQkQr
Q
`QkQ
∂`Q
(
MQ−1∇Q−1⊗u
))
pQ,pQ−1,...,p1
.
With these definitions we can now make (3) more precise.
Definition 2.12. Let a ∈ [0,Q] be such that a ∈ N and let Ma be a collection of fields in
C∞(Ω, T 2(Rd)) defined from M as follows
(22) Ma := (Maj )Qj=1 , where Maj =
{
Mj for j > Q− a;
I for j ≤ Q− a.
From now, Ma represents the derivatives weights (remark that for j = 1, . . . ,Q − a the
derivatives are as in the classic case) and we will refer to a as anisotropy order.
We can now define the total directional variation of order Q and anisotropy a, with Ma
as in Definition 2.12 and weights α ∈ RQ+.
Definition 2.13. We call total directional variation of order Q and anisotropy a the regu-
lariser TDVQα(·,Ma) in Definition 2.5 with weights Ma as in Definition 2.12.
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2.4. Examples. We present some examples of the total directional variation of order Q for
Q = 1, 2, 3, anisotropy a = 1, and directional matrices Mj ≡M = Λb(Rθ)T as in Definition
2.7. That is, we focus on the following cases:
• order Q = 1 and anisotropy a = 1, M1 = M:
TDV1α(u,M1) := sup
Ψ
{∫
Ω
udivM Ψ dx
∣∣∣ for all Ψ ∈ Y1M1,α} ;
Y1M1,α =
{
Ψ : Ψ ∈ C∞c (Ω,R2), ‖Ψ‖∞ ≤ α0
}
;
• order Q = 2 and anisotropy a = 1, M1 = (I,M):
TDV2α(u,M1) := sup
Ψ
{∫
Ω
udiv(divM Ψ) dx
∣∣∣ for all Ψ ∈ Y2M1,α} ;
Y2M1,α =
{
Ψ : Ψ ∈ CQc (Ω,R2×2), ‖Ψ‖∞ ≤ α0, ‖divM Ψ‖∞ ≤ α1
}
;
• order Q = 3 and anisotropy a = 1, M1 = (I, I,M):
TDV3α(u,M1) := sup
Ψ
{∫
Ω
udiv2(divM Ψ) dx
∣∣∣ for all Ψ ∈ Y3M1,α} ;
Y3M1,α =
{
Ψ : Ψ ∈ CQc (Ω,R2×2×2),
‖Ψ‖∞ ≤ α0, ‖divM Ψ‖∞ ≤ α1
‖div(divM Ψ)‖∞ ≤ α2
}
.
3. Numerical discretisation. The rest of the paper focuses on the discretised formula-
tion of (14), and its numerical solutions and performances on a number of image processing
variational examples. We start by introducing the discretisation of (14).
3.1. Staggered grids. We will discretise (14) by means of finite-differences on two stag-
gered regular Cartesian grids of width h > 0, one located on the grid vertices, named grid of
pixels Ωh, and one in the centre of the squares, called grid of cell centres Γh:
Ωh = {(kh, lh) | (1, 1) ≤ (k, l) ≤ (M,N)} ,
Γh =
{
(k˜h, l˜h) | (k˜, l˜) =
(
k +
1
2
, l +
1
2
)
, (1, 1) ≤ (k, l) < (M,N)
}
,
where Ωh is of size M × N , Γh is of size (M − 1) × (N − 1) and the pairs (k, l) ∈ N2 and
(k˜, l˜) ∈ N2 denotes the positions on the grids Ωh and Γh, respectively. The grid Γh will be
used to perform the weighted derivative operation, i.e. for introducing the anisotropy. In
order to do so, we first introduce the grids for the partial derivatives: let ι = (ι1, . . . , ιQ) be
a multi-index variable with each ιj ∈ {1, 2} indicating the variable of the partial derivative
involved and let Xj,h(ι1,...,ιQ) be the discrete grid of step-size h such that ∂ιQ . . . ∂ι1u ∈ R|X
j,h
ι |
and
Xj,h(ι1,...,ιQ) =
{
(ph, qh) | (p, q) =
(
k +
|I1|#
2
, l +
|I2|#
2
)
, (1, 1) ≤ (k, l) ≤ (M,N)
}
,
where |I1|# and |I2|# are the cardinality of the sets I1 and I2 containing as many elements as
the number of derivatives requested with respect to the variables 1 or 2, respectively (being
in a 2-dimensional domain). Note that if Q = 0 then X0,hι coincides with Ω
h. As an example,
X1,h1 results in Ω
h shifted by h/2 along k and X1,h2 results in Ω
h shifted by h/2 along l.
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3.2. Discretised objects. Let the order of derivatives Q > 0 be fixed. By means of
the superscript h, we define the finite-dimensional approximation of the following quantities,
where |Ωh|, |Γh| and |Xj,hι | are the number of grid points in Ωh, Γh and Xj,hι , respectively:
• uh ∈ R|Ωh| is the discretisation of the function u;
• u,h is the discretisation of the observed imaging data u;
• vh = (vh1 ,vh2 ) ∈ R|Γ
h|×|Γh| is a discrete vector field;
• bh = (bh1 , bh2) ∈ R|Γ
h|×|Γh| are discrete contraction weights for Λb;
• MhQ = (MhQ,j)Qj=1 discretises the collection of weights MQ = (MQ,j)Qj=1, where each
MhQ,j ∈ R|Γ
h|×|Γh|×|Γh|×|Γh| discretises MQ,j ∈ T 2(R2), for j = 1, . . . ,Q;
• Ψq,h = (ΨQ,h1 , . . . ,ΨQ,h2Q ) ∈ R|Γ
h|×···×|Γh| discretises the test functions Ψ ∈ T Q(R2);
• zh = (zhj )Q−1j=0 discretises the primal variables z, with zh0 = uh ∈ R|Ω
h|, z,h0 = u
,h
and each zhj ∈ R|X
j,h
1,...,1|×···×|Xj,h2,...,2|, for j = 1, . . . ,Q− 1;
• wh = (whj )Qj=1 discretises the dual variables w, with whj ∈ R|X
j,h
1,...,1|×···×|Xj,h2,...,2| for
j = 1, . . . ,Q.
3.3. Isotropic differential operators. Here we discuss the discretization of the adjoint
unweighted operators ∇ and div. For uh ∈ R|Ωh|, the discrete gradient operator is defined as
∇h : R|Ωh| → R|X1,h1 |×|X1,h2 |
uh 7−→ (∂h1uh, ∂h2uh)
where we use the central second-order finite difference scheme on the grids X1,h1 , X
1,h
2 :
(∂h1u
h)k+ 1
2
,l =

uhk+1,l − uhk,l
2
(
h
2
) if k < M,
0 if k = M,
and (∂h2u
h)k,l+ 1
2
=

uhk,l+1 − uhk,l
2
(
h
2
) if l < N,
0 if l = N.
Let ph = (ph1 ,p
h
2) ∈ R|X
1,h
1 |×|X1,h2 | and let the discrete divergence operator
divh : R|X
1,h
1 |×|X1,h2 | → R|Ωh|
ph 7−→∇h ·ph,
be defined for each pixel (k, l) via the central second-order difference scheme on Ωh:
(divh ph)k,l =

(ph1)k+ 1
2
,l
2
(
h
2
) if k = 1,
(ph1)k+ 1
2
,l − (ph1)k− 1
2
,l
2
(
h
2
) if k ∈ (1,M)
−
(ph1)k− 1
2
,l
2
(
h
2
) if k = M,
+

(ph2)k,l+ 1
2
2
(
h
2
) if l = 1,
(ph2)k,l+ 1
2
− (ph2)k,l− 1
2
2
(
h
2
) if l ∈ (1, N),
−
(ph2)k,l− 1
2
2
(
h
2
) if l = N.
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Thus, the isotropic discrete gradient and discrete divergence are designed to fulfil the
discrete adjointness property, for every uh ∈ R|Ωh| and ph ∈ R|X1,h1 |×|X1,h2 |:
(23) 〈∇h uh, ph〉 = −
∑
(k,l)∈Ωh
uhk,l(div
h ph)k,l,
where 〈 · , · 〉 : R|X1,h1 |×|X1,h2 | × R|X1,h1 |×|X1,h2 | → R.
For higher-order derivatives of order Q we denote the isotropic discrete gradient and
discrete divergence operator by ∇Q,h and divQ,h and write
∇Q,h : R|Ωh| → R|XQ,h1,...,1|×···×|XQ,hι1,...,ιQ |×···×|XQ,h2,...,2|
uh 7−→
(
∂h1 (∂
h
1 (. . . (∂
h
1u
h))), . . . , ∂hι1(∂ι2 . . . (∂
h
ιqu
h))), . . . , ∂h2 (∂
h
2 (. . . ∂
h
2u
h)))
)
and
divQ,h : R|X
Q,h
1,...,1|×···×|XQ,h2,...,2| → R|Ωh|
ph 7−→∇Q,h ·ph.
The adjointness property is fulfilled for every uh ∈ R|Ωh| and ph ∈ R|XQ,h1,...,1|×···×|XQ,h2,...,2|:
(24) 〈∇Q,h uh, ph〉 = −
∑
(k,l)∈Ωh
uhk,l(div
Q,h ph)k,l,
where 〈 · , · 〉 : R|XQ,h1,...,1|×···×|XQ,h2,...,2| × R|XQ,h1,...,1|×···×|XQ,h2,...,2| → R.
3.4. Transfer operators. The mismatched location between zh0 , ∇1,h zh0 , . . . , ∇Q,h zh0
and the fields MhQ = associated to vh requires the introduction of the following transfer
operators, so as to make the quantities computable in the same location. Note however that
when MhQ,j = I for j < Q, as in the applications described in this paper, the use of transfer
operators is needed only for the outer derivative, i.e. the one associated to the weighting field
MhQ,Q. In the next, we will provide some insights for the general case.
LetW := (W j)Qj=1 be a family of transfer operatorsW j = (Wjι), with Wjι : R|X
j,h
ι | → R|Γh|
and ι a multi-index. In practice, W j interpolates the data from the grids of j-th order
derivatives Xj,hι to the grid of cell centres Γ
h, e.g. Wjι is the operator made by partition of
unit weights. Since it is an interpolation matrix, its adjoint operation is denoted by (W j)T,
where the extension from Γh to boundary of Xj,hι is made possible by mirroring the data as
appropriate.
Example 3.1. For zh0 ∈ R|Ω
h| and Q fixed, the derivatives of zh0 (up to order Q) are
wh1 :=∇1,h zh0 = (∂h1zh0 , ∂h2zh0 ) ∈ R|X
1,h
1 |×|X1,h2 |;
wh2 :=∇2,h zh0 = (∂h1 ∂h1zh0 , ∂h1 ∂h2zh0 , ∂h2 ∂h1zh0 , ∂h2 ∂h2zh0 ) ∈ R|X
2,h
1,1 |×|X2,h1,2 |×|X2,h2,1 |×|X2,h2,2 |;
...
whQ :=∇q,h zh0 = (∂h1 . . . ∂h1zh0 , . . . , ∂h2 . . . ∂h2zh0 ) ∈ R|X
Q,h
1,...,1|×···×|XQ,h2,...,2|,
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the transfer operators W = (W j)Qj=1 are
W j :=

Wj1,...,1 : R
|Xj,h1,...,1| → R|Γh|,
...
Wjι1,...,ιj : R
|Xj,hι1,...,ιj | → R|Γh|,
...
Wj2,...,2 : R
|Xj,h2,...,2| → R|Γh|,
and each Wjι1,...,ιj is the interpolation matrix that interpolates the values of (∂ι1 . . . ∂ιjz
h
0 ) ∈
R|X
j,h
ι1,...,ιj
|
to R|Γh| by an arithmetic mean. For example, for the first order derivatives we have
W1∇1,h⊗uh = (W11∂h1uh,W11∂h2uh) ∈ R|Γ
h|×|Γh|
where, for k = 1, . . . ,M − 1 and l = 1, . . . N − 1,
(W11∂
h
1u
h)k+ 1
2
,l+ 1
2
=
(∂h1u
h)k+ 1
2
,l + (∂
h
1u
h)k+ 1
2
,l+1
2
,
(W12∂
h
2u
h)k+ 1
2
,l+ 1
2
=
(∂h1u
h)k,l+ 1
2
+ (∂h1u
h)k+1,l+ 1
2
2
.
As a further example for the second order derivative case and Mh1 = I (which implies no
averaging on the first derivatives for our construction), we have
W2∇1,h⊗∇1,h⊗uh = (W21,1∂h1 ∂h1uh,W21,2∂h1 ∂h2uh,W22,1∂h2 ∂h1uh,W22,2∂h2 ∂h2uh)
whereW2∇1,h⊗∇1,h⊗uh ∈ R|Γh|×|Γh|×|Γh|×|Γh| and, for k = 1, . . . ,M−1 and l = 1, . . . N−1,
(W21,1∂
h
1 ∂
h
1u
h)k+ 1
2
,l+ 1
2
=
(∂h1 ∂
h
1u
h)k,l + (∂
h
1 ∂
h
1u
h)k−1,l+1
2
,
(W21,2∂
h
1 ∂
h
2u
h)k+ 1
2
,l+ 1
2
= (∂h1 ∂
h
2u
h)k,l,
(W22,1∂
h
2 ∂
h
1u
h)k+ 1
2
,l+ 1
2
= (∂h2 ∂
h
1u
h)k,l,
(W22,2∂
h
2 ∂
h
2u
h)k+ 1
2
,l+ 1
2
=
(∂h2 ∂
h
2u
h)k,l + (∂
h
2 ∂
h
2u
h)k+1,l−1
2
,
with (∂h1 ∂
1uh)0,l = (∂
h
1 ∂
1uh)1,l and (∂
h
2 ∂
2uh)k,0 = (∂
h
2 ∂
2uh)k,1.
Remark 3.2. The choice of the staggered grid increases the accuracy of the solution and
allows to compute the inner products between gradients and the vector fields onto a unique
regular Cartesian grid of reference, avoiding misplacements. The transfer operatorsW reduce
the bandwidth of higher order finite difference matrices, improving the quality of the result
and reducing the smoothing due to large stencils.
We report in Figure 3 the positions of ∇Q,h, up to order Q = 3, in order to illustrate how
transfer operators W work for transferring the data on Γh.
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Figure 3: Staggered Grids. We denote uh ∈ R|Ωh| in  and vh ∈ R|Γh| in . Derivatives
of uh are denoted by superscripts and located on bullets: ∇uh = (∂1uh, ∂2uh) = (u1,u2)
in •, ∇2 uh = (∂1∂1uh, ∂2∂1uh, ∂1∂2uh, ∂2∂2uh) = (u11,u12,u21,u22) in • and ∇3 uh =
(∂1∂1∂1u
h, . . . , ∂2∂2∂2u
h) = (u111, . . . ,u222) in •. The transfer operators interpolate values
from the (i, j) bullets to the blue (i, j) squares and vice-versa.
3.5. Anisotropic differential operators. By construction, Mh1 ∈ R|Γ
h|×|Γh|×|Γh|×|Γh| and
∇1,h uh ∈ R|X1,h1 |×|X1,h2 | so the grids X1,h1 ,X1,h2 have an (h/2)-offset with respect to Γh. In this
case, locations of ∇1,h uh and Mh1 are matched via the transfer operators W1 = (W11,W12).
From Remark 2.10, M1∇⊗u can be discretised in the correct grid position by the operator
Mh1W1∇1,h : R|Ω
h| → R|Γh|×|Γh|
and the discretisation reads as
Mh1W1∇1,h⊗uh =
(
bh1W1∇1,h uh · vh
bh2W1∇1,h uh · vh⊥
)
=
(
bh1
(
W11∂
h
1u
hvh1 + W
1
2∂
h
2u
hvh2
)
bh2
(
W12∂
h
2u
hvh1 −W11∂h1uhvh2
)) .
Therefore, the discrete weighted divergence divh
Mh1 ,W1 p
h : R|Γh|×|Γh| → R|Ωh| is
(25) divh
Mh1 ,W1 p
h =∇1,h ·
(
(W11)
T
(
bh1p
h
1v
h
1 − bh2ph2vh2
)
(W12)
T
(
bh1p
h
1v
h
2 + b
h
2p
h
2v
h
1
)) .
This leads to the discrete adjointness property, for every uh ∈ R|Ωh|,ph ∈ R|Γh|×|Γh|:
(26) 〈Mh1W1∇1,h uh, ph〉 = −
∑
(k,l)∈Ωh
uhk,l(div
h
Mh1 ,W1 p
h)k,l,
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where 〈 · , · 〉 : R|Γh|×|Γh| × R|Γh|×|Γh| → R.
When considering higher order derivatives for a generic order Q, the adjoint formula (26)
is slightly more complicated due to the recursive definition of the weighted gradient and the
location of the nested multiplication.
For a fixed Q we have ∇QMQ u := MQ,Q∇⊗ · · · ⊗MQ,1∇⊗u by Definition 2.11, whose
finite-dimensional approximation is ∇Q,hMhQ,W u
h : R|Ωh| → R|Γh|×···×|Γh|, with the recursion
(27) ∇j,hMhQ,W u
h :=

uh if j = 0,
(W j)TMhQ,jW j∇h⊗∇j−1,hMhQ,W u
h if j = 1, . . . ,Q− 1,
MhQ,QWQ∇h⊗∇Q−1,hMhQ,W u
h if j = Q.
Note that in (27) for j = Q we omitted the inverse transfer operator (WQ)T since unnecessary,
so as to keep ∇Q,hMhQ,W u
h ∈ R|Γh|×···×|Γh| and match with the position of ΨQ,h.
Also, divQ,hMhQ,W
: R|Γh|×···×|Γh| → R|Ωh| is the finite-dimensional approximation of divQMQ ,
with the recursion
(28) divj,hMhQ,W
ΨQ,h :=

ΨQ,h if j = 0,
∇h ·(MhQ,QWQ)TΨQ,h if j = 1,
∇h ·(MhQ,Q−j+1WQ−j+1)TWQ−j+1 divj−1,hMhQ,W Ψ
Q,h if 2 < j ≤ Q.
For every uh ∈ R|Ωh|,ph ∈ R|Γh|×···×|Γh|, the discrete adjointness property holds:
(29) 〈∇Q,hMhQ,W u
h, ph〉 = (−1)Q
∑
(k,l)∈Ωh
uhk,l(div
Q,h
MhQ,W
ph)k,l,
where 〈 · , · 〉 : R|Γh|×···×|Γh| × R|Γh|×···×|Γh| → R.
4. Numerical optimisation. In what follows, we solve (14) by a primal-dual hybrid gra-
dient method [15, 16]. With all discrete objects in place, we define the discretization of the
joint TDVQα − L2 problem (14) following [11, Equation 4.4] as:
min
zh0∈R|Ωh|
Q∑
q=1
TDVq,hαq (z
h
0 ,Mhq ) +
η
2
∥∥∥Szh0 − z,h0 ∥∥∥2
2
,
where the discrete version of TDVqα is
TDVq,hαq (z
h
0 ,Mhq ) = sup
Ψq,h∈Yq,hMh,α
〈zh0 , divq,hMhq ,W Ψ
q,h〉
and z,h0 = u
,h ∈ R|Ωh|, S is the operator associated to the problem to solve, divq,hMhq ,W is the
discretized weighted divergence with respect to the weightsMhq and the transfer operators in
W , and Yq,hMhq ,α is the discretization of Y
q
Mq ,α from (20) defined as
(30) Yq,hMhq ,α =
{
Ψq,h ∈ R2q|Γh|
∣∣∣ ∥∥∥divj,hMh,W Ψq,h∥∥∥∞ ≤ αj , for all j = 1, . . . , q − 1} .
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4.1. Operator norm. Following the approach in [11, Section 4] and [15, Section 6.1],
we estimate a bound on the norm of the linear operator ∇q,hMhq ,W in (27) in view of the
implementation of a suitable primal-dual algorithm. For each q = 1, . . . ,Q, we have
(31) L2q =
∥∥∥∇q,hMhq ,W∥∥∥2 = ∥∥∥divq,hMhq ,W∥∥∥2 = sup
Ψh∈Yq,hMhq ,α
∥∥∥divq,hMhq ,W Ψh∥∥∥2
‖Ψh‖2
.
In the two-dimensional setting, when q = 1 then div1,hMh1 ,W
Ψh in (31) reduces to
div1,hMh1 ,W
Ψh = div1,h((Mh1,1W1)TΨh)
and by applying the finite difference scheme in (25), from ‖∇‖ ≤ √8h−1 we estimate:
L21 =
∥∥∥div1,hMh1 ,W Ψh∥∥∥2 = div1,hMh1 ,W Ψh · div1,hM1,W Ψh
= div((Mh1,1W1)TΨh) · div((Mh1,1W1)TΨh)
= Mh1,1W1∇⊗div
(
(Mh1,1W1)TΨh
)
·Ψh ≤ 8
h2
∥∥∥Mh1,1W1∥∥∥2
F
∥∥∥Ψh∥∥∥2 .
For a fixed Q, since it holds∥∥∥(W j)TMhQ,jW j∥∥∥
F
=
∥∥∥((W j)TMhQ,jW j)T∥∥∥
F
, for each j = 1, . . . ,Q,
then the operator norm LQ is estimated via
(32) L2Q ≤ (8h−2)Q
Q∏
j=1
∥∥∥(W j)TMhQ,jW j∥∥∥2
2
.
Remark 4.1. Since W is made by partition of unit transfer operators and
∥∥∥MhQ,j∥∥∥
2
≤ 1
by construction, we can estimate the right-hand side of (32) as:
L2Q ≤ (8h−2)Q.
which agrees with the classic isotropic setting given by the choices MhQ,j = I without the use
of W j for every j = 1, . . . ,Q. Indeed, we have L2 ≤ 8h−2 for TV and L2 ≤ 64h−4 for TGV2α.
4.2. Discrete characterisation of TDV. For a fixed q = 1, . . . ,Q, the regulariser TDVq,hα
can be characterised as follows. From the discrete version of TGVqα in [49, Section 4.1] and
following the characterization of TGVqα in [11, Remark 3.8 and Remark 3.10], we can write
the equivalent discrete definition of TDVqα(u,M) for uh ∈ R|Ωh| and Mh = (Mhj )qj=1 as
(33) TDVq,hα (u
h,Mh) = inf
zhj ∈R|X
j,h
ι |
j=0,...,q,
z0=uh,zhq=0
q∑
j=1
αq−j
∥∥∥(Khq )j,jzhj−1 − zhj ∥∥∥
2,1
,
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with
(34) (Khq )j,j =
{
(W j)TMhjW j∇h if j = 1, . . . q − 1,
MhqWq∇h if j = q.
Indeed, in the following let j = 1, ..., q, whq−j+1 ∈ R|X
q−j+1
ι | and zhq−j ∈ R|X
q−j,h
ι |. We call
DVj,hα (w
h
q−j+1,Mh) = sup
Ψh∈Yq,hMh,α
−〈(Wq−j+1)TMhq−j+1Wq−j+1whq−j+1, divj−1Mh,W Ψh〉
where divj−1Mh,W as in (28) and Yq,hMh,α as in (30). Note that the sup is finite by definition of
Yq,hMh,α . Thus TDVq,hα (uh,Mh) = DVq,hα (∇h uh,Mh) and we define
Kh` =
{
Ψh : Ψh ∈ Y j,hMh,α,
∥∥∥div`,hMh,W Ψ∥∥∥∞ ≤ α`} for every ` = 0, . . . , q − 1.
With shq,j = M
h
qWq∇h⊗ · · · ⊗ (Wq−j+2)TMhq−j+2Wq−j+2∇h and (j − 1)-times integration
by parts, the functional becomes
DVj,hα (w
h
q−j+1,Mh) =
(
j−1∑
`=0
δKh`
)∗ (
(−1)jshq,j ⊗ (Wq−j+1)TMhq−j+1Wq−j+1whq−j+1
)
.
By Fenchel duality for the operator divj−1,hMh,W we have:
DVj,hα (∇h zhq−j ,Mh) = sup
Ψh

−〈(Wq−j+1)TMhq−j+1Wq−j+1∇h zhq−j , divj−1,hMh,W Ψ〉
− δKhj−1(Ψ
h)−
j−2∑
`=0
δK`(Ψ
h)

= sup
Ψh
−
j−2∑
`=0
δKh` (Ψ)− δ{‖ · ‖≤αj−1}(div
j−1,h
Mh,W Ψ
h)
−〈(Wq−j+1)TMhq−j+1Wq−j+1zhq−j , divj−1,hMh,W Ψh〉

= inf
zhq−j+1

αj−1
∥∥∥(Wq−j+1)TMhq−j+1Wq−j+1∇h zhq−j − zhq−j+1∥∥∥
1
+
(
j−2∑
`=0
δKh`
)∗ (
(−1)j−1shq,j+1zhq−j+1
)

= inf
zhq−j+1
αj−1 ∥∥∥(Wq−j+1)TMhq−j+1Wq−j+1∇h zhq−j − zhq−j+1∥∥∥1
+ DVj−1,hα (∇h zq−j+1,Mh)
 .
Iterating the procedure for j = q, . . . , 2 and by the identity
DV1,hα (∇h zhq−1) = α0
∥∥∥MhqWq∇h zhq−1∥∥∥
1
,
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we get
DVq,hα (∇h zh0 ) = inf
zhj ∈R|X
j,h
ι |
j=1,...,q−1
zh0 =u
h
q−1∑
j=1
αq−j
∥∥∥W jMhjW j∇h zhj−1 − zhj ∥∥∥
1
+ α0 ∥∥∥MhqWq∇h zhq−1∥∥∥
1
and thus, with (Khq )j,j as in (34), we conclude
TDVq,hα (u
h,Mh) = inf
zhj ∈R|X
j,h
ι |
j=1,...,q,
zh0 =u
h,zhq=0
 q∑
j=1
αq−j
∥∥∥(Khq )j,jzhj−1 − zhj ∥∥∥
1
 .
A continuous version of (33) also holds. This is proved in the second part of this work [41].
The characterisation of TDVq,hα in (33) is fundamental for writing a suitable primal-dual
algorithm for the minimization problem in (14).
4.3. Discretised single minimization problem. Let u be a given imaging data. For a
fixed order Q = 1, 2, 3, let TDVQ,hα be as in (33) and MhQ = (MhQ,j)Qj=1 be the collection of
discrete tensor fields. Thus, we have the following discrete single minimization problems from
(14):
• for order Q = 1, Mh1 = Mh1,1, α = α1,0, zh = zh0 :
(35) min
zh
α1,0
∥∥∥Mh1,1W1∇h zh0∥∥∥
2,1
+
η
2
∥∥∥Szh0 − z,h0 ∥∥∥2
2
;
• for order Q = 2, Mh2 = (Mh2,1,Mh2,2), α = (α2,0, α2,1), zh = (zh0 , zh1 ):
(36) min
zh
α2,1
∥∥∥(W1)TMh2,1W1∇h zh0 − zh1∥∥∥
2,1
+ α2,0
∥∥∥Mh2,2W2∇h zh1∥∥∥
2,1
+
η
2
∥∥∥Szh0 − z,h0 ∥∥∥2
2
 ;
• for order Q = 3, Mh3 = (Mh3,1,Mh3,2,Mh3,3), α = (α3,0, α3,1, α3,2), zh = (zh0 , zh1 , zh2 ):
(37) min
zh

α3,2
∥∥∥(W1)TMh3,1W1∇h zh0 − zh1∥∥∥
2,1
+ α3,1
∥∥∥(W2)TMh3,2W2∇h zh1 − zh2∥∥∥
2,1
+ α3,0
∥∥∥Mh3,3W3∇h zh2∥∥∥
2,1
+
η
2
∥∥∥Szh0 − z,h0 ∥∥∥2
2
 .
4.4. Discretised joint minimization problem. A single-line combination of (35)–(37) leads
to the discretisation of the joint saddle-point minimisation problem:
(38) u? ∈ arg min
uh∈R|Ωh|
Q∑
q=1
TDVq,hαq (u
h,Mhq ) +
η
2
∥∥∥Suh − u,h∥∥∥2
2
.
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We aim to provide a more concise formulation of (38). Let zh be as above, Mhq = (Mhq )Qq=1
be a family of collections of tensor fields and Kh = (Khq )Qq=1 be a collection of operators where,
for a fixed regularisation order q, each Mhq = (Mhq,j)qj=1 is a collection of tensor fields and
each Khq is the associated operator defined as
(39) Khq =

(Khq )1,1 −I 0 . . . . . . . . . 0
0 (Khq )2,2 −I 0
...
...
. . .
. . .
. . .
. . .
...
... 0 (Khq )j,j −I 0
...
...
. . .
. . .
. . . 0
... 0 (Khq )q−1,q−1 −I
0 . . . . . . . . . . . . 0 (Khq )q,q

,
with (Khq )j,` = 0 if ` 6= {j, j + 1}, (Khq )j,j+1 = −I and
(Khq )j,j =
{
(W j)TMhq,jW j∇h if j = 1, . . . q − 1,
Mhq,qWq∇h if j = q.
Let A be the weight matrix, with a = diag(A) and in each q-th column the q-th order weights:
(40) A =

α1,0 α2,1 α3,2 . . . αq,q−1 . . . . . . αQ,Q−1
0 α2,0 α3,1 . . . αq,q−2 . . . . . . αQ,Q−2
... 0 α3,0 . . . αq,q−3 . . . . . . αQ,Q−3
... 0
. . .
...
...
...
. . . αq,0 αQ,Q−q
... 0
. . .
...
...
. . .
. . .
...
0 . . . . . . . . . . . . . . . 0 αQ,0

.
Example 4.2. For Q = 3, the discrete objects described above read as follows:
A =
α1,0 α2,1 α3,20 α2,0 α3,1
0 0 α3,0
 , M
h
1 = (M
h
1,1),
Mh2 = (Mh2,1,Mh2,1),
Mh3 = (Mh3,1,Mh3,2,Mh3,3),
Kh1 =
Mh1,1W1∇h 0 00 0 0
0 0 0
 , Kh2 =
(W1)TMh2,1W1∇h −I 00 Mh2,2W2∇h 0
0 0 0
 ,
Kh3 =
(W1)TMh3,1W1∇h −I 00 (W2)TMh3,2W2∇h −I
0 0 Mh3,3W3∇h
 .
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Thus, solving (38) is equivalent to solving for zh = (zh0 , . . . ,z
h
Q−1), with z
h
0 = u
h, the
following problem:
(41) u? ∈ arg min
uh∈R|Ωh|
inf
zh
Q∑
q=1
q∑
j=1
Aj,q
∥∥∥∥∥
q∑
`=1
(Khq )j,`zh`−1
∥∥∥∥∥
2,1
+
η
2
∥∥∥Szh0 − u,h∥∥∥2
2
.
By duality of ‖ · ‖2,1 norm, let wh = (whq,j)q,j be the dual vector for q = 1, . . . ,Q and
j = 1, . . . , q with whq,j ∈ R|X
j,h
1,...,1|×···×|Xj,h2,...,2|. Thus, we rewrite (41) into a joint saddle-point
minimization problem:
(42) min
zh
max
wh
Q∑
q=1
〈 q∑
`=1
(Khq )j,`zh`−1,whq,j〉 −
q∑
j=1
δ{‖ · ‖2,∞≤Aj,q}(w
h
q,j)
+ η
2
∥∥∥Szh0 − u,h∥∥∥2
2
,
or, in short notation:
(43) min
zh
max
wh
〈Khzh, wh〉 − F ∗(wh) +G(zh),
where G(zh) is a partially strongly convex term, since it can be seen as G(zh) = G0(Pzh) for
the projection P of zh onto the subspace of zh0 and with G0 being strongly convex, and where
F ∗(wh) =
Q∑
q=1
q∑
j=1
δ{‖ · ‖2,∞≤Aj,q}(w
h
q,j),
G(zh) = G0(Pzh) = η
2
∥∥Szh0 − u,h∥∥22 with P =

I 0 . . . 0
0 0 . . . 0
...
...
. . . 0
0 0 . . . 0
 and Pzh = zh0 .
4.5. Proximal operators. We aim to solve the saddle point problem (43) with a Primal-
Dual Hybrid Gradient (PDHG) algorithm. We need the proximal operators of F ∗ and G.
The proximal map of F ∗ at wh is the sum of the projections onto the respective polar
balls since F ∗ is fully separable:
proxσF ∗(w
h) =
Q∑
q=1
q∑
j=1
proxσF ∗(w
h
q,j), with proxσF ∗(w
h
q,j) =
whq,j
max
(
1,A−1j,q
∥∥∥whq,j∥∥∥
2
) .
The proximal map of G should be evaluated at z. Recalling that zh0 = u
h, we have:
(44)
proxτG(z
∧h) = arg min
zh
(
η
2
∥∥∥Szh0 − u,h∥∥∥2
2
+
1
2τ
∥∥∥zh − z∧h∥∥∥2
2
)
=

arg min
zh0∈R|Ωh|
(
η
2
∥∥∥Szh0 − u,h∥∥∥2
2
+
1
2τ
∥∥∥zh0 − z∧h0∥∥∥2
2
)
z
∧h
1
...
z
∧h
q
 .
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Let us focus on the first component of proxτG, in (44): we have to solve
arg min
zh0∈R|Ωh|
η
2
∥∥∥Szh0 − u,h∥∥∥2
2
+
1
2τ
∥∥∥zh0 − z∧h0∥∥∥2
2
,
whose minimum is achieved by a zh0 that solves, for S∗ adjoint of S ,
τηS∗(Szh0 − u,h) + (zh0 − z
∧h
0) = 0
(I + τηS∗S)zh0 − τηS∗u,h − z
∧h
0 = 0
(I + τηS∗S)zh0 − τηS∗u,h − z
∧h
0 + τηS∗Sz
∧h
0 − τηS∗Sz
∧h
0 = 0
(I + τηS∗S)(zh0 − z
∧h
0) = τηS∗(u,h − Sz
∧h
0).
Thus, the first component of proxτG(z
∧h), that is proxτG0(Pz
∧h), is
zh0 = z
∧h
0 + (I + τηS∗S)−1τηS∗(u,h − Sz
∧h
0).
Note that for the Rudin-Osher-Fatemi denoising problem we have S = I, thus S∗ = I, and
the proximal map agrees with the one computed in [15, pag. 133].
4.6. Primal-Dual Hybrid Gradient algorithm. Now we are ready for solving (43) with a
Primal-Dual Hybrid Gradient (PDHG) algorithm following [15]. Let L = ‖K‖ be the operator
norm, i.e. L := supz {‖Kz‖ s.t. ‖z‖2 ≤ 1} , and let τ, σ > 0, ω ∈ [0, 1] be fixed, such that
τσL2 < 1. Then the PDHG algorithm [15, Algorithm 1] reads as the iteration of
(45)
wn+1,h = proxσF ∗
(
wn,h + σKhzn,h
)
;
zn+1,h = proxτG
(
zn,h − τ(Kh)∗wn+1,h
)
;
zn+1,h = zn+1,h + ω(zn+1,h − zn,h),
where we denoted with an index n the iterations, starting from admissible z0,h and w0,h. The
final solution is achieved by u? = zn+1,h0 . Compare Algorithm 1 for details.
Acceleration. If S = I and only the first order regulariser is involved (Q = 1) then the
fidelity term G is strongly convex with convexity parameter η (since it does not involve the
terms of zh related to the derivatives of order greater than 1) and the dual problem is smooth.
Therefore, it is possible to accelerate the PDHG algorithm with [15, Algorithm 2]: we can
take τ0σ0L
2 ≤ 1 and update τn, σn, ωn by taking LG as the Lipschitz constant of G, τ0 = L−1
and γ = 0.5L−1G , with the update rule in (45) before z
n+1,h reading as
ωn = (1 + 2γτn)
−0.5 ; τn+1 = ωnτn; σn+1 = σnω−1n .
When S = I and Q > 1 then G is only partially strongly convex and one can use either [15,
Algorithm 1] or the acceleration proposed in [53]. In any case, when S makes G not strongly
convex then the use of [15, Algorithm 1] is recommended: in such case, σn and τn are fixed
a-priori, e.g. the authors in [31] adopted the parameters σn = τn = 1/
√
12 for the second-order
regulariser TGV2 and for a grid of grid-size h = 1.
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Algorithm 1 PDHG algorithm for the joint minimization model in Equation (43)
Parameters for the model : Q > 0 and η > 0.
Operators needed : Kh, S and A (e.g. as in Example 4.2).
Parameters for primal-dual: σ0, τ0, ω0, L =
∥∥Kh∥∥ such that σ0τ0L2 < 1, γ > 0.
Variables to initialize : z0,h = (z0,hj−1)
Q
j=1, w
0,h = (w0,hq,j )
Q
q=1.
Function PrimalDual(u,h,Kh,A, η):
while stopping criterion is not satisfied do
// Dual problem
for q = 1, . . . ,Q do
for j = 1, . . . , q − 1 do
wn,hq,j ← wn,hq,j + σn
(
(Khq )j,jzn,hj−1 − zn,hj
)
; // update the dual (inner)
wn+1,hq,j = w
n,h
q,j /max
(
1,A−1j,q
∥∥∥wn,hq,j ∥∥∥
2
)
; // proximal operator of F ∗ (inner)
end
wn,hq,q ← wn,hq,q + σn(Khq )q,qzn,hq−1; // update the dual (outer)
wn+1,hq,q = w
n,h
q,q /max
(
1,A−1q,q
∥∥wn,hq,q ∥∥2); // proximal operator of F ∗ (outer)
end
// Primal problem
for j = 2, . . . ,Q do
zn,hj−1 ← zn,hj−1 − τn
Q∑
q=1
(
(Khq )∗j,jwn+1,hq,j −wn+1,hq,j−1
)
; // update the primal (inner)
zn+1,hj−1 = z
n,h
j−1; // proximal operator of G (inner)
end
zn,h0 ← zn,h0 − τn
Q∑
q=1
(
(Khq )∗1,1wn+1,hq,1
)
; // update the primal (outer)
zn+1,h0 = z
n,h
0 + (I + τηS∗S)−1τηS∗(u,h − Szn,h0 ); // proximal operator of G (outer)
// Parameters update
ωn = ω0; τn+1 = τ0; σn+1 = σ0 ; // or update ωn, τn, σn if acceleration is possible
// Extrapolation step
zn+1,h = zn+1,h + ωn(z
n+1,h − zn,h);
end
return u? = zn+1,h0 .
Remark 4.3. In the imaging applications we are going to describe we will deal with a
particular choice of weights αq in A, which is αq = (αq,0,+∞, . . . ,+∞), for any fixed q.
This means that the sparsity of the inner order of derivatives is not fully exploited, it is left
for future work. In this paper we focus mainly on the effect of weighting the highest order
HIGHER-ORDER TOTAL DIRECTIONAL VARIATION. PART I: IMAGING APPLICATIONS 23
derivative by means of taking the exact inner derivatives, i.e. we aim to solve
(46) u? ∈ arg min
uh∈R|Ωh|
 Q∑
q=1
αq,0
∥∥∥((Kq)q,q ⊗ · · · ⊗ (Kq)1,1)uh∥∥∥
2,1
+
η
2
∥∥∥Suh − u,h∥∥∥2
2
 .
Therefore it is possible to reduce Algorithm 1 to Algorithm 2 for any choice of S that makes
G strongly convex because then the accelerated PDHG [15, Algorithm 2] can be used.
Algorithm 2 PDHG algorithm for the joint minimization reduced model in Equation (46)
Parameters for the model : Q > 0 and η > 0.
Operators needed : Kh, S and a = diag(A) = (αq,0)Qq=1 (e.g. as in Example 4.2).
Parameters for primal-dual: σ0, τ0, ω0, L =
∥∥Kh∥∥ such that σ0τ0L2 < 1, γ > 0.
Variables to initialize : u0,h, w0,h = (w0,hq )
Q
q=1.
Function PrimalDual reduced(u,h,Kh,a, η):
while stopping criterion is not satisfied do
// Dual problem
for q = 1, . . . ,Q do
wn,hq ← wn,hq + σn
((
(Khq )q,q ⊗ · · · ⊗ (Khq )1,1
)
un,h
)
; // update the dual
wn+1,hq = w
n,h
q /max
(
1, α−1q,0
∥∥wn,hq ∥∥2); // proximal operator of F ∗
end
// Primal problem
un,h ← un,h − τn
(
Q∑
q=1
(
(Khq )q,q ⊗ · · · ⊗ (Khq )1,1
)∗
wn+1,hq
)
; // update the primal
un+1,h = un,h + (I + τηS∗S)−1τηS∗(u,h − Sun,h); // proximal operator of G
// Parameters update
ωn = ω0; τn+1 = τ0; σn+1 = σ0 ; // or update ωn, τn, σn if acceleration is possible
// Extrapolation step
un+1,h = un+1,h + ωn(u
n+1,h − un,h);
end
return u? = un+1,h.
5. Imaging applications. In what follows we demonstrate the performance of the intro-
duced regulariser TDVQα for the applications of image denoising, image zooming and surface
interpolation. We focus in particular on the cases Q = 1, 2, 3 and α = 1.
5.1. Image Denoising. Let Ω ⊂ R2, u : Ω → R be a grey-scale image, v : Ω → R2 be a
field such that ‖v‖2 = 1 and u be a given noisy image. For colour images u : Ω → R3 we
consider one colour channel at time. We consider (14) for Q = 3, each Maq for q = 1, 2, 3 as
in (22) with a = 1 and S = I:
(47) u? = arg min
u
Q∑
q=1
TDVqαq(u,M1q) +
η
2
‖u− u‖22 .
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In the following, we will require that b = (1, b2(x))
T for every x ∈ Ω such that
M∇⊗u = Λb(Rθ)T∇⊗u =
( ∇v u
b2(x)∇v⊥ u
)
,
where v is a given estimated field. Letting the primal vector z = (z0, z1, z2), z0 = u, we solve
the minimization problem (47) using the equivalent formulation (41), with:
(48) A =
α1,0 +∞ +∞0 α2,0 +∞
0 0 α3,0
 , M1 = (M),M2 = (I,M),
M3 = (I, I,M),
a = diag(A) = (α1,0, α2,0, α3,0),
(49) K1 =
MW1∇ 0 00 0 0
0 0 0
 , K2 =
∇ −I 00 MW2∇ 0
0 0 0
 , K3 =
∇ −I 00 ∇ −I
0 0 MW3∇
 .
When entry (j, q) of A is equal to +∞, then we require znj = (Kq)j,jzj−1. Thus, with the
choices of A and K as above, the denoising problem in equation (47) can be simplified as
(50) u? = arg min
u
 3∑
q=1
αq,0 ‖MWq∇q u‖2,1 +
η
2
‖u− u‖22
 ,
and solved via the primal-dual Algorithm 2.
Estimation of vector field v. For estimating v we use the following strategy. Let σ, ρ > 0.
Let λ1(x), λ2(x) be such that λ1(x) ≥ λ2(x), the ordered eigenvalues of
(51) Jρ(u) := Kρ ∗ (∇uσ ⊗∇uσ) for uσ := Kσ ∗ u,
and e1, e2 ∈ R2 the associated eigenvectors. Let v˜(x) = e2(x) be the local direction of the
anisotropy, corresponding to an approximation of (∇⊥ u)/ ∥∥∇⊥ u∥∥ . In order to compute a
vector field smoother than v˜, we adopt a further regularisation step, similarly as in [33].
Let w(x) ∈ [0, 1]. We aim to smooth the vector field where the anisotropy weight w(x) is
close to 0 while keeping the already computed vector field in regions with strong anisotropy.
This is equivalent to solving the following problem:
(52) v = arg min
z
1
2
∫
Ω
w(x) ‖z(x)− v˜(x)‖22 dx+
γ
2
∫
Ω
‖∇ z(x)‖22 dx.
We use the local estimation of the anisotropy as weights w(x), for ε > 0:
(53) w(x) =
λ1(x)− λ2(x)
λ1(x) + λ2(x) + ε
.
We can use w(x) also to vary locally b = (1, b2(x)): we have already seen that b2(x) close to
1 results in an isotropic process while b2(x) close to 0 results in a fully anisotropic process.
For this reason, a possible strategy to vary b2(x) is:
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• first, estimate the anisotropy (values close to 1 correspond to isotropic regions) by:
(54) b2(x) = 1− w(x),
• second, rescale b2(x) in [0, 1] via
(55) b2(x) =
b2(x)−min b2(x)
max b2(x)−min b2(x) .
With this strategy, the higher the image anisotropy the closer b is to (1, 0): in such cases strong
directional structures are emphasised by TDVQα(u,M). Conversely, when b = (1, 1), isotropic
smoothing is performed in flat regions. We may also refine v by updating the parameters
(σ, ρ) so as to restart the denoising problem with a better estimation of the vector field. The
computation for u and v are performed alternatingly as described in Algorithm 3.
Algorithm 3 Iterative scheme of the discrete denoising problem in (50)
Parameters for the model : a = (α1,0, α2,0, α3,0), b
h = (I, bh2 ), η > 0, a = 1, maxiter.
Parameters for v : σ1, ρ1 > 0.
Function TDV denoising(u,h):
for k = 1, . . . , maxiter do
[vk+1,h, bk+1,h] = compute v and b(uk, σk, ρk); // from (51)-(55)
Kk+1,h = build K (a, vk+1,h, bk+1,h) ; // update K
uk+1,h = PrimalDual reduced(u,h,Kk+1,h,a, η) ; // restart denoising with vk+1,h
[σk+1, ρk+1] = update sigmarho (σk, ρk) ; // new structure tensor parameters
end
return uk+1,h
Numerical Results. We discuss denoising results obtained with Algorithm 3 and different
denoising approaches (the non-local method BM3D with normal-complexity profile and prior
knowledge of the standard deviation of the Gaussian noise [19] and the regularisers TV [44],
TGV2 [11], DTV and DTGV2 [20]) for images with strong directional features. We run the
primal-dual Algorithm 2 for 500 iterations and we restarted the Algorithm 3 once the first
denoised image is computed which serves as an oracle for a better estimation of v. We show
results for grey-scale images in Figure 6 and for colour images Figures 8 and 9 and we discuss
their PSNR. Additionally, for Figures 4 and 6 we computed the cputime on a standard laptop
(MATLAB R2019a, MacBook Pro 13”, 2.9 GHz Intel Core i5, 8 GB 1867 MHz DDR3),
resulting the performances as expected from the other regularisers used1.
Bamboo image. The grey-scale image in Figure 4a shows a strong directional direction.
In Figure 4b it has been corrupted by 20% of Gaussian noise using the same random seed as
in [20], see Figure 4b. In Figure 4 we report the results from state of the art approaches, as
reported in [20], where DTV and DTGV are considered with a single fixed choice of direction
and b2(x). In Figures 4d and 4e the staircasing effect is visible as expected while Figure 4f
and Figure 4g seem more promising, even if obtained with a single fixed direction only.
1Code freely available at https://github.com/simoneparisotto
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(a) Original u
253× 253 pixels
(b) Noisy u
(20% Gaussian)
(c) BM3D
PSNR = 29.10 - (12 s.)
(d) TV (from [20])
PSNR = 23.8 - (9 s.)
(e) TGV2 (from [20])
PSNR = 24.7 - (29 s.)
(f) DTV (from [20])
PSNR = 26.8 - (12 s.)
(g) DTGV2 (from [20])
PSNR = 28.2 - (37 s.)
Figure 4: Denoising of bamboo grey-scale image: current approaches.
(a) TDV, a = (1, 0, 0)
η = 0.25, b = (1, 0.02)
PSNR: 24.15
(13 s. per k in Alg. 3)
(b) TDV, a = (1, 0, 0)
η = 0.75, b = (1, 0.02)
PSNR: 27.23
(14 s. per k in Alg. 3)
(c) TDV, a = (1, 0, 0)
η = 1.25 b = (1, 0.02)
PSNR: 26.73
(11 s. per k in Alg. 3)
(d) TDV, a = (1, 0, 0)
η = 1.75, b = (1, 0.02)
PSNR: 25.34
(11 s. per k in Alg. 3)
Figure 5: Denoising of Figure 4b with first order TDV regulariser, i.e. a = (1, 0, 0) and
sensitivity to η (maxiter = 2 from Algorithm 3, (σ1, ρ1) = (1.8, 2.8) and (σ2, ρ2) = (1.0, 1.0)).
In our approach we vary the spatial directions estimating the vector field v as described
in (51)–(55) while we keep fixed b2(x), so as to fix the elliptic shape of the test functions.
First, in Figure 5 we report the sensitivity to the parameter η ∈ [0.24, 4.00] (with step-size
increment of 0.25) for the first order TDV regulariser: from our experiments η = 0.75 produces
a better results than the first order regularisers, TV in Figure 4f and DTV in Figure 4f, and
the second order TGV2 in Figure 4e, showing less staircasing and directional artefacts. In
this test, we fixed a-priori a number of parameters, i.e. b = (1, 0.02), (σ1, ρ1) = (1.8, 2.8)
and (σ2, ρ2) = (1.0, 1.0) for the anisotropic structure in building M and maxiter = 2 in
Algorithm 3.
In Figure 6 we report the best results obtained with the same fixed choice of parameters
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but now with all the possible combinations of first, second and third order regularisers, as well
as the sketch of the streamlines of v in Figure 6a. We observed that the combination of the
first and third order of regularisers outperforms the results from 4. In the next paragraph we
comment about further choices for the parameters.
(a) streamlines of v (52)
(σ1, ρ1) = (1.8, 2.8)
(σ2, ρ2) = (1.0, 1.0)
maxiter = 2 in k
(b) TDV, a = (1, 0, 0),
η = 0.75, b = (1, 0.02)
PSNR = 27.23
(14 s. per k in Alg. 3)
(c) TDV, a = (0, 1, 0),
η = 3.00, b = (1, 0.02)
PSNR = 25.43
(21 s. per k in Alg. 3)
(d) TDV, a = (0, 0, 1),
η = 1.75, b = (1, 0.02)
PSNR = 27.99
(60 s. per k in Alg. 3)
(e) TDV, a = (1, 1, 0),
η = 4.00, b = (1, 0.02)
PSNR = 26.47
(38 s. per k in Alg. 3)
(f) TDV, a = (0, 1, 1),
η = 3.75, b = (1, 0.02)
PSNR = 25.95
(71 s. per k in Alg. 3)
(g) TDV, a = (1, 0, 1),
η = 3.50, b = (1, 0.02)
PSNR = 29.20
(75 s. per k in Alg. 3)
(h) TDV, a = (1, 1, 1),
η = 4.00, b = (1, 0.02)
PSNR = 26.19
(87 s. per k in Alg. 3)
Figure 6: Denoising of Figure 4b with 1st, 2nd and 3rd order TDV (and combinations).
Selection of parameters for the bamboo image. Let the choice of the regulariser orders a and
the maxiter in Algorithm 3 be fixed. We would like to estimate good parameters that directly
affect the image reconstruction, namely the fidelity η, the directional information provided
by (σ1, ρ1) of the structure tensor and b2 of b = (1, b2) for the anisotropic shape of the test
functions (assumed for now fixed all over the imaging domain). Unfortunately, the structure
tensor depends on the intrinsic image content and the standard deviation of the noise.
However, for η = 3.5 (among the η ∈ [0.25, 4.00] tested) we obtained the best result for the
combination of the first and third order regularisers, i.e. a = (1, 0, 1). Therefore we inspect
more the PSNR obtained by fixing η,a and by changing both b2 ∈ {0.00, 0.01, 0.02, 0.03} and
(σ1, ρ1) in the range between (1.5, 3.5): results in Figure 7 show that the optimal parameters
for this case are the ones producing Figure 6g as output. Other strategies for estimating the
parameters, included η, would require to solve a bilevel problem, e.g. as in [21], or to solve the
problem by updating the parameters with a greedy line-search approach onto many directional
images, so as to extract a rule of thumb for the choice, e.g. as in [42].
A natural question now is whether allowing also b2(x) to change in Ω improves the per-
formances. We are going to answer this question in the next two experiments. However,
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(a) b = (1, 0.00) (b) b = (1, 0.01) (c) b = (1, 0.02) (d) b = (1, 0.03)
Figure 7: PSNR consistency on Figure 4b with fixed a = (1, 0, 1), η = 3.5 and varying b,
(σ, ρ). On the x-axis, ρ1; on the y-axis σ1, with σ1, ρ1 ∈ [1.5, 3.5] and fixed (σ2, ρ2) = (1, 1).
since the scale of the directional texture in the next experiments are spatially different, we fix
η = 3.5 and focus on the promising case of combination of first and third order regularisers,
i.e. a = (1, 0, 1), with reasonable choice of (σ1, ρ1).
Rainbow image. The rainbow in Figure 8a has been corrupted by 20% of Gaussian noise in
each color channel, see Figure 8b. Due to the particular structure of the image, an isotropic
approach seems reasonable outside the rainbow while an anisotropic approach inside. This
resulted in varying the b2 parameter following equations (54)-(55): in Figure 8d the black
pixels corresponds to b2 ≈ 0 and the white pixels to b2 ≈ 1. Indeed for b2 → 0 we expect
to denoise the image following the anisotropy induced by v, while for b2 → 1 we expect to
denoise the image isotropically in both v and v⊥ directions. In order to compute the vector
field v as in Figure 8e, we did not apply the regularisation step (52) and we did not iterate
Algorithm 3 since both the resulting v and b seem good enough for our purposes, performing
better than BM3D in Figure 8c, with less wavy artefacts and a smoother global structure.
(a) Original u, 320× 214 pixels (b) Noisy u (20% Gaussian) (c) BM3D, PSNR = 34.53
(d) b2, (σ, ρ) = (2, 30),
from equation (55)
(e) streamlines of v
(σ, ρ) = (2, 30) from equation (52)
(f) TDV, a = (1, 0, 1), PSNR = 35.91
η = 3.5; b, v from Figs. 8d-8e.
Figure 8: Denoising of RGB rainbow (photo by M.P. Markkanen, CC-BY-SA-4.0 license).
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Desert image. The desert image in Figure 9a is a mix of anisotropic and isotropic infor-
mation. We denoised Figure 9b, corrupted again with 20% of Gaussian noise in each color
channel, with (σ, ρ) = (3, 1.5) and γ = 0.1 to estimate v in Figure 9e as described before. We
also allowed b2(x) to vary across the domain and we did not refine v with further iterations.
Here, BM3D in Figure 9c performed slightly better than our approach due to the wrong esti-
mation of v along some dune waves: this is clearly visible in Figures 9d and 9e where both the
wrong estimation of v and the isotropy requirement of b2 result in a smoothing performance,
as shown in the zooms of Figures 9g and 9h. However, we recall that BM3D is a non-local
method and better performances than local methods are expected.
(a) Original u
468× 768 pixels
(b) Noisy u
(20% Gaussian)
(c) BM3D
PSNR = 32.45
(d) b2,
(σ, ρ) = (3.0, 1.5),
from eq. (55)
(e) v streamlines,
(σ, ρ) = (3.0, 1.5),
from eq. (52)
(f) TDV, η = 3.5
a = (1, 0, 1)
PSNR = 30.09
(g) Zoom of BM3D in Figure 9c. (h) Zoom of our TDV in Figure 9f.
Figure 9: Denoising of RGB desert (photo by Rosino, CC-BY-SA-2.0 license).
5.2. Wavelet Zooming. In this section we apply our regularisation to wavelet-based im-
age zooming as in [10]. Here, the data fidelity term is modelled by a wavelet transformation
operator. Let φ ∈ L2(R), ψ ∈ L2(Ω) be the scaling and mother wavelet function, respectively.
Then, a Riesz’ basis of L2(Ω) is obtained from translations and rotations of φ and ψ. Here,
we will consider only functions φ with compact support, yielding a compactly supported basis
elements. Let R ∈ Z be a resolution level and MR, (Lj)j≤R be finite index sets in Z2, then:
• a Riesz’ basis of L2((0, 1)× (0, 1)) is (φR,k)k∈MR , (ψj,k)j≤R,k∈Lj ;
• the dual basis of the above is defined as (φ˜R,k)k∈MR , (ψ˜j,k)j≤R,k∈Lj .
Thus, the following decomposition holds:
u =
∑
k∈MR
(u, φR,k)2φ˜R,k +
∑
j≤R,k∈Lj
(u, ψj,k)2ψ˜j,k.
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(a) 4X Lanczos 2 filter (b) TGV2α, [10] (c) b2, (σ, ρ) = (1.0, 1.0) (d) v, (σ, ρ) = (1.0, 1.0)
(e) TDV
a = (1, 0, 0), b2, v
(f) TDV
a = (0, 1, 0), b2, v
(g) TDV
a = (0, 0, 1), b2, v
(h) TDV
a = (1, 0, 1), b2, v
Figure 10: Wavelet-based zooming with CDF 9/7.
Let u0 ∈ span
{
φ˜R,k |k ∈MR
}
be a low resolution version of u given by ((u0, φR,k)2)k∈MR ,
where the unknown u is such that (u, φR,k)2 = (u0, φR,k)2, for all k ∈MR, and
u ∈ L2(Ω) = span
({
φ˜R,k |k ∈MR} ∪ {ψ˜j,k | j ≤ R,k ∈ Lj
})
.
The wavelet-based zooming problem with higher order total directional regularisers reads as
u? ∈ arg min
u
Q∑
q=1
TDVqαq(u,M) + IUD(u),
where UD =
{
u ∈ L2(Ω) | (u, φR,k)2 = (u0, φR,k)2, for all k ∈MR
}
and IUD is the convex in-
dicator function w.r.t. UD, see [10] for more details. Since we did not downsampled the original
image, we avoided artefacts introduced by algorithms for reducing the image but at the same
time no ground truth is available. Results based on CDF 9/7 wavelet are shown in Figure 10
(grey-scale) and in Figure 11 (colour), with A and K defined as in equations (48) and (49).
5.3. Surface Interpolation. In this experiment, we aim to reconstruct a surface from
scattered height data available in Ω. The available data lies on partially occluded isolines or
on random points in Ω and the challenge is to interpolate them by preserving the anisotropic
features via the reconstruction of a suitable vector field v. Before presenting our approach for
this problem using TDVQα, we briefly review the state-of-the-art for surface interpolation.
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(a) 4X Bicubic
interpolation
(b) 4X Lanczos 2 (c) TDV
a = (1, 0, 0)
(d) TDV
a = (0, 1, 0)
(e) TDV
a = (0, 0, 1)
(f) TDV
a = (1, 0, 1)
(g) Zoom of
Figure 11a.
(h) Zoom of
Figure 11b.
(i) Zoom of
Figure 11c.
(j) Zoom of
Figure 11d.
(k) Zoom of
Figure 11e.
(l) Zoom of
Figure 11f.
Figure 11: Wavelet-based zooming with CDF 9/7. Image from the MorgueFile archive.
Related works. The reconstruction of surfaces from scattered height values has been
approached in two different ways in the literature: based on explicit and implicit models.
Surface interpolation is sometimes also addressed as digital elevation map (DEM) problem.
In this paper we focus on implicit surface interpolation which has the advantage of being
independent with respect to parametrization. Here the surface is an implicit function of height
values over the domain. Two prominent methods in this range are the Thin Plate Spline (TPS)
[35] and the Absolute Minimizing Lipschitz Extension (AMLE) [2] approach. TPS is a flexible
approach since it can embed both grey values and gradient information. However, it has
the drawback to be a forth order isotropic method and the resulting interpolated surface is
isotropically smooth. AMLE, on the other hand, is able to interpolate data given in isolated
points and on curves but it fails to interpolate slopes of a surface, resulting in C1, see [46].
For interpolating surfaces with sharp features, e.g. strong creases, and possibly non-smooth
features, e.g. corners in a pyramid, it seems promising therefore to consider (higher-order) total
variation (TV) regularisers for surface interpolation.
Our main model approach here is [33], where a third-order directional total variation
regulariser has been proposed that reads for a given vector field v as
(56) E(u) =
∫
Ω
∥∥∇v(∇2 u)∥∥2 ,
where ∇3v u = ∇(∇2 u) · v is the directional derivative of the Hessian of u, along v. Note
that this is a special case of TDVQα with Q = 3, a = 1, b = (1, 0), v = (cosθ, sinθ), i.e.
M = (I, I,M) and M = Λb(Rθ)T, leading to ∇3v u ≡M∇⊗(∇2 u).
The estimation of v is crucial to obtain a good quality result. In [33], v has been computed
as a two step minimization-regularisation problem by solving firstly
v˜ = arg min
y
‖y‖2=1
∥∥∥∥Kσ ∗∇( ∇u|∇u|
)
(x)y
∥∥∥∥
2
;
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and then applying to v˜ the same regularisation step in (52), where w(x) is a weight chosen
as the largest singular value of Kσ ∗∇
(
∇u
|∇u|
)
and ρ is a regularising parameter in order to
smooth areas where the surface u is almost planar and to preserve locally the vector field v˜ in
areas where the level lines have large curvature. As last step, v is normalised to be unitary.
Another directional interpolation model for u and v appears in [8]: differently from our
approach in this paper, it requires knowledge of the vector field v prior to the interpolation.
In this section, we generalize the approach of [33] for the reconstruction of a surface, given
scattered height values lying (possibly) on partial contour lines. Differently from Section 5.1,
the unitary vector field v is reconstructed in the missing domain as follows.
Let Ω be a 2D domain (d = 2) and u be sparse sampled height values. In the following,
the projection onto the data available u is identified by the operator S . We aim to find
the interpolated surface u : Ω → R, driven by the unitary directions v : Ω → R2. Let
Ma = (Ma1, . . . ,MaQ) be a collection of weighting fields, where for a fixed q the collection
Maq is defined as in (22) with explicit dependence on v. We solve by Algorithm 4, alternatingly:
u? ∈ arg min
u
Q∑
q=1
TDVqαq(u,Maq(v)) +
η
2
‖Su− u‖22 ,(57)
v? ∈ arg min
v
µTV(v) + ζ
∫
Ω
(
1− v · ∇u|∇u|
)2
dx,(58)
with the primal-dual in Algorithm 2 for (57) and a classic primal-dual for (58). In particular, in
(58) we identify F (v) = TV(v) for regularising the vector field v and G(v) =
∥∥∥1− v · ∇u|∇u|∥∥∥2L2
for normalising v in the direction of the normalised gradient [4].
Algorithm 4 Alternating scheme for the surface interpolation problem in (57) and (58)
Input : the sparse data u in Ω.
Parameters : αq for q = 1, . . . ,Q, a > 0, η > 0, µ, ζ > 0.
Initialization : random u0 and v0, S(u0) = u, t = 0.
Update : ut and vt as follows.
while stopping criterion is not satisfied do
ut+1 ∈ arg min
u∈R
Q∑
q=1
TDVqαq (u,Maq (vt)) +
η
2
‖Su− u‖2; // Minimization w.r.t. u
vt+1 ∈ arg min
v∈R2
µTV(v) + ζ
∫
Ω
(
1− v · ∇u
t+1
|∇ut+1|
)2
dx; // Minimization w.r.t. v
Update Maq (vt+1) for each q = 1, . . . ,Q; // update the weights
end
return (u?,v?) = (ut+1, vt+1).
Minimization with respect to u. Fixing an unitary vector field vt, the minimization
problem (57) is convex with respect to u and the minimization problem can be solved via
primal-dual Algorithm 2 without acceleration due to the lack of strong convexity of the pro-
jection map S , which results in a non-smooth dual problem.
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Minimization with respect to v. Fixing ut+1, the minimization problem (58) can be
solved by the primal-dual algorithm with
F (v) = µTV(v) and G(v) = ζ
∫
Ω
(
1− v · ∇u
t+1
|∇ut+1|
)2
dx.
Let s = Kv, K = ∇ and K∗ = −div. Then, the proximal of F ∗, with F (v) = µTV(v),
is the projection onto the polar ball:
proxσF ∗(s) =
s
max (1, µ−1 ‖s‖2)
.
The proximal map of G at v
∧
= (v
∧
1, v
∧
2), for p =∇ut+1/
∣∣∇ut+1∣∣ = (p1, p2), reads as
proxτG(v
∧
) = arg min
v∈R2
ζ ‖1− v · p‖22 +
1
2τ
‖v − v∧‖22 ,
thus
proxτG(v
∧
) =
(
2ζp21 + τ
−1 2ζp1p2
2ζp1p2 2ζp
2
2 + τ
−1
)−1(
2ζp1 + τ
−1v
∧
1
2ζp2 + τ
−1v
∧
2
)
.
Since G is strongly-convex, we use the accelerated scheme (45), with K instead of K.
Numerical Results. We tested Algorithm 4 in MATLAB on synthetic and real surfaces.
Differently from [33], we did not use CVX or MOSEK, making our approach suitable for
larger surfaces, beyond the variable size limit imposed by CVX. In what follows, we will use
(50) for solving (57) and we will test both single and joint directional regularisers, namely
a = (0, 1, 0), a = (0, 0, 1) and a = (0, α2,0, α3,0), with α2,0 and α3,0 to be chosen appropriately
for the situation. For a better visualization of the results, a divergence RGB colormap in the
range ([0.230, 0.299, 0.754], [0.706, 0.016, 0.150]) has been applied.
Pyramid dataset from [33]. A pyramid with height data available on three contour lines
and no extra information on the tip is given, so as to test whether our model can reconstruct
it. We initialize u0 and v0 randomly. In Figure 12, we report in the first column the location
of the available data (top) and the ground truth (bottom); in the second column the random
initialization of v0 (top) and u0 (bottom); in the third, fourth and fifth columns we report the
results from different orders of directional regularisers, namely a = (0, 1, 0), a = (0, 1, 0) and
a = (0, 1, 1), with one level of anisotropy a = 1. The similarity of the resulting vector fields in
Figure 12, despite the different derivative orders involved in the minimisation with respect to
u, shows the robustness of the computation of v for such problem. Visual results suggest that
a combination between second and third order directional regularisers, e.g. a = (0, α2,0, α3,0),
is desirable since it smooths the second-order result without loosing its features.
SRTM dataset from [52]. This dataset is part of the Shuttle Radar Topography Mission
(SRTM) [52] NASA mission conducted in 2000 to obtain elevation data for most areas of the
world. We download .hgt “height” binary data files from [6], where by selection of latitude
and longitude coordinates we get 1x1 degree tiles of 1-arc seconds resolution (around 30 m
per pixel). We selected some famous mountains within Italy: Etna volcano (Sicily), Baldo
Mountain (Verona), Vesuvio volcano (Naples), Brenner border (Sterzing) and Gran Sasso
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Ground Truth Input TDV, a = (0, 1, 0) TDV, a = (0, 0, 1) TDV, a = (0, 1, 1)
Figure 12: Pyramid results: 10 iterations of Algorithm 4. Parameters: η = 100, µ = ζ = 1.
(L’Aquila), labelled from S1 to S5 in Figure 13, whose image size domain is 250× 250 pixels.
As input, we randomly selected approximatively 7% of sparse data on level lines and isolated
points with parameters Q = 3, anisotropy a = 1 and a = (0, 0.1, 1).
(a) S1 (b) S2 (c) S3 (d) S4 (e) S5
Figure 13: The dataset from [52]. First row: height location (black), streamlines of v (blue).
Second row: ground truth. Third Row: TDV results, a = (0, 0.1, 1), µ = ζ = 1, η = 1000.
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Atomic Force Microscopy dataset from [43]. Atomic force microscopy (AFM), or scanning
probe microscopy (SPM), is a topography imaging technique which scans objects at high
resolution while recording the topographical information, commonly used in the detection of
cancer cells in cellular biology. In [38], the study of a compressed sensing approach on AFM
images was motivated by the reduction of the image acquisition time for multiple reasons, e.g.
to minimize the operator time spent at the equipment [27], to allow time-dependent dynamic
processes [47] and to minimize the interaction of instruments with specimens so as to reduce
potential risks of damages [36]. Therefore, the authors proposed to speed up the sampling
procedure by scanning height data on spirals rather than exploring pixel by pixel, so as to
reconstruct the missing data via compressed sensing. The authors define the under-sampling
ratio as ρ = L/Lref , where L is the length of the spiral path followed by the probe for acquiring
the data and Lref is the distance travelled by the probe in pixels during the raster scan. Note
that L also counts the path outside the imaging domain due to smooth movement requirement
of the probe, while Lref is approximated by the value 2 ·#pixels and the factor of two is due
by the the usual approach to acquire two topography buffers, even if only one is used for the
visualization. In order to test our reconstruction method based on the directional regularisers,
we downloaded the open source AFM .mi dataset of 512×512 height values from [43], exported
in ASCII text via the open-source software Gwyddion and imported in MATLAB. Our input
are AFM surfaces of size 256 × 256 obtained by slicing the orginal surface, for comparison
purposes following [38]. We show the results in Figure 14 for the ground truth image in
Figure 14a, with different under-sampling ratio ρ, see Figures 14c and 14d. In Figure 14b
we compare the structural similarity indicator (SSIM) [54] for our results with [38, Figure 7],
where iterative hard thresholding (IHT), iterative soft tresholding (IST) and their weighted
version (w-IHT and w-IST) were tested: we conclude that our approach is robust throughout
different under-sampled data, with good quality surfaces in terms of SSIM.
6. Conclusions. In this work, we have shown that embedding anisotropic directional in-
formation into higher order derivatives improves the performance of total variation regulari-
sation in many imaging applications where anisotropy plays a crucial role. In particular, we
presented results for image denoising, image zooming and interpolation of scattered measure-
ments, with details on the numerical discretisation and the solution via a primal-dual hybrid
gradient algorithm. With this we provided a precise discrete framework which extends the
works [33, 20, 11, 10], bringing higher-order total variation together with spatially-varying
anisotropy. The continuous model is analysed in the companion paper [41],
Acknowledgements. The authors are grateful to Dr. Martin Holler, University of Graz
(Austria) for the useful discussions and to Prof. Thomas Arildsen, Aalborg University (Den-
mark) for the AFM data.
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