We show how to approximately represent a quantum state using the square root of the usual amount of classical memory. The classical representation of an n-qubit state ψ consists of its inner products with O( √ 2 n ) stabilizer states. A quantum state initially specified by its 2 n entries in the computational basis can be compressed to this form in time O(2 n poly(n)), and, subsequently, the compressed description can be used to additively approximate the expectation value of an arbitrary observable. Our compression scheme directly gives a new protocol for the vector in subspace problem with randomized one-way communication complexity that matches (up to polylogarithmic factors) the best known upper bound, due to Raz. We obtain an exponential improvement over Raz's protocol in terms of computational efficiency.
A pure n-qubit state ψ is fully specified by its 2 n amplitudes in the computational basis. Here we are interested in a compressed representation of size 2 n that can be used to approximately recover some of its features.
Aaronson described a compressed representation that can be used to approximate the expectation value of any observable from a known set [1] . He showed that for any n-qubit state ψ and any finite set S of n-qubit observables, there is a compressed representation of ψ of size O(n log(n) log(|S|)) which suffices to additively approximate expectation values of any observable in S. So for example even if |S| = exp(poly(n)), then one obtains a remarkable exponential reduction in the classical description size! 1 There are two limitations of Aaronson's scheme that we address here. The first is its efficiency: the algorithm used to compress an n-qubit quantum state scales as Ω(c n |S|) for some constant c > 2, which can be impractical. A second drawback is that one must first fix the set of observables S and the compressed representation of ψ then depends on this set. In this sense the compressed representation cannot be viewed as an unbiased description of ψ.
Below we present a compressed representation which can be computed quickly, that is, in O(2 n poly(n)) time, given the 2 n amplitudes which fully describe a quantum state ψ.
This renders our method practical. Moreover, we do not fix a set of observables a prioriit is possible to approximate the expectation value of an arbitrary observable with high probability. We note that Montanaro has recently ruled out the possibility of a more powerful kind of compressed representation of ψ that would allow one to sample from the probabilty distribution obtained by measuring an observable [11] .
A compression scheme of the type we consider has two components. First, there is a classical compression algorithm which takes an n-qubit state ψ specified by its amplitudes in the computational basis, along with two parameters , p ∈ (0, 1), and computes the compressed representation which we denote D(ψ, , p). The compression algorithm may be probabilistic in which case D(ψ, , p) is a random variable. Secondly, there is a classical expectation value algorithm which takes as input D(ψ, , p) along with an n-qubit Hermitian operator M satisfying M ≤ 1, and outputs an estimate E such that
with probability at least 1 − p, over the randomness used in both the compression and expectation value algorithms. The classical description size is the number of bits |D(ψ, , p)|.
We want this to be as small as possible. As we now explain, the best we can hope for is a classical description size which scales mildly exponentially with n. Indeed, a limitation follows from related work concerning the communication complexity of the vector in subspace problem [9, 13, 14] . Suppose Alice can send Bob information over a classical channel and that they may share a random bit string. Alice is given a (classical description) of an n-qubit quantum state ψ and Bob is given an n-qubit projector Π. How much classical information does Alice need to send Bob so that he can compute the expectation value ψ|Π|ψ ? Suppose that we are promised that either ψ|Π|ψ = 0 or ψ|Π|ψ = 1, so that Bob's goal is to compute just this one bit of information; we allow him to err with probability at most 1 4 , say. The number of bits that Alice needs to send for them to jointly succeed at this task is called the one-way (randomized) classical communication complexity of the vector in subspace problem.
Raz showed that Alice need only send O( √ 2 n ) bits for them to succeed [13] . He proposed the following simple protocol which achieves this bound. Using the shared random bit string Alice computes a set of N = 2 2 n/2 Haar random n-qubit states φ 1 , φ 2 , . . . , φ N and then computes the inner products φ 1 |ψ , . . . , φ N |ψ . She identifies the state φ j such that | φ j |ψ | is maximal and sends the index j to Bob, encoded as a bit string of length 2 n/2 . Using the index j along with the shared random string Bob can compute the state φ j . He then computes φ j |Π|φ j and outputs 1 if it is larger than a certain threshold value and zero otherwise. A detailed analysis of this protocol is provided in Ref. [11] . Note that it is not a practical method of compressing a quantum state as its runtime is doubly exponential in n.
While Raz provides the best known upper bound of O( √ 2 n ), Klartag and Regev established a Ω(2 n/3 ) lower bound on the one-way communication complexity of the vector in subspace problem [14] (in fact, their bound is considerably stronger as it applies to more general protocols with multiple rounds of classical communication). These bounds directly provide limitations on compression schemes of the type described above. Indeed, any such compression scheme can be trivially converted into a protocol for solving the vector in sub-space problem, with one-way communication complexity |D(ψ, , p)| for , p = Θ(1).
2 Thus any compression scheme must have classical description size scaling as Ω(2 n/3 ), while any improvement over O( √ 2 n ) would beat Raz's upper bound. In the remainder we present our compression scheme for quantum states. We assume basic knowledge of quantum computation and write C n for the n-qubit Clifford group (see, e.g., [6] ). Recall that an n-qubit unitary C is an element of C n if and only if it can be expressed as a quantum circuit composed of single-qubit Hadamard gates, single-qubit phase gates S = diag(1, i), and two-qubit CNOT gates. In the following we shall use the fact that (A) the group C n of Clifford unitaries forms a unitary 2-design [5] , and (B) every Clifford unitary has a short classical description as a quantum circuit consisting of O(n 2 ) elementary gates. Let ψ be an n-qubit state. A stabilizer sketch of ψ of size 2 k is a classical description of a Clifford unitary C ∈ C n along with the vector of 2 k amplitudes
A random stabilizer sketch of size 2 k is obtained by choosing C ∈ C n uniformly at random. If ψ is stored in computer memory as a list of 2 n amplitudes in the computational basis, then a random stabilizer sketch of ψ can be computed as follows. The random Clifford C can be drawn [8] and expressed as a circuit consisting of O(n 2 ) one-and two-qubit Clifford gates [2] , using a total runtime of O(n 3 ). This circuit can be applied to ψ to obtain C|ψ using O(2 n n 2 ) elementary arithmetic operations. We retain only 2 k computational basis amplitudes of this state along with the classical description of C.
We now show that a handful of random stabilizer sketches of ψ can serve as a compressed representation of ψ. In particular, given parameters , p > 0, our compressed representation D(ψ, , p) consists of O(log(p −1 )) independent random stabilizer sketches of ψ, each of size
Here and below we use theÕ notation to hide poly(n, log( −1 )) factors, and it is sufficient that the amplitudes Eq.(2) provided in the stabilizer sketches are specified toÕ(1) bits of precision. We shall also assume ≥ 2 −n/2 , since otherwise the scaling from Eq. (3) is no better than the trivial O(2 n ). Our scheme therefore achieves a classical description size:
matching Raz up to the factors hidden in theÕ. Moreover, the compression algorithm is to simply compute these random stabilizer sketches which takes timeÕ(2 n ) as described above. It remains to exhibit the expectation value algorithm, which takes as input such a compressed representation D(ψ, , p) along with an n-qubit observable M and computes an approximation E satisfying Eq. (1) with probability at least 1 − p. The following lemma describes a slightly more general algorithm which has an improved performance if the observable M has low rank; the claimed expectation value algorithm achieving Eqs. (3,4) is the unrestricted case r = 2 n (note that Eq. (5) matches Eq. (3) whenever ≥ 2 −n/2 ).
2 Given ψ, Alice computes D(ψ, = 1/10, p = 1/4) and sends it to Bob, who then uses it to compute an estimate E such that |E − ψ|Π|ψ | ≤ 1/10 with probability at least Lemma. There is a deterministic classical algorithm which takes as input positive integers n, r with 1 ≤ r ≤ 2 n and real numbers , p ∈ (0, 1), along with
• An n-qubit Hermitian operator M satisfying M ≤ 1 and rank(M ) ≤ r.
• O(log(p −1 )) independent random stabilizer sketches of an n-qubit state ψ, each of size 2 k , where k is the largest integer satisfying
The algorithm outputs an estimate E such that, with probability at least 1 − p
The runtime of the algorithm is
This completes our description of the compression scheme for quantum states. We pause for a few remarks before giving the proof below.
As noted above, taking r = 2 n in the Lemma, our compression scheme gives a protocol for the vector in subspace problem. In the opposite extreme case where r = 1 we have M = |φ φ| for some n-qubit state φ. Here we obtain a one-way communication complexity protocol for approximating the inner product between two vectors ψ (Alice's input) and φ (Bob's input) to some additive error . Choosing = O(1), the communication complexity of this protocol is thenÕ(1) which is known to be optimal [10] .
The compressed representation can be used to simultaneously approximate expectation values of multiple observables with low probability of failure. Suppose we choose p = δ K for some δ > 0 and positive integer K. By a union bound, with probability at least 1 − δ, the compressed representation can be used to compute estimates of the expectation values for all observables in any set S of size K, such that all are within the desired approximation error . Crucially, the compressed representation does not depend on the set S, which highlights the difference between our setting and the one considered by Aaronson [1] . Finally, an interesting special case is when the observable M is a stabilizer projector, i.e.,
for some Clifford C ∈ C n and integer 0 ≤ m ≤ n. For example, to approximate the expectation value of any n-qubit Pauli P it suffices to approximate the expected value of the stabilizer projector (I + P )/2. As we explain in more detail below, if M is a stabilizer projector then the algorithm from the Lemma has an improved runtime ofÕ(r log(p −1 )) and only usesÕ( √ r log(p −1 )) space. We now present the proof of the lemma.
Proof. Note that since k is the largest positive integer satisfying Eq.(5), we have
Suppose first that we are given just 2 independent random stabilizer sketches of ψ of size 2 k . The two sketches comes with n-qubit Cliffords C, D ∈ C n ; we define the associated stabilizer code projectors
Since C, D are uniformly random, P and Q are uniformly random n-qubit stabilizer projectors of rank 2 k . Therefore
Using the fact that the n-qubit Clifford group is a unitary 2-design [5] one can also directly show the following fact (we provide a proof for completeness below).
where
Here and below we write SWAP for the unitary which swaps two n-qubit registers, defined by its action on computational basis states: SWAP|x ⊗ y = |y ⊗ x .
From the two stabilizer sketches we may compute
Indeed, Eq. (12) expresses F in terms of the amplitudes ψ|C † |0 n−k x , 0 n−k y|D|ψ from the two given stabilizer sketches as well as matrix elements 0 n−k x|CM D † |0 n−k y which can be computed from the classical descriptions of Cliffords C, D and the given observable M . Note that the computation of F involves a summation of 2 2k terms and each term involves the computation of a matrix element 0 n−k x|CM D † |0 n−k y , which takes time 2 O(n) . Therefore the total time to compute F given the two stabilizer sketches is 2 O(n) . We note that in the special case where M is a stabilizer projector the matrix element 0 n−k x|CM D † |0 n−k y is equal to the inner product between stabilizer states 0 n−k x|C and M D † |0 n−k y and can be computed in time O(n 3 ) (see e.g., Ref. [4] ). Thus in this case F can be computed using timẽ O(2 2k ) =Õ(r) and spaceÕ( √ r). Using Eqs. (8, 11) we see that
We now bound the variance of F . First note that
We use the identity Tr (α ⊗ γ · β ⊗ δ · SWAP) = Tr (αβγδ) which holds for square matrices α, β, γ, δ (all of the same dimensions). Using this fact in Eq. (14) we get
Now taking the expectation value of both sides and using Eq. (9) we obtain
and a, b are defined in Eq. (10) . Evaluating the trace term by term we arrive at
where in the last line we used Eq. (10). Therefore
Using the bounds
and ψ|M
where we used Eq. (6). Putting together Eqs. (13, 20) and applying Chebyshev's inequality we get
We have shown that just two stabilizer sketches of size 2 k suffice to compute an estimate F which, with probability at least 3/4, achieves the desired precision . The success probability can be amplified by taking the median of multiple independent estimates [7] . That is, now using 2L random stabilizer sketches (of the same size 2 k ), we compute L independent estimates F 1 , . . . , F L as above and compute the median
Note that if |E − ψ|M |ψ | ≥ then at least 1 2 (L − 1) of the estimates F j lie outside the interval ( ψ|M |ψ − , ψ|M |ψ + ). Since these events are independent and each occurs with probability at most 1/4 we have
Figure 1: These histograms show the distribution of the random variable F defined in Eq. (11) in three examples where n = 12 and k = 7, 8, 9 (left to right). Here ψ was chosen to be a random state in the 12-qubit symmetric subspace and Π was chosen to be the projector onto this subspace, which has rank r = 13. Thus E[F ] = ψ|Π|ψ = 1. For each k = 7, 8, 9 we computed 1000 realizations of F . The upper bound on the standard deviation computed from Eq. (19) gives 0.1259, 0.0887, 0.0626 respectively while the standard deviation of the samples was computed to be 0.0875, 0.0637, 0.0399. These figures were generated using Python libraries for Clifford manipulations which will soon be available in QISKit [12] .
By a Chernoff bound the right-hand side of Eq. (21) can be made ≤ p by choosing L = O(log(p −1 ). The algorithm which computes E simply uses Eq. (12) to compute the independent estimates F 1 , . . . , F L and then takes the median. The computation of each F j takes time 2 O(n) as discussed above.
This compression scheme may be useful as a memory-saving means of storing or transmitting the output of classical simulations of large quantum circuits. Suppose the n-qubit output state |ψ of such a simulation is compressed and sent to a client with at most O( √ 2 n ) memory available on her local machine. With this much memory the client cannot store the full state ψ but she can store its compressed representation and use it to approximate the expectation value of any stabilizer projector (as discussed above). The amount of memory savings that could be achieved in practice is determined by the size 2 k of the stabilizer sketches which should be used for a given number of qubits n and error . Let us suppose for simplicity we are willing to accept a failure probability of p = 1/4 so that only 2 stabilizer sketches are needed using the above scheme. To obtain a more precise estimate of this k than the one from Eq. (5), we may solve for Var(F ) ≤ 2 /4 using the upper bound on Var(F ) from Eq. (19). For example, for a very large state of n = 50 qubits we may choose k = 35 to obtain error = 0.0039. This corresponds to a memory savings of a factor of 2 14 = 16384. Fig. 1 shows the distribution of the estimator F from Eq. (11) in three examples where n = 12, r = 13, and k = 7, 8, 9. In all of these examples the standard deviation of the samples is within a factor of 2 of the upper bound on the standard deviation computed from Eq. (19), showing that this upper bound cannot be improved much further.
Proof of Fact 1
The n-qubit Clifford group C n is a unitary 2-design [5] . This means that if C ∈ C n is uniformly random then for any 2n-qubit operator ρ we have
where the right-hand side is integrated over the Haar measure on the unitary group U (2 n ). Define projectors π ± = (I ± SWAP)/2 onto the symmetric and antisymmetric subspaces of two n-qubit registers. Using Schur's lemma the right-hand side of the above expression can be further simplified to
Eq. (9) is obtained by applying this formula in the case ρ = R ⊗ R, where R = |0 0| n−k ⊗ I k , and substituting
Tr(π ± ) = 4 n ± 2 n 2 .
