Abstract: This paper discusses a hybrid technique for detecting and tracking moving pedestrians in a video sequence. The technique comprises two sub-systems: an active contour model for detecting and tracking moving objects in the visual field, and an MLP neural network for classifying the moving objects being tracked as 'human' or 'nonhuman'. The axis crossover vector method is used for translating the active contour into a scale-. location-, resolution-and rotation-invariant vector suited for input to a neural network, and we identify the most appropriate level of detail for encoding human shape information. Experiments measuring the neural network's accuracy at classifying unseen computer generated and real moving objects are presented, along with potential applications of the technology. Previous work has accommodated lateral pedestrian movement across the visual field; this paper describes a system which accommodates arbitrary angles of pedestrian movement on the ground plane.
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A snake itself consists of two parts: a list of control point coordinates, and an energy function. The control points form the shape of the contour being moved in the image, each control point having its own (x,y) location in the image. When displaying the contour on-screen for human interpretation, the control points are usually linked together to enable the user to identify which control points are adjacent to which, and therefore the shape of the contour. The energy function is defined by the user and contains a set of mathematical rules which govern the movement of control points.
Changing the definition of the energy function, or parameters within the energy function, will result in the contour becoming attracted to different features in the image.
The energy function definition is therefore critical to the active contour model's success at being able to lock onto particular types of object.
In our work, we have adopted the Fast Snake model [5] , as it allows for automated tracking of objects, and therefore minimal user interaction, given a suitable energy function. A comparison of the original and Fast Snake models is given in [6] .
In some active contour model implementations, the number of control points in a model can grow or shrink as needed during the contour's movement [3] . In our implementation, all active contours keep the same number of control points from the moment they are introduced in an image to the moment they are removed; different active contours may contain a different number of control points, but a given active contour will keep the same number of control points throughout its lifecycle.
The energy function for a given control point in our implementation can be defined as:
where i represents the given control point, controlPointEnergy i represents that control point's total energy level, and internalEnergy i , and imageEnergy i , represent the control point's internal and image energy levels respectively. α and β represent the userdefined weighting parameters for the internal and image energy values respectively Continuity energy is independent of any features in the image which have been locked onto by the control points, and aims to make all control points equidistant from their neighbours. By spreading the control points out around the contour, the overall shape of the desired outline can be identified; if instead control points were to bunch up, then part of the shape would be identified at a high resolution, but other parts would be sparsely represented. Of course, if the continuity energy weighting parameter is sufficiently small, then the influence of continuity energy might not be significant enough to prevent control points from bunching up. Even when curvature energy attempts to smooth out the corners in a contour, a complex shape, and therefore accurate detection of complex-shape target objects, can still be achieved if the contour contains sufficient control points that the curvature between any set of three adjacent control points is not large Curvature energy, like continuity energy, is independent of features in the image.
It aims to govern the frequency and sharpness of any corners formed in the contour [ Fig. 2] . By controlling the circumstances in which corners are allowed to form on the snake, a trade-off is available between the complexity of shape able to be formed by the snake, and the likelihood of control points snagging on noise in the image [6] . Having a sufficiently large number of control points on the snake ensures that a snake can still form a complex shape even with a high value of b, provided curvature between adjacent control points is low [ Fig. 3 ].
Image energy in our implementation is based on a number of image preprocessing algorithms [ Fig. 4 ]. Firstly, areas of movement are detected in the image. Motion detection involves differencing successive frames, and so detects not only moving objects but also the 'holes' they leave behind, that is, their locations in the previous frames. After differencing the resulting motion detection to a continually updated template of the background, only the moving objects remain with a slight padding around their edges. 'Blobs', that is, regions that are too small to be considered image features, are then masked out, removing most of the noise caused by leaves blowing or water rippling. A Sobel mask [7] is passed over the resultant image, to enhance edges.
Finally, all edges still in the image are normalised, to prevent any edges from appearing disproportionately strong due to the narrow 3x3 pixel focus of the Sobel mask [5] . The To move the active contour, each of its control points in turn has its energy minimised. This involves, for each control point around the contour, searching the control point's neighbouring pixel locations to determine whether any of these locations would offer a lower energy value for the control point than its current location, using the energy function. Having searched its neighbourhood, the control point is then moved to the location in the neighbourhood offering the lowest energy. In instances when a control point is already at the location with the lowest energy, it is not moved as doing so would increase its energy. Once every control point on the contour has had its energy minimised in this way, the contour is said to have moved. This process is repeated until the snake is relaxed, that is, until a sufficiently large percentage of the control points no longer move to other locations in their neighbourhood, whereby the snake remains relatively still between iterations. Once a snake ia relaxed, its final position is used as a starting position in the next video frame, thus it is assumed that the movement between frames is sufficiently small that the relaxed snake czn track the object. In our work, we use snakes to track non-occluded humans as they move around the visual field. Using the energy function described above, snakes can be seen to be reasonably successful at tracking moving humans, provided the human is not occluded [ Fig. 1 ]. Fig. 5 shows the results of a snake tracking a sample human over 105 frames of video footage. No objective measure exists of an active contour's success at tracking objects [3] , but the model can be seen to be successfully locating the target human's outlines.
As can be seen from Fig. 5 , the snake only obtains the outer edge of an object; 'holes' in between the human's legs do not form part of the contour (as illustrated in frame 30 of the figure). Despite the variation that humans adopt as they walk, their outline was identified in 30 different cases using active contour models alone. In cases where the human becomes either partially or totally occluded, for instance if they walk behind a tree, or if another human walks between the target human and the camera, the snake will fail in obtaining the target shape. This is because the image preprocessing stages will not be able to enhance the target object's outline if all or part of that outline is not in the image to begin with. Typically in a situation where the target human walks behind something, the snake will remain tracking the visible part of the human until they disappear behind the obstruction, at which point it is left with nothing to track, resulting in unpredictable behaviour. Often the snake collapses in on itself at the point where the target object disappeared. The snake is rarely able to regain tracking the target human when they reappear elsewhere in the image, however, as the human has usually moved far enough across the image that the snake cannot find them in any of its control points' neighbourhoods.
Active contour vector translation
In this section we discuss the issues preventing an active contour from being used unaltered as an input pattern to a neural network. We propose a solution in the form of the axis crossover vector, and identify the most appropriate level of detail for encoding human shape information, following a series of systematic experiments with neural networks and axis crossover vectors.
Obtaining generic shape descriptions from snakes
Snakes themselves have no way of determining what type of object they are tracking, they merely track visible outlines in the image, irrespective of the object(s) that the outline belongs to. In order to determine whether or not the object being tracked by a snake is human, the shape of the object somehow needs to be analysed. Due to the large variation of human poses and subsequent shapes, the wide variety of non-human objects which may be encountered in real world situations, and the general ill-defined nature of the problem, we have opted to use a feedforward error-backpropagation neural network as the means by which an object being tracked using a snake is classified human or non-human. More details of the neural network, and of experiments involving the network, are presented in the following section.
The reliance of active contour models upon features in an image brings both advantages and disadvantages to the task of object identification. By locking onto features in an image, an active contour is able to abstract the actual object in the image, rather than an approximation or a prediction. This provides the highest resolution shape possible from the image data alone. Conversely, the control points on the contour have absolute coordinates based in the image coordinate space, as the control points relate to In order to use active contours' shapes as input data for a neural network performing a shape classification task, these qualities need to be removed. The rerepresentation therefore must provide for scale-, location-, resolution-and rotationinvariance if it is to be useful as a generic shape description. Furthermore the representation needs to remove the pairing of data, so that the neural network is not expected to have to group each control point's x and y locations together. This in itself presents a challenge when devising an input pattern representation for the neural network.
The solution which we have developed is the axis crossover vector [8] . The centre of the contour is calculated, which in our implementation is simply the mean control point location. From that centre, a pre-defined number of axes are projected outwards at specified angles, to the furthest edges of the contour [ Fig. 6 ]. The distance from the contour's centre to its furthest edge along that axis is then stored in a vector. The vector length is equal to the number of axes being projected. This allows the vector to be location-invariant, as no image coordinates are stored in the axis crossover vector, only distances from the centre of the shape to its edges, along the axes. In addition the vector is resolution-invariant, that is, independent of the number of control points on the
contour. Similarly, it does not matter where on the contour the first control point resides, and so is rotation-invariant. There are two limitations to using axis crossover representations as input to neural networks. Firstly, a given axis must be projected in the same direction between shapes.
For instance the first axis in all of our shapes is projected at 0° (vertically)
projected differently between shapes then the task of comparing axis crossover vectors is complicated.
Secondly, the granularity of shape description can be tailored to a specific task by using a larger or smaller number of axes. However, because vector elements map onto input neurons, the number of axes used must be equal in all vectors used to train or test a given neural network.
In order to ascertain the most appropriate number of axes to use for representing a given object class' shapes, it was necessary to develop several neural networks, each with a different input layer size, and to determine which network gave the best results. In order to classify shapes as human or non-human using a supervised neural network, it was necessary to obtain a training and test set of examples and counter examples. All objects in the training and test sets of experiments reported in this section were computer generated using 3D modelling and animation software, which allowed for tighter control over objects, and meant in the case of animate objects such as humans, that their gender, height, weight, age, direction of movement, and gait could be finely controlled.
The axis crossover representation allows for different numbers of axes to be used in the contour representation. Having fewer axes simplifies the neural network's task, however enough axes need to be used that the pedestrian qualities of the contours are encapsulated in the vectors, so that they can be differentiated from the non-pedestrian The test set contained the same set of 10 CG pedestrian and 10 CG non-pedestrian shapes across all neural networks, again encoded using appropriately sized axis crossover vectors for each neural network. All shapes in the test set were unseen, but were of object classes included in the training set.
The networks were trained to within 0.05 error, and when tested, network output was allowed some lenience; an output of 0 -0.2 was classed '0', and an output of 0. Each means something different; the network might consider the shape to be both human and non-human, neither human nor non-human, or partly human and partly nonhuman. If we had used only a single bipolar output unit a value of '0' would only tell us that the network was uncertain, and not why it was uncertain.
Shapes which the network is uncertain at classifying can be incorporated into the training set, so that the training set becomes more representative of the possible shapes which will be encountered, and improves the network's generalisation abilities with these types of shape.
Experiments previously reported in [8] show that the networks which used 16-axis crossover representations, and therefore 16 input units, displayed the best performance.
Of these 16 input unit networks, those containing 13 hidden units were best at distinguishing human from non-human shapes, being able to classify 90% of unseen human shapes and 60% of unseen non-human shapes correctly. Interestingly, using more than 16 axes gave no benefit in performance whilst requiring more epochs during training. The neural network with 16 input units was therefore used henceforth, together with 16-axis crossover vectors.
To test the chosen network's confidence in its categorisations, it was necessary to look at the average difference between the values output by both of its output units
during the previous experiment to see how 'confident' it was that a pedestrian vector was pedestrian and that a non-pedestrian vector was not. 
Each network was initialised with a different initial weight matrix
The average confidence value when classifying an unseen CG human shape correctly is 0.81 (the difference between the two output unit values), with 1.0 representing complete confidence that the shape is human, whereas the average confidence value when classifying an unseen CG non-human shape correctly is -0.65, with -1.0 representing complete confidence that the shape is non-human. A confidence 
Shape analysis and classification
In this section we investigate how the shape representation developed in sections 2 and 3 can be used to produce neural networks that can distinguish between a variety of CG and real object classes. This section uses exclusively a network with 16 input units, 13 hidden units and 2 binary output units, where one output unit was trained to identify human shapes, and the other non-human shapes, as in the previous section.
CG and real object classification -lateral object movement
The neural network architecture developed in the previous section was re-trained, this time with 400 examples each of CG human and CG non-human shapes in the training set. The non-human shapes consisted of 200 inanimate outdoor objects such as trees, cars and streetlights; and deformable animate objects, namely 100 shapes each of CG dogs and horses, again generated using 3D inverse kinematics software. All nonhuman shapes were trained to produce a 'non-human' classification. Each shape in the training set had a snake locked onto it, and the snake's contour was then re-represented as a 16-axis crossover vector, which was used as the input pattern. All animate objects used in the training set (the CG humans, horses and dogs) were moving laterally across the image, either from left to right or right to left. The network was trained to within an error margin of 0.05.
The test set for this categorisation experiment contained 100 unseen CG human shapes, 100 unseen real human shapes, and 100 unseen CG non-human shapes. Within the non-human test patterns, a previously unseen object class was introduced to the network: CG velociraptors. Velociraptors were used as they constituted unseen nonhuman bipeds, and so could further determine how distinct the network considered The results in Fig. 9 show that the network clearly identifies unseen CG humans as 'human' with a high level of confidence, and unseen CG dogs, horses, and inanimate objects as 'non-human' with a high, albeit lesser, level of confidence. The CG velociraptors are classified as more human than non-human, but the network still clearly distinguishes between the CG humans and the CG velociraptors, with mean confidence Of note is that the network is still able to classify the object classes as successfully as before when those objects are moving laterally, that is, when their direction approaches 0° or 180°. However as their movement approaches 90° or 270°, the network's ability to correctly classify them is severely compromised. Nevertheless for the system to be applicable to complex outdoor scenarios, it was necessary to accommodate all movement along the ground plane. Thus it was decided to use a different training set, which incorporated objects moving in different directions along the ground plane. When re-training the network with a more representative training set, the network was able to correctly classify objects which were moving in arbitrary directions along the ground plane.
Further work in this research area involves identifying if the neural network's accuracy in classifying real human objects could be improved by training it using real human shapes instead of, or as well as, CG human shapes. Clearly this would make the task of generating the training set more complex, as there would be less control over the variety and movement of the real human subjects than currently exists in the 3D modelling and animation software, making it more cumbersome to obtain a representative training set from which the neural network can generalise.
One weakness of the method presented in this paper is that, even if an object being tracked by the snake is classified 'human', there is still no information available regarding that human's behaviour, for instance its past and current postures. Both active contour models and the axis crossover vector only form a silhouette representation of an object, with no attention paid to the microstructure of the object. For instance, neither model can incorporate an object's self-occlusion in the representation; if one arm obscures part of the torso, it does not affect the outline of the object, and so is not identifiable from either the snake's contour or the axis crossover vector. It would be useful, once the neural network has classified the object being tracked as human, to be able to determine a human's posture. This could potentially be achieved by using a landmark based analysis, for example the Point Distribution Model [9] in concert with the snakes. This would allow particular points on the body to be identified, thus enabling those landmarks' relative positions to be identified. Alternatively a History Space Classifier [10] could be constructed to identify abnormalities in an individual's motion pattern.
Potential uses for this application would be the medical domain or semi-automatic CCTV systems, providing an indication to a human observer that a certain event has occurred.
