1 2 3 Leveraging prior concept learning improves ability to generalize from few 4 examples in computational models of human object recognition 5 6 7 Abstract 22 Humans quickly learn new visual concepts from sparse data, sometimes just a single example. 23 Decades of prior work have established the hierarchical organization of the ventral visual stream 24 as key to this ability. Computational work has shown that networks which hierarchically pool 25 afferents across scales and positions can achieve human-like object recognition performance and 26 predict human neural activity. Prior computational work has also reused previously acquired 27 features to efficiently learn novel recognition tasks. These approaches, however, require 28 magnitudes of order more examples than human learners and only reuse intermediate features at 29 the object level or below. None has attempted to reuse extremely high-level visual features 30 capturing entire visual concepts. We used a benchmark deep learning model of object 31 recognition to show that leveraging prior learning at the concept level leads to vastly improved 32 abilities to learn from few examples. These results suggest computational techniques for learning 33 even more efficiently as well as neuroscientific experiments to better understand how the brain 34 learns from sparse data. Most importantly, however, the model architecture provides a 35 biologically plausible way to learn new visual concepts from a small number of examples, and 36 makes several novel predictions regarding the neural bases of concept representations in the 37 brain. 38
Introduction 54
Humans have the remarkable ability to quickly learn new concepts from sparse data. 55
Preschoolers, for example, can acquire and use new words on the basis of sometimes just a single 56 example [1] , and adults can reliably discriminate and name new categories after just one or two 57 training trials [2] [3] [4] . Given that principled generalization is impossible without leveraging prior 58 knowledge [5] , this impressive performance raises the question of how the brain might use prior 59 knowledge to establish new concepts from such sparse data. 60
Several decades of anatomical, computational, and experimental work suggest that the 61 brain builds a representation of the visual world by way of the ventral visual stream, along which 62 information is processed by a simple-to-complex hierarchy, up to neurons in ventral temporal 63 cortex that are selective for complex objects such as faces, objects and words [6] . According to 64 computational models [7] [8] [9] [10] [11] as well as human functional magnetic resonance imaging (fMRI) 65 and electroencephalography (EEG) studies [12, 13] , these object-selective neurons in high-level 66 visual cortex can then provide input to downstream cortical areas, such as prefrontal cortex 67 (PFC) and the anterior temporal lobe (ATL), to mediate the identification, discrimination, or 68 categorization of stimuli, as well as more broadly throughout cortex for task-specific needs [14] . 69
It is at this level where these theories of object categorization in the brain connect with 70 influential theories of semantic cognition that have proposed that the ATL may act as a 71 "semantic hub" [15] , based on neuropsychological findings [16] [17] [18] and studies that have used 72 fMRI [19] [20] [21] [22] or intracranial EEG (iEEG) [23] to decode category representations in the 73 anteroventral temporal lobe. 74
Computational work suggests that hierarchical structure is a key architectural feature of 75 the ventral stream for flexibly learning novel recognition tasks [24] . For instance, the increasing 76 tolerance to scaling and translation in progressively higher layers of the processing hierarchy due 77 to pooling of afferents preferring the same feature across scales and positions supports robust 78 learning of novel object recognition tasks by reducing the problem's sample complexity [24] . 79
Indeed, computational models based on this hierarchical structure, such as the HMAX model 80
[25] and, more recently, convolutional neural network (CNN)-based approaches have been 81
shown to achieve human-like performance in object recognition tasks [26-30], given sufficient 82 numbers of training examples and even accurately predict human neural activity [31] . 83
In addition to their invariance properties, the complex shape selectivity of intermediate 84 features in the brain, e.g., in V4 or posterior inferotemporal cortex (IT), is thought to span a 85 feature space well matched to the appearance of objects in the natural world [28, 30] . Indeed, it 86 has been shown that re-using the same intermediate features permits the efficient learning of 87 novel recognition tasks [28, [32] [33] [34] [35] , and the re-use of existing representations at different levels 88 of the object processing hierarchy is at the core of models of hierarchical learning in the brain 89
[36]. These theories and prior computational work are limited, however, to re-use of existing 90 representations at the level of objects and below. Yet, as mentioned before, processing 91 hierarchies in the brain do not end at the object-level but extend to the level of concepts and 92 beyond, e.g., in the ATL, downstream from object-level representations in IT. These 93 representations are importantly different from the earlier visual representations, generalizing 94 between exemplars to support category-sensitive behavior at the expense of exemplar-specific 95 details [37] . Intuitively, leveraging these previously learned visual concept representations could 96 substantially facilitate the learning of novel concepts, along the lines of "a platypus looks a bit 97 like a duck, a beaver, and a sea otter". In fact, there is intriguing evidence that the brain might 98 leverage existing concept representations to facilitate the learning of novel concepts: in Fast 99
Mapping [1] [2] [3] , a novel concept is inferred from a single example by contrasting it with a related 100 but already known concept, both of which are relevant to answering some query. Fast Mapping 101 is more generally consistent with the intuition that the relationships between concepts and 102 categories are crucial to understanding the concepts themselves [38] [39] [40] [41] . The brain's ability to 103 quickly master new visual categories, then, may depend on the size and scope of the bank of 104 visual categories it has already mastered. Indeed, it has been posited that the brain's ability to ). Based on prior work using GoogLeNet, we hypothesize 128 that the Conceptual features best model semantic cortex (e.g. ATL), while the Generic layers 129 best model to high-level visual cortex (e.g. V4, IT, fusiform cortex) [30, 31] . We predicted that 130 higher levels would support improved generalization from few examples, and in particular that 131 leveraging representations for previously learned concepts would strongly improve learning 132 performance for few examples. To test this latter hypothesis, we modified the GoogLeNet 133 architecture to perform 2,000-way classification. We then trained the modified network to 134 recognize 2,000 concepts from ImageNet [46] (S1 Table) . We examined the activations of each 135 feature set for images drawn from 100 additional concepts from ImageNet (S2 Table) , distinct 136 from the previously learned 2,000 concepts. 137
For our scheme to work, conceptual features must support generalization by being 138 broadly tuned. All the feature sets we analyzed are thus part of the standard GoogLeNet 139 architecture and come before the network's final decision layer. The binary classifiers we trained 140 for this analysis, however, were separate from GoogLeNet. We do not claim that they are part of 141 the visual hierarchy so much as we use them to assess the usefulness of different parts of that 142 hierarchy for sample-efficient learning. 143
The concepts GoogLeNet learns are based on visual information only and therefore do 144 Conv. Conv.
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Conv. on lower right). We modified the network to produce 2,000-way outputs, simulating 153 representations for 2,000 previously learned categories. We then investigated how well 154
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representations at different levels of the hierarchy supported the learning of novel concepts. To 155 encourage generalization, we wanted each layer to be broadly tuned, so we drew our conceptual 156 layer not from the task-specific and sharply tuned final decision layer (Softmax), but the 157 immediately preceding layer. Multiples (i.e. x2 or x3) indicate several identical layers being 158 connected in series. 159 160
Comparison between feature sets 161
To test our hypothesis, we compared the performance of each feature set for several small 162 suggests that the human brain could likewise achieve its superior ability to learn by leveraging 215 prior learning, specifically concept representations in ATL. How could this hypothesis be tested? 216
In case disjoint neuronal populations coding for related concepts learned at different times can be 217 identified, causality measures such as Granger causality [51-53] could provide evidence for their 218 directed connectivity. At a coarser level, longer latencies of neuronal signals coding for more 219 recently learned concepts relative to previously learned concepts would likewise be compatible 220 with novel concept learning leveraging previously learned concepts. 221
Our scheme separates object-level and concept-level representations from task-specific 222 decision mechanisms. As a result, object-based and conceptual representations can remain 223 broadly tuned, supporting rapid learning for novel tasks. In fact, new concept learning was poor 224 when using post-decision (i.e., post-softmax) units as input, whose responses were sharpened to 225 exclusively respond to just a single concept. Our simulations therefore predict a key role for 226 broadly tuned concept units, e.g., in the ATL, in enabling the rapid learning of novel concepts. 227
Testing this hypothesis will require high-resolution methods like electrocorticography (ECoG, 228 see, e,g., [54]). 229
Intuitively, the requirement for two examples to successfully learn novel concepts makes 230 sense as this allows the identification of commonalities among items belonging to the target class 231 relative to non-members. However, the phenomenon of Fast Mapping suggests that under certain 232 conditions, humans can learn concepts even from a single positive and negative example. In 233 contrast, in our system, performance for this scenario was generally poor. Yet, theoretically, one 234 positive and one negative example should already be sufficient if the negative example is chosen 235 from a related category that would serve to establish a crucial, category-defining difference, 236
which is precisely what is done in conventional Fast Mapping paradigms in the literature. In the 237 simulations presented in this paper, our negative example was chosen randomly, so we would not 238 necessarily expect good ability to generalize from a single positive example. Yet, studying how 239 variations in the choice of negative examples can further improve the ability to learn novel 240 concepts from few examples would be a highly interesting question for future work that can 241 easily be studied within the existing framework. In that context, an interesting observation in Fig  242   2b is that for the case of one positive and one negative example, the distribution for the 243 conceptual feature set actually appears bimodal, with a number of very high dʹ values (~3) and 244 many very low ones (~0). Finally, while our work in this paper focused on visual concepts, it will be interesting to 253 explore whether similar mechanisms are at work for even higher-level generalization, as in the 254 learning of schemas. Work with rats shows that they can learn new paired associations between 255 odor and place after just a single training trial, and an investigation of gene expression during 256 this task suggests that learning new information leverages previously learned neocortical 257 schemas [55,56]. These findings are consistent with fMRI studies showing heightened activity in 258 medial prefrontal cortex for subjects learning information in a field they have already begun to 259 study and heightened medial temporal activity for learning in an entirely novel field [57] . They We similarly use disjoint subsets of ImageNet to both train and validate a modified GoogLeNet 272 and to train and test a series of binary classifiers. 273
To train and validate GoogLeNet, we randomly selected 2,000 categories from 3,177 274
ImageNet categories providing both bounding boxes and more than 732 total images (the 275 minimum number of images per category in the Image Net Large Scale Visual Recognition 276 Challenge (ILSVRC) 2015), thus ensuring each category represented a concrete noun with 277 significant variation (S1 Table) . One of the authors further reviewed each category to ensure it 278 represented a concrete visual category. We set aside 25 images from each category to serve as 279 validation images and used the remainder as training images. We thus used a total of 2,401,763 280 images across 2,000 categories for training and 50,000 images across those same 2,000 281 categories for validation. To reduce computational complexity, all images were resized to 256 282 pixels on the shortest edge while preserving orientation and aspect ratio and then automatically 283 cropped to 256 x 256 pixels during training and validation. While it is possible for this strategy 284 to crop the object of interest out of the image, previous work with the GoogLeNet architecture 285
[45] suggests that the impact on performance is marginal. 286
To train and test our binary classifiers, we used the training and validation images from 287 100 of the 1,000 categories from the ILSVRC2015 challenge [59] . As with the GoogLeNet 288 images, all images were resized to 256 pixels on the shortest edge while preserving orientation 289 and aspect ratio and then automatically cropped to 256 x 256 pixels during feature extraction. 290
GoogLeNet 291
GoogLeNet is a high-performing [45] deep neural network (DNN) designed for large-scale 292 visual object recognition [59] . Because prior work has shown that the performance of DNNs is 293 correlated with their ability to predict neural activations [29, 30] and that GoogLeNet in particular 294 is a comparatively good predictor of neural activity [31], we use GoogLeNet as a model of 295 human visual object recognition. Because the exact motivation for GoogLeNet and the details of 296 its construction have been reported elsewhere, we focus here on the details relevant to our 297 investigation. We used the Caffe BVLC GoogLeNet implementation with one notable alteration: 298
we increased the size of the final layer from 1,000 to 2,000 units, commensurate with the 2,000 299 categories we used to train the network. We trained the network for ~133 epochs (1E7 iterations 300 of 32 images) using a training schedule similar to that in [45] (fixed learning rate starting at 0.01 301 and decreasing by 4% every 3.2E5 images with 0.9 momentum), achieving 44.9% top-1 302 performance and 73.0% top-5 performance across all 2,000 categories. 303
Main simulation 304
To study how previously learned visual concepts could facilitate the learning of novel 305 visual concepts, we trained a series of one-vs-all binary classifiers (elastic net logistic regression) 306 to recognize 100 new categories from the ILSVRC2015 challenge. The 100 categories were 307 chosen uniformly at random and remained constant across all feature sets (S2 Table) . 308
The primary hypothesis of this paper is that prior learning about visual concepts can multiple depths in the network. We define the Generic2 and Generic3 features using layers from 340 these auxiliary networks that correspond to the layer from the primary classifier used to define 341
Generic1. 342
We measured feature set performance by training a series of one-vs-all binary classifiers 343 (elastic net logistic regression) for each feature set, meaning that each feature set served in a sub-344 simulation as the sole input to the classifiers. For each feature set, we trained 14,000 classifiers- 
