We present hydrodynamic far-field simulations of the Aleutian tsunami of 1946 April 1, using both a dislocation source representing a slow earthquake and a dipolar one modelling a large landslide. The earthquake source is derived from the recent seismological study by López and Okal, while the landslide source was previously used to explain the exceptional run-up at Scotch Cap in the near field. The simulations are compared to a field data set previously compiled from testimonies of elderly witnesses at 27 far-field locations principally in the Austral and Marquesas Islands, with additional sites at Pitcairn, Easter and Juan Fernández. We find that the data set is modelled satisfactorily by the dislocation source, while the landslide fails to match the measured amplitudes, and to give a proper rendition of the physical interaction of the wavefield with the shore, in particular at Nuku Hiva, Marquesas. The emerging picture is that the event involved both a very slow earthquake, responsible for the far-field tsunami, and a major landslide explaining the near-field run-up, but with a negligible contribution in the far field.
I N T RO D U C T I O N A N D B A C KG RO U N D
This paper presents hydrodynamic simulations in the far field of the tsunami generated by the Aleutian earthquake of 1946 April 1 (Fig. 1) . This event remains a challenge to geophysicists, as it generated a much larger tsunami than expected from its conventional magnitude, M = 7.4 as measured at Pasadena and reported by Gutenberg & Richter (1954) . In the near field, the tsunami eradicated the lighthouse at Scotch Cap on Unimak Island (Sanford 1946) , where recent field work has mapped run-up to an elevation of 42 m. In the far field, the tsunami wrought considerable damage in the Hawaiian Islands (where it killed 159 persons), the Marquesas Islands, Easter and even reportedly at Winter Island on the shores of Antarctica (Fuchs 1982) . This discrepancy between tsunami amplitude and earthquake magnitude was investigated by Kanamori (1972) who included the Aleutian event as a charter member of the class of so-called 'tsunami earthquakes', whose tsunamis are larger than suggested by their magnitudes, especially those measured using conventional algorithms. Such disparities have generally been ascribed to exceedingly slow rupture velocities along the seismic fault, which leads to destructive interference for all seismic waves in the most commonly registered frequency bands, and thus to a systematic underestimation of the true size of the seismic source. Indeed, a recent seismological investigation of the 1946 event reveals a very slow bilateral rupture with a static moment of 8.5 × 10 28 dyn-cm, ranking it among the ten largest earthquakes ever recorded (López & Okal 2006 ).
On the other hand, in the wake of the 1998 Papua New Guinea tsunami, which killed more than 2200 people in the near field, it was realized that underwater landslides could be unsuspected but major contributors to the generation of near-field tsunamis (Synolakis et al. 2002) , and thus the question naturally arose of the possible contribution of a landslide to the source of the 1946 Aleutian tsunami. This possibility was mentioned early on by Macdonald et al. (1947) , who discounted it on the basis of a qualitative discussion of the properties of the tsunami in the far field, and later by Kanamori (1985) . The existence of a landslide as a component to the source of the 1946 Aleutian tsunami was proposed again by Okal et al.'s (2003) simulation of the data set of near-field run-up measurements collected by these authors on Unimak and Sanak Islands. In lay terms, they argued that the excessive run-up at and near Scotch Cap (up to 42 m) could not be reconciled with the seismic slip of even a gigantic earthquake, in illustration of simple scaling laws for tsunamis in the near field, as later investigated systematically by Okal & Synolakis (2004) . Rather, Okal et al. (2003) showed that the near-field run-up could be modelled satisfactorily using a dipolar source representing a 200-km 3 landslide which will be described in greater detail in Section 3. The occurrence of a landslide was also suggested by anecdotal reports from elderly fishermen and by qualitative disparities between bathymetric charts pre-and post-dating the event . More recently, Fryer et al. (2004) have proposed that the whole 1946 event consisted of a major landslide, without a bona fide seismic dislocation, a model difficult to reconcile with the spatial and temporal distribution of aftershocks (López & Okal 2006) . Aleutian earthquake (star) and of the island groups considered in this study (solid dots). This is an oblique Mercator projection using the great circle from Unimak to Winter Island as its baseline (Equator); as such, it is conformal, and gives an appropriate representation of the directivity of the tsunami at the source, shown as the bow-tie azimuthal pattern surrounding the epicentre. (b) and (c) Close up maps of the Polynesian island groups; these are standard Mercator projections.
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On the other hand, Johnson & Satake (1997) used dislocation sources to model a number of tidal gauge records of the tsunami in the far field, suggesting a moment of 2. 3 × 10 28 dyn-cm, but failed to obtain a satisfactory fit for the largest amplitudes, namely at Honolulu. Finally, Tanioka & Seno (2001) invoked the possible influence of splay faults in the accretionary prism, an idea first expressed by Fukao (1979) , to reconcile far-field tidal gauge records, including the one at Honolulu, with a relatively weak seismic source. However, their proposed seismic moment (1.8 × 10 28 dyn-cm) remains much smaller than modelled by López & Okal (2006) , reflecting a much narrower fault zone, incompatible with these authors' reassessment of the aftershock distribution.
In this context, the present study offers a series of transpacific hydrodynamic simulations of the 1946 Aleutian tsunami in the far field, using as initial conditions both López & Okal's (2006) dislocation source, and the dipolar source introduced by Okal et al. (2003) to model the tsunami in the near field. By comparing our results with the data set of far-field run-up values gathered by Okal et al. (2002) , we conclude that the far-field tsunami is well modelled by the dislocation source.
T H E D I S L O C AT I O N S O U RC E
The dislocation source used in the present study is based on the recent seismological model by López & Okal (2006) , obtained from the modelling of the spectra of low-frequency mantle waves, and the relocation of a full set of 39 aftershocks. It features a bilateral rupture propagating 80 km northeast and 120 km southwest along the Pacific-North American Plate boundary, as defined by the Aleutian trench, striking N63
• E. López & Okal (2006) have proposed a very slow velocity of rupture, V R = 1.12 km s -1 , which, combined with the bilateral character of the source, results in destructive interference for all seismic waves in all azimuths even at frequencies characteristic of mantle waves. However, V R remains hypersonic with respect to all tsunami phase velocities C (typically 220 m s -1 in the deep ocean) and thus, following Ben-Menahem & Rosenman (1972) , constructive interference is expected for the far-field tsunami in the azimuth perpendicular to the rupture. slip u = 9 m. The focal geometry (φ = 243 López & Okal (2006) was derived by Pelayo (1990) from body-wave modelling. We then derived the static field of vertical displacement in the source region by implementing the algorithm of Mansinha & Smylie (1971) . In turn, these values were used as initial conditions for the vertical deformation of the ocean surface, η(x, y; t = 0 + ). This assumption, widely used in numerical simulation of ocean wide tsunamis, is legitimate in view of the high value of the ratio V R /C ≈ 5, which allows to consider the whole seismic rupture as an instantaneous source of the tsunami. To complement the initial conditions, we take zero horizontal flow averaged over the ocean column: U (x, y; t = 0 + ) = V (x, y; t = 0 + ) = 0. Fig. 2 shows the distribution of initial values of η in the vicinity of the source. The maximum value of η is 5.23 m; the minimum corresponds to a subsidence of 97 cm.
T H E D I P O L A R S O U RC E
The dipolar source used in this study models the initial field due to a large landslide featuring a volume of 200 km 3 moving at an average speed of ∼30 m s -1 along the continental slope off Davidson Bank. As discussed by Okal & Synolakis (2004) , the initial surface displacement takes the form of a dipolar function featuring a negative trough and a positive hump separated by a 35-km lever oriented N165
• E, that is, along the line of steepest slope. The distribution of subsidence in the trough is taken as
where η − = −28 m, Y is the geographic coordinate in the azimuth of steepest slope (φ = 165 • ), X the coordinate perpendicular to Y , and the transverse dimensions of the trough are W X = 52.5 km; W Y = 35 km. The positive hump obeys a similar distribution, but with values of W increased by a factor 1.21, and a maximum height reduced by the same factor, squared (η + = 19 m), so that the total integral of displaced water at the surface is zero; it is activated 1000 s later than the trough, to express the slow evolution of the landslide on the ocean floor. This model, which treats the source as two instantaneous, if time-lagged, impulses, is clearly an oversimplification, as it ignores the complex phenomenon of a large landslide, which may in particular evolve into a turbidity current. However, this source was used successfully by Okal et al. (2003) to model the exceptional near-field run-up of 42 m at Scotch Cap. A similar but smaller source was used to model the 1998 Papua New Guinea tsunami in the near field (Heinrich et al. 2000; Synolakis et al. 2002) . Fig. 3 shows the distribution of initial values of η in the source area. A comparison between Figs 2 and 3 underscores the fundamental difference between the two sources, the field of initial displacement of the dipolar source being both of much larger amplitude and spatially more concentrated than its dislocation counterpart.
T H E RU N -U P D ATA S E T
We model the data set obtained by Okal et al. (2002) , based on the interview of elderly witnesses of the 1946 tsunami at transpacific sites, including the Marquesas, Easter and Juan Fernández Islands (Fig. 1) . Fig. 4 (a), from Okal et al. (2002) , summarizes the product of this survey in the case of Nuku Hiva, the northernmost main island of the Marquesas group. We elect not to model those sites involving riverbeds, with run-up values shown in italics on the figure, as the value of the run-up is more strongly influenced by the local topography. Okal et al. (2003) . Note that strong run-up values, reaching 5-6 m, are found on Pitcairn and Rurutu, which lack a substantial coral reef system, the former because of its youth (Duncan et al. 1974) , the latter as a result of its complex history of tectonic uplift (Chauvel et al. 1997) , such values being generally comparable to the results in the Marquesas. By contrast, Tubuai and Raivavae, ringed by reef systems reaching a width of 3-5 km, feature more moderate values of run-up, not exceeding 3 m. Finally, we do not consider those sites for which no detailed bathymetry is readily available on the scale of the individual bay [e.g. Anahou (Nuku Hiva) or Hauti (Rurutu)].
The resulting data set, consisting of 27 run-up values, is listed in Table 1 , in which island groups are arranged from west to east and numbers in brackets refer to, and complement, the individual sites in Okal et al.'s (2002) survey.
T H E S I M U L AT I O N

Methodology
For each of the possible sources, we proceed to carry out a full simulation of the propagation of the tsunami across the Pacific Ocean, of its interaction with the relevant islands, and of the run-up at the sites listed in Table 1 . The simulation uses a finite difference code, introduced by Guibourg et al. (1997) , which solves the equation of hydrodynamics under the non-linear Shallow Water Approximation. In the present applications, we neglect the effect of friction at the bottom of the ocean, as well as Coriolis terms.
The computation follows the algorithm of Hébert et al. (2001) . It is performed on a set of successively refined grids involving five different levels of spatial and time steps. All gridding is done at regular intervals of latitude and longitude, and thus involves a correction of the equations of hydrodynamics for Earth sphericity. At the basin level on the high seas, we use a first grid with a spatial step of 6 min of arc (0.1 degree or ∼11 km in latitude), and a time step of 8 s. The bathymetry is obtained by decimating Smith & Sandwell's (1997) data set. At the level of an island group (typically over a linear distance of 300 km, and at depths shallower than 3000 m), we use a second grid with a spatial step of 1 min of arc (1 nautical mile or ∼1.8 km in latitude), and a time step of 2 s. The gridding is further refined at a third level (10 s of arc or ∼300 m in latitude and 0.5 s in time) at the scale of an individual island and at a fourth level (2 s of arc or ∼60 m in latitude and 0.25 s in time) at the scale of an individual bay. Finally, the inundation of initially dry land is calculated using a fifth grid with a spatial resolution of 0.5 s of arc (∼15 m in latitude) and 0.125 s in time. The time steps used are matched to the individual spatial grids in order to comply with the Courant-Friedrichs-Lewy (CFL) condition for numerical stability (Courant et al. 1928) ; they decrease slower than the spatial grid steps, reflecting the lesser velocities of the wave in shallower waters. Detailed bathymetric information (as well as relevant topographic data for run-up calculations) was hand-digitized and interpolated from a variety of nautical charts obtained principally from the British Admiralty series and the French Navy's Service Hydrographique et Océanographique de la Marine. The exact locations at which the transitions from one level of gridding to the next took place were site dependent. In the case of the dipolar source, the initial evolution of the wavefield in the source area was computed using only the negative trough on an auxiliary grid featuring a spatial step of 0.01 degree (∼1.1 km in latitude) and a time step of 1 s; the positive hump is switched on after a delay of 1000 s, and the computation continued for 300 s, and then transferred to a second grid with a spatial step of 1 min of arc (∼1.8 km in latitude) and a time step of 4 s, which runs for 10 000 s (∼2.8 hr), before being transferred to the coarsest transoceanic grid described above. This procedure is necessary to provide stability to a wavefield dominated by much shorter wavelengths than in the case of the dislocation source.
Results
The results of our simulations can be expressed in a number of ways.
(1) Run-up values. First, we consider maps of maximum wave heights (at sea) or run-up (on originally dry land) for a time window extending at least 2 hr after the group arrival time of the tsunami. Table 1 and Fig. 6 compile the final results of our simulated runup computations at all 27 overland locations in the far field, both in the case of the dislocation (earthquake) and dipolar (landslide) sources, and compare them to the surveyed data set. It is immediately clear that the earthquake source fits the observations better than the landslide one. The quality of this fit can be quantified by defining, for each location, a logarithmic residual r r = log 10 η Simulated η Observed (2) Using this definition, we find an average residualr = −0.09 ± 0.14 logarithmic unit for our data set of 27 locations. In other words, our simulated amplitudes are on the average 81% of the measured run-up values with a scatter corresponding to a multiplicative or divisive factor ( * /) of 1.44. Given the potential influence of unknown details in bathymetry and topography, we conclude that the earthquake source satisfactorily explains the distribution of run-up in the far-field islands.
By contrast, the dipolar model leads tor = −0.62 ± 0.19; in other words, amplitudes simulated using the landslide source are on the average only 24% * /1.55 of the measured run-up. Note in particular that the standard deviations of the two populations of residuals are very comparable, and as such, the two data sets are well separated and essentially incompatible. Furthermore, the ratio (3.4 on the average) between the simulated run-ups of the landslide and earthquake sources separates, at most stations, a relatively benign tsunami from a much more damaging one. In particular, at the 19 sites in the Marquesas Islands, the average run-up of the former (1.4 m) would result in only moderate damage (at most capsizing of small boats and some limited beach erosion), while the average runup of 5 m expected from the latter explains flooding and destruction of houses hundreds of metres inland as reported by eyewitnesses, and matches the average measured value of 5.9 m. On this basis, we conclude that the surveyed data set is well explained by the dislocation source based on López & Okal's (2006) seismological model, but reject the landslide source as the generator of the farfield tsunami. Note in particular that because the landslide source satisfactorily explains the tsunami in the near field, it is not possible to simply scale it upwards to match the far-field data set.
As discussed above, the low values of run-up measured in the Austral Islands reflect the presence of coral reefs and shallow lagoons, particularly well developed at Tubuai and Raivavae. These are well matched by the simulated values, even though the azimuths of the great circle paths at the epicentre are exactly in the direction of the directivity lobe of the dislocation source, as computed using an extension of Ben-Menahem & Rosenman's (1972) formalism to the case of a bilateral rupture and plotted on Fig. 1 for a tsunami wave with a period of 1000 s. By contrast, a low run-up value was surveyed by Okal et al. (2002) at Juan Fernández (2.7 m), and also well simulated using the dislocation source (2.5 m). Robinson Crusoe Island is a young volcanic structure (Gripp & Gordon 2002) at high latitude (34
• S), precluding the existence of even a submerged coral reef; the low run-up value is thus a clear illustration of the destructive interference due to the finiteness of the source at an azimuth of 50
• from the lobe of directivity (Fig. 1) . As discussed by Okal (2003) , strong, narrow lobes of directivity in the far-field cannot be generated by landslide sources whose physical velocities remain slower than the phase velocity of a tsunami on the high seas, 
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Taaoa [14] 10.4 Hanaiapa [5, 6, 7] 6.6 Hanatekuua [8] 6.7 Nahoe [9] 6.5 Puamau [10, 11] 5.3 (8.1) Hanapaaoa [12, 13] (14.6) Tahauku [15] Figure 5. Simulation results at Puamau, Hiva Oa (Site [11] ). The site under study is identified by the red box and arrow on the map on top, adapted from Okal et al. (2002) . The maximum amplitude of the wave over a 2-hr window following the arrival of the tsunami is contoured inside the bay and on initially dry land for the dislocation model (left) and the landslide one (right). The white contours represent the unperturbed shore line (bold) and the 25, 50 and 75 m isobaths.
resulting in destructive interference in all azimuths. Thus, the coexistence in the Central and South Pacific and at neighbouring azimuths of high tsunami amplitudes (in the Marquesas) and low ones (at Juan Fernández) is well explained and modelled by a dislocation source, but irreconcilable with a landslide one. In a number of instances, Table 1 and Fig. 6 feature a less than satisfactory fit between simulated and measured values of run-up. In particular, at Site [45] (Taipivai, Nuku Hiva), the simulated run-up is 2.4 times greater than observed. This probably reflects the extreme horizontal inundation reaching more than 500 m at that location (and 1250 m in the nearby riverbed) in that very flat valley ; in this context, our simulations which neglect the effect of friction must be overestimating run-up at the site. By contrast, at Easter Island (Site [54] ) and Hanaiapa, Hiva Oa (Site [7] ), run-up is clearly undersimulated, a probable result of the steep topographic gradients along the path of inundation.
(2) Virtual tidal gauge records. On Fig. 7 , we examine the case of the response of Taiohae Bay, on the Southern shore of Nuku Hiva. We consider two virtual gauges located over the isobaths 50 and 7 m, respectively, whose time-series are plotted on the top frames. The blue lines represent simulations using the landslide source, and the red ones using the dislocation source. Note that the dislocation source produces a wave of much larger amplitude at the entrance of the bay (h = 50 m), which is further amplified by a greater factor than in the case of the landslide source, reaching a peak-to-peak amplitude of 8 m for h = 7 m, as compared to 0.5 m for the dipolar source. This property is further investigated by considering the spectra of the virtual gauge records in the bottom frames of Fig. 7 . At the entrance of the bay (dark traces), the dislocation wavefield is peaked around 0.9 mHz (corresponding to a period of 19 mn), while the landslide spectrum is essentially white between 0.8 and 5 mHz (at considerably smaller spectral amplitudes). At the second gauge (h = 7 m), the low-frequency components around 1 mHz are amplified considerably (by a factor of 3), while those at 3 mHz remain unchanged. This expresses an obvious resonance of the bay around 0.9-1 mHz, which explains the large amplitudes reported at Taiohae (up to 10.1 m on the east side of the bay). Note that only the wavefield produced by the dislocation is capable of a strong resonance since it is already strongly peaked at the appropriate frequency as it enters the bay, while the landslide wavefield, being broader and generally of higher frequency, is not amplified in the same fashion. This constitutes an additional argument in favour of the generation of the far-field tsunami by the seismic dislocation.
C O N C L U S I O N
On the basis of the hydrodynamic simulation of run-up values of the 1946 Aleutian tsunami at 27 transpacific locations, we show that the earthquake dislocation source recently proposed by López & Okal (2006) satisfactorily explains the principal properties of the data set of values measured from the testimony of elderly witnesses, as compiled by Okal et al. (2002) and updated as part of the present study. Namely, the amplitude of the simulated run-up is on the average 81% of that measured, and we reproduce the rapid azimuthal decay of the amplitude of the wave when moving laterally outside the lobe of directivity due to source finiteness, as evidenced at Juan Fernández Islands, in accordance with Ben-Menahem & Rosenman's (1972) model. We note that a largely similar dislocation source was also used by Titov & González (2003) to successfully model the inundation at Hilo, Hawaii during the 1946 Aleutian tsunami.
On the other hand, the dipolar source based on the model of a large underwater landslide, which Okal et al. (2003) had used to explain the exceptional near-field run-up at Scotch Cap, fails to match our data set of observed values in the far field, producing minimal amplitudes which would generally not have caused the kind of observable damage widely reported, especially in the Marquesas Islands. It also generates wavefields with a higher-frequency spectrum, all these observations being in line with general scaling concepts, as developed for example by Okal (2003) and Okal & Synolakis (2004) .
The picture emerging from the combination of the present study and the previous work of López & Okal (2006) is that of a remarkably slow, but very large, earthquake which triggered a significant landslide along the continental slope to the South of Davidson Bank. As discussed by these authors, the landslide is expected to be silent seismically, especially in the presence of a large, slow, earthquake. Nevertheless, it is required by the exceptional amplitude and concentration of the tsunami in the near field, which cannot be ascribed to a dislocation source in the framework of seismic scaling laws, as discussed by Okal & Synolakis (2004) . Because of its spatial concentration, dramatized on Fig. 3 , the landslide generates a wavefield of shorter wavelengths, which fails to propagate efficiently in the far field. Thus the contribution of the landslide to the far-field tsunami is negligible, and the latter is well explained by the earthquake dislocation, as would be expected from its mere size, at 8.5 × 10 28 dyn-cm, one of the ten largest earthquakes ever recorded. 
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