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ABSTRACT
Multiple view geometry is the foundation of an important class of computer vision techniques
for simultaneous recovery of camera motion and scene structure from a set of images. There
are numerous important applications in this area. Examples include video post-production, scene
reconstruction, registration, surveillance, tracking, and segmentation. In video post-production,
which is the topic being addressed in this dissertation, computer analysis of the motion of the cam-
era can replace the currently used manual methods for correctly aligning an artificially inserted
object in a scene. However, existing single view methods typically require multiple vanishing
points, and therefore would fail when only one vanishing point is available. In addition, current
multiple view techniques, making use of either epipolar geometry or trifocal tensor, do not exploit
fully the properties of constant or known camera motion. Finally, there does not exist a general so-
lution to the problem of synchronization of N video sequences of distinct general scenes captured
by cameras undergoing similar ego-motions, which is the necessary step for video post-production
among different input videos.
This dissertation proposes several advancements that overcome these limitations. These ad-
vancements are used to develop an efficient framework for video analysis and post-production in
multiple cameras. In the first part of the dissertation, the novel inter-image constraints are intro-
duced that are particularly useful for scenes where minimal information is available. This result
iii
extends the current state-of-the-art in single view geometry techniques to situations where only one
vanishing point is available. The property of constant or known camera motion is also described in
this dissertation for applications such as calibration of a network of cameras in video surveillance
systems, and Euclidean reconstruction from turn-table image sequences in the presence of zoom
and focus. We then propose a new framework for the estimation and alignment of camera motions,
including both simple (panning, tracking and zooming) and complex (e.g. hand-held) camera mo-
tions. Accuracy of these results is demonstrated by applying our approach to video post-production
applications such as video cut-and-paste and shadow synthesis. As realistic image-based rendering
problems, these applications require extreme accuracy in the estimation of camera geometry, the
position and the orientation of the light source, and the photometric properties of the resulting cast
shadows. In each case, the theoretical results are fully supported and illustrated by both numerical
simulations and thorough experimentation on real data.
iv
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CHAPTER 1
INTRODUCTION
Image acquisition is the process of formation of a two-dimensional representation of a three-
dimensional world. Conversely, an important goal in computer vision is to recover the camera
geometry and deduce the 3D structure of the scene that appears in the images simultaneously. Al-
though the traditional shape from X approaches, such as shape from shading [73, 207], shape from
texture [177, 116], shape from specularity [85, 126] and shape from defocus [130, 36], are ex-
tremely useful for specific applications, none of them is as flexible as, or comparatively as accurate
as stereo or multi-view geometry-based methods [49, 55, 75]. One important reward of the multi-
ple view geometry based 3D reconstruction techniques is the video post-production, the problem
addressed in this dissertation. While video post-production includes a variety of phases such as
video editing, audio mixing, special effects and distributing the finished product, this dissertation
mainly tackles the problem of generating visual special effects using computers. Automatic recon-
struction techniques have recently become widely used in the film industry as a means for adding
synthetic objects in real video sequences, where computer analysis of the motion of the camera and
the structure of the scene is replacing the previously used manual methods for correctly modeling
and aligning the artificially inserted objects.
1
1.1 Motivation
The problem of uncalibrated video analysis and post-production is tackled in this thesis. In de-
signing a system for post-processing videos, different tradeoffs are proposed by each application.
Cost, accuracy, ease of use and robustness are the main parameters to be considered. In film and
TV production, cranes are mostly used to control camera movement, while blue screen techniques
are adopted to create special effects. Computer vision researchers aim to reduce the cost, and sim-
plify these processes, possibly by trading off some amount of accuracy, and by maximizing the use
of information that is available in the images or videos. Toward the goal of post-producing videos
using standard home and office equipment, such as a PC and a video camera, five related technical
challenges have been addressed in this thesis:
1. camera calibration using scene properties (Chapter 4);
2. self-calibration using camera motion (Chapter 5);
3. camera motion analysis and video synchronization (Chapter 6)
4. video post-production (Chapter 7);
5. the estimation of scene photometry and shadow synthesis (Chapter 8).
Each of these techniques has a long history in computer vision, computer graphics or multimedia,
with remarkably rich literature (an extensive bibliography to the subjects can be found in the cor-
responding chapters). However, it is rare to find works that efficiently handle both the analysis and
the post-production for general videos in the same framework.
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1.1.1 Video Post-production
In the film or TV industry, video post-production is the main step after shooting film or video, and
recording audio. Basically, video post-production includes gathering visual and audio assets (e.g.
“clips”); developing visual effects, titles and graphics; editing the production, and distributing the
finished product. In this work, we mainly tackle the computer-based problem of digital visual
effects. The general term used in the industry is CG, short for computer-generated. For example,
when talking to the artists you will hear them say things like, “That entire scene is CG,” or “Those
are all CG soldiers,” or “The actors are real, but everything else is CG.” Computer-generated effects
make imaginary characters like Godzilla possible, and they also create almost every effect that used
to be done using models. The advantages of CG effects are their realism, flexibility and relatively
low cost (compared to the alternatives).
The origins of video post-production techniques can be traced back to photography and cin-
ematography. One early example is the massive print, “The Two Ways of Life”, created by the
photographer Oscar Rejlander in 1857 by selectively combining 32 different negatives [19]. As
argued by [31], nearly all modern movies utilize cut and paste operations in their production, e.g.
“Jurassic Park”, “The Matrix”, and “The Lord of the Rings”. As of April 2004, six of the ten best-
selling movies ever released also won the “Best Visual Effects” Academy Awards. In addition
to being put to use for visual effects, digital video post-productions are used in much of today’s
media, including magazines, 2D arts and graphics, television, advertising, and multimedia title
development.
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Although they were developed several decades ago, most existing video post-production tech-
niques are still fairly manual intensive, and often limited to solving a restricted version of the
general problem. One major limitation in most of the past works, e.g. [22, 3, 102], is that they
assume the cameras capturing both the source and target scenes are fixed or have a known 2D trans-
lation or scaling. Therefore, a direct alpha blending [144] is sufficient to composite the foreground
objects into the target frames. However, camera motion is known as one of the most important
camera techniques used in the production of television and movie, since there are certain common
conventions that convey meaning through particular camera techniques. Therefore, for the video
post-production to be compelling, it is important to analyze the motion of the cameras in the video
shots, and choose and align source and target shots which have similar motions. In addition to the
correctness of the geometry, the other important factor in video post-production is the photometric
consistency of the synthesized objects with respect to the existing objects in the original scene.
1.1.2 Geometry Based Video Analysis
The analysis of video data generally targets the identification of relevant objects or regions in
a scene (segmentation), and the extraction of associated descriptive characteristics for each ob-
ject/region and for the complete scene (feature extraction). The video analysis herein concentrates
on low level feature extraction, the camera motion characterization, and the temporal video align-
ment, which are necessary components to cut and paste objects among videos captured by moving
cameras.
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The recognition of video shots in which camera is static, zooming, or rotating, has been
achieved using rather dedicated methods [13, 122, 47]. Usually, these methods rely on the ex-
ploitation of motion vectors issued from block-matching techniques, or on the search for specific
distributions of motion vectors or a few global representative motion parameters [204]. However,
one of the main shortcomings of these approaches is that they are generally not resilient to the
presence of mobile objects of significant size. In addition, it is difficult for these methods to dis-
tinguish pure rotation shots from pure translation shots, e.g. the panning and the side-way tracking
shots, since they mostly use inter-image planar homography, which is valid only when the camera
positions are fixed or the scene is almost planar.
The problem of temporally aligning video sequences has become an active area in computer
vision community since Stein’s first method [162]. More recent methods [170, 34, 166, 185, 96]
tackle the problem of automatic video synchronization for independently moving cameras and
overlapping dynamic scenes. The alignment of non-overlapping sequences was first addressed by
Caspi and Irani [33] based on the assumption that the two sequences are captured by a stereo rig.
Nevertheless, previous efforts [33, 42, 140] on temporal alignment of non-overlapping sequences
typically utilize the inter-sequence relationship and hence inherently involve two sequences. For
many video sequences, the cameras filming the scenes are moving in a random fashion, e.g. a
hand-held shot. To post-process such video shots, it is necessary to accurately recover the motions
of the cameras that capture the videos, which is detailed in the next section.
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1.1.3 Complex Camera Motion Recovery
For video shots where the cameras are moving freely, the most important requirement for video
post-production, e.g. realistic insertion of an artificial object in the sequence, is to compute the
correct motion of the camera. This is not as simple as the method for shots captured by purely
rotating or zooming cameras as described in the above Section 1.1.2. Unless the camera motion
is correctly determined [75], it is impossible to generate the correct sequence of views of the
inserted object or re-render the objects matted from the source videos in a way that will appear
geometrically consistent with the target video. Generally, it is only the motion of the camera that is
important here. One does not need to reconstruct the scene, since it is already present in the existing
video, and novel views of the scene visible in the video are not required. The only requirement
is to be able to generate correct perspective views of the inserted object or re-render the objects
matted from the source videos.
Except for when the inserted object and the cameras are known in the same coordinate frame
[161], the generated views of the inserted object will be seen distorted with respect to the perceived
structure of the scene in the target video. Since the geometry of the object to be inserted is in
practice Euclidean, it is essential to compute the motion of the camera also in a Euclidean frame,
or at least metric frame in the looser case. Therefore, it is not enough to know merely the projective
motion of the camera, which can be obtained from the computed fundamental matrices or trifocal
tensors [75]. Traditionally, camera internal parameters and the external parameters (motion) can
be calibrated using known objects, e.g. a 3D square grid [174], a 2D square grid [200], or scene
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properties such as the vanishing points [44, 25, 105] and the circular points [186, 45, 23]. Recently,
self-calibration methods [172, 134, 4, 156] are proposed to avoid the onerous task of calibrating
cameras using special calibration objects, and thus make it possible to calibrate a camera directly
from an image sequence despite unknown motion and changes in some of the internal parameters.
However, the current state-of-the-art vanishing point based techniques are not able to handle the
situations where only one vanishing point is available, and the existing self-calibration methods do
not fully exploit the properties of constant camera motions, which is popular in the real world.
1.1.4 Photometric Information Recovery
Video post-production requires not only the geometric correctness but also the photometric con-
sistency. The photometric information here is mainly the light source location and illumination
properties required to match the color characteristics of the synthesized shadows of the inserted
objects with those of the original scene. Shadows provide important visual cues for depth, shape,
contact, movement, and lighting in our perception of the world [90].
In previous efforts, shadows for video post-production are typically either created manually
or composited using matted shadows from the source scenes. The former approach is commonly
called “faux shadow” in the film industry [187]. In this technique, artists use the foreground
object’s alpha matte to create its shadow manually. Consequently, the geometric accuracy of the
“faux shadow” highly depends on the experience of the artists, and the color characteristics of the
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“faux shadow” are interactively adjusted by the compositor. In the recent work by [132], a semi-
automatic method for creating shadow mattes in character animation is presented. Their system
creates shadow mattes based on hand-drawn characters, given high-level guidance from the user
regarding the depths of various objects. The method employs a scheme for “inflating” a 3D figure
based on hand-drawn art. It provides simple tools for adjusting object depths, coupled with an
intuitive interface by which the user specifies object shapes and the relative positions in a scene.
Their system obviates the tedium of drawing shadow mattes by hand, and provides control over
complex shadows falling over interesting shapes. However, the method has difficulties in obtaining
models in video post-production operations among given real videos.
The second kind of approach is to extract shadows from the source scenes using luma keying or
alpha matting [144, 30], which are efficient when both the target and source scenes are accessible.
The accessibility here means that the target scene setup is controllable and known, i.e. we are
able to obtain the information about the camera and light source. However, these methods would
not simply apply to general cases where the source and target video shots have different camera
motions, since the relative orientations between the camera and the light source might not be
the same in the source and the target video. In a more recent work [123], a semi-automatic 2D
shadow synthesis method is proposed, in which the video object plane and shadow contours are
approximated from an existing reference one. However, this approach still involves nontrivial
interactive operations and the effects of the generated shadows depend highly on how much these
strict assumptions are satisfied.
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1.2 The Novel Framework
The proposed novel framework, herein, tackles the problem of video analysis and post-production
in a divide-and-conquer fashion. Based on the explicit geometry-based analysis of the camera
motion of a shot, we classify and align that shot into either simple camera motion shot, e.g. pan-
ning, tracking and zooming, or complex camera motion shot, e.g. hand-held shots, and then solve
different cases using dedicated methods.
For simple camera motions, such as zooming, pure rotation and pure translation, the inter-frame
homographies and fundamental matrices have special forms and hence additional properties, which
can be used to classify and align shots. In the case of pure translational camera motion, we compute
the relative translational magnitude from the slices cut from the three dimensional data volume
along the epipolar lines. For cameras with fixed locations undergoing pure rotation, we compute
the rotation angles directly from the inter-frame planar homography by eigenvalue decomposition.
The frames captured by cameras undergoing only zooming effects can be related by inter-image
planar homography, from which it is easy to extract the zoom factor with respect to a reference
image based on the assumption of a simplified pin-hole camera model.
To tackle a relatively more general problem, i.e. the quantification and alignment ofN video se-
quences of distinct general scenes captured by cameras undergoing similar ego-motion, we observe
that similar camera displacements result in the same relative inter-frame translation and orienta-
tion, i.e. the same essential matrices, between synchronized frame pairs, and also that the equality
of the essential matrix is reflected in the uncalibrated fundamental matrix in that its upper-left 2×2
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elements remain constant up to an unknown scale. Note that two camera motions are similar when
the camera locations and poses in all corresponding time slots are related by a common 3D simi-
larity transformation. Therefore, for each frame, we can obtain a homogeneous four-dimensional
feature vector characterizing the camera ego-motion relative to a reference frame. The relative
translational magnitude (for pure translational camera motion), rotation angles (for pure rotating
camera motion), zoom factor (pure zooming camera motion) and the four-dimensional feature vec-
tor (for general camera motion) are used to temporally align video shots which undergo the similar
camera motion.
For the shots with complex or combined camera motion, e.g hand-held shots, it is not always
likely to have another shot which has similar camera motions. In these cases, to ensure that the
virtual pasted objects are consistent with the existing objects in the target shots, the proposed
framework first explicitly estimates the poses of the cameras that captured both the source and tar-
get scenes using camera calibration techniques. Then, the videos are aligned both temporally and
spatially along the computed camera trajectories in 3D space by minimizing the global differences
between the source and transformed target viewing directions. Finally, the depth information of
the foreground object in the source shot is recovered, which is used for the foreground layers to be
re-rendered and blended into the corresponding target frames.
After the alignment among the source and target videos, the objects are cut from the source
video using the technique described in [194, 191], which combines graph-cuts based motion layer
segmentation and poisson alpha matting. Finally, to increase the realism of the composited videos,
the photometric properties, such as shadows of the inserted objects, are synthesized based on the
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geometric and photometric constraints extracted from the target images or videos. The geometric
constraints are mostly obtained by camera calibration methods. We increase the accessibility of
calibration objects by introducing shadows, symmetric and 1D objects, and make use of constant
camera motion for self-calibration. The self-calibration can also be used to recover the 3D model
of an object, which is useful in video augmented reality applications. In the case when camera
calibration is not possible, we also develop a method for shadow synthesis of planar or distant
object using planar homography.
Overall, the new framework, compared to the current state-of-the-art techniques, has the fol-
lowing advantages. First, it is able to post-process, e.g. cut and paste, objects among general video
shots. Second, the framework does not require the relationship between the dominant light source,
the reference plane, and the camera to be the same in the source and target scenes. Third, the
cameras capturing the source and the target videos are not necessarily fixed or move simply along
a simple linear path. Finally, no 3D knowledge about either the source or the target scenes are
required in the new framework.
1.3 Contributions
This thesis improves on the state of the art on various aspects of computer vision, and understand-
ing of photographs and visual art:
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• The proposed inter-image constraints extend the power of the state-of-the-art projective ge-
ometry techniques to situations where only one vanishing point is available, and therefore are
especially useful for scenes where only minimal information is available, e.g. an isosceles
trapezoid obtained from symmetric objects.
• Three common objects (symmetric objects, 1D objects, and vertical objects and their shad-
ows) are proposed for camera calibration, which have the benefit of increasing the accessi-
bility of the calibration objects.
• Constant or known camera displacement is used for self-calibration and is applied to Eu-
clidean reconstruction from turn-table sequences in the presence of zoom and focus. These
results can also be used for model-based post-production applications, e.g. augmented real-
ity.
• A new video alignment method that can deal with video sequences of general distinct scenes
captured by arbitrarily, both generally and specially, moving cameras. The proposed ap-
proach is a 1-sequence process and computes the camera ego-motion for each sequence
separately. Besides its efficiency allowing a combination-free implementation, the algo-
rithm, as a 2D solution, does not involve scene reconstruction or 3D recovery of the camera
trajectories.
• An efficient framework is developed for video post-production applications such as cut-
and-paste. Different from previous work, this framework is able to handle cases where the
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source and the target videos have nontrivial unknown camera motions, and requires no 3D
knowledge about either the source or the target scenes.
• A pragmatic framework for rendering shadows composited into target views based on ge-
ometric and photometric analysis is proposed. This framework is flexible in that various
techniques suitable for different scenes can be easily integrated in it.
1.4 Overview of the Dissertation
Chapter 2. Before discussing the proposed framework, we begin with a literature survey of the
most relevant research conducted in the areas of: camera calibration using objects, self-calibration,
video analysis and post-production.
Chapter 3. This chapter provides a brief introduction to single and multiple view geometry used
elsewhere in this dissertation. It first introduces the pinhole camera model, and the perspective
mappings including planar homography and planar homology. It then describes the calibration
methods using orthogonal constraints, i.e. the mutually orthogonal vanishing points and the image
of the absolute conic. Finally, the epipolar geometry in two views is also discussed.
Chapter 4. This chapter describes in detail one of the main contributions of this work, which
is the derivation of the new inter-image constraints. These constraints are utilized to develop al-
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gorithms for camera calibration making use of three calibration objects (symmetric objects, 1D
objects, and vertical objects and their parallel shadows on the planar ground plane). The imple-
mentation details and degenerate configurations of the algorithm are also shown in this chapter.
Finally, we demonstrate the applications to reconstruction of partially viewed symmetric objects
and image based metrology.
Chapter 5. This chapter proposes the new constraint using constant or known camera displace-
ment for self-calibration. It explores some equality properties of the essential matrix between
neighboring frame pairs, which are used to develop a linear algorithm for the computation of focal
lengths given the inter-frame fundamental matrices and knowledge of remaining camera internal
parameters. This constraint is applied to self-calibration from turn-table sequences in the presence
of zoom and focus. This method is also extended for Euclidean reconstruction of objects rotating
on a turn-table, which can then be used for instance in augmented reality applications.
Chapter 6. This chapter addresses the problem of synchronizing video sequences of distinct
scenes captured by cameras undergoing similar motions. For the general motion and 3D scene,
the camera ego-motions are featured by parameters obtained from the fundamental matrices. In
the case of special motion, e.g. pure translation and rotation, relative translational magnitude or
rotation angles are used as motion features. These extracted features are invariant to the camera
internal parameters, and can be computed without recovering camera trajectories along the image
sequences. Experimental results show that our method can accurately synchronize sequences even
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when they have dynamic timeline maps, and the scenes are totally different and have dense depths.
Chapter 7. This chapter describes a video-based framework for a video post-production oper-
ation, i.e. to pull the alpha mattes of rigid or approximately rigid 3D objects from one or more
source videos, and then use them to augment a target video of a different scene in a geometrically
correct fashion. This framework builds upon techniques in camera pose estimation, 3D spatiotem-
poral video alignment, depth recovery, key-frame editing, nature video matting, and image-based
rendering. Experimental results on various content types, e.g. TV programs, home videos and
feature films, and different camera motions are reported to validate the proposed framework.
Chapter 8. This chapter mainly tackles another problem related to video post-production, the
shadow and reflection synthesis. To synthesize shadows and reflection of the inserted objects, the
framework efficiently utilizes the geometric and photometric constraints extracted from the target
images or videos. In addition to strong geometric constraints obtainable from camera calibration,
the planar homology constraint is introduced for cases where camera calibration is not possible.
This chapter also demonstrates how to constrain the synthesized shadows and reflections to be
photometrically consistent with those in the original target views. Finally, to show the accuracy
and the applications of the proposed method, this chapter presents the results for a variety of target
scenes, including footage from commercial Hollywood movies and 3D video games.
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Chapter 9. The conclusion presents a summary of the work and points out the directions for
future research on the topics addressed in this dissertation.
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CHAPTER 2
RELATED WORK
This chapter presents a survey of the most significant work in the field of camera calibration, three
dimensional Euclidean reconstruction from two-dimensional images, video analysis, and video
post-production.
2.1 Camera Calibration
There has been much work on camera calibration, both in photogrammetry and computer vision.
Existing methods generally involve some trade-off between automation and accuracy, and can
be broadly classified into two categories. The first category includes methods that rely on the
scene properties such as known 3D coordinates of a calibration grid, which is the topic of this
section. The second category consists of methods, generally referred to as self-calibration or auto-
calibration approaches, that aim to compute a metric reconstruction from multiple uncalibrated
images and avoid the onerous task of calibrating cameras using special calibration objects.
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(a) 3D square grid (b) 3D circular grid (c) 2D square grid (d) Architectural buildings
(e) Balls or spheres (f) Coplanar circles (g) SOR (h) Fixed stars in the night sky
Figure 2.1: A partial summary list of previous camera calibration objects. Note that this figure is
by no means complete and only representative work is listed.
2.1.1 Camera Calibration Using Scene Properties
Traditional methods in the first category use a calibration object with a fixed 3D geometry, e.g.
3D square grid [174] (see Figure 2.1.a) and 3D circular grid [69] (see Figure 2.1.b). Recently,
more flexible plane-based calibration methods [200, 153, 58, 107] have been proposed that use
the orthonormal properties of the rotation matrix, which represents the relative rotation between
the 3D world and the camera coordinate systems. Zhang [200] has originally shown that it is
possible to calibrate a camera using a planar pattern (see Figure 2.1.c) observed at a few different
orientations, and has obtained very accurate results. Sturm and Maybank [153] extended this
technique, and obtained the solution for the case when the camera intrinsic parameters can vary.
They also describe all the singularities, naming the parameters that cannot be estimated, for some
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minimal cases. Gurdjos et al. [58] formulated the plane-based calibration problem into a more
intuitive geometric framework, according to Poncelet’s theorem, which makes it possible to give a
Euclidean interpretation to the plane-based calibration techniques.
Some recent methods using calibration rigs rely also on non-planar objects. For instance,
in [2, 176, 210], balls or spheres (see Figure 2.1.e) are used to solve for the camera intrinsic
parameters and the locations of the spheres. Architectural buildings [44, 25, 105] (see Figure
2.1.d), surfaces of revolution (SOR) [186, 23] (see Figure 2.1.g), coplanar circles [111, 81, 45]
(see Figure 2.1.f), non textured Lambertian surface [94], and fixed stars in the night sky [84]
(see Figure 2.1.h) are used as alternative calibration objects. the method is not able to extract
highly accurate camera parameters from real images. Zhang [202] has also presented a method
for camera calibration using an 1D object pivoting on a fixed point - thereby filling in the missing
dimension in the use of calibration rigs. One-dimensional objects are also used in [27, 26, 184]
for camera calibration. Figure 2.1 shows some previous camera calibration objects. Typically,
methods falling into this category provide very accurate results. In some applications, however, it
might not be possible to extract camera information off-line by using calibration objects due to the
inaccessibility of the camera.
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2.1.2 Self-Calibration
Self-calibration differs from conventional calibration where the camera internal parameters are
determined from the image of a known calibration grid or properties of the scene. The prefix self-
is added as soon as the world’s Euclidean structure is unknown, which can be seen as a case of
“0D” calibration. In self-calibration the metric properties of the cameras are determined directly
from constraints on the internal and/or external parameters.
The first self-calibration method, originally introduced into computer vision by [56], involves
the use of the Kruppa equations. The Kruppa equations are two-view constraints that require only
the fundamental matrix to be known, and consist of two independent quadratic equations in the
elements of the dual of the absolute conic. Luong and Faugeras [139] have shown that the Kruppa
equations are equivalent to the Trivedi constraints [171] and the Huang-Faugeras constraints [70,
65], although the equivalence does not mean that they will produce the same results when used
in self-calibration algorithms. Algorithms for computing the focal lengths of two cameras given
the corresponding fundamental matrix and knowledge of the remaining intrinsic parameters are
provided by Hartley [65] and Bougnoux [16]. Mendonc¸a [110] generalized the results in [65, 16]
for an arbitrary number of cameras and introduced a built-in method for the detection of critical
motions for each pair of images in the sequence. Thorough analyses of critical motions which
would result in ambiguous solutions by Kruppa-based methods are described in [163] and [93].
An alternative direct method for self-calibration was introduced by Triggs [172], which esti-
mates the absolute dual quadric over many views. The basic idea is to transfer a constraint on the
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dual image of absolute conic to a constraint on the absolute dual quadric, and hence determine
the matrix representing the absolute dual quadric, from which a rectifying 3D homography can be
decomposed that transforms from projective to metric reconstruction. Heyden and Astrom [62]
showed that metric reconstruction was possible knowing only skew and aspect ratio, and Pollefeys
et. al. [134] and Heyden and Astrom [63] showed that zero skew alone was sufficient. In addition,
Pollefeys [134] developed a practical method for self-calibration of multiple cameras with varying
intrinsic parameters, and showed results for real sequences.
Special motions can also be used for self-calibration. Agapito et al. [4] and Seo and Hong[148]
solved the self-calibration of a rotating and zooming camera using the infinite homography con-
straint. Before their work, Hartley [66] solved the special case where the camera’s internal param-
eters remain constant throughout the sequence. Frahm and Koch [54] showed it was also possible
to solve the problem of generally moving camera with varying intrinsics but known rotation infor-
mation. Triggs [173] provided a solution for self-calibration from scene planes when the internal
parameters are constant, and Zisserman et. al. [196] presented a method for self-calibration of
a stereo rig. For planar motion of a monocular camera, the original method was published by
Armstrong et. al. in [8]. In a more recent work [61], Gurdjos and Sturm consider the problem of
camera self-calibration from images of a planar object with unknown Euclidean structure.
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2.2 Video Analysis
2.2.1 Camera Motion Characterization
The recognition of parts of the video in which camera is static, zooming, or rotating, has been
achieved using rather dedicated methods. Usually, these methods rely on the exploitation of mo-
tion vectors issued from block-matching techniques, or depend on the search for specific distri-
butions of motion vectors or a few global representative motion parameters [204]. The MPEG-1
or MPEG-2 stream may also be directly exploited for camera motion characterization [136, 77],
using motion vectors related to P− and B− frames. The method [151] is resilient to the presence
of mobile objects of significative size, by computing the so-called optical flow streams built from
the dominant optical flow over some extent in time. The algorithm depends, however, on many
thresholds and assumes a constant camera motion type during the time extent over which optical
flow streams are built. The qualitative interpretation method [13] employs divergence, curl and
hyperbolic terms, expressed from a 2D affine camera motion model, for a physically meaningful
interpretation of the dominant motion. Nevertheless, these 2D transformation based methods have
the inherent difficulties in the cases where the scenes have dense depths and the cameras are mov-
ing, since the 2D transformation is depth dependent when the camera is not fixed. In [47], Duan et.
al. develop nonparametric motion models, represented by the mean shift procedure, to overcome
diverse camera shots and frequent occurrences of bad optical flow estimation.
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2.2.2 Layer Segmentation
Automatic extraction of layers from a video sequence has broad applications, such as video com-
pression and coding, recognition, and synthesis. In an earlier work, Wang and Adelson [181]
propose the use of optical flow to estimate the motion layers, where each layer corresponds to
a smooth motion field. Ayer and Sawhney [5] combine Minimum Description Length (MDL)
and Maximum-Likelihood Estimation (MLE) in Expectation-Maximization (EM) framework to
estimate the number of layers and the motion model parameters for each layer. Several other
approaches [92, 175, 145] use Maximum A- Posteriori (MAP) or MLE for estimation of model
parameters assuming different constraints and motion models. Another class of motion segmenta-
tion approaches group the pixels in a region by using linear subspace constraints. Ke and Kanade
[87, 86] expand the seed regions into the initial layers by using k-connected components. Af-
ter enforcing a low-dimensional linear affine subspace constraint on multiple frames, they cluster
these initial layers into several groups and assign the image pixels to these layers. Zelnik-Manor
and Irani [203] use the homography subspace for planar scenes to extract a specific layer and to
register the images based on this layer.
In motion segmentation, only few researchers have tried to formulate the occlusion problem
between overlapping layers. Giaccone and Jones [59] propose to use four-label system, “back-
ground, uncovered, covered and foreground”, to label image pixels. The uncovered and covered
pixels correspond to reappeared or occluded pixels between two frames, respectively. Based on the
observation that the segmentation boundary is usually not accurate due to the occlusion, Bergen
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and Meyer [15] propose to use motion estimation errors to refine the segmentation boundary but
no occlusion pixel is identified in their results. In the 2D motion segmentation area, Shi and Malik
[152] use the normalized graph cut to extract layers from a video sequence. Wills et al. [182]
propose the use of graph cuts to extract layers between two wide baseline images. After employ-
ing the RANSAC (Random Sample Consensus) technique, they first cluster the correspondences
into several initial layers, then perform the dense pixel assignment via graph cuts. Beyond the
2D motion segmentation, 3D motion (or multi-body) segmentation of multiple moving objects is
another interesting topic in computer vision. In this area, the layer clustering is based on 3D ge-
ometry information, such as fundamental matrices [167] and trifocal tensors [178]. Currently, this
multi-body segmentation is mainly focused on sparse point segmentation and clustering, the dense
motion segmentation of 3D scene is still on the research.
2.2.3 Video Alignment
The problem of synchronizing video sequences has become an active area in computer vision com-
munity since Stein’s first method [162]. Stein achieved the alignment of video sequences using
tracking data obtained from multiple cameras, and assuming the cameras are static and the images
are related by a 2D homography. Giese and Poggio [60] proposed a method to find the spatiotem-
poral alignment of two video sequences using the dynamic shift of the time stamp of the spatial
information. They assumed that a 2D action trajectory can be represented as a linear-combination
of prototypical views, and the effect of viewpoint changes can be expressed by varying the coef-
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ficients of the linear-combination. Caspi and Irani [32] proposed a direct approach to align two
surveillance videos by finding the spatiotemporal transformation that minimizes the sum of square
differences between the two sequences. In [42], they also studied the problem of matching two un-
synchronized video sequences of the same dynamic scene recorded by different stationary uncali-
brated video cameras, based on matching space-time trajectories of moving objects. More recent
methods [170, 197, 161, 34, 166, 185, 96] tackle the problem of automatic video synchronization
for independently moving cameras and overlapping dynamic scenes.
The alignment of non-overlapping sequences was first addressed by Caspi and Irani [33] based
on the assumption that the two sequences are captured by a stereo rig. In the two video sequences,
the same motion induces the “same” changes in time. This correlated temporal behavior was used
to recover spatiotemporal transformations between sequences. Wolf and Zomet [190] proposed
a method for self calibrating a moving rig when the camera internal parameters are allowed to
change. The relation between the optical axes of the cameras is expressed using multilinear invari-
ants, and a solution is extracted from these invariants. Moreover, a fundamental matrix is computed
for synchronizing the sequences. Rao et. al. [140] extended [42] to synchronize non-overlapping
but same events, such as human activities, and were able to cope with dynamic timeline.
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2.3 Video Post-production
The modification of the object-based content of a video sequence is an essential aspect of many
video post-production applications [129]. This generally consists of the composition [31, 43], the
removal [82, 189, 209], or the modification of the trajectories of rigid (such as a car) or nonrigid
(such as a human) video objects.
2.3.1 Video Cut and Paste
In image composition, a new image, I, can be blended from a background image, B, and a fore-
ground image, F, with its alpha matte, α, by the compositing equation [129]:
I = αF+ (1− α)B. (2.1)
On the other hand, separation of α, F and B from a given image I is called matting. Composit-
ing, as described by equation (2.1), is a straightforward operation. Matting is inherently under-
constrained, since F, B, and I have three color channels each, and for each pixel we have a prob-
lem with three equations and seven unknowns. Most matting techniques solve it by controlling the
background, adding images, or adding a priori assumptions about the foreground, background, and
alpha. Some of these constraints and heuristics are nicely summarized by Smith and Blinn [14]. A
more recent improvement on blue screen matting was developed by Mishima [112] based on repre-
sentative foreground and background color samples. An alternative is to use dual-film techniques,
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such as the infrared (IR) matting system designed by Debevec et al. [46] and the invisible-signal
keying system developed by Ben-Ezra [11].
When filming with specialized backdrops is impossible or impractical, it is necessary to pull a
matte from a photograph of the foreground object taken with a natural background. This problem
is called natural image matting. Rotoscoping is a commonly used technique for solving this prob-
lem. Mitsunaga et al. [120] developed the AutoKey system to improve the rotoscoping process for
video matting. Agarwala et al. proposed a keyframe-based system to effectively reduce the amount
of human effort for rotoscoping [6]. Recently, there are also further developments in natural image
matting and compositing. The statistical approaches [143, 24, 72, 22, 3] are proposed to to address
this deficiency of the rotoscoping. Sun et. al. [150] formulated the problem of natural image
matting as one of solving Poisson equations with the matte gradient field, while Rother et. al.
solved this problem using the graph-cut based optimization [141]. Zongker et al. introduced envi-
ronment matting and compositing to generalize the traditional matting and compositing processes
to incorporate refraction and reflection [208]. Following their work, Chuang et. al. proposed a
novel compositing model for shadows and a practical process for shadow matting and compositing
[30], and thus improved the environment matting algorithm to acquire more accurate environment
mattes.
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2.3.2 Video Completion
Another important task in video post-production is video completion. The goal is to repair the
missing pixels in the holes created by damage to the video or removal of selected objects. Typically,
this goal is achieved by prediction from information in the undamaged frames. Bertalmo et. al.
[10] proposed a frame-by-frame PDEs based video inpainting approach, which extends image
inpainting techniques to video sequences. Wexler et. al. [189] described a method for space-time
completion of large space-time “holes” in video sequences, in which they treat video completion
as a global optimization problem, and enforce global spatio-temporal coherence by a well-defined
objective function. A similar work was proposed by in et. al. [76].
Patwardhan et. al. [137] extended the image inpainting techniques proposed in [35] to video
inpainting by assigning priority to spatio-temporal locations in the video, and copy the spatial
patch with highest priority to holes in the background/foreground frame by frame. Jia et. al.
[82] proposed an approach to repair videos with periodically moving object under static/moving
camera. In their framework, the background is separated into multiple layers, which are repaired
individually by a layered mosaics approach and then merge together. A homography blending
technique is also used to remove small holes and overlapping of the boundaries of different layers.
When repairing foreground of periodic motion, sample moving elements or movels, which describe
the periodic characteristics of motion, are extracted. The missing motion pixels are then repaired
by aligning sample movels to the damaged movel, which also ensures temporal coherence in the
resulting video.
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CHAPTER 3
BACKGROUND GEOMETRY
3.1 Introduction
Projective geometry, the theory of invariants of the group of projective transformations [157],
provides this thesis with the basic mathematical background upon which an effective and robust
video analysis and post-production framework is developed. If Euclidean geometry is interpreted
as the geometry of the straight edge and compass, projective geometry is the geometry of the
straight edge alone. In a nutshell projective geometry is linear algebra disguised as geometry.
This chapter presents a brief review of some backgrounds of projective geometry that will
be necessary for understanding the remainder of this dissertation. No attempt has been made
to provide a comprehensive survey, which can be found in many good references on projective
geometry [157] and computer vision [49, 55, 75]. Although the treatment of the subject presented
herein is non-standard and rather advanced topics are covered without preliminary introduction, a
reader proficient in projective geometry may want to skip this chapter and proceed to Chapter 4.
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3.2 History
The drop from three-dimensional world to a two-dimensional image is a projection process in
which we lose one dimension. The usual way of modelling this process is by central or perspective
projection in which a ray from a point in space is drawn from a 3D world point through a fixed
point in space, called the center of projection. Perspective projection is a framework that is used
by artists, designers, engineers, etc. to represent three-dimensional objects on a two-dimensional
surface. An artist uses perspective projection to represent nature or objects in the most effective
way possible. It evolved from “Construzione Legittma” that was probably invented in the early
fifteenth century, most likely by Fillipo Brunelleschi. Leon Battista Alberti, Uccello and Piero
della Francesca all improved upon Brunelleschi’s theories.
These pre-renaissance and renaissance artists have noticed that although parallel lines never
meet in a Euclidean space, their perspective projections may do at a so-called vanishing point on
the horizon. Such early observations about perspective projection were based on a single vanishing
point, and any other parallel lines were exempted from the idea that they had to meet at some point
in the distance.
Prior to Wollaston’s Camera Lucida of 1806 and Varley’s Graphic Telescope of 1811, there
was a range of devices developed around the 15th and 16th centuries to aid the artists in correctly
illustrating linear perspective. Leon Battista Alberti, Leonardo Da Vinci and later Albrecht Drer
and the lesser known Jacob de Keyser developed these devices. One example is shown in Figure
3.1.
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Figure 3.1: Alberti’s Grid (also called Alberti’s Veil), 1450, also known as The Square Grid of the
Renaissance.
3.3 Notations
This thesis employs quite a standard notation convention, mostly consistent to the textbook by
Hartley and Zisserman [75]:
• 3D points and lines in general position are denoted by upper case bold symbols (e.g. X, L);
• 3D (2D) planes are denoted by upper (lower) case bold Greek symbols, e.g. Π (pi);
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• image positions and vectors by lower case bold symbols (e.g. x , l);
• values and scalars by normal face symbols (e.g. f , λ and s);
• matrices by upper case bold symbols (e.g. H, P);
• sets by symbols in “script” or “caligraph” font (e.g. S);
• The vectors are denoted in homogeneous coordinate system1.
• equality up to multiplication by a non-zero scale factor is indicated by ∼. This equality is
very typical in homogeneous system.
When necessary, further notation choices are described in each chapter.
3.4 Pin-hole Camera Model
A real world camera can be modeled by a pin-hole or perspective camera model. More comprehen-
sive imaging models including single viewpoint [69] and non-single viewpoint [147] are out of the
scope of this thesis. Algebraically, a pin-hole camera (see Figure 3.2) projects a region of R3 lying
in front of the camera into a region of the image plane R2, based on the principle of collinearity. As
1Consider a point X in the n-dimensional space with Cartesian coordinates given by the n-tuple
(X1, X2, · · · , Xn) ∈ Rn, the expression of X in homogeneous coordinates is the set of (n +
1)-tuple {w(X1, X2, · · · , Xn, 1), ∀w ∈ R\{0}}. Conversely, given the homogeneous coordinates
{w(X1, X2, · · · , Xn, Xn+1), ∀w ∈ R\{0}} of a point X in the n-dimensional space, the Cartesian coordinates of
X will be given by (X1, X2, · · · , Xn)/Xn+1, if Xn+1 6= 0. If Xn+1 = 0, the point X is said to be at infinity in
direction (X1, X2, · · · , Xn), and it cannot be represented in Cartesian coordinates
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Figure 3.2: Pinhole camera geometry. C is the camera center and p the principal point. The
camera center is here placed at the coordinate origin. Note that the image plane is placed in front
of the camera center. Figures courtesy of Hartley and Zisserman [64].
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Figure 3.3: The Euclidean transformation between the world and camera coordinate frames. Fig-
ures courtesy of Hartley and Zisserman [64].
is well known, a 3D point M = [X Y Z 1]T and its corresponding image projection m = [u v 1]T
are related via a 3× 4 matrix P as
m ∼ K[r1 r2 r3 t]︸ ︷︷ ︸
P
M, K =

f γ u0
0 λf v0
0 0 1
 , (3.1)
where r1, r2, r3 are the columns of the 3 × 3 orthonormal rotation matrix R, t = −RC, with
C = [Cx Cy Cz]
T representing the coordinates of the camera center in the world coordinate frame,
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is the translation vector, and K is a nonsingular 3× 3 upper triangular matrix known as the camera
calibration matrix including five parameters: the focal length f , the skew γ, the aspect ratio λ and
the principal point at (u0, v0).
If the image axes are orthogonal to each other, which is often the case [75], γ will be equal
to zero. The intrinsic parameters in K define the internal imaging geometry of the camera, while
the extrinsic parameters (R and t, see Figure 3.3) relate the world coordinate frame to that of the
camera. Camera calibration is the process of estimating these parameters. A camera is said to be
calibrated if its intrinsic parameters are known. If both the intrinsic and the extrinsic parameters of
a camera are known, then the camera is said to be fully calibrated.
3.5 Perspective Mapping
3.5.1 Planar Homography
An interesting specialization of the general central projection described above is a plane-to-plane
projection or a 2D-2D projective mapping. Points on a plane are mapped to points on another
plane by a plane-to-plane homography, also known as a planar projective transformation. It is a
bijective (thus invertible) mapping induced by the star of rays centered in the camera center (center
of projection). Planar homographies arise, for instance, when a world planar surface is imaged.
A planar surface viewed from two different viewpoints induces a homography between the two
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Figure 3.4: Geometrically, a planar object, pi1, and its shadow, illuminated by a point light source
v and cast on a ground plane pi, are related by a planar homology.
images. Points on the world plane can be transferred from one image to the other by means of a
homography mapping.
3.5.2 Planar Homology
A planar homology is a special planar projective transformation which has a line of fixed points,
called the axis, and a distinct fixed point v, not on the axis l, called the vertex of the homology.
In the error-free case, imaged shadow relations (illuminated by a point light source) are modeled
by a planar homology [157, 180, 41] (see Figure 3.4). In this imaged shadow relation, the vertex
v is the image of the light source, and the axis, l, is the image of the intersection of the vertical
plane pi1 and the ground plane pi, on which pi1 casts its shadow. Under this transformation, points
on the axis are mapped to themselves. Each point off the axis, e.g. t2, lies on a fixed line t2s2
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through v intersecting the axis at i2 and is mapped to another point s2 on the line. Note that i2
is the intersection in the image plane, although the light ray t2s2 and the axis, l, are unlikely to
intersect in the 3D world. Note also that the light source v does not have to be infinite to keep the
model as a planar homology, as long as the light source is a point light source, i.e. all light rays are
concurrent.
One important property of a planar homology is that the corresponding lines, i.e. lines through
pairs of corresponding points, intersect with the axis: for example, the lines t1t2 and s1s2 intersect
at a point a on the axis l. Another important property of a planar homology is that the cross ratio
defined by the vertex, v, the corresponding points, ti and si, and the intersection, ii, of the line tisi
with the axis, is the characteristic invariance of the homology, and is the same for all corresponding
points. For example, the cross ratios of the four points {v, t1; s1, i1} and {v, t2; s2, i2} are equal.
3.6 Image of the Absolute Conic
Before the introduction of the image of the absolute conic, the expression of a conic in matrix is
first described. Consider the equation
ax21 + 2bx1x2 + 2cx1 + dx
2
2 + 2ex2 + f = 0 (3.2)
of a point conic C. In homogeneous coordinates, (3.2) becomes
xTCx = 0, (3.3)
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where x = [x1 x2 1]T and
C ∼

a b c
b d e
c e f
 . (3.4)
The matrix C is the representation of the conic C in homogeneous coordinates. Note that the
matrix C is always symmetric.
The Image of the Absolute Conic ω is an imaginary point conic directly related to the camera
internal matrix K in Equation (3.1) by ω = K−TK−1, which can be expanded up to a non-zero
scale, f 2, as:
ω ∼

1 − γ
fλ
γv0−λfu0
fλ
− γ
fλ
f2+γ2
f2λ2
−γ2v0−γλfu0+v0f2
f2λ2
γv0−λfu0
fλ
−γ2v0−γλfu0+v0f2
f2λ2
v20(f
2+γ2)−2γv0λfu0
f2λ2
+ f 2 + u20
 . (3.5)
Instead of directly determining K, it is possible to compute the symmetric matrix ω or its in-
verse (the dual image of the absolute conic), and then compute the calibration matrix using either
Cholesky factorization [131] or uniquely as [200, 40]
λ =
√
1/(ω22 − ω212) ,
v0 = (ω12ω13 − ω23)/(ω22 − ω212),
u0 = −(v0ω12 + ω13),
f =
√
ω33 − ω213 − v0(ω12ω13 − ω23) ,
γ = −fλω12, (3.6)
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Figure 3.5: Examples of vanishing points in real images and paintings. The vanishing points can
be computed by intersecting image lines along parallel directions, which are plotted in the same
color. The green line in the right is the horizon line.
where the subscripts of ωij denote the element’s row (i) and column (j) in the matrix ω. This
typically leads to simple, and in particular, linear calibration equations as shown next.
3.7 Calibration from Vanishing Points
Parallel world lines, such as railway lines, are imaged as converging lines, and their intersection
is the vanishing point for the direction of the railway. Similarly, parallel world planes intersect at
a vanishing line, on which the vanishing points lie. Horizon line is a special vanishing line, the
intersection of ground plane and sky (see Figure 3.5). Vanishing points and vanishing lines are
extremely powerful geometric cues. They convey a wealth of information about direction of lines
and orientation of planes. These entities can be estimated directly from the images and no explicit
knowledge of the relative geometry between camera and viewed scene is required [113, 104, 149,
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Figure 3.6: The vanishing points of the world lines with direction d1 and d2 in 3-space are the
intersections v1 and v2 of the image plane pi with the rays through the camera C with directions
d1 and d2. θ is the angle between two rays d1 and d2.
179]. Sometimes, they lie outside the physical boundaries of images or paintings. But this does
not affect the computations.
In [105], Liebowitz and Zisserman formulated the calibration constraints provided by vanishing
points of mutually orthogonal directions in terms of the geometry of the ω. These intra-image
orthogonal constraints, together with our novel inter-image constraint associated with the “weak”
pole-polar relationship, will be used later in Section 4.2 to derive a simple technique for camera
calibration from shadows. The weak pole-polar relationship here means that the two independent
constraints on ω arising from the pole-polar relationship can not be identified from a single view.
A simple derivation of Liebowitz and Zisserman’s result is given below.
In projective 3-space, the plane at infinity, pi∞, is the plane of directions, and all lines with the
same direction intersect pi∞ in the same point. The vanishing point is simply the image of this
intersection (see Figure 3.6). Therefore, if a line has direction d, then it intersects pi∞ at the point
X∞ = [dT 0]T . Consequently, the vanishing point, v, of the lines with direction d is the image
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Figure 3.7: Points v1 and v2, with polars l1 and l2 respectively. Since point v1 lies on the polar of
point v2, the points v1 and v2 are conjugate with respect to the conic ω, and vice versa.
of X∞ (for simplicity, the world coordinate frame will be chosen to coincide with the camera
coordinate frame) [75]
v ∼ PX∞ = K[I | 0][dT 0]T = Kd. (3.7)
Conversely, the direction d is obtained from the vanishing point v as d = K−1v up to a scale.
Note that v depends only on the direction d of the line, not on its position. The angle between two
rays, with directions d1 and d2 corresponding to vanishing points v1 and v2 respectively, may be
obtained from the cosine formula for the angle between two vectors:
cos(θ) =
dT1 d2√
dT1 d1
√
dT2 d2
=
(K−1v1)T (K−1v2)√
(K−1v1)T (K−1v1)
√
(K−1v2)T (K−1v2)
=
vT1ωv2√
vT1ωv1
√
vT2ωv2
. (3.8)
In practice, it is often the case that the lines and planes which give rise to vanishing points are
orthogonal, i.e. cos(θ) in Equation (3.8) is zero. In this case the vanishing points, v1 and v2, of
two perpendicular world lines satisfy vT1ωv2 = 0. Geometrically, the two points v1 and v2 are
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said to be conjugate with respect to the conic ω, which is shown in Figure 3.7. The orthogonality
relations provide equations that are linear in the elements of ω, and hence can be used to calibrate
the camera, e.g. [25, 105, 200, 153, 186, 23]. The earlier result reported by Caprile and Torre in
[44] is a special case where the camera has zero skew and unit aspect ratio and, thus, ω in Equation
(3.5) degenerates to
ω ∼

1 0 −u0
0 1 −v0
−u0 −v0 u20 + v20 + f 2
 . (3.9)
Equivalently, ω is the conic
(x− u0)2 + (y − v0)2 + f 2 = 0, (3.10)
which may be interpreted as a circle aligned with the axes, centered on the principal point, and
with radius if .
Zhang’s flexible calibration method [200] uses the orthogonal property of the columns r1 and
r2 of the rotation matrix R in Equation (3.1), i.e. pT1ωp2 = 0, where pi (hi in Zhang’s notation
[200], i = 1, 2) denotes the ith column of the projection matrixP in Equation (3.1). This is actually
equivalent to the constraint vTxωvy = 0, where vx (respectively vy) is the vanishing point along the
world X-axis (respectively Y-axis) direction. To better understand this, note that p1 is the scaled
vanishing point vx of the ray along the world X-axis direction [1 0 0]T ,
vx ∼ [p1 p2 p3 p4][1 0 0 0]T = p1. (3.11)
Similarly, p2 is scaled vanishing point vy of the ray along the world Y-axis direction [0 1 0]T .
It is important to mention that the above derivation does not apply to the normal property of r1
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and r2, i.e. pT1ωp1 − pT2ωp2 = 0 used in [200, 153], since there are likely different scales for vx
and vy. They [200, 153] are able to determine these scales since they know the world to image
homographies. In [186, 23], they utilize the pole-polar relationship with respect toω: the vanishing
point v of the normal direction to a plane is related to the plane vanishing line l as l = ωv. Since
any vanishing point x that is orthogonal to v must satisfy xTωv = 0, the important point now is
that this is true for any point x satisfying xT l = 0, and it follows that l = ωv.
3.8 Epipolar geometry
The previous subsections have discussed the single view geometry. Among the geometric proper-
ties of a set of two cameras, the widely known property in computer vision is the epipolar geometry
[49]. It is algebraically represented by the fundamental matrix F,
x′TFx = 0, (3.12)
where x and x′ are a pair of corresponding points in two images. F is also known as the uncali-
brated version of the essential matrix [49], E, because
F = K′−TEK−1, (3.13)
whereK′ andK are matrices representing the internal calibration parameters of the stereo cameras.
In general, both matrices F and E are of rank two. For an arbitrary stereo pair, the rank two
constraint is the only constraint on F, and thus F generally has seven degrees of freedom. The
essential matrix, E = [t]×R, where the rotation matrix R and the translation vector t represent
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the motion between the two positions and orientations of the cameras, has only five degrees of
freedom, since both R and t have three degrees of freedom, but there is an overall scale ambiguity.
Note that the essential matrix, E, must have a zero singular value and two equal nonzero singular
values, which is also known as the Huang-Faugeras constraint [70, 65].
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CHAPTER 4
CAMERA CALIBRATION USING OBJECTS
This chapter proposes new inter-image calibration constraints, which extend the current state-of-
the-art calibration techniques to situations where only one vanishing point is known. Therefore,
these constraints are particularly useful for scenes where only minimal information is available.
First, two vertical objects and their parallel cast shadows on the planar ground plane are used as
a configuration to demonstrate the efficiency of the inter-image constraints. In this configuration,
the camera parameters and the orientation of an infinite light source, e.g. the sun, can be recov-
ered. The implementation details and degenerate configurations of the proposed algorithm are also
described. Second, the inter-image constraints are applied to symmetric objects and 1D objects for
camera calibration. Finally, applications to reconstruction of partially viewed symmetric objects
and image based metrology are demonstrated.
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4.1 Introduction
The camera calibration method using vertical objects and their cast shadows introduced in this
chapter relates to the existing methods [44, 200, 105, 153, 106, 186, 23, 89] that explore the cali-
bration constraints provided by vanishing points of orthogonal directions or pole-polar relationship
in terms of the geometry of the Image of the Absolute Conic (see Section 3.7). Similar to other
calibration methods from vanishing points, which require only the presence of mutually orthog-
onal directions, the technique presented herein requires only the calibration target to be vertical
objects and their parallel cast shadows on the ground plane, which provide two mutually orthogo-
nal directions. However, we relaxe some of the constraints imposed in other calibration algorithms
such as [105], which requires minimum four views of the above configuration to determine the
aspect ratio, the focal length, and the principal point of the camera. To this end we propose novel
inter-image constraints on the camera intrinsic parameters. Generally, it is shown that two corre-
sponding image projections of the same 3D line on the ground plane provides two constraints on
the camera intrinsic parameters. Consequently, two views are sufficient to determine the aspect
ratio, the focal length, and the principal point.
The proposed techniques fall halfway between calibration from known structures and full
fledged self-calibration [186], i.e. they require calibration objects, but do not need the measure-
ments of any distance or angle in the 3D world. Although some recent efforts using identifiable
targets of known shape such as architectural buildings [105], surfaces of revolution [186, 23] and
circles [45] are toward the similar goal, we argue that the alternative calibration objects, such as
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symmetric objects, and vertical objects and their cast shadows, are also common in the real world.
Note that effects such as radial distortion (often arising in slightly wide-angle lenses typically used
in the security cameras) which corrupt the central projection model can generally be removed [75],
and are therefore not detrimental to our methods.
The remainder of this chapter is organized as follows. We describe in section 4.2 the details of
the method based on using vertical objects and their cast shadows, followed by the implementation
details in Section 4.3 and the discussion of the singular configurations in Section 4.4. In Section
4.5, we demonstrate the results of the method on both synthesized and real images. In addition, we
show examples of the inter-image constraints applied to other calibration configurations including
symmetric and 1D objects. Applications to reconstruction of partially viewed symmetric objects
and image-based metrology are shown in Section 4.6. Finally, Section 4.7 concludes this chapter
with observations and proposed areas of future work.
4.2 Our Method
In this section, vertical objects and their parallel cast shadows on the planar ground plane are used
as a calibration configuration to demonstrate the efficiency of the inter-image constraints.
Shadows are important because they provide important visual cues, e.g. depth and shape, in
our perception of the world [132]. They are also useful for computer vision applications such
as building detection [98], surveillance system [154, 71, 108, 80, 135, 121] and inverse lighting
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[160, 127]. However, shadows are not frequently addressed in 3D vision. Some few examples
include the work on the relationship between the shadows and object structure by Kriegman and
Belhumeur [83], the work on object recognition by Van Gool et. al. [180], and the work on weak
structured lighting by Bouguet and Perona [18]. Shadows are interesting for camera calibration
since the shadows of two parallel vertical lines cast on the planar ground plane by an infinite point
light source are also parallel, which together with the vertical vanishing point provide orthogonal
constraint on the image of the absolute conic.
Our geometric constructions are very close to the ones in [142] and [1]. However, our work is
different from Reid and North’s work [142] in three aspects: first, we aim at estimating the camera
parameters and light source orientation, while they focus on the problem of affine reconstruction
of a ball out of the ground plane. Second, they [142] have the input of the image of the ground
plane’s horizon line, and we have, rather than the horizon line, the bottom point of the second
vertical object. Third, our major contribution is the inter-image constraints on the IAC, and we
use two images. Although Antone and Bosse [1] made use of shadows for camera calibration
and have the similar setup as ours, they mainly utilize the world-to-camera correspondences, and
involve knowledge of absolute 3D quantities. Different from their techniques, the contribution of
our method lies on the relief of the requirement of knowledge of 3D quantities.
This section first examines the geometry of the scenes and the orthogonal constrains available
from each view. Then we introduce the novel inter-image constraints associated with the weak
pole-polar relationships. Finally, the orientation of the light source can also be computed.
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Figure 4.1: Basic geometry of a scene with two vertical lines t1b1 and t2b2 casting shadows s1b1
and s2b2 on the ground plane pi by the distant light source v. pi1 is the vertical plane consisting of
two parallel lines t1b1 and t2b2. lxy is the vanishing line of the ground plane pi, and thus passes
through the intersection of the two cast shadow lines s1b1 and s2b2.
4.2.1 Scene Geometry and Orthogonal Constraints
The basic geometry of a scene containing two vertical lines and their shadows on the ground
plane cast by an infinite point light source is shown in Figure 4.1. Note that this figure shows
the projections of the 3D world points in the image plane denoted by corresponding lower-case
characters. For example, the world point B2 (not shown in Figure 4.1) is mapped to b2 in the
image plane. Below, we first explore the constraints available from a single view, given the above
configuration.
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First, we can compute the vanishing point vz along the vertical direction by intersecting the
two vertical lines as
vz ∼ (t1 × b1)× (t2 × b2). (4.1)
Since the light source, v, is at infinity, the two shadow lines S2B2 and S1B1 must be parallel in the
3D world. In other words, the two imaged parallel shadow lines will intersect in the image space
at the vanishing point v′
v′ ∼ (s1 × b1)× (s2 × b2). (4.2)
From the pole-polar relationship with respect to the Image of the Absolute Conicω (see Section
3.7), the vanishing point vz of the normal direction to a plane (ground plane pi in our case) is the
pole to the polar which is the vanishing line lxy of the plane,
vx × v′ ∼ lyz ∼ ωvz, (4.3)
where vx is the intersection of the line b1b2 and the vanishing line lxy, i.e. another vanishing point
on the ground plane. Equation (4.3) can be rewritten, equivalently, as two constraints on the Image
of the Absolute Conic ω:
v′Tωvz = 0, (4.4)
vTxωvz = 0. (4.5)
In our case, we only have the constraint (4.4) since we can not determine vx from a single view.
Without further assumptions, we are unlikely to extract more constraints on the camera internal
parameters from a single view of such a scene as shown in Figure 4.1.
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Before we move further, we mention some possible configurations that may provide more
constraints, although we will not make use of such constraints. One possibility is to use the ratio
between the heights h1 and h2 of the two points t1 and t2 from the ground plane since
h1
h2
=
(a− b1)(vx − b2)
(a− b2)(vx − b1) , (4.6)
where a ∼ (t1 × t2) × (s1 × s2) lies on the line b1b2. Equation (4.6) can be directly used to
recover the second vanishing point vx on the horizon line lxy. One special case is that t1 and t1
have the same height from the ground plane, in which case the vanishing point v1 coincide with
the intersection a. Other possibilities include utilizing the knowledge of the orientation of the light
source v as shown in [1]. These knowledge provides more constraints than the one we have in
Equation (4.4), and therefore it is possible to calibrate the camera using one view by assuming a
simplified camera model [44, 105]. However, too many assumptions limit the applicabilities in
the real world. To alleviate this problem we propose to use an additional view and the resulting
inter-image constraints.
4.2.2 Inter-image Constraints
The second view can be easily used to obtain one more constraint on ω from Equation (4.4).
Beyond that, we explore here more constraints based on the inter-image constraints associated
with the weak pole-polar relationship.
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Geometrically, equation (4.5) can be interpreted as the constraint that the vanishing point vx of
the direction B1B2 must lie on the line ωvz, which is the vanishing line lxy of the ground plane.
Considering also that vx lies on the imaged line b1b2, we can express vx as a function of ω:
vx ∼ [b1 × b2]×ωvz, (4.7)
where [·]× is the notation for the skew symmetric matrix [49] characterizing the cross product. We
call this relationship as the weak pole-polar relationship in the sense that we can not identify the
polar, lxy = ωvz, to the pole vz with respect to ω from a single view, since we only have one
constraint v′T lxy = 0 on lxy.
However, there are inter-image constraints associated with the weak pole-polar relationship
(4.7) as shown below. We have two planes pi and pi1 as shown in Figure 4.1. The inter-image
planar homography Hpi corresponding to pi can be computed from at least four pairs of image
points s1, s2, b1 and b2, while Hpi1 corresponding to pi1 can be computed from t1, t2, b1 and b2.
In addition, the Fundamental matrix F between the two views can be computed using the methods
[138, 199] that minimize the reprojection errors, provided that there are more point correspon-
dences. Therefore, we have the following inter-image constraints in terms of ω,
v′x ∼ Hpivx, (4.8)
v′x ∼ Hpi1vx (4.9)
v′x
T
Fvx = 0, (4.10)
where v′x is the corresponding vanishing point of vx in the second image that can also be expressed
as a function of ω.
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Figure 4.2: The inter-image constraints (4.8, 4.10) can be applied to any corresponding ground
lines, excepting shadow lines cast by vertical objects, between two views.
One interesting observation is that the inter-image constraints (4.8, 4.10) can also be applied
to any corresponding ground lines between two views, except for the shadow lines cast by the
vertical objects, since the concurrent point v′ of all shadow lines on the ground plane has already
been enforced in Equation (4.4). For example, we have the image correspondences, s1s2 and s′1s′2,
of the 3D line S1S2 between two views, and thus have the inter-image constraints on the vanishing
point vs, which is the intersection of the line s1s2 and the horizon line lxy (Figure 4.2),
vs ∼ [s1 × s2]×ωvz. (4.11)
Note that the constraint (4.9) typically does not apply to vanishing points other than vx, since the
vanishing line lxy intersects the vertical plane Hpi1 only at vx.
Consequently, we obtain the correct solution by minimizing the following symmetric transfer
errors of the geometric distances and epipolar distances of the vanishing points on the line lxy that
involves elements of ω as:
d1(v
2
x,Hpi1v
1
x)
2 +
∑
i
{d1(v2i ,Hpiv1i )2 + d2(v2i ,Fv1i )2}, (4.12)
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where v2i is the corresponding vanishing point of v1i in the second image, which can also be ex-
pressed as a function ofω, d1(x,y) is the geometric image distance between the two homogeneous
image points represented by x and y, and d2(x, l) is the geometric image distance from an image
point x to an image line l.
Generally, the inter-image constraints (4.12) provide two constraints on ω. As a result, under
the assumption of fixed intrinsic parameters and zero skew, it is possible to calibrate a camera
from two or more views of a scene containing two vertical objects and their cast shadows. The
assumption of zero skew is reasonable both theoretically and practically. As pointed out in [75],
the skew will be zero for most normal cameras and can take non-zero values only in certain unusual
instances, e.g. taking an image of an image. This argument also coincides with some previous
observations, e.g. [105, 153, 202, 40].
Different from the linear orthogonal constraints (4.4), the inter-image constraints in (4.12) are
not linear in the elements of ω, and thus need a non-linear optimization process. The starting point
can be obtained as follows. As shown in Figure 4.1, the four points vx, b2, b1, and a, are collinear,
and their cross-ratio is hence preserved under the perspective projection. Therefore, we have the
following equality between two given images:
{vx,b2;b1, a}1 = {vx,b2;b1, a}2, (4.13)
where {·, ·; ·, ·}i denotes the cross ratio of four points, and the superscripts indicate the images in
which the cross ratios are taken. This provides us the third constraint on ω, which can be defined
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by a 6D vector with five unknowns:
w ∼ [1, ω12, ω22, ω13, ω23, ω33]T , (4.14)
where ωij denotes the element in ith row and jth column of ω in (3.5). The computation detail of
Equation (4.13) is given in Section 4.3.2. If we further assume the camera has zero skew and unit
aspect ratio (resulting in ω12 = 0 and ω22 = 1 as shown in Equation (3.9)), then these three known
constraints (two from (4.4) and one from (4.13)) are sufficient to solve for the three unknowns: the
focal length, f , and the principal point coordinates u0 and v0. Note that Equation (4.13), expanded
in Equation (4.26) in Section 4.3.2, is quadratic in terms of the elements of ω, and thus the starting
point has two solutions of ω13, ω23 and ω33, i.e. a two-fold ambiguity. This ambiguity can be
eliminated during the minimization process, where only correct solution would minimize the cost
functions (4.12).
4.2.3 Maximum Likelihood Bundle Adjustment
The cost function (4.12) described in last subsection 4.2.2 is not optimal in a statistical sense,
since it minimizes only local distances rather than the global geometric distances. We can refine it
through the standard maximum likelihood inference.
Let us assume that the noise in the measured image feature positions xij , the coordinates of
the j-th point as seen by the i-th camera, is additive and has a Gaussian distribution with zero
mean and standard deviation σ. Given n images and m corresponding image points, the maximum
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likelihood estimate can be obtained by minimizing the following function:
n∑
i=1
m∑
j=1
d1(x
i
j, Kˆ[Rˆi | tˆi]Xˆj)2. (4.15)
That is, the parameters Kˆ, Rˆi, tˆi and Xˆj which minimize the sum of the squared geometric image
distances, d1(·, ·) , between the measured feature locations xij and the true image points for all
points across all views. The minimum of this non-linear cost function, generically termed bundle
adjustment in the computer vision and photogrammetry communities, is sought using a Levenberg-
Marquardt algorithm [168]. It requires an initial guess of the camera parameters and the 3D world
points, which can be obtained using the approach described in the last section and optimal tri-
angulation [74]. Note that the bundle adjustment is efficient only when enough image-to-image
corresponding points are available.
4.2.4 Light Source Orientation Estimation
After calibrating the cameras, one would have no difficulty estimating the light source position
and orientation provided that the corresponding feature points along the lighting direction can be
identified from two views. For example, we can compute the orientation of the light source in 3D
by using the optimal triangulation method as follows. Without loss of generality, one can choose
the world coordinate frame of the scene shown in Figure 4.1 as follows: origin at B2, Z-axis along
the lineB2T2 with the positive direction towardsT2, X-axis along the lineB1B2 with the negative
direction towards B1, and the Y -axis given by the right-hand rule. Then, using the triangulation
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method [74], it is possible to compute the 3D locations ofB1 and S1. Consequently, the orientation
of the light source is given by n = B1 − S1.
Alternatively, since in our case the light source is far away, we only need to measure the ori-
entation of the light source, which can be expressed by two angles: the polar angle φ between the
lighting direction and the Z-axis (the vertical direction), and the azimuthal angle θ in the ground
plane from the X-axis (the line B1B2). Note that the imaged light source v is the vanishing point
along lighting direction since v intersects the plane at infinity pi∞, and also that v′ is the projection
of v on ground plane (the X-Y plane). Consequently, the polar angle φ with the vertical Z-axis
and the azimuthal angle θ can be measured from the corresponding vanishing points using
φ = cos−1
vTz ωv√
vTωv
√
vTz ωvz
, (4.16)
θ = cos−1
vTxωv
′
√
v′Tωv′
√
vTxωvx
, (4.17)
where v can be computed as,
v ∼ (t1 × s1)× (t2 × s2). (4.18)
In our experiments, we used the second method to compute φ and θ for each view and the shown
results are the averaged ones.
4.2.5 Algorithm Outline
The complete algorithm will now be summarized. The input is a pair of images of a scene contain-
ing two vertical objects and their shadows on the ground plane cast by an infinite light (e.g. the
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sun). Both vertical objects and shadow lines should be visible in both images. The output are the
camera parameters and the orientation of the light source. A top-level outline of the image is as
follows.
1. Identify a seed set of image-to-image matches between the two images. At least six points,
tˆi, bˆi and sˆi (i = 1, 2), are needed, though more are preferable. The feature points can be
extracted as shown in Section 4.3.1.
2. Obtain close-form solution
(a) Compute vz (4.1) and v′ (4.2) for each view, and thus obtain two linear constraints on
the ω (4.4).
(b) Compute the third constraint (4.13) as described in Section 4.3.2.
(c) Solve two linear constraints (4.4) and one quadratic constraint (4.13) by assuming
ω12 = 0 and ω22 = 1. This gives us ω13, ω23 and ω33 up to an ambiguity.
(d) Compute the fundamental matrixF (when enough point correspondences are available)
and the planar homographies Hpi and Hpi1 as described in Section 4.2.2.
(e) Minimize (4.12) using the above ω13, ω23 and ω33 as starting points.
(f) Compute the camera internal parameters as shown in 3.6 and the camera external pa-
rameters as described in [40].
3. Use Bundle Adjustment (4.15) to refine the close-form solution.
4. Compute the orientation of the light source (4.16,4.17).
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4.3 Implementation Details
4.3.1 Feature Extraction
Features, extracted either automatically (e.g. using an edge or corner detector) or interactively,
are subject to errors. The features are mostly the image locations of the top, ti, and the base,
bi of the vertical objects, and the shadow positions si of the top locations ti (i = 1, 2). In this
implementation, we use a maximum likelihood estimation (MLE) method similar to [39] with the
uncertainties in the locations of points ti, bi and si modeled by the covariance matrices Λti , Λbi
and Λsi respectively.
In the error-free case, imaged shadow relations (illuminated by a point light source) are mod-
eled by a planar homology as introduced in Section 3.5.2 (see Figure 3.4 and also Figure 4.3). One
important property of a planar homology is that the corresponding lines, i.e. lines through pairs of
corresponding points, intersect on the axis: for example, for the lines t1t2 and s1s2,
b1b2·(t1t2 × s1s2) = 0. (4.19)
Another important property of a planar homology is that the cross ratio defined by the vertex, v,
the corresponding points, ti and si, and the intersection, ii, of their join tisi with the axis, is the
characteristic invariant of the homology, and are the same for all corresponding points,
{v, t1; s1, i1} = {v, t2; s2, i2}. (4.20)
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Figure 4.3: Maximum likelihood estimation of the feature points: (left) The uncertainty ellipses are
shown. These ellipses are specified by the user, and indicate the confidence region for localizing
the points. (right) Estimated feature points are satisfying the alignment constraints (4.19) and
(4.20).
Therefore, we determine the maximum likelihood estimates of the features’ true locations (tˆi,
bˆi and sˆi) by minimizing the sum of the Mahalanobis distances between the input points and their
MLE,
argmin
xˆj
∑
j=1,2
∑
x=t,b,s
(xj − xˆj)TΛ−1xj (xj − xˆj), (4.21)
subject to the alignment constraints (4.19) and (4.20).
The covariance matrices Λti , Λbi and Λsi are not necessarily isotropic or equal. For example,
in our experiments for the image shown in Figure 4.3, the second view of the first real image set
shown in Figure 4.9, we setΛt1 = Λb1 = diag([202, 102]) andΛt2 = Λb2 = Λs1 = Λs1 = 82I2×2.
The image is of size 2272× 1704.
Once the six points, ti, bi and si, are interactively identified in one view, we first initialize the
positions of feature points in extra views using the wide baseline matching [195] and then refine
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them using the same MLE estimates (4.21). In our implementation, we assume the uncertainties in
the locations of points ti, bi and si are similar from view to view, and hence we use the same Λti ,
Λbi and Λsi for all images.
Note that, to obtain more robust solutions, we also compute point correspondences other than
the six feature points ti, bi and si, i = 1, 2, for the computation of inter-image planar homographies
and fundamental matrix in Equation (4.12).
4.3.2 Computation Details of the Cross Ratio Constraint
This section provides the computation details on the cross ratio constraint in Equation (4.13).
Denoting the computed homogeneous image line b1b2 as [l1, l2, l3]T , and the vanishing point vz
as [vz1 , vz2 , vz3 ]
T
, vx in Equation (4.7) can be expressed as
vx = [D
T
1w, D
T
2w, D
T
3w]
T , (4.22)
where w is given in Equation (4.14), and Di, (i = 1, 2, 3), are defined as
D1 = [0, l3vz1 , l3vz2 , −l2vz1 , l3vz3 − l2vz2 , −l2vz3 ]T , (4.23)
D2 = [−l3vz1 , −l3vz2 , 0, l1vz1 − l3vz3 , l1vz2 , l1vz3 ]T , (4.24)
D3 = [l2vz1 , l2vz2 − l1vz1 , −l1vz2 , l2vz3 , −l1vz3 , 0]T . (4.25)
Now we are ready to compute the cross ratio involving vx in Equation (4.13), i.e. a ratio of ratios
of lengths on the line b1b2. Since cross ratio is invariant to the projective coordinate frame chosen
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for the line, we can use the coordinate differences of the four points (vx,b2,b1, a) rather than
their lengths to express the cross ratio to simplify the constraints on ω. In our implementation, we
choose x-coordinates of image points due to the fact that imaged lines b1b2 in our cases are more
horizontal then vertical, i.e. the absolute value of the line’s slope is less than one. As a result,
Equation (4.13) can be expanded as
{vx,b2;b1, a} = (vx − b2)(b1 − a)
(vx − a)(b1 − b2) =
DT4w
DT5w
, (4.26)
with
D4 = (b1x − ax)(D1 − b2xD3),
D5 = (b1x − b2x)(D1 − axD3),
where b1x , b2x and ax are the x-coordinates of b1,b2 and a respectively.
4.4 Degenerate Configurations
The proposed algorithm, like almost any algorithm, has degenerate configurations where the pa-
rameters can not be estimated. It is important to be aware of these configurations to obtain reliable
results, in practice, by avoiding them.
Generally, as an approach based on vanishing points, the method is degenerate if the vanishing
points along some directions are at infinity. Geometrically, vanishing points go to infinity when the
perspective transformation degenerates to affine transformation, where parallel lines in 3D remain
parallel in the image plane, and when the vanishing point direction is parallel to the image plane
since the vanishing point of a line is obtained by intersecting the image plane with a ray parallel
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to the world line and passing through the camera center. Note that here parallelism to the image
plane means the parallelism in 3-space. Algebraically, a vanishing point goes to infinity means that
the third component of the homogeneous vanishing point coordinates equals to zero. In practice, if
conditions are near degenerate then the solution is ill-conditioned, and the particular member of the
family of solutions is dominated by “noise”. For calibration algorithms using the vanishing points,
therefore, it is always important to work with images with relatively large projective distortion
when it is possible.
The method mainly employs the orthogonality relationship (4.4) of the vanishing points, vz
and v′, of two perpendicular 3D world directions, and the inter-image constraints (4.12, 4.13)
associated with vanishing points other than v′ on the vanishing line lxy as shown in Figure 4.1.
Therefore, it is mainly important to verify the vanishing point, vz, along the vertical direction, and
other vanishing points of world lines that are perpendicular to the vertical direction, i.e. vanishing
points on the horizon line lxy.
The rest of this section is organized as follows. First, possible singularities with geometrical
explanations are derived. Then, we especially give algebraic analysis on the situations where the
inter-image constraints fail. For this analysis, the vanishing point vx is used as an example and,
however, the derivation can be easily extended to others.
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4.4.1 Vanishing Point at Infinity
Liebowitz and Zisserman [105] demonstrate an easy but efficient method to identify the degen-
eracies that occur when constraints on the ω are not independent, which exploits the linearity of
the equations in terms of the elements of ω. Although we introduce new constraints for camera
calibration in Equation (4.12,4.13), the price to pay is increased difficulty in identifying degenerate
configurations. Although it is still possible to apply the approach [105] to check the dependeny
between the linear constraints in Equation (4.4) that arise from the parallel property of shadows
cast by infinite light source, we would like to derive all possible singularities with geometrical
explanations.
The following analyses are most related to Sturm and Maybank [153] but different mainly in
three aspects. First, although both their and our approaches utilize the orthogonality constraints
in equation (4.4), they have also the constraints arising from the normal property of r1 and r2 as
described in Section 3.7 (originally used by Zhang in [200]), while we derive the new inter-image
constraints in Equations (4.13,4.12). Notice that in their case the use of the normal properties of
r1 and r2 is viable due to the fact that they have the world to image planar homography. Second,
the two planes pi and pi1 (See Figure 4.1) in our case are perpendicular to each other, which is a
special case of those addressed in [153]. Third, only a subset of their degenerate cases apply to our
configuration.
Our method degenerates in the following cases (parallelism and perpendicularity here are on
3D domain): (I) the image plane is parallel to plane pi1, (II) the image plane is parallel to the
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ground plane pi, and (III) the image plane is perpendicular to both pi1 and pi. In case I, both vx
and vz go to infinity. In case II, all the vanishing points on the line lxy will be infinite. Case II
is different from case I in that the principal point can be recovered in case II, but not in case I. In
case II, the vanishing points on the ground plane pi, e.g. vx and v′, are the vanishing points for
directions parallel to the image plane. Therefore, the vertical direction, which is perpendicular to
the ground plane pi, must be orthogonal to the image plane, and parallel to the principal axis of
the camera. The vanishing point of this principal axis is nothing but the principal point, which is
thus given by the finite vanishing point vz. The same derivation is valid for case I only if v′ is
orthogonal to vx, which is not necessarily true. Note that unlike [153], the aspect ratio λ can not
be recovered in our case when one plane is parallel to the image plane, since we have no Euclidean
information about the 3D world coordinates. In case III, if the degenerate situation happens for
both views, we are able to intersect the two lines b1b2 in two views to obtain the principal point as
analyzed above. These analyses are partially validated in Section 5.4.1.
4.4.2 Difficulty in Computing vx
One important step of the proposed algorithm is to express vx as a function of ω in equation (4.7).
Therefore, the method degenerates when vx can not be computed from equation (4.7). In other
words, lines b1b2 and lxy are parallel to each other in the image plane. To simplify the analysis,
we adopt the world coordinate definition in Section 4.2.4, although the algebraic derivation is
independent of the definition of the world coordinate.
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Line b1b2 is the imaged projection of the 3D X-axis and, therefore, passes through the image
of the world origin [0 0 0 1]T , which in our case is
b2 ∼ [p1 p2 p3 p4][0 0 0 1]T = p4. (4.27)
It also passes through the vanishing point vx ∼ p1 (shown in (3.11)) along the 3D X-axis direction
[1 0 0]T . Consequently, line b1b2 can be expressed as b1b2 ∼ p1 × p4. Similarly, line lxy
is the horizon line of the ground plane (X-Y plane), and therefore passes through two vanishing
points vx and vy(∼ p2), lxy ∼ p1 × p2. When lines b1b2 and lxy are parallel to each other, it
indicates that the two lines intersect at infinity, i.e. the third component of the imaged intersection,
b1b2 × lxy, equals to zero. By using the property that the cofactor matrix is related to the way
matrices distribute with respect to the cross product [67], one can obtain
{b1b2 × lxy}3 = 0 ⇐⇒ {(p1 × p4)× (p1 × p2)}3 = 0
⇐⇒ {[K∗(r1 ×RC)]× [K∗(r1 × r2)]}3 = 0
⇐⇒ {K[(r1 ×RC)× r3]}3 = 0
⇐⇒ {K[r2]−1× KTK−T (Rt˜× r3)}3 = 0
⇐⇒ {K[([r1]×[r1 r2 r3]C)× r3]}3 = 0
⇐⇒ {K(Cyr3 − Czr2)× r3}3 = 0
⇐⇒ {CzKr1}3 = 0
⇐⇒ Cz = 0 or {vx}3 = 0, (4.28)
where K∗ denotes the matrix of cofactors of K, and {z}3 denotes the 3rd element of the vector z.
Algebraically, Cz = 0 implies line b1b2 coincide with the vanishing line lxy, in which case the
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pole-polar relationship in equation (4.3) offers two independent constraints on the camera internal
parameters per view. The two constraints might be used in camera calibration as shown in [106].
However, the configuration Cz = 0 indicates that the camera center lies on the ground plane pi
in Figure 4.1, which is unlikely to happen in practice since it is rare to capture images or videos
like that. Practically, therefore, it is only necessary to avoid the case {vx}3 = 0, where vx goes to
infinity.
4.5 Experimental Results
The proposed method aims to directly calibrate cameras for applications where it is difficult to cal-
ibrate cameras beforehand using special calibration patterns with known geometry, and when the
numbers of views is insufficient to employ self-calibration methods. This experiments, therefore,
focus on the cases where only two views are available.
First, synthetic data is used to examine the performance of the proposed method with respect
to the following cases:
1. different noise levels varying from 0.3 pixels to 3.0 pixels,
2. different relative orientation (parallel to perpendicular) between the vertical plane passing
through the two vertical lines and the image plane,
3. different errors on the orhtogonality constraint, i.e. the angles between the vertical objects
and the ground plane are varying (from 0.3 degrees to 3.0 degrees in the experiments).
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Table 4.1: External Parameters of four different viewpoints.
View camera position “at” position
1st (10, -100+random(1), 40) (-100, 0, 0)
2nd (-150, -100+random(1), 40) (-100, 0, 0)
3rd (10, -100+random(1), 100) (-100, 0, 0)
4th (-150, -100+random(1), 100) (-100, 0, 0)
Second, we compare the performance of our method with the ground truth using the real images.
4.5.1 Computer Simulation
The simulated camera has the focal length of f = 1000, the aspect ratio of λ = 1.06, the skew
of γ = 0, and the principal point at u0 = 8 and v0 = 6. The synthetic light source is at infinity
with the polar angle φ = arctan(0.5) degrees and the azimuthal angle θ = 60 degrees. The
two vertical objects have lengths 100 and 80 units respectively, and the distance between the two
vertical objects is 75 units. To approximate the real cases where there exist some other point
correspondences besides the vertical line segments and their cast shadows, we generated another
ten 3D points randomly located on a hemisphere above the ground plane, centered at (75, 0, 0) with
radius 80. In the experiments presented herein, we generated four views with camera and “look at”
positions listed in Table 4.1, where we follow the camera (eye) coordinate specification in OpenGL
fashion. Therefore, “at′′ − camera is the principal view direction.
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Figure 4.4: The performance of our method on the camera calibration under different noise levels.
Performance versus noises: In this experimentation, we used two combinations of image pairs
(views) in Table 4.1. The first combination composes of the 1st and 4th views, while the second
one includes the 2nd and 3rd views. Gaussian noise with zero mean and a standard deviation of
σ ≤ 3.0 pixels was added to the projected image points. The estimated camera parameters were
then compared with the ground truth. For each noise level, we perform 1000 independent trials,
and the final averaged results of camera internal parameters are shown in Figure 4.4, while Figure
4.5 illustrates the performance of our method on the light source orientation estimation. As argued
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Figure 4.5: The performance of our method on the light source orientation estimation under differ-
ent noise levels.
by [173, 202], the relative difference with respect to the focal length rather than the absolute error
is a more geometrically meaningful error measure for the camera internal parameters. Therefore,
we measured the relative error of f , u0 and v0 with respect to true f while varying the noise level
from 0.3 pixels to 3.0 pixels. For the aspect ratio λ, we measure the relative error with respect
to itself. Evidently, errors increase almost linearly with respect to the noise level for both the
camera internal parameters and the light source orientations. For σ = 1.5, which is comparable to
the typical noise in practical calibration, the relative error of focal length f is 1.93% for the first
combination and 2.57% for the second combination. When we add more noise, the relative errors
of focal lengthes keep increasing until it reaches 7.16% for the first combination and 5.85% for
the second one when σ = 3.0. The maximum relative error of aspect ratio is 13.96% for the first
combination, 5.22% for the second combination, while the maximum relative errors of principal
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Figure 4.6: The performance of our method with respect to the relative orientation between the
vertical plane passing through the two vertical lines and the image plane. (a) The focal length and
the aspect ratio. (b) The principal point. (c) The light source orientation.
points are around 6.51% for u0 and about 9.74% for v0. Finally, the computed orientation of the
light source is within ±2.5◦ for both polar and azimuthal angles.
Performance versus the orientation of the image plane. This experiment examines the in-
fluence of the relative orientation between the vertical plane passing through the two vertical lines
and the image plane. Two views are used. The orientation of the image planes of two views are
chosen as follows: the image planes are initially parallel to the vertical plane; a rotation axis is ran-
domly chosen from a uniform sphere; the image planes are then rotated around that axis with angle
ψ. Considering the fact that extracted feature points will in practice be affected by noise, we also
add a typical noise level of σ = 1.0 pixels to all projected image points. We repeated this process
1000 times and computed the average errors. The angle ψ varies from 5◦ to 85◦, and the results are
shown in Figure 4.6. Several important observations are evident. First, the results partially validate
the analysis of degenerate cases in the Section 4.4.1. In case I where the image plane is parallel to
the vertical plane, i.e. ψ = 0◦, our method degenerates. In case III, i.e. ψ = 90◦, our method is
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Figure 4.7: The performance of our method on the camera calibration with respect to the orthog-
onality errors. The orthogonality errors here means the errors in the angles between the vertical
objects and the ground plane, which are assumed to be 90◦.
also degenerate, but is able to recover the principal point since in our experiments the image planes
of both views are also approximately perpendicular to the ground plane. The second observation is
that the best performance seems to be achieved with an angle around 45◦. Third, the minima of the
curve is sufficiently broad such that acceptable results can be found in practice from wide range
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Figure 4.8: The performance of our method on the light source orientation estimation with respect
to the orthogonality errors.
of views. Note that in practice, when ψ increases, foreshortening makes the feature detection less
precise, which is not considered in this experiment.
Performance versus orthogonality error: The last experiment is carried out to evaluate how
sensitive the algorithm is to errors in the angles β between the vertical objects and the ground
plane, which are assumed to be 90◦. For the angle β of each vertical object, independent Gaussian
noise with zero mean and a standard deviation of σ ≤ 3.0 degrees was added. Considering the
fact that extracted feature points will in practice be affected by noise, we also added a typical noise
level of σ = 1.0 pixels to all projected image points. We repeat this process 1000 times, and the
final averaged results of camera calibration are shown in Figure 4.7, while Figure 4.8 illustrates the
performance of our method on the light source orientation estimation. The errors in both camera
parameters and light source orientation increase almost linearly with respect to the orthogonality
errors. Notice also that the errors do not go to zero as orthogonality errors go towards zero due to
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Figure 4.9: Three images of a standing person and a lamp. The circle marks in the images are the
minimal data computed by the method described in Section 4.3.
Table 4.2: Calibration results for the first real image set.
Error Image Pair Ground Truth
(1,2) (1,3) (2,3) [105]
f (relative error) 3200.8 (1.44%) 3137.1 ( -0.58%) 3211.1 (1.77%) 3155.3
λf (relative error) 3206.1 (-3.21%) 3171.0 (-4.27%) 3216.4 (-2.90%) 3312.5
u0 (relative error) 1172.4 (0.28%) 1334.9 (5.43%) 1170.1 (0.21%) 1163.6
v0 (relative error) 895.8 (-0.57%) 902.7 (-0.35%) 901.5 (-0.39%) 913.8
the added noise in image projections. For example, the relative errors of focal lengths are around
1.8% under orthogonality error σ = 0.3◦ and pixel noise σ = 1.0 pixels (Figure 4.7 (a)), while
the focal length errors are around 1.4% when there is the same pixel noise σ = 1.0 pixels but no
orthogonality error (Figure 4.4 (a)).
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4.5.2 Real Data
We also applied our method to real images. The image set consists of three views of a standing
person and a lamp, which provided two vertical lines for camera calibration (see Figure 4.9). For
each pair of images, we applied our algorithm independently, and the results are shown in Table 4.2.
To evaluate our results, we obtained a least-squares solution for internal parameters of a non-natural
camera from over-determined noisy measurements, i.e. five images with three mutually orthogonal
vanishing points per view, using the constraints described in [105]. We compared our results to
those listed in the last column in Table 4.2. The largest relative error of the focal length, in our case,
is less than 4.5%. The maximum relative error of principal point is around 5%. In addition, the
computed polar angle φ and azimuthal angle θ are 44.54 and 33.22 degrees respectively, while they
are 45.09 and 32.97 degrees by using the camera intrinsic parameters in the last column of Table
4.2. The errors could be attributed to several sources. Besides noise, non-linear distortion and
imprecision of the extracted features, one source is the casual experimental setup using minimal
information, which is deliberately targeted for a wide spectrum of applications. Despite all these
factors, our experimentations indicate that the proposed algorithm provides good results.
4.6 Applications
To validate our calibration techniques, we present three practical applications. To further demon-
strate the efficiency and applicability of the inter-image constraints, we first apply them to symmet-
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Figure 4.10: Four feature points forming an isosceles trapezoid in the world plane. The plane of
symmetry is defined by the z-axis and the line OQ. The points M1 and M2 are two arbitrary
feature points on the calibration object, and M′1 and M′2 are their symmetric counterparts. Alter-
natively, M1 andM2 are two feature points on a line through the point Q andM′1 andM′2 are their
position after pivoting the line around the point Q.
ric and 1D objects, which is especially useful in calibration of a large number of cameras [202].
The second application is the reconstruction of partially viewed symmetric objects, and the last
one is the image based metrology.
4.6.1 Calibration Using Symmetric and 1D Objects
In the case that the cameras are observing an object that has a plane of symmetryΠ, for each object
point M, there exists a point M′ on the object, which is symmetrically situated with respect to Π.
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Any such pair of symmetric points will then define a 3D line M′M, which is perpendicular to the
plane of symmetry. Our method assumes that two such pairs are viewed by a camera. Denote the
first pair by M1 and M′1, and the second pair by M2 and M′2. Clearly, the two lines M′1M1 and
M′2M2 are coplanar and parallel, and in general yield an isosceles trapezoid as shown in Figure
4.10. Therefore, the vanishing point vx along the direction perpendicular to the symmetric plane
Π is known, and is given by
vx = (m1 ×m′1)× (m2 ×m′2). (4.29)
Similar to the work [186], the intersection between Π and the plane passing the two lines m′1m1
and m′2m2 can be uniquely defined as the line,
ls = s× q, (4.30)
where s is the intersection of m′1m2 and m′2m1, and q is the intersection of m1m2 and m′1m′2.
However, the main difference is that the pole-polar relationship with respect to vx and ls does not
hold in our configuration as shown in section 4.6.1.1.
It is interesting to note that this configuration of coplanar points may also be viewed as two
separate configurations of collinear points in the 3D space. In other words, if we take the lines
M1M2 and M′1M′2 as two different positions of a 1D object pivoting around the point Q, then we
can also apply the technique proposed herein to the images of this 1D object. The only difference
now is that the set of four coplanar points M1, M2, M′1, and M′2, are captured in two separate
images. Therefore, the number of images required in the 1D case is twice as many as the number
of images required in the 2D case, i.e. a minimum of four: one pair from the same viewpoint but
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with the 1D object at two distinct positions, and another pair from a different viewpoint but the
same two positions of the object that were used in the first pair. Accordingly, two arbitrary points
M1 and M2 with unknown locations on the 1D object and the corresponding points M′1 and M′2
after moving the 1D object to another position (with Q kept fixed), yield one isosceles trapezoid
M′1M
′
2M2M1. We call this a viewpoint of the isosceles trapezoid.
In the coordinate frame described above, the vanishing point vx and the line ls play the same
roles as vz and the line b1b2 in the Figure 4.1, and therefore the inter-image constraints (4.12)
can be applied with the starting point similarly computed using (4.13). However, no orthogonality
constraint in equation (4.4) is available, since only one vanishing point is known. As a compen-
sation, therefore, we assume a unit aspect ratio and zero camera skew, in which case the camera
calibration matrix K in Equation (3.1) will reduce to
K =

f 0 u0
0 f v0
0 0 1
 . (4.31)
Below, we use an alternative method as detailed in [29, 26] to calibrate the camera. The basic
idea is that both the camera internal and external parameters can be expressed as functions of the
principal point c = (u0, v0) and, therefore, we formulate our problem in terms of the inter-image
homography that minimizes the symmetric transfer error of geometric distances,
(f, c) = argmin
Γ
∑
i
d(mi,H
−1
f,cm
′
i))
2 + d(m′i,Hf,cmi)
2 (4.32)
where d(·, ·) is the Euclidean distance between the image points, Γ is the 2D search space of the
solution for c, Hf,c = Hˆ′wHˆ−1w is the inter-image homography (which is only a function of c).
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Table 4.3: External Parameters for seven different viewpoint.
Viewpoints θx θy θz tx ty tz
1st 10 -7 3.8 20 40 350
2nd 12 6 -5 20 -24 350
3rd 12 13 -12 10 70 360
4th 12 30 -12 10 20 350
5th 12 16 -5 10 -40 360
6th 10 5 3.8 20 26 370
7th 12 16 -15 10 -4 380
In the implementation, we take advantage of the fact that the principal points of recent CCD
cameras are very close to the center of the image [75]. Therefore, the search space Γ that mini-
mize the cost function in (4.32) is then narrowed down to a 2D window around the image center.
The solution is therefore found without resorting to non-linear minimization techniques, i.e. by
sampling the solution space within the 2D search window.
The proposed approach was tested on an extensive set of simulated and real data. Below, we
first show the synthetic simulations for the 1D object (the 2D case is similar). We then show
the results for real images. We used 1D objects with similar configurations as those in [201] for
comparison. The simulated camera has a focal length of f = 1020, unit aspect ratio, zero skew,
and the principal point at (316, 243). The image resolution is 640 × 480. We observed the 1D
objects randomly at seven positions listed in Table 4.3. For each observation, we switched the
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Figure 4.11: Performance vs noise (in pixels) averaged over 100 independent trials: (a), (b) and
(c) relative error for f , principal point and translation, (d) absolute errors in and rotation angles.
1D object between two positions of the 3D points M1 = [−75 0 0]T , M2 = [−45 − 150 0]T ,
M′1 = [75 0 0]
T
, M2 = [45 − 150 0]T . The 2D searching space is 15× 15 with 1.0 pixel interval
in each direction. Of course, once we get close enough to the solution, we can also refine further
the search window, if we wish higher accuracy.
Performance Versus Noise Level: In this experimentation, we used the first five image pairs
(viewpoints) in Table 4.3. The estimated camera intrinsic and extrinsic parameters were then
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Figure 4.12: (a) & (b) Performance vs number of viewpoints averaged over 100 independent trials:
(a) relative error for f , (b) absolute errors in principal point.
compared with the ground truth, while adding a zero-mean Gaussian noise varying from 0.1 pixels
to 1.5 pixels. Results are shown in Figure 4.11. For noise level of 1.5 pixels, which is larger than
the typical noise in practical calibration [200], the relative error of the focal length f is 1.92%. The
maximum relative error of principal points is around 0.24%. Excellent performance is achieved for
all extrinsic parameters, i.e. relative errors less than 0.36% for tx and 0.5% for ty, absolute errors
less than 0.63 degree for θx, less than 0.28 degree for θy and less than 0.086 degree for θz. At 1
pixel noise level, in our 1D algorithm, the relative errors of the focal length and the principal point
do not exceed 1.56%.
Performance Versus Number of Viewpoints: We also examined the performance with respect
to the number of viewpoints (i.e. the number of image pairs). We varied the number of available
viewpoints from 2 to 7. Results are shown in Figure 4.12. For these set of experimentations the
noise level was kept at 1.5 pixels, and the results were again averaged over 100 independent trials.
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Figure 4.13: Four trapezoids projected into two images.
Figure 4.14: Three collinear points along a TV antenna.
For four or more viewpoints, the relative error of f drops sharply to an average of 0.85%, and the
relative errors of u0 and v0 drop sharply to an average of 0.71% and 0.52%, respectively. The more
viewpoints we have, the more accurate camera calibration will be in practice.
For real data, we applied our method to both 1D and 2D objects, and compared our algorithm to
Zhang’s flexible calibration method [200]. The comparison is meant to be only informal, since our
camera model is simpler (but not requiring 3D-2D correspondences). For 2D calibration, we used
the data set used by Zhang with no knowledge about the 3D coordinates of the calibration grid. The
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Table 4.4: Results for real data compared to Zhang’s results.
quadruple (1234) (1235) (1245) (1345) (2345) mean dev
α [200] 831.81 832.09 837.53 829.69 833.14 832.85 2.90
β [200] 831.82 832.10 837.53 829.91 833.11 832.90 2.84
f (Ours) 833.55 834.29 835.96 832.33 834.28 834.08 1.32
u0 [200] 304.53 304.32 304.57 303.95 303.53 304.18 0.44
u0 (Ours) 303.50 304.25 303.25 304.00 304.50 303.90 0.52
v0 [200] 206.79 206.23 207.30 207.16 206.33 206.76 0.48
v0 (Ours) 217.25 213.25 212.25 205.25 208.50 211.30 4.60
radial distortion was removed according to his experimental results. We used four trapezoids (i.e.
16 corners) as shown in Figure 4.13 for gathering the error statistics. To evaluate our results, we
also used an approach similar to [200] based on estimating the uncertainty of the results using the
standard deviation of the estimated internal parameters f , and (u0, v0). We evaluated the variation
of calibration results among all quadruples of images. Results are compared to those by Zhang in
Table 4.4.
For the 1D object, we used the antenna of a home TV and took 16 images with 8 different
viewpoints. One pair of images observed from the same viewpoint is shown in Figure 4.14. Three
points along the antenna are chosen to generate isosceles trapezoids. The calculated intrinsic pa-
rameters using these images are listed in Table 4.5. We used the sample mean as the ground truth
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Table 4.5: Intrinsic parameters for real data
image set f rel. err. u0 rel. err. v0 rel. err.
(1 2 3 4 5 6 7) 2443.22 -0.61% 1137.00 0.12% 838.67 -0.02%
(1 2 3 4 5 6 8) 2604.29 5.94% 1143.00 0.36% 844.00 0.20%
(1 2 3 4 5 7 8) 2510.88 2.14% 1125.33 -0.36% 838.00 -0.05%
(1 2 3 4 6 7 8) 2347.97 -4.48% 1137.83 0.15% 838.00 -0.05%
(1 2 3 5 6 7 8) 2472.31 0.57% 1131.00 -0.13% 838.00 -0.05%
(1 2 4 5 6 7 8) 2411.91 -1.88% 1137.00 0.12% 838.00 -0.05%
(1 3 4 5 6 7 8) 2456.22 -0.08% 1131.00 -0.13% 840.67 0.06%
(2 3 4 5 6 7 8) 2418.83 -1.60% 1131.00 -0.13% 838.00 -0.05%
and also show the relative difference with respect to the mean value of f . The largest relative
distance of f , in our case, is less than 6%.
4.6.1.1 Relation to Existing Methods
The proposed camera calibration approach using symmetric objects is related to but different from
the work in [186] using surfaces of revolution. In [186], Wong et al. use the line ls corresponding
to the projection of the axis of revolution in the image plane for calibration. In their case, this line is
the vanishing line of the plane containing the camera center and the axis of revolution. By choosing
their vx as the vanishing point along the normal to this plane, they obtain a pole-polar relationship
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between vx and ls, i.e. ls = ωvx (see [186] for derivation). This pole-polar relationship provides
two linear constraints per image. Therefore Wong et al. can solve for the intrinsic parameters
using two images. In our case, however, as depicted in Figure 4.6.1.1, vx, is not the vanishing
point along the normal of the plain Πs containing the camera center and the line SQ. Therefore it
does not have a pole-polar relationship with the vanishing line l of that plane.
Figure 4.15: Our configuration: the plane Πs that defines the image line l, is different from the
plane of symmetry Π, whose normal Nx defines the vanishing point vx. As a result, in our config-
uration, l 6= ωvx.
Formally, in our configuration
vx = PNx (4.33)
and Nx = ΩΠ (4.34)
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where Ω denotes the absolute dual quadric [75]. But clearly, as can be seen in Figure 4.6.1.1, in
general back-projecting the line l would not yield the plane of symmetry Π, i.e.
Π 6= PT l (4.35)
From (4.33), (4.34), and (4.35), we deduce that in our case
l 6= ωvx (4.36)
Therefore, we do not have a pole-polar relationship between the image line l and the vanishing
point vx.
4.6.2 Reconstruction of Partially Viewed Symmetric Objects
This section demonstrates the application of the proposed method on 3D Euclidean reconstruction
of a partially viewed symmetric object. We use a two-step method to build the 3D model of a
scene given two images of a symmetric object [50]. The first step is direct camera calibration as
described in Section 4.6.1. The second step is an extended triangulation, which exploits symmetry
property to handle points that are occluded or are not seen in one image. Symmetry, which is a
property shared by many natural and man-made objects, is a rich source of information in images.
Methods that exploit symmetry to impose constraints on the 3D structure of the scene have been
occasionally explored in the past [117, 206]. Francois et. al. [7] have presented a method for
reconstructing mirror symmetric scenes from a single view by synthesizing a second camera based
on the first one. However, they assume that their cameras are positioned in a restricted mirror
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Table 4.6: Estimated 3D coordinates at 1.0 pixel noise level
Points true X Est. X true Y Est. Y true Z Est. Z
1st -85 -82.47 0 0.002 0 -0.127
2nd -125 -121.72 -150 -144.57 0 -0.037
3rd 125 121.44 -150 -144.31 0 -0.455
4th 85 82.13 0 0.133 0 -0.552
5th -85 -83.43 0 0.298 -100 -95.73
6&7th ±125 ±124.37 -100 -96.30 -115.69 -109.70
8th 85 81.98 0 0.577 -100 -95.93
symmetric setup. As a result the calibration is fixed by the restricted geometric configuration
of the cameras, and hence is assumed known. We describe a more general framework, where
unknown cameras can view a symmetric object from most positions and orientations, except for
the degenerate configurations discussed in Section 4.4.
Assume that we have found the projection matrices of the two cameras, say P1 and P2, using
the method described in Section 4.6.1. We can use the optimal triangulation method [74] to extract
the 3D coordinates from point correspondences. Triangulation for the commonly assumed case,
where the correspondences are visible in both images is well known. However, in real scenarios,
we may face a situation where one point M = [X Y Z 1]T is visible in one image and not in the
second one (or vice versa). For a symmetric object, however, its symmetric counterpart, i.e. the
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Table 4.7: Performance vs noise (in pixels)
Noise Avg. Std. Dev. Avg. Std. Dev. Avg. Std. Dev.
0.2 1.60 0.78 1.48 1.77 1.80 1.88
0.4 1.44 0.51 1.24 1.40 1.43 1.60
0.6 1.76 0.37 1.37 1.60 1.46 1.76
0.8 2.14 0.66 2.51 2.82 2.86 2.92
1.0 3.30 0.83 2.95 3.48 3.10 3.14
1.2 1.97 0.92 1.94 2.33 2.88 2.55
1.5 2.70 0.65 2.87 2.83 2.58 2.77
point M′, might be visible, in which case we can show that the 3D coordinates of these points can
still be recovered unambiguously.
In the world coordinate frame, the relationship between the two symmetric points M and M′
(symmetric with respect to the world Y-Z plane) is given by:
M′ = DM (4.37)
where D = diag(−1, , 1, 1, 1). Thus the image point m′ is given by
m′ = P2M′ = P2DM (4.38)
In other words, image points m and m′ of two symmetric points may be viewed as the projections
of the same 3D world point M by projection matrices P1 and P2D. Therefore, 3D reconstruction
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Figure 4.16: Synthetic results for 1.0 pixel noise level: (a) & (b) input image pair, (c) & (d) Two
snapshots of the reconstructed textured model.
can be achieved for regions that are viewed by only one camera (e.g. due to occlusions or partial
view), using the symmetric part of the object.
The proposed approach has been tested on both simulated and real data. For the synthetic data
shown herein the image resolution was 480 × 320. Eight points with 3D coordinates shown in
Table 4.6 were reconstructed to recover four planes as shown in Figure 4.16. Note that the point
pair 6th and 7th in Table 4.6 are not both visible in the images. The 7th point is not seen in the
left image, while the 6th point can not be seen in the right image. Hence, they only differ in their
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(a) (b)
(c) (d)
Figure 4.17: Reconstruction example of partially viewed symmetric objects. (a) & (b) Two real
images of a partially viewed symmetric object, (c) & (d) snapshots of the reconstructed 3D model
including the occluded left and right portions
x-coordinates by a sign. In the experiments presented herein, Gaussian noise with zero mean and a
standard deviation of σ ∈ [0, 0.5] was added to the projected image points. For each noise level, we
ran our algorithm independently 100 times, and all the results shown are the averaged ones. The
reconstructed 3D points were compared with the ground truth. In 1.0 pixel noise level, the results
are shown in Table 4.6. To evaluate the performance with respect to noise, we also measured the
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absolute errors of X , Y and Z for every points. Mean and standard deviation of all coordinates
are shown in Table 4.7 with different noise levels. Finally, two snapshots of the resulting textured
model are shown in Figure 4.16 together with the synthetic input images.
We experimented with various real objects that contained symmetric structures. Experimental
results were verified against ground truth, which indicate an excellent performance for our ap-
proach, with the standard deviation of errors in the recovered distance ratios under 3.5. Figure
4.17 shows the reconstructed VRML model from a pair of real images of a symmetric object. Note
that the left side and the right side are only visible in one image. However, our technique accurately
recovers both sides as shown in the snapshots of the reconstructed 3D model shown in Figure 4.17,
(c) and (d).
4.6.3 Image Based Metrology
In [37], Criminisi proposed an approach for single view metrology, and showed that affine scene
structure may be recovered from a single image without any prior knowledge of the camera cal-
ibration parameters. The limitation of their approach is that they require that three mutually or-
thogonal vanishing points to be available simultaneously in the image plane. Also, to recover the
metric measurements they require three reference distances. Their advantage however is that they
need only one image to solve the problem. In this dissertation, we propose two new methods on
metrology.
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248.25cm
245.44cm
(a) (b)
Figure 4.18: Measuring height of vertical objects: (a) The standing person has known height, (b)
Computed heights of two sign board posts.
263.62cm
154.04cm
140.14cm
(a) (b)
Figure 4.19: Measurements which might be difficult in practice.
The first approach requires two vertical objects, and therefore only one vanishing point along a
vertical to a reference plane. However this method would require two images to solve the problem
with only one reference distance. Examples of images where such scenario may apply are com-
monly encountered in indoor and outdoor environments, where there is a ground plane and some
up-right objects, e.g. humans, street lamps, trees, etc., but not all vanishing points available, see
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Figure 4.20: The 3D points ti cast shadows at different time j at positions sij .
for instance Figure 4.18. Note also that Criminisi et al. [37] can only perform measurements in
the reference plane and the planes parallel to it. In our approach, we can directly perform mea-
surements outside the reference plane and along non-parallel lines. The details of this method are
described in [28, 51], and this section only demonstrates the results shown in 4.18 and 4.19, where
we used the height of the standing person as the reference. In Figure 4.18, the computed heights
of sign board posts are similar, which coincide with the ground truth. To test the accuracy of our
algorithm, we also compared the computed results with ground truth measurements. For instance,
in Figure 4.19, the estimated stick’s height is 100.75cm, while the ground truth is 99.4cm. The
distance between the bottom of the standing person and bottom of the stick is 116cm, the esti-
mated one is 119.47cm. The approach can be used to measure heights of the objects that are not
accessible for direct measurement too. For instance, we estimated the tree’s height as 263.62cm.
Other estimated distances which might be difficult to measure in practice are also shown.
The second method requires no presence of objects, but only shadows on the ground plane cast
by two unknown stationary 3D points. We first utilize the tracked shadow positions to compute the
horizon line. This is based on our observation that any two 3D corresponding lines on the shadow
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trajectories are parallel to each other, and therefore the imaged lines provide the vanishing points
along directions perpendicular to the vertical point, which can be fit from detected vertical objects.
The basic idea is illustrated in Fig. 4.20. Suppose ti is a 3D point and bi is the closest point on the
ground plane to ti. Therefore, line tibi is perpendicular to the ground plane. sij is the cast shadow
point in different time j. Because the sun is so far away (approximately 1.52× 1012 meters) from
the earth, it is reasonable to consider the sunlight as parallel light rays. Therefore, line pair bisij
and bi′si′j are parallel. We can also have
b1s11
b2s21
=
b1s12
b2s12
=
t1b1
t2b2
, (4.39)
Note that this equation is true in 3D, not in the image plane. Consequently, the two world triangles
4b1s11s12 and 4b2s21s22 are similar, and that the world line s11s12 and s21s22 are parallel to each
other. Therefore, the shadows observed over time is sufficient to provide the horizon line l∞, for
which the object top and bottom points (ti, bi) are not required to present in the image. If we
assume the vertical vanishing point is also available using methods [89] and [106], the computed
horizon line, together with the vertical vanishing point, provide the pole-polar relationship on
camera calibration. In this section, we are only interested in the measurements of the relative
heights of the two objects tibi and tjbj .
First we recover the affine property of the ground plane by a projective transformation (or affine
rectification):
Hp =

1 0 0
0 1 0
l1 l2 l3
 , (4.40)
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where [l1 l2 l3]T is the vanishing line l∞. As a result, the affine properties such as the ratio
of lengths on parallel lines are invariant. From equation (4.39) and the fact that the two world
triangles 4b1s11s12 and 4b2s21s22 are similar, we have the equivalence
siksil
sjksjl
=
tibi
tjbj
, ∀i, j, k, l. (4.41)
Therefore, given n observations of shadows of two object i and j, we have C2n solutions of tibitjbj ,
from which the optimal solution can be computed as a weighted mean. The weight is dependent
on the relative distance between the k and l.
4.7 Conclusion
The proposed novel inter-image constraints relax some of the limitations in other calibration algo-
rithms using vanishing points, and extend the current state-of-the-art to situations where only one
vanishing point is known. These constraints were applied to objects with mirror symmetry, 1D
objects, and vertical objects and shadows which are frequently found in both indoor and outdoor
environments, e.g. a chair, a vase, eye glasses, a face, a car, an airplane, an antenna, a street pole,
standing humans etc. Therefore, this work has also the contribution in the benefit of increasing the
accessibility of the calibration objects.
The fact that prior knowledge of the 3D coordinates of the calibration object is not required,
makes the method a versatile tool that can be used without requiring a precisely machined cali-
bration rig (e.g. grids), and also makes calibration possible when the object is not accessible for
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measurements, e.g. in remote sensing, image-based rendering [78, 40, 43], or simply when the
images are taken by other people, e.g. Zhang’s real data. These flexibilities make the method an
off-the-shelf and easy-to-use tool available to a wide spectrum of users. Experimental results show
that the method provides very promising solutions even with minimum information. Applications
on 3D reconstruction and image based metrology demonstrate the usability and efficiency of the
proposed method.
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CHAPTER 5
SELF-CALIBRATION USING CONSTANT MOTION
The previous chapter describes a new technique for calibration using novel constraints derived from
the scene geometry. In this chapter, we propose an alternative approach exploiting the motion of the
camera itself. Ultimately, as described later in this thesis, both approaches will be used to facilitate
video post-production under various practical scenarios. Below, we investigate using constant
inter-frame motion for self-calibration from an image sequence of an object rotating around a
single axis with varying camera internal parameters. Our approach makes use of the facts that in
many commercial systems rotation angles are often controlled by an electromechanical system,
and that the inter-frame essential matrices are invariant if the rotation angles are constant but not
necessarily known. Therefore, recovering camera internal parameters is possible by making use
of the equivalence of essential matrices, which relate the unknown calibration matrices to the
fundamental matrices computed from the point correspondences. This chapter also describes a
linear method that works under restrictive conditions on camera internal parameters, the solution
of which can be used as the starting point for an iterative non-linear method with looser constraints.
The results are refined by enforcing the global constraint that the projected trajectory of any 3D
point should be a conic after compensating for the focusing and zooming effects. Finally, using
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the bundle adjustment method tailored to the special case, i.e. static camera and constant object
rotation, the 3D structure of the object is recovered and the camera parameters are further refined
simultaneously. To determine the accuracy and the robustness of the proposed algorithm, the
results on both synthetic and real sequences are also presented in this chapter.
5.1 Introduction
Acquiring 3D models from circular motion sequences, particularly turn-table sequences, has been
widely used by computer vision and graphics researchers, e.g. [164, 124, 17, 155], since these
methods are simple and robust. Generally, the whole reconstruction procedure includes: first, the
determination of camera positions at different viewpoints or, equivalently, the different positions of
the rotating device; second, the detection of object boundaries or silhouettes; third, the extraction
of a visual hull as the surface model from a volume representation [91]. Fitzgibbon et. al. [52]
extended the analysis of the circular motion to recover unknown rotation angles from uncalibrated
image sequences based on a projective geometry approach and multi-view geometric constraints.
Mendonc¸a et. al. [118, 119] recovered the circular motion by using surface profiles. Wong et. al.
[186] also presented a method for camera calibration using surfaces of revolution, which is related
to circular motion since an object placed on a turn-table spans a surface of revolution. Recently,
Jiang et. al. developed new methods to compute single axis motion by either fitting the conic to
the locus of the tracked points in at least five images [81] or computing a plane homography from
a minimal of two points in four images [79]. Colombo et. al. [23] improved the approach [186] in
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Figure 5.1: The geometric configuration of a single axis rotation in 3D space. The space points Ai
and Bi are circularly moving around the fixed rotation axis on two different planes piA and piB.
To aid in visualization, we assume that the rotation axis is vertical, so that the 3D points rotate
in horizontal planes. In our case, the relative angle between views i and i + 1 are constant and
denoted by θ.
which the calibration of a natural camera, a pin-hole camera with zero skew and unit aspect ratio
[105], requires the presence of two different surfaces of revolutions in the same view. In addition,
the method [23] relaxes the conditions, claimed by [81], that three ellipses are needed to compute
the imaged circular points.
However, most of these methods deal with the case in which a static camera with fixed internal
parameters views an object rotating on a turn-table (Figure 5.1), and utilize the fixed image entities
of the circular motion. These fixed image entities (Figure 5.3) include two lines: one is the image
of the rotation axis ls, a line of fixed points, while the other one, called the horizon line l∞, is
the image of the vanishing line of the horizontal planes, e.g. pi1 and pi2. Unlike the image of the
rotation axis, the horizon line is a fixed line, but not a line of fixed points. Under the assumption
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(a) (b)
Figure 5.2: The projected trajectories of 3D points under circular motion. Both (a) and (b) are the
projected trajectories across 90 views of a typical scene point under the configuration described in
Section 5.4.1. Different from (a) which uses a fixed camera, the solid curve in (b) has focal lengths
chosen with a mean value of 1000 pixels and a standard deviation σf = 10 pixels, while the dashed
curve in (b) has σf = 100 pixels.
of the fixed camera internal parameters, the image of the absolute conic is fixed for a rigid motion.
Therefore, there are two points, i and j, located at the intersection of the absolute conic with the
horizon line, that remain fixed in all images. Actually, these two fixed points are the images of
the two circular points on the horizontal planes [75], and can be found by the intersections of
conic loci of corresponding points since the trajectories of space points are circles in 3D space and
intersect in the circular points on the plane at infinity. However, these entities are fixed only when
the camera has fixed internal parameters. For example, the projected trajectory of a 3D point is not
a conic any more when the camera’s internal parameters are varying (Figure 5.2 (b)).
In this chapter we concentrate on the situation where the stationary camera is free to zoom
and focus, and assume that in many commercial systems, rotation angles are often controlled by
an electromechanical system [164, 124, 155, 115], i.e. they are constant and even known. It
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is shown that the inter-frame essential matrices are invariant if the rotation angle is constant but
not necessary known and, therefore, recovering camera internal parameters is possible by making
use of the equivalence of essential matrices. We also introduce a linear method that works under
restrictive conditions on camera internal parameters, such as known camera skew, aspect ratio and
principal point, the solution of which can be used as the starting point of an iterative non-linear
methods with looser constraints. The results are optimized by enforcing the global constraints
that the projected trajectories of 3D points should be conics after compensating the focusing and
zooming effects. Finally, using the bundle adjustment method tailored to the special case, i.e. static
camera and constant rotation angle, the 3D structure of the object is recovered and the camera
parameters are further refined simultaneously.
Different from the existing self-calibration methods as reviewed in Section 2.1.2, our algorithm
makes use of constant inter-frame camera motion, i.e. a 3D rigid displacement described by the
relative orientation and translation of two cameras. Inter-frame essential matrices are invariant
in this case, since the essential matrix depends only on relative camera motion. In addition, we
develop a novel linear algorithm for estimating the relative focal lengths of a camera for different
frames. The input of the algorithm is only a set of fundamental matrices, and therefore there is no
need for projective bundle adjustment before self-calibration.
The rest of the chapter is organized as follows. In Section 5.2, a practical calibration method,
making use of constant inter-frame motion, is developed. A simple linear solution is also given
which can be used as an initialization. Section 5.3 provides a two-stage optimization method. The
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method is then validated through the experiments on both computer simulation and real data in
Section 5.4. Finally, Section 5.5 concludes the chapter with discussions on this work.
5.2 The Method
It is well known that when the projective image measurements alone are used it is only possible to
recover the scene up to an unknown projective transformation [48, 65]. Additional scene, motion
or calibration constraints are required for a metric or Euclidean reconstruction. We also use the
constraints on camera internal parameters similar to previous self-calibration methods. However,
the main difference is that constant inter-frame motion is exploited in this work.
5.2.1 Self-calibration using Constant Inter-frame Motion
In this section, we first elaborate on the equality between the scenario where the camera is static
and the object is rotating around an unknown axis, and the case where the object is fixed while the
camera is both rotating and translating.
The ith camera projection matrix can be factorized as Pi = Ki[R | t], since our camera
is static and thus has the same R and t through all views. We are interested in the case where
the relative rotation angle between views i and i + 1 are constant (Figure 5.1). Let Rθ denotes
the 3 × 3 orthonormal rotation matrix of the object, which has only one degree of freedom from
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θ. Therefore, after applying the rotation, the projective transformation of the ith frame becomes
Ki [RR
i
θ | t].This means that the new camera center is located at −(RRiθ)Tt, with new rotation
matrix RRiθ. Note that the equality is also true for non constant rotations.
Then let us rewrite the ith camera matrix such that the world origin coincides with the ith
camera center,
xi ∼ Ki [RRiθ | t] X = Ki [I | 0]
 RRiθ t
0T 1
 X.
For the (i+ 1)th view, we can derive that:
xi+1 ∼ Ki+1[RRθRT |(I−RRθRT )t]
 RRiθ t
0T 1
X.
Therefore we obtain the essential matrix as
Ei,i+1 = [(I−RRθRT )t]×RRθRT , (5.1)
where [·]× is the notation for the skew symmetric matrix characterizing the cross product. Since
R, t and Rθ are all constants, the inter-frame essential matrices are invariant.
It is possible to use the invariance property of the inter-frame essential matrices to solve for the
camera matrices, Ki, given the set of fundamental matrices that encapsulate the intrinsic projective
geometry between two views. The equality of essential matrices can be expressed as:
KTi+2Fi+1,i+2Ki+1 ∼ KTi+1Fi,i+1Ki, (5.2)
where Fi,i+1 is the fundamental matrix between the ith and (i + 1)th views. A solution may
be obtained using a non-linear least squares algorithm. The parameters to be computed are the
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unknown intrinsic parameters of each calibration matrix Ki and the following criterion should be
minimized:
min
n−2∑
i=1
‖KTi+2Fi+1,i+2Ki+1 −KTi+1Fi,i+1Ki‖2F , (5.3)
where the subscript F indicates the use of the Frobenius norm, andKTi+2Fi+1,i+2Ki+1 andKTi+1Fi,i+1Ki
are both normalized to have unit Frobenius norm. It is also important to enforce that two of the
essential matrices’ singular values are equal and the third one is zero. In our implementation, we
found that the final results are sensitive to errors in the computed fundamental matrices. There-
fore, we recommend the methods [138, 199] that minimize the reprojection errors to compute the
fundamental matrices between pairs of images.
5.2.2 Linear approach
To obtain an initial starting point, we propose a linear approach to compute an approximate solution
for the calibration. This linear solution can be obtained by assuming zero skew, known aspect ratio
and the principal point. For instance, we set the principal point u0 to (0, 0), and the aspect ratio to
one. These assumptions yield:
KTi+1Fi,i+1Ki =

fi+1F
1
i fi fi+1F
2
i fi fi+1F
3
i
fi+1F
4
i fi fi+1F
5
i fi fi+1F
6
i
fiF
7
i fiF
8
i F
9
i
 , (5.4)
where fi and fi+1 are focal lengths of ith and (i + 1)th cameras separately, and F ki denotes, in a
row-major order vector, the components of Fi,i+1. From the equation (5.4), and the equivalence
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property of the essential matrix, one obtains
λi−1,ifiF 1i−1fi−1 = λi,i+1fi+1F
1
i fi,
λi−1,ifiF 2i−1fi−1 = λi,i+1fi+1F
2
i fi,
λi−1,ifiF 3i−1 = λi,i+1fi+1F
3
i ,
λi−1,ifiF 4i−1fi−1 = λi,i+1fi+1F
4
i fi,
λi−1,ifiF 5i−1fi−1 = λi,i+1fi+1F
5
i fi, (5.5)
λi−1,ifiF 6i−1 = λi,i+1fi+1F
6
i ,
λi−1,ifi−1F 7i−1 = λi,i+1fiF
7
i ,
λi−1,ifi−1F 8i−1 = λi,i+1fiF
8
i ,
λi−1,iF 9i−1 = λi,i+1F
9
i ,
where λi−1,i, λi,i+1 ∈ R. In the cases where the elements F 9i of the fundamental matrices are not
zero, the focal lengths, fi−1, fi and fi+1, can be obtained from equations in (5.5) by the left null
space of the following matrix:
F 9i F
1
i−1 F
9
i F
2
i−1 0 F
9
i F
4
i−1 F
9
i F
5
i−1 0 F
9
i F
7
i−1 F
9
i F
8
i−1
0 0 F 9i F
3
i−1 0 0 F
9
i F
6
i−1 −F 9i−1F 7i −F 9i−1F 8i
−F 9i−1F 1i −F 9i−1F 2i −F 9i−1F 3i −F 9i−1F 4i −F 9i−1F 5i −F 9i−1F 6i 0 0
 . (5.6)
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When more images are available, the linear estimation of the focal lengths (fi)ni=1 can be given by
the null space of the A8(n−2)×n, where
A8i−7 = [0T(i−1)×1, F 9i+1F 1i , 0, −F 9i F 1i+1, 0T(n−2−i)×1],
A8i−6 = [0T(i−1)×1, F 9i+1F 2i , 0, −F 9i F 2i+1, 0T(n−2−i)×1],
A8i−5 = [0Ti×1, F 9i+1F 3i , −F 9i F 3i+1, 0T(n−2−i)×1],
A8i−4 = [0T(i−1)×1, F 9i+1F 4i , 0, −F 9i F 4i+1, 0T(n−2−i)×1],
A8i−3 = [0T(i−1)×1, F 9i+1F 5i , 0, −F 9i F 5i+1, 0T(n−2−i)×1],
A8i−2 = [0Ti×1, F 9i+1F 6i , −F 9i F 6i+1, 0T(n−2−i)×1],
A8i−1 = [0T(i−1)×1, F 9i+1F 7i , −F 9i F 7i+1, 0T(n−1−i)×1],
A8i = [0T(i−1)×1, F 9i+1F 8i , −F 9i F 8i+1, 0T(n−1−i)×1], (5.7)
here Aj denotes the jth row of the matrix A8(n−2)×n.
From the null space of A8(n−2)×n, we have a solution for the estimation of the focal lengths up
to a global scale κ. There are several options to compute κ. One possibility is to pick κ that best
enforces the Huang-Faugeras constraint of equality of singular values of the Essential matrices
[16, 110] for non-critical motion sequences. In our implementation, we compute the ratios ρi of
fi over f1 (f1 could be the focal length of any reference image which is without loss of generality
assumed to be the first view), and thus compensate the effects of varying focal lengths for each
image point, xij of the ith image, as xˆij = xij/ρi. We then use the existing method [81] to obtain
an initial solution of the focal length, f1, of the first image. Other focal lengths, fi, can be simply
computed as fi = ρif1.
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However, the above method using equation (5.7) will fail when the element F 9i of the funda-
mental matrices are zeros. Note that this special case is easy to be detected since all the essential
matrices are equal up to an unknown scale. In other words, we only need to check the element, F 9i ,
of one inter-frame fundamental matrix F. It is shown by [110] that whenever the optical axes of
the ith and (i + 1)th cameras intersect, F 9i is equal to zero, since, in this case, the principal points
must satisfy the epipolar constraint, i.e. ui+10
T
Fi,i+1u
i
0 = 0, where ui+10 = ui0 = [0 0 1]T . While
the case where the optical axes of the two cameras intersect is a critical motion for Kruppa-based
methods [93], the constant inter-frame motion is still able to provide enough constraints for the
computation of the relative focal lengths. For example, one can check the following equations
based on the equivalence of the inter-frame essential matrices
F ni F
m
i+1fi+1 − Fmi F ni+1fi = 0 m = 1, 2, 4, 5; n = 3, 6 (5.8)
F ni F
m
i+1fi+2 − Fmi F ni+1fi+1 = 0 m = 1, 2, 4, 5; n = 7, 8. (5.9)
Similar to A8(n−2)×n, we can build another matrix A′16(n−2)×n, whose null space provides the
solution of the focal lengths up to a scale κ. In this case, we still can use existing method [81] to
obtain κ, although the Huang-Faugeras constraint will fail.
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5.3 Two-stage Optimization
Once the initial approximation for the focal lengths of the cameras has been found by the linear
algorithm, a full nonlinear optimization can be run. The nonlinear optimization can be divided into
two stages that gradually refine the initial solution obtained from the previous subsections.
5.3.1 Conic enforcement after compensation
Similar to [81], we first improve the results by enforcing the global constraint that the projected
trajectories of 3D points should be conics after compensating for the focusing and zooming effects.
The main advantage of enforcing conic constraint is that it is intrinsically a multiple view approach
as all geometric information from the whole sequence is nicely summarized in the conics as argued
by [81]. Practically, conic enforcement efficiently improves the results as shown in Section 5.4.1.
The image points xi,j can be compensated as,
xˆij = K1K
−1
i xij, (5.10)
where K1 is the camera calibration matrix of a reference view, which is without loss of generality
assumed to be the first view. After the compensation, the conic property of the correspondence
tracks are fully restored, where the entities related to the conic and plane motion become fixed
again, such as the rotation axis ls, horizon line l∞, and circular points, i and j, shown in Figure 5.3.
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Figure 5.3: The entities related to the geometry of a single axis motion observed by a fixed camera.
The fixed entities include the rotation axis, ls, the horizon line l∞, and the circular points, i and j,
the vanishing point, v of the rotation axis. The projection, oi, of the center of one circle Ci is the
pole of the horizon line l∞ with respect to conic Ci as oi = C−1i l∞.
Given a conic Cj , there is a homography Hj to map Cj into an unit circle, O, such that
O = H−Tj CjH
−1
j ,
where Hj can be parameterized as [104, 81]
Hj =

sj 0 −µj
0 sj −ν
0 0 1


1
β
−α
β
0
0 1 0
0 0 1


1 0 0
0 1 0
l1 l2 l3
 , (5.11)
where sj is the scale that enforces the radius of the circle O to be one, (µj, ν, 1) is the pole, oj
(Figure 5.3), of l∞ with respect to the conic Cj , (α± iβ, 1, 0)T are the circular points i and j, and
(l1, l2, l3)
T is the vanishing line l∞. Basically, the parameters l1, l2, l3, α and β are fixed, since
circular points and vanishing line are fixed entities. In addition, ν can be assumed to be constant
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in that the pole is constrained by the fixed rotation axis ls. Given m 3D points, therefore, a total of
6 + 2m parameters needs to be estimated by minimizing the following MLE function:
argmin
Θ1
n∑
i=1
m∑
j=1
d2(xˆij,Cj), (5.12)
where Θ1 = {l1, l2, l3, α, β, ν, sj, µj}, d2(xˆij,Cj) are distance function from point, xˆij , to conic
Cj , defined as
d2(xˆij,Cj) =

(xˆijCj xˆij)
2
4((Cj xˆij)21+(Cj xˆij)
2
2)
if (xˆij ∈ Cj)
0 otherwise
(5.13)
where (Cjxˆij)i is the i-th component of Cjxˆij . After substituting xˆij with Equation (5.10), we
obtain
arg min
Θ1,Ki
n∑
i=1
m∑
j=1
d2(K1K
−1
i xij,Cj). (5.14)
This cost function is minimized using the standard Levenberg- Marquart algorithm [114].
The 6 + 2m parameters are initialized as follows. First, the focusing and zooming effects are
compensated by using Equation (5.10). Second, each conic is fitted to corresponding points from
at least five views. Third, the pole of each conic with respect to the vanishing line is calculated as
shown in Figure 5.3, and the point on the rotation axis ls which is nearest to the pole, oi, is used to
estimate the initial value of µi. Fourth, the radius of each 3D circle, transformed from each imaged
conic, determines the initial value of sj . Finally, each conic is mapped to a unit circle with center
at the origin and the points on the conic is mapped to the points near the unit circle for the optimal
procedure.
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5.3.2 Reconstruction using bundle adjustment
After the refined camera matrices are obtained, the 3D points or structure can be determined by
triangulation from two or more views [74]. To minimize the overall reconstruction errors and to
further refine the estimated camera parameters, here we use a bundle adjustment approach [168]
explicitly enforcing another available constraint: static camera and constant rotation angle. Given
n images and m corresponding image points, the maximum likelihood estimate (MLE) can be
obtained:
argmin
Θ2
n∑
i=1
m∑
j=1
d2(xij,Ki[RR
i
θ|t]Xj), (5.15)
where Θ2 = {Ki,R,Rθ, t,Xj}, and d(·, ·) is the distance function between the image measure-
ment xij and the projection of the estimated 3D point Xj . Nevertheless, as shown in [52, 75], the
circular motion has the fundamental ambiguity on the vertical apex, v (Figure 5.3), which causes
unknown ratios between the horizontal and vertical direction for the 3D reconstruction. To re-
move this ambiguity, we assume a unit aspect ratio and zero skew for all cameras and specify a
reasonable choice of the aspect ratio of the object.
Similar to most other self-calibration methods, such as [134, 4], we also have difficulty to
precisely estimate the principal points because the principal point u0 is known to be a poorly
constrained parameter which tends to fit to noise. In practice, we notice that u0 is mostly located
close to the image center. Using this prior information, we model the expectation of the principal
point as a Gaussian distribution, which has its mean at the image center u¯0, with the uncertainties
Σu0 = diag(σ
2
u, σ
2
v). Therefore, we apply the prior information of principal point on Equation
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(5.15). Consequently, the bundle adjustment is rewritten as:
argmin
Θ2
n∑
i=1
(
m∑
j=1
d2(xij,Ki[RR
i
θ|t]Xj) + (ui0 − u¯0)TΣ−1u0 (ui0 − u¯0)
)
, (5.16)
where ui0 is the estimate of the principal point for each view. Without further mention, we use 1/10
image width and height as σu and σv, and 1/2 image width and height as u¯0 and v¯0 respectively.
Note that our optimization process differs from the general reconstruction, e.g. the method in
Section 4.2.3, in that it explicitly encodes the specific non-general motion, i.e. constant R, t, and
Rθ. Consequently, a total of 3m + 4 parameters must be estimated for m views, where three is
the number of degrees of freedom of K (note that we enforce zero skew and unit aspect ratio), and
four includes three rotation angles in R and one constant but unknown angle θ (Figure 5.1) in Rθ.
This is a considerable saving over the 9m that would be required for a projective reconstruction of
a general motion sequence if we make the same assumptions on the camera internal parameters,
which reduce the number of degrees of freedom of a projection matrix P of a pinhole camera from
eleven to nine.
5.4 Experimental Results
The proposed approach has been tested on both simulated and real image sequences. First, a syn-
thetic image sequence is used to assess the quality of the algorithm under simulated circumstances.
Both the amount of noise on the projected image points and on the rotation angles of the objects
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(a) (b)
Figure 5.4: (a) A view of geometrically equivalent sequences used for simulation, where magenta
points denote the positions of cameras. (b) Reconstructed 3D points, where blue cubes denote the
ground truth while red cubes are reconstructed ones at the noise level σ = 2.5 pixels.
are varied. Then results are given for real image sequences to demonstrate the usability of this
proposed solution.
5.4.1 Computer simulation
The simulations are carried out on a sequence of views of a synthetic scene, which consists of
100 points uniformly distributed on a sphere with a radius of 200 units and centered at the origin.
Our synthetic camera is located in front of the scene at a distance of 500 units with three rotation
angles (20◦, 20◦ and 15◦) between the world coordinate system and the camera coordinate system.
In addition to a unit aspect ratio and zero skew, the camera’s other internal parameters are chosen
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(a) (b)
Figure 5.5: Performance of the focal length, f , and the principal point, u0, in a function of noise
levels: (a) relative error of f , and (b) relative distance of the principal point u0 with respect to the
true focal lengths.
as follows. The focal lengths are different for each view, randomly chosen with an expected value
of 1000 (in pixels) and a standard deviation of 250. To avoid the case that the chosen focal lengths
fall outside the reasonable range, e.g. below zero, we limit them to vary between 750 and 1250.
The principal point, u0, had an expected value of [0 0]T with a standard deviation of 20
√
2. An
example view of the equivalent scene, where the camera is moving and the object is stationary, is
shown in Figure 5.4 (a).
Performance Versus Pixel Error: To assess the performance versus noise on the projected
image points, nine views are generated to compute the camera matrices. Gaussian noise with zero
mean and a standard deviation of σ ≤ 5.0 pixels was added to the projected image points. The
estimated camera parameters were then compared with the ground truth. As argued by [173] and
[202], the relative difference with respect to the focal length rather than the absolute error is a
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Figure 5.6: Performance of focal length and 3D metric reconstruction in a function of rotation
angle errors: (a) relative error of focal length and (b) relative 3D metric error. All results shown
here are averaged over 100 independent trials.
geometrically meaningful error measure of camera internal parameters. Therefore, we measured
the relative error of focal length, f , and the principal point, u0, while varying the noise level from
0.5 pixels to 5.0 pixels. At each noise level, we perform 100 independent trials, and the averaged
results of the proposed self-calibration algorithm are shown in Figure 5.5. Errors increase almost
linearly with respect to the noise level for both focal lengths and principal points. Using our two-
stage non-linear optimization, the results are refined from a coarse starting point to a fine level for
both f and u0. After the first stage conic enforcement, it reduces on average around 18.5% (range
from 7.4% to 36.7%) errors of the estimated focal lengths. Then these errors are further reduced
by another average 11% at the second stage bundle adjustment after enforcing the constant rotation
angle. In our experiment, we even increase the σ up to 5 pixels. For σ = 2.5, a typical large noise
in the practical calibration, the relative error of focal length f is 1.0%. Figure 5.4 (b) shows the
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3D reconstructed scene in one trial. The maximum relative error of f (resp. u0) is around 2.55%
(resp. 1.39%) when σ ≤ 5.0.
Performance Versus Rotation Angle Error: Another experiment (nine views) is carried out
to evaluate how sensitive the algorithm is to noise in the rotation angles. Gaussian noise with zero
mean and a standard deviation of σ ≤ 2.0 degrees was added to the rotation angles. Considering
the fact that extracted feature points will in practice be affected by noise, we also added a typical
noise level of σ = 1.0 pixels to all projected image points. The final results after optimal estimation
are shown in Figure 5.6. The influence of the orientation noise is larger than that of pixel noise (see
Figure 5.5), which of course depends on the absolute rotation angle between the views. Note that
this coincides with the observation by Frahm and Koch [54], in which case this is more evident
since they have smaller rotation angles. The errors in both focal lengths and 3D reconstruction
increase almost linearly with respect to the rotation angle noises. Notice also that the errors do not
go to zero as noise goes towards zero due to the added noise in image projections.
5.4.2 Real data
The first real sequence is the Tylenol sequence from Columbia Object Image Library (COIL-20).
The COIL sequences have previously resisted structure from motion extraction, due to their low
feature counts and variable focal length, which this work provides the machinery to overcome. We
use 18 frames out of the original 72 views of the box as shown in Figure 5.7. The tracks of the
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Figure 5.7: Eighteen views of the Tylenol sequence.
corresponding points estimated using our previous work [195] are shown in Figure 5.9 (a), and the
final determined focal lengths for these images are shown in Figure 5.8 (a). The estimated focal
lengthes are consistent with the real sequence. For example, the camera zoomed in considerably
to capture the 5th and 15th frames while it zoomed out when shooting the 10th frame. To evaluate
the proposed method, we first compensate the frames according to the final estimated calibration
matrices by using the 7th frame as the reference. The fitted conics and estimated rotation axis
are shown in Figure 5.9 (b-d) for three compensated frames (frames 7, 5, and 11). We also show
the conics, rotation axis and horizontal line of the compensated frames in Figure 5.8 (b). Finally,
piecewise planar model with mapped texture is shown in Figure 5.10.
We also tested our approach on the popular dinosaur sequence from the University of Hannover.
The sequence contains 36 views of a dinosaur located on a turn-table which is rotating with a
constant angular motion of 10 degrees per frame. One frame with tracked points is shown in
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Figure 5.8: (a) Computed focal lengths of the Tylenol sequence. (b) The conics, rotation axis and
horizontal line of the compensated frames. Note: we scale the vertical direction to show the all
entities.
Figure 5.11 (a). The computed focal length for the image sequence is shown in Figure 5.12 (a).
The results are consistent to the known truth that the focal lengths are fixed.
In another dinosaur sequence, the focal lengths of the camera is set to change in a zigzag
fashion (0.8 − 1.0 − 1.2), by rescaling the original images. Three consecutive frames are shown
in Figure 5.13. When the static camera is free to zoom and focus, the 3D circular trajectory is
not projected to a conic anymore (Figure 5.11 (b)). The computed focal lengths for the dinosaur
sequence is shown in Figure 5.12 (b), which is close to the changing pattern in a zigzag fashion. To
estimate the correctness of our proposed method, the visual hull of the dinosaur can be computed
[124] as shown in Figure 5.14. The processing of the volume is performed using a resolution in
space of 2003 unit cubes for the bounding box of the dinosaur. Although the error in the estimated
visual hull is expected to be higher than a calibrated sequence or a sequence captured by a camera
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Figure 5.9: (a) One original frame (frame 7) of the Tylenol sequence and a subset of the point
tracks - only 94 tracks which survived for longer than 4 successive views out of the original 18
views are shown. (b-d) show the estimated conics on compensated frames 7, 5 and 11. The red
vertical line is the rotation axis.
with fixed internal parameters, our method provides a powerful solution for reconstruction from
circular motion in the presence of changing internal parameters.
5.5 Conclusion
This chapter focused on the problem of self-calibration from an image sequence of an object ro-
tating around a single axis (or equivalently a camera moving on a circle around an object in the
scene) in the presence of varying camera internal parameters. Using the invariance property of the
inter-frame essential matrices when the rotation angle is constant, we present a new and elegant
solution for camera calibration. Compared to the existing methods, we effectively utilize the prior
information, such as constant rotation angle and circular motion, develop linear algorithm to find
an initial solution assuming zero skew and known aspect ratio and the principal point, and design
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(a) (b) (c)
Figure 5.10: Three snapshots of the piecewise planar models with mapped texture of the Tylenol
box.
a two-stage optimization approach to gradually refine the camera parameters from coarse to fine.
The experimental results demonstrate the usability of this proposed solution.
There are two potential applications of this method. First, it can be used to recover the 3D
model of an object, which is useful in model based video post-production applications. Due to
the fact that the camera is free to zoom and focus, it can potentially provide higher resolution 3D
models. Second, this method can be used for simultaneous calibration of a camera network in
surveillance system. One solution to occlusion problem in many heavily crowed surveillance sites
(for e.g. airports, subway stations and railway stations) is to use multiple sensors (cameras) [109].
In the general case, e.g. the cameras have the same FOV and the scene geometry is general, the
area covered by sensors is maximized by putting them on a circle with equal angular separation,
which is geometrically equal to the case of the turn-table sequence as shown in Section 5.2.1.
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(a) (b)
Figure 5.11: One frame of the dinosaur sequence and a subset of the point tracks - only 107 tracks
which survived for longer than 8 successive views are shown. (a) In the case of a static camera
with fixed internal parameters, the point tracks are ellipses which are images of circles. (b) When
the static camera is free to zoom and focus, the 3D circular trajectories are not projected to conics
anymore.
5 10 15 20 25 30 35
3000
3050
3100
3150
3200
3250
3300
3350
3400
3450
3500
Frame
Fo
ca
l l
en
gt
h
5 10 15 20 25 30 35
2000
2500
3000
3500
4000
4500
Frame
Fo
ca
l l
en
gt
h
(a) (b)
Figure 5.12: (a) Computed focal lengths of the dinosaur image sequence with fixed focal length,
and (b) Computed focal lengths of the dinosaur image sequence with focal length changing in a
zigzag fashion.
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(a) (b) (c)
Figure 5.13: Three consecutive sample frames of the zigzag dinosaur sequence. These frames are
rescaled from the original images by scales 0.8 (a), 1.0 (b) and 1.2 (c).
(a) (b) (c) (d)
Figure 5.14: Four views of the 3D reconstruction of dinosaur from silhouettes.
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CHAPTER 6
VIDEO ANALYSIS
In video post-production applications that will be discussed in Chapter 7, camera motion analysis
and alignment are important to ensure the geometric correctness and temporal consistency [161].
The above two chapters discussed the accurate 3D methods for recovering the camera calibration
and geometry for general and practical video scenes. The recovered camera motion can be directly
used in 3D alignment as shown in Section 6.2. However, we are also willing to trade some general-
ity in estimating and aligning camera motion for reduced computational complexity and increased
image-based nature.
Particularly, this chapter addresses the problem of synchronizing video sequences of distinct
scenes captured by cameras undergoing similar motions. For the general motion and 3D scene, the
camera ego-motions are featured by parameters obtained from the fundamental matrices. In the
case of special motion, e.g. pure translation or pure rotation, relative translational magnitude or
rotation angles are used as camera motion features. These extracted features are invariant to the
camera internal parameters, and therefore can be computed without recovering camera trajectories
along the image sequences. Consequently, the alignment problem reduces to matching sets of
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feature points, obtained without any knowledge of other sequences. Experimental results show
that our method can accurately synchronize sequences even when they have dynamic timeline
maps, and the scenes are totally different and have dense depths.
6.1 Introduction
The problem of synchronizing video sequences has become an active area in computer vision com-
munity as described in Section 2.2.3. The proposed approach herein tackles a general problem, i.e.
the synchronization of N video sequences of distinct general scenes captured by cameras under-
going similar ego-motions. In this work, two camera motions are defined to be similar when the
camera locations and poses in all corresponding time slots are related by a common 3D similar-
ity transformation. In the case of general camera motion, similar camera displacements result in
the same relative inter-frame orientation and scaled relative inter-frame translation, i.e. the same
essential matrices up to an unknown scale, between the synchronized frame pairs. Our solution
is based on the key observation that the equality of the essential matrix is reflected in the uncali-
brated fundamental matrix in that its upper-left 2× 2 elements remain constant up to an unknown
scale. Therefore, for each frame, we can obtain a homogeneous four-dimensional feature vector
characterizing the camera ego-motion relative to a reference frame. Of course only the ratios of
the elements of those feature vectors are relevant. We call these ratios the fundamental ratios.
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On the other hand, the fundamental ratios would fail to provide camera ego-motion information
for non general camera motion, in which case the number of degrees of freedom of the fundamental
matrix is less than the seven of general motion, or the epipolar geometry is undefined, e.g. fixed
camera centers or planar scenes. To overcome the degeneracies, we analyze the special motions and
provide dedicated features to align them. For special motions, we mainly concentrate on three types
of camera motions: pure translation, pure rotation and zooming. In the case of pure translational
camera motion, we use the relative translational magnitude by slicing the 3D data volume along the
epipolar lines. For cameras with fixed locations undergoing pure rotation, we compute the rotation
angles directly from the inter-frame planar homography by eigenvalue decomposition. Finally, the
zooming factor is used as the camera motion feature for the zooming video sequences.
The main advantage of the new method is that it can deal with video sequences of general
distinct scenes captured by unknown, either generally or specially, moving cameras. Compared to
the traditional synchronization methods which require video cameras observing the same site, our
method is able to handle totally distinct scenes. Different from the previous efforts on temporal
alignment of non-overlapping sequences, which typically utilizes the inter-sequence relationship
and hence inherently involves two sequences, the proposed approach is a 1-sequence process and
computes the camera ego-motion for each sequence separately. Consequently, the alignment prob-
lem reduces to matching N sets of feature points. Besides its efficiency allowing a combination-
free implementation, our algorithm, as a 2D solution, does not involve scene reconstruction or 3D
recovery of the camera trajectories [125]. The input of our algorithm is only the point correspon-
dences within each sequence. Finally, the approach is simple to implement.
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(a) A source video frame (b) A target video frame
Figure 6.1: Examples frames in source and target video sequences.
This chapter begins with the illustration of how to make use of the explicitly recovered camera
motions (See Chapters 4 and 5) for video alignment in Section 6.2. In Section 6.3, the concept of
the fundamental ratios for the description of general camera ego-motions is introduced. Section 6.4
then describes a statistical approach to characterize special camera motions such as pan, zoom and
track. The motion features for these special camera motions are also provided. Next, in Section 6.5,
we present the algorithm and its implemental details. Experimental results on real video sequences
of different camera motions are demonstrated in Section 6.6. Finally, we discuss the contributions
and provide the future direction in Section 6.7.
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Figure 6.2: Camera trajectories of both source and target video sequences computed by the method
[200].
6.2 3D Alignment Using Recovered Camera Motions
For hand-held shots where camera motions can not be simply related by a similarity transformation,
we first estimate the poses of the cameras that captured both the source and the target scenes, and
then align these two videos along 3D camera trajectories by minimizing the global differences
between the source and the transformed target viewing directions.
The methods described in Chapter 4 and 5 can be used for the camera pose estimation. For
example, given two hand-held shots shown in Fig. 6.1, the computed camera positions and poses
are shown in Fig. 6.2. For another example, Fig. 6.3 gives the estimated camera trajectories of two
hand-held shots in Figure 7.1.
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Figure 6.3: 3D camera trajectory alignment between two shots in Figure 7.1. The left is the 3D
view and the right side is the top view. The red curve is the source camera trajectory. The blue and
green curves are the target camera trajectories before and after alignment.
Theoretically, we have the freedom to choose the world coordinate frames of both the source
and target shots, and directly match the source and target frames by minimizing the global differ-
ences between the source and the target viewing directions. However, the direct method would not
always work well, since the viewing directions of the source (Cs) and target (Ct) cameras may be
very different after overlapping their world coordinates as shown in Figure 6.4 (a). Consequently,
in the video post-production applications discussed in Chapter 7, if we simply render the object
from Ct using source view captured from Cs, unpleasing distortions may happen as shown in
Figure 6.5 (c).
To minimize these distortions, we aim to choose the 3D world coordinate systems for the source
and target scenes such that the source and target camera trajectories are globally matched. In other
words, we need to find a 4 × 4 projective transformation matrix H to transform the specified
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Figure 6.4: (a) Camera trajectory alignment using H. (b) The decomposition of H.
target world coordinate system (Figure 6.5 (b)) to a new one, with the intention that the new target
viewing directions, Co = HCt, are closer to source view directions Cs (Figure 6.4 (a)), and thus
the matted object can be rendered with the least global distortions as shown in Figure 6.5 (d).
Generally, the global coordinate transformation matrix H can be approximately decomposed into
four sub-transformations (see Figure 6.4 (b)):
H = TtSRθTs, (6.1)
where Ts is a translation matrix to translate the foreground object to be cut into the 3D origin of
the source video, Rθ is a rotation matrix around Z axis, S is a global scaling matrix, Tt is the
object’s destination in the target scene.
As a result, the object is able to move on any reference plane, perpendicular to Z axis, of the
target environment with a flexible scale and rotation. Given camera matrices Pis and P
j
t for the
source frame i and the target frame j, a 3D point, X, inside the object is projected as
xis = P
i
sX, (6.2)
xjo = P
j
tHX = P
j
oX, (6.3)
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(a) Source frame (b) Target frame
(c) Result without alignment (d) Result with alignment
Figure 6.5: Cut a person from (a) and paste it to (b). The world 3D coordinates are superimposed
in the source and target frames.
where xjo and xis are the 2D projections of X, and Pjo is the transformed target camera matrix.
To compute H, we enforce the least distortion property that minimizes the viewing orientation
differences. Given a camera matrix P = [M |t], the 3D camera location is computed as C =
−M−1t. After translating the 3D world origin to the “Look At” position, which typically locates
at the principal point, we can use vector ~C as the viewing direction of camera P. Therefore, the
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view orientation difference between Pjo and Pis is computed as
βi,j = arccos
(
~Cis·~Cjo
‖ ~Cis ‖ · ‖ ~Cjo ‖
)
, (6.4)
where ~Cis and ~Cjo are the viewing directions of Pis, and Pjo respectively. Standard nonlinear mini-
mization methods can be utilized now to find the solution for H, given a reasonable initialization,
which can be chosen as follows. In practice, we want to transfer the object into the target scene at
a specified location, Tt, and a desired scale, S, with an optimal viewing field for the composited
video sequence. In addition, we can compute Ts directly by specifying the object location in the
source shot. Finally, the rotation angle θ can be estimated by minimizing the view angles between
the ending source and target frames. For example, Figure 6.3 shows the camera trajectories before
and after 3D alignment. Once the H is determined, for each target frame j, the closest source view
i can be found by minimizing βi,j .
6.3 2D Alignment of Similar General Motion
A video sequence V is an ordered set of images {Ij}N1 captured by a camera. Assuming a pin-hole
camera model and constant camera internal parameters, the camera projection matrix Pj of the
frame Ij can be factorized as Pj = K[Rj|tj], where K is the simplified camera calibration matrix
including the intrinsic parameters, i.e. the focal length f and the principal point x0 = (u0, v0),
and Rj and tj are camera rotation and translation, respectively. As shown in Fig. 6.6, if we have
another sequence V ′, i.e. {I ′j′}N ′1 , of distinct general scenes captured by a camera undergoing
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Figure 6.6: Two video sequences V (left) and V ′ (right) of distinct general scenes captured by
cameras undergoing the same general movement.
similar motion as that of V , the camera projection matrix P′j′ of frame j′ in V ′ can be factorized
as P′j′ = K
′[Rj | tj]Hs, where j′ = c(j) is the frame index in I ′ corresponding to frame j
in sequence I, and the 4 × 4 similarity transformation matrix Hs relates the locations and poses
of the two synchronized cameras that capture two corresponding frames. The correspondence
relationship, c(·), can be dynamic [140] or modeled by a 1D affine model [33, 34, 166].
In the noise-free case, it is simple to verify that the relative translation ti,j (orientation Ri,j)
between frames i and j in sequence V are equal up to an unknown scale (the same) to the relative
translation (orientation) between frames c(i) and c(j) in sequence V ′. Therefore, we have
Ei,j ∼ [ti,j]×Ri,j ∼ E′c(i),c(j), (6.5)
where ∼ indicates equality up to multiplication by a non-zero scale factor, and [·]× is the notation
for the skew symmetric matrix characterizing the cross product. The scale ambiguity
 0.8I 0
0T 1

is demonstrated in Figure 6.7. As a result, when the camera calibration matrices K and K′ of the
sequences V and V ′ are identical, the corresponding uncalibrated fundamental matrices Fi,j and
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Figure 6.7: (a) The locations and poses of the blue and green (respectively the red and cyan)
cameras are related by a scale ambiguity, which however are noise-corrupted. (b) Using the fun-
damental ratio vg in Equation (6.7), the videos can be temporally aligned. Note that only the first
three elements of vg are plotted in (b).
F′c(i),c(j) should be equal, which can be used for video synchronization. However, we are interested
in a more general case, where K and K′ are constant but different between the sequences.
In the case of a simplified camera model, i.e. unit aspect ratio and zero skew, it is easy to verify
that the upper left 2× 2 sub-matrix of F has the form:
F2×2 ∼
 ²1sttsi,jrt1 ²1sttsi,jrt2
²2stt
s
i,jr
t
1 ²2stt
s
i,jr
t
2
 , (6.6)
where ²rst for r, s, t = 1, . . . , 3 is the permutation tensor, ri are columns of the rotation matrix
Ri,j . The interesting observation of F2×2 is that the ratios among its elements Fij are invariant
to the camera internal parameters and reflect only the camera ego-motion. In this , we call these
ratios the fundamental ratios. Therefore, we are able to extract an independent four dimensional
feature, vg, for general camera ego-motion as,
vg = sign(F11)[F11, F12, F21, F22]/‖F2×2‖F , (6.7)
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where ‖ · ‖F is the Frobenius norm.
It is unlikely for the 4D vector vg to uniquely characterize the relative camera ego-motion,
which has five degrees of freedom: both the rotation Ri,j and translation ti,j have three degrees
of freedom, but there is an overall scale ambiguity. In addition, there are four possible setups of
relative camera position and orientation for the same essential matrix as shown in [75]. However,
similar camera ego-motions would result in the same vg, which can be used to synchronize video
sequences as shown in Section 6.5.
6.4 2D Alignment of Similar Special Motion
There are certain special cases of motion, where the number of degrees of freedom of the fun-
damental matrix is less than the seven of general motion, or the epipolar geometry is undefined.
Consequently, the fundamental ratios in Equation (6.7) would fail to provide camera ego-motion
information for non general camera motion. In this work, we mainly concentrate on the following
three common special motions: pure translation, pure rotation and zoom, and present a statistical
method for classifying the special camera motions into the following categories (see Figure 6.8):
1. pure rotation: pan (tilt, swing respectively) with the rotation angle α (β, γ respectively);
2. pure translation: side-way track (boom, forward-outward track respectively) with the trans-
lation vector ∆t = (tx, 0, 0)T (∆t = (0, ty, 0)T , ∆t = (0, 0, tz)T respectively),
3. zoom : with the ratio (or zoom factor) s of the camera focal lengths;
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Figure 6.8: The geometry of a pin-hole camera and camera motion parameters. The extrinsic
parameters of a pin-hole camera represent the rigid body transformation between the world co-
ordinate system (centered at O) and the camera coordinate system (centered at C). The intrinsic
parameters, e.g. the focal length f , stand for the camera internal geometry.
4. static: with identity inter-frame planar homography;
Except for the third category (zoom), the camera intrinsic parameters in Equation (3.4) are fixed.
For each different special camera motion, we give geometric explanation of their properties and
the method to compute their motion magnitudes, e.g. the rotation angles and zoom factors, which
are used for temporal alignment in Section 6.5.
Existing camera motion classification methods utilizing 2D parametric transformation, as sum-
marized in Section 2.2.1, are reasonable only when the scenarios are restricted to 2D scenes or
when the camera position is fixed (static, zooming, pure rotation), while methods [122] using
spatio-temporal slices only involve the patterns of different camera motions without geometric ex-
planation or quantification of the camera motion. The proposed method is based on existing works:
pattern analysis of image slices in a spatial-temporal volume Ngo [122], Bayesian model estima-
134
tion [169], and stereo geometry [75]. However, this proposed method provides geometrically
meaningful analyzes of the orientations of the patterns depicting motions in slices. In addition, the
motion magnitudes, such as translational speed, are numerically quantified. Finally, we consider
the perspective effects in slicing the data volume.
In the following discussion, we denote by x and x′ the images of a 3D scene point X before
and after the camera motion. For simplicity, the world coordinate frame will be chosen to coincide
with the camera before moving, so that x ∼ PX = K[I | 0]X (see Section 3.4).
6.4.1 Pure Rotation
Pure rotation is a very important camera motion, e.g. for the PTZ cameras used in video surveil-
lance systems. It is known [75] that the corresponding points x and x′ before and after the rotation
are related by an infinite planar homography H∞ = KRK−1, where R is the relative rotation,
which has only one degree of freedom from the rotation angle: α (pan), β (tilt) or γ (zoom).
As a similarity transformation, H∞ does not change the eigenvalues of the rotation matrix R,
namely {1, e±iθ}. Therefore, the rotation angle, θ, between views can be computed directly from
the phase of the complex eigenvalues, e±iθ, of H∞. The rotation angle θ, defined as the pure
rotation feature vr, can be used to temporally align two videos with pure rotating cameras. In
addition, the eigenvector of H∞ corresponding to the real eigenvalue is the vanishing point, vL, of
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(a) (b)
Figure 6.9: The computed rotation properties of two pairs of pure rotation shots, captured by the
authors. (a) The rotation angle is 4.86◦, and vL = [0.2011, 0.9796, 0.0001]T . (b) The rotation
angle is 12.9◦, and vL = [0.0273, −0.9996, 0.0001]T . The corresponding points are automatically
found by the method described in [100].
the 3D rotation axis L, since L is the unit eigenvector of R and
vL = KRK
−1K[I | 0][LT 0]T = KRL = KL. (6.8)
The location of vL can be used as the criteria to differentiate panning (vL ≈ [0 ∞ 0]T ), tilting
(vL ≈ [∞ 0 0]T ), and swing (vL is close to the image center). Two computation examples are
shown in Fig. 6.9.
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6.4.2 Pure Translation
In the pure translational motion case, the motion of the camera is a pure translation t0 with no
rotation or change in the internal parameters. Geometrically, this is equivalent to the situation
where the camera is static while points in 3-space move on straight lines parallel to t0. The imaged
intersection of these parallel lines is the vanishing point in the direction of t0, which is also the
epipole, e, for both views since the camera centers and the point at infinity along t0 are collinear.
It is known in [75] that, in this case, the fundamental matrix F between any two frames are equal
and has a special form:
F = [e]×K[I | t0]P+ = [e]×, (6.9)
where P+ is the pseudo-inverse of P, i.e. PP+ = I. It is evident that F has only two degrees of
freedom, and can be determined uniquely from two point correspondences provided that the two
3D points are not coplanar with both camera centers. Consequently, the upper left 2×2 sub-matrix
of F in Equation (6.6) degenerates to:
F2×2 ∼
 0 −ez
ez 0
 , (6.10)
where ez is the third element of the homogeneous epipole coordinate. Since Equation (6.10) pro-
vides no information on the camera ego-motion and also it is equal for any frame pair, it is impos-
sible to make use of the fundamental ratios vg in Equation (6.7) to align video sequences in the
case of pure translation.
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Figure 6.10: The 3D data volume (X: horizontal; Y: vertical; and T: temporal) and the two basic
spatio-temporal 2D slices taken from the volume along the temporal dimension. A data volume is
formed by putting together all the frames in a sequences, one behind the other. The two 2D slices
are also known as X-T slices (yellow) and Y-T slices (red).
To quantize the camera ego-motion in the pure translational cases, we slice the three dimen-
sional data volume (see Fig. 6.10). Traditionally, there are two ways to make the slices, i.e. X-T or
Y-T as shown in Fig. 6.10, which reveal the temporal behavior usually hidden from the viewer, i.e.
the X-Y slides or the frames. Each spatio-temporal slice is a collection of 1D scans in the same
selected position of every frame as a function of time. Due to its effectiveness in exploring tempo-
ral events along a larger temporal scale, the spatio-temporal slice is widely used in human action
detection and recognition [101, 96], mosaicing [188] and video representation [122]. However, in
the previous efforts, the geometry behind the visual spatio-temporal slices are not fully explored.
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(a) (b)
Figure 6.11: (a) Two frames of a pure translation shot. The computed epipole locates at
(0.9742,−0.2258,−0.0012). (b) Two frames of a zooming shot. (Top): the cyan lines connected
the corresponding points computed by the method proposed by Lowe [100], while the magenta
lines are the epipolar lines. (Bottom): The slices are cut from 3D volume along the three magenta
epipolar lines to reveal the temporal behavior. Notice that the y-axis is the temporal direction.
We observe that the trajectories of the same 3D points are represented by two dimensional
curves in the 2D slice images if we slice the data volume along the epipolar lines as shown in
Fig. 6.11 (a). The first order derivative of the trajectory characterizes the relative translational
speed. In the case of constant translational speed, the trajectories degenerate to straight lines, e.g.
the tree branch in Fig. 6.11 (a). We define the relative translational magnitude, i.e. the relative
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distance between the reference frame and the current frame along the x-axis of the slice shown in
Fig. 6.11 (bottom), as the pure translational camera motion feature, vt. Note that our slices are
different from the the traditional X-T slices [188] in that the projective distortion is considered
here.
6.4.3 Zooming
In the case of zooming, the image effect can be approximated as a simple magnification [75],
x′ = K′[I | 0]X = K′K−1x, (6.11)
where we assume the zooming will not perturb the effective camera center. If the zooming only
changes the focal lengths of K′ and K then a short calculation show that
HA = K
′K−1 =
 sI (1− λ)u0
0T 1
 . (6.12)
where u0 is the inhomogeneous principal point, and s = f ′/f is the zooming factor. Therefore,
the special form of the affine matrix HA can be used to compute the zooming magnitude and the
principal point. In the example of image pair in Figure 6.12,
HA =

1.1571 −0.0069 −28.3778
0.0167 1.1556 −20.8401
−0.0000 −0.0000 1.0000
 . (6.13)
In other words, s = 1.16, and the principal point locates at (180.6, 132.7), close to the center of a
352× 240 frame.
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(a) (b)
Figure 6.12: Two frames of a zoom shot, from the ABC news. The corresponding points are
automatically found by the method described in [100].
One interesting observation is that, since the effects of forward/outward translation and zoom-
ing are similar, the pure translational feature vt can also be used to synchronize zooming sequences
although it is not really a camera motion. For example, the two frames from a zoom out sequences,
shown in Fig. 6.11 (b), can be treated as a outward tracking along a direction parallel to the prin-
cipal axis. In the example of Fig. 6.11 (b), the translational moving speed (or the zooming factor)
is not constant any more, and therefore the trajectories of the same 3D points are not as straight as
those in Fig. 6.11 (a).
6.4.4 Camera Motion Characterization
From the above analysis, we conclude that two frames undergoing pure rotation, zooming and pure
translation can be related by a general planar homography H, an affinity HA and a fundamental
matrix F respectively. In the first two cases, the camera centers are fixed and F is undefined, and
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Figure 6.13: Camera motion characterization results of a ABC news video feed. The first two rows
denote the frame pairs of zoom shots. The middle two rows denote the frame pairs of panning
shots. The bottom two rows denote the frame pairs of tilting shots.
thus the computed fundamental matrix is error-prone. In the last case, the extent of the motion
depends on the inverse depth, and there is no single homography that satisfies all corresponding
points.
We adopt the Bayesian model estimation method [169] to automatically select the best inter-
frame relationship from the set {H, HA, F}. After the shot motion is identified, the shot can
be further classified. For example, we can discriminate a pure rotation shot as panning, tilting
or swinging by checking the eigenvector of H corresponding to the real eigenvalue as described
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in Section 6.4.1. The computed motion magnitudes, i.e. rotation angles, zoom magnitudes and
relative translation, can be directly utilized for temporal alignments of shots with similar motions.
Some characterized camera motions are illustrated in Fig. 6.13.
6.5 The Implementation Details of Alignment Algorithm
We assume that the given video sequences are known to have the similar camera ego-motion (the
camera motion model can be characterized [204, 13] or automatically selected [169]).
6.5.1 Computing the Camera Ego-Motion Features
In this work, we concentrate on three camera ego-motion features: the fundamental ratios vg in
Equation (6.7) for general camera motion, the translational magnitude described in Section 6.4.2
for pure camera translation, and the rotation angles described in Section 6.4.1 for pure camera
rotation. The initial frame-to-frame correspondences are accomplished using the SIFT feature
proposed by Lowe [100]. The planar homography for pure rotation and fundamental matrix for
general camera motion between the two views is computed using the MAPSAC (maximum a pos-
teriori sample consensus) algorithm [169] that minimizes the reprojection errors, provided that
there are sufficient point correspondences. The epipole of the pure translational shot is computed
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Figure 6.14: (a) Given four views and five of the C42 interview fundamental matrices, we are able
to compute the fundamental matrix between frame i and l which might have no overlapping areas.
(b) The 4g5 (four graph with five edges) is a solving graph [103].
using the eigenvalue decomposition of the matrix stacked by all lines connecting the corresponding
points.
The above scheme assumes that there are nontrivial overlapping areas between the two frames
of one video sequence. However, in the case of dynamic timeline model as discussed in Section
6.5.2, two frames i and l might be far away and hence have no correspondences for the computation
of the fundamental matrices. In this case, the viewing graph theory [103] can be used for computing
the fundamental matrices between the frames i and l, when there are two frames j and k which
have overlapping areas with both i and l. In other words, the fundamental matrices inside two
tri-views (i, j, k) and (j, k, l) are available as shown in Fig. 6.14.
In addition, the camera ego-motion, i.e. the relative translation and rotation, between the two
views should be reasonably big to overcome noise. In this Section, we assume the corresponding
relationship is simply a temporal shift c(j) = j+β. We can then readily compute the fundamental
matrices between frames j and j + 4t, j = 1 . . . N−4t, for the video sequence {Ij}N1 . The
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fundamental matrix Fj,j+4t is meaningful provided that 4t is significant. In our experiments, we
choose 4t as the number of frames for 1 sec. Note that the same 4t should be used throughout
all sequences. The solution to β can be simply recovered by an iterative point matching algorithm
[198].
Finally, to increase the robustness of the proposed method, we use the coarse-to-fine framework
since the synchronization in the coarser levels captures global features, and therefore an error in
computation of frame correspondences will not be propagated to the rest of the warping path.
6.5.2 Timeline Model
In this Section, we consider the most general case where the timeline is dynamic. This problem can
be formalized as follows: given a set of camera ego-motion features, i.e. {vj} and {vj′}, estimate
the dynamic matching indices, j′ = c(j) for the other set of input camera ego-motion features vj′ ,
where v can be general motion vg, pure rotation vr, pure translational motion vt. The estimation
is subject to the constraint that no frames displayed in the past can be captured in the future, which
can be expressed as: for any given j1 and j2, if j1 < j2, then c(j1) ≤ c(j2). The error of alignment
is computed incrementally using:
E(j, j′) = dist(j, j′) + min{E(j, j′ − 1), E(j − 1, j′ − 1), E(j − 1, j′)}, (6.14)
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where dist(j, j′) is computed using the mean squared error between vj and vj′ . Therefore, the
synchronization determined by the set of parameters c(j) is computed as
c(j) = arg min
c(1)≤···≤c(N)
N∑
j=1
E(j, c(j)), (6.15)
where N is the number of the input video frames. The optimization defined in Equation (6.15) is
then solved using dynamic programming [20].
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Figure 6.15: (Top) Sample frames from the first video, with extracted SIFT features superim-
posed, and the starting reference images (left). (Middle) Identical elements for the second video.
(Bottom) Frames of the first video corresponding to the frames of the second video shown in the
row above, according to our algorithm.
6.6 Experimental Results
In this Section, we demonstrate our method in cases where cameras are undergoing both general
and special motions.
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Figure 6.16: The estimated affine timeline model for the two video sequences in Fig. 6.15.
6.6.1 General Motion
As the first example, we took two sequences (70 frames and 160 frames respectively) of two non-
overlapping indoor scenes. The trajectories of the two cameras were controlled by a CRS Plus
robot to make sure they go through the similar motion. For this pair of sequences, we have ground
truth information that the temporal dilation (α = 2.0) of the two sequences by setting the ratios
of the speeds of the robot arm motions as 2 : 1 for the two sequences. Some example frames
are shown in Fig. 6.15. The cameras are non-static with the main camera motion downwards. In
this example, we manually match one pair of frames between two videos as shown in Fig. 6.15
left. The extracted SIFT feature points of the starting reference frame are superimposed on the
reference images as cyan square markers, and the matched correspondences are shown as blue
square markers in each frame. The estimated affine timeline model is c(j) = 2.0014∗ j+18.1617,
as shown in the solid line in Fig. 6.16. The temporal dilation parameter, α = 2.0014, accurately
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(b)
(c)
(d)
Figure 6.17: Four appended frames after synchronization, where the left (resp. right) half is from
the first (resp. second) video.
matches the ground truth information. After applying the affine timeline, some corresponding
frames in the first video sequences are demonstrated in Fig. 6.15 bottom.
In the second example, we take advantage of the available knowledge of the speed of camera
motion, i.e. 2 : 1. The input sequences have around 500 frames and 1000 frames (33 seconds),
respectively. The two sequences are non-overlapping and have different lighting conditions as
shown in Fig. 6.17. The two sequences are challenging in that some frames are very textureless
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Figure 6.18: Average distance (rescaled between [0, 1]) of the camera general ego-motion features
computed for different time delay.
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Figure 6.19: (a) The slice cut from the 3D volume along the cyan epipolar line in Fig. 6.20. (b)
The two extracted curves of the foreground street lamps as marked by red arrows in Fig. 6.20. (e)
The computed translational speed of the two sequences. (f) A close view of (e).
such as the frames temporally around (a) and (d), and that there are nontrivial moving chairs and
talking person in the sequence in Fig. 6.17. Fig. 6.18 shows the average distance between the
camera ego-motion features vg as a function of the time delay. The graph goes to zero at 9, i.e. the
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Figure 6.20: The top left is one frame from the source sequence (the flower garden sequence)
while the top right is one frame from the target tree sequence. Four consecutive target frames
superimposed with the foreground tree layers, which are extracted from the corresponding frames
after synchronization using our algorithm.
time delay between the two video sequences. Corresponding frames based on this time delay and
known time dilation 2 are shown in Fig. 6.17.
6.6.2 Pure Translation
To demonstrate our algorithm in the pure translational motion. We use the standard flower garden
(F-G) sequence and the sequence (called the target sequence hereafter) from [194] as shown in
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Fig. 6.20. Due to non-constant moving speed of the camera and the shaking, the slice cut from
the 3D volume of the target sequence is not a straight line anymore as discussed in Section 6.4.2.
To synchronize the two sequences, we used the left street lamp (the left curve in Fig. 6.19 (b))
and the tree branch (the curve with smallest slope in Fig. 6.19 (d)) to compute the relative transla-
tional magnitudes, which are illustrated in Fig. 6.19 (e). After inverse and scale the flower-garden
curve, we have the red and blue curves. Evidently, we can’t have a linear correspondence rela-
tionship between the sequences. For example, in the close view in Fig. 6.19 (f), the frame 6 of
the target sequence should match frame 8 in the flower-garden sequence. After apply the dynamic
programming, we have temporal alignment between the two sequences. To testify our results, we
composited the layers of the foreground tree branch computed using the method proposed in [194]
into the target background. Some of the frames are demonstrated in Fig. 6.20.
6.6.3 Pure Rotation
The last example is a pair of pure rotation sequences, captured by the authors, as shown in Fig. 6.22.
The computed rotation angles using the method described in Section 6.4.1 are shown in Fig. 6.21
(a). To handle the computation errors, we fit a polynomial of degree 16 to the computed angles as
solid curves. Fig. 6.21 (b) shows the similarity matrix between the two set of rotation angles. The
value in this matrix is the absolute difference between pure rotation features, vir and vjr, where the
superscripts i and j indicate the frame index of two video sequences respectively. The solid red
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Figure 6.21: (a) The computed rotation angles of two video sequences. (b) The similarity matrix
and the time-warping path between two rotation sequences. The x-axis is the 1st sequence (the
lower one in (a)), while the y-axis is the 2nd sequence.
line corresponds to minimum cost path through close-to-zero values. Based on the synchronization
results, some corresponding frames from two sequences are appended in Fig. 6.22.
6.7 Conclusion
This chapter proposed a novel method to synchronize two video sequences of distinct scenes cap-
tured by cameras undergoing similar ego-motions. The proposed algorithm makes use of camera
ego-motion features which are independent of the camera internal parameters, and therefore is
able to synchronize videos captured by cameras with constant but different internal parameters.
The strength of this method is that it can deal with arbitrarily moving camera and general scenes,
as well as special camera motions. We demonstrated two common motions: pure translation and
pure rotation. Other types of motions, e.g. zooming, can also be integrated into this framework
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Figure 6.22: Four appended frames after synchronization, where the left (resp. right) half is from
the first (resp. second) video.
provided that some feature vectors characterizing the camera ego-motions can be extracted from
video sequences. The input of our algorithm is only the corresponding points.
In the cases when we know that the cameras have the same camera internal parameters, all
elements of the fundamental matrices, rather than the four in Equation (6.7), should be utilized to
improve the accuracy of the algorithm. In addition, in this work, the camera internal parameters
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are assumed to be fixed throughout the video. We would like to relieve this constraint in the future
work.
Our method has the following limitations. First, for a pair of pure rotation or translation shots,
the capturing cameras must have fixed camera internal parameters, i.e. no zooming or focusing.
On the other hand, in the case of pure zooming we assume that the zooming will not perturb the
principal point. Second, in the computation of the simple camera motion magnitudes, the interval
of frame pairs should be relatively big. Otherwise, the useful information is below noise level,
e.g. eigenvector decomposition of H in equation (??) is not meaningful. Although, this limitation
can be overcome in practice by taking every n frames, with n sufficiently large to ensure that the
condition holds. Third, for the camera pose estimation, the current framework works well when
the camera internal parameters are fixed. In the future work, we will extend the framework to deal
with variable camera internal parameters using self-calibration method.
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CHAPTER 7
3D VIDEO POST-PRODUCTION
In this thesis, we describe two different methods for video post-production: three-dimensional
and two-dimensional. In cases where the source and target video sequences have similar camera
motions, the foreground layer can be simply cutout from the source frames and pasted into the
corresponding target frames, and therefore the two-dimensional approach is suitable. On the other
hand, the two-dimensional method would introduce obvious temporal inconsistence and perspec-
tive distortions for non-similar camera motions in the source and target videos. As a result, the 3D
information of the object needs to be extracted in this case. Although the 2D method is geomet-
rically simple, the photometric effects such as shadows and reflections need to be considered for
realistic results, which is discussed in the next Chapter 8.
This chapter in particular describes a video-based 3D approach to pull the alpha mattes of
rigid or approximately rigid 3D objects from one or more source videos, and then transform them
into another target video of a different scene, in a geometrically correct fashion. Our framework
builds upon techniques in camera pose estimation (Chapter 4 and 5), 3D spatiotemporal video
alignment (Section 6.2 in Chapter 6), depth recovery, key-frame editing, natural video matting,
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and image-based rendering. Based on the explicit camera pose estimation, the camera trajectories
of the source and target videos are aligned in 3D space. Combining with the estimated dense
depth information, we significantly relieve the burdens of key-frame editing and efficiently improve
the quality of video matting. During the transfer, our approach not only correctly restores the
geometric deformation of the 3D object due to the different camera trajectories, but also effectively
retains the soft shadow and environmental lighting properties of the object to ensure that it is
harmonic with the target scene.
7.1 Introduction
In commercial film and television production, video matting and compositing operations make it
possible for a director to transfer part of a scene between two video sequences. Currently, the film
industry has more interest to transfer a part of 3D scene from one video to another, such that the
audience could strongly feel the 3D effects after rendering and compositing. However, most of
the past work on video matting and compositing focuses on the matting side and assumes that the
camera poses in both the source and target scenes are the same or have a fixed 2D translation or
scaling [3, 31]. Therefore, with simple temporal video alignment, an alpha blending is sufficient
to composite the foreground object into the target view.
Therefore, these methods cannot handle situations where the cameras filming source and target
videos have different motion. In such cases, these two videos must be aligned in a 3D space
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Figure 7.1: 3D object transfer between two videos for a “sit-talking” person. (a) Two original
frames from the source video. (b) The naive transfer by a cut-paste (with an alpha channel) process
without 3D alignment. It is clear to see that the augmentation is incorrect, where the pose and
size of the person is not consistent with the target cameras and the sitting location is also changed.
(c) Some distortion may happen during 3D transfer when an incorrect depth d = 0 is used (or
called planar homography transfer). (d) Correct transfer when our estimated depth is used. Note:
our framework also allows some small non-rigid motion of the foreground object, such as hand
moving.
to reduce global geometric distortion and the 3D foreground object must be re-rendered from a
different target viewpoint. If the foreground object is directly cut and pasted into the target view,
the 3D appearance of the object may not be consistent with the target scene due to the different
viewing trajectories and lighting conditions. Fig. 7.1.(b) shows a naive result with the cut-pasting
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Figure 7.2: The flow chart of 3D video transfer process.
process by Chuang’s video matting method [22], where the spatial artifact is clearly visible when
the two videos have different poses.
To ensure the composited/transferred virtual objects are consistent with the existing objects in
the target scene, our method explicitly estimates the poses of the cameras both for the source and
target scenes, and aligns the videos along the computed camera trajectories in 3D space. Fig. 7.2
gives an overview of the 3D object transfer process. The inputs are two videos of different scenes
acquired by two moving cameras: one is the source video with the foreground object, the other is
the target video to receive the object. First, we estimate the camera poses for both the source and
target video sequences. Next, the algorithm aligns these two videos along 3D camera trajectories
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for the object transfer by minimizing the global differences between the source and transformed
target viewing directions. In addition, after the pose estimation of the source video sequence, an
initial depth of the foreground object is recovered, and further an intuitive graphical user interface
(GUI) is designed to remove the depth errors due to small non-rigid motion or specular reflection.
Then, we combine the depth information on video matting process to pull the high-quality alpha
mattes of the object layer and shadow mattes of the shadow layer from the source video separately.
Finally, using the optimal target viewing position estimated from the 3D video alignment, both
layers are re-rendered and blended into the corresponding target frame. As a result, we not only
correctly restore the perspective deformation of the object during the transfer, but also render the
object which is spatiotemporally consistent with the target scene with realistic 3D effects as shown
in Fig. 7.1.(d).
The proposed framework has the following contributions. First, we preform 3D spatiotemporal
alignment given 2D imageries as input, and provide an effective solution to transfer 3D object
between the videos of distinct scenes captured by two moving cameras, for which the existing
methods would introduce noticeable unpleasing artifacts. Second, we utilize the 3D information
of the source scene and design a depth driven GUI to effectively reduce the user interaction for
object segmentation and alpha matting. Third, our approach is flexible to handle small non-rigid
motion and specular reflection. Finally, the proposed approach is a fully lighting computation free
algorithm, but is able to render a high-quality video with realistic environmental illumination. Our
work not only advances the video matting and compositing problem from 2D to 3D direction, but
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Figure 7.3: 3D camera trajectory alignment between the source “Beetle” and the target
“flower-floor” sequences (see Fig. 7.13). The left is 3D view and the right side is top view. The red
curve is the source camera trajectory. The blue and green curves are the target camera trajectories
before and after alignment.
also provides a feasible alternative to the expensive camera control systems that have broadly been
used in film industry.
In this framework, the pose estimation is described in Chapter 4 and 5, and the 3D video
alignment is presented in Section 6.2. Other steps are introduced in the remainder of this chapter
as follows. Section 7.2 describes the depth estimation process and illustrate how to handle small
non-rigid motion and specular reflection. Section 7.3 demonstrates alpha matting of the object
and shadow layers, and the final rendering process. Then, several results are given in Section
7.4. Finally, we discuss the contributions and limitations of our approach, and provide the future
direction in Section 7.5.
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7.2 Key-frame depth estimation
Without the reference depth information, the object may not be correctly rendered, e.g. Fig. 7.1.(c).
Therefore, a rough depth estimation or depth proxy is necessary for rendering the objects from a
different viewing point [97, 9, 146, 193]. Currently, a number of stereo algorithms have been
developed to recover the depth information from a stereo pair [158] or from a set of calibrated
images [205, 57, 95]. Instead of using all of the video frames to compute depth of the scene,
a set of key-frames are selected from the source video for the depth estimation to reduce the
computational complexity. These selected key-frames cover the entire viewing field of the video
with an approximately uniform gap. For example, in the“Sit-talking” sequence case (Fig. 7.1),
we obtained 13 key-frames out of total 252 source frames with an approximate 3◦ viewing gap
between the neighboring key-frames.
Using every five consecutive key-frames, an initial depth is computed by a multi-way cut al-
gorithm which is adopted from a multi-frame segmentation framework [192]. However, the initial
estimated depth (Fig. 7.4.(b)) has apparent discontinuities between the discrete depth labels since
the multi-way algorithm is a labeling-based approach and the depth dimension is quantized into
several labels (here we use 15 − 20 depth labels). Moveover, from the results (Fig. 7.4.(b)), we
can see that there are some apparent error around the non-rigid regions, such as the moving hand
and the specular reflection regions1. Therefore, we need to refine the depth map to reduce the
discontinuities and fix the depth errors for those non-rigid regions.
1Due to the fact that the specular reflection areas are view-variant, the corresponding motion of these regions is not
consistent with the camera motion and its epipolar geometry. Here we call this observation is due to the non-stationary
or non-rigid property of the specular reflection.
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Figure 7.4: Depth refinement of non-rigid motion and occlusion. (a) One key-frame from the
“sit-talking” sequence. (b) The initial estimated depth of the object using the multi-way cut al-
gorithm. The red pixels have not been assigned a depth label due to the occlusion or non-rigid
hand movement (inside the dotted green circle). (c) The refined depth map where the discontinu-
ities are reduced and the unassigned pixels obtain a smooth depth by enforcing depth consistency
constraint.
We first determine the highly discontinuous regions based on the gradients of the depth map
and smooth those regions by a gaussian kernel. Then, we enforce a depth consistency constraint to
ensure that the depth maps from different key-frames agree with each other. Intuitively, this means
that given a pixel, p, with depth d in key-frame i, its 2D projection in key-frame j, pij,i(p, d),
should have the same depth d. Therefore, the new depth of this pixel can be updated by iteratively
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Figure 7.5: Depth correction of the view-variant specular reflections. (a) Depth before correction.
(b) The feature points, where the feature at the bottom frame is directly projected from the top
frame using the estimated depth. (c) Depth after correction.
enforcing the constraint as
Dt+1i (p) =
∑
i−1≤j≤i+1
g(j − i)Dtj(pij,i(p,Dti(p))), (7.1)
where Di(·) is the depth map of frame i, Dti(p) is the depth of pixel p in frame i at iteration t,
pij,i(p, d) is the projection of pixel p with a depth d from key-frame i to key-frame j, and g(·) is
a gaussian weight function. Fig. 7.4. (c) shows the refined depth map of one key-frame in the
“sit-talking” sequence.
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However, if the non-rigid region is large, the smoothness and consistency constraints may not
fully eliminate the depth error. For example, the depth error due to the specular reflection is still
visible at the windshield of the beetle as shown in Fig. 7.5. (a). To remove the depth error, one
possible solution is to assume the depth of those regions is similar to the neighboring areas. Thus,
after specifying the specular regions in the key-frame, a Poisson filling approach [133] is employed
to enforce the boundary condition and smoothly propagate the depth information from the region
boundary to the inside as shown in Fig. 7.5. (c).
For the next key-frame j, we project the feature points from the previous frame i to frame j
using the projection function pij,i(p,Di(p)). If the projected regions correctly cover the specular
reflection regions at frame j, the same Poisson filling process is applied to fix the error. Otherwise,
the user can drag the feature points to relocate the reflection regions before fixing the error. Using
the projected features, the user interaction can be dramatically reduced for the depth correction.
Fig. 7.5 shows the feature projection and depth correction process. Once the correct depth map is
obtained for each key-frame, we again use interpolation to generate depth map for the remaining
non-key-frame by Eq. (7.3).
7.3 Video matting with soft shadow
Objects in natural scenes are often accompanied with some shadows, which have been ignored by
the most previous video matting approach [22, 3]. In [30], Chuang et al. point out that shadow
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element is essential for a realistic natural scene compositing. However, they only study the sim-
plified case where scenes are illuminated by one dominant, point-like light source, and require a
static camera. More importantly, they require that the relationship of the dominant light source,
reference plane, and camera be matched in the source and target scenes. Here we will investigate
a more general case where the shadow mattes vary in a wide range under multiple light sources.
7.3.1 Object cutout and matting
We decompose our matting problem into a two-layer system: shadow and object layers. However,
it is not trivial to automatically separate these two layers, especially around the mixed or low
contrast regions such as the bumpers of the Beetle. To separate these two layers, a user only needs
to mark a few lines to specify the shadow region roughly along the boundaries in our GUI. Then,
combining the background difference map with the specified feature points, a precise segmentation
for the foreground object is obtained as shown in Fig. 7.6. (a). In the succeeding key-frame j
(Fig. 7.6. (b)), these feature points are reused for the next frame segmentation by 3D projection,
pij,i(p, d), as the depth correction. For the remaining frames, the foreground cutouts are interpolated
from the neighboring key-frames using the 3D projection. Then, a trimap is created by small
boundary expanding and shrinking, and the object matting is obtained as shown in Fig. 7.6. (c). If
the object has a complicated silhouette (e.g., hair), a large unknown region may need to be specified
in the key-frame using the GUI to estimate the object matting as shown in Fig. 7.7. Then, applying
Poisson matting technique [150], the alpha mattes of the foreground object are computed.
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Figure 7.6: Object segmentation and alpha matting. (a) The first frame with two kinds of feature
points. The blue curves are used to exclude shadow area from the foreground cutout, and the
yellow curve is to mark a rough shadow region. (b) The top is the projected feature points at
the succeeding key-frame using the estimated depth, the bottom is the corresponding foreground
segmentation. (c) The trimap of the object layer (top) and its corresponding alpha mattes (bottom).
However, the consecutive alpha mattes may not be consistent along the temporal domain.
Therefore, we again apply a gaussian kernel on each pixel p of alpha channel to ensure that the
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Figure 7.7: Matting of complex objects. Left: A set of feature points in a key-frame of “doll”
sequence, where two large unknown regions are marked by the green curves. Middle: The corre-
sponding trimap. Right: The final matting result.
alpha mattes are coherent along the temporal domain.
αi(p) =
∑
i−5≤j≤i+5
g(j − i)αj(pij,i(p,Di(p))), (7.2)
where αi(·) is the alpha map of frame i, and g(·) is a 1D gaussian weight function. After one pass
temporal filtering, some boundary noise is removed particularly for the irregular boundaries, such
as hair. Some refined matting results are shown in Fig. 7.8.
7.3.2 Shadow matting and editing
For the shadow layer, a rough shadow region needs to be marked in the first key-frame as shown
by the yellow curve in Fig. 7.6. (a). Then a planar homography projects this shape to the other
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Figure 7.8: Object matting refinement after the temporal consistency enforcement. Top: The
results before the refinement. Bottom: The results after refinement. The left side is the results
from “doll” sequence; the right side is results from “sit-talking” sequence.
frames to cutout the shadow boundary. Instead of using a trimap [24] to estimate alpha matting, we
propose a new bi-map to extract the soft shadow matting. In this bi-map, there are only two parts:
one is the definite background B and the other is the unknown regions U , which are separated by
the specified region boundary. Given an estimated observed color I (Fig. 7.9. (b)) and lit color L
without the shadow (Fig. 7.9. (c)), the initial shadow channel ρ0 for each pixel can be estimated as
ρ0 =
I · L
‖ L ‖2 +ε, (7.3)
where ε is a small constant to prevent zero division. However, this matting equation does not
enforce the boundary condition where the alpha values at the shadow boundary, U , are 0. To
enforce this boundary condition, we employ the Oρ0 as a guidance field with the membrane model
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Figure 7.9: Shadow matting of one frame (Fig. 7.6.a) of “sit-talking” sequence. (a) The bi-map
of the shadow layer. (b) After removing the foreground object, the observation I is estimated by
Poisson filling. (c) The lit image L obtained from a reference image without this object. (d) The
initial shadow matting ρ0. (e) The enhanced shadow mattes using the membrane model.
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Figure 7.10: Local shadow matting editing. (a) The temporally smoothed shadow with the ma-
nipulating feature points. After marking the undesired shadow region (inside the red curves), we
remove it and obtain the final result (b). (c) The shadow mattes warped into another frame.
to re-estimate the alpha value, ρ, such that
min
ρ
∫ ∫
U
‖ Oρ− γOρ0 ‖2 with(ρ|∂U = 0), (7.4)
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where (ρ|∂U = 0) is to enforce the boundary condition, and γ is a constant coefficient which can
be used to scale the guidance field. Using this approach, we not only enhance the alpha mattes
by the guidance scale, but also effectively smooth the noise by the membrane model as shown in
Fig. 7.9. (e). Once the shadow mattes are obtained for each frame, we further enforce the temporal
consistency to refine the shadow mattes based on its planar homography invariant property, such
that
ρ1(p) =
1
N
N∑
i=1
ρi(H1,ip), (7.5)
where ρi(·) is the alpha map of frame i, H1,i is the homography transformation from frame 1 to
i with respect to the plane where shadow cast. Fig. 7.10. (a) shows the temporally smoothing
shadow mattes. However, the smoothing results still have some errors due to the noise and imper-
fect estimated Is. To achieve a desired shadow matting, we introduce a local editing process to
allow users to locally manipulate the shadow matting by specifying a set of regions as shown in
Fig. 7.10.
7.3.3 Layer compositing with image-based rendering
After preforming 3D camera trajectory alignment (Section 6.2), we have already determined the
closest source view for each target frame. Then, using image-based rendering technique, we re-
render the shadow and object layer with their alpha channels separately, and then composite them
into the target view. The detailed steps are described as the follows.
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Figure 7.11: Layer compositing by image-based rendering. (a) The source frame. (b) The final
result after compositing the rendered layers on the target view. (c) The rendering result of the
object layer. (d) The rendering result of the shadow layer. (e) Layer compositing.
Given a new target view j, the nearest source frame i and its matting data are projected into
the virtual view by projection pij,i(p,Di(p)) respectively. The results of both the shadow and
foreground object are stored in separate buffers, each containing color, depth, and opacity. For
each layer, a 3D mesh is created by converting their depth maps. Then, these two layers are
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Figure 7.12: The sample depth estimation results in the other source video sequences. From left
to right, the columns are source frames, depth maps, object mattes, and shadow mattes.
rendered and blended using the opacity channel to generate the final image as shown in Fig. 7.11.
Even though there are some gaps (the viewing orientation difference βi,j between the closest P jo
and P is up to 10− 15◦) between these two projection matrices P jo and P is as shown in Fig. 6.3, our
rendering shows very promising results due to the reliable depth estimation.
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Table 7.1: The number of the key-frames used in our video sequences.
Name Key-frame Number Total Frame Number
Sit-talking 13 252
Beetle 20 405
Doll 21 433
Toy dog 17 400
Blue car 23 504
Mug 16 300
7.4 Experimental results
We have applied our approach to a number of video sequences, all of which are captured by a hand-
held camera without using any assisting equipment. The resolution of all our video sequences is
640×480. To illustrate the soft shadow effects, our video sequences are taken from indoor scenes
illuminated by multiple light sources.
Note that since the purpose of our approach is to transfer a 3D object from one video to another,
we have more flexibility at the source side except that the environmental lighting condition is
similar with the target scene. If the source video acquisition is controllable, we recommend using
a relatively bright background to capture the the dim soft shadow of the object.
To test our approach, two groups of objects are selected. The first group contains the objects
with highly specular materials, such as car and mug. The second group includes the objects with
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soft and irregular hair or fur, such as doll, real human, and toy dog. Fig. 7.12 shows the sample
frames of the source objects, the corresponding estimated depth, alpha mattes, and shadow mattes.
The number of key-frames required for each sequence are given in Table 7.1.
With the strong support of the estimated depth map, our framework also provides the flexibility
to change the target destination, Tt, and the rotation angle, θ, in a certain range, which allows the
user to create some special effects, such as moving the objects or duplicating the objects in the
target video.
Multiple Objects in One Scene: The first interesting application is to transfer multiple objects
into one target video even though these objects are from different sources.
Object Moving, Colorizing, and Deforming: Due to the four degrees of freedom, we can
translate, rotate, scale, or even deform the objects in the process of the video transfer.
Object Duplication: Another interesting application is duplicating the object into multiple
copies, and each of them may have a slightly different appearance according to its own pose and
destination.
Fig. 7.13 shows four synthetic video sequences to demonstrate the above applications. To feel
the correct 3D visual effects. Using the proposed approach, we not only correctly recover the
perspective deformation to lead a consistent and realistic 3D effect, but also implicitly explore
lighting information which has been recorded in the source frames. Our approach avoids the
challenges of the complicated lighting computation, and effectively restores the subtle variations of
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Figure 7.13: This figure shows four synthetic video sequences with one or more transferred objects
from different source video sequences. (a) The Beetle is moving on the floor and the color is
keeping change during the moving. (b) A blue car and a toy dog are transferred into the scene with
an apparent scale change where the calibration grid is removed gradually. (c) The “sit-talking”
person are duplicated during the transfer. (d) One Beetle is split into two with the quite different
poses and locations, while the doll and mug are also correctly augmented into the target scene
simultaneously.
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the specular reflections to make the rendered objects to plausibly response the lighting environment
of the target scene.
7.5 Conclusion and discussion
In this chapter, we have presented a new system for geometrically correct and visually realistic 3D
object transfer that is capable of compositing 3D objects from the source videos into a distinct tar-
get video captured by a moving camera along a different trajectory. The proposed 3D spatiotempo-
ral alignment approach provides a robust solution to align two non-overlapping videos of different
scenes. With the assistance of our intuitive GUI, our approach is able to efficiently handle small
non-rigid motion and specular reflection for the depth recovery, and also tackle the difficulties of
mattes extraction for the object and its soft shadow. The experimental results strongly demon-
strates that our approach is feasible to generate a realistic 3D video with a plausible environmental
illumination from multiple video sources without expensive lighting computation.
While we have achieved a realistic and correct 3D video transfer between two different scenes,
some limitations of our framework remain to be addressed. Transferring an object from one video
to another is an extremely difficult problem for the general case. Here we put some constraints
to simplify the problem and attempt to illustrate a solution. One constraint is that the transferred
object is located at a plane where the shadow is relatively easier to be extracted and transferred.
This constraint is consistent to most nature videos such as ground, sea plane, or man-made planar
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surface. The second constraint is that we require the scene nearly static, which can provide more
robust 3D information when the object is transferred between 3D scene. However, we also illustrate
that our approach has some flexibility to handle small non-rigid motion of the objects, such as hand
moving. For the large non-rigid motion such as human walking or running, the current framework
is not working. One possible interesting solution is to extend our framework combining with the
optical flow technique [22] for the non-rigid object transfer between 3D videos. Another limitation
of our approach is that we need a sufficient amount of background texture or a wide field of view
to perform camera calibration and pose estimation.
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CHAPTER 8
2D VIDEO POST-PRODUCTION
The previous chapter describes a 3D method to solve the perspective distortions in the video post-
production applications when the source and target videos are captured by moving cameras along
distinct trajectories. Although the 2D method introduced in this chapter is relatively easier in geo-
metric point of view, this chapter aims to relieve one of the earliest criticisms of linear perspective,
found in Leonardo da Vinci’s notebooks, that the liner perspective has inability to account for the
atmospheric effects of light, haze and smoke. It is impossible to address all the natural phenomena
in a single chapter. This chapter mainly concentrates on the shadow and reflection effects. It de-
scribes how geometrically correct and visually realistic shadows and reflections may be computed
for objects pasted into target views.
8.1 Introduction
Compared to traditional compositing methods which either do not deal with the shadow or re-
flection effects or manually create the them for the composited objects, our approach efficiently
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(a) (b) (c) (d) (e)
Figure 8.1: Sample result from our realistic compositing algorithm for shadows. Given an un-
known video, e.g. a commercial video or a video taken by others, we recover the positions and
orientations of the camera and light source. Then we place two video cameras at the camera and
light source locations respectively. (a) is the view from the camera’s viewpoint and (b) is captured
by a camera at the light source’s location and with its principal axis coinciding with the computed
lighting direction. Using a traditional “faux shadow” method [187] by warping the foreground ob-
ject’s alpha matte (a) to create its shadow, we obtain a result in (c) . The results of our new shadow
synthesizing method (d) compare favorably with the ground truth (e). Note the correct silhouette
of the shadow map, visually convincing color characteristics of the shadow, and the seamless matte
edges where the foreground and background shadows meet.
utilizes the geometric and photometric constraints extracted from a single target image to synthe-
size the shadows and reflections consistent with the overall target scene for the inserted objects.
For shadows, we explore (i) the strong geometric constraints, i.e. the camera calibration and thus
explicit determination of the locations of the camera and the light source; (ii) the relatively weaker
geometric constraint, the planar homology, that models the imaged shadow relations when explicit
camera calibration is not possible; and (iii) the photometric constraints that are required to match
180
the color characteristics of the synthesized shadows with those of the original scene. For each
constraint, we demonstrate the working examples followed by our observations. In Figure 8.1, the
results of our new shadow synthesis method (d) compare favorably with the ground truth (e), while
(c) obtained by traditional “faux shadow” method is obviously fake.
Another challenge in video post-production applications is to generate realistic looking reflec-
tions of the inserted objects. Existing techniques either define beforehand a reflection model (e.g.
[128]), or explicitly extract the reflection models from the images. The reflectance recovery al-
gorithms, e.g. [12], typically either directly measure the reflectance on the object using a specific
device or extract the reflectance from a set of images or a single image. While using a specific de-
vice is unlikely in many compositing applications, the reflectance recovery methods from images
mostly limit to perfectly diffuse surfaces and require a 3D geometrical description of the surfaces
of some object. Generally, synthesizing such reflections for compositing applications is inherently
difficult because we are typically given only limited input, i.e. one view or a short video clip of
a target scene. For example, suppose we want to insert a new synthetic object on the top of a
real anisotropic mirror inside a real scene. This operation clearly requires taking into account the
interaction between the new object and its environment (especially the mirror). This is impossible
to do, if we do not have an approximation of the reflectance properties of the real surfaces in the
image.
For reflection synthesis in this work, we focus on a slightly easier situation, where the target
scene contains a ground plane and some up-right vertical objects, e.g. walls, crowds, desks, street
lamps, trees, etc., which are common in both indoor and outdoor environments. Basically, we
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divide the problem of synthesizing reflections of inserted objects into two subproblems. From
the geometric point of view, we need to synthesize reflections which would be seen by the same
camera used in capturing the target scene and be reflected by the true reflective media in the target
scene. Physically, we aim to infer the most likely rendered reflections given the set of known
reflection patches in the target view. This problem is formulated as a Maximum A Posteriori
(MAP) estimation problem.
Our method has three advantages: first, it is a pragmatic approach since even in the single-view
case, where the auto-calibration based on motion alone is impossible, it can exploit the ubiquitous
presence of buildings, vertical objects and other man-made structures, which can often provide
sufficient geometric constraints for the determination of the correct shadow location of an inserted
object. Second, the framework is flexible in that various techniques suitable for different scenes
can be easily integrated in it. Third, it is simple and easy to implement. To show the accuracy
and the applications of the proposed method, we present the results for a variety of target scenes,
including footage from commercial hollywood movies and 3D video games.
The rest of this chapter is organized as follows. We first discuss the synthesis of shadows in
Section 8.2. Then, the method to synthesize the reflections are described in Section 8.3. Finally,
Section 8.4 concludes this chapter with observations and proposed areas of future work.
182
8.2 Shadow Synthesis
This section describes the framework to synthesize shadows for objects cut from source videos and
composited into the target videos. First, we explore the geometric constraints when the camera
calibration is possible, and when it is not. Then,we describe the photometric constraint to match
the color characteristics of the synthesized shadows to those of the original scene. Finally, we
demonstrate the results of our method applied to various real images and applications to film post-
production.
8.2.1 Geometric Constraints
We first describe how to determine the position and orientation of the light source and camera
when the imaged scene structure provide enough calibration constraints, which is called “strong
geometric constraints”. Then we show that it is still likely to generate the shadow of an inserted
object, provided that it is planar or distant, when the camera calibration is not possible. We refer
to this constraint as “weak geometric constraint”. For each case, we give some working examples
followed by discussions.
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8.2.1.1 Strong Geometric Constraints
The calibration methods presented in Chapter 4 can be used for camera calibration and light source
orientation estimation. For example, given a typical frame (Figure 8.2 (a)), we are able to extract
three sets of parallel lines for camera parameter estimation shown in red, green and blue respec-
tively. Therefore, by intersecting the image projections of the lines along each direction, we can
compute the three mutually orthogonal vanishing points, denoted by vx, vy and vz, along the world
X-axis, Y-axis and Z-axis, respectively. The three mutually orthogonal vanishing points together
with other constraints that can be obtained from the priors of a normal camera (e.g. zero skew,
γ = 0, and known aspect ratio λ, usually 1 (square pixels), 1.2 (widescreen) or 0.9), are sufficient
to solve for the five unknowns of the image of the absolute conic ω (see Section 3.1). After the
camera calibration, we can compute the camera internal and external parameters, i.e. the projection
matrix P in Equation (3.1), up to a scale as shown in [40]. The scale is related to the camera loca-
tion, and can be eliminated as follows. The fourth column, p4, of P is nothing but the projection
of the 3D world origin, [0 0 0 1]T , since (denoting the ith column of P as pi), one can show that
[p1 p2 p3 p4][0 0 0 1]
T = p4.
Therefore, given the image of the world origin, and by taking the length of a vertical object as
unit distance, one can remove the scale ambiguity. For instance, in Figure 8.2 (a), without loss
of generality, we can use the corner of the visible walls, at image location (313.4, 206.4), as the
imaged world origin in which case p4 = α[313.4 206.4 1]T , where α is the similarity ambiguity. If
we now specify the height of the upper most green line from the ground plane as the unit distance,
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(a) (b)
Figure 8.2: (a) One frame of the movie “Sleepless in Seattle” (1993) with the extracted feature
lines plotted by five different colors: red, green and blue lines are along X , Y , and Z directions
respectively in 3D world coordinate system, cyan lines are shadow lines of some spiked fence
surrounding the 86th-floor observation deck of the Empire State Building, and the magenta lines
are along the light source direction. (b) The recovered 3D scene from a different viewpoint other
than the original camera. The 3D feature lines are plotted in the same colors as those in (a), and
the yellow square pyramid on the right indicates the original camera location.
we can remove the unknown similarity ambiguity α, and hence the compute the camera location
as (1.83, 8.13, 0.96).
A partially reconstructed scene of the image in Figure 8.2 (a) is shown in Figure 8.2 (b). Note
that we do not need to fully reconstruct the scene of the target scene for image compositing appli-
cations since it is already present in the existing image. Note also that we reconstruct the scene
in Figure 8.2 (b) using the planar homographies that map the world planes to the image planes,
since the traditional triangulation method [74] would not work in our case due to the fact that there
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might be only a single view available. For example, we compute the planar homography, Hz that
maps the world plane Z = 0, i.e. the ground plane, to the image plane as Hz = [p1 p2 p4].
The imaged light source position, v, can be computed by intersecting the images of the parallel
lines along the light source direction, e.g. the magenta lines in Figure 8.2 (a). Note that v is not
visible in Figure 8.2 (a). However, since the target scene in Figure 8.2 is illuminated by an infinite
light source (the sunlight), the orientation of the light source the angles φx (respectively φy and
φz) between the light source direction and the world X axis (respectively Y and Z axis) can be
computed by (see also Section 4.2.4),
φj = cos
−1 v
T
j ωv√
vTωv
√
vTj ωvj
, j ∈ {x, y, z}. (8.1)
For the image in Figure 8.2, the computed angles are φx = 119.6◦, φy = 138.9◦ and φz = 64.4◦.
The second computation example is the single view shown in Figure 8.3, available from Uni-
versity of Washington. The same process for the camera calibration and the computation of P
described above can be simply applied using the feature lines in Figure 8.3 (a). The difference is
that Equation (8.1) can not be used to compute the light source orientation, since it is difficult to
identify more than one line along the light source direction. Consequently, it is unlikely that we
can compute the imaged light source, v, from a single view shown in Figure 8.3. In this case,
however, we still can compute the light source orientation by using two feature points along the
lighting direction: t on the person’s head and its cast shadow position s on the ground shown in
Figure 8.3 (b). Without any difficulty, we can identify the corresponding bottom point b of t on
the ground plane (the XY-plane), such that it has the same 3D X and Y coordinates as t. Then, we
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Figure 8.3: (a) A view with the extracted feature lines for camera calibration plotted in three
different colors, each of which has the same definition as that in Figure 8.2. (b)The 3D world
coordinate system and the 3D coordinate values, denoted by corresponding upper-case characters,
of three image feature points (t, b and s) used to compute the orientation of the light source.
compute the points, b and s, in the world coordinate system as
[Xb Yb 1]
T ∼ H−1z b, [Xs Ys 1]T ∼ H−1z s.
The Z coordinate, Zt, of the feature point t is then estimated from the equation (two equations,
one unknown), t ∼ P[Xb Yb Zt 1]T . For the distant light source, the sun, two 3D points, t and b,
along the lighting direction are enough to give us light source direction as [Xb−Xs, Yb−Ys, Zt]T .
Consequently, as shown in Figure 8.4, the warping from the alpha matte (Figure 8.4 (c)) of the
object (Figure 8.4 (b)) captured from the light source to the background (Figure 8.4 (a)) can be
described as a planar homography H, that can be computed using the corresponding feature points
on the background plane of the two images (Figure 8.4 (a) and (b)). We then warp (Figure 8.4 (c))
to create foreground object’s shadow matte (Figure 8.4 (d)).
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(a) (b) (c) (d)
Figure 8.4: (a) and (b) are two views defined in Figure 8.1 (a) and (b). (c) is the alpha matte of
(b). To warp the alpha matte (c) viewed from the light source direction into the final shadow map
(d), we need to compute the displacement map. When the background is planar, the displacement
map can be described as a planar HomographyH, which can be computed using the corresponding
feature points on the background plane of the two images (a) and (b).
Before we end this section, we would like to make a few observations. First, it might be
difficult to approximate the camera pose and lighting direction by simply looking at shadow lines
in a perspective view. For example, it is difficult to tell the angleβ in 3D world between the cyan
shadow lines (Figure 8.2 (a)) and the red lines, since the imaged shadow lines intersect at a finite
point, (678.8, 82.5), and hence each of them gives different values of that angle β. However, our
method is able to compute β as 56.3◦. Second, single view calibration is necessary in most cases,
even for clips from commercial movies, since static shot is the most basic camera shot in all motion
pictures. The last remark is that the new findings of camera calibration objects, such as parallel
shadows [40] and co-planar circles [45], could be easily integrated into this framework although
we do not give examples of the latter here.
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Figure 8.5: Example to find the correct shadow pixels of an inserted real soccer player into a
snapshot of the game FIFA 2003. (a) shows three pairs of corresponding points under a planar
homology, i.e. 〈t2, s2〉, 〈t1, s1〉 and 〈b1,b1〉. The point b2 is used for the computation of vertical
vanishing point, but not used for computing H. (b) plots the computed shadow pixels of the
inserted object marked in white.
8.2.1.2 Weak Geometric Constraints
For the cases where camera calibration and the explicit geometric light source estimation are not
possible, we utilize a relatively weak constraint, the planar homology, which makes it possible to
synthesize the correct shadows of an inserted object if the object is planar or distant.
One example target scene is shown in Figure 8.5 (a), and the computation process is as follows.
We first choose three pairs of corresponding points under a planar homology, e.g. 〈t2, s2〉, 〈t1, s1〉
and 〈b1,b1〉 as input. Then, we compute the planar homology, H, directly as [75]:
H = I+ (µ− 1)vl
T
vT l
, (8.2)
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Figure 8.6: The geometry for computing the shadow positions for any points on plane pi2, given
the planar homology, H, that relates the planar object, pi1, and its shadow (cast on a ground plane
pi).
where I is the identity matrix, µ, v and l are given by
v = (t2 × s2)× (t1 × s1),
l = ((t2 × t1)× (s2 × s1))× b1,
µ = {v, t1; s1, i1}.
Note that i1 is the intersection in the image plane, although the light ray t1s1 and the axis, l, are
unlikely to intersect in 3D world. Now, we have a planar homology,H, which is the transformation
between the image of a planar object, i.e. the plane pi1 determined by the three points (t2, t1 and
b), and the image of its shadow on the plane pi.
Next, we describe how to determine the correct shadow position of the inserted real player in
Figure 8.5 (b), which is matted from Figure 8.12. The distant standing person can be approximated
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as a planar object in some vertical plane, denoted by pi2 as shown in Figure 8.6. Since we have
already computed the planar homology, H, from the plane pi1 to pi, we know its vertex v and axis
l1. The new homology, H2, that maps the points on the plane pi2 to their shadows on plane pi, has
the same vertex v as that of H, and its axis, l2 is the intersection of the plane pi2 and pi, which can
be found by specifying two points p1 and p2 on the intersection, i.e. l2 = p1 × p2. The manually
specified points are shown in Figure 8.5 (b). Denote by b the intersection of the two axes l1 and
l2, and by vy the vertical vanishing point. vy can be computed by intersecting two vertical objects,
such as t2b2 and t1b1 in Figure 8.5 (a). We then randomly choose one point t on the vertical line
lv passing through b and vy. Finally, H2 is computed as:
H2 = I+ (µ2 − 1) vl
T
2
vT l2
,
where
µ2 = {v, t;Ht, (t× (Ht))× l2}.
Note that the four points should be scaled to inhomogeneous coordinates to compute µ2. Conse-
quently, given any point, x, in the plane pi2, it is easy to compute its shadow position, xs, on the
plane, pi, by simply applying the 2D transformation, xs ∼ H2x. The computed shadow pixels for
the inserted object in Figure 8.5 (b) are marked as white.
The technique described in this section is mostly related to the popular technique, commonly
called “faux shadow” in the film industry [187], for which artists also use the foreground object’s
alpha matte to create its shadow by warping or displacement-mapping the shadow. However,
compared to “faux shadow” created by hand, the proposed approach has two advantages. First,
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our method models the imaged shadow relations by the planar homology and is able to obtain
geometrically correct shadow positions, while the geometric accuracy of the “faux shadow” highly
depends on the experience of the compositor. Second, our method infers the most likely rendered
shadow colors from the existing shadows in the target scene, while color characteristics of the
“faux shadow” are manually adjusted by the compositor. This photometric constraint is described
in the next section. In addition, the proposed method is simple and easy to implement. The major
interactions consist of specifying three pairs of points 〈t2, s2〉, 〈t1, s1〉 and 〈b1,b1〉 as shown in
Figure 8.5 (a), and two points p1 and p2 as shown in Figure 8.5 (b). Notice that the above given
examples are for vertical objects, since we observe that vertical objects are ubiquitous in the real
world, and also typically, we are interested in inserting a new actor into the target scene, which is
often orthogonal to a reference plane.
8.2.2 Photometric Constraints
While the geometric constraints described in the previous section help us to place shadows at
correct positions, we also need to match the color characteristics of the shadows to those of the
target scene. To create visually realistic shadows in the target image, we enforce the shading
image values [21] of the synthesized shadows of the inserted objects to be the same as those of
the shadows cast by the existing objects in the target scene. The shading image (or illumination
image), S(x, y), together with the reflectance image, Iunshadow(x, y), are called the intrinsic images
[21]. Generally, the observed image, Ishadow(x, y), can be modelled as the product of these two
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Figure 8.7: (a) A shadow patch in a target scene shown in Figure 8.11 (b). (b) The shadow bound-
ary detected by Canny edge detector. (c) The histograms and (d) the fitted Gaussian distributions
of the computed shading image values, for all pixels along the shadow boundary.
intrinsic images:
Ishadow(x, y) = S(x, y)Iunshadow(x, y). (8.3)
Therefore, our problem reduces to recovering the shading image, S(x, y), from the input image
Ishadow(x, y).
Recently, many approaches [183, 165, 53] have been proposed to derive illumination image and
reflectance image from either a single image or a video of an object under different illumination
conditions. Theoretically, those decomposed light maps could be used as shadow mattes in our
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work. However, the method [183] involves recording a sequence of images of a fixed outdoor
scene over the course of a day, while the strategy used in [165] requires a trained classifier, which
must incorporate the knowledge about the structure of the surface in the target scene and how
it appears when illuminated. Therefore, these are not practical for us because in our case the
target scene and its structure are not accessible. On the other hand, the more recent method [53]
aims to recover intrinsic images by entropy minimization from a single image. But it is based on
assumptions such as narrow-band (or spectrally-sharpened) sensors and Planckian lights, and is
unable to handle the compression effects caused for instance by JPEG. In contrast, our challenge
is compositing objects into a given image or a frame of a video, which are typically compressed.
Our approach takes advantage of the property that changes in color between pixels indicate
either reflectance changes or shading effects [165]. In other words, it is unlikely that signifi-
cant shading boundaries and reflectance edges occur at the same point. Therefore, we make the
assumption that every color change along the shadow boundaries, the edges caused by illumina-
tion difference (e.g. Figure 8.7 (b)), is caused by shading only, i.e. the reflectance image colors
across the shading boundaries should be the same or similar. In practice, considering the gradual
change along the normal direction of the shadow boundaries, due to either compression effects
or soft shadows, the input image pixel value, Ishadow(x, y), and the reflectance image pixel value,
Iunshadow(x, y), of boundary pixel, (x, y), are obtained as
Ishadow=median{Ishadow(m,n) : (m,n) ∈ Ni}, (8.4)
Iunshadow=median{Ishadow(m,n) : (m,n) ∈ No}, (8.5)
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where Ni and No are subsets of the set of neighbor pixels of (x, y), and the subscripts denote
whether the pixels are inside (Ni) or outside (No) of the shadows. Previous methods also use color
differences on two sides of a shadow boundary for estimating the influence of an illumination
source [159, 99]. In our implementation, we use a 7× 7 neighborhood, e.g. the pixels bounded by
the red box in Figure 8.7 (a). From Equation (8.4), we can compute the shading image value as,
S(x, y) = Ishadow(x, y)/Iunshadow(x, y), for each pixel (x, y) along the shadow boundaries.
Notice that for each color channel (red, green and blue), S is computed independently. For
example, the computed S(x, y) along the boundaries of the shadow map (Figure 8.7 (b)) is plotted
in Figure 8.7 (c,d). The interesting observation is that the changes in a color image due to shading
affect the three color channels disproportionately. Evidently, the shading affects the red color
channel the most and the blue color channel the least. This coincides with the observations in [121]
that shadow pixels appear more “blueish”. While there are some richer models to model this effect,
we simply use different shading image values along three color channels to approximate the effect,
i.e. S = diag(βR, βG, βB). The S matrix is assumed approximately constant, and computed
using the median value of all computed S(x, y) for pixels (x, y) along the shadow boundary. For
each computed shadow pixel, (u, v), of the inserted object (e.g. white pixels in Figure 8.5 (b)), we
are able to compute its pixel value after shading as
Ishadow(u, v) = diag(βR, βG, βB)Iunshadow(u, v).
In the scene in Figure 8.7, the computed shading image values are βR = 0.67, βG = 0.78 and
βB = 0.91. Provided that the ground surface is locally flat and partially under shadow, which is
mostly true in the real world, our experiments show that this approximation works well.
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8.2.3 Results of Shadow Synthesis
The proposed method has been tested on an extensive set of target scenes. The shown target scenes
vary from frames in commercial movies, frames in videos available on internet, snapshots in 3D
video games to images taken by the author. In Section 8.2.3.1, we apply our method to two target
images which can be calibrated. Then, in Section 8.2.3.2, we demonstrate the performance of our
method on target images, where strong geometric constraints are not available. Finally, we show
the applicability of our method to film production in Section 8.2.3.4.
8.2.3.1 Scenes Where Strong Geometric Constraints are Available
The first target frame is from the commercial movie “Sleepless in Seattle” (1993), as shown in
Figure 8.2. We first compute the positions and orientations of the camera and the light source
using the method described in Section 8.2.1.1. Then, we use the shadow edges marked by white
lines shown in Figure 8.8 (d) to obtain the shading image values (βR = 0.48, βG = 0.43 and
βB = 0.46). The color characteristics of our synthesized shadow in Figure 8.8 (d) and zoomed in
(e) is comparable to that by [31] in (b) and (c). However, our result is obtained by using a single
frame, while their method involves 512 frames, from which we find the darkest and brightest
value at each pixel as shown in Figure 8.9. In addition, it is difficult for [31] to ensure that the
relationship between the light source, the reference plane, and the camera match the target due to
the potential perspective distortions. Note that we multiply the R, G and B values of each pixel of
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(a) Source image (b) Result by [31] (c) Close view of (b)
(d) Our result (e) Close view of (d)
Figure 8.8: The comparison of our method with the shadow matting method proposed by [31]. We
aim to composite the child in the video sequence (a) into a frame sequence from the commercial
movie “Sleepless in Seattle” (1993), as shown in Figure 8.2.
the composited foreground object (i.e. the child) by manually specified constant scales (0.50, 0.38
and 0.38) to match the intensity differences between the source and target image and the “reddish”
effects in the target scene.
In the second experiments, we aim to paste a small statue (Figure 8.10 (a)) into the target
image (Figure 8.3), based on the computed relative position and orientation with its principal axis
coinciding with the computed lighting direction. The result shown in Figure 8.10 (c) demonstrates
that our method is able to synthesize shadows with correct geometric relationship and realistic
color characteristics. We use the shadow edges marked by red lines shown in Figure 8.10 (c) to
obtain the shading image values (βR = 0.34, βG = 0.42 and βB = 0.51). Note that we multiply
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(a) Target shadow image (b) Target lit image
Figure 8.9: The lit and shadow images of the Seattle sequence. Note that we are only interested
in areas where the inserted foreground might cast shadows, which in our case is located on the left
bottom separated by the yellow lines.
(a) (b) (c)
Figure 8.10: We paste a small statue (a) into the target shown in Figure 8.3: (a) The image from
the camera’s view point; (b) The image taken by a camera whose principal axis coincides with the
computed lighting direction; (c) shows the final composite with convincing shadows obtained by
our new compositing method.
the intensity of each pixel of the composited foreground object, the small statue, by constant scales
1.28 to match the intensity differences between the source and the target image.
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(a) Source image (b) Target image
(c) (d) Our result.
Figure 8.11: (c) The result by assuming that any changes in a color image due to shading should
affect all three color channels proportionally.
8.2.3.2 Scenes Where Only Weak Geometric Constraints are Available
We also created shadows for planar objects, e.g. a parking sign post as shown in Figure 8.11. The
input feature points, including three pairs of points that are corresponding under a planar homology
and one point used for the computation of the vertical vanishing point, are plotted in the same color
in Figure 8.11 (b) as those in Figure 8.5 (a). In this experiment, we demonstrate the advantage of
using different shading image values along each color channel. Our final result shown in Figure
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Figure 8.12: as shown in Figure 8.5. Left: the source image. Right: a zoomed view of our result.
8.11 (d) is noticeably more realistic than the result in Figure 8.11 (c) since shadow regions are
illuminated by the sky, and sky is assumed to be blue and the only source of illumination on
shadowed regions [121]. The shading image for Figure 8.11 (d) is computed in Section 8.2.2,
while for the result Figure 8.11 (c) we use the intensity image and compute the shading image
value as βR = βG = βB = 0.72.
For all of the above experiments, the light source is the sun. We also demonstrate our method
for the synthetic light source from the snapshot of a 3D video game, illustrated in Figure 8.5.
Whether the light source is finite or not, our method is able to synthesize the correct and realistic
shadow for a inserted real player, shown in Figure 8.12. Note that the very impressive shadows are
generated even for the raised hand of the real player. The weak geometric constraint is described
in section 8.2.1.2. We use the shadow edges marked by red lines shown in Figure 8.12 right to
obtain the shading image values (βR = βG = βB = 0.50).
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(a) (b) (c)
(d) (e) (f)
Figure 8.13: Image-based rendering Applications. Starting from two views (a) and (b), we first
calibrate the camera and compute the light source orientation. The square marks are the corre-
sponding points between the last two images, which are computed by using method [195]. As a
result, we can render a virtual teapot with known 3D model into the real scene (b) shown in (c).
Utilizing this computed geometric information, we can also insert another person (d) into (b) as
shown in (f). (e) is the view from light source and is used for shadow map.
8.2.3.3 Application to Image-based Rendering
To demonstrate the strength and applicability of the proposed algorithm, we show two examples for
augmented reality by making use of the camera and light source orientation information computed
by our method. Given two views as shown in Figure 8.13 (a) and (b), the computed camera intrinsic
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matrix K is (see Chapter 4)
K =

2641.11 0 991.70
0 2783.97 642.28
0 0 1
 , (8.6)
and the computed polar angle φ and azimuthal angle θ for the light source are 47.99 and 54.91
degrees respectively. As a result, we can render a virtual teapot with known 3D model into the
real scene shown in Figure 8.13 (b) and (c). The color characteristic is estimated using methods
presented in Section 8.2.2. Alternatively, we can also composite the standing person extracted
from Figure 8.13 (d) into Figure 8.13 (b) and synthesize its shadow using the contour of the person
in Figure 8.13 (e).
8.2.3.4 Application to Film Production
To demonstrate the strength of our method, we apply it on two commercial Hollywood movies:
“Sleepless in Seattle” (Figure 8.14) and “The Pianist” (Figure 8.15). The camera and light source
parameters of the “Sleepless in Seattle” are recovered as described in Section 8.2.1.1. For the “The
Pianist”, we first calibrate the camera using the feature lines shown in Figure 8.16 (a). To recover
the light source geometry, we manually choose twelve correspondences for the points t, s and b
as shown in Figure 8.16 (b) and (c), in the first twelve frames of the original clip.
Based on the analysis of the target frames, we observe that the light source of the “Seattle
sequence” is a typical daytime sunlit, and the camera is at a location above the ground plane at
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(a) (b) (c)
(d) (e) (f)
Figure 8.14: Three example frames (a), (b) and (c) of our composite of the Seattle sequence. The
bottom row plots the zoomed in views of the frames above them.
a height of a typical person. We captured the source video at some park with similar lighting
condition using an off-the-shelf Sony video camera. For the “Pianist sequence”, it is very difficult
to place a light at the computed light source position and then transfer the shadows extracted from
the camera view to the target video, since, to do this, one needs a very dark and huge studio of
about 100 meters length according to our computation to ensure the geometry matches the target
background. In our case, alternatively, we place two video cameras on the 3rd and 2nd floors
of a parking garage to capture the videos that would be seen from the original camera and light
source. In other words, the shadow map [38] in 3D graphics is implemented using a real camera
and applied in film production.
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(a) (b) (c)
(d) (e) (f)
Figure 8.15: Three example frames (a), (b) and (c) of our composite of The Pianist. The bottom
row plots the zoomed in views of the frames above them.
In both clips, our method successfully composites not only the foreground objects but also
its geometrically correct and visually convincing shadows into the commercial movies without
special setup. The results are shown in Figure 8.14 and Figure 8.15. In the case where the shadows
of the added sequence overlap with the shadows in the original sequence, we retain the original
appearance. The existing shadow areas can be computed based on the comparison of the input
frame and the the target shadow image shown in Figure 8.9 (a).
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Figure 8.16: (a) is one frame from the movie The Pianist, with the extracted feature lines for
camera parameters estimation plotted in three different colors with the same definitions as that in
Figure 8.2 (a). The two yellow dashed lines intersect at a point, O, which is specified as the image
of the world coordinate origin. (b) & (c) are two close views of two frames with extracted features
(t, b and s) used to compute the light source geometry.
8.3 Reflection Synthesis
For synthesizing reflection, we assume that the reflecting surface is approximately planar, and the
perturbations and turbulences (e.g. waves on water) are relatively small. Two typical example
scenes are shown in Figure 8.17. The laws of plane (flat surface) reflections are of course simple
and well-known. However, we are dealing with an inverse problem here, since the data is only
available in the 2D space through images under perspective distortion. We have two options: either
we use the geometry recovered as described earlier to determine the reflections in 3D and then
render images from the viewpoint of the original camera, or if possible avoid backprojection and
work directly in the 2D image space. The former is rather hard and could not provide convincing
results unless the geometry and the projections are almost completely error-free.
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To get better and convincing results, we show that it is possible to directly obtain the correct
reflecting geometry under perspective distorion of the camera. The key idea is that the reflection
is governed by lines perpendicular to the reflecting surface. Therefore, points in the object and its
reflection lie on a single line perpendicular to the reflecting plane, and the reflected object appears
at the same distance behind the plane as the actual object is in front of it. As a result, in the
3D space a point ti and its reflection ri have the same perpendicular distances from the reflecting
plane. However, in a perspectivly distorted image, the object and its reflection will have an identical
height only if the direction of view is nearly parallel to the reflecting surface. In the example above
(Fig. 8.17 (a)), however, the reflections of the standing persons are clearly viewed at a downward
angle, which will make them appear foreshortened in comparison to the actual persons.
The key idea that allows us to solve the geometry of the light reflection directly in the image
plane is the fact that the following cross ratio is invariant and preserved under camera perspective
projection:
{vz, ti; bi, ri} = (vz − ti)(bi − ri)
(vz − ri)(ti − bi) = 1, (8.7)
where vz as before is the vertical vanishing point, and bi is the intersection of line tiri and the
reflection surface.
Note that the line segments tibi and biri in the image plane have same distance only when vz
goes to infinity, e.g. the direction of view is parallel to the reflecting plane. Therefore the direct
image-domain solution that we propose is straightforward and is as follows. We first compute
the vertical vanishing point by identify two pairs of ti and ri or three points ti, bi and ri. Then
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Figure 8.17: Two real scenes containing reflection effects.
we enforce the cross ratio property to find the correct positions of the reflections of each inserted
object.
While the geometrical constraints help us to put reflections at correct positions, similar to
shadows we also need to match the color characteristics of the reflections to those of the real
scene. The light reflected on the object surface can be approximated as a linear combination of
two reflection components: diffuse reflection component, Id, and specular reflection component,
Is. Assuming that the camera is relatively far compared to the size of the objects being reflected,
the differences between the light directions to different positions on the object are small, and hence
we can use constant Fresnel factor, λF , for blending between diffuse Id and specular Is, similar to
[68],
Io(x, y) = λF · Is(x, y) + (1− λF )Id(x, y), (8.8)
where Io is the radiance received by the camera.
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(a) (b)
Figure 8.18: Reflection synthesis of the source and target image in Figure 8.11. (a): A zoomed
view of a composite with only shadow synthesis. The result (a) is noticeably fake. (b): A composite
with geometrically correct and visually realistic reflections obtained by the proposed method.
The Fresnel factor can be estimated in a similar manner as the shadow opacity factor by build-
ing the histogram of existing reflection regions for each color channel and used for reflection
synthesis.
To illustrate the proposed method, we tried it on different cases. In the example shown in
Figure 8.18, we insert a parking sign post into a target image of a beach scene. First, we use the
method described in Section 8.2 to create shadows for planar parking sign post as shown in the
middel picture. However, in the target scene, we also need to synthesize the reflection effects to
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(a) (b)
Figure 8.19: Synthesizing the reflections. (a) is without reflection and (b) is with reflection.
increase the realism. The bottom picture shows the composite with correct and realistic shadows
and reflections.
The target scene in Figure 8.19, different from the sparse reflection in Figure 8.18, introduces
challenges both in estimating the Fresnel terms and in dealing with the distortion of the water
surface. Our method synthesized promising reflections of the inserted Puss in Boots (a character
in movie Shrek 2) as shown in (b) and zoomed in (c). In the result (d) using only α blending, is the
cat touching on the water surface or floating in the air?
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8.4 Discussions
In this chapter, we presented methods to synthesize shadows and reflections for objects composited
into target views. These methods are especially useful when the target scene is not accessible,
e.g a given image or video clips from a commercial movie. We explore both the geometric and
photometric constraints, and utilize them for correct and realistic shadow and reflection synthesis.
The experimental results demonstrate that this method is efficient and can be applied to a variety
of target scenes.
8.4.1 Shadow Synthesis
Compared to the shadow matting methods [30], our method is able to handle cases where one
aims to transfer objects into inaccessible scenes and requires only a single view. In addition,
our framework has advantages over the traditional “faux shadow” [187] in that it increases the
geometric accuracy and visual reality of the synthesized shadows. As a pragmatic and flexible
framework, it is also simple and easy to implement.
Our shadow synthesis method has a number of restrictions. First, we approximate the cast
shadow texture by using the concepts of the intrinsic image and assume one dominant, point-
like light source which does not model potentially complex effects arising from inter-reflections.
A relatively more general shadow texture model considering penumbra effects [88, 123] can be
easily apply to our framework. Second, we assume the target background to be planar. Although
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there exist solutions using shadow scans [30] or weak structured lighting [18], all of those methods
require hardware and nontrivial human interactions. Third, we did not present the noise existing
in natural shadows in our artificially created ones. The noise can be simply modeled as a Gaussian
noise to obtain more realistic visual results.
Despite these restrictions, we believe that in many settings the shadows created by our approach
are more plausible than the manually generated “faux shadow”. Traditional shadow generating
methods typically share our requirement for a single matched key light source and have difficul-
ties to model complex effects arising from inter-reflections. However, they can not synthesize a
geometrically correct silhouette of the shadow when the view from the lighting direction is too far
from the camera’s viewpoint.
8.4.2 Reflection Synthesis
Synthesizing reflections for objects transferred from one natural scene into a novel scene with
different lighting condition remains a hard problem. In this chapter, we focused on a slightly
easier situation, where the target scene has some up-right vertical objects. We showed that this
assumption leads to a novel, simple algorithm for reflection synthesis, and showed encouraging
results for different target scenes. Using an image-based approach, we are unlikely to estimate
realism by using known geometry of the light, the object to be pasted, and the background objects.
211
However, the proposed method advances the image based techniques one step further to improve
the realism in applications of matting and compositing techniques.
There are a number of ways in which our current approach can be extended. First we would
like to relax the vertical object constraints for the target scene. Second, we currently use the tools
in Photoshop to generate the ripple effects, and would like to reduce the interaction in the future
work. Finally, we would also like to utilize richer models in learning the illumination conditions
from the target scene and apply it to the composited objects.
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CHAPTER 9
CONCLUSION
In this dissertation, we successfully showed that geometrically correct and visually realistic video
post-production is possible even among videos captured by unknown moving cameras.
We proposed two novel constraints for camera calibration: first, the inter-frame constraints
extend the current state-of-the-art to situations where only one vanishing point is available. Second,
the constraint making use of constant motion is especially useful in applications such as self-
calibration from turn-table sequences and calibration of a camera network, where the cameras
are arranged in angularly equal positions on a circle. We developed a new framework for video
analysis and post-production among videos captured by cameras undergoing distinct general or
special motions. This framework is able to enforce the geometrical correctness and photometric
consistency.
This work addresses the following problems in different areas: camera calibration, camera
motion analysis, single view geometry, shadow synthesis, video alignment, video segmentation,
alpha matting and image-based rendering. However, all of these problems are closely related and
213
demonstrate the important fact that video post-production techniques will be useful and attractive
if we successfully resolve the related vision problems.
214
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