A proposed method is considered to classify the regions in the close neighborhood of selected measurements according to the ratio of two radionuclides measured from either a radioactive plume or a deposited radionuclide mixture. The subsequent associated locations are then considered in the area of interest with a representative ratio class. This method allows for a more comprehensive and meaningful understanding of the data sampled following a radiological incident.
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INTRODUCTION
The management and analysis of field sample data following a radiological incident is an important and time sensitive problem. In particular, the characterization of radionuclide activity ratios across a sampling area can be very complex, especially when the large number of possible radionuclide activity ratio combinations and the variability of sampling capabilities and results are considered. Up to this point, it was assumed that activity ratios of radionuclides determined based on an initial sampling could be considered to be the same across the sampling area. This assumption in turn allowed analysts to apply the same Derived Response Levels (DRLs) across the sampling region to identify where protective actions (e.g., sheltering, evacuation, relocation) may be warranted. While the application of the same radionuclide activity ratio across a sampling area simplifies the problem, this simplification may mask important patterns in the distribution of radionuclides that a more in-depth analysis of the sampling data might reveal.
This report proposes a method to classify the regions in the close neighborhood of selected measurements according to the activity ratio of two radionuclides measures (Cs-137 and I-131), and then associate each location in the area of interest with a representative ratio class. This method will allow for a more comprehensive and meaningful understanding of the data sampled following a nuclear incident. More precisely, this report will focus on answering the following questions:
1. How many different reference ratios should be considered for a given sampling area?
2. Which ratio should be used for any specific location?
3. What recommendations can be given regarding the location of future measurements in order to reduce the overall uncertainty over the sampling region?
Section 2 gives a more complete representation of the problem considered. Section 3 details the representation of data in a matrix or graphical form. Section 4 proposes a matrix analysis of the data as a step toward organizing all observations into ratio groups to analyze the data. This method is developed further in Section 5 for situations with large numbers of observations. Section 6 concludes the discussion of the proposed methodology by creating a spatial mapping of the determined ratio groups. An example of the entire approach for a simple model is presented in Section 7.
Background
During the Fukushima Daiichi nuclear power station meltdowns and subsequent environmental radiological releases, the Department of Energy's National Nuclear Security Agency activated Consequence Management (CM) assets. The CM assets provided technical analysis, advice to the U.S. and Japanese Government officials to support immediate decision-making and longerterm stabilization planning, and conducted technical analyses in support of potential mitigation and recovery strategies. As part of this response, CM assets established DRLs based on the radionuclide activity ratios observed at a single location, the Aerial Measuring System (AMS) Test Line. As the accident response progressed, it became apparent to CM Assessment Scientists that using a single ratio of radionuclides for the entire deposition footprint may not be appropriate. Table 1 provides the Cs-137 to I-131 ratio at specified distances and directions from the Fukushima Daiichi site. The samples used to create Table 1 were collected between March 27, 2011 and April 24, 2011 by CM assets, and are decay adjusted to noon March 14, 2011. To better understand the dependence of the calculated DRL on the radionuclide activity ratios, consider the Cs-137 to I-131 activity ratios in Table 1 . The default assessment methods specified in the Federal Radiological Monitoring and Assessment Center (FRMAC) Assessment Manual and the TurboFRMAC 2013 software package were used to calculate the Early Phase (96 hours) and 1 st year (365 days) DRLs for the Cs-137 to I-131 activity ratios in Table 1 . Table  2 presents these results. Although the AMS Test Line DRL for the Early Phase (listed as 'AMS' in Table 2 ) is essentially the same when compared with all other activity ratios (~10% difference), marked differences (~25-85%) are noted when the 1 st year AMS Test Line DRL is compared to the 1 st year DRLs calculated from the other radionuclide activity ratios. Figure 1 and Table 3 provide the 1 st year dose rate DRL contours and effects from Table 2 for the AMS Test line ratio (0.63 mrem/hr), the 18.9 mile northwest result (2.1 mrem/hr), and the 38.9 mile south-southwest results (4.1 mrem/hr) with hypothetical Fukushima Daiichi contamination data (assuming a two day release time period). As seen in Figure 1 and Table 3 , the AMS Test Line ratio would have a significant impact for regional relocation decisions (~2200 square miles and ~1,000,000 people effected between the 0.63 -2.1 mrem/hr contours). 
PROBLEM DESCRIPTION
It is recognized that the radionuclide mixture deposited on the ground (footprint) may have different radionuclide activity ratios at different directions and distances from the release point. Inappropriate protective action decisions may be recommended if those decisions are based upon an incorrect DRL. A defensible, statistically-based method is needed to determine when radionuclide activity ratios are sufficiently different to warrant a different DRL. This section provides a discussion on this problem which is analyzed within rest of this report.
Presentation of a Simple Problem
The simplest problem that can be considered is the measurement of two radionuclides concentrations (e.g., Cs-137 and I-131) with no uncertainty present in their measurements. Under the prescribed initial sampling scheme that is usually applied following a radiological release, described in the FRMAC Monitoring Manual Volume 1, Section 3.3.1 [1] , the following discussion considers the application for the proposed method to a case in which ten initial values of the radionuclide activity ratio are known and is further discussed in Section 4.
Description of Enhanced Complexity
There are several additional elements present in the real-world consideration of this problem that may add complexity to the proposed method of analysis:
 As was discussed previously, the concurrent comparison of many different radionuclide activity ratios in order to create a spatial representation of similarity across the sampling area strongly increases the complexity of the problem under consideration.
 Additionally, the values for parameters measured in the field may be presented with a certain amount of uncertainty that must also be considered and will further complicate the determination of similarity.
 Finally, the addition of hundreds or thousands of more data points and the number of groups that these points might be split into would necessarily complicate the consideration of the problem.
REPRESENTATION OF THE AVAILABLE DATA
To begin the analysis, the radionuclide activity ratio values at each sample point must be compared to one another. There are several ways that the available data might be represented as the first step in analysis. The choice for the representation of available data depends upon the ultimate method that will be used to group the data.
Matrix Representation
In order to mathematically compare the ratio values across the sampling area, an "n × n" matrix, in which 'n' represents the number of observations, is constructed (see Table 4 ). Each cell (i, j) is populated with the comparative difference between observations 'i' and 'j'. This comparative difference value could be either the absolute difference between the ratio values under a fixed value approach or could be the difference normalized by the mean ratio under a statistical approach. Additional applications of the proposed method could also include the calculation of comparative difference values among sampling points regarding measured uncertainty or confidence intervals that might be presented in the original data. The diagonal value represents the relation of the observation 'i' to itself and is therefore equal to zero. 
Graphical Representation
A graphical representation of the data points without any spatial information included might also help to inform the selection of groups of similar ratios. Ratio values indexed by their data point number could be shown on one line such that clustering patterns and points that are not close to any others might be identified (see Figure 2) . A cumulative distribution function (CDF) can then be constructed in order to present a more classical representation of the ratios variation (see Figure 3 ). 
ANALYSIS OF DATA TO DEFINE RATIO GROUPS
This section provides discussion on which selection methodology was considered for this work, how the Cs-137 to I-137 ratio is treated, and the propagation of uncertainty.
Simple Estimate of Influence and Grouping
There are several methods that might be used to calculate the comparative difference between ratio values among all possible combinations of sampling locations.
1. The simplest way to calculate a value that could be used to make such a comparison is to find the absolute difference between the ratios at any of the two selected locations. These calculated differences populate the representative matrix discussed in Section 3.1 and can be used to determine groups of similar ratios using a fixed reference value, as discussed in Section 5.
1. An example of a matrix populated using this approach is shown in Table 6 . The original ratios sampled in this example are given in Table 5 . This approach would be an appropriate choice if the ratios values are close to one another. This calculation of a comparative difference value could be extended by calculating the absolute value of the simple difference between ratios.
2. In situations in which the ratios across the sampling area may span orders of magnitude, it may be more appropriate to calculate the log of the absolute value of the difference between the ratios. It is recommend the calculation of the log of 1 plus the absolute difference in order to avoid an infinite result for cells on the diagonal and keep all numbers positive. An example of a matrix populated using this approach is shown in Table 7 .
3. A more statistically based approach to calculating a value for the comparative difference between the ratios at any two sampling locations involves the calculation of the mean ratio and the standard deviation. Under this approach, the difference between the ratios at any two sampling points is divided by the mean ratio. These calculated values are used to populate the representative matrix which, in turn, is used to determine ratio groupings based on a statistically calculated reference value. This is further discussed in Section 5.
1. An example of a matrix populated using this approach is shown in Table  8 . This approach would be an appropriate choice if a statistically based method is preferred. 1.49E+00 Point 4
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Selection of Correct Metric Comparison
The selection of the correct metric for comparing the values calculated in Section 4.1 is determined by the desired approach for analysis. The metric selected is related to the manner in which the representative matrix is populated. The metric for comparison is referred to as the strength of relation within this work.
A fixed value for the strength of relation can be used to compare the simple differences populating the representative matrix like that shown in Table 6 . This fixed value is compared to the calculated difference between ratios at two points. If the difference between the ratios is less than the fixed value of the strength of relation, the ratios are assumed to be the same.
Under the comparison approach motivated by statistics, the coefficient of variation is first calculated by dividing the mean ratio by the standard deviation. The chosen value of the strength of relation is then multiplied by the coefficient of variation to determine a reference value that will be used to compare the ratios among sampling points based on the difference of ratios divided by the mean that populate the representative matrix like that shown in Table 8 . If the difference between ratios divided by the mean ratio is less than the strength of relation multiplied by the coefficient of variation, the ratios are assumed to be the same. Additional variations of this method could use the strength of relation selected statistically from a t-distribution perspective or from a standard error perspective. If the t-distribution perspective is used, the selected degree of freedom would be 1 where 'n' represents the number of observations and the corresponding t-distribution could be found based on a certain confidence level. Under the standard error perspective, the strength of relation would be equal to 1 √ ⁄ where 'n' represents the number of observations.
It is important to consider the span of the ratios under consideration and the physical meaning of the value of this span when the strength of relation is chosen under either approach. In either case, the smaller the strength of relation, the less likely that any two points will be grouped together, while a larger strength of relation will lead to a greater likelihood of point being grouped together.
Treatment of Multiple Ratios
The case in which ratios of multiple radionuclide combinations need to be considered in order to make a comparative determination of ratios across sampling points adds complexity to the problem. Analysis of such a problem begins with the calculation of differences for each ratio of interest across the sampling area as was done with one pair of radionuclides. After these differences are calculated, the importance of one ratio can be weighted based on some type of chosen metric. This weighting might be based on what is more important for analysis (e.g., dose conversion factors), which measurements are more accurate, knowledge that one ratio is more representative than the other, etc. After each ratio is assigned a weight, the convoluted distance can be calculated according to any kind of normalization. Two possibilities could be the simple L 1 and L 2 norms, that is to say:
 Take the absolute value for each ratio measure and apply the weight. For each location, sum the weighted measures of the different ratios and work with the resulting sum.
 Take the square value for each ratio measure and apply the weight. For each location, sum the weighted measures and work with the square root of the resulting sum (note that the weight is applied after squaring the results to avoid dilution). L 1 and L 2 norms are from the family of mathematical L i norms (called vector norms), which are defined as | | ∑ / . One important point is that such norms conserve the unit as it is defined in the same space as each individual element of the vector. It is fairly common to define a distance as a norm, since a norm is always positive (i.e., independent of the direction), and brings back a multi-dimensional space into a mono-dimensional space which simplifies the comparison. L 2 norm is the most commonly used norm in geometry. In geometry it is used to estimate the distance between two points in a 2D or 3D space. However, for this work the interest is the estimated distance in ratios, which is a different dimension; so L 2 , while still valid, may not be the norm of preference. What is happening when one looks at the norms is that the higher 'i' is, the biggest emphasize is given to the largest numbers. L 1 does not distort the space while L∞ distorts it so much that it is equivalent to consider only the maximum value in the vector.
Propagation of Uncertainty
The measurement of some radionuclide concentrations may be presented with a certain amount of confidence or uncertainty. It is important to track the propagation of this uncertainty to the calculation of a ratio between two measured radionuclides at a sampling point. Depending on the distribution type used to represent uncertainty in the concentration measurement, the ratio distribution will have different characteristics. In a simple case, the uncertainty can be defined analytically [2] - [4] (also see http://en.wikipedia.org/wiki/Ratio_distribution (January 28, 2014) for a more complete discussion). In the case of a more complex relation, a Monte Carlo technique can be used to estimate the resulting distribution.
The uncertainty on a ratio can also be used as an indicator for the weighting process when multiple ratios are under consideration as was discussed in Section 4.3. The larger the uncertainty in the ratio, the lower the weight associated with this ratio should be because the associated weight may be more variable.
ORGANIZING MULTIPLE OBSERVATIONS INTO RATIO GROUPS
The determination of groups of ratios that could be considered to be the same directly follows the determination of the strength of relation and subsequent treatment of multiple ratios and uncertainty. There are several methods that can be applied in order to select appropriate groups of ratios and appropriate representative ratios for those groups.
Simple Quantitative Comparison
As was discussed in Section 4.2, the chosen metric for comparison can be used as a simple reference value in order to determine what ratios can be grouped with one another. If a fixed value is chosen for the strength of relation, this value will be used as a reference to compare the calculated differences between ratios. If the difference between the ratios calculated at two points is less than the strength of relation, the ratios will be assumed to be the same. If a statistically based approach is chosen, the reference value is calculated by multiplying the chosen strength of relation by the coefficient of variation. This reference value is then compared to the populated matrix of the difference between ratios divided by the mean. Again, if the difference between ratios divided by the mean ratio is less than the calculated reference value, the ratios will be assumed to be the same.
Following the comparison of ratio differences using the selected metric, a matrix showing the comparative results can be created. An example of a matrix showing the comparative determination made for the values shown in Table 5 based on the use of a fixed value of 0.5 for the strength of relation is shown in Table 9 . Pairs of points at which the chosen radionuclide ratios have been determined to be close enough to be considered to be the same are marked with a green "yes." In this specific example, the simple difference of ratios between pairs of points marked with a "yes" was determined to be smaller than the fixed value of the strength of relation. Pairs of points whose ratio difference was larger than this value are marked with a red "no." Groups are determined by clusters of points that are all determined to be close enough to one another.
One weakness in utilizing this grouping method is the risk of creating overlapping groups. A point that is in a certain group may be determined to have the same ratio as a point that is not the same as any other of the points in the group. An example of this drawback is shown in Table 9 in which two groups intersect. Point 3 is shown to be the same as points 0, 1, and 2 but is also grouped with point 4, 5, 6, 7, and 10, which is not comparatively the same as the previous group. A graphical representation of this overlapping grouping can be seen in Figure 4 . This risk of overlapping might be avoided by applying another method for determining groups of similar points. 
Grouping Method: The Neighborhood Method
While the matrix method works well when few observations are involved, it becomes impractical when the number of observations increases from tens to several hundreds or thousands. In such a case, it is likely that many overlapping groups will be created and the grouping will become too difficult.
In such a situation, the graphical representation shown in Figure 2 can be used so that clusters of points that are close to one another can be identified. Under this grouping approach, the zone of influence of each point is estimated by progressively increasing the ratio neighborhood and comparing how many other points each successive neighborhood includes. Those points with the biggest neighborhoods could be used as central references for a ratio group.
There are various methods by which appropriate reference neighborhood distances might be determined. If the ratios observed are uniformly distributed, the reference distance might be calculated by dividing the number of observations by the number of groups, which would result in an estimate of the approximate number of observations in each group. However, this situation is unlikely as ratios are likely to be clustered and a larger number of observations will need to be defined in some groups, meaning that this approach will probably underestimate the number of points that the biggest group should have.
In a classical distribution of ratios, one can expect to have about fifty to seventy percent of the distribution to occur within plus or minus one standard deviation. Under another approach, this number could be used to estimate the number of points that will be included between the mean or median plus or minus one standard deviation. However, as a result, this number will tend to overestimate the number of points that should be included in this first group.
The average of these two values could be taken as the first neighborhood value in order to mitigate the underestimation or overestimation of the number of observations in the first chosen group caused by the respective approaches proposed above. This reference distance might be calculated by using plus and minus one standard deviation about the mean or median. Another estimate might be found by dividing the number of observations by the number of groups. Under the methodology that is considered, the average of the two previously described numbers was used as the neighborhood size.
After the initial neighborhood size is determined, this neighborhood will be applied to each observation and groups will be created according to the largest neighborhood (see representation in Figure 5) . The groups are then removed one by one and the neighborhood size will be estimated and applied again until all groups are created (see representation in Figure 6 ). Following the creation of all groups, some points that are relatively far from any others may be left without a group. In this case, such a point might be placed in the group with the closest defined neighborhood (see Figure 7 ). The method described above is one of many methods that could be used to regroup the ratios into zones of influence.
Selection of a Representative Ratio Value
A representative ratio value must be selected following the determination of ratio groups. There are several ways that this representative ratio can be estimated for each ratio group. Three methods are proposed below:
1. The simplest method is to take the average of all of the ratios that have been grouped together and to use this as the representative ratio for the group.
2. Another approach could be to take the value of the ratio at the most representative point of the group as the representative ratio for the entire group. This method logically follows from the application of the neighborhood method discussed in Section 5.2. The representative ratio chosen in this case would be the ratio at the central reference point around which the chosen influence neighborhood has been determined.
3. Finally, if ratio groups vary by orders of magnitude, the geometric mean could be used as a representative value as opposed to the arithmetic mean.
Analysis Incorporating Multiple Radionuclide Ratios
There may be a need for multiple radionuclide ratios to be taken into consideration as groups of sampling points with similar characteristics are created. If multiple ratios are used to determine groups of points, one method might be more suitable than others. It is of course perfectly valid to use a different representative value for each ratio. If for instance some ratios vary by orders of magnitude, a geometric mean would be more appropriate. For some other ratios, the arithmetic mean may be the best representation for each group. This choice is completely independent and therefore does not affect the weighting scheme described in Section 4.3.
USE OF RESULTS ON SPATIAL MAP
This section provides discussion on the application of the statistical analysis to a field map and discusses how statistical transitions can be used for further field monitoring.
Nearest Neighbor Approach
In order to implement the proposed analysis in a field situation, it is important that the results be presented spatially so that any decisions that must be made can be applied. One method for creating such a spatial map uses nearest neighbor polygons [5] (also see http://en.wikipedia.org/wiki/Nearest-neighbor_interpolation (January 28, 2014) for a more complete discussion).
This method follows directly from the selection of groups and the determination of a representative ratio value for each group. Under this approach, polygons dividing the space under consideration are constructed around sampling points where the ratio value is set to the representative value that is chosen for each point's group. Every point inside of the polygon constructed around a sample point is closer to that sample point than to any other sample point. This creates a spatial mapping like that shown in Figure 8 . In this figure, sampling points are marked at their locations within their respective polygons.
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Determination of Spatial Boundaries
An additional advantage of the spatial representation of ratio groups across the sampling area under consideration is the identification of spatial boundaries or zones of low knowledge that may be present in the data. These zones are shown in Figure 8 as the boundaries between ratio groups. A representation of the accuracy for the technique can be considered by plotting the minimum distance from a measurement at each location. Figure 9 displays such a contour map, showing the uncertainty amongst the areas in terms of ratio representativeness. The assumption is that there should be a smooth transition between ratios and, consequently, there is a larger uncertainty in areas further from any observation (if Gaussian is assumed).
In addition to showing the accuracy of the nearest neighbor technique, this representation could help to identify areas where the most meaningful subsequent observations (sampling points) should be made. This will help to ensure that additional sampling is conducted in a manner that will generate the most knowledge about the total area under examination.
Appendix A provides a review on how this proposed methodology is consistent with guidance provided in the U.S. Environmental Protection Agency's Multi-Agency Radiation Survey and Site Investigation Manual (MARSSIM). 
EXAMPLE USING NARAC RESULTS
This section discusses the methods used to create real world radionuclide deposition data, statistical analyses, and subsequent mapping of plume deposition of a mixture of cesium and iodine. A more simplistic plume model (HotSpot [6] ) is also provided in Appendix B.
Extraction of Data
The National Atmospheric Release Advisory Center (NARAC) provides computer predictions for atmospheric transport of radionuclides downwind of the release using real-time weather data. Located at the Lawrence Livermore National Laboratory, NARAC is a national support and resource center for planning, real-time assessment, emergency response, and detailed studies of incidents involving a wide variety of hazards, including nuclear, radiological, chemical, biological, and natural emissions. NARAC provides tools and services to the FRMAC that map the probable spread of radiological material accidentally or intentionally released into the atmosphere.
NARAC was used to create plumes with as many points from a ten point sample plan as possible. The theoretical plumes were used for the release of Cs-137 and I-131 using real-time weather data, and each radionuclide had a varied deposition velocity of 0.3 cm/sec and 0.1 cm/sec, respectively. Figure 10 shows the theoretical plume for the Cs-137 release. The ten-point sample plan as determined in Section 3.3.1 of the FRMAC Monitoring Manual was implemented for the data points selected for this analysis [1] .
For the simulated plume release, the ten-point sample plan was applied after a 15 minute release. Table 10 provides the location, NARAC model used, and material released. Based on this information, the ground deposition was evaluated at 12 hours. Since wind speeds vary downwind between the two NARAC models, the coordinates (X/Y) for the ten point sample plan are different in the plume for I-131 as compared to Cs-137 and are shown in Table 11 and Table  12 , respectively. Figure 11 and Figure 12 illustrate the I-131 sample points within the plume using the ten-point sample plan shown in Table 11 . Additionally, Figure 13 and Figure 14 illustrate the Cs-137 sample points within the plume using the ten-point sample plan shown in Table 12 . 
Matrix Creation and Results
Due to the nature of the NARAC model, samples for Cs-137 and I-131 that were taken from the model had to be sampled from the dispersion plume at separate times, and could not be taken at exactly the same location. The map of the sampling scheme for these values is shown in Figure 15 . In order to simplify the application of the proposed methods to this modeled data, the sampling locations were averaged, the ratios of Cs-137 to I-131 were calculated, and the ratios were assumed to occur at these averaged locations. The Cs-137 and I-131 concentration values and their calculated ratios are shown in Table 13 .
Following the determination of sampling locations and the calculation of ratio values at these locations, a matrix of comparative difference like those discussed in Section 4.1 can be created. For this example, a simple difference calculation was chosen as the value for comparison. The matrix was populated with the simple difference between all pairs of ratios across the sampling area and is shown in Table 14 . Following the creation of this matrix, these values were compared using a fixed value of 0.5 for the strength of relation. Pairs of points were determined to have the same ratio value when the difference between their respective ratio values was less than 0.5. A matrix of these comparative decisions was created in which points that were determined to be the same under the chosen method of analysis were marked with a green "yes" and points that were determined to be different were marked with a red "no." This matrix is shown in Table 15 . 
Grouping of Data
Three groups of ratios were created following the comparative determinations made using the fixed strength of relation. These groups were chosen based on dominant blocks of points that were determined to be the same as one another with outlying points grouped in a manner similar to the neighborhood method. The average of the ratios of points grouped together was chosen as the representative value for each group. These designated groups, their members, and calculated representative values are shown in Table 16 . 
Creation of Ratio Map
A spatial map of these groups across the sampling area was created using the nearest neighbor polygon method. This map is shown in Figure 16 . As was discussed in Section 6.2, the boundaries between the polygons shown on the spatial mapping represent areas where knowledge regarding the application of ratio values is the lowest. Further sampling of this area should be conducted in these zones of low knowledge in order to gain the most meaningful information about the patterns present in the spatial variability of radionuclide activity ratios across the sampling area.
CONCLUSIONS
While initially this study was driven by a very simple question, "Can we use the same representative ratio for all observations," it was discovered that the problem was more complex than expected and required a more sophisticated technique in order to report meaningful results. The problem has to be split into two parts.
The first part considers all observations regardless of their locations and determines how many different groups should be considered. This determination needs to be done with both physical and statistical interpretations in mind, meaning that the range and variation of values need to be considered (i.e., statistical interpretation) as well as the consequence of changing the ratio by a certain amount (i.e., physical interpretation). The methodology presented in this report gives the tools to apply such considerations, but selecting the correct representative split can only be done along with consultation of experts and through deeper understanding of the problem and the statistics involved.
The second part considers the geo-location of the observations in order to:
1. Create a map that could be used to follow the plume/deposition and apply the correct ratio group to each location, and 2. Determine where the biggest uncertainty is located so that the next set of samples can be considered.
This method has been tested on synthetic and realistic (NARAC) data and has been presented using examples from these tests. Further work will be necessary to fully develop and V&V (i.e., verify and validate) this approach so that it can be applied to real data taken following a radiological release.
APPENDIX A Independent Review of Proposed Region Classification Method for Radionuclide Mixtures
Reviewer: Robert G. Knowlton, Ph.D., P.E., Sandia National Laboratories Date: January 27, 2014
Purpose: The purpose of this review is to determine if a proposed methodology is consistent with guidance provided in the Multi-Agency Radiation Survey and Site Investigation Manual (MARSSIM). A method is proposed method to classify the regions in the close neighborhood of selected measurements according to the ratio of two radionuclides measured from either a radioactive plume or a deposited radionuclide mixture.
Observations: MARSSIM provides guidance for conducting radiation surveys and performing investigations at potentially contaminated sites. MARSSIM follows a step-wise process for planning, implementation, assessment, and decision making. The guidance strongly recommends the application of the Data Quality Objectives (DQO) process in order to assure adequate quality and quantity of data and information. MARSSIM provides specific statistical methods for designing sampling strategies that account for decision errors, uncertainty, and derived concentration guidelines. The Data Quality Assessment (DQA) phase utilizes statistical methods to analyze data collected during implementation. Again, MARSSIM has specific statistical methods and plotting guidelines to aid in the interpretation of the data to assess whether project objectives have been met. In addition, MARSSIM recognizes that other methods may exist that can also aid in the DQA phase.
Typically, the distribution of contamination is assumed to be uniformly distributed unless proven otherwise. The ability to evaluate the potential uncertainty in the spatial distribution of radionuclide mixtures is the purpose of the proposed method for evaluating regions for radionuclide mixtures. The proposed method evaluates the results of a 10-spot sampling plan within a potentially contaminated area by performing analyses of comparative differences between cesium-137 to iodine-131 activity ratios. Matrix tables and spatial plots are used to assess regions of similar activity ratios. The method is intended to explicitly address the uncertainty in the data and how it relates to the decision making process. Therefore, this method is part of the DQA phase.
MARSSIM states in Section 2.3: "Usually a decision maker will make a correct decision after evaluating the data. However, since uncertainty in the survey results is unavoidable, the possibility of errors in decisions supported by survey results is unavoidable. For this reason, positive actions must be taken to manage the uncertainty in the survey results so that sound, defensible decisions may be made." In addition, consider the following from MARSSIM Section 2.6 Flexibility in Applying MARSSIM Guidance: "The plan should also demonstrate that the extrapolation from measurements performed at specific locations to the entire site or survey unit is performed in a technically defensible manner." The proposed method meets these criteria. Also, in Section 2.6.1 Alternate Statistical Methods: "MARSSIM encourages the use of statistics to provide a quantitative estimate of the probability that the release criterion is not exceeded at a site." MARSSIM does not specifically recommend any statistical methods to address the spatial variability of the activity ratios and how that relates to the assignment of different regions of concern. But obviously from the statements listed above, MARSSIM allows for the use of alternate methods to address this uncertainty in order to provide decision makers with the best available data. Therefore, the proposed method is deemed consistent with the MARSSIM guidance.
Conclusion:
The proposed method is consistent with the MARSSIM guidance.
HOTSPOT Analysis
For the purpose of verification, another simple plume model was created to test the proposed method. The HotSpot Health Physics Code [6] provides a first order approximation of atmospheric release of radioactive materials and radiation effects in a short-term and shortrange (i.e., within a few hours and less than 10 km) predictions for one direction with a single meteorological input (e.g., wind speed and atmospheric stability class). HotSpot does not take into account varying geological and weather conditions. Simulated plumes for Cs-137 and I-131 were considered using HotSpot with the ten-point sample plan [1] . For the simulated plume releases, the ten-point sample plan was applied after a 15 minute release. The radionucluide dispersion values for each of the ten points were considered at different constant wind speeds of 1 to 10 mph in one direction. The ground surface deposition values are based on sampled (i.e., wind speed and deposition velocity) and default values as seen in The HotSpot resulting values in Table 18 and Table 19 for Cs-137 and I-131, respectively, are based on the parameters in Table 17 and the ten data points are the resulting (X/Y) coordinates measured in kilometers based on the ten-point sample plan. The lowest deposition value for Cs-137 is with constant wind speed at 1 mph, and the highest deposition value is with constant wind speed at 2 mph. The lowest deposition value for I-131 is with constant wind speed at 2 mph and, the highest deposition value with constant wind speed at 10 mph. Figure 17 through Figure 20 were created using HotSpot to illustrate the simulated distance the radionuclides would disperse with constant wind speeds for Cs-137 and I-131. The figures are for the highest and lowest ground surface deposition values from the same data used to produce Table 18 and Table 19 . From the figures it can be concluded that Cs-137 has the farthest dispersion (note both Cs-137 plumes in Figure 17 and Figure 18 extend to the outer most distance of 120 miles). Using HotSpot, a theoretical release plume was modeled with a constant wind blowing in the same direction. The plume was sampled using the same ten-point sampling scheme [1] described in the previous example. Similar results were found across all of the wind speeds modeled. The grouping of sampling points with points that are considered to have the same Cs-137 to I-131 ratio remains fairly constant as the wind speed and strength of relation are varied to a certain degree. However, these groupings show some sensitivity to very small relative values of the strength of relation. As the strength of relation becomes smaller and smaller, the grouping becomes more sensitive and the points are broken into a greater number of smaller groups. This sensitivity is expected because the bounds for each group become smaller as the strength of relation becomes smaller and, thus, fewer points are found to have the same ratio as one another.
The ten-point sampling scheme for this model is shown in Figure 21 . The original data from the HotSpot model [6] for a 10 mph wind speed is shown in Table 20 . The simple difference was used to populate a matrix in order to compare the ratios across all samples. This matrix representation of difference is shown in Table 21 . Following this calculation of difference, a fixed value of 0.7 was used as the strength of relation to compare the ratios across the sampling area. A matrix showing the results of this comparison is shown in Table 22 . P o i n t 0 P o i n t 1 P o i n t 2 P o i n t 3 P o i n t 5 P o i n t 4 P o i n t 6 P o i n t 7 P o i n t 9
P o i n t 8 P o i n t 1 0 Following the comparative representation shown in Table 22 , three groups of points were created. Point 0 was given its own group, points 1, 2, 3, 4, 7, and 8 (all points along the center of the plume) were grouped together, and points 5, 6, 9, and 10 (all points off of the center of the plume) were grouped together. These groups were created simply by using the blocks of green "yes" decisions shown in Table 22 . The simplicity of this model and problem and the chosen strength of relation created a simple comparison without overlapping groups. The average of the ratios of these groups was chosen as the representative value for each group. A spatial map of the sampling area was created using the nearest neighbor polygon approach. This map is shown in Figure 22 .
X Distance from release (km) This additional example shows that the proposed method can be applied to a variety of situations and model types with differing complexity.
