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Abstract: In this paper，the research team discussed possible new prospective research directions of paraphrasing
technology in statistical machine translation ( SMT) ，based on reviews of state-of-the-art technology． First the re-
search team introduced the concept of paraphrases，and next a summarization of the latest progress utilizing para-
phrasing technology in SMT was conducted． Finally，conclusions were drawn，data was compared and an analysis
of the main issues of incorporating paraphrases into SMT，including translation model training，parameter tuning，
input sentences rewriting and machine translation evaluation was performed． The results proved that there is an in-
herent connection between paraphrasing and SMT． The results also point out that the correctness and diversity of
paraphrasing are the key issues to apply paraphrasing to SMT． It was highly noted that the improvement in the qual-
ity of paraphrasing resource，the establishment of a joint model of paraphrasing and machine translation and the new
proposed approach to solve data sparseness are problems which need further study．
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机器翻译( machine translation，MT) 是利用计算
机程序，实现从一种自然语言到另一种自然语言的




















义，早在 20 世纪 80 年代，语言学家 Halliday 和 De
Beaugrande 等认为复述是“概念上的近似等价”，但
互为复 述 的 2 个 语 言 片 段 的 可 替 换 程 度 ( inter-
changeability) 始 终 没 有 确 切 的 标 准［6-7］． Barzilay
















































研究集中在改进其 4 个阶段，引入到前 3 个阶段是
为了提升翻译效果，而对于自动评测主要是为了提
升机器评价和人工评价的一致性． 为了更直观地对
比前 3 种途径翻译效果的提升程度，图 2 列出了各
方法在 BLEU 值上的提升比． 因为各学者选取的实
验数据并不一致，结果对比可能略有出入． 但从图 2
中可以发现，对待译语句的改写可以更好地提升翻
译质量 ( 图 中 的 参 数 调 整 部 分，因 为 数 据 都 来 自
Madnani 的研究，故命名为“年份． 人工参考译文数
量”，“H”前的数字表示开发集的人工参考译文数
量) ． 下面从 4 个方面分别介绍引入复述的统计机
器翻译研究的国内外发展现状．
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图 2 各方法效果对比




一问题． 通常有 2 种途径: 1 ) 对训练数据的平行句
对生成复述从而扩充训练数据的规模; 2) 利用短语







双语平行句对( f，e) 的源端 f 生成句法等价的句级














如式( 1 ) 所示，式中#表示频次统计． 这种方法的不
足之处是，当短语出现次数较少时，其概率估计会出
现较大误差． Kuhn 和 Max 引入复述技术来进行平
滑翻译模型概率估计的研究．
PRF( ei | f) =
#( f，ei )




PPC( e | f) = P( e | C( e) ) × P( C( e) | C( f) ) =
#( e)
#C( e)
× #( C( e) ，C( f) )
#C( f)
． ( 2)
式中: C( e) 、C( f) 分别代表目标端和源端的短语类．
研究者认为复述片段含义相同，不应分别进行概率
估计，应对同类短语一并计算． 可以验证，当 PRF 为




Max 针对短语概率估计提出了 2 个观点: 1) 一
个合适的短语需要更多地参与到概率估计; 2) 复述
可以用来优化概率估计［17］． 他利用源端 f 的上下文
相似度的计算代替传统的频次统计，上下文相似度
偏低的短语，其概率的估计也会较低，则相应译文可
取度降低． 如式( 3) 所示:
Pcont( ei | f) =
∑〈fk，ei〉sim( Cont( f) ，Cont( fk ) )
∑〈fk，ej〉sim( Cont( f) ，Cont( fk ) )
．
( 3)
Ppara( ei | f) =
∑〈pk，ei〉sim( Cont( f) ，Cont( pk ) )
∑〈pk，ej〉sim( Cont( f) ，Cont( pk ) )
．
( 4)
式中: f 是测试集中待译的源短语，fk 是 f 在训练集
中出现的第 k 个特例，ej 表示 fk 的所有可能译文，ei
是 fk 的特定译文，Cont( f) 是指 f 的上下文． Pcont 通
过比较测试语句中短语 f 的上下文与译文为 ei 的特
例 fk 的上下文的相似度，来估计 ei 是 f 译文的概率．
式( 4) 利用复述对式( 3) 进行补充，作为另一个特征
加入到模型中． pk 是 f 的复述，〈pk，ei〉是训练集中的
短语对． 同样，考虑上下文信息来估计 ei 是 f 译文的
概率． 式( 3) 解决了 Max 提出的第 1 个问题，使上下
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层次规则［21］，如式( 5 ) ～ ( 7 ) 所示; 其次，利用基于
枢轴法( pivot-based) 的复述获取，抽取单语层次规
则，如式( 8) ～ ( 9) 所示．
X→ ＜ X1建 X2 ; X1 to build X2 ＞ ， ( 5)
X→ ＜ X1建 X2 ; X1 to construct X2 ＞ ， ( 6)
X→ ＜ X1建 X2 ; X1 to formulate X2 ＞ ， ( 7)
X→ ＜ X1 to build X2 ; X1 to construct X2 ＞，( 8)












有所提高． 虽然 Madnani 在不断细化复述的生成，但
其方法仍有几点不足之处: 1) 用单语翻译解码来生
成复述句，缺少对一些错误复述的过滤; 2 ) 由于单
语开发集的稀缺，单语翻译模型调参的准确性有待
考证; 3) 词语对齐、复述生成、单语翻译等前序步骤
带来的噪声传播也会对翻译产生负面影响; 4 ) n-
























Onishi 和 Du 利用短语级复述构建待译语句的





Fig． 3 An example of how to build a paraphrase lattice for an input sentence［32］















构造词图． 这样做的好处有 2 点: 1 ) 不但生成了词















加权得到评价分数． 很多学者基于 BLEU 指标改善
机器翻译的自动测评． Kauchak 调查发现，NIST2004
测试集中每个句子的参考译文两两组成句对，其中

















考译文的表达［38］． Zhou 则针对 BLEU 没有考虑召回
率和缺少对复述匹配的支持来进行改善，提出了基
于 BLEU 的 ParaEval 评测方法［39］，对 1-gram 的匹配
进行修改使其支持了复述匹配，并使用单参考译文
计算召回率．







Snover 基于其在 2006 年提出的 TER 评测指
标，融合了可调参数、形态学分析、同义词以及复述
之后，提出新的评测指标 TERp［41-42］． TERp 不但将
参考译文和机器译文字面相同的片段匹配，还将有




Pado 将文本蕴含( textual entailment) 用在机器
翻译的评测中［43］． 蕴含被定义为一个前提 P( prem-
ise) 和一个假设 H( hypothesis) 之间的二元关系，即
若已知前提 P 成立可以推出 H 为真，则说 P 蕴含
H． 研究者一般将复述看作蕴含的特例，因为复述是
双向的，而蕴含的推理是单向的． 举例说明: 设 P 为
“Jane is a French teacher”，H 为“Jane can speak
French”，则 P 蕴含 H，H 可从 P 中推理出来，相反 P































述生成的准确率． 如表 1 所示，有 4 句复述句，其中






关． 如表 1 所示，句子( 1 ) 是原句，句子( 2 ) 是利用
“the movies-＞the films”复述规则生成的复述句． 可
以发现这条短语复述规则是正确的，但是生成的“go
to the films”并不符合英语的习惯用法． 没有考虑句
中上下文、句法信息与简单地使用短语级复述规则
是造成句子 ( 2 ) 错误的根本原因． 而表 1 中句子
( 3) 、( 4) 使用了错误的复述规则，因此产生了语法
错误．
表 1 复述句实例
Table 1 Examples of paraphrase sentence
复述句 序号 正误
Everyone often goes to the movies． ( 1) 原
Everyone often goes to the films． ( 2) 错
Everyone goes often to the movies． ( 3) 错
Everybody goes to the movies often． ( 4) 错

















































1) 个体性． 如表 2 所示，当用英文表达“请给我
一杯啤酒”时，因为个人的习惯与口语的随意性，有
多种结构完全不同的表达形式时． 当训练语料库中







Table 2 Examples of the diversity of paraphrase
多样性例句 序号
A beer，please． ( 1)
Beer，please． ( 2)
Can I have a beer? ( 3)
Give me a beer，please． ( 4)
I would like beer． ( 5)
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