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O Problema de Transporte com Custo Fixo (PTCF) é uma classe da 
Programação Linear (PL), em que o custo total de envio de um produto, 
de uma origem para um destino, é composto por um custo unitário de 
transporte, proporcional à quantidade de itens enviados, e um custo f ixo, 
associado à abertura da rota. O PTCF é NP-hard  e além disso possui 
uma característ ica que à medida que a diferença entre o valor do custo 
unitário e o do custo f ixo aumenta, o tempo computacional sofre 
alteração, piorando o desempenho.  A base de problemas gerada por Sun, 
em 1998, foi adotada para realizar os testes computacionais. Após 
revisar alguns métodos da literatura, as heuríst icas HEUR -1, HEUR-2, 
KOWA e HEUR-3 foram desenvolvidas e implementadas, util izando 
estrutura de árvores e com otimização em relação ao cálculo das 
variáveis duais. Após realizar os testes computacionais, os métodos 
desenvolvidos foram comparados entre si constatando -se a 
superioridade de HEUR-3. A seguir, HEUR-3 foi comparado com BT, GIP, 
CORE2 e CORE3, que são métodos da literatura uti l izados para resolver 
o PTCF além de comparar o desempenho com o solver Gurobi. Para 
todos os testes foi definido como critério de parada o tempo limite de 120 
segundos. Cabe ressaltar que HEUR-3 e BT são heuríst icas puras 
enquanto GIP, CORE2 e CORE3 fazem uso de um solver  em determinado 
momento da rotina. Os valores obtidos para o PTCF em cada método da 
literatura e solver  aqui citados, juntamente com HEUR-3, são analisados 
e discutidos parte a parte. A conclusão dessa tese mostra que HEUR-3 
é superior quando comparado ao solver GUROBI e aos métodos BT, 
CORE2 e CORE3, o que não ocorre apenas com relação à técnica GIP.     
 






The Fixed Charge Transportat ion Problem (FCTP) is a Linear 
Programming (LP) class, whereby the total shipping cost of a product, 
from a source to a destination, consists of a unit  transportat ion cost, 
proport ional to the amount of sent items and a f ixed charge associated 
with the opening of the route. The FCTP is NP-hard and has a 
characteristic in which, as far as the difference between the value of the 
unit cost and the f ixed charge increases, the computational t ime changes, 
worsening the performance. The base of problems generated by Sun, in 
1998, was adopted to perform the computational tests. Following the 
review of some literature methods, the heurist ics HEUR-1, HEUR-2, 
KOWA and HEUR-3 were developed and implemented, using a tree 
structure and with optimization in relation to the calculation of dual 
variables. After executing the computational tests, the developed 
methods were compared to each other, confirming the superiority of 
HEUR-3. Next, HEUR-3 was compared to BT, GIP, CORE2 and CORE3, 
which are literature methods used to solve the FCTP, in addition to 
compare the performance with the Gurobi solver. For all  tests, the 
timeout of 120 seconds was set as stop criterion. It should be noted that 
HEUR-3 and BT are pure heuristics while GIP, CORE2 and CORE3 make 
use of a solver at a given moment of the routine. The values obtained for 
the FCTP in each of the literature methods and solver l isted here, 
together with HEUR-3, are analyzed and discussed side by side. The 
conclusion of this thesis shows that HEUR-3 is superior when compared 
to the GUROBI solver and with BT, CORE2 and CORE3 methods, which 
does not only occur merely to the GIP technique.  
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1   INTRODUÇÃO 
O Problema de Transporte (PT), destaca-se entre os típicos 
problemas da Programação Linear  (PL) que em 1941 foi proposto por 
HITCHCOCK (1941) e a sua resolução, através de algoritmo, feita  por 
Dantzig em 1951 (LOCH, 2014). Nele, o custo total de envio de um 
produto, entre uma origem e um destino, é proporcional à quantidade 
transportada. Por outro lado,  existem os Problemas Gerais com Custo 
Fixo (PGCF), que consideram a existência do custo f ixo, como a abertura 
de uma estrada.  
O Problema de Transporte com Custo Fixo (PTCF) surge então  
como um caso part icular dos PGCF e uma generalização do PT  (LOCH, 
2014), sendo proposto por Hirsch; Dantzig (1954).  
A formulação matemática do PTCF assemelha-se a de um PT, 
porém agregando o custo f ixo , que pode representar, por exemplo, 
pedágios em rodovias ou o custo de abertura de uma nova rota.  Ou seja, 
os custos f ixos no PTCF ocorrem para cada ligação uti l izada entre 
origem e destino.  
As aplicações para o PTCF, segundo Loch (2014), foram 
desenvolvidas em diferentes áreas,  tais como a alocação de veículos 
lançadores para missões espaciais, a localização de usinas nucleares, a 
gestão de resíduos sólidos, a alocação de professores, problemas de 
controle de estoque, sequenciamento de horário e designação de 
pessoal.  
Desde a sua formulação, em 1951, métodos exatos e heuríst icos 
foram propostos. Muitos deles destinados a pequenos problemas ou 
apenas mostrando sua aplicação para exemplos didáticos .  
Hirsch; Dantzig (1968) ressaltam que o PTCF é do tipo NP-hard. 
Na l iteratura corrente, trabalhos como o de Sun et al. (1998), Glover et 
al. (2005), Aguado (2009), Buson et al. (2014)  e Roberti et al.  (2014)  
trouxeram avanços para o PTCF, sendo que todos apresentaram 
resultados para a mesma base de dados util izada por Sun et al. (1998), 
com problemas de dimensão até 50x70 .  
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Esta tese visa apresentar uma metodologia de ot imização 
sugerindo uma abordagem para a resolução do PTCF. 
1.1   OBJETIVO GERAL 
O objetivo geral deste trabalho é apresentar um método heuríst ico 
para resolver o Problema de Transporte com Custo Fixo apli cado aos 
problemas da l iteratura de Sun et al. (1998), que aqui denominam-se 
BaseSun.  
1.2   OBJETIVOS ESPECÍFICOS 
Para alcançar o objetivo geral dessa tese os principais objetivos 
específ icos são:  
 Estudar o PTCF e as características que o tornam complexo.  
 Implementar computacionalmente a metodologia 
desenvolvida por Loch para o PT e o processo de melhoria 
de uma solução sugerido em sua tese.  
 Apresentar e implementar um método heurístico capaz de 
obter boas respostas para o PTCF quando aplicado aos 
problemas da literatura. 
 Realizar testes computacionais para o método a f im de 
buscar alterações que possam melhorar a resposta da 
função objetivo.  
 Comparar o método com o solver Gurobi e com resultados 
da literatura que ut il izaram a mesma base de dados.  
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1.3   JUSTIFICATIVA  
O Problema de Transporte com Custo Fixo, como já mencionado, 
pode ser aplicado não só a problemas específ icos de transporte , mas 
também em outras áreas. Othman et al. (2011) af irmam que os mercados 
competit ivos obrigam as empresas a reduzirem os custos mantendo o 
nível de serviço ao cliente. Contudo, muitas vezes esperar uma resposta 
exata, pode levar muito tempo, tal como ocorre no PTCF1. Dessa forma, 
em vários casos, uma heurística pode encontrar um resultado próximo 
do valor ótimo global  em um período de tempo menor.  
Segundo Kennington (1976), os intervalos de valores atribuídos 
ao custo f ixo, quando comparados ao custo unitário na sua função 
objetivo, interferem no desempenho do tempo computacional . Os 
problemas da l iteratura desenvolvidos por Sun et al. (1998) apresentam 
estas característ icas e servem de base para outras pesquisas 
relacionadas ao PTCF.  
Sendo assim, desenvolver e implementar computacionalmente 
uma heuríst ica para a resolução dos problemas clássicos do PTCF tem 
o intuito de minimizar o tempo para a obtenção da resposta. 
1.4   ESTRUTURA DO TRABALHO 
Esse trabalho está dividido em seis capítulos. No primeiro, 
apresenta-se a introdução do tema, ressaltando os objetivos e a 
importância dessa pesquisa.  
No segundo capítulo, é realizada revisão de l iteratura com um 
enfoque teórico e cronológico, abordando os trabalhos desenvolvidos até 
o momento.  
                                                          
1 Segundo Kennington (1976), esse fato não se restringe apenas para dimensões maiores, mas 
também sofre influência quando a diferença entre o custo unitário e o custo fixo é grande. 
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Uma abordagem mais detalhada com relação a alguns métodos é 
realizada no terceiro capítulo, pois estes foram util izados como base 
para a proposta do método heurístico desse trabalho. Também nesse 
capítulo a  metodologia desenvolvida é apresentada mostrando a sua 
evolução e as rot inas que foram implementadas, à medida que novas 
alterações eram inseridas.  
Os testes para os problemas da l iteratura foram realizados para 
cada nova heurística, conforme mostrado no quarto capítulo com os 
resultados computacionais.    
Finalmente, no quinto capitulo, foram realizadas e discutidas as 
análises e comparações entre os métodos heurísticos implementados 






2   REVISÃO DE LITERATURA 
Esse capítulo tem o objet ivo de mostrar os conceitos 
fundamentais e os trabalhos relacionados diretamente ou indiretamente 
com o PTCF. No Apêndice 1, o QUADRO 9 apresenta um resumo dos 
artigos estudados, em ordem cronológica.    
2.1   VARIAÇÕES DO PROBLEMA 
O PT é um dos tópicos de estudo da Pesquisa Operacional (PO) 
que de acordo com Silva (2012), tem a sua formulação matemática 
conhecida desde 1941. Dez anos mais tarde também foi conhecida a sua 
resolução por meio de algoritmo específ ico. A aplicação do problema é 
ampla e variada, desde a resolução de problemas de controle de estoque 
e sequenciamento de horário de funcionários até a designação de 
pessoal, entre outras.  
Os PGCF podem ser incluídos dentro da PO. Segundo Sun; 
McKeown (1993), esses problemas são uma classe bem conhecida de 
problemas de otimização combinatória que, embora semelhante aos 
problemas de PL, também contêm uma variável binária para cada 
variável contínua. Como exemplo , têm-se os problemas de localização 
de instalações, onde um custo f ixo é necessário  para disponibil izar a 
facil idade; os problemas de encomenda de material, onde um custo de 
encomenda está assoc iado a cada ordem de serviço;  problemas de 
programação de máquina, onde é necessário tempo de preparação 
(SETUP) para qualquer novo processo de operação.  
Dentro da grande variedade de PT e PGCF há uma classe de 
problemas que é uma combinação destes dois grupos maiores, 
denominado Problema de Transporte com Custo Fixo. Esse problema foi 
proposto por Hirsch; Dantzig (1954). Nesse caso, de acordo com Loch 
(2014), os custos f ixos podem ser representados por pedágios em 
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rodovias, taxas de pouso em aeroportos, custos de setup  em sistemas 
de produção, custos de construção de rodovias  e outras aplicações.  
Pode-se entender ainda que o Problema de Transporte com Custo 
Fixo Linear por Partes (PTCFLP) é uma generalização do PTCF, onde 
dependendo da quantidade a ser transportada entre cada origem e cada 
destino, os valores de custo f ixo e custo variável podem sofrer 
alterações, como mostra a FIGURA 1. 
 
 
FIGURA 1 – PROBLEMA DE TRANSPORTE COM CUSTO FIXO LINEAR POR PARTES. 
FONTE: Adaptado de Christensen; Labbé (2015) 
Para cada l igação entre uma origem e um destino, o valor do custo 
f ixo aumenta em determinadas faixas, dependendo do f luxo no arco, 
como se estivesse associado a uma melhoria no caminho, para maiores 
quantidades transportadas.  No caso do PTCF, há apenas uma função 
linear associada ao custo f ixo de transporte para o arco que l iga uma 



















Relação entre a quantidade transportada e o 
custo - PTCFLP 
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FIGURA 2 – PROBLEMA DE TRANSPORTE COM CUSTO FIXO. 
FONTE: A Autora (2017) 
Existem alguns casos particulares do PTCF que não foram 
abordados nessa pesquisa, tais como: Fixed Charge Solid Transportation 
Problem (Problema de transporte sólido com custo f ixo , com a inclusão 
de uma restrição referente ao modo de transporte)  –Liu; Lin (2007); Fixed 
Charge Transportation Problem in two-stage  (PTCF com transbordo) –  
Raj; Rajendran (2012); Step Fixed Charge Transportation Problem  (PTCF 
limitado em duas faixas) - Kowalski;  Lev (2008) e Single-Sink Fixed 
Charge Tranportat ion Problem  (PTCF com apenas uma origem ou 
destino) - Herer et al. (1996), entre outras variações.  
2.2   FORMULAÇÃO MATEMÁTICA DO PTCF 
Para explicar a formulação matemática do PTCF, inicialmente é 
apresentada a função objetivo (1) de um PT, que minimiza o custo total 
de transporte, em que 𝑐𝑖𝑗   corresponde ao custo unitário associado à 

















Relação entre a quantidade transportada e o 
custo - PTCF
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O PT pode ser estruturado conforme mostra a FIGURA 3, como 
uma rede de m origens e n destinos l igados pelos arcos que representam 
o caminho pelo qual o produto pode ser transportado.  
  
 
FIGURA 3 – REPRESENTAÇÃO EM REDE PARA O PROBLEMA DE TRANSPORTE 
FONTE: Silva (2012) 
 
As diferenças na formulação matemática de um PT para um PTCF 
começam pela função objetivo (2), que no PTCF apresenta o acréscimo 
do custo f ixo 𝑓𝑖𝑗 associado à abertura ou não da rota, definido pela 
variável binária 𝑦𝑖𝑗.  
 







Tanto o PT como o PTCF possuem o conjunto de restrições de 
oferta (3) e de demanda (4), que garantem que toda oferta de cada 
origem seja transportada bem como toda demanda seja atendida, além 
do conjunto de restrições de não-negatividade das quantidades 
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transportadas (5). Cabe ainda ressaltar, no caso do uso de equações em 









= 𝑏𝑗 , 𝑗 = 1,… , 𝑛 (4) 
𝑥𝑖𝑗 ≥ 0, 𝑖 = 1,… ,𝑚;  𝑗 = 1,… , 𝑛 (5) 
 
Para o PTCF, em relação ao PT, é adicionado o  conjunto de 
restrições (6), onde 𝑀𝑖𝑗 = 𝑚𝑖𝑛{𝑎𝑖, 𝑏𝑗}, se 𝑥𝑖𝑗 > 0 implica que 𝑦𝑖𝑗 = 1 e haverá 
abertura da rota. No caso de variáveis degeneradas e variáveis não 
básicas temos que 𝑦𝑖𝑗 = 0. O conjunto de restrições (7) também é 
acrescentado ao PTCF e indica que as variáveis 𝑦𝑖𝑗 são binárias
3.  
 
𝑥𝑖𝑗 ≤ 𝑀𝑖𝑗𝑦𝑖𝑗 , 𝑖 = 1,… ,𝑚; 𝑗 = 1,… , 𝑛 (6) 
𝑦𝑖𝑗 ∈ {0,1}, 𝑖 = 1, … ,𝑚; 𝑗 = 1, … , 𝑛 (7) 
 
No PTCF o conjunto de restrições (5), juntamente com (2) e (6), 
forçam que 𝑦𝑖𝑗 = 1 se e somente se 𝑥𝑖𝑗 > 0 e por outro lado, 𝑦𝑖𝑗 = 0 se e 
somente se 𝑥𝑖𝑗 = 0.  
Dessa forma, é possível comparar a formulação matemática entre 
um PT e um PTCF conforme mostra o QUADRO 1, destacando as 




                                                          
2 Uma outra formulação apresenta inequações para a limitação de oferta ou demanda, mas neste 
trabalho considera-se o modelo equilibrado. 
3 𝑦𝑖𝑗 = 1 implica que existe a ligação de 𝑖 para 𝑗 e 𝑦𝑖𝑗 = 0, o contrário.  
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 PT PTCF 
Função 
Objetivo 























= 𝑎𝑖, 𝑖 = 1,… ,𝑚 ∑𝑥𝑖𝑗
𝑛
𝑗=1




= 𝑏𝑗, 𝑗 = 1,… , 𝑛 ∑𝑥𝑖𝑗
𝑚
𝑖=1
= 𝑏𝑗 , 𝑗 = 1,… , 𝑛 
 𝒙𝒊𝒋 ≤ 𝑴𝒊𝒋𝒚𝒊𝒋, 𝒊 = 𝟏,… ,𝒎; 𝒋 = 𝟏,… , 𝒏 
𝑥𝑖𝑗 ≥ 0, 𝑖 = 1,… ,𝑚; 𝑗
= 1, … , 𝑛 
𝑥𝑖𝑗 ≥ 0, 𝑖 = 1,… ,𝑚; 𝑗 = 1,… , 𝑛 
 𝒚𝒊𝒋 ∈ {𝟎, 𝟏}, 𝒊 = 𝟏,… ,𝒎; 𝒋 = 𝟏,… , 𝒏 
 
QUADRO 1 – COMPARATIVO DA FORMULAÇÃO MATEMÁTICA ENTRE UM PT E UM PTCF 
FONTE: A Autora (2017) 
De acordo com Sun; McKeown (1993), no intuito de acelerar o 
processo de resolução, alguns métodos heurísticos foram desenvolvidos 
para solucionar o PTCF, com o objet ivo de produzir soluções ó t imas ou 
próximas do ótimo global,  part indo de uma So lução Básica Factível 
Inicial (SBFI).  Houveram também propostas de métodos exatos para o 
problema que serão abordadas ao longo dessa pesquisa.   
2.3   TRAJETÓRIA HISTÓRICA RELACIONADA AO PTCF 
O PTCF teve sua gênese a part ir do trabalho de Hirsch; Dantzig 
(1954). Os mesmos pesquisadores, af irmam que a função objetivo de um 
PTCF é côncava e também provam que a minimização de uma função 
côncava, definida ao longo de um poliedro  convexo, assume o seu 
mínimo em um ponto extremo. Desde então propostas exatas e 
heuríst icas foram e são apresentadas visando obter , respectivamente,  




2.3.1   Primeiros trabalhos entre 1954 e 1968  
No intervalo de tempo entre os trabalhos de Hirsh e Dantzig (1954 
–  1968) alguns métodos heurísticos para o PTCF foram desenvolvidos 
por Balinski (1961), Kuhn; Baulmol (1962), Dwyer (1966), Cooper; 
Drebes (1967) e Cooper; Olson (1968).Por outro lado, Spielberg (1964) 
e Gray (1967) tentaram propor métodos exatos.   
Balinski (1961) prova em seu trabalho que para problemas 
relaxados4: 
 
𝑥𝑖𝑗 = 𝑀𝑖𝑗𝑦𝑖𝑗 (8) 
 
e ao isolar 𝑦𝑖𝑗 em (8), a função objetivo do PTCF (2) é substituída por 
outra aproximada (9) e o problema resultante é resolvido usando o 
algoritmo padrão de transporte.  
 










Kuhn; Baulmol (1962) apresentam um método computacional 
simples de “degenerescência forçada”, aplicado a um problema de 
abastecimento da marinha.  
Spielberg (1964) e Gray (1967) util izam o processo de 
particionamento de Benders (1962)5. O primeiro no intuito de obter uma 
solução exata, sendo ef icaz para problemas com menos de 150 variáveis 
de custo f ixo. Em contrapart ida, para grandes problemas, os resultados 
computacionais foram desanimadores. O segundo decompõe o PTCF 
num problema de programação inteira e numa série de subproblemas de 
transporte6 e adapta o algoritmo de Hil l ier (bound and scan ) no intuito de 
                                                          
4 Neste caso, o problema relaxado é um PT, sem considerar custos fixos. 
5 Este processo foi proposto para resolução de problemas de programação com variáveis mistas. Um 
detalhamento do método pode ser consultado em Rocha et al. (2011). 
6 Semelhante ao método de Benders, mas aqui envolvendo apenas uma programação inteira. 
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reduzir o número de vértices a ser examinado . Além disso, ut il iza o 
método de Balinski, possibil itando encontrar resultados para problemas 
de tamanho até 8𝑥12.  
Dwyer (1966) aplica o método de matrizes completamente 
reduzidas7 para o PTCF, associado a métodos exatos e aproximados . O 
objetivo é encontrar a solução mais degenerada para o caso de custos 
f ixos, que são grandes quando comparado aos custos variáveis, e mostra 
que essa solução mais degenerada é ótima.  
Cooper; Drebes (1967) desenvolvem um método aproximado que 
util iza pontos extremos adjacentes, onde os custos da função objet ivo 
são recalculados em certa fase do algoritmo. Em determinados 
momentos do cálculo um vetor é escolhido para entrar na base de acordo 
com critérios do método. Computacionalmente, proporciona a melhor 
solução numa elevada porcentagem de tempo e, quando não encontra o 
ótimo, fornece boa aproximação.  Cooper; Olson (1968) continuam essa 
pesquisa na tentat iva de melhorar os métodos aproximados usando uma 
técnica de perturbação básica que alcança resultados melhores, porém 
insignif icantes.  
Walker (1968) avalia alguns trabalhos anteriores, aplicando o 
algoritmo de Gomory  e o método de partição de Benders  concluindo que 
são viáveis para pequenos PTCF (com dimensões até 6𝑥8).  
2.3.2   Pesquisas relacionadas ao Método de Murty   
O método exato proposto por Murty (1968), uti l iza um algoritmo 
baseado em ranking  de pontos extremos, mas não é  ef iciente em caso 
de degenerescência na solução ót ima. Os problemas resolvidos 
apresentam amplitude de custos variáve is maior que de custos f ixos, 
mostrando-se inviável para problemas de maiores dimensões.   
Gray (1971) estabelece l imites entre os valores máximos e 
mínimos do custo f ixo total e associado ao seu a lgoritmo está o de pontos 
                                                          
7 Consiste no fato de que uma constante pode ser subtraída de cada elemento de qualquer linha ou 
coluna da matriz de custos. Detalhamento sobre o método pode ser visto em Dwyer; Galler (1956). 
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extremos de Murty, possibi l i tando que u til ize uma quantidade menor de 
vért ices, obtendo redução no tempo computacional.  
Um estudo sobre as estruturas algébricas do PT foi realizado por 
Thompkins (1971), analisando as relações entre as variáveis do 
problema e agrupando-as. Para cada variável em seu agrupamento , 
l imites superiores foram estabelecidos. Ao descobrir a solução factível 
para o grupo, a viabil idade era estudada para o problema original.  
Mckeown (1975) destaca que vários problemas envolvendo 
degeneração e restrições de desigualdade surgem quando se tenta 
implementar o método de Murty diretamente . Sendo assim, apresenta um 
método que util iza uma abordagem de classif icação de vértices em 
conjunto com outros procedimentos que resolvem esses problemas. 
Sadagopan; Ravindran (1982), baseado no método de Murty, com 
implementação de atualizações dinâmicas, conseguem melhores valores 
de limite inferior.  
2.3.3   Pesquisas baseadas no Método Branch and Bound   
O Método Branch and Bound   (B&B),  
 
Baseia-se na ideia de desenvolver  uma enumeração 
inte l igente dos pontos candidatos à solução ót ima intei ra de um 
problema. O termo branch refere -se ao fato de que o método 
efetua part ições no espaço das soluções. O termo bound 
ressal ta que a prova da ot imalidade da solução ut i l iza -se de 
l imi tes  calculados ao longo da enumeração ( GOLDBARG; LUNA 
(2005) .  
 
Esse método foi aplicado por diversos pesquisadores na tentativa 
de resolver o PTCF.  
Inicialmente, Steinberg (1970) propõe três métodos heuríst icos, 
sendo que o terceiro uti l iza o procedimento exato B&B. A combinação 
dos dois primeiros algoritmos heuríst icos resultou em soluções melhores 
do que aquelas propostas ut il izando B&B. A heuríst ica de Cooper; 
Drebes (1967) foi combinada com as heuríst icas do trabalho de Steinberg 
(1970) e todos os 290 problemas (5𝑥10) foram resolvidos de forma ideal,  
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onde apenas um problema de um total de 96 (15𝑥30) não chegou à solução 
ótima.  
Gupta (1983), desenvolveu uma melhoria no algoritmo de 
Steinberg , apresentando o modelo por meio de um exemplo acadêmico 
4𝑥3. 
Kennington; Unger (1976) desenvolvem um procedimento novo de 
B&B explorando fortemente a estrutura de transporte subjacente. O 
problema relaxado assume essa forma simples e penalidades são 
facilmente construídas a part ir da solução mais adequada desse PT. 
Posteriormente, Kennington (1976) analisa o método e as conclusões do 
seu trabalho mostrando que:  
i.  o desempenho do tempo computacional piora à medida que 
aumentam os custos f ixos em relação aos custos unitários 
com as demandas permanecendo constantes; 
i i.  o tempo computacional diminui à medida que se aumenta a 
oferta total;  
i i i .  problemas com cerca de 200 arcos podem ser resolvidos se 
os custos f ixos não possuem um valor muito grande, 
enquanto que problemas com menos de 100 arcos podem 
explodir, caso contrário.  
McKeown (1981) ut il iza o algoritmo B&B para PGCF calculando os 
limites separadamente sobre a soma dos custos f ixos e sobre o valor 
objetivo contínuo. Nessa mesma linha, McKeown; Ragsdale (1990)   
mostram que o pré-processamento de dados e/ou a adição de restrições 
podem levar a um melhor desempenho do método B&B. Em outro artigo, 
Ragsdale; Mckeown (1991) geram um conjunto forte de restrições 
cobertas sobre as variáveis de custos f ixos inteiros, obtendo uma 
solução inicial que melhora o método B&B.  
Barr et al. (1981) aplicam o algoritmo de B&B para a resolução de 
PTCF esparsos8.  
                                                          
8 Um PT pode ser denso ou esparso. Denso, quando possui todos os custos entre origens e destinos 
conhecidos e cada origem é conectada a todos os destinos. Esparso quando as origens se conectam 
a um número menor de destinos do problema.   
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O método B&B também foi modelado por Schaffer; O’Leary (1989)  
uti l izando dois subproblemas (PT e o problema da mochila). Os autores 
constataram que existe uma correspondência entre as variáveis 
contínuas do PT e as variáveis de custo f ixo do problema da mochi la. 
Aliado ao método B&B, uti l izaram o algoritmo SWIFT (ponto extremo 
adjacente) de Walker para encontrar a solução ót ima 9.  
Hultberg; Cardoso (1997) aplicam o algoritmo de B&B para 
resolver o problema de alocação de professores , resolvido como um caso 
especial de PTCF.  
Lamar; Wallace (1997) propõem uma modif icação simples nas 
penalidades de Driebeek (1966) e Cabot; Erenguc (1984), melhorando a 
ef icácia do método B&B. 
Bell et al. (1999) uti l izam uma melhoria da capacidade e 
penalidades condicionais para sondar subproblemas em um 
procedimento B&B aplicado ao PTCF. Assim ele mostra como os 
relaxamentos de subproblemas podem ser colocados como problemas de 
minimização côncavos, possibil itando uma redução do tempo 
computacional e do número de subproblemas que pre cisam ser avaliados 
na árvore de enumeração do método B&B. 
Adlakha; Kowalski (2013) buscam melhorar a compreensão da 
estrutura do PTCF, demonstrando sua relação com funções polinomiais 
fracionárias e desenvolvendo aproximações para a função objetivo. A 
técnica pode ser util izada para fornecer condições iniciais para o 
algoritmo B&B e assim, acelerar a convergência para uma solução ideal 
do PTCF. 
2.3.4   Pesquisas baseadas em Algoritmo Genético  
O Algoritmo Genético (AG) pode ser aplicado na resolução de 
diversos problemas da PO tais como planejamento do processo de 
múltiplos estágios, redes locais, menor caminho -  entre outros, e dentre 
                                                          
9 Entre os 40 problemas testados, 29 encontraram o ótimo e os demais tiveram a resposta próxima da 
solução ótima. 
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eles o PTCF. No artigo de Gen et al. (2001) essas aplicações são 
detalhadas para cada tipo destes problemas e no que se refere ao PTCF 
e são citados os trabalhos de Gott l ieb; Paulmann (1998) e Gen; Li (1998). 
Gottl ieb; Paulmann (1998) propuseram um AG com base na 
representação de permutação para o PTCF com bons resultados para 
problemas pequenos.  
Após o trabalho de Sun et al. (1998) que ut il iza a Busca Tabu, 
Gen; Li (1998) consideram o modelo de árvore geradora adaptando-o 
para o Algori tmo Genético. Nessa mesma linha, Jo et al. (2005) aplica 
esse procedimento para PTCF não-l inear, incluindo os critérios de 
viabilidade e o procedimento de reparação para o cromossomo.  
Su; Zhan (2006) desenvolvem um novo AG para o PTCF gerado 
aleatoriamente. Comparado ao AG de Raidl 10, a proposta do método 
apresentou-se com melhor qualidade de solução e com tempo 
computacional menor, e essas vantagens aumentam para problemas de 
dimensões maiores11.  
Jo et al. (2007) aplicam o AG com o uso do número de Prüfer  como 
cromossomo, detectando que o maior problema na util ização da 
codif icação de Prüfer é que nem toda árvore pode ser associada a uma 
solução factível . Assim, um procedimento de reparo no cromossomo para 
correção da infactibil idade é proposto.  Uma errata é publicada por Xie;  
Jia (2010) alterando valor da função objetivo e o dimensionamento da 
matriz.  
Ma et al. (2007) propõem uma variação do método, o A lgoritmo 
Genético Imunológico -  AGI, baseado na teoria imune da biologia, 
construindo um operador imune em dois passos: uma vacinação e uma 
seleção imune. Os resultados mostram que o AGI pode restringir os 
casos de variáveis degeneradas e melhorar a capacidade de pesquisa 
quando comparado com o AG tradicional.  
Uma melhoria do AG é proposta por Yang; Shao (2008), com 
problemas gerados aleatoriamente, para dimensões que variam de 10x10 
até 50𝑥50. Os autores ressaltam que, com o aumento de tamanho e t ipos 
                                                          
10 Maiores detalhes em Raidl; Julstrom (2003) 
11 Em problemas 50x50 a economia chega a 20% com relação ao tempo de processamento. 
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de PTCF, a qualidade das soluções tem uma tendência descendente e o 
tempo computacional torna-se cada vez maior.  
Hajiaghaei-Keshtel i  et al . (2010) aplicam o AG baseado na 
representação da solução básica em árvore e na representação de árvore 
pelo número de Prüfer, chegando a testar 28 problemas em que as 
soluções f icaram entre 3,75% e 3,95% do ótimo.  
Othman et al.  (2011) aborda o PTCF uti l izando dois AG e dois 
controladores de lógica fuzzy12, que sintonizam automaticamente os 
parâmetros dos AG´s. Os resultados, comparando o AG convencional 
com o AG modif icado, mostram que o segundo alcança um ótimo local 
mais rápido do que o primeiro. 
Muitos AG não garantem a viabil idade de todos os cromossomos 
gerados e precisam de um procedimento de reparação de viabil idade. 
Contrariamente às conclusões dos trabalhos anteriores,  Altassan et al.  
(2014) apresentam um sistema imunológico artif icial para resolver o 
PTCF (balanceado ou não). O uso da árvore de abrangência e o número 
de Prüfer podem resultar em soluções não viáveis e o algoritmo proposto 
garante a viabil idade de todas as soluções geradas. Além disso, o estudo 
comparativo desse método com o proposto por  El-Sherbiny (2012)13 e 
Hajiaghaei-Keshtel i  et al.  (2010) mostrou superioridade e 
competit ividade, sendo uma alternativa viável para resolver o PTCF. 
2.3.5   Pesquisas baseadas em outros métodos  
O algoritmo SWIFT contém a abordagem básica util izada 
anteriormente por Cooper; Drebes (1967), Denzler (1969)14 e Steinberg 
(1970), sendo um extensão e aperfeiçoamento dos três métodos.  Walker 
(1973), ut i l iza esse algoritmo, aplicado à gestão de resíduos  sólidos. Os 
resultados aplicados ao PTCF e comparados com o algoritmo de Gray 
(1971) apresentam uma signif icat iva redução do tempo computacional.  
                                                          
12 Fuzzy Logic Controller - FLC 
13 Neste artigo o algoritmo imunológico artificial é aplicado para o PTCF com passo (Step Fixed Charge 
transportation problem) 
14 A pesquisa aqui se refere a problema com custo fixo, não especificamente o PTCF. 
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Cooper (1975) encontra uma solução aproximada para o PTCF, 
usando um método heuríst ico que consiste basicamente e m inserir,  nesta 
ordem, um vetor, um par de vetores e um trio de vetores, testando se  o 
problema atingiu um mínimo local.  O método proposto é muito rápido 
comparado com métodos anteriores 15.  
Ahrens; Finke (1975) realizam uma perturbação no problema 
original. O problema perturbado é calculado e após conhecida a sua 
solução retorna ao problema inicial que é resolvido p or arredondamento 
simples. Contudo, não é mencionado o tempo computacional  gasto para 
a sua resolução.  
Robers; Cooper (1976) avaliam o método aproximado de solução 
de Balinski (1961) para o PTCF, com base em resultados tabulados para 
um grande número de problemas de teste , mostrando que f icam longe da 
solução ót ima. Os autores propõem então um ref inamento para o método, 
usando uma técnica de ponto extremo adjacente e produzem soluções 
signif icat ivamente mais precisas para o conjunto de teste util izados por 
Balinski.  
Sandrock (1988) apresenta um algoritmo para pequenos  
problemas, resolvendo um exemplo didático 3𝑥3 e ainda ressalta que 
muitos métodos almejam alcançar o ótimo global,  mas muitas vezes, em 
situações reais do cotidiano, respostas próximas do ót imo também são  
satisfatórias.  
Wright; Von Lanzenauer (1989)  propõem um novo algoritmo 
heuríst ico para grandes PGCF, baseado em relaxação Lagrangeana e 
em alocações heurísticas de custos.  
Palekar et al.  (1990) estudam novas condições de penalidade para 
o PTCF, mais fortes do que as propostas  por Driebeek e Cabot. Realizam 
testes para problemas de até 40 origens e 40 destinos, obtendo uma 
redução do tempo computacional.   
                                                          
15 Testes realizados com problemas 5𝑥10, 10𝑥20 𝑒 15𝑥30, os mesmos testados por Cooper; Drebes 
(1967). 
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Um novo procedimento heuríst ico é proposto por Diaby (1991), 
para resolver uma generalização do PTCF em que  há perdas de 
recursos16, além dos encargos f ixos.  
Um problema de classe de planejamento de produção e 
sequenciamento é formulado por Madan; Gilbert (1992) como uma 
variação do PTCF. O problema difere da maioria dos PTCF ’s porque cada 
custo f ixo está associado a um grupo de variáveis, em vez de uma única 
variável.  
2.3.6   Outras heuríst icas e métodos exatos  
A Busca Tabu (BT) é implementada para o PTCF na pesquisa de 
Sun et al. (1998), onde uma busca local é realizada (com adaptação ao 
método MODI), baseado no fato de que uma solução ótima para esse 
problema está localizada em um ponto extremo do conjunto de 
restrições. O procedimento BT foi testado e comparado com o algoritmo 
exato de Palekar et al. (1990) e a heuríst ica de Steinberg (1970) e 
Steinberg (1977) onde não só encontrou soluções de maior qualidade, 
mas também ganhou em tempo computacional.  As instâncias de 
problemas geradas por Sun et al.  (1998)  serviram de base para outros 
trabalhos.  
Adlakha; Kowalski (1999), Adlakha; Kowalski (2003) e Adlakha; 
Kowalski (2004) realizam uma pesquisa voltada ao PTCF. 
Primeiramente, adotam um procedimento para obter uma solução MFL  
(more-for-less) , localizando os pontos absolutos 17 do Problema de 
Transporte Relaxado (PTR). Em um segundo trabalho, util izam a 
relaxação de Balinski e o método de Vogel para pequenos problemas. 
Posteriormente, estudam um problema particular do PTCF, onde o custo 
f ixo é constituído por cada ponto de al imentação que é uti l izado na 
                                                          
16 Estas perdas podem ser evaporação quando a mercadoria é um líquido ou perda de calor em uma 
rede de distribuição de energia elétrica ou ainda a deterioração nas redes de distribuição que envolve 
produtos perecíveis.  
17 Um ponto absoluto, de acordo com os autores, é uma posição (𝑖, 𝑗) de uma matriz do PT que deve 
ser carregado em qualquer solução ótima independentemente dos valores ai e 𝑏𝑗 . 
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solução, juntamente com o custo variável que é proporcional à 
quantidade enviada. 
O método Parametric Ghost Image Processes for Fixed-Charge 
Problems (GIP) é desenvolvido por Glover et al. (2005) e aplicado para 
o PTCF conjuntos de dados de Sun et al. (1998). Os autores concluem 
que a técnica GIP obtém resultados melhores que a BT para quase todos 
os problemas testados.  
Sang-Moon et al. (2005) abordam o algoritmo evolutivo para PTCF 
e ao comparar o desempenho do método com resultados anteriores 
conhecidos na l iteratura, confirmam a superioridade do método proposto. 
Kowalski (2005) propõe um método para otimizar o PTCF, com 
uma nova definição para o problema no intuito de encontrar o mínimo 
global em problemas com grandes coeficientes de custo f ixo.  
Losonsky (2006) avaliam a heurística Dynamic Slope Scaling 
Procedure - DSSP e concluem que os resultados encontrados estão 
muito longe de ser as melhores soluções para custos f ixos mais 
elevados. 
Por outro lado, Lawphongpanich (2006) ut il iza o DSSP juntamente 
com a relaxação Lagrangeana, com aproximação por meio de 
subproblemas. 
Adlakha et al. (2007) apresentam uma heurística para encontrar 
uma solução MFL (more for less)  ut i l izando o método de Balinski para 
encontrar a solução inicial. O método é melhor aplicado ao PTCF do que  
ao PT e os testes foram comparados com o software LINDO, concluindo 
que é necessário um aprofundamento maior na pesquisa.  
Casos onde o PTCF possui apenas uma origem foram estudados 
por Klose (2008), que ressalta que mesmo assim já se trata de um 
problema NP-hard. A programação dinâmica e enumeração implícita são 
util izadas, além de conceitos do problema da mochila binário.   
Aguado (2009) desenvolve duas heurísticas: “CORE -2” que util iza 
a relaxação lagrangeana e a resolução do problema central ; e “CORE-
3”, que continua a heuríst ica ut il izada em CORE -2 complementando com 
o método “Branch and Cut ”.  Apresenta bons resultados quando 
comparado a problemas da literatura onde a diferença entre o custo 
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unitário e o custo f ixo é pequena. À medida que essa diferença se torna 
maior, os resultados não são satisfatórios e o autor não aplica os 
métodos para estes casos.   
Adlakha et al. (2010) uti l izam a ramif icação e cálculo de limites 
inferiores e superiores, mostrando apenas o resultado para um exemplo 
acadêmico de 4𝑥3. 
Lev; Kowalski (2011) formulam o PTCF uti l izando polinômios, 
conectando os pontos extremos da sua função objetivo, para alcançar 
uma solução aproximada. O número de mínimos locais cresce 
exponencialmente com o grau dos pol inômios e com o número de 
variáveis. Um exemplo didático 3𝑥3 é resolvido.  
Um estudo sobre a estrutura de projeção do poliedro do PTCF no 
espaço das variáveis binárias associadas aos custos f ixos foi realizado 
por Agarwal; Aneja (2012). A partir desse estudo foram desenvolvidos 
procedimentos heuríst icos para a resolução do PTCF.  
A f im de encontrar uma solução viável para o PTCF, Pintea et al.  
(2012) uti l izam algumas variantes do algoritmo do vizinho mais próximo 
e concluem que  mais investigações são necessárias, a f im de util izar 
dados maiores, hibridações e outros procedimentos de busca local.  
Lotf i; Tavakkoli -Moghaddam (2013) adapta a estrutura 
apresentada por Gen et al. (2006), ut i l izando o número de Prüfer  para 
representar o cromossomo no AG e também desenvolve r novos 
operadores. Testes computacionais são realizados para problemas de 
tamanhos 4𝑥5 a 30𝑥50. Comparado com outros AG, encontram melhores 
resultados, em termos de qualidade da solução e tempo, especialmente 
para os problemas de médio e grande porte.  
El-Sherbiny; Alhamali (2013) desenvolvem o método híbrido  
denominado HPSIL, que ut il iza Nuvem de Partículas (NP) e Algoritmo 
Imunológico Artif icial (AIA)18, onde uma estrutura de partículas f lexível  
combinada às modalidades de descodif icação e de alocação são 
util izados em vez do número Prüfer. Uma árvore geradora é usada com 
AG, garantindo encontrar uma solução viável para cada partícula gerada. 
                                                          
18 O algoritmo explora as características do sistema imunológico de aprendizagem e memória para 
resolver um determinado problema. 
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Além disso, a estrutura do cromossomo (partícula) combinada com o 
processo de descodif icação, pode ser util izada com quaisquer técnicas 
de meta-heuríst icas, tais como a BT, AG, Colônia de formigas e AIA, 
entre outras. A comparação entre o algoritmo HPSIL19 com o AG 
apresentadas por Othman et al.  (2011) e  Hajiaghaei-Keshteli  et al.  
(2010),  e o LINGO, mostra que o algoritmo HPSIL fornece uma solução 
igual ou melhor. Portanto é altamente competit ivo e pode ser 
considerado como uma alternativa viável para resolver PTCF.  
Safi; Razmjoo (2013) formulam o PTCF em condições de 
incerteza, especialmente quando os parâmetros são dados em formas de 
intervalo20 e exemplos numéricos de tamanho 3𝑥4 são apresentados para 
mostrar o procedimento. 
No método tradicional de resolução do PTCF, para balancear a 
oferta e a demanda, uma coluna f ictícia é introduzida, com custo zero, 
quando necessário. Acharya et al. (2013) propõem o uso do custo 
máximo em cada l inha para a respect iva posição na coluna f ictícia. Um 
estudo comparativo entre o método existente e o método modif icado 
mostra que o últ imo é muito mais ef icaz21.  
Loch; Silva (2014) testam um algoritmo heuríst ico para o PTCF, 
comparando a qualidade da solução e tempo computacional com o solver 
CPLEX. Os testes incluem problemas de diferentes tamanhos (5𝑥5 até 
25𝑥25) e diferentes intervalos de custos f ixos.  Os resultados mostram que 
as boas performances para pequenos problemas não garantem 
necessariamente boas soluções para problemas maiores. Portanto, 
quando uma heurística é proposta para o PTCF são  necessários 
experimentos computacionais em grandes problemas e não apenas sobre 
os pequenos.  
Adlakha et al. (2014) programam um algoritmo simples de 
ramif icação para a obtenção da solução global de um PTCF em pequena 
escala. O método proposto 22 decompõe o PTCF resolvendo-o em séries 
                                                          
19 Os problemas testados são de tamanho: 4𝑥5 e 5𝑥10. 
20 Neste caso assume-se que os parâmetros de custo e de restrição são números dados em intervalo. 
21 No artigo o método é resolvido com um exemplo acadêmico de dimensão 3𝑥4. 
22 No artigo o método é resolvido com um exemplo acadêmico de dimensão 3𝑥3. 
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de subproblemas menores, o que é novo e pode ser útil  para outros 
pesquisadores resolverem qualquer tamanho do problema. O algoritmo 
tem duas novidades, sendo que a primeira di z respeito à ramif icação, 
que pode começar a partir dos locais ‘com carga excessiva’, de forma 
que a convergência pode ser acelerada. A segunda novidade implica que, 
se uma das exigências ou suprimentos é igual à carga mínima, então 
podemos subtrair o elemento mínimo de determinada l inha ou coluna, ou 
quebrar o problema em uma série de problemas reduzidos.  
Adlakha; Kowalski (2014) ut il izam um método de limite inferior 
quadrático para a solução global de um PTCF. Os procedimentos 
desenvolvidos no papel podem ser estendidos para PGCF e podem ser 
incorporados em qualquer método B&B  ou de aproximação, com o intuito 
de acelerar a convergência para a solução ótima. Demonstram a ef icácia 
do método para PTCF degenerados e sugerem formas de melhorar o 
limite para grandes PTCF não degenerados.  
Um algoritmo simples para a obtenção da solução global para um 
PTCF de pequena escala é apresentado por Kowalski et al. (2014). O 
método proposto decompõe o problema numa série de pequenos 
subproblemas e sugere a sua aplicação para problemas maiores.  
Robert i et al. (2014) descrevem a formulação de um novo 
algoritmo exato para o PTCF baseado no branch-and-price, mostrando 
que o relaxamento linear dessa formulação é mais justo do que a da 
formulação padrão de programação inteira mista . Diferentes classes de 
desigualdades válidas para a nova formulação e um méto do de geração 
de colunas para calcular um l imite inferior vál ido  são incorporados nesse 
algoritmo exato.  Os resultados computacionais 23 em problemas de teste 
da literatura mostram que o novo algoritmo supera , na determinação da 
função objetivo,  tanto o método exato proposto por Agarwal; Aneja 
(2012), como a últ ima versão do software CPLEX, em instâncias geradas 
com dimensões até 70𝑥70. 
Buson et al. (2014)  propõe uma heurística de busca local iterat iva 
baseada na util ização de custos reduzidos para guiar a fase de reinício. 
                                                          
23 O algoritmo resolve problemas de dimensão até 70𝑥70. 
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Os custos reduzidos são obtidos aplicando um procedimento  de 
delimitação inferior que calcula uma sequência de l imites inferiores não 
decrescentes resolvendo uma formulação matemática adaptada ao 
PTCF. O método proposto foi testado em dois conjuntos de instâncias da 
literatura. O primeiro é o proposto por Sun 1998, cujos testes mostram 
que esta heuríst ica foi capaz de fornecer novos limites melhores que os 
conhecidos. O segundo conjunto, gerado por Roberti  (2014), mostra que 
obteve melhores limites superiores dentro de tempos computacionais 
curtos.  
Angulo; Van Vyve (2015) af irmam, que o PTCF sob árvores pode 
ser resolvido em tempo pseudopolinomial usando programação dinâmica, 
a partir de formulações prolongadas do tipo single-node  (nó único). Os 
resultados computacionais para problemas até 40𝑥40 são vantajosos 
quando comparados à formulação padrão do PTCF.  
Cabe ressaltar que no ano de 2016 até o início de 2017, não foram 
encontrados art igos referentes especif icamente ao PTCF e sim 
envolvendo as variações desse problema. O próximo capítulo 
apresentará os testes realizados com o PTCF e as análises iniciais que 





3   METODOLOGIA 
Este capítulo divide-se em duas partes: a primeira que descreve 
os métodos e os problemas da l iteratura que foram uti l izados e a segunda 
que detalha as heuríst icas desenvolvidas para resolver o PTCF.  
3.1   Descrição dos métodos existentes e problemas da l iteratura 
util izados 
Os métodos a seguir são baseados nos trabalhos de Balinski 
(1961), Silva (2012), Loch (2014), Kowalski et al. (2014)  e os problemas 
da literatura adotados, que foram criados por Sun et al. (1998). 
3.1.1   Método de Balinski  
O trabalho de Balinski resume-se em relaxar o PTCF e o resolvê-
lo como um PT. Essa relaxação na função objetivo envolve o valor do 
custo unitário de transporte 𝑐𝑖𝑗, o custo f ixo  𝑓𝑖𝑗 e o menor valor entre a 
oferta (𝑎𝑖) e a demanda (𝑏𝑗), tal que 𝑀𝑖𝑗 = 𝑚𝑖𝑛{𝑎𝑖; 𝑏𝑗}. Esses valores estão 
apresentados na TABELA 1 (𝑐𝑖𝑗 no canto inferior direito e 𝑓𝑖𝑗 no canto 
superior à esquerda de cada célula),  para um exemplo didático com 5 
origens i   e 5 destinos j.  
Balinski assume que 𝑥𝑖𝑗 = 𝑀𝑖𝑗𝑦𝑖𝑗 e isolando 𝑦𝑖𝑗 nessa equação e 












TABELA 1 - VALORES DOS CUSTOS UNITÁRIO E FIXO, OFERTAS E DEMANDAS, ASSOCIADO 
A LIGAÇÃO DE CADA ORIGEM A UM DESTINO.  
 i x j 1 2 3 4 5 Oferta 
1 
37   39   14   45   48   
155 
  181   155   155   144   127 
2 
26   26   6   49   19   
205 
  163   198   186   167   181 
3 
49   36   47   29   13   
155 
  103   152   168   108   145 
4 
49   39   22   48   37   
153 
  164   103   134   150   111 
5 
45   20   11   23   32   
146 
  179   145   122   171   148 
Demanda 178 168 152 174 142 814 
FONTE: A Autora (2017) 
Por exemplo, o valor na MB (𝑚𝑏𝑖𝑗) para a l igação entre a origem 1 
e o destino 1 é calculado da seguinte forma:  












𝑚𝑏11 = 38,168 
 
(10) 
O cálculo para as outras l igações pode ser obtido de modo 
análogo e o resultado da MB é apresentado na TABELA 2: 
 
TABELA 2 – VALORES DA MATRIZ DE BALINSKI. 
 mxn 1 2 3 4 5 
1 38,168 40,000 15,020 45,929 48,894 
2 26,916 27,179 7,224 49,960 20,275 
3 49,665 36,981 48,105 29,697 14,021 
4 50,072 39,673 22,882 48,980 37,782 
5 46,226 20,993 11,836 24,171 33,042 
FONTE: A Autora (2017) 
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A MB é util izada para resolver o PT e como consequência, obter 
uma solução aproximada para o PTCF.  
3.1.2   Silva e Loch 
O trabalho de Silva (2012) trata de PT do tipo Esparso 24 e a 
abordagem uti l izada em sua pesquisa, que representa a solução de um 
PT em árvore, mostra que nessa estrutura, comparada ao quadro, é mais 
fácil identif icar o ciclo ao inseri r uma nova variável na base.  
Na estrutura em árvore, as origens 𝑖 são representadas por 
círculos e os destinos 𝑗, por quadrados. Sendo assim, a representação 
para o PT e PTCF seria como mostra a FIGURA 4 e FIGURA 5, 
respectivamente.   
 
 
FIGURA 4 – REPRESENTAÇÃO DO PROBLEMA DO TRANSPORTE EM GRAFO 
FONTE: Loch (2014) 
 
                                                          
24 Um modelo do problema de transporte pode ser denso ou esparso. No caso de ser denso, possui 
todos os custos entre origens e destinos conhecidos e limitados, ou seja, cada origem m está conectada 




FIGURA 5 – REPRESENTAÇÃO EM REDE PARA O PROBLEMA DE TRANSPORTE COM CUSTO 
FIXO. 
FONTE: Loch (2014) 
Para mostrar a visualização de um ciclo25 em um quadro, um 
exemplo proposto por  Silva (2012) é adotado, como mostra a FIGURA 
6, em que já apresenta uma Solução Básica Factível (SBF) para um PT 
de dimensão 7𝑥8, onde as variáveis marcadas no quadro com “x” são 
básicas.  
Supondo que a variável 𝑥67 é candidata a entrar na base (no 
quadro da FIGURA 6 está indicada com o símbolo 𝜃), faz-se necessário 
identif icar o ciclo (em vermelho) para determinar qual variável deixará a 
base26. O ciclo tem início com a variável 𝑥67 e percorre o caminho dos 
arcos associados às variáveis  𝑥67, 𝑥27, 𝑥22, 𝑥12, 𝑥15, 𝑥55, 𝑥53, 𝑥33, 𝑥36, 𝑥66 até 
retornar novamente em 𝑥67.  
Por outro lado, nesse mesmo exemplo quando aplicado a uma 
estrutura de árvore, o ciclo pode ser visualizado conforme mostra a 
FIGURA 7, onde, ao inserir a variável 𝑥67 na base (arco tracejado)  o 
caminho a ser percorrido é facilmente identif icado, restando a penas 
definir a variável que deixará de ser básica.  
                                                          
25 Um ciclo em um grafo é um caminho de algum nó para ele mesmo, tal que nenhum arco aparece 
mais de uma vez (SILVA, 2012).  
26 Para determinar qual variável irá sair da base, é necessário utilizar um método que faz acréscimos e 
decréscimos nos valores das variáveis do ciclo, conhecido como 𝜃 − 𝑙𝑜𝑜𝑝. A descrição do método para 








FIGURA 6 – EXEMPLO DE CICLO AO INSERIR UMA NOVA VARIÁVEL NA BASE UTILIZANDO O  
FONTE: SILVA (2012) 
 
 
FIGURA 7 – EXEMPLO DE CICLO AO INSERIR UMA NOVA VARIÁVEL NA BASE USANDO A 
ESTRUTURA EM ÁRVORE. 
FONTE: SILVA (2012) 
 
Sendo assim, nota-se que a identif icação de um ciclo é facilmente 
visualizada através da estrutura em árvore ao invés do quadro.  
O trabalho de Loch (2014) foi motivado inicialmente ao estudar o 
PTCF que possui a mesma estrutura de mudança de base que o PT, 
sendo que os processos para resolução de  um PT são executados muito 
mais vezes no PTCF. Devido a isso o PT merecia primeiramente uma 
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ênfase maior, deixando de lado, como sugestão para trabalhos futuros o 
PTCF. 
No método MODI27, os cálculos de alguns dos novos valores de 
custos atualizados permanecem inalterados de uma iteração para a 
outra. Observando esse fato na estrutura de árvore, o novo método de 
Loch (2014) para recálculo dos custos atualizados trouxe uma nova 
abordagem: não era preciso recalcular todos os custos.  
O resultado da tese de Loch pode ser resumido pela expressão 28 
11, onde existe a garantia de que a quantidade de custos atualizados a 
serem calculados é menor do que a forma que o Método MODI apresenta,  
uma vez que, a cada iteração, ele calcula apenas os custos necessários, 








𝑐?̅?𝑗, 𝑠𝑒 𝑖, 𝑗 ∉ ℋ 𝑜𝑢 𝑖, 𝑗 ∈ ℋ
𝑐?̅?𝑗 + 𝑐?̅?𝑞, 𝑠𝑒 𝑖 ∉ ℋ 𝑒 𝑗 ∈ ℋ, 𝑟𝑠𝜖𝐴(𝑝)
𝑐?̅?𝑗 + 𝑐?̅?𝑞 , 𝑠𝑒 𝑖 ∈ ℋ, 𝑗 ∉ ℋ, 𝑡𝑠𝜖𝐴(𝑞)
𝑐?̅?𝑗 − 𝑐?̅?𝑞 , 𝑠𝑒 𝑖 ∉ ℋ 𝑒 𝑗 ∈ ℋ, 𝑡𝑠𝜖𝐴(𝑞)





 𝑇 = árvore da solução factível do PT.  
 ℋ = subárvore de 𝑇 que deixa de ser enraizada quando 
houver o desligamento do arco que representa a variável 
𝑥𝑟𝑠,𝑡𝑠 , que deixará de ser básica.  
 𝑖 = origem  
 𝑗 = destino  
 𝑝 = origem da variável que irá entrar na base.  
 𝑞 = destino da variável que irá entrar na base.  
 𝑟𝑠 = origem da variável que irá sair da base. 
 𝑡𝑠 = destino da variável que irá sair da base.  
                                                          
27 Baseado em Loch (2014), nesse método, as variáveis duais são utilizadas para calcular o custo 
atualizado de cada variável não-básica, escolhendo-se a de custo atualizado mais negativo para entrar 
na base e, apenas para essa variável, identifica-se o 𝜃 − 𝑙𝑜𝑜𝑝. 
28 Loch (2014) demonstra e prova cada caso dessa expressão. 
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 𝑐̅′𝑖𝑗 = custos atualizados a serem calculados para a próxima 
iteração. 
 𝑐?̅?𝑗 = custos atualizados da iteração atual.  
 𝑐?̅?𝑞 = valor a ser adicionado ou subtraído com a entrada da 
variável 𝑥𝑝,𝑞 
 𝐴(𝑝) = ancestrais29 de 𝑝 
 𝐴(𝑞) = ancestrais de 𝑞 
 
No Apêndice 2, um exemplo numérico é util izado para ilustrar o 
método desenvolvido por Loch.  
Outra contribuição do trabalho de Loch (2014) refere-se a uma 
proposta de Melhoria da Solução (MSL) no processo de resolução do 
PTCF onde a ideia é armazenar um conjunto de informações para cada 
variável não básica (vnb), analisando as alterações provocadas caso 
venha a entrar na base no próximo pivoteamento. Essas informações 
são: 
 (𝑟𝑠, 𝑡𝑠)= o arco que sai da base 
 𝑐?̅?𝑗= o custo atualizado  
 𝜃𝑖𝑗 = o valor que a variável 𝑥𝑖𝑗 assume caso torne-se básica 
 𝐴𝑖𝑗= o aumento no custo f ixo 
 𝑅𝑖𝑗 = redução no custo f ixo  
 ∆𝑖𝑗 = variação total no valor da função objetivo caso a 
variável entre na base.  
Cada célula associada a uma variável não básica armazena esse 
conjunto de seis informações. O processo de melhoria oco rre enquanto 
exist ir ∆𝑖𝑗< 0, ou seja, enquanto a solução ainda não é um minimizados 
local.  O f luxograma apresentado na FIGURA 8 mostra como funciona 
essa dinâmica para o MSL.  
                                                          
29 Define-se por ancestral o caminho percorrido entre os arcos, a partir de uma origem ou destino (𝑝 ou 
𝑞) até chegar a raiz da árvore de solução do PT. 
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FIGURA 8 – FLUXOGRAMA PARA MSL 
FONTE: A Autora (2017) 
3.1.3   Método de Kowalski  
O método heurístico de Kowalski et al. (2014) é definido como 
simples e rápido para PTCF de pequenas dimensões. Os autores 
sugerem que ele pode ser aplicado para grandes problemas.  
Para exemplif icar o método, será uti l izado o problema numérico 
mostrado em sua pesquisa. A TABELA 3 contém os valores de custos 
f ixo e unitários (o primeiro no canto inferior direito e o segundo no canto 
superior à esquerda de cada célula), ofertas e demandas para esse 
problema. 
 
TABELA 3 – VALORES DO PROBLEMA ORIGINAL 
mxn 1 2 3 Oferta 
1 
1   2   3   
15 
  20   10   10 
2 
1   2   1   
30 
  20   20   20 
3 
3   1   2   
15 
  10   20   10 
Demanda 20 20 20 60 
FONTE: Kowalski et al. (2014) 
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O primeiro passo é encontrar o menor valor de custo f ixo da tabela 
e subtraí-lo de todos os valores de custo f ixo. Para esse exemplo o 
menor valor é 10. Realizando a subtração, temos os valores da TABELA 
4. 
 
TABELA 4 – VALORES ATUALIZADOS APÓS O PRIMEIRO PASSO  
mxn 1 2 3 Oferta 
1 
1   2   3   
15 
  10   0   0 
2 
1   2   1   
30 
  10   10   10 
3 
3   1   2   
15 
  0   10   0 
Demanda 20 20 20 60 
FONTE: Kowalski et al. (2014) 
Na sequência é necessário encontrar um local para ramif icar. O 
critério uti l izado é definir uma posição que permita el iminar a maior 
quantidade de custos f ixos possíveis, como está destacado na TABELA 
5.  
 
TABELA 5 – RAMIFICAÇÃO DO MÉTODO DE KOWALSKI  
mxn 1 2 3 Oferta 
1 
1   2   3   
15 
  10   0   0 
2 
1   2   1   
30 
  10   10   10 
3 
3   1   2   
15 
  0   10   0 
Demanda 20 20 20 60 
FONTE: Kowalski et al. (2014) 
Para esse exemplo, a melhor opção será remover um local na 
segunda f i la. A posição escolhida para ramif icar será  (2 , 1)  e nenhum 
transporte será feito nesse local,  além de zerar os custos f ixos da l inha 
e coluna correspondentes, como mostra a TABELA 6.  
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TABELA 6 – ATUALIZAÇÃO DOS VALORES APÓS O SEGUNDO PASSO.   
mxn 1 2 3 Oferta 
1 
1   2   3   
15 
  0   0   0 
2 
1   2   1   
30 
  X   0   0 
3 
3   1   2   
15 
  0   10   0 
Demanda 20 20 20 60 
FONTE: Kowalski et al. (2014) 
 
Baseado nos valores obtidos na TABELA 6, a MB é calculada e 
seus valores apresentados na TABELA 7.  
 
TABELA 7 – MATRIZ DE BALINSKI  
mxn 1 2 3 
1 1 2 3 
2 X 2 1 
3 3 1,66 2 
FONTE: Kowalski et al. (2014) 
 
A solução ót ima do PT para a matriz apresentada na TABELA 7 
está descrita na TABELA 8. Essa mesma solução aplicada ao PTCF 
original tem valor da função objetivo igual a 170. 
 
TABELA 8 – SOLUÇÃO FACTÍVEL  
mxn 1 2 3 
1 15 0 0 
2 0 10 20 
3 5 10 0 
FONTE: Kowalski et al. (2014) 
 
Depois, os valores da TABELA 4 voltam a ser adotados, mas na 
posição (2,1), que antes havia sido bloqueada, agora passa a ter o valor 
zero para o custo f ixo –  TABELA 9.  
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TABELA 9 – VALORES ATUALIZADOS APÓS O PRIMEIRO PASSO  
mxn 1 2 3 Oferta 
1 
1   2   3   
15 
  10   0   0 
2 
1   2   1   
30 
  0   10   10 
3 
3   1   2   
15 
  0   10   0 
Demanda 20 20 20 60 
FONTE: Kowalski et al. (2014) 
 
A MB é então calculada para os valores da TABELA 9 e 
apresentada na TABELA 10.  
TABELA 10 – MATRIZ DE BALINSKI  
mxn 1 2 3 
1 1,66 2 3 
2 1 2,5 1,5 
3 3 1,66 2 
FONTE: Kowalski et al. (2014) 
  
Uma nova solução do PT é gerada, com variáveis básicas 
mostradas na TABELA 11, que geram um valor para a função objetivo do 
PTCF original igual a 155, menor que o obtido anteriormente 30. 
 
TABELA 11 – SOLUÇÃO FACTÍVEL  
mxn 1 2 3 
1 10 5 0 
2 10 0 20 
3 0 15 0 
FONTE: Kowalski et al. (2014) 
 
Em seu trabalho Kowalski et al.  (2014) apresentam um 
experimento computacional para uma solução com variáveis 
degeneradas. Porém, na implementação computacional dessa pesquisa 
                                                          
30 O problema deste artigo foi resolvido no Cplex e esta é a solução ótima. 
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ao usar o Método de Loch, para resolver o PTCF relaxado, o cuidado 
para tratar uma solução degenerada já é realizado. Sendo  assim essa 
proposta de Kowalski para uma solução degenerada não foi adotada no 
presente trabalho.  
3.1.4   Problemas da literatura  
No início dessa pesquisa foi gerado um conjunto de testes para 
analisar o comportamento do tempo computacional para resolver o PTCF,  
com intervalos de variação para a Oferta, Demanda, Custo Unitário e 
Custo Fixo, definindo 8 t ipos de problemas [1, 8], conforme apresentado 
no QUADRO 2. Cada tipo de problema foi associado a uma variação do 
tamanho das dimensões, que são relativas à quant idade de origens e 
destinos, variando de 5 𝑥 5, 10 𝑥 10, 15 𝑥 15, 20 𝑥 20, 25 𝑥 25, 50 𝑥 50 até 
100 𝑥 100.  
 




1 [20,100] [20,100] [10,20] [20,100] 
2 [20,100] [20,100] [10,20] [200,1000] 
3 [20,100] [20,100] [20,100] [20,100] 
4 [20,100] [20,100] [20,100] [200,1000] 
5 [200,1000] [200,1000] [10,20] [20,100] 
6 [200,1000] [200,1000] [10,20] [200,1000] 
7 [200,1000] [200,1000] [20,100] [20,100] 
8 [200,1000] [200,1000] [20,100] [200,1000] 
 
QUADRO 2 – CLASSIFICAÇÃO DOS TIPOS DE PROBLEMAS GERADOS NO CASO DO PTCF  
FONTE: OLIVEIRA et al. (2015) 
Esses problemas do QUADRO 2 foram util izados em um trabalho 
desenvolvido pela Autora, no intuito de comparar e analisar o 
desempenho entre os solvers CPLEX 31 e GUROBI32. Dessa forma,  
                                                          
31 CPLEX - IBM (2012) – versão 12.4.0.0 
32 Gurobi Optimization Inc. (2012) – versão 6.0.2 
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OLIVEIRA et al.  (2015), concluiu que o GUROBI tem um desempenho 
melhor na obtenção de uma resposta ótima  (sem l imite de tempo 
computacional) ou próxima do ót imo (com lim ite de tempo computacional ,  
f ixado em 120 segundos).   
Posteriormente, a base gerada por Sun et al.  (1998) e testada por 
outros pesquisadores como Glover et al. (2005), Aguado (2009) e Buson 
et al. (2014) foi adotada. O enfoque dessa pesquisa será essa base de  
dados, que aqui será denominada “BaseSun”.  
A BaseSun está subdividida em uma classe de problemas fáceis 
e outra de problemas dif íceis. Os problemas fáceis contemplam doze 
instâncias de dimensões variadas (10𝑥10, 15𝑥15, 10𝑥20, 10𝑥30, 50𝑥50, 
30𝑥100) em que as demanda totais são de (10.000, 15.000,  15.000,  15.000,  
50.000, 30.000), respectivamente. Os problemas dif íceis, incluem oito  t ipos 
de problemas, denominados de A a H. Para cada tipo temos 15 problemas 
com dimensões 50 𝑥 100 e demanda total de 50.000 para cada uma delas. 
Os custos unitários de transporte são valores inteiros no intervalo  [3,8]. 
As diferenças entre os tipos de problemas estão na variação de valores 
do custo f ixo, conforme apresentado no QUADRO 3. 
 
Tipo 
Variação do Custo Fixo 
Limite inferior Limite superior 
A 50 200 
B 100 400 
C 200 800 
D 400 1600 
E 800 3200 
F 1600 6400 
G 3200 12800 
H 6400 25600 
 
QUADRO 3 – VARIAÇÃO DO CUSTO FIXO NOS TIPOS DE PROBLEMAS DA BASE DE DADOS DA 
LITERATURA  
FONTE: OLIVEIRA et al. (2016) 
De maneira análoga, os problemas da BaseSun foram util izados 
em um outro trabalho também desenvolvido pela Autora. Sendo assim, 
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OLIVEIRA et al. (2016) realizaram testes computacionais para comparar 
o desempenho dos solvers GUROBI33 e CPLEX34 para essa base de 
dados da l iteratura, constatando novamente que o GUROBI apresentou  
um desempenho superior para obtenção de uma melhor resposta da 
função objetivo, em um tempo pré-f ixado de 120 segundos.  
Buson et al.  (2014) alertam que existe um erro tipográfico 35 em 
uma das tabelas de  Glover et al.  (2005) em um problema do TIPO C, 
mais especif icamente o N320-A, onde o valor da função objetivo correto 
é 200,643  e não  197,924. Sendo assim, esse valor foi corrigido nessa 
pesquisa. 
Outro detalhe percebido é a duplicidade de três problemas da 
BaseSun, alocados no Tipo F (N350C e N350D), Tipo G (N360C e N360D) 
e Tipo H (N370C, N370D). Os problemas especif icados entre parênteses, 
após cada tipo mencionado, são iguais . Mesmo assim, foi mantida essa 
duplicidade na pesquisa para não alterar as comparações entre os 
métodos. 
3.2   Descrição dos métodos desenvolvidos  
Esta seção tem por f inal idade descrever os métodos 
desenvolvidos no processo de construção de um novo procedime nto 
heuríst ico, aplicado ao PTCF.  
Ao longo da trajetória histórica do PTCF Sun et al. (1998) 
aplicaram a BT e Glover et al. (2005) uti l izaram a técnica GIP para os 
problemas da li teratura. Comparados com o solver  Cplex36, ambos os 
autores encontraram resultados satisfatórios (com pequenas diferenças 
entre a solução encontrada e o l imitante inferior ) para esses problemas.  
                                                          
33  Gurobi Optimization Inc. (2012) - Versão 6.0.2 
34  CPLEX - IBM (2012) - Versão 12.4.0.0 
35 Este erro foi confirmado por Glover em 2013 através de e-mail para os autores do artigo de Buson. 
36 Os resultados do solver CPLEX foram obtidos em uma máquina DELL, 1 GHz com 256k de memória 
rodando no sistema operacional Windons 2000 - Aguado (2009). 
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Aguado (2009) também realizou testes em parte da BaseSun 
util izando as heurísticas CORE-2 e CORE-3. Nos problemas do tipo A e 
B foi aplicado CORE-2 e CORE-3 e nos do tipo C e D apenas CORE-2. 
A just if icat iva dada para restringir os testes foi a de que o método é 
adequado apenas para problemas com uma razão entre o custo unitário 
e o custo f ixo que não seja excessivamente alta, no caso os do tipo A 
até D. Aplicada aos outros t ipos de E até H, os parâmetros da heuríst ica 
CORE-2 necessitavam ser examinados, pois mostraram-se ineficientes. 
Além disso, a enumeração em CORE-3 atingiu pouca melhoria.  
De acordo com o objetivo geral dessa pesquisa, buscou-se 
desenvolver um método heuríst ico para resolver o PTCF aplicado aos 
problemas da BaseSun. A medida em que o método era implementado, o 
mesmo foi sofrendo alterações e a cada mudança uma melhoria na 
obtenção do valor da função objetivo  foi observada. Essas alterações 
deram origem às heur íst icas HEUR-1, HEUR-2, KOWOLI e HEUR-3 que 
serão apresentadas na sequência . Os resultados computacionais 
encontrados para cada uma, aplicados a BaseSun, serão informados no 
próximo capítulo.  
É necessário mencionar previamente que, em todos os métodos 
implementados nesta tese, o teste para o armazenamento de uma 
solução encontrada para o PTCF, denominado “TesteSol”,  realiza uma 
otimização no modo de procura, ao verif icar se a solução atual já é 
conhecida. Todas as soluções obtidas são armazenadas em grupos  
dist intos cuja característ ica é ter o  mesmo valor da função objet ivo (FO). 
Ao invés de procurar todas as soluções em uma única lista, 
primeiramente o valor da FO é localizado nos grupos. Se o valor da FO 
não existe, a solução é nova e será armazenada, criando neste caso, um 
novo grupo para esse valor e guardando a solução. Agora, se o valor da 
FO já existe em um grupo, a procura pela solução que gerou esta 
resposta é feita apenas neste local especif ico, para verif icar se é 
conhecida ou não. Se for, a solução é descartada, caso contrário é 
armazenada. O f luxograma da FIGURA 9 detalha este procedimento.  
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FIGURA 9 – FLUXOGRAMA PARA TESTESOL 
FONTE: A Autora (2017) 
 
3.2.1   HEUR - 1 
Tendo como ponto de part ida os métodos desenvolvidos por 
Balinski e a proposta para o PTCF feita por Loch, uma primeira heurí stica 
foi desenvolvida –  HEUR-1. Para isso, foram realizadas perturbações 
randômicas uti l izando como solução inicial o método do Custo Mínimo 
(CM) adaptado ao Método de Balinski (CMBAL). Durante um tempo pré-
f ixado de 120 segundos, o MSL foi uti l izado e valores aleatórios eram 
gerados para forçar uma variável a entrar na base, a cada solução nova, 
aqui denominado Perturbação Randômica (PR). Dessa forma, as 
respostas para a função objetivo passavam pelo TesteSol. O QUADRO 4 






Obter solução básica inicial - CMBAL 
Enquanto tempo < 120s 





QUADRO 4 – PSEUDOCÓDIGO PARA O MÉTODO DE PERTURBAÇÃO RANDÔMICA 
FONTE: A Autora (2017) 
3.2.2   HEUR - 2 
A heuríst ica–  HEUR-2, foi alterada ret irando-se a PR e 
provocando uma pequena alteração no método de Balinski. Essa 
mudança gerou uma melhoria no valor da função objetivo para os 
problemas de dimensões menores da BaseSun, mas por outro lado, o 
resultado foi pior para problemas de maiores dimensões.  
A alteração no método de Balinski é pequena, consiste em agregar 
ao valor do custo unitário de transporte (𝑐𝑖𝑗) a quantidade de vezes em 
que a variável 𝑥𝑖𝑗 foi básica (aqui denominada 𝑞_𝑣𝑏𝑖𝑗), de modo que essa 
alteração possa penalizar as variáveis básicas, forçando a entrada de  
outras que ainda não est iveram na base. Sendo assim a expressão (9 ) é 
modif icada resultando em (12): 
 
















  Início HEUR-2 
Obter solução básica inicial por CMBAL  
Enquanto tempo < 120s 
 Método Balinski Modificado 




QUADRO 5 – PSEUDOCÓDIGO PARA HEURÍSTICA COM ALTERAÇÃO NO MÉTODO DE BALINSKI 
FONTE: A Autora (2017) 
3.2.3   KOWA 
O Método de Kowalski , apresentado na subseção 3.1.3 e aqui 
denominado KOWA, foi implementado para realizar testes com a 
BaseSun, já que em seu artigo o autor apresenta apenas a aplicação 
para um problema didático. Os passos desse método são apresentados 
resumidamente no QUADRO 6. 
 
Início KOWA 
o Leitura dos custos variáveis e fixos 
o Subtrair Mín (fij) de todos os fij  
o Ramificação com bloqueio da interseção 
o Cálculo da MB  
o Resolução do PT 
o Aproximação para o PTCF 
o Valores originais devolvidos na ramificação 
com interseção = 0 
o Resolução do PT 
o Aproximação para o PTCF 
Fim KOWA 
QUADRO 6 – PSEUDOCÓDIGO PARA O MÉTODO KOWA 
FONTE: A Autora (2017) 
50 
3.2.4   KOWOLI 
No desenvolvimento do método original de Kowalski et al. (2014), 
algumas mudanças na implementação foram realizadas ao longo dessa 
pesquisa, e esta variação de KOWA foi denominada KOWOLI.  
As alterações são pequenas sendo elas:  
 Encontrar o menor valor de custo f ixo na linha i e subtrair 
de todos os custos f ixos na respectiva linha .  
 Ao desbloquear a interseção no processo de ramif icação , 
atribui-se o valor muito alto  ao custo f ixo nesse ponto. 
O pseudocódigo do QUADRO 7 apresenta o método KOWOLI com 
destaque para o que foi alterado, com relação ao método original KOWA.  
 
Início KOWOLI 
o Leitura dos custos variáveis e fixos 
o Encontrar o Mín (fij)na linha i e subtrair este 
valor de todos os fij na linha i. 
o Ramificação com bloqueio da interseção 
o Cálculo da MB  
o Resolução do PT 
o Aproximação para o PTCF 
o Valores originais devolvidos na ramificação 
com interseção = ∞ 
o Resolução do PT 
o Aproximação para o PTCF 
Fim KOWOLI 
QUADRO 7 – PSEUDOCÓDIGO PARA HEURÍSTICA KOWOLI 
FONTE: A Autora (2017) 
3.2.5   HEUR-3 
Após as variações entre HEUR-1 e HEUR-2; a implementação de 
KOWA e a variação para KOWOLI, chegou-se ao método heuríst ico f inal 
deste trabalho –  HEUR-3.  
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Para obter uma SBFI o método HEUR-3 util iza CMBAL. Dentro de 
um tempo pré-f ixado, em segundos, util iza -se uma rotina baseada em 
KOWOLI e aliada ao MSL, que aborda o PTCF numa estrutura em árvore 
e resolve o problema relaxado ut i l izando o método de LOCH. As soluções 
encontradas são verif icadas em TesteSol.  O QUADRO 8 apresenta o 
pseudocódigo para o método HEUR-3. 
 
Início HEUR-3 
Obter SBFI por CMBAL  
Enquanto tempo < 120s 
   KOWOLI 
   MSL  
   TesteSol 
Fim enquanto 
Fim HEUR-3 
QUADRO 8 – PSEUDOCÓDIGO PARA HEURÍSTICA HEUR-3 
FONTE: A Autora (2017) 
Vale ressaltar que os métodos HEUR-1, HEUR-2, KOWA e HEUR-
3 foram implementados em linguagem Visual Basic 2013 a partir da 
plataforma do Visual Studio Ultimate 2013, Microsoft Corporation (2014)  
e processados em uma máquina Dell Inspiron 15, Série 5000 com 8GB 





4   RESULTADOS COMPUTACIONAIS 
A técnica GIP, implementada por Glover et al. (2005) mostra um 
resultado muito ef iciente para os valores  da função objet ivo encontrados 
para a BaseSun até o momento, sendo superior à técnica de BT de Sun 
et al. (1998).  
O trabalho de Buson et al. (2014) foi superior a GIP, mas as 
comparações apresentadas estão em torno da média por t ipo de 
problema (A –  H), não sendo possível comparar cada problema 
individualmente. Dessa forma, tal comparativo não foi incluído nessa 
pesquisa. 
Outro fator importante, no que diz respeito ao uso de um solver 
durante a implementação dos métodos da l iteratura:  
 O método BT, de Sun et al. (1998), é uma heuríst ica pura, 
sem uso de solver em sua rotina.  
 A técnica GIP, proposta por Glover et al. (2005), e os 
métodos Core-2 e Core-3 de Aguado (2009) uti l izam o Cplex 
em sua rotina.  
 O método RCLIS de Buson et al. (2014), faz uso do Cplex 
nas rot inas (7 − 10); (27 − 30) e (31 − 34).  
Todos os métodos desenvolvidos, HEUR-1, HEUR-2, KOWA, 
KOWOLI e HEUR-3, foram testados para a BaseSun. Antes de tratar 
desses métodos, é importante abordar os resultados computacionais das 
pesquisas de Sun et al. (1998) –  BT, Glover et al. (2005)  –  GIP, e Aguado 
(2009) –  Core2 e Core3, aplicados aos doze problemas fáceis dessa base 
e que são apresentados na TABELA 12.  
Os resultados para os métodos da TABELA 12 aplicados aos 
demais problemas da BaseSun que variam entre os tipos de A até H, 
podem ser vistos no Apêndice 3. A TABELA 34 e TABELA 35 apresentam 
os valores para os métodos BT e GIP, e a TABELA 36 os valores para 




TABELA 12 – VALORES DA FUNÇÃO OBJETIVO PARA A BUSCA TABU, GIP, CORE-2 E CORE-3 




Valor da Função Objetivo 
BT GIP CORE-2 CORE-3 
N104 
10 x 10 
40,258 40,258 40,258 40,258 
N107 42,029 42,029 42,03 42,029 
N204 
15 x 15 
54,502 54,502 54,578 54,502 
N207 53,601 53,601 53,610 53,596 
N304 
10 x 20 
56,391 56,366 56,366 56,366 
N307 49,742 49,742 49,756 49,742 
N504 
10 x 30 
57,130 57,130 57,152 57,130 
N507 52,977 52,903 52,918 52,903 
N1004 
50 x 50 
163,793 163,585 163,787 163,692 
N1007 162,313 162,237 162,453 162,234 
N2004 
30 x 100 
104,193 104,001 104,129 104,031 
N2007 104,341 104,256 104,313 104,254 
FONTE: Adaptado de Glover et al. (2005) e Aguado (2009) 
Os métodos HEUR-1 e HEUR-2 aplicados aos problemas fáceis 
da BaseSun, em tempo máximo de 120 segundos, apresentaram os 
resultados conforme mostrado na TABELA 13. Para os problemas de Tipo 
A até H os valores podem ser consultados no Apêndice 3, TABELAS 37 
e 38. 
 
TABELA 13 – VALORES DA FUNÇÃO OBJETIVO UTILIZANDO HEUR-1 E HEUR-2 PARA OS 
PROBLEMAS FÁCEIS DA BASESUN 
Nome e tamanho 
dos problemas 
Valor Função Objetivo 
HEUR-1 HEUR - 2 
N104 
10 x 10 
40,264 40,258 
N107 42,030 42,029 
N204 
15 x 15 
54,502 54,502 
N207 53,606 53,596 
N304 
10 x 20 
56,391 56,366 
N307 49,742 49,742 
N504 
10 x 30 
57,205 57,130 
N507 52,977 52,903 
N1004 
50 x 50 
165,633 165,192 
N1007 162,620 163,602 
N2004 
30 x 100 
104,665 107,650 
N2007 105,468 107,313 
FONTE: A Autora (2017) 
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Os valores da TABELA 13 mostram que em problemas de 
dimensões até 10𝑥30 HEUR-2 foi superior e em quatro problemas de 
dimensões maiores o método randômico de HEUR-1 foi superior em três 
e HEUR-2 em apenas um. 
Os métodos KOWA e HEUR-3 at ingiram resultados para os PTCF 
fáceis da BaseSun, em tempo máximo de 120 segundos, conforme 
apresentados na TABELA 14 e no Apêndice 3 as TABELAS 39 e 40 
contém os resultados dessas heurísticas para os problemas de t ipo A até 
H.   
 
TABELA 14 – VALORES DA FUNÇÃO OBJETIVO PARA O MÉTODO KOWA E HEUR-3 PARA OS 









10 x 10 
40,258 0,003 40,258 0,002 
N107 42,029 0,091 42,029 0,036 
N204 
15 x 15 
54,502 0,055 54,502 0,061 
N207 53,596 0,013 53,596 0,005 
N304 
10 x 20 
56,366 0,002 56,366 0,006 
N307 49,742 0,002 49,742 0,002 
N504 
10 x 30 
57,130 0,482 57,130 0,019 
N507 52,903 0,625 52,903 0,821 
N1004 
50 x 50 
163,653 3,328 163,658 37,75 
N1007 162,288 3,698 162,247 33,119 
N2004 
30 x 100 
104,103 7,685 104,014 16,944 
N2007 104,242 1,758 104,231 4,797 
FONTE: A Autora (2017) 
Em problemas de dimensões até 10𝑥30 os dois métodos 
apresentaram resultados iguais, sendo diferentes nos problemas de 
dimensão 50𝑥50 e 30𝑥100, onde de quatro casos, HEUR-3 foi superior em 
três.  
Um estudo37 comparando os solvers  GUROBI OPTIMIZATION INC 
(2016)  e CPLEX - IBM Corporation (2012), para a resolução da BaseSun, 
foi realizado, pré-f ixando o tempo em 30𝑠, 60𝑠, 120𝑠, 240𝑠 e 360𝑠. A 
resolução em 120𝑠 mostrou-se ef icaz, apesar de não atingir a otimalidade 
                                                          
37 O trabalho foi aceito no CMN  - Congress on Numerical Methods in Engineering , que acontecerá em 
julho/2017 - Valencia, Espanha. 
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do problema, pois para tempos superiores a esse, o valor do GAP para 
cada problema não sofria alteração signif icativa. Sendo assim, o tempo 
máximo de 120𝑠 foi o cri tério de parada para as heuríst icas desenvolvidas 
nessa tese.  
Os resultados para os problemas fáceis da BaseSun, resolvidos 
pelo solver  Gurobi em tempo limite de 120𝑠, são mostrados na TABELA 
15, juntamente com o GAP.  Foram resolvidos também os problemas de 
Tipo A até H e os resultados podem ser vistos no Apêndice 3, TABELA 
41. 
 
TABELA 15 – VALORES DA FUNÇÃO OBJETIVO PARA O GUROBI PARA OS PROBLEMAS FÁCEIS 
DA BASESUN 
Nome e tamanho 
dos problemas 
GUROBI 
Valor FO Tempo (s) GAP(%) 
N104 
10 x 10 
40,258 0,080 0,0000 
N107 42,029 0,140 0,0023 
N204 
15 x 15 
54,502 0,230 0,0000 
N207 53,596 0,360 0,0000 
N304 
10 x 20 
56,366 0,170 0,0000 
N307 49,742 0,340 0,0095 
N504 
10 x 30 
57,130 8,410 0,0009 
N507 52,903 2,040 0,0000 
N1004 
50 x 50 
163,688 120,010 0,5149 
N1007 162,264 120,010 0,7515 
N2004 
30 x 100 
104,112 120,000 10,0130 
N2007 104,172 120,010 0,9271 
FONTE: A Autora (2017) 
4.1   Comparativo entre os métodos desenvolvidos 
Com o objetivo de verif icar qual das heurísticas implementadas 
nessa pesquisa foi superior, nesse primeiro momento, HEUR-1, HEUR-
2, KOWA e HEUR-3 são comparadas entre si e ao mesmo tempo, 
comparadas ao solver Gurobi  e aos métodos heurísticos Core2 e Core3 
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desenvolvidos por  Aguado (2009)38. Os melhores resultados são 
destacados nas tabelas em negrito.  
As TABELAS 16 e 17 mostram os resultados para os problemas 
do Tipo A e Tipo B, respectivamente, onde para o Tipo A Core3 e HEUR-
3 foram superiores em 7 casos distintos e GUROBI em 1 caso. Já para o 
Tipo B, HEUR-3 foi superior em 12 problemas, Core3 em 2 e o solver  
Gurobi em 1.  
Para as heuríst icas de Aguado (2009),  apenas Core2 foi testado 
para os problemas de Tipo C e Tipo D, conforme apresentado, nessa 
ordem, nas TABELAS 18 e 19. Para os problemas do Tipo C, HEUR-3 foi 
superior em 11 casos, Core2 em 3 e o solver Gurobi em 1 caso. Por outro 
lado, para os problemas do Tipo D, HEUR-3 obteve destaque em treze 
casos, Core2 e Gurobi em apenas um caso distinto.   
 
TABELA 16 – COMPARATIVO ENTRE SOLUÇÕES PARA BASE SUN – TIPO A 
Tipo Nome Core 2 Core 3 Heur 1 Heur 2 Gurobi KOWA HEUR-3 
A 
N3000 168,212 167,957 169,799 173,192 168,278 168,131 168,1 
N3001 166,806 166,684 168,716 171,841 166,945 166,934 166,761 
N3002 168,145 168,000 169,445 171,98 167,975 167,925 167,813 
N3003 168,680 168,431 169,709 173,454 168,621 168,662 168,424 
N3004 167,593 167,244 169,373 174,016 167,542 167,482 167,308 
N3005 168,041 167,658 169,426 171,978 167,841 167,964 167,850 
N3006 165,943 165,747 167,201 170,942 166,058 165,912 165,825 
N3007 167,515 167,349 169,495 172,311 167,,546 167,394 167,384 
N3008 165,968 165,888 167,008 170,507 165,899 165,908 165,701 
N3009 167,320 167,080 168,663 171,551 167,431 167,346 167,234 
N300A 167,568 167,436 168,804 172,168 167,55 167,417 167,356 
N300B 168,727 168,633 170,305 173,378 168,712 168,598 168,591 
N300C 165,734 165,698 166,743 171,424 165,378 165,526 165,492 
N300D 166,446 166,371 167,732 171,462 166,392 166,421 166,307 
N300E 169,958 169,490 172,065 175,811 169,667 169,55 169,466 
FONTE: A Autora (2017) 
 
                                                          
38 Cabe ressaltar novamente  neste trabalho, estas heurísticas foram aplicadas para a BaseSun apenas 
nos problemas do Tipo A, B, C e D. 
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TABELA 17 – COMPARATIVO ENTRE MÉTODOS PARA BASE SUN – TIPO B 
Tipo Nome Core 2 Core 3 Heur 1 Heur 2 Gurobi KOWA HEUR-3 
B 
N3100 179,084 178,927 181,628 186,292 179,384 179,334 179,075 
N3101 178,318 177,761 180,022 184,066 178,147 178,169 177,984 
N3102 179,271 179,271 181,454 186,125 179,288 179,133 178,931 
N3103 179,369 179,231 182,167 185,943 179,698 179,579 179,122 
N3104 179,676 179,676 183,032 184,707 179,953 179,713 179,454 
N3105 178,841 178,764 181,7 185,76 178,753 178,760 178,424 
N3106 177,116 176,720 180,403 184,066 176,894 176,919 176,492 
N3107 178,441 178,271 181,151 185,329 178,513 178,315 178,138 
N3108 176,955 176,863 179,925 183,813 176,804 176,770 176,338 
N3109 178,069 177,843 180,886 184,939 178,135 178,141 177,790 
N310A 179,400 179,258 182,655 186,785 179,346 179,275 179,086 
N310B 180,168 179,895 183,353 186,041 179,981 180,002 179,689 
N310C 176,452 176,202 177,881 182,13 176,041 176,568 176,188 
N310D 177,943 177,797 179,613 184,731 177,698 177,462 177,306 
N310E 183,987 183,774 182,376 188,57 180,343 180,332 179,937 
FONTE: A Autora (2017) 
 
TABELA 18 – COMPARATIVO ENTRE MÉTODOS PARA BASE SUN – TIPO C 
Tipo Nome Core 2 Heur 1 Heur 2 Gurobi KOWA HEUR-3 
C 
N3200 200,670 204,639 213,453 200,176 200,494 200,322 
N3201 199,797 205,456 210,677 199,993 200,127 199,819 
N3202 201,593 206,058 210,914 201,434 201,038 200,879 
N3203 200,055 202,638 207,384 200,16 200,677 199,633 
N3204 201,408 207,068 211,35 202,207 202,223 201,803 
N3205 199,960 204,507 208,181 200,179 199,773 199,58 
N3206 198,189 203,187 207,502 198,222 198,025 197,417 
N3207 199,096 203,628 211,46 199,571 199,018 198,664 
N3208 197,292 200,137 211,177 197,685 197,876 197,262 
N3209 198,497 202,741 208,977 199,417 198,919 198,856 
N320A 201,108 205,144 209,539 201,887 201,478 200,951 
N320B 201,813 207,375 211,99 202,023 202,208 201,233 
N320C 197,334 202,228 208,422 197,858 197,355 196,991 
N320D 199,184 203,415 210,732 199,597 199,197 198,755 
N320E 201,444 206,482 211,647 201,809 200,974 200,771 





TABELA 19 – COMPARATIVO ENTRE MÉTODOS PARA BASE SUN – TIPO D 
Tipo Nome Core 2 Heur 1 Heur 2 Gurobi KOWA HEUR-3 
D 
N3300 240,597 251,591 260,025 241,251 241,679 240,299 
N3301 240,410 251,160 259,682 241,252 241,939 240,194 
N3302 242,310 246,904 254,75 243,13 241,915 240,965 
N3303 239,015 244,409 254,802 239,384 238,656 238,05 
N3304 243,803 249,374 257,03 245,603 242,678 242,43 
N3305 240,647 249,013 256,069 241,072 240,552 239,753 
N3306 237,434 245,046 254,582 239,37 238,234 237,016 
N3307 237,611 248,781 252,91 238,013 237,990 236,811 
N3308 236,530 243,706 259,363 237,44 236,544 235,759 
N3309 239,293 246,592 254,198 240,705 240,139 239,968 
N330A 242,812 253,503 258,704 243,098 242,994 242,46 
N330B 242,830 256,542 259,147 245,218 243,372 241,65 
N330C 237,050 245,723 256,883 238,88 237,547 236,941 
N330D 239,881 247,937 257,864 240,059 238,298 237,584 
N330E 243,626 246,423 254,216 240,247 240,689 240,548 
FONTE: A Autora (2017) 
A partir dos problemas de Tipo E até H, a comparação se restringe 
apenas entre HEUR-1, HEUR-2, KOWA, HEUR-3 e o solver  Gurobi,  
conforme TABELAS 20, 21, 22 e 23.  
 
TABELA 20 – COMPARATIVO ENTRE MÉTODOS PARA BASE SUN – TIPO E 
Tipo Nome Heur 1 Heur 2 Gurobi KOWA HEUR-3 
E 
N3400 327,741 340,356 318,006 316,362 314,366 
N3401 324,488 330,679 317,039 315,399 312,847 
N3402 327,874 338,342 320,987 318,008 316,917 
N3403 318,602 320,794 314,158 310,845 309,617 
N3404 332,87 342,057 322,012 319,824 318,056 
N3405 327,676 339,340 318,458 318,924 316,717 
N3406 322,747 335,631 316,476 312,770 310,307 
N3407 318,221 324,069 312,142 309,804 307,744 
N3408 325,277 330,799 312,400 314,160 309,069 
N3409 331,601 336,455 321,465 313,901 314,893 
N340A 336,184 337,970 325,127 322,095 319,017 
N340B 333,663 336,233 321,983 322,738 318,646 
N340C 328,704 336,294 315,718 312,447 310,640 
N340D 323,351 331,022 316,341 313,070 311,698 
N340E 335,041 338,198 317,170 316,522 313,759 
FONTE: A Autora (2017) 
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TABELA 21 – COMPARATIVO ENTRE MÉTODOS PARA BASE SUN – TIPO F 
Tipo Nome Heur 1 Heur 2 Gurobi KOWA HEUR-3 
F 
N3500 484,830 490,33 463,124 458,422 455,697 
N3501 479,462 493,5 466,57 457,816 453,479 
N3502 476,287 494,937 464,078 462,227 455,119 
N3503 460,189 472,101 452,057 452,885 443,929 
N3504 479,786 486,899 469,097 465,521 460,386 
N3505 488,039 498,976 467,825 458,83 453,014 
N3506 465,906 484,531 458,869 452,775 451,21 
N3507 465,508 479,314 451,817 447,672 443,767 
N3508 475,837 493,679 459,491 457,637 452,44 
N3509 476,098 485,839 464,74 458,914 455,084 
N350A 478,711 495,439 470,779 465,608 462,129 
N350B 479,087 489,304 465,954 467,97 461,679 
N350C 479,589 486,3 460,662 459,726 455,719 
N350D 477,724 486,3 460,662 459,726 455,719 
N350E 473,430 496,036 462,535 461,909 459,913 




TABELA 22 – COMPARATIVO ENTRE MÉTODOS PARA BASE SUN – TIPO G 
Tipo Nome Heur 1 Heur 2 Gurobi KOWA HEUR-3 
G 
N3600 758,665 766,614 742,307 732,168 724,536 
N3601 760,982 772,051 741,094 732,600 721,167 
N3602 757,924 772,656 741,34 730,796 721,880 
N3603 740,703 749,656 730,714 730,570 707,105 
N3604 765,34 800,081 751,685 741,680 727,915 
N3605 748,467 770,113 736,289 735,085 725,679 
N3606 741,651 775,212 737,734 727,353 714,355 
N3607 731,527 751,271 724,372 712,472 706,823 
N3608 748,165 781,372 741,933 723,225 717,069 
N3609 767,125 767,977 743,339 732,777 725,268 
N360A 774,93 785,01 750,143 745,675 738,061 
N360B 776,945 813,126 756,731 742,081 729,226 
N360C 767,119 793,302 740,086 737,283 728,740 
N360D 754,821 793,302 740,086 737,283 728,740 
N360E 758,685 765,701 742,64 731,946 724,606 
FONTE: A Autora (2017) 
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TABELA 23 – COMPARATIVO ENTRE MÉTODOS PARA BASE SUN – TIPO H 
Tipo Nome Heur 1 Heur 2 Gurobi KOWA HEUR-3 
H 
N3700 1336,906 1336,004 1281,678 1260,672 1243,522 
N3701 1318,397 1332,231 1283,392 1265,816 1241,519 
N3702 1307,134 1329,865 1269,014 1261,579 1226,743 
N3703 1275,614 1295,345 1262,468 1242,349 1217,454 
N3704 1344,067 1340,184 1302,562 1274,277 1257,369 
N3705 1299,311 1369,398 1294,037 1277,733 1248,296 
N3706 1330,956 1335,461 1284,53 1287,734 1241,962 
N3707 1296,309 1303,389 1247,299 1239,992 1213,073 
N3708 1329,904 1350,563 1274,18 1282,088 1238,911 
N3709 1284,400 1338,702 1298,613 1252,323 1237,259 
N370A 1344,237 1352,749 1300,284 1298,247 1269,314 
N370B 1338,678 1383,858 1299,706 1274,252 1256,005 
N370C 1319,056 1333,805 1288,41 1259,264 1254,835 
N370D 1294,518 1333,805 1288,41 1259,264 1254,835 
N370E 1305,813 1327,27 1282,264 1255,569 1232,459 
FONTE: A Autora (2017) 
Nos problemas do Tipo E, HEUR-3 foi superior na maioria deles, 
enquanto nos demais, TIPOS F, G e H, HEUR-3 foi superior em todos.  
4.2   Comparativo entre os métodos da l iteratura 
Nesse momento, tendo em vista que o método HEUR-3 foi superior 
aos demais implementados (HEUR-1, HEUR-2 e KOWA), o mesmo será 
comparado com os trabalhos do estado da arte de Sun et al. (1998), 
Glover et al.  (2005)  e Aguado (2009) além do solver Gurobi.  
Cabe ressaltar que HEUR-3 é uma heuríst ica pura assim como a 
BT, diferente dos outros métodos que util izam um solver em algum 
momento da rotina implementada.  
Começando pelos problemas fáceis da BaseSun a TABELA 24 
indica que nos problemas de dimensões a té 10𝑥30, a maioria dos métodos 
converge para a solução calculada pelo solver GUROBI que é a solução 
ótima ou muito próxima da ótima , conforme os valores de GAP 
apresentados anteriormente na TABELA 15.  
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TABELA 24 – COMPARATIVO ENTRE MÉTODOS DO ESTADO DA ARTE – TIPO A 
Nome e tamanho 
dos problemas 
Valor da Função Objetivo 
BT GIP CORE2 CORE3 KOWA HEUR-3 
N104 
10 x 10 
40,258 40,258 40,258 40,258 40,258 40,258 
N107 42,029 42,029 42,03 42,029 42,029 42,029 
N204 
15 x 15 
54,502 54,502 54,578 54,502 54,502 54,502 
N207 53,601 53,601 53,610 53,596 53,596 53,596 
N304 
10 x 20 
56,391 56,366 56,366 56,366 56,366 56,366 
N307 49,742 49,742 49,756 49,742 49,742 49,742 
N504 
10 x 30 
57,13 57,13 57,152 57,13 57,13 57,13 
N507 52,977 52,903 52,918 52,903 52,903 52,903 
N1004 
50 x 50 
163,793 163,585 163,787 163,692 163,688 163,658 
N1007 162,313 162,237 162,453 162,234 162,264 162,247 
N2004 
30 x 100 
104,193 104,001 104,129 104,031 104,112 104,014 
N2007 104,341 104,256 104,313 104,254 104,172 104,231 
FONTE: A Autora (2017) 
Analisando os quatros últ imos problemas fáceis e de dimensões 
maiores, a técnica GIP foi superior em dois e Core3 e HEUR-3 em um 
caso distinto.  
A TABELA 25 indica que entre os quinze problemas do Tipo A, a 
técnica GIP foi superior em 7 casos, Core3 em 5 e HEUR-3 em 3 casos. 
 
TABELA 25 – COMPARATIVO ENTRE MÉTODOS DO ESTADO DA ARTE – TIPO A 
Tipo Nome BT GIP Core 2 Core 3 Gurobi HEUR-3 
A 
N3000 168,460 168,057 168,212 167,957 168,278 168,100 
N3001 166,930 166,678 166,806 166,684 166,945 166,761 
N3002 167,888 167,919 168,145 168,000 167,975 167,813 
N3003 168,847 168,434 168,680 168,431 168,621 168,424 
N3004 167,581 167,275 167,593 167,244 167,542 167,308 
N3005 168,251 167,639 168,041 167,658 167,841 167,850 
N3006 166,287 165,862 165,943 165,747 166,058 165,825 
N3007 167,845 167,364 167,515 167,349 167,,546 167,384 
N3008 165,944 165,576 165,968 165,888 165,899 165,701 
N3009 167,206 167,193 167,320 167,080 167,431 167,234 
N300A 167,895 167,358 167,568 167,436 167,550 167,356 
N300B 168,807 168,504 168,727 168,633 168,712 168,591 
N300C 165,765 165,295 165,734 165,698 165,378 165,492 
N300D 166,295 166,217 166,446 166,371 166,392 166,307 
N300E 169,865 169,375 169,958 169,490 169,667 169,466 
FONTE: A Autora (2017) 
A TABELA 26 indica que entre os quinze problemas do Tipo B, 
GIP foi superior em 10, Core3 em 2 e HEUR-3 em 3 casos. 
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TABELA 26 – COMPARATIVO ENTRE MÉTODOS DO ESTADO DA ARTE – TIPO B 
Tipo Nome BT GIP Core 2 Core 3 Gurobi HEUR-3 
B 
N3100 179,672 179,019 179,084 178,927 179,384 179,075 
N3101 178,518 177,861 178,318 177,761 178,147 177,984 
N3102 179,021 179,007 179,271 179,271 179,288 178,931 
N3103 179,278 179,017 179,369 179,231 179,698 179,122 
N3104 179,828 179,230 179,676 179,676 179,953 179,454 
N3105 178,714 178,160 178,841 178,764 178,753 178,424 
N3106 177,304 176,546 177,116 176,720 176,894 176,492 
N3107 178,567 177,904 178,441 178,271 178,513 178,138 
N3108 176,540 176,266 176,955 176,863 176,804 176,338 
N3109 178,077 177,599 178,069 177,843 178,135 177,790 
N310A 179,432 178,703 179,400 179,258 179,346 179,086 
N310B 180,020 179,647 180,168 179,895 179,981 179,689 
N310C 176,106 175,850 176,452 176,202 176,041 176,188 
N310D 178,287 177,328 177,943 177,797 177,698 177,306 
N310E 180,273 179,763 183,987 183,774 180,343 179,937 
FONTE: A Autora (2017) 
A TABELA 27 e a TABELA 28, sem a análise de Core3, conforme 
já just if icado anteriormente, indica que nos 15 problemas de cada Tipo 
(C e D), a técnica GIP foi superior em todos.  
 
TABELA 27 – COMPARATIVO ENTRE MÉTODOS DO ESTADO DA ARTE – TIPO C 
Tipo Nome BT GIP Core 2 Gurobi HEUR-3 
C 
N3200 201,441 199,611 200,670 200,176 200,322 
N3201 199,720 198,843 199,797 199,993 199,819 
N3202 201,728 199,986 201,593 201,434 200,879 
N3203 200,648 199,338 200,055 200,160 199,633 
N3204 201,748 201,089 201,408 202,207 201,803 
N3205 199,576 198,764 199,960 200,179 199,580 
N3206 198,305 197,383 198,189 198,222 197,417 
N3207 200,195 198,006 199,096 199,571 198,664 
N3208 197,043 196,558 197,292 197,685 197,262 
N3209 199,160 198,262 198,497 199,417 198,856 
N320A 201,041 200,643 201,108 201,887 200,951 
N320B 202,682 201,108 201,813 202,023 201,233 
N320C 198,738 196,264 197,334 197,858 196,991 
N320D 199,738 198,158 199,184 199,597 198,755 
N320E 201,583 200,178 201,444 201,809 200,771 
FONTE: A Autora (2017) 
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TABELA 28 – COMPARATIVO ENTRE MÉTODOS DO ESTADO DA ARTE – TIPO D 
Tipo Nome BT GIP Core 2 Gurobi HEUR-3 
D 
N3300 240,209 239,115 240,597 241,251 240,299 
N3301 241,428 238,570 240,410 241,252 240,194 
N3302 240,555 239,876 242,310 243,130 240,965 
N3303 237,274 237,204 239,015 239,384 238,050 
N3304 243,778 241,295 243,803 245,603 242,430 
N3305 241,594 237,920 240,647 241,072 239,753 
N3306 237,461 236,061 237,434 239,370 237,016 
N3307 238,483 236,150 237,611 238,013 236,811 
N3308 236,800 234,479 236,530 237,440 235,759 
N3309 238,961 238,233 239,293 240,705 239,968 
N330A 242,350 242,000 242,812 243,098 242,460 
N330B 243,341 241,009 242,830 245,218 241,650 
N330C 237,911 235,173 237,050 238,880 236,941 
N330D 237,071 236,002 239,881 240,059 237,584 
N330E 241,727 238,434 243,626 240,247 240,548 
FONTE: A Autora (2017) 
A part ir dos problemas de Tipo E, os métodos não foram testados 
no trabalho de Aguado (2009), pois segundo o autor, haveria 
necessidade de alterar os parâmetros para obter bons resultados. A 
TABELA 29 e a TABELA 30 apontam a técnica GIP como melhor em todos 
os problemas do Tipo E e Tipo F, respectivamente.  
TABELA 29 – COMPARATIVO ENTRE MÉTODOS DO ESTADO DA ARTE – TIPO E 
Tipo Nome BT GIP Gurobi HEUR-3 
E 
N3400 314,664 312,137 318,006 314,366 
N3401 314,568 309,548 317,039 312,847 
N3402 317,426 314,136 320,987 316,917 
N3403 306,564 305,622 314,158 309,617 
N3404 316,053 314,941 322,012 318,056 
N3405 314,182 311,120 318,458 316,717 
N3406 308,776 308,427 316,476 310,307 
N3407 305,782 305,442 312,142 307,744 
N3408 312,399 308,179 312,400 309,069 
N3409 315,370 312,060 321,465 314,893 
N340A 317,228 316,336 325,127 319,017 
N340B 316,352 314,486 321,983 318,646 
N340C 310,844 308,288 315,718 310,640 
N340D 309,496 308,479 316,341 311,698 
N340E 316,113 311,349 317,170 313,759 
FONTE: A Autora (2017) 
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TABELA 30 – COMPARATIVO ENTRE MÉTODOS DO ESTADO DA ARTE – TIPO F 
Tipo Nome BT GIP Gurobi HEUR-3 
F 
N3500 457,658 450,795 463,124 455,697 
N3501 454,374 445,767 466,570 453,479 
N3502 451,039 449,374 464,078 455,119 
N3503 439,546 438,734 452,057 443,929 
N3504 458,946 454,244 469,097 460,386 
N3505 452,509 448,007 467,825 453,014 
N3506 447,534 442,903 458,869 451,210 
N3507 443,375 439,880 451,817 443,767 
N3508 450,745 447,131 459,491 452,440 
N3509 453,419 451,451 464,740 455,084 
N350A 459,302 455,810 470,779 462,129 
N350B 457,231 453,736 465,954 461,679 
N350C 451,829 449,021 460,662 455,719 
N350D 451,829 449,021 460,662 455,719 
N350E 451,834 449,546 462,535 459,913 
FONTE: A Autora (2017) 
Na TABELA 31, para problemas do Tipo G, os resultados 
computacionais apresentam a técnica BT de SUN superior em apenas 1 
caso com relação a GIP. Na TABELA 32, para problemas do Tipo H, BT 
é superior em 4 casos e GIP em 11.  
 
TABELA 31 – COMPARATIVO ENTRE MÉTODOS DO ESTADO DA ARTE – TIPO G 
Tipo Nome BT GIP Gurobi HEUR-3 
G 
N3600 713,866 713,202 742,307 724,536 
N3601 722,657 709,804 741,094 721,167 
N3602 716,002 704,514 741,340 721,880 
N3603 702,926 698,859 730,714 707,105 
N3604 731,657 719,948 751,685 727,915 
N3605 710,327 701,139 736,289 725,679 
N3606 715,812 711,073 737,734 714,355 
N3607 701,699 696,387 724,372 706,823 
N3608 705,938 709,132 741,933 717,069 
N3609 717,733 713,193 743,339 725,268 
N360A 730,942 729,011 750,143 738,061 
N360B 727,058 718,435 756,731 729,226 
N360C 725,348 716,833 740,086 728,740 
N360D 725,348 716,833 740,086 728,740 
N360E 722,009 712,120 742,640 724,606 
FONTE: A Autora (2017) 
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TABELA 32 – COMPARATIVO ENTRE MÉTODOS DO ESTADO DA ARTE – TIPO H 
Tipo Nome BT GIP Gurobi HEUR-3 
H 
N3700 1253,875 1217,475 1281,678 1243,522 
N3701 1237,126 1217,557 1283,392 1241,519 
N3702 1230,006 1211,000 1269,014 1226,743 
N3703 1213,135 1213,202 1262,468 1217,454 
N3704 1247,729 1230,928 1302,562 1257,369 
N3705 1242,727 1223,852 1294,037 1248,296 
N3706 1240,640 1233,656 1284,530 1241,962 
N3707 1213,414 1193,304 1247,299 1213,073 
N3708 1220,714 1222,297 1274,180 1238,911 
N3709 1220,415 1211,783 1298,613 1237,259 
N370A 1255,481 1256,831 1300,284 1269,314 
N370B 1243,265 1229,574 1299,706 1256,005 
N370C 1243,686 1229,667 1288,410 1254,835 
N370D 1243,686 1229,667 1288,410 1254,835 
N370E 1219,003 1220,285 1282,264 1232,459 
FONTE: A Autora (2017) 
Uma últ ima análise é a comparação entre o método HEUR-3 e o 
solver GUROBI separadamente. De acordo com a TABELA 33, o método 
heuríst ico tem um desempenho superior na maioria dos casos do Tipo A, 
B e C, sendo superior em todos os problemas a part ir do Tipo D até o H. 
Analisando a part ir da média dos quinze problemas em cad a tipo, HEUR-
3 apresenta os melhores resultados , quando comparado com o solver  
Gurobi.  
É importante ressaltar que:  
 O solver Gurobi foi uti l izado em suas configurações default . 
 O tempo limite de processamento para ambos foi de 120𝑠. 
 Na tentativa de implementar um método híbrido, a part ir de 
uma SBFI, uti l izando o resultado obtido em HEUR-3, o 
solver GUROBI não apresentou, em geral, melhorias no 
valor da função objetivo. E quando houve melhorias, essas 
foram muito pequenas, causando pouca variação do GAP, 
mesmo quando alguns parâmetros do solver eram alterados. 
 HEUR-3 foi superior 93% dos problemas.  
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TABELA 33 – COMPARATIVO ENTRE HEUR-3 E GUROBI – TIPO H 
Tipo Nome Gurobi HEUR-3 Tipo Nome Gurobi HEUR-3 Tipo Nome Gurobi HEUR-3 Tipo Nome Gurobi HEUR-3 
A 
N3000 168,278 168,100 
B 
N3100 179,384 179,075 
C 
N3200 200,176 200,322 
D 
N3300 241,251 240,299 
N3001 166,945 166,761 N3101 178,147 177,984 N3201 199,993 199,819 N3301 241,252 240,194 
N3002 167,975 167,813 N3102 179,288 178,931 N3202 201,434 200,879 N3302 243,130 240,965 
N3003 168,621 168,424 N3103 179,698 179,122 N3203 200,160 199,633 N3303 239,384 238,050 
N3004 167,542 167,308 N3104 179,953 179,454 N3204 202,207 201,803 N3304 245,603 242,430 
N3005 167,841 167,850 N3105 178,753 178,424 N3205 200,179 199,580 N3305 241,072 239,753 
N3006 166,058 165,825 N3106 176,894 176,492 N3206 198,222 197,417 N3306 239,370 237,016 
N3007 167,546 167,384 N3107 178,513 178,138 N3207 199,571 198,664 N3307 238,013 236,811 
N3008 165,899 165,701 N3108 176,804 176,338 N3208 197,685 197,262 N3308 237,440 235,759 
N3009 167,431 167,234 N3109 178,135 177,790 N3209 199,417 198,856 N3309 240,705 239,968 
N300A 167,550 167,356 N310A 179,346 179,086 N320A 201,887 200,951 N330A 243,098 242,460 
N300B 168,712 168,591 N310B 179,981 179,689 N320B 202,023 201,233 N330B 245,218 241,650 
N300C 165,378 165,492 N310C 176,041 176,188 N320C 197,858 196,991 N330C 238,880 236,941 
N300D 166,392 166,307 N310D 177,698 177,306 N320D 199,597 198,755 N330D 240,059 237,584 
N300E 169,667 169,466 N310E 180,343 179,937 N320E 201,809 200,771 N330E 240,247 240,548 
Média 167,456 167,307 Média 178,599 178,264 Média 200,148 199,529 Média 240,981 239,362 
Tipo Nome Gurobi HEUR-3 Tipo Nome Gurobi HEUR-3 Tipo Nome Gurobi HEUR-3 Tipo Nome Gurobi HEUR-3 
E 
N3400 318,006 314,366 
F 
N3500 463,124 455,697 
G 
N3600 742,307 724,536 
H 
N3700 1281,678 1243,522 
N3401 317,039 312,847 N3501 466,570 453,479 N3601 741,094 721,167 N3701 1283,392 1241,519 
N3402 320,987 316,917 N3502 464,078 455,119 N3602 741,340 721,880 N3702 1269,014 1226,743 
N3403 314,158 309,617 N3503 452,057 443,929 N3603 730,714 707,105 N3703 1262,468 1217,454 
N3404 322,012 318,056 N3504 469,097 460,386 N3604 751,685 727,915 N3704 1302,562 1257,369 
N3405 318,458 316,717 N3505 467,825 453,014 N3605 736,289 725,679 N3705 1294,037 1248,296 
N3406 316,476 310,307 N3506 458,869 451,210 N3606 737,734 714,355 N3706 1284,530 1241,962 
N3407 312,142 307,744 N3507 451,817 443,767 N3607 724,372 706,823 N3707 1247,299 1213,073 
N3408 312,400 309,069 N3508 459,491 452,440 N3608 741,933 717,069 N3708 1274,180 1238,911 
N3409 321,465 314,893 N3509 464,740 455,084 N3609 743,339 725,268 N3709 1298,613 1237,259 
N340A 325,127 319,017 N350A 470,779 462,129 N360A 750,143 738,061 N370A 1300,284 1269,314 
N340B 321,983 318,646 N350B 465,954 461,679 N360B 756,731 729,226 N370B 1299,706 1256,005 
N340C 315,718 310,640 N350C 460,662 455,719 N360C 740,086 728,740 N370C 1288,410 1254,835 
N340D 316,341 311,698 N350D 460,662 455,719 N360D 740,086 728,740 N370D 1288,410 1254,835 
N340E 317,170 313,759 N350E 462,535 459,913 N360E 742,640 724,606 N370E 1282,264 1232,459 
Média 317,965 313,620 Média 462,551 454,619 Média 741,366 722,745 Média 1283,790 1242,237 
FONTE: A Autora (2017)
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5   CONCLUSÕES 
O PTCF é classif icado como um problema do tipo NP-hard e 
encontrar a solução ótima, em alguns casos, nem sempre é possível.  
Não se trata apenas do tamanho do problema, mas sim da diferença entre 
o valor do custo unitário e o va lor do custo f ixo de transporte. A medida 
em que essa diferença se torna cada vez maior, a dif iculdade em resolver 
o PTCF f ica mais evidente.  
Na BaseSun, essa diferença entre o custo unitário e o custo f ixo 
vai aumentando a partir do Tipo A até o Tipo H. Os valores de GAP 
encontrados ut i l izando o solver exato Gurobi, reforçam o quão distante 
se está do ót imo à medida que os tipos  de problemas vão evoluindo.  
As heuríst icas implementadas, HEUR-1, HEUR-2, KOWA e HEUR-
3 aproveitam a estrutura em árvore . Em todos os momentos de resolução 
do PT, quando o PTCF foi relaxado, o método de LOCH foi uti l izado, não 
sendo preciso recalcular todos os custos das variáveis não básicas de 
uma iteração para a outra.  Além disso, a proposta de implementação do 
MSL estava presente em todos esses métodos.  
Após realizar os testes computacionais , aplicados à BaseSun, no 
que se refere à comparação entre os métodos desenvolvidos, HEUR-3 
se destaca como o melhor, sendo superior em 85% dos casos em relação 
a HEUR-1, HEUR-2 e KOWA. 
Quando comparado individualmente com os métodos Core2 e 
Core3, HEUR-3 foi superior em 70% dos 30 problemas do Tipo A e B. 
Para os 30 problemas do Tipo C e D, comparado apenas com Core2, 
HEUR-3 foi superior em 93%.  Para os demais tipos, Core2 e Core3 não 
foram testados, pois esses métodos são apropriados apenas para os 
problemas onde a diferença entre o custo unitário e o custo f ixo não são 
tão altas, não apresentando desempenho satisfatório em casos 
contrários.  
No entanto, quando comparado aos métodos da literatura, a 
técnica GIP, que faz uso de um solver, ainda se mostrou superior em 
relação ao método HEUR-3, que obteve bons resultados apenas em 
alguns problemas do Tipo A e B.   
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Na comparação separada apenas entre HEUR-3 e BT, ambas 
heuríst icas puras, dos 120 problemas (Tipo A –  H) HEUR-3 é superior em 
51% dos casos.  
Com relação ao solver  Gurobi, HEUR-3 foi superior em 93% de um 
total de 120 problemas em relação ao Gurobi.     
O bom desempenho dos métodos heuríst icos frente ao Gurobi, 
mostra que a sua util ização se torna viável, uma vez que alcançar uma 
resposta exata pode exigir muito do tempo computacional.  Já a 
heuríst ica, permite atingir resultados próximos do ót imo em um período 
de tempo menor. 
Diante do objet ivo geral desse trabalho, um método heurístico foi 
desenvolvido e apresentado, mostrando-se, em alguns casos, superior a 
outra técnica , quando aplicado a BaseSun.  
Por outro lado, diante de um método exato, a heuríst ica 
desenvolvida apresenta respostas satisfatórias, levando em 
consideração sua aplicação a problemas reais, em um mercado 
competit ivo que busca so luções rápidas.  
Como sugestão de objeto de estudo para trabalhos futuros: 
 Realizar melhorias no método HEUR-3, com outras 
perturbações que possibil item atingir outros mínimos locais, 
inclusive com a possibil idade de inclusão de um solver em 
sua rot ina.  
 Estender o estudo do PTCF para o Problema de Transporte 
com Custo Fixo Linear por Partes (PTCFLP).  
 Relaxar uma solução inicial e enviar  parte dela para que o 
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 Ano Autor Tipo Metodologia 
1954 Hirsch; Dantzig - Gênese do PTCF 
1961 Balinski Heurístico Problema relaxado 
1962 Kuhn; Baulmol Heurístico Degenerescência forçada 
1964 Spielberg Exato Particionamento de Benders 
1966 Dwyer Híbrido Matrizes completamente reduzidas 
1967 Cooper; Drebes Heurístico Pontos extremos adjacentes 
1967 
Gray Exato Particionamento de Benders, Algoritmo de 
Hillier e Método de Balinski. 
1968 
Cooper; Olson Heurístico Método de Cooper & Drebes com 
perturbação. 
1968 
Walker Heurístico Algoritmo de Gomory e partição de 
Benders 
1968 Murty Exato  Procura por pontos extremos adjacentes 
1970 
Steinberg Heurístico Métodos heurísticos, um deles usando o 
B&B 
1971 Gray Híbrido B&B e Método de Murty 
1971 Thompkins Heurístico Agrupamento das variáveis 
1975 
Mckeown Exato  Método de Murty com classificação dos 
vértices 
1975 Cooper Heurístico Inserção de vetores 
1975 Ahrens; Finke Heurístico Pertubação 
1976 Kennington & Unger Heurístico B&B 
1976 Robers; Cooper Heurístico Refinamento para o método de Balinski 
1977 Steinberg Heurístico Proposta de um método heurístico 
1981 Mckeown Heurístico B&B para PGCF 
1981 Barr Heurístico B&B para PTCF esparsos 
1982 
Sadagopan; Ravindran Híbrido Método de Murty com atualizações 
dinâmicas 
1983 Gupta Heurístico Algoritmo de Steinberg 
1988 Sandrock Heurístico Novo algoritmo para PTCF pequenos 
1989 Schaffer; O´Leary Heurístico B&B e Algoritmo SWIFT 
1989 Wright; Von Lanzenauer Heurístico Relaxação Lagrangeana para PGCF grandes 
1990 Palekar et al. Exato  Novas condições de penalidade 
1991 
Diaby Heurístico Procedimento de aproximação linear 
sucessiva aplicado a problemas com perda 
de recurso. 
1991 Ragsdale; Mckeown Heurístico B&B com conjunto de restrições 
1992 
Madan; Gilbert Heurístico PTCF aplicado a um problema de classe de 
planejamento de produção e 
sequenciamento 
1997 Hultberg; Cardoso Heurístico B&B (problema de alocação de professores) 
1997 
Lamar; Wallace Heurístico B&B (com modificações nas penalidades de 
Cabot; Erenguc e Driebeek. 
1998 Gottlieb; Paulmann Heurístico AG 
1998 Sun et al. Heurístico BT 
1998 Gen; Li Heurístico Árvore geradora adaptada para o AG 
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1999 Bell et al. Heurístico B&B (com relaxamento de subproblemas) 
1999 Adlakha; Kowalski Heurístico Solução MFL (more-for-less) 
2001 Gen et.al Heurístico AG 
2003 Adlakha; Kowalski Heurístico Método de Balinski e Vogel 
2004 
Adlakha; Kowalski Heurístico Método para o source-induced 
fixed-charge transportation problem 
2005 Jo et al. Heurístico Algoritmo de Gen & Li para PTCF não linear 
2005 Glover et al. Heurístico GIP 
2005 Sang-Moon et al. Heurístico Algoritmo evolutivo 
2005 
Kowalski Heurístico Apresentação de novas propriedades e 
método para encontrar o mínimo global 
2006 Losonsky Heurístico DSSP 
2006 Lawphongpanich Heurístico DSSP 
2006 Su; Zhan Heurístico AG 
2006 Gen et al. Heurístico AG para PTCF em dois estágios. 
2007 Jo et al. Heurístico AG e número de Prüfer 
2007 Ma et al. Heurístico AGI 
2007 
Adlakha et al.  Heurístico Algoritmo MFL (more-for-less) e método de 
Balinski 
2008 
Klose Heurístico Programação Dinâmica e enumeração 
implícita para single-sink 
2008 Yang; Shao Heurístico AG 
2009 
Aguado – olhar  Heurístico Relaxação Lagrangeana, algoritmo central e 
B&B 
2010 Hajiaghaei-Keshteli et al. Heurístico AG e número de Prüfer 
2010 
Adlakha 2010 Heurístico Ramificação e cálculo de limites inferiores e 
superiores. 
2011 Othman et al. Heurístico AG  e lógica fuzzy 
2011 Lev; Kowalski Heurístico Polinômios 
2012 El-Sherbiny Heurístico Algoritmo Imunológico Artificial 
2012 Agarwal; Aneja Exato Projeção do poliedro do PTCF 
2012 Pintea et al. Heurístico Algoritmo vizinho mais próximo 




Heurístico Estrutura de Gen, número de Prüfer 
2013 
El-Sherbiny;Alhamali Heurístico Nuvem de Partículas e Algoritmo 
Imunológico Artificial 
2013 Safi; Razmjoo Heurístico PTCF estocástico 
2013 Acharya  Heurístico Balanceamento de oferta e demanda 
2014 Altassan el al. Heurístico Algoritmo Imunológico Artificial 
2014 Loch; Silva Heurístico Adaptação do método MODI 
2014 Adlakha Heurístico Ramificação 
2014 Adlakha; Kowalski Heurístico Limite inferior quadrático 
2014 Kowalski Heurístico Decomposição em subproblemas 
2014 Roberti et al. Exato Branch and Price 
2014 Buson Heurístico Busca local iterativa 
2015 Angulo; Van Vyve Heurístico Estrutura de árvore e programação dinâmica 
QUADRO 9 – RESUMO DA LITERATURA REVISADA PARA O PTCF 
FONTE: A Autora (2017) 
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APÊNDICE 2 
O método desenvolvido por Loch (2014) será apresentado nesta 
seção aplicado a um exemplo numérico em uma iteração. Antes, faz-se 
necessário entender os índices e a nomenclatura uti l izados na expressão 








𝑐?̅?𝑗, 𝑠𝑒 𝑖, 𝑗 ∉ ℋ 𝑜𝑢 𝑖, 𝑗 ∈ ℋ
𝑐?̅?𝑗 + 𝑐?̅?𝑞, 𝑠𝑒 𝑖 ∉ ℋ 𝑒 𝑗 ∈ ℋ, 𝑟𝑠𝜖𝐴(𝑝)
𝑐?̅?𝑗 + 𝑐?̅?𝑞 , 𝑠𝑒 𝑖 ∈ ℋ, 𝑗 ∉ ℋ, 𝑡𝑠𝜖𝐴(𝑞)
𝑐?̅?𝑗 − 𝑐?̅?𝑞 , 𝑠𝑒 𝑖 ∉ ℋ 𝑒 𝑗 ∈ ℋ, 𝑡𝑠𝜖𝐴(𝑞)




 Quando é necessário recalcular, os  novos 𝑐´̅𝑖𝑗 das variáveis 
não básicas  correspondem à soma ou diferença entre o  𝑐?̅?𝑗 atual e o 𝑐?̅?𝑞, 
sendo que este últ imo é o valor que irá zerar 𝑐´̅𝑖𝑗  associado à variável 𝑥𝑖𝑗 
que irá entrar na base.  No primeiro caso da expressão 8, a atualização 
do 𝑐´̅𝑖𝑗 permanece igual ao valor do 𝑐?̅?𝑗 atual, ou seja, e é neste momento 
que acontece a economia no cálculo.  
A part ir de uma solução conhecida para um PT, a árvore que a 
representa é denominada  𝑻 . Ao definir a variável 𝑥𝑖𝑗 que irá entrar na 
base e ao mesmo tempo a que irá sair, identif ica-se também a parte da 
árvore que será desprendida e denominada 𝑯 , e a outra parte passa a 
ser 𝑻 − 𝑯. O arco (rs ,  ts) corresponde a variável 𝑥𝑖𝑗 que sai da base e o 
arco (𝑝, 𝑞) a variável 𝑥𝑖𝑗 que entra na base.A nomenclatura 𝐴(𝑝) ou 𝐴(𝑞)  
refere-se aos ancestrais39 de 𝑝 ou 𝑞. 
O exemplo numérico a seguir possui 7 origens e 6 destinos, com 
os custos unitários, quantidade de oferta e demand a em cada origem e 




                                                          
39 Determinar os ancestrais, significa percorrer a árvore a partir de 𝑝 ou 𝑞 até a sua origem, que por adoção é a 
linha 1. 
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  Destino 1 Destino 2 Destino 3 Destino 4 Destino 5 Destino 6 Oferta 
Origem 1 8 2 8 11 17 2 16 
Origem 2 10 10 9 12 18 7 15 
Origem 3 17 2 12 11 13 8 13 
Origem 4 9 4 11 14 15 16 7 
Origem 5 9 11 2 2 7 13 8 
Origem 6 11 16 12 14 9 19 3 
Origem 7 6 10 4 17 2 10 11 
Demanda 1 19 7 5 4 37 73 
 
QUADRO 10 – CUSTOS UNITÁRIOS, QUANTIDADE E OFERTA E DEMANDA EM CADA ORIGEM E 
DESTINO.  
FONTE: A Autora (2017) 
O Método do Custo Mínimo40 foi uti l izado para encontrar uma SBFI 
que está exposta no QUADRO 11. 
 
  Destino 1 Destino 2 Destino 3 Destino 4 Destino 5 Destino 6 Oferta 
Origem 1  16     16 
Origem 2      15 15 
Origem 3  3    10 13 
Origem 4    4  3 7 
Origem 5   7 1   8 
Origem 6      3 3 
Origem 7 1    4 6 11 
Demanda 1 19 7 5 4 37 73 
 
QUADRO 11 – SBFI UTILIZANDO O CUSTO MÍNIMO. 
FONTE: A Autora (2017) 
O método MODI (Modified Distr ibution)41 é aplicado para o cálculo 
dos custos atualizados, para todas as variáveis não básicas. Neste 
método, todos os custos atualizados das variáveis não básicas são 
calculados, o valor mais negativo é escolhido para entrar na base. Loch 
aplica o método MODI apenas na primeira iteração. Conforme o QUADRO 
12, a variável 𝑥16 possui o valor mais negativo, portanto será a que 
entrará na base.  
 
                                                          
40 Os passos desse método são amplamente divulgados na literatura e pode ser consultado em Silva 
(2012). 
41 O método é utilizado para o teste de otimalidade e pode ser visto em Loch (2014). 
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  Destino 1 Destino 2 Destino 3 Destino 4 Destino 5 Destino 6 Oferta 
Origem 1 4  2 5 17 -6 16 
Origem 2 7 9 4 7 19  15 
Origem 3 13  6 5 13  13 
Origem 4 -3 -6 -3  7  7 
Origem 5 9 13   11 9 8 
Origem 6 -4 3 -5 -3 -2  3 
Origem 7  6 -4 9   11 
Demanda 1 19 7 5 4 37 73 
 
QUADRO 12 – CUSTO ATUALIZADO DAS VARIÁVEIS NÃO BÁSICAS NA 1a ITERAÇÃO. 
FONTE: A Autora (2017) 
Uma legenda foi criada para identif icação dos ícones que serão 
util izados nos grafos do exemplo a seguir, conforme a FIGURA 10. 
 
 
Legenda de ícones util izados nos grafos  
 Origem 𝑖 
 Destino 𝑗 
 Arco que representa a variável 𝑥𝑖𝑗 
 Variável 𝑥𝑖𝑗 que sai da base 
 Variável 𝑥𝑖𝑗  que entra na base 
 Separação da árvore T em T –  H e H  
(p,q) Arco da variável 𝑥𝑖𝑗 que entra na base 
(rs ,  ts) Arco da variável 𝑥𝑖𝑗 que sai da base 
 Formação de um ciclo  
 
FIGURA 10 – ÍCONES UTILIZADOS NOS GRAFOS 






Na subseção 3.1.2 foi mostrado que a visualização de um ciclo 
f ica melhor ao adotar a estrutura de árvore. A FIGURA 11 mostra a 
árvore, destacando o ciclo formado ao inserir a variável 𝑥16 na base e ao 
realizar o 𝜽 − 𝒍𝒐𝒐𝒑42 constata-se que a variável 𝑥36 sai da base. O corte 
no arco que l iga a origem 3 com o destino 6 faz surgir a parte 𝑯 da árvore 
que irá se “desprender” e nesta separação  resulta a árvore 𝑻 − 𝑯. 
 
 
FIGURA 11 – ESTRUTURA EM ÁRVORE NA 1a ITERAÇÃO 
FONTE: A Autora (2017) 
A partir da FIGURA 11, pode-se analisar a expressão 11 e verif icar 
em quais casos que a atualização dos custos das variáveis não básicas 
se enquadra e assim partir para a 2 a i teração. 
Para explicar a expressão 11, temos que das 42  variáveis, 12 são 
básicas e apenas 𝑥36 terá seu valor modif icado, pois estará saindo da 
                                                          




















base. Sendo assim, 11 variáveis básicas,  𝑥12,  𝑥26, 𝑥32, 𝑥44, 𝑥46, 𝑥53, 𝑥54, 𝑥66,
𝑥71, 𝑥75 𝑒 𝑥76 ,  permanecem zeradas, ou seja 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 = 0.  
Entre as outras 31 variáveis, 16 não-básicas possuem a 
característica de que sua Origem 𝑖 e seu Destino 𝑗, ambos pertençam ou 
não a 𝑯. Neste caso, o valor atualizado do custo será mantido , ou seja, 
será igual ao valor atual da 1ª iteração, enquadrando-se no 1º caso da 
expressão 11.  Cada variável deste caso está detalhada no QUADRO 13. 
 
Variável  𝒊 𝒋 Resultado :  
𝑥21 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥23 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥24 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥25 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥41 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥43 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥45 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥51 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥55 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥56 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥61 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥63 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥64 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥65 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥73 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
𝑥74 ∈ 𝐻 ∈ 𝐻 𝑐´̅𝑖𝑗 = 𝑐?̅?𝑗 
 
QUADRO 13 – VARIÁVEIS NÃO-BÁSICAS QUE PERMANECEM COM O VALOR DE SEUS CUSTOS 
INALTERADOS NA 1a ITERAÇÃO. 
FONTE: A Autora (2017) 
Restam então, 15 variáveis que realmente terão os custos 
atualizados modif icados. Para cada variável, é necessário identif icar em 
qual dos 4 casos ela se enquadra para realizar o cálculo.  
Para cada variável 𝑥ij deve-se identif icar se 𝑖 ∈ 𝐻 e se 𝑗 ∈ 𝐻;  
Posteriormente, avaliar as condições de 𝑟𝑠 e 𝑡𝑠 com relação a 𝐴(𝑝) e 𝐴(𝑞), 
respectivamente, de acordo com as expressões numeradas de 9 a 14, 




𝑝 = 𝑂1 (12) 
𝑞 = 𝐷6 (13) 
𝑟𝑠 = 𝑂3 (14) 
𝑡𝑠 = 𝐷6 (15) 
𝐴(𝑝) = 𝐴(𝑂1) = [𝑂1] (16 
𝐴(𝑞) = 𝐴(𝐷6) = [𝐷6, 𝑂3, 𝐷2, 𝑂1] (17) 
 
Dessa forma conclui-se que 𝑡𝑠  ∈ 𝐴(𝑞) e 𝑟𝑠 ∉ 𝐴(𝑝), sendo assim, os 
cálculos dos custos atualizados das variáveis f icam restritos a dois 








𝑐?̅?𝑗, 𝑠𝑒 𝑖, 𝑗 ∉ ℋ 𝑜𝑢 𝑖, 𝑗 ∈ ℋ
𝑐?̅?𝑗 + 𝑐?̅?𝑞, 𝑠𝑒 𝑖 ∉ ℋ 𝑒 𝑗 ∈ ℋ, 𝑟𝑠𝜖𝐴(𝑝)
?̅?𝒊𝒋 + ?̅?𝒑𝒒, 𝒔𝒆 𝒊 ∈ 𝓗, 𝒋 ∉ 𝓗, 𝒕𝒔𝝐𝑨(𝒒)
?̅?𝒊𝒋 − ?̅?𝒑𝒒, 𝒔𝒆 𝒊 ∉ 𝓗 𝒆 𝒋 ∈ 𝓗, 𝒕𝒔𝝐𝑨(𝒒)
𝑐?̅?𝑗 − 𝑐?̅?𝑞 , 𝑠𝑒 𝑖 ∈ ℋ, 𝑗 ∉ ℋ, 𝑟𝑠𝜖𝐴(𝑝)
 
 
FIGURA 12 – CASOS QUE SERÃO UTILIZADOS PARA O CÁLCULO DOS CUSTOS ATUALIZADOS. 
FONTE: A Autora (2017) 
Como exemplo, será uti l izado a variável 𝑥16, com 𝑖 = 1 e 𝑗 = 6.  
Analisando a árvore, temos que 𝑖 ∉ 𝐻 e 𝑗 ∈ 𝐻, logo 𝑐´̅16 = 𝑐1̅6 − 𝑐?̅?𝑞.   
Sabemos que a variável 𝑥16  irá entrar da base, então 𝑐´̅16 = 0. O 
valor de 𝑐1̅6 é igual a −6, então conclui-se que 𝑐?̅?𝑞 = −6. 
Com o valor de 𝑐?̅?𝑞, o cálculo dos valores dos custos atualizados 
das demais variáveis pode ser realizado de maneira análoga e o  
QUADRO 14 detalha estas variáveis.  
O QUADRO 15 tem todos os custos das variáveis 𝑥𝑖𝑗 para iniciar 








Variável  𝒊 𝒋 Resultado :  
𝑥11 ∉ 𝐻 ∈ 𝐻 𝑐´̅11 = 𝑐1̅1 − (−6) 
𝑥13 ∉ 𝐻 ∈ 𝐻 𝑐´̅13 = 𝑐1̅4 − (−6) 
𝑥14 ∉ 𝐻 ∈ 𝐻 𝑐´̅14 = 𝑐1̅4 − (−6) 
𝑥15 ∉ 𝐻 ∈ 𝐻 𝑐´̅15 = 𝑐1̅5 − (−6) 
𝑥16 ∉ 𝐻 ∈ 𝐻 𝑐´̅16 = 𝑐1̅6 − (−6) 
𝑥22 ∈ 𝐻 ∉ 𝐻 𝑐´̅22 = 𝑐2̅2 + (−6) 
𝑥31 ∉ 𝐻 ∈ 𝐻 𝑐´̅31 = 𝑐3̅1 − (−6) 
𝑥33 ∉ 𝐻 ∈ 𝐻 𝑐´̅33 = 𝑐3̅3 − (−6) 
𝑥34 ∉ 𝐻 ∈ 𝐻 𝑐´̅34 = 𝑐3̅4 − (−6) 
𝑥35 ∉ 𝐻 ∈ 𝐻 𝑐´̅35 = 𝑐3̅5 − (−6) 
𝑥36 ∉ 𝐻 ∈ 𝐻 𝑐´̅36 = 𝑐3̅6 − (−6) 
𝑥42 ∈ 𝐻 ∉ 𝐻 𝑐´̅42 = 𝑐4̅2 + (−6) 
𝑥52 ∈ 𝐻 ∉ 𝐻 𝑐´̅52 = 𝑐5̅2 + (−6) 
𝑥62 ∈ 𝐻 ∉ 𝐻 𝑐´̅62 = 𝑐6̅2 + (−6) 
𝑥72 ∈ 𝐻 ∉ 𝐻 𝑐´̅72 = 𝑐7̅2 + (−6) 
QUADRO 14 – VARIÁVEIS QUE TERÃO O CÁLCULO DE SEUS CUSTOS ATUALIZADOS NA 1a 
ITERAÇÃO. 
FONTE: A Autora (2017) 
 
  Destino 1 Destino 2 Destino 3 Destino 4 Destino 5 Destino 6 Oferta 
Origem 1 10 VB 8 11 23 VB 16 
Origem 2 7 3 4 7 19 VB 15 
Origem 3 19 VB 12 11 19 6 13 
Origem 4 -3 -12 -3 VB 7 VB 7 
Origem 5 9 7 VB VB 11 9 8 
Origem 6 -4 -3 -5 -3 -2 VB 3 
Origem 7 VB 0 -4 9 VB VB 11 
Demanda 1 19 7 5 4 37 73 
QUADRO 15 – CUSTO ATUALIZADO DAS VARIÁVEIS NÃO BÁSICAS NA 2a ITERAÇÃO. 
FONTE: A Autora (2017) 
Para reforçar o método, outra maneira de verif icar que apenas 
alguns custos foram recalculados, podemos subtrair os va lores de custo 
entre o QUADRO 15 e o QUADRO 12, resultando no QUADRO 16. As 
células que estão zeradas são relativas às variáveis básicas e não 
básicas que não tiveram o valor do custo modif icado e por outro lado, as 
células que possuem valores são as mesmas do QUADRO 15 que tiveram 




  Destino 1 Destino 2 Destino 3 Destino 4 Destino 5 Destino 6 
Origem 1 6 0 6 6 6 6 
Origem 2 0 -6 0 0 0 0 
Origem 3 6 0 6 6 6 6 
Origem 4 0 -6 0 0 0 0 
Origem 5 0 -6 0 0 0 0 
Origem 6 0 -6 0 0 0 0 
Origem 7 0 -6 0 0 0 0 
QUADRO 16 – CUSTO ATUALIZADO DAS VARIÁVEIS NÃO BÁSICAS NA 2a ITERAÇÃO. 
FONTE: A Autora (2017) 
De acordo com Loch (2014): 
A razão economia de tempo entre o tempo médio 
necessár io para a obtenção da solução ót ima pela estrutura em 
árvore e o tempo médio necessár io para a obtenção  da solução 
ót ima pela estrutura em quadro fo i entre 54,14% e 71,87%. . . .  
Cons iderando a média para todos os exemplos testados, a 
economia fo i de 60,24%.  
 
Essa economia de tempo pode ser observada neste pequeno 




Nessa pesquisa os tempos computacionais não foram levados em 
consideração com relação aos métodos desenvolvidos, pois não serão 
objetos de comparação, uma vez que os métodos da literatura não foram 
implementados e testados na mesma máquina. Sendo assim, apenas os 
valores encontrados para a função objetivo foram analisados.  
 
TABELA 34 – VALORES DA FUNÇÃO OBJETIVO E TEMPO (S) PARA PROBLEMAS DA BASESUN 





















N3000 168,460 0,00 168,057 89,200 
B 
N3100 179,672 35,79 179,019 104,740 
N3001 166,930 0,00 166,678 120,040 N3101 178,518 15,08 177,861 79,690 
N3002 167,888 24,17 167,919 83,530 N3102 179,021 0,00 179,007 88,120 
N3003 168,847 5,05 168,434 35,830 N3103 179,278 15,74 179,017 178,340 
N3004 167,581 7,49 167,275 110,800 N3104 179,828 0,00 179,230 135,500 
N3005 168,251 3,75 167,639 161,480 N3105 178,714 12,78 178,160 58,840 
N3006 166,287 18,12 165,862 89,370 N3106 177,304 0,00 176,546 141,360 
N3007 167,845 15,05 167,364 79,110 N3107 178,567 18,27 177,904 193,580 
N3008 165,944 28,34 165,576 86,870 N3108 176,540 4,05 176,266 156,380 
N3009 167,206 30,79 167,193 17,610 N3109 178,077 0,00 177,599 34,440 
N300A 167,895 25,00 167,358 55,320 N310A 179,432 5,89 178,703 118,830 
N300B 168,807 8,56 168,504 152,010 N310B 180,020 16,14 179,647 31,050 
N300C 165,765 32,10 165,295 90,680 N310C 176,106 13,78 175,850 69,590 
N300D 166,295 37,89 166,217 160,870 N310D 178,287 14,60 177,328 139,220 





















N3200 201,441 8,83 199,611 136,850 
D 
N3300 240,209 31,09 239,115 180,850 
N3201 199,720 31,54 198,843 173,350 N3301 241,428 4,10 238,570 49,700 
N3202 201,728 22,17 199,986 159,730 N3302 240,555 0,00 239,876 128,860 
N3203 200,648 25,44 199,338 142,910 N3303 237,274 22,66 237,204 54,620 
N3204 201,748 8,67 201,089 78,870 N3304 243,778 40,03 241,295 119,310 
N3205 199,576 30,98 198,764 157,080 N3305 241,594 6,99 237,920 113,120 
N3206 198,305 4,77 197,383 44,400 N3306 237,461 47,34 236,061 174,360 
N3207 200,195 18,68 198,006 115,060 N3307 238,483 0,00 236,150 106,060 
N3208 197,043 13,09 196,558 105,820 N3308 236,800 16,06 234,479 64,340 
N3209 199,160 8,49 198,262 161,340 N3309 238,961 11,03 238,233 92,410 
N320A 201,041 0,00 200,643 196,010 N330A 242,350 11,87 242,000 112,470 
N320B 202,682 29,29 201,108 81,630 N330B 243,341 0,00 241,009 168,380 
N320C 198,738 22,63 196,264 136,610 N330C 237,911 0,00 235,173 131,850 
N320D 199,738 3,55 198,158 99,290 N330D 237,071 0,00 236,002 186,260 
N320E 201,583 6,21 200,178 63,290 N330E 241,727 0,00 238,434 153,180 
FONTE: Adaptado de Glover et al. (2005) 
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TABELA 35 – VALORES DA FUNÇÃO OBJETIVO E TEMPO (S) PARA PROBLEMAS DA BASESUN PARA AS 























N3400 314,664 12,08 312,137 3,860 
F 
N3500 457,658 0,00 450,795 66,580 
N3401 314,568 30,12 309,548 166,670 N3501 454,374 2,02 445,767 197,870 
N3402 317,426 10,36 314,136 86,460 N3502 451,039 0,00 449,374 72,800 
N3403 306,564 0,00 305,622 137,670 N3503 439,546 30,72 438,734 203,010 
N3404 316,053 3,84 314,941 126,280 N3504 458,946 9,87 454,244 125,640 
N3405 314,182 0,00 311,120 171,220 N3505 452,509 18,74 448,007 66,910 
N3406 308,776 1,86 308,427 31,480 N3506 447,534 25,64 442,903 62,250 
N3407 305,782 24,08 305,442 76,280 N3507 443,375 6,54 439,880 127,010 
N3408 312,399 15,87 308,179 129,180 N3508 450,745 0,00 447,131 181,060 
N3409 315,370 0,00 312,060 130,110 N3509 453,419 4,39 451,451 112,080 
N340A 317,228 0,00 316,336 72,510 N350A 459,302 24,64 455,810 117,070 
N340B 316,352 5,64 314,486 108,630 N350B 457,231 0,00 453,736 98,910 
N340C 310,844 0,00 308,288 108,620 N350C 451,829 9,46 449,021 118,220 
N340D 309,496 2,59 308,479 184,790 N350D 451,829 9,47 449,021 116,930 






















N3600 713,866 22,33 713,202 140,810 
H 
N3700 1253,875 0,00 1217,475 178,180 
N3601 722,657 2,36 709,804 94,500 N3701 1237,126 17,43 1217,557 158,150 
N3602 716,002 4,25 704,514 19,510 N3702 1230,006 20,04 1211,000 81,350 
N3603 702,926 8,07 698,859 204,770 N3703 1213,135 0,00 1213,202 17,970 
N3604 731,657 13,78 719,948 193,040 N3704 1247,729 0,00 1230,928 57,010 
N3605 710,327 0,00 701,139 148,870 N3705 1242,727 8,95 1223,852 107,190 
N3606 715,812 13,49 711,073 25,390 N3706 1240,640 0,00 1233,656 99,530 
N3607 701,699 2,52 696,387 174,970 N3707 1213,414 22,13 1193,304 145,940 
N3608 705,938 16,91 709,132 42,010 N3708 1220,714 1,47 1222,297 178,480 
N3609 717,733 9,56 713,193 154,760 N3709 1220,415 0,00 1211,783 167,970 
N360A 730,942 0,00 729,011 29,410 N370A 1255,481 3,33 1256,831 153,140 
N360B 727,058 0,00 718,435 132,130 N370B 1243,265 17,17 1229,574 120,680 
N360C 725,348 0,00 716,833 78,040 N370C 1243,686 1,45 1229,667 176,720 
N360D 725,348 0,00 716,833 78,150 N370D 1243,686 1,45 1229,667 181,080 
N360E 722,009 3,49 712,120 158,400 N370E 1219,003 0,00 1220,285 156,000 








TABELA 36 – VALORES DA FUNÇÃO OBJETIVO E TEMPO (S) PARA PROBLEMAS DA BASESUN 



















N3000 168,212 21,11 167,957 81,360 
C 
N3200 200,670 68,53 
N3001 166,806 24,03 166,684 84,730 N3201 199,797 75,72 
N3002 168,145 26,05 168,000 86,830 N3202 201,593 66,81 
N3003 168,680 22,27 168,431 82,330 N3203 200,055 45,30 
N3004 167,593 20,94 167,244 81,200 N3204 201,408 72,44 
N3005 168,041 28,63 167,658 89,170 N3205 199,960 75,46 
N3006 165,943 25,28 165,747 85,810 N3206 198,189 41,53 
N3007 167,515 27,03 167,349 87,720 N3207 199,096 46,14 
N3008 165,968 34,69 165,888 95,560 N3208 197,292 41,22 
N3009 167,320 34,55 167,080 95,810 N3209 198,497 48,89 
N300A 167,568 24,00 167,436 84,970 N320A 201,108 58,97 
N300B 168,727 35,48 168,633 95,810 N320B 201,813 46,98 
N300C 165,734 59,41 165,698 119,950 N320C 197,334 43,97 
N300D 166,446 35,25 166,371 100,500 N320D 199,184 51,66 


















N3100 179,084 14,27 178,927 74,700 
D 
N3300 240,597 66,30 
N3101 178,318 30,05 177,761 91,410 N3301 240,410 94,73 
N3102 179,271 36,41 179,271 96,840 N3302 242,310 110,91 
N3103 179,369 40,14 179,231 100,550 N3303 239,015 68,02 
N3104 179,676 22,81 179,676 83,090 N3304 243,803 72,13 
N3105 178,841 25,44 178,764 85,670 N3305 240,647 77,91 
N3106 177,116 25,61 176,720 86,020 N3306 237,434 64,72 
N3107 178,441 39,03 178,271 99,380 N3307 237,611 86,75 
N3108 176,955 45,48 176,863 105,840 N3308 236,530 63,36 
N3109 178,069 35,33 177,843 95,630 N3309 239,293 105,31 
N310A 179,400 30,14 179,258 90,420 N330A 242,812 64,06 
N310B 180,168 46,52 179,895 108,420 N330B 242,830 76,30 
N310C 176,452 40,67 176,202 101,020 N330C 237,050 63,83 
N310D 177,943 41,30 177,797 103,580 N330D 239,881 48,09 
N310E 183,987 30,56 183,774 90,880 N330E 243,626 104,77 
FONTE: Adaptado de Aguado (2009) 
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TABELA 37 – VALORES DA FUNÇÃO OBJETIVO UTILIZANDO O MÉTODO DE PERTURBAÇÃO RANDÔMICA PARA A BASESUN – HEUR-1 
Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) 
A 
N3000 169,799 111,349 
B 
N3100 181,628 119,287 
C 
N3200 204,639 115,551 
D 
N3300 251,591 90,310 
N3001 168,716 102,124 N3101 180,022 110,805 N3201 205,456 104,918 N3301 251,160 30,832 
N3002 169,445 21,578 N3102 181,454 71,389 N3202 206,058 101,348 N3302 246,904 113,996 
N3003 169,709 86,654 N3103 182,167 99,486 N3203 202,638 33,531 N3303 244,409 89,252 
N3004 169,373 106,557 N3104 183,032 66,726 N3204 207,068 25,867 N3304 249,374 102,059 
N3005 169,426 105,337 N3105 181,700 62,392 N3205 204,507 68,221 N3305 249,013 112,652 
N3006 167,201 111,028 N3106 180,403 84,513 N3206 203,187 47,997 N3306 245,046 30,378 
N3007 169,495 119,103 N3107 181,151 99,876 N3207 203,628 117,411 N3307 248,781 53,064 
N3008 167,008 108,500 N3108 179,925 65,841 N3208 200,137 112,928 N3308 243,706 113,382 
N3009 168,663 113,125 N3109 180,886 112,218 N3209 202,741 86,754 N3309 246,592 62,925 
N300A 168,804 59,871 N310A 182,655 52,238 N320A 205,144 112,504 N330A 253,503 16,273 
N300B 170,305 111,493 N310B 183,353 36,018 N320B 207,375 36,764 N330B 256,542 56,795 
N300C 166,743 53,897 N310C 177,881 108,825 N320C 202,228 98,237 N330C 245,723 114,936 
N300D 167,732 118,763 N310D 179,613 62,268 N320D 203,415 108,858 N330D 247,937 97,283 
N300E 172,065 94,735 N310E 182,376 65,315 N320E 206,482 103,038 N330E 246,423 24,001 
Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) 
E 
N3400 327,741 84,183 
F 
N3500 484,830 58,775 
G 
N3600 758,665 60,956 
H 
N3700 1336,906 98,564 
N3401 324,488 79,088 N3501 479,462 93,483 N3601 760,982 77,947 N3701 1318,397 62,434 
N3402 327,874 32,850 N3502 476,287 40,465 N3602 757,924 22,819 N3702 1307,134 37,687 
N3403 318,602 33,372 N3503 460,189 4,602 N3603 740,703 49,337 N3703 1275,614 67,836 
N3404 332,87 119,542 N3504 479,786 23,358 N3604 765,340 112,441 N3704 1344,067 116,157 
N3405 327,676 67,294 N3505 488,039 65,554 N3605 748,467 110,252 N3705 1299,311 108,519 
N3406 322,747 79,808 N3506 465,906 94,213 N3606 741,651 56,174 N3706 1330,956 88,429 
N3407 318,221 75,075 N3507 465,508 64,780 N3607 731,527 47,675 N3707 1296,309 86,171 
N3408 325,277 106,861 N3508 475,837 93,892 N3608 748,165 89,600 N3708 1329,904 38,888 
N3409 331,601 66,692 N3509 476,098 111,129 N3609 767,125 35,486 N3709 1284,4 104,401 
N340A 336,184 30,807 N350A 478,711 111,958 N360A 774,930 35,494 N370A 1344,237 6,372 
N340B 333,663 91,899 N350B 479,087 66,672 N360B 776,945 114,935 N370B 1338,678 12,872 
N340C 328,704 101,103 N350C 479,589 99,816 N360C 767,119 110,050 N370C 1319,056 61,275 
N340D 323,351 74,920 N350D 477,724 108,974 N360D 754,821 82,304 N370D 1294,518 59,263 
N340E 335,041 34,674 N350E 473,430 100,946 N360E 758,685 37,145 N370E 1305,813 41,964 
FONTE: A autora (2017) 
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TABELA 38 – VALORES DA FUNÇÃO OBJETIVO UTILIZANDO O MÉTODO DE BALINSKI MODIFICADO PARA A BASE SUN – HEUR-2 
Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) 
A 
N3000 173,192 0,302 
B 
N3100 186,292 0,509 
C 
N3200 213,453 0,223 
D 
N3300 260,025 0,164 
N3001 171,841 23,031 N3101 184,066 0,392 N3201 210,677 0,449 N3301 259,682 0,555 
N3002 171,98 0,413 N3102 186,125 0,418 N3202 210,914 0,518 N3302 254,750 0,391 
N3003 173,454 0,635 N3103 185,943 0,484 N3203 207,384 0,423 N3303 254,802 0,253 
N3004 174,016 0,719 N3104 184,707 0,387 N3204 211,35 1,147 N3304 257,030 0,326 
N3005 171,978 1,125 N3105 185,76 0,784 N3205 208,181 0,662 N3305 256,069 0,363 
N3006 170,942 0,958 N3106 184,066 0,334 N3206 207,502 0,392 N3306 254,582 0,283 
N3007 172,311 0,631 N3107 185,329 0,445 N3207 211,46 0,240 N3307 252,910 0,301 
N3008 170,507 3,539 N3108 183,813 0,366 N3208 211,177 0,435 N3308 259,363 0,256 
N3009 171,551 0,978 N3109 184,939 0,388 N3209 208,977 0,310 N3309 254,198 0,255 
N300A 172,168 0,589 N310A 186,785 0,391 N320A 209,539 0,290 N330A 258,704 0,657 
N300B 173,378 1,666 N310B 186,041 0,749 N320B 211,99 0,241 N330B 259,147 0,852 
N300C 171,424 1,950 N310C 182,13 0,378 N320C 208,422 0,314 N330C 256,883 0,307 
N300D 171,462 0,469 N310D 184,731 0,462 N320D 210,732 0,418 N330D 257,864 0,562 
N300E 175,811 0,470 N310E 188,57 0,744 N320E 211,647 0,296 N330E 254,216 0,316 
Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) 
E 
N3400 340,356 0,477 
F 
N3500 490,330 0,970 
G 
N3600 766,614 0,714 
H 
N3700 1336,004 2,484 
N3401 330,679 0,329 N3501 493,500 0,681 N3601 772,051 0,499 N3701 1332,231 0,731 
N3402 338,342 0,409 N3502 494,937 0,249 N3602 772,656 0,205 N3702 1329,865 0,357 
N3403 320,794 0,461 N3503 472,101 0,337 N3603 749,656 0,551 N3703 1295,345 1,504 
N3404 342,057 0,842 N3504 486,899 0,406 N3604 800,081 0,972 N3704 1340,184 1,111 
N3405 339,340 0,229 N3505 498,976 0,540 N3605 770,113 0,243 N3705 1369,398 3,710 
N3406 335,631 0,241 N3506 484,531 0,609 N3606 775,212 0,504 N3706 1335,461 2,057 
N3407 324,069 0,202 N3507 479,314 0,304 N3607 751,271 0,196 N3707 1303,389 0,230 
N3408 330,799 0,470 N3508 493,679 0,288 N3608 781,372 0,213 N3708 1350,563 0,780 
N3409 336,455 0,275 N3509 485,839 0,297 N3609 767,977 0,942 N3709 1338,702 0,645 
N340A 337,970 0,211 N350A 495,439 1,128 N360A 785,010 0,569 N370A 1352,749 0,244 
N340B 336,233 0,345 N350B 489,304 0,356 N360B 813,126 0,552 N370B 1383,858 0,593 
N340C 336,294 0,215 N350C 486,300 0,280 N360C 793,302 0,292 N370C 1333,805 0,694 
N340D 331,022 0,350 N350D 486,300 0,370 N360D 793,302 0,251 N370D 1333,805 0,716 
N340E 338,198 0,624 N350E 496,036 0,697 N360E 765,701 1,044 N370E 1327,270 0,514 
FONTE: A autora (2017) 
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TABELA 39 – VALORES DA FUNÇÃO OBJETIVO UTILIZANDO O MÉTODO DE KOWALSKI PARA A BASESUN – KOWA 
Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) 
A 
N3000 168,131 3,257 
B 
N3100 179,334 13,464 
C 
N3200 200,494 9,27 
D 
N3300 241,679 6,611 
N3001 166,934 1,507 N3101 178,169 19,370 N3201 200,127 2,231 N3301 241,939 0,826 
N3002 167,925 5,172 N3102 179,133 66,373 N3202 201,038 9,201 N3302 241,915 6,398 
N3003 168,662 5,015 N3103 179,579 1,722 N3203 200,677 6,076 N3303 238,656 1,200 
N3004 167,482 3,224 N3104 179,713 0,288 N3204 202,223 17,196 N3304 242,678 9,131 
N3005 167,964 0,559 N3105 178,760 3,611 N3205 199,773 9,296 N3305 240,552 8,404 
N3006 165,912 11,943 N3106 176,919 1,533 N3206 198,025 52,391 N3306 238,234 37,004 
N3007 167,394 6,249 N3107 178,315 11,952 N3207 199,018 12,823 N3307 237,990 3,668 
N3008 165,908 1,133 N3108 176,770 9,962 N3208 197,876 1,905 N3308 236,544 3,677 
N3009 167,346 7,431 N3109 178,141 58,993 N3209 198,919 10,256 N3309 240,139 9,196 
N300A 167,417 9,202 N310A 179,275 1,006 N320A 201,478 2,724 N330A 242,994 29,688 
N300B 168,598 7,074 N310B 180,002 0,667 N320B 202,208 29,557 N330B 243,372 10,066 
N300C 165,526 11,287 N310C 176,568 9,069 N320C 197,355 10,308 N330C 237,547 14,790 
N300D 166,421 13,811 N310D 177,462 51,189 N320D 199,197 7,324 N330D 238,298 23,078 
N300E 169,550 54,318 N310E 180,332 2,250 N320E 200,974 9,989 N330E 240,689 28,698 
Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) 
E 
N3400 316,362 1,805 
F 
N3500 458,422 1,184 
G 
N3600 732,168 13,871 
H 
N3700 1260,672 0,440 
N3401 315,399 7,592 N3501 457,816 2,852 N3601 732,6 5,529 N3701 1265,816 0,463 
N3402 318,008 4,007 N3502 462,227 1,968 N3602 730,796 0,981 N3702 1261,579 0,344 
N3403 310,845 4,412 N3503 452,885 4,684 N3603 730,57 10,072 N3703 1242,349 5,069 
N3404 319,824 3,691 N3504 465,521 7,62 N3604 741,68 3,222 N3704 1274,277 11,187 
N3405 318,924 22,532 N3505 458,830 43,871 N3605 735,085 4,636 N3705 1277,733 0,502 
N3406 312,77 36,941 N3506 452,775 26,08 N3606 727,353 0,811 N3706 1287,734 17,067 
N3407 309,804 3,141 N3507 447,672 22,18 N3607 712,472 7,975 N3707 1239,992 4,965 
N3408 314,16 16,107 N3508 457,637 0,79 N3608 723,225 23,288 N3708 1282,088 16,527 
N3409 313,901 10,240 N3509 458,914 15,701 N3609 732,777 4,609 N3709 1252,323 10,819 
N340A 322,095 7,302 N350A 465,608 11,272 N360A 745,675 7,168 N370A 1298,247 1,285 
N340B 322,738 2,447 N350B 467,970 17,758 N360B 742,081 0,783 N370B 1274,252 3,443 
N340C 312,447 10,271 N350C 459,726 17,499 N360C 737,283 19,335 N370C 1259,264 14,797 
N340D 313,07 6,151 N350D 459,726 18,791 N360D 737,283 23,637 N370D 1259,264 15,140 
N340E 316,522 22,490 N350E 461,909 11,119 N360E 731,946 0,522 N370E 1255,569 4,536 
FONTE: A autora (2017) 
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TABELA 40 – VALORES DA FUNÇÃO OBJETIVO UTILIZANDO O MÉTODO HEUR-3 
Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) 
A 
N3000 168,100 73,268 
B 
N3100 179,075 115,276 
C 
N3200 200,322 90,960 
D 
N3300 240,299 76,561 
N3001 166,761 57,984 N3101 177,984 20,629 N3201 199,819 0,304 N3301 240,194 17,826 
N3002 167,813 32,603 N3102 178,931 98,872 N3202 200,879 65,001 N3302 240,965 57,244 
N3003 168,424 52,952 N3103 179,122 60,731 N3203 199,633 89,822 N3303 238,050 6,182 
N3004 167,308 59,603 N3104 179,454 50,598 N3204 201,803 31,377 N3304 242,430 1,628 
N3005 167,850 33,754 N3105 178,424 35,610 N3205 199,580 72,423 N3305 239,753 9,137 
N3006 165,825 33,055 N3106 176,492 22,840 N3206 197,417 27,770 N3306 237,016 103,293 
N3007 167,384 48,619 N3107 178,138 17,913 N3207 198,664 0,241 N3307 236,811 29,934 
N3008 165,701 16,630 N3108 176,338 20,577 N3208 197,262 2,826 N3308 235,759 56,711 
N3009 167,234 10,650 N3109 177,790 87,053 N3209 198,856 37,082 N3309 239,968 49,641 
N300A 167,356 7,907 N310A 179,086 19,507 N320A 200,951 34,357 N330A 242,460 39,900 
N300B 168,591 32,306 N310B 179,689 25,457 N320B 201,233 36,153 N330B 241,650 13,639 
N300C 165,492 89,136 N310C 176,188 2,186 N320C 196,991 45,210 N330C 236,941 102,294 
N300D 166,307 2,399 N310D 177,306 95,813 N320D 198,755 47,660 N330D 237,584 54,509 
N300E 169,466 1,077 N310E 179,937 73,677 N320E 200,771 54,207 N330E 240,548 9,418 
Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) Tipo Nome Valor F.O. Tempo (s) 
E 
N3400 314,366 44,371 
F 
N3500 455,697 15,628 
G 
N3600 724,536 62,602 
H 
N3700 1243,5220 12,3720 
N3401 312,847 43,912 N3501 453,479 12,649 N3601 721,167 39,935 N3701 1241,5190 35,7830 
N3402 316,917 9,114 N3502 455,119 2,805 N3602 721,880 35,066 N3702 1226,7430 31,0540 
N3403 309,617 16,589 N3503 443,929 29,037 N3603 707,105 78,079 N3703 1217,4540 52,2930 
N3404 318,056 3,938 N3504 460,386 34,701 N3604 727,915 14,293 N3704 1257,3690 48,6230 
N3405 316,717 45,475 N3505 453,014 2,971 N3605 725,679 48,802 N3705 1248,2960 18,8460 
N3406 310,307 23,801 N3506 451,210 26,785 N3606 714,355 1,744 N3706 1241,9620 0,4430 
N3407 307,744 70,591 N3507 443,767 6,932 N3607 706,823 11,586 N3707 1213,0730 5,1310 
N3408 309,069 47,403 N3508 452,440 18,226 N3608 717,069 39,816 N3708 1238,9110 48,1610 
N3409 314,893 27,039 N3509 455,084 24,728 N3609 725,268 30,241 N3709 1237,2590 16,6710 
N340A 319,017 40,906 N350A 462,129 36,300 N360A 738,061 79,877 N370A 1269,3140 39,6330 
N340B 318,646 70,189 N350B 461,679 46,955 N360B 729,226 9,156 N370B 1256,0050 10,5300 
N340C 310,640 9,576 N350C 455,719 18,904 N360C 728,740 10,819 N370C 1254,8350 5,0410 
N340D 311,698 10,899 N350D 455,719 18,859 N360D 728,740 10,905 N370D 1254,8350 4,9880 
N340E 313,759 14,486 N350E 459,913 24,324 N360E 724,606 19,778 N370E 1232,4590 1,1470 
FONTE: A autora (2017) 
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TABELA 41 – VALORES DA FUNÇÃO OBJETIVO E GAP UTILIZANDO O SOLVER GUROBI 7.0.1 PARA A BASESUN NO TEMPO DE 120S 
Tipo Nome 
Valor 
F.O. GAP (%) Tipo Nome 
Valor 
F.O. GAP (%) Tipo Nome 
Valor 
F.O. GAP (%) Tipo Nome Valor F.O. GAP (%) 
A 
N3000 168,278 1,050 
B 
N3100 179,384 1,854 
C 
N3200 200,176 3,065 
D 
N3300 241,251 5,655 
N3001 166,945 1,120 N3101 178,147 1,944 N3201 199,993 3,514 N3301 241,252 5,818 
N3002 167,975 1,150 N3102 179,288 2,008 N3202 201,434 3,701 N3302 243,130 6,449 
N3003 168,621 0,920 N3103 179,698 1,950 N3203 200,160 3,348 N3303 239,384 5,969 
N3004 167,542 1,080 N3104 179,953 2,156 N3204 202,207 3,600 N3304 245,603 6,764 
N3005 167,841 1,100 N3105 178,753 1,782 N3205 200,179 3,311 N3305 241,072 5,675 
N3006 166,058 0,950 N3106 176,894 1,630 N3206 198,222 3,277 N3306 239,370 5,803 
N3007 167,546 1,150 N3107 178,513 1,890 N3207 199,571 3,491 N3307 238,013 5,456 
N3008 165,899 1,030 N3108 176,804 1,924 N3208 197,685 3,347 N3308 237,440 5,791 
N3009 167,431 1,120 N3109 178,135 2,006 N3209 199,417 3,624 N3309 240,705 6,129 
N300A 167,550 1,040 N310A 179,346 1,765 N320A 201,887 3,372 N330A 243,098 5,053 
N300B 168,712 1,160 N310B 179,981 1,854 N320B 202,023 3,351 N330B 245,218 6,435 
N300C 165,378 1,170 N310C 176,041 1,797 N320C 197,858 3,762 N330C 238,880 6,344 
N300D 166,392 0,960 N310D 177,698 1,846 N320D 199,597 3,627 N330D 240,059 6,127 
N300E 169,667 1,270 N310E 180,343 1,936 N320E 201,809 3,858 N330E 240,247 5,871 
Tipo Nome 
Valor 
F.O. GAP (%) Tipo Nome 
Valor 
F.O. GAP (%) Tipo Nome 
Valor 
F.O. GAP (%) Tipo Nome Valor F.O. GAP (%) 
E 
N3400 318,006 9,267 
F 
N3500 463,124 13,222 
G 
N3600 742,307 17,323 
H 
N3700 1281,678 18,988 
N3401 317,039 9,150 N3501 466,570 14,194 N3601 741,094 17,336 N3701 1283,392 20,960 
N3402 320,987 10,115 N3502 464,078 13,666 N3602 741,340 17,552 N3702 1269,014 19,244 
N3403 314,158 10,174 N3503 452,057 14,190 N3603 730,714 19,052 N3703 1262,468 21,290 
N3404 322,012 9,622 N3504 469,097 13,777 N3604 751,685 17,402 N3704 1302,562 20,870 
N3405 318,458 9,496 N3505 467,825 14,017 N3605 736,289 15,773 N3705 1294,037 20,202 
N3406 316,476 9,253 N3506 458,869 13,154 N3606 737,734 16,818 N3706 1284,530 20,564 
N3407 312,142 9,207 N3507 451,817 13,336 N3607 724,372 17,068 N3707 1247,299 19,177 
N3408 312,400 8,996 N3508 459,491 13,694 N3608 741,933 17,503 N3708 1274,180 19,472 
N3409 321,465 11,034 N3509 464,740 13,418 N3609 743,339 17,530 N3709 1298,613 21,790 
N340A 325,127 9,586 N350A 470,779 13,438 N360A 750,143 16,341 N370A 1300,284 19,384 
N340B 321,983 9,665 N350B 465,954 12,703 N360B 756,731 17,388 N370B 1299,706 19,412 
N340C 315,718 9,924 N350C 460,662 13,247 N360C 740,086 16,179 N370C 1288,410 19,626 
N340D 316,341 9,820 N350D 460,662 13,261 N360D 740,086 16,189 N370D 1288,410 19,784 
N340E 317,170 9,178 N350E 462,535 13,200 N360E 742,640 17,139 N370E 1282,264 19,512 
FONTE: A autora (2017) 
 
