Nodes in real-world networks are repeatedly observed to form dense clusters, often referred to as communities. Methods to detect these groups of nodes usually maximize an objective function, which implicitly contains the definition of a community. We here analyze a recently proposed measure called Surprise, which assesses the quality of the partition of a network into communities. Given that, in its current form, its formulation is rather difficult to analyze, we develop an accurate asymptotic approximation. This allows for the development of an efficient algorithm for optimizing Surprise. Incidentally, this leads to a straightforward extension of Surprise to weighted graphs. Finally, we analytically compare it to previous methods, which makes clear that Surprise is more discriminative than ER Modularity. Furthermore, we show that it is especially suited for detecting relatively small communities in large graphs, an area where some earlier methods fail.
I. INTRODUCTION
Networks are often used as a model to describe interactions among components of a system [1, 2] . In its simplest form, a network is composed of a set of vertices (also called nodes) and a set of edges connecting them. Many real-world systems can be reduced to this scheme, such as social networks establishing relations among individuals, proteins interacting within the cell or roads connecting different cities [3] . What caught the interest of the scientific community was that most of these real networks share high-order structural patterns and dynamics, such as a wide heterogeneity in the number of neighbors of a node, the presence of many triangles or a very low network diameter [4, 5] . Another feature observed in real networks is the presence of densely connected groups of nodes, known as communities [6] . Nodes in the same group usually share similar characteristics or functions and, therefore, methods to detect communities in networks are of much interest across different fields [7] [8] [9] [10] [11] [12] Researchers have proposed numerous strategies to detect the community structure of a network [6, [13] [14] [15] . Ultimately, most methods can be regarded as finding a partition into communities of the network that optimizes a given objective function. This function contains, either explicitly or implicitly, its own definition of a community. Modularity [16] has been, since its inception, the most extensively used measure for community detection. It belongs to a wider class of functions in which communities are defined by Potts model spin states and the quality of the partition is given by the energy of the system [17, 18] . Although this approach based on statistical mechanics may be appealing, empirical evidence shows that in many cases these methods are unable to capture the expected communities of the network [15, [19] [20] [21] [22] . In fact, numerous studies have pointed out strong theoreti- * traag@kitlv.nl cal limitations of Modularity approaches for community detection [23] [24] [25] [26] [27] [28] [29] .
A proposed measure based on classical probability, called Surprise [30] , has been shown to systematically outperform Modularity-based methods on different benchmarks [15, 21] . Here we demonstrate how Surprise can be expressed under an information-theoretic framework, by examining its asymptotic formulation. In particular, we describe Surprise in terms of the Kullback-Leibler (KL) divergence [31] . This enables a better analysis of its performance, and allows analytic comparison to other methods. In particular, we compare it to a Modularity model and the recently introduced measure of Significance, which also detects communities based on the KL-divergence [22] . We show that Surprise is more discriminative than Modularity using an Erdös-Rényi null model, and that Significance and Surprise behave relatively similar.
In addition, this asymptotic formulation allows us to develop, for the first time, an efficient Surprise maximization algorithm. Incidentally, this also points to a straightforward extension of Surprise to weighted graphs. Finally, We show the good performance of Surprise maximization for community detection, especially in large graphs with small communities.
Apart from the choice of the null model, a key component in community detection is how the difference between the actual community structure and the null model is quantified. Relying on the KL-divergence to measure such difference results in more discriminative methods. We believe that this fact can improve current and future community detection strategies.
II. SURPRISE
In general, we denote a graph by G = (V, E) consisting of nodes V = {1, . . . , n} and edges E ⊆ V × V , which has n = |V | nodes and m = |E| links. The total number of possible links is denoted by M = n 2 , and the ratio of present links p = m M is known as the density of the graph.
The general aim is to find a good partition V = {V 1 , V 2 , . . . , V r } of the graph, where each V c ⊆ V is a set of nodes, which we call a community. Such communities are non-overlapping (i.e. V c ∩ V d = ∅ for all c = d) and cover all the nodes (i.e. V c = V ). Each community consists of n c = |V c | nodes and contains m c = |E c |edges. Obviously then c n c = n, but the total number of internal edges m int = c m c is smaller than the total number of edges so that m int ≤ m. An overview of the relevant variables is provided in Table I .
Surprise is a statistical approach to assess the quality of a partition into communities. Given a graph with n nodes, there are M = n 2 possible ways of drawing m edges. Out of those, there are M int = c nc 2 possible ways of drawing an internal edge. Surprise is then defined as the (minus logarithm of the) probability of observing at least m int successes (internal edges) in m draws without replacement from a finite population of size M containing exactly M int possible successes [30, 32] :
which derives from the hypergeometric distribution.
Asymptotic formulation
However, this formulation presents some difficulties. It is not straightforward to work with, nor is it simple to implement in an optimization procedure, mainly due to numerical computational problems. Since we are usually interested in relatively large graphs, an asymptotic approximation may provide a good alternative. The asymptotic expansion we consider here assumes that the graph grows, but that the relative number of internal edges q = mint m and the relative number of expected internal edges q = Mint M remains fixed. By only considering the dominant term, we obtain the following simple and elegant approximation (see Appendix A)
where D(x y) is the Kullback-Leibler (KL) divergence
The KL divergence measures the distance between two probability distributions (although it is not a proper metric), with in this case the Bernoulli probability distributions x, 1 − x and y, 1 − y. Notice that in general D(x y) = D(y x). In this case, q and q denote the probability that a link lies (or is expected to lie) within a community. Whenever q = q we have that D() = 0, and otherwise D() > 0. Since we are looking for relatively dense communities, we generally have q > q .
The original formulation of Surprise in Eq. (1), based on a hypergeometric distribution, can be accurately approximated by a binomial distribution. The only difference between both approaches is that in the former links are drawn without replacement. Consider again q = mint m the fraction of internal edges in the partition and q = Mint M the expected fraction of internal edges. The binomial formulation of surprise would then be
The asymptotic development for the dominant term of binomial Surprise is simpler. We use Stirling's approximation
is the (binary) entropy and we use that m int = qm. Binomial Surprise then becomes
Thus, as expected, for large sparse networks the difference between drawing with or without replacement is negligible.
Algorithm
Evaluating the quality of a partition using Surprise shows excellent results in standard benchmarks. In fact, it has been shown that a meta-algorithm of selecting the partition with the highest Surprise, from a set of candidate solutions provided by the best community detection algorithm solutions, outperforms any single algorithm by itself [15, 21, 33] . However, no algorithm for directly optimizing Surprise has been developed yet.
The asymptotic formulation allows a straightforward algorithmic implementation, in a similar fashion as the Louvain algorithm [34] , which was initially designed to optimize Modularity. The basic idea of the Louvain algorithm consists of two steps. We move around nodes from one community to another so as to greedily improve Surprise. When Surprise can no longer be improved by moving around individual nodes, we aggregate the graph, and repeat the procedure on the aggregated graph.
The aggregation of the graph is simply the contraction of all nodes within a community to a single "community node". The multiplicities of the edges are kept as weighted edges, so that w cd = i∈Vc,j∈V d w ij denotes the weight between the new nodes c and d in the aggregate graph, where initially w ij = A ij . Here, A ij = 1 if there is an edge between i and j, and 0 otherwise. We additionally need a node size to keep track of the total size of the communities, similar to [29] . Initially we set this node size to n i = 1, and upon aggregation the node size n c = i∈Vc n i is set to the total number of nodes within the community.
One of the essential elements of the Louvain algorithm is that the Surprise of the partition on the aggregated graph is the same as the Surprise of the original partition on the original graph. This ensures that moving a node in the aggregated graph corresponds to moving a whole community in the original graph. In other words, if V denotes the partition of G and V = {1, 2, . . . , r} denotes the default partition of the aggregated graph G , then S(V, G) = S(V , G ). For calculating Surprise in the aggregated graph, we then use m c = i,j∈V c w ij as the internal weight and n c = i∈V c n i as the community size and n = c n c . With the other definitions remaining the same, it is straightforward to see that S(V, G) = S(V , G ). Notice that the same formulations can also be applied to the original graph, when using w ij = A ij and n i = 1.
Using this formulation of the aggregate graph, it is quite straightforward to calculate the improvement in Surprise when moving a node. Before we move node i from community c to d, assume we have m int internal edges, and M int possible internal edges. The total weight between node i and community c is w ic = j =i∈Vc w ij and similarly between node i and community d, with a possible self-loop of w ii . The new internal weight after moving node i from community c to d is then
is slightly more complicated. After the move, we obtain n c = n c − n i and n d = n d + n i , so that
The difference in Surprise for moving node i from community c to d is then simply
where we denote the community of node i by σ i (i.e.
The algorithm can then be simply summarized as follows:
Incidentally, our formulation for Surprise for the aggregated graph yields a weighted version of Surprise. While keeping the same formulation of Surprise as in Eq. (2), we only need to change the definitions of q and q . Then q = c w c /w where w c = i,j∈Vc w ij is the internal weight and w = ij w ij is the total weight. Assuming then a uniform distribution of weights across the graph in the random graph, the expected weights of an edge would be w , which would not show too much deviation. The total possible internal weight is then w M int , while the total possible weight would be w M . Hence, q = M int /M remains unchanged.
We provide an open-source, fast and flexible C++ implementation of the optimization of Surprise using the Louvain algorithm. It is suitable for use in python using the igraph package. This implementation is available from GitHub 1 as louvain-igraph and from PyPi 2 simply as louvain and implements various other methods as well.
III. COMPARISON
We now review how Surprise compares to some closely related methods. There are many other methods still, and we cannot all do them justice here. For a more comprehensive review please refer to [6, 35] .
A. Modularity
Although relatively recent, Modularity has rapidly become an extremely popular method for community detection. The general idea is that we want to find a partition, such that the communities have more internal links than expected. In its original formulation, Modularity assumes a null model in which the degree k i of a node is fixed [16] , the so called configuration model [36] . This implies that the expected number of internal edges is
where K c = i∈Vc k i is the total degree of nodes in community c. Modularity compares this value to the observed number of edges m c within the community, and simply sums the difference. The measure is usually normalized by the total number of edges, obtaining
This random graph null model represents the configuration model, where the degree dependency of the nodes is taken into account. We therefore refer to it as the CM Modularity.
Alternative derivations of Modularity have been proposed, some of them with different null models [17] . Surprise implicitly assumes a null model in which every edge appears with the same probability p, as in an Erdős-Rényi (ER) random graph. The number of expected edges in a community of size c is thus
Plugging this null model into Modularity, we obtain its ER version [17] Q
There is an interesting relationship between this ER Modularity and Surprise. Given that p = m/M , we can write
By Pinsker's inequality this is related to the Kullback-Leibler divergence as follows
and, therefore, This implies that whenever Surprise is low, Modularity is also low. Whenever a good partition (in the sense of being different from random) cannot be found by Surprise, it is unlikely that Modularity will be able to find one. While Eq. (14) is sometimes tight, on some partitions Surprise can be much larger than Modularity, making it more likely to be selected as optimal while escaping the scrutiny of Modularity optimization. In this sense, Surprise is more discriminative than Modularity To illustrate this, consider a one dimensional circular lattice with neighbors within distance 3. In other words, node i is connected to nodes i − 3 mod n to i + 3 mod n (excluding the self-loop). We create partitions consisting of r communities by grouping consecutive nodes such that n/r nodes are in the same community. The ER Modularity reaches its maximum with just a few communities ( Fig. 1) . Modularity indeed often detects only few communities, part of the problem of its resolution limit [23, 24, 29] . Both Surprise and Significance (see next Section), still increase whereas ER Modularity is already decreasing again. ER Modularity may not be able to discern partitions with many communities, whereas Surprise and Significance can. On the other hand, when Surprise goes to 0 we see that ER Modularity indeed also goes to 0, showing the upper bound provided by Surprise.
B. Significance
Significance [22] , a recently introduced objective function to evaluate community structure quality, presents an approach similar to Surprise. Surprise describes how likely it is to observe m int internal links in communities. Significance, on the other hand, looks at how likely such dense communities appear in a random graph. Comparing the two measures is not immediately straightforward. On the one hand, if dense communities are unlikely to be present in a random graph (high Significance), then a community is also unlikely to contain many links at random (high Surprise). On the other hand, if a community is unlikely to contain many links at random (high Surprise), perhaps there are still communities elsewhere in the random graph that contain so many links. Therefore we should compare the two more formally to make more exact statements.
Asymptotically, Significance is defined as
where p c = m c / nc 2 is the density of community c, p is the density of the graph and D(x y) is again the Kullback-Leibler divergence. Significance also showed a great performance in standard benchmarks, and helped to determine the proper scale of resolution in multiresolution methods [22] .
Both Surprise and Significance are based on the KL divergence to compare the actual number of internal edges to the expected one. However, they do so in different ways. Whereas Surprise compares such difference using global quantities, q and q , Significance compares each community density p c to the average graph density p.
This implies, among other things, that only Significance is affected by the actual distribution of edges between communities. In particular, moving edges from a denser community (with a high p c ) to a sparse community (with a low p c ), generally decreases the value of Significance. This means that if all communities have the same density, ceteris paribus, Significance is minimal. This intuition is confirmed by convexity of the KL divergence (see appendix B), so that Significance is lower-bounded by
with the weighted average density
Convexity of the KL divergence, also shows that
whenever q < p (see appendix B). To gain more insight, we can slightly rewrite q to obtain
Then, in general, q will be inversely proportional to the number of communities, and increases with the variance of the community sizes n c . Hence, if the number of communities is relatively large (small q ), or the network is relatively dense (large p), Significance is more discriminative than Surprise. However, in the case that q > p, Surprise can be more discriminative than Significance (see appendix B). Notice that if q = p, then p c = q, so that D( p c p) = D() and Significance and Surprise values are close to each other. Therefore, the two measures are expected to behave relatively similar, especially for q ≈ p. Nonetheless, in dense networks with many communities Significance would be more discriminative, whereas for fewer communities or sparse graphs, Surprise would show a better performance.
IV. EXPERIMENTAL RESULTS
We here confirm our theoretical results experimentally. We first show numerically that the asymptotic formulation of Surprise provides an excellent approximation. Secondly, we validate the inequalities between Surprise, Significance and ER Modularity. Finally, we demonstrate that the asymptotic formulation of Surprise performs very well in LFR benchmarks [37] .
For comparing the asymptotic formulation with the exact hypergeometrical and binomial formulation, we used regular rooted trees with 3 children. To create such trees, we first create the root node, and add three children to this root node. We then keep on adding children to the leafs of the tree until we obtain the desired number of nodes. We use trees to minimize the number of edges to prevent numerical problems with the hypergeometrical and binomial formulation. Using relatively large numbers results in numerical issues, preventing a comparison to the asymptotic formulation. We optimize asymptotic Surprise using the Louvain algorithm to find a partition on this graph. As can be seen in Fig. 2 , the approximation is quite good, and the approximation ratio tends to 1. Notice that the number of nodes in these graphs is limited to 200, whereas complex networks are usually much larger. Hence, we expect the approximation to be accurate for any real network.
The benchmark graphs were generated using the code provided by LFR [37] . We set the average degree k = 20 while the maximum degree is 50 and follows a powerlaw degree distribution with exponent 2. Planted community sizes range from 10 to 50 for the "small" communities, and from 20 to 100 for "large" communities. The planted community sizes are also distributed according to a powerlaw, but with an exponent of 1. The so-called mixing parameter µ plays a crucial role. This parameter denotes the probability that a link is placed outside of a planted community. When µ = 0 all links are thus placed within planted communities, whereas for µ = 1 all links are placed between planted communities. Uncovering the communities correctly is thus relatively easy for Inequalities. In most cases we have that Significance is more discriminative than Surprise, which is more discriminative than the ER Modularity, so that Z > S > QER. These inequalities clearly hold over the whole range of the mixing parameter µ for LFR benchmarks (n = 10 4 ). For ER Modularity we display 2mQ 2 ER as used in Eq. (14) . µ = 0 and becomes increasingly more difficult for higher µ. We measure how well the planted partitions are uncovered by the various algorithm by using the normalized mutual information (NMI) [19] . Whenever NMI = 1 the uncovered partitions are exactly uncovered, whereas this values decreases to 0 when the uncovered partition resembles the planted partition less. In Fig. 3 we show the function values for Surprise, Significance and ER Modularity. This clearly shows that the inequalities hold over the whole range of mixing parameters. At the same time, they show very similar behavior to each other. Although this could indicate a relatively similar performance, we next show this is not the case.
In Fig. 4 we show the benchmark results for the four different methods. Surprise and Significance performances are very good, and clearly much better than both Modularity models. Notice that, Surprise and ER Modularity use the same global quantities. However, the use of the KL divergence gives the former a much greater advantage, as expected from Eq. (14) .
LFR benchmark graphs have a clearer community structure for larger graphs. The critical mixing parameter at which the inner community density equals the outer community density is roughly µ ≈ 1 − nc n , so that with growing n this threshold goes to 1. Both Surprise and Significance start to work better for somewhat larger graphs, consistent with the clearer community structure. This is in a sense the opposite of both ER and CM Modularity. Their performance is worse for larger graphs, consistent with the resolution limit [23, 29] . This problem prevents both ER and CM Modularity from detecting small communities in large graphs. Indeed, they perform worse for small communities, where both Surprise and Significance achieve a high performance.
V. CONCLUSION
Community detection is an important topic in the field of complex networks, as it can give us a better understanding of real-world networks. Here we analyzed a recent measure known as Surprise. We developed an accurate asymptotic approximation, based on the Kullback-Leibler divergence that is then used to develop a competitive new algorithm. Applying this algorithm to standard benchmarks, we show its great potential. Significance, another quality measure also based on the KL divergence performs similar to Surprise.
We showed analytically that Surprise is more discriminative than Modularity with an Erdős-Rényi null model. This is mainly due to the use of the KL divergence to quantify the difference between the empirical partition and the null model. The larger the network and the smaller the communities, the better KL methods perform with respect to Modularity. This suggests that this new line of strategies could improve current and future community detection strategies.
The slight differences between Surprise and Significance stem from two things either the one or the other measure ignores. Significance relies on the fraction of edges that are present within a community. It thus implicitly considers missing edges within communities, because this fraction is relative to the total number of possible edges within that community, which Surprise does not. Surprise on the other hand, considers the fraction of total edges that fall within communities. It thus implicitly considers edges that fall between communities, whereas Significance does not. Indeed, it should be possible to address these shortcomings by also explicitly examining missing links (for Surprise) or links between communities (for Significance).
Another shortcoming is that Surprise does not depend on the actual distribution of the internal edges among communities. One way to address this issue is to con- Benchmark results. The first row shows results for "small" communities, which range from 10-50, while the second row contains results for "large" communities, ranging from 20-100. Both Surprise and Significance perform very well, especially for relatively large graphs, where ER and CM Modularity especially fail. This difference is more notable for smaller communities, for which both ER and CM Modularity have difficulties. This is in part due to its well-known resolution limit.
sider edges for all communities separately, by using a multivariate hypergeometric distribution. In that case, we would be interested in the probability to observe m cd edges between communities c and d as 
Again deriving an asymptotic expression, we arrive at S(V) = m cd q cd log q cd q cd = mD()
where q cd = m cd m is the fraction of edges between com-munity c and d and q cd the expected value.
Interestingly, the extension of Surprise in Eq. (20) is identical to a stochastic blockmodel (using an ER null model) [38, 39] . However, Karrer and Newman found that this method did not work satisfyingly [38] . This might be because the measure doesn't focus on communities specifically, but rather on all types of block structures. Hence, there is no reason why a community structure should maximize this likelihood, rather than any other type of block structure. One possible way to address this is to compare our partition to the ideal type we are looking for, rather than maximizing the difference to a random null model. This would be an interesting avenue to consider in future research.
Moving edges from a denser community to a less dense community decreases the Significance. In other words, making two densities more equal decreases the Significance. Repeating these steps, we should expect to find the lowest Significance when the communities are of equal density.
Alternatively, by convexity of the Kullback-Leibler divergence, we obtain for Significance that
