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bstract
This study gives a quantitative structure–activity relationship (QSAR) analysis of toxicity of phenols and thiophenols to Photobac-
erium  phosphoreum, which is an important indicator for water quality. The chemical structures of 51 phenols and thiophenols have
een characterized by electronic and physic-chemical descriptors. The present study was performed using principal components
nalysis (PCA), multiple regression analysis (MLR) and artificial neural network (ANN). The quantitative model was accordingly
roposed and the toxicity of the compounds was interpreted based on the multivariate statistical analysis.
This study shows that the results obtained by MLR were suitable and have served to predict toxicity, but compared to the results of
he ANN model, we conclude that the prediction achieved by the latter is more effective and better than MLR model. The statistical
esults of the predictive performance indicate that the ANN model is statistically significant than the previous reported model based
n CART-LS-SVR. Following to the obtained results, our proposed model may be useful to predict of toxicity and risk assessment
f chemicals.
 2016 The Authors. Production and hosting by Elsevier B.V. on behalf of Taibah University. This is an open access article under
he CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1.  Introduction
Nowadays, the chemical industry plays a major role
in our life, this role is related to the nature of the
used chemical compounds. There are several varieties
of chemicals which are classified as dangerous (toxic),
and they have a serious impact on human health and envi-
ronment. Among these compounds we find phenols and
thiophenols that are considered the nearly omnipresent
pollutants in all aquatic and terrestrial ecosystems, par-
ticularly in wastewater, because of their toxicity and
persistence in the environment. Photobacterium  phos-
phoreum is a type of luminescent bacterium present in
seawater; its luminous intensity changes with toxic sub-
stance inhibition of growth (i.e., cell density), which
makes it a good indicator for compound toxicity and
water quality [1].
To evaluate the environmental risk, the European
legislation on chemicals (existing substances, new sub-
stances, biocides) imposes a chemical risk assessment
to ensure the protection of human health and envi-
ronment. Accordingly, we understand that there is an
urgent and serious need to treat these chemical com-
pounds with great care and accuracy, this can only be
done after having developed a way to study and to cal-
culate accurately the physico-chemical properties that
have an influence on the environment. Therefore, try-
ing to predict the toxic potential remains problematic
[2]. Moreover for economic reasons, researchers work
for developing methods to predict toxicity which can be
less time consuming more economic and easy. One of
the chief alternatives to testing for toxicity is the use
of a quantitative structure-biological activity/property
relationship [3–5], which consists of mathematically
derived rules that quantitatively describe activity and
property in terms of molecular attributes, i.e. descrip-
tors of chemical structures by utilizing computer-based
technology [6]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
Quantitative structure–activity relationship (QSAR)
modeling is a powerful approach used for studying the
phenol and thiophenol toxicity governed by molecu-
lar structures [1,7–9]. Particularly, an acceptable QSAR
model has the advantages of increased speed and lower
costs than those of the experimental tests for the evalua-
tion of chemical toxicity. For the development of QSAR
models, P.  phosphoreum  has been largely used recently
[7].
The objective of this study is to predict QSAR models
of toxicity of phenols and thiophenols to P.  phosphoreum
using several statistical tools, such as principal compo-
nents analysis (PCA), multiple linear regression (MLR),
and artificial neural network (ANN) calculations. To test
the performance and the stability of this model, we opted
for a validation method.
2.  Material  and  methods
2.1.  Data  sources
In the present QSAR study, a total of 51 phenols and
thiophenols toxicity in terms of pEC50 (mol L−1) were
collected from the literature [1,7], where EC50 refers
to the effective concentration of the compound causing
50% bioluminescence inhibition. The list of compounds
and their toxicity values are shown in Table 1. For the
correct validation of our data set with a QSAR model, the
51 compounds data were divided into training and test
sets. A total of 38 molecules were placed in the training
set to build the QSAR models, whereas the remaining
13 molecules composed the test set. The division was
performed by random selection.2.2.  Molecular  descriptors
Currently, there are a large number of molecular
descriptors that can be used in QSAR studies. Once
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Table 1
The observed pEC50 values of substituted phenol and thiophenol.
No. Name (IUPAC) pEC50 No. Name (IUPAC) pEC50
1 Phenol 2.720 27a 2,4-Difluorothiophenol 5.150
2a Catechol 3.140 28 2-Chlorothiophenol 4.900
3 p-Nitrophenol 3.720 29a 3-Chlorothiophenol 5.030
4 o-Aminophenol 3.340 30 2,3-Dichlorothiophenol 4.910
5 p-Chlorophenol 3.880 31 4-Chlorothiophenol 4.990
6 m-Cresol 3.310 32a 2,4-Dichlorothiophenol 5.590
7a Hydroquinone 3.140 33 3,5-Dichlorothiophenol 5.110
8 o-Cresol 3.350 34 2,5-Dichlorothiophenol 5.160
9 o-Chlorophenol 3.430 35 2,6-Dichlorothiophenol 4.990
10 2,3-Dimethylphenol 3.600 36 3-Bromothiophenol 4.570
11a 4-tert-Butylcatechol 5.870 37 4-Bromothiophenol 5.600
12 2,4,6-Trinitrophenol 2.510 38 2-Bromothiophenol 4.880
13a o-Nitrophenol 3.480 39 2-Amino-4-chlorothiophenol 5.370
14 m-Nitrophenol 3.310 40 2,4-Dimethylthiophenol 4.770
15 Resorcinol 2.220 41 2,5-Dimethylthiophenol 4.660
16 p-Aminophenol 3.270 42a o-Methylthiophenol 4.490
17 p-Cresol 3.710 43 p-Methylthiophenol 5.890
18 2,4-Dichlorophenol 4.010 44 2,6-Dimethylthiophenol 4.640
19 4-Fluorophenol 2.220 45 m-Methylthiophenol 4.600
20 2,4-difluorophenol 2.330 46 3,4-Dimethylthiophenol 4.950
21a Thiophenol 5.710 47a 2-Aminothiophenol 4.720
22 2-Fluorothiophenol 4.780 48 4-Aminothiophenol 4.660
23a 4-Fluorothiophenol 4.970 49 3-Methoxythiophenol 4.260
24a 3-Fluorothiophenol 5.060 50a 3,4-Dimethoxythiophenol 4.720
25 2,3,5,6-Tetrafluorothiophenol 4.860 51 4-Tertiary butylthiophenol 5.340
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t6 Pentafluorothiophenol 4.340
a Test set.
alidated, the findings can be used to predict the activity
f untested compounds.
The computation of electronic descriptors was per-
ormed using the Gaussian 03 W package [10]. The
eometries of phenols and thiophenols were optimized
ith the DFT method with the B3LYP functional and
-31G (d) base set. Then, several related structural
arameters were selected from the results of quantum
omputation as follows: highest occupied molecular
rbital energy (EHOMO), lowest unoccupied molecular
rbital energy (ELUMO), dipole moment (DM), total
nergy (ET), absolute hardness (η), absolute electroneg-
tivity (χ) and reactivity index (ω) [11]. The η, χ  and ω
ere determined using the following equations:
 = (ELUMO −  EHOMO)
2
,
 = (ELUMO +  EHOMO)
2
,  ω  = μ
2
2ηACD/ChemSketch program [12] was used to calcu-
ate the physic-chemical descriptors as follows: Molar
olume (MV), Molecular Weight (MW), Molar Refrac-
ivity (MR), Parachor (Pc), Refractive Index (n) and5.150
Surface Tension (γ). In order to improve the estimate
quality for these compounds, molecular descriptor which
reflect other specific interactions should be also included
as octanol/water partition coefficient (log P).
2.3.  Statistical  analysis
The quantitative structure–activity relationship
(QSAR) study is a statistical approach to establish
empirical models that relate the biological activity of
compounds to their chemical structures. In this QSAR
study, quantitative descriptors are used to explain the
chemical structure and analysis results in a mathe-
matical model describing the relationship between the
chemical structure and biological activity. To explain the
structure–activity relationship, these 14 descriptors are
calculated for the 51 molecules using the Gaussian03W
and ChemSketch programs.
The quantitative descriptors of phenols and thio-
phenols were studied using statistical methods based
on principal component analysis (PCA) [13] with the
software XLSTAT version 2013 [14]. PCA is a use-
ful statistical technique aims to resume the maximum
of information encoded in the compounds structures. It
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Table 2
Values of the obtained descriptors of the studied substituted phenol and thiophenol.
No. pEC50 ET ELUMO EHOMO ω η χ DM Log P MW MR MV Pc n γ
1 2.720 −8372.091 0.003 −6.481 1.618 3.242 −3.239 1.598 1.475 94.111 28.130 87.800 222.200 1.553 40.900
2a 3.140 −10 420.421 0.220 −5.627 1.250 2.923 −2.704 2.518 0.878 110.111 29.998 86.200 237.300 1.612 57.100
3 3.720 −13 940.916 −2.223 −6.925 4.449 2.351 −4.574 5.341 −0.285 139.109 34.666 99.700 277.700 1.612 60.200
4 3.340 −9879.554 0.014 −5.734 1.423 2.874 −2.860 2.711 0.618 109.126 32.370 90.100 248.100 1.637 57.400
5 3.880 −20 886.880 −0.428 −6.528 1.983 3.050 −3.478 2.213 2.485 128.556 33.020 99.800 258.100 1.575 44.700
6 3.310 −9442.900 0.127 −5.864 1.373 2.996 −2.868 1.086 1.974 108.138 32.950 104.100 259.900 1.545 38.800
7a 3.140 −10 420.034 −0.094 −6.284 1.643 3.095 −3.189 0.006 0.808 110.111 30.010 86.200 237.300 1.612 57.100
8 3.350 −9442.891 0.156 −5.833 1.346 2.994 −2.839 1.672 1.924 108.138 32.950 104.100 259.900 1.545 38.800
9 3.430 −20 887.116 −0.356 −6.255 1.852 2.950 −3.305 0.933 2.155 128.556 33.026 99.800 258.100 1.575 44.700
10 3.600 −10 513.453 0.151 −5.749 1.328 2.950 −2.799 1.909 2.373 122.164 37.780 120.400 297.500 1.540 37.200
11a 5.870 −14 702.464 0.293 −5.453 1.158 2.873 −2.580 2.552 2.704 166.217 48.400 152.900 385.300 1.545 40.200
12 2.510 −25 077.596 −3.900 −8.243 8.489 2.171 −6.072 1.771 −3.805 229.104 47.770 123.300 388.700 1.701 98.500
13a 3.480 −13 941.108 −2.712 −6.801 5.534 2.044 −4.757 3.616 −0.285 139.109 34.670 99.700 277.700 1.612 60.200
14 3.310 −13 940.857 −2.461 −6.801 4.942 2.170 −4.631 3.566 −0.285 139.109 34.670 99.700 277.700 1.612 60.200
15 2.220 −10 420.421 0.197 −5.781 1.304 2.989 −2.792 1.355 0.808 110.111 30.010 86.200 237.300 1.612 57.100
16 3.270 −9879.444 0.123 −4.994 1.160 2.558 −2.436 2.119 0.248 109.126 32.370 90.100 248.100 1.637 57.400
17 3.710 −9442.881 0.070 −5.746 1.385 2.908 −2.838 1.334 1.974 108.138 32.950 104.100 259.900 1.545 38.800
18 4.010 −33 401.857 −0.756 −6.357 2.258 2.800 −3.556 1.070 2.972 163.001 37.920 111.700 294.000 1.593 47.800
19 2.220 −11 074.192 −0.331 −6.423 1.872 3.046 −3.377 1.828 1.915 112.102 28.120 92.000 229.400 1.523 38.500
20 2.330 −13 776.427 −0.416 −6.132 1.876 2.858 −3.274 0.653 1.962 130.092 28.120 96.200 236.500 1.495 36.400
21a 5.710 −17 166.692 −0.499 −6.678 2.084 3.089 −3.588 1.850 2.535 110.177 34.420 102.000 255.700 1.589 39.400
22 4.780 −19 868.854 −0.378 −6.073 1.827 2.847 −3.225 1.412 2.818 128.167 34.420 106.200 262.800 1.561 37.400
23a 4.970 −19 868.810 −0.519 −6.818 2.137 3.149 −3.668 0.985 2.818 128.167 34.420 106.200 262.800 1.561 37.400
24a 5.060 −19 868.840 −0.399 −6.150 1.864 2.875 −3.274 0.302 2.818 128.167 34.420 106.200 262.800 1.561 37.400
25 4.860 −27 974.680 −0.856 −6.634 2.427 2.889 −3.745 0.974 3.179 182.139 34.400 118.800 284.200 1.490 32.600
26 4.340 −30 676.249 −1.278 −7.195 3.033 2.959 −4.236 1.060 3.254 200.129 34.390 123.000 291.300 1.470 31.400
27a 5.150 −22 570.925 −0.577 −6.107 2.020 2.765 −3.342 0.175 3.010 146.158 34.410 110.400 270.000 1.535 35.700
28 4.900 −29 681.471 −0.484 −6.173 1.948 2.844 −3.328 1.580 3.388 144.622 39.320 113.900 291.600 1.606 42.800
29a 5.030 −29 681.508 −0.522 −6.243 2.000 2.861 −3.383 0.752 3.388 144.622 39.320 113.900 291.600 1.606 42.800
30 4.910 −42 196.097 −0.780 −6.376 2.288 2.798 −3.578 1.701 4.030 179.067 44.210 125.900 327.500 1.619 45.700
31 4.990 −29 681.476 −0.854 −6.910 2.488 3.028 −3.882 1.032 3.388 144.622 39.320 113.900 291.600 1.606 42.800
32a 5.590 −42 196.213 −0.860 −6.302 2.357 2.721 −3.581 0.672 4.150 179.067 44.210 125.900 327.500 1.619 45.700
33 5.110 −42 196.202 −1.208 −7.127 2.934 2.959 −4.167 1.080 4.150 179.067 44.210 125.900 327.500 1.619 45.700
34 5.160 −42 196.220 −0.845 −6.435 2.370 2.795 −3.640 1.132 4.150 179.067 44.210 125.900 327.500 1.619 45.700
35 4.990 −42 196.160 −0.787 −6.383 2.297 2.798 −3.585 2.173 4.150 179.067 44.210 125.900 327.500 1.619 45.700
36 4.570 −87 177.893 −0.534 −6.228 2.008 2.847 −3.381 0.633 3.538 189.073 42.110 118.200 306.200 1.630 45.000
37 5.600 −87 177.858 −0.869 −6.795 2.478 2.963 −3.832 0.992 3.538 189.073 42.110 118.200 306.200 1.630 45.000
38 4.880 −87 177.883 −0.496 −6.148 1.953 2.826 −3.322 1.528 3.538 189.073 42.110 118.200 306.200 1.630 45.000
39 5.370 −31 188.871 −0.548 −5.911 1.944 2.681 −3.229 2.062 2.343 159.637 43.550 116.200 317.400 1.672 55.500
40 4.770 −19 307.966 −0.174 −5.932 1.619 2.879 −3.053 1.803 3.533 138.230 44.070 134.500 331.000 1.568 36.600
41 4.660 −19 307.967 −0.167 −5.972 1.623 2.903 −3.069 1.470 3.533 138.230 44.070 134.500 331.000 1.568 36.600
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is also helpful for understanding the distribution of the
compounds [15]. This is an essentially descriptive sta-
tistical method that aims to present, in graphic form, the
maximum information contained in the data, as shown
in Tables 1 and 2.
Multiple linear regression (MLR) analysis with back-
ward elimination of variables was used to model the
structure–activity relationship. It is a mathematical tech-
nique that minimizes the difference between the actual
and predicted values. Additionally, it selects the descrip-
tors used as the input parameters in the artificial neural
network (ANN).
MLR was generated using the software XLSTAT ver-
sion 2013. To predict the pEC50, model’s quality was
justified by the determination coefficient (R2), the mean
squared error (MSE), Fisher’s criterion (F) and the sig-
nificance level (P).
The ANN analysis was performed using the Mat-
lab software version 2009a Neural Fitting tool (nftool)
toolbox on a data set of compounds [16]. A num-
ber of individual models of ANN were designed, built
and trained. Three components constitute a neural net-
work: the processing elements or nodes, the topology
of the connections between the nodes, and the learn-
ing rule by which new information is encoded in the
network. Although there many different ANN models,
the most frequently used type of ANN in QSAR is the
three-layered feed forward network [17]. In this type of
network, the neurons are arranged in layers as an input
layer, one hidden layer and an output layer. Each neuron
in any layer is fully connected with the neurons of a suc-
ceeding layer and no connections are between neurons
belonging to the same layer.
According to the supervised learning adopted here,
the networks are taught by providing examples of input
patterns and the corresponding target outputs. Through
an iterative process, the connection weights are modified
until the network gives the desired results for the training
set of data. A backpropagation algorithm is used to min-
imize the error function. This algorithm was described
previously with a simple example of an application [18],
and the details of this algorithm are provided elsewhere
[19].
Testing the stability, predictive capacity and gener-
alization ability of the models are very important steps
in a QSAR study. For the validation of the predictive
capacity of a QSAR model, two basic principles, internal
validation and external validation are available. Cross-
validation is one of among popular methods that are
performed for internal validation. In this study, the inter-
nal predictive capability of the model was evaluated
using leave-one-out cross-validation (R2cv). A good R2cv
ah Uni6 M. Ghamali et al. / Journal of Taib
often indicates good robustness and the high internal
predictive capacity of a QSAR model. However, recent
studies [20] indicate that there is no evident correlation
between the value of R2cv and the actual predictive capac-
ity of a QSAR model, suggesting that the R2cv remains
inadequate as a reliable estimate of the model’s predic-
tive capacity for all new chemicals. To determine both
the generalizability of QSAR models for new chem-
icals and the true predictive capacity of the models,
statistical external validation is applied during the model
development step by properly using a prediction set for
validation.
To further refine the predictive ability of the devel-
oped QSAR models, another group of metrics, r2m
metrics, determining the proximity between the observed
and predicted activity was introduced by Roy and Roy
[21]. The r2m metrics are calculated based on the cor-
relation of the observed and predicted response data.
Presently two different variants of this parameter, rm2
and r2m, are calculated for both the training (inter-
nal validation) and test (external validation) set. For an
acceptable QSAR model, the value of rm2 should be >0.5
and r2m should be <0.2.
3.  Results  and  discussion
3.1.  Data  set  for  analysisA QSAR study was performed of 51 phenols and
thiophenols to P.  phosphoreum  as reported previously
[1,7], to determine a quantitative relationship between
Table 3
Correlation matrix between different obtained descriptors.
pEC50 ET ELUMO EHOMO ω η χ 
pEC50 1
ET −0.442 1
ELUMO 0.099 0.178 1
EHOMO 0.007 0.249 0.817 1
ω −0.189 −0.096 −0.982 −0.800 1
η 0.159 0.014 0.745 0.223 −0.733 1
χ 0.064 0.217 0.969 0.933 −0.951 0.558 1
DM −0.132 0.269 −0.288 0.005 0.291 −0.492 −0.17
Log P 0.689 −0.437 0.457 0.187 −0.563 0.556 0.36
MW 0.396 −0.701 −0.541 −0.498 0.492 −0.338 −0.54
MR 0.642 −0.435 −0.150 −0.062 0.139 −0.182 −0.12
MV 0.633 −0.296 −0.005 0.000 −0.010 −0.008 −0.00
Pc 0.535 −0.336 −0.238 −0.130 0.243 −0.252 −0.20
n 0.055 −0.311 −0.324 −0.101 0.335 −0.432 −0.24
γ −0.412 0.018 −0.612 −0.331 0.680 −0.651 −0.52
The bold values mean the interrelationship between discreptors i.e (great value,
and (small value, in absolue value, means a lowest correlation between two dversity for Science 11 (2017) 1–10
the structure and toxicity. The values of the 14 descriptors
are shown in Table 2.
3.2.  Principal  component  analysis
The total of the 14 descriptors coding the 51
molecules was submitted to principal components anal-
ysis (PCA) [22]. The first three principal axes are
sufficient to describe the information provided by the
data matrix. Indeed, the percentages of the variance are
38.83%, 28.29% and 12.20% for the axis F1, F2 and
F3, respectively. The total information is estimated as
79.32%.
The principal component analysis (PCA) [23] was
conducted to relate between the different variables. The
correlations between the fifteen descriptors are shown in
Table 3.
The obtained matrix provides information on the high
or low interrelationship between the variables. In gen-
eral, good co-linearity (r  > 0.5) was observed between
most of the variables. A high interrelationship was
observed between ELUMO and ω  (r  = −0.982) and a
low interrelationship was observed between EHOMO
and MV (r  = −0.00015). Additionally, to decrease the
redundancy existing in our data matrix, the descriptors
that are highly correlated (R  ≥  0.9), were excluded.
3.3.  Multiple  linear  regressions  MLRMany attempts have been made to develop a rela-
tionship with the indicator variable of toxicity pEC50,
but the best relationship obtained using this method is
DM Log P MW MR MV Pc n γ
6 1
4 −0.447 1
9 −0.113 0.209 1
0 0.055 0.377 0.674 1
3 −0.028 0.519 0.601 0.909 1
3 0.093 0.269 0.716 0.970 0.933 1
4 0.238 −0.339 0.188 0.263 −0.158 0.145 1
1 0.342 −0.796 0.179 −0.008 −0.330 0.028 0.765 1
 in absolute value, means a highest correlation between two discreptors)
iscreptors).
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Table 4
the variance inflation factors (VIF) of descriptors in QSAR model.
Statistic DM Log P MV n
Tolerance 0.759 0.541 0.695 0.846M. Ghamali et al. / Journal of Taib
nly one corresponding to the linear combination of
everal descriptors selected, the dipole moment (DM),
he octanol/water partition coefficient (log P), the Molar
olume (MV), and the Refractive Index (n).
The resulting equation is:
EC50 =  −10.723 +  0.188 ×  DM +  0.429 ×  Log P
+ 2.074 ×  10−2 ×  MV +  7.026 ×  n (1)
 =  38,  R2 =  0.815,  R2cv =  0.677,
m
2(LOO) =  0.562,  r2m(LOO) =  0.161,
SE =  0.188,  F  =  36.35,  P  <  0.0001
n the equation, N  is the number of compounds, R2 is
he determination coefficient, MSE is the mean squared
rror, F  is the fisher’s criterion and P  is the significance
evel.
A higher correlation coefficient and lower mean
quared error indicate that the model is more reliable.
 P  that is smaller than 0.05 shows that the regression
quation is statistically significant. The QSAR model
xpressed by Eq. (1) is cross validated by its noticeable
2
cv value (R2cv =  0.677) obtained by the leave-one-out
LOO) method. A value of R2cv is greater than 0.5 is
he essential condition for qualifying a QSAR model as
alid [20]. Additionally, metrics values (rm2 and r2m)
ndicate that QSAR model is acceptable. The correla-
ion coefficients between variables in the model were
alculated by variance inflation factor (VIF) as shown in
able 4. The VIF was defined as 1/(1 −  R2), where R  was
he multiple correlation coefficients for one independent
ariable against all the other descriptors in the model.
odels with a VIF greater than 5 were unstable and were
liminated, models with a VIF values between 1 and 4
eans the models can be accepted. As can be seen from
Fig. 1. Graphical representation of calculated and observed VIF 1.318 1.849 1.438 1.181
Table 4, the VIF values of the three descriptors are all
smaller than 5.0, indicating that there is no collinearity
among the selected descriptors and the resulting model
has good stability.
The elaborated QSAR model reveals that the toxicity
against P.  phosphoreum  may be explained by a number
of electronic and physic-chemical factors. The positive
correlation of the dipole moment (DM) and the physic-
chemical descriptors (Log P, MV and n) with the toxicity
pEC50 shows that an increase in the values of these
factors indicates an increase in the value of the pEC50.
The correlation of the predicted and observed toxicity
and the residual graph of absolute numbers are illus-
trated in Fig. 1. The descriptors proposed in Eq. (1) by
MLR are, therefore, used as the input parameters in the
artificial neural network (ANN).
3.4.  Artiﬁcial  neural  networks  (ANN)
In order to increase the probability of good char-
acterization of studied compounds, neural networks
(ANN) can generate predictive model of the quantitative
structure–activity relationship (QSAR) between descrip-
tors obtained from the MLR and observed toxicity. The
ANN calculated toxicity model was developed using the
properties of several studied compounds. The correlation
of the predicted and observed toxicity and the residual
graph of the absolute numbers are illustrated in Fig. 2.
toxicity and the residues values calculated by MLR.
8 M. Ghamali et al. / Journal of Taibah University for Science 11 (2017) 1–10
served Fig. 2. Graphical representation of calculated and ob
2 2N  =  38,  R =  0.943,  Rcv =  0.931,
rm
2(LOO) =  0.766,  r2m(LOO) =  0.121,
MSE =  0.058
Table 5
Performance comparison between models obtained by MLR and ANN.
Model Training set 
R2cv rm
2(LOO) r2m(LOO) MSE
MLR 0.677 0.562 0.161 0.188
ANN 0.931 0.766 0.121 0.058
Fig. 3. Williams plot for the ptoxicity and the residues values calculated by ANN.
2The obtained determination coefficient (R ) value is
0.943 for this data set of the phenols and thiophe-
nols. This confirms that the artificial neural network
(ANN) results are the best to develop the quantitative
Test set
 R2ext rm
2(test) r2m(test) MSE
 0.862 0604 0.166 0.143
 0.946 0.754 0.104 0.086
resented MLR model.
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Table 6
Observed values and calculated values of pEC50 according to different
methods.
No. pEC50 (obs.) pEC50 (calc.)
MLR ANN
1 2.720 2.945 3.766
2a 3.140 3.243 3.405
3 3.720 3.555 3.434
4 3.340 3.424 3.603
5 3.880 3.897 4.055
6 3.310 3.344 3.505
7a 3.140 2.140 3.331
8 3.350 3.433 4.155
9 3.430 3.515 4.000
10 3.600 3.973 4.875
11a 5.870 4.946 2.913
12 2.510 2.488 3.533
13a 3.480 3.231 3.537
14 3.310 3.221 2.690
15 2.220 2.994 3.197
16 3.270 3.154 3.336
17 3.710 3.391 4.441
18 4.010 4.264 2.478
19 2.220 3.053 2.441
20 2.330 2.742 4.745
21a 5.710 5.294 4.533
22 4.780 3.924 4.796
23a 4.970 4.243 4.679
24a 5.060 4.715 4.447
25 4.860 3.759 4.536
26 4.340 3.754 4.547
27a 5.150 4.678 5.004
28 4.900 4.676 5.087
29a 5.030 4.020 5.106
30 4.910 5.314 5.275
31 4.990 4.573 5.100
32a 5.590 5.102 5.361
33 5.110 5.249 5.130
34 5.160 5.259 5.067
35 4.990 5.455 4.904
36 4.570 4.820 5.189
37 5.600 4.887 4.847
38 4.880 4.988 2.720
39 5.370 4.830 5.013
40 4.770 4.940 5.035
41 4.660 4.878 3.353
42 4.490 4.400 4.902
43a 5.890 5.529 5.037
44 4.640 4.799 5.410
45 4.600 4.357 5.052
46 4.950 5.035 4.993
47a 4.720 3.922 4.662
48 4.660 4.288 4.662
49 4.260 4.429 4.244
50a 4.720 4.777 5.213
51 5.340 5.755 3.766M. Ghamali et al. / Journal of Taib
tructure–activity relationship model. Furthermore, the
igh R2cv value (R2cv =  0.931) shows that the obtained
SAR model can predict the toxicity against P.  phos-
horeum.
.5.  External  validation
To estimate the predictive ability of the MLR and
NN models, we have to use a set of compounds that
ere not used as the training set to establish the QSAR
odel. The models established in the computation pro-
ess using the 38 substituted phenols and thiophenols
re used to predict the toxicity of the rest 13 compounds.
he main performance parameters of the two models are
hown in Table 5. As seen from this table, for the stud-
ed series of compounds, the statistical parameters of the
NN model are better than the MLR model.
We assessed the best linear QSAR regression equation
stablished in this study. Based on this result, a compar-
son of the quality of the MLR model shows that the
NN model has a significantly better predictive capa-
ility because the ANN approach yields better results
han the MLR in the present study.
.6.  Domain  of  applicability
To evaluate the reliability of any QSAR model and
ts power to predict new compounds, the domain of
pplicability must be essentially defined. The predicted
ompounds that fall within this domain may be regarded
s reliable. The applicability domain was discussed with
he Williams graph Fig. 3, in which the standardized
esiduals and the leverage values (hi) are plotted. It is
ased on the calculation of the leverage hi for each com-
ound, for which QSAR model is used to predict its
ctivity:
i =  xi(XTX)−1xTi (i  =  1,  . . .n)
here xi is the row vector of the descriptors of com-
ound i and X  is the variable matrix deduced from the
raining set variable values. The index T refers to the
atrix/vector transposed. The critical leverage h* is,
enerally, fixed at 3(k  + 1)/N, where N  is the number
f training compounds, and k  is the number of model
arameters. If the leverage value h of a compound is
igher than the critical value (h*) i.e., h  > h*, the predic-
ion of the compound can be considered as not reliable.The Williams plot for the presented MLR model is
hown in Fig. 3. From this plot, the leverage values (hi)
f any compound in the training and test sets are less than
he critical value (h* = 0.39) excepting the compounds 3
a Test set.
ah Uni
[
[
[
[
[
[
[
[
[
[
[
[
[22] STATITCF Software, Technical Institute of Cereals and Fodder,10 M. Ghamali et al. / Journal of Taib
and 12 as outliers. Also, the standardized residuals of all
compounds in the training and test sets are less than three
standard deviation units (±3σ). Therefore, the predicted
toxicity by the developed MLR model is reliable.
4.  Conclusion
In this study, we investigated the QSAR regression to
predict the toxicity of substituted phenols and thiophe-
nols to P.  phosphoreum.
The study of the robustness of the two models
constructed in the study has good stability and great pre-
dictive power. Moreover, compared to the MLR model,
the ANN model is better and is an effective tool to predict
the toxicity of the substituted phenols and thiophenols.
Furthermore, using ANN approach, we established a
relationship between several descriptors and the pEC50
values of several organic compounds based on the substi-
tuted phenols and thiophenols in a satisfactory manner.
The accuracy and predictability of the proposed
models were illustrated by comparing key statistical indi-
cators, such as the R  or R2 of different models obtained
using different statistical tools and different descriptors,
as shown in Table 6.
Finally, we conclude that the studied descriptors,
which are sufficiently rich in chemical, electronic and
physic-chemical information to encode the structural
features, may be used with other descriptors for the
development of predictive QSAR models.
Acknowledgment
We are grateful to the “Association Marocaine des
Chimistes Théoriciens” (AMCT) for its pertinent help
concerning the programs.
References
[1] X. Li, Z. Wang, H. Liu, H. Yu, Quantitative structure–activity
relationship for prediction of the toxicity of phenols on Photobac-
terium phosphoreum, Bull. Environ. Contam. Toxicol. 89 (2012)
27–31.
[2] M.G. Paulino, M.M. Sakuragui, M.N. Fernandes, Effects of
atrazine on the gill cells and ionic balance in a neotropical fish,
Prochilodus lineatus, Chemosphere 86 (2012) 1–7.
[3] K. Roy, S. Kar, R.N. Das, Understanding the Basics of QSAR for
Applications in Pharmaceutical Sciences and Risk Assessment,
Academic Press, 2015.
[versity for Science 11 (2017) 1–10
[4] K. Roy, S. Kar, R.N. Das, A Primer on QSAR/QSPR Modeling:
Fundamental Concepts (Springer Briefs in Molecular Science),
Springer, 2015.
[5] J.C. Dearden, The history and development of quantitative
structure–activity relationships (QSARs), Int. J. Quant. Struct.-
Prop. Relationsh. 1 (1) (2016) 1–44.
[6] J.D. McKinney, A. Richard, C. Waller, M.C. Newman, F. Ger-
berik, The practice of structure activity relationships (SAR) in
toxicology, Toxicol. Sci. 56 (2000) 8.
[7] H. Yu, X. Li, Z. Wang, H. Liu, Quantitative structure–activity
relationship for prediction of the toxicity of phenols on Photobac-
terium phosphoreum, Bull. Environ. Contam. Toxicol. 89 (2012)
27–31.
[8] M. Asadollahi-Baboli, Exploring QSTR analysis of the toxic-
ity of phenols and thiophenols using machine learning methods,
Environ. Toxicol. Pharmacol. 34 (2012) 826–831.
[9] L.M. Su, Y.H. Zhao, X. Yuan, C.F. Mu, N. Wang, J.C. Yan, Evalu-
ation of combined toxicity of phenols and lead to Photobacterium
phosphoreum and quantitative structure–activity relationships,
Bull. Environ. Contam. Toxicol. 84 (2010) 311–314.
10] M.J. Frisch, et al., Gaussian 03, Revision B.01, Gaussian, Inc.,
Pittsburgh, PA, 2003.
11] U. Sakar, R. Parthasarathi, V. Subramanian, P.K. Chattaraji, Tox-
icity analysis of polychlorinated dibenzofurans through global, J.
Mol. Des. IECMD (2004) 1–24.
12] Advanced Chemistry Development Inc., Toronto, Canada, 2009,
www.acdlabs.com/resources/freeware/chemsketch/.
13] M. Larif, A. Adad, R. Hmammouchi, A.I. Taghki, A. Soulaymani,
A. Elmidaoui, M. Bouachrine, T. Lakhlifi, Biological activities of
triazine derivatives combining DFT and QSAR results, Arab. J.
Chem. (2015), http://dx.doi.org/10.1016/j.arabjc.2012.12.033 (in
press).
14] XLSTAT 2013 software (XLSTAT Company), http://www.
xlstat.com.
15] S. Chtita, M. Larif, M. Ghamali, M. Bouachrine, T. Lakhlifi,
DFT-based QSAR studies of MK801 derivatives for non com-
petitive antagonists of NMDA using electronic and topological
descriptors, J. Taibah Univ. Chem. 9 (2) (2014) 143–154.
16] A. Adad, M. Larif, R. Hmamouchi, M. Bouachrine, T. Lakhlifi,
J. Comp. Meth. Mol. Des. 4 (3) (2014) 72–83.
17] R. Hmamouchi, M. Larif, A. Adad, M. Bouachrine, T. Lakhlifi,
J. Comp. Meth. Mol. Des. 4 (3) (2014) 61–71.
18] D. Cherqaoui, D. Villemin, J. Chem. Soc., Faraday. Trans. 90
(1994) 97–102.
19] J.A. Freeman, D.M. Skapura, Neural Networks. Algorithms,
Applications, and Programming Techniques, Addison-Wesley,
Reading, MA, 1991.
20] A. Golbraikh, A. Tropsha, Beware of q2, J. Mol. Graphics Model.
20 (2002) 269–276.
21] P.P. Roy, K. Roy, QSAR Comb. Sci. 27 (2008) 302.Paris, France, 1987.
23] A. Ousaa, B. Elidrissi, M. Ghamali, S. Chtita, M. Bouachrine, T.
Lakhlifi, J. Comp. Meth. Mol. Des. 4 (3) (2014) 10–18.
