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We investigate Faraday’s law of induction manifested in the quantum state of Aharonov-Bohm
loops. In particular, we propose a flux-switching experiment for a double-dot AB ring to verify the
phase shift induced by Faraday’s law. We show that the induced Faraday phase is geometric and
nontopological. Our study demonstrates that the relation between the local phases of a ring at
different fluxes is not arbitrary but is instead determined by Faraday’s inductive law, which is in
strong contrast to the arbitrary local phase of an Aharonov-Bohm ring for a given flux.
PACS numbers: 73.23.-b, 03.65.Vf, 03.65.Wj
We begin by pointing out an apparent paradox between
the two well known facts in quantum theory: (1) the lo-
cal phase factor of the wave function in an Aharonov-
Bohm (AB) loop is arbitrary [1]; (2) the wave function
(more generally, the density matrix) of a quantum sys-
tem can be reconstructed by a technique of the quan-
tum state tomography (QST) on repeated preparation of
the system [2, 3]. Aharonov-Bohm (AB) effect [4] is one
of the most striking phenomena discovered in quantum
theory. In the case of an arbitrary AB loop at equi-
librium, any physical quantity is periodic in Φ with a
period Φ0 = e/hc, the flux quantum (“Byers-Yang’s the-
orem”) [5]. AB effect is gauge-invariant and appears as
a manifestation of the gauge-invariant phase factor. The
choice of a particular gauge is arbitrary, and therefore the
local phase factor of the wave function is also arbitrary.
It is interesting to note that this arbitrary local phase
factor of an AB loop is inconsistent with the fact that the
wave function can be reconstructed by the technique of
QST. The gap between the two facts needs to be clarified.
In this Letter, we show that the law of Faraday’s induc-
tion plays a central role when we try to reconstruct the
wave function of an AB loop. For a full reconstruction
of the wave function, change of the AB flux is inevitable.
The change of the AB flux results in Faraday’s induction,
and gives rise to an additional phase shift. We find that
this Faraday-induced phase shift is geometric and non-
topological. It is geometric in the sense that it depends
only on the net change of the magnetic field. On the
other hand, it is nontopological since it depends not only
on the flux change but also on the specific geometry of
the system.
We analyze the characteristics of the quantum Faraday
effect for a tunnel-coupled double-dot AB loop with a
localized magnetic flux Φ penetrating the hole (Fig. 1(a)).
This is the simplest two-state problem involving an AB
flux. The Hamiltonian of a double-dot loop is given by
H =
∑
α=1,2
εαc
†
αcα − (teiφac†1c2 + teiφbc†2c1)− h.c., (1a)
where cα(c
†
α) annihilates(creates) an electron at QD-α
(α = 1, 2) with its energy level εα. For simplicity, tun-
neling amplitude t is assumed to be identical for both
the upper (path a) and the lower (path b) paths. The
AB phase φ (= 2πΦ/Φ0) is given by φ = φa + φb. The
“local” phases φa and φb are not gauge-invariant. Only
φ is a gauge-invariant phase. This Hamiltonian can be
simplified as
H =
∑
α=1,2
εαc
†
αcα + tφc
†
1c2 + t
∗
φc
†
2c1, (1b)
with the effective tunneling amplitude
tφ = −2tei(φa−φb) cos (φ/2) . (1c)
Note that tφ depends on the choice of gauge due to the
phase factor ei(φa−φb).
It is useful to rewrite the Hamiltonian (Eq. 1) in a
Bloch-sphere (pseudospin) representation with | ↑〉 = |1〉
and | ↓〉 = |2〉:
H = −1
2
~σ ·B, (2a)
where
B = (−2Re(tφ), 2Im(tφ),∆ε) (2b)
is a pseudo-magnetic field, and ~σ = (σx, σy, σz). ∆ε =
ε2 − ε1 is the energy level detuning of the two dots. We
imposed the condition ε1 + ε2 = 0 without loss of gener-
ality.
It is straightforward to obtain the eigenstate ener-
gies and the corresponding eigenvectors. Although a
multi-valued wave function cannot be ruled out a pri-
ori [5], we do not consider this possibility because a
QST with multi-valued wave function is meaningless [6].
The two eigenstate energies are E±(B) = ∓ 12 |B| =
∓ 12
√
(∆ε)2 + 4|tφ|2, with the corresponding eigenvectors
being given by
| ± (B)〉 = α±| ↑〉+ β±| ↓〉, (3a)
2where
α± =
tφ√
(ε1 − E±)2 + |tφ|2
, β± = − ε1 − E±√
(ε1 − E±)2 + |tφ|2
.
(3b)
Although the energy eigenvalue E± is periodic in the AB
phase φ with a period of 2π (as indicated by Byers-Yang’s
theorem [5]), the wave function does not show such pe-
riodicity. Instead, the wave function depends on the ar-
bitrary choice of the phases φa and φb. This is evident
from the gauge-dependent factor tφ in Eq. (3b) (see also
Eq. (1c)).
Now, let us discuss the following flux-switching and
pseudospin precession experiment (see also the illustra-
tion of Fig. 1(b)). This kind of time-domain experiment
is an essential part of a QST with a system involving
an AB flux [7]. Initially, the AB flux is prepared to
have an arbitrary, fixed value φ, and the system is in
the ground state | + (B)〉 of Eq. (3). It is assumed that
thermal fluctuations are small enough that the system
is in the ground state, that is, kBT ≪ |B|. Then, the
external magnetic flux is suddenly dropped to zero, and
the pseudo-magnetic field B changes immediately to the
value given by Eq. (2b) with φ = 0 and φb = 0. (φb might
be chosen to be nonzero in general, but it does not make
any change to our findings here.) This corresponds to
B→ B0 = (4t, 0,∆ε). (4)
Because of the sudden change in B, the state of the
electron, denoted by |ψφ→0(t)〉, will precess according
to the relation (shown as a dashed line in Fig. 1(b))
|ψφ→0(t)〉 = e i2~σ·nˆB0t| + (B)〉, where nˆ is the unit vec-
tor parallel to B0, and B0 is its magnitude. We obtain
|ψφ→0(t)〉 = α0(t)| ↑〉+ β0(t)| ↓〉, (5a)
where
α0(t) = α+ cos
B0t
2
+ i (α+nz + β+nx) sin
B0t
2
,(5b)
β0(t) = β+ cos
B0t
2
− i (β+nz − α+nx) sin B0t
2
. (5c)
Here nx(nz) is the x(z) component of the vector nˆ.
The time evolution of the state, |ψφ→0(t)〉, depends
on the gauge, simply because B depends on the gauge.
Furthermore, this gauge dependence is shown in physi-
cal quantities, for instance, in the time evolution of the
electron number at QD-1 (or at QD-2):
n1(t) = 〈ψφ→0(t)|c†1c1|ψφ→0(t)〉 = |α0(t)|2. (6)
The time evolution of n1 is displayed for two different
choices of gauge: (i) symmetric gauge (φa = φb = φ/2)
(Fig. 2), and (ii) “φb = 0” gauge (Fig. 3). (In fact, an
infinite number of gauge choices exists which satisfy the
condition φa + φb = φ). For the symmetric gauge, the
effective tunneling amplitude is tφ = −2t cos (φ/2). This
gauge leads to a 4π-periodicity of the Hamiltonian and
its eigenstates (Eqs. (1,3)). On the other hand, for the
“φb = 0” gauge, tφ = −t(eiφ + 1), which provides a 2π-
periodicity of the Hamiltonian and its eigenstates. Ob-
viously, a different choice of gauge leads to a different
result.
Of course, the gauge dependence of the results shown
in Fig. 2 and Fig. 3 should not exist in reality. The
result should be unique in spite of the choice of gauge. In
fact, the contradiction is resolved if we take into account
Faraday’s law induction in the flux-switching procedure.
When the localized magnetic field changes in time, the
electric field
E = −∇V − 1
c
∂A
∂t
(7)
is induced, where V and A are the scalar and the vector
potentials, respectively. The choice of the gauges for V
and A should provide the correct value of E, which was
not taken into account in obtaining the results displayed
Figs. 2 and 3. Still there is a freedom to choose the
gauge, and we choose V to be time-independent, and
then the inductive component of the field, Et, is given
by Et = − 1c ∂A∂t . For the system under consideration, the
following relations are derived from Faraday’s law:∫
γ
Et · dR = −1
c
∂
∂t
∫
γ
A · dr = − h¯
e
∂φγ
∂t
, (8)
where
∫
γ
represents an integral over the path γ (a or b).
The question at this point is how to choose a gauge
giving the correct inductive field. Actually, the induced
electric field depends not only on the time-dependent
flux Φ(t) but also on the specific geometry of the system
and the distribution of the localized magnetic flux. Let
us consider, for example, a highly symmetric double-dot
ring: with circular symmetric AB flux and identical paths
for the upper (path a) and the lower (path b) parts of the
ring. Then, the symmetry of the system leads to the re-
lation
∫
a
Et ·dR =
∫
b
Et ·dR, or ∂φa∂t = ∂φb∂t . We find that
this condition is fulfilled by choosing the symmetric gauge
for the time-dependent phases: φa(t) = φb(t) = φ(t)/2.
Therefore, the results shown in Fig. 2 are correct for the
symmetric system because they give the correct value of
Et. In general, the gauge should be selected to give the
correct value of Et, which depends on the specific geom-
etry of the system.
An important implication of the above discussion on
Faraday’s induction is that it gives an additional local
phase in the wave function of the system. In the follow-
ing, we show that Faraday’s induction gives a geometrical
(but nontopological) phase shift. Here we discuss it for
a specific double-dot ring system, but it can be applied
equally to any AB loops. The initial (local) phases at
t = ti are represented by φ
i
a and φ
i
b for paths a and b,
3respectively. These phases evolve as the magnetic field
changes in time, and the final values (at t = tf ) are given
by φia + ∆φa and φ
i
b + ∆φb, respectively. During the
change in the magnetic field, the inductive field induces
a momentum kick ∆p(r) which depends on the position
r as
∆p(r) = e
∫ tf
ti
Et dt = −e
c
∆A(r), (9)
where ∆A(r) is the change in the vector potential. This
momentum kick induces a local phase shift
φF (r) =
1
h¯
∆p(r) · r, (10)
in the wave function. From this relation, one can find
that Faraday’s induction gives the relative phases of the
two quantum dots
φFa =
1
h¯
∫
a
∆p(r) · dr = −∆φa,
for path a. Similarly, it gives φFb = −∆φb for path b. It is
interesting to note that the Faraday phase for one loop is
equivalent to the negative of the change in the AB phase:
φFone loop =
1
h¯
∮
∆p(r) ·dr = −∆φ . In contrast to the AB
effect, not only the phase for one loop but also the local
phase φF (r) is physically meaningful because the latter
is directly related to the inductive field, a physical quan-
tity. Note that, the local phase φF (r) is geometric in the
sense that it depends only on the net change of the vector
potential ∆A(r). However, this phase is nontopological
because it depends not only on the topology of the ring,
but also on the specific geometry. The 4π-periodicity of
a symmetric double-dot ring can be understood from the
4π-periodicity of the phases φFa and φ
F
b , since it satisfies
φFa = φ
F
b = −∆φ/2. (11)
The effect of the Faraday phase can be observed even
in an adiabatic change of the magnetic flux. Two con-
ditions are necessary for this purpose. First, a nonsta-
tionary initial state should be prepared. Otherwise, the
adiabatic evolution of the magnetic field gives just an
adiabatic evolution of the ground state, and the Faraday
phase is not observable. Second, the characteristic time
scale of the flux change, denoted by ∆t, should meet the
condition h¯/|B| ≪ ∆t ≪ tdeph, where tdeph is the de-
phasing time of the initial nonstationary state. The flux
should change at a much slower rate than the precession
frequency of the pseudospin (adiabaticity), but should
be switched faster than the dephasing time, in order to
observe the evolution of the nonstationary state.
The procedure for a possible experiment is as follows:
(i) a ground state is prepared with ∆ε = 0 and B =
Bi. (ii) A nonstationary state is initialized by a sudden
switching of the level detuning from zero to a finite value
∆ε. (iii) The magnetic flux is adiabatically switched so
that the pseudo-magnetic field B changes accordingly.
(iv) Finally, the time evolution of the electron number is
measured in one of the QDs.
The adiabatic process of (iii) is described by the Hamil-
tonian H{B(t)} = −~σ ·B(t)/2 with an adiabatic change
of B. The nonstationary initial state immediately af-
ter process (ii) (for a symmetric ring with the initial AB
phase in the range of π < φ < 3π),
|ψ0〉 = 1√
2
(| ↑〉 − | ↓〉) , (12a)
evolves upon the adiabatic change in B(t). It satisfies
the adiabatic evolution of the eigenstates
|ψ±(B(t)) ≃ eiγ±(B)e−i
∫
t
0
E±(t
′)dt′ | ± (B(t)〉, (12b)
where γ± denotes the geometric phase acquired during
the adiabatic change of B(t) [8]. We find that γ± = 0
for the symmetric ring (imposed by the relation φa(t) =
φb(t)). Therefore, the time evolution of the state upon
adiabatic change is given by
|ψ(t)〉 = c+eiφ
+
dy
(t)|+ (B(t))〉 + c−eiφ
−
dy
(t)| − (B(t))〉,
(12c)
where c± = 〈±(Bi)|ψ0〉, and
φ±dy(t) ≡ −
∫ t
E±(B(t
′))dt′ = ±1
2
∫ t
B(t′)dt′ (12d)
is a dynamical phase. It is also useful to define the dif-
ference between the two dynamical phases, ∆φdy(t) ≡
φ+dy(t)− φ−dy(t).
The time evolution of the electron number at QD-1
(state | ↑〉) is
n1(t) = |〈↑ |ψ(t)〉|2 . (13)
We find from Eq. (12) that
〈↑ |ψ(t)〉 = u(t) cos (∆φdy(t)/2) + iv(t) sin (∆φdy(t)/2),
(14a)
where
u(t) =
1√
2
(
cos
θi − θ(t)
2
− sin θi − θ(t)
2
)
, (14b)
v(t) =
1√
2
(
cos
θi + θ(t)
2
− sin θi + θ(t)
2
)
. (14c)
θ(θi) is the angle between the z-axis and B(Bi) in the
Bloch sphere.
Fig. 4 displays the time evolution of the occupa-
tion number, n1, as a function of ∆φdy(t), for an adi-
abatic change in the AB phase of the form φ(t) =
φi
2 [1− tanh (η∆φdy(t))]. The initial phase φ = φi at
∆φdy(t) ≪ −η−1 changes adiabatically to φ = 0 at
∆φdy(t) ≫ η−1. The parameter η determines the rate
4of change. As discussed above, we have another condi-
tion φa(t) = φb(t) = φ(t)/2 for a symmetric ring, which
takes Faraday’s induction into account. The time evolu-
tion of n1 for φi = 2π with η = 0.04 is plotted in Fig. 4
(solid line). This is compared to the case of the static
AB phase, φ(t) = 2π (dashed line). The result shows
that the adiabatic change of the AB phase from 2π to
zero indeed leads to out-of-phase oscillation of n1. This
shift of the phase in n1 results from the Faraday phase,
φFa = φ
F
b = −∆φ/2 = π, as shown in Eq. (11). Note that
the AB effect does not play any role when φ changes by
2π.
The double-dot AB ring system is equivalent to a sin-
gle Cooper pair box (SCB) composed of two Josephson
junctions with an AB flux [9, 10], if the two QD states are
replaced by the two charge states in the SCB. The exper-
iments described above can be applied equally to a SCB.
It could be more easily realized with a SCB, considering
the recent progress made in controlling superconducting
qubits [10].
At this stage, we are able to address the question raised
at the very beginning of this Letter: the inconsistency
between the arbitrary local phase in an AB loop and the
possibility of its measurement with a QST. Of course,
a measurement of the local phase of a static AB ring is
meaningless since it is arbitrary. However, for a complete
QST, one should also change the localized AB flux. What
is measured during a QST (which inevitably involves a
change of the flux) is not an arbitrary local phase but the
Faraday phase induced by the change in the flux itself.
In conclusion, we have shown that the relative local
phase at different strengths of flux in an AB loop is not
arbitrary but is instead determined by Faraday’s law of
induction. This is in strong contrast to the arbitrary local
phase factor of an AB loop which depends on the choice
of gauge in the vector potential. Faraday’s induction
provides a geometric and nontopological contributions to
the local phase of a ring. Flux-switching experiments for
double-dot rings have been proposed to verify the effect
of the Faraday phase. Measurement of the Faraday phase
in our setup of a double-dot ring is just one example of
the very general nature of the problem. It should be
observable in various different types of AB loops, which
calls for further study.
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5FIG. 4: (Color online) Time dependence of n1 upon an adi-
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