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Abstract 
Brown, B.M., W.D. Evans and L.L. Littlejohn, Orthogonal polynomials and extensions of Copson’s inequality, 
Journal of Computational and Applied Mathematics 48 (1993) 33-48. 
This is a survey of recent results on a class of series inequalities involving second-order difference operators, 
which includes a well-known inequality of Copson’s. A connection has been established between these 
inequalities and the properties of the Hellinger-Nevanlinna m-function for an associated recurrence relation 
Mx, = Aw,,x,, A E C: the validity of the inequality, the value of the best constant and the nontrivial equalising 
sequences (if they exist) are determined in terms of m. The function m is shown to have an integral 
representation in terms of a measure with respect to which polynomial solutions of the recurrence relation are 
orthogonal and this is used to examine a number of examples of the inequality. The best constants in some 
cases have only been evaluated numerically. 
Keywords: Difference equations; Hellinger-Nevanlinna m-function; symmetric relations; strong limit-point 
condition. 
1. Introduction 
In [9] Ever& investigated inequalities of the form 
[l”jPlf’[2+~~f[2) dx]2<K/bWif/2 d&vlw’M[S](2 dx, f~A7 
a a a 
(1.1) 
Correspondence to: Prof. W.D. Evans, School of Mathematics, University of Wales College of Cardiff, Senghennydd 
Road, Cardiff CF2 4AG, United Kingdom. 
0377-0427/93/$06.00 0 1993 - Elsevier Science Publishers B.V. All rights reserved 
34 B.M. Brown et al. / Extensions of Copson’s inequality 
where p, q, w are real-valued functions and 
(i) p(x) # 0 a.e. on [a, b), p-l EL:,,[a, b); 
(ii) W(x) > 0 a.e. on [a, b), q, w EL:,,[a, b); 
(iii) - ~0 < a < b < 03, and if b < 03, /,b(l/ I p I + I q I+ w> dx = m; 
(iv) M[f] := -(pf’)’ + 4f; 
(4 A = {f: f, pf’ E AC,&, b); f, w-‘Mfl E L2,[a, b)}, 
where Li[a, b) denotes the weighted space of functions f which are such that II f II 2 := 
lab I f 1 *w dx < 00. The conditions are minimal to ensure that the differential equation 
M[f] =hwf, A EC, (1.2) 
is regular at a and singular at b. The set A is the largest subspace of Lt[a, b) on which the 
right-hand side of (1.1) is defined and finite. In general the integral on the left-hand side of 
(1.1) is not convergent for all f~ A and additional assumptions have to be made. The 
convergence of the integral is guaranteed if (1.2) satisfies the strong limit point condition at b, 
i.e., 
lim p(x)f(x)g’(x) = 0, f, g EA. 
n-tb- 
(1.3) 
An interesting feature of Everitt’s treatment of (1.1) in [9] is the connection he establishes 
between (1.1) and the properties of the Titchmarsh-Weyl m-function for (1.2). He proves that 
the validity of (l.l), the value of the best constant K and the equalising functions (if they exist) 
are all determined by the m-function. Everitt’s inequality includes the celebrated inequality of 
Hardy and Littlewood which is discussed at some length in Hardy, Littlewood and Polya’s book 
[lo]; that is, if f and f” are in L*(O, co), then 
(1.4) 
4 being the best constant, and equality holds if and only if f(x) = Ae-“/*sin(x sin $rr - SIT) for 
some A E @. It has become accepted practice to refer to (1.1) as the HELP inequality in 
recognition of the contribution of Hardy, Everitt, Littlewood and Polya. An up-to-date survey 
of results for (1.1) including worked examples and numerical techniques may be found in [5,8]. 
This article is concerned with the following discrete analogue of (1.1): 
E p,IA~,12+q,l~,12+polAx,l *d ii w,Ixn1* fi wn 
n=l n=O n=l 
x = (x,); ES, (1.5) 
where p,, q, and w,, are real and 
(i) p, # 0, w, > 0, II E N,; 
(ii) Ax, =x,+~ -x,, M-x,, := -A(P~_~Ax~-J + qnxn, n E N; 
(iii) $3 := {x = (x,):: x Eli, Ct=,w, I Mx,/w, I 2 < 4, 
where 1: is the space of complex sequences x = <x,)t such that Cz=, I x, I *wn < ~0. A special 
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case of (1.5) is Copson’s inequality proved in [7]: if x,, y1 E No, are real numbers such that 
C~=,x~ and C~=,,(A2x,J2 < ~0, then 
{$“]AX.,1212 .I,, .:, 
~4 c IxJ* c 1A2xni2, (1.6) 
where 4 is best possible and equality holds if and only if x, = 0, n E &. 
In [4], (1.5) was investigated along the lines of Everitt’s treatment of (1.1) in [9]. This time a 
connection was established with the Hellinger-Nevanlinna m-function associated with the 
difference equation 
Mx, = Aw,x,, A E C, II E FV. (1.7) 
The relevant properties of this m-function are given in Section 2 and in Section 3 we state, and 
sketch the proof of, the Brown and Evans’ Theorem. Connections with orthogonal polynomials 
and the Hamburger moment problem are given in Section 4 and in Section 5 a number of 
examples are discussed. Further details may be found in [1,2,5,6]. 
2. The Hellinger-Nevanlinna circles 
Let 4th) =(+,(A));, 0th) =(8,(A)); be the solutions of (1.7) which satisfy the initial 
conditions 
40 = 0, PO41 = 1, l9”= 1, Pool = 0, (2.1) 
and set 
&(A, 2) := - 
I%-lb(*) +zL(*) 
pk_lc#Jk(A)+zc#h_l(A)’ kEN> ZEcJ AE@+7 
where C, (C_) denote the upper (lower) half-planes of C. Then 
2 ++&(A, 2): 
R + circle C(k, A), 
C_+ disk D(k, A), 
P-2) 
(2.3) 
where KD(k, A) is the disk within C(k, A). The circles @(k, A) are the Hellinger-Nevanlinna 
circles (see [1,2]); they are nested as k + 00 and so converge either to a limit point m(A) or a 
limit circle C(w, A). Similarly for A E C_, the disks D(k, A) now being the images of C, under 
the map (2.3). This limit-point, limit-circle classification is independent of A E C\ R, i.e., 
whatever classification holds for some A E C\R holds for all such A. We also have the 
following: 
(i) diam C(k, A) = (Im[A]Ci::, I c$, I 2wn)p’; 
(ii) if m(A) is the limit point, or any point on C( 03, A) in the limit-circle case, and 
$,(A) = e,(A) + m(A)4,(A), then 
the equality being replaced by < if m(A) lies within C(m, A); 
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(iii) m(e) is analytic on C+U @_ and maps C++ C,, C_+ C; 
- 
(iv) E(A) = m(A). (2.4) 
Properties (i) and (ii) have two immediate consequences. In the limit-point case, 4(A) = 
(+,(A)); P 1; for A G R and, up to constant multiples, $(A) = ($,(A)); is the unique solution of 
(1.7) in Zi for A +? R. In the limit-circle case all solutions of (1.7) are in 13 and in fact this can be 
shown to be true for all A E C. 
We shall be mainly concerned with the limit-point case, for, as is known to be the case for 
(l.l), an inequality (1.5) is likely to be a rare occurrence in the limit-circle case. A useful 
characterisation of the limit-point case is that proved in [12], namely that 
lim {P~[X~+~AY~-Y~+~AX~]} =O, x7 YES. (2.5) 
k+m 
We say that (1.7) is in the strong limit-point case if 
lim Pk(ik+iAYk) = 0, x9 Y Eg; 
k-m 
(2.6) 
this condition ensures that the series on the left-hand side of (1.5) is convergent, possibly 
conditionally. 
3. The theorem in 141 
Let L+(B) be the ray {A: A = yei’, r E (0, m)} and L_(8) = L+(8 + r). Let 
8 *:= inf(6 E (0, $1, f or all 4 E [ 8, $-I, f Im[ h2{m(A) -pa + Am,}] 2 0, 
A ELM), 
0, :=_ max(o+, e_), E+:= {r E (0, cc)): A E L,(8,) and Im[h2{m(A) -p. + AwJl= 01, Y,(r) := 
Im[A$,(A)], A EL ,(eo), ~1 E NO. 
The main result from [4] is the following. 
Theorem 3.1. Let (1.7) be in the strong limit-point case. Then: 
(1) 8, E (0, $rl; 
(2) the inequality (1.5) is valid if and only if 8, E (0, $r); 
(3) if 8, E (0, $r>, then the best possible constant Kin (1.5) is K = sec28,; 
(4) if 8, E (0, $r) and K = sec2eo, then the nontrivial sequences (x,); E&B which give equality 
in (1.5) are determined by the following distinct conditions: 
(i) there exist (x,); f 0 such that CzZIw, I x, I * < q Mx, = 0, n E N, and either x0 = 0 or 
Ax, = 0, in which case both sides of (1.5) are equal to zero; 
(ii) E+u E_# 0 andx, =AY,(r), r E E,, n E No, withA E C\(O), in which case both sides of _ 
(1.5) are equal but not zero. 
Proof. Let 9; be the set of sequences x := (x,); with only a finite number of nonzero 
components and with x0 = 0, and define T,j : ~3; - Zi by 
w,(Tdx), = 
Mx,,, n EN, 
-pox1 7 n =O. 
(34 
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If Gb := {(x, T&X): x ELZ$, the graph of Tc; in 1; x li, then its closure G, is a closed 
symmetric relation and its adjoint G: is the subspace 
G; = G := {(x, x*): w,x,* =&Lx, for yt E N, X, x* EZ:}. (3.2) 
See [3] for background information on linear relations. From [3, Theorem 1.41 we obtain the 
direct sum decomposition 
G=G,@N,@N%, Im A#O, (3.3) 
where 
NA := ((x, Ax) E G) = {(x, Ax): x~li and Mx, =Aw,x,,, 12 E FY}. 
This is the analogue of the von Neumann formula for symmetric operators and their adjoints. A 
crucial point in the proof is that (3.3) is in fact an orthogonal sum with respect to the inner 
product 
(<x,x”), (Y, Y*))A:=(X*-PX, Y”-PY)+v2(x, Y> 
on G, where A = p + iv. Since (1.7) is in the strong limit-point and hence the limit-point case, -- 
NA and NX are one-dimensional and are the linear spans of (+(A), A+(A)) and ($(A), A+(A)), 
respectively. 
It is straightforward to prove that any ( y, y*) E G, satisfies y, = 0, woyz = -p”y,, and on 
using this fact in (3.3) it follows that for any real (x, x*) E G, there exist ( y, y*) E G, and 
A, E C such that 
(x, x*) = (Y, Y*> + 2 Re[A,($(A), Q(A))]; 
note that it is sufficient to prove (1.5) for real sequences only. 
If D[X] now denotes the sum on the left-hand side of (3.11, namely 
%I := FI (Pnl A% I2 + 4nl xn I’) +Pl.lA~o I27 
we obtain (for real X) 
m 
(x, x”) = c x,Mx, +w,x,x,* =D[x] +x”(W()x0* +pox1 -&X0) 
n=l 
=D[x] +4 Re[A,]{Re[A,(m(A) +Aw,-p,)]}. 
On substituting this in the identity 
Ilk x*u”, =llx” -~xll* + ~zlIxl12 = lb* II - 2/-4x, x*) + 1~1211~112 
and noting that 
I](x, x*)ll?=I](~, ~*)ll”,+4/Ah1~11(cCr(A), A$(A 
= 11 (Y, Y * > 11; + 4~~1 A, I211 +(A) II2 
= KY, Y*> ll’h + 4+,1* 
~mbw 
v 
)) II? 
+w, 9 1 
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it follows that, on setting A, = Q* + iPh and n(A) := m(A) + Aw, -pO = n,(A) + in,(A), 
11~*l/*+lh1*/1~I12--~~~~1 
= 11 (Y, Y * > iI’, + 4v(a,2 + %)n,(A) + SK, Re[ A&A)] 
=ll(Y, r*>11;+4 
2 n*(A) 
(M-/-d) y- + 
Im[ h*n( A)] 
v (3.4) 
The validity of (1.5) turns out to be equivalent to the nonnegativeness of the quadratic form 
(3.4) in the variables (Y*, Ph and this fact yields the result. See [4] for further details. 0 
4. A formula for m(h) 
We first require to know about the asymptotic behaviour of m(A) as I A I + 03 and this will be 
provided by the following result from [6]. 
Lemma 4.1. Let x = <x,& be a nontrivial solution of (1.7) for A E C and set r,, = -p)n_I~J~,_I, 
n E N. Then, with b, =p,, +P~_~ + q,, 
P,“-I 
r +- n+l =Aw,-b,, nEN, 
r, 
and, if A E R, 
-rl =fk(A, rk), 
where fk is defined in (2.2). Hence, if A E C+, 
rk E C-3 -rl E D(k, A), rk E R j -rl E C(k, A). 
proof. Suppose x, and x,-r are both nonzero. Then from (1.7) it follows that 
(4.1) 
(4.2) 
(4.3) 
r -r = -$--JPn- ntl n 1x2 +X.-1[Pn-1%-1- (P, +Pn-1+9n)xn +A%4j 
P,2-1 = _-- r,+Aw,-b,, 
r ?I 
whence (4.1). If x,-r = 0, then x, # 0 and (4.1) follows from (1.7). If x, = 0, (4.1) is understood 
to mean 
-PnXn+l -Pn-1x,-1 = 0, 
which is given by (1.7). 
Let Pk-rxk =a, x&l = p. Then from (2.1) and 
x,=AB,+B+,, nENO, 
it follows that 
(y =A(l)k&%) +B(pk-l$k), p =Aek_, + B+k_,. 
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Since pk(8,+,& - 4‘k+10kJ =p0{8,& - 4,0,] = - 1, we obtain 
A = -ad+1 +PP~-A B=d_, +Ppk-lek. 
Hence 
POX1 B 
--VI = - = 2 =&(A, r/J> 
X0 
and (4.3) follows from (2.3). IJ 
Lemma 4.2. As I h 1 + CO in the sector S, = {A E Cc: E < arg A < rr - E}, 0 < E < rr, we have 
Pii 1 
m(A)= -c+o - 
1 i 1 IAl2 * (4.4) 
Proof. From (2.4)(i) and (4.2) with r2 = 0 we infer that 
Im(A)+rlI <diam[C(k, A)] = 
1 
k-l -1 
Im[A] c I+n(A)i’w, 
tZ=l 
On setting r2 = 0 in (4.1) we obtain, as ) A ) + CC in S,, 
2 
PO 
2 
--Awl-b,- 
PI 
r1 Aw, - b, 
=Awl-b,+O 
The result therefore follows from (4.1). 0 
It is clear from the proof that more precise asymptotic information about m(h) can be 
obtained from Lemma 4.2 but (4.4) will suffice for our needs. Indeed, all we require is that 
lim sup1 ym(iy) 1 < 03. (4.5) 
Y-*m 
Since m is analytic in @+ and maps C + into itself, (4.5) implies that there exists a nondecreas- 
ing function p of bounded variation on Iw such that 
44 = /y& 7 A EC+; (4.6) 
see [l, Chapter 31. It also follows from [2, p.1211 that 
lrn I, dp(t) = w,_%W (4.7) -cc 
where a,,,,, is the Kronecker delta. The formulae (4.6) and (4.7) establish interesting connec- 
tions between the m-function, orthogonal polynomial solutions (4,(A)] of the recurrence 
relation (1.7) and the Hamburger moment problem. For if (4.7) is satisfied for a nondecreasing 
function of bounded variation p on [w, then 
Sk = wi’2 
/ m tk dp(t), kE N,, (4.8) -cc 
is a positive sequence in the sense of [l, $1.11 and the 4, satisfy a three-term recurrence 
relation (1.7). It follows by a result due to Nevanlinna and Riez (see [l, Theorem 2.241) that the 
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integral in (4.6) coincides with a point on C(m, A) u D( 03, A). There is therefore a one-one 
correspondence between noncreasing functions p of bounded variation on Iw which satisfy (4.7) 
and points of C(w, A) U D(m, A). In the limit-point case which concerns us, there is therefore a 
unique p satisfying (4.71, unique in the sense that we do not distinguish between two such 
functions p if their difference is a constant at points of continuity. We shall make much use of 
this connection in some of the examples in Section 5 below. 
In some of the examples discussed in Section 5 orthogonal polynomial solutions of (1.7) are 
well known and these do not satisfy the initial conditions (2.1). We have solutions @(A) = 
(@,(A)); and O(A) = (O,(h)): of (1.7) which satisfy 
@o = 1, PO@, = b, - Aw,, O,=O, pool = -1. (4.9) 
As in Section 2 we define 
F,JA, z) := - 
ok-,@&) +%-l(A) 
P&MA) +Z%l(A) ’ 
k~kd, ZE@, AE@+. 
The map z *_Fk(A, z) has similar properties to z *fk(A, z> and defines a limit point J(A) or 
a limit circle C(oo, A) according as whether (1.7) is in the limit-point or limit-circle case. Also in 
the limit-point case, if Pn(A) = O,(A) +&!‘(A)@JA), then P,(A) =At,G,JA) E I$ for some A E 
C\(O). From (2.1) and (4.9) it follows that 
1 
m(A) = - - 
k(A) 
+ b,, - Aw,, . (4.10) 
Also .&? has similar properties to m, in particular (4.3, and so there exists a unique 
nondecreasing function R of bounded variation on K!’ such that 
Irn CD&)@&) dR(t) = w,-%~,~. 
-CC 
(4.11) 
(4.12) 
5. Examples 
5.1. Copson’s inequality /4,7] 
This is the case pn = 1, q, = 0 and w, = 1 and hence 
Mx, = -A2x,_, = -x,+~ -x,,pl +2x,, n E N. W) 
For A E C\rW, the recurrence relation Mx, = Ax, has two linearly independent solutions 
(cu:(A))& (CC(A));, where 
a*(A) := I- ;A f +/A(A - 4) . (5 4 
The square root of a complex number .z = ye”, 0 G 8 =G 2~~ will be the branch defined by 
zl/’ = ~l/~e~‘/~, and the square root in (5.2) is taken to be the single-valued function defined in 
C\ [0, 41. We must first show that I a+(A) I < 1 for A E C+; since (~+a_= 1, this will imply that 
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1 a_(A) 1 > 1 for A E @+. To see this let A =peie E @+ and set A - 4 = Rei4. Then 4 E (0, rr) 
and 
2a,(h) = 2 -peiH 5 (pR)1’2ei(H+,h)/2. 
It follows that 
(pR)p1’2(la+(A)~2 - Iac(A)I’) = (2 -p cos 0) cos(@ + 4)) 
-p sin 8 sin(t(0 + 4)) 
and, on using Re’& = pe” - 4, 
= 2 cos(@ + 4)) -p cos(&$ - e>), 
(pR)-1’2(~a+(A)/2-~a_(A)/2} = -(R cos 4 +2) COS(#+~)) 
-R sin 4 sin(i(0 + 4)) 
= -R cos(;(c$ - 0)) - 2 cos(;(8 + 4)). 
Since i($ - 13) E (0, $r - to>, we infer from the last two identities that I a+(A) I < I a_(A) I, 
whence 1 Q+(A)/ < 1 and 1 aP( > 1 for A EC)+. Hence (cu:(A))y is the unique (up to 
constant multiples) solution of Mx, = AX,, A E C+, which lies in 1 2, and consequently (1.7) is in 
the limit-point case; indeed (1.7) clearly satisfies the strong limit-point condition. On using (2.1) 
we obtain 
h(A) 
m(A) = - 
&(A) 
= a+(A)> A E C,, (5.3) 
and 
n(A) := m(A) - 1 + A = ;A + i/m, A E C+. 
Let A = pe” E L+(8). Then 
- $Im[A’n(A)] =p sin 13 - (pR)“’ sin(t(+ - 38)) 
(5.4) 
(5.5) 
and 
- $Im[ i2n(A)] N { ,,‘~~bos ieY 
7 
zz 1 z i 
This yields O+> $r. For 8 E [$r, $T], we obtain from (5.5) that 
- ;Im[i2,r(A)] >pifi + (pR)l12cos $$ > 0, (5.6) 
since +(38 - C#J> E [i(r - 41, 0) c (0, $T>. We therefore conclude that 8+= $T. For A E C_ we 
have that m_(A) = a_(A) and, with A =~e~(‘+~) EL_(~) and A - 4 = Reic4”‘), we obtain 
sIm[P(m(A) - 1 + A}] = p sin 13 + (pR)“‘sin(i(38 - 4)) > 0, 
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for all 0 E (0, irr), since 4 E (0, 0). Thus 8_= 0. We have therefore proved that B0 = $r, giving 
the best constant K = 4 in Copson’s inequality. Moreover, in view of (5.6), E += 0, so that the 
case (4)(ii) of equality in Theorem 3.1 is excluded. Case (4)(i) of Theorem 3.1 is also ruled out. 
For if Mx, = 0 and x0 = 0, then X, = (n + 1)x, for y1 E N,. Thus either x = 0 or x G 12. If 
Mx, = 0 and x0 = x, f 0, then X, =x0 for all values of II and so x G Z2. The proof of Copson’s 
Theorem is therefore complete. 
5.2. The case p, = w,, = 1, q,, = -r (constant) 
Equation (1.7) now becomes 
-A*x,_~ =(A +7)x,, HEW, (5.7) 
and so m(A) = (Y +(A + 7) for h E C +, where (Y k are given in (5.2). Let A = yei’, 8 E (0, $1, 
A + 7 = pe’+ and A + r - 4 = ReiT. Then, with n(A) = m(h) - 1 + h, 
- f Im[ h*n(h)] = Y sin 8 - 7 sin 28 + (PR)“’ sin[20 - +($ + q)]. (5.8) 
Let r 2 4 and Y + 0. Then p + T, $ + 0, R + T - 4 and 71 + 0, so that for all 0 E (0, $r>, 
- $Im[ Cn(A)] - --7 sin 28 + [T(T - 4)]“’ sin 28 < 0. 
Hence 8+ = $r and so there is no inequality for r > 4. Similarly, when r < 0 and r + 0, we 
have for all 8 E (0, $1, 
- sIm[ ;i2n(h)] - --7sin20-[)r/(7-4)]1’2sin28<0, 
so that 8+= $r and there is again no inequality. An inequality can therefore be valid only if 
0 G r < 4; the case T = 0 is Copson’s inequality. 
As i-+0, 
- $Im[ a,(*)] - -2&sin(28 +x), (5.9) 
where x = cos-‘(i&> E (0, &r>. Thus -Im[h2n(A)] > 0 on L+(8) only if 8 > i<r -x). AS 
Y --$ co, 
- ~Im[X’n(h)] - 2r sin 8 > 0, 
for all 8 E (0, $rTT). Thus, 
8+2 $r -x). 
Let 6 = e(r) denote the solution of Im[h’n(h)l = 0. Then from above, as Y + 0, e(r) - i(r -x) 
and a calculation shows that 
&+7-l 
0’(Y) - - 
4r(2 + J;)1’2 * 
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This is negative if and only if 6 > i(fi - l), the golden ratio. In the graph of Y against 8(r), 
the value of 0, is the maximum and E, is the set of values of Y for which this maximum is 
attained; see [4, Theorem 3.11. The value of 0, is not known but there is strong numerical 
evidence for the following conjecture: 
f3+= +(n -x), for +(Js - 1)2 <T<4. (5 .lO) 
When 0 < T < $(& - l)‘, we know from above that 8+> i(n - x). 
To find 8_, we set A = rei(B+T), h + 7 =pe”(‘“‘) and h + S- - 4 = Rei(Vtp) where 8, 4, 
q E (0, $1. We now have m(A) = a_(h + S-) and 
$Im[ X2n(h)] = Y sin 8 + 7 sin 28 + (pR)“‘sin[2B - +(4 + q)]. (5.11) 
It follows that 
and hence 
0-a ix. 
Let 8 = 13(r) be the solution of Im[h2n(h)] = 0. Then as Y + 0, f%r> - +x and 
(5.12) 
1 [,-6-l] > 0, if 6 > 0’(r) +(l + 6), - 
4~(2 - J;)“’ <O, if\/;<(l+G). 
Again we have only numerical evidence to support the following conjecture: 
8_= ;x, for 0 < 7 6 $(l + v??)~. (5.13) 
When i(l + &)2 < 7 < 4, we have from above that 8_> ix. Combining these results with those 
for O,, we obtain 
0 < 7 =G i(l - 6)2 * 8, = 8+> +r -x), (5.14) 
with the equal signs occurring simultaneously. From numerical estimates we make the following 
conjecture: 
0 < 7 < +(G - 1)’ * 8,, = 0+> i(n -x) and E, a singleton, (5.15) 
+(G - 1)2 < 7 < a(6 + ‘)z j 8, = 8+= i(~ -x) and E+= 91, (5.16) 
+(6 + 1)2 <~<4*8~=6+=~(~-x) and E+=@. (5.17) 
5.3. The Legendre problem (61 
The Legendre polynomials P,(A), y1 E N, are well known to satisfy the recurrence relation 
MP, := (n + l)P,+, +nP,_, =A(2n + l)P,, n E N,, (5.18) 
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and 
P,= 1, P, =A. (5.19) 
Thus in (1.7), p, = - (y1+ l), 4, = w, = 2n + 1 and b, = p, + p,_ I + 4, = 0. In the notation of 
Section 4, @,(A) = P,(h). Moreover, the Legendre polynomials satisfy the orthogonality relation 
/I P,(s)P,(t) dt = 2(2n + l)-1S,,n, II, m E N,. (5.20) 
-1 
Hence in (4.12), 
w = it, tE [-1, 11, o (5.21) 
> otherwise. 
Equation (1.7) is in the strong limit-point case, for, if Cz=0 ) x, 12(2n + 1) < ~0, then (2n + 
l)l/* ) x, I + 0, as yt + co, and hence (2.6) is satisfied. Consequently, by (4.111, 
(5.22) 
We follow the convention in [4] and cut the complex plane along the positive real axis. Thus, 
with A = r-e”, 13 E [0, 2~r), 
Let 
f(A) := TIm[A*{m(h) -pO + hw,}] = Tim h [ *{ --&)+l,l? AE@.? 
in view of (4.1). With A = yei’, 0 E (0, $IT], we have 
f(A)_ /r2[sin20- (a) cOs28], as r+O, 
L r3 sin 8, 
and this implies that 
as r+a, 
e+> + tan-’ ? . 
i 1 Tr 
(5.24) 
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Let 0 = i tan-‘(2/v) and set 2&?‘(h) =A(p, 19) + iB(p, 0). Then 
h(r) := 
4 I Jfqq I 2f(h) 
r2 sin 20 
= &Itn[ep”‘{J3f - I d(h) I ‘}] 
=A2 + B* - 2A - 2B cot 20 =A2 + B2 - 2A - TB. (5.25) 
If we prove that h(r) > 0 for all Y E (0, ~1, it will follow from (5.23) that 8+= i tan~‘(2/v). 
Let Y G 1, so that from (5.22), 
1 + r2 - 
; 
2r cos 8 
A = log 
1 + r2 + 2r cos? ’ 1 B= r-tan’ 
and set A = (1 - r212 + 4r2sin26. Then, on differentiating with respect to r, we obtain 
2 cos 8 
A’= - ~(1 - r2), 
2 sin 0 
B’= _~ 
n (1 +r2) 
and 
iAh’= -(l-r2)A cos 13-(1+r2)B sin t3+r2[$r sin 8-cos e] 
+ $r sin 8 + cos 0. 
Thus h(O) = 0, 
ih’(O) = cos 8 - $T sin 8 = $r(tan 20 - tan B)cos 6 > 0, 
and h’(l) = 0. Suppose h has a stationary point at some s E (0, 1). Then 
(5.26) 
-(l -s2)A cos e-(1 +s2)B sin B+s’[&r sin I!+cos 6] +$-r sin 8+cos 0=0. 
(5.27) 
Also, a straightforward calculation gives (with A = A(s, 01, B = B(s, 0)) 
iAh” = ($Ah’)‘(s) = 2s(A cos 6 - B sin 6) + 2 + 2s[ 37~ sin 8 - cos 01, 
and, on using (4.111, 
1 -s2 
Fh”(s) = -2(B - HIT) sin 13 + f --s =:J(s), 
say. We claim that J(s) > 0. For J(1) = 0 and 
J,(s) = _ (1 + s2)(l - s2)2 
AS2 
< 0. 
(5.28) 
Consequently h”(s) > 0 and the stationary point s must be a minimum. But this is impossible 
since h’(O) > 0. Hence there are no stationary points in (0, 1) and h(r) > 0 in (0, 1). A similar 
argument applies in (1, co>. We now have that h’(r) is negative at infinity and so we cannot have 
that h”(s) > 0 at every stationary point s in (1, ~1. Thus h(r) > 0 in (1, co> and the proof that 
8+= + tan-‘(2/v) is complete. 
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A similar argument applies when A = re’@+“) and this yields O_= $r - i tan-‘(2/r). Thus, 
2 
0,=8_=+rr-+ tan-’ - , 
i i Tr 
and the best constant in (1.5) is 
(5.29) 
(5.30) 
Furthermore, since f(h) >O on L-(8_) and L+(8+), then E+=E_=@ and there are no 
equalising sequences satisfying (4)(Z) in Theorem 3.1. Also, in Theorem 3.1, (4)(i) is not 
possible. For, on using Stirling’s formula, it follows that any solution of Mx, = 0, IZ = 1, 2,. . . , 
with x1 # 0 satisfies 
Ix 
[2”n!12 2,rr 
2n+ll = (2n + l)!% - 
( 1 
r/2 
qn+q Xl, as n+=m* 
Hence CEzO 1 x, I 2(2n + 1) is not convergent, 
5.4. The Her-mite problem (61 
The Hermite polynomials H,(h), n E N,, satisfy 
H n+l + 2nH,_, = 2AH,, n E N, 
and this can be written in the symmetric form of (1.7) as 
-1 2n + 1 A 
MH,, := -A 
2yn - l)! AH,-, + 2”+lnlH, = -HH,. 2”n ! 
Also, 
H,=l, H, =2h. 
The strong limit-point condition (2.6) is satisfied since ( p,, l x w, = n as II -+ 00 and nl’* I X,, 1 
+OforxEg. 
The orthogonality relation (4.12) is 
/:mH,,(t)H,,,(t)ew’l dt = 62” n! a,,,, 
and by (4.11) this yields 
AEC*. (5.31) 
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This problem is considered in [6] but an analytic proof is not found. However, strong numerical 
evidence is presented for the following conjectures: 
K=2J?GlrY 
E+=E_=& 
and there are no nontrivial cases of equality. 
5.5. The Laguerre problem (61 
The symmetric form (1.7) of the recurrence relation satisfied by the Laguerre polynomials 
L*,(A), n E N,, a! > - 1, is 
iZ! n! 
ML”, := -A 
qff + n) r(cl+ II + 1) 
AL”,, cr> -1, nEN(, 
and 
1 h 
L*,= 1, 
r@! + 1) L”f = b,” - r(a + 1) 7 
where b,” = l/T(c-u + 1) + l/T(cr) f i (Y # 0 and b,O = 1. The proof that M is in the strong 
limit-point case is no longer easy as in the preceding examples; see [6, Lemma 6.11. 
The orthogonality relation is 
c,(t)L$(t)t”e-’ dt = ‘(a ‘,: + ‘)a,,,, 
and so (4.11) yields 
J(h) = /umtaet dt) 
t-A 
AEC*. (5.32) 
It is proved in [6] that there is no valid inequality for (Y E (- 1, 01; for (Y > 0 no proof is given 
but strong numerical evidence is presented to indicate that the inequality is valid. In all cases 
8_= 0 and hence 19, = 0+. 
Figure 1 illustrates the predicted dependence of K on (Y. 
50 
40 
30 
Wa) 
20 
10 
Fig. 1. Graph for best constant K as a function of (Y. 
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