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Abstract 
Structures of the disconnected part of higher genus superstring amplitudes restricted to 
the hyper elliptic cases are investigated in the NSR formalism, based on the D’Hoker  
Phong  and recent results [1]-[5].   A set of equations, which we can regard as a basic 
tool to sum over the spin structures of any of g-loop, M point amplitudes systematically, 
is shown by using a classical result of Abelian functions.   We discuss structures of 
g-loop, M-point massless external boson superstring amplitudes by assuming that the 
spin structure dependence of any integrand of the disconnected amplitudes, excluding 
measure part, is only on one kind of constants:  the genus g Weierstrass Pe function 
valued at the summation of g number of half periods chosen out of 2g+1 half periods.  
This is a natural generalization of the case of genus 1. This assumption will be validated 
by a conjectured theorem which states that the spin structure dependent part of any 
string amplitude integrand will be naturally decomposed into two parts: one is 
composed of manifestly modular invariant functions of positions of inserting operators, 
and the other is the polynomial of Pe function constants related to the moduli of 
Riemann surfaces only.   It is shown that this is actually the case for any M for g=1, 
and M=1,2,3 for any g.   Due to a technical problem, our consideration is at present 
restricted to the case that g(g+1)/2  is odd.   Example calculations are shown for the 
genus 2 by the method described here. In particular, our method correctly reproduces 
biholomorphic 1 form of D’Hoker Phong result[1] as for the four point amplitudes of the 
disconnected parts. 
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1. Introduction 
 
The investigations of the structures of the string amplitudes have a long history by 
various methods.  After the breakthrough papers by D’Hoker  Phong on the two loop 
measures and amplitudes , construction of the superstring measure for arbitrary genus 
g has been one of the important issues[1]-[22].  In the hyper elliptic case, the 
substantial difficulty on the super string measure is absent, and the measure is given 
for any g in the paper of [5].   Rather surprisingly, as shown by DHP, in the massless 4 
point amplitude of genus 2, the disconnected part of the amplitude is found to be 
cancelled with a part from the connected part.  As is always the case, in the NSR 
formalism, we face quite complicated calculations on summing over the spin structures, 
apart from the substantial problems on the moduli.of string measures. 
If, as a preliminary consideration, we restrict ourselves to consider the calculations of 
hyper elliptic, disconnected parts of the amplitudes, it is possible to construct a rather 
general method of summing over spin structures, and therefore construct methods of 
calculating higher points amplitudes in general genus, with the help of a classical result 
on Abelian functions.  This is our main result, shown in the equations (4.50), (4.51). 
   Our considerations are based on one natural assumption. It is that any integrand 
of the disconnected M point massless amplitudes in any genus g, excluding string 
measure, depends on the spin structures only through one kind of constants, the genus 
g Weierstrass Pe function valued at the summation of g number of half periods chosen 
out of 2g+1 half periods.   Each choice of g number of half periods corresponds to one 
spin structure.  This kind of constants is denoted as )
2
1
( IJP  in the text. Because at 
present we have rigorous proof of this validity only for any M in g=1 and for M=1,2,3 in 
g>1,  our calculation method which will be described in the following sections is only 
reproducing the results we already know by a different method.   However our method 
described in section 3 and 4 is systematical and it will be a good tool when we calculate 
higher point amplitudes in higher genus and it can be applied to any genus g and M 
point amplitudes.  We will see as an example the possibility of calculating the g loop 
four point amplitude in the disconnected part and discuss what can be said about that 
amplitude in section 6.    
The author expects that this assumption will be validated in a much stronger form by 
a conjectured theorem for the genus g.  It states that the spin structure dependent part 
of any disconnected string amplitude will be decomposed into the summation of the 
products of two kinds of factors: one is composed of manifestly modular invariant 
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functions of positions of inserting operators, and the other is the polynomial of Pe 
function constants related to the moduli of Riemann surfaces only. The former will be 
differentials of the unique function : genus g sigma function. This is a generalization of 
(1.4) or (2.18), which is proved for g=1 sometime ago.  We will review it in the section2.   
 
If we try to seriously calculate general g loop, M point amplitude for the hyper 
elliptic case, and if succeeded, what will be the contents in its final form after summing 
over all spin structures?   Obvious contents are Green functions resulted from the 
contractions of bosonic operators in the vertexes , contracted products of momentum 
and polarization vectors, and products of holomorphic 1 forms defined on the Riemann 
surface, zero mode contributions in case of closed strings.  These are combined with a 
result of contractions of fermion fields in the vertices obtained after summing over all 
spin structures using appropriate string measures.  The result of contractions of  
fermion fields in the vertex operators will include two parts: one is a combination of  
modular invariant functions of vertex inserting points expressed by unique theta 
function which should show clear pole structures of the amplitudes and should have 
good properties under the modular transformation.  And the other will be constant 
modular forms which are expressed as symmetric functions of the branch points of the 
curve, 1221 ,....., geee .   
The general calculation of all of actual contractions including the elements 
described above is not the issue pursued in this document because it is too cumbersome 
and it contains a lot of calculations which are not substantial.   Instead, we would like 
to see what kind of patterns appear in the calculation of the amplitudes on some 
important aspects, especially on the fermion field contractions.  After we clarify or 
simplify the methods of taking over the spin structures, much will be understood about 
the general pole structure of the string amplitudes as we will see.   
 
A contraction of 2M number of fermion fields: 


)()(
1
iiii
M
i
zkz                                          (1.1 )  
leads to the M number of simple products of Szego kernels of the form in the 
disconnected part of the amplitudes: 
   ),().....,(),( 13221 MM zzSzzSzzS      with 11 zzM               (1.2) 
where Mzzz ...., 21 are the inserting points of vertex operators on the Riemann surface,  
  represents a spin structure.  For the higher genus g, appropriate Abel maps are 
4 
 
assumed. 
Along our original motivations described above, the structure of this form will be one of 
our interests in this document.  In the standard conformal field theory, where fermion 
field contractions give a determinant of Szego kernels, it is often said that the Fay’s 
formula relates fermion contractions to boson contractions. On the other hand, in 
calculating superstring amplitudes, this picture does not work so naively because each 
of the fermion field contractions is multiplied with complicated momentum and 
polarization vectors of the external bosons.  The point is that, if we expect there must 
be nice theta function identities which make it possible to sum over spin structures, we 
have to consider the spin structure on each of the product of the form (1.2 ).  This is the 
reason why we consider the simple product of the Szego kernels.  The key is the cyclic 
condition 11 zzM   as we will see. 
 
The elliptic curve we use is of the form  
)()(
12
1
2 xRexs k
g
k


                                                (1.3)
 
where one of the branch points 22 ge  is fixed at  .    
In many literatures, the following form of the Szego kernels is used :  A spin structure 
corresponds to the grouping the 2g+2 branch points 2221 ,....., geee into two sets, 
},...,{ 121 gaaa  and },...,{ 121 gbbb .   The Szego kernel is given by  
   
2
1
2
1
)()(
)()()()(
2
1
),( 














ys
dy
xs
dx
yx
xsysysxs
yxS BABA    
where 
  )()(
1
1
2
i
g
i
A axxs 


     and      )()(
1
1
2
i
g
i
B bxxs 


 
Actually, this often gives a very convenient way of calculation and lead to important 
results.  But here we do not adopt this form of Szego kernel, since we want to keep 
modular invariant theta function expressions on the operator inserting points in the 
final form of the amplitudes, aiming to clarify the structure of higher point calculations 
in higher genus. 
Instead, we will pursue the way something like the following, in analogy of the results 
in g=1.   In g=1, where all amplitude calculations correspond to the disconnected parts, 
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there is a kind of “decomposition” formula of the product of Szego kernels [23].   It is 
schematically written as  
]int[exp],,....[)( 11
1
 espobranchtheofonentVzzoffunctionsellipticzzS Mii
M
i
 

                                                                           (1.4)
 
for the arbitrary number of M.  Each of V, which will be defined in section 2, is a 
manifestly elliptic function which shows explicit pole dependence of the amplitudes as a 
function of vertex inserting points Mzzz ...., 21 .   The V is totally written by the unique 
odd theta function on torus, theta-1 in the  classical notation, and it remains 
unchanged in the whole process of the spin structure summation. In higher point 
amplitudes its explicit form will be included in the final expression unless the whole 
vanishes by the spin structure summation on the other part. 
The spin structure dependence of the amplitude is only in the exponent of the branch 
points, e , which does not depend on operator inserting points  Mzzz ...., 21 . 
Once this formula is applied, the summation over spin structures can be done only 
algebraically on the moduli dependent parts, and in general it gives symmetric function 
of the branch points.  This formula contains infinitely many theta identities which are 
precisely sufficient to sum over spin structures for arbitrary M as reviewed in section 3. 
The final form of the amplitude can be written in a manifestly modular invariant way, 
which are all included in V from the beginning, and the pole structure of the amplitude 
is completely clarified for any value of M in the sense explained above. 
 
This kind of decomposition is also seen for M=1,2,3 in genus g as we will see later. It is 
expected that this formula can be generalized to the higher genus surfaces for general 
M, but this is a future issue.   
 
At g=1, as is well known, the three branch points e  is related to the value of the 
Weierstrass’  Pe function at the half periods, denoted as  :   )(  Pe   .  In 
string theories, the   are often denoted as 
2
1
,
2
,
2
1  
   .  In section4, the 
reason why we expect the spin structure dependence of the amplitudes except the 
measure part is only on the constants )
2
1
( IJP  in genus g, which are generalizations 
of )( P  , is explained.  The indices I and J are from 1 to g, coming from the 
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definition of Pe function at higher genus g.       For g>1, a non-trivial problem occurs 
which did not exist in g=1.  At a fixed choice of spin structure  , there are 
2
)1( gg
 
number of constants in  )
2
1
( IJP which are symmetric on ),....2,1(, gJI  .   The 
varies  




 

g
g 12
,.....,2,1  ,  until the number equal to that of  non-singular even 
characteristics among )12(2
1  gg   even characteristics.   In g=1 ,  I=J=1 and 
3,2,1
 
 and the value of all )
2
1
( IJP  are easily fixed to all branch points 
321 ,, eee .     In higher genus, there are 2g+1 branch points in the case that one of the 
2g+2 point is fixed at  , while there are 




 


g
ggg 12
2
)1(
 number of constants
)
2
1
( IJP   .  How can we relate these two, and how can we sum over spin structures, 
to have a final form of amplitudes in terms of symmetric functions of 1221 ,....., geee ?   
These issues are clarified in the subsection 4.2, with a help of an old result of classical 
algebraic geometry.   There is an explicit, simple way of determining )
2
1
( IJP  , and 
it can be naturally regarded as a general tool of summing over spin structures for any 
genus in hyper elliptic case.  The validity of this set of equations itself has nothing to 
do with the assumption we mentioned. 
 
In our method, it is always convenient to fix one of the branch points at , and use only 
2g+1 points.  In such a formulation, the genus g hyper elliptic string measure found in 
[5] should be written in a slightly modified form as:  
  
]12i n t,[
1
gofoutspochosenofnumbergondependingeofsdifferenceofproduct
D
i
                                                                           (1.5)
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where  )( ji
g
ji
eeD 

 is the square root of the discriminant of the curve.  
For g=1, it is  
   
D
ee
D
ee
D
ee )(
,
)(
,
)( 122331 
      
For g>1, we will discuss using the measure found in [5], with being normalized as  
divided by D  in section 5.  In section5, we see how the combinations of the 
biholomorphic 1 forms [1 ] in two loop four point function are reproduced by our method.  
 We will discuss the general structure of string amplitudes and future problems in 
section 6. 
 
2. Review  of  the  case  of  genus  one  
Throughout the document, Mzzz ...., 21 are inserting points of vertex operators.  In this 
chapter we define 



)0(
)(
)(
1
1

 wz
wzE   which means that in g=1 we do not use 
holomorphic 1 form and everything in this section is just a function.   Szego kernel at 
g=1 is also written as a function here:  
)()0(
)(
)(
1
1
wzE
wz
wzS










     where   
represents a spin structure, 3,2,1 .   For the classical notations of theta functions, 
see Appendix A.  
Our main interest for a moment is the product  
    )().....()( 13221  MM zzSzzSzzS      with 11 zzM                 (2.1) 
We will sometimes use the x variables just for convenience: 
      1232211 ....,., zzxzzxzzx MM                             (2.2) 
Obviously    .0
1


i
M
i
x                                                     (2.3) 
  
We begin with a simple calculation starting from the Fay’s trisecant identity: 
)()()0()( 2121121211 wwEzzEwwzz      
)()()()()()()()( 12212211112211121211 wzEwzEwzwzwzEwzEwzwz    
                                                                            (2.4)
 
Taking the derivative in 2w   and setting 22 zw   , we have  
)(
)(
ln)(
)()0(
)(
)()(
211
231
31
311
311
3221 2
1
zz
zz
zzS
zzE
zz
zzSzzS z
z















       (2.5) 
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The Szego kernel is related to the classical Weierstrass Pe function in g=1  as  
 ewzPwzS  )()(
2
                                                  (2.6) 
where  e   is the value of the Pe function at half periods 
   )(  Pe                                                               (2.7) 
and this is the branch point of the curve. 
Multiplying )( 13 zzS    to eq. (2.5)  and using eq. (2.6),   we have  
   eBAzzSzzSzzS  )()()( 133221                                (2.8) 
where 
 
})(ln)(ln)(ln){()(
2
1
131
3
321
2
211
1
1313
1
zz
z
zz
z
zz
z
zzPzzP
z
A 











 
                                                                            (2.9) 
 )(ln)(ln)(ln 131
3
321
2
211
1
zz
z
zz
z
zz
z
B 








                  (2.10)  
We do a little more: start from )()( 1332 zzSzzS    and multiply )( 21 zzS   
and do the same calculation.   Once again, start from )()( 2113 zzSzzS    and 
multiply )( 32 zzS   and do the same calculation.   The all of these should give the 
same result.   Sum all and divide by 3.  The result is easily found to be, using the 
variables  321 ,, xxx   defined in (2.2) ,  
   
  eDCxSxSxSzzSzzSzzS  )()()()()()( 321133221           (2.11) 
where 
  )}(ln{)}({
3
1
})({
6
1
1
3
1
3
1
3
1
i
ii
i
i
i
ii
x
x
xPxP
x
C 





 

               (2.12 ) 
  )(ln
3
1
1
3
1
i
ii
x
x
D 


 

                                                  (2.13) 
One thing which should be noted is that the C and D are elliptic functions of vertex 
inserting points, written only by the differentials of log of theta-1 which are manifestly 
modular invariant , and have nothing to do with spin structures1.   
The spin structures of the 3 product of Szego kernel are factored out only in a constant 
 
e .   We will see that this feature is not accidental at least in g=1, for any number 
                                                 
1 It looks that the order of the poles in D is one, but the order of any z is not 1, due to the 
condition  0
3
1


i
i
x
 
, and so the whole can be elliptic. 
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of M.  The product of the Szego kernels always has this kind of decomposition as we 
will see in the generalized theorem . 
Next, at first sight the form of C may look a little complex, but if we note an 
elementary identity: 
  )
111
)(
111
(
3
1
}
111
{
3
11
321
2
3
2
2
2
1
3
3
3
2
3
1321 xxxxxxxxxxxx
    
if  0321  xxx  ,                                                       (2.14) 
and considering the pole of the derivative of the Pe function : 
32
21
iii xxx



,  then we 
can say that C is the elliptic function whose poles are of the simple form 
321
1
xxx
  . 
The  C  does not have poles such as 
2
21
1
xx
  ,
2
31
1
xx   
,or 
3
3
1
x
,  etc. 
This feature of C is also not accidental. Note that D is also such a type, it has 
symmetric poles of the form 
ix
1
 .  These simple pole structures will be real particle 
poles in the case of higher point amplitudes. 
If we say  “ elliptic function which has the pole  
321
1
xxx
“  , then such a function is 
uniquely determined by Liouville’s theorem as in (2.12), though there may be plural 
ways of expressions.     This elliptic function can always be expressed by unique odd 
theta function on torus but the expression form may be long.   It is sometimes more 
convenient to attach a symbol,  say V ,  defined as follows, to such kind of function like 
C,  and use it instead of long theta function expressions.  This V itself, which shows  
simple pole structure which reflects the pole structure of the product of Szego kernels, 
can actually be used as a building block of elliptic function resulted from the contraction 
of fermion fields in the vertex operators, instead of its long theta function expressions.  
 
Definition:  )...,,( 321 MKM xxxxV  is “ the elliptic function whose poles are all 
symmetric combinations of the inverse of K number of variables out of total M numbers 
Mxxx ....,, 21 ”.    That is, if we choose K number of variables Kaaa ,..., 21  out of M 
number of 
 M
xxx ,..., 21   
  
Knscombinatioall
MKM
aaa
poletheoffunction
nscombinatioofnumber
xxxxV
..
11
)...,,(
21
321 
                                                                           (2.15) 
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We always assume .0
1


i
M
i
x    
Examples are  
Dx
xx
polethewithfunctionellipticxxxV i
iii



 

)(ln
3
11
3
1
),,( 1
3
1
32113   
C
xxx
polethewithfunctionellipticxxxV 
321
32133
1
),,(  
)(ln
5
1
),,,,( 1
3
1
5432115 i
ii
x
x
xxxxxV 


 

 
The last one appears in the five point amplitudes as we will see. 
Also, as we will see below, there is a general formula for arbitrary M in which V is 
expressed as a ratio of two Pe function determinants.  For example, 
  
)(1
)(1
)()(
)()(
),,(
2
1
22
11
32133
xP
xP
xPxP
xPxP
CxxxV


  ,    
)(1
)(1
)(1
)(1
),,(
2
1
2
1
32113
xP
xP
xP
xP
DxxxV


     (2.16) 
In this notation, 
  exxxVxxxVxSxSxS ),,(),,()()()( 3211332133321                         (2.17) 
 
One can always regard this V as a convenient, compact expression of elliptic function 
expressed by the unique odd theta function on torus, because the function itself is 
uniquely determined once the pole structure is given.  The order of the pole is always 1 
for any x in fermion contractions.  But we again note that the order of any z is not 1, 
due to the condition  0
1


i
M
i
x
 
, and so the whole can be elliptic. 
 
This M=3 case (2.17) can be proved without using Fay’s formula as we will see in the 
proof of the theorem below.  And starting from (2.17) we can derive Fay’s formula, as 
will be noted at the end of Appendix A.   This means that the formula (2.17) is 
equivalent to the Fay’s formula for M=3. 
 
It is not so straightforward to obtain the similar formulas in the cases of M=4, 5, 6…  
by only using Fay’s formula of (3x3), (4x4)… step by step.   By adopting a different 
method in which Fay’s formula is not used, we can prove the following generalizations of 
the factorized formula eq.  (2.17): 
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Theorem : 
The following decomposition identity holds in the case of 0
1


i
M
i
x :    
)3,2,1()(),...,()( 212
2
01
 







 ofeachforexxxVxS
K
MKMM
M
K
i
M
i
   (2.18)    
under the same definition of )...,,( 321 MKM xxxxV as in (2.15), and 10 VM .  The 
summation is until the integer which does not exceed 
2
M
  . 
The ),..,( 212 MKMM xxxV   has a manifestly elliptic form for arbitrary M and K, using 
the ratio of Pe functions.  In the case that M is even, 
 
)()()()(1
)()()()(1
)()()()(1
)()()()()()(1
)()()()()()(1
)()()()()()(1
1
2
2
111
2
2
2
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1
2
2
111
1
2
1
1
11
2
11
2
2
2
1
12
2
22
1
2
1
1
11
2
11
2




















M
M
MMM
M
M
M
M
M
K
MM
K
MM
M
KK
M
KK
KMM
xPxPxPxP
xPxPxPxP
xPxPxPxP
xPxPxPxPxPxP
xPxPxPxPxPxP
xPxPxPxPxPxP
V










                                                                           (2.19) 
 In the determinants, the Pe function is lined up so that the order of poles are 
increasing as ,......,,,,, 232 PPPPPPPP  until the pole is of order M.   The 
derivative of Pe function contained is only up to the first order, ,P  and all others are 
monomials of P .  In the numerator, 
KP terms are replaced by 1 and are moved to the 
left end.    In the denominator, 2
M
P  terms are replaced by 1, and are moved to the 
left end.    
In the case that M is odd, the components in the right end column in the numerator 
are replaced with  
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)()(),........()(),()( 1
2
3
11
2
3
11
2
3
1 




M
M
M
MM
xPxPxPxPxPxP   , 
and the components in the right end column in the denominator are replaced with  
)(),........(),( 1
2
1
1
2
1
1
2
1


M
MMM
xPxPxP   . 
In both cases, the highest order of the pole is M in the numerator, and M-1 in the 
denominator. 
The formula ( 2.19) is for 2K
 
. It is easy to write down the case for K=0 and K=1 but 
those are not used in the non-zero contributions after summing over spin structures.  
Therefore, in multi point massless amplitudes in g=1, the product of Szego Kernels is 
always decomposed as in (1.4), which has all nice features already described.  This is 
an example of the decomposition of the quantities which define positions of operators in 
the operator-product expansions and those related to the moduli of Riemann surfaces.  
 
The formula (2.18) is natural in the following sense:  the product of Szego kernel 
has obviously the pole of the first order for each of the variables 
Mxxx ..
1
21
 , but it is 
not elliptic.  This is decomposed to the summation of manifestly modular invariant 
elliptic functions V whose poles are of the form
Kaaa ..
1
21
 , where  Kaaa ,..., 21   are K 
number of variables chosen from Mxxx ,..., 21 . Each of the elliptic functions is multiplied 
by spin structure dependent function Q which only depends on the moduli of torus. 
 
The formula (2.18) says that the spin structure dependence of the amplitude for any M 
is only on the constant e  , that is, the Pe function value at half periods )( P .  After 
the summation, this constant part sometimes gives zero, sometimes constant values, 
and in general gives constant modular forms expressed as the fundamental symmetric 
polynomials of the three branch points by 
0321  eee     
4
2
133221
g
eeeeee     
4
3
321
g
eee 
                    (2.20)
 
  We do not yet have the similar theorem for the higher genus case, and at present we 
will see the similar thing is true of M<4 cases for arbitrary g in the section3.  This 
feature is expected to hold for any M, any g. 
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Proof of the theorem 2 
We start with the Frobenius – Stickelberger formula: 
)()()(1
)()()(1
)()()(1
)2(
2
)2(
22
1
)2(
11
M
M
MM
M
M
xPxPxP
xPxPxP
xPxPxP











 
)(
)()(
)!1(!2!1)1(
1
21
2
)2)(1(
k
M
M
k
M
MM
x
xxxxx
M

 








             
(2.21) 
This is often denoted recently as a corollary of Fay’s formula, but of course it is possible 
to prove this classical formula without using Fay’s formula.  
We assume M is even for a while.  Since  
1deg)(
)(
)(
2
2
)2(  nreeofzPofpolynomial
dz
zPd
zP
n
n
n
           (A.3) 
]deg)([*)()()12( nreeofzPofpolynomialzPzP n                          (A.4) 
eq.(2.21) is modified as  
)(....)()()()()()(1
)(....)()()()()()(1
)(....)()()()()()(1
232
2
2
2
3
222
2
22
1
2
1
3
111
2
11
M
M
MMMMMM
M
M
xPxPxPxPxPxPxP
xPxPxPxPxPxPxP
xPxPxPxPxPxPxP




  
)(
)()(
2
1
21
2
2
k
M
M
k
M
M
x
xxxxx

 








                                     (2.22) 
so that each component of the determinant has only one term.  The derivative of Pe 
function is only up to the first order and all components are monomials so as to make 
the investigation of the poles easy. 
                                                 
2 We use a method in [23].  The logic in [23] is correct but to attach the desired 
meaning to the elliptic function V in its definition, we need to do slightly different 
argument starting from (2.22), not from (2.21).  So the result (2.18) was not reported in 
[23] in a complete form. 
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If the sum of the variables are zero:  0
1


i
M
i
x , which we note again that x are the 
difference of the inserting point of vertex operators z,  then the right hand side of 
eq.(2.22), becomes zero.  Therefore, for Mxxxz ,......, 21 , there exist 210 ,......, Maaa  
which satisfy    
 0)()()()()(1 223
2
210   zPazPPazPazPazPa
M
M                  (2.23)  
Here z is a new formal variable, and has nothing to do with the vertex inserting points. 
This is easily solved for 210 ,......, Maaa ,  whose explicit form we will use later.  
 
Now we consider polynomials )(xf  and )(xh  defined as follows.   
2
2
2
3
2
531
2 )}()()()()()()({)}(({))(( zPzPazPzPazPzPazPaxPhzPf
M
M


                           
                                                                           (2.24) 
)()()()(1))(( 22
3
4
2
20 zPazPazPazPazPh
M
M                  (2.25) 
The )(xf  is degree M polynomial, and can be easily written as ： 
)]([)}({))(())(( 22 zPofpolynomialzPzPhzPf                      (2.26) 
 
On the other hand, if we factorize the definition of )(xf in (2.24), then we can easily see 
that a equation of 0)( xf  has M number of solutions at  
)(),....(),( 21 MxPxPxPx   by  (2.23). Therefore, )(xf  can be written in a different 
way： 
))()).....(())((()( 212 MM xPxxPxxPxaxf                           (2.27) 
 If we compare )(xf
 
with the form of )(
1
i
M
i
xS

 ,  because of the relationship 
 ezPzS  )()(
2
   (2.6),  the latter is found to be proportional to the square root of
)(xf  with putting ex  .   That is, 
  
2
2
1
1
])([
)(



M
i
M
i a
ef
xS                                                     (2.28) 
If we note   eP )(
 
then ))(()(  Pfef  , but since 0)(  P  ,  we find 
from (2.26) that  
 
222 ))(()]([)}({))(())(()(   PhPofpolynomialPPhPfef     
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(2.29)
 
Therefore the square root in (2.28) disappears, only leaving )( eh : 
22
2
1
2
2
1
1
)(]))(([])([
)(



MMM
i
M
i a
eh
a
Pf
a
ef
xS 

                       (2.30) 
Now solving (2.23) we have the explicit expressions of 210 ,......, Maaa  by Cramer’s 
formula ( Note again that we have been assuming M is even after eq.(2.21) ) : 
)()()(
)()()(
)()()(
)()()()()()(1
)()()()()()(1
)()()()()()(1
)1(
1
2
11
2
2
22
1
2
11
1
2
1
2
11
1
2
11
2
2
2
2
12
1
2
12
1
2
1
2
11
1
2
11













M
M
MM
M
M
M
M
M
i
M
i
M
Mii
Mii
i
xPxPxP
xPxPxP
xPxPxP
xPxPxPxPxPxP
xPxPxPxPxPxP
xPxPxPxPxPxP
a










 
                                                                         (2.31) 
for even i , and similar expression for odd i  which will not be used.  When we see 
(2.30) and explicit form of h(x) in (2.25), the dependence of )(
1
i
M
i
xS


 
on ix  is 
through the ratio 
2M
j
a
a
where j is even.   The Pe function part in (2.25) becomes 
functions of constant e   when we calculate )( ef .  
 Since both of denominator and numerator in the factor 
2M
j
a
a
are manifestly elliptic 
because all are written by Pe function, the whole is also elliptic, and it is determined by 
its pole structures only.   If we denote the inverse of the poles of Pe functions as y,  it 
is apparent from (2.31) that what we should investigate is the ratio of the following two 
types of determinants : 
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n
n
yyy
yyy
yyy





32
2
3
2
2
2
1
3
1
2
1
1
1
1
 and  
11132
1
2
1
2
1
2
3
2
2
2
1
1
1
1
1
1
3
1
2
1
1
1
1



n
n
k
n
k
nnn
nkk
nkk
yyyyy
yyyyy
yyyyy





, (2.32)  
both of which are slightly different from Van der Monde type.   
In Appendix B  , we proved by this pole investigation that, up to over all constants, 
)...,,( 3212
2
MjMM
M
j
xxxxV
a
a


                                       (2.33) 
)...,,(
1
321
2
MMM
M
xxxxV
a


                                        (2.34) 
That is,  
2M
j
a
a
 is an elliptic function whose pole is the symmetric sum of the inverse 
of jM  2  number of products out of M number of variables Mxxxx ...,, 321  . 
Also, 
2
1
Ma
 is an elliptic function whose pole is the inverse of product of all variables  
Mxxxx ...,, 321  . 
It is straightforward to repeat the same arguments for odd M, and inserting this result 
into (2.30), we immediately have 
)3,2,1(),...,()( 212
]
2
[
01
 


K
MKMM
M
K
i
M
i
exxxVxS                 (2.18) 
 
3.  Pole structures of M point massless boson amplitudes at g = 1 for 
arbitrary M 
 
When we calculate M point massless amplitudes, one of the contractions of the vertex 
operators gives the following spin structure summation of the M products of Szego 
kernels: 
)(
)0(
)0(
)1(
1
4
3,2,1
1
1
i
M
i
xS



















  ,  which we denote as MG . 
Note again that ix   are the difference of points of vertex inserting points,   
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1232211 ....,., zzxzzxzzx MM                          (2.2) 
By the well known formulas, )0()0()0()0( 4321  

 (A.16)  and Thomae type 
formulas (A.10),   MG  is written to be 
  
  





)()()()()(
1
3
1
121
1
232
1
31 i
M
i
i
M
i
i
M
i
M xSeexSeexSee
D
G       (3.1) 
Here D is the discriminant of the curve, and we use its square root in the denominator: 
  ))(( 122331 eeeeeeD                                               (3.2) 
  )()(
1
2
1
1
i
M
i
i
M
i
xSexP 

                                                 (3.3) 
This means that we take the superstring measure at g=1 as   )(
1
ji ee
D
                                                          
with appropriate GSO projection, which correspond to choosing one of the branch points 
out of 1, 2, …2g+2  fixed at  .  For our purpose, this is more convenient, rather than 
writing the measure choosing 2 points out of 4 points.   
 
From (2.18 ) and (3.1),  the general result of spin structure summation of M-point one 
loop amplitude is  
 
  ))((
)()(
122331
312123231
2
2
0 eeeeee
eeeeeeeee
VG
KKK
KMM
M
K
M


 







                       (3.4)  
where the elliptic function V is given by (2.19 ) which has simple pole structures and can 
be expressed by unique odd theta function. The factor 
 
  ))((
)()(
122331
312123231
eeeeee
eeeeeeeee KKK


 is expressed by fundamental symmetric 
polynomials of  321 ,, eee  for arbitrary value of K because  
1) If we regard the factor as the function of 1e  , then at 21 ee   and at 31 ee      
the numerator becomes zero. Therefore the numerator contains the denominator, 
which means the whole is a polynomial. 
2) It is manifestly symmetric. 
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Then, by 0321  eee     
4
2
133221
g
eeeeee     
4
3
321
g
eee    , this factor is 
always expressive by the modular forms  32 , gg  only, which are proportional to 
Eisenstein series . It is easy to see that the value of K  in (3.4), which is the degree of 
e  multiplied to the measure in the numerator, should be 2 or more than 2 to give 
non-zero result. We will see this critical number of degree is 2g in the general case of 
genus g.  Also, as exemplified above, the theorem gives infinitely many theta identities 
to express the final form of the function of the vertex inserting points only by theta 1, or 
more precisely, the differentials of log of sigma function in genus one. 
 
 We can say the procedure above gives the complete patterns of pole structures of the M 
point amplitudes after spin structure summations.  This also gives a natural proof of 
modular invariance of the M point amplitudes at g=1 level for any M.   
 
We can do all summations only algebraically, and do not use Riemann quadratic 
relations. The Riemann identity is implicitly included in the modification of the whole of 
the fermionic contraction part using  0
)0(
)0(
)1(
4
3,2,1
1
1



















, and partly in the 
theorem  itself.  In particular, since we can always have explicit modular invariant 
forms in V as for the operator inserting points dependent part by the theorem, the 
process of summing over spin structure is simpler than the standard methods.  
 
Let us see some examples of spin structure summation and see some theta 
identities.  
First, for the cosmological constant, in which there are no Szego kernels, the numerator 
of eq.(3.1) is trivially zero: 
  0)()( 122331  eeeeee  
For the two and three point functions, we use 
   exxVxSxS  ),()()( 212221     212121 , zzxzzx                (3.5)  
   exxxVxxxVxSxSxS ),,(),,()()()( 3211332133321                       (3.6) 
 
133232121 ,, zzxzzxzzx   
All elliptic functions V have explicit forms written in unique odd theta function, but all 
are multiplied degree 1 polynomial of e  in the expression of  SSS .... , therefore the 
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spin structure summation is zero by a trivial relationship: 
  0)()( 312123231  eeeeeeeee  
At the four point level, we have degree 2 polynomial of e , 
2
4321044321244321444321 ),,,(),,,(),,,()()()()(  exxxxVexxxxVxxxxVxSxSxSxS 
                                                              
              
(3.7)         
 
1),,,( 432104 xxxxV .  
Now there appeared the first non-zero result, only from 
2
e   in the last constant term 
due to a simple algebraic identity again: 
 
 
 
1
))((
)()(
122331
2
312
2
123
2
231 


eeeeee
eeeeeeeee
     
From the fermion field contractions there appeared no elliptic functions V at this level, 
only gives a constant. 
In calculating four-point function, there is one more Wick contraction term 
2
43
2
12 )()( zzSzzS   which also gives degree 2 polynomial of e  by eq. (2.6 ). 
 
At the five point level, we have a contraction of the form: 
  
2
15355554321 )()()()()(  eVeVVxSxSxSxSxS                         (3.8) 
After spin structure summation, only the term proportional to 
2
15 eV  
survives, giving a 
term proportional to elliptic function  15V . 
By the theorem in the last section, 15V  is the elliptic function whose poles are 
i
i x
15
1
 , 
or 16
1
5
1
,
1
zz
zz iii





. As already noted and as shown in the proof of the theorem, 
the V are always expressed by the ratio of two determinants of Pe functions, but it is 
sometimes convenient to rewrite them in terms of unique odd theta function on torus.  
This pole structure matches 

5
1
)(
i
ix    , where   is the Weierstrass  function.  
Note that each  function is not elliptic, but the summation of all these five terms is 
elliptic, because shifting all the variables by period cancels the redundant terms due to 
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the condition  


5
1
0
i
ix  . 
The   is related to odd theta function as   
 


5
1
1
5
1
)(ln)(
i
i
ii
i x
x
x  , therefore we 
conclude that 
 


5
1
115 )(ln
i
i
i
x
x
V   ,which is also proportional to 
)()()(1
)()()(1
)()()(1
)()()(1
)()()(1
)()()(1
)()()(1
)()()(1
4
)2(
44
3
)2(
33
2
)2(
22
1
)2(
11
4
)3(
44
3
)3(
33
2
)3(
22
1
)3(
11
xPxPxP
xPxPxP
xPxPxP
xPxPxP
xPxPxP
xPxPxP
xPxPxP
xPxPxP








       .          (3.9) 
under the condition .0
5
1


i
i
x   See (B.6) in Appendix B.   This means that by the 
theorem we get a theta identity which is necessary to sum over five point amplitudes: 
 



















5
1
1
5
1
4
3,2,1
1
1
5 )(ln)(
)0(
)0(
)1(
i
i
i
i
i
x
x
xSG 





                      (3.10) 
This modular invariant theta function will be included in the final form of the 
amplitude after summing over spin structures. 
As one more example, consider a Wick contraction of the six point calculation. 
 
3
06
2
264666654321 )()()()()()(  eVeVeVVxSxSxSxSxSxS            (3.11) 
As for the degree-3 polynomial of e , we have  
  
 
 
,0
))((
)()(
321
122331
3
312
3
123
3
231 


eee
eeeeee
eeeeeeeee
    
Then only the term proportional to 
2
26 eV  survives, giving a term proportional to 26V . 
The 26V is the elliptic function whose poles are 
ji
ji xx 


16
1,
 where ji,  are different 
each other.  A way to express this by elliptic function is 
  ])([
2
1
])([
2
1 6
1
2
6
1
26 


i
i
i
i xPxV  , which equals to 
        ]12)(ln[
2
1
])(ln[
2
1
1
6
1
12
2
2
6
1
1  





 
 i
i
ii
i
i
x
x
x
x
          (3.12) 
21 
 
The first term of the right hand is the elliptic function with poles 
ji xx 
1
, and the 
second  term is just added so as to subtract elliptic functions with poles of ji  . 
 The theorem means that we get a theta identity which is necessary to sum over six 
point amplitudes: 







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


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


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1
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1
2
1
6
1
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


                                                                          (3.13)
 
The additional term 112 from Pe function is interpreted that it comes from the 
regularization of Green functions in ghost pyramid formalism[27]. 
 
Since we saw that the terms for K=0, 1, 3 in (3.4 ) is zero, we can write  
 
  ))((
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122331
312123231
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2
4
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eeeeee
eeeeeeeee
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KKK
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

   
 
 This means that for M<8, only the first term contributes to the amplitudes. In 
particular, for the four point amplitudes, the first term is unity. 
 
4. Higher genus   
In higher genus, the disconnected parts of string amplitudes will depend on the spin 
structures through the simple product of M Szego kernels ),( 1
1


 ii
M
i
zzS  with the 
condition 11 zzi   , except the string measure. 
This product has a pole 
Mxxx ..
1
21
 , where ix  
are conventional expression of the 
difference of operator inserting points, (2.2).  Choose a subset of ix  , Kaaa ,..., 21   , 
MK 
 
.     In general, the final form of the amplitude after summing over spin 
structure will be expressed by a combination of modular invariant functions with the 
pole 
Kaaa ..
1
21
 for possible Ks and constant modular forms, in analogy with the case of 
g=1.  The form of the modular invariant function of operator inserting points will be 
22 
 
uniquely determined by the pole 
Kaaa ..
1
21
  .  This function will be described by  
unique theta function which has good property under the modular transformations, as 
the unique odd theta function played such role on the torus.  Can any of the 
disconnected string amplitudes have different type of structures?   We expect that 
such unique theta function is differentials of higher genus sigma function as was the 
case in g=1, as will be explained below. 
 
4-1  Some calculations 
 
In Appendix A of [1], some variants are computed starting from Fay’s trisecant identity 
in genus g: 
),(),()0]([)]([ 21212121 wwEzzEwwzz    
),(),()]([)]([),(),()]([)]([ 1221221122111221 wzEwzEwzwzwzEwzEwzwz  
                                                                           (4.1)
 
Two of them, obtained by taking the derivative in 2w   and setting 22 zw   , are  
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where 
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wzE
wz
wzS




  is the Szego kernel,
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wzE

 
 is the Prime 
form in the standard notations. 
In the following, we adopt one odd theta function with the suffix   .  The Prime form 
does not depend on the choice of   , but later we will discuss about this index in theta 
function.   
Multiplying )()()()( 2121 whwhzhzh   on the both side of Fay’s formula, we 
repeat the same calculation as that of deriving (4.2),(4.3).  Noting that 
2
222 )()]([2 zhwzw    when 22 zw    , and multiplying )()( 31 zhzh  , we 
have  
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                                                                          (4.4) 
That is, the Prime form in the log of eq. (4.2) is replaced with theta function, and 
nothing else changed.   
Taking the limit  13 zw  ,  we also have  
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Multiplying ),( 13 zzS  to (4.4) and using (4.5) as well as )(0)( zzh II   , we 
have 
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                                                                         (4.6) 
where we defined 
  )]([ln)]([ln)]([ln 133221 zzzzzzL                      (4.7) 
 
Doing the same calculation for ),(),(),( 211332 zzSzzSzzS    and 
),(),(),( 322113 zzSzzSzzS   which are all the same, sum them and divided by 3, we 
have  
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in which  
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                                                                        (4.10 ) 
 ][
6
13 LA KJIIJK                                                    (4.11 ) 
Introducing another type of constants,  periods of second kind Abelian differentials  
Jr  
integrated around IA cycles  [ For the notations, See Appendix C ]: 
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        JAIJ rI                                                      (C.3) 
Define         
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The fundamental object is the higher genus sigma function, defined after adopting an 
appropriate theta function, schematically written as  
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where the choice of the index ba,  is discussed later in the hyper elliptic case. (See 
(4.35).)  We do not mention the over-all constant c .     From this expression the 
higher genus Pe functions are defined: 
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The constants )
2
1
( IJP  means the Pe function values at the summation of selected g 
number of half periods corresponding to one even spin structure, as we will see in the 
next subsection.  This is a natural extension of  Weierstrass’ Pe function values at  
“half-period” points of  genus one Riemann surface, )( P ,that is, the constants e  . 
This setting can be done rather in a general way, but we will describe in detail only 
in hyper elliptic in the following subsection.  The final goal is to express the fermion 
contraction part of the amplitude by the manifestly modular invariant differentials of 
sigma function and polynomials of )
2
1
( IJP    in analogy of the g=1 result. At 
present this can be done only partially in the higher genus case up to M=3. 
It is straightforward to write (4.5) (4.8) in terms of the constant  )
2
1
( IJP     :   
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Or, in a symmetric form,  
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The period IJ   will be independent of the spin structures.  It is not contained in 
the first derivative term L in general.  The IJ  
always appears in the second 
derivative terms of theta functions since it comes from Pe functions. 
Now up to 3 point functions their spin structure dependence is obvious. The constant 
)
2
1
( IJP  ,which is the only one object related to the spin structures up to this level, is 
‘factorized’ as degree 0 or 1 polynomial in the expressions.   
In the 3 point function, the IJKIJK BB
32   has nothing to do with the spin structure,   
has the pole
))()((
1
133221 zzzzzz 
 , and this will be a modular invariant theta 
function after rewriting it in sigma function. This is a generalization of 33V   
in the 
g=1 case, and will be almost uniquely determined once the pole is given.  After the 
summation over spin structure this part will be zero by the same reason that the 
cosmological constant vanishes. 
The IJKB
1
  has the linear dependence on )
2
1
( IJP ,   and the spin structure    
summation can be done independently from the function 
g
V13  or LLL KJI  ,,  
multiplied.    
Unfortunately it is not straightforward to obtain the results for M>3 by repeating  
the calculations in this way using Fay’s formula.  This was already the case for g=1; in 
g=1, another idea of using  Frobenius – Stickelberger formula was necessary.  In 
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higher genus, the same idea may be useful to obtain the decomposed formula 
consecutively for M>3.  If this point is successfully solved, it will give one of few 
methods of calculating higher point super string amplitudes in higher genus 
systematically.  By using the results of M=0,2,3, we discuss the possible form of g loop 4 
point amplitudes in section6. 
 
4-2  The hyper elliptic case 
In this subsection, the following facts will be shown: In hyper elliptic case, 
 

2
1
 
is 
shown to be equal to the summation of half periods corresponding to the number of g 
branch points gxxx ,...., 21  chosen from the total 2g+1 points 1221 ,....., geee .3  The fact 
that one spin structure corresponds to one such choice of g number of branch points is 
well known.  We will connect it to the generalized Pe function values, by considering 
the summation of half periods of such chosen g points.  Further, by applying a theorem 
obtained in the 19th century, we can have 
2
)1( gg
 number of linear equations by 
which )
2
1
( IJP  is solved as a function of gxxx ,...., 21 .     The possibility of applying 
the theorem in this way is the main reason of adopting sigma function approach.  This 
solution will allows us to sum over the possible gxxx ,...., 21  only algebraically.   
Once some settings on the Riemann surface are given, it is straightforward to see 
the exact meaning of the symbol )
2
1
( IJP   and how it is related to the constant 
)0]([
)0]([

JI   which appeared in the calculations above.  First we explain some 
definitions along  [24].  See also [30][31]. 
For each of the branch points je ,  define a vector jU for each normalized 
holomorphic1-forms i ,  as  
                                                 
3 The  gxxx ,...., 21 are new variables, not the one defined in (2.2). 
27 
 
 
i
j
i
ji
e
i
j EEU
j
10  

                                        (4.21) 
where vectors 
jE0 and jE1  are also defined in this expression, and modulo 1 all 
components of the vectors 
jE0 and jE1 are either 0 or 1/2.  Defining  g2  matrices 
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which are to be a basis for the characteristics of the theta function, we will determine 
the components of these matrix explicitly.  
Start from the obvious form,  ].0[][ 22 gU     Using the notation 
)....,(
2
1
,21 gkkkkf   where ij  is the Kronecker symbol, and  k  for the k-th 
column vector of the period matrix, we find 
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 (4.25) 
Then, in general, 
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For the points ne2 ,  the characteristics with gn ,...1  are odd, with others are even, 
except that for ][ 22 gU   is zero. 
It is known that the vector of Riemann constants has the form  
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( see[30]  p.305) 
 
We define the g component vector indices   
ba  ,   corresponding to the Riemann 
constant by the following equation: 
 
ba                                                          (4.31) 
The 2g+2 characteristics ][ jU  serve as a basis for the construction of all 
g4 possible 
half integer characteristics. There is a one-to-one correspondence between these 
characteristics and partitions of the set }22,....2,1{  g     of indices of the 
branching points.   Now we set 22ge  and this is taken as the base point of the 
Abel map.  We are interested in non-singular even characteristics.  We omit the point 
    from consideration and are interested in the following partition of 
}12,....2,1{  g
 
only: 
 00 BA         },...,{ 210 giiiA        },...,{ 1210  gjjjB               (4.32) 
There are  
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   different partitions, and the characteristic defined 
by  
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k
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                                                   (4.33) 
for each of the partition is even.   We define the g component vector indices    
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ba EE ,   by  
 
ba EEE                                                           (4.34) 
The sigma function should be defined as [26][25], using the indices   
ba  ,   related 
to the Riemann constant ,  
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Here the Jacobi theta function is defined in a standard notation: 
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By using a formula: 
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where ),( z   is the standard theta function with zero index , we can show that  
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 for any 
ba XX ,  .   If we take  ba XX ,  as the index corresponding to 
i
j
g
k
k
U
1
, 
that is the index of the summation of half periods of chosen g branch points, the right 
hand side of (4.38) equals to, by (4.33), 
     
)0(
)0(
),0(ln




















b
a
b
a
JI
b
a
JI
E
E
E
E
E
E


                                   (4.39) 
because 0),0( 
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E
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  for the even theta function.   We denote this even index 
as   .    The left hand side of is the value of  ),(ln 
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b
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JI   at a summation 
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of half period corresponding to the chosen g branch points which is written as 
2
1
.    
Therefore, the meaning of the both sides of  
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is now obvious. 
In this way,  if we can successfully decompose the product  
),()....,(),( 13221 zzSzzSzzS M   into “constant part” and “function of the vertex 
inserting points part”, we can attach a natural meaning to the former.  We would also 
like to write the latter part totally in terms of sigma function, as was the case in g=1. 
That is, we would like to replace the odd theta function in (4.15) – (4.20) with the sigma 
function (4.35).   This means that in the higher point amplitudes with M>=5 for g>1, 
the theta function of this form, ),(ln 







 z
b
a
JI    , or equivalently 
),(ln  zJI   ,will appear in the final form of the amplitudes after summing over 
spin structures of fermion field contractions.  Something different from the Prime form, 
or something different form the bosonic Green functions will be one of the building 
components of the amplitudes.  
 
Since the sigma function always appears in a form lnJI  , the theta function of the 
form  ),(ln 







 z
b
a
JI    can always be replaced with  ),(ln  zJI   with 
the standard theta function, if we consider the formula (4.37)  . 
 
There occurs one problem:  We can show that such theta function related to the 
Riemann constant is odd if 
2
)1( gg
 is odd, and even if 
2
)1( gg
 is even by simple 
calculations.    Therefore, we have to restrict the whole of our considerations to the 
case that  
2
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   is odd, since the theta function ),( 


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



z
b
a
  is originally from 
an odd theta function in the definition form of the Szego kernel.  This is quite an ugly 
point ( or ‘odd’ point ) in our discussion.   There may exist some reason that we can 
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always use  ),(ln  zJI   for the expression of Szego kernels, but this is an open 
issue. 
One reason why we still think it may be appropriate to adopt ),(ln 







 z
b
a
JI    for 
any value of g in spite of this problem is as follows: g loop, M point amplitude will be 
modular invariant, and the final form of the fermion operator contraction terms after 
the summation over spin structure will be written by a unique, modular invariant 
function and constant modular forms.  In genus1, this modular invariant function was  
)(ln 1  x
x k
k


  and   1   , that is, the differentials of sigma function on torus.  In 
the higher genus, this unique function will be the differentiation of sigma function 
defined above.  The function form in the amplitude will be uniquely determined only by 
the pole structure when sigma function is used.  This feature, which will make the 
modular invariance of M point g loop amplitude manifest, will be the case for the 
connected part too, and also even for non-hyper elliptic case too with appropriate 
definition of sigma function. 
Anyway, at least for the case that 
2
)1( gg
is odd, the Szego kernel may be written 
in a form analogous to the eq. (2.6 )  
  2
1
1,
)]()()}
2
1
()({[),( wzPwzPwzS JIIJIJ
g
JI
  

                     (4.41) 
Or, since Abel map is used in the notations, 
  2
1
1,
)]()()
2
1
()(ln[),( wzPwzwzS JIIJ
g
JI
wz    

                (4.42) 
where, the use of the standard theta function which includes Riemann constant    in 
the form of Pe function is understood. 
 
Eq. (4.17 ) is already a kind of non-trivial identity of decomposition which says that 
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=  right hand side of (4.17 )    )
2
1
(13
,,
33   IJ
g
KJIcomb
g
llyschematica
PVV        (4.43 ) 
In g=1, the square root disappeared as in (2.30) for any values of M. 
Let us discuss how the constants )
2
1
( IJP  are determined at a fixed spin structure 
and how to sum over them.   As is briefly described in the Appendix C, there exists a 
classical theorem corresponding to the determination of Pe function values at the 
summation of arbitrary g points on the hyper elliptic curve.  See for example, chapter 
XI of [25]and [26]. 
Let      


),(
1
JI yxg
I
u    , where ),( II yx  are any g points on the hyper elliptic 
curve.   Then, the following relationship holds: 
2
11
11 )(
2),(
)(
sr
srsrJ
s
I
rIJ
g
J
g
I xx
yyxxF
xxuP





   
                                (4.44) 
for any choice of two points sr xx ,   , and 
 
 0)( 1
1
 

 JrJg
g
J
g
r xuPx                                                     (4.45) 
for gr ,....2,1  .   
Here, ),( zxF is a well known polynomial, which is used in the realization of the 
Kleinian bi-differential ),,,( wzyxd  .   Its explicit form is ( See Appendix C)  
  )2)((),( 12222
0


 igigii
g
i
zxzxzxF                                  (4.46) 
  122
11
321 2)(...}2)({}2){( 
  gg
gggg zxzxzxzxzx     (4.47) 
where   is defined in the definition of the curve  : 
     12
12
2
2
1
122 .... 
  g
ggg xxxy                                  (4.48) 
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With i
g
i
e



12
1
1    , ji
ji
ee

2   , …..                                 (4.49) 
Our interests are in each of the branch points ie  corresponds to the point )0,( ie , and 
its half period is given by    

)0,( ie
 .   Therefore, applying the theorem above for the 
chosen g number of branch points gxxx ,...., 21    out of 2g+1 points, we immediately 
have  
    
2
11
11 )(
),(
)
2
1
(
sr
srJ
s
I
rIJ
g
J
g
I xx
xxF
xxP

 

                                    (4.50) 
 for any choice of two points sr xx ,  ,and  
 0)
2
1
( 1
1
 

 JrJg
g
J
g
r xPx                                                  (4.51) 
for gr ,....2,1 . 
From these two, we can show that if one of the index is equal to g,  
“ )
2
1
()1( 

Ig
Ig P  is the degree  1 Ig
  
fundamental symmetric function of  
gxxx ,...., 21   “.                                                             (4.52) 
What this theorem says is as follows.  The
2
)1( gg
 numbers of constants Pe function 
values at the summation of half periods of corresponding to the g points gxxx ,...., 21  for 
a fixed spin structure, )
2
1
( IJP , can be determined in the following way.   The g of 
them, IgP   ),..2,1( gI   are simply the fundamental symmetric function of 
gxxx ,...., 21  .   The rest 
2
)1( gg
 values are determined by a set of equations (4.50) , 
each of which corresponds to choosing 2 branch points out of the chosen g points 
gxxx ,...., 21  , whose number is
2
)1(
2






 ggg
  .    This fact itself has nothing to do 
with string amplitudes, it is a result of the classical algebraic geometry.  This theorem 
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is naturally applied when one of the branch points is fixed at 
 
and we consider 
choosing g number of half periods out of 2g+1.   Physically, this can be regarded as a 
general method to sum over spin structures in the disconnected parts of string 
amplitudes.  String amplitudes in hyper elliptic case will have structures in which this 
simple and elegant method can be applied to sum up spin structures for arbitrary 
numbers of external bosons in any genus. 
We also need to multiply the appropriate string measure.    The searching of the 
correct measure, which has been one of the important topics in this area, was solved for 
the hyper elliptic case by[5].   They showed the explicit result as rational functions of 
2g+2 ramification points.   Here we need it in a slightly different form, using 2g+1 
ramification points4.  An example will be shown for the 2 loop case in the next section. 
After setting all of these, we do summation over spin structures in )
2
1
( IJP  
expressed by gxxx ,...., 21  ( and all of 1221 ,....., geee ).   This process will be done 
totally algebraically as we saw in g=1 case, just summing over all possibilities of 
gxxx ,...., 21  .   As we saw, the cosmological constant, two point function, and three 
point function are zero because up to 3 product of Szego kernels contain only degree 0 
and degree 1 polynomial of )
2
1
( IJP   .   
In M point calculation, we will probably need a summation of the form
 

 ))
2
1
((*)( IJPQmeasure ,where Q  is degree 2M  polynomial of )
2
1
( IJP .  
After the summation, we will be left with manifestly modular invariant functions with 
appropriate poles of z1, z1, …zM, multiplied by symmetric functions of 1221 ,....., geee   .  
These symmetric functions will correspond to genus g modular forms of theta constants.  
This part of consideration probably needs knowledge about the modular forms unknown 
at present.    
 
 
 
                                                 
4 The auther does not know the exact proof of the general result in this slightly 
different formalism.  Therefore its explicit form is not described here. In any case, it is 
essentially obtained in ref.[5]. 
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5.  Examples at genus 2 
As an example at g=2, the curve is 
  5
3
2
4
1
5
5
1
2 ....)()(  

xxxxRexy k
k                          
(5.1) 
The function  ),( 21 xxF   is given by 
5214213212
2
2
2
112121 2)(}2)({}2){(),(   xxxxxxxxxxxxF  (5.2)   
Suppose that we adopt two points  21, xx  out of five points  521 ,....., eee   . 
For a fixed spin structure 
 
, the equation(4.50) gives only one relationship:   
   
2
21
21
2122211211
)(
),(
)(
xx
xxF
xxPxxPP

                                    (5.3) 
On the other hand, eq.(4.51) gives  
     0}{ 12212
2
1  xPPx   ,     
 
0}{ 22212
2
2  xPPx                     
  
(5.4 ) 
Then we have the following solution, at a fixed spin structure,  
    2122 xxP     ,  212112 xxPP    ,   2
21
21
11
)(
),(
xx
xxF
P

                  (5.5) 
 
It can be shown that ),( 21 xxF  always contains a factor 
2
21 )( xx   as in Appendix C, 
therefore all of 221211 ,, PPP  are polynomials of 521 ,....., eee .  Actually, in genus 2, if 
2211 , exex  ,  then 543215432
21
21 )(
)(
),(
eeexxeee
xx
xxF


 .              (5.6) 
Obviously the degrees of 221211 ,, PPP  are of 3, 2, 1 respectively as functions of branch 
points. 
Before going to exemplify some calculations of genus 2, let us describe something which 
can be said for arbitrary genus.  The right hand side of general equation  (4.50 ) is of 
degree 12 g  .  This is because F is of degree 2g+1 and F always contains the factor 
2)( sr xx   .  The degree of the IJP   are in general as follows: 
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(5.7 ) 
As is noted in Appendix D, the measure obtained in [5] has the form, in our 
normalization as in (1.5),  
  ],.....)12([deg
1
1221  geeeofpolynomialggree
D
                      (5.8) 
where  )( ji
g
ji
eeD 

 is the square root of the discriminant of the curve.  The 
D    is in general a polynomial of degree gg
g
)12(
2
12





 
.   
Any calculations are done by multiplying a function of IJP  to (5.8): 
),,(],.....)12([deg
1
2212111221 PPPoffunctionaeeeofpolynomialggree
D
g  
                                                                       (5.9)  
and after summing over spin structures the numerator will contain the denominator 
D  and the result will be symmetric function of 1221 ,..... geee  .   For the M=0,2,3 
point functions, the multiplied function to (5.8)  is linear in IJP  , whose highest degree 
is  12 g     of 11P    .   Then the argument given by A. Morozov in[29] can be 
applied, and will have vanishing result for M=0,2,3 point functions,  because the 
degree of the numerator is not enough to give non-zero result. The function of
221211 ,, PPP   multiplied in (5.9) should have degree 2g or higher to give non zero result.  
This was already seen in the case in g=1.   Note that we have to do calculations only on 
the moduli parts of the amplitudes which have no dependence on the vertex inserting 
points z1, z2, …zM, for any higher point calculations, and so the calculation will be 
easier. 
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 It is very instructive to see the calculation of the part of the four point amplitude at 
genus 2,   that is , a possible contraction from the
2
43
2
21 ),(),( zzSzzS    .  
Since )()()]
2
1
(
2
1
)(ln[),( 21
2
1,
2
21 wzPzzzzS JIIJIJJI
JI
   
  
 
(5. 10)  
only the following 4 terms x 4 terms product has the possibility to give non-zero result 
after summing over spin structures:  
)]()()()][()()([ 43
2
1,
21
2
1,
zzPzzP LKKL
LK
JIIJ
JI
 

                     (5.11) 
The power counting of the degree of terms are the following: 
 2222 PP       degree 2 
  1222 PP       degree 3 
  1212 PP       degree 4 
  2211 PP       degree 4 
  1112 PP       degree 5 
  1111 PP       degree 6 
To have non-zero result, the degree should be equal to or be more than 2g, therefore the 
last four have the possibility to give non-zero results. 
As in the Appendix D of the DHP paper [1 ], what we have to calculate is:                                                                                         
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   (5.12) 
and other combinations for the pair of x.   Here, k, l are from 1 to 5 .  We should be 
careful about the relative sign of each term of this measure part when 6e
 
is fixed to be 
  , as described in Appendix D, eq.(D.5).  Note also one more summation in front of 
the products of Szego kernels, which excludes branch points  21, xx   when (5.11) is 
inserted. 
The numerator is from famous  )(][][ 46     and the denominator comes from 
)(10   in Ref. [1].    This is easily modified as 
 
2
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2
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3
21 ),(),(])()[(
1
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zzSzzSeexx
D i
lk
xxlk



                     (5.13) 
  
The explicit numerical calculation shows the following results: 
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   DeePP ji
ji
spin
2)(21212 

                                       (5.14)  
   DPP
spin
42211                                                       (5.15) 
  011111112   PPPP
spinspin
                                            (5.16) 
Therefore, only 1212 PP     and 2211 PP     gives non-zero constant answer.  This 
result, if substituted into eq. ( 5.11 ), shows the exact matching of the combinations of 
the biholomorphic 1 form [1 ]: 
 
  ),(),(),(),( uyvxvyux                                             (5.17 ) 
where  )()()()(),( 1221 yxyxyx                                   (5.18)  
by our method of calculations, up to overall factor.   When we calculate 5 point, 6 
point amplitudes, the symmetric function of 521 ,....., eee  will remain non-zero, and 
will give modular forms in genus 2. 
 
6. Discussions 
The crucial point on which we have discussed in this document is the next observation: 
The simple product of M Szego kernels ),( 1
1


 ii
M
i
zzS  with the condition 11 zzi    
depends on the spin structures only through the one kind of constant )
2
1
( IJP  
which is irrespective of Mzzz ,..., 21 .     
This is a fact for any M in g=1, and for M=1,2,3 for any g; and a conjecture for M>3 in 
general g.     Under the situation this feature holds, we can use a result of classical 
theory of Abelian functions, which can be regarded as a general method of taking 
summation over spin structures systematically.  This feature will hold even for 
non-hyper elliptic case. 
 
There are some future problems remained unsolved. 
The first is whether the decomposition feature as we saw in g=1 (2.18) holds or not in 
g>1 , M>3.   If a generalized form of (2.18) is proved, the assumption of the amplitude 
dependence on the constant )
2
1
( IJP   is most beautifully confirmed for hyper 
elliptic cases.   The genus 1 result (2.18) has a suggestive form、including the number 
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of indices.  The genus g result may have the form with K number of P      
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 (6.1) 
where 11 zzM   and V are appropriate modular invariant functions. 
The decomposition formula, if used with the method of summing over spin structures 
we described in section 4, principally will make it possible to calculate g loop, M point 
superstring amplitudes in an elegant way, though it is restricted to the case of the hyper 
elliptic disconnected parts.  To prove such decomposition theorem, it may be not a 
good way to make use of Fay’s formula only, and we may need a generalized  Frobenius 
– Stickelberger type formula in higher genus. 
 
The second is to seek whether we can say something on the connected parts of the 
amplitudes.  There may be some more mathematical structures behind that parts too.  
 
We saw a technical problem from the fact that the theta indices from the Riemann 
constant are sometimes even.   On this point, probably there will be some natural 
remedy.  The eq.(4.17) and (4.41 ), which are natural generalizations of those in g=1, 
will hold in any genus.     An observation written above the (4.41) may be another 
reason of our expectation.  The differentiation of sigma function in higher genus is a 
very good candidate for the unique function which shows good modular transformation 
properties.   
 
Another direct application of the method described in this document would be a 
calculation of the disconnected parts of the g loop 4 point amplitude in hyper elliptic 
case. 
From the contraction of the type 
2
43
2
21 ),(),( zzSzzS   , it is obvious that we have 
non zero result only from the following part which is proportional to the 4 product of 
holomorphic 1 forms: 
 )]()()()][()()([ 43
1,
21
1,
zzPzzP LKKL
g
LK
JIIJ
g
JI
 

                        (6.1) 
From the contraction of the term ),(),(),(),( 14433221 zzSzzSzzSzzS  , the 
method described in the Appendix D of ref.[1] may be applied. 
By the power counting, there are many candidates of non-zero contributions in (6.1) . 
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It would be very interesting to perform the summations over spin structure and see the 
explicit form of combinations KLIJ PP   the expansion of (6.1). If one can use good 
software, it may be possible to perform this calculation, since all are linear algebras.  
In any case, in the g loop 4 point amplitude in our restricted case, only the holomorphic 
1 form will appear from the summation over spin structures of the fermion field 
contractions.    
 
Even for general, non hyper elliptic string amplitudes, it will be useful to consider 
the structures of amplitudes totally in terms of the sigma function and its derivatives. 
The final form of fermion field contractions of the g loop ,M point amplitudes may have 
the following simple form:  It will be constructed only by the differentials of log of 
genus g sigma function (4.35) and constant modular forms, both of which are 
manifestly modular invariant.  If the inserting points of vertex operators are z1,z2, 
…zM, then the subsets of differences of those M points determines the differentials of 
log of genus g sigma function almost uniquely, as we exemplified in case of g=1.    
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Appendix A Genus 1  notations  
 
The   function is defined as follows: 
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Here, 
31, 22  nmnm   
In the following, we set   31 2,12  as is often denoted in the string theories. 
Some standard, classical functions are defined as  
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The  
32 , gg   is obviously proportional to Eisenstein series 64 ,EE  as in (A.2). 
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That is, 
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This is an example of Thomae type formulas.  From this, together with the 
Picard-Fuchs equations, Legendre’s relations, and the heat equation, we can derive[24] 
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Therefore, 
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and consequently, 
 
).0(
)0(
)0(
)0(
)0(
),0(
)0(
)0(
)0(
)0(
),0(
)0(
)0(
)0(
)0( 4
3
2
4
4
2
24
2
2
3
3
4
44
4
2
2
2
3
3 
















 
                                                                           (A.14) 
Other famous formulas are  
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Dedekind function 
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In the following, we prove that  
  exxxVxxxVxSxSxS ),,(),,()()()( 3211332133321                        (2.17 ) 
is equivalent to the Fay’s  trisecant identity.  We derive the Fay’s formula starting 
from (2.17 ) which can be derived without Fay’s formula as in the proof of theorem in the 
section2. 
Consider to calculate  
)()()()()()( 2121122121211221 wwzzSwzSwzSwwzzSwzSwzS  
If we consider eq.(2.17), this is modified to the form of  HeG     , and obviously the 
zeros of both of G and H are at  2121 wwzz   , and H has another zero at 
2121 wwzz   .   The poles are easily seen from the subtractions.    Then, we 
can write, 
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where, in G, we made the pole of the first order by combining 
  )()( 21212121 wwzzEwwzzP      
Using 
2
21212121 )()( wwzzSewwzzP       we have 
)()()()()0(
)()()()(
)()()()()()(
222112111
2121
2
21212121
2121122121211221
wzEwzEwzEwzE
wwzzEwwzzSwwEzzE
wwzzSwzSwzSwwzzSwzSwzS








 
This is equivalent to the Fay’s formula.      
 
  The theorem of section 2 is trivially re-written as  
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We call this an addition theorem of Szego kernel at g=1.  In this form, Mx   is defined 
by  .0
1


i
M
i
x     In the above it is proved that for M=3 this identity is equivalent to 
Fay’s formula, but it is not obvious to show the same equivalence for M>3.   It seems 
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difficult to derive the theorem directly from Fay’s identities.  This identity may contain 
new information for M>3.  
 
Appendix B  Some formulas of determinants 
 
B-1  Fundamental notations and formulae 
In the following, nyyy ,, 21  are  n  complex numbers. 
First, define the determinant ),,,( 21 nyyykG    as follows: 
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              (B.1) 
 
It slightly differs from Van der Monde type; the k th degree of the variable is absent.   
The case of k=1 will be used later: 
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This form of  determinant appears in the denominator of the ratio 
2M
j
a
a
 .  This 
corresponds to the fact that Pe function is a second order elliptic function, and so there 
is no one order variable in the inverse of the poles. 
 
One more thing we need to define is the following ),,,,1( 21 nyyykL   ： 
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Also, we define ),,( 21 nkn yyyW   as follows： 
),,( 21 nkn yyyW   A polynomial constructed as follows: Make a product of k 
numbers of variables out of n number of variables, and add those products 
symmetrically over all possible ways.  We define W=1 when k=0. 
 
For example,  
32132113 ),,( yyyyyyW     
 
13322132123 ),,( yyyyyyyyyW   
32132133 ),,( yyyyyyW   
1nnW consists of n terms, and is the sum of the products of (n-1) numbers out of n.  
nnW  consists of only one term, which is all products of n variables.  
Then, by elementary calculations, we can prove that : 
 
Formula  1： )(),,(),,,( 2121 ji
ji
nknnn yyyyyWyyykG 

 
                (B.4)
 
That is, G is the product of Van der Monde determinant and W.  
Further, 
 
Formula 2： )()(),,,,1( 1121 ji
ji
knnnnknnnnn yyWWWWyyykL 


    (B.5)
 
The simplest example of the formula 2 is  
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)()()(}))({( 03332313321133221321 ji
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yyWWWWyyyyyyyyyyyyyy 

Here 103 W  as defined above. 
 
B-2  Calculation of the ratio of determinants in MG  
We concentrate on the pole structure of this ratio of determinants.  The simplest case is 
M=3: 
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This ratio of the determinants of Pe function is equal to )(ln 1
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 . 
Let us calculate the ratio 
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a
 as the second example.   
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Considering i
i
xx
4
1
5

  , the final result, the rightest hand of the above equation, is 
simply equal to  
i
i x
15
1
 .  That is, 
2
2
Ma
a
 is the sum of elliptic functions with poles 
ix
1
.  At first sight the order of poles are one, but by the condition 0
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x  each 
variables are not independent, and the final result is elliptic.  
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Where the prime means that we exclude the combination of ji  . 
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In general, for arbitrary value of M, the ratio of two determinants 
)20(
2


Mj
a
a
M
j
 has the following pole structures using the variables 
)1( Mixi  .  This pole structure completely determines the form of this ratio as 
an elliptic function up to the over all constants: 
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Generally,  KMMV 2  has the pole structure in terms of y or x:
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the sum of M-2K number of products excluding Mx  ,  and adding KMM
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we have the whole of  KMMW 2    . 
 
Appendix C  Formulas on Kleinian bi-differential and genus g Pe functions 
Let gAAA ,..., 21  and gBBB ,...., 21  be a canonical homology basis.  We choose 
canonical holomorphic differentials of the first kind g ,..., 21 and associated 
meromorphic differentials of the second kind  grrr ,..., 21  .  The periods are given as  
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     IJJAI                                                       (C.1) 
        IJJBI                                                      (C.2) 
        IJJA rI                                                      (C.3) 
        IJJB rI                                                      (C.4) 
Let ),( yxV be the hyperelliptic curve given by the equation:   
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ggg
k
g
k
xxxxRexy                     (C.5) 
where a variable y instead of s of eq.(1.3 ) is used, and one of the branch points 22 ge  is 
fixed at  .   Needless to say, all of  1221 ,....., g   are fundamental symmetric 
polynomial of  1221 ,....., geee .    
A well known polynomial ),( zxF  is defined as follows:  
    )2)((),( 12222
0
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
 igigii
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i
zxzxzxF      
   122
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321 2)(...}2)({}2){( 
  gg
gggg zxzxzxzxzx     (C.6) 
 The Kleinian bi-differential ),,,( wzyxd on VV    can be realized as, using this 
polynomial  ),( zxF   ,  
   
w
dz
y
dx
zx
zxFyw
wzyxd
2)(4
),(2
),,,(


                                     (C.7) 
The following theorems are known, proved by the properties of the Kleinian 
bi-differential [25].   It is most beautifully proved by using sigma function in genus g 
[26]. 
<Theorem 1 >   Let      


),(
1
JI yxg
I
u   for any g number of points 
),,....(),,( 11 gg yxyx  on the curve.    
Then the following relations hold, for any r : 
49 
 
  
12
2
1,
1 .....2 ggrgg
g
rggg
g
rgggr PxPxPxPy 



                             (C.8)   
0)( 1
1
 

 JrJg
g
J
g
r xuPx                                                    (C.9)   
2
11
11 )(
2),(
)(
sr
srsrJ
s
I
rIJ
g
J
g
I xx
yyxxF
xxuP





                                
(C.10) 
for any choice of two points ),(),,( ssrr yxyx   ,
 
Here we defined   IJKIJK PP    .
 
From these , it can be derived that 
 1,....,)()1( 21 
 JgorderofxxxoffunctionsymmetriclfundamentauP gJg
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  . 
 
The polynomial ),( zxF  has the following properties  
 )(2),( xRxxF   ,    )(),( zR
dz
d
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x
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

                                (C.11) 
where )(xR  is the curve itself defined in eq.(C.5 ) 
 
If we expand the ),( zxF  around zx   , we have  
  ),()()()(),(),(
2 zxHzxzR
dz
d
zxzzFzxF                            (C.12) 
where everything else is included in ),( zxH    .   If 21, xx   are any of two branch 
points, then it is apparent from (C.5) and (C.11) that F has the form 
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xxHxxzR
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
 .  and the factor 
2
)(
xz
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
contains one more factor )( 21 xx  .   Therefore, the right hand side of eq.(4.50) is 
always polynomial. 
  The polynomial 
2
21
21
)(
),(
xx
xxF

   is obtained without much difficulty.  For example, in 
g=2,  let us we adopt 11 exx     and  22 ex    .  Assuming the form of  
)()(),( 222 BAxexexF    , differentiate two times both of this equation and the 
(5.2).  Then the coefficients A and B are easily determined.   The result is 
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Appendix D  Miscellaneous Issues 
 
The hyper elliptic measure obtained in [5] has the form, at a fixed spin structure, 
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
 
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                                      (D.1) 
in Definition 1 or in Theorem 14 in [5]. 
Just for convenience, we repeat the notations written in [5] here. 
 
Definition: 
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For a finite sequence of natural numbers ),....,( 1 rkkk    define )( 1
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1 
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and   kkkk ee r   )( 1  .  
Define }},....,1{},....{2mod,:),....{( 11 rkkandikiNkk ri
r
rr     That is,   
r
 
consists of all permutations of ),....,1( r    that alternate odd and even, beginning 
with odd.   Then the gH   is defined as in (D.1) 
When  22 ge   is fixed at     , the factors of pairs which contain 22 ge   in (D.1)  
are replaced as   1)( 22  gi ee   , that is, pick up the sign in front of 22 ge  and 
erase the factor.  This is known as star map (page3, [5] ). 
After this procedure is done, the gH   is  
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1
1
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1
22


 

 , where we 
assumed star map is taken in k  , and D  is the discriminant of the curve (C.5).   
In our notations, the string measure is 
D
H g
 ,  and we do a trivial modification: 
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The degree of k
 
is 2g,  after two factors disappeared by the star map.  The degree of  
D  is (2g+1)g,  and therefore  
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  ],.....)12([deg
1
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DD
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              (D.4)   
 
When we use (5.12) or (5.13) in the actual calculations,  we have to be careful about the 
relative signs among the measure factors coming from the star map explained above.   
In g=2, if we place the two pairs of e as )( ji ee   for  ji   , we have the following 
signs before each of the numerators of the measure parts  ( four +  and six    )  in 
(5.12), (5.13):         
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For each of above terms, 
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 is multiplied and summed 
over. 
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