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Abstract
The struction method is a general approach to compute the stability number of a graph based
on step-by-step transformations each of which reduces the stability number by exactly one. This
approach has been originally derived from Boolean arguments and has been applied by di6erent
authors to compute in polynomial time the stability number in special classes of graphs. In
the present paper we review basic results on this topic and propose a generalization of the
struction. We also discuss its relationship with some other graph transformations, such as the
cycle shrinking of Edmonds or the clique reduction of Lov:asz–Plummer, and the possibility to
use stability preserving transformations to increase the e;ciency of this approach.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
In a simple graph G = (V; E), a subset of pairwise non-adjacent vertices is called
stable, and the number of vertices in a stable set of maximum cardinality the stability
number. We call G a weighted graph if there is mapping V → R+ which associates a
positive weight w to each node i.
It has been shown in [9] that the problem of Bnding in a weighted graph a stable
set of maximum weight is equivalent to maximizing a pseudo-Boolean function, i.e. a
real-valued function with Boolean variables. Exploiting the relationship between the two
problems, the authors of [9] derived from a Boolean identity a graph transformation that
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decreases the stability number of an arbitrary graph by exactly one. This transformation
has been called struction (for STability number RedUCTION). We describe the idea
of the Struction in Section 2 of the present paper.
By applying the struction repeatedly, one can compute the stability number of any
n-vertex graph in at most n steps. However, the number of vertices may increase
exponentially during the computation. In order to avoid an undesirable growth of the
number of vertices, several specialized versions of the struction have been designed by
combining the general reduction with some particular transformations that preserve the
stability number. More ideas on this topic along with computational experiments are
presented in Section 5.
Section 3 introduces a more powerful reduction that may decrease the stability num-
ber by any positive constant. We exhibit a relationship between the new reduction
and some other graph transformations decreasing the stability number, and discuss in
Section 4 the possibility of using the reduction to detect new polynomially solvable
cases for the stable set problem.
All graphs in the paper are undirected, without loops nor multiple edges. The vertex
set and the edge set of a graph G are denoted by V (G) and E(G), respectively. For a
subset of vertices U ⊆ V (G), we let G[U ] denote the subgraph of G induced by U ,
and N (U ) the neighborhood of U , i.e. the set of those vertices in V (G)− U that are
adjacent to at least one vertex in U . Also, N [U ] := N (U ) ∪ U . When U = {a}, we
shall write N (a) and N [a] instead of N ({a}) and N [{a}], respectively. The stability
number of G is denoted by (G), and the maximum weight of a stable set in G by
w(G). A clique in a graph is a subset of pairwise adjacent vertices. As usual, Pk
denotes the chordless path on k vertices, and Kn;m the complete bipartite graph with
parts of size n and m. A graph G is said to be H -free if G does not contain H as an
induced subgraph.
2. Basic ideas of struction
It is known that every pseudo-Boolean function f can be written in a polynomial
form
f(x1; : : : ; xn) =
p∑
i=1
wiTi + K;
where K is a constant and Ti=
∏
j∈Ai xj
∏
k∈Bi Nxk with Ai; Bi ⊆ {1; : : : ; n} and Ai∩Bi=∅.
Moreover, using the equality Nxj = 1 − xj, one can always represent the function as a
polynomial with positive coe;cients wi (i = 1; : : : ; p). If in addition K = 0, we call
such a representation a posiform. From this discussion it follows that the problem of
maximizing a pseudo-Boolean function is polynomially equivalent to the maximization
of a posiform.
Now we reduce the problem of maximizing a posiform to the stable set problem
as follows. To a posiform f =
∑p
i=1 wiTi we associate a graph Gf = (V; E) with the
set of vertices V = {1; : : : ; p} and the set of edges E = {(i; j) : (Ai ∩ Bj) ∪ (Aj ∩ Bi) 	=
∅}. In other words, an edge between two vertices i and j in Gf reEects the fact
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Fig. 1. Vertex folding.
that the corresponding terms Ti and Tj are in conEict in the posiform. Therefore
we call Gf the con=ict graph of f. To complete the construction, we associate
to each vertex i of Gf the weight wi. It is clear form the deBnition of Gf that
maxf = !(Gf).
For the inverse reduction, consider an arbitrary graph G = (V; E) with a positive
weight wi associated with each vertex i∈V . Let Gj = (V1; j ; V2; j ; Ej), j = 1; : : : ; q, be
a set of complete bipartite subgraphs of G (not necessarily induced) covering all the
edges of G. DeBne a posiform fG =
∑
i∈V wiTi by setting Ti =
∏
j∈Ai xj
∏
k∈Bi Nxk ,
where Ai = { j : i∈V1; j} and Bi = { j : i∈V2; j}. It is not di;cult to prove that G is the
conEict graph of fG. An important remark is that for a graph G, there might exist
di6erent coverings of the edges by complete bipartite subgraphs, which means there
are di6erent posiforms whose conEict graph is G.
The relationship between pseudo-Boolean maximization and the stable set problem
made possible the use of Boolean identities to derive useful graph transformations pre-
serving the stability number or changing it by a constant (see, for example, [15,20,21]).
In the present paper we will concentrate on the most powerful tool derived in [9] and
named in [17] the struction.
Before we describe the idea of struction, let us Brst consider two particular graph
transformations that represent special cases of the general reduction. These transfor-
mations have been discovered independently of the general case and might be of
interest on their own. Besides this, they provide a good insight into the general
method.
Assume a vertex x in a graph G has exactly two neighbors y and z non-adjacent
to each other. Let G′ denote the graph obtained from G by deleting the vertices x; y; z
and introducing a new vertex v adjacent to each neighbor of y or z in the graph G
(see Fig. 1 that illustrates the transformation).
It is not di;cult to verify that
Proposition 1. (G′) = (G)− 1.
This simple transformation has been called in [5] the vertex folding and has been
used to reduce the worst case time complexity for the vertex cover and stable set
problems in graphs with low degrees.
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Now let us take a look at the inverse transformation, which can be described as
follows. Given an arbitrary vertex v in a graph,
• decompose the neighborhood of v into two (not necessarily disjoint) subsets Y and
Z ;
• delete v from the graph and introduce instead three new vertices x; y; z;
• connect y to x and to each vertex in Y ; connect z to x and to each vertex in Z .
This transformation has been called in [1] the vertex splitting and has been used to
obtain the following remarkable result on the complexity of the stable set problem in
special classes of graphs.
Theorem 1. Let X be a class of graphs de>ned by a >nite set F of forbidden induced
subgraphs. If F does not contain a graph every connected component of which is a
tree with at most 3 leaves, then the stable set problem is NP-hard in the class X .
A vertex in a graph is called simplicial if its neighborhood is a clique. It is an easy
exercise to verify that deletion of any neighbor of a simplicial vertex does not change
the stability number. In other words, one can say that deletion of a simplicial vertex
along with its neighborhood decreases the stability number by one. It is worth noticing
that the simplicial vertex reduction leads to e;cient algorithms for the stable set prob-
lem in some special classes of graphs. A well-known example is given by the chordal
(triangulated) graphs (see e.g. [13]). In some cases, the reduction permits to simplify
the problem substantially. For instance, it has been proven in [3] that the stability
number of a (P5; K1;4, fork, banner)-free graph without simplicial vertices is at most 2.
Now let us proceed to the general case. As it was initially we start with a Boolean-
Eavored motivation. Let G=(V; E) be a graph and a0 a vertex in V . Assume N (a0)=
{a1; : : : ; ap} and denote R := V −N [a0] = {ap+1 : : : ; a|V |−1}. The struction is based on
the following covering of E by |V | − 1 stars:
• For each i=1; : : : ; p, we consider the star with the vertex set {ai; a0}∪{aj ∈N (ai)∩
N (a0) : j¿ i} ∪ (N (ai) ∩ R) and ai as the center.
• For each i = p + 1; : : : ; |V | − 1, we consider the star with the vertex set {ai} ∪
{aj ∈N (ai) ∩ R : j¿ i} and ai as the center.
This covering deBnes the following terms of the associated posiform f=
∑|V |−1
i=0 waiTai :
Ta0 =
p∏
i=1
Nxi;
Tai =


xi
∏
aj∈N (ai)
16j¡i6p
Nxj (16 i6p);
xi
∏
aj∈N (ai)∩N (a0)
Nxj
∏
aj∈N (ai)∩R
p¡j¡i¡|V |
Nxj (p¡ i¡ |V |):
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It has been proven in [10] that
p∑
i=0
Tai = 1 +
∑
aq ∈N (ar)
16q¡r6p
xqxr
∏
16s¡q
Nxs
∏
at∈N (ar)
q¡t¡r
Nxt :
Hence, in the case when all weights are equal to 1 (unweighted case), f can be
rewritten as 1 + g, where g also is a posiform. The conEict graph Ga0 associated with
g satisBes (Ga0 ) = (G)− 1, and, as was shown in [10], Ga0 can be obtained directly
from G by the following transformation:
• remove the vertices a0; a1; : : : ; ap from G,
• add to the rest of the graph a set of new vertices
W = {vi; j: 16 i¡ j6p and (vi; vj) 	∈ E};
• join two new vertices vi; j and vk; l by an edge whenever i 	= k or (vj; vl)∈E; join a
new vertex vi; j ∈W to a vertex u∈R by an edge whenever (vi; u)∈E or (vj; u)∈E.
It is not hard to see that if p=2 and (a1; a2) 	∈ E, then the struction is nothing but the
vertex folding. Also, if a0 is a simplicial vertex, then the struction coincides with the
simplicial vertex reduction. Both the vertex folding and the simplicial vertex reduction
decrease not only the stability number but also the number of vertices of the graph.
In general, the number of vertices may increase when struction applies. Moreover,
repeated applications of struction may lead to an exponential growth of the number
of vertices. However, combining the general reduction with some transformations pre-
serving the stability number may increase the e;ciency of the method and even lead
to polynomial time algorithms for special classes of graphs. We discuss this topic in
Section 5. To conclude, let us mention that the Struction algorithm has been shown
in [23] to be a special case of the Basic Algorithm for pseudo-Boolean optimization
[6]. Moreover, the authors of [23] proposed a new version of the struction suggested
by the Basic Algorithm, which deals with weighted graphs. Unfortunately, this version
has an interpretation in terms of graphs only in the case of claw-free graphs.
3. Generalization of struction and related reductions
In this section, we suppose that the vertices of a graph G are numbered with integers
1; 2; : : : ; n, where n=|V (G)|. The vertex with maximum number in a subset A is denoted
m(A), and A− is deBned to be A− {m(A)}.
Given a graph G = (V; E), an induced subgraph H of G, and a positive integer
p6 (H), we deBne R := V − N [V (H)] and associate with the triple (G;H; p) a
graph S(G;H; p) as follows:
• the vertex set of S(G;H; p) is R∪W , where W is the family of all stable sets of
cardinality p+ 1 in the subgraph of G induced by the vertices of N [V (H)];
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Fig. 2. Total struction of G with H = G[1; 2; 3] and p = 2.
• the edge set of S(G;H; p) consists of
◦ the edges of the subgraph G[R],
◦ the edges linking vertices A∈W and B∈W whenever A− 	= B− or (m(A);
m(B))∈E(G),
◦ the edges linking a vertex A∈W to a vertex v∈R whenever v has a neighbor
in the subset A in the graph G.
We shall say that two new vertices A and B belong to the same layer if and only
if A− = B−. The transformation of G into S(G;H; p) will be referred to as the total
struction. An example of the total struction is given in Fig. 2.
Theorem 2. (S(G;H; p)) = (G)− p.
Proof. Let M be a maximum stable set in G, MH := M ∩ N [V (H)], MR := M ∩ R.
Assume MH = {a1; : : : ; at}, where vertices are indexed in ascending order. It is easy
to see that t ≥ (H), otherwise M is not maximum. For every i = 1; : : : ; t − p, deBne
Ai := {a1; : : : ; ap; ap+i}. Due to the construction of S(G;H; p), {A1; : : : ; At−p} ∪MR is
a stable set of cardinality |M | − p in S(G;H; p). Hence (S(G;H; p))¿ (G)− p.
Conversely, let M be a maximum stable set in S(G;H; p), MW := M ∩W , MR :=
M ∩R. Assume Brst that MW =∅, and let S be a stable set of cardinality p in H . Then
MR ∪ S is a stable set of cardinality |M |+p in G. Now let MW = {A1; : : : ; Ak}. In that
case A−1 = : : := A
−
k , and the vertices m(A1); : : : ; m(Ak) are pairwise non-adjacent in G.
Thus, MR ∪ A−1 ∪ {m(A1); : : : ; m(Ak)} is a stable set of cardinality |M | + p in G, i.e.
(G)¿ (S(G;H; p)) + p.
Remark. Notice that if H is a singleton, then p= 1 and the transformation of G into
S(G;H; p) coincides with the struction.
Many other graph transformations that reduce the stability number have been studied
in the literature such as the clique reduction [24] or the conic reduction [26]. In what
follows our purpose is to show that some of them can be obtained as a combina-
tion of the total struction with stability-preserving transformations. To this end, let us
Brst introduce a general operation called subgraph reduction that covers many known
transformations.
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For an induced subgraph H of a graph G and a vertex v∈V (G)− V (H), let H + v
denote the subgraph of G induced by the set V (H) ∪ {v}. We call the subgraph
H-maximal in G if (H + v) = (H) + 1 for every vertex v∈V (G)− V (H).
De nition 1. Let G be a graph and H an -maximal induced subgraph of G. The graph
transformation consisting in
(1) removing H from G,
(2) linking two vertices x and y in N (V (H)) whenever (H + x + y) = (H) + 1
will be called the H -reduction of G. The graph produced by the H -reduction of G will
be denoted T (G;H). We shall say that the H -reduction is -perfect if (T (G;H)) =
(G)− (H).
Let us consider several examples of subgraph reductions. The Brst one is the so-called
cycle shrinking introduced by Edmonds for solving the maximum matching problem
[10]. The following lemma, quoted from [24], describes the reduction.
Lemma 1. Let G be a graph, M a matching in G and let Z be a cycle of length 2k+1
which contains k edges of M and is vertex-disjoint from the rest of M . Construct a
new graph G′ from G by shrinking Z to a single vertex. Then M ′ =M − E(Z) is a
maximum matching in G′ if and only if M is a maximum matching in G.
It is well known that Bnding a maximum matching in a graph G is equivalent to
Bnding a maximum stable set in the line graph of G, denoted L(G) and deBned as
follows: the vertices of L(G) are the edges of G, and two vertices are adjacent in L(G)
if and only if the corresponding edges of G have a vertex in common. The subsequent
proposition shows that the cycle shrinking, translated from matchings to stable sets, is
an -perfect subgraph reduction.
Theorem 3. Let G, G′, M , Z and k satisfy the conditions of Lemma 1. Then L(G′)=
T (L(G); H) and (L(G′)) = (L(G)) − (H) for some induced subgraph H of the
graph L(G).
Proof. Let C be the set of edges of the cycle Z , and A the set of chords of Z , and B
the set of edges with exactly one endpoint belonging to Z in the graph G. Denote by
H the subgraph of L(G) induced by the set C ∪ A.
First, observe that (H) = k. Indeed, the set C contains a matching on k edges,
and therefore (H)¿ k. On the other hand, C ∪ A covers 2k + 1 vertices in G and
hence cannot contain a matching of size k +1. Also, it is not hard to see that for any
edge x∈B, the set C ∪ {x} contains a matching of size k + 1, which means that H is
-maximal in L(G). Hence we may apply the H -reduction to L(G). Removal of H in
step (1) of the reduction corresponds to deletion of the edges of the set C∪A from the
graph G. To analyze step (2), consider two vertices x and y in B= N (V (H)). Under
the H -reduction, these vertices are linked by an edge, since in the graph G the set of
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edges C ∪ A ∪ {x; y} covers at most 2k + 3 vertices, and hence (H + x+ y) = k + 1.
On the other hand, shrinking the cycle Z to a single vertex z in the graph G makes
the edges x and y adjacent, since z is their common neighbor.
Thus, we have shown that the cycle shrinking in G is equivalent to the H -reduction
in L(G), i.e. L(G′)= T (L(G); H). The fact that (L(G′))= (L(G))− (H) is a direct
consequence of Lemma 1 and the above discussion.
Our next example is the clique reduction, i.e. an H -reduction with a clique H . This
reduction has been originally introduced in [24] by Lov:asz and Plummer. They showed
that the clique reduction is -perfect in claw-free graphs if
(N (H))6 2: (1)
Moreover, Lov:asz and Plummer introduced one more subgraph reduction and char-
acterized su;cient conditions under which the reduction is -perfect. Both reductions
have been used in order to reduce the stable set problem from claw-free graphs to line
graphs.
Many other useful subgraph reductions can be mentioned. An obvious advantage of
these reductions is that they decrease the number of vertices. A disadvantage is that
they are not -perfect in general. On the other hand the struction does generally increase
the number of vertices, while the decrease of the stability number is guaranteed. Thus,
the subgraph reductions and the total struction seem to be two extreme types of graph
transformations with respect to the stable set problem. However, there is some relation
between any H -reduction and the total struction centered at H . To exhibit this relation,
let us deBne S(G;H) := S(G;H; (H)). Recall that the construction of S(G;H) depends
on the ordering of vertices in G. We shall assume throughout the section that
the vertices of H precede the vertices outside H in the ordering of V (G): (2)
Theorem 4. If H is an -maximal subgraph of G, then the graph T (G;H) is a sub-
graph (not necessarily induced) of S(G;H).
Proof. We shall deBne an injection f from the vertex set of T (G;H) to the vertex
set of S(G;H) such that adjacency of vertices u; v in the graph T (G;H) will imply
adjacency of the corresponding vertices f(u); f(v) in the graph S(G;H).
The graphs T (G;H) and S(G;H) have a common part R := V (G)−N [V (H)] which
is not a6ected by these transformations. So, we deBne f(v) := v for each vertex v∈R.
Every vertex u of T (G;H), which is not in R, has a neighbor in H in the graph G,
i.e. u∈N (V (H)). Since H is -maximal, it contains a stable set S of size (H) such
that the set Su := S ∪ {u} is stable as well. This means that Su forms a new vertex in
the graph S(G;H). So we deBne f(u) := Su for each vertex u∈N (V (H)). Notice that
N (u) ∩ R= N (Su) ∩ R due to the construction of the graph S(G;H).
Now in order to prove that T (G;H) is a subgraph of S(G;H) it remains to show
that for any two vertices u; v∈N (V (H)), (u; v)∈E(T (G;H)) implies (f(u); f(v))∈
E(S(G;H)). Assume by contradiction that f(u) is not adjacent to f(v) in S(G;H).
This means that S−u = S
−
v , and m(Su) is not adjacent to m(Sv) in G. From assumption
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(2) we know that m(Su) = u and m(Sv) = v, which means that S−u ∪ {u; v} is a stable
set in G. However, this fact contradicts the assumption that u is adjacent to v in
T (G;H).
Theorem 4 suggests the idea that -perfect subgraph reductions can be obtained by
combining the total struction with some stability-preserving transformations. To support
this idea we prove in the next theorem that under condition (1) any subgraph reduction
is -perfect, and furthermore, it can be obtained by combining the total struction with
magnet simpliBcation, the reduction introduced in [15]. For deBnition of the reduction,
we refer the reader to Section 5 of the present paper.
Theorem 5. Let G be a graph, and H an -maximal induced subgraph of G. If the
condition (1) holds, then (T (G;H)) = (G) − (H). Moreover, the graph T (G;H)
can be obtained from S(G;H) by repeatedly applying the magnet simpli>cation.
Proof. Let A be a new vertex in the graph S(G;H), i.e. A is a stable set in the
subgraph of G induced by N [V (H)]. Since the cardinality of A is (H) + 1, it has a
non-empty intersection with N (V (H)). Because of (1), either |A ∩ N (V (H))| = 1, in
which case we call A a vertex of type 1, or |A∩N (V (H))|=2, in which case we call
A a vertex of type 2.
Assume Brst that A is a vertex of type 2. Then there must exist a vertex B of type 1
such that m(A) =m(B) (since H is -maximal). Moreover, A must be adjacent to any
other new vertex of S(G;H) (since (N (H))6 2). Therefore, in S(G;H) the vertices A
and B are adjacent, and every neighbor of B is also a neighbor of A, which means that
the neighborhood reduction (a special case of the magnet simpliBcation) is applicable
to the pair of vertices A and B in S(G;H). Thus, we can delete all new vertices of
type 2 from S(G;H) without changing its stability number.
Now let A and B be two new vertices of type 1 such that m(A) = m(B). By deB-
nition, such vertices must be adjacent in S(G;H), since they belong to distinct layers.
Moreover, any two new vertices C ∈N (A)− N (B) and D∈N (B)− N (A) also belong
to distinct layers. Therefore, we can apply the magnet simpliBcation with respect to A
and B. Without loss of generality we delete the vertex A and the edges of the form
(B;D) with D∈N (B) − N (A). We apply this transformation as long as possible. As
a result, the graph S(G;H) is transformed into a graph G′′ in which for every vertex
a∈N (V (H)), there is a unique new vertex A with m(A) = a. To complete the proof,
it remains to show that two new vertices A and B are adjacent in G′′ if and only if
(H + a+ b) = (H) + 1, where a := m(A) and b := m(B).
Let Brst A be non-adjacent to B in G′′. Two cases are possible.
Case 1: A and B belong to the same layer of the graph S(G;H). In this case
A− ∪ {a; b} is a stable set in G, i.e. (H + a+ b) = (H) + 2.
Case 2: A and B belong to distinct layers of the graph S(G;H). In that case, the
edge (A; B) has been deleted under the magnet simpliBcation. Let C be the vertex
deleted together with this edge. Without loss of generality, assume m(C) = a. Then
C and B belong to the same layer, and C is not adjacent to B. Now we are in the
conditions of Case 1.
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Now let A and B be adjacent in G′′. Assume, to the contrary, that (H + a+ b) =
(H)+2, i.e. the graph H contains a stable set S of cardinality (H) such that S∪{a; b}
is a stable set in G.
If A− = B− = S, then A must be non-adjacent to B by the construction of S(G;H).
If A− 	= S; B−=S, then A and B are non-adjacent in G′′, because the edge (A; B) must
be deleted by the magnet simpliBcation along with the vertex S ∪ {a}.
Finally, let A− 	= S and B− 	= S, and assume without loss of generality that the
vertex S∪{a} has been deleted from S(G;H) together with the edge (A; S∪{b}) before
deletion of the vertex S ∪ {b}. But then the edge (A; B) should be deleted together
with the vertex S ∪ {b}.
A consequence of this theorem is that the clique reduction of Lov:asz and Plummer
is a conjunction of the total struction with the magnet simpliBcation. We conclude
the section with some additional remarks regarding the clique reduction. It is not hard
to verify that the special version of struction used in [17] can be viewed as a com-
bination of the struction with the magnet simpliBcation. It is also worth mentioning
that this version is nothing but the clique reduction applied implicitly. After the clique
reduction has been introduced in [24] in an explicit form, it has been applied several
times to compute the stability number of graphs in special classes in polynomial time
[7,19,22]. Also, the edge projection, which is a specialization of the clique reduction
when restricted to edges, has been used in [27,28] to develop some heuristics for the
stable set problem.
4. Struction in special classes of graphs
As mentioned above the struction and some related reductions have been applied
to develop polynomial time algorithms for the stable set problem in special classes of
graphs [16–18]. In this section we discuss the possibility of obtaining new polynomially
solvable cases by the total struction. Let us Brst distinguish promising directions for
this research.
It is known that the stable set problem is polynomially solvable in the class of
mK2-free graphs, where mK2 is the disjoint union of m copies of K2. This conclusion
can be made by combining two results: a polynomial upper bound on the number of
maximal stable sets in mK2-free graphs [11], and the algorithm in [30] generating all
maximal stable sets. Recently, polynomial time solvability of the stable set problem
has been proven for the class of fork-free graphs [2], where a fork (called also a chair)
is the graph obtained from a claw K1;3 by a single subdivision of an edge. Therefore,
according to Theorem 1, there are exactly two minimal hereditary classes of graphs
deBned by a single forbidden induced subgraph for which the complexity status of the
stable set problem is an open question. These are P5-free graphs and (P3 + P2)-free
graphs, where P3 + P2 is the disjoint union of a P3 and P2. Polynomial algorithms
have been developed for many particular subclasses of P5-free graphs (see, for example,
[3,25,29], and also [12] for a survey on the topic). However, the complexity of the
problem in the class of P5-free graphs is still unknown. For (P3 + P2)-free graphs the
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question is open too. As a partial answer to this question we prove in this section
that both classes are closed under the total struction. A similar result has been proven
in [8] by de Werra, who showed that (Ck; Pk)-free graphs (k¿ 4) are closed under
struction. We extend this result in two ways. First, our result holds for more general
classes of graphs. Second, we prove that those classes are closed with respect to the
total struction.
Theorem 6. Let D be a graph every connected component of which is a chordless
path. If G is a D-free graph and H is a connected induced subgraph of G, then
S(G;H; p) is D-free.
Proof. It is not hard to see that if H is connected, then for any two vertices a; b in
N [V (H)], there is a chordless (a; b)-path every internal vertex of which (i.e. a vertex
di6erent form the endpoints of the path) belongs to H . We shall denote this path
P(a; b).
Suppose by contradiction that a set Y induces a graph D in S(G;H; p). DeBne
YR := Y ∩ R; YW := Y ∩ W . Let YW = {A1; : : : ; Ak}. Obviously, the vertices of YW
belong to at most two di6erent layers of S(G;H; p), since otherwise a triangle arises.
We distinguish two cases.
Case 1. The vertices of YW belong to exactly two layers. In this case the number
of vertices in YW is at most three, since otherwise either a cycle or a vertex of degree
more than two appears in D. Moreover, all the vertices of YW belong to the same
component of D. We denote this component by Pm and let YP := YR∩V (Pm). Consider
two subcases.
1.1. k = 3, and A−3 	= A−1 ; A−2 , and A1 is not adjacent to A2 in S(G;H; p). Each one
of the vertices A1 and A2 has at most one neighbor in YR. So we can choose a vertex
a1 ∈A1 and a vertex a2 ∈A2 in such a way that N (ai) ∩ YR = N (Ai) ∩ YR (i = 1; 2).
Clearly, a1 is not adjacent to a2, and hence the path P(a1; a2) has at least three vertices.
Consequently, the vertices of P(a1; a2) together with m − 3 vertices of YP induce in
G a chordless path with at least m vertices, which means that G contains D as an
induced subgraph, a contradiction.
1.2. k = 2. Then A−1 	= A−2 , and A1 is adjacent to A2 in S(G;H; p). We choose
two vertices a1 ∈A1 and a2 ∈A2 by analogy with case 1.1, and make a similar con-
clusion: the path P(a1; a2) together with m− 2 vertices in YP induce in G a chordless
path with at least m vertices, i.e. G contains D as an induced subgraph, again a
contradiction.
Case 2. All the vertices of YW are in the same layer, i.e. A−1 =A
−
2 =· · ·=A−k =A. If no
vertex in YR has a neighbor in A in the graph G, then the set {m(A1); : : : ; m(Ak)}∪ YR
induces D in G, a contradiction. If there is a vertex y∈YR adjacent in G to some vertex
of A, then k6 2 (otherwise y has degree k ¿ 2 in D). We consider two subcases.
2.1. k = 2. Then A1 and A2 are non-adjacent (otherwise, y; A1; A2 form a triangle),
and the vertex y is the unique vertex in YR adjacent both to A1 and to A2 (otherwise
a cycle arises in D).
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Denote by Y ′R the set obtained from YR by deleting the vertex y. Each one of the
vertices A1 and A2 has at most one neighbor in Y ′R. Choosing two vertices a1 ∈A1 and
a2 ∈A2 by analogy with case 1.1, we conclude that the vertices of P(a1; a2) together
with Y ′R induce in G a graph containing D as an induced subgraph, a contradiction.
2.2. k = 1. If A1 contains a vertex a whose neighborhood in YR is the same as the
neighborhood of A1 in YR, then G[{a}∪YR]=D. Otherwise, there are vertices a1; a2 ∈A1
each of which has a single neighbor in YR. So, the vertices of P(a1; a2) together with
YR induce in G a graph containing D as induced subgraph, a contradiction.
5. Combining struction and stability-preserving transformations
As pointed out before, the main problem which can appear in the repeated application
of the struction algorithm is that the number of vertices of the graphs appearing in this
sequence may increase exponentially. As an attempt to counterbalance this problem, we
propose to apply at every stage of this process some simple stability preserving graph
transformations. We shall Brst describe a few of these transformations, the essential
role of which is to make it possible to apply the struction without excessive increases
of the number of vertices.
(i) Neighborhood reduction. Assume that a graph has a pair of adjacent vertices a
and b such that every vertex adjacent to b is also adjacent to a. Then the deletion
of the vertex a from the graph does not change its stability number. This simple
transformation has been described in the literature under di6erent names, and shall be
called here neighborhood reduction.
In [14], this transformation has been used in order to bring any circular arc graph to
a canonical form for which the stability number can be determined in a straightforward
way. The alternative application of struction and of neighborhood reduction was shown
in [15] to produce a polynomial time algorithm for Bnding the stability number of a
subclass of claw-free graphs.
(ii) Magnet simpli>cation. A generalization of neighborhood reduction was proposed
in [17] for graphs G=(V; E) containing a magnet. A magnet is deBned as a pair (a; b)
of adjacent vertices such that every vertex in N (a)\N (b) is adjacent to every vertex in
N (b)\N (a). Under these conditions, the edges incident to a or b can be covered by the
following two complete bipartite subgraphs G1 = (N (b)− N (a); N (a)− N (b); E1) and
G2 = ({a; b}; N (a) ∩ N (b); E2) of G. Let us consider now an arbitrary covering of the
edges in E − (E1 ∪ E2) with complete bipartite partial subgraphs G3; : : : ; Gq of G. The
graphs G1; : : : ; Gq cover all the edges of E, and the associated posiform f=
∑
v∈V wvTv
is such that Ta=x1x2 and Tb= Nx1x2, and therefore, Ta+Tb=(x1+ Nx1)x2=x2. It follows that
f has the same maximum value as the posiform g=
∑
v∈V−{a;b} wvTv +wax2, i.e. the
conEict graph G′=(V ′; E′) associated with G satisBes |V ′|= |V |−1, and (G′)=(G).
In graph theoretical terms, this means that the graph G′ can be obtained directly from
G by deleting the vertex a together with all the edges (v; b) with v∈N (b) \ N (a).
Notice that neighborhood reduction is the special case of magnet simpliBcation in
which N (b) \ N [a] = ∅.
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Fig. 3. Edge removal/insertion.
It was shown in [17] that the alternating application of struction and of magnet
simpliBcation provides a polynomial time algorithm for Bnding the stability number of
a special class of claw-free graphs, which strictly includes the class examined in [15].
(iii) Edge insertion/removal. An ordered triple of vertices (a; b; c) of a graph G,
such that a is adjacent to b, but not to c, and N (a) ⊆ N (c) ∪ N [b], will be called
a switching triple. It has been shown in [4] that the insertion of the edge (b; c) (if
it is absent in G), or the removal of this edge (if it is present in G), does not alter
the stability number of the graph G. This fact allows us to perform edge removal and
insertion corresponding to a switching triple (a; b; c), as additional stability preserving
graph transformations.
It is easy to see that if (a; b) is a magnet in a graph G, then for any vertex
c∈N (b) \ N [a], the triple (a; b; c) is switching, and we may delete the edge (b; c)
without changing the stability number of G. After deletion of all such edges, neigh-
borhood reduction can be applied to the pair of vertices (a; b). Therefore, the magnet
simpliBcation can be viewed as the result of the repeated applications of edge removals,
followed by neighborhood reductions.
Notice however that edge removal/insertion may be applicable even if the graph
contains no magnets. Moreover, in its turn, edge insertion may also be helpful when
used in conjunction with struction. We shall illustrate this idea by the following simple
example.
Given the graph G, in Fig. 3(a), we notice the presence of the switching triples
(a0; a1; a6) and (a0; a2; a6), so we add the edges (a1; a6) and (a2; a6) to the graph G
(Fig. 3(b)). After this transformation, using the switching triples (a3; a0; a1), (a3; a0; a2),
we delete the edges (a0; a1), (a0; a2) (Fig. 3(c)). In the resulting graph, vertex a0 has
degree 1, and the application of the struction operation centered at a0, consists simply
in deleting a0 and a3.
This example suggests the idea of combining the application of struction with several
stability preserving operations. More precisely, we shall describe two transformations
each of which consists of combinations of the elementary transformations described
above.
(a) Guided struction. Under the assumption that the center of struction is in a par-
ticular vertex v of the graph G, the guided struction performs some stability preserving
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transformations in the neighborhood N (v) of v, in such a way that the graph G′ ob-
tained after struction should have as few vertices as possible. This goal is achieved
by Brst applying the technique (iii) described above, for removing as many of the
edges (v; u) with u∈N (v)) as possible. Afterwards, the same technique (iii) is used
for inserting as many edges (u; w), with u, w∈N (v) as possible, in order to reduce the
number of new vertices introduced by struction. In fact, this last transformation could
be viewed as neighborhood reduction in G′. Clearly, the net increase of the number
of nodes will be equal to the number of non-edges remaining in the so-transformed
neighborhood of v, minus |N [v]|. After calculating 3v for every v∈V , the center v0 of
the transformation is now selected to be the vertex which minimizes 3v.
(b) Compacti>cation. It has been noticed that the performance of struction is strongly
inEuenced by the size of the vertex set and by the density of the edge set. The e;-
ciency of struction is in general higher in the case of graphs having higher densities
of their edge sets. In order to increase the e;ciency of struction, compactiBcation
repeats as many times as possible the stability preserving transformations (i)–(iii),
starting with edge insertions, followed by neighborhood reductions and then by magnet
simpliBcations.
In a Brst series of computational experiments we have compared the e;ciency of
struction with that of guided struction. In a second series of computational experi-
ments we have compared the e;ciency of applying guided struction with or without a
preliminary compactiBcation of the graph.
In all the experiments, we have randomly generated graphs having 50 vertices and
densities of 10%, 20%, ...., 90%. Parts of these experiments were carried out on ran-
domly generated graphs with a uniform distribution of the edges. In other experiments,
the edges of the randomly generated graphs had a non-uniform distribution, these graphs
having been generated as unions of randomly generated subgraphs of high and of
low edge densities. All the computations were carried out on a Pentium 3 1:7 GHz
processor.
Experiment 1. In this experiment, we have compared the number of vertices of
the graphs obtained in two alternative ways. In the Brst alternative, we have sim-
ply applied struction using as center a vertex which insures the smallest increase of
the number of vertices in the resulting graphs, but have not included the stability
preserving transformations used in guided struction. This alternative was compared
with guided struction. We report in Tables 1(a) and 2(a) the results of these exper-
iments, applied to 27 uniformly and 27 non-uniformly generated graphs (3 graphs
for each of the 9 density levels). It can be seen that the number of vertices of
G′ when guided struction is applied to uniform graphs of density exceeding 70%
is reduced by 36% compared to the number vertices obtained by applying struc-
tion. In the case of non-uniformly generated graphs, the reductions in the size of
V (G′) average 24% and are signiBcant for all the tested graphs with densities exceed-
ing 40%. It can also be seen that the total time needed for carrying out the guided
struction in the uniform case is under 0:2 s, and is even smaller in the non-uniform
case.
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Table 1
Uniformly randomly generated graphs
Initial graph Struction Guided struction Vertex set
# Vertices Density # Vertices Density Time (s) # Vertices Density Time (s) Reduction
(%) (%) (%) (%)
(a) One application of struction/guided struction
50 10 47 10 0.05 47 10 0.09 0
50 20 50 25 0.05 50 25 0.11 0
50 30 54 40 0.06 54 40 0.11 0
50 40 78 65 0.06 78 65 0.12 0
50 50 101 83 0.09 100 82 0.14 1
50 60 110 90 0.09 103 89 0.15 6
50 70 125 94 0.1 74 60 0.13 41
50 80 114 97 0.1 42 70 0.1 63
50 90 79 98 0.07 31 88 0.11 61
(b) Three consecutive applications of struction/guided struction
50 10 44 11 0.06 43 10 0.12 2
50 20 62 44 0.07 62 44 0.13 0
50 30 81 67 0.07 80 66 0.13 1
50 40 204 94 0.13 65 47 0.12 68
50 50 400 98 0.2 74 47 0.14 82
50 60 383 99 0.18 67 73 0.15 83
50 70 188 99 0.15 29 63 0.14 85
50 80 50 99 0.06 20 54 0.11 60
50 90 1 0 0 1 1 0.11 0
(c) Five consecutive applications of struction/guided struction
50 10 39 14 0.06 39 14 0.12 0
50 20 66 55 0.07 65 42 0.13 2
50 30 561 98 0.18 77 64 0.14 86
50 40 613 99 0.19 65 45 0.12 89
50 50 298 99 0.14 48 40 0.15 84
50 60 98 99 0.18 37 48 0.15 62
50 70 20 99 0.16 5 47 0.14 75
50 80 1 0 0.06 0 0 0.12 100
50 90 0 0 0 0 0 0.11 N/A
In Tables 1(b) and 2(b) we have repeated the above experiments, applying them
3 times: Brst to a series of randomly generated graphs Gi, then to the graphs G′i ob-
tained by applying struction or guided struction to the graphs Gi, and Bnally to the
resulting graphs G′′i . Here too, these experiments, were applied to two groups of 27
graphs each, obtained similarly to those presented above. It can be seen that the re-
duction in the size of V (G′′′i ) obtained by guided struction, averages 48.5% the graphs
Gi of high density, being lower for the non-uniformly, and higher for the uniformly
generated graphs. The average computing time for executing guided struction is less
than 0:2 s.
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Table 2
Non-uniformly randomly generated graphs
Initial graph Struction Guided struction Vertex set
# Vertices Density # Vertices Density Time (s) # Vertices Density Time (s) Reduction
(%) (%) (%) (%)
(a) One application of struction/guided struction
50 10 47 10 0.001 47 10 0.001 0
50 20 46 20 0.001 45 15 0.001 2
50 30 42 23 0.004 42 23 0.004 0
50 40 43 38 0.004 38 25 0.003 12
50 50 39 37 0.003 35 29 0.002 10
50 60 38 51 0.003 29 25 0.002 24
50 70 30 51 0.002 24 33 0.002 20
50 80 29 64 0.001 18 38 0.001 38
50 90 20 74 0.001 12 40 0.001 40
(b) Three consecutive applications of struction/guided struction
50 10 42 10 0.002 42 10 0.001 0
50 20 37 14 0.001 37 14 0.001 0
50 30 34 20 0.004 33 15 0.004 3
50 40 32 29 0.002 28 14 0.003 13
50 50 26 25 0.003 24 15 0.003 8
50 60 26 39 0.003 23 22 0.002 12
50 70 15 35 0.002 10 34 0.002 33
50 80 9 16 0.001 5 21 0.001 44
50 90 5 0 0.001 5 0 0.001 0
(c) Five consecutive applications of struction/guided struction
50 10 33 2 0.002 24 3 0.001 27
50 20 34 18 0.001 25 12 0.001 26
50 30 28 19 0.004 15 16 0.004 46
50 40 22 22 0.002 11 19 0.003 50
50 50 21 35 0.003 15 15 0.003 29
50 60 13 28 0.003 11 16 0.002 15
50 70 11 21 0.002 8 7 0.002 27
50 80 7 65 0.001 5 20 0.001 29
50 90 1 0 0.001 1 0 0.001 N/A
In Tables 1(c) and 2(c) we report the results of applying 5 times struction, respec-
tively guided struction. This time, it can be seen that the average reduction in the size
of the vertex set is of 57%, being somewhat lower in the case of non-uniform graphs
and higher in the case of uniform graphs. The average computing time is of less than
0:2 s.
In conclusion, it appears that the sequential application of guided struction can
be achieved with minimal computational e6ort and results in substantially smaller
transformed graphs than those obtained by simply applying the struction
method.
G. Alexe et al. / Discrete Applied Mathematics 132 (2004) 27–46 43
Table 3
Uniformly randomly generated graphs
Initial graph Struction CompactiBcation+guided struction Vertex set
# Vertices Density # Vertices Density Time (s) # Vertices Density Time (s) Reduction
(%) (%) (%) (%)
(a) One application of struction/Compacti>cation+guided struction
50 10 47 10 0.05 39 12 0.1 17
50 20 48 21 0.05 48 23 0.1 0
50 30 57 63 0.06 57 43 0.12 0
50 40 74 66 0.06 74 67 0.14 0
50 50 111 83 0.09 109 84 0.14 2
50 60 116 90 0.09 43 62 0.14 63
50 70 124 95 0.1 32 58 0.12 74
50 80 120 97 0.1 15 60 0.1 88
50 90 85 98 0.08 3 3 0.1 96
(b) Three consecutive applications of struction/compacti>cation+guided struction
50 10 42 10 0.06 19 11 0.1 55
50 20 69 44 0.07 68 45 0.13 1
50 30 103 77 0.07 44 44 0.12 57
50 40 461 98 0.13 52 55 0.1 89
50 50 642 99 0.2 30 65 0.09 95
50 60 430 99 0.18 9 25 0.07 98
50 70 243 99 0.15 5 0 0.05 98
50 80 81 99 0.06 2 0 0.05 98
50 90 4 1 0 0 0 0.05 100
(c) Five consecutive applications of struction/compacti>cation+guided struction
50 10 39 12 0.06 16 0 0.05 59
50 20 50 40 0.07 45 40 0.1 10
50 30 178 93 0.18 40 46 0.1 78
50 40 874 99 0.23 42 58 0.1 95
50 50 399 99 0.14 6 67 0.08 98
50 60 101 99 0.18 6 0 0.06 94
50 70 12 98 0.15 3 0 0.05 75
50 80 0 0 0.05 0 0 0.05 N/A
50 90 0 0 0 0 0 0.05 N/A
Experiment 2. This experiment di6ers from Experiment 1 by the fact that the simple
application of struction was compared with the combined application of compactiBca-
tion, followed by guided struction. In this case, it can be seen from Tables 3 and 4
(a–c) that the sizes of the vertex sets obtained through compactiBcation + guided
struction are on the average 67% less than those obtained by using the simple struc-
tion method for graphs with densities exceeding 40%, and that the necessary computing
time for compactiBcation and guided struction never exceeded 0:25 s and was usually
much lower.
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Table 4
Non-uniformly randomly generated graphs
Initial graph Struction CompactiBcation+guided struction Vertex set
# Vertices Density # Vertices Density Time (s) # Vertices Density Time (s) Reduction
(%) (%) (%) (%)
(a) One application of struction/compacti>cation+guided struction
50 10 47 10 0.001 28 1 0.001 40
50 20 46 21 0.001 22 8 0.001 52
50 30 51 48 0.004 19 0 0.002 63
50 40 39 30 0.004 15 1 0.001 62
50 50 40 40 0.003 18 8 0.001 55
50 60 39 53 0.003 13 3 0.001 67
50 70 35 61 0.002 10 8 0.001 71
50 80 22 51 0.001 9 0 0.001 59
50 90 18 61 0.001 5 0 0.001 72
(b) Three consecutive applications of struction/compacti>cation+guided struction
50 10 40 8 0.002 26 0 0.001 35
50 20 41 20 0.001 20 0 0.001 51
50 30 36 25 0.004 16 0 0.002 56
50 40 32 26 0.002 16 14 0.001 50
50 50 30 33 0.003 13 0 0.001 57
50 60 28 48 0.003 9 0 0.001 68
50 70 18 36 0.002 9 0 0.001 50
50 80 10 24 0.001 7 0 0.001 30
50 90 6 0 0.001 6 0 0.001 0
(c) Five consecutive applications of struction/compacti>cation+guided struction
50 10 34 6 0.002 22 0 0.001 35
50 20 31 10 0.001 20 0 0.001 35
50 30 23 9 0.004 15 0 0.002 35
50 40 26 32 0.002 11 0 0.001 58
50 50 21 25 0.003 10 0 0.001 52
50 60 43 35 0.003 8 0 0.001 81
50 70 10 31 0.002 5 0 0.001 50
50 80 9 0 0.001 4 0 0.001 56
50 90 1 0 0.001 1 0 0.001 0
Successful experiments are currently in progress for applying more complex struction-
based algorithms for computing the stability number of graphs with hundreds and
even thousands of vertices. While the experiments reported in this paper involve
relatively small graphs, they clearly show that compactiBcation and guided struc-
tion o6er substantial improvements of the method, and have
the potential of extending its applicability to much larger categories of
graphs.
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