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Abstract: Large and very large matrix cannot be dealt by current matrix multiplication algorithms． With the development
of MapＲeduce programming frame， parallel programs have become the main approaches for matrix computing． The matrix
multiplication algorithms based on MapＲeduce were summarized， and an improved strategy for large matrix was proposed，
which had a tradeoff in the data volume between the computation on single work node and the network transmission． The
experimental results prove that the parallel algorithms outperform the traditional ones on the large matrix， and the performance
will improve with the increase of the clusters．
























广泛关注。Hadoop 中基于 GFS( Google File System) ［4］原理的
模块 Hadoop 分布式文件系统( Hadoop Distribute File System，
HDFS) 有效地利用数据的本地特性，很好地解决了网络带宽
的瓶颈问题。一些基于 MapＲeduce 并行框架的机器学习算
法如 K-均值和 K-近邻等算法都已经在 Hadoop 上实现，并获
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传统矩阵乘法的时间复杂度是 O( n3 ) ，1969 年 Strassen

















中不能存下的数据，当前 Apache 正在进行的 Hama 项目［16］就
是一个很好的例证。Hama 注重通用性，但这也给 Hama 带来












的问题。用户可以自定义 Map 函数和 Ｒeduce 函数，其中 Map
函数根据原始 ( key，value) 对生成中间( key，value) 对集合，
MapＲeduce 框架将拥有相同 key值的 value 聚集在一起传递给
Ｒeduce 函数，Ｒeduce 函数处理所有具有相同 key 值的 value
值，形成一个较小的 value 值的集合。
MapＲeduce 的执行流程是，首先用户程序调用 Master 节
点和 worker 节点，Master 节点对原始数据进行分片，形成输入
文件分片; 然后 Master 节点根据每个 worker 节点上的数据分
片再为每个 worker 分配 Map，这样就充分利用了数据的本地
特性，减少了 worker 节点间不必要的数据传递; worker 读取本
地要处理的数据并调用 Map 接口的实现代码对数据进行处
理，将处理结果写入本地磁盘，并根据 Ｒeduce 个数对输出的
临时文件进行分区; 当一个 worker 节点的 Map 处理完该作业
的所有数据时，通过网络将中间数据传递到 Ｒeduce 的 worker
节点; Ｒeduce 函数对所有具有相同中间 key 值的 value 进行处
理，输出结果文件。







定义 1 将矩阵 A 用若干条纵线和横线分成许多小矩
阵，每一个小矩阵称为矩阵 A的子块，以子块为元素的形式上
的矩阵称为分块矩阵。
例如，将 3 × 4 的矩阵
A =
a11 a12 a13 a14
a21 a22 a23 a24
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，A21 = ［a31 a32］，
A22 = ［a33 a34］。即 A11，A12，A21，A22 为 A 的子块，而 A 形式
上成为以这些子块为元素的分块矩阵。式( 2) 和( 3) 可类比
式( 1) ，写出其子块。
矩阵乘法由线性方程组的组合变换演变而来，定义如下:
定义 2 设 A = ( aij ) 是一个 m × s 矩阵，B = ( bij ) 是一
个 s × n 矩阵，那么规定矩阵 A 与矩阵 B 的乘积是一个 m × n









定义 3 设 A 为 m × s 矩阵，B 为 s × n 矩阵，分块成:
A =
A11 A12 … A1S
A21 A22 … A2S
  
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B =
B11 B12 … B1N
B21 B22 … B2N
  











其中: Ai1，Ai2，…，AiS 的列数分别等于 B1j，B2j，…，BSj 的行
数，那么
AB =
C11 C12 … C1N
C21 C22 … C2N
  















AikBkj ; i = 1，2，…，M，j = 1，2，…，N
为了方便阐述，本文假设相乘的两个矩阵为 A 和 B，结果
矩阵是C，其中A为左矩阵，是一个m × s矩阵，B为右矩阵，是
s × n 的矩阵，则 C 是一个 m × n 矩阵。
A 矩阵和 B 矩阵的向量表示如下:






m ) ，Acol = ( a1 a2 … as )






s ) ，Bcol = ( b1 b2 … bn )
其中: aTi 表示矩阵 A 的第 i 行，ai 表示矩阵 A 的第 i 列; 同理，




图 1 中: index 指的是行号或列号，下面如果不特别强调 index
均指行号; aij 指的是第 i 行和第 j 列的元素( i = 0，1，2，…，
m; j = 0，1，2，…，n) 。
稀疏矩阵由于大量元素空缺，为了节省存储空间采用如
图 2 所示的存储格式。图 2 中: rowId 表示行号，colId 表示列
号，value 表示该位置上对应的元素。









index ele0 ele1 ele2  elen
0 a00 a01 a02  a0n
1 a10 a11 a12  a1n
2 a20 a21 a22  a2n
    







3． 3 MapＲeduce 分布式矩阵乘法
本节首先对两种常见矩阵乘法算法的 Hadoop 实现进行
论述，分析其优缺点，并针对目前实现工作的一些弊端，提出





































































































从图 3 中可以看出，内积法充分利用了 MapＲeduce 的并
行性，但同时也大大增加了 Shuffle 传输的中间数据量。如表
1 所示，假设理想情况下使用 m × n 个 Ｒeduce 任务进行计算，
即每个 Ｒeduce 任务计算结果矩阵的一个元素。从表 1 中可
以看出编号为 Ｒ_i_j 的 Ｒeduce 任务需要 A 矩阵的第 i 行和 B
矩阵的第 j 列元素进行计算，这里 i = 1，2，…，m，j = 1，2，
…，n。因此，Shuffle 阶段需要传递 s × n × m 个 A 矩阵元素和
s × m × n 个 B 矩阵元素到拥有 Ｒeduce 任务的 worker 节点，因




表 1 内积法中 Ｒeduce 任务与数据的对应关系
A
B
b1 b2 … bn
aT1 Ｒ_1_1 Ｒ_1_2 … Ｒ_1_n
aT2 Ｒ_2_1 Ｒ_2_2 … Ｒ_2_n
   
aTm Ｒ_m_1 Ｒ_m_2 … Ｒ_m_n
注: Ｒ_i_ j 表示 Ｒeduce 任务的编号。
当然，在某些应用场合下，内积法效率还是很高的。当右
矩阵B是小矩阵时，这种方法就有了其独到的用武之地，效率
很高。可以把 B 放在分布式缓存( 共享内存) 中，这样每个计
算节点的 Map 任务可以直接访问到整个 B 矩阵，从而 A 矩阵
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从图 4 可以看出，在理想情况下，外积法的 MapＲeduce 实
现最多可由 s 个 Ｒeduce 任务并行完成，即每个工作节点计算
一个对应的列行对。它的 Ｒeduce 任务和数据的对应关系图
如表 2 所示。从表 2 中可以看出，编号为 Ｒ_i_i 的 Ｒeduce 任
务节点需要 A 矩阵的第 i 列和 B 矩阵的第 i 行元素进行计算，
因此 Job1 需 要 通 过 Shuffle 阶 段 传 输 的 数 据 元 素 个 数 为
m × s + s × n，但是在 Job2 中需要产生 s 个与结果矩阵 C 相
同规模的中间矩阵。而且在 Job2 中，这 s × m × n 的中间数据
可以通过 MapＲeduce 框架的优化方法进行优化，从而最终产
生的数据要远小于 s × m × n。Job2 中的 Shuffle 阶段通过采用
combiner 技术，在本地对 Map 输出的中间数据进行合并处理，
因此该方法最终产生的中间数据量远小于 s × ( m + n + m ×























































































表 2 外积法中 Ｒeduce 任务与数据的对应关系
A
B










s × m × n 中间数据写到共享文件系统中作为 Job2 的输入，而
这些中间数据不能运用 MapＲeduce 框架进行优化，读写磁盘
的 IO 操 作 浪 费 了 大 量 时 间。而 且 经 验 表 明 将 计 算 放 在
Ｒeduce 阶段不如放在 Map 阶段。












分为一块。为了方便阐述，下面约定将左矩阵划分为 m1 × s1
的等大小矩阵，将右矩阵划分为 s1 × n1 的等大小矩阵。最后，
按照此约定可以得出分块后左右矩阵的大小，假设分块后 A
是 M × S，B 是 S × N，则:
M = ( m － 1) /m1 + 1
S = ( s － 1) / s1 + 1
N = ( n － 1) /n1 + 1
A、B 矩阵分别表示为:
A =
A11 A12 … A1S
A21 A22 … A2S
  













B11 B12 … B1N
B21 B22 … B2N
  
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的乘积都需要一个 Ｒeduce 工作节点，那么并发粒度为M ×
N × S。正如上面分析按列行分块的内积法 MapＲeduce 实现，







( Aij * N) ，即总的
数据元素数是 m × s × N。同理，可以分析B的每一个子阵都需







( | Aij | * M) ，即总的数据元素数是
s × n × M。那么需要通过 Shuffle 阶段传递的数据元素总数为

























采用 Hadoop 1． 0 版本，由 1 个 NameNode 和 7 个 DataNode 构
成。每个节点 CPU 为 i5-2300 2． 8 GHz，4 核 8 线程，内存容量
为 32 GB，操作系统使用 Ubuntu 12． 04。
实验编写了一个随机矩阵生成器，通过设置参数行数 m，










采用 6 组 实 验 数 据，矩 阵 维 数 分 别 是 1 000 × 1 000，
5 000 × 5 000，10 000 × 10 000，15 000 × 15 000，20 000 × 20 000，
25 000 × 25 000。这些实验数据均使用上面描述的矩阵生成
器随机生成。本次实验将 Hadoop 实现的分布式方法中的分
块法与单机算法进行对比，实验效果如图 5( 横轴表示对方阵









示“java． lang． OutOfMemoryError: Java heap space”; 而分块算
法完成计算只需要 46 179 s。另外，在集群上运行内积法，由
于中间传输数据量太大，而且这些数据都是计算所需的数据，
不能利用 Hadoop 框架进行优化，所以当数据规模很小时，仍
需要很长时间计算，当方阵维数是 1 000 时，就需要 18 133 s。
而外积法将计算放在第二个作业的 Map 阶段，中间产生的数
据运用 Hadoop 自 身 的 优 化 框 架 进 行 优 化，有 效 地 减 少 了
Shuffle 阶段传输的数据量; 而且外积法自身比内积法的中间
数据量小，从而当维数为 1 000 时，只使用了 721 s 进行计算。
相比而言，将右矩阵放入分布式文件系统的共享内存中，不需
要 Ｒeduce 操作，从而省去了读写磁盘 IO 以及 Shuffle 阶段传
输的数据量，它的运行时间是四种分布式算法中最少的，只需











节中提到的矩阵生成器生成维数为 100000 × 150000 的矩阵，
各组矩阵的稀疏度分别是 0． 000 1，0． 000 3，0． 000 5，0. 000 8，
0． 001，其中各组左右矩阵的稀疏度相同，每个 Job 中 Ｒeduce
任务的数量为 56。运用 Hadoop 实现的分块矩阵乘法，实验
结果如图 6( 横轴表示矩阵稀疏度，纵轴表示执行时间) 所示。
从图 6 可以看出，随着矩阵稀疏度增大，运行时间越来越
长。实验中采用的分块策略是左矩阵 500 × 1 000，右矩阵是








本实验采用了方阵维数为 5 000 的矩阵来研究分块策略
对分块算法效率的影响，主要研究的因素是分块策略直接影
响产生的中间数据的大小，从而影响算法的效率。本实验采
用 8 种分块策略，分块大小分别是 300 × 300，500 × 500，800 ×
800，1 000 × 1 000，1 500 × 1 500，2 000 × 2 000，2 500 × 2 500，













根据 3． 3 节分析，其实影响中间数据量大小的是分块方法中
左矩阵行分法和右矩阵的列分法。外积法和内积法就是按矩
阵的行列分块，从这一点说，外积法和内积法是分块法的特殊
形式。对比图 7 和图 8，分块越大中间数据量越小，系统性能
越好，但这不是绝对的，当分块大到一定程度，尽管中间数据
量很小，但是系统性能却严重下降，因此，要有效地控制中间



















4 个工作节点开始依次递增 1 个工作节点，直到增加到 7 个
工作节点。数据集采用的方阵维数是 5 000，使用分块算法，













基于多线程，不能容易地移植到能处理 TB 和 PB 级数据的集
群中。当前基于 Hadoop 的 Hama 项目，由于其过多地考虑算
法的通用性而扩展性不强，这些都不能很好地满足大数据处
理的要求。本文选择从各个角度出发循序渐进地对矩阵乘法
Hadoop 实现方法进行分析论证，探讨了其在 Hadoop 上的实
现原理及数据的流动模式，并指出了这些方法的适用情形。
理论分析和实验表明，如果能处理好单个工作节点所需要的





实验代码和数据下载网址: http: / /datamining． xmu． edu．
cn /main / ～ sys /hmm． html。
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