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 Abstract.  The study in this article seeks to find conditions that are necessary and sufficient for 
the satisfiability of a Boolean function.  
 We will use the concept of special covering of a set introduced in [9] and study the relation of 
this concept with the satisfiability of Boolean functions.  
 We show that the problem of existence of a special covering of a set is equivalent to the Boolean 
satisfiability problem. Thus, an important result is the proof of the existence of necessary and sufficient 
conditions for the existence of special covering of the set. This result allows us to formulate the necessary 
and sufficient conditions for Boolean satisfiability, considering the function in conjunctive normal form 
as a set of clauses.  
 To formulate the same result in term of Boolean function we introduce the concept of 
proportional conjunctive normal form of a function, which is a conjunctive normal form of a function 
with the condition that each clause contains a negative literal or each clause contains a positive literal. 
 So, we obtain that а Boolean function represented in conjunctive normal form is satisfiable if and 
only if it is transformed into a function in proportional conjunctive normal form by literal inversion, that 
is, by replacing the positive form of the literal with its negative form and vice versa in all clauses of the 
function for some variables. 
To prove these results, some algorithmic procedures are used. As a result of these procedures, in 
parallel, we obtain the Boolean values for the variables of the function for which it is satisfiable. 
 Estimates of the complexity of these algorithmic procedures will be presented in the next 
article. 
 Generally accepted terminology on set theory, Boolean functions, and graph theory is consistent 
with the terminology found in the relevant works included in the bibliography [1],[2],[3]. The newly 
introduced terms are not found in use by other authors and do not contradict to other terms.  
 The bibliography also includes some articles related to the subject being studied. 
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Special covering of the set         
 
 Let 𝑆 = {𝑒1, 𝑒2, . . ., 𝑒𝑚} be a nonempty set of 𝑚 elements for some natural number 𝑚. 
 We assume that for the set 𝑆 and for some natural number 𝑛, are given 𝑛 arbitrary ordered 
pairs of arbitrary subsets of the set 𝑆. For some 𝛼 ∈ {0,1} we denote them by  
(𝑀1
𝛼, 𝑀1
1−𝛼), (𝑀2
𝛼 ,  𝑀2
1−𝛼), .  .  .  , (𝑀𝑛
𝛼, 𝑀𝑛
1−𝛼), 
where the superscript 1- 𝛼 means 1 when 𝛼 = 0, and 0, when 𝛼 = 1.   
 We also denote by 𝑑𝑛𝑆 an arbitrarily ordered set of those ordered pairs:  
𝑑𝑛𝑆 = {(𝑀1
𝛼, 𝑀1
1−𝛼), (𝑀2
𝛼,  𝑀2
1−𝛼), .  .  .  , (𝑀𝑛
𝛼 , 𝑀𝑛
1−𝛼)},    
 Definition 𝑑1. The set 𝑑𝑛𝑆 will be called a special decomposition of the set 𝑆, if  
 (𝑑1.i)       ∀ 𝑖 ∈ {1, . . ., 𝑛}  (𝑀𝑖
𝛼 ∩ 𝑀𝑖
1−𝛼) = ∅, 
            (𝑑1.ii)      ∀ 𝑖 ∈ {1, . . ., 𝑛} (𝑀𝑖
𝛼 ≠ ∅) or 𝑀𝑖
1−𝛼 ≠ ∅),    
            (𝑑1.iii)     ⋃ (𝑀𝑖
𝛼𝑛
𝑖=1 ∪ 𝑀𝑖
1−𝛼) = 𝑆. 
   Definition 𝑑2.  Let the set  𝑑𝑛𝑆 be a special decomposition of the set 𝑆.     
 For some 𝛼1, 𝛼2, . . ., 𝛼𝑛, where  𝛼𝑖 ∈ {0,1}, the ordered set  
𝑐𝑛𝑆 = {𝑀1
𝛼1, 𝑀2
𝛼2, . . ., 𝑀𝑛
𝛼𝑛},    
will be called a special covering of the set 𝑆 under the special decomposition 𝑑𝑛𝑆, if   
⋃  𝑀𝑖
𝛼𝑖 =𝑛𝑖=1  𝑆.  
 Proposition 𝑃1. Let for some  𝛼1, 𝛼2, . . ., 𝛼𝑛, the set  𝑐𝑛𝑆 = { 𝑀1
𝛼1, . . ., 𝑀𝑛
𝛼𝑛}  be a special 
covering for the set 𝑆 under the special decomposition 𝑑𝑛𝑆.  
If for some  𝛼 ∈ {0,1} and 𝑖 ∈ {1, . . ., 𝑛},  𝑀𝑖
𝛼 ⊄ ⋃ (𝑀𝑗
𝛼𝑗 ∪ 𝑀𝑗
1−𝛼𝑗)j≠𝑖 ,  then  𝑀𝑖
𝛼 ∈  𝑐𝑛𝑆.     
 Proof :   Suppose that   𝑀𝑖
𝛼 ∉  𝑐𝑛𝑆.  It means that  𝑀𝑖
1−𝛼 ∈ 𝑐𝑛𝑆.   
Since 𝑀𝑖
𝛼 ⊄ ⋃ (𝑀𝑗
𝛼𝑗 ∪ 𝑀𝑗
1−𝛼𝑗)j≠𝑖 , then there exists an element 𝑒 ∈ 𝑀𝑖
𝛼 , such that 
∀  𝑗 ≠ 𝑖  ( 𝑒 ∉ 𝑀𝑗
𝛼𝑗  ) & ( 𝑒 ∉ 𝑀𝑗
1−𝛼𝑗  ).  
 On the other hand, since  𝑀𝑖
𝛼 ∩ 𝑀𝑖
1−𝛼 = ∅, then it follows from 𝑒 ∈ 𝑀𝑖
𝛼   that  𝑒 ∉ 𝑀𝑖
1−𝛼.  
 So,  𝑐𝑛𝑆 cannot be a special covering for the set 𝑆.  And this is a contradiction. ∇    
 (By the symbol ∇ we mark the end of the proof). 
 Corollary 𝑃1.1 If under some special decomposition 𝑑𝑛𝑆 of the set 𝑆 there is an ordered 
pair (𝑀𝑖
𝛼 ,  𝑀𝑖
1−𝛼) ∈ 𝑑𝑛𝑆  such, that     
𝑀𝑖
𝛼  ⊄ ⋃ (𝑀𝑗
𝛼𝑗 ∪ 𝑀𝑗
1−𝛼𝑗)j≠𝑖   and 𝑀𝑖
1−𝛼 ⊄ ⋃ (𝑀𝑗
𝛼𝑗 ∪ 𝑀𝑗
1−𝛼𝑗)j≠𝑖 ,           
then there is no special covering of the set 𝑆 under the decomposition 𝑑𝑛𝑆.    
 Proof :   If under the mentioned conditions there is a special covering, then it follows 
from the proposition 𝑃1 that both subsets 𝑀𝑖
𝛼 and 𝑀𝑖
1−𝛼 should be included in it. But this is 
contrary to the definition 𝑑2. ∇   
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 For a special decomposition 𝑑𝑛𝑆 and for any 𝛼 ∈ {0, 1} we denote:  
𝑀𝛼 = ⋃ 𝑀𝑖
𝛼𝑛
𝑖=1 , 
 𝑠𝑀𝛼 = {𝑀1
𝛼 , 𝑀2
𝛼 , . . . , 𝑀𝑛
𝛼}.  We consider 𝑠𝑀𝛼 as an ordered set. 
 (𝑖1, . . . , 𝑖𝑘)s𝑀
𝛼  is the ordered set obtained from the set 𝑠𝑀𝛼 by substitutions of the 
subsets 𝑀𝑖1
1−𝛼, . . . , 𝑀𝑖𝑘
1−𝛼 in the places of the subsets 𝑀𝑖1
𝛼 , . . . , 𝑀𝑖𝑘
𝛼  respectively.  
 (𝑖1, . . . , 𝑖𝑘)𝐼(𝑑𝑛𝑆) is the ordered set obtained by permuting the components of ordered 
pairs with the numbers 𝑖1, . . . , 𝑖𝑘 of the set 𝑑𝑛𝑆. It will be called a set of  𝐼-transformation of  𝑑𝑛𝑆. 
 (𝑖1, . . . , 𝑖𝑘)𝑀
𝛼 is the set of elements included in the subsets of the set (𝑖1, . . . , 𝑖𝑘)s𝑀
𝛼. 
 Definition 𝑑3. The set 𝑀𝛼 will be called a set of elements of the domain 𝑀𝛼. 
The set 𝑠𝑀α will be called a set of 𝛼-components of ordered pairs of corresponding 
decomposition. It will also be called a set of subsets of the domain 𝑀𝛼. 
 For any {𝑖1, . . . , 𝑖𝑘} ⊆ {1, . . . , 𝑛} the set (𝑖1, . . . , 𝑖𝑘)s𝑀
𝛼 will be called a set of  𝛼-
components of the ordered pairs of (𝑖1, . . . , 𝑖𝑘)𝐼(𝑑𝑛𝑆).  
 If the set of subsets of domain 𝑀𝛼 is a special covering for the set 𝑆, then such a covering 
will be called a special 𝑀𝛼-covering or briefly 𝑀𝛼-covering for the set 𝑆.  
 Lemma 𝐿1. For any ordered set 𝑑𝑛𝑆 of the ordered pairs of subsets of the set 𝑆 and for 
any I -transformation I (𝑑𝑛𝑆) the following is true:  
 i) 𝑑𝑛𝑆 is a special decomposition of the set 𝑆 if and only if  𝐼(𝑑𝑛𝑆) is a special 
decomposition of the set 𝑆. 
 ii) If 𝑑𝑛𝑆 is a special decomposition of the set 𝑆, then there exists a special covering of 
the set 𝑆 under the decomposition 𝑑𝑛𝑆 if and only if it exists under the decomposition 𝐼(𝑑𝑛𝑆).   
 Proof :  i) During the transition from the set 𝑑𝑛𝑆 to the set 𝐼(𝑑𝑛𝑆) and the transition from 
𝐼(𝑑𝑛𝑆) to 𝑑𝑛𝑆, the contents of the subsets of decompositions do not change. Only the orders of 
the components of some ordered pairs change. So, the points i) and ii) are true. ∇  
 Lemma 𝐿2. There is a special covering for the set 𝑆 under the special decomposition 𝑑𝑛𝑆 if 
and only if for some 𝛼 ∈ {0,1} there is an 𝑀𝛼-covering for 𝑆 under some decomposition 𝐼(𝑑𝑛𝑆).       
 Proof:  Obviously, if for some 𝛼 ∈ {0,1} the subsets of domain 𝑀𝛼 form a special covering, 
then by the definition 𝑑2, it will also be a special covering for the set 𝑆. 
 Suppose that for some 𝛼1, . . ., 𝛼𝑛, the set 𝑐𝑛𝑆 = { 𝑀1
𝛼1,  𝑀2
𝛼2 ,   .  .  .  , 𝑀𝑛
𝛼𝑛} is a special 
covering for the set 𝑆, and there are elements in 𝑐𝑛𝑆 that are included in the domain 𝑀
1−𝛼.  That 
is there are subsets  𝑀𝑗1
1−𝛼, . . ., 𝑀𝑗𝑙
1−𝛼 such, that 
( { 𝑀𝑗1
1−𝛼, . . . , 𝑀𝑗𝑙
1−𝛼} ⊆  s𝑀1−𝛼) & ( { 𝑀𝑗1
1−𝛼, . . . , 𝑀𝑗𝑙
1−𝛼} ⊆ 𝑐𝑛𝑆). 
Applying  𝐼-transformation with respect to the ordered pairs     
(𝑀𝑗1
𝛼 ,  𝑀𝑗1
1−𝛼), .  .  . ,(𝑀𝑗𝑙
𝛼,  𝑀𝑗𝑙
1−𝛼),  
according to Lemma 𝐿1 we obtain that 𝑐𝑛𝑆 is also an 𝑀
𝛼-covering for the set 𝑆. ∇    
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Boolean functions in conjunctive normal form 
and special decompositions  
 Let for natural numbers 𝑛 and 𝑚, 𝑓(𝑥1, 𝑥2, . . ., 𝑥𝑛) be a Boolean function of 𝑛 variables 
represented in conjunctive normal form (𝐶𝑁𝐹) with 𝑚 clauses.  
 We denote by 𝑐𝑖 the 𝑖-th clause of the formula in a certain natural numbering of the 
clauses. That is for some  𝑘 ∈ {1, . . ., 𝑛}  and  { 𝑗1, . . ., 𝑗𝑘} ⊆ {1, . . ., 𝑛}, we denote 
𝑐𝑖 = 𝑥𝑗1
𝛼1 ∨ . . . ∨ 𝑥𝑗𝑘
𝛼𝑘  , 
where  𝛼𝑗 ∈ {0,1},  𝑥𝑗
0 = ¬𝑥𝑗,   𝑥𝑗
1 = 𝑥𝑗,   𝑗 ∈ {1, . . ., 𝑛}. 
 With this notation, the function 𝑓(𝑥1, 𝑥2, . . ., 𝑥𝑛) will be represented as  
𝑓(𝑥1,𝑥2, . . . , 𝑥𝑛) = ⋀ 𝑐𝑖
𝑚
𝑖=1 . 
 For simplicity, we assume that  
 - no variable and its negation are included in any clause simultaneously,  
 - for a function of n variables, for each 𝑗 ∈ {1, . . ., 𝑛}, the literal 𝑥𝑗
𝛼 is included in some 
clauses for some 𝛼 ∈ {0,1}.    
 Obviously, this assumption does not limit the set of functions being considered.   
 The 𝑠𝑎𝑡𝐶𝑁𝐹 problem is the problem of determining if given function 𝑓 represented in 
𝐶𝑁𝐹  is satisfiable, that is if there exist  σ1, . . .,σ𝑛  such that  σ𝑗 ∈ {0,1} and  
𝑓(σ1, σ2 . . .,σ𝑛) =1.     
We will use the following notations:  
𝑆(𝑓) is the set of clauses of the function 𝑓(𝑥1, . . .,𝑥𝑛):   
𝑆(𝑓) = {𝑐1, 𝑐2, . . ., 𝑐𝑚}. 
For each 𝑖 ∈ {1, . . ., 𝑛} and 𝛼 ∈ {0,1} we compose the sets 𝑓𝑀𝑖
𝛼 as follows:  
𝑓𝑀𝑖
𝛼 = {𝑐𝑗  / 𝑐𝑗  ∈ 𝑆(𝑓)  and  𝑐𝑗   contains   𝑥𝑖
𝛼,  ( 𝑗 ∈ {1, . . ., 𝑚})}.  
 𝑑𝑛𝑆(𝑓) is the following ordered set of ordered pairs of the subsets 𝑓𝑀𝑖
𝛼 for 𝑖 ∈ {1, . . ., 𝑛}:  
𝑑𝑛𝑆(𝑓) = {(𝑓𝑀1
𝛼 , 𝑓𝑀1
1−𝛼),  (𝑓𝑀2
𝛼 , 𝑓𝑀2
1−𝛼) , .  .  .  , (𝑓𝑀𝑛
𝛼 , 𝑓𝑀𝑛
1−𝛼)}.  
 We will use the notation 𝑀𝛼  and 𝑠𝑀𝛼  also for the set  𝑑𝑛𝑆(𝑓). 
 Lemma 𝐿3.  For any function 𝑓(𝑥1, . . .,𝑥𝑛), represented in 𝐶𝑁𝐹, the set 𝑑𝑛𝑆(𝑓) is a special 
decomposition of the set 𝑆(𝑓). 
 Proof :   Consider the conditions (𝑑1.i) - (𝑑1. iii).  
(𝑑1.i)    ∀ 𝑖 ∈ {1, . . ., 𝑛}  (𝑓𝑀𝑖
𝛼 ∩ 𝑓𝑀𝑖
1−𝛼) = ∅.  
 This is evident since none of the clauses contains the literals 𝑥𝑖
𝛼 and  𝑥𝑖
1−𝛼 simultaneously. 
(𝑑1. ii)    ∀ 𝑖 ∈ {1, . . . , 𝑛}  ( 𝑓𝑀𝑖
𝛼 ≠ ∅  or 𝑓𝑀𝑖
1−𝛼 ≠ ∅)    
 If for some 𝑖 ∈ {1, . . . , 𝑛}, 𝑓𝑀𝑖
𝛼 = ∅   and  𝑓𝑀𝑖
1−𝛼 = ∅, then  the literals 𝑥𝑖
𝛼  and  𝑥𝑖
1−𝛼  do 
not belong to any clause. And this contradicts the formation of the subsets  𝑓𝑀𝑖
𝛼  and  𝑓𝑀𝑖
1−𝛼.  
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(𝑑1.iii)    ⋃ (𝑓𝑀𝑖
𝛼𝑛
𝑖=1 ∪ 𝑓𝑀𝑖
1−𝛼) = 𝑆(𝑓),    
 If for some 𝑗 ∈ {1, . . . , 𝑚}, 𝑐𝑗 ∈ ⋃ (𝑓𝑀𝑖
𝛼𝑛
𝑖=1 ∪ 𝑓𝑀𝑖
1−𝛼), then for some 𝑖 ∈ {1, . . . , 𝑛}, 𝑐𝑗 ∈ 𝑓𝑀𝑖
𝛼   
or  𝑐𝑗 ∈ 𝑓𝑀𝑖
1−𝛼,  so,  𝑐𝑗 ∈  𝑆(𝑓).   
 If 𝑐𝑗 ∈ 𝑆(𝑓), then 𝑐𝑗 contains some literals. So, for some variable 𝑥𝑖 either 𝑥𝑖
𝛼 is found in 
the clause 𝑐𝑗, or 𝑥𝑖
1−𝛼 is found in the clause 𝑐𝑗. Thus, 𝑐𝑗 ∈ ⋃ (𝑓𝑀𝑖
𝛼𝑛
𝑖=1 ∪ 𝑓𝑀𝑖
1−𝛼).   
 Therefore, for any function 𝑓(𝑥1, . . ., 𝑥𝑛), represented as 𝐶𝑁𝐹, the set 𝑑𝑛𝑆(𝑓) is a special 
decomposition of the set 𝑆(𝑓). ∇  
 If under the special decomposition 𝑑𝑛𝑆(𝑓),  there exists a special covering for the set 
𝑆(𝑓),  then we will denote such a covering by 
𝑐𝑛𝑆(𝑓) ={ 𝑓𝑀1
𝛼1, 𝑓𝑀2
𝛼2 , .  .  .  , 𝑓𝑀𝑛
𝛼𝑛}.  
 
 Theorem. 𝑇1. For the function  𝑓(𝑥1, . . ., 𝑥𝑛) represented in 𝐶𝑁𝐹, there are σ1, . . ., σ𝑛 
such that  
f (σ1, . . ., σ𝑛) = 1 
if and only if there is a special covering for the set 𝑆(𝑓) under the decomposition 𝑑𝑛𝑆(𝑓).  
 Proof :  Let for some  σ1, . . ., σ𝑛, where σ𝑖 ∈ {0,1}, 𝑓(σ1, σ2, . . ., σ𝑛) =1. 
 We show, that under the special decomposition 𝑑𝑛𝑆(𝑓), the set  
𝑐𝑛𝑆(𝑓)= { 𝑓𝑀1
σ1, 𝑓𝑀2
σ2, . . ., 𝑓𝑀𝑛
σ𝑛} 
is a special covering for the set 𝑆(𝑓).  To show this, we prove that  
⋃  𝑓𝑀𝑖
σ𝑖 =𝑛𝑖=1  𝑆(𝑓). 
 It is enough to show that each clause enters into any subset, included in the set  𝑐𝑛𝑆(𝑓).  
 Suppose that there is a clause 𝑐𝑗 ∈ 𝑆(𝑓) that does not belong to any of the subset included 
in  𝑐𝑛𝑆(𝑓). It means that none of the literals  
𝑥1
σ1,  𝑥2
σ2, . . ., 𝑥𝑛
σ𝑛 
 is found in the clause  𝑐𝑗. So, 𝑐𝑗 is the disjunction of some literals of the form 𝑥 𝑖
1−σ𝑖. Since 
∀ 𝑖 ∈ {1, . . ., 𝑛}  (σ𝑖
1−σ𝑖 = 0), 
then for given values of variables, 𝑐𝑗 = 0. This contradicts the assumption that  
𝑓(σ1, σ2, . . ., σ𝑛) = 1. 
 So, each clause enters into some subset, included in the set 𝑐𝑛𝑆(𝑓).   
 Suppose that under the decomposition 𝑑𝑛𝑆(𝑓)  for some 𝛼1 , 𝛼2, . . ., 𝛼𝑛  ∈ {0,1}, the set 
𝑐𝑛𝑆(𝑓) ={ 𝑓𝑀1
𝛼1, 𝑓𝑀2
𝛼2, . . ., 𝑓𝑀𝑛
𝛼𝑛}   
is a special covering for the set 𝑆(𝑓). 
 By the definition, the subset 𝑓𝑀𝑖
𝛼𝑖 contains clauses that contain literal 𝑥𝑖
α𝑖. 
 Therefore, if 𝑥𝑖
α𝑖 = 1, then the value of all clauses in  𝑓𝑀𝑖
𝛼𝑖, is equal to 1:   
∀𝑖 ∀𝑗 [({𝑖, 𝑗} ⊆ {1, . . ., 𝑛}) & (𝑥𝑖
α𝑖 = 1) &(𝑐𝑗 ∈ 𝑓𝑀𝑖
𝛼𝑖)]⇒( 𝑐𝑗  = 1). 
 Obviously, if   σ1=𝛼1,  σ2=𝛼2, . . ., σ𝑛=𝛼𝑛,   then 𝑓(σ1, . . ., σ𝑛) =1. ∇  
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 Now, based on some special decomposition of 𝑑𝑛𝑆, we form a Boolean function, which 
will be represented in conjunctive normal form. Thus, each special decomposition will generate 
certain Boolean function. Such a function will be denoted as  
𝑔(𝑑𝑛𝑆)(𝑥1, . . ., 𝑥𝑛)  or briefly, as 𝑔(𝑥1, . . ., 𝑥𝑛),  
where  𝑥1, . . ., 𝑥𝑛  are Boolean variables.  
 To form the function   𝑔(𝑑𝑛𝑆)(𝑥1,. . ., 𝑥𝑛), for each element  𝑒𝑖 ∈ 𝑆 we form the set of 
literals 𝑙(𝑒𝑖)  as follows:   
if  𝑒𝑖 ∈ 𝑀𝑗
𝛼𝑗 ,  then we form the literal  𝑥𝑗
α𝑗 , and add it to the set  𝑙(𝑒𝑖).   
 It is easy to see, that as a result of the formation of literals 𝑥𝑗
α𝑗 , the number of variables 
will be equal to 𝑛.  
 In fact, for each element  𝑒𝑖 ∈ {𝑒1, 𝑒2, . . ., 𝑒𝑚 } we will have: 
𝑙(𝑒𝑖) ={𝑥𝑗
α𝑗  / 𝑒𝑖 ∈ 𝑀𝑗
𝛼𝑗,   𝑗 ∈ {1, . . ., 𝑛},  𝛼𝑗 ∈ {0,1} }.   
 Let  𝑐𝑖 be the clause formed by the literals of the set 𝑙(𝑒𝑖). Then, we form the function 
𝑔(𝑑𝑛𝑆) as follows:  
𝑔(𝑑𝑛𝑆)(𝑥1, . . ., 𝑥𝑛) = ⋀ 𝑐𝑖
𝑚
𝑖=1 . 
 Obviously,  𝑔(𝑑𝑛𝑆)(𝑥1 ,𝑥2, . . ., 𝑥𝑛)  is a Boolean function in conjunctive normal form. 
For convenience, we will use the short notation 𝑔(σ1, . . ., σ𝑛) for 𝑔(𝑑𝑛𝑆)(𝑥1 ,𝑥2, . . ., 𝑥𝑛). 
 It is also obvious that particular function in 𝐶𝑁𝐹 will correspond to each special 
decomposition.  
 Theorem. 𝑇2.   Let the set 
𝑑𝑛𝑆 = { (𝑀1
𝛼, 𝑀1
1−𝛼), (𝑀𝑖
𝛼 ,   𝑀𝑖
1−𝛼), . . ., (𝑀𝑛
𝛼 ,  𝑀𝑛
1−𝛼)}  
be a special decomposition of the set 𝑆.  
 Then, there exists a special covering for the set 𝑆 under the decomposition 𝑑𝑛𝑆, if and 
only if there exist  σ1, . . ., σ𝑛,   (σ𝑗 ∈ {0,1}) such that   
𝑔(σ1, . . ., σ𝑛) = 1.  
 Proof :  Suppose that for some  𝛼1, 𝛼2, . . . , 𝛼𝑛  (𝛼𝑗 ∈ {0,1}), the set   
𝑐𝑛𝑆 ={𝑀1
𝛼1,  𝑀2
𝛼1 , . . ., 𝑀𝑛
𝛼𝑛} 
is the special covering for the set 𝑆. 
 It means, that for each 𝑒𝑖 ∈ 𝑆, there exists a subset  𝑀𝑗
𝛼𝑗∈ 𝑐𝑛𝑆 such, that  𝑒𝑖 ∈  𝑀𝑗
𝛼𝑗 .  So, 
by definition, the literal 𝑥𝑗
α𝑗 occurs in the clause 𝑐𝑖. That is, 
 ∀ 𝑖 ∈ {1, . . ., 𝑚}, if  𝑒𝑖 ∈ 𝑀𝑗
𝛼𝑗, then the literal 𝑥𝑗
α𝑗  is found in the clause  𝑐𝑖. 
 It is easy to notice, that if  σ1 = 𝛼1, . . ., σ𝑛 = 𝛼𝑛,  then 𝑔(σ1, . . ., σ𝑛) =1. 
Now suppose for some  σ1, . . ., σ𝑛,  (σ𝑗 ∈ {0,1}), 𝑔(σ1, . . ., σ𝑛) =1. 
According to Theorem 𝑇1 under the decomposition  𝑑𝑛𝑆(𝑔)  the set     
𝑐𝑛𝑆(𝑔)= { 𝑔𝑀1
σ1, 𝑔𝑀2
σ2 , .  .  .  , 𝑔𝑀𝑛
σ𝑛}          
is a special covering for the set 𝑆(𝑔). 
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 We prove, that the set  
𝑐𝑛𝑆 = {𝑀1
σ1, 𝑀2
σ2 , .  .  .  , 𝑀𝑛
σ𝑛}  
is a special covering for the set 𝑆. 
 Since the set 𝑐𝑛𝑆(𝑔) is a special covering for the set 𝑆(𝑔), then for every clause 𝑐𝑖 there 
exists a subset  𝑔𝑀𝑗
σ𝑗∈ 𝑐𝑛𝑆(𝑔) such, that  𝑐𝑖 ∈ 𝑔𝑀𝑗
σ𝑗 .    
 By definition  𝑔𝑀𝑗
σ𝑗 ={𝑐𝑘 / 𝑐𝑘 ∈ 𝑆(𝑓)  and  𝑐𝑘  contains   𝑥𝑗
σ𝑗 ,  ( 𝑘 ∈ {1, . . . , 𝑚})}. 
 That is the clause  𝑐𝑖  contains the literal 𝑥𝑗
σ𝑗. On the other hand, by definition of the 
formation of clauses, the clause 𝑐𝑖 contains the literal 𝑥𝑗
σ𝑗  only if  𝑒𝑖 ∈ 𝑀𝑗
σ𝑗. 
 Since each element 𝑒𝑖 ∈ 𝑆 determines the composition of one clause, and each clause is 
defined by one element, then it is easy to prove that for any element 𝑒𝑖 ∈ 𝑆 there exists a subset  
𝑀𝑗
σ𝑗 ∈ 𝑐𝑛𝑆 such, that 𝑒𝑖 ∈ 𝑀𝑗
σ𝑗 .   
 Therefore, the set 
𝑐𝑛𝑆 = {𝑀1
σ1 , 𝑀2
σ2, . . ., 𝑀𝑛
σ𝑛  }  
is a special covering for the set 𝑆. ∇   
 
 In fact, the theorems 𝑇1 and  𝑇2 prove that:  
 -each Boolean function 𝑓(𝑥1, . . ., 𝑥𝑛) of 𝑛 variables represented in 𝐶𝑁𝐹 with 𝑚 clauses, 
generates a special decomposition 𝑑𝑛𝑆(𝑓) of the set 𝑆(𝑓).     
 - each special decomposition of any set of 𝑚 elements and containing 𝑛 ordered pairs 
generates a Boolean function of 𝑛 variables in 𝐶𝑁𝐹 with 𝑚 clauses. We denoted it as   
𝑔(𝑑𝑛𝑆)(𝑥1, . . . ,  𝑥𝑛).    
 - the Boolean satisfiability problem and the problem of existence of special covering of 
the set are equivalent in the sense that the decidability algorithm for any of these problems 
generates a decidability algorithm for another.  
 Moreover, as it is proved in [9], the mentioned problems are polynomially equivalent and 
therefore, the problem of existence of special covering of the set under the special decomposition 
is an  𝑁𝑃-complete problem.  
 In the future, our goal is:  
- formulate the necessary and sufficient conditions for the existence of a special covering 
for a set under the special decomposition of this set. 
 - formulate effective procedures for finding a special covering for any set with its special 
decomposition. 
 Obviously, then we get similar conditions and procedures for the Boolean satisfiability 
of any function in 𝐶𝑁𝐹. 
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 Replaceability of subsets 
 
 We will consider some nonempty set 𝑆 = {𝑒1, 𝑒2, . . ., 𝑒𝑚} of 𝑚 elements for some natural 
number 𝑚. In addition, we assume that 
𝑀1
𝛼,  𝑀1
1−𝛼, . . ., 𝑀𝑖
𝛼,  𝑀𝑖
1−𝛼, . . ., 𝑀𝑛
𝛼,  𝑀𝑛
1−𝛼 
are subsets of the set 𝑆 such that the following set  
𝑑𝑛𝑆 = {(𝑀1
𝛼, 𝑀1
1−𝛼), . . . , (𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), . . . (𝑀𝑛
𝛼 ,  𝑀𝑛
1−𝛼)} 
is a special decomposition of the set 𝑆. 
 The subsets of the set 𝑆 will also be called subsets of the given decomposition.   
 Let for some 𝛼 ∈ {0,1}, {𝑒𝑞1, . . ., 𝑒𝑞𝑙} = 𝑆 \ 𝑀
𝛼. It means {𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑀
1−𝛼.     
 We will search for special covering of the set 𝑆, under the special decomposition 𝑑𝑛𝑆.  
 According to lemma 𝐿2, there exists a special covering for the set 𝑆 under the special 
decomposition 𝑑𝑛𝑆 if and only if for some 𝛼 ∈ {0,1} there exists an 𝑀
𝛼-covering for 𝑆  under 
some special decomposition 𝐼(𝑑𝑛𝑆).    
 Therefore, our goal is to find an 𝑀𝛼-covering of the set 𝑆 under some special 
decomposition  𝐼(𝑑𝑛𝑆).  
 Definition 𝑑4. i) We say that the subset 𝑀𝑖
𝛼 is an immediate 𝑀𝛼-replaceable subset under 
the special decomposition 𝑑𝑛𝑆 if  𝑀
𝛼 ⊆ (𝑖)𝑀𝛼.    
 (ii)  We say that the subset 𝑀𝑖
𝛼 is an 𝑀𝛼-replaceable subset under the decomposition 𝑑𝑛𝑆,  
if it is an immediate 𝑀𝛼-replaceable subset or there are ordered pairs 
 (𝑀𝑖1
𝛼 ,  𝑀𝑖1
1−𝛼), . . ., (𝑀𝑖𝑘
𝛼 , 𝑀𝑖𝑘
1−𝛼),   
belonging to 𝑑𝑛𝑆 such that  
𝑀𝛼 ⊆ (𝑖, 𝑖1, . . ., 𝑖𝑘) 𝑀
𝛼.  
(iii) We say that the subset 𝑀𝑖
𝛼 is an 𝑀𝛼-replaceable associated with an element 𝑒 ∈ 𝑆, if  
(𝑒 ∉ 𝑀𝛼) & (𝑒 ∈ 𝑀𝑖
1−𝛼) 
and 𝑀𝑖
𝛼 is an 𝑀𝛼-replaceable subset. 
 (iv) If the subset 𝑀𝑖
𝛼 is 𝑀𝛼-replaceable by ordered pairs  
(𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), (𝑀𝑖1
𝛼 , 𝑀𝑖1
1−𝛼), . . ., (𝑀𝑖𝑘
𝛼 , 𝑀𝑖𝑘
1−𝛼), 
then the permutation of components of these ordered pairs will be called an 𝑀𝛼-replacement 
of the subset 𝑀𝑖
𝛼.  
(v) We will say that the set of elements {𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆 \ 𝑀
𝛼 is 𝑀𝛼-reachable if for each 
𝑒 ∈ {𝑒𝑞1, . . ., 𝑒𝑞𝑙} there is an ordered pair (𝑀𝑖
𝛼 , 𝑀𝑖
1−𝛼) such that  (𝑒 ∈ 𝑀𝑖
1−𝛼) and 𝑀𝑖
𝛼 is an 𝑀𝛼-
replaceable subset. 
 The 𝑀𝛼-replacement of the subset is actually an 𝐼-transformation procedure. Therefore, 
according to the Lemma L1.i), for any special decomposition, as a result of any replacement, 
we obtain a new special decomposition.   
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 Theorem  𝑇3. If for some  𝛼1, . . ., 𝛼𝑛 the set  
𝑐𝑛𝑆 = { 𝑀1
𝛼1, . . ., 𝑀𝑖
𝛼𝑖 , . . ., 𝑀𝑛
𝛼𝑛}   
is a special covering for the set 𝑆 under the special decomposition  𝑑𝑛𝑆, where 𝛼𝑖 ∈ {0,1}, then 
for any 𝑖 ∈ {1, . . ., 𝑛}, the subset 𝑀𝑖
1−𝛼𝑖  is an 𝑀1−𝛼𝑖-replaceable subset.    
 Proof :  For any  𝑖 ∈ {1, . . ., 𝑛}, if  
𝑀1−𝛼𝑖   ⊆ (𝑖) 𝑀1−𝛼𝑖 , 
then the subset 𝑀𝑖
1−𝛼𝑖 is an immediate  𝑀1−𝛼𝑖-replaceable.  
 Let for some 𝑖 ∈ {1, . . ., 𝑛}  the subset  𝑀𝑖
1−𝛼𝑖  contains elements that are not included in 
other subsets of the domain 𝑀1−𝛼𝑖 and thus it cannot be immediate replaceable. 
 Since the set  
𝑐𝑛𝑆  = { 𝑀1
𝛼1, . . ., 𝑀𝑖
𝛼𝑖, . . ., 𝑀𝑛
𝛼𝑛} 
is a special covering for the set 𝑆, then according to propositions 𝑃1 and 𝑃1.1, for each 𝑒 ∈ 𝑀𝑖
1−𝛼𝑖 
there is a subset 𝑀𝑗
𝛼𝑗 such that  
(𝑀𝑗
𝛼𝑗  ∈ 𝑐𝑛𝑆 ) & ( 𝑗 ≠ 𝑖 ) & (𝑒 ∈ 𝑀𝑗
𝛼𝑗 ).  
 Therefore, there are subsets 𝑀𝑖1
τ1, . . ., 𝑀𝑖𝑘
τ𝑘, such that    
({𝑀𝑖1
τ1, . . ., 𝑀𝑖𝑘
τ𝑘} ⊆ 𝑐𝑛𝑆) & (𝑀𝑖
1−𝛼𝑖 ⊆ ⋃  𝑀𝑖𝑗
τ𝑗𝑘
𝑗=1 ).  
   Since, by the assumption, 𝑀𝑖
1−𝛼𝑖 is not immediate replaceable subset, then some of 
elements of 𝑀𝑖
1−𝛼𝑖 are found in the domain 𝑀𝛼𝑖.    
 It means, for some {β1, . . ., β𝑙} ⊆ {τ1, . . ., τ𝑘},  
{ 𝑀𝑗1
β1, . . ., 𝑀𝑗𝑙
β𝑙 } ⊆ {𝑀𝑖1
τ1, . . ., 𝑀𝑖𝑘
τ𝑘}   and  { 𝑀𝑗1
β1, . . ., 𝑀𝑗𝑙
β𝑙 } ⊆ 𝑠𝑀𝛼𝑖 . 
That is,    ({ 𝑀𝑗1
β1, . . ., 𝑀𝑗𝑙
β𝑙 } ⊆ 𝑐𝑛𝑆) & ({ 𝑀𝑗1
β1, . . ., 𝑀𝑗𝑙
β𝑙 } ⊆ 𝑠𝑀𝛼𝑖 ).  
 Obviously, using permutations of the components of the following ordered pairs 
(𝑀𝑖
𝛼𝑖 , 𝑀𝑖
1−𝛼𝑖), (𝑀𝑗1
β1 , 𝑀𝑗1
1−β1), . . ., (𝑀𝑗𝑙
β𝑙 , 𝑀𝑗𝑙
1−β𝑙), 
all elements included in 𝑐𝑛𝑆 appear in the domain 𝑀
1−𝛼𝑖, which means that the domain 𝑀1−𝛼𝑖 
of the special decomposition 𝑑𝑛𝑆 does not lose elements.    
 Therefore, the subset 𝑀𝑖
1−𝛼𝑖  is  𝑀1−𝛼𝑖 -replaceable.  ∇   
 
 Corollary  𝑇3.1 Let under the special decomposition 𝑑𝑛𝑆, for some 𝛼 ∈ {0,1},  
(𝑒 ∈ 𝑆) & (𝑒 ∉ 𝑀𝛼).    
If 𝑒 is not an 𝑀𝛼-reachable element, then there is no special covering of the set 𝑆 under 
the decomposition of 𝑑𝑛𝑆.  
 Proof :  If there is a special covering for the set 𝑆 under these conditions, then there must 
be some subset 𝑀𝑖
1−𝛼 such, that    
(𝑀𝑖
1−𝛼∈ 𝑐𝑛𝑆 ) & (𝑒 ∈ 𝑀𝑖
1−𝛼 ).   
It means that the conditions of Theorem 𝑇3 are satisfied for the subset 𝑀𝑖
𝛼. Thus, the subset 
𝑀𝑖
𝛼𝑖 will be 𝑀𝛼-replaceable. And this is contradiction. ∇    
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 Theorem 𝑇4. If there is a special covering for the set 𝑆 under the decomposition 𝑑𝑛𝑆, 
then for any 𝑖 ∈ {1, . . ., 𝑛} and α ∈ {0,1}, the following is true:  
the subset  𝑀𝑖
𝛼 is  𝑀𝛼-replaceable or the subset  𝑀𝑖
1−𝛼  is   𝑀1−𝛼-replaceable. 
 Proof :  Let for some  𝛼1, 𝛼2, . . ., 𝛼𝑛,  the set  
𝑐𝑛𝑆  = { 𝑀1
𝛼1, . . ., 𝑀𝑖
𝛼𝑖, . . ., 𝑀𝑛
𝛼𝑛}  (𝛼𝑖 ∈ {0,1})   
be a special covering for the set 𝑆. For each 𝑖 ∈ {1, . . ., 𝑛 } and for some 𝛼 ∈ {0,1} we have  
𝛼𝑖 = α  or  𝛼𝑖 = 1-α. 
 Then, since the conditions of theorem 𝑇1 are satisfied, we have: 
for  𝛼𝑖 = α,  there is an  𝑀
1−𝛼-replacement of the subset  𝑀𝑖
1−𝛼, 
for  𝛼𝑖 =1-α  there is an  𝑀
𝛼-replacement of the subset  𝑀𝑖
𝛼.  ∇ 
 
 Definition 𝑑5. The subset 𝑀𝑖
𝛼 will be called an 𝑀𝛼 -single subset with respect to the 
elements 𝑒𝑗1, . . ., 𝑒𝑗𝑙  under the special decomposition  𝑑𝑛𝑆, if   
 - {𝑒𝑗1, . . ., 𝑒𝑗𝑙} ⊆ 𝑀𝑖
𝛼, 
 - none of the elements 𝑒𝑗1, . . ., 𝑒𝑗𝑙 is not included in other subsets of the domain 𝑀
𝛼. 
 If no uncertainty occurs, we will sometimes skip the enumeration of elements, with 
respect to which the subset is 𝑀𝛼-single. 
  Definition 𝑑6. (i) The permutation of the components of any ordered pair will be called 
a replaceability step or, briefly, a step. 
 (ii) we will say that the replaceability step (𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), looking for an element 𝑒 ∈ 𝑆, 
leads to the step (𝑀𝑗
𝛼 ,  𝑀𝑗
1−𝛼) if  
- 𝑒 ∈ 𝑀𝑖
𝛼 and 𝑀𝑖
𝛼 is an 𝑀𝛼-single subset with respect to the element 𝑒,  
 - 𝑒 ∈ 𝑀𝑗
1−𝛼.  
 (iii) the replaceability step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) is called an obligatory step associated with an 
element 𝑒 ∈ 𝑆 if   
(𝑒 ∉ 𝑀𝛼) & (𝑒 ∈ 𝑀𝑗
1−𝛼 )  
and 𝑀𝑗
1−𝛼 is an  𝑀1−α-single subset with respect to the element 𝑒.     
 (iv) the replaceability step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) is called a possible step associated with an element 
𝑒 ∈ 𝑆 if  
- (𝑒 ∉ 𝑀𝛼) & (𝑒 ∈ 𝑀𝑗
1−𝛼), 
- there are also other subsets 𝑀𝑗1
1−𝛼, . . ., 𝑀𝑗𝑘
1−𝛼  in the domain 𝑀1−α such that 
(𝑒 ∈ 𝑀𝑗1
1−𝛼 ) & .  .  .  & (𝑒 ∈ 𝑀𝑗𝑘
1−𝛼 ).  
 (v) the replaceability step (𝑀𝑗
𝛼 , 𝑀𝑗
1−𝛼) is called a final step, if the subset 𝑀𝑗
𝛼 is an 
immediate 𝑀𝛼-replaceable subset. 
 Remark 1. If 𝑀𝑖
𝛼 is the only subset in the domain 𝑀α containing the element 𝑒, then after 
the replaceability step (𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), the domain 𝑀𝛼 loses 𝑒 and, to return it back, it is necessary 
to perform the step (𝑀𝑗
𝛼 ,  𝑀𝑗
1−𝛼).  
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Replaceability Graphs 
Suppose that under the special decomposition 𝑑𝑛𝑆,   
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\ 𝑀
𝛼 , 
the elements 𝑒𝑞1, . . ., 𝑒𝑞𝑙 are distributed among the subsets 𝑀𝑗1
1−𝛼, . . ., 𝑀𝑗𝑝
1−𝛼 in the domain 𝑀1−𝛼. 
Definition 𝑑7 (i) For some 𝛼 ∈ {0,1}, the set of replaceability steps, 
𝑅 = {(𝑀𝑖1
𝛼 ,  𝑀𝑖1
1−𝛼), . . ., (𝑀𝑖𝑙
𝛼 , 𝑀𝑖𝑙
1−𝛼)} 
is called an 𝑀𝛼-replaceability procedure associated with the elements  𝑒𝑞1, . . ., 𝑒𝑞𝑙, if 
- {𝑀𝑗1
𝛼 ,  𝑀𝑗1
1−𝛼), . . ., (𝑀𝑗𝑝
𝛼  𝑀𝑗𝑝
1−𝛼)} ⊆ 𝑅 
 - for any 𝑘 ∈ {𝑖1, . . ., 𝑖𝑙}\{𝑗1, . . ., 𝑗𝑝}, there is a  𝑗 ∈ {𝑖1, . . ., 𝑖𝑙} such, that (𝑀𝑗
𝛼,  𝑀𝑗
1−𝛼), 
looking for the certain element, leads to (𝑀𝑘
𝛼,  𝑀𝑘
1−𝛼),    
- if for some 𝑗 ∈ {𝑖1, . . ., 𝑖𝑙}, (𝑀𝑗
𝛼,  𝑀𝑗
1−𝛼), looking for a certain element, leads to some 
(𝑀𝑘
𝛼,  𝑀𝑘
1−𝛼), then (𝑀𝑘
𝛼, 𝑀𝑘
1−𝛼) ∈ 𝑅.  
   (ii) For some subset 𝑀𝑖
1−𝛼 ∈ {𝑀𝑗1
1−𝛼, . . ., 𝑀𝑗𝑝
1−𝛼}, the set of replaceability steps, 
𝑅 = {(𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), (𝑀𝑖1
𝛼 ,  𝑀𝑖1
1−𝛼), . . ., (𝑀𝑖𝑙
𝛼 , 𝑀𝑖𝑙
1−𝛼)} 
is called an 𝑀𝛼-replaceability procedure started form the ordered pair (𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), if  
- for any 𝑘 ∈ {𝑖1, . . ., 𝑖𝑙}, there is a  𝑗 ∈ { 𝑖, 𝑖1, . . ., 𝑖𝑙} such, that (𝑀𝑗
𝛼,  𝑀𝑗
1−𝛼), looking for 
a certain element, leads to (𝑀𝑘
𝛼,  𝑀𝑘
1−𝛼), 
- if for some 𝑗 ∈ {𝑖1, . . ., 𝑖𝑙}, (𝑀𝑗
𝛼,  𝑀𝑗
1−𝛼), looking for a certain element, leads to some 
(𝑀𝑘
𝛼,  𝑀𝑘
1−𝛼), then (𝑀𝑘
𝛼,  𝑀𝑘
1−𝛼) ∈ 𝑅.  
 
 Proposition 𝑃2. If under the special decomposition 𝑑𝑛𝑆, the subset 𝑀𝑖
𝛼 is an 𝑀𝛼-
replaceable subset, and the set  
𝑅 = {(𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), (𝑀𝑗1
𝛼 , 𝑀𝑖1
1−𝛼), . . ., (𝑀𝑗𝑙
𝛼 , 𝑀𝑗𝑙
1−𝛼)} 
is the 𝑀𝛼-replaceability procedure started with ordered pair (𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), then:   
 (i) the subset 𝑀𝑖
𝛼 is 𝑀𝛼-replaceable using the ordered pairs of the set 𝑅.  
 (ii) the set 𝑅 contains final replaceability steps. 
 Proof : Let the subset 𝑀𝑖
𝛼 be an 𝑀𝛼-replaceable by the set of ordered pairs 
𝑅1 = {(𝑀𝑖
𝛼 , 𝑀𝑖
1−𝛼), (𝑀𝑖1
𝛼 , 𝑀𝑖1
1−𝛼), . . ., (𝑀𝑖𝑘
𝛼 , 𝑀𝑖𝑘
1−𝛼)}. 
(i) If 𝑀𝑖
𝛼 is an immediate 𝑀𝛼-replaceable subset, then (𝑀𝑖
𝛼 , 𝑀𝑖
1−𝛼) is a final  replaceability 
step, and 𝑅 consists only of the ordered pair (𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼). 
Let the subset 𝑀𝑖
𝛼 be an 𝑀𝛼-single subset with respect to some elements. 
For each ordered pair (𝑀𝑗
𝛼 , 𝑀𝑗
1−𝛼) ∈ 𝑅1, if 𝑀𝑗
𝛼 is an 𝑀𝛼-single subset with respect to some 
elements, then after the permutation of components of the ordered pair (𝑀𝑗
𝛼 , 𝑀𝑗
1−𝛼), the domain 
𝑀𝛼 loses some elements. Therefore, 𝑅1 contains an ordered pair, upon permutation of which 
the lost element returns back to 𝑀𝛼. Meantime, these ordered pairs are also included in the set 
𝑅, because of following: 
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- the replaceability procedure 𝑅 begins with the step (𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼),  
- if some replaceability step (𝑀𝑗
𝛼 , 𝑀𝑗
1−𝛼) ∈ 𝑅, looking for some element, leads to the step 
(𝑀𝑟
𝛼 , 𝑀𝑟
1−𝛼), then (𝑀𝑟
𝛼 , 𝑀𝑟
1−𝛼) ∈ 𝑅.   
Therefore 𝑀𝑖
𝛼 is 𝑀𝛼-replaceable by the set of ordered pairs of 𝑅.     
(ii) Using similar arguments, it is easy to see that if 𝑅1 contains final replaceability steps, 
then 𝑅 also contains final replaceability steps. We show that 𝑅1 contains final steps. 
Suppose that 𝑅1 does not contain final steps. That is, 𝛼-components of all ordered pairs 
included in it are 𝑀𝛼-single subsets. It means that, with permutation of any ordered pair, the 
domain 𝑀𝛼 will lose elements, and the procedure for returning the lost elements will not be 
completed. So, the subset 𝑀𝑖
𝛼 will not be 𝑀𝛼- replaceable by the ordered pairs of the set 𝑅1, 
which is contradiction. ∇  
 
When searching for replaceability procedures associated with the elements  𝑒𝑞1, . . ., 𝑒𝑞𝑙, 
we need to consider all ordered pairs involved in these procedures. Since there may be ordered 
pairs that are included in different procedures, it is convenient to depict such a procedure in the 
form of a directed graph with labeled edges.  
We will call it a replaceability graph associated with the elements {𝑒𝑞1, . . ., 𝑒𝑞𝑙} or, briefly, 
a replaceability graph and denote it by 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙). We also denote by 𝑉 and 𝐸 the sets of 
vertices and edges of the graph, respectively.    
 To construct the graph, the ordered pairs of the decomposition 𝑑𝑛𝑆 that are involved in 
the replaceability procedure, will be considered as vertices of the graph. We will denote by 𝑣𝑖 
the vertex corresponding to the ordered pair (𝑀𝑖
𝛼 , 𝑀𝑖
1−𝛼) ∈ 𝑑𝑛𝑆.   
 The edges of the graph are composed as follows: 
 If the replaceability step (𝑀𝑖
𝛼 ,  𝑀𝑖
1−𝛼) leads to the replaceability step (𝑀𝑗
𝛼 ,  𝑀𝑗
1−𝛼), then 
we consider the ordered pair of vertises (𝑣𝑖, 𝑣𝑗) as a directed edge of the graph.    
 The labels of the edges are defined as follows. 
 If the replaceability step (𝑀𝑖
𝛼 , 𝑀𝑖
1−𝛼), looking for some element 𝑒 ∈ 𝑆, leads to the 
replaceability step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼), and (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) is an obligatory step associated with the 
element 𝑒,  then the edge (𝑣𝑖, 𝑣𝑗)  will be called an obligatory edge associated with element 𝑒. 
We add the label "&𝑒" to such an edge and denote it by  ( 𝑣𝑖, &𝑒, 𝑣𝑗).  
If the replaceability step (𝑀𝑖
𝛼 , 𝑀𝑖
1−𝛼), looking for some element 𝑒 ∈ 𝑆, leads to the 
replaceability step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼), and (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) is a possible step associated with 𝑒, then the 
edge (𝑣𝑖, 𝑣𝑗)  will be called a possible edge associated with the element 𝑒. We add the label "∨𝑒" 
to such an edge and denote it by  (𝑣𝑖, ∨𝑒, 𝑣𝑗).     
If the replaceability step (𝑀𝑗
𝛼 , 𝑀𝑗
1−𝛼) is a final step, then the corresponding vertex 𝑣𝑗  will 
be called a final vertex. 
We will say that the vertex 𝑣𝑗  is associated with some element 𝑒, if the corresponding 
step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) is associated with element 𝑒.   
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Тhe vertices 𝑣𝑗1, . . ., 𝑣𝑗𝑝 of the graph under construction will be called the main vertices 
of the graph, if 
- the vertices 𝑣𝑗1 , . . ., 𝑣𝑗𝑝 correspond to the ordered pairs  
(𝑀𝑗1
𝛼 , 𝑀𝑗1
1−𝛼), . . ., (𝑀𝑗𝑝
𝛼 , 𝑀𝑗𝑝
1−𝛼),  
- {𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\ 𝑀
𝛼  and the elements 𝑒𝑞1, . . ., 𝑒𝑞𝑙 are distributed among the subsets 
𝑀𝑗1
1−𝛼, . . ., 𝑀𝑗𝑝
1−𝛼 in the domain 𝑀1−𝛼,  
- the replaceability procedure is associated with the elements 𝑒𝑞1, . . ., 𝑒𝑞𝑙.  
 The general outline of graph construction procedure consists of the following:  
- we begin the construction assuming that the set 𝑉 consists of the main vertices of the 
graph, that is 𝑉 = {𝑣𝑗1, . . ., 𝑣𝑗𝑝}.    
- we sequentially consider each vertex 𝑣 ∈ 𝑉 in order to study the existence of edges 
outgoing from it.   
- we form all edges outgoing from the vertex 𝑣, if there exist any.    
- we add the appeared new vertices to the set 𝑉 and continue the same procedure. 
We say that a vertex 𝑣 ∈ 𝑉 is already studied, if all the edges outgoing from it are formed.  
 We will describe the construction of a replaceability graph associated with the elements 
{𝑒𝑞1, . . ., 𝑒𝑞𝑙}, based on the following conditions:  
- {𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\ 𝑀
𝛼 , 
- the elements 𝑒𝑞1, . . ., 𝑒𝑞𝑙 are distributed among the subsets 𝑀𝑗1
1−𝛼, . . ., 𝑀𝑗𝑝
1−𝛼 in the 
domain 𝑀1−𝛼. Thus, 𝑣𝑗1, . . ., 𝑣𝑗𝑝 will be the main vertices of the graph under construction. 
So, 𝑉 = {𝑣𝑗1, . . ., 𝑣𝑗𝑝}.  
 Sequentially considering the vertices included in the set 𝑉, for each vertex 𝑣𝑖 ∈ 𝑉 
corresponding to the replaceability step (𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), we do the following: 
 (i) if  𝑀𝑖
𝛼  is an immediate  𝑀𝛼-replaceable subset, then there are no edges outgoing from 
the vertex 𝑣𝑖, which means that 𝑣𝑖 is a final vertex. So, we mark it as a studied vertex and proceed 
to consider another vertex of the set 𝑉.   
 (ii) if  𝑀𝑖
𝛼 is an 𝑀𝛼-single subset with respect to the elements 𝑒𝑖1, . . ., 𝑒𝑖𝑘, then we 
determine the distribution for each element 𝑒𝑖𝑗 ∈ {𝑒𝑖1, . . ., 𝑒𝑖𝑘} in the domain  𝑀
1−𝛼, that is we 
find all subsets in the domain  𝑀1−𝛼 containing the element 𝑒𝑖𝑗. Let them be the subsets 
𝑀𝑟1
1−𝛼, . . ., 𝑀𝑟𝑙
1−𝛼. 
This means that for each 𝑒𝑖𝑗 ∈ {𝑒𝑖1, . . . , 𝑒𝑖𝑘}, the step (𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), looking for the element 
𝑒𝑖𝑗, leads to the steps  
(𝑀𝑟1
𝛼 , 𝑀𝑟1
1−𝛼), . . . , (𝑀𝑟𝑙𝑗
𝛼 , 𝑀𝑟𝑙
1−𝛼).   
 Thus, with each element 𝑒𝑖𝑗, the vertices 𝑣𝑟1 , . . ., 𝑣𝑟𝑙 appear, and we form the edges 
outgoing from the vertex 𝑣𝑖. They are the following edges: 
 (𝑣𝑖, 𝑣𝑟1), . . ., (𝑣𝑖, 𝑣𝑟𝑙).     
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We add the vertices 𝑣𝑟1, . . ., 𝑣𝑟𝑙 to the set 𝑉 if they are not already there. The labels for 
directed edges outgoing from the vertex 𝑣𝑖 are formed as follows:   
Let for each element 𝑒𝑖𝑗 ∈ {𝑒𝑖1, . . ., 𝑒𝑖𝑘}, 𝑙𝑗 be the number of all subsets in domain 𝑀
1−𝛼 
that contain the element 𝑒𝑖𝑗. For each 𝑗 ∈ {1, . . ., k} we do the following:   
(ii.1) if  𝑙𝑗 =1, then  
  - 𝑒𝑖𝑗 ∈ 𝑀𝑟1
1−𝛼,   
  - 𝑀𝑟1
1−𝛼  is  𝑀1−𝛼-single subset with respect to 𝑒𝑖𝑗,    
  - (𝑀𝑟1
𝛼 ,  𝑀𝑟1
1−𝛼)  is the only replaceability step associated with the element 𝑒𝑖𝑗.   
 So,  (𝑀𝑟1
𝛼 , 𝑀𝑟1
1−𝛼)  is an obligatory step associated with the element 𝑒𝑖𝑗, and therefore, we 
connect the vertices 𝑣𝑖 and  𝑣𝑟1 by the labeled edge (𝑣𝑖, &𝑒𝑖𝑗, 𝑣𝑟1). We add the edge to the set 𝐸.                              
 (ii.2)  if  𝑙𝑗 > 1,  then the ordered pairs   (𝑀𝑟1
𝛼 , 𝑀𝑟1
1−𝛼), . . . ,(𝑀𝑟𝑙𝑗
𝛼 , 𝑀𝑟𝑙𝑗
1−𝛼)   are possible 
replaceability steps, associated with element 𝑒𝑖𝑗. So, we form the labeled edges  
(𝑣𝑖, ∨𝑒𝑖𝑗 , 𝑣𝑟1),  .  .  . , (𝑣𝑖, ∨𝑒𝑖𝑗 , 𝑣𝑟𝑙𝑗
) 
associated with the element 𝑒𝑖𝑗.  We add all the formed edges to the set 𝐸.  
 (iii) the procedure of graph construction will be completed if we have considered all the 
vertices belonging to 𝑉, and new vertices and edges are not appearing.  
 Obviously, if  {𝑒𝑗1, . . ., 𝑒𝑗𝑝} ⊆ {𝑒𝑞1, . . ., 𝑒𝑞𝑙 }, then  𝐺(𝑒𝑗1, . . ., 𝑒𝑗𝑝) ⊆ 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙).  
The graph corresponding to the replaceability procedure started from (𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼) will 
be denoted 𝐺[𝑣𝑖]. 
 
Proposition 𝑃3. If  {𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\ 𝑀
𝛼  and the elements 𝑒𝑞1, . . ., 𝑒𝑞𝑙 are distributed 
among the subsets 𝑀𝑗1
1−𝛼, . . ., 𝑀𝑗𝑝
1−𝛼 in the domain 𝑀1−𝛼, then for any   
𝑣𝑖 ∈ {𝑣𝑗1, . . ., 𝑣𝑗𝑝} 
- the graph 𝐺[𝑣𝑖] is a connected graph,  
- there is a path from the main vertex to any other vertex of the graph 𝐺[𝑣𝑖].  
 Proof :  The only main vertex of the graph 𝐺[𝑣𝑖] is 𝑣𝑖, which corresponds to the ordered 
pair (𝑀𝑖
𝛼 , 𝑀𝑖
1−𝛼), and the construction of the graph is started from it.  
If the subset 𝑀𝑖
𝛼 is an immediate 𝑀𝛼-replaceable, then 𝐺[𝑣𝑖] consists only of the vertex 
𝑣𝑖, and satisfies the proposition. If it is an 𝑀
𝛼-single subset, then the vertices of the graph appear 
with the formation of edges. Each edge of the graph is formed when some replaceability step 
corresponding to already formed vertex leads to another replaceability step. Therefore, the 
graph is connected graph and there is a path from the main vertex to any other vertex. ∇   
It is easy to see that among the replaceability graphs having more than one main vertex, 
there are both connected and disconnected graphs. 
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Cleaning of replaceability graph 
 
Let under the decomposition of 𝑑𝑛𝑆,   {𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼 .  
We are searching for possibilities of 𝑀𝛼- reachability of the elements 𝑒𝑞1, . . ., 𝑒𝑞𝑙, which 
are distributed among some subsets 𝑀𝑗1
1−𝛼, . . ., 𝑀𝑗𝑝
1−𝛼 in the domain 𝑀1−𝛼. To do it we use the 
replaceability procedure associated with 𝑒𝑞1, . . ., 𝑒𝑞𝑙. According to proposition 𝑃2, if any of the 
elements 𝑒𝑞1, . . ., 𝑒𝑞𝑙 is 𝑀
𝛼-reachable, then the replaceability procedure contains all ordered 
pairs that ensure the reachability of this element.  
The edges of the graph 𝐺{𝑒𝑞1, . . ., 𝑒𝑞𝑙}, which corresponds to the replaceability procedure, 
show all possible transitions from any replaceability step to other replaceability steps.  
Below we show that if, as a result of the permutation of the components of all ordered 
pairs corresponding to the vertices of the graph, some elements move from the domain 𝑀𝛼 of 
the decomposition 𝑑𝑛𝑆 to the domain 𝑀
1−𝛼, then two cases are possible: 
- there is a cycle in the graph that prevents some paths from reaching the final vertex, 
which means that corresponding sequence of replaceability procedure does not end. 
- there is incompatible set of vertices in the graph (described below). 
  Therefore, we introduce the concept of a clean graph and the concept of an incompatible 
set of vertices of a graph. We also describe the procedure for cleaning the graph and the 
procedure for eliminating the incompatibility of the graph vertices. 
 
 Proposition 𝑃4. Let 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) be a replaceability graph corresponding to some 𝑀
𝛼-
replaceability procedure under some special decomposition 𝑑𝑛𝑆. 
Then, each path in the graph, either ends in no more than 𝑛 consecutive steps at the 
final vertex or becomes a cycle.   
 Proof : The path in the graph appears as a result of successive replaceability steps, each 
of which, looking for a specific element, leads to the next step.   
In the decomposition 𝑑𝑛𝑆 the number of different replaceability steps is 𝑛.   
 It means, that if the final replaceability step does not occur during 𝑛 sequential steps, 
then the next step will be identical to one of the previous steps. So, the path of the graph 
corresponding to those steps turns into a cycle. ∇ 
 
 Definition  𝑑8.  The procedure of eliminating the cycles in the graph, described below, 
will be called a cleaning procedure of the graph.   
 Consider an edge included in the cycle. 
i)  let it be a possible edge (𝑣𝑗, ∨ 𝑒𝑟, 𝑣𝑘).  
 i.1) if there are other possible edges outgoing from the vertex 𝑣𝑗  to other vertices and also 
associated with the element 𝑒𝑟,  then we remove the edge  (𝑣𝑗, ∨ 𝑒𝑟, 𝑣𝑘) and assume that the 
cycle is eliminated,  
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 i.2) if other possible edges associated with element 𝑒𝑟 have already been removed, then 
we consider this edge as an obligatory edge and apply the procedure described in point ii) below.  
 ii) let we consider an obligatory edge (𝑣𝑗, &𝑒𝑟, 𝑣𝑘).  
 - we remove the vertex 𝑣𝑗 , 
 - we remove all edges outgoing from the vertex 𝑣𝑗 ,  
 iii) if with the removal of some edge, vertices are formed with zero in-degree, we remove 
those vertices and outgoing edges from them.  
 iv) we apply points i)- iii) with respect to each edge that is incoming for some vertex 
already removed. 
 v) suppose that multiple edges emanate from the vertex 𝑣𝑗  to the vertex 𝑣𝑘.  
 v.1) let them be the following possible edges  
(𝑣𝑗 , ∨ 𝑒𝑟1, 𝑣𝑘), . . . , (𝑣𝑗 , ∨ 𝑒𝑟𝑞, 𝑣𝑘).  
- if for each element 𝑒𝑖 ∈ {𝑒𝑟1, . . ., 𝑒𝑟𝑞}, there is an edge associated with 𝑒𝑖 and outgoing 
from 𝑣𝑗  to another vertex, then we remove all those edges and assume that the cycle is 
eliminated.   
 - if for some 𝑒𝑖 ∈ {𝑒𝑟1, . . . , 𝑒𝑟𝑞}, (𝑣𝑗 , ∨𝑒𝑖, 𝑣𝑘) is the only possible edge associated with 𝑒𝑖, 
then for the vertex 𝑣𝑗  apply the point ii).  
 v.2) if for some 𝑒𝑖 ∈ 𝑆 an obligatory edge (𝑣𝑗 , &𝑒𝑖, 𝑣𝑘) is included in the number of edges 
outgoing from the vertex  𝑣𝑗  to the vertex 𝑣𝑘, then 
 - we remove all the multiple edges from vertex 𝑣𝑗  to vertex 𝑣𝑘, 
 - for the vertex 𝑣𝑗  we apply the point ii). 
 vi.1) If, as a result of the procedure started with a certain edge, for some element 𝑒, all 
the main vertices of the graph associated with 𝑒 are removed, we proceed to the procedure, 
starting with the removal of the next edge of the same cycle of initial graph.  
 vi.2) If as a result of each procedure that starts from any edge of the cycle, for some 
element 𝑒 ∈ {𝑒𝑟1, . . . , 𝑒𝑟𝑞}, all the main vertices associated with 𝑒 are removed, then we suspend 
the cleaning procedure. 
 vi.3) If, as a result of a procedure started with the removal of certain edge, the removal 
procedure is completed, and for each element 𝑒 some main vertex associated with 𝑒 is not 
removed, then we fix the resulting graph and proceed to eliminate other cycles in it.  
 We say that the cycle in the graph is eliminated, if there is an edge such that as a result 
of the removal procedure started from it, for each element 𝑒 some main vertex associated with 
𝑒 is not removed. 
 The graph will be called a clean graph, if it does not contain cycles or as a result of 
successive cleaning procedures connected with each cycle, all cycles are eliminated.  
 Clearly, a clean graph is an acyclic graph.   
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 The graph obtained as a result of the cleaning procedure of the replaceability graph 
𝐺(𝑒𝑞1 , . . . , 𝑒𝑞𝑙) will by denoted by  𝐶𝐺(𝑒𝑞1 , . . . , 𝑒𝑞𝑙).  
The graph obtained as a result of the cleaning procedure of the graph 𝐺[𝑣𝑖] will be 
denoted by 𝐶𝐺[𝑣𝑖].  
 
Definition  𝑑9. Let under the decomposition of 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1},   
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼 . 
𝐸1 is a set of edges of the replaceability graph 𝐺(𝑒𝑞1 , . . . , 𝑒𝑞𝑙) that form a cycle.  
The set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} will be called a stable set with respect to the cleaning procedure 
connected with the cycle 𝐸1, if the cycle 𝐸1 can be eliminated.    
The set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} will be called a stable set with respect to the cleaning procedure of 
the graph 𝐺(𝑒𝑞1 , . . . , 𝑒𝑞𝑙), if it is stable with respect to any cycle in the graph.    
 
Theorem 𝑇5. Let under the decomposition of 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1},   
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼 . 
If {𝑣𝑖1, . . ., 𝑣𝑖𝑙} is the set of vertices is the replaceability graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), 
{𝑣𝑟1, . . ., 𝑣𝑟𝑞} is the set of the clean graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), which corresponds to the 
graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), then  
(𝑖1, . . ., 𝑖𝑙)𝑀
𝛼 ⊆ (𝑟1, . . ., 𝑟𝑞)𝑀
𝛼. 
 Proof : Let 𝐼(𝑑𝑛𝑆) be a special decomposition obtained as a result of permutations of the 
components of ordered pairs corresponding to the vertices of the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙).   
In fact, we prove that during the cleaning procedure the domain 𝑀𝛼 of the 
decomposition 𝐼(𝑑𝑛𝑆), does not lose elements, that is, if any element has moved from the domain 
𝑀𝛼 to the domain 𝑀1−𝛼 during the cleaning procedure, then it will be restored to 𝑀𝛼.   
 Suppose that in a procedure starting with the removal of some edge belonging to the 
cycle, we consider an edge to be removed. 
 i) Let for some 𝑒 ∈ 𝑆, it be a possible non-multiple edge (𝑣𝑗, ∨𝑒, 𝑣𝑘). It means that:  
- 𝑒 ∈ 𝑀𝑗
𝛼 and 𝑀𝑗
𝛼 is an 𝑀𝛼-single subset with respect to the element 𝑒, 
- in addition, the following possible edges are formed in the graph: 
(𝑣𝑗, ∨𝑒, 𝑣𝑘), (𝑣𝑗, ∨𝑒, 𝑣𝑘1), . . . , (𝑣𝑗, ∨𝑒, 𝑣𝑘𝑝). 
 With the performing of the replaceability step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼), the element 𝑒 moves to the 
domain 𝑀1−𝛼,  therefore the domain 𝑀𝛼 loses the element 𝑒. We remove the edge (𝑣𝑗, ∨𝑒𝑟, 𝑣𝑘) 
and distinguish the following possibilities:  
i.1) all other edges (𝑣𝑗, ∨𝑒, 𝑣𝑘1), . . ., (𝑣𝑗, ∨𝑒, 𝑣𝑘𝑝) are already removed during other 
procedures,  
In this case, the vertex 𝑣𝑗  is removed, as described in the removal procedure, which 
means that the step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) is not performed, so the element 𝑒 remains in domain 𝑀𝛼.   
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 i.2) some of those edges are not removed. Therefore, each of them ensures the return of 
the element 𝑒 to the domain 𝑀𝛼.  
 ii) Suppose that for some element 𝑒 ∈ 𝑆 the obligatory edge (𝑣𝑗, &𝑒, 𝑣𝑘) will be removed.  
 The element 𝑒 moves to the domain 𝑀1−𝛼 when the step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) is performed. 
According to the cleaning procedure, when removing this edge, we also remove the vertex 𝑣𝑗 . 
Thus, the step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) will not be performed, and 𝑒 will remain in the domain 𝑀𝛼.  
 For multiple edges outgoing from the vertex 𝑣𝑗  to vertex 𝑣𝑘, we distinguish the following:  
 iii.1) if they are possible edges associated with various elements,  
(𝑣𝑗, ∨𝑒𝑗1, 𝑣𝑘), . . . , (𝑣𝑗, ∨𝑒𝑗𝑟 , 𝑣𝑘), 
and for each 𝑖 ∈ {1, . . ., 𝑙}, there are other edges associated with the element 𝑒𝑗𝑖 and outgoing to 
other vertices, then we remove all edges from the vertex 𝑣𝑗  to the vertex 𝑣𝑘 and assume that the 
cycle is eliminated. Since there are other edges associated with the same elements, then the 
elements 𝑒𝑗1, . . ., 𝑒𝑗𝑟  will move back to the domain 𝑀
𝛼.  
 iii.2) suppose that for some element 𝑒𝑗𝑖, all possible edges associated with 𝑒𝑗𝑖 and outgoing 
to other vertices are already removed, and (𝑣𝑗, ∨𝑒𝑗𝑖, 𝑣𝑘) is only the edge associated with the 
element 𝑒𝑗𝑖.   
  In this case, according to the definition of cleaning procedure, we remove all edges from 
𝑣𝑗  to the vertex 𝑣𝑘, remove the vertex 𝑣𝑗  and continue the removal procedure. Obviously, the 
lost elements will return to the domain 𝑀𝛼. 
 iii.3) we do the same if some obligatory edge is among the set of multiple edges outgoing 
from the vertex 𝑣𝑗  to the vertex 𝑣𝑘.  
 Thus, application of the cleaning procedure with respect to the replaceability graph will 
not lead to the loss of an element from the corresponding 𝑀𝛼-domain. ∇  
 
Lemma 𝐿4. Let under the decomposition 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1},   
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼 . 
If {𝑣𝑗1, . . ., 𝑣𝑗𝑙} is the set of main vertices of the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), then: 
i) for any 𝑣 ∈ {𝑣𝑗1, . . ., 𝑣𝑗𝑙}, 𝐶𝐺[𝑣] is connected graph, and there are paths from the vertex 
𝑣 to any of the vertices of the graph 𝐶𝐺[𝑣].  
ii) for each non final vertex 𝑣𝑗  ∈ 𝐶𝐺[𝑣] corresponding to an ordered pair (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼), if 
𝑀𝑗
𝛼 is an 𝑀𝛼-single subset with respect to some element 𝑒 ∈ 𝑆, then there is a vertex 𝑣𝑘 ∈ 𝐶𝐺[𝑣] 
associated with 𝑒 such that an edge (𝑣𝑗 , 𝑣𝑘) is included in 𝐶𝐺[𝑣]. 
Proof :  i) By proposition 𝑃3, the graph 𝐺[𝑣] is a connected graph, and there are paths 
from the vertex 𝑣 to any other vertices of the graph 𝐺[𝑣]. If a disconnected part appears, when 
removing some edges and vertices during the cleaning procedure, then, by definition of the 
cleaning procedure, we remove this part. So, the point i) is true.  
19 
 
 ii) Suppose that the vertex 𝑣𝑗  ∈ 𝐶𝐺[𝑣] corresponds to an ordered pair (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) such 
that 𝑀𝑗
𝛼 is an 𝑀𝛼-single subset with respect to some element 𝑒 ∈ 𝑆. This means that the graph 
𝐺[𝑣] contains some vertex 𝑣𝑘 and an edge (𝑣𝑗 , 𝑣𝑘) associated with the element 𝑒. 
Consider the following cases:   
 1) let it be an obligatory edge (𝑣𝑗, &𝑒, 𝑣𝑘). Since the vertex 𝑣𝑗  is not removed during the 
cleaning procedure, then the edge (𝑣𝑗, &𝑒, 𝑣𝑘) is also not removed, because by the definition 
𝑑8, when this edge is removed, 𝑣𝑗  will also be removed. So, (𝑣𝑗, &𝑒, 𝑣𝑘) ∈ 𝐶𝐺[𝑣].  
2) if it is a possible edge (𝑣𝑗, ∨𝑒, 𝑣𝑘), then in the graph 𝐺[𝑣] there are other possible edges 
associated with element 𝑒 and outgoing from the vertex 𝑣𝑗 . Obviously, since the vertex 𝑣𝑗  is not 
removed during the cleaning procedure, then at least one of these edges is also not removed, so, 
there is a vertex 𝑣𝑘 ∈ 𝐶𝐺[𝑣] such that (𝑣𝑗, ∨𝑒, 𝑣𝑘) ∈ 𝐶𝐺[𝑣]. ∇  
Lemma L5. Let under the decomposition 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1},   
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼 
If different cycles are included in the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), the result of successive 
cleaning procedures connected with each of these cycles does not depend on the order in which 
they are considered.  
Proof : Let 𝐸1 and 𝐸2 be different subsets of edges of the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), that form 
cycles. In addition, we denote by 𝐶1𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) the graph obtained after the cleaning 
procedure in the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) connected with 𝐸1.  
We show that if the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the cleaning procedure 
connected with 𝐸1 in the graph 𝐺(𝑒𝑞1 , . . . , 𝑒𝑞𝑙), then the following is true: 
the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the cleaning procedure connected with 𝐸2 
in the graph 𝐶1𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) if and only if it is stable with respect to the same procedure in the 
graph 𝐺(𝑒𝑞1 , . . . , 𝑒𝑞𝑙).      
 Suppose that the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to both the cleaning procedure 
started from some edge 𝑤𝑖 ∈ 𝐸1 in the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), and the cleaning procedure started 
from some edge 𝑤𝑗 ∈ 𝐸2 in the graph 𝐶1𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙). 
Consider the cleaning procedure in the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) started from the same edge 
𝑤𝑗 ∈ 𝐸2. If this procedure and the procedure starting with the edge 𝑤𝑖 ∈ 𝐸1 do not contain 
common edges and vertices, then obviously, the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to it. 
 If common edges and vertices are included in these two procedures, then they do not 
violate the stability of the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙}, because they did not violate stability with respect to 
the procedure related to 𝐸1. 
Suppose now that the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to both the cleaning 
procedure started from some edge 𝑤𝑖 ∈ 𝐸1 in the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), and the cleaning 
procedure started from some edge 𝑤𝑗 ∈ 𝐸2 in the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙).  
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It is easy to see that the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the cleaning procedure 
related to the set 𝐸2 in the graph 𝐶1𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙).  Obviously, the same reasonings also applies 
if more than two cycles are included in the graph. ∇ 
Definition 𝑑10. Let for some 𝛼 ∈ {0,1} the set 𝑅,  
𝑅 = {(𝑀𝑖1
𝛼 ,  𝑀𝑖1
1−𝛼), . . ., (𝑀𝑖𝑙
𝛼 , 𝑀𝑖𝑙
1−𝛼)}  
be an 𝑀𝛼-replaceability procedure associated with the set of elements {𝑒𝑞1, . . ., 𝑒𝑞𝑙} under the 
decomposition 𝑑𝑛𝑆. 
i) The set of replaceability steps 
{(𝑀𝑟1
𝛼 ,  𝑀𝑟1
1−𝛼), . . ., (𝑀𝑟𝑘
𝛼  𝑀𝑟𝑘
1−𝛼)} ⊆ 𝑅 
will be called an incompatible set for the replaceability procedure 𝑅 if for some element 𝑒 ∈ 𝑆 
the following is true:   
 i.1) 𝑘 > 1,  
 i.2) (𝑒 ∈ 𝑀𝑟1
𝛼 ) & . . . & (𝑒 ∈ 𝑀𝑟𝑘
𝛼 ),      
 i.3)  𝑒 is not included in other subsets of the domain 𝑀𝛼, 
i.4) as a result of replaceability steps, takes place   
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ (𝑖1, . . ., 𝑖𝑙)𝑀
𝛼    and    𝑒 ∉ (𝑖1, . . ., 𝑖𝑙)𝑀
𝛼.  
 Respectively, the set  
𝑊 = {𝑣𝑟1, 𝑣𝑟2, . . ., 𝑣𝑟𝑘} ⊆ 𝑉  
of corresponding vertices of the graph 𝐺{𝑒𝑞1, . . ., 𝑒𝑞𝑙} will be called an incompatible set.  
The set 𝑊 and the corresponding set of ordered pairs will also be called incompatible sets 
with respect to the element 𝑒 ∈ 𝑆.   
ii) The set 𝑅 of the replaceability procedure will be called a compatible set if it does not 
contain an incompatible set of ordered pairs. 
Respectively, the set of vertices of the corresponding graph will be called a compatible 
set if it does not contain an incompatible set of vertices.   
 
Theorem 𝑇6. Let under the decomposition of 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1},   
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼 , 
If the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the cleaning procedure, then either the 
set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is 𝑀
𝛼-reachable, or the corresponding replaceability graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) 
contains incompatible sets of vertices included also in the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙).    
 Proof : Let {𝑣𝑗1 . . ., 𝑣𝑗𝑝} be the set of all main vertices of the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙). 
Obviously for any main vertex 𝑣𝑖 ∈ {𝑣𝑗1  . . ., 𝑣𝑗𝑝}, the following is true  
𝐺[𝑣𝑖] ⊆ 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) and  𝐶𝐺[𝑣𝑖] ⊆ 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙). 
Consider the set of ordered pairs corresponding to the vertices of the graph 𝐶𝐺[𝑣𝑖]. Let it 
be the following set: 
𝑅 = {(𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), (𝑀𝑖1
𝛼 , 𝑀𝑖1 
1−𝛼), . . ., (𝑀𝑖𝑟
𝛼 , 𝑀𝑖𝑟
1−𝛼)}. 
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Since 𝑣𝑖 is a main vertex of the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), then there is an element 𝑒, 
𝑒 ∈ {𝑒𝑞1, . . ., 𝑒𝑞𝑙} such that  
(𝑒 ∉ 𝑀𝛼 ) & (𝑒 ∈ 𝑀𝑖
1−𝛼) 
 According to the proposition 𝑃2, if the subset 𝑀𝑖
𝛼 is 𝑀𝛼-replaceable, then it is an 𝑀𝛼-
replaceable using the ordered pairs of the set 𝑅.  
Suppose that 𝑅 do not provide 𝑀𝛼-replaceability of the subset 𝑀𝑖
𝛼.  Since 𝐶𝐺[𝑣𝑖] does not 
contain cycles, and the element 𝑒 moves to the domain 𝑀𝛼, performing the replaceability step 
(𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), this means that the domain 𝑀𝛼 loses an element.  
According to the Lemma 𝐿4, for each vertex 𝑣𝑗  ∈ 𝐶𝐺[𝑣𝑖] corresponding to an ordered 
pair (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼), if 𝑀𝑗
𝛼 is an 𝑀𝛼-single subset with respect to some element 𝑒𝑗 ∈ 𝑆, then there is 
a vertex 𝑣𝑘 ∈ 𝐶𝐺[𝑣𝑖], associated with 𝑒𝑗, such that the edge (𝑣𝑗 , 𝑣𝑘) is included in 𝐶𝐺[𝑣𝑖]. That 
is, if (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) ∈ 𝑅, then the ordered pair (𝑀𝑘
𝛼, 𝑀𝑘
1−𝛼) ∈ 𝑅. So, the element 𝑒𝑗 cannot be lost. 
Therefore, there is an element 𝑒𝑝 ∈ 𝑆, which, as a result of the replaceability and cleaning 
procedures, has moved from the domain 𝑀𝛼 to the domain 𝑀1−𝛼.     
 According to Theorem 𝑇5, during the cleaning procedure the domain 𝑀𝛼  does not lose 
elements. It means that the element 𝑒𝑝 has moved to the domain 𝑀
1−𝛼  during the replaceability 
procedure. 
 Let under the decomposition 𝑑𝑛𝑆, for some 𝑀𝑗
𝛼 ∈ 𝑠𝑀𝛼, 𝑒𝑝 ∈ 𝑀𝑗
𝛼. Obviously, 𝑀𝑗
𝛼 is not 
an 𝑀𝛼-single subset with respect to 𝑒𝑝, because otherwise, the replaceability step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) 
would have led to another step (𝑀𝑞
𝛼, 𝑀𝑞
1−𝛼) such that 𝑒𝑝 ∈ 𝑀𝑞
1−𝛼. And such a step would either 
return the element 𝑒𝑝 in the domain 𝑀
𝛼 , or would form a cycle. In any case, the domain 𝑀𝛼  
would not lose the element 𝑒𝑝.   
 Since 𝑀𝛼  has lost 𝑒𝑝, then there are subsets 𝑀𝑝1
𝛼 , . . ., 𝑀𝑝𝑟
𝛼  in the domain 𝑀𝛼 such that the 
following is true:   
- (𝑒𝑝 ∈ 𝑀𝑝1
𝛼 ) & .  .  .  & (𝑒𝑝 ∈ 𝑀𝑝𝑟
𝛼 ), 
 - 𝑒𝑝 is not included in other subsets of the domain 𝑀𝛼 ,  
 - the ordered pairs (𝑀𝑝1
𝛼 , 𝑀𝑝1
1−𝛼), . . ., (𝑀𝑝𝑟
𝛼 , 𝑀𝑝𝑟
1−𝛼) are involved in the replaceability 
procedure.  
It means that {(𝑀𝑝1
𝛼 , 𝑀𝑝1
1−𝛼), . . ., (𝑀𝑝𝑟
𝛼 , 𝑀𝑝𝑟
1−𝛼)} is an incompatible set with respect to the 
element 𝑒𝑝. Therefore, the set of vertices {𝑣𝑝1, 𝑣𝑝2, . . ., 𝑣𝑝𝑟} of the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) is an 
incompatible set.   
Since ordered pairs corresponding to the vertices of the graph 𝐶𝐺[𝑣𝑖] do not provide the 
replaceability of the subset 𝑀𝑖
𝛼, then none of these vertices are removed during the cleaning 
procedure. So, these vertices are included in 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙). ∇    
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 Elimination of incompatibility of vertices of the graph 
  
 The basic idea of vertex compatibility is similar to cleaning a graph. The procedure 
consists in sequentially removing certain vertices and edges. It begins by removing some vertex 
belonging to an incompatible set and aims to eliminate unnecessary vertices that prevent 
replaceability. 
Let under the decomposition of 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1},   
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼 . 
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} is a stable set with respect to the cleaning procedure of the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙).  
{𝑣𝑗1 . . ., 𝑣𝑗𝑝} is the set of all main vertices of the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙).  
  Definition  𝑑11. Let 𝑊 = {𝑣𝑝1, 𝑣𝑝2, . . ., 𝑣𝑝𝑟} be an incompatible set of vertices of the graph 
𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) with respect to some element 𝑒 ∈ 𝑆.    
The removal procedure of the vertices and edges of the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), described 
below will be called an incompatibility elimination procedure or, briefly, a vertex compatibility 
procedure.  
 The procedure starts from some vertex 𝑣𝑝𝑖  of the incompatible set, 𝑣𝑝𝑖  ∈ 𝑊. 
 i) we remove the vertex 𝑣𝑝𝑖  and all edges outgoing from it.  
Throughout the procedure we perform the following:  
- if as a result of removing an edge, in addition to the main vertices, a vertex with zero 
in-degree is formed then we remove this vertex and the edges outcoming of it.    
 Consider an edge incoming to the removed vertex 𝑣𝑝𝑖 . 
 ii) let for some vertex 𝑣, it be a possible edge (𝑣, ∨𝑒𝑞, 𝑣𝑝𝑖).  
ii.1) if there are other possible edges outgoing from the vertex 𝑣 to other vertices and 
associated with 𝑒𝑞, then we remove the edge (𝑣, ∨𝑒𝑞, 𝑣𝑝𝑖), and leave the vertex 𝑣 unchanged.  
 ii.2) if (𝑣, ∨𝑒𝑞, 𝑣𝑝𝑖) is only possible edge associated with 𝑒𝑞, then we apply the procedure 
described in point iii) below.   
 iii) suppose that for some vertex 𝑣 and an element 𝑒𝑞 the obligatory edge  (𝑣, &𝑒𝑞, 𝑣𝑝𝑖) is 
incoming to the vertex 𝑣𝑝𝑖 . We perform the following: 
 - we remove this edge and the vertex 𝑣, 
 - we remove all edges outgoing from vertex 𝑣.   
 iv)  suppose we consider a multiple edge outgoing from the vertices 𝑣𝑗  to the vertex 𝑣𝑘.  
-if it consists of the following possible edges   
(𝑣𝑗 , ∨ 𝑒𝑟1, 𝑣𝑘), . . . , (𝑣𝑗 , ∨ 𝑒𝑟𝑞, 𝑣𝑘), 
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and for each element 𝑒𝑖 ∈ {𝑒𝑟1, . . ., 𝑒𝑟𝑞}, there is an edge associated with 𝑒𝑖 and outgoing from 𝑣𝑗  
to another vertex, then we remove the multiple edges outgoing from 𝑣𝑗  to 𝑣𝑘 and leave the 
vertex 𝑣 unchanged.  
 - if for some 𝑒𝑖 ∈ {𝑒𝑟1, . . . , 𝑒𝑟𝑞}, (𝑣𝑗 , ∨𝑒𝑖, 𝑣𝑘) is the only possible edge associated with 𝑒𝑖,  
or an obligatory edge is found among the edges emanating from the vertex 𝑣𝑗  to the vertex 𝑣𝑘,  
then:    
 - we remove the vertex 𝑣𝑗  and all edges from 𝑣𝑗  to 𝑣𝑘, 
 - we remove all edges outgoing from the vertex 𝑣𝑗 .  
 We apply the described procedure with respect to each edge that is incoming for some 
already removed vertex. 
 The procedure started by removing the vertex 𝑣𝑝𝑖  is suspended if there are no more edges 
and vertices to be removed. 
If as a result of the removal procedure started from some vertex 𝑣𝑝𝑖 , all the main vertices 
associated with the same element 𝑒 ∈ {𝑒𝑞1, . . ., 𝑒𝑞𝑙} are removed, then we consider another 
procedure starting with another vertex of the set {𝑣𝑝1, 𝑣𝑝2, . . ., 𝑣𝑝𝑟} in the same graph.  
The compatibility procedure, connected with the set {𝑣𝑝1, 𝑣𝑝2, . . ., 𝑣𝑝𝑟} is suspended 
either if, as a result of a procedure started from some vertex, for each 𝑒 ∈ {𝑒𝑞1, . . ., 𝑒𝑞𝑙} some 
main vertices associated with the element 𝑒 are not removed, or if we considered all the vertices 
of the set {𝑣𝑝1, 𝑣𝑝2, . . ., 𝑣𝑝𝑟}.   
We say that the incompatibility of the vertices {𝑣𝑝1, 𝑣𝑝2, . . ., 𝑣𝑝𝑟} with respect to the 
element 𝑒𝑗 ∈ 𝑆 can be eliminated if there is a vertex 𝑣𝑝𝑖  ∈ {𝑣𝑝1, 𝑣𝑝2, . . ., 𝑣𝑝𝑟} such that as a result 
of the removal procedure started from 𝑣𝑝𝑖, the following is true: 
- for each element 𝑒 ∈ {𝑒𝑞1, . . ., 𝑒𝑞𝑙} there is a main vertex associated with 𝑒 that is not 
removed as a result of compatibility procedure started from the vertex 𝑣𝑝𝑖. 
We say that the vertices of a graph are compatible if there are no incompatible sets in 
the graph or any incompatibility associated with a particular set of vertices can be eliminated. 
Note that the removed vertices and edges of the graph will not be taken into account 
during the other procedures only if the incompatibility connected with current set is 
eliminated and we move on to consider the next incompatible set. 
 
Proposition 𝑃5.  If {𝑣𝑗1 , . . ., 𝑣𝑗𝑙} is the set of main vertices of the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), 
then for any 𝑣 ∈ {𝑣𝑗1, . . ., 𝑣𝑗𝑙}, the graph obtained from 𝐶𝐺[𝑣] as a result of compatibility 
procedure, is connected graph, and there are paths from the vertex 𝑣 to any of its vertices.  
Proof : According to Lemma 4, for any 𝑣 ∈ {𝑣𝑗1 , . . ., 𝑣𝑗𝑙}, 𝐶𝐺[𝑣] is a connected graph, and 
there are paths from the vertex 𝑣 to any of the other vertices. If when removing some vertices 
and edges during the compatibility procedure, some disconnected part appears, then by 
definition we delete this part. ∇  
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Definition 12. Let under the special decomposition 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1},   
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼 , 
𝑊 is an incompatible set of vertices of the graph. 
We say that the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the incompatible set 𝑊 if the 
incompatibility connected with the set 𝑊 can be eliminated. 
 We say, that the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to different incompatible sets of 
vertices if the incompatibility connected with each of these sets can be eliminated. 
 
Theorem 𝑇7. If under the special decomposition 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1} the set of 
elements  {𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼   is stable with respect to the cleaning procedure of the graph 
𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), 
𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) is some clean graph corresponding to the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), 
{𝑣𝑖1, . . ., 𝑣𝑖𝑟} is the set of vertices of 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), 
{𝑣𝑘1, 𝑣𝑘2, . . ., 𝑣𝑘𝑞} is the set of vertices of the graph obtained as a result of compatibility 
procedure connected with some incompatible set 𝑊, then  
(𝑖1, . . ., 𝑖𝑙)𝑀
𝛼 ⊆ (𝑘1, . . ., 𝑘𝑞)𝑀
𝛼.  
 Proof :  (𝑖1, . . ., 𝑖𝑙)𝑀
𝛼 is the 𝑀𝛼-domain of the decomposition (𝑖1, . . ., 𝑖𝑙)𝐼(𝑑𝑛𝑆).  
 (𝑘1, . . ., 𝑘𝑞)𝑀
𝛼 is the 𝑀𝛼-domain of the decomposition of decomposition obtained as a 
result of the compatibility procedure.  
 Thus, in fact, we want to prove, that during the compatibility procedure, regardless of 
whether the incompatibility is eliminated or not, the domain 𝑀𝛼 of the decomposition under 
consideration does not lose elements. We consider the decomposition (𝑖1, . . . , 𝑖𝑟)𝐼(𝑑𝑛𝑆) which 
corresponds to the vertices of the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙).  
 Suppose that the compatibility procedure is started by removing of the vertex  
𝑣𝑝𝑖 ∈ {𝑣𝑝1, 𝑣𝑝2, . . ., 𝑣𝑝𝑟} 
and we continue according to definition 𝑑11, removing edges and vertices. 
  Always, with the removal of some vertex denoted by 𝑢, we perform actions in two 
directions:  
 1. We remove all edges outcoming from 𝑢, as well as all vertices with zero indegree that 
appear after removing the edges, and continue the same procedure in this direction.  
 Suppose that after removing the vertex 𝑢 and an edge outgoing from 𝑢 to some vertex 𝑣, 
the in-degree of the vertex 𝑣 becomes zero.    
 Obviously, when constructing the graph, the vertex 𝑣 appears due to the fact that after 
the replaceability step corresponding to 𝑢, the domain 𝑀𝛼 loses an element, and it is necessary 
to return this element to the domain 𝑀𝛼. We do it using the replaceability step corresponding 
to the vertex 𝑣. With removal of the vertex 𝑢, the lost element will return back to 𝑀𝛼, and the 
next steps are no longer necessary. Therefore, we remove the vertex 𝑣 and continue the 
procedure with the same considerations.    
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 2. We remove all edges incoming to the vertex 𝑢 and some of vertices from which those 
edges emanate:   
 2.1 Suppose that an obligatory edge (𝑣, &𝑒𝑞, 𝑢) is outgoing from some vertex 𝑣 to the 
vertex 𝑢, and we remove it.    
 The existence of this edge means that with performing the replaceability step 
corresponding to the vertex 𝑣, the domain 𝑀𝛼 loses an element and to return it back to 𝑀𝛼 we 
had to perform the replaceability step corresponding to the vertex 𝑢.   
 Since 𝑢 is removed, then performing the replacement step corresponding to 𝑣, the 
domain 𝑀𝛼 loses an element that cannot be returned. Therefore, we remove the vertex 𝑣, 
leaving this element in the domain 𝑀𝛼.  After removal the vertex 𝑢, we continue the procedure, 
according to the definition 𝑑11 considering 𝑣 as the vertex 𝑢.      
 2.2 Suppose that a possible edge  (𝑣, ∨𝑒𝑞, 𝑢) is outgoing from some vertex 𝑣 to the vertex 
𝑢, and we remove it. Since it is a possible edge, then there is another edge (𝑣, ∨𝑒𝑞, 𝑢1), outgoing 
from the vertex 𝑣 to another vertex, denoted by 𝑢1, and let it not be removed.      
 In this case we do not remove 𝑣, because the replaceability step corresponding to the 
vertex 𝑣, looking for element 𝑒𝑞 leads also to another step corresponding to the vertex 𝑢1 and 
the element 𝑒𝑞 is returned back to 𝑀
𝛼.      
 2.2 Let (𝑣, ∨𝑒𝑞, 𝑢) be the only possible edge associated with the element 𝑒𝑞, since the 
other possible edges associated with the same element 𝑒𝑞, are already removed during the 
compatibility procedure connected with other sets. 
Obviously, with removal of this edge, it is impossible to move back the element 𝑒𝑞, thus, 
we remove the vertex 𝑣, considering this edge as an obligatory edge and apply the point 2.1 with 
respect to it.  
 It is easy to notice that described compatibility procedure provides the return to the 
domain 𝑀𝛼 of each element that moves to the domain 𝑀1−𝛼 with the removal of some vertex. 
 Therefore,   
(𝑖1, . . ., 𝑖𝑙)𝑀
𝛼 ⊆ (𝑘1, . . ., 𝑘𝑞)𝑀
𝛼. 
That is, during the compatibility procedure the domain 𝑀𝛼  does not lose elements.  
 It is easy to notice that the same reasoning is true when multiple edges occur during the 
procedure. ∇  
 
Theorem 𝑇8. Let under the special decomposition 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1},  
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼 . 
An element 𝑒 ∈ {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the cleaning and compatibility 
procedures if and only if it is an 𝑀𝛼-reachable element under the special decomposition 𝑑𝑛𝑆.  
Proof : Suppose that 𝑒 is a stable element with respect to the cleaning and the 
incompatibility elimination procedures. Since we apply the compatibility procedure after 
clearing the graph, this means that there is a main vertex, denoted as 𝑣𝑗  associated with the 
element 𝑒, so that during these procedures it does not removed. 
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Consider the graph 𝐺[𝑣𝑗]. By the conditions of the theorem, all cycles in it and all 
incompatible sets in the clean graph 𝐶𝐺[𝑣𝑗] can be eliminated.  
By the Lemma 𝐿4, the clean graph 𝐶𝐺[𝑣𝑗] is a connected graph, and for each non final 
vertex 𝑣 ∈ 𝐶𝐺[𝑣𝑗] corresponding to an ordered pair (𝑀𝑖
𝛼, 𝑀𝑖
1−𝛼), if 𝑀𝑖
𝛼 is an 𝑀𝛼-single subset 
with respect to some element 𝑒 ∈ 𝑆, then there is a vertex 𝑣𝑘 ∈ 𝐶𝐺[𝑣𝑗] associated with 𝑒 such 
that an edge (𝑣, 𝑣𝑘) is included in 𝐶𝐺[𝑣𝑗].  
That is, 𝐶𝐺[𝑣𝑗] contains all needed edges and vertices so as not to lose elements.   
According to the proposition 𝑃5, the graph obtained from 𝐶𝐺[𝑣𝑗] as a result of 
compatibility procedure is connected graph, and there are paths from the vertex 𝑣𝑗  to any of 
other vertices of the graph. Тtherefore, according to Proposition 𝑃4, any path in it starting from 
the vertex 𝑣𝑗  ends at some final vertex.   
According to Theorems 𝑇5 and 𝑇7, during the cleaning procedure and the procedure for 
eliminating incompatibilities, the domain 𝑀𝛼 of corresponding decomposition does not lose 
elements. In addition, the replaceability step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼) corresponding to the vertex 𝑣𝑗 , moves 
the element 𝑒 to the domain 𝑀𝛼. Since all vertices of the obtained graph are also included in 
𝐺[𝑣𝑗], then the set of ordered pairs corresponding to the set of vertices of this graph, provide the 
replaceability of the subset 𝑀𝑗
𝛼 under the special decomposition 𝑑𝑛𝑆.      
Suppose now, that the element 𝑒 ∈ {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is an 𝑀
𝛼-reachable element under the 
special decomposition 𝑑𝑛𝑆. This means that there exists some main vertex 𝑣𝑗  corresponding to 
the replaceability step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼), such that 𝑣𝑗  is associated with the element 𝑒, and the subset 
𝑀𝑗
𝛼 is an  𝑀𝛼-replaceable subset. 
By the proposition 𝑃2, the subset 𝑀𝑗
𝛼 is 𝑀𝛼-replaceable using the ordered pairs of the 
replaceability procedure started from the step (𝑀𝑗
𝛼, 𝑀𝑗
1−𝛼).   
Let a cycle be formed in the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙). We consider the graph 𝐺[𝑣𝑗]. 
Obviously, if none of the vertices belonging to this cycle are included in the graph 𝐺[𝑣𝑗], 
then the cleaning procedure connected with this cycle cannot remove the vertex 𝑣𝑗 . Meanwhile, 
if some vertex included in the cycle is also included in the graph 𝐺[𝑣𝑗], then according to the 
proposition 𝑃3, all vertices of the cycle are included in the graph 𝐺[𝑣𝑗].  
Recall that the domain 𝑀𝛼 of the corresponding decomposition does not lose elements 
during the cleaning procedure. Since 𝑀𝑗
𝛼 is an  𝑀𝛼-replaceable subset, then performing the 
cleaning procedure for the graph 𝐺[𝑣𝑗] with respect to the mentioned cycle, the vertex 𝑣𝑗  will 
not be removed. Otherwise, the 𝑀𝛼-replaceability of the subset 𝑀𝑗
𝛼 will be violated. 
Suppose that 𝑊 is an incompatible set of vertices of the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) with 
respect to some element of 𝑆.   
Obviously, the vertex 𝑣𝑗  cannot be removed during the compatibility procedure started 
from some vertex 𝑣 ∈ 𝑊 if 𝑣 ∉ 𝐶𝐺[𝑣𝑗]. So, during removal procedures starting from vertices 
belonging to 𝑊 and not included in the graph 𝐶𝐺[𝑣𝑗], the vertex 𝑣𝑗  will not be removed.  
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Let the set of vertices 𝑊1 ⊆ 𝑊 is included in the graph 𝐶𝐺[𝑣𝑗]. Obviously, 𝑊1 is an 
incompatible set in the graph 𝐶𝐺[𝑣𝑗].   
Consider the compatibility procedure connected with the set 𝑊1. Let during all removal 
procedures starting from each element of 𝑊1 the vertex 𝑣𝑗  be removed. Taking into account the 
fact that, in accordance with Theorem 𝑇7, the domain 𝑀𝛼 does not lose an element during the 
compatibility procedure, and according to the definition 𝑑11 of the compatibility procedure, 
this means that none of the vertices of the set 𝑊1 can be removed without damaging the 
replaceability procedure of the subset 𝑀𝑗
𝛼.    
The resulting contradiction means that if 𝑒 ∈ {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is an 𝑀
𝛼-reachable element 
under the decomposition 𝑑𝑛𝑆, then it is stable with respect to the compatibility procedure. ∇ 
We proceed to consider the compatibility of the vertices of the graph after completing 
the cleaning procedure. 
Suppose that two edges, denoted by 𝑤1 and 𝑤2, are included in the same cycle in the 
graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) and the set of elements {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the cleaning 
procedures starting both from the edge 𝑤1 and from the edge 𝑤2.  
We consider the following graphs:  
𝐶𝐺1 is the graph obtained as a result of the cleaning procedure started from the edge 𝑤1. 
 𝐶𝐺2 is the graph obtained as a result of the cleaning procedure started from the edge 𝑤2.  
Since the graphs 𝐶𝐺1 and 𝐶𝐺2 are different, then we need to find out whether the result 
of the compatibility procedure depends on which graph we are consider.  
The following Lemma gives us the answer to this question. 
Lemma 𝐿6. Let under the special decomposition 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1},  
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼  
If the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to cleaning procedures starting both from 
the edge 𝑤1 and from the edge 𝑤2, of the same cycle in the graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), then: 
the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the incompatible sets in the graph 𝐶𝐺1 if 
and only if it is stable with respect to the incompatible sets in the graph 𝐶𝐺2. 
  Proof : Suppose that the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the cleaning procedures 
starting both from the edge 𝑤1 and from the edge 𝑤2, of the same cycle in 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙), and 
we consider the graphs 𝐶𝐺1 and 𝐶𝐺2. 
If the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the incompatible sets in the clean graph 
𝐶𝐺1, then according to the Theorem 𝑇8, each element 𝑒 ∈ {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is an 𝑀
𝛼-reachable 
element under the decomposition 𝑑𝑛𝑆. By the same Lemma, since the element is an 𝑀
𝛼-
reachable element under the decomposition 𝑑𝑛𝑆, then it is stable with respect to the 
incompatible sets in the clean graph 𝐶𝐺2. ∇  
   Remark 2.  In the compatibility procedure, after removal any vertex, the transition to the 
next actions does not depend on the previous actions. That is, if the vertex 𝑣 is removed both in 
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the removal procedure started from the vertex 𝑣𝑖, and in the removal procedure started from 
the vertex 𝑣𝑗 , then the actions after removal the vertex 𝑣 are independent of which vertex the 
transition to the vertex 𝑣 is made from. They are the same in both cases. 
Let 𝑊 be an incompatible set in the graph 𝐶𝐺 such that the incompatibility of the 
graph vertices connected with 𝑊 can be eliminated.  
By 𝐶𝐺𝑊 we denote the graph obtained from the graph 𝐶𝐺 as a result of compatibility 
procedure connected with 𝑊. 
 
Lemma 𝐿7. Let under the special decomposition 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1} the set of 
elements {𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼  be a stable set with respect to the cleaning procedure of the 
graph 𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙). 
𝑊1 = {𝑣𝑖1, 𝑣𝑖2, . . ., 𝑣𝑖𝑙} and  𝑊2 = {𝑣𝑘1, 𝑣𝑘2, . . ., 𝑣𝑘𝑟} are incompatible sets of vertices in 
the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙). 
  If the incompatibility in the graph 𝐶𝐺 connected with the set 𝑊1 can be eliminated, then 
the incompatibility connected with the set 𝑊2 can be eliminated in the graph 𝐶𝐺 if and only if 
it can be eliminated in the graph 𝐶𝐺𝑊1.  
 Proof : i) Suppose that the removal procedure started from some vertex 𝑣𝑖 ∈ 𝑊1 eliminates 
the incompatibility in the graph 𝐶𝐺 connected with the set 𝑊1 and the removal procedure 
started from some vertex 𝑣𝑘 ∈ 𝑊2 eliminates the incompatibility in the graph 𝐶𝐺 connected 
with the set 𝑊2. 
Consider these two procedures. If common vertices are not found in these procedures, 
then the first procedure does not affect the second procedure. So, the incompatibility in graph 
𝐶𝐺𝑊1 connected with the set 𝑊2 is the same as in the graph 𝐶𝐺. Therefore, it can be eliminated.     
Suppose that there are vertices in the graph 𝐶𝐺 which remove in both procedures. It 
means that these vertices are removed during the procedure that started from 𝑣𝑖 ∈ 𝑊1 and did 
not violate the stability of the elements {𝑒𝑞1, . . ., 𝑒𝑞𝑙}. 
The remaining vertices involved in the procedure started from 𝑣𝑘 also do not violate the 
stability of the elements {𝑒𝑞1, . . ., 𝑒𝑞𝑙}, since the removal procedure started from the vertex 𝑣𝑘 
removes the incompatibility associated with the set 𝑊2. Therefore, the incompatibility in graph 
𝐶𝐺𝑊1 connected with the set 𝑊2 can be eliminated. 
 Let the incompatibility connected with the set 𝑊2 can be eliminated in the graph 𝐶𝐺𝑊1. 
It means that the removal procedure started from some vertex 𝑣𝑘 ∈ 𝑊2 leaves the stability of the 
elements {𝑒𝑞1, . . ., 𝑒𝑞𝑙}.  
Consider the removal procedure in the graph 𝐶𝐺 started from the vertex 𝑣𝑘 ∈ 𝑊2.  
If the same vertices are removed as during the procedure in the graph 𝐶𝐺𝑊1, then the 
incompatibility in the graph 𝐶𝐺 connected with the set 𝑊2 is eliminated.   
Obviously, if new vertices are removed in this procedure, then they are common vertices 
included also in the procedure started from the vertex 𝑣𝑖 ∈ 𝑊1. By the reasoning of Remark 2, 
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we can state, that this procedure will not violet the stability of the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} and the 
incompatibility in the graph 𝐶𝐺 connected with 𝑊2 will be eliminated. ∇  
 
 Theorem 𝑇9. Let under the special decomposition 𝑑𝑛𝑆 for some 𝛼 ∈ {0,1} the set of 
elements {𝑒𝑞1, . . ., 𝑒𝑞𝑙} ⊆ 𝑆\𝑀
𝛼  be a stable set with respect to the cleaning procedure of the 
graph  𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙). 
If there are different incompatible sets of vertices in the graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) then the 
result of the compatibility procedures associated with these sets does not depend on the 
sequence in which they are considered. 
   Proof : According to the Lemma 𝐿7, if the incompatibility connected with some set 𝑊 
cannot be eliminated in the graph 𝐶𝐺, then it cannot be eliminated in the graph 𝐶𝐺𝑊1 for any 
incompatibility set 𝑊1, even if incompatibility connected with 𝑊1 is eliminated.   
 At the same time, if the incompatibility connected with some set 𝑊 can be eliminated in 
the graph 𝐶𝐺, then other compatibility procedures will not prevent the removal of this 
incompatibility. 
 Thus, considering the compatibility procedures in a graph in any sequence, we get the 
same result. ∇  
   
Theorem 𝑇10. If under the special decomposition 𝑑𝑛𝑆, for some 𝛼 ∈ {0,1},  
{𝑒𝑞1, . . ., 𝑒𝑞𝑙} = 𝑆\𝑀
𝛼 ,  
then under the same decomposition there exists a special covering for the set 𝑆 if and only if the 
set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the cleaning and the compatibility procedures. 
 Proof :   Suppose that for some 𝛼1, 𝛼2, . . . , 𝛼𝑛, (𝛼𝑖 ∈ {0,1}), the set    
𝑐𝑛𝑆 = {𝑀1
𝛼1, . . ., 𝑀𝑖
𝛼𝑖 , . . ., 𝑀𝑛
𝛼𝑛}    
is a special covering for the set 𝑆 under decomposition 𝑑𝑛𝑆, and the elements 𝑒𝑞1, . . ., 𝑒𝑞𝑙 are 
distributed among the subsets 𝑀𝑗1
1−𝛼, . . ., 𝑀𝑗𝑝
1−𝛼 in the domain 𝑀1−𝛼. It means that for any 
element 𝑒 ∈ {𝑒𝑗1, . . ., 𝑒𝑗𝑙}, there is a subset 𝑀𝑘
1−𝛼 ∈ {𝑀𝑗1
1−𝛼, . . ., 𝑀𝑗𝑝
1−𝛼} such that  
(𝑒 ∈ 𝑀𝑘
1−𝛼) & (𝑀𝑘
1−𝛼 ∈ 𝑐𝑛𝑆). 
 So, according to Theorem 𝑇3, under the decomposition  𝑑𝑛𝑆  the subset 𝑀𝑘
𝛼 is an 𝑀𝛼-
replaceable subset. Therefore, each 𝑒 ∈ {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is an 𝑀
𝛼-reachable element. 
 According to the Theorem 𝑇8, the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the cleaning 
and the compatibility procedures.  
 Obviously, the opposite also is true:  
If under the special decomposition 𝑑𝑛𝑆 the set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is stable with respect to the 
cleaning and the compatibility procedures, then according to Theorem 𝑇3, each element of the 
set {𝑒𝑞1, . . ., 𝑒𝑞𝑙} is an 𝑀
𝛼-reachable element.  ∇ 
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 Consider now Boolean functions. Given the function  𝑓(𝑥1, . . ., 𝑥𝑛) of 𝑛 variables, 
which is represented in 𝐶𝑁𝐹 by 𝑚 clauses.  
Recall the following notations:  
𝑆(𝑓) = {𝑐1, 𝑐2, . . ., 𝑐𝑚}  
is the set of clauses of the function 𝑓(𝑥1, . . ., 𝑥𝑛).     
𝑑𝑛𝑆(𝑓) = {(𝑓𝑀1
𝛼 , 𝑓𝑀1
1−𝛼), . . ., (𝑓𝑀𝑖
𝛼 , 𝑓𝑀𝑖
1−𝛼) , . . ., (𝑓𝑀𝑛
𝛼 , 𝑓𝑀𝑛
1−𝛼)} 
is a special decomposition of the set 𝑆(𝑓).     
(𝑖)𝐼(𝑑𝑛𝑆(𝑓)) is the special decomposition obtained by permutation the components of an 
ordered pair (𝑓𝑀𝑖
𝛼 , 𝑓𝑀𝑖
1−𝛼) of the decomposition 𝑑𝑛𝑆(𝑓), for any 𝑖 ∈ {1, . . ., 𝑛}.  
In accordance with Theorem 𝑇10, using the procedures described to prove this theorem, 
we find out if there exists a special covering for the set 𝑆(𝑓) under the special decomposition 
𝑑𝑛𝑆(𝑓). Thus, using Theorem 𝑇1, we find out whether the function 𝑓(𝑥1, . . ., 𝑥𝑛) is satisfiable.  
Based on Theorem 𝑇10, we formulate other necessary and sufficient conditions for 
Boolean satisfiability.   
Suppose that հ(𝑥1, . . ., 𝑥𝑛) is the function in 𝐶𝑁𝐹, which corresponds to the special 
decomposition (𝑖)𝐼(𝑑𝑛𝑆(𝑓)). It is easy to see, that հ(𝑥1, . . ., 𝑥𝑛) is obtained by converting the 
literal 𝑥𝑖
𝛼 to the literal 𝑥𝑖
1−𝛼 and the literal 𝑥𝑖
1−𝛼 to the literal 𝑥𝑖
𝛼 in all clauses of the function 
𝑓(𝑥1, . . ., 𝑥𝑛).  
We will say that the function հ(𝑥1, . . ., 𝑥𝑛) is obtained by inverting the literals of the 
variable 𝑥𝑖 in the function 𝑓(𝑥1, . . ., 𝑥𝑛).  
 Definition  𝑑13. A conjunctive normal form of a function will be called a proportional 
conjunctive normal form, if each clause in it contains a negative literal or each clause in it 
contains a positive literal. 
 The following theorem, which gives a different formulation of the necessary and 
sufficient conditions for Boolean satisfiability, is a consequence of Theorem 𝑇10. 
 Theorem  𝑇11.  Let 𝑓(𝑥1, . . ., 𝑥𝑛) be a function of 𝑛 variables represented in 𝐶𝑁𝐹 with 
𝑚 clauses.  
 Then, there exist   σ1, . . ., σ𝑛,   (σ𝑗 ∈ {0,1}) such, that f (σ1, .  . ., σ𝑛) = 1 
if and only if the function 𝑓(𝑥1, . . ., 𝑥𝑛)  can be transformed into a function in proportional 
conjunctive normal form using literal inversions.  
 Proof : Let f (σ1, . . ., σ𝑛) = 1 for some  σ1, . . ., σ𝑛 and there are clauses of the set 𝑆(𝑓) 
such that for some 𝛼  ∈ {0,1}, 
{𝑐𝑞1, . . ., 𝑐𝑞𝑙} = 𝑆(𝑓)\ 𝑀
𝛼 .    
 According to theorem 𝑇1, the function 𝑓(𝑥1, . . ., 𝑥𝑛) is satisfiable if and only if there is 
a special covering for the set 𝑆(𝑓) under the decomposition 𝑑𝑛𝑆(𝑓).  
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 According to the Theorem 𝑇10, there is a special covering for the set 𝑆(𝑓) under the 
decomposition 𝑑𝑛𝑆(𝑓) if and only if the set {𝑐𝑞1, . . . , 𝑐𝑞𝑙} is stable with respect to the cleaning 
and the compatibility procedures in the corresponding graph. So, by the theorem 𝑇8, each 
element 𝑐 ∈ {𝑐𝑞1, . . ., 𝑐𝑞𝑙} is 𝑀
𝛼-reachable.   
 Let the following ordered pairs,(𝑓𝑀𝑟1
𝛼 , 𝑓𝑀𝑟1
1−𝛼), . . ., (𝑓𝑀𝑟𝑝
𝛼 , 𝑓𝑀𝑟𝑝
1−𝛼) 
provide the reachability of all elements {𝑐𝑞1, . . ., 𝑐𝑞𝑙} under the decomposition 𝑑𝑛𝑆(𝑓).  
 After the permutation the components of all ordered pairs we obtain the special 
decomposition (𝑟1, . . ., 𝑟𝑝)𝐼(𝑑𝑛𝑆(𝑓)). Obviously, all clauses of the set 𝑆(𝑓) are included in the 
domain 𝑀𝛼 of this decomposition.  
 Suppose, that under the decomposition 𝑑𝑛𝑆(𝑓), for some 𝑖 ∈ { 𝑟1, . . ., 𝑟𝑝}, we have: 
𝑓𝑀𝑖
𝛼 = {𝑐𝑖1
𝑖 , . . ., 𝑐𝑖𝑞
𝑖 }  and  𝑓𝑀𝑖
1−𝛼 = {𝑐𝑗1
𝑖 , . . ., 𝑐𝑗𝑟
𝑖 },  where 
{𝑐𝑖1
𝑖 , . . ., 𝑐𝑖𝑞
𝑖 } ⊆ 𝑆(𝑓)  and  {𝑐𝑗1
𝑖 , . . ., 𝑐𝑗𝑟
𝑖 } ⊆ 𝑆(𝑓).    
 It means that: 
 - the literal 𝑥𝑖
𝛼 is included in all clauses of the set {𝑐𝑖1
𝑖 , . . ., 𝑐𝑖𝑞
𝑖 },   
 - the literal 𝑥𝑖
1−𝛼 is included in all clauses of the set {𝑐𝑗1
𝑖 , . . ., 𝑐𝑗𝑟
𝑖 }. 
 After the permutation of components of ordered pair (𝑓𝑀𝑖
𝛼 , 𝑓𝑀𝑖
1−𝛼) all elements of the 
set  {𝑐𝑗1
𝑖 , . . ., 𝑐𝑗𝑟
𝑖 } are moved to the domain 𝑀𝛼 and all elements of the set {𝑐𝑖1
𝑖 , . . . , 𝑐𝑖𝑞
𝑖 } are moved 
to the domain 𝑀1−𝛼.   
Let  𝑔(𝑥1, . . ., 𝑥𝑛)  be the function corresponding to the special decomposition            
(𝑟1, . . ., 𝑟𝑝)𝐼(𝑑𝑛𝑆(𝑓)).  
 It is obvious, that any clause of the function 𝑔(𝑥1, . . ., 𝑥𝑛) belonging to the set 
𝑆(𝑓) \ ⋃ ({𝑐𝑖1
𝑖 , . . . , 𝑐𝑖𝑞
𝑖 }  ∪  {𝑐𝑗1
𝑖 , . . . , 𝑐𝑗𝑟
𝑖 })𝑖 ∈ {𝑟1,...,𝑟𝑝}   
coincides with the corresponding clause of the function 𝑓(𝑥1, . . ., 𝑥𝑛), 
 It is also clear, that for each 𝑖 ∈ {𝑟1, . . ., 𝑟𝑝}: 
 - in all clauses of the function 𝑔(𝑥1, . . ., 𝑥𝑛) belonging to the set {𝑐𝑗1
𝑖 , . . ., 𝑐𝑗𝑟
𝑖 }, 
the literal 𝑥𝑖
1−𝛼 is replaced by the literal 𝑥𝑖
𝛼,  
 - in all clauses of the function 𝑔(𝑥1, . . ., 𝑥𝑛) belonging to the set {𝑐𝑖1
𝑖 , . . ., 𝑐𝑖𝑞
𝑖 }    
the literal 𝑥𝑖
𝛼 is replaced by the literal 𝑥𝑖
1−𝛼, 
 - all clauses of the function 𝑔(𝑥1, . . ., 𝑥𝑛) contain a negative literal or all clauses contain 
a positive literal. 
 So, 𝑔(𝑥1, . . ., 𝑥𝑛) is obtained by inverting the literals of the variable 𝑥𝑟1, . . ., 𝑥𝑟𝑝 in the 
function 𝑓(𝑥1, . . ., 𝑥𝑛) and is represented in proportional conjunctive normal form.   
 In addition, if   f(σ1, . . ., σ𝑛) = 1  for some  σ1, σ2, . . ., σ𝑛, then 𝑔(β1, . . .,β𝑛) = 1 for  
β𝑖 = {
σ𝑖,        𝑖 ∉ { 𝑟1, . . . , 𝑟𝑝}
1 − σ𝑖, 𝑖 ∈ { 𝑟1, . . . , 𝑟𝑝}
.  
Obviously, if 𝑔(β1, . . .,β𝑛) = 1 for some β1, . . .,β𝑛, then for some σ1, σ2, . . ., σ𝑛,  
f(σ1, . . ., σ𝑛) = 1. 
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 On the other hand, if the function 𝑔(𝑥1, . . ., 𝑥𝑛) is represented in proportional 𝐶𝑁𝐹 then, 
obviously, it is satisfiable. 
 Thus, if the function 𝑔(𝑥1, . . . , 𝑥𝑛), represented in proportional conjunctive normal form, 
is obtained by means of transforming the function 𝑓(𝑥1, . . ., 𝑥𝑛) using  literal inversions, then 
there are   σ1,  .  .  ., σ𝑛,   (σ𝑗 ∈ {0,1}) such, that    
𝑓(σ1, . . ., σ𝑛) = 1. ∇  
 
Introducing the concept of a special covering for sets, we have proved that there are 
necessary and sufficient conditions for the existence of such coverings. Using this theorem, we 
actually obtain the necessary and sufficient conditions for Boolean satisfiability.  
To prove these theorems, some algorithmic procedures are used. Nevertheless, as a result 
of these procedures, we find Boolean values for the variables of the function for which it is 
satisfiable. 
The general outline for determining whether the function 𝑓(𝑥1, . . ., 𝑥𝑛) is satisfiable 
consists of the following procedures:   
- for the function 𝑓(𝑥1, . . ., 𝑥𝑛) represented in conjunctive normal form we compose the 
special decomposition 𝑑𝑛𝑆(𝑓),  
- for some 𝛼 ∈ {0,1} we find the set of clauses of the function 𝑓(𝑥1, . . ., 𝑥𝑛) that are not 
included in the domain 𝑀𝛼 of the decomposition 𝑑𝑛𝑆(𝑓), that is   
{𝑐𝑞1, . . ., 𝑐𝑞𝑙} = 𝑆(𝑓)\ 𝑀
𝛼 , 
 - we form the replaceability graph 𝐺(𝑐𝑞1, . . ., 𝑐𝑞𝑙) associated with elements {𝑐𝑞1, . . ., 𝑐𝑞𝑙}, 
 - we look for cycles in the graph 𝐺(𝑐𝑞1, . . ., 𝑐𝑞𝑙) and, if they exist, we perform the cleaning 
procedure connected with them, 
 - if the set {𝑐𝑞1, . . ., 𝑐𝑞𝑙} is stable with respect to the cleaning procedure, we look for 
incompatible sets of vertices in the clean graph 𝐶𝐺(𝑒𝑞1, . . ., 𝑒𝑞𝑙) and, if they exist, we perform 
the compatibility procedure, connected with these incompatible sets. 
 If during the described procedure it turns out that the set {𝑐𝑞1, . . ., 𝑐𝑞𝑙} is not stable, then 
the function 𝑓(𝑥1, . . ., 𝑥𝑛) is not satisfiable. 
 If as a result of described procedure it is established that the set {𝑐𝑞1, . . ., 𝑐𝑞𝑙} is stable, 
then the domain 𝑀𝛼 of the special decomposition corresponding to the resulting graph will be 
an 𝑀𝛼-covering for the set 𝑆(𝑓) under the special decomposition 𝑑𝑛𝑆(𝑓).  
So, the function 𝑓(𝑥1, . . ., 𝑥𝑛) is satisfiable. 
 The estimates of the complexity of described procedures, which the satisfiability of a 
Boolean function is established by, will be presented in the next article.   
The estimates of the complexity of described procedures, which establish the existence 
of a special coverage of a set and the satisfiability of a Boolean function, will be presented in 
the next article. 
We prove that the complexity of all these procedures is polynomial. 
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