We describe a microarray design based on the concept of error-correcting codes from digital communication theory. Currently, microarrays are unable to efficiently deal with "drop-outs," when one or more spots on the array are corrupted. The resulting information loss may lead to decoding errors in which no quantitation of expression can be extracted for the corresponding genes. This issue is expected to become increasingly problematic as the number of spots on microarrays expands to accommodate the entire genome. The error-correcting approach employs multiplexing (encoding) of more than one gene onto each spot to efficiently provide robustness to drop-outs in the array. Decoding then allows fault-tolerant recovery of the expression information from individual genes. The error-correcting method is general and may have important implications for future array designs in research and diagnostics.
Relative expression levels for two different biological samples can be measured simultaneously for several thousand genes using cDNA microarrays [1] . The arrays are created robotically using pins to spot different cDNAs as a 2D grid on a treated glass slide. The RNA from the two samples is labeled using fluorescent dyes with distinct spectra and cohybridized to the array. A photomultiplier tube (PMT) is then used to collect an image of the stimulated fluorescence for each of the two fluorophores at every spot. Relative transcript abundances for each gene are quantitated as the log-ratio of the fluorescence intensities.
Many factors can affect the accuracy of microarrays: spot size, pin effects, hybridization efficiency, the response of the PMT, and the quality of the labeled RNA [2] . Taking the ratio for the two fluorophores at each spot to compute relative expression can help mitigate effects common to both samples, such as spot size and hybridization efficiency. However, poor spot formation and neighborhood background fluorescence may be so severe that little or no useful information can be extracted from affected spots. As the number of spots on microarrays expands to accommodate the entire genome, the occurrence of such "drop-outs" will tend to increase. Current microarray designs are not robust to these errors and are susceptible to loss of experimental information from genes that may be essential for a particular study.
Error-correcting codes play a fundamental role in reducing inaccuracies during data transmission in digital communication systems [3] . An important concept in these codes is overhead, the percentage of transmitted bits employed for error correction. The converse quantity is efficiency. The simplest approach to error correction employs replication of all bits; however, this carries considerable overhead (low efficiency), and much more economical and elegant schemes have been devised.
In this report, we describe a new approach to microarray design that employs the concepts of error-correcting codes. The approach is thus fault tolerant, and expression levels for each gene can be estimated in the presence of corrupted spots. The design is based on the use of a binary encoding scheme in which two or more genes are multiplexed onto each spot. Using a decoding procedure, the expression level for each gene can then be recovered. In the case in which one or more spots are corrupted, the decoder discards these data and computes the expression level for each gene using the remaining spots. The coding scheme has greater efficiency (less overhead) than simple approaches such as duplication of all spots, an important consideration since it is necessary to keep array sizes within bounds.
We first describe the error-correcting approach and then studies of error-correcting performance, linearity, and sensitivity. In the first set of investigations, four genes are encoded using six spots, providing robustness to loss of two spots. However, higher degrees of multiplexing can be used to reduce the total number of spots (greater efficiency, less overhead) while still providing error-correcting capabilities. In additional implementations, we demonstrate the utility of this principle.
Results

Error-correcting codes
Error-correcting codes are formulated for finite alphabets and are based on the introduction of redundancy into data transmitted over a channel, in the case of block codes by using k codeword bits to encode n source bits, where k Ͼ n. Redundancy in the code allows detection and correction of errors. The microarray problem differs in a fundamental way, since gene expression levels are continuously variable. Consequently, it is not possible to work in the finite field framework. Nevertheless, because of the impracticality of combining fractional amounts of cDNA for different genes, use of a binary encoding matrix is appropriate.
We denote by x the vector of RNA levels corresponding to a set of n genes. We will assume that hybridization rates are unaffected by the multiplexing process. Then the total concentration of RNA y at k multiplexed spots can be written as
where G is the k ϫ n binary encoding matrix, S is a diagonal matrix with elements s(j,j) denoting the affinity of RNA from the jth gene to cDNA on the array, and T is a diagonal matrix with elements t(i,i) denoting spot-specific effects, such as size, that are not included in S. The ith row of the encoding matrix G has n entries of value 1 and 0, indicating which of the n genes are encoded in the ith spot through inclusion of their cDNA. The encoding matrix is chosen to maximize error-correcting capabilities while minimizing propagation of noise effects. Let us assume for now that the entire process is linear, concentration levels are measured directly, T and S are identity matrices, and measurement noise is identical and independent at each spot. The expression levels can be computed to minimize error variance by multiplying the measurements y by the pseudoinverse G † of G [4] . It is then possible to design G to minimize the noise variance
) over all full-rank k ϫ n binary matrices. We can perform error correction with as many as k Ϫ n corrupted spots, by dropping these data and the corresponding rows of G before computing the pseudoinverse. Estimation of expression levels is complicated by the presence of spotspecific effects T, and a modified approach to decoding that accounts for this is described below.
To implement error correction, we encoded n ϭ 4 genes using k ϭ 6 spots with the encoding matrix,
which minimizes tr(G †T G † ) and also has the property that its rows contain all 6 combinations of ͩ 4 2 ͪ . The first row of G implies that multiplexed spot 1 contains genes 2 and 3, the second row that multiplexed spot 2 contains genes 1 and 3, etc. To encode n ϭ 6 genes using k ϭ 8 spots, and n ϭ 8 genes using k ϭ 10 spots, respectively, the following matrices, (3) and (4) 
Slide reading and decoding
The multiplex spot signal Differences in affinity and spot sizes from gene to gene make absolute quantitation extremely difficult using cDNA microarrays. Consequently, ratios of intensity between two fluorescence images are typically used to determine relative expression [1] . Let the vector x Cy5 denote the concentration of RNA corresponding to the n genes labeled with Cy5. Let y Cy5 ϭ TGSx Cy5 denote the vector representing the concentrations of labeled RNA hybridized to the k multiplex spots. Similarly, define vectors x Cy3 and y Cy3 for concen-trations of Cy3-labeled RNA. The quantity to be extracted from the microarray data is thus the ratio
We assume the response of the scanner PMT used to measure fluorescence is linear, so that the measured image intensity can be written as
where a is the calibration factor. From these measurements we compute the vector z of log ratios of the multiplexed gene expression levels, i.e.,
and from these we estimate the expression ratios r j , j ϭ 1, . . . , n, as defined in Eq. (5).
Nonlinear decoding algorithm
We use a nonlinear decoding algorithm to estimate the relative expression levels for each gene. We first identify and discard any corrupted spots to leave the index set ⌳ ʚ {1, . . . , k}. The remaining spots are then processed by numerically minimizing the function,
with respect to the expression levels x i Cy3 and x i
Cy5
, where g i T is the ith row of G, subject to the constraint x Cy5 Ն 0.1, x Cy3 Ն 0.1. The last two regularizing terms are chosen to resolve the ambiguity between the Cy3 and the Cy5 levels for each gene arising from the use of log-ratio data. Note that the calibration factor and spot effects t(i,i) cancel in Eq. (8) . Note also that the gene effects s(j,j) can be set to unity when minimizing this expression, provided they are assumed equal for Cy5 and Cy3 dyes, since they will then be incorporated in the estimates of x i
Cy5 and x i Cy3 and will cancel when computing the relative expression levels:
Experimental implementation Error-correcting analysis of a gene quadruplet
To evaluate the properties of the error-correcting scheme, microarrays were fabricated containing four genes in both multiplex mode (four genes multiplexed to six spots using Eq. (2)) and simplex mode (one gene per spot). The genes were chosen to reflect increased and decreased expression levels in mouse kidney relative to brain [5] . To assess the quantitative performance and sensitivity of the microarrays over a large dynamic range, 10 different amounts of kidney RNA were cohybridized to each microarray in the presence of a constant amount of brain RNA.
The intensity values for each spot were normalized (see Methods) and then decoded using the strategy described above. Fig. 1 shows gene expression ratios estimated using multiplex and simplex schemes across the dilution series for the four genes. Good agreement can be seen between the profiles obtained from the simplex spots and error-correcting spots. In Fig. 2 , the data are replotted as a function of dilution fraction. Similar dynamic range is displayed for both designs.
The error-correcting capabilities of the multiplexed microarray data are illustrated in Fig. 3A . By dropping all replicas of one or two spots from the decoding step we simulate the effect of these spots being corrupted at some point during manufacture or hybridization. We considered all possible combinations of one or two missing spots and computed bias and standard deviation across all genes relative to the decoded results in the case in which no spots are missing. Both bias and standard deviation were acceptable, even to loss of two of six spots. The behavior of the error-correcting and simplex schemes in the face of variations in spot DNA concentration was investigated (Fig. 3) . For both designs, deduced relative gene expression levels were robust to changes in spot DNA concentration. In addition, for the error-correcting scheme there was little change in standard deviation and bias as a result of these variations.
Error-correcting analysis of additional gene quadruplets
To confirm the generality of the error-correcting procedure, two additional quadruplet sets of genes were encoded in multiplex (four genes encoded onto six spots) and simplex mode (one gene per spot). The results for the two sets of genes are shown in Figs. 4A and 4B, respectively. For both sets, good agreement was obtained between the profiles obtained from the error-correcting and the simplex schemes. Both bias and standard deviation were again acceptable up to loss of one-third of the spots.
Error-correcting analysis using higher degrees of multiplexing
Higher degrees of multiplexing should provide error correction with correspondingly lower overhead. To explore this idea, we examined the encoding of six genes onto 8 spots (Fig. 5A ) and eight genes onto 10 spots (Fig. 5B) , with overheads of 33 and 25%, respectively. In both cases, the gene expression profiles deduced from the error-correcting design agreed with the simplex results. In addition, there was good robustness in the error-correcting scheme to loss of up to 2 spots, as judged by bias and standard deviation.
Discussion
For the encoding of four genes onto six spots, the simplex and error-correcting designs showed similar performance in terms of dynamic range (titration of kidney compared to brain RNA) and variations in spot DNA concentration. However, the error-correcting scheme showed significant advantages in the case of information loss due to spot corruption. There was very little degradation in performance when one spot was missing, and even with two missing spots, equivalent to one-third of all spots, reasonably accurate estimates of gene expression levels could be obtained. Such information is irretrievably lost in the simplex scheme.
A limitation in the error-correcting approach described here is that ratio data are used to remove sensitivity to spot effects. In general, there is not a unique expression ratio for each gene which matches the multiplexed ratio data and a regularization scheme is used in [8] to resolve this ambiguity. Our results demonstrate that in practice the method is quite robust to this ambiguity; however, the approach could be further enhanced by also labeling cDNA to calibrate for spot effects so that each channel can be decoded separately.
With four genes encoded in 6 spots, the overhead for error correction was 50% (2 extra spots required to correct four genes). One simple approach to error correction on microarrays is to duplicate every spot, an overhead of 100%. This approach would probably not be practicable for the entire genome on a single microarray using currently available print densities. With higher degrees of multiplexing, the overhead required for error correction can be made proportionately less. Encoding of six genes onto 8 spots and eight genes onto 10 spots was successfully demonstrated, with overheads of 33 and 25%, respectively. Additional studies should reveal the degrees of multiplexing that can be achieved and the resulting error-correcting capabilities.
Differences in expression levels between genes sharing one or more spots on the array are likely to be relevant to the robustness of decoding. Microarrays are usually employed to assess ratios of gene expression levels between samples. Nevertheless, in terms of absolute fluorescence intensity, the two most widely separated genes were Gapd [46,860 Ϯ 2206 (SEM)] and Txnrd1 (305.8 Ϯ 58.5) in the brain, which encompassed Ͼ99% of a distribution of 9000 genes [5] . With respect to ratios, the two most widely separated genes were Gapd [log 2 (kidney/brain) Ϫ2.5 Ϯ 0.1] and Aplp1 (3.0 Ϯ 0.2), which encompassed ϳ70% of a distribution of 2000 gene expression ratios between kidney and brain (not shown). These observations suggest that the error-correcting scheme is quite robust in handling genes with both high and low expression levels. In addition, it should be possible to minimize differences between multiplexed genes in the reference channel using cluster analysis. This strategy should allow genes with even more extreme differences in the sample channel to be effectively decoded due to reduced reference variance. Such an approach is becoming feasible with the general movement toward universal references for microarray analysis. In the area of diagnostics, in which genes are preselected, genes that have similar expression levels in both channels can be selected for multiplexing. However, the constraints of this approach may limit its applicability, depending on context.
It is likely that the error-correcting approach can be successfully employed in other high-throughput platforms, including antibody, protein, and chemical arrays, as well as real-time polymerase chain reaction (PCR) assays. These are essentially analog analyses (expression intensity), but error correction might also be useful in genotyping and DNA sequencing, binary applications. Furthermore, it is reasonable to suppose that the concepts of error correction could apply to other areas of biology. For example, genetic information transfer in cells might employ error-correcting codes, possibly at multiple levels, including splicing, transcription, and translation [6, 7] . Pertinent to these notions, it has recently been proposed that the DNA hydrogen bonding may formally correspond to a digital error-detection (parity) code [8] . Another potentially relevant area of biology is signaling in the brain.
In conclusion, we have presented a promising new approach to the design of microarrays that exhibits similar performance to standard designs but with the ability to accurately decode expression levels when individual spots are corrupted. The general concepts may be useful in other areas of biology, both computational and experimental.
Methods
Microarrays
The following genes were employed. The first quadruplet of genes (Figs. 1, 2, and 3) was Bcat2 (gene 1, Accession . To simulate the effect of drop-outs and to investigate the error-correcting capabilities of multiplexing, bias and standard deviation are shown as a result of removing one and two multiplex spots before decoding. The results were obtained by considering all 6 and all 15 possible combinations of one and two missing spots, respectively. Results were compared to those obtained with no missing spots as a nominal gold standard. and sensitivity of the microarrays over a large dynamic range (Fig. 2) , 10 different amounts of kidney RNA were cohybridized to the arrays in the presence of a constant amount, 100 g, of brain RNA. The amounts of kidney RNA applied to the arrays were C, C/2, C/4, C/8, C/16, C/32, C/64, C/128, C/512, C/1024, where C ϭ 100 g.
The partial DNA concentration for all genes in simplex and multiplex spots was 0.1 g l Ϫ1 . Equal amounts of cDNA from the different genes were employed in the creation of the multiplex spots. To investigate the effects of variation of spot DNA concentration (Fig. 3) , a dilution series resulting in partial DNA concentrations of 0.1, 0.05, and 0.025 g l Ϫ1 was employed for both simplex and multiplex spots. For all experiments, four replicates of each spot, simplex and multiplex, were employed.
Real-time PCR
Real-time quantitative RT-PCR was performed as described [5, 10] . The annealing temperature employed for the Mem3 gene was 50 instead of 60°C to ensure combined detection, as for the microarray experiments, of a homolog, Vps35, with 98% sequence similarity. 
