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EFFET D’UNE PERTURBATION NON LIN ´EAIRE SUR L’OBTENTION D’UNE
ESTIMATION UNIFORME.
SAMY SKANDER BAHOURA
ABSTRACT. We consider the equation ∆u = V u(n+2)/(n−2) + Wun/(n−2) and we give
some minimal conditions on∇V and∇W to have an uniform estimate for their solutions.
If we replace Wun/(n−2) by Wu in the previous equation, we have an uniform estimate for
radial solutions.
1. INTRODUCTION ET R ´ESULTATS.
Nous notons ∆ = −∑ ∂ii le laplcien ge´ome´trique sur Rn, n ≥ 3.
Conside´rons sur un ouvert Ω de Rn, n ≥ 3, l’e´quation suivante:
∆u = V u(n+2)/(n−2) +Wun/(n−2) (E)
ou` V et W sont deux fonctions re´gulie`res.
On suppose que:
0 < a ≤ V (x) ≤ b, ||∇V ||L∞ ≤ A (C1)
0 < c ≤W (x) ≤ d, ||∇V ||L∞ ≤ B (C2)
Proble`me: Quelle conditions minimales peut on imposer a`∇V et ∇W pour avoir une esima-
tion uniforme du type sup× inf pour les solutions de l’e´quation (E) ?
Notons que lorsque W ≡ 0, l’e´quation (E) est la ce´le`bre e´quation de la courbure scalaire
prescrite sur un ouvert de l’e´space euclidien de dimension n ≥ 3.
Dans ce cas, il existe beaucoup de re´sultats concernant les solutions de cette e´quation, voir par
exemple, [B], [C-L 1].
Lorsque Ω = Sn avec l’e´quation correspondante (courbure scalaire), YY. Li donne des condi-
tions de platitude suffisante pour avoir une majoration de l’e´nergie ainsi que l’existence de points
dit isole´s simples, voir [L1], [L2].
Dans [C-L 2] Chen et Lin mettent en e´vidence un contre example confirmant l’importance des
hypothe`ses de Li.
Notons que dans [C-L 1], il existe des re´sultats concernant les ine´galite´s de Harnack du type
sup× inf avec des conditions de platitudes similaires a` celles de Li pour une equation du type:
∆u = V u(n+2)/(n−2) + g(u)
avec g une fonction re´gulie`re e´quivalente tα, 1 ≤ α < n+ 2
n− 2 .
Notons que dans ce travail, aucune borne a priori sur l’e´nergie n’est impose´e. On utilise la
technique blow-up et de de´placement de plan dite ” Moving-Plane” invente´e par Alexandrov et
de´veloppe´e par Gidas-Ni-Nirenberg, voir [ G-N-N].
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Notons que la me´thode ”moving-Plane” est souvent utilise´e pour de´terminer si les solutions
d’une EDP sont syme´triques ou dans la recherche de forme explicite de certaines solutions
d’e´quations aux de´rive´es partielles.
Ici, nous avons:
The´ore`me 1. Pour tout a, b, c, d > 0, pour toutes suites (Ai), (Bi) telles que Ai → 0 et Bi →
0 et pour tout compactK de Ω, il existe une constante positive c = c[a, b, c, d, (Ai), (Bi),K,Ω, n]
telle que:
sup
K
ui × inf
Ω
ui ≤ c, (pour i assez grand)
pour toute suite (ui)i solutions de (E) relativement a` (Vi) et (Wi) ve´rifiant les conditions
(C1) et (C2).
On se place sur la boule unite´ de Rn ( Ω = B1(0)) et on s’occupe de l’e´quation suivante:
∆ui = Viui
(n+2)/(n−2) +Wiui (E
′)
On suppose que ui et Vi sont radiales:
0 < a ≤ Vi(r) ≤ b et |Vi(r) − Vi(r′)| ≤ Ai|r2 − r′2| avec Ai → 0 (C3)
0 < c ≤Wi(r) ≤ d et |W ′i (r)| ≤ Bi avec Bi → 0 (C4)
Nous avons:
The´ore`me 2. Pour tout a, b, c, d > 0, pour toutes suites (Ai) et (Bi), il existe une constante
positive c = c[a, b, c, d, (Ai), (Bi), n] telle que:
ui(0)× ui(1) ≤ c (pour i assez grand)
pour toute suite (ui) solution de (E′) relativement a` (Vi) et (Wi) ve´rifiant (C3) et (C4).
2. PREUVES DES TH ´EOR `EMES.
Preuve du The´ore`me 1
Soit x0 un point de Ω et (ui)i une suite de fonctions sur Ω telles que,
∆ui = Viui
(n+2)/(n−2) +Wiui
n/(n−2), ui > 0
On raisonne par l’absurde, en supposant que sup× inf n’est pas borne´.
On suppose que:
∀ c, R > 0 ∃ (uc,R,j)j solution de (E) telle que:
Rn−2 sup
B(x0,R)
uc,R,j × inf
Ω
uc,R,j ≥ c, (H)
Proposition ( blow-up):
Il existe une suite de points (yi)i, yi → x0 et deux suites de re´els positifs (li)i, (Li)i, li → 0,
Li → +∞, telles qu’en posant vi(z) = [yi + z/[ui(yi)]
2/(n−2)]
ui(yi)
, on ait:
0 < vi(z) ≤ βi ≤ 2(n−2)/2, βi → 1.
vi(z)→
(
1
1 + |z|2
)(n−2)/2
, laconvergence est uniforme sur tout compact de Rn.
l
(n−2)/2
i ui(yi)× inf
Ω
ui → +∞
Preuve de la proposition:
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On utilise (H), on peut supposer qu’il existe une suite Ri > 0, Ri → 0 et ci → +∞, telles
que,
Ri
(n−2)( sup
B(x0,Ri)
ui)
s inf
Ω
ui ≥ ci → +∞,
Soit, xi ∈ B(x0, Ri), tel que supB(x0,Ri) ui = ui(xi) et si(x) = [Ri−|x−xi|](n−2)/2ui(x), x ∈
B(xi, Ri). Alors, xi → x0.
On a,
max
B(xi,Ri)
si(x) = si(yi) ≥ si(xi) = Ri(n−2)/2ui(xi) ≥ √ci → +∞.
On pose :
li = Ri − |x− xi|, u¯i(y) = ui(yi + y), vi(z) =
ui
(
yi + z/[ui(yi)]
2/(n−2)
)
ui(yi)
.
Il est clair que, yi → x0. On obtient aussi:
Li =
li
(ci)1/2(n−2)
[ui(yi)]
2/(n−2) =
[si(yi)]
2/(n−2)
c
1/2(n−2)
i
≥ c
1/(n−2)
i
c
1/2(n−2)
i
= c
1/2(n−2)
i → +∞.
Si |z| ≤ Li, alors y = [yi + z/[ui(yi)]2/(n−2)] ∈ B(0, δili) avec δi = 1
(ci)1/2(n−2)
et
|y − yi| < Ri − |yi − xi|, d’ou`, |y − xi| < Ri et donc, si(y) ≤ si(yi), ce qui revient a` e´crire,
ui(y)[Ri − |y − yi|](n−2)/2 ≤ ui(yi)(li)(n−2)/2.
Comme, |y − yi| ≤ δili, Ri > li et Ri − |y − yi| ≥ Ri − δili > li − δili = li(1 − δi), on
obtient,
0 < vi(z) =
ui(y)
ui(yi)
≤
[
li
li(1− δi)
](n−2)/2
≤ 2(n−2)/2.
On pose alors, βi =
(
1
1− δi
)(n−2)/2
, il est clair que βi → 1.
La fonction vi ve´rifie l’e´quation suivante:
∆vi = V˜iv
(n+2)/(n−2)
i +
W˜i
[ui(yi)]2/(n−2)
v
n/(n−2)
i
avec,
V˜i(z) = Vi
[
yi +
z
[ui(yi)]2/(n−2)
]
et W˜i(z) = Wi
[
yi +
z
[ui(yi)]2/(n−2)
]
.
En, utilisant les estimations elliptiques, les the´ore`mes d’Ascoli et de Ladyzenskaya, (vi)i
converge uniforme´ment sur tout compact vers une fonction v solution sur Rn de,
∆v = V (0)vN−1, v(0) = 1, 0 ≤ v ≤ 1 ≤ 2(n−2)/2,
Sans nuire a` la ge´ne´ralite´, on peut supposer que V (0) = n(n− 2).
Par le principe du maximum, on a v > 0 sur Rn et un re´sultat de Caffarelli-Gidas-Spruck ( voir
[C-G-S]) donne, v(z) =
(
1
1 + |z|2
)(n−2)/2
. On obtient les meˆmes proprie´te´s de convergence
des vi que dans un article pre´ce´dent (voir [B ]). La propostion 2 est prouve´e.
Coordonne´es Polaires (Me´thode ”Moving-Plane”)
Posons pour t ∈]−∞, log 2] et θ ∈ Sn−1 :
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wi(t, θ) = e
(n−2)t/2ui(yi + e
tθ), V¯i(t, θ) = Vi(yi + e
tθ) et W¯i(t, θ) = Wi(yi + e
tθ).
Par ailleurs, soit L l’ope´rateur L = ∂tt − ∆σ − (n− 2)
2
4
, avec ∆σ ope´rateur de Laplace-
Baltrami sur Sn−1.
La fonction wi est solution de l’e´quation suivante :
−Lwi = V¯iwiN−1 + et × W¯iwin/(n−2).
On pose pour λ ≤ 0 :
tλ = 2λ− t wλi (t, θ) = wi(tλ, θ), V¯ λi (t, θ) = V¯i(tλ, θ) et W¯λi (t, θ) = W¯i(tλ, θ).
Alors, pour pouvoir ve´rifier si le Lemme 2 du The´ore`me 1 dans [B] reste valable, il suffit de
noter que la quantite´ −L(wλi − wi) est ne´gative lorsque wλi − wi l’est. En fait, pour chaque
indice i, λ = ξi ≤ log ηi + 2, (ηi = [ui(yi)](−2)/(n−2)).
Tout d’abord:
wi(2ξi − t, θ) = wi[(ξi − t+ ξi − log ηi − 2) + (log ηi + 2)],
par de´finition de wi et pour ξi ≤ t:
wi(2ξi−t, θ) = e[(n−2)(ξi−t+ξi−log ηi−2)]/2en−2vi[θe2e(ξi−t)+(ξi−log ηi−2)] ≤ 2(n−2)/2en−2 = c¯.
On sait que
−L(wξii − wi) = [V¯ ξii (wξii )N−1 − V¯iwiN−1] + [et
ξi
W¯ ξii (w
ξi
i )
n/(n−2) − etW¯iwin/(n−2)],
Les deux termes du second membre, note´s Z1 et Z2, peuvent s’e´crire:
Z1 = (V¯
ξi
i − V¯i)(wξii )N−1 + V¯i[(wξii )N−1 − wiN−1],
et
Z2 = (W¯
ξi
i −W¯i)(wξii )n/(n−2)et
ξi
+et
ξi
W¯i[(w
ξi
i )
n/(n−2)−win/(n−2)]+W¯iwin/(n−2)(et
ξi−et).
D’autre part, comme dans la de´monstration du The´ore`me 2 dans [B]:
wi
ξi ≤ wi et wξii (t, θ) ≤ c¯ pour tout (t, θ) ∈ [ξi, log 2]× Sn−1,
ou` c¯ est une constante positive inde´pendante de i de wξii pour ξi ≤ log ηi + 2;
|V¯ ξii − V¯i| ≤ Ai(et − et
ξi
) et |W¯ ξii − W¯i| ≤ Bi(et − et
ξi
),
D’ou`
Z1 ≤ Ai (wξii )N−1 (et − et
ξi
) et Z2 ≤ Bi ((wξii )
n/(n−2)
(et − etξi ) + c (wξii )
n/(n−2) ×
(et
ξi − et).
Ainsi,
−L(wξii − wi) ≤ (wξii )n/(n−2)[(Ai wξii
2/(n−2)
+Bi) (e
t − etξi ) + c (etξi − et)].
Puisque wξii ≤ c¯, on obtient:
−L(wξii − wi) ≤ (wξii )n/(n−2)[(Aic¯2/(n−2) +Bi) (et − et
ξi
) + c (et
ξi − et)]. (1)
De´terminons le signe de Z¯ = [(Ai c¯2/(n−2) +Bi) (et − etξi ) + c (etξi − et)].
L’ine´galite´ (1) devient alors :
−L(wξii − wi) ≤ (wξii )α[−c+Ai c¯2/(n−2) +Bi](et − et
ξi
).
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On sait que Ai → 0 et Bi → 0. Pour t0 < 0, assez petit, la quantite´ c − Ai c¯2/(n−2) − Bi
devient positive et le re´sultat cherche´ est obtenu dans l’intervalle [ξi, t0].
Le fait de prendre l’intervalle [ξi, t0] au lieu de [ξi, log 2], n’est pas geˆnant, au contraire, plus
l’intervalle est petit plus l’infimum est grand. La suite de la de´monstration est identique a´ celle
de la fin du The´ore`me 1.
On pourrait croire que t0 de´pend de ξi ou dewξii , mais t0 de´pend seulement de c¯, une constante
qui ne de´pend que de n, a et b.
On calcule t0 puis on introduit ξi ≤ log ηi + 2 comme dans les autres the´ore`mes, et on ve´rifie
l’ine´galite´ L(wξii − wi) ≤ 0, de`s que wξii − wi ≤ 0 sur [ξi, t0].
Ayant de´termine´ t0 < 0 tel que c−Ai c¯N−1−α −Bi soit positive, on pose:
ξi = sup{µi ≤ log ηi + 2, wµii (t, θ) − wi(t, θ) ≤ 0, ∀ (t, θ) ∈ [µi, t0]× Sn−1}.
Par de´finition de ξi, wξii − wi ≤ 0. Ensuite, on ve´rifie que −L(wξii − wi) ≤ 0.
Comme dans le The´ore`me 1 dans [B], le principe du maximum, entraˆine:
minθ∈Sn−1 wi(t0, θ) ≤ maxθ∈Sn−1 wi(2ξi − t0) .
Or,
wi(t0, θ) = e
t0ui(ai + e
t0θ) ≥ et0 minui et wi(2ξi − t0) ≤ c0
ui(ai)
,
donc:
ui(ai)×minui ≤ c.
Ce qui contredit la proposition.
Preuve du The´ore`me 2
Les e´tapes sont identiques a` celles de la preuve du the´ore`me 1. Il y a quelques modifications
dans la partie ” Coordonne´es polaires et me´thode moving-plane”. La proposition de la preuve du
the´ore`me 1 se conserve. Notons que la technique blow-up se simplifie car ui est de´croissante et
son maximum est atteint en 0.
Coordonne´es polaires (Me´thode ”Moving-plane”)
Posons pour t ∈]−∞, log 2] et θ ∈ Sn−1 :
wi(t, θ) = e
(n−2)t/2ui(e
t), V¯i(t, θ) = Vi(e
t) et W¯i(t, θ) = Wi(e
t).
Par ailleurs, soit L l’ope´rateur L = ∂tt − (n− 2)
2
4
.
La fonction wi est solution de l’e´quation suivante :
−Lwi = V¯iwiN−1 + e2tW¯iwi.
On pose pour λ ≤ 0 :
tλ = 2λ− t, wλi (t, θ) = wi(tλ), V¯ λi (t, θ) = V¯i(tλ) et W¯λi (t, θ) = W¯i(tλ).
Alors, pour pouvoir ve´rifier si le Lemme 2 du The´ore`me 1 dans [B] reste valable, il suffit de
noter que la quantite´ −L(wλi − wi) est ne´gative lorsque wλi − wi l’est. En fait, pour chaque
indice i, λ = ξi ≤ log ηi + 2, (ηi = [ui(yi)](−2)/(n−2)).
Tout d’abord:
wi(2ξi − t) = wi[(ξi − t+ ξi − log ηi − 2) + (log ηi + 2)],
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par de´finition de wi et pour ξi ≤ t:
wi(2ξi − t) = e[(n−2)(ξi−t+ξi−log ηi−2)]/2en−2vi[e2e(ξi−t)+(ξi−log ηi−2)] ≤ 2(n−2)/2en−2 = c¯.
On sait que
−L(wξii − wi) = [V¯ ξii (wξii )N−1 − V¯iwiN−1] + [e2t
ξi
W¯ ξii (w
ξi
i )− e2tW¯iwi],
Les deux termes du second membre, note´s Z1 et Z2, peuvent s’e´crire:
Z1 = (V¯
ξi
i − V¯i)(wξii )N−1 + V¯i[(wξii )N−1 − wiN−1],
et
Z2 = [(e
2tW¯i)
ξi − (e2tW¯i)]wξii + e2tW¯i(wξii − wi).
D’autre part, comme dans la de´monstration du The´ore`me 2 dans [B]:
wi
ξi ≤ wi et wξii (t, θ) ≤ c¯ pour tout (t, θ) ∈ [ξi, log 2]× Sn−1,
ou` c¯ est une constante positive inde´pendante de i de wξii pour ξi ≤ log ηi + 2;
|V¯ ξii − V¯i| ≤ Ai(e2t− e2t
ξi
) et |(e2tW¯i)ξi − (e2tW¯i)−Wi(0)(e2t
ξi − e2t)| ≤ B˜i(e2t− e2t
ξi
),
avec, B˜i → 0. D’ou`
Z1 ≤ Ai (wξii )N−1 (e2t − e2t
ξi
) et Z2 ≤ B˜i (wξii ) (e2t − e2t
ξi
) + c (wξii )× (e2t
ξi − e2t).
Ainsi,
−L(wξii − wi) ≤ wξii [[Ai (wξii )4/(n−2) + B˜i] (e2t − e2t
ξi
) + c (e2t
ξi − e2t)].
Puisque wξii ≤ c¯, on obtient:
−L(wξii − wi) ≤ wξii [(Aic¯4/(n−2) + B˜i) (e2t − e2t
ξi
) + c (e2t
ξi − e2t)]. (1)
De´terminons le signe de Z¯ = [(Ai c¯4/(n−2) + B˜i) (e2t − e2tξi ) + c (e2tξi − e2t)].
L’ine´galite´ (1) devient alors :
−L(wξii − wi) ≤ wξii [−c+Ai c¯4/(n−2) + B˜i](e2t − e2t
ξi
).
On sait que Ai → 0 et B˜i → 0. Pour t0 < 0, assez petit, la quantite´ c − Ai c¯4/(n−2) − B˜i
devient positive et le re´sultat cherche´ est obtenu dans l’intervalle [ξi, t0].
Le fait de prendre l’intervalle [ξi, t0] au lieu de [ξi, log 2], n’est pas geˆnant, au contraire, plus
l’intervalle est petit plus l’infimum est grand. La suite de la de´monstration est identique a´ celle
de la fin du The´ore`me 1.
On pourrait croire que t0 de´pend de ξi ou dewξii , mais t0 de´pend seulement de c¯, une constante
qui ne de´pend que de n, a et b.
On calcule t0 puis on introduit ξi ≤ log ηi + 2 comme dans les autres the´ore`mes, et on ve´rifie
l’ine´galite´ L(wξii − wi) ≤ 0, de`s que wξii − wi ≤ 0 sur [ξi, t0].
Ayant de´termine´ t0 < 0 tel que c−Ai c¯4/(n−2) − B˜i soit positive, on pose:
ξi = sup{µi ≤ log ηi + 2, wµii (t)− wi(t) ≤ 0, ∀ t ∈ [µi, t0]}.
Par de´finition de ξi, wξii − wi ≤ 0. Ensuite, on ve´rifie que −L(wξii − wi) ≤ 0.
Comme dans le The´ore`me 1 dans [B], le principe du maximum, entraˆine:
wi(t0) ≤ wi(2ξi − t0),
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comme ui est de´croissante, on obtient:
ui(ai)× ui(1) ≤ c.
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