 (Завадскас 1987 
Introduction
In practice, a decision-making person (DM) is often faced with the problem of choosing the best alternative from the available options. This may be the choice of the best technological or investment variants. In particular, the choice of the best technological or investment project or determination of an enterprise which is the best according to its financial and commercial activities or strategic potential, etc. should be made. Besides, the above problems may embrace the evaluation of the development of the state regions or various states, etc. None of these processes or phenomena can be evaluated by a single magnitude because it is hardly possible to find a characteristic which could integrate all relevant aspects of the considered issue.
In recent years, multicriteria methods have been increasingly used for quantitative evaluation of complicated economic or social processes (Figueira et al. 2005; Ginevicius 2008; Ulubeyli, Kazaz 2009; Kaklauskas et al. 2007; Kracka et al. 2010; Liaudanskiene et al. 2009; Plebankiewicz 2009; Podvezko 2007 Podvezko , 2009 Podvezko, Podviezko 2010; Selih et al. 2008; Turskis et al. 2009; Ustinovichius et al. 2007; Urbanavicienė et al. 2009a,b; Zavadskas, Vaidogas 2008 , Zavadskas et al. 2007a ,b, 2010 Zavrl et al. 2009 ).
The considered methods are based on the matrix R= ij r of the criteria, describing the alternatives (objects) (Hwang, Yoon 1981; Chu et al. 2007; Ginevicius, Podvezko 2008 a,b,c; Podvezko 2008; Ginevicius, Gineviciene 2009; Zavadskas et al. 2007c; Jakimavicius, Burinskiene 2009; Sivilevicius et al. 2008) . The criterion of the method S j clearly demonstrates the main concept of multicriteria evaluation methods -the integration of the criteria values and weights into a single magnitude. This is also reflected in its name.
The sum S j of the weighted normalized values of all the criteria is calculated for the j-th object: SAW may be used if all the criteria are maximizing. This is a drawback of this method, though minimizing criteria can be easily converted to the maximizing ones by the formula: (Hwang, Yoon 1981; Zavadskas, Kaklauskas 1996, etc.) , normalization (or transformation) of the initial data is used, so that the best criterion value (the largest one for a maximizing criterion and the smallest one for a minimizing criterion) would get the largest value equal to unity. As mentioned above, it is recommended to use formula (2) for transforming minimizing criteria. The transformation formula used for maximizing criteria is as follows: 
Due to this transformation, the smallest negative value is turned to unity.
To illustrate, compare and analyse the methods used in the present paper, a case study based on the statistical data of economic development in 2003 of four countriesEstonia, Latvia, Lithuania and Poland is provided . The data obtained are presented in Table 1 . We can see that four criteria are maximizing, while one (unemployment rate) is minimizing. A typical case of the use of multicriteria evaluation methods is considered, when none of the countries seems to be the best, and the ranks of particular criteria range to a great extent.
Let us transform the data provided in Table 1 by using formulas (2)- (3).
The transformed values of five criteria describing the economic development of four countries are given in Table  2 . The criteria weights (column 3 in Table 2 ) are determined by the experts of the Finance Ministry of Lithuanian Republic . Table 2 The data of The values of SAW criterion S j , calculated based on the data taken from Table 2 by formula (1), are given in Table 3 . This is a common application of multicriteria evaluation methods: two out of five results (3rd and 5th) obtained for Poland are the best, while two other values (1st and 4th) are the worst. Their weights are the largest, therefore, the country is ranked the last according to the evaluation by the method SAW.
The values of the criterion S j range from zero to unity when the transformation of the data by formulas (2)-(3) is used:
The method SAW, like some other multicriteria methods, can yield the distorted evaluation data, e.g. the value of an alternative of one of the criteria greatly exceeds the values of other alternatives, while the weight (significance) of this criterion is the largest. In this case, the alternative may be assessed as the best, though the values of its other criteria are relatively small.
SAW with its data transformation by formulas (2)-(3) has some disadvantages: the largest value of the criterion of the method S j may be about the unity, while the smallest value may approach zero. However, the difference in estimates of the compared alternatives can hardly be determined from the first sight. The relative S j values can be determined by normalizing them by the formula:
where j S % is the normalized value of the criterion S j , n is the number of alternatives ( Normalized values of the criterion S j taken from Table 4 Normalized values j S % of the criterion S j from Table 3 In practice, it is more convenient to use SAW with
where ij r is i-th criterion's value for j-th alternative.
In using this type of normalization, the SAW criterion's S j sum of values of all n alternatives is equal to unity:
i.e. normalized values of the criterion S j of SAW, which may be used for evaluating hierarchically structured alternatives of the same level are calculated (Ginevicius, Podvezko 2003 . In this case, it is also easier to compare different estimates of the alternatives. The values of Table 1 , normalized by using formula (6) are given in Table 5 . The values of the minimizing 4th criterion were preliminarily transformed by formula (2) (row 4, Table 2 ). Normalized by using formula (6) values of the maximizing criteria, do not depend on the fact whether they were preliminarily transformed by formula (3) or not. The values of SAW criterion S j , based on the normalized values taken from Table 5 , are given in Table 6 . Table 6 The values of SAW criterion S j based on the normalization performed by using formulas (3) and ( The ranks of the countries investigated have not changed as before (Table 3) , and the values of the criteria j S % (Table 4 ) and S j (Table 6 ) are practically the same.
Let us consider the main features of the method SAW. It has the following positive characteristics and features:
1) The criterion S j of the method SAW reflects the main concept underlying quantitative multicriteria evaluation methods, consisting in integrating the criteria values and weights into a single magnitude -the criterion of the method.
2) The calculation algorithm of the method is not complicated, being implemented either without the help of a computer or by applying very simple computer programs.
3) Normalized values of the evaluation SAW criterion S j (or j S % ) help visually determine the differences between the alternatives compared. However, SAW also has some disadvantages: 1) All the values of the criteria R i (i=1,...,m) should be maximizing. Minimizing criteria should be transformed to maximizing ones, for example, by formula (2) before being used in the analysis.
2) All the values of the criteria R i (i=1,...,m) should be positive. The evaluation results, i.e. the values of the criterion S j , depend on the type of their transformation to positive values.
3) The estimates yielded by SAW do not always reflect the real situation. The result obtained may not be logical, with the values of one particular criterion largely differing from those of other criteria.
The method COPRAS
In 1996, the researchers of Vilnius Gediminas Technical University (Zavadskas, Kaklauskas 1996) created a method of complex proportional evaluation COPRAS (Complex Proportional Assessment). It is used for multicriteria evaluation of both maximizing and minimizing criteria values. This is the advantage of the method COPRAS over the SAW method. The method -138 -COPRAS is widely used by its authors, their disciples and specialists evaluating complex processes by quantitative multicriteria methods (Uzsilaityte, Martinaitis, 2010; Chatterjee et al. 2011; Kaklauskas et al. 2005 Kaklauskas et al. , 2006 Kaklauskas et al. , 2008 Kaklauskas et al. , 2010 Zavadskas et al. 2008a Zavadskas et al. ,b,c, 2009a Zavadskas, Antucheviciene 2007; Banaitiene et al. 2008; Lepkova et al. 2008; Ginevicius, Podvezko 2007d; Ginevicius et al. 2008a,b; Podvezko 2008; Sarka et al. 2008; Sliogeriene et al. 2009; Datta et al. 2009; Hofer 2009; Karbassi et al. 2008; Mickaityte et al. 2008; Mazumbar 2009; Mazumbar et al. 2010; Bindu Madhuri et al. 2010a,b; Schieg 2009; Tupenaite et al. 2010) . In this method, the influence of maximizing and minimizing criteria on the evaluation result is considered separately. The evaluation component In order to use the same notation in all multicriteria evaluation methods, which would be different from the original (Zavadskas, Kaklauskas 1996) , we will denote the criterion values by ij r (instead of ij x ) and their weights - The same constant S -min ) in the numerator and denominator of the formula (8) can be cancelled, and the formula will be of the form: of the weighted normalized values of the j-th alternative's all minimizing criteria, will be found in the numerator of the formula (11). Then, formula (8) will be rearranged into the formula: Therefore, the results yielded by COPRAS may be sensitive to slight data variation, and the ranks assigned may differ from those obtained by using other methods. Let us demonstrate the calculation results of two data variants by methods COPRAS, SAW and TOPSIS. SAW is based on classical normalization (6), with minimizing criteria converted to the maximizing ones (2). Two sets of data are given in Table 7 . Two versions of the alternatives 1 A , 2
A and 3
A , described by four criteria R 1 , R 2 , R 3 and R 4 are considered. The data referring to them differ to a small extent. In particular, the values of the first three criteria are the same, while the value of the fourth criterion of the first alternative 41 r =105 is replaced by 41 r =110 and 42 r =215 is substituted for 42 r =200. The data referring to two variants of the third alternative have completely matched. The calculation results yielded by COPRAS compared to the data obtained by SAW and TOPSIS are given in Table 8 . As it has been shown in the Table, the ranks assigned to the alternatives by all three methods -COPRAS, TOPSIS and SAW have matched for the first variant. The values of the 3rd criterion have slightly changed in the 2nd variant, however, the ranks obtained by COPRAS (Table 8) have changed places (3-2-1 instead of 1-3-2), The ranks given by TOPSIS have not changed, and the rank assigned to the best 3rd alternative by SAW has not changed either, though the 1st and 2nd alternatives have changed places. The results obtained show that COPRAS may be less stable than other methods in the case of data variation, while the ranks of the alternatives given by COPRAS may differ to great extent from those yielded by other methods. This not only reveals the particular problems associated with COPRAS application, but also demonstrates common approaches to evaluating multicriteria methods. Thus, each multicriteria method has its advantages and disadvantages and, therefore, simultaneous use of several methods and the analysis of causes of estimates' variation may be recommended.
The method COPRAS also has some advantages and valuable features. The criterion of the method j Z and properties of its components allow us to easily compare and check the results of calculations and to compare the methods COPRAS and SAW. However, these properties have not been profoundly investigated and described in the literature. 
Proof.
This result was interpreted (Zavadskas, Kaklauskas 1996) so that the sum of the components of maximizing (and minimizing) criteria 
Proof. 
In particular, formulas (12), (15) and (14) will be used: As proved above (see (7)), this result is also valid for the sum of the criteria of SAW S j , using classical normalization technique (6):
By using formulas (15), (18) and (19), the calculation results yielded by COPRAS may be validated. For example, in the monograph of the authors of COPRAS approach ( (Zavadskas, Kaklauskas, Banaitiene 2001) , the calculation results of the evaluation process are provided (267) (268) . The values of the COPRAS evaluation components S +j , S -j of maximizing and minimizing criteria and the evaluation criterion Z j are given in Table 9 , while the sums of all these values are presented in the last column of this table. Table 9 The results obtained in multicriteria evaluation of the alternatives of plots Table 6 .20 of the above-mentioned monograph, agreed with the respective values of S + , S -and Z given in Table 9 .
Let us consider another example, representing one of the recent cases of COPRAS applications (Sliogeriene et al. 2009 ). Thirty two criteria, including 23 maximizing and 9 minimizing criteria, were used. The calculations also demonstrated the validity of the results obtained by using the method COPRAS: As mentioned above, when only maximizing criteria are used, the results of calculation by COPRAS agree with the data yielded by SAW, i.e. for each j-th alternative we get:
In a common case, the evaluation components of maximizing criteria, describing the alternatives by both methods, match each other, i.e. S +j = Z j , with all j=1,2,...,n. obtained by COPRAS and SAW, will also agree. This shows that the values of the components of minimizing criteria evaluation as well as general estimates, obtained by these methods, should not differ considerably. The main evaluation principle shared by quantitative multicriteria methods and stating that a more important alternative correlates with a larger value of the criterion of the method, also accounts for the result obtained. A great number of the performed real case calculations confirms that the difference between the values of the criteria of the above two methods is insignificant. Thus, the evaluation of the development rate of Lithuanian regions (Ginevicius, Podvezko 2009 ), based on these two methods (see Table  10 ), yielded practically the same results (with the difference being 10 -4 ) because only two out of fourteen criteria were minimizing. The solution of the problem associated with the comparative analysis of five different building technologies , where more than a half (five) of the nine evaluation criteria were minimizing, has also shown that the evaluation results yielded by the above two methods differ insignificantly (Table 11) . Table 11 The results obtained in multicriteria evaluation of wall insulation alternatives for the main building of VGTU However, other evaluation results ) demonstrated a more significant difference (Table 12) , though, in that case, only 3 out of 15 criteria were minimizing. Table 12 The results obtained in comparing the reliability of Lithuanian commercial banks by multicriteria methods
The calculation results show that the values of the criteria of the methods COPRAS and SAW usually agree, while the evaluation results may differ. The calculation results obtained by using COPRAS depend on the number of minimizing criteria and their values. However, these problems require further investigation.
Conclusions
The methods SAW and COPRAS are widely used for multicriteria evaluation. Though they may seem to be different, both methods have a number of common features and properties.
Some important COPRAS properties, allowing us to more accurately evaluate and validate the calculation results, are defined and proved mathematically.
The cases, when COPRAS may be unstable due to data variation, and the results obtained may differ from the data, yielded by other multicriteria evaluation methods, are described.
Common properties of the methods SAW and COPRAS allow them to be used for comparison and evaluation of criteria describing hierarchically structured complex magnitudes, which are of the same hierarchical level. 
