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Abstract
The interaction of a free-electron-laser pulse with a moderate or large size cluster
is known to create a quasi-neutral nanoplasma, which then expands on hydro-
dynamic timescale, i.e., > 1 ps. To have a better understanding of ion and
electron data from experiments derived from laser-irradiated clusters, one needs
to simulate cluster dynamics on such long timescales for which the molecular dy-
namics approach becomes inefficient. We therefore propose a two-step Molecular
Dynamics-Hydrodynamic scheme. In the first step we use molecular dynamics
code to follow the dynamics of an irradiated cluster until all the photo-excitation
and corresponding relaxation processes are finished and a nanoplasma, consist-
ing of ground-state ions and thermalized electrons, is formed. In the second
step we perform long-timescale propagation of this nanoplasma with a compu-
tationally efficient hydrodynamic approach.
In the present paper we examine the feasibility of a hydrodynamic two-fluid
approach to follow the expansion of spherically symmetric nanoplasma, without
accounting for the impact ionization and three-body recombination processes at
this stage. We compare our results with the corresponding molecular dynam-
ics simulations. We show that all relevant information about the nanoplasma
propagation can be extracted from hydrodynamic simulations at a significantly
lower computational cost when compared to a molecular dynamics approach.
Finally, we comment on the accuracy and limitations of our present model and
discuss possible future developments of the two-step strategy.
1. Introduction
The recently developed x-ray free-electron lasers (FEL) [1, 2, 3] open up
new horizons in the experimental investigation of laser-matter interaction. In
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particular, the study of FEL irradiated atomic clusters [4, 5] is an important
step towards the understanding of the behavior of radiation-induced ionization
dynamics within more complex systems. The FEL induced dynamics depend
on the cluster size. After FEL irradiation, a small cluster transforms into a
positively charged ion cloud. In contrast, a large irradiated cluster transforms
into a quasi-neutral nanoplasma [6]. In both cases, the system finally expands,
however, the expansion dynamics are different. In the first case, the positively
charged ion cloud explodes due to the unscreened electrostatic repulsion between
ions, whereas in the second case the quasi-neutral nanoplasma expands due to
the thermal pressure of electrons, which occurs on a much slower timescale.
The expansion of quasi-neutral plasma into vacuum has been a subject of con-
tinuous research interest [7, 8, 9, 10, 11, 12, 13, 14]. Among them, Mora has
discussed the cases of isothermal [7, 8], as well as adiabatic [8, 9] expansion,
while assuming a Maxwellian distribution for electrons with a homogeneous
temperature. Murakami et al. [10] have used a two-fluid model (later also a
three-fluid model with two electron fluids of different temperatures) without the
assumption of Maxwellian electron distribution. They have obtained analytical
self-similar expressions for the ion front position and maximum ion energy by
assuming a polytropic relation between electron temperature and density. In
more recent works, authors have either used a Vlasov simulation [11, 13] or an
N-body simulation [12] approach. Popov et al. [13] have also investigated the
case of different initial density profiles. Kiefer et al. [14] have shown that the
use of a hydrodynamic model without the assumption of a Maxwellian electron
energy distribution yields more accurate estimates for the ion front position and
for the maximum ion kinetic energy than its Maxwellian counterpart.
On the other hand, in order to understand spectroscopic data (ion charge
states, ion kinetic energies, electron kinetic energies) from FEL-induced cluster
dynamics, long-timescale ( >∼ 1 ps) computer simulations are required. With
particle approaches, this is computationally expensive. The existing literature
on classical molecular dynamics (MD) simulations of FEL irradiated clusters
is therefore limited to small clusters (N <∼ 104) [15, 16, 17]. Only in a recent
study by Peltz et al. in Ref. [19] was the NIR-XFEL irradiation of a large
cluster consisting of ∼ 106 atoms investigated; but, these studies were limited
to relatively short timescales ∼ 100 fs. The MD simulation of the atomic cluster
with 106 atoms was carried out on a 80 CPU cluster. The run took on the order
of 30 days [19].
We therefore propose a computationally efficient two-stepMD-Hydrodynamic
approach for simulating the picosecond relaxation of irradiated large samples.
The first step consists of MD simulations performed during and after the XFEL
pulse until all photo-excitation and the corresponding relaxation processes are
finished, i.e., until all ions and atoms are in ground state configurations and elec-
trons are in local thermal equilibrium. The second step consists of propagating
the ground state ions and the thermalized electrons on a picosecond timescale
with a hydrodynamic code. At the present stage of development of our hydro-
dynamic code only collisionless propagation of electron and ion densities are
employed to test the accuracy and stability of our code. In the next develop-
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ment step we plan to include collisional processes (electron impact ionization
and three-body recombination) into our approach.
For our simulations we consider a quasi-neutral plasma consisting of singly
ionized argon ions (∼ 105 atoms) and the same number of plasma electrons.
A two-fluid approach (involving a warm electron fluid intermixed with a cold
ion fluid) is used. Our approach is different from that of Hau-Riege et al.
[6] as they solve the integrated rate equations for electron and ion densities
whereas here we solve full partial differential equations for local densities at
each grid point. Our model is closer to that of Murakami and Basko [10],
except that they use a polytropic relation between temperature and density.
Our hydrodynamic simulations are compared with the corresponding molecular
dynamics simulations which were performed using the GPU accelerated version
of our in-house developed molecular dynamics code, XMDYN [20]. We show
that the hydrodynamic approach can accurately reproduce the propagation of
a nanoplasma at a much lower computational cost than molecular dynamics.
In the next section, we present our one-dimensional two-fluid model for the
propagation of a spherically-symmetric net-neutral nanoplasma. In Sec. 3 the
methodology of the hydrodynamic simulations and the molecular dynamics sim-
ulations is described briefly. In Sec. 4 we present our hydrodynamic simulation
results for an argon nanoplasma and discuss the effect of initial electron temper-
ature on the nanoplasma propagation. In Sec. 5 a comparison of our hydrody-
namic simulation results with the results of our molecular dynamics simulations
is made. Limitations of both approaches are discussed. Finally in Sec. 6 we
present a summary.
2. Two-Fluid Model for a Spherically Symmetric Nanoplasma
We consider a spherically symmetric nanoplasma and assume that the sym-
metry of the sample is preserved at all times. The two-fluid model equations
for a system of a cold ion fluid intermixed with a warm electron fluid can be
derived from the kinetic plasma equations by a straightforward integration over
the velocity space. While assuming spherical symmetry, the final equations take
the form,
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Here symbols n, u, and T stand for the fluid density, fluid velocity and fluid
temperature respectively whereas the subscript e (i) represents the electron
(ion) fluid. The electrostatic potential is denoted by the symbol φ, e stands
for the magnitude of the electronic charge, Z is the charge state of the ion
fluid and ǫ0 is the vacuum permittivity, me and mi are the masses of electron
and ion respectively. The radial position is represented by r and t denotes
time. The equations are defined as: Eq. (1), is the continuity equation for
the electron fluid and describes the conservation of electron number; Eq. (2)
describes the conservation of the electron fluid momentum; Eq. (3) governs
the time evolution of the electron fluid temperature. The negative sign on the
right hand side indicates that the temperature of the electron fluid tends to
decrease as the fluid expands into the vacuum; the equations Eq. (4) and Eq.
(5) are continuity and momentum equations for the ion fluid, respectively. The
absence of the pressure term in the continuity equation for the ion fluid is due
to the assumption that the ion fluid remains cold at all times (Ti = 0 eV).
The electron fluid on the other hand has a finite time-dependent temperature
(Te > 0 eV) unlike the case of isothermal expansion [7], wherein the electron
fluid is assumed to instantly achieve thermodynamic equilibrium and to retain
the initial temperature. Here we account for electron escape and therefore
the electron fluid remains in local thermodynamic equilibrium only. Hence,
we allow the total electron temperature to evolve during the expansion, but
we assume that the temperature across the simulation box remains uniform.
This simplifying assumption is consistent with previous hydrodynamic models
of nanoplasma expansion. With this, the equation for the temperature evolution
can be reduced to the following form:
∂Te
∂t
= −2
3
Te
∫
ne
∂
∂r
(
r2ue
)
dr∫
r2nedr
(7)
The spatial profile of the electrostatic potential depends on the charge den-
sity distribution according to Poisson’s equation, Eq.(6). The space-charge field
which can be readily obtained from the electrostatic potential governs the dy-
namics of the charged fluids along with the electron thermal pressure (second
term on the right hand side of the electron momentum equation, Eq. (2)). In
order to follow nanoplasma expansion, we need to solve the coupled set of time-
dependent partial differential equations, i.e., Eqs. (1,2,4,5) along with Eq. (6)
and Eq. (7). In the next section we discuss the details of the numerical methods
used for our simulations.
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3. Numerical Methods
3.1. Hydrodynamics: XHYDRO
The ordinary differential equation for the time evolution of electron tem-
perature is solved using a fourth-order Runge-Kutta scheme [21]. The other
time-dependent partial differential equations are in the form of continuity equa-
tions and are solved using the LCPFCT subroutine package [22] which is based
on the flux-corrected-transport (FCT) scheme [23]. The Poisson equation is
discretized using a finite difference method and is solved using a standard tridi-
agonal solver [21]. For achieving stability as well as efficiency at the same time
we have used an adaptive time step that satisfies the Courant stability criterion
throughout the simulation.
It is well known that the occurrence of shock fronts is inevitable in expansion
dynamics as investigated here. In general, these shock fronts are difficult to
resolve but there are some existing recipes how to deal with them, e.g., through
the application of artificial viscosity. The concept of artificial viscosity was first
introduced by Richtmyer [24, 25] and has been further investigated in several
other works [26, 27, 28, 29, 30]. Here we follow the formulation of Lapidus
[27, 28] and use the artificial viscosity term in all the conservation law equations.
This modifies the equations, Eqs.(1)-(5) as follows.
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In all the above equations, the right hand side term F (A,B) = c1(dr)
2
∣∣∂A
∂r
∣∣ ∂B
∂r
,
where dr stands for the numerical grid spacing, is the artificial viscosity term
and can be controlled by choosing an appropriate value of the coefficient c1.
It is to be emphasized that the use of artificial viscosity causes a loss of total
energy during the propagation and also affects the structure of the sharp wave
fronts. Therefore one needs to choose an artificial viscosity that is as low as
possible. This requires a series of numerical tests. As a result, we have used a
value c1 = 1 for all simulations presented here.
With the viscosity terms included, the above numerical scheme is complete.
In what follows we will refer to it as to the XHYDRO code.
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3.2. Molecular dynamics code for validating hydrodynamic simulations
XMDYN [20] is a versatile molecular dynamics simulation code for model-
ing matter irradiated by intense x-ray pulses. The approach has been validated
against various experimental results [16, 17, 31]. The code follows the ionization
dynamics of the individual atoms initiated by x-ray photons using the Monte
Carlo method. The required atomic parameters are calculated by the XATOM
toolkit [32]. The real space propagation is done by describing the atoms, ions
and ionized electrons as classical point-like particles interacting via classical
forces, e.g., Coulomb forces between charges. The velocity Verlet algorithm is
applied to numerically integrate Newton’s equations for particles. A regularized
form of the Coulomb potential 1/
√
(r2 + r20), with a cutoff parameter r0 of a
fixed value, is used to remove the Coulomb singularity and ensure numerical
stability. The long-range Coulomb forces are calculated for all particle-particle
pairs explicitly. In order to accelerate this time-consuming force evaluation, a
GPU extension based on Ref. [33] was used. In the current work the pho-
toinduced and collisional ionization processes within XMDYN were switched off
and only the propagation scheme was left on as the collisionless propagation of
a electron-ion plasma was in focus of our study.
4. Hydrodynamics simulations of nanoplasma expansion and their
comparison with MD results
For the hydrodynamic simulations presented here we chose an initial con-
dition corresponding to a quasi-neutral spherical nanoplasma of radius 100 A˚
which consists of a positively charged cold fluid (Ti = 0 eV) of singly charged
Ar ions intermixed with a warm electron fluid (Te > 0 eV). The density of the
argon cluster is considered to have a realistic value of 1.9742× 1028 m−3 corre-
sponding to an interatomic separation of 3.7 A˚. For all simulation runs we have
considered a simulation box size of Rmax = 1000 A˚ with the grid resolution
fixed to dr = 0.1 A˚. The initial time step is taken as dt = 0.01 attoseconds,
whereas adaptive time steps are used at later times. We use reflective bound-
ary condition on the left boundary (symmetry axis at r = 0), whereas an open
boundary condition is used at the right boundary (r = Rmax). The set of con-
servation law equations, Eqs. (8)-(11) is then numerically integrated along with
Eq. (6) and Eq. (7). The simulation results are discussed below.
In Fig.1 we present the XHYDRO results for the case of Te0 = 33 eV (Te0 ≡
Te(t = 0)). They follow the expansion of electron and ion clouds. Plots of radial
densities of electron and ion fluids are shown at t = 0 ps, t = 1 ps and t = 2
ps. It should be noted that in the centre of the spherically symmetric cloud the
plasma remains neutral and the space charge field is localized around the ion
front. It indicates that the hydrodynamic expansion is the dominant expansion
mechanism for our system. Moreover, it is also observed that in the outer
region the electron radial density, r2ne, vanishes with increasing r, whereas the
ion density front develops a knee-like structure which rushes outwards as time
progresses. However, with increasing time the charge separation and thus the
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space charge field at the front diminishes. In Fig. 2 the radial positions of ion
fronts at t = 1 ps for three different values of initial electron temperature, Te0 =
33 eV, 60 eV and 100 eV are shown. The initial configuration and therefore the
initial ion front position is the same for the three different temperature runs. It
is observed that the ion front position strongly depends on the initial electron
temperature via the ion acoustic velocity whereas the ion density at the knee is
weakly dependent on the initial electron temperature.
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Figure 1: (color online) Expansion of electron and ion fluids for Te0 = 33 eV on a picosecond
time scale.
For the molecular dynamics simulations, a single charged 100 A˚-large ar-
gon cluster of density 1.9742× 1028 m−3 with a net-neutralizing electron cloud
corresponds to 82712 singly charged Ar ions with the same number of plasma
electrons. The electrons first thermalize with each other (in the presence of
cold single charged ions) to reach the required initial electron temperature cor-
responding to that of the hydrodynamic simulation. The dynamics of these
2N = 165424 particles is then followed by our MD tool. The N-particle sim-
ulation on the ps time scale is quite challenging due to the N2 scaling of the
required simulation time with MD. We comment on this aspect in Sec. 5.2.
In what follows we compare the hydrodynamic simulation results with the
molecular dynamics simulation performed on a GPU (one realization). In Fig.
3 and Fig. 4 a comparison of the electron and ion radial density profiles at t = 1
ps for Te0 = 33 eV and 60 eV is shown.
The densities obtained with the two different simulation techniques are in a
good agreement except that they predict a slightly different position for the ion
front. To understand this discrepancy we also investigated the time evolution of
electron temperature within the simulation box. The time evolution of electron
temperature calculated with the two approaches is shown in Fig. 5. It is found
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Figure 2: (color online) Effect of initial electron fluid temperature, Te0, on the position and
on the magnitude of the ion front after 1 ps expansion.
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Figure 3: (color online) Comparison of radial densities of electrons (upper panel) and ions
(lower panel) at t = 1 ps obtained from XMDYN and XHYDRO simulations for the initial
electron temperature of Te0 = 33 eV.
that the hydrodynamic approach predicts a faster decrease of the electron tem-
perature during the early phase of expansion. This decrease is due to the loss of
initially emitted very hot photoelectrons from the simulation box in the absence
8
0 200 400 600 800
0
10
20
30
40
r (Angstrom)
r2
n
e 
(pe
r A
ng
str
om
)
 
 
r2n
e
 at 1 ps from XMDYN
r2n
e
 at 1 ps from XHYDRO
0 200 400 600 800
0
10
20
30
40
r (Angstrom)
r2
n
i (p
er 
An
gs
tro
m)
 
 
r2ni at 1 ps from XMDYN
r2ni at 1 ps from XHYDRO
Figure 4: (color online) Comparison of radial densities of electrons (upper panel) and ions
(lower panel) at t = 1 ps obtained from XMDYN and XHYDRO simulations for the initial
electron temperature of Te0 = 60 eV.
of the electron heat flux (due to the assumption of uniform temperature within
our model). Eventually, the resulting lower temperature of electron fluid yields
a lower thermal pressure in the hydrodynamic case than in the molecular dy-
namics case. Due to the lower thermal pressure the plasma expansion becomes
slower. Therefore we can see that in the hydrodynamic case the electron front
and the ion front lie behind their counterparts in the molecular dynamics case.
5. Accuracy and Efficiency of XHYDRO as compared to XMDYN
5.1. Conservation laws: accuracy vs stability
For solving the set of hydrodynamic equations, Eqs.(8)-(11), we have used
a subroutine package [22] based on flux-corrected transport algorithm which
involves a diffusion and anti-diffusion stage. By choosing anti-diffusion to be
slightly lower than the diffusion an extra diffusion coefficient can be added to
ensure smooth field profiles. After numerical tests we have chosen a residual
diffusion coefficient of 0.995 (a value of 1.0 corresponds to no additional diffu-
sion). This introduces a dissipation of the energy out of the system. Moreover,
we have used an artificial viscosity in our fluid equations, Eqs.(8)-(11) to stabi-
lize the discontinuities (shocks), which also contributes to the loss of energy. In
addition, energy is carried away by the fast electrons that leave the box in the
early stage of the expansion. Therefore, in our hydrodynamical simulations we
expect a reduction of the electron number and of the total energy of the system,
especially in the initial stage of the sample evolution. The expressions for total
9
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Figure 5: (color online) Evolution of electron temperature obtained with XHYDRO and XM-
DYN codes for the initial electron temperatures of Te0 = 33eV (upper plot) and Te0 = 60eV
(lower plot).
energy in the MD and hydrodynamics schemes are given below. In MD, the
total energy can be written as:
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On the other hand, in hydrodynamics, thermal motion is separated from the
fluid motion. Therefore the total energy reads:
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In Fig. 6 we present particle number conservation and the total energy con-
servation within a 1000 A˚-large simulation box for hydrodynamic simulation as
compared with MD simulation. We see a larger loss of electrons with XHYDRO
as compared to XMDYN (∼ 1% relative difference between final values) that
is due to the use of artificial viscosity and numerical diffusion while solving the
continuity equation. Moreover, as the fastest electrons leave the simulation box
due to their thermal motion, they carry some energy away. This energy loss
together with the dissipation losses due to numerical diffusion and artificial vis-
cosity account for significantly larger energy loss in XHYDRO as compared to
the energy loss observed in XMDYN (∼ 8% relative difference between the final
values). It should also be mentioned here that the initial state of the XHYDRO
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simulation is quasi-neutral. In XMDYN there is a non-zero electrostatic energy
present at the beginning of the simulation due to the particle granularity.
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Figure 6: (color online) Comparison of the particle number conservation and total energy
conservation within a 1000 A˚ box, in XHYDRO and in XMDYN for the case of Te0 = 33eV .
5.2. Efficiency
Although particle methods are more accurate, they become computationally
inefficient for large systems. This is because the computational cost in MD, when
computing all pairwise interactions (as is currently done in XMDYN), scales as
N2, N being the number of particles to be simulated. We have estimated that
the CPU version of XMDYN would need more than a year to simulate the prop-
agation of 2 ∗ 82712 = 165424 particles during a picosecond. Using the GPU
acceleration the computational time can be reduced down to approximately 3
days on a single GPU. This is still longer than the computational requirement
for an equivalent hydrodynamics simulation which needs < 10 hours on a sin-
gle CPU. Further estimates show that even if the forces in MD were evaluated
with a tree method (which scales as N ∗ log N), the hydrodynamic approach
to follow the expansion of nanoplasmas involving a large number of particles,
N >∼ 105, would be still more efficient than MD. It should be emphasized here
that the above computational time estimates are for only one MD realization
of the sample evolution. For realistic cases, runs of different realizations are
performed which are then ensemble averaged. In hydrodynamics we do not
need this procedure, as ensemble averaging is inherent in the construction of
the hydrodynamics equations. This makes the hydrodynamic approach even
more computationally efficient. Generally, the computational cost of the hydro-
dynamic simulation mostly depends on the number of grid points used. This
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implies that systems of various sizes can be investigated with the same compu-
tational efficiency as long as they ’fit’ within the one simulation box of a fixed
size. If the simulation box size has to be modified, the computational time for
hydrodynamics simulation increases approximately linearly with the box size.
In addition, the adaptive time step used in hydrodynamic simulations scales
inversely with the maximum velocity present in the system and therefore it de-
creases with the initial electron temperature as ∝ 1/
√
Te0. Nevertheless, in the
case considered here the overall computational costs of hydrodynamic scheme
for large systems remain much lower that those of the MD-based models.
Let us emphasize that the imposed condition of spherical symmetry for the
nanoplasma evolution in the hydrodynamics approach outlined here reduced
the calculations to 1D case. This assumption holds, e.g., for nanoplasma cre-
ated from atomic clusters. In general, for an asymmetric sample a full three-
dimensional hydrodynamics simulation would be required. The 3D calculation
would be more expensive computationally than its spherically symmetric coun-
terpart, due to the scaling of computational efficiency with the number of grid
points. A dedicated study of efficiency of the 3D hydrodynamic approach as
compared to the corresponding molecular dynamics simulations should then be
performed.
6. Summary
We have presented a numerical study of the expansion of a net-neutral spher-
ically symmetric nanoplasma (consisting of Ar+1 ions and plasma electrons)
based on a 1D hydrodynamic model. The argon ions were assumed to remain
cold throughout the simulations whereas the electron temperature was allowed
to evolve in time. The hydrodynamic results have been compared with molecu-
lar dynamics simulations carried out on GPU architecture. We have shown that
the hydrodynamic calculations closely reproduce the nanoplasma propagation
predicted by MD simulations; but, are performed at much lower computational
costs than are the MD calculations.
For realistic hydrodynamic simulations of the nanoplasma dynamics on the
picosecond timescale, the inclusion of rate equations for three-body recombi-
nation and impact ionization is still required. After performing this, the com-
putationally efficient two-step MD-Hydrodynamic approach for simulating pi-
cosecond evolution of irradiated large samples would be complete and could be
applied for analysis of experimental data. This effort is planned and will be
reported elsewhere.
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