the media available to Americans wishing to express their ideas seem to be evolving exponentially faster, particularly in the forum provided by the Internet. Indeed, the vast expansion and availability of Internet media seem 6 to continually outstrip the much more gradual evolution of the law, not only in the United States but worldwide. 7 Unfortunately, the exchange of ideas over the Internet has a dark side that the framers of the First Amendment could not possibly have anticipated: in addition to sharing ideas about politics, current events, and other comparatively benign topics, a small but nevertheless troubling group of Internet users have acutely suffered as a result of the activity of fellow users enjoying the shield of anonymity the Internet uniquely provides. Although Feb. 17, 2005 (reporting on man charged with solicitation to commit murder "after allegedly attracting vulnerable people to take part in a mass suicide . . . through his suicide website, "Suicide Ideology"), litigated sub nom. State v. Krein, 188 P.3d 467 (Or. App. 2008) (finding defendant guilty except for insanity; reversing conviction and remanding case due to defective jury instructions) [ some legislators have proposed measures meant to curtail the problems caused by "cyber-bullying," experts are unconvinced that such legislation could be 9 constitutional. Considering in combination the destructive potential of some 10 Internet speech, the foundational principles of First Amendment law, and what little precedent there is for regulating speech on the Internet, it is apparent that some sort of mitigating action both should and could be taken. This Note will explore the problems posed by two relatively new Internet phenomena, cyber-bullying and suicide chat rooms, followed by an analysis of legal efforts to curtail negative effects of certain speech in both forums. I will then discuss the First Amendment implications of those efforts, followed by an overview of potential remedies at both the government and private levels. Ultimately I conclude that cooperation between the public and private sectors is likely necessary to effectively develop a properly-tailored approach to protect the otherwise dangerously vulnerable victims of these unique and relatively novel threats.
II. THE PROBLEM WITH THE INTERNET
The Internet offers virtually limitless opportunities to do almost anything in the convenience and privacy of the home. Many Americans today, especially the younger generations, would feel lost and most likely insecure without it. It is safe to assume that the framers of the First Amendment, writing in the late Eighteenth Century, could not have conceptualized the substantial amount of harmful public speech that is expressed today, often carelessly and even recklessly, in the widely available forum of the Internet. 12 Nonetheless, as such speech has emerged the trend in American jurisprudence has been to extend First Amendment protections just as liberally to that speech as has been given to expression over other media. While Internet speech 13 undoubtedly merits some protection, not all such speech is the same, particularly speech that poses a legitimate threat to public health. 14 
A. Cyber-Bullying
Even before technology was as commonplace as it is today, legislators expressed concern over the new potential dangers to children created by the rise of "virtual" pornography. Shortly thereafter, Congress attempted to 15 enact legislation in Title V of the Telecommunications Act of 1996 to regulate the distribution of child pornography over the internet. Even though the 16 Supreme Court struck down that legislation because it prohibited substantially more expression than was necessary to serve the child-protection rationale, 17 the Court noted the "legitimacy and importance of the congressional goal of protecting children from harmful materials." Indeed, the Cyber-bullying can take many forms. Most often one or more individuals, usually under age eighteen, posts in a public online forum a message that in some way degrades, insults, or harasses another individual, typically a peer. 27 The case that brought the phenomenon the most national attention was that of Lori Drew, a Missouri mother who pretended to be a teenage boy on the social networking site MySpace and harassed her daughter's friend Megan Meier to the point that Megan hanged herself in her home at the age of thirteen. especially to younger generations, is "full of make believe" in that people feel more free to express themselves more outrageously than they otherwise would because of the lack of face-to-face interaction. Nonetheless, for the often 33 young victims of cyber-bullying, the "expression" that constitutes cyberbullying not only lacks value but causes real and substantial harm. Like Megan Meier, other cyber-bullying victims have gone as far as committing suicide. Also troubling are the rising numbers of students unwilling to go to 34 class, even to the point of dropping out of school, due to the pervasive and incessant nature of cyber-bullying. Overall the adverse effects of cyber- bullying are undeniably tangible, and the pervasiveness and magnitude of the damage will likely only worsen as teens' Internet savvy continues to increase.
B. "Suicide Chat Rooms"
Another form of Internet speech, not completely unrelated to cyberbullying, is that of suicide chat. Easy-to-access "suicide chat rooms" provide a place where the curious, those seeking help or comfort, and outsider voyeurs can all go to discuss or find information about all aspects of committing suicide. While these sites may be helpful, particularly if directed by experts, 36 the discussion that goes on in a suicide chat room may also reinforce a participant's or viewer's depression and validate suicidal thinking. scenario provides a horrific example of one of the main problems with Internet speech: Not everyone takes it seriously, and those who express a need for help in a given online forum may not only be ignored but, worse, may be encouraged to take their own lives. 40 Although it is as yet uncommon for a suicide chat room user to take his or her life, the recent incidence of actual suicides among such users seems far too frequent. In 2004, nine strangers in Japan committed suicide as part of pacts planned when they met through suicide websites. Similarly, the British 41 Parliament has undertaken legislation to regulate suicide chat after the suicides of multiple British teens who sought and received both instructional information and encouragement from online suicide chat, and who in at least [ Because of the lack of legal precedent on the matter, "cyber-law" is, as one legislator has put it, "being developed by judges who must do their best to fit legal disputes into preexisting frameworks" with the result that "the legal principles governing conduct . . . in cyberspace are still in a state of flux." 53 Nonetheless, efforts have been made. Currently at least forty-five states have amended their existing harassment laws to include cyber-bullying. However, 54 many believe that the harassment statutes do not reach the heart of the issue of bullying, and some states and schools are attempting to enact policies such as education and disciplinary programs targeted at cyber-bullying. 55 While legislative developments at the state level are in their infancy, judicial evaluations about the extent of students' First Amendment rights offer a bleak outlook for proponents of anti-cyber-bullying laws. In New Jersey in 2005, a school district paid $117,500 in settlement to a teen student after a federal District Court ruled that the school had violated the student's First Amendment rights by suspending him for creating a website criticizing the school and its faculty. That same year, a student's family won a $90,000 56 settlement against a school district that had expelled the student for posting online rap songs that the school deemed threatening. In early 2010, at least 57 two more decisions in favor of students were issued. A Florida District Court declared that the First Amendment allowed a student to create a web page solely to criticize and "express hatred" of a teacher, while the Third Circuit 63. Cox, supra note 62; see also Ashcroft, 535 U.S. at 256 (finding a statute "overbroad and unconstitutional" because it abridged "freedom to engage in a substantial amount of lawful speech.").
64. Supra Part I. 65. Ferber, 458 U.S. 747.
likewise held that a student's creation of a fake profile to embarrass a school principle was constitutionally protected.
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While these cases do not directly raise issues of student-to-student online bullying or suicide chat, they do suggest increasing judicial protection for student speech. Nonetheless, the federal government has shown signs of getting involved. The Megan Meier Cyberbullying Prevention Act, sponsored by House Representative Linda Sanchez, purports to make cyber-bullying a federal crime. The bill was re-introduced in 2009 after it died in the House (a) Whoever transmits in interstate or foreign commerce any communication, with the intent to coerce, intimidate, harass, or cause substantial emotional distress to a person, using electronic means to support severe, repeated, and hostile behavior, shall be fined . . . or imprisoned not more than two years, or both. 62 However, the bill's failure to define "emotional distress," "hostile," or "behavior," almost certainly renders it unconstitutionally overbroad in that the bill as written could prohibit a significant amount of protected speech. For 63 any federal anti-cyber-bullying legislation to prevail, it will likely have to be narrower and better-defined than any version offered to date.
B. First Amendment Protection for Bullies?
There are two competing interests in the drive for legislation against cyber-bullying. The first is the usually very weighty individual interest, protected by the First Amendment, in free expression. The other is the 64 government's interest in protecting children, who are legally recognized as an especially vulnerable group, from the psychological and physical harms, 65 most prominently depression and suicide, which may result from cyberbullying. Although First Amendment protections are unquestionably important, the Supreme Court has previously recognized that the governmental 66 interest in protecting children rises to the level of "compelling." Therefore, 66 legislation narrowly tailored to serve that protective interest may be constitutional even if the law in question regulates speech based on its content.
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The general standard for regulating speech in the school setting was established by the Supreme Court in 1969, when the Court declared that school officials may suppress expression if they reasonably believe that the expression will "materially and substantially disrupt the work and discipline of the school." That standard has been applied in the context of online 68 speech, which lower courts have generally held to be not sufficiently connected with actual events on campus to meet the test of material and substantial disruption. Lower court decisions preserving students' online 69 speech rights reason that the connection between the speech in question and actual school activities is too attenuated and therefore does not implicate the "unique concerns" of the school environment that justify proscribing student speech. 70 However, some lower court reasoning suggests that protection for student speech need not be so broad if, for example, off-campus speech falls into a category of speech traditionally recognized as outside of the First Amendment's protective ambit. A student's suspension for calling a teacher 71 a "prick" in an off-campus parking lot was upheld on the grounds that the student had used "fighting words," which the Supreme Court has declared 72 to be categorically among the "well-defined . . . classes of speech, the prevention and punishment of which have never been thought to raise any Constitutional problem." Unprotected fighting words are "those which by 73 their very utterance inflict injury." There is a good argument that cyber-74 bullying falls squarely within this definition, and to that extent a school or even a legislative act could regulate cyber-bullying without running afoul of the First Amendment.
IV. LAWS AGAINST ENCOURAGING SUICIDE

A. The Current State of the Law: Suicide Chat
Thirty-nine states have statutes that make it a crime to assist suicide either generally, as part of a homicide statute or as a sui generis crime subject to mitigated penalties. Three other states have no statutory prohibition on 75 assisting suicide but have common law equivalents dating as early as 1872.
76
The United States Supreme Court, recognizing the importance of the underlying state policy of protecting human life, has consistently refused to strike down such statutes even against constitutional challenges brought by terminally ill patients seeking physician assistance in facilitating their deaths. 77 Laws against assisted suicide are even more unequivocally upheld in a non-medical context. A New York court in 1992 upheld the manslaughter conviction of a defendant who provided a visibly distressed minor with both alcohol and a rifle and then told him to "put the gun in his mouth and blow his head off," finding that the defendant's reckless conduct resulted in the minor's suicide. In 1996, a Florida court upheld the validity of a prohibition on 78 assisting self-murder in a case where a defendant gave a shotgun to a victim who had asked for the gun after indicating he wished to kill himself. A 79 California court held in 2002 that there was sufficient evidence to charge a juvenile for attempting to assist a friend's suicide when that juvenile discussed methods of suicide with her, participated in purchasing the medicine on which she attempted to overdose and told her to be sure she took the medicine quickly so that it worked. 80 There is very little precedent for prosecuting those who advocate and counsel suicide in online forums; problems of interstate and international jurisdiction, as well as of causation and proof, exacerbate the lack of clarity 81. Anderssen, supra note 7 ("In Canada, as in most countries [including the U.S.], it is illegal to counsel someone to commit suicide, although the law has yet to be tested in cases involving anonymous online interaction"); Gurnon, supra note 44 (trying to identify victims and causation in case of man accused of encouraging suicide in suicide chat rooms is "tedious and sensitive . . . [i]n some cases, they have to determine whether or not there was a successful suicide.").
82 however, that there may be some basis in the criminal law not only for prosecuting but for convicting an individual like Melchert-Dinkel. In Oregon, a twenty-six year old man was charged with solicitation to commit murder after he arranged for a mass suicide pact through his website "Suicide Ideology," and an Oregon jury found the defendant "guilty except for 82 insanity."
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The case for prosecuting Melchert-Dinkel is even stronger than the Oregon solicitation case because unlike in that case, the targets of MelchertDinkel's illegal activity actually succeeded in committing suicide. This case is also similar to the New York and Florida cases above, in that MelchertDinkel gave verbal encouragement to vulnerable victims who did in fact commit suicide. Indeed, Melchert-Dinkel arguably did more than just encourage because he used his training as a nurse to offer detailed, medically accurate advice on the most effective way to commit suicide, even going so far as to tell one woman the exact kind of rope with which she should hang herself.
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B. First Amendment Protection for Encouraging Suicide?
Because the First Amendment is seen as a cornerstone of our democratic society, First Amendment protection of speech of little or even no value is well-accepted in American legal discourse. However, one of the most 85 obvious exceptions to these expansive protections is that the government may legitimately proscribe words that inflict injury or may cause a breach of the peace. The Supreme Court has declared that such words provide "no 86 essential part of any exposition of ideas, and are of such slight social value that any benefit that may be derived from them is clearly outweighed by the social interest in order and morality." Words encouraging vulnerable people to take their own lives when those people seek guidance, egging on a young man to overdose on live video or exchanging tips on the most effective method to kill oneself almost certainly fall within this category. Ordinarily benign words spoken in encouragement of suicidal tendencies and counseling on the science of taking one's own life certainly inflict injury. Moreover, a suicide pact or an online community that assembles to watch one man die by his own hand without attempting to stop it seems clearly to threaten social order and morality. Such words may not be what the Supreme Court had in mind when it spoke in 1942 of "slight social value," but they are only an "essential part of any exposition of ideas" to the extent that the ideas they foster are harmful in the gravest sense. Thus, speech in suicide chat rooms is unprotected at a minimum where it effectively encourages a fellow user's suicidal behavior.
Even if suicide chat were protected by the definition above, it may still be unprotected in the forty-two states where assisting a suicide is a crime.
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The Supreme Court has excluded from the First Amendment's protection speech that is directed to producing and likely to result in imminent unlawful action. This may be so even though suicide itself is no longer a crime in any 95. Rose, supra note 10 (providing opinion of First Amendment scholar that current federal anticyber-bullying legislation is impermissibly vague and, if passed, it would be struck down in courts as unconstitutional); Goodale, supra note 32 ("If Congress wants to stop dangerous cyber-bullies, it has to say so," suggesting Congress should follow the model of the states that have amended their harassment laws to include cyber-bullying); Cox, supra note 62 ("Given the free-wheeling exchanges that characterize everything from . . . instant messaging, to blogs and Web site comments, the broadly written [federal anticyber-bullying] bill potentially could turn a lot of flamers and bloggers into felons").
96 V. POSSIBLE SOLUTIONS
A. Public
As previously discussed, there are many difficulties with regulating speech over the Internet, and there is no easy or obvious solution. The history of First Amendment law shows that American jurisprudence will not permit general bans on almost any public discussion, because such broad prohibitions on the free exchange of ideas are the very evil against which the First Amendment protects. Moreover, given the vast array of possibilities for any the vastness and anonymity associated with the Internet, both of which cause major glitches to any successful efforts to police online activity. In sum, 102 because of the Internet's broad reach to billions of people in nearly every corner of the globe, even without free speech considerations governmental regulation of the Internet still poses massive challenges jurisdictionally, technologically and practically.
B. Private
In light of the multitude of problems associated with successful government regulation of harmful Internet speech without infringing on protected expression, a more viable option may be to leave the regulating to non-government sources. For example, it is possible to block cyber-bullying messages through an Internet service provider, social network site or chat room moderator; a survey indicated that almost two-thirds of teens, who are 103 most likely to be both victims and perpetrators of cyber-bullying, believe this to be the most effective way to prevent cyber-bullying. Some cyber-bullying 104 experts agree that "[t]he vast majority of all cyber-bullying can be handled informally-by parents, educators, or other community members" before the activity becomes too serious. 105 The idea of privately blocking connections with certain sites may be helpful in the context of suicide chats as well. For example, the Supreme Court has held that a private citizen might constitutionally have the postal service block some mail. Translated to the domain of the Internet, it seems 106 logical that an individual may choose to block access to certain sites he or she perceives as harmful. However, a lonely or despondent person seeking counsel in a time of deepest depression may not want to block the site, and therefore the potential harm may not be completely averted simply by voluntarily opting out of certain Internet access. Ironically, one of the most widespread models of self-regulation by nongovernment bodies is the much-maligned Chinese system of "selfdiscipline." That system is an extreme version of intermediary liability in 107 which the service that transmits or publishes information is liable for its user's activities. Under the Chinese system, companies that fail to track and 108 remove content or to block conversations prohibited by regulators face penalties ranging from a fairly severe fine to being permanently shut down.
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While this system is understandably rejected in the United States and in other nations where the free exchange of ideas is one of the foundational principles of society, the idea of holding private carriers and servers legally responsible for their customers' activities is increasingly attractive to some as a simple and inexpensive solution to the ever-growing list of problems posed by new media, including cyber-bulling and harmful speech. In fact, France, 110 Italy and the U.K. are all considering the idea, and some reports not yet made public indicate that the Obama administration is negotiating an international trade agreement that would include a term increasing the liability of "content hosting companies and service providers," with the purported goal of reducing Internet piracy of movies and music.
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VI. CONCLUSION
Overall, there is no easy solution to the unique problems posed by harmful speech on the Internet. Certainly the United States government, as well as the governments of individual states, should not have the unqualified ability to tell private citizens what they may say in the sanctity of their own homes. However, problems arise when speech technically executed in private is projected to the public through the powerful and widespread medium of the Internet. That speech is no longer purely private, and yet still retains much of the protection afforded to individual expression. Therefore, when speech on the Internet causes harm, potential difficulties arise both in terms of locating the appropriate jurisdiction and in terms of causation.
With cyber-bullying, the inquiry is how much harm was caused, and what kind. Most, if not all, children at some point get teased and insulted by their peers, but not all commit suicide. When the Internet comes into play, however, the teasing leaves the playground and follows the child home; it takes on a life of its own as it grows and spreads over the Internet. It is not clear, however, at what point that happens, and it is therefore very difficult to properly tailor legislation that would not encompass significant protected speech. Similarly, a blanket ban on suicide chat rooms is not only inconsistent with First Amendment law, but may not be desirable. Surely not all content on websites containing information about suicide is harmful, and some may even be helpful. Again, the problem becomes one of line-drawing, and it is not entirely clear where harmful content outweighs helpful, or where the causal link between being suicidal and being encouraged to commit suicide is, if ever, present.
Despite these difficulties, harm is done by cyber-bullying and suicide chat rooms. Children do not want to go to school because they are incessantly harassed by their peers, and young people are not only finding it easier to kill themselves but also finding the moral support they crave at exactly the wrong time. These harms are real, but many do not consider them so common as to be considered a major public health risk. Ultimately the answer may be as simple as better education about the dangers of harmful speech, in which case the Internet itself may be the best jumping-off point. Rather than banning content, perhaps require that certain sites more prone to cyber-bully or prosuicide activity prominently post educational material on how to deal with the evils sought to be avoided. Additional materials should certainly be available to those who seek them, and whether those materials come from private sources or the government is relatively unimportant as long as awareness is raised. Whatever the answer, those affected need and deserve a solution that has yet to be devised.
