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Sur l’inégalité de Turán-Kubilius friable∗
B. Martin & G. Tenenbaum
Abstract. An integer n is said to be y-friable if its largest prime factor P (n) does not exceed y. By
convention, P (1) := 1. Classical notations are S(x, y) := {n  x : P (n)  y} for the set of y-friable
integers not exceeding x and Ψ(x, y) for its cardinality.
The study of friable restrictions of arithmetic functions is closely connected to the Kubilius model
of probabilistic number theory. In this framework, a variance analysis constitutes an essential feature
of the probabilistic description of an arithmetic function f as a random variable over S(x, y).
The case of additive functions is particularly interesting: by comparing, uniformly in f , the semi-
empirical variance






∣∣∣2 (1  y  x),
to the actual variance V(Zf,x,y) of a probabilistic model Zf,x,y, we get a quantitative measure
of the discrepancy between probabilistic number theory and probability theory. In this direction,
La Bretèche and Tenenbaum recently showed that, for any given c > 0,
C(x, y) := sup
f additive
Vf (x, y)/V(Zf,x,y),
is finite and uniformly bounded in the domain c log x  y  x, thus extending the classical Turán-
Kubilius inequality, which corresponds to the case x = y. Moreover, they also prove, in accord with
Kubilius’ model, that C(x, y) = 1 + o(1) whenever (log y)/ log x + (log x)/y → 0.
We determine the exact value of C(u) := limx→∞ C(x, x1/u) for all u  1 and provide an
asymptotic formula for this quantity as u → ∞. Refining a method due to Hildebrand, we develop
a new approach, resting upon the theory of self-adjoint operators in Hilbert spaces.
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7 Décomposition canonique de Vf (x, y) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
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1. Introduction
Désignons par P (n) le plus grand facteur d’un nombre entier n > 1 et convenons que P (1) = 1.
Un entier n est dit y-friable si P (n)  y. Conformément à l’usage, nous notons S(x, y) l’ensemble
des entiers y-friables n’excédant pas x et par Ψ(x, y) son cardinal.
Les entiers friables intervenant de manière essentielle dans de nombreux domaines de l’arith-
métique, la littérature des vingt dernières années est riche de travaux consacrés au comportement
statistique de l’ensemble S(x, y). Les études correspondantes sont effectuées via les notions clas-
siques de la théorie analytique et probabiliste des nombres : cardinal [24], sommes d’exponen-
tielles [5], répartition dans les progressions arithmétiques [9], moyenne de fonctions multiplica-
tives [28], [11], [29], [30].(1)
Les approximations régulières de Ψ(x, y) font intervenir la fonction de Dickman, définie comme
l’unique solution de l’équation différentielle aux différences
v′(v) + (v − 1) = 0 (v > 1),
satisfaisant la condition initiale (v) = 1 (0  v  1). Avec la notation
(1·1) u := log x
log y
(x  1, y > 1),
qui sera employée systématiquement dans la suite, Hildebrand obtient dans [16] la validité de la
formule
(1·2) Ψ(x, y) = x(u)
{
1 + Oε
( log(u + 1)
log y
)}






 y  x.
Dans [13], Hildebrand établit de plus que la persistance de l’évaluation (1·2) dans le domaine
(log x)2+ε  y  x équivaut à l’hypothèse de Riemann.
L’inégalité de Turán-Kubilius a également fait l’objet d’investigations spécifiques. Les premières
avancées dans cette voie sont dues à Alladi [1], puis Xuan [31], [32]. Dans ces travaux, les modèles
sous-jacents sont basés sur (1·2). Par conséquent, les résultats sont intrinsèquement soumis à des
conditions de validité exprimées par des inégalités liant les paramètres x et y.(2)
En utilisant les propriétés de régularité locale pour Ψ(x, y) obtenues par la méthode du col,(3) La
Bretèche et Tenenbaum [4] ont obtenu une version friable de l’inégalité de Turán-Kubilius valable




pα − 1 = log x,
ils montrent qu’un modèle statistique pertinent d’une fonction additive complexe f sur S(x, y) est


















1. Nous avons ici restreint les citations aux dernières références connues pour chacune des notions.
2. Voir l’introduction de [4] pour un survol plus détaillé des contributions d’Alladi et Xuan.
3. Voir notamment Hildebrand et Tenenbaum [16], La Bretèche et Tenenbaum [3].
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où l’on convient que, si plusieurs valeurs f(pν) (en nombre éventuellement infini) sont égales,
la probabilité correspondante est obtenue en sommant les probabilités apparaissant au second
membre. Avec ces notations, et posant










La Bretèche et Tenenbaum établissent [4] que la majoration





∣∣f(n) − E(Zf,x,y)∣∣2  Bf (x, y)2,
est valable uniformément pour toute fonction additive f dans l’ensemble du domaine x  y  2.
Le cas x = y correspond à l’inégalité classique de Turán-Kubilius. Des conséquences développées
dans [4] concernent des analogues friables de certains résultats classiques comme le théorème
d’Erdős-Wintner ou la structure statistique des diviseurs d’un entier friable.
On dispose d’estimations satisfaisantes sur le comportement asymptotique de α(x, y). Notant,
pour v > 0, par ξ(v) l’unique solution réelle non nulle de l’équation
1 + vξ = eξ
lorsque v = 1 et posant ξ(1) = 0, nous avons par exemple, d’après la formule (7.8) de [16],

















(m ∈ N∗, s ∈ C).





























Bf (x, y)2  V(Zf,x,y)  Bf (x, y)2.
De plus, d’après (1·5), on a α(x, y) = 1 + o(1) lorsque x et (log y)/ log2 x tendent vers l’infini.
Désignons par A l’ensemble des fonctions arithmétiques additives à valeurs complexes. La
majoration (1·4), les résultats du paragraphe 5 de [4], et l’encadrement (1·7) impliquent que,
pour toute constante c > 0, l’inégalité
(1·8) Vf (x, y)  V(Zf,x,y)
est valable uniformément pour f ∈ A, c log x  y  x. Le problème se pose donc naturellement de
préciser le comportement asymptotique de la quantité





que l’on sait donc bornée lorsque c log x  y  x.
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En s’appuyant sur les résultats de Hildebrand dans [12], La Bretèche et Tenenbaum établissent
dans [4] que l’on a
(1·9) lim sup
x→∞
C(x, x) = 2.
Dans le même article, ils obtiennent également
(1·10) C(x, y) = 1 + o(1)
lorsque u → ∞ et y/ log x → ∞, et signalent que, par un calcul direct, on peut obtenir
C(x, 2) = e2 + o(1) (x → ∞).
L’objet essentiel du présent travail consiste à compléter ces résultats par une étude du compor-
tement asymptotique de C(x, y) lorsque le paramètre u est borné. Notre résultat principal est le
Théorème 2.1 infra, qui fournit, pour tout u  1, la valeur de
C(u) := lim sup
x→∞
C(x, x1/u).
Nous montrons en outre que, avec la notation (1·1) et pour tout A  1 fixé, on a uniformément
(1·11) C(x, y)  C(u) + o(1) (x → ∞, x1/A  y  x).
D’après (1·9) et les calculs de [4] menant à (1·10), nous avons
C(1) = 2 et lim
u→∞
C(u) = 1.
La fonction C(x, y) peut être vue comme une jauge de l’écart entre la théorie probabiliste des
nombres et la théorie des probabilités. Par exemple, lorsque y/ log x → ∞, la zone de pertinence
du modèle de Kubilius cöıncide avec celle de l’indépendance asymptotique sous la forme (1·10).
Dans cette perspective, une variante d’intérêt théorique évident consiste à étudier, pour f ∈ A, la
variance empirique





∣∣f(n) − Ef (x, y)∣∣2,
où l’on a posé






Cette quantité est simplement reliée à la variance semi-empirique Vf (x, y) : on a
(1·12) Vf (x, y) − V #f (x, y) =
∣∣∣Ef (x, y) − E(Zf,x,y)
∣∣∣2.
En estimant cette dernière quantité à l’aide du théorème 2.4 de [3], nous obtenons, uniformément
pour f ∈ A, x  y  2,










V #f (x, y)  V(Zf,x,y) (c log x  y  x, f ∈ A).
Nous déterminons également la quantité








le pendant empirique de (1·11) demeurant valide. Comme nous le verrons plus loin, nous ne
disposons pas d’argument théorique en faveur de la cöıncidence de C(u) et C#(u).
Remerciements. Les auteurs prennent plaisir à exprimer leur gratitude envers Daniel Barlet, Régis
de la Bretèche et Guillaume Hanrot pour de fructueuses discussions pendant la préparation de ce
travail.
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2. Résultats
2·1. Définitions et notations
Pour chaque u  1, nous notons mu la mesure définie sur [0; 1] par dmu(t) = etξ(u) dt/t, et




ϕ(t)ψ(t) dmu(t) (ϕ,ψ ∈ Hu)
et de la norme hilbertienne associée, notée ϕ → ‖ϕ‖u . Sans craindre de confusion, nous désignons
également par ‖·‖u la norme d’opérateur associée à ‖·‖u. Soit I l’endomorphisme identité de Hu.
Si T est un opérateur défini sur Hu, nous désignons par σ(T ) son spectre, soit
σ(T ) := {λ ∈ C : T − λI non inversible},
et par Sp(T ) l’ensemble de ses valeurs propres, soit
Sp(T ) := {λ ∈ C : T − λI non injective}.
Nous considérons également la fonction de deux variables
(2·2) h(u, t) := (u − t)e
−tξ(u)
(u)
(u  1, 0  t  u)
qui joue un rôle essentiel dans notre étude. Nous posons
Ku(s, t) := h(u, s) + h(u, t) − h(u, s + t) − 1 (s, t ∈ [0; 1]),(2·3)
K#u (s, t) := h(u, s)h(u, t) − h(u, s + t) (s, t ∈ [0; 1]),(2·4)
et notons que K1 et K
#
1 cöıncident.
Enfin, pour tout u  1, nous définissons deux familles d’opérateurs de Hu par
(2·5)




T#u ϕ(t) := h(u, t)ϕ(t) −
∫ 1
0
ϕ(s)K#u (s, t) dmu(s).
(ϕ ∈ Hu, t ∈ [0; 1])
Nous verrons plus loin que la forme quadratique ϕ → 〈Tuϕ,ϕ〉u (resp. ϕ → 〈T#u ϕ,ϕ〉u)
définie sur Hu constitue un modèle continu de la restriction de l’application f → Vf (x, y) (resp.
f → V #f (x, y)) à l’ensemble des fonctions fortement additives.
2·2. Étude de C(x,y)
D’après les majorations (4·17) et (4·24) infra, l’opérateur Tu est borné. Comme
Ku(s, t) = Ku(t, s) (s, t ∈ [0; 1]),
il est également auto-adjoint. En particulier, son spectre σ(Tu) est un sous-ensemble compact non
vide de R : cf., par exemple, [23], th. 10.13. Posant
(2·6) λ(u) := maxσ(Tu) (u  1),
un résultat classique (cf., par exemple, [33], th. xi.8.2) stipule que
(2·7) λ(u) = sup
‖ϕ‖u1
〈Tuϕ,ϕ〉u (u  1).
Le théorème suivant constitue notre résultat principal.
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Théorème 2.1. On a














si u0  u  1/ log 2,
λ(u) si u  1/ log 2.
La preuve de ce résultat, donnée au paragraphe 13.1, repose sur la comparaison de formules
asymptotiques pour Vf (x, y) et V(Zf,x,y). Nous fournissons une interprétation qualitative de la
formule (2·8) au paragraphe 13.2 infra.
Lorsque u = 1, Hildebrand a pu déterminer explicitement les éléments propres de Tu et obtient
λ(1) = 3/2. On a par ailleurs 2h(1, 1) = 2. Nous retrouvons bien ainsi la valeur C(1) = 2.
Nous montrons à la Proposition 12.1 infra que la fonction u → λ(u) est continue sur [1;∞[. Il
en va de même des fonctions  de Dickman et u → ξ(u). Par conséquent, la fonction u → C(u) est
également continue sur [1;∞[.
Nous établissons au Lemme 4.3 infra que la fonction u → h(u, u) est décroissante sur [1;∞[.
Cependant, l’étude numérique menée dans [10], incluant notamment une table de valeurs pour
les fonctions u → λ(u) et u → C(u), indique que ces fonctions ne sont vraisemblablement pas
décroissantes sur [1;∞[. La question de l’existence d’un seuil v0 ∈]1; 1/ log 2] tel que
C(u) =
{
2h(u, u) si 1  u  v0
λ(u) si u  v0,
reste cependant posée.
Le Théorème 2.1 implique en particulier qu’étant donnés u  1 et δ > 0, il existe x0 = x0(δ, u)
vérifiant x0  2, tel que l’on ait, uniformément pour f ∈ A, x  x0, y = x1/u,





En exploitant la continuité de l’application u → C(u) sur [1;∞[ et l’uniformité en f ∈ A de
l’inégalité (2·9), nous montrons au paragraphe 15 que sup1uA x0(u, δ) < ∞. Nous pouvons donc
énoncer le résultat suivant.
Pour 1  a  A, nous désignons par Da,A le domaine du plan défini par les inégalités
(2·10) x  2, x1/A < y  x1/a
et nous posons DA := D1,A.
Corollaire 2.2. Soit A > 1. On a, uniformément pour f ∈ A, (x, y) ∈ DA,




V(Zf,x,y) (x → ∞).
Nous complétons les résultats décrits plus haut par une étude asymptotique. La proposition






, qui découle des
calculs de la partie 5 de [4]. Le résultat est exprimé en fonction de la quantité
(2·11) h1(u) := sup
t∈[0;1]
h(u, t) (u  1).
Un développement asymptotique de h1(u) peut facilement être obtenu à partir de ceux de ξ(u) —
voir (4·2) infra — et des dérivées logarithmiques de la fonction  de Dickman. Nous donnons les
deux premiers termes de ce développement au Lemme 4.3.
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Proposition 2.3. Pour u  1, nous avons












La constante optimale dans l’inégalité (1·4), soit




se comporte à l’identique pour les valeurs bornées de u : nous avons
(2·14) CB(u) := lim sup
x→∞
CB(x, x1/u) = C(u) (u  1).




résulte directement du Théorème 2.1 et de
la majoration V(Zf,x,y)  Bf (x, y)2. Pour obtenir l’inégalité réciproque, il suffit de remarquer que
les fonctions f employées pour obtenir une minoration de C(u) dans la preuve du Théorème 2.1
vérifient, pour tout u  1 fixé,




(x → ∞, y = x1/u).
Compte tenu de (2·14), la version duale de l’inégalité de Turán-Kubilius (voir le théorème 1.2
de [4]) s’énonce sous la forme totalement intrinsèque suivante.
Théorème 2.4. Soit A > 1. Lorsque x et y tendent vers l’infini de sorte que (x, y) reste dans DA,






















La valeur C(u) est optimale pour tout u.
2·3. Étude de C#(x,y)
Nous obtenons le résultat suivant.
Théorème 2.5. Pour tout u  1, nous avons C#(u) = max{λ#(u), 2h(u, u)} avec
(2·16) λ#(u) := supσ(T#u ) = sup
‖ϕ‖u1
〈T#u ϕ,ϕ〉u.









si u#0  u  1/ log 2,
λ#(u) si u  1/ log 2.
En particulier, il existe un voisinage de u = 1 sur lequel C(u) et C#(u) cöıncident et ont pour
valeur commune 2h(u, u). Nous déduisons immédiatement de l’identité





h(u, s) − 1
}
ϕ(s) dmu(s)
∣∣∣2 (ϕ ∈ Hu),
l’inégalité
(2·18) λ#(u)  λ(u) (u  1),
qui permet d’obtenir l’analogue de la Proposition 2.3 pour C#(u). Les détails sont fournis au
paragraphe 14.
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Proposition 2.6. Pour u  1, nous avons












L’analogue du Corollaire 2.2, autrement dit la validité de la majoration
(2·20) C#(x, y)  C#(u) + o(1)
uniformément lorsque x et y tendent vers l’infini dans tout domaine DA fixé, peut être obtenu par
la même méthode. Nous omettons les détails.
Lorsque u = 1, les noyaux Ku et K#u cöıncident ce qui implique λ(1) = λ#(1). Déterminer si
cette égalité persiste pour u > 1, alors même que Ku = K#u pour u > 1, constitue une intéressante
question ouverte. L’inégalité issue de (2·17)




h(u, t) − 1
}2 dmu(t)
rend compte, au moins partiellement, de la proximité numérique des deux fonctions : le majorant
n’excède jamais 4·10−2.
Bien qu’elle ne fournisse pas de conclusion rigoureuse, l’étude effective menée dans [10] (voir en
particulier le paragraphe 7.4) suggère que λ = λ#. Cette hypothèse est soutenue d’un point de vue
théorique par la remarque suivante. D’après l’identité (2·17), l’égalité λ(u) = λ#(u) impliquerait
que tout vecteur propre approché de T#u associé à λ#(u) soit 〈〈 quasi-orthogonal 〉〉 à la fonction
t → h(u, t) − 1, ce que rien ne laisse présager.
Notons par ailleurs que d’après les Propositions 2.3 et 2.6, nous avons
λ(u) − λ#(u)  1
u(log 2u)2
·
Comme nous le verrons dans la démonstration de la Proposition 2.3, cette estimation reflète la
prédominance de la partie commune aux deux opérateurs Tu et T#u , c’est-à-dire l’opérateur de
multiplication par la fonction t → h(u, t) : pour un vecteur normé ϕ approchant le supremum λ(u)
de la forme quadratique ϕ → 〈Tuϕ,ϕ〉u, la contribution à 〈Tuϕ,ϕ〉u de l’opérateur à noyau est
 1/u(log 2u)2.
Des développements asymptotiques d’ordre supérieur à ceux obtenus dans les Propositions 2.3
et 2.6 pourraient impliquer des termes spécifiques issus de l’opérateur à noyau, dégageant des
comportements asymptotiques distincts pour λ(u) et λ#(u) et fournir ainsi une preuve rigoureuse
de l’hypothèse λ = λ#.
3. Méthode
Kubilius [20] puis Hildebrand [12] obtiennent indépendamment la valeur de la constante optimale
dans la version(4) classique de l’inégalité de Turán-Kubilius(5) lorsque u = 1. Ainsi que le souligne
Elliott [7], ces travaux reposent tous deux sur la décomposition spectrale d’un opérateur continu
défini sur un espace L2 et modélisant l’opérateur discret associé à la variance d’une fonction
arithmétique. Nous allons voir que la méthode employée pour établir le Théorème 2.1 s’inscrit
dans un cadre analogue, mais plus sophistiqué en raison d’une difficulté supplémentaire, spécifique
du cas u > 1.
Une première réduction du problème consiste à fixer le paramètre u  1 : un argument de
continuité et de compacité, exposé au paragraphe 15, permet d’obtenir le Corollaire 2.2 et la
formule (2·20). Le cas u = 1 étant établi dans les travaux cités plus haut, nous pouvons en fait
supposer u > 1 dans toute la suite.
4. Pour une discussion détaillée concernant les différentes versions de l’inégalité de Turán-Kubilius voir [4],
p. 8, ou encore [27], p. 419.
5. Voir également [21] pour un raffinement de ces résultats.
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Lorsque le paramètre y est fixé, nous employons la notation
(3·1) ud := (log d)/ log y (d ∈ N∗).
Soit A0 l’ensemble des fonctions arithmétiques fortement additives. Introduisons la forme
bilinéaire symétrique positive définie sur A par





(f, g ∈ A)
et l’opérateur linéaire Tu : A → A0 défini par





Ku(up, uq) (f ∈ A, p premier).
Nous obtenons au paragraphe 7 une approximation canonique de Vf (x, y) dont les éléments
essentiels, notés Q−f (x, y) et Q
+
f (x, y), définis à la Proposition 7.1, sont relatifs à des ensembles
disjoints de puissances de nombres premiers. La quantité Q+f (x, y) est une forme quadratique
diagonale. Son estimation, qui fait l’objet du paragraphe 6, est obtenue par un calcul direct.
L’étude de Q−f (x, y) est plus délicate. Nous avons en fait
(3·3) Q−f (x, y) = 〈Tuf, f〉A (f ∈ A).
D’après l’estimation (1·5) et le théorème des nombres premiers, le produit scalaire canonique
de Hu défini en (2·1) constitue un modèle continu du pseudo-produit scalaire (3·2). Semblablement,
l’opérateur Tu peut être modélisé par Tu sur Hu.(6) Prolongeant le travail effectué par Hildebrand
dans le cas u = 1, nous comparons alors Q−f (x, y) à la forme quadratique ϕ → 〈Tuϕ,ϕ〉u qui ne
dépend plus que de u.
Nous avons Tu = Thu + TKu où Thu et TKu sont les opérateurs auto-adjoints définis par
(3·4)
Thu ϕ(t) := h(u, t)ϕ(t)




(t ∈ [0; 1],ϕ ∈ Hu).
La fonction t → h(u, t) ne s’annule pas sur l’intervalle [0; 1]. L’opérateur Thu est donc inversible.
En particulier, il n’est pas compact : c’est une conséquence classique d’un théorème de Riesz. Nous
établissons, au Lemme 4.4 infra, que Ku ∈ L2([0; 1]2,mu ⊗ mu). Cela implique que TKu est un
opérateur de Hilbert-Schmidt, donc compact. L’ensemble des opérateurs compacts étant stable par
combinaison linéaire, Tu n’est pas compact.
On a identiquement h(1, t) = 1, de sorte que Th1 = I. L’étude de T1 se réduit donc à celle d’un
opérateur compact. Dans [12], Hildebrand montre que l’on peut, en un sens convenable, approcher
toute fonction de A par une fonction arithmétique suffisamment régulière, dont le modèle continu
est combinaison linéaire finie des éléments d’une base hilbertienne de H1 diagonalisant TK1 et
donc T1.
La non-compacité de Tu pour u > 1 constitue donc un obstacle méthodologique significatif à
l’extension de la méthode.
Les difficultés théoriques et techniques inhérentes au fait de remplacer une suite de valeurs
propres par un spectre continu étant considérables, une voie naturelle consiste à approcher Tu par
un opérateur diagonalisable, autrement dit admettant une base hilbertienne de vecteurs propres.
La disponibilité d’une telle approximation est fournie par le théorème de Weyl-von Neumann (voir
par exemple [17] p. 523) qui stipule que tout opérateur borné auto-adjoint d’un espace de Hilbert
séparable est limite, au sens de la norme d’opérateur, d’une suite d’opérateurs bornés, auto-adjoints
et diagonalisables.
6. Voir (2·5). L’influence du facteur gp(α), négligée dans ces approximations, sera prise en compte
différemment.
10 B. Martin & G. Tenenbaum
Pour chaque ε > 0, il existe donc un opérateur Su = S
(ε)
u , borné et auto-adjoint, tel que Tu + Su
soit diagonalisable et tel que
(3·5) ‖Su‖u  ε.
Désignons par {ϕj}∞j=1 une base hilbertienne de vecteurs propres de Tu + Su : pour tout entier
j  1, il existe λj ∈ Sp(Su + Tu) tel que
(Tu + Su)ϕj = λjϕj .
Par souci de lisibilité, nous avons omis les dépendances en ε et u dans les notations λj et ϕj . Nous
avons Sp(Su + Tu) ⊂ R puisque Tu + Su est auto-adjoint. De plus, on sait classiquement que
(3·6) sup
λ∈Sp(Su+Tu)
|λ| = ‖Tu + Su‖u  ‖Tu‖u + ε.
Soient ϕ ∈ Hu et f ∈ A0 la fonction arithmétique définie par f(p) := ϕ(up), avec la notation (3·1).
Approcher Tuf par Tuϕ revient à comparer une somme discrète et une intégrale. En l’espèce, cela
nécessite une hypothèse de régularité concernant ϕ : un choix possible est précisé à la Proposi-
tion 8.1. Une telle hypothèse n’est a priori pas disponible pour les éléments de la base {ϕj}∞j=1.
Pour pallier cet inconvénient, nous utilisons la densité des polynômes dans Hu : pour tous η > 0,
j  1, il existe une fonction polynomiale wj,η,ε = wj ∈ Hu, telle que
(3·7) ‖ϕj − wj‖u  η.
Étant donnée f ∈ A, nous obtenons aux paragraphes 10 et 11 des formules asymptotiques pour
Q−f (x, y), Vf (x, y) et V(Zf,x,y) faisant intervenir l’opérateur Tu et la projection orthogonale,(7)
au sens de la forme bilinéaire (3·2), de f sur le sous espace de A0 engendré par la famille
{p → wj(up)}kj=1 (k ∈ N∗, k → ∞). Ces estimations dépendent de la base {ϕj}∞j=1 fournie par
le théorème de Weyl-von Neumann, dont la construction n’est pas canonique. L’intérêt de telles
formules est donc essentiellement théorique.
4. Préliminaires
4·1. Rappels concernant la fonction ξ
Nous disposons de l’estimation







(j  1, v  1).
Plus précisément, Hildebrand et Tenenbaum explicitent dans [15] une représentation de ξ(v) sous
forme d’une série double du type













































7. Voir le paragraphe 9.
Sur l’inégalité de Turán-Kubilius friable 11
4·2. Dérivée logarithmique de la fonction de Dickman
Posons
(v) = 0 (v < 0),
et prolongeons les dérivées de  par continuité à droite sur R. Conformément à l’usage, nous posons




Hildebrand a démontré(8) que la fonction r est strictement croissante sur [1;∞[. Le comportement
asymptotique de la fonction r peut être déduit de celui de la fonction ξ par le biais de la formule de
Alladi-de Bruijn (voir par exemple [27], théorème III.5.13), qui fournit une formule asymptotique
pour (v) en fonction de ξ(v). Il est ainsi établi au lemme 3.7 de [4] que l’on a, uniformément pour
v  1,
r(v) = ξ(v) + O(1/v),(4·5)
r′(v) = ξ′(v) + O(1/v2),(4·6)
r′′(v)  1/v2.(4·7)
Nous aurons l’usage de nouvelles estimations relatives à la fonction r.
Lemme 4.1. On a, uniformément pour v  1,





Démonstration. Nous employons la méthode utilisée dans [4] pour établir l’estimation





au cours de la preuve du lemme 3.7. D’après le théorème 1 de [25], nous disposons d’un












1 + h(v) + O(1/v4)
)
,
où h est une fonction vérifiant
(4·10) h(j)(v)  1
vj+1
(0  j  3, v  1).
Nous en déduisons le développement asymptotique
r(t) = ξ(t)
{
1 − h′(t) + H(t)
}















































H(t) := h(t)h′(t) + 12h
′′(t) + h(t)3 − h(t)2.
Il résulte des relations (4·1) et (4·10) que
f ′′′(t)  log 2t
t4
, H(t)  1
t3
, H ′(t)  1
t4
.
La formule de Taylor-Lagrange permet alors d’obtenir (4·8). 
Le résultat suivant est, à fins de référence ultérieure, établi sous une forme légèrement plus précise
que nécessaire pour l’étude asymptotique de C(u) et C#(u) du paragraphe 14.
8. Voir la preuve du lemme 1 de [14].
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Lemme 4.2. On a uniformément pour v  1,
(4·11) r′′′(v)  1
v3
·
Démonstration. Nous posons s(v) := r′(v)/r(v) = r(v) − r(v − 1) − 1/v de sorte que, d’après la
formule (6.8) de [9],
(4·12) s(v)  1
v log(2v)
(v  1).




= s(v)2 + r′(v) − r′(v − 1) + 1
v2
.




En dérivant l’identité r′′(v) = t(v)r(v), nous obtenons
r′′′(v)
r(v)













Nous avons, d’après (4·7), s′(v)  1/v2, donc il suit
r′′′(v)
r(v)






= r(v)s(v)2 − r(v − 1)s(v − 1)2 + r(v)
{
r(v)s(v) − r(v − 1)s(v − 1)
}
− r(v − 1)
{





− r(v − 1)







= r(v)s(v)2 − r(v − 1)s(v − 1)2
+ r(v)
{




r(v) − r(v − 1)
}{





− r(v − 1)



















où nous avons posé
A(v) := r(v)s(v)2 − r(v − 1)s(v − 1)2,
B(v) := s(v) − 2s(v − 1) + s(v − 2),
C(v) := 2s(v − 1)
{
r(v) − r(v − 1)
}
− s(v − 2)
{





r(v) − r(v − 1)
}{






− r(v − 1)
(v − 1)2 .
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Nous évaluons ces quantités en employant les estimations (4·9), (4·8), (4·3) et (4·7). Nous avons
A(v) = r(v)
{
s(v) + s(v − 1)
}{
s(v) − s(v − 1)
}
+ s(v − 1)2
{
r(v) − r(v − 1)}
= r(v)
{
s(v) + s(v − 1)
}{















































C(v) = 2s(v − 1)
{
r(v) − r(v − 1)
}
− s(v − 2)
{
r(v) − r(v − 2)
}
= s(v − 1)
{




r(v) − r(v − 2)
}{
s(v − 1) − s(v − 2)
}





























s(v − 1) − s(v − 2)
}
+ s(v − 2)
{






































ce qui correspond à la conclusion attendue. 
4·3. La fonction t → h(u, t)
La fonction (t, u) → h(u, t) est définie en (2·2). On peut donner l’expression équivalente








(0  t  u).
Le lemme suivant regroupe les propriétés utiles de t → h(u, t). La quantité h1(u) est définie
en (2·11).
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Lemme 4.3. Soit u  1.
(i) La fonction t → h(u, t) est unimodale, croissante puis décroissante, sur l’intervalle [0;u]. Elle
atteint son maximum en un nombre réel t0 de [0; 1]. En particulier,
(4·15) max
t∈[0;u]
h(u, t) = h1(u).
(ii) On a uniformément pour u  1 et 0  t  u,
h(u, t) = 1 + O




h(u, t)  1.(4·17)
(iii) On a pour u  1,








(iv) La fonction u → h(u, u) est décroissante sur [1;∞[.
Démonstration. Montrons l’assertion (i). La fonction t → h(u, t) est continue sur [0;u], et dérivable





r(u − t) − ξ(u)
}
.
Or, la fonction r est croissante sur [0;+∞[ puisqu’elle est croissante sur [1;∞[ et satisfait r(1) = 1
et r(v) = 0 pour v ∈ [0; 1[. La conclusion découle donc de l’encadrement
(4·19) r(u − 1)  ξ(u)  r(u) (u  1)
établi dans [8].
L’estimation (4·16) résulte de la formule






(0  t  u)












et de l’évaluation r(u) − ξ(u)  1/u pour u  1. L’estimation (4·17) est une conséquence directe
de (4·15) et (4·16).
Prouvons (iii). D’après (4·5), (4·3), (4·6) et (4·7), nous avons pour u  2,
(4·20)





















En optimisant le polynôme du second degré apparaissant dans (4·20), nous obtenons










Or, d’après [9] p. 504, et [4] p. 554, nous avons
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d’où, par (4·3),







Insérons (4·22) et (4·6) dans (4·21). Nous obtenons bien (iii) pour u  2. La conclusion persiste
trivialement pour u  1 puisque u → h1(u) est continue sur [1;∞[.













La fonction ξ′(u) = 1/
∫ 1
0
sesξ(u) ds est décroissante sur [1;∞[. Par conséquent, nous avons
ξ′(t) − uξ′(u)  (1 − u)ξ′(u)  0 (u  1, u  t  u + 1),
d’où la conclusion souhaitée. 
4·4. Les noyaux Ku et K#u
Les noyaux Ku et K#u sont respectivement définis en (2·3) et (2·4).
Commençons par des majorations uniformes. Nous ferons usage du fait que la fonction  est
lipschitzienne sur R+. Plus précisément, on a pour 0  v  u, en notant s := min(v, u − 1),
(4·23)
(u − v) − (u) =
∫ v
0
′(u − t) dt  v max
t∈[0;v]
|′(u − t)| = v|′(u − s))|
= vr(u − s)(u)h(u, s)evξ(u)  vr(u)(u)evξ(u),
en vertu de la croissance de r et de la majoration (4·17).
Lemme 4.4. Nous avons, uniformément pour u  1, s, t ∈ [0; 1],
(4·24) Ku(s, t)  1]0;∞[(s + t − u) + r(u)min(s, t).
En particulier, Ku ∈ L2([0; 1]2,mu ⊗ mu). Les mêmes assertions valent pour K#u .
Démonstration. Nous commençons par établir que l’on a
(4·25) K#u (s, t)  1]0;∞[(s + t − u) + r(u)min(s, t).
D’après (4·17), nous avons uniformément pour u  1, s, t ∈ [0; 1] ;
(4·26) K#u (s, t)  1.
Cela dispose du cas s + t > u. Lorsque s + t  u, nous déduisons de (4·23) que
K#u (s, t) =
(u − s)(u − t) − (u)(u − s − t)
(u)2e(s+t)ξ(u)
=







Par symétrie, nous obtenons
(4·27) K#u (s, t)  r(u)min(s, t), (s, t ∈ [0; 1], s + t  u).
Nous déduisons bien (4·25) de (4·26) et (4·27).
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En remarquant que
Ku(s, t) = K#u (s, t) +
(
h(u, s) − 1
)(
h(u, t) − 1
)
(s, t ∈ [0; 1]),
et en utilisant (4·16), nous obtenons bien (4·24).
Déduisons, par exemple, de cette estimation que Ku ∈ L2([0; 1],mu ⊗ mu). Nous avons
Ku(s, t)2  1]0;∞[(s + t − u) + r(u)2st.






Ku(s, t)2 dmu(s) dmu(t)  {1 + r(u)2}e2ξ(u).

Nous établissons à présent une formule asymptotique pour Ku dont l’uniformité en u est cruciale
pour l’étude asymptotique de C(u) conduite au paragraphe 14. Nous posons
(4·29) δ(u) := r(u) − ξ(u), κ(u) := r′′(u) − 3δ(u)r′(u),
et remarquons que, d’après (4·5), (4·6), (4·3) et (4·7), nous avons
(4·30) δ(u)  1
u
, κ(u)  1
u2
(u  1).
Lemme 4.5. On a, uniformément pour u  2, (s, t) ∈ [0; 1]2,
(4·31) Ku(s, t) = st
{

















Démonstration. Pour u  2, la fonction t → h(u, t) est deux fois dérivable sur [0; 1]. Convenant
que h′′ désigne la dérivée seconde de (u, t) → h(u, t) par rapport à t, nous avons
h′′(u, t) =
({
r(u − t) − ξ(u)
}2 − r′(u − t))h(u, t) (s, t ∈ [0; 1]).
D’après (4·7) et (4·11), il vient
(4·32) h′′(u, t) =
{









En insérant dans (4·32) l’estimation





(t ∈ [0; 1], u  2)
qui découle de la formule (4·14) et de (4·7), il suit






En reportant cette estimation dans la formule





h′′(u, v + w) dv dw
nous obtenons bien la conclusion souhaitée. 
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5. Comportement local de Ψ(x, y)






joue un rôle crucial dans cette étude. Il sera décrit à l’aide de la fonction de deux variables h(u, t)
définie en (2·2). Le Lemme 4.3 rassemble quelques estimations essentielles concernant la fonction
h.
Nous désignons par ω(m) le nombre des diviseurs premiers d’un entier m, comptés sans
multiplicité.
L’estimation suivante est une conséquence directe du théorème 2.3 de [3] et de la formule de
Hildebrand (1·2).
Proposition 5.1. Il existe une constante absolue E, telle que, pour chaque A  1 fixé et













où α = α(x, y), et








L’estimation très générale (5·1) perd en précision lorsque d est proche de x. Dans le cas d = pν ,
m = p, nous pouvons pallier cet inconvénient au prix d’une complication du terme principal. Posant
(5·2) wx(pν) :=
[x/pν ] − [x/pν+1]
x
(ν  1),




h(u, upν ) si pν  x/y,
wx(pν)pν
gp(1)(u)eupν ξ(u)
si pν > x/y.














Commençons par établir la Proposition 5.1. Le cas d > x étant trivial car h(u, t) = 0 dès que
u < t, nous pouvons supposer que 1  d  x. D’après le théorème 2.3 de [3], il existe une constante
















L’estimation (1·2), récrite sous la forme










x  2, y  e(log2 3x)
5/3+ε)
,
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La relation souhaitée (5·1) découle alors de (1·5) sous la forme







Démontrons à présent la Proposition 5.2. Lorsque pν  S(x/y, y), l’estimation (5·4) est une















































 1 (s ∈ [α; 1]),








qui entrâıne bien (5·4) pour pν > x/y.
6. Estimation de ϑx,y(pν) lorsque pν > x/y
La quantité ϑx,y est définie en (5·3). Nous nous proposons ici d’établir un encadrement
asymptotiquement optimal de ϑx,y(pν) lorsque x/y < pν  x. Pour u  1, nous posons
(6·1) h2(u) := max{2h(u, u), h(u, u − 1)}.







 ϑx,y(p)  h(u, u − 1) + o(1) si x/y < p  y
1
2h(u, u)  ϑx,y(p
ν)  h2(u) + o(1) si ν  2, x/y < pν , p  y.
Les encadrements sont asymptotiquement optimaux.
Seule la seconde majoration de (6·2) sera utile dans ce travail. Les autres estimations sont établies
à fins de référence ultérieure.
Démonstration. Nous commençons par observer que
ϑx,y(pν) =
pνwx(pν)e−upν ξ(u)










Posons p = yt. Il suit, lorsque x/y < pν  x,
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Une condition nécessaire pour que l’intervalle [w; z] soit non vide est u  ν + 1, ce que nous
supposerons désormais. La fonction Φ est le minimum de deux fonctions convexes. Elle atteint
donc son maximum soit à une extrémité de l’intervalle, soit lorsque les deux fonctions sont égales.
Le cas d’égalité correspond à t = u − νt, i.e. t = u/(ν + 1). Nous avons ainsi établi que
ϑx,y(pν)(u)  max(B,C,D)
où l’on a posé
B :=
e−νzξ(u)
1 − y−z , C := e
−wνξ(u) min
( 1






1 − y−u/(ν+1) ·
Si z = 1, nous avons
B =
e−νξ(u)





puisque ν  u − 1. Si z = u/ν, il vient
B  2e−uξ(u),
puisque z  (log 2)/ log y.












si w  u/(ν + 1).












e−(u−1)ξ(u)  {1 + o(1)}e−(u−1)ξ(u),
où la première inégalité provient de la minoration w  (log 2)/ log y.
Examinons ensuite le cas w = (log 2)/ log y, de sorte que
(u − 1)/ν  (log 2)/ log y  u/ν.


















 e−uξ(u) max(eξ(u), 2) + o(1).
Si (ν + 1)w  u, alors
C =
e−wνξ(u)
1 − y−w = 2e
−wνξ(u)  2e−uξ(u)+wξ(u) = {2 + o(1)}e−uξ(u).




1 − 1/yu/(ν+1)  e
−uξ(u) max













max{2, eξ(u)} + o(1)
euξ(u)(u)
,
ce qui fournit bien la majoration de (6·2) lorsque ν  2.
La majoration de (6·2) dans le cas ν = 1 correspond en fait à un cas particulier de la preuve
effectuée plus haut. En effet, lorsque ν = 1, seul le cas 1  u  2 est à considérer et nous avons















e−(u−1)ξ(u) (ν = 1, x → ∞).

























Cela implique que les majorations de (6·2) sont optimales.















e−upν ξ(u)  e−upν ξ(u) max
{ pν
xgp(1)





−upν ξ(u)  12e
−uξ(u).








Cela implique bien l’optimalité annoncée. 
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7. Décomposition canonique de Vf(x, y)
L’insertion des estimations (5·1) et (5·4) dans le développement standard de Vf (x, y) fournit une
première expression asymptotique pour Vf (x, y). Nous rappelons les définitions de Ku en (2·3), et
du domaine Da,A en (2·10).
Proposition 7.1. Soit a et A des nombres réels tels que 1 < a < A. Nous avons uniformément
pour f ∈ A, (x, y) ∈ Da,A,




































= Bf (x, y)2 − V(Zf,x,y)  0.
Nous montrons à la fin de ce paragraphe que la majoration contenue dans (7·1) est également
valable lorsque a = 1.
Posons νp := log x/ log p. En utilisant l’additivité de f , nous obtenons la décomposition(9)
(7·5) Vf (x, y) = Pf (x, y) − Jf (x, y) + Df (x, y) − Mf (x, y),
avec








































où l’on a posé
















La Proposition 7.1 est une conséquence immédiate de (7·5) et du lemme suivant.
9. Le détail de ce calcul figure au paragraphe 4.1 de [4].
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Lemme 7.2. Soit a,A des nombres réels tels que 1 < a < A. Lorsque x → ∞ et uniformément
pour f ∈ A, (x, y) ∈ Da,A, nous avons


































∣∣∣2 + o(Bf (x, y)2),(7·13)












































































la dernière égalité résultant du fait que la fonction ϑx,y est bornée. Nous obtenons bien
l’estimation (7·11).
Rappelons la définition de ∆pν ,qµ(x, y) en (7·10). D’après la Proposition 5.1, nous avons








Nous en déduisons que
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Ainsi, nous avons établi que












Montrons que la contribution des couples (pν , qµ) tels que max(ν, µ)  2 peut être englobée par























Par l’inégalité de Cauchy-Schwarz, nous obtenons
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Nous déduisons donc de (7·16), (7·17) et (7·18), l’estimation







Ku(up, uq) + o(Bf (x, y)2).
Compte tenu de l’estimation α = 1 + o(1)  3/4, nous obtenons, de la même manière,







+ o(Bf (x, y)2).
L’estimation Ku(s, t)  1 découle immédiatement de (4·24). L’erreur commise en omettant la











Cela implique bien l’estimation (7·12).
Nous rappelons la notation νp := log x/ log p (2  p  x). En employant l’estimation (5·1) et la
majoration (4·17), nous obtenons






























































































∣∣∣2 + o(Bf (x, y)2) (y → ∞).
En utilisant l’estimation (4·16) sous la forme h(u, t) = 1 + O(t) pour t ∈ [0;u], nous obtenons








∣∣∣2 + X3 + o(Bf (x, y)2),






































Nous en déduisons bien (7·13).






































































Nous obtenons bien (7·14). 
Remarque. Si nous nous contentons d’une majoration asymptotique pour Vf (x, y), le choix a = 1
est possible dans (7·4) : nous avons, pour tout A > 1, lorsque x → ∞,





uniformément pour (x, y) ∈ DA. En fait, à l’exception de (7·15), toutes les estimations de la

















uniformément dans DA. Nous pouvons supposer que 1  u  2. Rappelant la définition de wx(p)
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Compte tenu de (7·22), (7·23) et (7·24), nous obtenons bien que (7·21) a lieu uniformément pour
1  u  2.
8. Approximation de sommes
discrètes par des intégrales
Pour n ∈ N∗, nous notons Fn la classe des fonctions mesurables f : [0; 1]n → C vérifiant,∫
[0;1]n
∣∣f(t1, . . . , tn)∣∣ dt1 · · · dtn




f(up1 , . . . , upn)




f(t1, . . . , tn)
dt1 · · · dtn
t1 · · · tn
+ o(1) (y → ∞),(8·2)
où le terme d’erreur peut dépendre de n et f .
D’après le lemme 9 de [26], toute fonction Riemann-intégrable à support compact dans ]0; 1]n
appartient à Fn. Ce résultat permet en fait de mettre en évidence une plus vaste sous-classe de
Fn. Soit Rn la classe des fonctions f : [0; 1]n → R qui vérifient (8·1) et sont Riemann-intégrables










f(up1 , . . . , upn)
p1 · · · pn
∣∣∣∣ = 0.
Proposition 8.1. Soit n  1.
(i) On a Gn ⊂ Fn.
(ii) Si f ∈ Rn et s’il existe g ∈ Gn, telle que |f |  g, alors f ∈ Fn.
(iii) La fonction f définie par f(t1, . . . , tn) = t1 · · · tn appartient à Gn.
(iv) Les fonctions (s, t) → min(s, t) et (s, t) → Y (s, t) := 1]0;∞[(s + t − 1) appartiennent à G2.
Démonstration. Soient n  1, τ ∈]0; 1[ et f ∈ Fn. D’après le lemme 9 de [26], nous avons
∑
p1,...,pny
f(up1 , . . . , upn)




f(up1 , . . . , upn)





f(up1 , . . . , upn)




f(t1, . . . , tn)
dt1 . . . dtn





f(up1 , . . . , upn)
p1 . . . pn
+ oτ (1).
En faisant tendre y vers l’infini puis τ vers 0, nous obtenons bien l’assertion (i).
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L’assertion (ii) est triviale.




up1 · · ·upn
p1 · · · pn
n τ (0 < τ  1).






























































 τ + o(1) (0 < τ < 12 , y → ∞).
Cela prouve bien la première partie de l’assertion (iv).





































































 τ(1 − log τ) + oτ (1) (y → ∞).
Cela établit bien la seconde partie de l’assertion (iv). 
La Proposition 8.1 permet de traiter la plupart des cas rencontrés dans la suite de ce travail.
Toutefois, la preuve du Théorème 10.1 nécessite une estimation effective du terme d’erreur de (8·2)
dans le cas n = 1. Nous obtenons une telle précision au prix d’un renforcement des hypothèses de
régularité concernant f .
Lemme 8.2. Soient A > 0 et g : [0; 1] → C une fonction mesurable essentiellement bornée par A.



















où la constante implicite est absolue.
Démonstration. Conformément à l’usage, posons π(t) :=
∑
pt 1. D’après le théorème des nombres
premiers, il existe une constante c > 0 telle que







log t (t  2).

































































Comme |f(s)|  As, la deuxième intégrale du membre de droite est  A/ log y. La troisième est

















































9. Structure pseudo-hilbertienne de l’espace A
Rappelons la définition de la famille de polynômes {wj}∞j=1 en (3·7). On a wj ∈ Hu pour tout j,
donc wj est de valuation nulle et satisfait à la majoration
(9·1) wj(t) ε,j,η t (t ∈ [0; 1], j  1).
Notons également que, d’après l’inégalité de Cauchy-Schwarz et l’estimation (3·7),
(9·2)
〈wi, wj〉u = 〈ϕi,ϕj〉u + 〈ϕi, wj − ϕj〉u + 〈wi − ϕi,ϕj〉u
= δi,j + O(η) (i, j  1).


















de sorte que ψk(up) = fk(p).
Le résultat suivant signifie que, au sens de la forme bilinéaire 〈·, ·〉A, la fonction rk est quasi-
orthogonale à l’espace engendré par les fonctions {p → wj(up)}1jk.
Lemme 9.1. Soient u  1, k ∈ N∗ et η, ε > 0. Nous avons, uniformément pour f ∈ A, 1  j  k,
y → ∞,
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Démonstration. D’après la majoration (9·1) et la Proposition 8.1, les fonctions t → wi(t)wj(t)etξ(u)























〈wi, wj〉u + oε,k,η(1)
}
.






δi,j + O(η) + oε,k,η(1)
}
ce qui fournit bien (9·5). L’estimation (9·6) est une conséquence immédiate de (9·5) et de la linéarité
de l’application f → cj(f). 
Posons






La proposition suivante constitue une formule de Bessel-Parseval approchée pour l’espace A. Elle
joue un rôle essentiel dans le succès de la méthode.
Proposition 9.2. Soit u  1, k ∈ N∗ et ε > 0, η > 0. On a, uniformément pour f ∈ A,
(9·8)





















1 + Ok(η) + oε,k,η(1)
}
(y → ∞).
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Dans le terme central, l’erreur commise en remplaçant gp(α) par 1 peut être estimée grâce à (9·9)




























































































) (y → ∞).
La première égalité de (9·8) découle directement de (9·11), (9·10) et (9·13). La deuxième est une










qui, à son tour, résulte de (9·2). 
10. Formule asymptotique pour Q−f (x, y)
Ici et dans la suite, nous convenons de noter Ξk = Ξk(u, y, ε, η) une quantité générique, susceptible










En pratique, nous aurons toujours
Ξk = O(ε + zε,k) + Ok(η) + oε,k,η(1) (ε > 0, η > 0, k ∈ N∗, y → ∞),
où {zε,k}∞k=1 est une suite à valeurs réelles positives, dépendant de ε, et tendant vers 0 à l’infini.
Rappelons les définitions (9·3) pour fk et rk et (9·4) pour ψk. Le résultat suivant fournit
une formule asymptotique pour la quantité Q−f (x, y) vérifiant (3·3) en fonction de ψk, rk et de
l’opérateur Tu.
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Théorème 10.1. Soient u  1, k ∈ N∗ et ε > 0, η > 0. On a, uniformément pour f ∈ A, x  2,
y = x1/u,






h(u, up) + ΞkV(Zf,x,y).
Démonstration. L’identité f = fk + rk fournit la décomposition





























Ku(up, uq)e(up+uq)ξ(u) + oε,k,η(1).
où la seconde égalité résulte de (1·5).
D’après (4·17), (9·1) et la Proposition 8.1, les fonctions
s → wi(s)wj(s)h(u, s)esξ(u) (1  i, j  k)
appartiennent à F1. De plus, d’après (4·26), les fonctions (s, t) → wi(s)wj(t)Ku(s, t)e(s+t)ξ(u) sont









Ku(s, t)wi(s)wj(t) dmu(s) dmu(t) + oε,k,η(1)
= 〈Tuwi, wj〉u + oε,k,η(1).
Il s’ensuit que
(10·4)

























Notons tout d’abord que, d’après (9·12) et (9·8), nous pouvons remplacer gp(α) par 1 au prix d’une





























où l’on a posé
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Posons Fj(t) := Ku(up, t)wj(t)etξ(u). La fonction t → Ku(up, t) est à variation bornée sur [0; 1]
et sa dérivée, définie presque partout, est essentiellement bornée en t, et uniformément bornée en
p  y. Compte tenu de (9·1) et (4·24), nous disposons donc des majorations
Fj(t) ε,k,η t, F ′j(t) ε,k,η 1 (0  t  1)
où les constantes implicites ne dépendent pas de p  y. D’après le Lemme 8.2, nous obtenons donc















j(up) = h(u, up)wj(up) −
∫ 1
0
















































bf (x, y)2) (y → ∞).
Posant zj := Tuwj − λjwj nous avons donc











































et d’autre part, d’après l’inégalité de Cauchy-Schwarz,
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Pour estimer le membre de gauche de (10·8), nous commençons par remarquer que, d’après (4·24)
et (9·1),








(10·9) zj(t) ε,k,η t (1  j  k, 0  t  1).


































〈zi, zj〉A + oε,k,η(1)
}
.
D’après la Proposition 8.1 et la majoration (10·9), les fonctions t → zi(s)zj(t)etξ(u) appartiennent



























πj := Tuϕj − λjϕj (1  j  k),
nous avons, d’après les estimation (3·6) et (3·7),








































1jk cj(f)ϕj . Rappelons que la famille {ϕj}kj=1 est constituée de vecteurs
propres de Tu + Su associée à la famille de valeurs propres {λj}kj=1. Donc
∑
1jk
cj(f)πj = TuΦk −
∑
1jk
cj(f)λjϕj = TuΦk − (Tu + Su)Φk = −SuΦk.
















































où la constante implicite est absolue. D’après (10·6), (10·7), (10·10) et (9·8), nous obtenons
(10·11) 〈Tufk, rk〉A = bf (x, y)2
{
O(ε) + Ok(η) + oε,k,η(1)
}
.
Il reste à traiter 〈Turk, rk〉A. Nous avons













Le premier terme du membre de droite apparâıt tel quel dans (10·2). Estimons le deuxième. La
famille {(s, t) → ϕi(s)ϕj(t)}i,j1 constitue une base hilbertienne de G := L2([0; 1],mu ⊗mu) muni






ϕ(s, t)ψ(s, t) dmu(s) dmu(t) (ϕ,ψ ∈ G),
et de la norme associée ‖·‖G. Comme Ku ∈ G d’après le Lemme 4.4, nous pouvons poser
ai,j := 〈Ku(s, t),ϕi(s)ϕj(t)〉G.









ai,jwi(s)wj(t), Λk(s, t) :=
∑
1i,jk
ai,jϕi(s)ϕj(t) (s, t ∈ [0; 1]).
Nous pouvons remarquer d’emblée que, d’après (3·7),
(10·15)










































= W1 + W2






































































∣∣Ku(up, uq) − χk(up, uq)∣∣2
pq
e(up+uq)ξ(u) + oε,k,η(1).
Comme (s, t) →
∣∣Ku(s, t)−χk(s, t)∣∣2e(s+t)ξ(u) appartient à F2, en vertu de (4·24), (9·1), et de la
Proposition 8.1, nous obtenons
∑
p,qy







∣∣Ku(s, t) − χk(s, t)∣∣2 dmu(s) dmu(t) + oε,k,η(1)
= ‖Ku(s, t) − χk(s, t)‖2G + oε,k,η(1).
Compte tenu de (10·15), nous en déduisons que
























Nous avons bien limk→∞ zε,k = 0 d’après (10·14). Notons que, si la suite {zε,k}∞k=1 dépend de ε et
de u, elle est en revanche indépendante de y et de η.
D’après (10·16), (10·17) et (10·18), nous pouvons écrire





h(u, up) + bf (x, y)2
{
O(zε,k) + Ok(η) + oε,k,η(1)
}
(y → ∞).
La conclusion annoncée découle donc de (10·3), (10·4), (10·11) et (10·19). 
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11. Formules asymptotiques pour
V(Zf,x,y), Vf(x, y) et V
#
f (x, y)
Soit f ∈ A. Rappelons les définitions respectives de ψk et rk en (9·4) et (9·3). Pour y  3, nous






















(ν  2, pν  Y ).





























Rappelons également la définition du symbole Ξk = Ξk(u, y, ε, η) en (10·1).


















Démonstration. Les quantités bf (x, y)2 et Rf (x, y) étant respectivement définies en (9·7) et (7·4),
nous avons






− Rf (x, y),
et donc, d’après la Proposition 9.2,














− Rf (x, y).
Pour conclure, il reste à évaluer Rf (x, y). Nous avons





































































































∣∣∣2 + O(Y −α/2Bf (x, y)2) (y → ∞).
En insérant dans (11·5) la décomposition f = fk + rk effectuée en (9·3), nous obtenons







































, (y → ∞)
















+ Bf (x, y)2
}
.
Grâce à (9·9) et (9·8), nous pouvons donc écrire











∣∣∣2 + oε,k,η(Bf (x, y)2) (y → ∞).
En insérant (11·6) dans (11·4), nous obtenons bien (11·3). 
Théorème 11.2. Soient u > 1, ε > 0, η > 0 et k ∈ N∗. On a uniformément pour f ∈ A, x  3,
y = x1/u,
(11·7)













+ V(Z∗f,Y,k) + ΞkV(Zf,x,y).
Remarque. Tout comme dans la Proposition 7.1, le cas u = 1 pourrait être englobé par l’énoncé
à condition de remplacer l’égalité dans (11·7) par une inégalité — ce qui serait suffisant pour
déterminer la valeur de C(u).
Démonstration. Rappelons que, d’après la Proposition 7.1,





D’après le Théorème 10.1, nous avons
(11·9)
































h(u, up) + ΞkV(Zf,x,y),
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où la dernière inégalité résulte de l’estimation issue du Lemme 4.3
(11·10) h(u, t) = 1 + O(t) (0  t  1).
Par ailleurs,
(11·11)











































où la dernière estimation résulte également de (11·10). En insérant (11·9), (11·11) et (11·6) dans
(11·8), et en tenant compte de (11·2), nous obtenons bien (11·7). 
Une formule asymptotique pour V #f (x, y) analogue à (11·7), l’opérateur T#u remplaçant Tu, peut
être obtenue en suivant la même méthode. Nous nous contentons de décrire brièvement les étapes.
Nous rappelons les définitions de Pf (x, y) et Jf (x, y) respectivement en (7·6) et (7·7). Lorsque
f ∈ A, nous avons
(11·12) V #f (x, y) = Pf (x, y) − M
#
f (x, y) − Jf (x, y)
avec












Les calculs des paragraphes 10 et 11 peuvent alors être reproduits à l’identique pour V #f (x, y).
12. Continuité des fonctions λ et λ#
Les quantités λ(u) et λ#(u) sont respectivement définies en (2·6) et (2·16).
Proposition 12.1. Les applications u → λ(u) et u → λ#(u) sont continues sur [1;∞[.
Démonstration. Nous nous contentons de prouver la continuité de l’application u → λ(u). La
démonstration est identique pour l’application u → λ#(u).
Soient u  1 et v ∈ R tels que 1  u + v  2u. La fonction t → etξ(w) étant bornée, à w  1 fixé,
sur [0; 1], les mesures dmu et dmu+v sont équivalentes sur [0; 1], donc Hu = Hu+v.
Les opérateurs Tu et Tu+v étant auto-adjoints, nous avons
λ(u) = sup
‖ϕ‖u1
〈Tuϕ,ϕ〉u, λ(u + v) = sup
‖ϕ‖u+v1
〈Tu+vϕ,ϕ〉u+v.












= {1 + o(1)} ‖ϕ‖2u (ϕ ∈ Hu, v → 0).










Ku+v(s, t)2 dmu(s) dmv(t)
)
 ‖ϕ‖2u+v  ‖ϕ‖
2
u .
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De (12·1) et (12·2), nous déduisons que















+ o(1) = max
‖ϕ‖u1
〈Tu+vϕ,ϕ〉u+v + o(1) (v → 0).
Posons ∆(v) := ξ(u + v) − ξ(u),
Tu,vϕ(t) := et∆(v)
{





(0  t  1),
et observons que
〈Tu+vϕ,ϕ〉u+v = 〈Tu,vϕ,ϕ〉u.
Soit ϕ ∈ Hu. Une application immédiate du théorème de Lebesgue montre que Tu,vϕ tend
simplement vers Tuϕ lorsque v → 0. De plus Tu,vϕ est dominée dans Hu par un multiple constant de





1]0;∞[(s + t − u) + min(s, t)
}
dmu(s).




d’où la conclusion souhaitée. 
13. Calcul de C(u)
13·1. Preuve du Théorème 2.1
Rappelons la définition de h1(u) en (2·11) et conservons la notation Ξk de (10·1). Nous
commençons par une minoration de λ(u) et λ#(u).
Lemme 13.1. Pour tout u  1, on a λ(u)  λ#(u)  h1(u).
Démonstration. L’inégalité λ(u)  λ#(u) est établie en (2·18). Soit t0 ∈ [0; 1] tel que
h1(u) = h(u, t0).
Soient ε ∈]0; 1] et ϕε = ϕ ∈ Hu définie par
ϕ(t) :=
{
1 si t ∈ Iε := [t0 − ε; t0 + ε] ∩ [0; 1],
0 sinon.




h(u, t)|ϕ(t)|2 dmu(t) −
∫ ∫
Iε×Iε
K#u (s, t)ϕ(s)ϕ(t) dmu(s) dmu(t)
=
{












où nous avons appliqué l’inégalité de Cauchy-Schwarz et, pour la dernière égalité, fait appel au








= h1(u) + Ou(ε).
En faisant tendre ε vers 0, nous obtenons bien la conclusion souhaitée. 
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Nous sommes maintenant en mesure d’établir le Théorème 2.1. En comparant la formule (11·7)
pour Vf (x, y) à la formule (11·3) pour V(Zf,x,y) nous obtenons la majoration














D’après (5·3), nous avons




















et donc, en vertu de (4·15) et de la Proposition 6.1,




+ o(1) (y → ∞).
Or h2(u) = max
{
h(u, u − 1), 2h(u, u)
}
donc, toujours d’après (4·15),










 max{λ(u), h1(u), 2h(u, u), 1} + Ξk.





 max{λ(u), 2h(u, u)} + Ξk.
En faisant tendre successivement x vers l’infini, η vers 0, k vers l’infini et ε vers 0, nous obtenons







 max{λ(u), 2h(u, u)}.
Montrons l’inégalité opposée. Étant donné ε > 0, il existe ϕε = ϕ ∈ Hu telle que ‖ϕ‖u  1 et
λ(u)  〈Tuϕ,ϕ〉u + ε.
Quitte remplacer ϕ par une approximation polynomiale pour la norme ‖·‖u, nous pouvons supposer
que ϕ est un polynôme de valuation nulle, satisfaisant donc ϕ(s)  s. Considérons la fonction
fortement additive f définie par
(13·1) f(p) = ϕ(up).

















= ‖ϕ‖2u + oε(1)  1 + oε(1) (x → ∞).
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Par ailleurs, en utilisant l’expression (7·1) pour Vf (x, y), nous obtenons











 λ(u) + O(ε) + oε(1) (x → ∞).
Et finalement, en faisant tendre successivement x vers l’infini et ε vers 0,







Considérons à présent la fonction f ∈ A définie par
(13·3) f(pν) =
{
1 si p = 2 et 2ν  x < 2ν+1,
0 dans tous les autres cas.
Comme u  1 est fixé, nous avons, d’après la formule (5·5) de Hildebrand,












































































Cela établit bien la formule (2·8) pour C(u).
Il reste à démontrer la deuxième assertion du Théorème 2.1. Pour cela nous utilisons la continuité
sur [1;∞[ des fonctions u → λ(u) et u → 2h(u, u). Comme 2h(1, 1) > λ(1) = 32 , il existe un
voisinage de 1 dans lequel C(u) = 2h(u, u). Par ailleurs, comme ξ(1/ log 2) = log 2, nous avons
(13·5) 2h(u, u)  h(u, u − 1)  h1(u)  λ(u) (u  1/ log 2),
en vertu de (4·15) et du Lemme 13.1. Cela fournit la conclusion requise.
13·2. Interprétation heuristique
Les formules asymptotiques obtenues au paragraphe 11 et la preuve du Théorème 2.1 mettent
clairement en évidence que les variances étudiées sont obtenues par addition des contributions
distinctes et complémentaires issues des ensembles {p  y} et {pν ∈ S(x, y) : ν  2}. Nous nous
proposons ici de formaliser ce phénomène et d’en déduire une interprétation structurelle.
42 B. Martin & G. Tenenbaum
Rappelons que nous désignons par A0 l’ensemble des fonctions fortement additives. Notant A1
l’ensemble des fonctions additives f telles que f(p) = 0, chaque fonction f de A peut donc être
décomposée canoniquement sous la forme f = f0 + f1 avec fj ∈ Aj (j = 0, 1).




















Nous omettons les détails qui sont essentiellement similaires à ceux de la preuve du Théorème 2.1













p−να  Bf (x, y)
2
Y α/2








peut être obtenue en considérant la fonction additive définie par
(13·7) f(pν) =
{
1 si p = p0 et ν = ν0,
0 dans tous les autres cas,
où p0 et ν0 sont tels que ν0  2 et h(u, log pν00 / log y) = h1(u) + o(1) (y → ∞).
























les quantités de droite d’une part, de gauche d’autre part, figurant dans ces deux maximums étant
respectivement égales.
Il est essentiel de noter que, même si elle reflète la méthode employée pour aboutir au Théo-
rème 2.1, la formule













n’est ici obtenue qu’a posteriori, en calculant séparément les deux limites et en remarquant qu’elles
cöıncident. Une preuve totalement intrinsèque de (13·9), ne faisant notamment pas intervenir
la décomposition spectrale de Tu, serait tout à fait intéressante, mais semble actuellement hors
d’atteinte.
La formule (13·9) suggère l’interprétation suivante : selon les valeurs de u, le supremum
asymptotique du rapport de la variance Vf (x, y) d’une fonction additive f à la variance de son
modèle est atteint soit sur l’ensemble A0 des fonctions fortement additives, soit sur l’ensemble
A1 des fonctions additives pour lesquelles f(p) est identiquement nul. L’existence d’un éventuel
seuil v0, tel qu’introduit au paragraphe 2, témoignerait d’un unique changement de phase dans ce
partage d’influence : la seconde éventualité interviendrait pour les petites valeurs de u, la première
pour les grandes.
Sans preuve formelle de l’existence d’un tel seuil, la comparaison des comportements asymp-
totiques respectifs des fonctions h et λ, notamment la formule (13·5), implique cependant que le
supremum C(u) est asymptotiquement atteint sur A0 dès que u  1/ log 2.
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14. Étude asymptotique de C(u) et C#(u).
Dans ce paragraphe, nous établissons les Propositions 2.3 et 2.6. Comme les quantités C(u) et
C#(u) dépendent continûment de u sur [1;∞[, nous pouvons supposer u  2 et donc C(u) = λ(u),
C#(u) = λ#(u). Au vu de la formule asymptotique (4·18) pour h1(u) et des inégalités
(14·1) h1(u)  λ#(u)  λ(u) (u  1)
obtenues au Lemme 13.1, il suffit d’établir la majoration















(ϕ ∈ Hu(R), k  1),
de sorte que
(14·3) µ1 = u, µk = u −
1
ξ(u)




µk ∼ u (k  1, u → ∞).
D’après l’inégalité de Cauchy-Schwarz, nous avons, pour tout entier k  1 et uniformément pour
ϕ ∈ Hu(R), ‖ϕ‖u  1,
(14·4) J2k  µk
∫ 1
0
skϕ(s)2 dmu(s)  u.
















les quantités δ(u) et κ(u) étant définies en (4·29). En employant la relation
(14·5) r′(u) ∼ 1
u
(u → ∞),
qui découle immédiatement de (4·6) et (4·3), et les estimations (4·30) et (14·4), nous obtenons la
majoration






valable uniformément sous la condition ‖ϕ‖u  1.
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L’existence d’une telle suite résulte immédiatement du fait que Tu est auto-adjoint. Nous observons
d’abord que la suite {J1(ψn)}∞n=1 est bornée. En effet, d’après (14·6), (14·4) et (14·5), nous avons









J1(ψn)2  uh1(u) − u〈Tuψn,ψn〉u + O(1),




Par ailleurs, nous avons, en toute généralité sous la condition ‖ϕ‖u  1,
(14·9)
|J2 − J1| 
∫ 1
0
s(1 − s)|ϕ(s)|dmu(s) 
{∫ 1
0


















En insérant les estimations (14·8) et (14·10) dans (14·6), nous obtenons la majoration





valable uniformément pour n  1. En faisant tendre n vers l’infini, nous obtenons bien
l’inégalité (14·2).
15. Uniformité locale : preuve du Corollaire 2.2
Lemme 15.1. Soient u  1 et δ > 0. Il existe ε(u, δ) = ε > 0 et x0 = x0(ε, u, δ)  2 tel que l’on
ait, uniformément pour f ∈ A, x  x0 et x(1−ε)/u  z  x(1+ε)/u,





Démonstration. Posons Y = x(1+ε)/u et introduisons la fonction additive g définie sur S(x, Y ) par
g(pν) :=
{
f(pν) si p  z
0 si p > z,
de sorte que E(Zg,x,Y ) = E(Zf,x,z) et V(Zg,x,Y ) = V(Zf,x,z). Ainsi





∣∣g(n) − E(Zg,x,Y )∣∣2  Ψ(x, z)Ψ(x, Y )Vf (x, z).
Or, d’après (2·9), pour x assez grand, nous avons
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Il suit






















+ 12δ + o(1)
}
V(Zf,x,z) (x → ∞),
où la dernière inégalité résulte de la formule de Hildebrand (1·2). D’après la continuité de la fonction

















En choisissant successivement ε suffisamment petit et x0 suffisamment grand, nous obtenons bien
la conclusion souhaitée. 
Nous sommes maintenant en mesure de prouver le Corollaire 2.2. Soit A  1. Nous raisonnons
par l’absurde et supposons qu’il existe δ > 0 et des suites {fk}k1, {xk}k1 et {uk}k1 telles que





V(Zfk,xk,yk) (k  1, yk := x
1/u
k ).
Quitte à extraire une sous-suite, nous pouvons supposer que la suite {uk}k1 converge vers






Pour k assez grand, il s’ensuit que δV(Zfk,xk,yk) < 0, une contradiction.
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Institut Élie Cartan
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