This work investigates the relation between subjective Video Quality Assessment (VQA) metrics and psychophysiological measures of human interaction assessment such as gaze tracking, electroencephalography and facial expression recognition. Subjective quality assessment is based on deliberate judgement attributions of perceived quality and processes that human perceivers are not consciously aware of. Traditional VQA methods ask participants to deliberately assign a quality score to videos in terms of the perceptual video quality. A methodology combining psychophysiological measures with traditional VQA methods is rarely used in the literature. This paper describes a model of video quality assessment which takes into account both explicit and implicit measures of subjective quality, by addressing two questions: (1) Do traditional video quality assessment methods correlate with unaware/implicit psychophysiological measures of quality perception assessment? (2) What can the main psychophysiological methods add to traditional video quality assessment? Findings show that (1) psychophysiological measures are able to measure differences of perceptual quality in compressed videos in terms of number of fixations and that (2) both VQA methods and psychophysiological assessment methods combined are able to provide additional information about cognitive and affective processes of attribution of the affective factors that underlie the attribution of quality.
BACKGROUND
Subjective Quality Assessment is a key methodology to evaluate humans' perceived image or video quality in the most reliable way because objective models of video quality assessment are still unable to perfectly model human perception. Accurate perceptual models have become important because video compression uses them to remove information that is not perceived. Subjective video quality assessment aims to evaluate the perceived quality of videos processed with different coding parameters or distortion levels. In particular, Video Quality Assessment (VQA) methods are intended to test video processing systems either under optimum conditions (in which human observers are asked to assign a quality score to video-frames) or under nonoptimum video signal transmission or emission (in which participants are asked to assign an impairment value to videos-frames that can be processed or not) (International Telecommunication Union, 2008) . In VQA methods, users' average quality opinions are usually called Mean Opinion Score (MOS).
Traditionally, two main methods are used for subjective VQA, (1) the Single Stimulus method and (2) Double Stimulus method. (1) The Single Stimulus method shows consecutive sequences of single videos to the observers, who assign a quality score to each video. (2) The Double Stimulus method requires observers to assess two simultaneously displayed versions of the same video. In Double Stimulus methods, the observers are not informed whether one of the two versions is unprocessed (International Telecommunication Union, 2008) .
In the literature, the most used subjective VQA methods are based on standardized models recommended by the International Telecommunication Union (ITU) of Geneva (Switzerland), which proposes different direct scaling methods for subjective testing (International Telecommunication Union, 1999; International Telecommunication Union, 2002) . The ITU VQA methods are widely used in video processing practice. Subjective VQA methods are able to investigate the quality of video signals when averaged over many subjects, however, they have known limitations to take into account. One of the main limitations of subjective VQA methods is that MOS of quality ratings are highly variable across subjects. Subjective MOS are the result of conscious and deliberate cognitive processes of judgement attribution, which is likely to be influenced by different subjective factors such as expectation, biases, or cognitive strategies. Moreover, subjective evaluations can be affected by motivational or emotional factors such as social desirability. As the ITU claims, these known limitations (International Telecommunication Union, 2002) suggest that it may be unwise to place too much weight on a single method (International Telecommunication Union, 2002) . Thus, it may be appropriate to consider more complete approaches such as the use of a multiple methods approach (Engelke et al., 2017) .
Implicit and not immediately deliberate processes underlying quality perception of visual information are not directly measured by ITU subjective methods. General studies on decision making and quality judgement agree that cognitive phenomena such as workload, distraction, or avoidance/approach, influence the way in which information is transferred and presented to a decision maker (Wickens, 2004; Smith and Mistry, 2009) . Previous studies proposed alternative VQA methods based on implicit measurements of psychophysiological activity to quantify perception of video quality with humans. For example, some studies (Antons et al., 2014; Arnau-Gonzalez et al., 2017; Jia et al., 2018; Scholler et al., 2012) investigated the process of human quality assessment of spatially degraded videos by measuring brain activity and/or eye movement parameters. Results showed that the perception of degraded areas of video-frames is related to higher levels of attention with an increase of pupil diameter and a decrease in the proportion of electroencephalographic (EEG) alpha activity (8-12 Hz), which is related to higher cortical activity (Gruzelier, 2014) . Moreover, some studies with right-handed subjects discovered that asymmetries in frontal alpha power (Hagemann et al., 2002) occur either when left-frontal alpha increases (usually as a psychophysiological reaction to positive experiences of information processing), or when right-frontal alpha increases (usually as a reaction to negative experiences of information processing). Handedness affects asymmetric hemispheric activation in the degree to which each hemisphere is engaged. Therefore, magnitude of alpha asymmetry may be different with left-handed subjects (Davidson, 1988) .
Using EEG for VQA is particularly useful for studying unconscious changes of perceived quality in time, and it does not require deliberate actions by observers to give any explicit video quality rating (Moldovan et al., 2013) . Although these psychophysiological measures have previously been studied individually, this paper attempts to comprehensively study all of them simultaneously.
Image and video quality research has studied the benefits of using eye tracking methodology to measure interest, attention and workload. However, using eye movement measures as a unique method to directly evaluate subjective video quality perception might be susceptible to a main problem: salience maps are robust to compression. In other words, the average gaze position cannot be used to measure quality because salience is invariant to video quality (Albanesi and Amadeo, 2011) . Temporal components of gaze such as fixation duration and fixation number are strictly related to decision-making processes, which remains the same regardless of compression. At a higher level, decision-making is known to increase the demand on attention and working memory. To lower the working memory load when it is becoming too demanding, the cognitive system decreases the processing accuracy by increasing the number of fixations and decreasing the fixation duration to compensate for working memory (Orquin and Loose, 2013) . Saliency and quality values seem to be both correlated with the fixation duration so that fixations on liked and salient items last longer than fixations on disliked and less-salient parts (Towal et al., 2013; Majaranta, 2011) . Based on these findings, fixation quantity and duration seem to form two independent axes providing a measure of the interest and cognitive demand, as figure 1 shows.
Two main methodologies are used in the User Experience (UX) field to measure emotions, (1) selfreports and (2) psychophysiological methods. The self-report methods measure the subjectively and consciously experienced emotions during an interaction, whereas the psychophysiological methods measure continuous emotional reactions and changes in central, autonomic and somatic nervous system (McDuff, 2017) . Emotions and affective valence metrics are typically used to evaluate the emotional impact of contextual factors, the content of videos under assessment, or equipment and settings (De Moor et al., 2014; Ketyko et al., 2010; Reiter et al., 2012; Song et al., 2014) . A recent work conducted by Msakni and Youssef in 2016 studied the impact of user affective valence/emotion and video content on users' experience of interaction, showing that (i) a bad/good evaluation seems not to be linked to a positive/negative emotion, (ii) visual content affects emotion after a subjective test (Msakni and Youssef, 2016) . No study so far uses emotions and valence to evaluate whether differences in video processing affects emotions, in combination with other psychophysiological measures such as EEG or eye tracking.
A recent study by Tauscher and colleagues (Tauscher, 2017) compared user ratings, eye tracking, and EEG to investigate the differences between conscious responses and implicit perception. The work showed marked differences between fixations (eye tracking), consciously ratings of video quality, and neural responses (EEG data), concluding that each modality does not lead to a definitive conclusion if only considered in isolation. On one hand, user ratings methods differ from psychophysiological methods in that brain activity, eye movements or facial expressions are mostly controlled by unaware processes, so they can provide insights on the implicit processes underlying VQA. On the other hand, rating tasks may also involve aware and deliberate decision-making processes. Therefore, explicit measures miss out on implicit unconscious information.
Starting from the consideration that the cognitive processes required by video quality assessment for judging perceived quality are influenced by both implicit and explicit processes, this work focuses on two questions: (1) Do video quality assessment methods based on Mean Opinion Scores (MOS) relate with psychophysiological implicit measures of user experience such as visual attention, emotions, workload or engagement? (2) What additional information do psychophysiological measures give to traditional video quality assessment methods? The answer to these questions provides a model of video quality assessment that also takes into account implicit measures of subjective quality evaluation.
METHODOLOGY
The aim of this work is to investigate the relationship between aware (explicit) judgments of video quality and unaware (implicit) psychophysiological measures of video perception in a traditional Mean Opinion Score based Video Quality Assessment method.
The work applies a Single Stimulus VQA method to evaluate two different compression methods at two different Constant Rate Factors using a validated database that was assessed by the authors in previous studies (Mele et al., 2017a , Mele et al., 2017b Mele et al., 2018) . The Single Stimulus VQA method was arranged and administered by a biometric research software tool that is able to integrate and synchronize presentations, eye tracking, facial expression analysis, and electroencephalography (EEG) in one single platform.
Subjective Video Quality Assessment Methods
This study adopts a Single Stimulus method because it better complies with the home viewing conditions (International Telecommunication Union, 1999) . In particular, the method used in this study is called Single Stimulus Continuous Quality Scale (SSCQS) (International Telecommunication Union, 1999), which is a hidden reference subjective VQA method displaying each test distorted video at a time and only once in one session. "Hidden reference" means that the reference high quality videos are randomly shown in the test as a control condition, without warning participants that that they are observing a high-quality video. At the beginning of each session, a brief training sequence of a few videos is introduced. Sequence presentation is randomized in order to ensure that the same video material is never presented twice one after the other. A typical assessment trial consists of an adaptation field, a stimulus field, and a post-exposure field. In the SSCQS method, observers are asked to assign a quality value to each single video on a graded scale shown after each video ends. The quality scale that we used consisted of integers in the range 1-100. The scale is marked numerically on a slider and divided on into five equal portions, which are labelled with the following adjectives: "Bad", "Poor", "Fair", "Good", and "Excellent". The position of the slider is automatically reset to 1 after each evaluation ends. The training trials appear before any test session without any noticeable interruption to the subjects. This procedure helps ensure the observers' opinion is stabilized. The whole session should last no longer than fifteen minutes to avoid participants' workload or learning effect. At the end of the test, Mean Opinion Scores (MOS) are calculated in an aggregated form. The quality scores collected during training trials should not be included in data analysis at the end of the test. The raw opinion scores are then converted to difference mean opinion score (DMOS) where the difference in scores between reference and distorted video is calculated (Sheikh et al., 2006) .
Psychophysiology Methods
This study adopts three psychophysiology methods to evaluate the implicit components of subjective quality evaluation process: (1) facial expression recognition; (2) electroencephalography, and (3) eye tracking.
(1) Facial Expression Recognition is based on the fact that a highly significant combination of affective valence and emotional states is recognisable on our face. The movement of certain muscles of eyes, brows, lids, nostrils, and lips may provide information on the quality of the emotional response.
(2) Electroencephalography measures brain electrical signals over time. When neurons are activated, they produce a synaptic current that generates an electrical field over the scalp. This activity can be detected by EEG systems. EEG has been used in the UX fields to measure cognitive states during a task (Chai et al., 2014) .
The most observed EEG rhythm in UX studies is the alpha wave, among five principal waves that can be distinguished with EEG according to their frequency range, i.e. delta (0.5 -4 Hz); theta (4 -8 Hz); alpha (8 -12 Hz), beta (12 -25Hz), and gamma (greater than 25Hz). Alpha activity can become suppressed/desynchronized when mental activity increases or when subjects become alert or drowsy (Pizzagalli, 2007) . Alpha power increase is related with an increase in relaxation, and it is therefore inversely related to cortical activity . Frontal EEG asymmetry in alpha oscillations is considered as the most fundamental decisionmaking dimension employed by humans in terms of approach/withdraw processes (Schneirla, 1959 ). An alpha activity lateralized to the left hemisphere indexes tendencies to approach, whereas right alpha activity lateralization is related to withdraw from unexpected or affective stimuli . Alpha activity happens over the posterior head regions; therefore, the alpha frontal asymmetry can be calculated by the electrodes located at frontal scalp regions (usually, F3 and F4) and its amplitude (Brain symmetry index, BSI) is defined by the following ratio:
Frontal alpha asymmetry (FAA) calculation (John, 1977) requires a preliminary pre-processing of the raw data which generally follows two steps: (i) epoch the data, i.e. break data into smaller temporal parts of up to 2 seconds; (ii) apply a frequency transformation to each epoch to determine frequencies; and (iii) the alpha frontal asymmetry index, generally computed as (2):
where the difference between the alpha EEG power right electrode (usually F4) and the alpha EEG power left (usually F3) is calculated .
(3) Eye Tracking Methodology is a set of methods and techniques usually based on a corneal reflection system that is able to detect and record gaze position and eye movements in a given visual field. Most of the eye trackers in the market combine near-infrared technology with a high-resolution optical sensor to measure Pupil Center Corneal Reflection (PCCR). In PCCR, an infrared light source is used to elicit a reflection of the cornea and the pupil, that is then captured by a high-resolution camera. This process allows image-processing algorithms to measure the point of gaze related to the eye. Eye movements consist of a combination of saccades and fixations, and they are defined by both space and time. A saccade is defined as the movement between two fixations. Fixation duration is the length of time (usually 100-500 milliseconds) in which subject gazes on an area and it indicates attention at a specific location of the stimulus. Fixation area can be mapped to specific x-y coordinates and it may indicate where user is paying attention (Duchowski, 2007) . As eye movement indicate many aspects of cognition such as problem solving, reasoning, or search strategies, psychological research (as such as applied research in UX and human factors) predominantly uses eye-tracking methodology to gain insights into cognitive processes behind human behaviours (Ball et al., 2003; Just and Carpenter, 1976) .
Apparatus
The psychophysiological instruments described as follows were integrated and synchronized in a biometric research tool called iMotions, which integrates and synchronizes sensors in one software platform with some types of stimuli such as videos, websites, screen recordings, or surveys (www.imotions.com).
(1) Facial Expression Recognition. In this work the Affectiva Affdex technology is used, provided as an integrated module in iMotions. Affectiva is a facial expression algorithm that implements the Facial Action Coding System (FACS) developed by Paul Ekman to code 24 core facial Action Units (Ekman and Friesen, 1978) that humans do without any deliberate control of them. Affectiva is able to measure affective valence (positive, negative and neutral (-100 to 100) and the seven basic emotions (1-100) proposed by Ekman, i.e. anger, contempt, disgust, fear, joy, sadness, and surprise. In this work, valence and emotional values were computed with a threshold of 20% confidence, meaning that only facial expressions with at least a 20% probability of a human assessor rating the emotion equally to the Affdex algorithm should be accepted. Each rating has an accompanying confidence. The expressions falling outside the threshold were labelled as neutral or as a lack of facial expressions.
(2) Electroencephalography. In this study the 256Hz B-Alert X10 EEG Headset System (Advanced Brain Monitoring, CA, USA), 10-Channel Wireless EEG Headset was used. As described by the manufacturer, "B-Alert is a Bluetooth wireless system and sensor headset to record up to 9 channels of monopolar EEG (Fz, F3, F4, Cz, C3, C4, POz, P3, and P4) based on the 10-20 system (where electrodes are separated by 10%-20% of the total distance around the circumference of the head), plus one optional channel of ECG data. "B-Alert Cognitive States Analysis software can be additionally used to create a Benchmark file of a subject's EEG profile by administering a series of simple onscreen tests and storing the resulting session data as a permanent reference for future EEG recordings" (Advanced Brain Monitoring, 2016) (www.biopac.com). All EEG channels were referenced to the mean of the left and right mastoids. In this study, the contact impedance between electrodes and skin was kept to a value less than 40 kiloohm (kΩ). A conductive electrode cream (Kustomer Kinetics, CA, USA) was applied to each electrode, including the reference, after cleaning its surface with 70% isopropyl alcohol.
(3) Eye Tracking. In this work we used a USB screen-based device called EyeTech VT3 Mini, with 120 Hz sample rate, 0.5° accuracy, and a 20 x 5 cm headbox size.
The whole experiment was carried out using a MSI laptop computer 7RE Dominator Pro with a 7th Gen. Intel® Core™ i7 processor, running Windows 10 Pro, GeForce® GTX 1070 8GB GDDR5, 17.3", 120 Hz Refresh Rate, 17.3" built-in 4K LCD with 3840 X 2160 resolution.
Materials
In this work, we replicated a subjective VQA test previously conducted and validated in a previous study (Mele et al. 2018 ). The subjective test uses five high technical-complexity benchmark videos derived from a set of source videos, each one lasting a mean of 10 seconds. The source database used is commonly used in the VQA field. It reflects a diversity in content and was previously validated by the authors in different studies (Mele et al., 2018; Mele et al., 2017) . The effects of video content on psychophysiological data have not been studied before this study. Videos were 426 x 224 landscape resolution in the uncompressed YUV4MPEG 4:2:0 format. Reference videos were pre-processed with a visually lossless Constant Rate Factor (CRF) value of 10, and then processed by both the H264 model and a saliency-based model using two CRFs values (CRF=21 and CRF=27).
Procedures
The Single Stimulus Continuous Quality Scale survey was administered to participants using iMotions. The test was conducted under an artificial constant dim light in a UX laboratory equipped as described in section 2.3. Before starting the test, participants were informed about the general aims of the test and invited to read and sign the consent form. Each trial was carried out in a comfortable chair positioned about 60 centimetres from the screen. Both chair and desk height were adjustable to participants' height and requirements. Participants' data was anonymized. All subjects received financial compensation for their participation.
After participants were equipped with the EEG headset, a preliminary configuration of the equipment was carried out by the following steps: (i) Impedance check of each electrode site of the EEG headset, which measures the resistance between the scalp and electrode in kΩ (lower values mean better conductivity between scalp and electrodes). (ii) Acquisition of benchmark data to create individualized EEG profiles, which allow cognitive states measured to be valid and accurate across all participants. Benchmarking session consists of three vigilance tasks, ie, a three-choice vigilance task; a visual psychomotor vigilance task, and an auditory psychomotor vigilance task. Benchmark data collection typically requires 9-10 minutes. (iii) A 16 points eye-tracking calibration, asking the subject to fixate on 16 targets moving from central to peripheral positions. The whole pre-setting phase required at least 15 minutes per participant.
Once all psychophysiological devices were calibrated, participants were asked to observe a sequence of 3 trial videos plus 25 experimental videos and rate the perceived quality of each on a slider marked from 1 to 100. The sequence composed by 25 experimental videos lasted about 10 minutes.
Subjects
Nineteen right handed participants completed the subjective test in July 2018, 52.63% male, mean age 30 years old, no expert viewers. Participants were recruited by an online recruitment survey and they were selected after a preliminary interview about visual acuity, colour blindness, and professional experience in the field of video systems. Three outliers were excluded from the EEG dataset, and four participants were excluded by the eye tracking dataset.
RESULTS
Results on the subjective VQA survey, electroencephalography, eye tracking, and facial expression recognition are described as follows. The repeated measures ANOVA on MOS shows a significant difference between reference videos and compressed videos (reference vs H264 CRF 21, F(1,18) = 15.697, p = 0.001; reference vs saliencybased CRF 21, F(1,18) = 5.083, p = 0.037; reference vs H264 CRF 27, F(1,18) = 34.718, p = 0.000; reference vs saliency-based CRF 27, F(1,18) = 31.018, p = 0.000), with lower MOS for compressed videos. No significant difference in the DMOS assigned to the H264 compressed method compared to the DMOS assigned to videos compressed with the saliency-based compression method was found for both CRF values (CRF 21, F(1,18) = 1.870, p > 0.05; CRF 27, F(1,18) = 3.665, p > 0.05).
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Electroencephalography
The B-Alert EEG system provides an advanced automatic decontamination process for artefact removal, which minimizes the effects of muscular movements, eye movements, spikes, saturation, and excursions by a discrete wavelet transform (BIOPAC Systems, 2016) . After pre-processing, the following scores are calculated by the B-Alert EEG system: (i) the engagement level (which is related to information-gathering, sustained attention, and visual scanning) which produces values from zero (low engagement) to one (high engagement), according to four classification levels (High engagement = 0.9, Low engagement = 0.6, Distraction = 0.3, Sleep onset = 0.1); (ii) the workload level, reflecting the level of working memory, problem solving and analytical reasoning during the trial. Workload values go from zero to one, where Boredom = up to 0.4, Optimal workload = 0.4-0.7, Stress and information overload = above 0.7 (iMotions, 2013); (iii) alpha frontal asymmetry, which is calculated as explained in section 2.4.
Engagement The repeated measures ANOVA on valence means (engagement, distraction, workload, alpha frontal asymmetry) show no significant difference between reference videos and compressed videos and between h264 and saliency based compressed videos (p > 0.05).
Eye Tracking
Fixation number and duration of fixation time were calculated for the test videos (Table 1 ) and the rating pages (Table 2) . F(1,14) = 152.962, p = 0.000) and between reference videos and saliency based CRF 27 compressed videos (F(1,14) = 5.111, p = 0.04). No significant difference was found in fixation number between reference videos and both H264 CRF 27 videos (CRF 21, F(1,14) = 0.165, p > 0.05) and saliency based CRF 21 compressed videos (CRF 21, F(1,14) = 0.602, p > 0.05). A significant difference between the H264 compressed and saliency based compressed videos was found (CRF 21 = F(1,14) = 98.368, p = 0.000; CRF 27 F(1,14) = 6.241, p > 0.026) Fixation Time. A significant difference in fixation duration was found between reference and CRF 27 compressed videos (F(1,14) = 49.651, p = 0.000). No significant difference in fixation duration was found between reference and CRF 21 compressed videos (H264 F(1,14) = 2.426, p > 0.05; saliency based = F(1,14) = 0.001, p > 0.05; CRF 27, F(1,14) = 2.903, p > 0.05). No significant difference between H264 compressed and saliency based compressed videos was found for fixation duration (CRF 21 = F(1,14) = 0.395, p > 0.05; CRF 27 = F(1,14)= 2.654, p > 0.05).
Facial Expression Recognition
The mean time percent for each emotion, calculated as the mean of 100*(count frames in which emotion appears/count frames in stimulus), was obtained for overall valence and basic emotions, as reported in Table 3 . The repeated measures ANOVA on valence means (positive, negative, and neutral) show no significant difference between reference videos and compressed videos and between h264 and saliency based compressed videos (p > 0.05).
Comparative Analyses
MOS vs Psychophysiological Measures. In test videos, a significant positive correlation was found between MOS and neutral affective valence (Pearson's r = 0.420, p = 0.037). No significant correlation was found between MOS scores and the other EEG metrics (engagement, distraction, workload) and between MOS scores and eye tracking values (number of fixations, fixation time). A significant positive correlation was also found between the duration of the test and alpha frontal symmetry mean scores (Pearson's r = 0.500, p = 0.011).
EEG and affective values calculated in test videos showed a positive correlation between high engagement and both joy (Pearson's r = 0.531, p = 0.006) and positive valence (Pearson's r = 0.559, p = 0.004), a negative correlation between low engagement and both joy (Pearson's r = -0.439, p = 0.028) and positive valence (Pearson's r = -0.460, p = 0.021). Moreover, a negative correlation between contempt and workload was found (Pearson's r = 0.552, p = 0.004).
EEG Measures vs Facial Recognition Measures in Rating Pages. Correlations between EEG data and affective values calculated in rating pages showed a positive correlation between high engagement and fear (Pearson's r = 0.466, p = 0.022), a negative correlation between low engagement and both joy (Pearson's r = -0.439, p = 0.002), and a positive correlation between workload and sadness was found (Pearson's r = -0.449, p = 0.028).
Eye Tracking Data vs Facial Recognition Measures in Test Videos. Correlations between eye tracking data in video pages and the related affective values were computed, showing no correlation between fixation number and duration, and between valence and emotions.
Eye Tracking Measures vs Facial Expression Measures in Rating Pages. Correlations between eye tracking data in rating pages and the related facial expression values showed a positive correlation between fixation number and positive valence (Pearson's r = 0.584, p = 0.002) and fixation number and surprise (Pearson's r = 0.622, p = 0.001). Similar correlations were found between fixation duration in rating pages and (i) positive valence (r = 529, p = 0.007), (ii) negative valence (r = 562, p = 0.003), (iii) surprise (r = 0.761, p = 0.000), and (iv) contempt (r = 0.426, p = 0.008). Moreover, a significant negative correlation between positive valence and the most fixed rating AOIs was found (Spearman's r = 0.414, p = 0.04).
DISCUSSION
The current study aimed to understand (i) in which measure current video quality assessment methods relate with psychophysiological measures, and (ii) whether psychophysiological measures add to traditional video quality assessment methods new valuable information about humans' experience of interaction.
(i) Which psychophysiological measure correlate with subjective video quality assessment measures? As expected, explicit subjective ratings showed a significant difference between reference and compressed videos. Observers assigned qualitatively higher scores to the test reference videos than the compressed ones, meaning that the observers noticed quality distortions in videos compressed with both methods.
Differences in the effects of video quality observation were also investigated among the psychophysiological values measured during the VQA test for reference and compressed videos, i.e. electroencephalography, eye tracking and facial expression recognition. A significant difference between compressed and reference videos was found only for eye tracking measures too. EEG and facial expression recognition measure did not result able to detect any significant difference between reference videos and compressed videos. Findings show significantly higher fixation number and fixation duration on compressed videos than on reference videos, thus replicating the results obtained for the explicit VQA method. In particular, fixation duration decreases for videos compressed at high compression levels, whereas fixation number is significantly higher in compressed videos than in reference videos. Findings on gaze shows then that fixations are sensitive to differences in video quality as such explicit VQA subjective ratings. Contrary to VQA, fixation measures seem to be also able to selectively indicate which of the compressed video types and compression levels significantly affect subjective quality perception. These results confirm that higher fixation number indicates an increase of working memory load, and that fixation time increases as mental load increases.
(ii) Do psychophysiological measures add to traditional video quality assessment methods new valuable information about human perception? Findings on electroencephalography values showed that frontal alpha asymmetry increases as the test progresses, thus indicating a downturn in the observers' approach motivation to interact with the system as the duration of the test increases. However, less motivation does not indicate a positive/negative affective valence, since a decrease in approach motivation does not correlate to valence. During the observation of test videos, neutral valence was significantly present than both positive and negative valence independently from compression level, confirming that a bad/good evaluation of video quality seems to be not linked to a positive/negative experience of interaction (Msakni and Youssef, 2016) .
High engagement values measured through the EEG correlated with negative emotions of fear when rating pages were presented, suggesting that participants were afraid of giving a wrong answer while assigning scores to videos (even if they were previously warned that there were not correct answers to the test). High engagement correlated also with positive emotions of joy while observing videos. At the same time, engagement did not correlate with subjective scores of video quality. Therefore, the attention allocation processes behind perceivers' engagement are not linked to the explicit evaluation of video quality, but they might be related to video content.
Workload values measured through the EEG correlated with sadness in both rating pages and video pages. The more the perceived amount of work increases, the more negative emotions of sadness increase for participants. However, this did not affect the test since negative valence did not significantly occur during the test.
Finally, eye fixation duration in rating pages positively correlated with both positive and negative valence values and emotions of surprise, whereas eye fixation number positively correlated only with positive valence values, surprise and contempt. These findings suggest that emotions of surprise and affective non-neutral valence might indicate qualitative information of observers' experience of assigning a quality score. However, these results did not occur for video pages, showing no changes in emotions and valence for visual perception of videos but it only happens when users are involved in the rating task.
CONCLUSIONS
This work was able to (1) investigate in which way the logic behind one of the most used video quality assessment method, i.e. the Single Stimulus Continuous Quality Scale (SSCQS), relates with unaware psychophysiological measures of quality perception, and (2) understand what the main psychophysiological methods can add to traditional video quality assessment methods. Gaze tracking measures, electroencephalography and emotion recognition through facial expression recognition were used to measure implicit components of users' interaction with videos during a SSCQS-based survey. Reference videos and videos compressed with two different compression methods were used.
Main findings showed that gaze fixation measures are able to predict differences in perceived quality of video compression during VQA. Fixation number increases and fixation duration decreases as compression levels increment. Contrary to explicit VQA methods, fixation measures were more sensitive than explicit VQA methods to difference of quality in that eye tracking measures were able to better discriminate differences among compression levels.
EEG measures revealed that observers' approach motivation decreases as the duration of the video quality rating test increases. As high workload values increased, negative emotions of sadness increased too in both video and VQA ratings, showing a relation between workload and stressrelated negative emotions. However, perceived workload was not significantly high during the entire test. Therefore, workload was not strong enough to affect overall participants' emotional valence, which was overall neutral during the whole test.
Emotions of fear appeared only during the rating task together with high engagement EEG values. Contrarily, during video display, high engagement EEG values related to positive emotions of joy but not to subjective scores of quality. Therefore, positive valence factors that are not linked to video compression (likely video content) increased participants' sustained attention.
In conclusion, psychophysiological measures do not fully account for quantitative explicitly perceived differences in video compression. Only gaze tracking measures predict VQA scores. However, measures of affective valence, basic emotions, engagement, workload and frontal asymmetry are able to add additional qualitative information of video quality. Future works will extend the implications of this study to other sensory stimuli such as audio or multimedia content, in order to study whether and how implicit processes affect subjective signal quality assessment processes.
