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I. INTRODUCTION
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ATTERY powered wireless sensor nodes are one of the building blocks of the much advertised "Internet of Things" (IoT). To maximize battery lifetime, the powerhungry radio is periodically switched off by means of a "Radio Duty Cycling" (RDC) protocol included in the "Medium Access Control" (MAC) layer of the communications stack. An interesting question that has not been tackled by many researchers is, in which way the duty cycling influences the performance of the networking and application protocols in 6LoWPAN-based networks. While attempting to investigate this question by running experiments on a testbed of Zolertia Z1 motes running Contiki, it became clear that a preliminary research on the current implementation of RDC protocols was needed. Indeed, the results obtained from several experiments were peculiar and very different from what simulation studies predicted.
A first and necessary step consisted in verifying whether these protocols behaved correctly on a single point to point link with all the default settings from regular Contiki distributions. This choice was made because it is unlikely that Wireless Sensor Network (WSN) application designers will have the competence and the resources to fine-tune the many parameters that can influence the behavior of these protocols. Settings were adapted only when necessary for ensuring correct functioning of the protocols or for fair comparison of their performance. This paper reports the main findings of this first step.
Section II gives a brief description of the studied protocols and proposes some experimentally validated improvements. The performance indices used for studying a single link were power usage, Packet Delivery Ratio (PDR) and packet latency. How these indices are measured is presented in section III. The measurements obtained with unicast and broadcast traffic are discussed in section IV. An overview of related work is given in section V; conclusions and suggestions for further work are made in section VI.
II. THE EVALUATED RDC PROTOCOLS
Radio duty cycling mechanisms save energy by switching off the radio whenever possible. When the clocks of all motes are synchronized, receiver wake-ups can be accurately scheduled by assigning time slots for each transmission. However, due to the complexity and energy cost of keeping clocks synchronized, asynchronous RDC protocols are often used. In asynchronous protocols, receivers wake up periodically, and transmitters have to catch the moment that the targeted receiver is awake. In most RDC protocols the sender makes multiple attempts until it gets an answer from the receiver. In some other, it is the receiver that announces by a broadcast that it is awake [1] . The time lapse between two periodic wake-ups is called the Channel Check Interval (CCI) or wake-up period.
This study compares three asynchronous RDC protocols implemented in Contiki V2. 6 . To the best of our knowledge, the conclusions should apply to versions 2.7 and 3.0, as the evaluated RDC algorithms and their implementation have not been significantly changed.
A. ContikiMAC
ContikiMAC [2] is the default RDC protocol in Contiki. It uses Clear Channel Assessments (CCAs) to detect radio activity at wake-up. The CCA, intended to implement the 1558-1748 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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"Carrier Sense" functionality of the CSMA MAC protocol, averages the power during reception of the four most recent bytes and compares it to a predefined threshold. When a sender has to transmit a unicast packet, it repeatedly sends that packet during a period equal to the Channel Check Interval or till an acknowledgment (ACK) is received. When a receiver wakes up, it checks for incoming packets by means of two consecutive CCAs. When radio activity is detected, the receiver loads the next incoming packet in its buffer and sends an ACK in case of successful reception of a packet. For each of its neighbors, the sender stores the timing of received ACKs. This is the so-called "encounter optimization". It allows the sender to start transmitting a unicast packet just before the destination wakes up. For broadcasts, ContikiMAC repeatedly transmits the packet, during a full CCI, so that all receivers could get it, regardless of the moment they wake up.
B. CXMAC
CXMAC is a simplified implementation of the XMAC protocol [4] , optimized for Contiki. Whenever a mote wants to transmit a packet, it periodically sends a short probe, containing the address of the targeted destination. When a potential receiver wakes up and gets such a probe with its own address, it answers with an ACK. On reception of the ACK, the sender sends its packet, which will be acknowledged by the receiver in case of successful reception. This process can be optimized by an encounter optimization algorithm similar to the one described for ContikiMAC. Broadcasts are handled the same way as in ContikiMAC.
C. Low Power Probing (LPP)
With the LPP algorithm [5] , potential receivers broadcast a probe at wake-up. Any sender wanting to transmit, switches on its radio in receive mode and listens till a probe from the targeted destination is received. Thereafter it transmits the packet that will be acknowledged when received correctly. As wake-up probes are broadcasted, an encounter optimization algorithm can be implemented in such a manner that a sender does not have to switch on its receiver long before the wakeup of the targeted destination. A broadcast message is sent to each destination individually, when a wake-up announcement of the respective destination is received.
D. NullRDC
For comparison purposes, a fourth protocol has been used at the RDC sublayer. This protocol, called "NullRDC" never switches off the radio and checks 128 times per second (at every clock tick) for incoming packets.
E. Protocol Weaknesses and Implementation Flaws
Two major issues with the implementation of ContikiMAC were found. These were reported in [3] and are summarized here. The first is intimately linked with the use of CCAs for detecting packets. All packets with a Received Signal Strength Indicator (RSSI) below the CCA threshold (by default −77dBm) are supposed to remain undetected, even though the radio can correctly receive packets with a much lower RSSI (down to −93dBm for cc2420 radios). As a consequence, when a receiver is woken up by unrelated radio activity above −77dBm, packets with an RSSI well below the CCA threshold can occasionally be received. In multi-hop networks, this can seriously perturb routing algorithms. Modifying the code to discard packets received with an RSSI value below the CCA threshold significantly decreased the differences between simulations and testbed experiments in which routing stability was under investigation. The second issue is related to the timing of ContikiMAC and the associated constraints given in [2] and shown in Fig. 1 . To reliably detect repeatedly sent packets by means of two consecutive CCAs, separated by t c , the interval t i between retransmissions should not exceed t c as otherwise the two CCAs could occur between successive repetitions. Dunkels proposes 400μs for t i and 500μs for t c . Unfortunately, it is not possible to choose t i freely, as during this interval the sender has to detect a potential incoming ACK. To do so, it has to switch from the send state to the receive state, has to listen long enough to detect an ACK and, if none has been received, switch back to the send state. All this, according to IEEE 802.15.4, takes at least 544 μs, which is larger than the proposed t i . This can cause significant packet loss when the phase of the clocks of sender and receiver result in both CCAs occurring in the interval t i between two retransmissions of the packet. As the clocks of the different motes are not synchronized, the CCAs will slowly drift through the transmitted packets, and periodically fall between two packets, causing periodic failures of the transmission. Increasing t c is not a solution, as small packets can periodically stay undetected when they fit between two successive CCAs. Two alternatives were explored. The first consists in reducing t i as much as possible, by activating nonstandard features of the radio to reduce the duration of switching between states and by reducing software induced delays. Doing so, t i could be brought back to approximately 500μs. The second, with better safety margins, consists in using 3 instead of 2 CCAs separated by 400μs. This allows t i values of up to 800μs without jeopardizing the detection of short packets. Both alternatives were explored in the tests reported in section IV.
The LPP algorithm has also two inherent weaknesses: when two potential receivers wake up exactly at the same moment, their wake-up probes will collide and no packets can be sent to them. Similarly, when two motes want to broadcast a packet, they will receive each individual wake-up probe simultaneously and their broadcasts will systematically collide. For the second weakness, the Contiki implementation of LPP has an optional feature called "pending broadcast". It delays the transmission of a broadcast packet till the sender has generated its own wake-up probe and has observed that no broadcasts were triggered by it. The LPP experiments reported in section IV were done with and without this option.
Both the timing related malfunctions in ContikiMAC and the wake-up probe collisions in LPP, result from occasional simultaneity of events controlled by the clocks of different motes. If δf is the relative difference of the (almost equal) frequencies of both clocks, and if in all calculations, f 1 and f 2 , except for their difference, are replaced by f being (
The fastest clock will acquire after n ticks, an advance t
If both clocks control periodic events with a period approximately equal to T, these events will coincide each time the fastest clock has advanced T with respect to the slowest. This requires m clock ticks, with m = T/(f · δf), or a duration of T/δf seconds. In ContikiMAC, when the interval between successive retransmissions (t i ) is larger than the interval between two CCAs (t c ), packets will go undetected every T/δf seconds, where T is the duration of transmission for one packet. For evaluating the frequency of wake-up probe collisions in LPP, the value of T to be considered is the CCI. Malfunction does not require strict simultaneity, but will occur within a specific time window: for ContikiMAC, it is the difference between t i and t c and for LPP, it is twice the duration of a wake-up probe. This observation allows the evaluation of the duration of the malfunction, by dividing the window duration by δf. For instance, with LPP, a clock difference of 10ppm and a wake-up frequency of 8Hz causes a "black-out" every 3.5 hours that lasts for approximately 3 minutes. These orders of magnitude were confirmed experimentally. Such malfunctions do not appear in COOJA simulations, as by default, all clocks are synchronous in COOJA.
Finally, provisions to eliminate packets duplicated by the MAC layer have been added for CXMAC and LPP.
III. EXPERIMENTAL EVALUATION OF PERFORMANCE INDICES
A. The Experimental Infrastructure
All experiments have been performed with self-assembled dual motes, described in detail in [6] . Fig. 2 depicts such a dual mote, which is the mechanical and electrical join of two Zolertia Z1 motes. The mote in the white box is connected to the one in the black box via 7 parallel I/O pins (6 data lines and 1 trigger) and powers the black mote while recording the amount of energy used. The black mote runs the protocol stack to be tested. Its application software is augmented to trigger the associated white mote by communicating the 6 least significant bits of the sequence number of any transmitted or received packet. The triggered white mote generates a packet that is sent by radio to the white sink. The latter collects the packets from all white motes and transfers them to a laptop. Each packet contains:
• the sequence number obtained from the black mote, • the power used by the latter since the launch of the previous packet, • the reading t 1 of the white mote real time clock (RTIMER, 32768 ticks per second), at the moment the white mote was triggered by the black one, • the reading t 2 of the same clock when the packet was sent by the white radio (the cc2420 driver allows copying in the two last bytes of the payload, the value of the local clock at the moment the Start of Frame byte is transmitted). The difference (t 2 -t 1 ) is the time the packet has been delayed in the white MAC layer, • the identity of the sending white mote. Black motes use the built-in ceramic antenna for communication with other black motes. All radio channels can be used, except one reserved for the white motes. No modification of the behavior of tested programs in black motes was detected, except for an increase of 2 mJ per packet of the power used. White motes use an external antenna, and enough power to reach the white sink through a single hop. The white network uses NullRDC and CSMA to handle possible collisions. Fig. 3 depicts the experimental set-up that contains four dual motes denoted M1 to M4. The black network uses channel 26, the white network channel 16. The power is set to 0dBm in both networks. For unicast experiments the link from black mote M2 to M1 is under study, the traffic between the black motes of M3 and M4 can disturb this communication. For experiments involving broadcast protocols, M1 remains the receiver, M2, a unicast sender and M3 and/or M4 broadcasters.
B. The Experimental Set-Up
More details about the experiments are given in section F. An additional laptop, running the Texas Instruments sniffer software with a cc2531 radio is used to observe the radio traffic between the black motes and to diagnose any major radio malfunction or configuration errors. 
C. Average Power Consumption Measurement
In order to measure the average power consumed by a black mote on which the protocol stack, including the RDC protocol under study is running, all unrelated power hungry devices such as LEDs and the USB interface are switched off. The average value of the current used by a black mote is measured by means of a series resistor (1 ), a first order anti-aliasing filter with a cut-off frequency of 30Hz, an instrumentation amplifier and the built-in AtoD converter of the white mote, which performs 128 conversions per second. These measurements are accumulated and their sum is piggybacked on each packet sent by the white mote to the sink.
D. Packet Delivery Ratio (PDR) Measurement
The PDR of a black link is the fraction of packets correctly received by the destination application on the total number of packets sent by the sending application. As almost no white messages are lost (we observed a loss rate lower than 10 −4 ), the PDR can be calculated as the number of white packets triggered by the black receiver, divided by the number of white packets triggered by the black sender.
E. Latency Measurement
The latency of an individual packet from application to application is considered. Its measurement starts when the unicast_send or the broadcast_send function is called and ends when the recv_uc function is activated after an interrupt from the radio receiver. As all packets collected by the white sink are timestamped by the sink clock, a first approximation of the latency is the difference between the timestamps of the packets related to the black receiver and black sender. This difference needs however to be corrected for the delays caused by the MAC layer of the white network. This can be done because each packet sent by a white mote contains the two readings t 1 and t 2 whose difference gives precisely that delay (see III A).
F. Traffic Profiles for the RDC Study
Three main traffic profiles are defined for these RDC studies:
• No traffic: Only a RDC driver runs in a black mote.
• Unicast traffic: The link under study carries data packets from M2 to M1. Three different traffic conditions are defined:
• NP: No external Perturbations.
• PR: (Perturbation with Receiver) The M2 > M1 link is perturbed by an active radio link between M3 and M4.
• PNR: (Perturbation with No Receiver) The M2 > M1 link is perturbed by M3 trying, to send packets to M4, which is switched off. Protocols sending until an ACK is received (ContikiMAC and CXMAC), increase the perturbing effect caused by M3. Indeed, M3 will not receive any ACK and will continue to send packets over entire channel check intervals.
• Broadcast traffic: M1 expects packets from M2, M3 and M4. Again, three different traffic conditions are defined:
• B: Broadcast by M3, no external perturbation.
• BB: Broadcast by both M3 and M4.
• BU: Broadcast by M3 and unicast by M2.
In all the previous traffic profiles, packets have a MAC payload of 59 bytes. This means that transmitting one packet lasts ±2,3 ms. On all links, test packets are sent at an average rate of 1 packet/s (the inter-packet interval is uniformly distributed between 10 and 1990 ms) except on the unicast perturbing link between M4 and M3 which sends at twice that rate.
The experiments lasted for at least 20 minutes, resulting in a minimum of 1200 packets sent over each tested link. Average values were computed for PDR, power and latency as well as 80% percentiles for latency (see IV D for details of latency calculations). By subdividing the 1200 measurements in 34 groups of 34 measurements we checked that we had enough measurements for asserting with a 95% confidence that the mean values obtained for power and latency were accurate within +/− 5% whereas the PDR figures close to 100% had an accuracy better than +/− 1%.
IV. RDC PERFORMANCE MEASUREMENTS
A. Scenarios Table I shows the different measurements made by means of the different RDC protocols studied. The traffic conditions used for these experiments is described in section III F, where the different notations NP, PR, PNR, B, BB and BU used to characterize these conditions are defined. The wake-up frequencies used for the experiments are given in the table. Not all performed measurements could be discussed in this paper. The relevant findings are shown from Fig. 4 to Fig. 13 , 
B. Average Power Consumption
As saving energy is the main purpose of RDC protocols, an estimation of the average power consumption was made. Fig. 4 shows the average power consumed by the black mote of M2 with no traffic as a function of the wake-up frequency for each protocol variant. The much higher power consumption of NullRDC with a fixed channel check rate of 128 Hz, could not easily be included in the graph. It is also given in the caption.
The average power consumption of a mote as a function of the RDC protocol's wake-up rate is expected to follow the linear function for all protocol variants:
Where P 0 is the power used by the mote with no traffic and no wake-up. From the linear regressions we can calculate an estimate for the coefficients for each variant of ContikiMAC, for CXMAC and LPP. The results of the calculations are shown in table II. The Energy per wake-up for CXMAC and LPP evaluates to ±0.42 mJ. For ContikiMAC performing 2 or 3 CCAs per wake-up it evaluates to ±0,03 mJ. A CCA indeed consumes fewer energy compared to sending probes and/or listening. The measurement for NullRDC follows formula (1) for the Wake-up frequency set to 128Hz.
The next comparison shown in Fig. 5 considers the average power needed to transmit one unicast message per second without perturbation (NP). This average power is represented by the total height of the bar. The bar is composed of two parts: one represents the average power spent by the execution of Fig. 5 . Unicast average power consumption at the sender. The lower blue part of each bar is the average power when no traffic present whereas the total height of a bar represents the average total power consumption. The wake-up frequencies are given underneath the RDC protocol names. For NullRDC, the average total power consumption is 55mW. One can observe that the traffic-dependent part of the average power consumption does not change a lot with the RDC protocol type, neither with the wake-up frequency. The sender mote for CXMAC and LPP spends more power in executing the RDC for growing wake-up frequencies, a number which gets significantly larger than the average power for sending packets at 1 packet/s for wake-up frequencies above 4Hz.
A last comparison considers single point to point broadcasts (B) for all protocol variants, for wake-up rates 4, 8 and 16 Hz. The results are shown in Fig. 6 which presents results in the same way as Fig. 5 . We can compare the average power for unicast versus broadcast by examining Fig. 5 and 6 .
Two facts deserve special attention: the power required for sending a broadcast packet is much higher than for unicast PDR for a unicast and a broadcast transmission both without perturbation. The two tested options for LPP (with and without Pending Broadcast handling, see section II.E) are represented separately.
communications and reducing the wake-up rate does no longer significantly reduce the power consumption. This is due to the fact that the traffic dependent part of the power consumption increases when the wake-up frequency decreases because the channel check interval increases. For ContikiMAC and CXMAC, the increased power demand is due to the repeated transmission of the packet during a full channel check interval. For LPP, it is due to the sender's radio receiver staying awake during that same interval. Since transmitting broadcasts is handled the same way in ContikiMAC and CXMAC, one could expect similar power requirements. However, according to sniffer observation, CXMAC repeats packet transmission every 5 ms, whereas ContikiMAC did it every 2.8 ms, which explains the lower power needs of CXMAC in broadcast sending. CXMAC can afford a time lapse of 5 ms between broadcast packets because the receiver will listen for a time lapse greater than this 5ms gap. ContikiMAC retransmits the packet as soon as possible, to satisfy the timing required for the detection of packets by means of the CCAs.
The NullRDC protocol does not appear on the graphs, because its power requirements are much higher than those represented. They are mentioned in the graph's caption. They are almost constant, whatever the traffic, both for unicast and broadcast. This is normal as the radio is the big power consumer and the radio consumes about the same power in sending/listening or no-traffic mode.
The power consumptions of the receiving mote and of the transmitting motes with traffic conditions PR, PNR, BB and BU are not shown because they are almost independent of the traffic conditions.
C. Packet Delivery Ratio (PDR)
A first series of comparisons will be devoted to a study of the PDR for the different variants of the protocols at a wake-up frequency of 8 Hz and also for NullRDC on a point to point link without external perturbation for the unicast NP and broadcast B traffic conditions (scenario NP and B). Fig. 7 shows that the PDR is close to 100% for all unicast experiments without external perturbations. This high PDR is due to the excellent radio conditions and the absence of competition for the medium. Under those conditions, broadcast also yields an almost 100% PDR for ContikiMAC, CXMAC and NullRDC. The lower PDR observed with both LPP varieties appeared to be due to the fact that the LPP receiver returns immediately to the sleep mode after reception of a broadcast packet. By doing so it ignores subsequent packets transmitted by the sender in the same wake-up slot. A second study is devoted to the PDR for the different variants of the protocols at a wake-up frequency of 8 Hz and for NullRDC for a point to point with and without external perturbations for the unicast traffic (conditions NP, PR and PNR). The results are depicted in Fig. 8 (the unicast NP data are those also shown in Fig. 7) . The PDR values for both varieties of ContikiMAC are 100%. This shows that the reduction of the interval between repeated packets implemented in the variety with 2 CCAs was effective (See section II, E), however, the same test done with ContikiMAC as available from Github, yields a PDR of only 85%, proving that, if one wants to avoid using nonstandard features of the cc2420 radio, the 3 CCAs are necessary. The PDR of ContikiMAC with 2 CCAs, CXMAC and NullRDC are not affected by a successful (traffic condition PR) perturbing transmission in the neighborhood, whereas LPP suffers somewhat from the additional wake-up probes. ContikiMAC and CXMAC are more affected by an unsuccessful sender (traffic condition PNR) that makes repeated attempts to reach a non-existing receiver and doing so saturates the radio channel during three (the number of CSMA attempts) entire RDC periods. Why the 3 CCAs version of ContikiMAC suffers more than the version with 2 CCAs remains, at the moment, an open question. The PDR of LPP is improved when the perturbing receiver is switched off, because this reduces the number of wake-up probes in the air. NullRDC performs better because it transmits only one packet per CSMA packet. This also implies that the perturber sends way less packets compared to the perturbers running the other RDC protocols. Global medium occupancy is therefore much lower.
A pre-ultimate facet of the PDR study considered the impact of a mix of unicast and broadcast traffic. Fig. 9 shows the PDR when one receiver gets unicast messages from one transmitter and broadcast messages from another one (traffic condition BU). From a PDR point of view, except for ContikiMAC with 3 CCAs, the unicast traffic is unaffected by the broadcast traffic, but the latter undergoes losses that can reach 20%. A detailed analysis by means of the packet sniffer shows that the difference is due to the CSMA protocol that tries to transmit unicast packets up to three times while Fig. 9 . PDR values for simultaneous unicast transmission and broadcast transmission (BU). The unicast and broadcast traffic reach the same receiver. Fig. 10 .
PDR for a broadcast transmission in case of one broadcaster (B) or two simultaneous broadcasters (BB). For the last case the PDR for each broadcast sender is shown. making only one attempt for broadcast packets. The lower PDR observed with LPP was already explained when pure broadcast traffic was analyzed higher up in this paragraph. The much lower figure obtained when the pending broadcast option is enabled, results from the longer time packets stay in the send buffer, which increases the number of packets transmitted within a single wake-up period. Moreover, as two rather than one probe are involved, the risk of collision of these probes is also larger. The observed results for ContikiMAC with 3 CCAs confirm the, still unexplained, higher sensitivity of this protocol to external perturbations already observed in Fig. 8 .
A last facet of the PDR study involves two nodes sending broadcast packets to the same receiver. Fig. 10 compares, the PDR values for traffic condition B (one broadcast sender without any external perturbation) with the PDR values for traffic condition BB. It shows clearly that the "Pending Broadcast" extension to the LPP protocol significantly improves the PDR in case of multiple broadcast senders. Fig. 11 is a histogram that shows the distribution of latencies measured over a timespan of 12h on a perturbed point to point ContikiMAC link with the receiver switched off (traffic condition PNR) at a wake-up frequency of 8Hz. The first highly populated class has a width slightly superior to the wake-up interval and corresponds to packets transmitted successfully on the first attempt, the following populated classes correspond to successive attempts made by CSMA to retransmit a packet that failed to be acknowledged (in Contiki, CSMA uses a 80% percentile of packet latency for a unicast link that is non perturbed (NP), perturbed with receiver (PR) and perturbed with no receiver (PNR). random delay close to the RDC wake-up period before making a new attempt). With such distributions, classical indices such as mean and variance do not have much significance [7] . Therefore, it was chosen to show the 80% percentile and the average latency of packets that belong to the first class (those that reach their destination without retransmission) to compare the protocols. Fig. 12 gives for unicast transmissions the 80% percentile latency figures observed with the three traffic conditions (NP, PR and NPR). The percentiles were based upon the number of transmitted packets to give a true image of the expectations an applications programmer can have about the reliability and the latency of a link. Fig. 13 gives the average latencies measured on the unicast packets that were successful on the first transmission attempt and on the broadcast packets that are never retransmitted by the CSMA layer. As, on average, each packet has to wait for half a RDC wake-up period before it can be transmitted, the difference between the average latency and half the RDC period can be considered as the true average packet latency due to the entire transmission link, from application to application. It is clear that no significant differences between the considered protocols are uncovered by this graph.
D. Latency
V. RELATED WORK
To the best of our knowledge, few systematic experimental comparisons of RDC protocols for wireless sensor networks have been published but many specific RDC protocols have been studied, often with suggestions for improvements.
Ruckebush et al. [8] compared the performance of different RDC protocols available in Contiki for RPL-based networks. They observed the same kind of discrepancies between the results obtained from the COOJA simulator and from a testbed with real motes. However, their findings cannot be directly compared to ours because they used the default options provided by Contiki, which tend to favor some RDC protocols over others.
Beaudaux et al. [9] have done an extensive study of the X-MAC protocol. They have identified several flaws in the specifications and evaluated consequences on the performance. They have confirmed their findings by large scale experiments with real motes. However, as they used their own version of X-MAC on motes quite different from ours, direct comparisons are difficult, although similarities are obvious.
Despaux et al. [10] have published an in-depth analysis of the ContikiMAC source code and instrumented that code to build a Markov model of the protocol through process mining techniques. The resulting model does not seem detailed enough to reveal the problems that were identified in the experiments described here.
Michel et al. [11] studied in detail the effect of interferences on the performance of ContikiMAC and more specifically, on the power consumption. They suggest an improvement that could result in significant economies, even without interference issues. It is worthwhile to implement these improvements and repeat the former measurements.
Stolikj et al. [12] discovered how interactions of ContikiMAC, CSMA and a Trickle timer can considerably degrade the performance of algorithms based upon a trickle timer, such as maintaining the DODAG in a RPL network. They proposed small changes to the MAC layer to prevent such problems. As the presented tests, did not involve Trickle timers, these issues were not explored.
Tripathi et al. [13] studied by means of simulation, the influence of the behavior of the link layer on the performance and stability of two RPL networks. They choose two networks of different size and purpose, to emphasize the broad relevance of their study. It appeared that, by fine-tuning the routing parameters, it is possible to minimize the impact of link layer malfunctions on the global usability of a RPL network. This applies to malfunctions caused by radio interferences and possible imperfections in the link layer protocols. Our paper reports efforts to minimize the latter.
VI. CONCLUSIONS AND FUTURE WORK
A first global conclusion that can be drawn from the presented experiments is that no spectacular differences in performance between the compared RDC protocols have been observed, except that ContikiMAC uses much less energy than its competitors. That economy comes at the expense of many decibels in the radio link budget, as packets below the CCA threshold level are not processed.
A second conclusion regards reliable professional applications: the widely available RDC protocols and their specific implementations should be extensively tested, with real motes rather than simulations, because some unacceptable malfunctions (e.g. minute long PDR drops every several hours) result from minute hardware details that are not simulated in common development environments.
In the near future, the acquired insights can be used to further optimize the parametrization of the ContikiMAC protocol, to explore more in depth the effects of adding a third CCA test for detecting radio activity and to verify how this know-how can be applied to newer generations of radio chips.
In the longer term, the newer synchronous MAC layers specified in IEEE802.15.4E should be included in this comparison, because, in multi-hop networks, they might reduce significantly the end to end latency resulting from a lack of coordination between the wake-up moments of successive radio links along routes established by routing protocols such as RPL.
