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Abstract 
Increase of credit derivative transaction volumes and credit related exposures in trading books, contingent effect of the recent 
financial crisis along with insufficient measure of so called Value At Risk calculations raised new methodologies for credit risk 
models as well as input parameters such as transition probability matrices. Conditional transition probability matrices are one of 
the main inputs of the credit risk models and it is required to estimate for short liquidity horizons. This study presents conditional 
transition probability matrices for sovereigns using factor modeling approaches under various symmetric and asymmetric 
distribution assumptions. Asymmetric models are found to provide superior results over the symmetric models for both in sample 
and out of sample results. Furthermore, the proposed methodology is applicable for quarterly sovereign transitions where rating 
movements are not observed frequently. Finally the model incorporates the dependence of the business cycles to the estimated 
credit cycle indices using main macroeconomic factors. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of IISES-International Institute for Social and Economics Sciences. 
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1. Introduction 
Transition probability matrix (TPM) plays a very crucial role in credit risk calculations. Recent credit risk models 
such as Incremental Risk Charge (IRC) require business cycle dependent, short term liquidity models (European 
Banking Authority, 2012). Tudela et al. (2012) showed that downgrades of ratings exceeded the upgrades of ratings 
during the subprime crises and an increase in rating volatility have been observed. Licari et al. (2013) studied stress 
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testing of credit migrations. Their study suggests that volatility of the rating transitions increase significantly and this 
leads to a bimodal rating distribution for trough the cycle models. In this case, imposing a symmetric distribution is 
not efficient and estimation will be biased.  
 
Existing studies about the time-varying property of default rates and transition matrices can be separated into two 
groups. One group includes studies based on models for the valuation of derivative securities and credit related 
products in the risk neutral world (Jarrow et al., 1997; Lando, 1998; Hurd and Kuznetsov, 2006 and Andersson and 
Vanini, 2008). Jarrow et al. (1997) proposed a model for the term structure of credit spreads. Their model is based on 
the bankruptcy process with a discrete state space continuous time-homogeneous Markov chain in credit ratings which 
can be applied on observable market data. Lando (1998) generalized the model of Jarrow et al. (1997) and incorporated 
the dependence of term structure of interest rates on default intensities and transitions between rating categories.  
 
Studies of the second group are concentrated on the modeling and estimation of default and migration probabilities. 
(Wilson, 1997; Belkin et al., 1998; Kim, 1999; Isreal et al., 2001; Hu et al., 2002; Wei, 2003; Truck, 2008 and Truck 
and Rachev, 2011). One of the first model for the conditioning of the transition probability matrix using macro-
economic variables was presented by Wilson (1997). Belkin et al. (1998) initiated their studies on transition matrices 
in the form of single systematic credit factor. In the suggested one factor model credit factors follow a standard normal 
distribution. Kim (1999) applied a two-step procedure to condition transition probabilities using macroeconomic 
variables similar to Belkin et al. (1998). Truck (2008) used compared factor models with numerical adjusted methods. 
Wei (2003) extended the model to multi-factor model. According to this study, correlation between credit states in 
regular business cycles is weak and mostly correlated during recessionary and expansionary business cycles.  
 
The purpose of the present study is to extend the existing factor models on corporate transition probability matrices 
to sovereigns applying different distribution assumptions. Rating transitions present non-normal distribution behavior 
and change dramatically during the stressed credit conditions (Licari et al., 2013). Contrary to the existing studies 
which use normal distribution, asymmetric behavior of the rating distributions are applied to improve the estimation 
power of conditional transition probability matrices. We also extend the existing standard normal assumption by 
incorporating a volatility term as a new parameter. Addition of credit cycle volatility captures rating variability for 
short time horizons. 
 
The outline of this article is as follows. Section two summarizes a literature review on rating based migration 
matrices. Third section illustrates the methodology for credit cycle indices, associated factor models and conditional 
transition probability matrices. Fourth chapter presents empirical findings and last section concludes. 
2. Literature Review 
In a usual way, transition probability matrix is defined as: 
 
 ൌ  ൦
ଵǡଵ ڮ ଵǡ୏
ڮ ڮ ڮ
୏ିଵǡଵ ڮ ୏ିଵǡ୏
Ͳ ڮ ͳ
൪      ( 1 ) 
 
where ݌௜ǡ௝ ൒ Ͳ for all i, j and σ ݌௜ǡ௝ ൌ ͳ௄௝ୀଵ  for all i. K = 8 and all the possible credit states are represented by AAA, 
AA, A, BBB, BB, B, CCC, D according to Standard and Poor's rankings.  
 
Transition probability matrices are built on credit state processes. Let ܵ ൌ ݏ௜ǡ ǥ ǡ ݏ௞ be the credit states and let  i,j 
= 1 ,2 ,...,K be the indices of all possible credit states with a decreasing order of credit  quality. Credit state process 
can be defined as a Markov chain process over fixed time points ௧ܵୀଵǡ ௧ܵୀଶǡǥǡ ௧ܵୀ௠. The process of credit states for 
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any time interval ߜݐ ൌ  ݐଶ െ ݐଵǡ ǥǡ ݐ௠ െ ݐ௠ିଵ can be represented on the transition probability matrix ఋܲ௧ ൌ ݌௜ǡ௝ሺߜݐሻ. 
For i and j we can define ݌௜௝ሺߜݐሻ ൌ ሺݏ௝ሺݐ௠ሻȁݏ௜ሺݐ௠ିଵሻሻ  is the probability of being in credit state j at time ݐ௠ , 
conditional on being in credit state i at time  ݐ௠ିଵ. Rating agencies estimate transition probabilities by using well 
known discrete time 'cohort' method. This method consists of estimating the transition probabilities such as: 
 
ො୧ǡ୨ ൌ ୧ǡ୨ ୧Τ ǡ  ് ,       ( 2 ) 
 
where ௜ܰ is the total number of firms in state i at the beginning of the estimation period and ௜ܰǡ௝ is the total 
number of transitions from state i to j during the estimation period.  
 
Transition matrices can be transformed into a continuous form (e.g. generator matrix). The generator matrices 
present several advantages; the most viable is that it can be applied for any arbitrary horizon (Lando and Skodeberg, 
2002). Although this presents manifold advantages, there is a chance of the nonexistence of a valid generator matrix 
to a given discrete-time transition. Given that, Jarrow et al. (1997) proposed some approximation methods to determine 
an adequate generator matrix. Israel et al (2001) proposed some conditions on the existence of true generator matrices.  
 
In the literature, Markov assumption for the migration behavior was retained by Jarrow et al. (1997) and Israel et 
al (2001). By contrast, Frydman and Schuermann (2008) considered the hypothesis of non-markov migration behavior. 
Altman and Kao (1992), Bangia et al. (2002) rejected the first-order Markov property by testing rating drift or so-
called path dependence. Some authors found that transition matrices are not homogeneous through time (Weber et al., 
1998; Nickell et al., 2000; Bangia et al., 2002; Truck and Rachev, 2005). Most of these authors showed that default 
rates and credit spreads depend on the stage of the business cycles. Several other studies showed that transition 
probability matrices vary according to business cycles. (Carty and Fons, 1993; Wilson, 1997; Nickell et al., 2000; 
Bangia et al., 2002; Wei, 2003; Jafry and Schuermann, 2004; Truck, 2008). 
3. Fitting Procedure for Transition Probability Matrices 
Transition probability matrices can be represented as credit score matrices. This representation can be calculated 
with the inverse cumulative of a probability distribution function  ܨሺǤ ሻିଵ on the average transition probability matrix 
(Gupton et al, 1997). This mapping methodology is expressed as: 
 
ݖ௜ǡ௟ ൌ ܨିଵ൫σ ݌ҧ௜ǡ௝ǡ ߠ௄௝ୀଵ ൯ǡ       ( 3 ) 
 
where ݌ҧ௜ǡ௝ is the average transition probability and ߠ is a vector of parameters of the retained distribution. 
 
For a given distribution, a credit score matrix can be constructed as: 
 
ܼ ൌ  ൥
ݖଵǡଵ ڮ ݖଵǡ௄
ڮ ڮ ڮ
ݖ௄ିଵǡଵ ڮ ݖ௄ିଵǡ௄
൩      ( 4 ) 
 
The matrix can be illustrated as a sequence of joint bins as well. The last row of the transition probability matrix is 
for the absorbing state and it doesn’t change according to estimated time period, therefore it is omitted in the credit 
score matrix. 
 
For each period (every quarter in the present paper), deviations from the average credit scores is estimated. This 
deviation represents the credit cycles in relation with business cycles. According to Wei (2003) for a given credit state, 
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rating drift gives the directional change in all credit scores from its average value. While a positive rating drift means 
an increase in credit quality overall, a negative drift is a sign of deterioration in credit quality.  
 
In most of the existing studies, the function ܨሺǤ ሻ is represented by the cumulative normal distribution function ሺߔሻ 
(Wilson, 1997; Belkin et al., 1998; Kim, 1999; Wei, 2003; Lu and Kuo, 2006; Lu, 2007; Truck, 2008). This distribution 
is symmetric and thin-tailed. However, according to Licari et al (2013) rating transitions tend to have asymmetric 
distribution. These authors state that upgrade and downgrade momentum of the rating transition is not symmetric 
around the average value and they show different behaviors during the stress periods. Furthermore, their study points 
that volatility of the ratings varies across the quality of the rating classes, i.e. high quality ratings are more volatile 
than the low quality ratings. Similarly, Nickell et al. (2000) showed that decrease in credit quality leads to an increase 
in rating volatility. In this case, it is required to consider the volatility as well for different rating qualities.  
 
Owing to the characteristics of rating transitions (fat-tailed and skewed), it would be more appropriate to build 
models on asymmetric distributions that represents the nature of the business cycles. For this reason, normal inverse 
Gaussian distribution is considered in this study. Factor models can be estimated without an adjustment of the 
distribution. Normal inverse Gaussian distribution holds the same property as the standard normal distribution, namely 
it is closed under convolution.  
 
Using the calculated credit scores (matrix 3), the deviations from the average credit scores can be calculated as 
follows, 
 
݌Ƹ௧ǡ௜ǡ௝ ൌ ܨ൫ݖ௜ǡ௟ െ ݔ௧ǡ௖ǡ ߠ௧ǡ௖൯ െ σ ݌Ƹ௧ǡ௜ǡ௝௄௝ାଵǡ௝ାଵஸ௄ ǡ         ( 5 ) 
 
where ܨሺǤ ሻ is a cumulative distribution function. In this study it is either normal distribution or normal inverse 
Gaussian distribution. ݖ௜ǡ௟  and ݔ௧ǡ௖ represent the credit scores from average matrix and the credit cycle index 
(representing the deviations or rating drifts), respectively. As for ݌Ƹ௧ǡ௜ǡ௝ is the fitted transition probability for a given 
time period, And, c is an index of rating categories (i.e., IG for Investment Grade and NG for Non-Investment Grade) 
represented as a group of credit states and ߠ௧ǡ௖ is the parameter vector. 
 
The methodology to calculate the credit cycle indices is based on solving for the best fitting ݔ௧ǡ௖and ߠ௧ǡ௖ (unless it 
is constant) such that the fitted transition probability matrix ෠ܲ௧ǡ௝ (defined in Eq.(5)) represents the observed transition 
probability matrix ௧ܲǡ௖ for a given time period t. In order to solve the credit cycle indices for each time period, an 
optimization procedure to find the minimum of the distances between the actual and the fitted transition probability 
matrix is iteratively processed. In this paper, the sum of the squared error (SSE) is used to measure the distance error 
between the matrices due to good fitting results. 
 
Existing studies (Belkin et al., 1998; Kim, 1999; Wei, 2003; Truck, 2008) on standard normal distribution set the 
parameter vector constant (mean=0 and standard deviation =1). In this paper the parameters vector is either constant 
or stochastic with a time index. Indeed, as emphasized by Nickell et al. (2000) and Licari et al. (2013), the changing 
nature of the volatility across different quality of ratings can be formalized by a stochastic behavior of rating volatility. 
For this reason in this study as a separate model, volatility parameter is considered to be stochastic under the normal 
distribution model and this is estimated within the vector of ߠ௧ǡ௖. On the other hand for the normal inverse Gaussian 
distributions, to avoid further complexity and to compare the models under different asymmetric behaviors, ߠ௧is 
arbitrarily selected to be constant. The density function of NIG distribution is characterized with the following 
parameters: ߤ (location), ߜ (scale), ߚ (asymmetry) and ߙ (tail heaviness). The parameters for the Normal Inverse 
Gaussian distribution are set to ߙ ൌ ͳͲǡ ߤ ൌ Ͳǡ ߜ ൌ ͳ :.  The skewness parameter for the Ⱦ is selected to be 
positive/negative to allow a right/left skewness for the model. As ߚincrease the skewness of the density increase. In 
that sense, a high value ߚ ൌ ͻ is selected for right skewness (RS-NIG) and a low value ߚ ൌ െͻ is selected for left 
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skewness (LS-NIG). This is to ensure a very high degree of skewness along with a fast algorithm with a small Ƚ 
parameter. In our study it is observed that upgrades/downgrades dynamics are more sensitive to higher 
positive/negative value of ߚ. 
 
3.1. Factor Model Representations 
In order to adjust transition probability matrices one factor and multi factor models were proposed. As presented 
by Belkin et al. (1998) one factor model is decomposed into systematic and idiosyncratic factors as, 
 
ݕ௧ǡ௖ ൌ ݓݔ௧ǡ௖ ൅ ξͳ െ ݓଶߝ௧ǡ௖ǡ      ( 6 ) 
 
where ୲ǡୡ represents the credit change indicator and ɂ୲ǡୡis the idiosyncratic factor or residual error. In the existing 
studies, variables ɂ୲ǡୡ and ୲ǡୡare assumed to be i.i.d. standard normal variables under the model structure, hence 
applying the weighting guarantees that ୲ǡୡis also standard normal variable. Correlation structure between the credit 
cycle index and credit change indicator is defined as ଶ. 
 
Similarly, the multi-factor model of Wei (2003) is expressed as: 
 
ݕ௧ǡ௖ ൌ ݓ൫ݔ௧ ൅ ݔ௧ǡ௖൯ ൅ ξͳ െ ʹݓଶߝ௧ǡ௖ǡ     ( 7 ) 
 
where ݔ௧is the common factor and ୲ǡୡis the rating specific factor for each rating category c. Similar to the one 
factor model, factors and idiosyncratic factor are assumed to be i.i.d. standard normal variables. In this equation the 
correlation between any two rating states are the same. 
 
Frequently, unit diagonal entries in quarterly sovereign transition probability matrices are observed as opposed to 
corporate. Examples of the quarterly and annual transition probability matrices are available upon request. Estimation 
of w by using matrices with frequent unit diagonal entries and Eq.(6) or Eq.(7) usually provide undesirable results as 
calculation will be biased towards the unit entries. Therefore to handle this, it is possible to remove the adjustment 
factors on idiosyncratic term and model only the shifts in the credit cycle index. By considering these facts, we can 
formalize the dynamic of the credit change indicator with the a new factor model, which does not take into account 
the adjustment factor on idiosyncratic term in Eq.(6). The proposed factor model is then expressed as: 
 
ݕ௧ǡ௖ ൌ ݓݔ௧ǡ௖ ൅ ߝ௧ǡ௖.       ( 8 )  
There are mainly two different estimation procedures for the w. While Belkin et al. (1998) proposed to use an 
ordered probit approach for the one factor model, Wei (2003) proposed to apply a one pass procedure to estimate the 
w and factor realizations for the multi factor model. Similar to the procedure applied on Eq.(5) in order to calculate 
the w and to adjust the transition probability matrix, a probit model is defined according to the rating drift dynamic 
on Eq.(8). 
 
݌ሺݐǡ ݅ǡ ݆ȁݔ௧ǡ௖ǡ ߠ௧ǡ௖ሻ ൌ ܨ൫ݖ௜ǡ௟ െ ݓ௖ݔ௧ǡ௖ǡ ߠ௧ǡ௖൯ െ σ ݌൫ݐǡ ݅ǡ ݆หݔ௧ǡ௖ǡ ߠ௧ǡ௖൯ǡ௄௝ାଵǡ௝ାଵஸ௄  ( 9 ) 
 
where ݓ௖ is the estimated value. ݔ௧ǡ௖ and ߠ௧ǡ௖are the previously estimated variables in equation Eq.(5). 
 
The optimization procedure consists of minimizing the total distances (mean absolute error) between the observed 
transition probability matrices ௖ܲ and the fitted transition matrices ௖ܲȁ௫. In order to measure the distances, Truck 2008 
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applied two classical and two risk sensitive metrics. The classical distances, named total absolute error and sum of the 
squared error, are measured as: 
 
ܦ௅ଵ൫ܲǡ ȁܲ௫൯ ൌ σ σ ห݌ሺݐǡ ݅ǡ ݆ሻ െ ݌൫ݐǡ ݅ǡ ݆หݔ௧ǡ௖ǡ ߠ௧ǡ௖൯หǡ௄௝ୀଵ௄ିଵ௜ୀଵ    ( 10 ) 
 
ܦ௅ଶ൫ܲǡ ȁܲ௫൯ ൌ ටσ σ ሺ݌ሺݐǡ ݅ǡ ݆ሻ െ ݌൫ݐǡ ݅ǡ ݆หݔ௧ǡ௖ǡ ߠ௧ǡ௖൯ሻଶ௄௝ୀଵ ǡ௄ିଵ௜ୀଵ    ( 11 ) 
 
The two risk sensitive distance measures are defined as: 
 
ܦଵ൫ܲǡ ȁܲ௫൯ ൌ σ σ ݀ሺݐǡ ݅ǡ ݆ሻ ൅ σ ܭǤ ݀ሺݐǡ ݅ǡ ܭሻ௄ିଵ௜ୀଵ௄ିଵ௝ୀଵ ǡ௄ିଵ௜ୀଵ    ( 12 ) 
 
ܦଶ൫ܲǡ ȁܲ௫൯ ൌ σ σ ݀ሺݐǡ ݅ǡ ݆ሻ ൅ σ ܭଶǤ ݀ሺݐǡ ݅ǡ ܭሻ௄ିଵ௜ୀଵ௄ିଵ௝ୀଵ ǡ௄ିଵ௜ୀଵ    ( 13 ) 
 
with ݀ሺݐǡ ݅ǡ ݆ሻ ൌ ሺ݅ െ ݆ሻሺ݌ሺݐǡ ݅ǡ ݆ሻ െ ݌ሺݐǡ ݅ǡ ݆ȁݔ௧ǡ௖ǡ ߠ௧ǡ௖ሻሻ. 
 
While the classical distance measures equally weight all the transition probabilities, the risk sensitive distance 
measures put more weight on far transitions according to initial rating grade.  
 
The procedure estimates the w under different distance measures for each rating categories. The estimated w and 
credit cycle indices are then used to produce fitted transition probability matrices using the Eq.(9). 
3.2. Rating Data and Credit Cycle Indices 
In this paper cohort methodology is used to construct transition probability matrices. In order to capture within year 
rating movements, quarterly estimation horizon is selected. Rating data is obtained from regular publishing of 
Standard and Poor's Sovereign Rating and Country T and C Assessment Histories (2015), which contains credit rating 
history for 138 sovereign governments over the period from January 1975 to November 2014 with a total of 1799 
rating assessment for long term foreign-currency rating category including not-rated (N.R.) state. As an industry 
standard, N.R. states are distributed on a pro rata basis (Jarrow et al., 1997; Jafry and Schuermann, 2004).  
 
Credit cycles indices are estimated from transition probability matrices. In order to fully capture the migration 
effects, in sample period is selected from the beginning of 1996 to the end of 2010 in total of 60 quarters and out of 
sampling forecasting period is selected from the beginning of 2011 to the end of 2014 in total of 16 quarters. For this 
purpose, 76 quarterly transition probability matrices are estimated. Average transition probability matrix is estimated 
for in sample period and displayed in Table 1. 
 
Table 1 - Average quarterly transition matrix for the period of 1996-2010 
  AAA AA A BBB BB B CCC Default 
AAA 0.9968 0.0032 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
AA 0.0109 0.9796 0.0081 0.0000 0.0000 0.0014 0.0000 0.0000 
A 0.0000 0.0073 0.9832 0.0094 0.0000 0.0000 0.0000 0.0000 
BBB 0.0000 0.0000 0.0151 0.9756 0.0093 0.0000 0.0000 0.0000 
BB 0.0000 0.0000 0.0000 0.0167 0.9674 0.0158 0.0000 0.0000 
B 0.0002 0.0002 0.0002 0.0002 0.0174 0.9602 0.0155 0.0060 
CCC 0.0000 0.0000 0.0000 0.0000 0.0000 0.1220 0.7683 0.1098 
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In this paper, we construct four credit cycle models to fit the transition probability matrices to the observed 
transition probability matrices for in sample period. For each model, two credit cycle indices are estimated per rating 
categories i.e. investment grade (IG) and non-investment grade (NG). Models are displayed in Table 2. 
 
Table 2 - Selected Models for Transition Probability Matrices 
Model Model Name Distribution F(.) Estimates 
X1 Standard Normal Standard Normal Drift 
X2 Right Skewed NIG Normal Inverse Gaussian Drift 
X3 Left Skewed NIG Normal Inverse Gaussian Drift 
X4 Normal Extended Normal Drift and Volatility 
 
First, credit cycle indices are estimated for each model and each rating category (IG for investment grade and NG 
for non-investment grade) using equation Eq.(5). Once credit cycle indices are estimated, estimated values of w are 
determined using Eq.(9) for each model, rating category and distance measure to further adjust the transition matrices. 
Estimated w values are displayed in Table 3. 
 
Table 3 – Estimated w for credit cycle indices 
 ۲ۺ૚ ۲ۺ૛ ۲૚ ۲૛ 
Model IG NG IG NG IG NG IG NG 
X1 0.9878 0.6586 1.0000 1.0000 0.9839 1.1054 0.9838 1.1178 
X2 0.9681 0.9682 1.0000 1.0000 0.9642 1.7211 0.9642 1.8692 
X3 0.9664 0.8669 1.0000 1.0000 0.9070 0.9874 0.9070 0.9962 
X4 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0001 1.0000 
 
Each pair of column represents estimated results using previously defined distance measures (e.g. Eq.(10), Eq.(11), 
Eq.(12) and Eq.(13). Most of the time estimates are close to 1 for both investment grade and non-investment grade 
categories. Results suggesting that estimated credit cycle indices well represent the systematic behavior of the rating 
transitions. Estimated values of w with the ܦ௅ଶ  measure is equal to 1 and this is due to the fact that the same distance 
measure is applied on the estimation of credit cycle indices. On the other hand unit estimates for normal extended 
model (X4) suggest a good fit with credit cycle indices and do not require a further fitting procedure to estimate the 
w.  
 
In order to assess the performance of fitting for each fitted transition matrix, goodness of fit measures are calculated 
between the fitted and observed transition probability matrices. For this purpose, Wei 2003 proposes two measures: 
L-Factor statistic and Quasi R-square statistic. L-Factor statistic is calculated to measure the performance of absolute 
differences of fitted transition probability matrix against the observed transition probability matrix as: 
 
ܮ െ ܨܽܿݐ݋ݎ௧ ൌ ͳ െ ൬
σ σ ȁ௣೟ǡ೔ǡೕష௣ො೟ǡ೔ǡೕȁ಼ೕసభ಼షభ೔సభ
௄ିଵ ൰,     ( 14 ) 
 
ܳݑܽݏ݅ െܴଶ ൌ ቆ ሺσ σ σ ሺ௣೟ǡ೔ǡೕష௣ҧ೟ǡ೔ǡೕሻሺ௣ො೟ǡ೔ǡೕష௣ҧ೟ǡ೔ǡೕሻሻ
಼
ೕసభ
಼షభ
೔సభ
೅
೟సభ
మ
σ σ σ ൫௣೟ǡ೔ǡೕష௣ҧ೟ǡ೔ǡೕ൯
మ σ σ σ ൫௣ො೟ǡ೔ǡೕష௣ҧ೟ǡ೔ǡೕ൯
మ಼
ೕసభ
಼షభ
೔సభ
೅
೟సభ
಼
ೕసభ
಼షభ
೔సభ
೅
೟సభ
ቇǤ  ( 15 ) 
 
Comparison of the goodness of fit measures for various latent credit cycle variables is displayed in Table 4. 
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Table 4 - Goodness of fit measures for models 
  L- Factor Quasi R^2 
Model Distance Measure Average Variance   
X1 L1 0.8689 0.0010 0.2465 
 L2 0.8671 0.0013 0.2350 
 D1 0.8658 0.0015 0.2267 
 D2 0.8656 0.0016 0.2257 
X2 L1 0.8779 0.0017 0.2946 
 L2 0.8778 0.0017 0.2900 
 D1 0.8575 0.0044 0.2042 
 D2 0.8512 0.0057 0.1897 
X3 L1 0.8763 0.0014 0.3201 
 L2 0.8761 0.0016 0.3018 
 D1 0.8760 0.0016 0.3043 
 D2 0.8760 0.0016 0.3035 
X4 All 0.9471 0.0024 0.6325 
 
Results in table 4 suggest that a significant improvement is achieved with models X2 and X3 compared to the 
standard model (X1). For instance according to classical distance measures (୐ଵ and ୐ଶ), there are approximately 20% 
and 30% improvement in Quasi R-square for X2 and X3 respectively in comparison with X1. The good fitting results 
of asymmetric distributions support the findings of Licari et al. (2013). Precisely downgrade/upgrade oriented 
left/right skewed asymmetric distribution model illustrates a better fitting than the standard normal distribution model 
for all the distance measures. Volatility incorporated normal extended model (X4) improves the goodness of fit results 
approximately twofold and threefold in comparison with standard normal and asymmetric models respectively. 
However, in this model the number of latent variables doubles for estimation and prediction purposes.  
 
Once the credit cycle indices are determined, a prediction model is built on the same using macroeconomic 
variables, credit spreads, market indices, early warning indicators or other credit indicators. The forecasted variables 
are then used to build a one factor or multi factor model to associate with the business cycle effects on conditional 
transition probability matrices. 
3.3. Conditional Transition Probability Matrices 
Advanced credit risk methodologies require the conditional transition probability matrices. Existing studies show 
that the prediction of the credit cycle index is performed by using macroeconomic variables. In this study, the retained 
macroeconomic variables are similar to the variables retained in most of the existing studies. These variables are the 
variation of GDP growth, the variation of the CPI, the variation of the unemployment rate and the spread between 10 
year rate and 2 year rate. As this study is on global sovereigns, world macroeconomic variables are used. These 
quarterly macroeconomic variables cover the period between 1996 and 2014: the period from the beginning of 1996 
until the end of 2010 constitutes the in sample period and the period from the beginning of 2011 until the end of 2014 
the out of sample period.  
 
Truck (2008) models the relation between the credit cycle index and macroeconomic variables with a multiple 
regression model. Autoregressive models have been also used in some of the existing studies. Wilson (1997) applied 
AR(2) to model the macroeconomic factors when conditioning the transition probability matrices and further 
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emphasized that a better model can be obtained using an ARMA(p,q) or a vector auto regressive moving average 
model. Similarly Licari et al. (2013) applied the vector autoregressive models on rating transitions to consider the 
dependency structure of the ratings with each other. In this article we model the relation between the credit cycle index 
(x) and macroeconomic variables (m) with a generalized autoregressive model with exogenous macroeconomic 
variables from lag 1 to lag 4 represented as, 
 
୲ ൌ Ⱦ଴ ൅ σ Ʌ୧୲ି୧ ൅ σ σ Ⱦ୧ǡ୨୲ି୨ ൅ ɂ୲Ǥସ୨ୀଵସ୧ୀଵସ୧ୀଵ     ( 16 ) 
 
The macroeconomic variables ୲ି୨  are represented with the term ݃݀݌௧ି௝ , ܿ݌݅௧ି௝ , ݑ݊݁݉݌௧ି௝ , ݏ݌ݎ݁ܽ݀௧ି௝ 
respectively. Their impacts on the credit cycle index are measured with the ߚ௜ǡ௝ parameters; where i and j represent 
the order of the lag and the macroeconomic variables, respectively. For instance, ߚଶǡଶ measures the impact of the 
ܿ݌݅௧ିଶ.  
 
Credit cycle index represents the rating activities throughout the business cycles. As in our study, Belkin (1998) 
and Wei (2003) applied the fitting procedure to calculate the credit cycle indices as a latent variable for each rating 
whereas Kim (1999) and Truck (2008) used the probability of default (pd) data as a credit cycle index. Our model is 
based on latent variables which represents the credit cycles of rating categories. Therefore, conditioning the transition 
probability matrices is constructed on models build on latent variables instead of probability of default as in previous 
studies. In this study we consider various models defined in Eq.(16) for standard normal and normal right/left inverse 
Gaussian models (X1, X2 and X3). Extended normal (X4) model requires additional modeling of volatility which has 
not been studied previously on factor models and we leave this as a further study. Once estimates/forecasts are 
calculated for credit cycle indices, Eq.(19) is recalculated to produce conditional transition probabilities. 
4. Empirical Results 
In this section, findings on various models and comparison of the conditional transition probability matrices are 
provided. For the estimation of Eq.(16), depending on the model, maximum likelihood method is employed using 
standard normal errors and normal inverse Gaussian errors. For out of sample prediction, coefficients are estimated in 
a recursive window. In general, credit risk calculations require one year ahead forecast and four quarter prediction is 
left for a further study.  
 
The Eq.(16) is a generalized model comprising a total of 21 variables consist of 4 autoregressive, 4 macroeconomic 
variables with 4 lags and 1 constant. In order to avoid redundancy of the variables, 21 models are estimated for each 
credit cycle index by removing one of the least significant variables. Therefore the first model consists of all the 
variables and the last model contains only one variable. This allows a robust estimation and comparison methodology 
with most significant variables is preserved in the equations.  
 
For prediction models, out of sample estimations are usually compared by using traditional metrics, such as root 
mean squared error (RMSE) and mean absolute error (MAE). Since the purpose of this article is to compare forecasted 
transition matrices, in this study (as previously by Truck, 2008) distance measures defined in Eq.(10), Eq.(11), Eq.(12) 
and Eq.(13) are used for out of sample model selection. Model with the lowest aggregated distance value is considered 
the most performing. For this aggregation, mean absolute error of distance measures between the conditional transition 
probability matrices and the observed transition probability matrices are calculated. Calculated distance measures of 
each model are available upon request. Selected models are grouped into per credit cycle index and per distance 
measures. Usually classic distance measures or risk sensitive distance measures per credit cycle index provides the 
same model. This indicates that there is not a significant difference between the selected models either on classic or 
risk sensitive measure. Contrary to the symmetric distribution models, asymmetric models provide significantly 
different models based on the selected distance measure. 
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Based on the out of sample results, once the retained models are obtained per credit cycle index and per risk 
sensitive measure, estimated equations are defined. Due to space, only details of the retained models for ܦ௅ଵ distance 
measure are presented in this paper. However results are available on request. In sample statistics of the retained 
models for each credit cycle index (X1, X2 and X3) according to ܦ௅ଵ distance measure are displayed in Table 5. Akaike 
and Bayesian Information Criteria (AIC and BIC) are presented for informative purposes. 
 
Table 5 displays results of the best out of sample performing model. According to these results, the number of 
variables and the lags of those variables change across the models. Results show that third lag autocorrelation 
coefficient is significant for investment grade models. This supports the rating momentum when upgrades/downgrades 
are followed by previous upgrades/downgrades.  
 
The significant values in the macro variables show that rating transitions vary according to the economic dynamics. 
Furthermore, results suggest that most of the time the sign of the variables are as expected. For instance GDP variations 
have a positive and significant impact in the X3 model. This result indicates that an increase of the GDP improves the 
credit quality. The impact of CPI is negative for IG and positive for NG. As expected, the negative impact indicates 
deterioration in the credit quality when CPI levels increase. However positive sign of the CPI indicates an 
improvement in the credit quality when the CPI levels increase. Usually low CPI is a sign of sustainable economy, 
however for non-investment grade category increase in price levels may be an indication of growing economy. 
 
Table 5 - In sample and out of sample statistics of the retained models according to D(L1) 
Coefficients Variables ͳ෢୍ୋ ͳ෢୒ୋ ෢ʹ୍ୋ ෢ʹ୒ୋ ෢͵୍ୋ ෢͵୒ୋ 
Ⱦ଴ constant     -0.2568     0.0821 
     (-1.7985)    (0.6194) 
Ʌଵ ar(1)    -0.0976    0.0628 
     (-0.7722)    (0.6491) 
Ʌଶ ar(2) 0.1861  0.1386    -0.0691 
  (1.2373)  (1.2112)    (-0.5451) 
Ʌଷ ar(3) 0.3362  0.2958     
  (2.3416)  (2.2976)     
Ʌସ ar(4) 0.2372  0.1631 0.1175 0.1157  
  (1.6092)  (1.3238) (1.2305) (1.2546)  
Ⱦଵǡଵ ୲ିଵ   0.0775 -0.0802    0.1325 
    (1.4030) (-1.1282)    (2.3605) 
Ⱦଵǡଶ ୲ିଶ       0.1003 0.0386 
        (1.9959) (0.6724) 
Ⱦଵǡଷ ୲ିଷ         0.0200 
          (0.3530) 
Ⱦଵǡସ ୲ିସ 0.0674  0.0682    0.0654 
  (1.3956)  (1.2210)    (1.1047) 
Ⱦଶǡଵ ୲ିଵ          
           
Ⱦଶǡଶ ୲ିଶ -0.1157 0.1826 -0.1243    0.2045 
  (-0.9790) (1.3888) (-0.8817)    (1.8297) 
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Ⱦଶǡଷ ୲ିଷ -0.1806 0.3323 -0.2859  -0.1482 0.1767 
  (-1.5858) (2.4099) (-1.8165)  (-1.2811) (1.3911) 
Ⱦଶǡସ ୲ିସ   -0.2385 0.2057    -0.1448 
    (-1.8464) (1.4543)    (-1.1870) 
Ⱦଷǡଵ ୲ିଵ -0.6151  -1.0590    0.3837 
  (-2.0985)  (-2.6456)    (1.0658) 
Ⱦଷǡଶ ୲ିଶ   0.8059      0.6863 
    (2.4532)      (2.1249) 
Ⱦଷǡଷ ୲ିଷ          
           
Ⱦଷǡସ ୲ିସ          
           
Ⱦସǡଵ ୲ିଵ 0.3017  0.5109    0.1450 
  (1.9762)  (2.3349)    (0.6534) 
Ⱦସǡଶ ୲ିଶ         -0.4026 
          (-1.1311) 
Ⱦସǡଷ ୲ିଷ -0.2823  -0.3548    0.1458 
  (-1.8106)   (-1.9458)     (0.6564) 
Ⱦସǡସ ୲ିସ       
ML  -13.9301 -25.3713 -29.5619 -22.9717 -36.4404 -15.9127 
AIC  45.8603 60.7427 85.1237 47.9433 78.8808 61.8254 
BIC   64.7094 71.2144 112.3502 50.0377 85.1638 93.2405 
* Values between (.) represent the t-statistics 
 
Unemployment effect is mixed but tends to be statistically significant. Spread variable between 10 years and 2 
years of the treasury rates illustrate flattening or steepening yield curve, of which steepening indicates a rising 
expectation on inflation or a higher economic growth. Sign of spread is usually positive for lower lags and negative 
for higher lags which indicate an increase in credit quality when the spread widens in short term and a decrease in 
credit quality in medium term. 
 
Once the macroeconomic models are selected, conditional transition probability matrices can be compared 
according to distribution models. In sample and out of sample results are displayed in Table 6. 
 
Table 6 - In sample and out of sample results of the conditional TPM models 
Model         
In sample L1 L2 D1 D2 
X1 0.9622 0.3889 1.2244 9.9491 
X2 0.9763 0.3891 1.1998 9.0846 
X3 0.9699 0.3835 1.1842 9.7342 
Out of Sample         
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X1 1.1123 0.4781 2.3798 18.7834 
X2 1.1339 0.4847 2.5858 19.1613 
X3 1.0721 0.4681 2.3652 18.5467 
 
In order to compare the models genuinely across each other, distance measures are presented in the table. Both in 
sample and out of sample results reveal that asymmetric distribution models (X2 and X3) outperform the standard 
normal models (X1) in general. X3 model illustrates a superior modeling for in sample and out of sample comparison, 
except from the first classic distance measure and last risk sensitive distance measure. Our findings confirm the 
requisite of the macroeconomic variables for modeling conditional transition probability matrices. We believe that a 
better estimation can be obtained by changing the lags of the autoregressive and macroeconomic variables. 
4. Conclusions 
In this paper conditional transition probability matrices are modeled under different distribution assumptions. It is 
observed that applying an asymmetric distribution such as a normal inverse Gaussian model instead of the standard 
normal model, improves the stability of the estimations significantly. The importance of transition probability matrices 
as a parameter to the credit risk models is important and it is desired to capture the adverse business conditions using 
a conditional model. There has been little attention to the modeling of the sovereign transition probability matrices in 
literature especially for less than a year of horizon. The methodology proposed in this paper improves the accuracy of 
the conditional sovereign transition probability matrices for short periods, therefore the loss figures for the credit 
models on short liquidity horizons such as IRC response better to the rapidly changing economic conditions. 
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