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Abstract
Graphical models are useful tools for describing structured high-dimensional prob-
ability distributions. Development of efficient algorithms for learning graphical mod-
els with least amount of data remains an active research topic. Reconstruction of
graphical models that describe the statistics of discrete variables is a particularly chal-
lenging problem, for which the maximum likelihood approach is intractable. In this
work, we provide the first sample-efficient method based on the Interaction Screening
framework that allows one to provably learn fully general discrete factor models with
node-specific discrete alphabets and multi-body interactions, specified in an arbitrary
basis. We identify a single condition related to model parametrization that leads to
rigorous guarantees on the recovery of model structure and parameters in any error
norm, and is readily verifiable for a large class of models. Importantly, our bounds
make explicit distinction between parameters that are proper to the model and priors
used as an input to the algorithm. Finally, we show that the Interaction Screening
framework includes all models previously considered in the literature as special cases,
and for which our analysis shows a systematic improvement in sample complexity.
1 Introduction
Representing and understanding the structure of direct correlations between distinct ran-
dom variables with graphical models is a fundamental task that is essential to scientific and
engineering endeavors. It is the first step towards an understanding of interactions between
interleaved constituents of elaborated systems [11]; it is key for developing causal theories
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[6]; and it is at the core of automated decision making [8], cybersecurity [5] and artificial
intelligence [20].
The problem of reconstruction of graphical models from samples traces back to the sem-
inal work of Chow and Liu [7] for tree-structured graphical models, and as of today is still
at the center of attention of the learning community. For factor models defined over general
hypergraphs, the learning problem is particularly challenging in graphical models over dis-
crete variables, for which the maximum likelihood estimator is in general computationally
intractable. One of the earlier tractable algorithms that has been suggested to provably
reconstruct the structure of a subset of pairwise binary graphical models is based on infer-
ring the sparsity pattern of the so-called regularized pseudo-likelihood estimator, equivalent
to regularized logistic regression in the binary case [16]. However, additional assumptions
required for this algorithm to succeed severely limit the set of models that can be learned
[15]. After it was proven that reconstruction of arbitrary discrete graphical models with
bounded degree can be done in polynomial time in the system size [4], Bresler showed that
it is possible to bring the computational complexity down to quasi-quadratic in the number
of variables for Ising models (pairwise graphical models over binary variables); however,
the resulting algorithm has non-optimal sample requirements that are double-exponential
in other model parameters [3]. The first computationally efficient reconstruction algorithm
for sparse pairwise binary graphical models with a near-optimal sample complexity with
respect to the information theoretic lower bound [17], called Rise, was designed and an-
alyzed by Vuffray et al. [19]. The algorithm Rise suggested in this work is based on
the minimization of a novel local convex loss function, called the Interaction Screening ob-
jective, supplemented with an ℓ1 penalty to promote sparsity. Even though it has been
later shown by Lokhov et al. [13] that regularized pseudo-likelihood supplemented with a
crucial post-processing step also leads to a structure estimator for pairwise binary models,
strong numerical and theoretical evidences provided in that work demonstrated that Rise
is superior in terms of worst-case sample complexity.
Algorithms for learning discrete graphical models beyond pairwise and binary alphabets
have been proposed only recently by Hamilton et al. [9], Suggala et al. [18] and Klivans
et al. [12]. The method in [9] works for arbitrary models with bounded degrees, but
being a generalization of Bresler’s algorithm for Ising models [3], it suffers from similar
prohibitive sample requirements growing double-exponentially in the strength of model
parameters. The learning algorithm in [18] has a low sample complexity and has the
advantage of dealing with graphical models possessing an arbitrary parametric form, the
so-called non-parametric expxorcist family. However, being a generalization of the sparsity-
based pseudo-likelihood estimator, it relies on restrictive assumptions similar to those used
in [16] and in the earlier generalization to general discrete graphical models [10]. The
so-called Sparsitron algorithm in [12] has the flavor of a stochastic first order method
with multiplicative updates. It has a low computational complexity and is sample-efficient
for structure recovery of two subclasses of discrete graphical models: multiwise graphical
models over binary variables or pairwise models with general alphabets. A recent follow-up
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work by Wu et al. [21] considered an ℓ2,1 contrained logistic regression, and showed that
it provides a slight improvement of the sample complexity compared to [12] in the case of
pairwise models over non-binary variables.
In this work, we propose a general framework for learning general discrete factor models
expressed in an arbitrary parametric form, based on a significant generalization of the
Interaction Screening method of [19, 13], previously introduced for pairwise binary models.
Our primary insight lies in the identification of a single general condition related to model
parameterization that is sufficient to obtain bounds on sample complexity. This provides
a general framework for analyzing the sample complexity of parameter estimation for any
given class of discrete graphical models, and we show that for many important examples,
this condition can be readily verified. We use this to show that structure and parameter
recovery results for all model classes previously considered in the literature in [19, 9, 12, 21]
can be obtained as special cases of our general framework. Noticably, this includes the
challenging case of multi-body interactions defined over general discrete alphabets. Hence,
our work constitutes the first result providing efficient learning algorithm, termed Grise,
with theoretical guarantees that reconstructs any discrete graphical model with multi-body
interactions and general node-specific alphabets, while keeping sample requirements low.
In addition, our theoretical guarantees can be expressed in any error norm, and explicitly
includes distinction between bounds on the parameters of the underlying model and the
prior parameters used in the optimization; as a result running Grise with prior information
that is not tight only has moderate effect on the sample complexity bounds. Finally, we
also provide a fully parallelizable algorithmic formulation for the resulting Grise estimator,
and show that it runs in efficient O˜(pL) time for a model of size p with L-order interactions,
including the best-known O˜(p2) scaling for pairwise models.
2 Problem Formulation
2.1 Parameterized family of models
We consider positive joint probability distributions over p variables σi ∈ Ai for i = 1, . . . , p.
The set of variable indices i is referred to as vertices V = 1, . . . , p. Node-dependent alphabets
Ai are assumed to be discrete and of size bounded by q > 0. Without loss of generality,
the positive probability distribution over the p-dimensional vector σ can be expressed as
µ(σ) =
1
Z
exp
(∑
k∈K
θ∗kfk(σk)
)
, (1)
where {fk, k ∈ K} is a set of basis functions acting upon subsets of variables σk ⊆ σ
that specify a family of distributions and θ∗k are parameters that specify a model within
this family. The quantity Z denotes the partition function and serves as a normalization
constant that enforces that the µ in (1) is a probability distribution. For i ∈ {1, . . . , p}, let
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Ki ⊆ K denote the set of factors corresponding to basis functions acting upon subsets σk
that contain the variable σi and |Ki| = Ki.
Given any set of basis functions, we can locally center them by first defining for a given
i ∈ [p], the local centering functions
φik(σk\i) :=
1
|Ai|
∑
σi∈Ai
fk(σk), (2)
where σk\i denotes the vector σk without σi, and define the locally centered basis functions,
gik(σk) = fk(σk)− φik(σk\i). (3)
As their name suggests, the locally centered basis functions sum to zero
∑
σi∈Ai
gik(σk) = 0.
To ensure the scales of the parameters are well defined, we assume that θ∗k are chosen or
rescaled such that all locally centered basis functions are normalized in the following sense:
max
σk
|gik(σk)| ≤ 1, (4)
for all vertices i ∈ V and basis factor k ∈ Ki. This normalization can always been achieved
by choosing bounded basis functions |fk(σk)| ≤ 1/2. An important special case is when
the basis functions are already centered, i.e. gik(σk) = fk(σk). In this case the basis
functions are directly normalized maxσk |fk(σk)| = 1. Note that one of the reasons to
define the normalization in (4) in terms of the centered functions gk instead of fk is to
avoid spurious cases where the functions fk have inflated magnitudes due to addition of
constants fk ← fk + C.
2.2 Model selection problem
For each i ∈ [p], let Di ⊆ Ki denote the set of target factors that we aim at reconstructing
accurately and let Ci = Ki \ Di be the set of residual factors for which we do not need
learning guarantees. The target and residual parameters are defined similarly as θ∗Di =
{θ∗k | k ∈ Di} and θ∗Ci = {θ∗k | k ∈ Ci} respectively. Given independent samples from a
model in the family in Section 2.1, the goal of the model selection problem is to reconstruct
the target parameters of the model.
Definition 1 (Model Selection Problem). Given n i.i.d. samples σ(1), . . . , σ(n) drawn from
some distribution µ(σ) in Eq. (1) defined by θ∗, and prior information on θ∗ given in form
of an upper bound on the ℓ1-norm of the local sub-components
‖θ∗i ‖1 ≤ γ̂, (5)
and a local constraint set Yi for each i ∈ [p] such that
θ∗i ∈ Yi, (6)
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compute estimates θ̂ of θ∗ such that the estimates of the target parameters satisfy
‖θ̂Di − θ∗Di‖ ≤
α
2
, ∀i ∈ [p], (7)
where ‖ · ‖ denotes some norm of interest with respect to which the error is measured.
The bound on the ℓ1-norm in (5) is a natural generalization of the sparse case where θ
∗
only has a small number of non-zero components; in the context of parameter estimation in
graphical models, the setting of parameters bounded in the ℓ1-norm have been previously
considered in [12]. The constraint sets Yi are used to encode any other side information
that may be known about model parameters. Below, we show how constraints encoded in
Yi can be conveniently used to lift degeneracy due to specific model parametrizations.
2.3 Sufficient conditions for well-posedness
In this section, we describe some conditions on the model in (1) that makes the model
selection problem defined in Section 2.2 well-posed. We first state the conditions formally.
Condition 1. The model from which the samples are drawn in the model selection problem
in Definition 1 satisfies the following:
(C1) Constrained linear independence of target basis functions: There exists a
constant ρ > 0 such that for every vertex i and any vector in the difference constraint
set x ∈ Xi defined as
Xi = {x = y1 − y2 | y1, y2 ∈ Yi}, (8)
the following holds:
E
∑
k∈Ki
xkgik(σk)
2 ≥ ρ‖xDi‖2, (9)
where xDi denotes the components k ∈ Di of x, and ‖ · ‖ denotes the norm used in
Definition 1.
(C2) Finite maximum interaction strength: The quantity γ defined as
γ = max
i∈V
|max
σ
∑
k∈Ki
θ∗kgk(σk)| (10)
is finite.
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To understand why (C1) is required, consider a model that violates this condition and
suppose that there exist a vertex i and a vector xi for which E
[(∑
k∈Ki
xkgik(σk)
)2]
= 0.
Since the probability distribution in Eq. (1) is positive, it implies that for all configurations
σ we have the functional equality
∑
k∈Di
xkgik(σk)+
∑
k∈Ci
xkgik(σk) = 0. This enables us
to locally reparameterize the distribution:
exp
∑
k∈Ki
θ∗kfk(σk)
 = exp
∑
k∈Di
(θ∗k − xk)fk(σk) +
∑
k∈Ci
(θ∗k + xk)fik(σk) + c(x, σk\i)
 ,
(11)
where c(x, σk\i) is a sum of locally centered functions that does not involve the variable
σi. We see from equation Eq. (11) that by changing the parameterization of the residual
factors, one can arbitrarily change the parameterization of the target factors. As a result,
unique determination of the parameters θ∗Di solely from samples and knowledge of γ̂ and
Yi, as required by the model selection problem (Definition 1), is impossible. We also note
that in (C1) the lower bound on the RHS only consists of terms in the taget set Di. This
is a weaker assumption than requiring that E
[(∑
k∈Ki
xkgik(σk)
)2] ≥ ρ‖xi‖2. However,
as we will see in Theorem 1 below, any parameters in the target factors sets Di for which
condition (C1) is verified for given Xi, can be recovered to the precision specified in (7).
The bound on the interaction strength in (C2) is required to ensure that the model
can be recovered with finitely many samples. For many special cases, such as the Ising
model, the minimum number of samples required to estimate the parameters must grow
exponentially with the maximum interaction strength [17].
3 Generalized Interaction Screening
3.1 Generalized Regularized Interaction Screening Estimator
We propose a generalization of the estimator Rise, first introduced in [19] for pairwise
binary graphical models, in order to reconstruct general discrete graphical models defined
in (1). The generalized interaction screening objective (GISO) is defined for each vertex u
separately and is given by
Sn(θu) =
1
n
n∑
t=1
exp
− ∑
k∈Ku
θkguk(σ
(t)
k )
 , (12)
where σ(1), . . . , σ(n) are n i.i.d samples drawn from µ(σ) in Eq. (1), θu := (θk)k∈Ku is
the vector of parameters associated with the factors in Ku and the locally centered basis
functions guk are defined as in Eq. (3). The GISO retains the main feature of the interaction
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screening objective (ISO) in [19]: it is proportional to the inverse of the factor in µ(σ), except
for the additional centering term φuk. The GISO is a convex function of θu and retains
the “screening” property of the original ISO. The GISO is used to define the generalized
regularized interaction screening estimator (Grise) for the parameters given by
θ̂u = argmin
θu∈Yu:‖θu‖1≤γ̂
Sn(θu), (13)
where γ̂ and Yu are the prior information avaialable on θ∗u as defined in (5) and (6).
3.2 Error Bound on Parameter Estimation with Grise
We now state our main result regarding the theoretical guarantees on the parameters re-
constructed by Grise. We call θ̂u an ǫ-optimal solution of (13) if
Sn(θ̂u) ≤ min
θu∈Yu:‖θu‖1≤γ̂
Sn(θu) + ǫ. (14)
Theorem 1 (Error Bound on Grise estimates). Let σ(1), . . . , σ(n) be i.i.d. samples drawn
according to µ(σ) in (1). Assume that the model satisfies Condition 1 for some norm ‖ · ‖
and some constraint set Yu, and let α > 0 be the prescribed accuracy level. If the number
of samples satisfies
n ≥ 218 γ̂
2(1 + γ̂)2e4γ
α4ρ2
log(
4pK2
δ
), (15)
then, with probability at least 1 − δ, any estimate that is an ǫ-minimizer of Grise, with
ǫ ≤ (ρα2e−γ)/(20(1 + 2γ̂)), satisfies
‖θ̂Du − θ∗Du‖ ≤
α
2
, ∀u ∈ V. (16)
3.3 Computational Complexity of Grise for parametrically complete
Constraint Sets
For a certain class of constraint sets Yu, which we term parametrically complete, the prob-
lem can be solved in two steps: first, finding a solution to an uncostrained problem, and
then projecting onto this set. Note, however, that in general the problem of finding ǫ-
optimal solutions to constrained Grise can still be difficult since the constraint set Yu can
be arbitrarily complicated.
Definition 2. The constraint set Yu is called a parametrically complete set if for all θu ∈
R
|Ku|, there exists θ̂u ∈ Yu such that for all σu, we have∑
k∈Ku
θkguk(σk) =
∑
k∈Ku
θ̂kguk(σk). (17)
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Any θ̂k ∈ Yu satisfying (17) is called an equi-cost projection of θu onto Yu and is denoted
by
θ̂u ∈ PYu(θu). (18)
When the constraint set Yu is parametrically complete, an ǫ-optimal solution to (13) can
be found by first solving unconstrained version and then performing an equi-cost projection
onto Yu. We define an ǫ-optimal solution to the unconstrained Grise problem as
Sn(θ̂uncu ) ≤ argmin
θu:‖θu‖1≤γ̂
Sn(θu) + ǫ. (19)
Lemma 1. Let θ̂
unc
u be an ǫ-optimal solution of the unconstrained Grise problem in
Eq. (19). Then an equi-cost projection of θ̂
unc
u is an ǫ-optimal solution of the constrained
Grise problem,
Sn(PYu(θ̂
unc
u )) ≤ argmin
θu∈Yu:‖θu‖1≤γ̂
Sn(θu) + ǫ. (20)
Lemma 1 implies that the computational complexity of Grise for parametrically com-
plete case is the sum of the computational complexity of the unconstrained Grise and
the projection step. The iterative Algorithm 1 takes as input a number of steps T and
output an ǫ-optimal solution of Grise without constraints in Eq. (19). This algorithm is
an application of the Entropic Descent Algorithm introduced by Beck and Teboulle [1] to
reformulation of Eq. (13) as a minimization over the probability simplex. Note that there
exist other efficient iterative methods for minimizing the GISO, such as the mirror gradient
descent from Ben-Tal et al. in [2].
The following proposition provides guarantees on the computational complexity of un-
constrained Grise.
Proposition 1 (Computational complexity for unconstrained Grise). Let ǫ > 0 be the
optimality gap and T ≥ 8γ̂2 exp(2γ)
ǫ
ln (2Ku + 1) be the maximum number of iterations. Then
Algorithm 1 is guaranteed to produce an ǫ-optimal solution of Grise without constraints
with a number of operation less than
C
γ̂2e2γ
ǫ2
nKu ln(1 +Ku), (21)
where C is a universal constant that is independent of all parameters of the problem.
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Algorithm 1: Entropic Descent for unconstrained Grise
// Step 1: Initialization
1 x1k,+ ← e/(2Ku + 1), x1k,− ← e/(2Ku + 1), ∀k ∈ Ku;
2 y1 ← e/(2Ku + 1), η1 ← exp(−γ)2γ̂
√
ln (2Ku + 1);
// Step 2: Entropic Descent Steps
3 for t = 2, . . . , T do
// Gradient Update:
4 vk = γ̂
∂
∂θk
S(γ̂(xt+ − xt−));
5 w+k = x
t
k,+ exp(−ηtvk), w−k = xtk,− exp(ηtvk).;
// Projection Step:
6 z = yt +
∑
k∈Ku
(w+k + w
−
k );
7 xt+1k,+ ←
w+
k
z
, xt+1k,− ←
w−
k
z
;
8 yt+1 ← yt
z
;
// Step Size Update:
9 ηt+1 ← ηt
√
t
t+1 ;
10 end
// Step 3:
11 s = argmins=1,...,T S(γ̂(xs − ys));
12 return θ̂u = γ̂(x
s − ys);
We state the overall algorithm to compute Grise estimates in the parametrically complete
constraint case below.
Algorithm 2: Computing Grise estimates for parametrically complete constraints
// Step 1: Solve unconstrained Grise
1 Use Algorithm 1 to obtain solutions θ̂
unc
u to the unconstrained Grise ;
// Step 2: Perform projection step
2 Project θ̂
unc
u onto Yu to obtaine the final estimates;
3 θ̂u = PYu(θ̂
unc
u );
4 return θ̂u;
The following theorem regarding the computational complexity of Algorithm 2 follows easily
by combining Lemma 1 and Proposition 1.
Theorem 2 (Computational complexity for Grise with parametrically complete con-
straints). Let Yu be a parametrically complete set and let ǫ > 0 be given. Then Algorithm 2
computes an ǫ-optimal solution to Grise can be computed with a number of operations
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bounded by
C
γ̂2e2γ
ǫ2
nKu ln(1 +Ku) + C(PYu(θ̂
unc
u )), (22)
where C(PYu(θ̂
unc
u )) denotes the computational complexity of the projection step.
As we will see in the next section, it is often possible to explicitly construct parametri-
cally complete sets for which the associated computational complexity of the projection step
C(PYu(θ̂
unc
u )) is insignificant compared to the computational complexity of unconstrained
Grise provided in Proposition 1.
4 Special Cases
As an application of Theorem 1, we show that with some well-suited basis functions we
can recover the structure of arbitrary graphical models over arbitrary alphabets. We also
demonstrate that our framework is able to recover parameter values and the structure of
some well-known special cases, thus generalizing the existing results in the literature. For
convenience, the results presented in this section are summarized in the following table:
Model Interaction Alphabet Recovery Sample Algorithmic
name order size type complexity complexity
Ising 2 2 structure O
(
α−4e8γ log p
)
O˜(p2)
Ising 2 2 ℓ2-parameter O
(
χ2α−4e8γ log p
)
O˜(p2)
Binary L 2 structure O
(
α−44Le4γ(L+1)L log p
)
O˜(pL)
Pairwise 2 q structure O
(
α−4q4e12γ log(pq)
)
O˜(p2)
Pairwise 2 q ℓ2-parameter O
(
χ2α−4q4e12γ log(pq)
)
O˜(p2)
General L q structure O
(
α−4(4q)2Le4γ(L+1)L log(pq)
)
O˜(pL)
In the table above, α is related to the precision to which parameters are recovered in a
certain norm, and χ is the chromatic number of the graph, see below for precise definitions.
At this point, it is instructive to compare our sample complexity requirements to existing
results. A direct application of bounds of [12] and [21] to the case of pairwise multi-alphabet
models that we consider below yields O(exp(14γ)) dependence, whereas Grise has a com-
plexity that scales as O(exp(12γ)). In the case of binary L-wise models, while [12] shows
the O(exp(O(γL))) scaling, Grise enjoys a sample complexity O(exp(4γ(L+1)+2L)). The
algorithm of [9] recovers a subclass of general graphical models with bounded degree, but
has a sub-optimal double-exponential scaling in γ, while the Interaction Screening method
leads to recovery of arbitrary discrete graphical models with a single-exponential depen-
dence in γ and needs no bound on the degree. In terms of the computational complexity,
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Grise achieves the efficient scaling O˜(pL) for models with the maximum interaction order
L, which matches the best-known O˜(p2) scaling for pairwise models [12, 21].
4.1 Ising Models
For Ising models with maximal node degree d the alphabet is given by Ai = {−1, 1},
and the basis functions are given by fk(σk) ≡ fij(σi, σj) = σiσj for (i, j) ∈ V × V and
fk(σk) ≡ fi(σi) = σi for i ∈ V. Observe that the basis functions f are already centered,
i.e., g ≡ f . Define the graph of an Ising model as being the set of edges corresponding to
non-zero couplings,
G(θ∗) = {(i, j) ∈ V × V | θ∗ij 6= 0} . (23)
The distribution specified by the ising model is given by
µising(σ) =
1
Z
exp
∑
i∈V
θ∗i σi +
∑
(i,j)∈G
θ∗ijσiσj
 . (24)
For each node u ∈ V, we define the target set (see Section 2.2) as the set of potential edges
associated with u given by
Du = {(u, j) ∈ V × V | j 6= u}, ∀u ∈ V. (25)
The first corollary focuses on graph reconstruction of Ising models.
Corollary 1 (Graph reconstruction for Ising models). Let σ(1), . . . , σ(n) be i.i.d. sam-
ples drawn according to µ(σ) in (24) and let α = minij∈G |θ∗ij| denote the mimnimum edge
strength. If the number of samples
n ≥ 2
18γ̂2(1 + γ̂)2e8γ
α4
log
(
4p3
δ
)
. (26)
then, with probability at least 1 − δ, for all vertices u ∈ V the coupling are estimated with
the error
‖θ̂Du − θ∗Du‖∞ ≤
α
2
. (27)
The computational complexity of obtaining these estimates is O˜(p2) for fixed α, γ, γ̂ and δ.
Moreover, thresholding the esitmated couplings at α/2 recovers the structure i.e. G(thr.(θ̂)) =
G(θ∗).
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The thresholding operator in the above theorem is defined as
thr.(θ̂)ij =
{
θ̂ij , if θ̂ij >
α
2 ,
0, otherwise.
(28)
.
Let χ be the chromatic number of G(θ∗) i.e. the smallest number of colors for obtain-
ing a proper vertex coloring of the graph. The second corollary focuses on ℓ2-parameter
estimation of Ising models with chromatic number χ.
Corollary 2 (ℓ2-parameter estimation for Ising Models). Let σ
(1), . . . , σ(n) be i.i.d.
samples drawn according to µ(σ) in (24). If
n ≥ 218 γ̂
2(1 + γ̂)2χ2e8γ
α4
log
(
4p3
δ
)
. (29)
then, with probability at least 1 − δ, for all vertices u ∈ V the coupling are estimated with
the error
‖θ̂Du − θ∗Du‖2 ≤
α
2
. (30)
The computational complexity of obtaining these estimates is O˜(p2) for fixed α, γ, γ̂ and δ.
As graphs with bounded degree d have a chromatic number at most d+1 ≥ χ, Corollary 2
recovers the ℓ2-guarantees for sparse graphs recovery of Vuffray et al. in [19] albeit with
slightly worse dependence with respect to γ and α. However, this is an artifact of the
general analysis presented in this paper. For models over binary variables one can improve
the e8γ dependence to e6γ using Berstein’s inequality in Proposition 2 instead of Hoeffding’s
inequality. Moreover, we hypothesize that for Ising models, a tight analysis of the trade-
off between the error on the estimated couplings and on the estimated magnetic fields in
Proposition 3 can reduce the α−4 dependence to α−2.
For graphs with unbounded vertex degree but low chromatic number, such as star
graphs or bipartite graphs, Corollary 2 shows that the parameters of the corresponding
Ising model can be fully recovered with a bounded ℓ2-error using a number of samples that
is only logarithmic in the model size p.
4.2 L-wise Binary Models on the Monomial Basis
In this section, we consider general models on binary alphabet Ai = {−1, 1}. Let the factors
be all nonempty subsets of {1, . . . , p} elements of size at most L,
K = {k ⊆ [p] | |k| ≤ L}. (31)
The set K contains all potential hyperedges of size at most L. The parameterization uses
the monomial basis given by fk(σk) =
∏
j∈k σj with k ∈ K. As for the Ising model, the
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monomial basis functions are already centered fk ≡ gk. The probability distribution for
this model is expressed as
µbinary(σ) =
1
Z
exp
∑
k∈K
θ∗k
∏
j∈k
σj
 . (32)
The factor graph associated with the binary graphical model is given by hyperedges or
monomials associated with non-zero coefficients in Eq. (32),
G(θ∗) = {k ∈ K | θ∗k 6= 0}. (33)
For a given binary model as in (32), we call the subset S(θ∗) ⊆ G(θ∗) of maximal hyperedges
the structure of the model,
S(θ∗) =Mh.e.(G(θ∗)), (34)
where we define the maximal hyperedges of E ⊆ K as
Mh.e.(E) = {k ∈ E | ∄k′ ∈ E such that k ⊂ k′}. (35)
Suppose that the minimal coupling is given by α = mink∈S(θ∗) |θ∗k|. Then Algorithm 3
reconstructs the structure S given independent samples from the distribution in (32), im-
plementing an iterative use of Grise.
Algorithm 3: Structure Recovery of L-wise Binary Models
1 for u ∈ V do
// Step 1: Initialization:
2 K1u ← {k ∈ K | k ∋ u};
// Step 2: Iteratively reconstruct maximal cliques around u
3 for t = 1, . . . , L− 1 do
4 Set target and residual factors: Dtu ←Mh.e.(Ktu), Ctu ← Ktu \Dt+1u ;
5 Estimate θ̂
t
u using Grise on the model defined by Ktu,Dtu, Ctu;
6 Set N t ← {k ∈ Dtu | |θ̂k| < α/2} (the set of maximal cliques that are not
detected);
7 Set Kt+1u ← Ktu \ N t;
8 end
9 end
// Step 3:
10 return Ŝ =
⋃
u∈VMh.e.(KLu );
The following corollary of Theorem 1 provides guarantees on Algorithm 3.
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Corollary 3 (Structure recovery for binary graphical models). Let σ(1), . . . , σ(n) be
i.i.d. samples drawn according to µ(σ) in (32). If
n ≥ 2184L γ̂
2(1 + γ̂)2e4γ(L+1)
α4
log
(
4(L− 1)p2L−1
δ
)
. (36)
then the structure of the binary graphical model is perfectly recovered using Algorithm 3, i.e.
Ŝ = S(θ∗), with probability 1 − δ. Moreover the total computational complexity scales as
O˜(pL), for fixed L, α, γ, γ̂ and δ.
4.3 Pairwise Models with Arbitrary Alphabets
In this section, we consider pairwise models with arbitrary alphabetAi of size qi, parametrized
with indicator-type functions. The building block of the set of basis functions is the centered
univariate indicator function defined as
Φsi(σi) =
{
1− 1
qi
, if σi = si,
− 1
qi
, otherwise,
(37)
where si ∈ Ai is a prescribed letter of the alphabet. The set of factors K are pair of vertices
with alphabet values (i, j, si, sj) ∈ V2 × Ai × Aj and single vertex with alphabet value
(i, si) ∈ V×Ai. We slightly abuse notation by shortening the tuples (i, j, si, sj) ≡ (si, sj) and
(i, si) ≡ (si) whenever there is no ambiguity with respect to the edge or vertex associated
with the factor. Basis functions associated with edges are fsi,sj(σi, σj) = Φsi(σi)Φsj(σj)
for (si, sj) ∈ K and fsi(σi) = Φsi(σi) for si ∈ K. Note that basis functions over edges are
centered for both variables, i.e.
∑
σi∈Ai
fsi,sj(σi, σj) =
∑
σj∈Aj
fsi,sj(σi, σj) = 0. Similarly
basis functions associated with vertices are also centered. The probability distribution for
this model is expressed as
µpairwise(σ) =
1
Z
exp
 ∑
(i,j)∈V2
∑
(si,sj)∈Ai×Aj
θ∗si,sjΦsi(σi)Φsj(σj) +
∑
i∈V
∑
si∈Ai
θ∗siΦsi(σi)
 .
(38)
We seek to reconstruct the structure of pairwise models which means that for every pair
(i, j) ∈ V2 we want to be able to assess if there exists at least one non-zero parameter θ∗si,sj
or to certify that these parameters are zero for all values of si, sj. Therefore we define the
set of target factors as Du = {(su, si)}i∈V\u and the set of residual factors as Du = {su}.
We need to require additional constraints on the target parameters as the parametrization
used in Eq. (38) is over-complete. The reason is that the qi univariate indicator functions
associated with a variable σi sum to zero
∑
si∈Ai
Φsi(σi) = 0 independently of σi. This
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degeneracy is lifted by constraining parameters in Eq. (38) in the following way,
Yu =
⋂
i∈V\u
θu ∈ RKu
∣∣∣∣∣∣
∑
su∈Au
θsu,si =
∑
si∈Ai
θsu,si = 0
⋂
{
θu ∈ RKu
∣∣∣∣∣ ∑
su∈Au
θsu = 0
}
.
(39)
The set Yu is also parametrically complete as it follows from Lemma 8 (see Section 7.4)
that the following projection on Yu is equi-cost in the sense of Definition 2,
θ̂s′u,s′i = PYu(θ̂
unc
su,si
) :=
∑
(su,si)∈Au×Ai
θ̂uncsu,siΦsu(s
′
u)Φsi(s
′
i), (40)
θ̂s′u = PYu(θ̂uncsu ) :=
∑
su∈Au
θ̂uncsu Φsu(s
′
u). (41)
Thanks to Lemma 1 this enables us to solve Grise with constraints from Eq. (39) by first
running the unconstrained version of Grise and then perform the projection.
Define the graph G(θ∗) of the model by the edge set
G(θ∗) ≡ {(i, j) ∈ V × V | max
si,sj
|θ∗si,sj | 6= 0}. (42)
This corresponds to create an edge between the two nodes i, j ∈ V whenever there exists a
non-zero parameter associated with these the two variables σi,σj . For the structure recovery,
define the weighted (ℓ2, ℓ∞)-norm by
‖θDu‖w(2,∞) = max
i∈V\u
q√
qiqu
 ∑
(su,si)∈Au×Ai
θ2su,si
 12 , (43)
where q = maxi qi is the maximum alphabet size in the model. Note that this weighted
(ℓ2, ℓ∞)-norm is always greater than the corresponding unweighted (ℓ2, ℓ∞)-norm and is
significantly different than its unweighted counterpart for models with widely varying al-
phabets accross vertices. The following corollary provides reconstruction guarantees for the
structure recovery of pairwise models.
Corollary 4 (Structure recovery for pairwise models with arbitrary alphabets).
Let σ(1), . . . , σ(n) be i.i.d. samples drawn according to µ(σ) in (38). If
n ≥ 218 q
4γ̂2(1 + γ̂)2e12γ
α4
log
(
4p3q4
δ
)
. (44)
then, with probability at least 1− δ, for all vertices u ∈ V, Grise with constraints Yu from
Eq. (39) estimates the coupling with error
‖θ̂Du − θ∗Du‖w(2,∞) ≤
α
2
. (45)
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For fixed α, γ, γ̂ and δ the total computational complexity necessary for obtaining these
estimates is O˜(p2q10). Moreover, thresholding the couplings at α/2 recovers the structure
i.e. G(thr.(θ̂)) = G(θ∗).
The next result provides reconstruction guarantees using the following weighted (ℓ2, ℓ2)-
norm,
‖θDu‖w(2,2) =
 ∑
i∈V\u
q2
qiqu
∑
(su,si)∈Au×Ai
θ2su,si
 12 . (46)
For graphs G(θ∗) with χ chromatic number we have the following corollary.
Corollary 5 (ℓ2-parameter estimation for pairwise models with arbitrary alpha-
bets). Let σ(1), . . . , σ(n) be i.i.d. samples drawn according to µ(σ) in (38). If
n ≥ 218 q
4χ2γ̂2(1 + γ̂)2e12γ
α4
log
(
4p3q4
δ
)
. (47)
then, with probability at least 1− δ, Grise with constraints Yu from Eq. (39) estimates for
all vertices u ∈ V the coupling with error
‖θ̂Du − θ∗Du‖w(2,2) ≤
α
2
. (48)
For fixed α, γ, γ̂ and δ the total computational complexity necessary for obtaining these
estimates is O˜(p2q10).
4.4 L-wise Models with Arbitrary Alphabets
In this subsection, we consider L-wise graphical models over variables taking values in
arbitrary alphabet Ai of size qi. We parameterize our models using the centered univari-
ate indicator functions Φsi(σi) defined by Eq. (37). We introduce the set E of potential
hyperedges as subsets of {1, . . . , p} of size at most L,
E = {k ⊆ [p] | |k| ≤ L}. (49)
The set E underlies the structure of the graphical model. The set of factors K that describes
the factorization of the graphical models are pairs (k, sk), where k is a potential hyperdege
of size L and sk is a configuration of variables in k with values in Ak =
⊗
i∈kAi,
K = {(k, sk) | k ∈ E , sk ∈ Ak}. (50)
In what follows, we slightly abuse the notation of indices of factors and parameters by
shortening (k, sk) ≡ sk. With these notations, the centered basis functions are written as
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gsk(σk) =
∏
i∈k Φsi(σi) and the probability distribution of an L-wise graphical model with
arbitrary alphabet is defined as follows,
µgeneral(σ) =
1
Z
exp
∑
k∈E
∑
sk∈Ak
θ∗sk
∏
i∈k
Φsi(σi)
 . (51)
The model is degenerate since the centered univariate indicator functions are linearly de-
pendent
∑
si∈Ai
Φsi(σi) = 0. We lift the degeneracy by imposing the following linear
constraints at each vertex u ∈ V on the factor parameters,
Yu =
⋂
k∈Eu
θu ∈ RKu
∣∣∣∣∣∣ ∀i ∈ k,
∑
si∈Ai
θsk = 0
 , (52)
where Eu = {k ∈ E | u ∈ k}. The factor graph associated with the an L-wise graphical
model is given by hyperedges with non-zero coefficients in Eq. (51),
G(θ∗) = {k ∈ E | ∃sk ∈ Ak s.t. θ∗sk 6= 0}. (53)
We call structure of an L-wise graphical model the set of maximal hyperedges of its factor
graph
S(θ∗) =Mh.e.(G(θ∗)), (54)
where we recall that the maximal hyperedge operation is define for any set of hyperedges
E ′ ⊆ E by the following application,
Mh.e.(E ′) = {k ∈ E ′ | ∄k˜ ∈ E ′ s.t. k ⊂ k˜}. (55)
The notion of structure as defined by Eq. (54) is motivated by the fact that S(θ∗) is equal
to the maximal cliques of the Markov random field underlying the distribution in Eq. (51).
Let the magnitude of the biggest non-zero coupling associated with a structure factor be
lower-bounded by
α = min
k∈S(θ∗)
max
sk∈Ak
|θsk |. (56)
Then the structure of L-wise models with arbitrary alphabets can be recover perfectly with
Algorithm 4 that implements an iterative use of Grise with constraints from Eq. (52).
Thanks to Lemma 8 (see Section 7.4), the following projection on Yu is equi-cost in the
sense of Definition 2,
θ̂s′
k
= PYu(θ̂uncsk ) :=
∑
sk∈Ak
θ̂uncsk
∏
i∈k
Φsi(s
′
i). (57)
Therefore, we can first solve the unconstrained version of Grise and then perform the
projection as guaranteed by Lemma 1.
The following corollary of Theorem 1 provides guarantees on Algorithm 4.
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Algorithm 4: Structure Recovery of L-wise Models with Arbitrary Alphabet
1 for u ∈ V do
// Step 1: Initialization
2 E1u ← {k ∈ E | u ∈ k};
// Step 2: Iteratively reconstruct structure around u
3 for t = 1, . . . , L− 1 do
4 Set Ktu ← {(k, sk) ∈ K | k ∈ E tu};
5 Set the target and residual sets: Dtu ← {(k, sk) ∈ Ku | k ∈Mh.e.(E tu)} and
C1u ← Ku \Dtu;
6 Estimate θ̂
t
u on the model defined by Ktu,Dtu, Ctu using Grise with
constraints (52);
7 Set N t ← {k ∈Mh.e.(E tu) | ∀sk ∈ Ak, |θ̂sk | < α/2} (the set of maximal cliques
that are not detected);
8 Set E t+1u ← E tu \ N t;
9 end
10 end
// Step 3:
11 return Ŝ =
⋃
u∈VMh.e.(ELu );
Corollary 6 (Structure recovery for L-wise models with arbitrary alphabets).
Let σ(1), . . . , σ(n) be i.i.d. samples drawn according to µ(σ) in (51). If
n ≥ 218(4q)2L γ̂
2(1 + γ̂)2e4γ(L+1)
α4
log
(
4(L− 1)p2L−1q2L
δ
)
. (58)
then the structure of the L-wise graphical model with arbitrary alphabet is perfectly recovered
using Algorithm 4, i.e. Ŝ = S(θ∗), with probability 1 − δ. Moreover the algorithm runs in
O˜(pLq5L) operations for fixed L, α, γ, γ̂ and δ.
5 Conclusions
A key result of our paper is the existence of a computationally efficient algorithm that is able
to recover arbitrary discrete graphical models with multi-body interactions. This result is a
particular case of the general framework that we have introduced, which considers arbitrary
model parametrization and makes distinction between the bounds on the parameters of the
underlying model and the prior parameters. The computational complexity O˜(pL) that we
achieve is believed to be efficient for this problem [12]. In terms of sample complexity, the
information-theoretic bounds for recovery of general discrete graphical models are unknown.
In the case of binary pairwise models, the sample complexity bounds resulting from our
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general analysis are near-optimal with respect to known information-theoretic lower bounds
[17]. It would be interesting to see if the 1/α4 factor in our sample complexity bounds can
be improved to 1/α2 with a tighter analysis, as it has been shown for the particular case
of Ising models [19, 13].
Other open questions left for future exploration include the possibility to extend the
introduced framework to the case of graphical models with continuous variables. It is par-
ticularly interesting to see whether the computationally efficient and nearly sample-optimal
method introduced in the present work could be useful for designing efficient learning algo-
rithms that can improve the state-of-the-art in the well-studied case of Gaussian graphical
models, for which it has been recently shown that the information-theoretic lower bound
on sample complexity is tight [14].
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6 Proofs of Theorems
Proof of Lemma 1. Since unconstrined Grise is a relaxation of Grise with the constraints
θu ∈ Yu, we must have
Sn(θ̂uncu ) ≤ min
θu:‖θu‖1≤γ̂
Sn(θu) + ǫ ≤ min
θu∈Yu:‖θu‖1≤γ̂
Sn(θu) + ǫ. (59)
Since, Yu is parametrically complete, by definition,
Sn
(
PYu(θ̂
unc
u )
)
= Sn(θ̂uncu ). (60)
The estimates PYu(θ̂
unc
u ) are feasible for the constrained Grise problem, and hence, Sn
(
PYu(θ̂
unc
u )
)
≥
minθu∈Yu:‖θu‖1≤γ̂ Sn(θu), and the proof follows by combining with (60)
Proof of Proposition 1: Computational complexity of unconstrained Grise. We start by show-
ing that the minimization of Grise in Eq. (13) in the unconstrained case where Yu = RKu
is equivalent to the following lifted minimization,
min
θu,x
+,x−,y
Sn(θu) (61)
s.t. θu = γ̂(x
+ − x−) (62)
y +
∑
k
(x+k + x
−
k ) = 1 (63)
y ≥ 0, x+k ≥ 0, x−k ≥ 0,∀k ∈ Ku. (64)
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We first show that for all θu ∈ RKu such that ‖θu‖1 ≤ γ̂, there exists x+, x−, y satisfying
constraints (62), (63), (64). This is easily done by choosing x+k = max(θk/γ̂, 0) , x
−
k =
max(−θk/γ̂, 0) and y = 1 − ‖θu‖1/γ̂. Second, we trivially see that for all θu, x+, x−, y
satisfying constraints (62), (63), (64), it implies that θu also satisfies ‖θu‖1 ≤ γ̂. Therefore,
any θu that is an ǫ-minimizer of (61) is also an ǫ-minimizer of Eq. (13) without constraints.
The remainder of the proof is a straightforward application of the analysis of the Entropic
Descent Algorithm in [1, Th. 5.1] to the above minimization where θu has been replaced by
x+, x−, y using Eq. (62).
Proposition 2 (Gradient Concentration for Grise). Let n > 8e
2γ
ǫ2
1
log(2pK
δ1
), then with
probability at least 1 − δ1 the components of the gradient of the GISO are bounded from
above as
‖∇Sn(θ∗u)‖∞ < ǫ1, (65)
for all k ∈ Ku and for all u ∈ V.
Define the residual of the first order Taylor expansion as
δSn(∆, θ∗u) = Sn(θ∗u +∆)− Sn(θ∗u)− 〈∇Sn(θ∗u),∆〉. (66)
Proposition 3 (Restricted Strong Convexity for Grise). Let n > 32
ǫ2
2
log
(
2pK2
δ2
)
and as-
sume that Condition 1 holds for some norm ‖ · ‖. Then, with probability at least 1− δ2 the
error of the first order Taylor expansion of the GISO satisfies
δSn(∆, θ∗u) ≥ exp(−γ)
ρ‖∆Du‖2 − ǫ2‖∆‖21
2(1 + ‖∆‖1) . (67)
for all ∆ ∈ Xu ⊆ RKu and for all u ∈ V.
We first prove Theorem 1 before proving the propositions.
Proof of Theorem 1: Error Bound on Grise. Let n ≥ 218γ̂2(1+γ̂)2e4γ
α4ρ2
log(4pK
2
δ
). As the es-
timate θ̂u is an ǫ-optimal point of the GISO and θ
∗
u lies in the constraint set from Eq. (6),
we find that for ∆ = θ̂u − θ∗u
ǫ ≥ Sn(θ̂u)− Sn(θ∗u) (68)
= 〈∇Sn(θ∗u),∆〉+ δSn(∆, θ∗u) (69)
≥ −‖∇Sn(θ∗u)‖∞‖∆‖1 + δSn(∆, θ∗u). (70)
Using the union bound on Proposition 2 and Proposition 3 with δ1 =
δ
2 and δ2 =
δ
2
respectively, we can express the inequality as
ǫ ≥ −ǫ1‖∆‖1 + e−γ ρ‖∆Du‖
2 − ǫ2‖∆‖21
2(1 + ‖∆‖1) . (71)
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Since by assumptions ‖θ∗u‖1 ≤ γ and ‖θ̂u‖1 ≤ γ̂ for γ ≤ γ̂ as the estimate is an ǫ-optimal
point of the ℓ1-constrained GISO, the error ‖∆‖1 is bounded by 2γ̂. By choosing
ǫ ≤ ρα
2e−γ
20(1 + 2γ)
, ǫ1 ≤ ρα
2e−γ
40γ̂(1 + 2γ̂)
, ǫ2 ≤ ρα
2
80γ̂2
, (72)
and after some algebra, we obtain that
‖∆Du‖ ≤
α
2
. (73)
6.1 Gradient concentration
The components of the gradient of the GISO is given by
∂
∂θk
Sn(θ∗u) =
1
n
n∑
t=1
−guk(σ(t)k ) exp
−∑
l∈Ku
θ∗kgul(σ
(t)
l )
 . (74)
Each term in the summation above is distributed as the random variable
Xuk = −guk(σk) exp
− ∑
k∈Ku
θ∗kguk(σk)
 ∀k ∈ Ku. (75)
Lemma 2. For any u ∈ V and k ∈ Ku, we have
E[Xuk] = 0. (76)
Proof. Simple computation.
Proof of Proposition 2: Gradient Concentration of Grise. The random variableXuk is bounded
as
|Xuk| = |guk(σk)| exp
− ∑
k∈Ku
θ∗k
(
fk(σu, σk\u)− φuk
) ≤ 2 exp(γ). (77)
Using Lemma 2 and the Hoeffding inequality, we get
P
(∣∣∣∣ ∂∂θkSn(θ∗u)
∣∣∣∣ > ǫ1) < 2 exp(− nǫ218e2γ
)
. (78)
The proof follows by using (78) and the union bound over all u ∈ V and all k ∈ Ku.
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6.2 Restricted Strong Convexity
We make use of the following deterministic functional inequality derived in [19].
Lemma 3. The following inequality holds for all z ∈ R.
e−z − 1 + z ≥ z
2
2 + |z| . (79)
Proof of Lemma 3. Note that the inequality is true for z = 0 and the first derivative of the
difference is positive for z > 0 and negative for z < 0.
Let Hk1k2 denote the correlation between gk1 and gk2 defined as
Hk1k2 = E
[
guk1(σk1)guk2(σk2)
]
, (80)
and let H = [Hk1k2 ] ∈ R|Ku|×|Ku| be the corresponding matrix. We define Hˆ similarly
based on the empirical estimates of the correlation Hˆk1k2 =
1
n
∑n
t=1 guk1(σ
(t)
k1
)guk2(σ
(t)
k2
).
The following lemma bounds the deviation between the above two quantities.
Lemma 4. With probability at least 1− 2pK2 exp
(
−nǫ2232
)
, we have
|Hˆk1k2 −Hk1k2 | < ǫ2, (81)
for all u ∈ V and k1, k2 ∈ Ku.
Proof of Lemma 4. Fix u ∈ V and k1, k2 ∈ Ku. Then random variable defined as Yk1k2 =
guk1(σk1)guk2(σk2) satisfies |Yk1k2 | ≤ 4. Using the Hoeffding inequality we get
P
(
|Hˆk1k2 −Hk1k2 | > ǫ2
)
< 2 exp
(
−nǫ
2
2
32
)
. (82)
The proof follows by using the union bound.
Lemma 5. The residual of the first order Taylor expansion of the GISO satisfies
δSn(∆, θ∗u) ≥ exp(−γ)
∆T Hˆ∆
2(1 + ‖∆‖1) . (83)
Proof of Lemma 5. Using Lemma 3 we have
δSn(∆, θ∗u) =
1
n
n∑
t=1
exp
− ∑
k∈Ku
θ∗kguk(σ
(t)
k )
× (84)
exp
− ∑
k∈Ku
∆kguk(σ
(t)
k )
− 1 + ∑
k∈Ku
∆kguk(σ
(t)
k )
 (85)
≥ exp(−γ) ∆
T Hˆ∆
2 + ‖∑k∈Ku ∆kguk(σ(t)k )‖ . (86)
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The proof follows by observing that ‖∑k∈Ku ∆kguk(σ(t)k )‖ ≤ 2‖∆‖1.
We are now in a position to complete the proof of Proposition 3.
Proof of Proposition 3: Restricted Strong Convexity for Grise. Using Lemma 5 we have
δSn(∆, θ∗u) ≥ exp(−γ)
∆T Hˆ∆
2(1 + ‖∆‖1) (87)
= exp(−γ)∆
TH∆+∆T (Hˆ −H)∆
2(1 + ‖∆‖1) (88)
(a)
≥ exp(−γ)∆
TH∆− ǫ2‖∆‖21
2(1 + ‖∆‖1) (89)
(b)
≥ exp(−γ)ρ‖∆Du‖
2 − ǫ2‖∆‖21
2(1 + ‖∆‖1) . (90)
where (a) follows from Lemma 4 and (b) follows from Condition 1 as
∆TH∆ = E
∑
k∈Ku
∆kguk(σk)
2 . (91)
7 Proofs of Corollaries
The proof of corollaries for the special cases presented in Section 4 consists in satisfying
Condition 1 for some well-suited norm.
7.1 Ising Models
Proof of Corollary 1: Graph reconstruction for Ising models. First notice that we have
E
xuσu +∑
j 6=u
xujσuσj
2 ≥ Var
xuσu +∑
j 6=u
xujσuσj
 . (92)
Let i ∈ V \ {u} be the vertex such that |xi| = ‖xDu‖∞ and denote by σ\i the ensemble of
all variables with σi removed. Using the law of total variance and conditioning on σ\i we
get,
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Var
xuσu +∑
j 6=u
xujσuσj
 ≥ E
Var
xuσu +∑
j 6=u
xujσuσj
∣∣∣∣∣∣ σ\i
 (93)
= x2iE
[
Var
[
σi
∣∣∣ σ\i]] . (94)
Therefore, Condition 1 is satisfied for the ℓ∞-norm with ρ∞ = e
−2γ as the conditional
variance of any variable is bounded by Var
[
σi | σ\i
]
≥ exp(−2γ).
Proof of Corollary 2: ℓ2-parameter estimation for Ising models. We use a similar proof tech-
nique than for Corollary 1. Let Vc be the set of vertices with the same color c. Denote
by σc the set of variables associated with the color c and denote by σ\c the ensemble of
all variables with σc removed. Note that variables σc are independent conditioned on the
variables σ\c. Therefore we obtain,
E
Var
xuσu +∑
j 6=u
xujσuσj
∣∣∣∣∣∣ σ\c, σu
 = ∑
j∈Vc\u
x2jE
[
Var
[
σi
∣∣∣ σ\c, σu]] (95)
≥ e−2γ
∑
j∈Vc\u
x2j . (96)
It remains to average the total variance lower-bound over the χ possible colors to get,
E
xuσu +∑
j 6=u
xujσuσj
2 ≥ e−2γ
χ
∑
c
∑
j∈Vc\u
x2j (97)
=
e−2γ
χ
‖xDu‖22. (98)
We see that Condition 1 is satisfied for the ℓ2-norm with ρ2 = e
−2γ/χ, and the bounds on
the ℓ2-estimates (30) follow using Theorem 1.
7.2 Arbitrary Binary Models on the Monomial Basis
Proof of Corollary 3: Structure reconstruction of binary graphical models. For each t in the
range 1, . . . , L − 1, we observe that by construction the target factors in Dtu are maximal
monomials. Therefore, we can apply [12, Lemma 6.1] to obtain
P
∣∣∣∣∣∣
∑
k∈Dtu∪C
t
u
xk
∏
j∈k
σj
∣∣∣∣∣∣ ≥ ‖xDtu‖∞
 ≥ (e−2γ
2
)L
. (99)
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As a result for each t = 1, . . . , L − 1 we have that ρ∞ = e−2γL/2L. Using the bound on n
in (36) and using Theorem 1, we have that for any given t = 1, . . . , L− 1,
Pr
(
‖θ̂Du − θ∗Du‖∞ <
α
2
)
≥ 1− δ
L− 1 ∀u ∈ V. (100)
The proof for the sample complexity follows by using the union bound for all t = 1, . . . , L−1.
From Theorem 2 and as the number of local factor is upper-bounded by K ≤ pL−1, we
see that the total computational complexity scales as O˜(pL).
7.3 Pairwise Models with Arbitrary Alphabets
Lemma 6. For r > 0, consider the following minimization in Rq,
ν = min
x∈Rq
q∑
a=1
pax
2
a −
(
q∑
a=1
paxa
)2
, (101)
s.t.
q∑
a=1
xa = 0, (102)
q∑
a=1
x2a ≥ r2. (103)
If pa form a positive probability distribution, i.e. pa > 0 and
∑q
a=1 pa = 1, then the
minimum is bounded from below by ν ≥ pr2 where pmin = mina pa.
Proof. For all b = 1, . . . , q, the stationary condition of the KKT conditions implies that,
2pbxb − 2pb
q∑
a=1
paxa + λxb − 2ηxb = 0, (104)
where λ and η are the KKT multipliers for the constraints described in Eq. (102) and in
Eq. (103) respectively. Summing Eq. (104) over b = 1, . . . , q and using Eq. (102) implies
that λ = 0. Therefore, Eq. (104) becomes
xb(pb − η) = pb
q∑
a=1
paxa. (105)
Notice that if there exists b such that either xb = 0 or η = pb then
∑q
a=1 paxa = 0. This
implies in turn that ν =
∑q
a=1 pax
2
a ≥ pminr2 and the lemma is proven. In what follows we
assume that
∑q
a=1 paxa 6= 0 and that for all b = 1, . . . , q both xb 6= 0 and η 6= pb. Therefore,
we can invert Eq. (104) and after suming over b and using Eq. (102) we obtain,
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q∑
b=1
pb
pb − η =
∑q
b=1 xb∑q
a=1 paxa
= 0. (106)
In order for the left hand side of Eq. (106) to sum to zero, we need to have our KKT
multiplier to be bounded from below by η > pmin. We are now in position to evaluate the
objective in Eq. (101) at a KKT point, and we find that
ν =
q∑
b=1
pbx
2
b −
(
q∑
a=1
paxa
)2
, (107)
(i)
=
q∑
b=1
pbx2b − pb
(
q∑
a=1
paxa
)2 , (108)
(ii)
=
q∑
b=1
(
pbx
2
b − pb
(
xb
pb − η
pb
)2)
, (109)
= η
q∑
b=1
(
x2b + x
2
b
pb − η
pb
)
, (110)
(iii)
= η
q∑
b=1
(
x2b + xb
(
q∑
a=1
paxa
))
, (111)
(iv)
= η
q∑
b=1
x2b , (112)
> pminr
2, (113)
where (i) follows from
∑q
a=1 pa = 1, (ii) and (iii) follows from Eq. (104), and (iv) from
Eq. (102).
Proof of Corollary 5: ℓ2-parameter estimation for pairwise models with arbitrary alphabets.
In this case Condition 1 should be satisfied only for vectors that lie in the Minkowski dif-
ference of the constraint set Yu. As the constraints in Eq. (39) are homogenenous linear
constraints, the Minkowski difference of Yu is equal to itself i.e. Xu = Yu. For vectors
x ∈ Yu ⊆ RKu , notice that the sum over centered indicator functions in Eq. (37) can be
simply rewritten as
∑
su
xsuΦsu(σu) = xσu − 1q
∑
su
xsu = xσu . Similar identity holds as
well for sums of centered indicator functions over edges. Therefore Condition 1 reduces to
the following expression,
E
xσu + ∑
j∈V\u
xσu,σj
2 ≥ Var
xσu + ∑
j∈V\u
xσu,σj
 , (114)
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that we lower bound by the variance. For a coloring of the graph with edge set {(i, j) ∈
V × V | maxsi,sj |θ∗si,sj | 6= 0}, let Vc be the set of vertices with the same color c. Denote
by σc the set of variables associated with the color c and denote by σ\c the ensemble of
all variables with σc removed. Note that variables σc are independent conditioned on the
variables σ\c. Therefore, using the law of total variance with Eq. (114) we obtain,
Var
xσu + ∑
j∈V\u
xσu,σj
 ≥ E
Var
xσu + ∑
j∈V\u
xσu,σj
∣∣∣∣∣∣ σu, σ\c
 , (115)
=
∑
j∈Vc\u
E
[
Var
[
xσu,σj
∣∣∣ σu, σ\c]] . (116)
Let paj = P[σj = aj | σu, σ\c] for aj ∈ Aj. This conditional probability is bounded
from below by paj ≥ exp(−2γ)/qj . Therefore, using Lemma 6, we can lower-bound the
conditional variance appearing in Eq. (116) by,
E
[
Var
[
xσu,σj
∣∣∣ σu, σ\c]] = E
 ∑
aj∈Aj
pajx
2
σu,aj
−
 ∑
aj∈Aj
pajxσu,aj
2 , (117)
≥ E
e−2γ
qj
∑
aj∈Aj
x2σu,aj
 , (118)
≥ e
−4γ
qjqu
∑
au∈Au
∑
aj∈Aj
x2au,aj , (119)
where in the last line we used that P[σu = au | σ\u] ≥ exp(−2γ)/qu. Combining this
lower-bound with Equations (116) we get,
E
xσu + ∑
j∈V\u
xσu,σj
2 ≥ e−4γ
q2
∑
j∈Vc\u
q2
qjqu
∑
au∈Au
∑
aj∈Aj
x2au,aj . (120)
Finally, averaging the above expression over the χ possible choice of colors yields the desired
result.
Proof of Corollary 4: Structure estimation for pairwise models with arbitrary alphabets. The
proof is almost identical than for the proof of Corollary 5. Instead of averaging Eq. (120)
over possibles colors, one takes the maximum over the vertices of a given color and the
maximum over colors.
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7.4 L-wise Models with Arbitrary Alphabets
Lemma 7. Let G ⊆ E be any set of hyperdeges over p vertices and consider the coefficients
xσk ∈ R indexed by vectors σk ∈ Ak =
⊗
i∈kAi, where k ∈ G. If coefficients xσk satisfies∑
σi∈Ai
xσk = 0 for all i ∈ k and all k ∈ G, then for each maximal hyperedge l ∈ Mh.e.(G)
the following partial maximization over the sum of coefficients is lower-bounded uniformly
over σ\l,
max
σl∈Al
∣∣∣∣∣∑
k∈G
xσk
∣∣∣∣∣ ≥
(∏
i∈l
qi
2(qi − 1)
)
max
σl∈Al
|xσl |, (121)
where qi = |Ai|.
Proof. Let l ∈ Mh.e.(G) be some maximal hyperedge and call sl ∈ Al the configuration that
satisfies |xsl | = maxσl∈Al |xσl |. The proof then proceeds iteratively over vertices contained
in l. We pick a vertex j ∈ l and we define two new hyperdge sets from G. The set of
hyperedges from which we remove the vertex j, i.e. G1 = {k \ {j} | k ∈ G and j ∈ k}, and
the set of hyperedges that do not contain the vertex j, i.e. G2 = {k ∈ G | j /∈ k}. Using
these definition we can rewrite the sum in Eq. (121) making explicit the dependence in σj,∑
k∈G
xσk =
∑
k∈G1
xσj ,σk +
∑
k∈G2
xσk . (122)
Denote by νj = maxσj |
∑
k∈G xσk | the maximum over σj of the magnitude of the sum for
some fixed σ\j . We trivially have the following inequalities for all σj ,
max
σj
∣∣∣∣∣∑
k∈G
xσk
∣∣∣∣∣ ≥ ∑
k∈G1
xσj ,σk +
∑
k∈G2
xσk , (123)
max
σj
∣∣∣∣∣∑
k∈G
xσk
∣∣∣∣∣ ≥ − ∑
k∈G1
xσj ,σk −
∑
k∈G2
xσk . (124)
Averaging Inequalities in Eq. (124) over σj ∈ Aj \ {sj} yields,
max
σj
∣∣∣∣∣∑
k∈G
xσk
∣∣∣∣∣ ≥ 1qj − 1 ∑
σj∈Aj\{sj}
− ∑
k∈G1
xσj ,σk −
∑
k∈G2
xσk
 , (125)
≥ 1
qj − 1
∑
k∈G1
− ∑
σj∈Aj\{sj}
xσj ,σk
− ∑
k∈G2
xσk , (126)
≥ 1
qj − 1
∑
k∈G1
xsj ,σk −
∑
k∈G2
xσk , (127)
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where we have used in Eq. (126) that
∑
σj∈Aj
xσj ,σk = 0. Combining Eq. (127) with
Eq. (123) evalutated in σj = sj provides us with the following inequality,
2max
σj
∣∣∣∣∣∑
k∈G
xσk
∣∣∣∣∣ ≥ qjqj − 1 ∑
k∈G1
xsj ,σk . (128)
Similarily by averaging Eq. (123) and combining with Eq. (124) we find,
2max
σj
∣∣∣∣∣∑
k∈G
xσk
∣∣∣∣∣ ≥ − qjqj − 1 ∑
k∈G1
xsj ,σk . (129)
Therefore the partial minimization of Eq. (122) is lower-bounded by
max
σj
∣∣∣∣∣∑
k∈G
xσk
∣∣∣∣∣ ≥ 12 qjqj − 1
∣∣∣∣∣∣
∑
k∈G1
xsj ,σk
∣∣∣∣∣∣ , (130)
where G1 contains only hyperedge from which j have been removed. We can now repeat
iteratively the same procedure on the right-hand side of Eq. (130) with the remaining
vertices in l \ j. As l is maximal it is the only hyperdege in G that contains all vertices in
l. Therefore the only coefficient that will remain is xsl .
Lemma 8. Let k ⊂ [p] be a subset of vertices and consider vectors θ ∈ R|Ak |, where
Ak =
⊗
i∈kAi. We define the set of constraints,
Y =
θ ∈ R|Ak |
∣∣∣∣∣∣ ∀i ∈ k,
∑
si∈Ai
θsk = 0
 , (131)
where the vectors are indexed by sk ∈ Ak. Then the following projection operation θ̂ = PY(θ)
onto Y defined by,
θ̂s′
k
:=
∑
sk∈Ak
θsk
∏
i∈k
Φsi(s
′
i), (132)
is equi-cost in the sense of Defintion 2 with respect to the centered indicator functions
Φsi(σi): ∑
sk∈Ak
θ̂sk
∏
i∈k
Φsi(σi) =
∑
sk∈Ak
θsk
∏
i∈k
Φsi(σi). (133)
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Proof. First, note that the application in Eq. (132) it is indeed a projection as for all j ∈ k,
∑
s′j∈Aj
θ̂s′
k
=
∑
sk∈Ak
θsk
∏
i∈k\j
Φsi(s
′
i)
 ∑
s′j∈Aj
Φsj(s
′
j)
 = 0, (134)
since the functions Φsi(s
′
i) are centered. Second, it is equi-cost as for all σk,
∑
s′
k
∈Ak
θ̂s′
k
∏
i∈k
Φs′i(σi) =
∑
sk∈Ak
θsk
∏
i∈k
∑
s′i∈Ai
Φs′i(σi)Φsi(s
′
i)
 , (135)
=
∑
sk∈Ak
θsk
∏
i∈k
Φsi(σi). (136)
Proof of Corollary 6: Structure recovery for L-wise models with arbitrary alphabets. We have
to demonstrate that for each t in the range {1, . . . , L−1}, the estimates provided by Grise
with constraints Yu from Eq. (52) identifies the couplings around maximal hyperegdes with
accuracy ‖θDtu − θ̂Dtu‖∞ < α/2. As the constraint set Yu is linear, its difference constraint
set is identical Xu = Yu. For any t ∈ {1, . . . , L − 1}, let xu ∈ Yu and chose any maximal
hyperedge l ∈Mh.e.(E tu). The linear independence of target basis functions reads,
E
 ∑
(k,sk)∈K
t
u
xsk
∏
i∈k
Φsi(σj)
2 (i)= E
∑
k∈Etu
xσk
2 , (137)
= E
 ∑
σl∈Al
P
[
σl | σ\l
]∑
k∈Etu
xσk
2 ∣∣∣∣∣∣ σ\l
 , (138)
(ii)
≥
(
e−2γ
q
)L
E
max
σl
∑
k∈Etu
xσk
2 ∣∣∣∣∣∣ σ\l
 , (139)
(iii)
≥
(
e−2γ
4q
)L
max
σl∈Al
|xσl |2. (140)
In (i) we use that
∑
sk∈Ak
xsk
∏
i∈k Φsi(σj) = xσk since
∑
si
xsk = 0 for all i ∈ k. In (ii) we
lower-bound the conditional probability by P
[
σl | σ\l
]
≥
(∏
i∈l
e−2γ
qi
)
≥
(
e−2γ
q
)L
. In (iii)
we apply Lemma 7 and use that qi2(qi−1) ≥ 1/2. Therefore the linear independence of target
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basis functions is satisfied,
E
 ∑
(k,sk)∈K
t
u
xsk
∏
i∈k
Φsi(σj)
2 ≥ ρ max
k∈Mh.e(Etu)
max
sk∈Ak
|xsk |2, (141)
= ρ‖xDtu‖2∞, (142)
with ρ =
(
e−2γ
4q
)L
. With Theorem 1 we have for all t = 1, . . . , L− 1
Pr
(
‖θ̂Dtu − θ∗Du‖∞ <
α
2
)
≥ 1− δ
L− 1 ∀u ∈ V. (143)
Using the union bound ends the sample-complexity part of the proof.
Thanks to Lemma 8, the application in Eq. (57) is an equi-cost projection onto Yu.
The computational complexity of the projection step being upper-bounded by pL−1qL, as
it involves a sum over factors Ku, and according to Theorem 2 the total complexity is
O˜(pLq5L) operations for fixed L, α, γ, γ̂ and δ.
References
[1] Amir Beck and Marc Teboulle. Mirror descent and nonlinear projected subgradient
methods for convex optimization. Operations Research Letters, 31(3):167 – 175, 2003.
[2] A. Ben-Tal, T. Margalit, and A. Nemirovski. The ordered subsets mirror descent
optimization method with applications to tomography. SIAM Journal on Optimization,
12(1):79–108, 2001.
[3] Guy Bresler. Efficiently learning Ising models on arbitrary graphs. In Proceedings of the
Forty-Seventh Annual ACM on Symposium on Theory of Computing, pages 771–782.
ACM, 2015.
[4] Guy Bresler, Elchanan Mossel, and Allan Sly. Reconstruction of Markov random
fields from samples: Some observations and algorithms. SIAM Journal on Computing,
42(2):563–578, 2013.
[5] Anna L Buczak and Erhan Guven. A survey of data mining and machine learning
methods for cyber security intrusion detection. IEEE Communications Surveys &
Tutorials, 18(2):1153–1176, 2016.
[6] Rafael Chaves, Christian Majenz, and David Gross. Information–theoretic implications
of quantum causal structures. Nature communications, 6:5766, 2015.
[7] C. Chow and C. Liu. Approximating discrete probability distributions with dependence
trees. IEEE Transactions on Information Theory, 14(3):462–467, May 1968.
31
[8] Anthony Costa Constantinou, Norman Fenton, William Marsh, and Lukasz Radlinski.
From complex questionnaire and interviewing data to intelligent bayesian network
models for medical decision support. Artificial intelligence in medicine, 67:75–93, 2016.
[9] Linus Hamilton, Frederic Koehler, and Ankur Moitra. Information theoretic proper-
ties of markov random fields, and their algorithmic applications. In I. Guyon, U. V.
Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, editors,
Advances in Neural Information Processing Systems 30, pages 2463–2472. Curran As-
sociates, Inc., 2017.
[10] Ali Jalali, Pradeep Ravikumar, Vishvas Vasuki, and Sujay Sanghavi. On learning dis-
crete graphical models using group-sparse regularization. In Proceedings of the Four-
teenth International Conference on Artificial Intelligence and Statistics, pages 378–387,
2011.
[11] Ronald Jansen, Haiyuan Yu, Dov Greenbaum, Yuval Kluger, Nevan J. Krogan, Sam-
bath Chung, Andrew Emili, Michael Snyder, Jack F. Greenblatt, and Mark Gerstein.
A bayesian networks approach for predicting protein-protein interactions from genomic
data. Science, 302(5644):449–453, 2003.
[12] A. Klivans and R. Meka. Learning graphical models using multiplicative weights. In
2017 IEEE 58th Annual Symposium on Foundations of Computer Science (FOCS),
pages 343–354, Oct 2017.
[13] Andrey Y Lokhov, Marc Vuffray, Sidhant Misra, and Michael Chertkov. Optimal
structure and parameter learning of Ising models. Science advances, 4(3):e1700791,
2018.
[14] Sidhant Misra, Marc Vuffray, and Andrey Y Lokhov. Information theoretic optimal
learning of gaussian graphical models. arXiv preprint arXiv:1703.04886, 2018.
[15] Andrea Montanari and Jose A. Pereira. Which graphical models are difficult to learn?
In Y. Bengio, D. Schuurmans, J. D. Lafferty, C. K. I. Williams, and A. Culotta, edi-
tors, Advances in Neural Information Processing Systems 22, pages 1303–1311. Curran
Associates, Inc., 2009.
[16] Pradeep Ravikumar, Martin J. Wainwright, and John D. Lafferty. High-dimensional
Ising model selection using ℓ1-regularized logistic regression. Ann. Statist., 38(3):1287–
1319, 06 2010.
[17] N. P. Santhanam and M. J. Wainwright. Information-theoretic limits of selecting bi-
nary graphical models in high dimensions. IEEE Transactions on Information Theory,
58(7):4117–4134, July 2012.
32
[18] Arun Suggala, Mladen Kolar, and Pradeep K Ravikumar. The expxorcist: Nonparamet-
ric graphical models via conditional exponential densities. In I. Guyon, U. V. Luxburg,
S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, editors, Advances
in Neural Information Processing Systems 30, pages 4446–4456. Curran Associates,
Inc., 2017.
[19] Marc Vuffray, Sidhant Misra, Andrey Lokhov, and Michael Chertkov. Interaction
screening: Efficient and sample-optimal learning of Ising models. In D. D. Lee,
M. Sugiyama, U. V. Luxburg, I. Guyon, and R. Garnett, editors, Advances in Neural
Information Processing Systems 29, pages 2595–2603. Curran Associates, Inc., 2016.
[20] Chaohui Wang, Nikos Komodakis, and Nikos Paragios. Markov random field modeling,
inference & learning in computer vision & image understanding: A survey. Computer
Vision and Image Understanding, 117(11):1610–1627, 2013.
[21] Shanshan Wu, Sujay Sanghavi, and Alexandros G Dimakis. Sparse logistic regression
learns all discrete pairwise graphical models. arXiv preprint arXiv:1810.11905, 2018.
33
