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Abstract
Wepresent a hybridmesh selection strategy for use in codes for the numerical solution of two-point boundary value
problems. This new mesh strategy is based on the estimation of two parameters which characterise the conditioning
of the continuous problem as well as on a standard estimate of the local discretisation error. We have implemented
this algorithm in the well known code TWPBVP and have found that the modiﬁed code is often considerably more
efﬁcient than the original.Another strong advantage of using the newmesh selection algorithm is that it automatically
provides an estimate of the conditioning of the discrete problem. This is very valuable (arguably indispensible) for
use either in an a posteriori error estimate or, in situations where the conditioning constants are large, as a warning
that the accuracy obtained in the solution may be worse than anticipated.
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1. Introduction
Codes for the numerical solution of ﬁrst order systems of two-point boundary value problems
dy
dx
= f (x, y), axb, g(y(a), y(b))= 0, (1)
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can now handle quite general problems in an efﬁcient and reliable manner. Most codes try to compute
either a piecewise continuous solution or else they compute a discrete solution deﬁned on a mesh of
points. To do this they control the error in the solution either by estimating the point-wise local error at
the mesh points [10,11,23] or else by controlling the residual [3,14]. In both cases the codes attempt to
control an estimate of the local error on the assumption that the problem is well conditioned so that if the
local error in the solution is, in some sense, small then the global error will also be small. This all works
perfectly well when the differential equation is well conditioned. However, for ill conditioned problems
it is possible for the accepted solution to have a small local error while the global error is unacceptably
large and this will normally remain undetected unless an estimate of the conditioning of the problem
is computed. Moreover, a mesh choosing algorithm which uses a strategy based solely on estimates of
the local error may put mesh points in completely the wrong place and this can result in inefﬁciency
at best or failure of the code to solve the problem at worst. An example of this is given in [22] where,
for Bratu’s problem, a perfectly reasonable looking ‘solution’ is computed for a problem which has no
solution at all! However, very few codes give information about the conditioning of the problem being
solved or use the conditioning of the discrete problem to make decisions about how to perform the mesh
selection or to inform the user about the reliability of the results. The only code that we are aware of
in which the conditioning is used as part of the mesh selection is the code TOM [1,19–21]. In [21] it is
shown that mesh selection strategies which use only global error estimates or only conditioning can be
extremely unreliable for some problems. Instead a hybrid mesh selection strategy which uses both the
conditioning and the global error is needed in the mesh selection and such a strategy is implemented in
the TOM code. The numerical results given in [21] show that taking account of the conditioning not only
improves the performance of the code, but also helps the code to producemore reliable and generallymore
efﬁcient results. Another attempt to use the conditioning to give information about the computed solution
is described in [22]. Here an approximation of the condition number of the boundary value problem is
given after the problem has been solved and this can be used to gauge the reliability of the computed
solution. However this code does not attempt to incorporate information about the conditioning into the
mesh selection algorithm.
In the present paperwewill show how the use of conditioning information can improve the performance
of a ﬁnite difference code. The mesh selection implemented in the code TOM has proved to be very
reliable but some of the more important algorithms used there are code dependent. It is a major aim
of the present paper to develop algorithms which are largely code independent and to unify ideas so
that the codes use a similar approach. This is a difﬁcult task because codes are very different. Indeed a
major problem is the fact that TOM uses equi-distribution (as does COLSYS) which results in the mesh
selection algorithm causing points to ‘slide about’ whereas this is not the case in TWPBVP which either
adds points to, or else subtracts them from, any given interval. This means that the equi-distribution
algorithms contained in TOM are not directly applicable to TWPBVP.What we have done is to examine
much more carefully the underlying philosophy of the algorithms in TOM and we have applied them
for use in TWPBVP. The code TWPBVP is a deferred correction algorithm based on mono-implicit
Runge–Kutta formulae of order 4, 6 and 8. We have implemented a modiﬁed mesh choosing algorithm
in TWPBVP to give a new code TWPBVPC. This code has proved to be generally more reliable than the
original one in cases where the condition number is small but much more reliable for problems with large
condition numbers.
Although we have conﬁned our attention to the two codes TOM and TWPBVP we feel that our
algorithms are now sufﬁciently general to be applicable to other boundary value codes as well. To allow
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users to determine exactly what our algorithms do and to check our numerical results we have made the
two codes TWPBVPC and TOM available on our web pages.
The present paper is structured as follows. In Section 2we present some of themathematical preliminar-
ies concerning conditioning. In Section 3 we explain the conditioning algorithm for use in TWPBVP and
highlight some of the changes we have made to the algorithms used in TOM. In Section 4 we give some
numerical results to show the efﬁciency of the new algorithm and in Section 5 we give some conclusions.
2. Mathematical preliminaries
2.1. Conditioning of the continuous problem
The concept of a well conditioned problem is a very intuitive one. A problem is said to be well
conditioned if small changes in the functions f and g appearing in (1) produce correspondingly small
changes in the solution of the problem. In order to study the conditioning of (1), the standard approach
is to examine the behaviour of the solution in the neighbourhood of an isolated solution. This leads us to
consider the linear system
y′ = A(x)y + q(x), y ∈ Rm,
Bay(a)+ Bby(b)= , (2)
whereA(x), Ba, Bb ∈ Rm×m. We assume that the BVP (2) has a unique solution y(x). Following [4] this
solution can be expressed as
y(x)= Y (x)Q−1+
∫ b
a
G(x, s)q(s) ds,
where Y (x) is a fundamental solution, G(x, s) is the Green’s function and Q = BaY (a) + BbY (b) is
assumed to be nonsingular.
A complete analysis of the conditioning considers a perturbed equation:
yˆ′ = A(x)yˆ + q(x)+ q(x), yˆ ∈ Rm,
Bayˆ(a)+ Bbyˆ(b)= + , (3)
where small changes have been made to the boundary conditions as well as to the differential equation
to produce a perturbed solution yˆ(x). A bound on the maximum value of ‖y(x)‖∞ = ‖yˆ(x)− y(x)‖∞
is given by
max
axb
‖yˆ(x)− y(x)‖∞1‖‖∞ + 2 max
axb
‖q(x)‖∞,
where 1 is deﬁned by
1 = max
axb
‖Y (x)Q−1‖∞ (4)
and 2 satisﬁes
2 = sup
x
∫ b
a
‖G(x, s)‖∞ ds.
J.R. Cash, F. Mazzia / Journal of Computational and Applied Mathematics 184 (2005) 362–381 365
The two constants1 and2 are related to the perturbation in the boundary conditions and in the differential
equation respectively. A single conditioning constant can be deﬁned by
= max
axb
(
‖Y (x)Q−1‖∞ +
∫ b
a
‖G(x, s)‖∞ ds
)
, (5)
since
max
axb
‖yˆ(x)− y(x)‖∞max
(
‖‖∞, max
axb
‖q(x)‖∞
)
.
It is clear that this equation bounds the perturbation in y caused as a result of perturbations in the problem.
If  is large the problem is usually considered ill conditioned, otherwise the problem is considered well
conditioned. It is the parameter  that gives complete information about the conditioning. However, when
we deal with boundary value problems where the boundary conditions are appropriate for handling the
decreasing and the increasing modes, that is there is a dichotomy present, the information provided by
1 is sufﬁcient to classify the problem. In fact, in this case, it is easy to bound the conditioning constant
2, and therefore , in terms of 1 (see [4] Sections 3.4.2 and 3.4.3 for a deﬁnition of dichotomy and its
relation with well conditioning and also for its relation to the concept of absolute stability for initial value
problems).
With this in mind, we focus our attention on the perturbation y(x) in the solution resulting from a
perturbation  of the boundary conditions. From our previous analysis it follows immediately that if
q(x)= 0
‖y(x)‖∞‖Y (x)Q−1‖∞‖‖∞.
We now deﬁne the 1-norm of a vector y in C([a, b]) as
‖y‖1 = 1
b − a
∫ b
a
‖y(x)‖∞ dx.
Using our deﬁnitions of the 1- and∞ norms we obtain the two upper bounds
‖y‖∞1‖‖∞, ‖y‖11‖‖∞,
where 1 is deﬁned in (4) and
1 =
1
b − a
∫ b
a
‖Y (x)Q−1‖∞ dx. (6)
It is usual for problems with a large 1 to be considered ill-conditioned. However it is possible to
obtain additional information concerning the problem by considering 1. In [5–7] the size of the two
parameters 1, 1 was analysed in order to classify the conditioning of the continuous problem (2). If
these two quantities are both of moderate size then we are dealing with a problem that is well conditioned
with respect to a perturbation of the boundary conditions. Conversely, if both of the parameters are large
we have an ill conditioned problem. A rather different case occurs when 1 is large and 1 is small.
This means that the problem is ill conditioned using the maximum norm and well conditioned using the
1-norm. An intuitive way of looking at this is to think of the function ‖y(x)‖∞ as large in subintervals
which are small with respect to b− a. The problems that fall into this class are typically those possessing
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different time scales, for which the growth or decay rates of some fundamental solution modes are very
rapid compared to others (an example is given by singularly perturbed BVPs). Problems in this class have
been deﬁned as stiff in [5], where a new deﬁnition of stiff problems is given along with its relation to the
classical deﬁnition which is given in the literature both in the context of IVPs and BVPs.
We note that the deﬁnition of stiffness given in [5] does not depend on the numerical method used but
only on the values of the conditioning parameters. However the concept of stiffness, as also recognised
in [5], is more general and still remains a difﬁcult one to deﬁne.
2.2. Conditioning of the discrete problem
To deﬁne the conditioning parameters for the discrete problem, we ﬁrst deﬁne a mesh  : a =
x0<x1< · · ·<xN = b, with hi = xi − xi−1, i = 1, . . . , N , (h = maxi hi) on which the problem is
to be approximated and we denote the vector of the numerical approximations obtained using the ﬁnite
difference method on the mesh  by y=(yT0 , yT1 , . . . , yTN)T. This is a block vector of size (N+1)m. Using
a ﬁnite difference method to approximate the solution we obtain a linear system of algebraic equations
to be solved for the approximate solution. Let us suppose for simplicity that the ﬁrst block row of this
linear system contains the boundary conditions, with the other rows depending on the numerical method
used. We denote the coefﬁcient matrix of the linear system by M. Intuitively, since we need to solve a
linear system of algebraic equations of the formMy = b for y, we would expect the conditioning of the
discrete problem to depend onM−1.
Following [6,21], we deﬁne the block elements of the matrix G =M−1 as Gij , i, j = 0, . . . , N . We
deﬁne the matrix  of size (N + 1) ∗ (N + 1) as that matrix having elements ij = ‖Gij‖∞. It follows
immediately that a perturbation  of the boundary conditions produces a perturbation y in the solution
which satisﬁes the bound
‖y‖∗0‖‖∞,
where ‖y‖ = (‖y0‖∞, ‖y1‖∞, . . . , ‖yN‖∞)T and ∗0 is the ﬁrst column of the matrix . We can
therefore use the parameters
1()=max
i
i0 and 1()=
1
b − a
N∑
i=1
hi max((i−1)0,i0)
to deﬁne bounds for y and we note the close correspondence of these with the continuous forms (4), (6).
In particular in (6) we have replaced the integral by a ﬁnite sum. Using these deﬁnitions we have
max
0 iN
‖yi‖∞1()‖‖∞
and
1
b − a
N∑
i=1
hi max(‖yi−1‖∞, ‖yi‖∞)1()‖‖∞.
An approximation of the conditioning parameter  is obtained by computing () = ‖M−1‖∞. See [4]
Section 5.2 and [9] for more details.
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It is clear that the conditioning constants (), 1() and 1() are dependent on the mesh  and
correspond to the parameters , 1 and 1 which are deﬁned for the continuous problem. This deﬁnition
of the conditioning constants follows closely that used in the code TOM. The important task now is to
deﬁne a mesh selection algorithm which utilises these constants and which is similar in concept to the
algorithm used in the TOM code.
3. Mesh selection based on conditioning
In [21] a hybrid mesh selection strategy based on conditioning and local error estimation was imple-
mented in the code TOM. This code uses a class of boundary value methods to approximate the numerical
solution and a quasi-linearisation procedure for the solution of nonlinear problems. This is a very different
strategy to that used by all other ﬁnite difference codes that we are aware of. Standard codes approximate
the original nonlinear problem by a ﬁnite difference scheme and use Newton’s method to generate the
discrete approximation to the solution. In this paper we have generalised in a natural way the procedure
described in [21] to allow us to have a mesh selection algorithm based on conditioning in the deferred
correction code TWPBVP [8]. At this stage it is useful to recall the strategy used by TWPBVP. This
code starts with an order 4 mono-implicit Runge–Kutta method and tries to solve the generally nonlinear
system
4(y4)= 0 for y4.
Once this solution has been computed, the code attempts to compute an order 6 solution by solving
4(y6)=−6(y4) for y6,
where the right-hand side is now an approximation to the local error in 4. Having obtained an order 6
solution we compute an order 8 approximation using
4(y8)= 4(y6)− 8(y6) for y8,
where again the right-hand side is an approximation to the local error. This code is a classical deferred
correction process based on the ideas of Fox [15] and Lindberg [18]. All three systems that need to be
solved in the algorithm above involve the same coefﬁcient matrix with perturbed right-hand sides and
this, of course, accounts for the efﬁciency of deferred correction. It is clear therefore that in this case the
conditioning parameters that we need to compute will be very closely related to that of the order 4 scheme.
This is the ﬁrst major difference between the two codes TWPBVP and TOM. In TOM the conditioning
parameters depend on the order of the method being used, since the coefﬁcient matrix changes if the order
changes. In contrast, in the code TWPBVP, the coefﬁcient matrix retains the same proﬁle throughout the
algorithm since for all orders the coefﬁcient matrix of the linear algebraic equations is the same.
The conditioning parameters 1(), 1() and the vector∗0 are computed by solvingm linear systems
for which the coefﬁcient matrix has already been factorised. The right-hand sides of these systems are just
the m columns of the identity matrix that correspond to the column of the inverse that is being computed.
If the boundary conditions are separated, then we compute the ﬁrst nlbc columns of the inverse, where
nlbc is the number of left boundary conditions, and the last m-nlbc columns which correspond to the
right-hand side boundary conditions. These parameters are essential to the new mesh selection algorithm
and are computed each time we change the mesh.
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For the computation of () we use an algorithm that computes an estimate of the 1-norm of a matrix.
The actual algorithm that we use is the one presented in [16,17]. The same approach has been used in [22]
where there is also a discussion of the amount of computational effort required to compute this norm.
Since thematrix that has already been factorised in the code is of the form M˜=DM , whereD is a diagonal
matrix with blocksD0=I ,Di=hiI, i=1, N , where hi are the stepsizes used (for simplicity we suppose,
as in the previous section, that the boundary conditions are in the ﬁrst block row), we need to compute an
approximation of () = ‖M−1‖∞, knowing the factorisation of M˜ . To do this we apply the algorithm
described in [16] for the computation of ‖(M˜−1D)T‖1. This algorithm provides a good estimate of the
1-norm of a matrix in just a few iterations. In our case each iteration requires the computation of one of
the following matrix vector products:
v = M˜−1Dx and v = (M˜−1D)Tx.
The two products are easily computed by solving
M˜v =Dx and M˜Tz= x, v =Dz.
To make this algorithm an effective one we have to be careful to use an efﬁcient algorithm for the
factorisation and solution of the linear systems. Fortunately many such algorithms exist since the coefﬁ-
cient matrix is a sparse matrix with an almost block diagonal structure [2]. The value of () is not used
in the mesh selection process, and usually it is very close to the value of 1(). In order to improve the
robustness of the code, we compute this value only at the end of the integration when the ﬁnal solution
has been computed. By comparing the values of 1() and () we can see whether the problem that has
been solved has the correct dicotomy.
In contrast with the conditioning constant computed in [22] the values of the parameters in our imple-
mentation do not depend on the input tolerances. If in our mesh control procedure we add more mesh
points in order to have a more accurate solution, the approximation of the parameters is improved. This
conﬁrms that the parameters are related to the problem and not to the numerical method used or even to
the strategy used to compute the solution.
3.1. Monitor function based on conditioning
Following [21] we deﬁne the following discrete monitor function that depends on the conditioning
parameter:
1(xi)= |i0 − i−1,0| + 	,
where
	= p
(1− p)(b − a)
N∑
i=1
|i0 − i−1,0|.
The parameter 	 has been added in order to make the overall algorithm more stable by avoiding adding
too many points in the region of rapid variation or else removing too many points in the other regions. The
parameter p gives information on the number of points that will be concentrated in the regions of small
change.We choose p/(1−p)= 0.08 and this means that roughly 93% of the points will be concentrated
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in the region of rapid change if the standard equidistribution algorithm is used. For this value of p the
parameters are exactly the same as those used in the code TOM.
The problem is now how to use the information given by this monitor function in the code TWPBVP.
This code is already quite efﬁcient for well conditioned problems and we have to be careful not to destroy
this existing good behaviour when we change the mesh selection strategy! Although we have developed
quite a rigourous theory concerning conditioning there is clearly a problem of how to interpret measures
such as ‘large’ or ‘small’ in a practical algorithm. Of course this is an age old problem which is alluded to
in the book of Ascher et al. [4] when they discuss conditioning. It would seem that the only way forward
is to do some numerical experimentation which will guide us in the choice of the conditioning constants.
We have carried out an extensive numerical investigation based on the 32 test problems that are contained
in our test set [12]. One thing that immediately becomes clear in our experiments is that when 1() and
1() are of roughly the same size then the unmodiﬁed code seems to perform well and the use of the
conditioning information does not improve the behaviour of the algorithm. We also found that the use of
the information concerning conditioning does seem to be important when the ratio 1()/1() is large.
In particular stiff problems fall into this category. Of course we still have the problem of deﬁning the
concept of ‘large’. To ﬁx our algorithm we deﬁne a problem to be stiff if 1()/1()> 10. We note that
the stiffness ratio seems to be dependent on the mesh points used, but usually when the mesh becomes
ﬁner and the mesh points are added correctly, both the two parameters 1() and 1(), remain almost
unchanged, even if the mesh changes. In this case we say that we have computed a good approximation
of the conditioning parameters of the problem and that the mesh conditioning parameters have stabilised.
The practical test used in the code to see if the parameters are stabilised is the following. We deﬁne the
parameters to have stabilised if on the (i − 1)st and the ith grids
|1(i)− 1(i−1)|
1+ 1(i) < 0.05
and
|1(i)− 1(i−1)|
1+ 1(i)
< 0.05.
This criterion is in effect saying that we consider the parameters to have stabilised if they change by
less than 5% in relative terms from one mesh to another. We have found in practice that we do not
need to compute extremely accurate approximations to the conditioning parameters and once we have
reasonable convergence, as deﬁned above, we can continue our mesh choosing algorithm based on local
error estimates. One of the biggest changes that we see in the new mesh choosing algorithm is that in the
old algorithm, which did not take account of conditioning, when we were not getting enough information
to choose our mesh properly, we simply doubled the number of mesh points. In the new algorithm we
have found that this mesh doubling, which is really undesirable since we are admitting to not having
enough information to see the way forward, is often replaced by a mesh selection based on conditioning
and this is much more desirable. This has resulted in the algorithm being much more efﬁcient for difﬁcult
problems as will be shown in Section 4. The mesh choosing algorithms for TWPBVP are different for
linear and nonlinear problems so to describe our hybrid algorithm we consider these two cases separately.
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3.2. Linear problems
The original strategy for the solution of linear problems used by the old code TWPBVP is discussed
in detail in [8]. In this strategy we ﬁrst compute y4 and then the deferred correction 6(y4). If the vector
of deferred corrections has some components which are considerably larger than the others then we add
points to the difﬁcult regions where the error estimates are large, otherwise we halve the mesh. If instead
the deferred correction terms are all reasonably small then we go on to perform a deferred correction
of order 6. Note that all this is done before we attempt to compute a sixth order solution. In the new
version of the code this strategy is completely changed. When the problem is stiff, we use information
given by the monitor function 1 and we add and remove points using an algorithm based on both the
conditioning and the local error estimate. The general idea is the usual one where we add points where the
monitor function is large and remove them where it is small. More speciﬁcally our algorithm for adding
or removing points is based on the following quantities associated with the monitor function 1 :
r1 = max
i=1,...,N (1(xi)hi)
and
r2 =
N∑
i=1
(1(xi)hi)/N ,
where hi refers to the mesh spacing on the current mesh. The mesh selection implemented in the code
does not move mesh points but only adds or removes them. In order to maintain the same policy we
decide to add additional mesh points when 1(xi)hi is sufﬁciently large and in our code we take this
as being when it is greater than max(0.5r1, r2). The number of mesh points to be added depends on the
number of intervals in which this relation is satisﬁed. The precise algorithm does not seem to be important
providing that we follow the general principle that our algorithm depends on the number of points that
satisfy this inequality. The strategy that we have ﬁnally chosen is as follows. Depending on the number
of intervals that satisfy this bound on 1(xi)hi we added points as described in the following table:
Intervals 1 2 4 8 <(N + 1)/20 (N + 1)/20
Points added 14 10 8 6 4 2
The points are usually added to the interval that satisﬁes the condition and to the contiguous intervals.
So if for example we ﬁnd that 1(xi)hi >max(0.5r1, r2) on 4 mesh intervals then we add eight equally
spaced points to each of these intervals and to the contiguous ones. This strategy allows the mesh control
procedure to put points in the region of rapid variation of the monitor function and also makes sure that
not too many points are added at any stage.
If the old mesh strategy suggested adding n1 points in some particular interval and the conditioning
suggested adding n2 points in the same interval then we add max(n1, n2) points to that interval. In this
case we do not add points in the contiguous intervals. The algorithm for removing points is based on
1(xi)hi being sufﬁciently small and in the code TWPBVPC we remove points when 1(xi)hi is less
than 10−5r2. The action of removing points ismore conservative thanwhenwe add points becausewe have
to take into account that we need to be careful not to destroy the information already acquired concerning
1() and 1(). Indeed this is a crucial aspect of our algorithm and one which we spent a long time
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understanding. In fact we often have the situation that our local error estimates suggest that we remove
mesh points, but this action would make the discrete problem very ill conditioned. We therefore have to
devise an algorithm which does not ‘throw away’ information concerning the conditioning that has been
built up in previous computations and the algorithm that we have just described usually achieves this aim.
We note that in our algorithm the parameters 0.5 and 10−5 appear and these have been empirically ﬁxed
after extensive numerical experiments. However, it is not crucial that we choose these precise values,
any reasonably close values will do equally as well. If the conditioning parameters are stabilised and the
mesh selection strategy indicates that we should double the mesh then we do so, in order to be able to
perform Richardson extrapolation. The mesh choosing algorithm for TWPBVPC is the same as that for
TWPBVP if the problem is not stiff. Once we have obtained a suitable mesh and we decide to perform
the order 6 and the order 8 deferred corrections, we have a new approximation of the error. If the problem
is stiff we handle two cases differently:
1. If the number of interval that satisﬁes the bound 1(xi)hi max(0.5r1, r2) is less than (N + 1)/20,
than we add points using both the conditioning and the error. If the mesh strategy based on the local
error estimate suggested adding n1 points in some particular interval and the conditioning suggested
adding n2 points in the same interval then we add max(n1, n2/2) points to that interval. In this case we
add points also in the intervals contiguous to the one that satisﬁes the bound1(xi)hi max(0.5r1, r2)
with the same strategy. Moreover we do not remove points in regions where 1(xi)hir2.
2. If the number of interval that satisﬁes the bound1(xi)hi max(0.5r1, r2) is greater than (N+1)/20,
than we add points using only the error, making sure that we do not remove points in regions where
1(xi)hir2.
3.3. Nonlinear problems
Clearly nonlinear problems will present added difﬁculty due to the need to obtain convergence of the
Newton iteration. The algorithm for solving the nonlinear systems is different in the two codes TWPBVP
and TOM.What TOM does is to ﬁrst linearise the differential equation and then it tries to ﬁnd a solution
of this linear problem. Convergence is obtained solely through varying the mesh. The difﬁcult regions are
indicated by the conditioning parameters. Conversely TWPBVP tries to ﬁnd a solution on the given mesh
using a sophisticated damped Newton iteration, as described in [10]. Difﬁcult regions are then indicated
by some large error estimates in a converged solution, or by slow convergence (or no convergence) of the
Newton scheme. The grid is reﬁned using equidistribution guided by the behaviour of both converged
and partially converged solutions. Following what is already done in TWPBVP we add into the mesh
selection the information given by the conditioning parameter of the Jacobian matrix of both converged
and partially converged solutions. This generates an algorithm different from the one implemented in
the code TOM. Also since one of the aims of TWPBVPC is to solve much more difﬁcult problems than
previously we have taken this chance to re-examine some of the strategies implemented in TWPBVP. This
has led us to change some of the parameters, particularly those in the line search procedure. However, as
we will explain later, we have been careful to take account of this in our numerical experiments.
The mesh selection has been updated in the following three cases:
1. The nonlinear iteration converges for all orders or converges for order 4 and order 6, but not for
order 8.
2. The nonlinear iteration converges for order 4, but not for order 6.
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3. The Newton iteration scheme for order 4 exhibits slow convergence or fails to converge at all.
In the ﬁrst case, the scheme is similar to the one described for linear problems when we know an
approximation of the local discretisation error which can be computed by embedding. In the second case
we use the original techniques contained in TWPBVP since we do not have information about the local
error. If, after a mesh doubling, we are in the position of being able to use Richardson extrapolation to
estimate the error, we use the information given by this error estimate and the monitor function 1 for
adding and removing points.
In the third case we use the information given by 1 computed using the Jacobian of the partially
converged solution and we have to consider two different cases. The ﬁrst is where the problem is stiff and
the second is where the parameters have not stabilised and we have to do this as follows:
• If themaximum component of the residual is much larger than the average, and the old strategy suggests
adding n1 points in the corresponding interval, whereas the strategy based on the monitor function 1
suggests adding n2 points, we add max(n1, n2) points. The strategy used to add and remove points
based on the monitor function 1 is the same as is used for linear problems.• If we have no information concerning the residual, due to the fact that the Newton iteration fails
to converge, the old strategy was to double the mesh. This was often found to be a very inefﬁcient
procedure. The new strategy uses the monitor function 1 to add and remove points. In this case a
problem is considered stiff if 1()/1()> 5. It is in fact important for nonlinear problems to try to
use the information given by the conditioning as soon as possible because the conditioning constants
depend not only on the mesh, but also on the partially converged solution. When the Newton iteration
converges for order 4, then the parameters depend only on the mesh points used, as is the case for linear
problems.
4. Numerical results
The numerical experiments were carried out on an ALPHA server DS20E, with a 667MHz EV67
processor using the Digital Fortran compiler. We will examine the effectiveness of the hybrid mesh
selection strategy implemented in the code TWPBVPC and we will do this by solving some difﬁcult
singularly perturbed BVPs.
We will compare the hybrid mesh selection algorithm with the mesh selection based only on the
approximation of the local discretisation error. In order to have a fair comparison we have written a new
code TWPBVC which has as an input parameter a logical variable asking whether conditioning is to be
used or not. This means that the only difference between the two codes is that in one the conditioning is
turned off and in the other the conditioning is used.As explained earlier we have changed a few parameters
in the code TWPBVP so we report the results obtained by TWPBVP, TWPBVPC with no conditioning
and TWPBVPC with conditioning. In the no conditioning case we do not compute the conditioning
parameter, and we do not use it in the mesh selection. When the exact solution of the problem being
solved is available and  : xi, 0iN is the ﬁnal mesh, then we compute
max
0 iN
( |y(xi)− y(xi)|
(1+ |y(xi)|)
)
, (7)
where y represents the numerical solution on the mesh and y is the true solution, to give information
about the error in the numerical solution.
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Table 1
Mesh proﬁle for Problem 1, tol(ncomp1)= 10−4

 Mesh sequence TWPBVPC with cond. Mesh sequence TWPBVPC no cond.
10−9 16,65,114,125,182,209 16,65,114,227,241,481,405
10−10 16,65,129,178,195,240,267 16,65,129,178,355,373,745,758,358
10−11 16,31,80,159,208,235,250,295,322 16,31,80,159,208,415,442,465,929,945,401
10−12 16,31,61,110,219,268,535, 16,31,61,110,219,268,535,562,592,
622,661,687,359 1183,1204,585
10−13 16,31,61,121,241,290,579, 16,31,61,121,241,290,579,628,1255,
628,661,712,747,774 1282,1308,2615,2633,760
10−14 16,31,61,121,241,481,961, 16,31,61,121,241,481,961,1010,2019,
1010,2019,2068,2149, 2194,1007 2068,4135,4162,4185,8369,8385,1706
10−15 16,31,61,121,241,481,961,1921, 16,31,61,121,241,481,961,1921,1970,
1970,3939,3988,4111, 4144,8258 3939,3988,7975,8002,8031,16061,16082,3272
Problem 1. This problem is a linear singularly perturbed problem with two boundary layers [12]:

y′′ − y =−(
2 + 1) cos(x), y(−1)= y(1)= 0.
The exact solution is
y(x)= cos(x)+ exp ((x − 1)/√
)+ exp (−(x + 1)/√
) .
To solve this problem, and in fact to solve all the problems in this section, we convert it to the ﬁrst order
form
y′ = z, 
z′ = y − (
2 + 1) cos(x). (8)
We solve this problem using tol(ncomp1)=10−4 that is we have a tolerance of 10−4 on the ﬁrst component
y and no control at all on y′.We found that the behaviour of the twomesh selection strategies was the same
for values of 
 from 10−1 to 10−8. The value of the conditioning parameters remained small and they do
not affect the step choosing strategy. The original code was able to solve the problems efﬁciently for this
range of parameters. For smaller values of 
 however the use of the conditioning parameters allowed us to
obtain information about the solution in a very small number of steps and using few extra grid points. In
Table 1 we report the mesh proﬁle for 
= 10−9, . . . , 10−15. For these values of 
 both codes doubled the
mesh at the beginning because the matrix appears to the codes to be singular. When the matrix becomes
nonsingular, the behaviour of the two algorithms changes and the use of the conditioning parameters
allows us to obtain the solution with fewer mesh points than if the conditioning is not used.
In Table 2 the execution times, the error and the maximum number of points in any mesh for different
values of 
 are reported.A ∗ in the table means that the code failed because the maximum number of mesh
points was reached. A ∗ after the numerical results means that the coded ended with a wrong solution.
The execution times show that the time spent in computing the conditioning parameters does not affect
the overall execution time if the problem is difﬁcult. Naturally the time increases slightly if the two
algorithms use exactly the same mesh points. Looking at Table 2, we see that TWPBVP for values of
epsilon smaller than 10−12 completely failed to solve the problem.
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Table 2
Conditioning parameters, execution time, error and maximum mesh for Problem 1, tol(ncomp1)= 10−4

 TWPBVPC with cond. TWPBVPC no cond. TWPBVP
Time Error N + 1 Time Error N + 1 Time Error N + 1
10−9 4.9e-3 1.2e-5 209 9.8e-3 1.0e-5 481 9.8e-3 1.0e-5 481
10−10 6.8e-3 8.2e-5 267 1.9e-2 9.4e-6 758 1.9e-2 9.4e-6 758
10−11 9.8e-3 1.7e-5 322 2.4e-2 1.4e-6 945 2.4e-2 1.4e-6 945
10−12 2.4e-2 5.6e-6 687 3.2e-2 7.9e-6 1204 9.8e-4∗ 6.0e-1∗ .31∗
10−13 3.0e-2 5.4e-5 774 6.9e-2 9.2e-6 2633 9.8e-4∗ 6.0e-1∗ .31∗
10−14 7.9e-2 1.1e-6 2194 2.3e-1 1.4e-6 8385 9.8e-4∗ 6.0e-1∗ .31∗
10−15 2.0e-1 4.0e-6 8258 4.4e-1 3.9e-7 16082 9.8e-4∗ 6.0e-1∗ .31∗
Table 3
Conditioning parameters, error and maximum mesh for Problem 1, tol(ncomp1) = 10−4 for TWPBVPC, rtol =
10−4, atol(ncomp1)= 10−4, atol(ncomp2)= 103 for TOM

 TWPBVPC with cond. TOM with cond.
() 1() 1() Error N + 1 () 1() 1() Error N + 1
10−9 3.2e4 3.2e4 1.4 1.2e-5 209 3.2e4 3.2e4 1.0 1.8e-4 281
10−10 1.0e5 1.0e5 1.7 8.2e-5 267 1.0e5 1.0e5 1.0 6.9e-4 251
10−11 3.2e5 3.2e5 1.5 1.7e-5 322 3.2e5 3.2e5 1.0 9.6e-5 331
10−12 1.0e6 1.0e6 1.3 5.6e-6 687 1.0e6 1.0e6 1.0 1.4e-4 361
10−13 3.2e6 3.2e6 1.3 5.4e-5 774 3.2e-6 3.2e6 1.0 3.5e-4 351
10−14 1.0e7 1.0e7 1.3 1.1e-6 2194 1.0e7 1.0e7 1.0 9.3e-5 411
10−15 3.2e7 3.2e7 1.5 4.0e-6 8258 3.2e7 3.2e7 1.0 1.3e-4 451
The values of (), 1() and 1() computed in the ﬁnal mesh, reported in Table 3, show that the
problem is stiff, the conditioning is strictly related to the values of 
 and it presents the correct dichotomy,
since () and 1() are of the same order of magnitude. In the same table we report for comparison
the value of the conditioning parameters computed by the code TOM. We see that they are very close to
the values computed by TWPBVPC, showing that they are related to the problem and not the numerical
method used.
Problem 2. The second test problem is the linear singularly perturbed problem presented in [4,12]. It
has been chosen because, for 0< 
>1, the solution has a turning point at x = 0:

y′′ + xy′ = −
2 cos(x)− x sin(x), y(−1)=−2, y(1)= 0.
The exact solution is cos(x)+ erf(x/√2
)/erf(1/√2
). Once again we ﬁrst convert this problem to ﬁrst
order form. We solve this problem using tol(ncomp1)= 10−4.
J.R. Cash, F. Mazzia / Journal of Computational and Applied Mathematics 184 (2005) 362–381 375
Table 4
Mesh proﬁle for Problem 2, tol(ncomp1)= 10−4

 Mesh sequence TWPBVPC with cond. Mesh sequence TWPBVPC no cond.
10−4 16,31,58 16,31,40,79,91,101
10−5 16,31, 58,128 16,31,61,74,147,154,307,319,217
10−6 16,31,58,85 16,31,61,121,140,279,292,583,598,1195,385
10−7 16,31,58,85,169 16,31,61,121,241,481,502,1003,1015,
2029,2041,1228
10−8 16,31,58,85,112 16,31,61,121,241,481,961,990,1979,
1999,3997,4024,8047,8059,2379
10−9 16,31,58,85,112,139,165,419,1007,1929 16,31,61,121,241,481,961,1921,1956,
3911,3944,7887,7914,15827,15848,31695,6473
10−10 16,31,61,121,188,215,242,483,406,811,786, 16,31,61,121,170,339,677,1353,
1571,1855,3709 2705,5409,5455,10909,10936,21871,21898,∗
10−11 16,31,61,121,241,481,961,1028,1055, 16,31,61,121,241,481,961,1010,2019,
1055,1082,2163 4037,8073,8122,16243,16270,32539,∗
Table 5
Execution time, error and maximum mesh for Problem 2, tol(ncomp1)= 10−4
TWPBVPC with cond. TWPBVPC no cond. TWPBVP

 Time Error N + 1 Time Error N + 1 Time Error N + 1
10−4 9.7e-4 2.0e-6 58 2.9e-3 6.3e-5 101 1.9e-3 6.3e-5 101
10−5 1.9e-3 2.0e-7 128 8.8e-3 6.7e-5 319 7.8e-3 6.7e-5 319
10−6 9.7e-4 3.0e-5 85 2.2e-2 5.6e-7 1195 2.2e-2 5.6e-7 1195
10−7 2.9e-3 7.2e-4 169 5.3e-2 1.4e-4 2041 5.3e-2 1.4e-4 2041
10−8 1.9e-3 4.0e-4 112 2.0e-1 1.3e-4 8059 2.0e-1 1.3e-4 8059
10−9 3.4e-2 3.7e-4 1929 6.4e-1 5.2e-7 31695 6.4e-1 5.2e-7 31695
10−10 8.4e-2 3.1e-5 3709 4.2e-1∗ 5.0e-3∗ l.∗ 9.8e-4∗ 6.6e-1∗ .31∗
10−11 4.2e-2 2.0e-6 2163 6.2e-1∗ 2.1e-3∗ l.∗ 9.8e-4∗ 6.6e-1∗ .31∗
For this problem the use of the conditioning in the mesh selection allows the code to give a solution
where the old code failed, or gave a wrong solution. The old mesh selection strategy, in fact, added points
that were not in the region of rapid variation of the solution and which were not needed. The new strategy
seems to work very well for this problem (see Tables 4–6). This problem is a particularly difﬁcult one
because the solution has a turning point. We have found such problems to generally be more difﬁcult to
solve than those with boundary layers if conditioning is not used.
Tables 7 and 8 report the conditioning constant for all the intermediate steps involved in order to reach
the solution for this problem with 
 = 10−7 and tol(ncomp1) = 10−8. We use a smaller tolerance than
before just to show the different behaviour of the code with and without using the conditioning. From
Table 7 we see that the conditioning constants 1() and 1() soon reach an almost constant value (up
to two signiﬁcant digits), and also the required tolerance is reached quite quickly, using only 368 mesh
points. The problem is considered stiff in the second step (N + 1 = 31) because 1()/1() is greater
than 10, and therefore the monitor function 1 is used starting from the third mesh. Moreover the values
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Table 6
Conditioning parameters, error and maximum mesh for Problem 2, tol(ncomp1) = 10−4 for TWPBVPC, rtol =
10−4, atol(ncomp1)= 10−4, atol(ncomp2)= 10−2 for TOM

 TWPBVPC with cond. TOM with cond.
() 1() 1() Error N + 1 () 1() 1() Error N + 1
10−4 1.6e2 8.0e1 2.2 2.0e-6 58 2.8e2 8.0e1 2.1 6.4e-6 91
10−5 5.0e2 2.5e2 2.2 6.0e-7 125 7.0e2 2.5e2 2.1 8.9e-6 151
10−6 1.6e3 8.0e2 2.3 3.0e-5 85 1.8e3 8.0e2 2.2 4.2e-6 231
10−7 5.0e3 2.5e3 2.4 7.2e-4 169 5.5e3 2.5e3 2.0 1.5e-8 491
10−8 1.6e4 8.0e3 2.3 4.0e-4 112 2.5e4 8.0e3 2.0 5.8e-5 310
10−9 5.0e4 2.5e4 2.1 3.7e-4 1929 5.0e4 2.5e4 2.0 5.9e-4 1681
10−10 1.6e5 8.0e4 2.0 3.1e-5 3431 2.0e5 8.0e4 2.0 1.5e-6 566
10−11 5.0e5 2.5e5 2.1 2.0e-6 2163 5.5e5 2.5e5 2.0 1.8e-7 691
Table 7
Conditioning parameters for all the steps for Problem 2 (the conditioning is used in the mesh selection), 
=10−7, tol(ncomp1)=
10−8
TWPBVPC with cond.
N + 1 () 1() 1() 1()1()
16 1.9e0 1.0e0 1.0 1.0e0
31 1.8e2 9.0e1 6.9 1.3e1
58 1.7e3 8.7e2 6.9 1.3e2
85 5.1e3 2.6e3 2.9 9.0e2
169 5.1e3 2.5e3 2.4 1.0e3
368 5.0e3 2.5e3 2.0 1.2e3
of () are always very close to the values of 1(). The code that does not use the conditioning starts
with a number of mesh doublings (N + 1480), these are not able to give the correct information for
the values of 1() and 1(). Moreover, when the solver adds points where the local error assumes its
biggest values (N + 1 = 530, 1108) no improvement seems to be obtained in the approximation of the
parameters. Only when the mesh size increases (N + 1= 2242), is the correct information on parameters
obtained and now mesh doubling is needed in order to obtain an error that satisﬁes the input tolerance.
The conditioning parameters do not change in these ﬁnal steps of the code.
The conditioning parameters (), 1() and 1() computed by the code TOM using conditioning
(see Table 6) are very close to the ones computed by TWPBVPC, again conﬁrming that these constants
characterise the problem and do not depend on the numerical method used. This is in contrast with the
parameter computed in [22] that depends on the input tolerances.
Problem 3. The third problem is a nonlinear one. It is normally referred to in the literature as Troesch’s
problem, and it is considered a very difﬁcult test problem [12]:
y′′ =  sinh(y), y(0)= 0, y(1)= 1.
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Table 8
Conditioning parameters for all the steps for Problem 2 (the conditioning is not used in the mesh selection), 
 = 10−7,
tol(ncomp1)= 10−8
TWPBVPC no cond.
N + 1 () 1() 1() 1()1()
16 1.9e0 1.0e0 1.0 1.0e0
31 1.8e2 9.0e1 6.9 1.3e1
61 3.6e2 1.8e2 7.0 2.6e1
121 7.2e2 3.6e2 7.0 5.2e1
241 1.4e3 7.0e2 6.9 1.0e2
481 2.7e3 1.3e3 6.8 1.9e2
530 2.7e3 1.3e3 6.8 1.9e2
1059 4.3e3 2.2e3 6.3 3.4e2
1108 4.3e3 2.2e3 6.3 3.4e2
2215 5.2e3 2.6e3 4.0 6.4e2
2242 5.0e3 2.5e3 2.1 1.2e3
4483 5.0e3 2.5e3 2.1 1.2e3
8965 5.0e3 2.5e3 2.0 1.2e3
19912 5.0e3 2.5e3 2.1 1.2e3
4192 5.0e3 2.5e3 2.0 1.2e3
Table 9
Mesh proﬁle for Problem 3, tol(ncomp1)= tol(ncomp2)= 10−4
 Mesh sequence TWPBVPC with cond. Mesh sequence TWPBVPC no cond.
30 16,30,44,58,72,86,93 16,30,44,58,71,86,88
40 16,30,44,58,72,86,97,105,119 16,30,44,58,72,86,171,185,369,∗f.e.
50 16,39,53,67,81,95,106,117, 16,30,44,58,72,86,100,114,227,
123,130,144,146,255 241,481,518,165,244
The true solution to this problem has a very sharp boundary layer near x = 1. We used as initial guess
0.0 for y and for y′ and tol(ncomp1) = tol(ncomp2) = 10−4. This problem is very difﬁcult to solve
without a good initial guess, especially for values of the parameter  greater than 20. The mesh selection
strategy based on the conditioning parameters give rise to a robust strategy and the information about the
conditioning shows that the problem is really stiff and ill-conditioned. Both TWPBVP and TWPBVPC
without using the conditioning give a ﬂoating exception for = 40 but both worked well for = 30, 50.
The behaviour of TWPBVPC using the conditioning is more regular, and the time increases slowly as
the problem becomes more difﬁcult (see Tables 9 and 10). The conditioning parameters computed by the
code TOM, solving the same problem with initial guess 0.5 for y and zero for y′ are reported in Table 11
and are very close to those computed by TWPBVPC.
Problem 4. The next nonlinear test problem is

y′′ + yy′ − y = 0, y(0)= 1, y(1)= 13 ,
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Table 10
Conditioning parameters, execution time, error and maximum mesh for Problem 3, tol(ncomp1)= tol(ncomp2)= 10−4
 TWPBVPC with cond. TWPBVPC no cond. TWPBVP
() 1() 1() Time N + 1 Time N + 1 Time N + 1
30 4.9e7 4.9e7 4.9 1.4e-2 93 1.4e-2 88 1.4e-2 88
40 9.7e9 9.7e9 5.4 2.2e-2 115 ∗ l.∗ ∗ l.∗
50 1.8e12 1.8e12 4.8 3.9e-2 255 6.8e-2 518 7.2e-2 476
Table 11
Conditioning parameters and maximummesh for Problem 3, tol(ncomp1)=10−4 for TWPBVPC, rtol=10−4, atol(ncomp1)=
10−4 = atol(ncomp2)= 10−4 for TOM

 TWPBVPC with cond. TOM with cond.
() 1() 1() N + 1 () 1() 1() N + 1
30 4.9e7 4.9e7 4.9 89 4.9e7 4.9e7 3.4 356
40 9.7e9 9.7e9 5.4 115 9.7e9 9.7e9 2.1 406
50 1.8e12 1.8e12 4.8 242 1.8e12 1.8e12 2.1 581
Table 12
Mesh proﬁle for Problem 4, tol(ncomp1)= tol(ncomp2)= 10−4

 Mesh sequence TWPBVPC with cond. Mesh sequence TWPBVPC no cond.
10−3 16,31,44,55 16,31,61,75,42
10−4 16,31,61,86,99,90,85 16,31,61,121,241,255,82
10−5 16,31,61,121,241, 16,31,61,121,241,481,961,
254,289,307,129,156 975,989,223,185,137
10−6 16,31,61,121,241, 16,31,61,121,241,481,961,1921,
481,543,574,622,650,663,353 3841,3855,3869,802,404
10−7 16,31,61,121,241,481,961,1921, 16,31,61,121,241,481,961,1921,
2074,2302,2359,2401,2441,2481,2536,2314 3841,7681,7695,15389,15403,3139
10−8 16,31,61,121,241,481,961,1921,3841,7681, 16,31,61,121,241,481,961,
8821,9106,9189,9234,9274,9322,9377,1999,1392 1921,3841,7681,15361,30721,∗
whose solution has a boundary layer at x=0 and a corner layer at x= 23 . This problem is a Lagerstrom–Cole
equation and these have been found to be very challenging for boundary value solvers. We use as initial
guess 0.5 for y and y′ and tol(ncomp1) = tol(ncomp2) = 10−4. The behaviour of the code TWPBVPC
using the conditioning is regular, we obtain convergence using a smaller number ofmeshes and the biggest
mesh used is usually much smaller than the biggest mesh used by the old algorithm (see Tables 12 and
13). Moreover the conditioning parameter gives us information about the problem. In Table 14 we see
that 1() is equal to 1/
, and 1() remains of the same size for all values of 
 both for TWPBVPC and
TOM.
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Table 13
Conditioning parameters, execution time, error and maximum mesh for Problem 4, tol(ncomp1)= tol(ncomp2)= 10−4

 TWPBVPC with cond. TWPBVPC no cond. TWPBVP
() 1() 1() Time N + 1 Time N + 1 Time N + 1
10−3 1.0e3 1.0e3 3.1 3.9e-3 55 5.9e-3 75 5.9e-2 75
10−4 1.0e4 1.0e4 3.0 1.1e-2 99 2.1e-2 255 2.1e-2 255
10−5 1.0e5 1.0e5 2.9 3.6e-2 307 9.8e-2 989 9.8e-2 989
10−6 1.0e6 1.0e6 2.8 1.0e-1 663 4.2e-1 3869 4.2e-1 3869
10−7 1.0e7 1.0e7 2.7 3.9e-1 2536 1.6e-0 15403 1.1e-0 10872
10−8 1.0e8 1.0e8 2.5 3.6e-0 9377 ∗ l.∗ 5.4e-0 40061
Table 14
Conditioning parameters and maximummesh for Problem 4, tol(ncomp1)=10−4 for TWPBVPC, rtol=10−4, atol(ncomp1)=
10−4 = atol(ncomp2)= 10−4 for TOM

 TWPBVPC with cond. TOM with cond.
() 1() 1() N + 1 () 1() 1() N + 1
10−3 1.0e3 1.0e3 3.1 46 1.0e3 1.0e3 2.8 106
10−4 1.0e4 1.0e4 3.0 99 1.0e4 1.0e4 2.6 246
10−5 1.0e5 1.0e5 2.9 307 1.0e5 1.0e5 2.6 481
10−6 1.0e6 1.0e6 2.8 633 1.0e6 1.0e6 2.6 371
10−7 1.0e7 1.0e7 2.7 2536 1.0e 1.0e7 2.6 616
10−8 1.0e8 1.0e8 2.5 9377 1.0e8 1.0e8 2.6 5111
Problem 5. An interesting nonlinear equation is Bratu’s problem
y′′ + ey = 0, y(0)= 0, y(1)= 0,
that arises in a model of spontaneous combustion. This problem was included in [22] as an example
for which the computation of the conditioning constant  could give information about the quality of a
solution. In fact this problem has two solutions for 0< ∗ = 3.51383 . . . , one solution when  = ∗
and no solution when > ∗. In [22] it was found that the MATLAB solver BVP4C has no problem in
solving the BVP when  = 3.45; TWPBVPC has a similar behaviour. If we solve this problem using
TWPBVPC with conditioning, and tol(ncomp1)= tol(ncomp2)=10−3, initial mesh of 16 equally spaced
mesh points and initial guesses of zero, we obtain a solution without changing the mesh, the conditioning
constants are 1()= 1.6e1, 1()= 1.2e1, ()= 2.4e1. In contrast to the behaviour of BVP4C which
gives a ‘solution’ for =3.55 when none exists the code TWPBVPC fails to give a solution for this value
of  and this in agreement with the theory. In fact TWPBVPC fails to give a solution for all > ∗ and
remarkably this allows ∗ to be found very quickly. To see how the conditioning parameters change when
 approaches ∗, we solve the problem with TWPBVPC with conditioning using different values of 
(see Table 15). All the three parameters grow as we get closer to ∗.
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Table 15
Conditioning parameters and ﬁnal mesh for Problem 5, tol(ncomp1)= tol(ncomp2)= 10−3
 TWPBVPC with cond.
() 1() 1() N + 1
3.5 5.4e1 3.7e1 2.8e1 16
3.51 1.0e2 7.1e1 5.4e1 16
3.513 2.2e2 1.5e2 1.2e2 16
3.5138 9.5e2 6.5e2 5.0e2 16
3.51383 4.9e3 3.3e3 2.5e3 31
3.513831 7.0e3 4.8e3 3.6e3 31
3.5138317 1.9e4 1.3e4 1.0e4 31
3.51383179 9.6e4 6.5e4 4.9e4 31
5. Conclusion
Our aim in this paper has been to introduce a newmesh selection algorithm for codes for the solution of
ﬁrst order systems of two-point boundary value problems. The algorithm differs from most others in that
it includes conditioning as well as local discretisation error estimates into the algorithm. In deriving our
algorithm we have followed some of the ideas given for the TOM code.Although we cannot use the same
algorithm in both codes we have attempted to unify the strategies so that both codes are attempting to
achieve the same aim. In carrying out our analysis we have been aware that our aim is tomake the new code
widely available. The results presented in Section 4 show that our modiﬁed code is often considerably
more efﬁcient than the original one and we have made the codes TWPBVPC and TOM available on our
web pages [12,19]. We feel that this new much improved performance of our deferred correction code
is, by itself, sufﬁcient reason to make the updated code available. However there is an additional strong
argument in favour of computing conditioning constants. This is explained in the work of Shampine and
Muir [22] who show how theMATLAB codeBVP4C can compute a perfectly reasonable looking solution
to a problem that has no solution at all. The reason for this is that the problem they consider (Bratu’s
problem) has a large condition number so that a small local error does not necessarily imply a small
global error. This phenomenon is made even more clear by a backward error analysis since, although
the problem they solve has no solution, a very close by problem does have a solution. This means that
when presenting a solution to a given two point boundary value problem it is advisable to also include
an estimate of the condition number of the problem and we feel that the next generation of codes will
follow TWPBVPC and TOM in doing just this.
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