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I. Introduction
In the emergency department (ED), patient flow is mainly determined by physical examination findings, and the reliability and reproducibility of these findings is very important. (1, 2) However, physical examinations can be subjective. In training hospitals in particular, interpretation of physical examination findings can differ based on the examiner's level of clinical experience, which depends on the training stage, so treatment directions may vary by examiner.
Unlike in adult populations, in pediatric patients, physicians tend to minimize unnecessary radiographic imaging and laboratory tests. Radiography tends to be performed as little as possible because of the risk of radiation exposure (3, 4) , and blood and urine tests are expensive, time consuming and invasive (5) . In short, accurate physical examination is essential for accurate decision making to practice pediatric emergency medicine (EM).
In some previous studies, the interrater reliability of abdominal examinations in children who visited the ED with abdominal pain was evaluated, and the results showed that physical examination findings were different according to the examiner's major and training stage. (6) (7) (8) Another study evaluated the inter-and intrarater reliability of the overall clinical appearance of febrile infants and showed modest agreement; the provider's level of experience had little effect on agreement.(9) However, few studies have evaluated the interrater reliability of physical examinations in the pediatric ED, and further studies are necessary to provide quality control for physicians' physical examinations. Thus, improvements in standardization of physical examination methods are necessary.
Fever is the most common chief complaint of infants and children in the -6 -pediatric ED. Every child who presents to the ED with fever undergoes a physical examination to identify the cause of the fever. In particular, pharyngitis and tonsillitis are common causes of fever in children, and blood and urine tests are not required in addition to physical examination in most cases (10, 11) . Therefore, the proper diagnosis of pharyngitis and tonsillitis may prevent unnecessary testing. Furthermore, if pharyngitis and tonsillitis are definitely excluded, appropriate screening for the correct diagnosis is indicated.
In this study, we evaluated the interrater reliability of pharyngeal injection (PI) and palatine tonsillar hypertrophy (PTH) in children according to each examiner's major (emergency medicine (EM) or pediatrics) and training stage using photographs of the throats of children who visited the pediatric ED.
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II. Methods

Study design and setting
This was a prospective observational study of interrater reliability. The study was conducted from August 2017 to October 2017. This study was performed at an urban, tertiary teaching hospital ED with residencies and fellowships in EM and pediatrics. This hospital also has a distinctive pediatric EM fellowship and faculty. This study was approved by Institutional Review Board of the Hospital (IRB No. 1706-188-864). Our IRB did not require written consent from the study participants.
Study participants and sample size
The participants included residents, fellows and faculty in EM and pediatrics. We recruited eleven EM residents, eleven board-certified general and pediatric EM physicians, and eleven pediatrics residents or board-certified pediatricians.
For this interrater reliability study, we assumed that if the relative error was 30%, and the overall agreement was 70%, 20 subjects were needed. (12) Additionally, if the desired coefficient of variation was 20%, then the required number of raters was 10 for each group (13) . Considering the subgroup analysis and possible drop-outs, we recruited a total of 33 doctors including eleven physicians in each group.
Study protocol -8 -
We extracted medical photos of the throats of children who presented to the pediatric ED from the electronic medical record (EMR) system. These photos were taken by EM residents with a small endoscope camera and uploaded to the EMR. Twenty photos were selected, and the research personnel developed Google survey forms. The photos were selected to include various ages of patients (from 18-month-old to 18-year-old patients) and clinical severities (from grade 0 to grade 4). The photos were selected by 2 board-certified pediatric emergency physicians, both with more than 10 years of clinical experiences in pediatric EM. These 2 physicians did not participate in the survey. They ensured that photos of various grades of PTH, as assessed by a previously standardized system for evaluating tonsillar size, were included (14) . The evaluation system of PTH used in the selection of photos were stated below in table 1. Table 1 . Grading of PTH used in the selection of photos this study. However, since there were no clear criteria for PI, photos were selected based on the medical experience of these two physicians, and the principal investigator determined which photo to include if the two physicians did not agree on a single photo. The photos used in this study are attached to the supplement materials (Supplement Figure 1~20 ).
There were two sets of Google forms: set A or set B. Set A contained 20 photos of children's throats, and for each photo, the sex and age of the child was provided followed by 2 questions. The first question was regarding the presence of PI, and the answer was either yes or no. The second question was regarding presence and severity of PTH, and the answer ranged from grade 0 to grade 4. Set B was similar to set A, but additional simple clinical informations were also provided, such as the duration of fever and accompanied symptoms such as the presence of the sore throat. Other physical examination findings or laboratory test results were not provided.
The order of the photos was not different between the two sets. Other basic characteristics of the examiners were also collected including their majors (EM, pediatrics, or both) and the number of years of clinical experience.
(set A: https://goo.gl/forms/8PkhVtVU1c9TSVHH3; set B: https://goo.gl/forms/a2h0HDFcYDbjhGBP2) When eligible participants were identified, the research personnel recruited the participant, and the Google survey form was sent via e-mail. Set A was sent first, and then when the participant answered the survey, set B was sent three days after their response. The participants were encouraged to answer the survey after their duty and not to discuss the answers with other people.
Measures
Our primary outcome was the interrater agreement of the examiners regarding PI and PTH. Our secondary outcome was the interrater agreement regarding PI and PTH in subgroups of examiners that were divided according to their majors and duration of clinical experience (residents vs board-certified physicians).
Data analysis and Statistics
Data were entered into an Excel spreadsheet (Microsoft, 2016), and analysis was performed with STATA (version 14.0, STATA corp., College Station, TX, USA). Proportions were calculated for categorical variables. For interrater agreement regarding PI, Fleiss' kappa coefficient was mainly used because this was a nominal variable in the reproducibility test, and three or more assessors were compared. (15, 16 ) Percent agreement can be calculated but not recommended because it was not corrected for chance agreement. However, Gwet's first order agreement coefficient (Gwet's AC1) can be used and interpreted as needed. (15, 16) For interrater agreement regarding PTH, Kendall's coefficient of concordance (Kendall's W) was used because this was an ordinal variable with rankings (grade 0 to 4) in the reproducibility test among three raters or more (17, 18) .
Percent agreement can be calculated also, but not recommended because of the same reason that stated above. Other chance-corrected agreement coefficients like Pearson's correlation coefficient was not appropriate, because it measures the extent to which the relationship between two series of score is linear rather than the agreement itself.
Both Fleiss' kappa coefficient and Kendall's W range from -1 to +1, and +1 indicates perfect agreement. Descriptive terms, such as 'poor agreement' and 'moderate agreement', were also used, according to previously published studies. (19, 20) The interpretation of coefficients of interrater reliability used -12 - in this study is shown in Table 2 . double-boarded physicians (both in EM and pediatrics; these physicians were considered EM physicians in our analysis because they were currently working in the ED as emergency physicians). The majority of physicians had more than 5 years but less than 10 years of clinical experience. Ten doctors had more than 3 years but less than 5 years of clinical experience, and four doctors had more than 1 year but less than 3 years of clinical experience.
Two doctors had more than 10 years of experience. The distribution of clinical experience in years in each subgroup is shown in 
Interrater reliabilities for PI and PTH
The interrater reliabilities for PI and PTH is shown in tables 5, respectively. The overall percent agreement for PI was 0.669 (substantial agreement), and Fleiss' kappa was 0.296, indicating fair agreement. When
Gwet's AC1 was calculated, the overall agreement for PI was slightly increased (0.377) but still indicated fair agreement. In cases of PI, the interrater reliability was similar before and after the patients' medical history was provided.
The overall percent agreement for PTH was 0.408 (moderate agreement), which was lower than that for PI. Kendall's W was 0.674 (substantial agreement). When the patients' medical history was provided, Kendall's W increased (0.692). In this study, we evaluated the interrater reliabilities for PI and PTH in children among EM physicians and pediatricians. The agreement for PI was generally fair, and the agreement for PTH was substantial in our analysis.
The agreement for PTH increased slightly when the patients' medical history was provided, and it remained substantial. In the subgroup analyses, the results were generally similar: the agreement for PI was fair, but the agreement for PTH was substantial, with the exception of moderate agreement among pediatricians when the patients' medical history was provided.
In previous studies assessing interrater reliability, the agreement for physical examination was fair to moderate, and slight agreement was reported for pediatric abdominal examination (6, 8, 21) . No studies have previously evaluated the interrater reliability for throat examinations in children, but the agreement seems to be similar to that of abdominal examination. In previous studies, some authors mentioned that the low agreement regarding physical examination might be the result of differences in the examiners' training stages and majors (8) . However, other studies have showed no improvement in interrater reliability with increasing experience with clinical assessments (9, 22) .
Those previous studies evaluated gestalt impressions of overall clinical appearance (9) and gut feelings about serious infections(22). There are no clearly predefined guidelines or gold standards for 'overall clinical appearance' or 'gut feelings' in contrast to abdominal examination, which has relatively more established criteria. Our study showed no differences in agreement between examiners regarding throat examination according to their training stages and majors, which is similar to the findings of the abovementioned studies. This result may be because clinicians may not have clear definitions of PI and PTH in their minds; thus, more education about throat -19 -examinations in children is necessary.
The doctors who participated in this study seemed to agree less on PI than on PTH when measured by Fleiss' Kappa and Kendall's W, respectively.
However, when calculated with percent agreement, it seemed to be the opposite results. This is because Fleiss' Kappa and Kendall's W are chance-corrected agreement coefficients while percent agreement is not. While there were only two choices in case of PI (yes or no), there were five grades for PTH; thus, the agreement calculated with percent agreement can be exaggerated in measuring of PI while the agreement calculated by chance-corrected agreement coefficients is more reliable.
The possible reason for this result is that there is a well-known and widely used classification system for PTH (14) , while there is no established definition for PI. Thus, evaluation of PI is more subjective to each individual's perspectives than evaluation of PTH. Even among people who are not colorblind, perceptions of the degree of 'redness' could be different. It is known that when discrimination is clear, better agreement can be obtained (20) .
There are some limitations in this study. First, this study was a single-centered study and included only EM physicians and pediatricians in a training hospital. However, we tried to enroll variety of participants with different majors and durations of clinical experience. Thus, these results may be applicable to other hospitals or medical providers.
Second, this study did not measure a clinical endpoint, such as antibiotic prescriptions. Most cases of acute pharyngitis in children do not requires antibiotics because they are caused by viral organisms (10, 23) , but in cases of group A streptococcal pharyngitis, antibiotics are indicated(10); thus, it is important to differentiate streptococcal pharyngitis from benign, self-limiting viral pharyngitis by physical examination. However, differentiation of streptococcal pharyngitis from viral pharyngitis includes assessment of other physical examination findings, such as cervical lymphadenopathy (11, 24) , and our survey did not include this information. Therefore, it would have been difficult and meaningless to have the examiners determine whether to prescribe antibiotics solely based on a single photograph of throat. In addition, our study primarily emphasizes the interrater agreement, rather than the intrarater agreement. Because the internal threshold for prescribing antibiotics may vary from physician to physician depending on the Although this study has some limitations, our results indicated that physical exam itself can be subjective depending on the examiner. This problem may be caused by individual differences in both perception of the physical exam finding and description of it. Furthermore, this low reliability of physical examination cannot be limited to the visual examination alone. Auscultation finding were also inconsistent among physicians (27) , the palpable ratings may not be reliable (28) , and interrater reliability of olfactory and taste sense was only moderate to good (29) .
However, further efforts are needed to overcome this discrepancy of the physical examination. Proper training for each physical examination is important, but the communication of clinical findings also can be improved.
One possible way to improve communication is the use of more specific expressions in describing physical examination findings. For example, in one study regarding a new grading scale for gross hematuria, the authors introduced a more specific grading scale using CYMK color codes(30). This study showed excellent agreement among the urologists as well as the laypeople because of an objective and easy-to-use grading tool.
Another breakthrough may come from the evolution of technology. Due to advances in examination room equipment and medical recording systems, communication can be augmented via audio and video media, without relying solely on writing. Although there is no international standard for video and audio media, it will be helpful for more accurate delivery and evaluation of the patient's clinical findings if the medical record technology using supplementary media becomes more generalized in the future.
In conclusion, among children visiting the ED, the interrater reliability for PI was fair, and that for PTH was good. The interrater reliability did not improve with increased clinical experience. These findings should be considered in the examination of pharyngeal pathology. 
