Abstract: Single-valued neutrosophic sets (SVNSs) handling the uncertainties characterized by truth, indeterminacy, and falsity membership degrees, are a more flexible way to capture uncertainty. In this paper, some new types of distance measures, overcoming the shortcomings of the existing measures, for SVNSs with two parameters are proposed along with their proofs. The various desirable relations between the proposed measures have also been derived. A comparison between the proposed and the existing measures has been performed in terms of counter-intuitive cases for showing its validity. The proposed measures have been illustrated with case studies of pattern recognition as well as medical diagnoses, along with the effect of the different parameters on the ordering of the objects.
Introduction
The classical measure theory has been widely used to represent uncertainties in data. However, these measures are valid only for precise data, and hence they may be unable to give accurate judgments for data uncertain and imprecise in nature. To handle this, fuzzy set (FS) theory, developed by Zadeh [1] , has received much attention over the last decades because of its capability of handling uncertainties. After this, Atanassov [2] proposed the concept of an intuitionistic fuzzy set (IFS), which extends the theory of FSs with the addition of a degree of non-membership. As IFS theory has widely been used by researchers [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] in different disciplines for handling the uncertainties in data, hence its corresponding analysis is more meaningful than FSs' crisp analysis. Nevertheless, neither the FS nor IFS theory are able to deal with indeterminate and inconsistent information. For instance, we take a person giving their opinion about an object with 0.5 being the possibility that the statement is true, 0.7 being the possibility that the statement is false and 0.2 being the possibility that he or she is not sure. To resolve this, Smarandache [17] introduced a new component called the "indeterminacy-membership function" and added the "truth membership function" and "falsity membership function", all which are independent components lying in ]0 − , 1 + [, and hence the corresponding set is known as a neutrosophic set (NS), which is the generalization of the IFS and FS. However, without specification, NSs are difficult to apply to real-life problems. Thus, a particular case of the NS called a single-valued NS (SVNS) has been proposed by Smarandache [17] , Wang et al. [18] .
After this pioneering work, researchers have been engaged in extensions and applications to different disciplines. However, the most important task for the decision-maker is to rank the objects so as to obtain the desired object(s). For this, researchers have made efforts to enrich the concept of information measures in neutrosophic environments. Broumi and Smarandache [19] introduced the Hausdorff distance, while Majumdar [20] presented the Hamming and Euclidean The values T A (x), I A (x) and F A (x) denote the truth-membership degree, the indeterminacy-membership degree and the falsity-membership degree of x to A, respectively. The pairs of these are called single-valued neutrosophic numbers (SVNNs), which are denoted by α = µ A , ρ A , ν A , and class of SVNSs is denoted by Φ(X). 
Existing Distance Measures

On the basis of this, several researchers have addressed the various types of distance and similarity measures between two SVNSs
.., n, which are given as follows:
(i) The extended Hausdorff distance [19] :
(ii) The normalized Hamming distance [20] :
(iii) The normalized Euclidean distance [20] :
(iv) The cosine similarities [22] :
and
and their corresponding distances denoted by D CS1 = 1 − S CS1 and D CS2 = 1 − S CS2 .
(v) The tangent similarities [42] :
and their corresponding distances denoted by D T1 = 1 − S T1 and D T2 = 1 − S T2 .
Shortcomings of the Existing Measures
The above measures have been widely used; however, simultaneously they have some drawbacks, which are illustrated with the numerical example that follows. Example 1. Consider two known patterns A and B, which are represented by SVNSs in a universe X given by A = x, 0.5, 0.0, 0.0 | x ∈ X , B = x, 0.0, 0.5, 0.0 | x ∈ X . Consider an unknown pattern C ∈ SV NSs(X), which is recognized where C = x, 0.0, 0.0, 0.5 | x ∈ X ; then the target of this problem is to classify the pattern C in one of the classes A or B. If we apply the existing measures [19, 20, 22, 42] defined in Equations (1)- (7) above, then we obtain the following:
(A,C) 0. Thus, from this, we conclude that these existing measures are unable to classify the pattern C with A and B. Hence these measures are inconsistent and unable to perform ranking. Thus, it has been concluded that by changing the falsity degree of SVNSs and keeping the other degrees unchanged, the values of their corresponding measures remain the same. Thus, there is no effect of the degree of falsity membership on the distance measures. Similarly, we can observe the same for the degree of the truth membership functions.
This seems to be worthless to calculate distance using the measures mentioned above. Thus, there is a need to build up a new distance measure that overcomes the shortcomings of the existing measures.
Some New Distance Measures between SVNSs
In this section, we present the Hamming and the Euclidean distances between SVNSs, which can be used in real scientific and engineering applications.
Letting Φ(X) be the class of SVNSs over the universal set X, then we define the distances for
by considering the uncertainty parameter t, as follows: (i) Hamming distance:
(ii) Normalized Hamming distance:
(iii) Euclidean distance: (11) where t ≥ 3 is a parameter.
Then, on the basis of the distance properties as defined in Definition 4, we can obtain the following properties: Proposition 1. The above-defined distance d 2 (A, B), between two SVNSs A and B, satisfies the following properties (P1)-(P4):
Proof. For two SVNSs A and B, we have
Hence, by the definition of d 2 , we obtain 0
Conversely, assuming that d 2 (A, B) = 0 for two SVNSs A and B, this implies that (11) is also a valid measure.
Proposition 2. Distance d 4 as defined in Equation
Proof. For two SVNSs
A and B, we have
Hence, by the definition of d 4 , we obtain 0
. . , n, and hence using Equation (11), we obtain
After solving these, we obtain µ A (
Hence by the definition of d 4 , we obtain
Now, on the basis of these proposed distance measures, we conclude that this successfully overcomes the shortcomings of the existing measures as described above. 
Proof. We can easily obtain that d 1 (A, B) = nd 2 (A, B), and thus by Proposition 1, we obtain
However, in many practical situations, the different sets may have taken different weights, and thus weight ω i (i = 1, 2, . . . , n) of the element x i ∈ X should be taken into account. In the following, we develop a weighted Hamming distance and the normalized weighted Euclidean distance between SVNSs.
(i) The normalized weighted Hamming distance:
(ii) The normalized weighted Euclidean distance: (13) where t ≥ 3 is a parameter.
It is straightforward to check that the normalized weighted distance d k (A, B)(k = 5, 6) between SVNSs A and B also satisfies the above properties (P1)-(P4). Proof. For two SVNSs A and B, we have
Proposition 4.
For any a ∈ [0, 1], we have a 2 ≤ a. Therefore,
By adding these inequalities and by the definition of d 4 , we have
As A and B are arbitrary SVNSs, thus we obtain d 4 ≤ √ d 2 .
Proposition 8. Measures d 6 and d 5 satisfy the inequality d
Proof. The proof follows from Proposition 7.
The Hausdroff distance between two non-empty closed and bounded sets is a measure of the resemblance between them. For example, we consider A = [x 1 , x 2 ] and B = [y 1 , y 2 ] in the Euclidean domain R; the Hausdroff distance in the additive set environment is given by the following [8] :
Now, for any two SVNSs A and B over X = {x 1 , x 2 , . . . , x n }, we propose the following utmost distance measures:
• Utmost normalized Hamming distance:
• Utmost normalized weighted Hamming distance:
• Utmost normalized Euclidean distance:
• Utmost normalized weighted Euclidean distance:
Proposition 9. The distance d H 1 (A, B) defined in Equation (14) for two SVNSs A and B is a valid distance measure.
Proof. The above measure satisfies the following properties:
(P1) As A and B are SVNSs, so
Hence, by the definition of d H 1 , we obtain 0 ≤ d H 1 (A, B) ≤ 1. (P2) Similar to the proof of Proposition 1. (P3) This is clear from Equation (14) . 
Proof. Because
by adding these inequalities, we obtain d 2 ≥
. On the other hand, by multiplying these, we obtain
Generalized Distance Measure
The above-defined Hamming and Euclidean distance measures are generalized for the two SVNSs A and B on the universal set X as follows:
where p ≥ 1 is an L p norm and t ≥ 3 represents the uncertainty index parameters.
In particular, if p = 1 and p = 2, then the above measure, given in Equation (18), reduces to measures d 2 and d 4 defined in Equations (9) and (11), respectively. (A, B) , between SVNSs A and B, satisfies the following properties (P1)-(P4):
Proposition 18. The above-defined distance d p
Proof. For p ≥ 1 and t ≥ 3, we have the following:
which implies that
Thus, by adding these inequalities, we obtain 0
Example 1: Application of Distance Measure in Pattern Recognition
Consider three known patterns A 1 , A 2 and A 3 , which are represented by the following SVNSs in a given universe X = {x 1 , x 2 , x 3 , x 4 }: (1)) [19] 0.3250 0.1250 0.2500 A 2 A 3 A 1 Correlation coefficient [19] 0.7883 0.9675 0.8615
D NE (defined in Equation (3)) [20] 0.5251 0.7674 0.6098
S CS1 (defined in Equation (4)) [22] 0.8209 0.9785 0.8992
S CS2 (defined in Equation (5)) [22] 0.8949 0.9911 0.9695
S T1 (defined in Equation (6)) [42] 0.7275 0.9014 0.7976
S T2 (defined in Equation (7)) [42] 0.9143 0.9673 0.9343
Example 2: Application of Distance Measure in Medical Diagnosis
Consider a set of diseases Q = {Q 1 (Viral fever), Q 2 (Malaria), Q 3 (Typhoid), Q 4 (Stomach Problem), Q 5 (Chest problem)} and a set of symptoms S = {s 1 (Temperature), s 2 (HeadAche), s 3 (Stomach Pain), s 4 (Cough), s 5 (Chest pain)}. Suppose a patient, with respect to all the symptoms, can be represented by the following SVNS:
Comparison of Example 2 Results with Existing Approaches
In order to verify the feasibility of the proposed decision-making approach based on the distance measure, we conducted a comparison analysis based on the same illustrative example. For this, various measures as presented in Equations (1)- (7) were taken, and their corresponding results are summarized in Table 2 , which shows that the patient P suffers from the disease Q 1 . Table 2 . Comparison of diagnosis result using existing measures.
Approach
Ranking Order D H (defined in Equation (1)) [19] (2)) [20] (3)) [20] 
S CS1 (defined in Equation (4)) [22] 
(defined in Equation (5)) [22] 
(defined in Equation (6)) [42] 
S T1 (defined in Equation (7)) [42] 
Effect of the Parameters p and t on the Ordering
However, in order to analyze the effect of the parameters t and p on the measure values, an experiment was performed by taking different values of p (p = 1, 1.5, 2, 3, 5, 10) corresponding to a different value of the uncertainty parameter t (t = 3, 5, 7). On the basis of these different pairs of parameters, distance measures were computed, and their results are summarized in Tables 3 and 4 , respectively, for Examples 1 and 2 corresponding to different criterion weights.
From these, the following have been computed:
(i) For a fixed value of p, it has been observed that the measure values corresponding to each alternative increase with the increase in the value of t. On the other hand, by varying the value of t from 3 to 7, corresponding to a fixed value of p, this implies that values of the distance measures of each diagnosis from the patient P increase. (ii) It has also been observed from this table that when the weight vector has been assigned to each criterion weight, then the measure values are less than that of an equal weighting case. (iii) Finally, it is seen from the table that the measured values corresponding to each alternative Q k (k = 1, 2, 3, 4, 5) are conservative in nature.
For each pair, the measure values lie between 0 and 1, and hence, on the basis of this, we conclude that the patient P suffers from the Q 1 disease. The ranking order for the decision-maker is shown in the table as (13245), which indicates that the order of the different attributes is of the form Q 1 Q 3 Q 2 Q 4 Q 5 . Hence Q 1 is the most desirable, while Q 5 is the least desirable for different values of t and p. 
Advantages of the Proposed Method
According to the above comparison analysis, the proposed method for addressing decision-making problems has the following advantages:
(i) The distance measure under the IFS environment can only handle situations in which the degree of membership and non-membership is provided to the decision-maker. This kind of measure is unable to deal with indeterminacy, which commonly occurs in real-life applications. Because SVNSs are a successful tool in handling indeterminacy, the proposed distance measure in the neutrosophic domain can effectively be used in many real applications in decision-making. (ii) The proposed distance measure depends upon two parameters p and t, which help in adjusting the hesitation margin in computing data. The effect of hesitation will be diminished or almost neglected if the value of t is taken very large, and for smaller values of t, the effect of hesitation will rise. Thus, according to requirements, the decision-maker can adjust the parameter to handle incomplete as well as indeterminate information. Therefore, this proposed approach is more suitable for engineering, industrial and scientific applications. (iii) As has been observed from existing studies, various existing measures under NS environments have been proposed by researchers, but there are some situations that cannot be distinguished by these existing measures; hence their corresponding algorithm may give an irrelevant result. The proposed measure has the ability to overcome these flaws; thus it is a more suitable measure to tackle problems.
Conclusions
SVNSs are applied to problems with imprecise, uncertain, incomplete and inconsistent information existing in the real world. Although several measures already exist to deal with such kinds of information systems, they have several flaws, as described in the manuscript. Here in this article, we overcome these flaws by proposing an alternative way to define new generalized distance measures between the two SVNNs. Further, a family of normalized and weighted normalized Hamming and Euclidean distance measures have been proposed for the SVNSs. Some desirable properties and their relations have been studied in detail. Finally, a decision-making method has been proposed on the basis of these distance measures. To demonstrate the efficiency of the proposed coefficients, numerical examples of pattern recognition as well as medical diagnosis have been taken. A comparative study, as well as the effect of the parameters on the ranking of the alternative, will support the theory and hence demonstrate that the proposed measures are an alternative way to solve the decision-making problems. In the future, we will extend the proposed approach to the soft set environment [43] [44] [45] , the multiplicative environment [46] [47] [48] , and other uncertain and fuzzy environments [7, [49] [50] [51] [52] [53] .
