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Abstract 
Having cuprate superconductors in mind, we study the effect of intersite repulsion on antiferromagnetism (AF) and 
superconductivity (SC) in an extended Hubbard model on a square lattice with a diagonal transfer , using a variational Monte 
Carlo method. In the trial wave function, essential factors for Mott physics and band renormalization are included. It is found by 
introducing small intersite repulsion that the SC dome shrinks but AF is almost unchanged for  (likely for cuprates). 
Meanwhile, instable range of doping rate ( ) toward phase separation becomes narrower. This instable range of  almost 
coincides with the range of a finite AF gap, especially in good coincidence for . 
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1. Introduction 
In high-  cuprate superconductors (SC’s), strong electronic correlation plays an important role, especially, in the 
underdoped regime in proximity to a Mott-insulating state at half filling. Recently, applying a variational Monte 
Carlo (VMC) method with a superconducting (SC) state to the Hubbard model, we argued that firm 
superconductivity (SC) can arise only near half filling and for sufficiently large repulsion, and the mechanism of SC 
there reflects the nature of a doped Mott insulator and is qualitatively different from the ordinary BCS type [1]. On 
the other hand, in using the wave function that allows for both SC and antiferromagnetic (AF) orders, we confirmed 
that the coexistent state becomes stable and occupies a wide -  ( : doping rate) space in the ground-state phase 
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Fig. 1. Definition of variational parameters 
that are classified by intersite distance: 
Intersite correlation parameters ଵ - ସ  in 
୎ , and hopping parameters ’s in 
renormalized band ܓ. 
diagram [2,3], in contrast to the experimental results of cuprates except for the multilayer Hg compounds. However, 
the coexistent state is unstable against phase separation, when the AF component is finite [3]. This is a serious 
problem. To resolve this situation, Misawa and Imada emphasized that charge fluctuation is relevant to Cooper 
pairing in a recent study [4].  
In this work, we check this possibility as a continuation of the preceding publications [2,3]. For this purpose, we 
introduce an intersite interaction term into the Hamiltonian. To this model, we apply a VMC method to cope with 
strong correlations. In the trial wave function, we introduce the following features: (1) To control the charge 
fluctuation, we newly introduce intersite correlation (so-called Jastrow) factors, in addition to refined doublon-holon 
(D-H) binding factors, which are crucial to describe Mott physics [5]. (2) We allow for the coexistence of AF and d-
wave gaps [6,7]. (3) The band renormalization effect is considered by adjusting the parameters of hopping integrals 
up to the fourth-neighbor sites; this effect is crucial near half filling. On the basis of the data for optimized states, we 
discuss how the charge degree of freedom affects the stability of SC and AF.  
2. Method 
We consider an extended Hubbard model on the square lattice including nearest-neighbor (n.n.) and next-nearest-
neighbor (n.n.n.) transfers,  and , and on-site and n.n.-site repulsions,  and ,    
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where ܚ௦ ܚ௦
ற
ܚ௦ and ܚ ܚ௦௦  are number operators, and  and  denote the sum over the n.n. and n.n.n.  
pairs, respectively. Here, the model with negative (positive) ᇱ  corresponds to a hole-doped (electron-doped) high-
 cuprate for less-than-half-filled electron densities.  and the lattice constant are used as the units of energy and 
length, respectively. To this Hamiltonian, we apply a VMC method using the correlated measurement [8], which 
enables efficient optimization.   
As a variational wave function, we use a Gutzwiller-Jastrow type: ௗ-AF ொ ୋ ୎ ௗ-AF . Here, ୋ
ܚ՛ ܚ՝ܚ  and ୎ ܚ௦ ܚᇲ௦ᇲ௦௦ᇲܚܚᇲ  are the on-site (Gutzwiller) and inter-site 
(Jastrow) correlation factors, respectively, and ொ the D-H binding factor. We consider variational parameters in ୎ 
up to the fourth-neighbor sites as illustrated in Fig. 1, namely, κ  for Ɛ-th n.n. site with , and 
assume  for .  As a D-H binding factor, we adopt an extended version of ொ, in which the 
weight of D-H binding depends on the detail of local electron configurations [9]. 
 As the one-body part ௗǦ	, we use a ௫మି௬మ-wave singlet (BCS) state with n.n. pairing gap ௗ for Ne electrons:  
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Here, ௗ ௗ ௫ ௬ , and  is a parameter corresponding to the chemical potential for . To 
consider a band-renormalization effect, we assume ܓ is a tight-binding band including transfers up to the fourth- 
neighbor sites, and also allow for the asymmetry in  and  directions in the n.n. hoppings ( ଵ௫ and ଵ௬ in Fig.1) to 
deal with the Pomeranchuk instability. Here, ଵ௬ and ଶ- ସ are variational parameters to be optimized and ଵ௫  is 
fixed to 1. For , both ଵ௫ and ଵ௬ are reduced to , ଶ to , and both ଷ and ସ to zero. An AF gap ୅୊ is 
introduced through ܓ௦
ற  as a Hartree-Fock band operator [6]: ܓ௦
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with ܓ ௫ ௬ ,  Brillouin zone, and . In 
ௗǦ	 , variational parameters to be optimized are ௗ, ୅୊, , ଵ௬, and ଶ- ସ. 
 ~  t2
~  t3
~  t1x 
~  t1y 
~  t4
K1
K2
K3
K4
24   K. Kobayashi and H. Yokoyama /  Physics Procedia  58 ( 2014 )  22 – 25 
Note that a finite value of ௗ does not necessarily mean the formation of a SC order in contrast to ୅୊. Besides the 
above seven in ௗǦ	, 25 variational parameters exist in the correlation factors, namely,  in ୋ, ଵ- ସ in ୎, and 20 
parameters in ொ [9]. In this study, we use the systems of   sites with the periodic-antiperiodic boundary 
conditions. According to a standard procedure of VMC, we obtain the optimal set of the 32 parameters by 
minimizing the energy. 
 Using the optimized wave functions, we calculate various quantities. In particular, we take notice of the order 
parameters of the two orders in this work, namely, the staggered magnetization, ௜ۿήܚ ܚ௭ܚ ୱ, and the real-
space ௫మି௬మ-wave SC correlation function for the n.n. pairing, ௗ , defined by,  
ௗ
ᇱ ற ᇱ ᇱ
࣎࣎ᇲܚᇲ
 ܚ՛ ܚା࣎՝ ܚ՝ ܚା࣎՛  
where  or  according as  or . We use ௗ  at the farthermost distance 
 as the measure of SC order.  
3. Results and discussions 
First, we consider the behavior of  and ௗ  when a relatively small  is introduced. In the following, the 
value of is fixed at 10, because this value is likely for cuprates and the SC order is the largest at the crossover 
point ୡ୭ , where various properties change from an ordinary BCS SC to a doped Mott insulator, as 
increases [1,2]. Plotted in Fig. 2 are the expectation values of  and ௗ . Let us start with the case of . 
As shown in Figs. 2(a) and 2(b),  monotonically decreases as  increases and vanishes at . On the other 
hand, ௗ  for  increases at first as  increases, and forms a dome shape. Consequently, the optimized state 
is a coexisting state of AF and SC orders for , and a pure SC state for  [Fig. 2(a)]. In contrast, for 
, SC is firmly suppressed in the underdoped regime but more enhanced in the over-doped regime 
( ) than the case of , as seen in Fig. 2(b). As a result, the SC and AF orders are mutually exclusive, 
as we argued in a preceding publication [3].  
 
When  is switched on, the magnitude of ௗ  is suppressed as a whole and the dome appreciably shrinks. On 
the other hand, the variation of  is comparatively small for both values of . Namely, the -wave SC is 
relatively fragile with respect to a weak n.n. repulsion, whereas AF is insensitive to  at . Among 
various quantities we studied, a charge structure factor, ௜ܙή൫ܚିܚᇲ൯ r rᇲ r rᇲܚܚᇲ ୱ , exhibits 
relatively large  dependence along with its relevant parameter ଵ, as shown in Fig. 3;  is enhanced in the 
diagonal direction , especially for large . The enhancement of  indicates that the repulsive interaction  
Fig. 2. Expectation values of staggered magnetization  (triangles) and SC correlation function ௗ r  (squares and diamonds) estimated
with the optimized ௗ-AF are plotted as function of  (a) for  and (b) for ᇱ . Filled and open symbols denote the data
for  and  , respectively.  
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Fig. 3. Charge structure factor  for  and 
three ’s. The inset shows the optimized values of 
variational parameter ଵ  in ୎  as a function of 
doping rate for the same values of  and . The 
abbreviation CX stands for coexistent state. The 
behavior of  and ଵ is basically unchanged for 
.  
is effectively weakened by  for the charge degree of freedom. 
Accordingly, ௗ  is suppressed, because ௗ  is the largest at 
. Thus, the stabilities of SC and AF seem sensitively to 
depend on the value of .  
Next, we consider the instability of SC and AF states against 
phase separation. To this end, we estimate the charge 
susceptibility, 
ௗఓ
ௗ௡
ିଵ ௗఓ
ௗఋ
ିଵ
, where ୲୭୲  is 
the chemical potential with ୲୭୲ ୲୭୲  and . A 
state with   (  ) is intrinsically stable (unstable against 
phase separation).  In Fig. 4(b), we plot  as a function of  for 
some cases. Here, to make the data comprehensible,   is 
estimated from an approximate polynomial form of tot, obtained 
by a fourth-order least-squares method for the raw VMC data, as 
shown in Fig. 4(a). Because  becomes negative near half filling, 
the homogeneous state ௗ-AF is unstable against phase separation. 
We find in Fig. 4(b) that, by introducing , the area of    
extends roughly 4-5%. Comparing Fig. 4(b) with Fig. 2, we find 
that the range of instability roughly coincides with that of a finite 
AF gap, especially in good coincidence for  
In conclusion, by introducing a small n.n. intersite repulsion 
for  (likely for cuprates), SC is weakened (AF is only 
slightly changed), but the instability toward phase separation is 
also weakened. To clarify the relation between the charge fluctuation and the behavior of cuprates, further studies 
are needed.  
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