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a b s t r a c t
Computational meshes for numerical simulation frequently show—at least locally—a
structure resembling a triangulated grid. Our goal is to recognize product-like structures
in triangular meshes. We define triangulated Cartesian products of graphs and analyze
their structural properties. We show how to recognize and factorize graphs that are
triangulated products of two factors, when the factors are triangle-free graphs. We also
discuss properties of products with more than two factors.
© 2011 Elsevier B.V. All rights reserved.
1. Motivation
Typical tasks in scientific computing, like solving discretized partial differential equations, need computational meshes.
Mesh generation and processing may involve graph algorithms for domain decomposition, bandwidth or profile reduction,
sparse matrix computations, etc. Many problems in this field are hard to solve optimally. However, they become much
simpler on regular meshes, that is, meshes isomorphic to graph products with simple factors. For example, papers [8–10]
investigate profile reduction for various graph products.
When working with sparse matrices, using information about product factors reduces storage space, as compared to
the usual general sparse matrix storage schemes. (The adjacency pattern of a matrix that stems from a product graph is
determined by the adjacency patterns of the factors. For two factors, roughly, the difference in size relates like O(n) to
O(
√
n).) These benefits pertain to some extent, at least, to approximate graph products.
If the intention is to save computational work, the recognition algorithmsmust not takemore time than the actualmatrix
computation. Thus, we are striving for linear or near-linear complexity. For the Cartesian product, linear-time recognition
algorithms [7] exist. For the strong product, the recognition algorithms [2,4] run in polynomial time. Efficient algorithms to
recognize approximate Cartesian or strong products are the subject of current research, see, e.g. [3].
Triangular meshes
Typical finite-element grids are neither Cartesian nor strong products. Still, as Fig. 1 illustrates, they may resemble a
product structure.
It is the goal of this paper to define and analyze a graph product that produces the graph of Fig. 1 as the product of two
paths. To deal with this type of structure, Section 2 defines triangulated Cartesian products. Although the definition involves
some degree of randomness – diagonals can cross a square in two directions –we can analyze and recognize the product not
only if the factors are paths but for a much larger class of graphs. Section 3 presents the main result concerning recognition
and discusses factorization.
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Fig. 1. A simple finite-element grid (left). It is isomorphic to a graph (right) that clearly shows some type of product structure.
2. Triangulated Cartesian products
Preliminaries
For a graph G, we write V (G) = {u, v, w, x, . . .} for the set of vertices and E(G) = {[u, v], [u, w], [w, x], . . .} for the set
of edges. Our graphs are undirected (with one exception that should not cause confusion), without loops or multiple edges,
finite and connected.
The Cartesian product GH and the strong product G  H are both defined on the Cartesian product of the vertex sets of
the factors. V (GH) = V (G  H) = {(u, v) | u ∈ V (G), v ∈ V (H)}.
Vertices (u, v) and (x, y) are adjacent in GH , if u = x and [v, y] ∈ E(H), or v = y and [u, x] ∈ E(G). They are adjacent
in G  H , if they are adjacent in GH , or if [u, x] ∈ E(G) and [v, y] ∈ E(H).
Definition of a new graph product
Definition 1. We define a triangulated Cartesian product G  H of two graphs G and H as a graph with vertex set {(u, v) |
u ∈ V (G), v ∈ V (H)}, the Cartesian product of the vertex sets of G and H . The edge set E(G H) consists of the edges of the
Cartesian product GH and exactly one diagonal edge per Cartesian square.
More precisely, we define two vertices (u, v) and (x, y) of G  H being adjacent via a Cartesian edge, if
u = x and [v, y] ∈ E(H), or
v = y and [u, x] ∈ E(G).
Additionally, for any [u, x] ∈ E(G) and [v, y] ∈ E(H), exactly one of the edges [(u, v), (x, y)] or [(u, y), (x, v)] is in E(GH).
We call these edges diagonal edges.
In this definition, the actual choice of diagonal edges is left unspecified. Thus, a graph G  H is not uniquely defined.
It can be interpreted as one representative from the family of all possible triangulated Cartesian products of G and H .
(Consequently, we use the formulation ‘‘a triangulated Cartesian product G  H ’’, as opposed to ‘‘the Cartesian product
GH ’’.)
Alternative interpretations and related work
Loosely speaking, a triangulated Cartesian product results from a strong product G  H by deleting half of the diagonal
edges. Thus, triangulated Cartesian products can be seen as a special case of approximate graph products. Hellmuth et al. [3]
discuss algorithms to factorize approximate strong products. However, they consider a different type of approximation
where locally, at some vertices, all edges of a strong product are present.
Another possibility to construct a triangulated Cartesian product uses the strong product of directed graphs.
Definition 2 (Alternative Definition of a Triangulated Cartesian Product). For two graphs G and H , assign directions to their
edges to get two directed Graphs Gdir and Hdir; form the strong product Gdir  Hdir and make its edges undirected again. It
is easy to check that the result (Gdir  Hdir)undir is a triangulated Cartesian product according to Definition 1. Compare Fig. 2
for an example.
However, the set of graph products obtained via (Gdir Hdir)undir is only a subset of all possible products GH as defined
by Definition 1. For example, flipping just one diagonal in Fig. 2 gives a triangulated Cartesian product that cannot be defined
as (Gdir  Hdir)undir. In general, there are more possibilities to choose the orientation of diagonals in the product than there
are possible orientations of edges in the factors: There are in total |E(G)| · |E(H)| squares in GH , for which we can choose
the orientation of the diagonals, resulting in 2|E(G)|·|E(H)| different products. In comparison, we can orient |E(G)| + |E(H)|
edges in the factors, generating at most 2|E(G)|+|E(H)| different products. Apart from trivial cases, and even when possible
isomorphic copies are considered, the first number is much greater than the second.
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Fig. 2. Left, a strong product of two directed paths; right, the corresponding triangulated Cartesian product.
More than two factors
The triangulated Cartesian products according to Definitions 1 and 2 are not associative, in the sense that the family of
all graphs X  (Y  Z) is not equal to the family of graphs (X  Y )  Z .
A modification of Definition 2 that involves associativity will keep the orientation of the edges in G = X  Y , when G is
used as a factor in another product G  H . We therefore set
Definition 3.
G1  · · ·  Gn := (G1,dir  · · ·  Gn,dir)undir.
This product is associative in the sense that it does not matter in which sequence the strong products inside the bracket
are carried out. However, the set of possible triangulated products is only a subset of possible products defined by successive
multiplication according to Definition 1.
Regardless of the specific definition, the product of three edges always is a cube divided into 6 tetrahedra, which is a
common topology for 3D computational grids. In higher-dimensional products, any n-dimensional hypercube induced by
edges from n different factors will be divided into n! hypertetrahedra (n-dimensional simplices).
Based on this observation, we propose a general definition of a higher-dimensional product.
Definition 4. A triangulated cartesian product G1  · · ·  Gn consists of the Cartesian product G1  · · · Gn (we call this
part the Cartesian skeleton of G1  · · ·  Gn), plus
• exactly one diagonal edge for any Cartesian square induced by a pair of edges ei ∈ E(Gi), ej ∈ E(Gj), i ≠ j;
• exactly one space diagonal for any cube induced by a triple of edges ei ∈ E(Gi), ej ∈ E(Gj), ek ∈ E(Gk), {i, j, k} ⊂
{1, . . . , n};
• and in general, for 1 ≤ k ≤ n, exactly one hyper-diagonal connecting vertices with distance k in a k-dimensional
hypercube, induced by a k-tuple of edges ei1 ∈ E(Gi1), ei2 ∈ E(Gi2), . . . , eik ∈ E(Gik), {i1, i2, . . . , ik} ⊆ {1, . . . , n}.
As far as polynomial-time recognition algorithms are concerned, this paper gives results for the product of two factors
only. Still, especially regarding computational grids that model 3D-objects, the case of more than two factors deserves
attention.
Imrich and Klöckl [6] present a polynomial-time algorithm to factor graphs with respect to the cardinal product. Their
work covers the strong product as well, so it will apply to those triangulated Cartesian products generated via Definition 3,
but not for products obtained by the other definitions. We strongly conjecture that also products obtained by successive
multiplication of triangle-free factors according to Definitions 1 and 2 can be recognized in polynomial time. When the
factors are not triangle-free, or for products according to Definition 4, we do not have results at this time.
Basic properties
A triangulated Cartesian product can be viewed as a Cartesian product plus additional edges, or as a strong productminus
some edges. It comes as no surprise then that its metric properties are somehow in between the two classical products. In
the following propositions, the specific definition of the triangulated Cartesian product (Definitions 1–4) is irrelevant.
Proposition 1. A triangulated Cartesian product is connected if and only if all factors are connected.
Proof. Regardless of the specific definition, a triangulated Cartesian product always contains a Cartesian product as a
subgraph. Additional diagonal edges connect only vertices that are already connected by Cartesian edges. The proof follows
therefore from the connectedness properties of the Cartesian product of two graphs (cited as Proposition 1.34, [5]). 
In a Cartesian product GH , the distance between two vertices u = (u1, u2) and v = (v1, v2) is the sum of the
corresponding distances in the factors, dGH(u, v) = dG(u1, v1) + dH(u2, v2); in the strong product it is the maximum
of the two distances, dGH(u, v) = max(dG(u1, v1), dH(u2, v2)), see e.g. [5]. From these results follows directly:
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Fig. 3. A triangulated Cartesian product of K3 and P2 . Diagonal edges are shown dashed.
Proposition 2. Let u = (u1, u2) and v = (v1, v2) be arbitrary vertices of a triangulated Cartesian product G  H. Then
max(dG(u1, v1), dH(u2, v2)) ≤ dGH(u, v) ≤ dG(u1, v1)+ dH(u2, v2).
Proof. According to Proposition 1, there is a path from u = (u1, u2) to v = (v1, v2) in G  H if and only if there exist paths
from u1 to v1 in G and u2 to v2 in H . Let Pu1,v1 and Qu2,v2 be two such shortest paths.
The Cartesian product of these paths induces a subgraph connecting u and v in G  H . Obviously,
dGH(u, v) ≤ dG(u1, v1)+ dH(u2, v2).
On the other hand, consider P , a shortest (u1, u2), (v1, v2)-path in G  H . This path induces the projections Pu1,v1
and Pu2,v2 in the factors G and H respectively. The projected paths are not necessarily shortest paths in the factors, thus
dG(u1, v1) ≤ |E(Pu1,v1)| and dH(u2, v2) ≤ |E(Pu2,v2)|. Moreover, any edge of P induces either an edge or contracts to a point
in Pu1,v1 and Pu2,v2 . Thus, |E(P)| ≥ max(|E(Pu1,v1)|, |E(Pu2,v2)|). From this, we conclude that
max (dG(u1, v1), dH(u2, v2)) ≤ dGH(u, v). 
Remark. Since Proposition 2 makes no specific assumptions about the factor graphs, it generalizes readily to any form of
n-dimensional triangulated Cartesian products:
max(dG1(u1, v1), . . . , dGn(un, vn)) ≤ dG1···Gn(u, v)
≤ dG1(u1, v1)+ · · · + dGn(un, vn).
The next propositions list important observations concerning triangles.
Proposition 3. When G and H are triangle-free graphs, then any triangle in a triangulated Cartesian product G  H consists of
two Cartesian and one diagonal edge.
Proof. Let u = (u1, u2), v = (v1, v2) andw = (w1, w2) be the vertices of a triangle in G  H . The three distances between
u, v andw are thus 1. From Proposition 2 then follows that the corresponding distances in the factors are either 0 or 1.
The three distances between u1, v1 andw1 in G cannot all be 1, because that would imply u1, v1 andw1 forming a triangle
in G, in contradiction to the assumption of G being triangle-free.
Neither may all three distances be 0, because the inequality in Proposition 2 then would require u2, v2 and w2 in H all
being at distance 1, thus forming a triangle in H .
If just two distances between u1, v1 andw1 are 0, the three vertices are identical and the third distance is 0 as well. Thus,
exactly one distance in G and, by the symmetry of the argument, exactly one distance in H must be 0. We may therefore
assume u1 = v1 and dG(u1, w1) = 1. Then, u2 ≠ v2 (because u ≠ v). Thus, [u2, v2] ∈ E(H) and [u, v] is a Cartesian edge in
E(G  H). We are left with two possibilities, u2 = w2 or v2 = w2. It is easy to check both cases. 
Fig. 3 illustrates what may happen if G orH are not triangle-free: The triangle [2, 4, 6] contains two diagonal edges. The edge
[2, 4] is part of three triangles.
Proposition 4. When G and H are triangle-free graphs, then any diagonal edge in a triangulated Cartesian product GH belongs
to exactly two triangles in G  H.
Proof. It follows directly from the definition that a diagonal edge between u = (u1, u2) and v = (v1, v2) belongs to
two triangles, with third vertices (u1, v2) and (v1, u2), respectively. Now assume that there is another triangle with vertex
w = (w1, w2). According to Proposition 3, [u, w]must be a Cartesian edge. Thus eitherw = (u1, w2) orw = (w1, u2). Since
[v,w] is also a Cartesian edge, we are forced to assume, respectively, either w2 = v2 or w1 = v1. Thus, there are exactly
two triangles containing the diagonal edge [u, v]. 
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Proposition 5. Let G and H be triangle-free graphs, x = (x1, x2) a vertex of G  H, and X ⊂ G  H the subgraph induced by x
and all its neighbors u, v, . . . . Let δ1 = δ(x1) and δ2 = δ(x2) be the vertex degrees of x1 and x2 in G and H, respectively. Then,
for degrees of vertices in X,
(i) δ(u) = 3 if [x, u] is a diagonal edge,
(ii) δ(v) = δ1 + 1 or δ2 + 1 if [x, v] is a Cartesian edge.
Proof. First, let u be connected to x via a diagonal edge. Any further edges emerging from u to vertices y1, y2, . . . in X would
form triangles xuy1, xuy2, . . . . Since a diagonal edge is part of exactly two triangles, there are (apart from x) exactly two
vertices y1 and y2 adjacent to u, and δ(u) = 3.
Second, let [x, v] = [(x1, x2), (v1, v2)] be a Cartesian edge belonging to G, i.e., x2 = v2. Then this edge belongs to δ2
Cartesian squares (one for each yi incident to x2 in H). For each square, there is either a diagonal emerging in v, in which
case the vertex x2, yi is not in X . Alternatively, the diagonal connects [(x1, x2), (y2, x2)], in which case there is a Cartesian
edge [(v1, x2), (v1, y2)] emerging at v. Apart from the edge [x, v], no more edges emerge from v. Thus, δ(v) = δ2 + 1. By
the same reasoning, the case x1 = v1 yields δ(v) = δ1 + 1. 
Remark. Unless all vertices of G and H have degree 2, i.e., if connected, G and H are cycles, Proposition 5 identifies at least
some edges of G  H as Cartesian edges. We will use this fact for the recognition algorithms in the next section. Cycles as
factors do not pose a fundamental problem, the just require some additional, ad-hoc tricks. But this would extend the paper
by a page or two without adding significant insight.
3. Recognition
This section discusses the question
Given a graph X , is it a triangulated Cartesian product of two factors?
Lemma 6 formulates the technical details that will allow us to derive the main result: If G and H are connected triangle-
free graphs, and neitherG norH is a cycle, thenwe can factorize a triangulated Cartesian product X = GH by a polynomial-
time algorithm. Or, put differently, given a graph X , a polynomial-time factorization algorithm decides whether X is a
triangulated product of two triangle-free graphs G and H (that are not cycles).
Themethods for triangulated products work in some aspects similar to algorithms that factorize Cartesian products. Fast
algorithms for factorizing Cartesian products [1,7] use a BFS tree rooted at some vertex o, and distance levels L0, L1, L2, . . . .
Depending on the data structures used to search among neighbors, to compare andmerge coordinates etc., these algorithms
run log-linearly [1] or even linearly [7] in the number of edges. See also the exposition in [5].
An important step in these algorithms is formulated by the coordinatization lemma (cited after Lemma 7.30 from [5]).
Let H be a Cartesian product and L1, L2, . . . , LlH be the levels of H with respect to a BFS-ordering of H with the root v0.
Suppose that we know the coordinates of the vertices in Lr−1, where r − 1 > 0. Then we can determine the coordinates of
all vertices in Lr .
Wewill prove a lemmaof similar flavor, Lemma6, that applies to triangulated Cartesian products. To startwith,we define
a BFS ordering with respect to the Cartesian edges as the ordering obtained by a BFS search that excludes diagonal edges from
the distance calculation (or, equivalently, assigns length 2 to diagonal and length 1 to Cartesian edges).
The difficult part to begin with, obviously, is to distinguish the type of edges in a given input graph. The important
message of Lemma 6 is that this can be done recursively, in a way similar to the coordinatization lemma in the case of
Cartesian products.
If neither factor is a cycle, then Proposition 5 guarantees that at least one vertex o = (o1, o2) exists, where outgoing
edges can be uniquely identified as either diagonal or Cartesian. We will use this vertex as root vertices for the BFS search
with respect to the Cartesian edges.
If o = (o1, o2) denotes the root vertex, we say that all vertices of the form (u, o2), u ∈ G or (o1, v), v ∈ H belong to
the unit layers Go or Ho, respectively. The subgraphs induced by Go and Ho are isomorphic to the factors G or H , respectively.
The special properties of unit layers during BFS search are important for the fast recognition of Cartesian products (see,
e.g. Chapter 7.4 in [5]), and they also occur in the proof of the next lemma.
Lemma 6. Let X = G  H be a triangulated Cartesian product. Assume that G and H are triangle-free and that X has a vertex
o = (o1, o2), where outgoing edges can be uniquely identified by Proposition 5 as either diagonal or Cartesian. Specifically, we
assume that the degrees δ(o1) ≠ 2 and δ(o2) ≠ 2 for vertices o1 in G and o2 in H, respectively.
Suppose that we have constructed the BFS tree with respect to the Cartesian edges, rooted at o, up to level Lr−1, r > 1, and that
we have correctly labelled edges between vertices from levels L0, L1, . . . , Lr−1 as Cartesian or diagonal. Then we can determine
level Lr of the BFS tree and label all edges between vertices from levels Lr−2, Lr−1 and Lr as Cartesian or diagonal.
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Proof. From Propositions 3 and 4 follows: To any diagonal edge between vertices u and v from Lr−1 there exist exactly two
vertices x and y, forming the two triangles to which this edge belongs. The four edges [u, x], [u, y], [v, x], [v, y] must be
Cartesian. x and y either both belong to Lr−1, or one of them to Lr and the other to Lr−2.
Any edge originating at Lr−2 and not yet labelled must be a diagonal edge connecting a vertex x from Lr−2 to a vertex y
in Lr . By arguments similar as before, there must be two vertices u, v ∈ Lr−1 connected to x and y via Cartesian edges.
The two cases above will connect all vertices in Lr , except unit layer vertices, via Cartesian edges to Lr−1. Luckily, for unit
layer vertices (o1, v), Proposition 5 allows us to identify all Cartesian edges to adjacent unit layer vertices (o1, w). Similarly,
for unit layer vertices (u, o2), we can identify all Cartesian edges to adjacent unit layer vertices (y, o2).
Thus, between Lr−1 and Lr all Cartesian edges are detected. Any remaining edge between Lr−1 and Lr must be a diagonal
edge connecting a vertex x from Lr−1 to a vertex y in Lr . And again, there must be vertices u, v connected to x and y via
Cartesian edges. This step detects all Cartesian edges connecting vertices in Lr . (Note that this case cannot occur if both
factors are trees, or bipartite. A Cartesian edge within the same distance level is only possible if there is an odd cycle in a
factor.)
Finally, any edge between vertices of Lr that has not been labelled must be a diagonal edge. Thus, we have carried on the
BFS search with respect to the Cartesian edges one level further and labelled the edges as asserted. 
4. Factorization
Lemma 6 describes a recursive procedure to label edges of a graph. When this procedure treats a given input graph X (of
unknown structure), it may detect an inconsistency. For example, an edge labelled as ‘‘diagonal’’ may be part of more than
two triangles. When this happens, this may be due to the fact that X is not factorizable, or because the procedure did not
start from a correct root vertex. Proposition 5 is a one-way statement; when there are vertex degrees ≠ 2 in the factors,
then any degree-3-vertex is adjacent via a diagonal edge. However, since we do not know a priori, which vertices in X have
this property, we could, in the worst case, just try all vertices of X successively.
Even if the procedure of Lemma 6 completed successfully for graph X , this does not mean that X is a product. The
procedure determines what we may call the Cartesian skeleton of X . But this Cartesian skeleton now can be checked and
factorized with respect to the Cartesian product.
The computational costs of the procedure from Lemma 6 are costs of a BFS search times the number of vertices in X .
While ordinary BFS search runs linear in the number of edges, the search in Lemma 6 requires additional steps per edge,
like finding the third vertex in a triangle. This requires searching the adjacency lists of two vertices for a common neighbor.
These tasks are similar to what fast algorithms for factorizing Cartesian products [1,7] have to do. Thus it is possible to use
the data structures and methods described there.
Computational grids – these are the graphs where computational complexity would be of practical relevance – normally
have bounded vertex degree. Then, the procedure runs linearly, proportional to the number of vertices (or edges, in this
case).
Conclusions
Recognition and factorization of connected triangulated Cartesian products by efficient algorithms is possible if the two
factor graphs are triangle-free, and each factor has at least one vertex of degree ≠2.
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