Abstract--Increasing availability of parallel computers has recently spurred a substantial amount of research concerned with designing explicit Runge-Kutta methods to be implemented on such computers. Here, we discuss a family of methods that require fewer processors than methods presently available do, still achieving a similar speed-up. In particular, (5,6) and (6,7) pairs are derived, that require a minimum number of function evaluations on two and three processors, respectively.
INTRODUCTION
Increasing availability of parallel computers has recently spurred a substantial amount of research concerned with the possibilities for exploiting parallelism in numerical solution of initial value problems (IVPs) for ordinary differential equations y'(x) = f(x, y(x)) (la) y(a) given.
(lb)
Several authors have derived methods specifically for implementation on machines with parallel architecture, or adapted existing sequential recipes to the new circumstances (e.g., [1] [2] [3] [4] [5] ). In this paper, a family of parallel explicit Runge-Kutta pairs will be discussed.
There are several ways of parallelizing across a Runge-Kutta method (e.g., see [6] ). For instance, Bogacki and Shampine [7] have considered a (sequential) Runge-Kutta pair and derived a highquality interpolant evaluated on additional processor(s) so that it did not delay the integration of the IVP (as it would in the uniprocessor mode). In this paper, we will pursue an alternate route, by focusing on parallelization of a Runge-Kutta pair itself. Van der Houwen and Sommeijer [8] proved that an explicit Runge-Kutta formula of order p can be evaluated on Ip/2] processors, in an amount of time equivalent to p sequential stages, the minimum amount of time possible (also see [9] ). However, methods requiring fewer than Ip/2] processors can be obtained. Butcher's formula of order five that can be evaluated on two (rather than three) processors in the minimum amount of time is discussed by NCrsett and Simonsen [10] .
Bogacki [11] derived pairs of Runge-Kutta formulas of order 5 and 6, for which two processors evaluate two six-stage, fifth-order formulas, and a specific linear combination of the two results is of order six.
In this paper, we generalize this idea by investigating a family of parallel pairs of orders (p-1, p)
where both higher and lower order results are linear combinations of approximations obtained
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Typeset by ,4J~,~S-TEX 23 P. BOGACK! from p stage lower order formulas (evaluated in parallel). We begin with a description of the family in Section 2. In Section 3, we state the criteria that will provide us with guidance when we search for efficient pairs of this type that will also be of high quality. Sections 4 and 5 present such pairs of orders (5,6) and (6,7), respectively. These pairs have undergone numerical tests, the results of which follow in Section 6. Finally, in Section 7 we comment on feasibility of the new pairs, and possibilities for further research.
DESCRIPTION OF THE METHOD
Consider explicit Runge-Kutta formulas 
¢!, bi t)
then the entire formula (2a-c) can be viewed as an explicit Runge-Kutta method with a tableau
: : : '..
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Implemented sequentially, this generally requires (s -1)r + 1 function evaluations at each step (assuming cl l) = 0 for all l, we have k~ 1) = k~ 2) ..... kin)). However, if r processors are available, s function evaluations are performed on each so that the /th processor evaluates the /th formula (2a,b). No additional function evaluation is required to obtain the linear combination (2c).
Let u(x) be the local solution--the solution of (la) that satisfies u(x,~) = ~ln. Then, for smooth functions f, the local (truncation) error of the/th formula can be expanded
j=l Similarly, we obtain a Taylor series expansion of the local error of the final approximation
The elementary differentials Dj,k are evaluated at (xn, ~)n), and depend on the problem (and not on the method). By (2c), the following relationship between the truncation error coefficients and of (3a,b) holds:
l=l Truncation error coefficients ,.(l) depend on coefficients defining the formula, contained in A (t) 'j,k b (l), and c (t). Lists of such expressions for various orders have occasionally been published in the literature (see [12, 13] ). Some authors have created devices for their algebraic or symbolic evaluation--here we have used a FORTRAN program provided in [14] that numerically evaluates coefficients for j _< 10. All r Runge-Kutta formulas of (2a,b) are of order q if the equations of condition
hold for l = 1, 2,..., r. Similarly, the approximation obtained in (2c) is of order p if
If p is chosen to be the largest number for which (5b) is satisfied, then by (4) we immediately obtain p>_q, and, as we will see, a sharp inequality can be obtained for appropriate choices of coefficients in (2a-c).
CONSTRUCTION OF (p,p-1) PARALLEL PAIRS

USING p STAGES
Our objective here is to deal with pairs of Runge-Kutta methods. We intend to use the approximation Yn+l (obtained with (2a-c)) of order p, to advance the integration, while using an approximation of order p -1
where ~-~l=l
1=1 I=1
to provide an error estimate. Later in this section, we will discuss how the values f~l,..., ~T are going to be selected. For now, let us focus on the most challenging task: obtaining a pth order approximation using p stages on as few processors as possible. It is known [3] that no parallel explicit Runge-Kutta method of order p exists with less than p parallel stages. On the other hand, van der Houwen and Sommeijer [8] proved existence of p-stage, order p methods requiring [p/2] processors, for all p. The number of processors can be decreased, as demonstrated by Butcher's formula [10] with p = 5.
We pursued formulas of order p > 5 that require p stages on fewer than [p/27 processors.
In order to reduce the complexity of the search, we made several simplifying assumptions. In particular, we only consider methods of form (2a-c), taking s --p and setting q, the order of each of the r formulas in (2a,b), as high as possible (cf. Table 1 ). In the next two sections, we shall derive a 2-processor (5,6) pair and a 3-processor (6,7) pair. We conclude this section with a discussion of criteria used when searching for such pairs (not necessarily just for these particular orders) and when assessing their efficiency and quality.
Small values of the Euclidean norm of the leading truncation error coefficients
can be interpreted as an indicator of an accurate formula, when averaging over problems with bounded elementary differentials. Size of higher order truncation error coefficients should also be monitored to ensure the dominance of the p -i-I st term in the local error expansion (3b) for step sizes that axe not necessarily very small. The absolute stability region of a method of type (2a-c) with p ----s does not depend on choice of coefficients.
The lower order component of the pair, (6), is determined by the coefficients a~J ), b?, and c? ), and ~z. Generally, the values/31 must be chosen so that the local truncation error of Yn+l Yn+l -u (xn + h) = E hj rj,kDj,k
Note that since Tj,k = }-~t=l El , Table 1 implies that for p = 5, 6, or 7 (therefore for both pairs considered here), Yn+l will be of order at least p -1 for any choice of ~'s. For p _> 8, the formulas (2a,b) are of order q < p -1; thus in such case, the choice of the values/31 must ensure the appropriate order of Yn+l.
The p -i st order component of the pair should be chosen carefully to enable reliable error estimation. Several criteria have been used in the literature [15] ; in particular, the quantities
B-
Ilrp+tll and C = Ilrp+~-#+~11
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are required not to be large (here, as in (7), Euclidean norms axe taken, e.g., II p+l -÷p+lll = V/~--~mp+l [,/: . 1 k 2.,k=1 ~ p~-, -TP+l,k)2) • For the same reason, the absolute stability region for the lowerorder formula (which does depend on the coefficients defining the formula) should be reasonably close to the region for the higher-order formula.
In [16] , two ways of measuring efficiency of Runge-Kutta pairs have been discussed. The "first measure" considers the largest step sizes for which the given local error tolerance e is satisfied, while the "second measure" takes into account the step size that yields a given accuracy e. In an embedded Runge-Kutta pair, local error of the lower-order formula is estimated and compared to the tolerance. On the other hand, it is the higher-order formula that advances the integration (since local extrapolation is performed), thereby determining the accuracy. Pairs available in the literature vary significantly with regard to the balance between the two measures [16, 17] . In order to facilitate fair comparison of the pairs developed here to the pairs derived by Sharp and Verner [18] (in the Numerical Test Section), we shall tune our pairs to attain the balance of the two measures of efficiency close to that of the corresponding pairs of Sharp and Verner. This was achieved by scaling the error estimates of the new pairs so that
T "7 \ ,I,,+,I,/ (s)
holds, where V designates quantities associated with pairs of Sharp and Verner. In this way, a consistent assessment of the pairs' performance with respect to both measures of efficiency will be obtained, as discussed in [17] .
Among the criteria of secondary importance, we monitored the quantity 
THE (5,6) PAIR
We considered a family of pairs based on two 6-stage fifth order formulas. The simplifying assumptions of [13] have been adopted so that 16 of the 20 leading truncation error coefficients are expressible as constant multiples of the remaining four. Therefore, we needed to solve a system of four equations in seven unknowns: al, cA l), cA 1) , el 1), c(2)3 , c~ 2), c~ 2) (we eliminated a2 = 1-o~1).
The result is a family of solutions:
-1 34 I) -I
where c (I) c(41), and c~ I) 3 , are free parameters subject to certain additional conditions. Among possible choices for the free parameters, one could pick the values that lead to the fifth order formula of the Dormand and Prince RK5(4)7M pair [13] being evaluated on the first processor (by setting c O) = 3/10, c (1) -4/5, and c~ 1) = 8/9). The resulting sixth order formula (the coefficients of the second processor formula are listed in [11] ) turns out to have leading truncation error coefficients that are quite large in magnitude (11~71] ~ 3.5 × 10-3).
After a search for a more accurate sixth order method, the formulas corresponding to the values of Table 2 were selected. The corresponding sixth order approximation has 11~71t ~ 5.7 x 10 -4.
We decided to use f (1) ) y,,+l = K [,Y,,+I -9,.,+1 + 9,,+1
as the lower order result (this is equivalent to setting ~31 = c~1(1 -K) + K and ~2 = (~2(1 -K) o (1) as the fifth order component of the pair. However, in (6)). For K = 1, this amounts to using ~=+1 we found it necessary to adjust the value K so that (8) would hold when we compare our pair to the CIRK(8,5:6) pair of Sharp and Verner [18] . The value of K = 18.4 was therefore chosen for the purpose of this paper, even though it could be argued to lead to a quite conservative error estimate.
Although the quality of the pair is reasonable (as reflected by quantities listed in Table 4 ), the large size of the leading truncation error coefficients, combined with a relatively small advantage over sequential pairs in terms of the number of stages, makes it hard for this pair to compete with best sequential ones. In fact, when compared to the CIRK (8,5:6) pair, both sides of (8) are approximately 0.95, which suggests that on average the CIRK pair will need 5% fewer function evaluations to attain similar accuracy to that of the new pair (throughout the paper evaluations performed simultaneously on r processors are counted as one evaluation). 
THE (6,7) PAIR
We considered the case where each of the seven-stage sixth-order formulas (2a,b) evaluated in parallel belongs to the family discussed by Butcher [12] . On each of the r processors, this gives us four free parameters: c (z), c~ l), c (0 c(0; we also have r -1 parameters: c~1 (~2, (~r ----1 -~[-1 ~l). We were unable to construct a seventh order result on two processors; therefore we set r = 3, which gave us the total of 14 free parameters. Applying Butcher's simplifying assumptions led us to realization that from among 48 leading truncation error coefficients, 33 can be represented as constant multiples of the remaining 15. This means (5b) reduced to a system of 15 nonlinear equations in 14 unknowns. A more pleasing situation arose when additional simplifying assumptions i--1 ,:
=~ c~ i=3,4,...,7, 1=1,2,3 j=l were introduced. These assumptions eliminated three degrees of freedom by requiring -I 1,2,3 = 3~3 , = but made 39 leading truncation error coefficients expressible as constant multiples of remaining 9. A search was performed for a seventh order formula using the criteria outlined in Section 3. The formula presented in Table 3 has H#sH ~ 2.2.10 -4 which, combined with significantly cheaper steps, compares favorably with sequential methods. In fact, the ratio (sV/s)(ll÷ +lll/ll÷p+xll)l/Cv +1) of (s), with the quantities designated by V corresponding to CIRK (11,6:7) pair [18] , is approximately 1.18. Therefore on average, the CIRK formula will need 18% more function evaluations than the new formula, to yield similar accuracy. Among the available sixth-order results, we selected the family i.e., ]31 = al(l -K),/~2 = c~2(I -K), and/~3 ~-~3(I --K) + K. For the purpose of this paper, as done in the previous section, we decided to focus on a value of K that would make (8) hold; we chose K = 7.5 for this reason. The measures of efficiency and quality grouped in Table 4 seem to indicate that this pair should be more competitive than the one derived in the previous section (the stability regions of the sixth and seventh order formulas are relatively close---they can be found in [19] ). This was confirmed by numerical tests described in the next section. Unfortunately, our attempt to obtain a pair with exact coefficients was unsuccessful. In Table 3, rational approximations to the coefficients, correct to 18 decimal places, are presented (approximations correct to 30 decimal places are given in [19] ).
NUMERICAL TESTS
We have used the DETEST package [20] to compare performance of the new pairs and the pairs CIRK (8,5:6) and CIRK(ll,6:7) by Sharp and Verner [18] . We used the first 25 problems (A1)-(E5) in the unscaled mode. The summary of results is given in Table 5 . Overall, the results seem to confirm claims made earlier in this paper. Among the two new pairs, the (6,7) pair appears to be performing significantly better. 
CONCLUSIONS
The development of the (5,6) and (6,7) pairs described here confirms that p-stage, explicit Runge-Kutta (p -1, p) pairs can be derived for evaluation on fewer processors than possible with present methods. However, by constraining the number of stages and processors, the potential for gain in efficiency over best sequential pairs was diminished. In fact, the (5,6) pair developed here is slightly less efficient then the sequential (5,6) pair of Sharp and Verner, while our (6,7) posted moderate gains in terms of efficiency over its sequential counterpart. Further testing on various parallel configurations would be necessary to verify if these gains are significant enough to outweigh the overhead.
Future work might include investigating the extent to which using additional processors (beyond the number considered in this paper) might improve pairs' quality or efficiency. Pairs of higher orders might also be considered. However, we ought to mention at this point that algebraic manipulation required for this project (performed using MAPLE) took many hours of computer time, and complexity of investigating higher order cases might become a problem.
