Abstract. We prove that the scattering operators and wave operators are well-defined in the energy space for the system of defocusing Schrödinger equations
Introduction
The main object of the paper is the study of the decaying and scattering properties of the solution to the following system of N 2 defocusing nonlinear Schrödinger equations in dimension 1 d 3: Here, for all µ, ν = 1, . . . , N , u µ = u µ (t, x) : R × R d → C, (u µ ) N µ=1 = (u 1 , . . . , u N ) and β µν 0, β µµ = 0 are coupling parameters, moreover we require that the nonlinearity parameter p satisfies the following condition There is a vast literature regarding the global well-posedness theory as well as the bound state theory for the problem (1.1), on the other hand the system of Schrödinger equations plays an important role in many models of mathematical physics: it describes the interactions of M -wave packets, the nonlinear waveguides, the optical pulse propagation in birefringent fibers, the propagation of polarized laser beam in Kerr-like photorefractive media and in the Bose-Einstein condensates theory, just to name a few. We remand to [6] , [9] , [16] , [22] and [8] in the case N = 2 and to [21] and [26] in the general case N 2 for a complete set of references both on mathematical and on physical setting and applications. We analyze here the scattering in H 1 (R d ) N for (1.1), in analogy with the case of the single defocusing Schrödinger equation (1.4) i∂ t u + ∆u − |u| 2p u = 0
with u : R×R d → C and p > 0, following the spirit of the paper [30] . The basic new idea in this paper, among other results, is to use the interaction Morawetz etimates for exploiting the decay of L q -norms of the solutions to (1.4) as t → ±∞, provided 2 < q < 6 for d = 3 and 2 < q < ∞ for d = 1, 2. Our main aim is to present an analogous behavior for (1.1), introducing some novelties. Namely, in a first step we perform new Morawetz identities, interaction Morawetz identities (which appear, at least in the seminal form and for a single NLS in the paper [27] ) and their corresponding inequalities for the system (1.1) easing the proofs given in [30] . Then by localizing the nonlinear part of Morawetz inequalities above on space-time cubes we are in position, as a second step, to give a contradiction argument which enable us to say that the solutions (u µ ) N µ=1 behave exactly as in Theorem 0.1 in [30] . Such as phenomenon, in combination with a generalization of the nonlinear theory developed in [2] to the system on coupled NLS, brings to have asymptotic completeness and existence of the full wave operators in the energy space H 1 (R d )
N for solution to (1.1). We emphasize that our result rely on an argument which yields the asymptotics in a single stroke and which does not distinguish the number N of coupled equations. In fact, by writing the linear part of the interaction Morawetz in a appropriate form and dealing only with its nonlinear part, it is possible to overcome the mathematical difficulties, and moreover to provide a further simple proof of scattering results appearing in [12] , [27] and specially in [24] . In this last paper, the author produces a set of weighted Morawetz estimate and uses the separation of localized energy method to achieve that the wave operators and the scattering operators for (1.4) when d = 1, 2 are well-defined and bijective in H 1 , but this is very difficult to extend to a system of coupled NLS.
We are in position now to enter in the heart of matter by stating the main result of this paper, that is Theorem 1.1. Let 1 d 3, p ∈ R such that (1.2), (1.3) hold, then:
• (existence of wave operators) For every (u
Remark 1.2 (Case β µν = 0, µ = ν). If, for µ = ν, some of the β µν is nonvanishing, in order to treat the coupling nonlinearity considered in (1.1), we are forced to assume p 1: this excludes the analisys of the system in dimension d 4, since in this case an existence theorem is not available (see Prop. 3.1) . By the way, in the trivial case β µν = 0 for all µ = ν, we are no longer obliged to assume p 1, and hence, as a byproduct of this paper, we get decay (for 0 < p < 2/(d − 2)) and scattering (for 2/d < p < 2/(d − 2)) results for the solution to the Cauchy problem (1.4) in all dimensions d 1. We remark that such results were already established in [30] , however our technicalities simplifies some arguments present in it. Finally, we underline that this approach eases the well known results [24, 25] for the scattering of (1.4) in lower dimension d = 1, 2.
As far as concerns the literature, to our knowledge Morawetz and interaction Morawetz estimates are not available in the system framework, then we conclude succinctly by recalling some of the known results, other than the already cited [30] , [24] and [25] connected with the problem (1.4). This problem is classical and we remand to [2] (and references therein) for a complete exposition. In order to shed light on scattering properties for solutions to (1.4) it is necessary to get fundamental tools such as the Morawetz multiplier technique and the resulting estimates. These were obtained for the first time in [23] for the Klein-Gordon equation with a general nonlinearity and were successively used for proving the asymptotic completeness in [20] for the cubic NLS in R 3 and in [12] for the Schrödinger equation in R d and with a pure power nonlinearity as in (1.4) for 2/d < p < 2/(d − 2) (that is, L 2 -supercritical and H 1 -subcritical). Recently, a new approach has simplified the proof of scattering, consisting in getting bilinear Morawetz inequalities, also named interaction of quadratic Morawetz inequalities, specificly Morawetz estimates for two solutions (possibly the same solution taken twice) are computed at once. We quote in this direction the papers [4] , [5] , where cubic and quintic defocusing NLS in R 3 are considered, the [3] in which interaction Morawetz and then asymptotic completeness are proved for the cubic defocusing NLS in R 2 , the paper [27] where the interaction Morawetz estimates which do not involve the bilaplacian of the Morawetz multipliers are given for the L 2 -supercritical and
providing also application to various nonlinear problems also settled on 3D exterior domains and finally the survey [13] where the authors show quadratic Morawetz estimates and scattering for the NLS and the Hartree equation in the L 2 -supercritical and H 1 -subcritical cases. We quote also [7] , [10] , [14] , [11] (and references therein), where such a theory is applied considering the presence of electromagnetic potentials and the paper [29] , where the interaction Morawetz technique is extended to the partially periodic setting in the scattering analysis of the NLS posed on the product space R d × T, with d 1.
Outline of paper. In Section 2 we establish the interaction Morawetz identities and inequalities (in Lemmas 2.2) and the corresponding Morawetz estimates (in Propositions 2.4 and 2.5) for the system of NLS 1.1 ancillary for proving the Theorem 1.1. The Section 3 is divided in two part: in the former we show how the interactive Morawetz inequalities give a relevant advantage in the exploitation of the decay of solutions to 1.1, this is contained in the Proposition (3.3), which has its own interest; in the latter we look at the existence of scattering states and wave operators by an extension of scattering techniques to the systems frame. Finally in the Appendix A a generalized Gagliardo-Nirenberg inequality is obtained (see for instance [30] ), which is primary instrument in our paper arising from the classical Fourier theory.
Notations. 
For any differential operator D we utilize the symbol D x (resp. D y ) to explicit the dependence on the x (resp. y) variable.
Morawetz and interaction Morawetz identities
We provide in this section the fundamental tools for the proof of our main theorem. We start by obtaining Morawetz-type identities, which are similar to the ones which hold for the single NLS. We find convenient to introduce the following notations: given a function f ∈ H 1 (R d , C), we denote by
We have
be a global solution to system (1.1), let φ = φ(x) : R d → R be a sufficiently regular and decaying function, and denote by
The following identities hold:
where
is the hessian matrix of φ, and ∆ 2 φ = ∆(∆φ) the bilaplacian operator.
Proof. We prove the identities for a smooth solution (u µ ) µ , letting the general case
to a final standard density argument (see for instance [2] , Theorem 7.6.4, Step 2, or [13] , Appendix 4). The equation (2.2) is easy to check. 
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We give some details for obtaining (2.3). By means of an integration by parts and thanks to (1.1), we have for every fixed µ
and, summing over ν, µ = 1, . . . , N ,
where in the last equality we have used integration by parts. Taking in account (2.4), (2.5), summing over µ = 1, . . . , N , and considering (2.6), we get the thesis.
By means of the previous Lemma, we can now prove the following interaction Morawetz identities.
be a convex radial function, regular and decaying enough, and denote by ψ = ψ(x, y) := φ(|x − y|) : R 2d → R,
The following holds:
(2.9)
Proof. As for the previous lemma, we prove the identities for a smooth solution
to a final standard density argument. First one haṡ
then, due to the symmetry of ψ(x, y) = φ(|x − y|), we obtain that the equality above is equivalent tȯ
Therefore, (2.7) immediately follows by (2.2) and the Fubini's Theorem. Analogously, we can differentiate again and get the identitÿ
We can writeÏ(t) := A + B: by (2.3), an application of the Fubini's Theorem and using once again the symmetry of ψ(x, y) we are allowed to set
notice that the second and third line of the (2.12) above are sum of terms coming from the nonlinearity in the equation, while the r.h.s. of the first line consists of sums of terms related to the linear part of the equation. We reshape the linear term in the previous identity (2.12) as follows
applying integration by parts (with no boundary terms) and using the property
Moreover by (2.2), (2.3) and the Fubini's Theorem we introduce
here we used, at least at this level, the symmetry of D 2 ψ to eliminate the real part condition in the first two summands of the equality above. Let us focalize on B : it is the sum of two terms, B µ=κ , and B µ =κ . We deal with each of them separately, then we start with the summand with µ = κ that is
where, for each µ = 1, ..., N the B µµ term is defined by the chain of equalities
Since ∂ xj ψ = −∂ yj ψ, for all j = 1, . . . , n, one can check (after a rearrangement) that the last identity of the (2.15) above is equal to
and finally to
If we set 
Take into account now the summand with µ = κ that is
with the B µκ term given by
thus arguing as for the proof of (2.18), once one set
we arrive at the equality
Therefore the identities (2.18), (2.21) and the fact that φ is a convex function give B 0. This argument implies, in combination with (2.11), (2.14), the proof of (2.8).
By using the identity (2.13) which appear in the proof of Lemma 2.2 we have an equivalent way to the (2.8) useful when the quantity ∆ 2 x ψ(x, y) is nonpositive. This is contained in the following.
and N (p,ψ) as in Lemma 2.2, then the following holds
As
Proof. Integrating (2.22) to time variable one obtains by (2.7)
Now choose ψ(x, y) = |x − y|. For the l.h.s of the (2.25) we have the immediate bound
for some C 1 , C 2 > 0 and any T, S ∈ R, since the H 1 x -norm is preserved. We have 
for some C > 0, and any T, S ∈ R. The thesis follows by (2.25), (2.26), and (2.27), letting T → ∞, S → −∞.
In addition we get also
Proof. The cases d = 1, 2 can be treated by a direct application of the inequality (2.8). Pick up once again ψ(x, y) = |x − y|, then we have
Arguing as in the proof of Proposition 2.4, we get
from which we infer the inequality (2.28).
• For d = 2, first one needs to recall the property (fulfilled for any d 1)
(for more details see [13] ). Then we get the following
that yields the inequality (2.29).
Remark 2.6. We observe also that, for d = 2, an application of the Sobolev embedding theorem implies, in similarity with the case d = 3, also the following bound
Remark 2.7. One could prove the interaction inequalities of the Proposition 2.5 by following the theory developed for a single NLS in the paper [3] and based on a suitable choice of the function ψ(x, y), built case by case. To be more precise: it is introducedfor d = 1 elesewhere, then it is used a bilinear Morawetz inequality similar to (2.8). We elaborate our own method which is easier to technicalities used above and well-suited also to treat the case of system with more than two nonlinear coupled equations.
Proof of Theorem 1.1
We split the proof of the main Theorem 1.1 in two steps. In the first one we shall show, by transposing the method of [30] , some decaying properties of the solution of the system (1.1). In the second one we present the proof of the scattering by combining the argument of the first step with the theory estabilished in [2] and [13] , here applied to the case of the system of equations. Along this section we use the following further notations: given any two positive real numbers a, b, we write a b to indicate a Cb, with C > 0, we unfold the constant only when needed. Moreover we indicate w(t, x) = (u µ (t, x)) N µ=1 , we shall use both the notations frequently and without much discussion. We additionally notice that Theorem 3.3.9 and Remark 3.3.12 in [2] in connection with the defocusing nature of the system imply a wellknown result concerning global well-posedness for (1.1) (see also [9] ):
Remark 3.2. The conservation laws (3.1) and (3.2) for the solution to (1.1) yield also that
3.1. Decay of solutions to (1.1). Our main purpose in this section is to show some decaying properties of the solution to (1.1) which is a key property in the proof of the scattering. To be specific one has the following. Proof. We treat only the case t → ∞, the case t → −∞ being analogous; we split the proof in two part: we deal first with d = 3, and then d = 1, 2. Case d = 3. Following the approach of [12] it is sufficient to prove that the property (3.4) for a suitable 2 < q < 6, since the thesis for the general case can be then obtained by the conservation of mass (3.1), the kinetic energy (3.3) and interpolation. In order to do this we shall prove that
For this aim we argue as in [30] and we assume by the absurd that there exists {t n } such that
Next recall the following localized Gagliardo-Nirenberg inequality given in the Appendix A (see also [18] and [19] ):
where Q x is the unit cube in R 3 centered in x. By combining (3.7), (3.8) (where we choose ϕ = w(t n , x)) with the bound w(t n , x) H 1 x < +∞, we deduce that
We claim that (3.10) ∃t > 0 such that w(t, x) L 2 (Qx n ) δ 0 /2, ∀t ∈ (t n , t n +t), whereQ x denotes the cube in R d of radius 2 centered in x. In order to prove (3.10) we fix a cut-off function χ(x) ∈ C ∞ 0 (R d ) such that χ(x) = 1 for |x| < 1 and χ(x) = 0 for |x| > 2. Then by using (2.2) where we choose φ(x) = χ(x − x n ) we get
Hence by (3.3) and the fundamental theorem of calculus we deduce (3.11)
for some C 0 > 0 independent of n. Hence if we choose t = t n we get the elementary inequality (3.12)
which implies (by the compact support property of the function χ)
Hence (3.10) follows provided that we chooset > 0 such that δ 2 0 − C 0t > δ 2 0 /4. The estimate (3.10) contradicts the Morawetz estimates (2.24). In fact, the lower bounds (3.10) means that (3.14)
for any t ∈ (t n , t n +t) witht as above, where we selected the intervals t ∈ (t n , t n +t) disjoint, and whence, by Hölder inequality, there existsμ ∈ {1, . . . , N } such that
for anyp 2 and with t ∈ (t n , t n +t) andt as above. Thus we can write the following 16) where in the last inequality we used (3.10) in combination with (3.14), (3.15) and Fubini's Theorem. This leads to the contradiction with (2.24).
Case d = 1, 2. We can argue as in the previous case just replacing the inequality (3.8) by the following version
(or alternatively by the (A.1)) displayed in the Appendix A, with the function ϕ defined as above. Then proceeding as in the previous step we achieve, for d = 2, exactly the same chain of inequalities as in (3.16) which is in contradiction with (2.29). For d = 1 we instead arrive at 18) but this contradicts the interaction estimate (2.28).
Remark 3.4. As stated in the Introduction, we need to have the more stringent lower bound max(1, 2 d ) with respect to similar one earned in Theorem 0.1 in [30] . Indeed, if we select 0 < p < 1 the coupling terms N µ,ν=1 β µν |u ν | p+1 |u µ | p−1 u µ with µ = ν give rise to a kind of nonlinearity which could forbid the local well-posedness result for the associated Cauchy problem (1.1) such as in Proposition 3.1. If one replaces the nonlinear term in (1.1) with another model satisfying the assumptions given in the Remark 3.3.12 in [2] , then by repeating the argument of this section it should be possible to eliminate the lower bound conditions given in (1.2) and (1.3). But as of now we are unaware of such references.
3.2.
Scattering for the NLS system (1.1). This section is devoted to prove Theorem 1.1. The results are quite classic (see [2] , [12] and references therein), anyway we present them in the more general form of system framework. We recall from [17] the following. Definition 3.5. An exponent pair (q, r) is Schrödinger-admissible if 2 q, r ∞, (q, r, n) = (2, ∞, 2), and
In order to prove Theorem 1.1 we need the following lemma. Lemma 3.6. Assume p is as in (1.2), (1.3) . Then, for any w ∈ C(R, H for every Schrödinger-admissible pair (q, r).
Proof. The proof is a transposition of the Theorem 7.7.3, in [2] . Let us consider the integral operator associated to (1.1)
where t > T > 0 and
. . .
The thesis is obtained by making an use of the classical inhomogeneous Strichartz estimates (see once again [17] ). We point out the details in handling the nonlinear part in (3.21) , that is the estimate of the following
for an appropriate (q, r) Schrödinger-admissible couple: we select (q, r) such that (3.23) (q, r) := 4(p + 1) np , 2p + 2 .
We consider for µ fixed the term
since the others can be handled in a similar way. The Hölder inequality combined with Leibniz fractional rule gives
.
From the following pointwise Young inequality (see for instance [15] )
we see that the last term of the inequality above is not greater than (we set here β = max µ,ν=1,...,N β µν )
, with all the constants involved in the inequalities above independent from t, T.
Notice that (2p + 1)q ′ − q > 0 so the last term of the above chain of inequalities can be bounded by
here we used without any distinction the dummy indices µ, ν and κ because defined on the same set. Summing in µ the (3.26) above we get that the quantity in (3.22) is bounded by (3.27) with C > 0. The premises above, the equation (3.21) and the Proposition 3.3, in connection with an use of the inhomogenehouse Strichartz estimates bring to
where η(T ) → 0 as T → ∞.
Thanks to the Lemma 7.7.4 in [2] , for T large enough we have
with the constantC independent from t. In that way we get that w ∈ L q ((T, ∞), W Proof of Theorem 1.1. The proof of Theorem 1.1 is now a straightforward adaptation of Theorem 7.8.1 and Theorem 7.8.4 in [2]: we shortly prove it here for the sake of completeness. Asymptotic completeness: Let us write w(t) = e −it∆x w(t), we get
moreover one has, for 0 < t < t 1 ,
An application of classical Strichartz estimates yields
with (q, r) is Schrödinger-admissible pair as in (3.23) . Following the proof of Proposition 3.6 we achieve lim t,t1→∞
Thus we can say that there exist (u
Notice also that, by Proposition 3.1, we have also the following properties verified (3.32)
Existence of wave operators: Let us select a Schrödinger-admissible pair as in (3.23) and introduce υ(t) = e it∆x w + 0 (the proof for w − 0 (t) is analogous). Then by the Strichartz estimates and Corollary 2.3.7 in [2] we get that, for T > 0,
is a decreasing function w.r.t. the T variable and such that H (T ) → 0 as T → ∞.
As a consequence we are allowed to introduce the complete metric space (3.34) and equipped with the topology induced by .
. (see [17] or the Corollary 2.3.6 in [2] , easily generalizable to a system of equations). Furthermore, by the inequality (see Lemma 3.6)
with w = (u, v) ∈ Z, in combination with the behavior of H (T ) for T large enough and the Sobolev embedding inequality we achieve the following estimate
for T large enough. By the estimate (3.33) and the (3.36) above we conclude that the operator The principal target of this section is to prove of the localized inequality (3.8) used in the proof of Proposition 3.3 (see Section 3.1). Albeit it already appeared in the literature (see for example [30] , [18, 19] or [28] in the context of product space R d × M, with M k any k-dimensional compact manifold), we recall it in a more general form. We have Proposition A.1. Let be d 1 and α ∈ N, then for all vector-valued functions φ = (φ ℓ ) α ℓ=1 ∈ H 1 (R d ) α one gets the following The estimates above can be rewritten as
and hence summing over s we arrive at 
that is the inequality (3.17).
