The problem of imputing missing observations under the linear regression model is considered. It is assumed that observations are missing at random and all the observations on the auxiliary or independent variables are available. Estimates of the regression parameters based on singly and multiply imputed values are given. Jackknife as well as bootstrap estimates of the variance of the singly imputed estimator of the regression parameters are given. These estimators are shown to be consistent estimators. The asymptotic distributions of the imputed estimators are also given to obtain interval estimates of the parameters of interest. These interval estimates are then compared with the interval estimates obtained from multiple imputation. It is shown that singly imputed estimators perform at least as good as multiply imputed estimators. A new nonparametric multiply imputed estimator is proposed and shown to perform as good as a multiply imputed estimator under normality. The singly imputed estimator, however, still remains at least as good as a multiply imputed estimator.
Introduction
In most surveys with nonresponse data, it is a common practice to replace the missing values by some kinds of imputed values. For random nonresponse, the most commonly used method to impute the missing values is to take a simple random sample with replacement from the observed data. The data is then completed with these imputed values and estimates of the population parameters are obtained from the completed data set treating the imputed values as the true values. However, when the variances of these estimators are estimated from the completed data set by the usual formula, it often gives an underestimate as it fails to reflect the extra variability due to imputation as shown for example, by Rubin [1] . While it is possible to obtain a correct estimator of the variance in many cases, it is not as desirable as having a simple formula that works for all the imputed estimators. Rubin [1] proposed multiple imputation for handling nonresponse so that not only the uncertainty due to imputation can be assessed but the usual formula for the case when there are no missing observations works here as well. Rubin and Schenker [2] showed that even with two imputations, the interval estimates so obtained are better than those obtained by single imputation methods, in terms of coverage probability. This comparison was, however, based on using the underestimate of the variability in the case of single imputation. This is no longer the case now. It has been shown by Rao and Shao [3] , and Srivastava [4, 5] that the jackknife and bootstrap methods provide a reasonably good estimate of the variability due to imputation. These methods will be described in Section 2 while the multiple imputation method is given in Section 3. In Section 3, we also propose a new nonparametric multiple imputation procedure which is compared with Kim's [6] adjusted multiple imputation procedure in Section 4. The asymptotic properties of the multiple imputation method have been given by Schenker and Welsh [7] . The finite sample properties of the multiple imputation method have been recently studied by Srivastava [4, 5] and Kim [6] in which it has been shown that the all purpose estimator of the variance given by Rubin [1] may be an underestimate. Thus, at times, it may retain the same defect as was with the estimate of the variance obtained from the single imputation, and the advantage of the all purpose estimator of the variability no longer exists. But the jackknife method of Rao and Shao [3] and the bootstrap method of Srivastava [4, 5] provide valid estimates of the variability. Thus it would be desirable to compare the performance of the multiple imputation method with single imputation when the estimate of the variability is obtained by jackknife or bootstrap. This comparison is done in Section 4, while the finite sample properties are given in Section 3. The paper concludes in Section 5 with the proofs of the theorems stated in Sections 2 and 3 given in Appendix. The results are based on unpublished results of Srivastava [4, 5] and Dolatabadi [8] .
Estimation based on single imputation
Consider the following regression model y i = x i β + ε i , i = 1, . . . , n (2.1) where x i = (x i1 , . . . , x ip ) is the ith observation vector on the p auxiliary variables x 1 , . . . , x p assumed fixed, β is an unknown p-vector of regression parameters and ε i 's are independently and identically distributed (i.i.d.) random error terms with mean zero, variance σ 2 . We shall assume that n is large and thus no finite population correction is needed in the following analysis. We take a simple random sample of size n in which n 1 subjects respond and n 0 subjects do not respond on the item y. However, we have all the observations on the auxiliary variables x 1 , . . . , x p . Thus we shall have
. . . . . .
where X 1 is an n 1 × p matrix that corresponds to the observations on the auxiliary variables for the respondents y 1 , . . . , y n 1 , and X 0 is the n 0 × p matrix of observations for the nonrespondents. We shall assume that n i > p, i = 0, 1 and for simplicity of presentation we shall also assume that x 11 = · · · = x n1 = 1, that is, there is a constant term in the model. For the modification needed when there is no constant term in the model or when the variance of y i depend on x i see Dolatabadi [8] .
Let y 1 = (y 1 , . . . , y n 1 ) denote the vector of respondents. The least squares estimate of β based on respondents only will be denoted by b 1 and is given by
where
We now describe an imputation method given in unpublished Technical Reports by Srivastava (1997a, b) . Let
. . , e n 1 ) (2.5) denote the vector of the residuals and definẽ
We take a random sample of size n 0 with replacement fromẽ 1 , . . . ,ẽ n 1 . we shall denote this random sample byẽ * 1 , . . . ,ẽ * n 0 and define the n 0 imputed values of y's by
We define the imputed estimate of β by
where C = (X X) −1 X . Since E * (ẽ * i ) = 0 and 10) we find that
where E * and Var * denote respectively the conditional expectation and variance given y 1 , . . . , y n 1 . For notational convenience, we shall introduce the following notation
For the asymptotic results to hold, we may sometimes assume in this paper that for i = 0, 1, where 15) see Srivastava [9] . We will use the notation
We may note that
Let A 1 and A 0 denote the set of respondents and nonrespondents respectively and define
where i ∈ A 1 and i ∈ A 0 respectively in the first and second summations. We prove the following theorem in Appendix.
Theorem 2.1.
The usual formula for the covariance of the completed data set without taking into account the variability due to imputation is given by σ 2 (X X) −1 which can be estimated by I , it will be an underestimate since from Lemma A.1 in Appendix, the difference between (2.11) and (2.18)
which is at least a positive semi-definite matrix. To overcome this difficulty and to avoid the task of evaluating (2.11) for every estimator, Rubin [1] introduced multiple imputation and gave a general purpose estimator for the variance requiring no evaluation of expressions like (2.11) which may be difficult to evaluate for estimators of some functions of β. We will discuss multiple imputation in Section 3. In this section, we discuss only single imputation and how to obtain a general purpose estimator of the variance of the estimator by jackknifing and bootstrapping.
Jackknife estimator of the covariance
In what follows, we shall use the notation c (j) to denote an (r − 1) vector obtained from the r-vector c = (c 1 , . . . , c r ) from which the jth component c j has been removed. That is c (j) = (c 1 , . . . , c j−1 , c j+1 , . . . , c r ). Similarly, for an m × q matrix C = (c 1 , . . . , c q ), C (j) will denote the m × (q − 1) matrix obtained from C by deleting the jth column vector c j from C. As before, let A 1 , denote the set of respondents and A 0 the set of nonrespondents. In obtaining jackknife estimator, we drop the jth observation. However, because of the imputation, we will need to consider respondents and nonrespondents separately as in Rao and Shao [3] . Thus, without the jth respondent, we estimate β by
(2.19)
For j ∈ A 1 , we have
where h 1jj , j = 1, . . . , n 1 , defined in (2.15), is the diagonal element of
Hence, after same simplification, we can write
whereẽ j is defined in (2.6). Letting h jj , j = 1, . . . , n, defined in (2.15), denote the (j, j)th diagonal element of
we find that
Thus, for j ∈ A 1 we define
whereẽ * 0 is defined in (2.8). Similarly, from (2.9) when j ∈ A 0 we define
See Sen and Srivastava [10] (p.173) for many of these algebraic computations. In the regression model, the pseudo values defined to obtain jackknife estimators have the unbalanced nature as noted by Hinkley [11] and a weighted jackknife estimator of variance was given by Srivastava [12] . We follow Srivastava [12] to obtain the jackknife estimator of the variance. We shall assume that n is large and that h jj 's are small such that h 1jj h jj . Under this assumption, it can be shown that 
The jackknife variance is given by (see Srivastava [12] (p.1332)) 
In order to establish asymptotic normality, we need the following result due to Srivastava [9] . 
or equivalently under conditions of Theorem 2.2,
Here A 
Bootstrap estimate of the covariance
We draw a sample of size n with replacement fromẽ 1 , . . . ,ẽ n 1 , given in (2.6), and we replicate it m times. We shall denote the first n 1 observations of the ith replicate byẽ * ij , j = 1, . . . , n 1 , i = 1, . . . , m, and the remaining n 0 = n − n 1 observations
, as the n 1 vector of imputed values for the observed values y 1 , . . . , y n 1 , where
Then the imputed estimate of b 1 for the ith replicate is given by
Hence, the predicted value of y * 1i is given bŷ
where H 1 is given in (2.20). Next, we impute the missing observations in the ith replicate by
We define the imputed estimate of β in the ith replicate by
Then the bootstrap estimate of the Cov(b * I ) is given by 
Thus in Theorem 2.4, we could also use V * B in place of V * J in the pivotal quantity. That is, we will also have
It may, however, be preferable to obtain the bootstrap distribution of b * I . This is done in the next subsection.
Nonparametric bootstrap distribution of b *

I
Following Efron [13] , we give a nonparametric bootstrap distribution of b * I . It has been shown by Freedman [14] that the sample or empirical cumulative distribution function (cdf) F n of the residualsẽ i , i = 1, . . . , n 1 , defined in Section 2, converges in probability to the cdf F of ε. Thus, we draw a random sample of size n with replacement formẽ 1 , . . . ,ẽ n 1 . We shall replicate it m times. The first n 1 observations in the ith replicate will be denoted byẽ * ij , j = 1, . . . , n 1 , i = 1, . . . , m and the last n 0 = n − n 1 observations in the ith replicate will be denoted byẽ * *
and 
The proof of this theorem is similar to the proof of Theorem 2.4 given in the Appendix.
Multiple imputation
In multiple imputation introduced by Rubin [1] , several (say m) independent imputations of the missing values are obtained to create m completed data sets. From each completed data set, an estimate of a parametric function, say rdimensional vector valued function g, is obtained. Letĝ * i , i = 1, . . . , m be an estimate of g from the ith completed data set, obtained in the same manner as if no observations were missing. Then, g will be estimated by the average of these m estimates, namely,
Letĝ denote the estimate of g based on n independent observation with no missing values andŴ denote the estimate of the covariance ofĝ. ThenŴ * i will denote thisŴ evaluated from the completed data sets where the missing values have been imputed. Rubin [1] showed that for the location model the covariance ofĝ * can be estimated bŷ
.
). Schenker and Welsh [7] showed that asymptotically this formula also holds for the regression model for various imputation schemes. However, Kim [6] showed that for the normal imputation model, described below,T * overestimates the Cov(ĝ * ). On the other hand Srivastava [5] proposed a distribution free multiple imputation scheme, also called in the above cited report as asymptotic Bayesian bootstrap (ABB), for which
The two multiple imputation schemes differ in one significant way. While the normal imputation scheme of Rubin and Schenker [2] and Schenker and Welsh [7] introduces extra variability by resampling the scalar parameter from an inverted chi-square times an unbiased estimate of the model variance, the distribution free multiple imputation scheme of Srivastava [4, 5] introduces extra variability by using the imputed values of the observed data in imputing the missing observations. Rubin [1] justifies the normal imputation from Bayesian theory. However, the distribution free multiple imputation has the justification that all the imputed values should have the same sample variance. In the next four subsections, we describe these two multiple imputation schemes as well as a 'simple residual' scheme proposed by Srivastava [4, 5] , Rubin and Schenker [2] and Schenker and Welsh [7] .
Multiple imputation using simple residuals
In this method only the missing values are imputed. Letẽ * * ij , j = 1, . . . , n 0 , i = 1, . . . , m denote the random sample drawn independently with replacement fromẽ = (ẽ 1 , . . . ,ẽ n 1 ) defined in (2.6). Then the imputed values for the missing values in each repetition of the multiple imputation, i = 1, . . . , m, are given by
. . ,ẽ * * n 0 i ) and y * * 0i = (y * * 1i , . . . , y * * n 0 i ) . We define the imputed estimator of β for each repetition, i = 1, . . . , m, by
. Hence, the imputed estimator of β is given by
Then we have the following theorem.
Theorem 3.1. For simple residual multiple imputation, we have
where tr A denotes the trace of the matrix A.
However,
From the above theorem, it follows that even for large sample size n, the general purpose estimatorT * * is an underestimate of the actual Cov(b * * I· ). Thus, the simple residual method is not a viable method for multiple imputation.
Multiple imputation under normality assumption
In this method the missing values are imputed as follows: for each repetition of the imputation, i = 1, . . . , m, draw
where b 1 is defined in (2.3). Finally, for each missing unit y * *
The above procedure assumes a constant prior for (β, log(σ )) and an ignorable response mechanism in the sense of Rubin [15] . As in the previous section, we define the imputed estimator of β for each replicate i = 1, . . . , m by
The imputed estimator of β is given by
Under model (2.1), with an ignorable response mechanism assuming n 1 > p + 2, Kim [6] studied finite sample properties of the multiple imputation estimators and showed that
and thatT * * , Rubin's variance estimator of the point estimator b * * I· , defined in (3.3) is a biased estimator of Cov(b * * I· ). Kim [6] has proposed a simple modification method to make Rubin's variance estimator an unbiased one for finite samples by generating the posterior values of σ 2 from the inverse chi-square distribution with degrees of freedom n 1 − p + 2 instead of n 1 − p in the imputation procedure described above. In the next section, we propose a distribution free multiple imputation procedure.
Distribution free imputation procedure
As before, let b 1 ,ẽ and S 2 1 be as defined in (2.3), (2.6) and (2.10), respectively. We draw a random sample of size n = n 1 +n 0 with replacement fromẽ 1 , . . . ,ẽ n 1 and we replicate it m times. We shall denote the first n 1 of y 1 = (y 1 , . . . , y n 1 ) in the ith replicate. Then, the imputed estimate of b 1 is given by
where C 1 is given in (2.4) . It is the new imputed estimate of β that is being used in imputing the missing observations. Thus, the imputed values of the missing observations in the ith replicate is given bỹ
whereỹ * * 0i = (y * * 1i , . . . , y * * n 0 i ) . We define the imputed estimate of β in the ith replicate bỹ Then we have the following two theorems. 
Theorem 3.2. The covariance of b * *
I· is given by
is an unbiased estimator of Cov(b * * I· ). 
Comparison of single imputation methods with multiple imputation methods
In this section, we present the results of several simulations to study the performance of our methods and compare it with multiple imputation procedures. Throughout these examples, the missingness on Y occurs at random (MAR) in which that probability of Y being missing may depend on X values. In our simulations, we considered the following model
to compare the imputation methods under non-normal error terms, where X ∼ N(1, 1) and ε is generated from (i) tdistribution with 4 degrees of freedom and (ii) a mixture of normal models as follows 0.8
Three different response probability functions P(x) = P(δ = 1|X = x), where δ = 1 if Y is observed and 0 otherwise, under the MAR assumption were considered to delete some of Y 's in each model. Response functions, denoted by P 1 (·), P 2 (·) and P 3 (·), are defined by
Case 3: P 3 (δ = 1|X = x) = 0.6 ∀x For each case, we have E(P 1 (X)) ≈ 0.9, E(P 2 (X)) ≈ 0.74 and E(P 3 (X)) = 0.6, that is P 1 (x) has the lowest missing rate and P 3 (x) has the highest rate.
We compared the proposed methods namely the jackknife and bootstrap as single imputation methods and the distribution free multiple imputation method with simple residual and normal multiple imputation procedures, described in Sections 2 and 3, with M = 5 repeated imputations. The confidence intervals are (β − t V ,β + t V ), where t = t 0.025,n−2 From these results, it is clear that both the jackknife and bootstrap methods which require single imputation are performing very well and sometimes even better than the multiple imputation methods. The distribution free multiple imputation method is also doing as good as the multiple imputation method.
Conclusion
In this paper, several imputed estimators of the regression parameters are presented. More specifically, we propose jackknife and bootstrap estimates of the covariance matrix of the singly imputed estimate of the regression parameters under the regression model and study their statistical properties to obtain inference or confidence regions for Cβ. Also a newly multiple-imputation method, called distribution free method, has been proposed which does not require the normality assumption. In a simulation study we obtain the interval estimates for the slope parameter in a simple regression model based on the proposed methods and compare it with those obtained from conventional and modified multiple imputations methods. We found that the jackknife method performs reasonably well and almost never beaten when the sample size is large which is the most common situation in sample surveys. The coverage of the confidence intervals are close to the nominal levels for all range of sample sizes. Although, the coverage rate is slightly lower than those obtained via modified or distribution free multiple imputation methods when sample size is too small with low respondent rate but they are also significantly narrower. The computational simplicity of the jackknife method as well as the simplicity in obtaining its variance (as it does not require the evaluation of the derivatives) and its performance leads to suggest that the jackknife method may be preferable over other methods. 0, I) as n → ∞. Before giving the proof of the theorems, we need the following lemmas, the proofs can be obtained from the authors.
Lemma A.1. Let X : n × p, X 1 : n 1 × p and X 0 : n 0 × p be the matrices defined in Section 2. Then, we have Then, for any A = (a ij ) and B = (b ij ) symmetric matrices 
Using Lemma A.2, we obtain the following lemma.
. . , m n 1 ) , and τ = σ 4 max(|γ −3|, 2).
Then,
Proof of Theorem 2.1. We note that
Thus,
Hence,
Similarly,
] .
Proof of Theorem 2.2. For simplicity of presentation, let
where e j 's are defined in (2.5). Using the notations in (A.1) and (2.12), we have
Hence, with 1 j = (0, . . . , 1, . . . , 0) , defined to be the vector whose only nonzero component is the jth component, which is one, and since E * (ẽ *
We note that
and since X 0 X 0 = X X − X 1 X 1 , we have
Thus, the last two terms in E * (V * J ) can be simplified by noting that h jj = O(n −δ ), δ > 0 and hence
and
Thus, using Lemma A.3, all the terms of E(V * J ) can be evaluated. Collecting the terms, the proof is obtained.
Proof of Theorem 2.3. We need to obtain the variance of each term in (A.2)-(A.7), or their bounds. We note that the expressions like
are of the order 1 + O(n −δ ), δ > 0. Thus, these terms will be treated as one in our evaluation. Define,
where λ 1 denotes the largest root of a matrix, in this case Σ 
. Now consider the lrth entry of (A.5), that is
Next, consider the lrth entry of (A.6), that is
where f jk is the kth element of the vector f j , given in (A.1). But from Lemma A.3, Var(ẽ * 2 j ) = O(1) and
Next, we consider the lrth entry of (A.7), that is
Proof of Theorem 2.4. Recall that
0 . Thus assuming that max 1≤j≤n 0 h 0jj → 0, we have conditionally given y 1
we get conditionally given y 1
But this distribution does not depend on y 1 and hence asymptotically it is independent of y 1 and thus of b 1 . Under the assumption that max 1≤j≤n 1 h 1jj → 0, we have
Because of the asymptotic independence of b 1 and (X X) −1 X 0ẽ * 0 , thus we get
where Q is given in (2.11). Thus, any consistent estimator of σ 2 Q can be used to achieve asymptotic normality.
Proof of Theorem 2.5. We recall that 
From the above expression of V * B , the consistency follows from the law of large numbers.
Proof of Theorem 3.1. (a) By taking the conditional expectation of the first term on the right side of (3.1), we have
Similarly, for the second term we have ].
Similarly, y * * 0i − X 0b * * Ii is equal to 
