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INTRODUCTION 
During the past several decades, an issue of increasing concern has been to assess the potential 
consequence of anthropogenic source impacts on future climate changes (see IPCC 1990,1992). In 
order to investigate the regional response to global climate, the need for regional information on a 
scale of lOOkm or finer (Robinson and Finkelstein 1991) provides the motivation to downscale the 
global climate signal to regional areas. As an important tool for interpreting the regional response to 
the global climate, regional climate models disclose in-depth physical insight to the regional climate 
change with higher temporal and spatial resolution (Giorgi and Meams 199 l,Giorgi et al. 1993, Jones 
et al. 1995). The primary topic of this study is how to take advantage of current computer resources to 
find a possible way to evaluate the influence of model errors on the results from a regional climate 
model (RegCM2) using a state-of-the-art ensemble technique. 
The ensemble approach first proposed by Epstein (1969a) and Leith (1974) accounts for the 
uncertainties of initial conditions by providing information on the probabilities of different outcomes. 
Lorenz (1963) pointed that in a nonlinear system like the real atmosphere, small errors in the initial 
condition grow and contaminate the model solutions while time progresses. The original idea of the 
ensemble technique is to generate slightly different but akin initial states for multiple forecast runs, 
thereby constructing an ensemble forecast system, and finally to utilize the ensemble forecast instead 
of using one single deterministic forecast. The purpose is to account for uncertainties in the initial 
states, to make the model solutions more robust and more reliable, and to enhance the utility of 
models. 
Recently, many scientists and researchers have successfully implemented this technique to short 
range forecasts of 1-2 day (Mullen and Baumheftier 1991, 1994, Brooks and Doswell 1993, Brooks et 
al. 1995) and to medium-range forecasts of 6-7 days (Tracton and Kalnay 1993, Toth and Kalnay 
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1993, Mureau et al. 1993, Molteni et al. 1996). Meanwhile, utilization of the forecast results of 
ensemble system has been expanded to examine the outlier members of ensembles (Mureau et al. 
1993) and development of a variety of algorithms for cluster analysis (Bankovic et al. 1990, Murphy 
1990, Ferranti et al. 1994). Most of the above implementations are based upon an important 
assumption that supposes the model is perfect and error-free. In such a case, only uncertainties 
inherent in the initial conditions are sampled. In this dissertation, we will attempt to implement the 
ensemble technique to extended periods of integration, that is, the regional climate forecast. But 
owing to the special characteristics of regional climate models, the above methods for sampling initial 
condition uncertainties will no longer be effective and the assumption of a perfect model will be 
invalid as well. 
In a regional climate simulation that is forced by large-scale information at the lateral boundaries, 
the model will forget the initial conditions beyond a certain integration period especially if the large-
scale forcing is strong. Though it is unclear how much initial information still remains when time 
goes on, the physical processes of the regional climate model gradually become dominant along with 
lateral boundary conditions. The influence of initial conditions to the model results will decrease. 
Hence, due to this special feature of the regional climate model, consideration of the impact of initial 
condition uncertainties on the model results loses practical meaning. One should find out the effect of 
other aspects associated with forecast errors when model simulations run on the regional climate 
scale. Sampling the uncertainties of initial fields alone is not sufficient to perform an ensemble 
forecast of regional climate. 
Aside from initial condition uncertainties, for limited-area numerical models, the error source also 
includes model errors due to imperfect model and uncertainties inherent in the external driving force. 
One may regard initial condition uncertainties as random sampling error, whereas some of the other 
errors are systematic errors, such as model errors. The random errors have significant variations from 
day-to-day and place-to-place so that the model solutions show more relatively random features. 
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Many traditional statistical methods that emphasize the stochastic characteristic can be considered in 
implementing an ensemble approach. Conversely, the systematic errors have more stable 
characteristics. They usually lead the model results to have similar response or identical tendency to 
the similar particular weather system. For instance, Tibaldi et al. (1995) find that though the ensemble 
forecast extends the range at which the transition to blocking flow regimes in the atmosphere can be 
forecasted, the model still underpredicts the frequency of blocking. They concluded that the medium-
range forecast's systematic errors may contribute to this deficiency. Houtekamer et al. (1997) do not 
obtain sufficiently large spread in their medium-range ensemble. They point out "the sources of 
(probably model) error have been underestimated". Buizza et al. (1999) perturbed the model error by 
adding a stochastic perturbation to the tendency due to the parameterized physical processes, with the 
amplitude proportional to the total parameterized tendency itself. The results show that the ensemble 
spread increases and the ensemble forecasts are improved. Moreover, many researchers stress the 
importance of model errors on any forecast range (Tribbia and Baumhefner 1988; Dee 1995; Harrison 
et al.l996; Houtekamer et al.l996; Mitchell and Daley 1997a, 1997b). Neglecting model errors, an 
important component of the forecast error, may cause a spread smaller than actual forecast errors 
(Van den Dool and Rukhovets 1994; Buizza 1995; Harrison et al. 1999). Therefore, it is improper to 
assume that the model is perfect as in short-medium range ensemble forecasts when an ensemble 
approach is applied to regional climate forecasts. 
As mentioned earlier, though lateral boundary conditions are an important source of forecast errors 
in a regional climate model, their examination requires more computer resources, especially storage 
space. Moreover, since approaches for sampling lateral boundary conditions are concerned more with 
stochastic features, it is difficult to build direct relationships between the source of model errors and 
the response of model results. Therefore in this dissertation, we attempt to use the idea of ensemble 
forecast to address the uncertainties only associated with the model errors in the regional seasonal 
integration. 
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Different approaches have been employed to reveal model error sources. One of them is the AMIP 
approach (Gates 1992), which assesses the performance of different global models for the same event 
under the same initial condition and external forcing (SST). Hence the comparisons of different 
model results may allow us to estimate the merits and weaknesses of each model. Those comparisons 
then give us knowledge of the ability of the model to represent the real atmosphere. However, the 
method only estimates the overall performance of each model. Non-linear interaction makes it 
difficult to distinguish the source of model errors. Especially, the variance of model results stemming 
from the uncertainties of the model physical processes of these models is unclear. Therefore we don't 
know the extent to which the current configuration of the model physical processes of these models 
could represent the overall model. For example, one physical scheme has some parameters in order to 
complete the scheme closure. We often have little knowledge about these parameters such that the 
chosen values of these parameters are arbitrary and artificial. If one randomizes these values within 
the possible value range and then finds that the randomization results in variations equivalent to the 
entire difference of different model results, the results of an AMIP-type comparison might mislead us. 
That is, we are not able to find the major source of model errors because of these uncertainties. 
Buizza et al. (1999) adopts another interesting strategy to sample model errors associated with 
model uncertainties. They inflate the heating tendency term in the model equations. However, just as 
they conclude, these model uncertainties are poorly known. Further experiments sampling such model 
uncertainties will be difficult, because the structure of model errors is little known to us. Hence, the 
perturbed methods might not represent the actual model error before the structure of model errors is 
properly disclosed. The following questions are naturally raised. What is the most efficient way to 
perturb the model and to construct members of the ensemble forecasts for sampling the model errors? 
How much benefit do the ensemble forecasts obtain from these "arbitrary" model errors? Or in other 
words, how much is the forecast enhanced using the ensemble forecast to sample the real model 
errors? Should one first study the model errors caused by uncertainties associated with model physics 
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in order to gain the maximum possible benefits from the ensemble forecast? Little knowledge 
replying to the above questions has been addressed in the previous literature. To study the constitution 
of model errors might be a first step to answer the above questions and create useful ensemble 
forecasts effectively as well. 
The difficulty of identifying the model errors has been recognized. As suggested by Houtekamer et 
al. (1996), one may start to investigate the sensitivities to uncertain parameters of model physical 
process schemes and then to partition the constitution of model errors. A difference from the 
traditional sensitivity tests is that the traditional way emphasizes the model responses to the change of 
one uncertain parameter, usually in a qualitative way, while the ensemble depicts more statistical 
characteristics of the model response to these changes. Essentially, the ensemble way contains more 
information on distribution of the model errors. Although the ensemble system does not remove 
model errors, it could delineate how much variation the uncertain parameters cause and how much 
confidence level the ensemble forecast provides. Especially, it might illustrate the sensitivity to one 
certain parameter in a quantitative way and what possible percentage of the entire model errors is due 
to these uncertain parameters. 
In this study, we therefore will adopt another strategy to reveal the model errors: directly perturbing 
the model physical parameterization. The purpose is to study the variation of model results due to 
uncertainties of some parameters which are little known. We use this method to strive to understand 
how much spread the perturbed parameterization will generate. Thus it can help us to understand how 
much confidence level the parameterization can present. 
This study is organized as following: model description, details for constructing ensemble 
forecasts, verification data, and verification methodology are presented in section 2. Section 3 shows 
the ensemble forecast results. Some primary results will be presented in this section. Finally some 
discussion and conclusion will be given in section 4. 
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METHODOLOGY 
(1) Model Description 
RegCM2 (version 2 of the NCAR Regional Climate Model) is employed for our study. RegCM2 
model is a climate version (Giorgi et al. 1993a; 1993b) developed based on the NCAR/Penn State 
University mesoscale model (MM4; Anthes et al. 1987). RegCM2 is a hydrostatic, compressible, 
P ~ Put primitive equation model with a terrain-following coordinate G = —. Here is p is pressure, 
Ps ~ Plop 
p,„p is the pressure of the model top (prescribed as lOOmb in RegCM2), and p^ is the surface 
pressure which is a function of the prognostic time. The model vertical structure is divided into 14 
G layers in the current model configuration. Finer resolution of vertical structure in the lower 
atmosphere allows the model to capture the structure of the boundary layer. RegCM2 also has a 
complete physical package that includes detailed representations of radiative transfer, planetary 
boundary layer (PBL), surface physics, and cloud and precipitation processes. 
The RegCM2 radiative transfer package is the version 2 of the NCAR Community Climate Model 
(CCM2; Hack et al. 1994). It calculates radiative transfer including the contributions of CO,, Oj, 
H^O , O,, and clouds. A medium-resolution PBL scheme is developed by Holtslag et al. (1990). 
The scheme considers the effect of an eddy-diffusion term and a "countergradient" term describing 
nonlocal transport due to deep convective plumes in the PBL. The eddy diffusion follows a nonlocal 
parabolic profile between the surface and the PBL top. 
In the calculation of surface physics, RegCM2 couples Biosphere-Atmosphere Transfer Scheme 
(BATS) version BATS-IE (Dickinson et al. 1993), which depicts comprehensive land-surface 
processes. BATS model stresses simulating the proper role of vegetation in modifying surface 
moisture and energy budgets. 
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The precipitation processes of RegCM2 use Grell's (1993) scheme to depict the deep convection. 
We will study the uncertainties associated with model errors by selecting parameters in the moisture 
processes. In the convection scheme, the convective activity is highly related to the buoyant energy in 
each grid cell. The pre-set values in this scheme may not reflect the actual atmosphere and may be 
case-dependent. We will tune the variations of these values in order to study the response of 
precipitation. As for the description and procedure of the Grell's scheme in the current RegCM2 
model, please refer to Grell et al. (1994). Further discussion of some parts of the Grell scheme related 
to our study will be given in the following subsection. The reader may find more details regarding to 
the RegCM2 model from the works of Giorgi et al. (1993a; 1993b). 
The overall model configuration consists of 101 grid points in east-west direction and 75 grid 
points in north-south. The grid spacing is 52 km. The time step for integration is 160s. The domain 
covers most of North America and the adjacent water area. Land-use data and terrain height are 
generated from MM5 (NCAR/Penn state mesoscale model version 5) 0.5 degree data set. The 
NCEP/NCAR reanalysis data are used as initial data and also to drive the inner domain as the lateral 
boundary conditions. The NCEP/NCAR reanalysis data are interpolated using the preprocess program 
of MM5 to our RegCM2 domain and vertical layers. The transition zone around the four lateral 
boundaries consists of 16 grid points which allows the lateral boundary conditions to smoothly 
influence the inner domain. Lateral boundary conditions are updated each 6-hours. 
Two episodes are used for our study, from OOUTC June 1, 1993 to OOUTC Aug I, 1993 and the 
same period of 1988. We focus mainly on analysis of 1993 episode. Except where stated, the results 
are for 1993. 
All model runs finish on 433 MHz Linux PC in our Lab and 200MHz Cluster PC machines of 
Ames Lab. The executable files are compiled on one designated Linux PC machine and then are 
copied to other machines in order to avoid the error due to different compiler versions installed on 
different machines. The whole model run needs near 2 days of CPU time on PC of our lab and near 3 
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days of CPU time on Ames Lab. Each model run needs 700 mega-bytes storage space for initial and 
lateral boundary conditions and roughly 670 mega-bytes space for 61 days of 6 hour model output. 
(2) Method to Perturb the Model 
In this sub-section, some brief introduction of the Grell scheme regarding our research will be 
given. In the Grell (1993) scheme, convection is activated if a parcel rising along with the updraft 
originating level eventually attains moist convection. A simple cloud model, which includes an updraft 
and a downdraft without detrainment and entrainment except at the cloud top and cloud bottom, depicts 
the two steady-state circulations without direct mixing between cloud air and environmental air within 
cloud. The heating and moistening feedback to the large scale is determined by compensating mass 
fluxes and detrainment at cloud top and bottom. The scheme includes the cooling effect of moist 
convective downdrafts as well. 
For the closure part, the scheme simply uses 
where ABE is the buoyant energy available to a cloud, is the cloud-base mass flux. AT is the time 
scale over which the available buoyant energy is removed, and NA is the rate of change of available 
buoyant energy for each unit of mass flux. This closure basically states that when the large scale 
destabilizes the environment, cumulus clouds remove the available buoyant energy and stabilize the 
environment in a given time scale. This closure is close to the idea of Fritsch and Chappell (1980). 
The time scale for removing ABE through convection is prescribed in the Grell scheme. This type 
of closure may depend on the choice of AT. Shorter time scale may cause more cooling in low levels, 
warming in upper levels and more overall drying. In the original RegCM2 version. AT is chosen to be 
30 minutes. We will vary AT from 10 minutes to 2 hours for studying the response of overall rainfall. 
NA = dABE 
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AT will be selected aslO minutes (600$), 30 minutes (1800s), 60 minutes (3600s), 90 minutes (54C)0s), 
and 120 minutes (7200s). 
Also in the Grell scheme, the allowable stable layer thickness between the LCL (cloud base) and 
LFC for a parcel that undergoes deep convection is prescribed, which value is 150 mb. Since the Grell 
scheme is activated by a buoyant parcel, a different thickness of stable layer may also influence the 
rainfall. When the stable layer thickness is allowed to be deeper, convection can be produced more 
easily. Conversely, for shallower stable layer thickness, it is more difficult for convection to be reached 
because the environment must erode the stable layer until it reaches a small value. We will choose 
thicknesses of 150mb, I25mb. lOOmb, 75mb, 50mb for investigating the response of the Grell scheme. 
By perturbing the above two parameters to address the uncertainties inherent in the RegCM2, a 
total of 5 by 5 (that is, 25 members) experiments have been integrated over the period (from Jun 1 to 
Aug 1). The value range of above two parameters covers their possible variation. The integration 
results of 25 members should represent the possible variability of the model solutions due to these two 
uncertain parameters. 
(3) Verification Data 
(a) Data Source 
We use precipitation as our verification variable. The source of verification data comes from a 
gridded hourly precipitation data base for the continental United States (1963-1995) of NCEP/Climate 
Predication Center (Higgins et al. 1996). The original gridded hourly data, incorporating the compiled 
and quality-controlled station data archived at the NOAA National Climate Data Center, have 33 
points along longitude direction starting from WOW to 60W with a grid spacing of 2.5 degree and 21 
grid points along latitude direction starting from 20N to 60N with a grid spacing of 2.0 degree. 
However the resolution of verification data is much coarser than RegCM2's (Higgins gridded data's 
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resolution is roughly over 200km while RegCM2's is only 52km). In order to map the domains, we 
use Barnes scheme (1964) to interpolate the forecast results from the RegCM2 grid points to the 
Higgins grid points which are located within the RegCM2 domain (Higgins's domain is much bigger 
than that of RegCM2). Wavelength which response is e"' in Barnes scheme is 2 degree (roughly 
200km). In addition to the total precipitation during the entire integration period, 24 hour daily 
precipitation is also used to verify daily forecast precipitation. We will mention which precipitation is 
verified later. 
(b) Generation of Annual Anomaly 
A simple method generating the annual precipitation anomaly of verification data is adopted. 
First, we average the total precipitation over the period between June 1 to Aug I from 1963 to 1995 to 
generate the climatological field of two months. We also compute the annual precipitation variability 
(i.e., temporal standard deviation at each grid point) of these two months over the same period 
between 1963 and 1995, then multiply by three different constants (0.0, 0.5, 1.0) to get the 
corresponding amplitudes of annual variability and add them into the climate average field to form the 
different threshold fields. So 3 different threshold fields are used starting from the climatic state to the 
state of one time of annual anomaly. 
(4) Method for Verification 
The utilization of ensemble data is still an evolving process (Mureau et al. 1993; Toth and Kalnay 
1993; Wilks 1995; Anderson 1996; Brooks et al. 1996; Hamill and Colucci 1997, 1998). Especially, 
verification for the results of an ensemble forecast becomes even more complex compared with 
verification of a single deterministic forecast (Stanski et al. 1989, and Wilks 1995). The methods of 
verification have not reached a satisfactory extent (Toth and Kalnay 1993). Though some current 
verification methodologies have concrete statistical characteristics and are used to portray the 
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statistical distribution of results of ensemble forecasts, their interpretation is difficult to convey in 
terms of straightforward meteorological information. So procedures for condensing these ensemble 
data, extracting valuable information from these vast data sets and evaluating the results are 
imperative to be resolved. This dissertation will make use of verification methodologies to evaluate 
the skill of ensemble forecasts, the correlation between skill and spread of ensemble, outlier ensemble 
statistics, and ensemble probabilistic forecast. 
Correct and complete assessment and verification of an ensemble forecast is the first step to make 
use of the ensemble forecast. A number of measures have been discussed and compared in the recent 
research literature (Zhu et al. 1996; Buizza and Palmer 1998; 23iang and Casey 2000). These 
measures include ensemble mean skill (Tracton and Kalnay 1990, Milton 1990; Mo and Kalnay 
1991); bias (Murphy 1995; Wilks 1995); spread-skill relationship (Buizza 1997; Whitaker and 
Louche 1998); and probability forecasts such as Brier score (Brier 1950; Atger 1999), outlier statistic 
(Hoffman and Kalnay 1983; Mureau et al. 1993), ranked probability score (Epstein 1969b; Stanski et 
al. 1989; Hamill and Colucci 1997, 1998), and receiver operating characteristic (Swets 1973) also 
called relative operating characteristic (ROC) as Mason (1982) and Stanski et al. (1989) suggested. 
The combination of those measures reflects the basic distributions related to every part of ensemble 
forecast quality. Their relationship is not just conceptually alternative. Brier (1948) believed that 
relying on a single index could cause confusion. Murphy (1991) also argues that the reduction of vast 
amount of information from a set of forecasts and observations into a single measure can lead to 
misinterpretation of the verification results. Brooks and Doswell (1996) support the above point and 
use so called distribution-oriented verification to thoroughly verify the forecasting system and 
observation. Comparing with the traditional method relying on only one single measure, they find that 
this method of distribution-oriented verification captures the richness associated with the relationship 
of forecasts and observations. Study of verification methodologies is beyond this dissertation's scope. 
However, based upon the above research, in absence of standard procedure and methodology of 
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verification, it is certainly worth thoroughly assessing our ensemble system by using a variety of 
current known measures. It will reduce the risk of misinterpreting our results. The following is a 
short introduction to measures used in this dissertation. 
(a) Ensemble Mean 
The most common application of ensemble results is to treat the ensemble mean forecast as a 
proxy of a single deterministic forecast (Brankovic et al. 1990; Milton 1990; Tracton and Kalnay 
1993). Generally, ensemble average forecasts could improve mean error compared with the individual 
ensemble forecast member (Seidman 1981; Murphy 1988). Leith (1974) pointed out that much but 
not all of this error can statistically filtered by this ensemble mean technique. 
(b) Mean Square Error and Its Decomposition 
Mean square error (MSE) is a common measure used to assess the accuracy of a forecast system. 
It is given as: 
MSE(g,y)= -T (g, - V;)- (1) 
n T  
where g- is the value of forecast and v, is the value of observed data at each grid point within the 
interest domain, n is the total grid points within the domain. The notation of summation means the 
average over the desired area. The above equation can be decomposed as the following equation 
(Murphy 1988; 1995): 
MSE=( J - y)' + 5; + 5; - 5, (2) 
where the bar refers to the average value over the area, Sg,S^. denote the standard deviation of 
forecast and observation variable, respectively, and r^. stands for the spatial correlation between 
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forecast and observation. If we rewrite equation 2 by adding and subtracting 25^ S , the equation is 
derived as following: 
MSE=( g - y)' + (S, -5 J- + 2(1 - )S^S^. (3) 
First term of right hand in equation 3 is the square of the mean difference over an area between 
forecasts and obser/ation. Second term refers to the difference of the spatial standard deviation 
between forecast and observation, which assesses the extent to what the forecast variability differs 
from the observation. Third term indicates the difference of spatial correlation between forecast and 
observation, for example, whether the predicted raining area overlaps the observation area or vice 
versa. The latter two terms are related more to differences in the spatial structure of precipitation 
associated with forecast and observation. 
(c) Spread and Skill 
An important application of ensemble forecasting is to disclose information on the degree and 
characteristics of uncertainty in a forecast system. In general, an ensemble system has capacity to 
depict agreement and disagreement aspects quantitatively and thoroughly in almost all spatial and 
temporal structures among those individual ensemble members. In a perfectly designed ensemble 
system that samples all possible uncertainties, we might expect that small spread, also called 
dispersion of ensemble forecast, would give us higher credibility that the final average state of 
ensemble forecasting will be near to the actual atmospheric state. For an ensemble forecast system, 
small spread (around ensemble average value) should indicate a skillful forecast or small forecast 
errors (measured by distance function between a forecast and its verification data) between the 
ensemble mean and actual observed state. (Notice that distance as used here and later means the value 
difference between forecast, usually ensemble forecast mean, and verification data at one grid point, 
rather than spatial distance.) In other words, spread and skill should have some correlation. 
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In this dissertation, we use simple distance measures of spread and skill. The skiU is simply 
defined as the root mean square distance between ensemble mean and verification data at a grid point 
(Hereafter we refer to this distance as control error): 
where g{i, j) denotes the ensemble mean forecast of N members and >•(/, j) is the vcrif>'ing data at 
one grid point, i, j represent the x and y index of grid points in the domain, respectively. The spread 
is defined to be the root mean square distance between the ensemble members and the ensemble mean 
at a grid point. The spread S(i.j) is given as: 
where k is the index of one individual member. We might expect that the ensemble system will have 
relatively high correlation between and skill and spread. For instance, one grid point having small 
error distance is expected to have correspondingly small spread. 
(d) Outlier Statistic 
One attribute associated with the quality of ensemble forecasts is that the range among the 
members of ensemble forecasts at each grid point of the domain should embrace the verifying or 
observed data at this grid point if the ensemble forecast system samples all uncertainties well. 
Anderson (1996) and Hamill and Colucci (1997, 1998) used the method of rank distribution to 
evaluate the ensemble forecast system. Though our current configuration of ensemble forecasts no 
longer meets their assumption, that is, the model is perfect and all forecast errors come from all 
plausible error inherited in initial conditions, the rank distribution method can still be used to evaluate 
systematic errors and outlier statistics (Strauss and Lanzinger 1995; Buizza 1997, 1998). In other 
words, the method itself is not established on the basis of the underlying assumption. Basically, the 
(4) 
(5) 
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method for outlier statistics follows the rank distribution (Anderson 1996; Hamill and Colucci 1997, 
1998). 
Suppose the ensemble forecast system has N members. In other words, there are N ensemble 
forecasts of some variable g at each grid point predicted by these N members. So we may sort them 
by increasing rank, i.e., -«> < g, < gi < ••• < ^Af-i < Sn< These ranks create N+1 bins and the 
verification or observed data at each grid point will fall into one of N+1 bins. Of special concern is 
outlier verification data, that is, verification data located outside the range of ensemble forecasts in 
the two bins at the extreme ends, i.e., y <g, or, < y, where y stands for verification data at one 
grid point at one particular time, g, denotes the minimum forecast value in 25 ensemble members at 
the same grid point at the same time, and g ^ refers to the maximum value in 25 ensemble members 
at the same grid point at the same time. The probability of outlier statistics is defined as the 
probability of verification data being located outside the range of ensemble forecasts. 
Anderson (1996) and Hamill and Colucci (1997; 1998) assume that the model is perfect and all 
forecast errors come from the initial conditions. So if the plausible errors in initial conditions could be 
equally sampled, the number of observed or verification data should equally fall into these bins 
generated by ensemble forecasts members, so we would expect the uniformity of observed data 
distribution in the bins. Any systematic errors may lead to a non-uniform distribution. In fact, even if 
the above assumption isn't satisfied, the distribution shape still tells us information about the 
systematic errors. In particular the distribution of two extreme ends may allow us to assess the 
performance of the ensemble forecast system. 
(e) Probabilistic Forecast Measures 
One typical advantage of ensemble forecasts is the application of probabilistic forecasts 
generated by multiple ensemble members (Zhu et al. 1996). All probabilistic forecasts are then 
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evaluated on basis of each grid point within the designated domain area. A number of categories are 
created according to prescribed thresholds. (Notice that this procedure differs from the previous 
subsection in that the categories are prescribed rather than being determined from ensemble 
members.) Each ensemble member at each grid point is sorted into a certain category when the 
correspondent threshold is satisfied at this grid point. The percentage of ensemble members falling 
into each category at each grid point is the eventual probability forecast at the grid point. Along with 
the details of rules for generating probability forecasts, brief introductions of verification scores for 
probabilistic forecast, such as relative operating characteristic, are given in the following. 
• Relative Operating Characteristic (ROC): 
ROC is a measure introduced from signal detection theory (Swets 1973). Its application for the 
verification of ensemble forecasts is practically effective (Mason 1982; Stanski et al. 1989). The idea 
of this method for evaluating ensemble forecasts is to break a continuous value into different 
categories. Probabilistic measures of ensemble forecasts will be evaluated by the categorical scores of 
the probability of detection (POD) or hit rate, and the false alarm rate (FAR). Generally, according to 
the prescribed thresholds, a 2X2 contingency table like Table I is created. In this table, a is the 
number of hits, b is the number of missed forecast weather events, c is the number of false alarms, 
and d is the 
Table 1. Illustrate the concepts of POD and FAR 
Observation 
> threshold < threshold 
F 
C 
> threshold Hit 
a 
False Alarm 
c 
S 
T < threshold 
Miss 
b 
Correct Rejection 
" 
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number of correct rejection. These indices are used to generate POD=a/(a+b), FAR=c/(c+d). The 
value of POD varies from 1.0 (forecasts predict all events) to 0.0 (forecasts miss all events). FAR 
changes from 0.0 (no false alarm) to 1.0 (forecasts overestimating all nonccurrence events). A perfect 
forecast indicates POD=I.O, FAR=0.0. Notice that the definition of false alarm rate we use here is 
different from that of Swets (1973) and Harvey (1992). This definition follows Stanski et. al. (1989). 
For traditional assessments, the specified event has to happen within the specified warning area 
and within the valid time of the warning to be considered a hit. In this dissertation, we will evaluate 
the capability of the ensemble forecasts in predicting the precipitation anomaly. 
Mapping of forecasts and observations are used to identify the grid points of hits, misses, and 
false alarms. Comparison of grid point of ensemble forecasts and the correspondent grid point of 
Higgins gridded data (Higgins et. al. 1996) lead to calculation of the categorical scores based on the 
number of grid points with hits, misses, and false alarms. The different threshold fields are taken to 
evaluate the predictability of members of ensemble. The rules used to calculate POD and FAR are as 
follows: 
• a = number of grid points where there is a hit, that is. Ensemble Forecast > threshold and Gridded 
Data > threshold; 
• b = number of grid points where there is a miss, that is, Gridded Data > threshold and Ensemble 
Forecast < threshold; 
• c = number of grid points where there is a false alarm, that is, Ensemble Forecast > threshold and 
Gridded Data < threshold; 
• d = number of grid points where there are neither a forecast nor observation above the threshold 
level, that is. Ensemble Forecast < threshold, and Gridded Data < threshold; 
• POD (probability of direction) = hits / (hits + misses), that is, a/(a+b); 
• FAR (false alarm rate) = false alarms / (false alarms + correct rejection), that is, c/(c+d); 
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One way interpreting the ROC is the area under the curve. The area varies from 1 to 0. Basically, 
the larger the area is, the better skill the probabilistic forecast of ensemble system has, because the 
larger area indicates that there is larger hit rate than false alarm rate. The ideal forecast is located at 
the point (1,0) of upper-left comer, that is, there are neither missed events nor false alarm events. So 
probabilistic forecast systems with higher skill have curves bending more towards the upper-left 
comer and the area is larger than 0.5. A value 0.5 of area means equality of hit rate and false alarm 
rate and the curve just falls on the diagonal line starting from (0,0) and (1,1). So a value of 0.5 is 
regarded as lower limit for a useful forecast. 
As Stanski et al (1989) pointed out, one of the main merits of signal detection theory is that it can 
be used to compare deterministic and probabilistic forecasts. Moreover, the ROC curve is 
independent of probabilistic level. 
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RESULTS 
In this section, we will make use of the measures introduced in the methodological section to 
completely analyze the ensemble forecasts. The verification variable we use is precipitation as we 
mentioned. 
(1) Ensemble Mean 
Figure la shows the total ensemble mean precipitation of 1993 in the entire period. As mentioned 
earlier, ensemble mean reflects the average status of all 25 members. Compared with the verification 
precipitation field (Figure lb), ensemble mean precipitation captures the overall flood area of 1993. 
However, the location of maximum precipitation is apparently a little north compared with the actual 
location (maximum ensemble mean precipitation is located over the border of south Minnesota and 
Wisconsin while maximum observed precipitation is located over the border of Iowa and Missouri). 
The maximum value of precipitation is a little lower than verification data. Figure Ic shows the bias 
field (the difference of accumulated ensemble mean precipitation and observed precipitation). The 
maximum deficiency of precipitation is located in the maximum observed precipitation. Apparently, 
the pattern of flood area that our ensemble forecast predicts is a little wetter in the north flood zone and 
less precipitation (lower roughly 180-240mm than observed precipitation) in south flood area. 
Figure 2a, Figure 2b, and Figure 2c show ensemble mean precipitation, observed data, and bias 
precipitation field of 1988. Basically, the ensemble mean forecast predicts the overall dry scenario 
over the Central US, especially in the southern part of the Central US. But ensemble mean forecast 
overpredicts precipitation over most of the Central US. 
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(a) Accumulated ensemble mean precipitation of 1993 
Figure 1. Accumulated precipitation over 2 month period (Jun 1-Aug I. 
1993). The interval of contour is indicated by bar (unit: mm). 
Two boxes are the location of large and small area that are 
used to discuss in the decomposition of MSE. 
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(b) Accumulated observed precipitation of 1993 
Figure I (continued) 
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(c) Bias field of 1993 (the difference of accumulated ensemble mean 
precipitation and observed precipitation) 
Figure 1 (continued) 
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(a) Same as Figure la except 1988 
Figure 2 Same as Figure I except 1988 
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(b) Same as Figure lb except 1988 
Figure 2 (continued) 
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(c) Same as Figure Ic except 1988 
Figure 2 (continued) 
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(2) Mean Square Error (MSE) and its Decomposition 
(a) Overall Description of MSE and its Decomposition 
Accumulated precipitation over two months is used to calculate MSE. Each component 
decomposed in MSE equation (3) in the methodology section is presented in Table 2. The values in the 
tables are calculated over the central US (104W-88W, 35~49N; larger box in figure 1). Rows in the 
tables represents the time scale for removing instability and columns stand for the stable layer 
thickness. Table 2a lists root mean square error in millimeters. Table 2b shows the percentage of 
difference between mean of forecast and verification data to MSE. Table 2c presents the percentage of 
spatial standard deviation difference between forecast and verification data to MSE. Table 2d shows 
the percentage of spatial position diffeience between forecast and verification data to MSE. Table 2e 
lists the spatial correlation coefficient R of forecast and verification data in equation 2. 
Table 2. Root Mean Square Error, the percentage of decomposed components 
to MSE. and spatial correlation coefficient of each ensemble member 
over the Central US. Rows in each above table represent the time 
scale for removing instability. Columns stand for the stable layer 
thickness. The values in each table are calculated using the 61 days 
accumulated precipitation during integration period. 
(a) Root Mean Square Error (mm) of each ensemble member 
over the Central US (104W-88W. 35~49N) 
150mb 125mb lOOmb 75mb 50mb 
7200s 128.8 107.8 113.7 113.3 131.1 
5400s 120.8 121.6 119.3 115.7 110.9 
3600s 122.5 129.5 121.3 114.1 114.8 
1800s 124.7 127.3 121.2 122.9 114.4 
600s 157.1 153.9 128.2 129.8 136.7 
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Table 2 (continued) 
(b) The percentage of difference between the mean of forecast and 
verification data to MSE in each ensemble member over the 
Central US (104W~88W, 35-49N) 
150mb 125mb lOOmb 75mb 50mb 
7200s 5% 5% 2% 2% 2% 
5400s 4% 3% 2% 3% 5% 
3600s 2% 1% 1% 3% 4% 
1800s 2% 1% 0% 7% 0% 
600s 1% 1% 7% 1% 3% 
(c) The percentage of spatial standard deviation difference between forecast 
and verification data to MSE in each ensemble over the Central US 
(104W-88W, 35-49N) 
150mb 125mb lOOmb 75mb 50mb 
7200s 1% 3% 1% 0% 1% 
5400s 2% 1% 1% 0% 1% 
3600s 1% 1% 4% 3% 0% 
1800s 2% 1% 0% 0% 1% 
600s 0% 1% 7% 0% 1% 
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Table 2 (continued) 
(d) The percentage of spatial position difference between forecast and 
verification data to MSE in each ensemble over the Central US 
(104W-88W, 35-49N) 
150mb 125mb 100mb 75mb 50mb 
7200s 94% 92% 97% 98% 97% 
5400s 94% 95% 97% 97% 94% 
3600s 97% 98% 96% 94% 96% 
1800s 96% 98% 100% 93% 99% 
600s 98% 98% 87% 99% 96% 
(e) Spatial correlation coefficient R of forecast and verification data 
over the Central US (104W~88W, 35~49N) 
150 mb 125mb lOOmb 75mb 50mb 
7200s 0.19 0.41 0.37 0.42 0.33 
5400s 0.26 0.26 0.29 0.40 0.42 
3600s 0.24 0.15 0.18 0.32 0.39 
1800s 0.20 0.19 0.33 0.33 0.36 
600s -0.03 0.05 0.05 0.25 0.05 
(f) Comparison of Mean Square Error over Smaller and Larger area 
RMSE MDE SDE SPC MDE/MSE SV/MSE SPC/MSE R 
Small Area 155.9 3353 265 20826 14% 1% 85% -0.19 
Large Area 124.0 414 193 14915 3% 1% 97% 0.26 
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• All values are average value over 25 ensemble forecast members, rather than decomposition of 
ensemble mean. 
• MSE, RMSE denote the mean square error and root mean square error, respectively. 
MDE, SDE, SPC represent three terms in decomposition term of equaUon (3), that is, the difference 
between mean of forecast and verificadon data, spatial standard deviadon difference of forecast and 
verification data, and spatial position correlation of forecast and verification data, respectively. R is the 
correlation coefficient of forecast and verification data. 
• Small Area: refers to smaller area (37N-47N, 99W-89W) 
Large Area; refers to larger area (35N-49N,104W-88W) 
• MDE/MSE, SDE/MSE, SPC/MSE represent the proportion of mean difference of ensemble mean 
forecast and observation, spatial standard devation, and spatial correlation in the total mean square error, 
respectively. 
Interestingly, the mean difference between forecast and observed precipitation (first term of right 
hand in the equation 3; Table 2b) and the spatial standard deviation difference (second term of right hand 
side of equation 3) are not much different in most cases. They are both smaller of these three terms. The 
spatial position correlation (third term of right hand in the equation 2; Table 2d) is the main contributor 
to MSE. Roughly, the average ratio for 25 members of these terms contributing to mean square error is 
0.03:0.01:0.96. The results reflect the fact that the ensemble mean precipitation field captures the overall 
flood area. Therefore the difference between the mean forecast and verification over our calculated area 
is a fairly small component of MSE. But the location of maximum precipitation shifts a little north so 
that it results in the spatial distribution error of precipitation. The last two terms in equation 3 reflecting 
the spatial structure error contribute over 97% of mean square error. Especially 96% of error comes from 
the third term related directly to the position of precipitation. 
It is also noticed that the difference of spatial position correlation presents unstable characteristics. 
Its value varies from 10,655 to 24,261 mm" within these 25. It indicates that the perturbed convective 
parameterization dramatically changes the strength or intensity of precipitation at each grid in some 
individual members, thereby changing the entire spatial distribution of precipitation. The small 
contribution of mean difference between forecasts and observation implies that the perturbed model has 
less impact on the average precipitation over the larger area. Possible explanation is that the overall 
precipitation over a large area is controlled by large scale circulation and moisture flux which is driven 
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more by lateral boundary conditions. Model physics itself may only modify the smaller local response. 
Ensemble forecasts of our perturbed model therefore present more variability of the error associated with 
the spatial structure of precipitation whereas the mean difference error between forecast and observation 
is nearly constant compared with the other two terms. 
We also calculate mean square error over a small area (37N~47N, 99W-89W; smaller box in figure 
1) in 1993. The results (Table 2f) show that the total mean square error increases. The mean difference of 
forecast and observed precipitation increases, and the proportion of errors associated with spatial 
structure decreases. Compared with the larger area, the proportion of mean difference between forecast 
and observation increases from 3% to 14%. However, in the smaller area, the spatial position correlation 
term is even worse. The correlation coefficient R goes to negative. This is because the coefficient R 
evaluates the correlation between relative high or low precipitation area of forecast and that of 
observation around their own area-average precipitation over the computed area. If the location of 
forecast maximum precipitation does not match well to that of verification, negative correlation will be 
found. For example, the observation has relatively higher precipitation over its area average precipitation 
at its location of maximum precipitation while forecast shows relatively smaller precipitation at this 
same location (since the area-average precipitation increases as the area decreases and both maximum 
location do not match together). Similarly, the same negative correlation will be found at the location of 
maximum forecast precipitation. Relatively, the larger area tends more to evaluate the correlation of 
overall average flood area between forecast and verification while the smaller area more likely assesses 
the correlation of maximum precipitation between both. Thus in our study, with decreasing area, the 
error associated with incorrect location of maximum precipitation becomes even more prominent. It 
implies that the maximum location of forecast precipitation doesn't match very well to the pattern of 
observation in the smaller scale. 
From Table 2f, we also find that the proportion of error associated with the spatial structure 
contributing to the total mean square error decreases, but the absolute increase of error associated with 
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the spatial structure is nearly 40% compared with that of the larger area (14915 mm' over the larger area 
while 20826 mm' over the smaller area). In fact, the influence of each grid point on average over the 
smaller area is more prominent than its role on average over the larger area. A single grid point within 
the domain is influenced more by local conditions, or local circulation, while the average atmospheric 
status of these grid points are influenced by large scale circulation. In a regional climate model, the 
model physics more directly affect local responses that are superimposed on these larger scale 
circulations driven more by lateral boundary conditions. For a certain area, we don't icnow on what 
scales the impact of lateral boundary conditions and model physics are comparable. 
For both the small or large area, the fraction of errors associated with the spatial distribution of 
precipitation is a major component accounting for the total mean square error. This fact indicates that the 
perturbed model is able to sample only part of the uncertainties that lead the predicted area of maximum 
precipitation to deviate from the observed field. We suspect that such spatial distribution error may result 
from either the large circulation driven by lateral boundary conditions inheriting uncertainties or other 
uncertainties associated with model errors. Probably, one important assumption of ensemble forecasts 
using the perturbed regional climate model that differs from the initial value ensemble problems is that 
we must assume the larger scale circulation driven by lateral boundary conditions is correct. 
Table 3 shows the same as Table 2 except 1988. RMSE of 1988 are apparently smaller than that of 
1993. One reason is precipitation amount of 1988 is much smaller than that of 1993. Another possible 
reason will be given in the following section on implication between uncertainties and model tuning. 
Due to relatively small precipitation amount, the spatial correlation error is no longer the major 
contribution to MSE. The contribution from the error of mean difference between forecast and 
observation and spatial standard deviation errors increases. Roughly average ratio for 25 members of 
these terms contributing to MSE is 0.4:0.1:0.5. In addition, it is noticed that distribution of precipitation 
is relatively "uniform" due to small precipitation so that the correlation coefficient becomes quite poor. 
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Table 3. Same as Table 2 except 1988 
(a) Same as Table 2a except 1988 
150mb 125mb lOOmb 75mb 50mb 
7200s 78.9 78.4 73.4 64.6 74.9 
5400s 70.5 84.8 84.2 69.9 61.7 
3600s 77.1 84.4 80.9 77.1 76.3 
1800s 84.8 87.7 117.2 95.6 59.8 
600s 71.0 61.7 67.4 57.1 72.8 
(b) Same as Table 2b except 1988 
150mb 125mb lOOmb 75mb 50mb 
7200s 37% 36% 44% 26% 29% 
5400s 40% 51% 42% 37% 34% 
3600s 37% 55% 40% 30% 35% 
1800s 51% 26% 48% 47% 37% 
600s 20% 23% 34% 26% 41% 
(c) Same as Table 2c except 1988 
150mb 125mb lOOmb 75mb 50mb 
7200s 14% 15% 5% 7% 10% 
5400s 9% 5% 7% 8% 5% 
3600s 8% 3% 6% 8% 8% 
1800s 9% 16% 13% 8% 10% 
600s 4% 5% 5% 5% 11% 
Table 3 (continued) 
(d) Same as Table 2d except 1988 
150mb 125mb lOOmb 75mb 50mb 
7200s 49% 49% 51% 68% 61% 
5400s 52% 44% 51% 56% 60% 
3600s 55% 42% 54% 62% 57% 
1800s 41% 58% 39% 45% 53% 
600s 76% 72% 61% 69% 48% 
(e) Same as Table 2e except 1988 
150mb 125mb lOOmb 75mb 50mb 
7200s 0.21 0.23 0.09 0.06 0.00 
5400s 0.22 -0.01 -0.06 0.15 0.20 
3600s 0.04 -0.04 -0.10 -0.11 -0.01 
1800s 0.17 -0.07 -0.18 -0.10 0.40 
600s -0.31 0.03 0.03 0.19 0.26 
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Table 3 (continued) 
(0 Same as Table 2f except 1988 
RMSE MDE SDE SRC MDE/MSE SV/MSE SPC/MSE R 
Small Area 73.8 2790 130 2752 14% 1% 85% -0.12 
Large Area 76.5 2329 510 3166 40% 9% 54% 0.05 
Table 3f lists RMSE and its decomposition components for 1988. Compared with 1993, it is found 
that the mean difference of forecast and observation increases in large area. The proportion of spatial 
position correlation error contributing to MSE significantly decreases though the spatial correlation 
coefficient is still very poor. Since the mean difference of forecast and observation reflects the total 
moisture convergence within the computed area, probably the above fact implies also that due to relative 
"uniform" distribution of small precipitation, the spatial correlation error is no longer a major contributor 
to MSE. 
(b) Relationship between MSE or its Decomposition and Perturbed Parameters 
Since most methods perturbing initial conditions and other aspects place more stress on the 
stochastic features, it is difficult to track the source of forecast error. One advantage of the perturbed 
model is that it establishes a direct relationship between forecast errors and uncertainties of 
parameterizations. such as poorly known closure parameters. It may allow us to track the source of 
model errors and consequently disclose the forecast error structure and possible spread caused by these 
uncertainties. As mentioned in the introduction section, there is little knowledge associated with the 
structure of model errors. It is worth investigating the response of forecast errors to the perturbed 
process. The results may help us to find the characteristics and structures of model errors and sample 
these possibilities more effectively to construct fiirther ensemble forecasts. 
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In order to study the response of forecast errors to the perturbed parameters, we sort 25 members 
into 5 subgroups according to values of one parameter. For instance, each value of stable layer 
thickness (that is, 50mb, 75mb, lOOmb, I25mb, and 150mb) consists of a subgroup with 5 members of 
different values of another parameter (time for removing instability). That is, we put 5 members of 
7200s, 5400s, 3600s, 1800s, and 600s with the same value of stable layer thiciaiess into the same 
subgroup. Figure 3 and 4 shows the highest, lowest, and median values of root mean square errors and 
spatial position correlation within subgroup of 5 members, respectively. The length of a single line at 
each subgroup represents the varying range of forecast errors contributed by these terms and their 
totals. Because mean difference error and spatial variance error are fairly small, their figures are not 
shown here. 
The above method is similar to statistical block methods. Statistically, if the mean difference 
among subgroups is larger than the variation within subgroups, the treatment (different values of 
parameter; stable layer thickness in our example) has significant impact on the forecast errors, or 
conversely, it does not have influence on the forecast errors. However, such comparison of the relative 
importance of both parameters' contribution to the forecast errors is of little practical meaning, because 
most likely, the relative importance of each parameter depends on time and geographic place. 
Especially we intend to select two parameters that supposedly have significant impact on ensemble 
forecasts. But such comparison will provide valuable information on forecast error structure. 
The range of forecast errors at each level is fairly different, indicating there is strong non-linear 
interaction among subgroups. In other words, it is impossible to find some special linear relationships 
between the forecast errors and perturbed parameters. The structure of forecast errors due to the 
perturbed parameters thus becomes very complicated. However we may still use the maximum range 
of forecast errors as the upper bound of errors variation due to model's uncertainties. Notice also that 
this nonlinearity is a desirable characteristic for a true ensemble forecast. 
Compared with the pair of Figure 3a and Figure 3b, or Figure 4a and 4b, the distribution pattern of 
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Figure 3. RMSE and spatial position correlation errors in 1993 sorted by SLT 
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Figure 3 (continued) 
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Figure 4 RMSE and its decomposed terms in 1993 sorted by time scale 
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root mean square error is very similar to the term associated with spatial position correlation error. We 
can imagine that the variability of forecast errors measured by mean square error is influenced largely 
by the spatial position correlation errors. We may assume that the source of such spatial position 
correlation error comes from systematical error associated with model uncertainties and random errors 
such as lateral boundary conditions. Because we only perturb the model uncertainties, the variation of 
spatial position correlation may be regarded to account for forecast errors coming from systematic 
errors. The magnitude of total mean square error may be equivalent to the summation of random errors 
and average systematic errors, or we may say that the mean square error varies around the random 
error and average systematic errors. Its range of variability, which we may call its amplitude, is 
determined more by the systematical errors. Perhaps, since the smallest spatial correlation error is still 
over 10000mm", it is easily understandable that these two perturbed parameters do not sample all 
uncertainties that are related to the incorrect location of maximum precipitation. However these two 
parameters indeed perturb the strength and intensity of precipitation by varying spatial position 
correlation error. The results may have benefits in future experiments. When we evaluate errors in the 
local circulation or position error, these two parameters should be in the list of uncertainties to be 
sampled. 
It is noticed that in some parameter levels, such as spatial variance difference error at stable layer 
thickness of 125mb and 150mb (Figure 3b), there is larger variability of forecast errors. The fact 
indicates that at these levels, even small variation due to uncertainty of these parameters will produce 
similar effects as initial condition uncertainty (Lorenz 1968): significant drift from the actual 
atmospheric state. Note especially, I50mb is the original value of RegCM2. Probably, it is undesirable 
to run only one deterministic forecast using the original version to simulate climate phenomena. 
Similarly, it may not be adequate to only use the results from the original version to compare with 
those from other models. The varying range of forecast errors due to uncertainties of the model 
parameters perhaps may exceed those due to different models so that the comparison may mislead us. 
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We might have to understand the structures of these model errors before we can create effective 
ensemble climate forecasts. Meanwhile, the small mean difference of forecast and observation and 
larger spatial position error implies that comparison of area-average precipitation may be not enough. 
Probably, the spatial distribution of precipitation also should be compared in order to evaluate the 
performance of difference models. 
Figure 5 presents RMSE, MDE, SDE and SPC of 1988 sorted by time scale for removing 
instability. Figure 6 shows the same as Figure 5 except sorted by stable layer thickness. Similarly, 
variation of RMSE also shows strong nonlinearity. No particular linear relation can be found between 
uncertain parameters and model response. RMSE and its decomposed terms all exhibit large variation 
in lOOmb and 1800s. Notice that 1800s is also the original value of RegCM2. We may reach the 
similar conclusion as above; comparison of one RegCM2 run to one run of some other model should 
be interpreted with caution. In addition, minimum RMSE is still over 50 mm, roughly equivalent to the 
variation range of RMSE. The remaining errors may come from other sources. Our ensemble system 
only can estimate roughly 50% of error. 
(3) Ensemble Skill and Spread 
As discussed in the methodology section, the root mean square error between ensemble mean and 
verification data (we call it "control error" hereafter) is used to measure ensemble skill, and ensemble 
standard deviation is adopted to measure ensemble spread. 
As we mentioned before, one major advantage of ensemble forecasts is that we are able to obtain 
information associated with the uncertainty of the predicted variables. When an ensemble forecast 
system samples the uncertainties of some aspects regarding predicted variables, the dispersion of 
ensemble forecasts discloses the variation range of the predicted variable associated with those aspects. 
Thus we expect a relationship between ensemble forecast skill and ensemble spread. Generally, a 
skillful forecast is expected with small ensemble spread. When ensemble forecasts have larger 
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Figure 5 RMSE and its decomposed terms of 1988 sorted by time scale 
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Figure 6 RMSE and its decomposed terms of 1988 sorted by SLT 
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Figure 6 (continued) 
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ensemble control errors, or say low skill, larger ensemble spread is expected to disclose the existence 
of large uncertainties. We may use the following equation to illustrate it. 
- y ) - - f ) - + ( 1 ' - ) ' ) -  ( 6 )  
where g,, g ,  y  denote values for an individual ensemble member, the ensemble mean, and observation 
at each grid point, respectively. N is the total number of ensemble members. (The equation is derived 
in the appendix.) The left hand side of above equation is the average square difference of ensemble 
forecasts and observation. The first term on the right hand side is variability or dispersion of ensemble 
forecasts, and the second is difference of the ensemble mean and observation or control error. In fact, 
the right hand side is the summation of the ensemble spread and control error we defined. Ideally in a 
perfect ensemble system, the two right hand terms simultaneously have small values, that is, skillful 
forecasts with small spread. The left hand side of average distance of ensemble forecasts and 
observation will of course be small as well. In other words, most ensemble members show agreement 
at this grid point so that the ensemble forecasts present small uncertainties and high forecast value at 
this grid point. Conversely, when the ensemble forecasts have control errors leading the large average 
distance of forecasts and observation on the the left hand side, most ensemble members disagree with 
each other. It is expected that larger ensemble spread presents such uncertainties. In summary, one 
may expect that there is some correlation between ensemble spread and skill. Ensemble forecasts are 
potentially capable of forecasting the forecast skill. 
First, we examine such correlation between ensemble spread and skill. 24 hour (00-23 UTC) 
precipitation of ensemble forecasts and observation over the area (35N~49N, lOSW-SOW) are used to 
calculate the ensemble spread and control errors. As Hamill and Colucci (1997, 1998) suggested, 
ensemble spread of high-precipitation events should not be compared with that of low-precipitation 
events in case such spread-skill relationship is contaminated due to ensemble mean. Ensemble spread 
is related highly to precipitation amount. Following their suggestion, we split the samples into 4 
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categories according to the ensemble mean precipitation amount: < 1mm, l~5nim, 5-25mm, >25nim. 
The samples here refer to 24 hour accumulated precipitation of 61 days at each grid point located in 
the above area. 
A scatter diagram (Figure 7a) shows ensemble control error versus ensemble spread when 
ensemble mean is less than I mm. (For the sake of brevity and clarity, we only focus on cases with 
control error and ensemble spread both less than 6mm. A few cases outside this range have been 
clipped.) We find that the correlation of control error and ensemble spread is very low. Most cases are 
constrained with both control error and spread less than 5 mm. The rest basically represent higher 
control error with smaller ensemble spread and are aligned parallel with x-axis (that is, control error). 
Correlation coefficient is only 0.03 (Table 4). There is almost no relation between control error and 
ensemble spread. A similar pattem is observed when ensemble mean is l-5mm and 5-25mm although 
the correlation increases a little to 0.09 and 0.21 respectively. Figure 7b shows the scatter plot of 
control error and ensemble spread when ensemble mean is greater than 25nim. The correlation is a 
little improved at this level. Basically, the magnitude of control error is roughly equivalent to that of 
ensemble spread. The correlation coefficient increases to 0.25. Generally, the correlation of control 
error and ensemble spread sorted by precipitation threshold of ensemble mean does not show high 
relationship between the two. However, with increasing ensemble mean precipitation, the relationship 
has improved a little though such improvement is still unsatisfactory. 
Table 4. Correlation Coefficients sorted by the precipitation threshold 
according to ensemble mean and observation 
<lmm l~5mm 5~25mm >25mm 
Ensemble Mean 0.03 0.09 0.21 0.25 
Observation 0.80 0.60 0.17 -0.41 
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(a) Diagram sorted by ensemble mean (ensemble mean daily precipitation < 1 mm) 
Figure 7 Scatter diagram of control error and ensemble spread of 1993 
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Figure 7 (continued) 
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We also sort the samples according to the precipitation threshold of verification data rather than the 
thresholds of ensemble mean, that is, we separate the samples into 4 categories according to the 
precipitation of verification data: < I mm, 1-5mm, 5-25mm, >25mm. The samples are 24 hour 
accumulated precipitation of 61 days at each grid point. The results very interestingly show opposite 
tendency. Figure 7c is a scatter plot of control error versus ensemble spread when the precipitation of 
verification data is less than I mm. We surprisingly find the expected relationship between control error 
and ensemble spread. These two variables are well correlated except when they are both very small. 
Control error at these grid points is larger while larger ensemble forecast spread addresses such 
uncertainties as well. The correlation coefficient reaches 0.80. Since the precipitation verification less 
than 1mm can basically be regarded as a threshold to forecast rain and no-rain events, the perturbed 
model has good ability to predict forecast skill and high credibility to distinguish days with rain and 
no-rain. Similar good correlation can be observed when the observed precipitation is l~5mm (figure 
not shown here). The correlation coefficient is 0.60 (Table 4), a little lower than when the precipitation 
is less than 1mm. Similarly, the perturbed model is capable of predicting the low precipitation events 
with high predictability of forecast skill. However, the difference from the threshold sorted by 
ensemble mean is that when high precipitation is observed, such relationship of control error and 
ensemble spread sharply decreases. When the observed precipitation is 5~25mm and greater than 
25nim respectively, the corresponding correlation coefficients are only 0.17 and in the 
latter case even negative value of -0.41. Especially when the observed precipitation is greater than 
25mm, most cases have larger control errors but ensemble spread represents only less than half of 
control error. The possibilities sampled by the current perturbed model are not enough to disclose the 
uncertainties of high observed precipitation events. We might conclude that there are other 
mechanisms associated with the uncertainties that are responsible for such insufficient ensemble 
spread, such as other poorly known parameters in Grell's scheme or other physical processes. 
Meanwhile, the current perturbed model has good ability to predict the forecast skill of low 
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precipitation events. 1988 shows similar results (Figures are not shown here). 
Probably, the results may also imply that our ensemble mean forecasts are not reliable in 
predicting low precipitation events, because control error and ensemble spread shows little correlation 
sorted by ensemble mean precipitation (Figure 7a). Whereas, the ensemble forecast system has 
capability to discriminate the low precipitation events (Figure 7c), or we may say good 
discrimination. 
As Buizza (1997) pointed out, a perfect ensemble system has three requirements: 
• The distribution of ensemble spread around the ensemble mean should be similar to ensemble skill 
measured by control errors. 
• Small spread should indicate a skillful control forecast as we discussed above. 
• The verifying data should be within the range of the individual ensemble members, that is, 
^min < • where g^„,g^ stands for the minimum and maximum values among the 
individual ensemble members at each grid, y represents the verification data. 
According to these requirements, in addition to the existence of correlation between control error 
and ensemble spread, one also may expect that the control error is equivalent to ensemble spread. For 
instance, as mentioned above, when the results of ensemble forecasts have larger control errors, the 
corresponding ensemble spread is also anticipated to be large enough to indicate that the perturbed 
model has ability to address such uncertainties. Small control error with small ensemble spread 
implies valuable ensemble forecasts. 
Figure 7c also shows such equivalence of control error and ensemble spread for most cases with 
the low observed precipitation threshold. Even at high precipitation threshold of ensemble mean, it is 
also found that the magnitude of both is comparable except for a few cases. However, in both the 
threshold of high observed precipitation and low ensemble mean precipitation, such comparability 
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degrades. Especially, for cases of large control error with small ensemble spread, the perturbed model 
provides ensemble forecast with less confidence. 
One point must be noticed when we discuss the relationship between control error and ensemble 
spread. Such correlation coefficient is a little lower in terms of the sense of "traditional correlation" 
between two variables. In fact, in "perfect model" experiments in which the forecast model has no 
systematic biases, the correlation between ensemble spread and control error is not higher as one 
expects (Barker 1991). He also suggests that it is improper to conclude that ensemble forecasts with 
larger ensemble spread are relatively bad or good. In fact, if a perfect ensemble system samples the 
possibilities associated with the uncertainties of ensemble forecasts, it is easily understandable that 
small control error with small ensemble spread refers to a sicilful ensemble forecast. However, when 
larger control error exists, it needs equivalent ensemble spread to address the larger uncertainties. 
(4) Outlier Statistic 
Figure 8 shows the distribution of verification data in each bin. Values of 24 hourly 
accumulated ensemble precipitation at each verification grid point over the Central US (104~88W, 
35~49N) are used to construct the bins at each grid point. As introduced in the methodology section, 
each bin is constructed as the distance of two neighbor members by ordering total 25 members from 
low to high value. As Hamill and Colucci (1997; 1998) found such distribution is highly related to the 
variability of ensemble members (EV) measured by ensemble spread as we defined earlier. We divide 
three categories according to the ensemble variability, i.e., (1) EVcS mm/day, (2) 5<EV<25 mm/day, 
(3) EV> 25nini/day. 
As mentioned above, one requirement of an ensemble system is that verification or observation 
data should be included within the range of ensemble forecast members. In other words, a perfect 
ensemble system samples all possible uncertainties associated with model errors, observation or actual 
atmospheric state so that we may regard the verification data as one possible and correct consequence 
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among them. Observation data thus should fall into any one of the bins that consist of distance between 
two neighbor members at each grid. The probability of verification data being in each bin should be 
1/26 (25 members). In the above three categories, case 2 and case 3 are more near to such uniform 
distribution (Figure 8b and Figure 8c). The first case presents systematic errors (Figure 8a). Relatively, 
the higher probability occurs in the higher ranks. Notice that there is a quite high probability located 
outside of the range of ensemble forecasts. 57% of samples in case 1 are located outside of the range of 
ensemble forecasts. Especially, high probability can be found in both ends (.34 at lowest rank side and 
0.23 at highest rank side). It is either because we do not sample all uncertainties in the model 
parameterization or because the error could be from the other sources, such as lateral boundary 
conditions and boundary layer schemes. The high probability is found at the lower rank in the case 2 
and case 3. The fact indicates that the ensemble tends to forecast precipitation larger than verification 
data. 
Three cases of 1988 show that there is larger probability at the lowest rank in these cases (Figures 
9). There are 40%-52% samples located in low rank side in these three cases. It implies that our 
perturbed ensemble system tends to predict more precipitation. The results have agreement with the 
bias field (Figure 2c), that is, ensemble mean precipitation larger than observed precipitation is found 
over the central US. The results are consistent with the fact that RegCM2 usually tends to predict more 
precipitation than observed in dry seasons. 
Figure 10a and 10b show the spatial distribution of 24 hour verification precipitation ranking 
either lowest or highest among 25 members during the whole integration period (61 days). The 
interesting feature is that small values for verification data less than all ensemble members are found 
over the central US (Figure lOa). Especially, the minimum location matches maximum observed 
precipitation location. However, for roughly 1/6 of total days (10~I5days) it is still found that 
ensemble members tends to predict larger precipitation (Figure 10a). We also notice that the ensemble 
system has significant systematic error over the southwest US though these areas are not our areas of 
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concern. For almost the entire integration period, ensemble forecast overpredict the precipitation. 
Figure 10b shows that the outlier statistics for all ensemble members greater than observed 
precipitation have similar distribution to the bias field (Figure Ic). It indicates that the ensemble 
system underpredicts precipitation over the Central US in these 10-20 days (Figure 10b). It also 
implies that some other uncertainties may be responsible for the deficiency. Finding these uncertainties 
in these "missing" days might be crucial to enhance ensemble forecast of 1993. We notice that 
maximum location for all ensemble members being greater than observed precipitation shifts a little 
south near to Oklahoma, compared to the bias field. The well known low level jet (LU) coincidentally 
has frequent occurrence over these areas. Previous results show that the maximum wind speed zone of 
LU is sensitive to the planetary boundary layer scheme (Yang et al. 1999). Probably, it is too early to 
conclude that if we perturb the PBL scheme simultaneously, the ensemble precipitation forecasts may 
be improved or the location of maximum precipitation might be corrected. However, we have reason to 
suspect that the uncertainties in the PBL scheme may be responsible partly for predicting the 
inaccurate location of maximum precipitation, because LLJ is an important influence on the summer 
precipitation in the Central US. The total days that the varying range of ensemble members "misses" 
the verification data shows (Figure lOc) that the minimum location is found over the central US 
compared to other areas. This fact implies that the perturbed cumulus scheme may account partially for 
forecast errors of 1993 flood year. 
Figure 11a, lib and 1 Ic shows the all ensemble members are less or greater than observed 
precipitation and total outlier statistics in 1988, respectively. Relatively, it shows the similar pattern as 
that of 1993, i.e., the number of "missing" days decreases from east US to west US (Figure I Ic). It 
may indicate that the perturbed cumulus scheme is more effective to the central and eastern part of US. 
Meanwhile, the central US is not the minimum area of "missing" days. Probably it illustrates that there 
are other factors responsible for forecast errors of 1988 drought year. 
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Figure 11 Spatial distribution of outlier statistics (June 1 - Aug 1, 1988) 
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(5) Relative Operating Characteristic 
Given the 3 different thresholds from l.O to 0 times of annual precipitation variability within 2 
months with interval of 0.5 (the generation of annual anomaly is introduced in the methodology 
section), we compute POD and FAR based upon the criterion to predict the event occurrence of "total 
forecast rainfall more than threshold". A set of FAR versus POD creates relative operating 
characteristic curves under different thresholds. The multiple ROC curves of ensemble forecast 
system of 1993 are presented in Figure 12a. One effective measure interpreting the ROC curve is the 
area under the curve. Table 5 lists the area values correspondent to different thresholds. The ensemble 
system has no skill at all when the anomaly is over 1.0 time's annual variability. So the ensemble 
system has poor ability to predict the extreme flood event beyond 1.5 times annual variability (data 
not shown in the table). The status is much improved when the ensemble forecast system predicts 1.0 
times of annual variability and below. Notice that the major difference among the different thresholds 
is located in the medium probability (the marks on the curve indicate decreasing of 1/25 probability 
from 100% of left hand to 0% of right hand) while there are similar results on both high and low 
probability sides (Figure 12a). Relatively, low thresholds refer more to overall rainfall area that 
ensemble forecasts predict. High thresholds correspond to the location of maximum precipitation. It 
Implies that though the ensemble forecast system may correctly predict the area of rainfall, the 
location of maximum precipitation is still ambiguous or uncertain. Meanwhile, in high probability 
side close to point (0,0), ensemble has greater false alarm rate and misses the events in all three 
thresholds. 
Table 5 The area values correspondent to the thresholds 
1.0 AV 0.5 AV Climate 
Area 0.60 0.60 0.72 
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Another advantage of ROC curve is that it can be used to compare the reference model run with 
the ensemble mean or ensemble probabilistic forecasts. (Reference run refers to the run in which the 
original parameters are used, that is, the depth of stable layer is 150 mb and time for removing 
unstable conditions is 1800s). Figure I2a also shows the POD of ensemble mean versus its FAR, and 
POD of reference run versus its FAR under the threshold greater than climate state. Reference run 
POD versus FAR is a little above the diagonal line. Comparatively, ensemble mean has much better 
skill. However, ensemble probabilistic forecasts show a slightly better skill than ensemble mean 
forecast in these three predictions. 
Figure 12b is ROC curve of 1988. Only one threshold, precipitation less than climate field, is 
shown in Figure 12b (because there are not enough samples to construct the ROC of threshold less 
than anomaly). The area under the diagonal line is 0.67. It indicates that the probabilistic forecast has 
skill to predict precipitation less than climate status. Meanwhile, the reference run is very poor to 
predict the threshold and ensemble mean is slightly lower than probabilistic forecasts. Notice that the 
ROC curves in 1993 are not very smooth. That is probably because there are not enough samples. 
There are only 42 grid points in our concern area (larger box in Figure la) since we interpolate the 
model results from finer RegCM2 domain to coarse Higgins domain, so that total sample size equals 
to 42 grid points X 61 days (daily precipitation). Increasing sample size may yield more smooth and 
continuous ROC curve. 
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DISCUSSION 
In this section, we will discuss the implication of uncertainties and model tuning, which should be 
valuable in constructing further ensemble forecast system. Although only two episodes of weather 
events have been employed and results should be interpreted with caution, those results may provide 
guidance when similar weather events are forecasted. 
As we mentioned earlier, an ensemble system may evaluate the model response to the 
uncertainties associated with model errors, that is, an ensemble system builds a relationship between 
source of model errors and the response of model results. It allows us to estimate the possible effect 
of each individual member introducing uncertainty on the model outcome. Since these individual 
members consist of two perturbed physical parameters, it discloses physical insight to the model 
response to these uncertainties as well. 
The brief introduction of physical meaning of these two perturbed physical parameters was given 
in the previous methodology section. In summary, the relatively small values of time scale for 
removing instability may easily generate relatively "uniform" environment in the vertical direction, 
that is, more cooling in low levels and warming in upper levels, thereby diminishing the unstable 
environment. Especially for continuous high convective precipitation events, the maintenance of 
cumulus convection necessitates the consecutive release of available buoyant energy. Conversely, 
large time scale maintains cumulus convection relatively more easily. But the short time scale 
generates more precipitation through lifting moisture in the lower atmosphere rapidly and forming 
condensation. In other words, compared with large time scale, small time scale produces more strong 
precipitation in a small time period. More continuous precipitation will be found when time scale is 
large. Similarly, the higher prescribed stable layer thickness allows convection to develop in the 
environment with deeper stable thickness. Conversely, smaller prescribed stable layer thickness may 
allow accumulation of the unstable energy to develop strong convection. The effect of "instant" 
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convection generating more precipitation in the short time and strong convection of "long time 
continuous precipitation" on the regional climate model results is unclear. Hence, understanding the 
performance of these two different processes caused by two perturbed parameters may help us the 
model tuning in the future experiments. 
In order to estimate the performance of two perturbed parameters, root mean square error 
(RMSE) of 24 hourly daily precipitation of each individual member is examined. RMSE is 
consistently calculated over the larger box in Figure l.a. Top 5 (that is, 20%) best and worst RMSE 
members each day are selected. Table 6 lists summation of top 5 worst and best members each day in 
the entire integration period of 1993. 
Table 6 Summation of daily top 5 worst and best RMSE members 
in 1993 
(a) Summation of top 5 worst RMSE members each day (unit: day) 
150mb 125mb lOOmb 75mb 50mb 
7200s 4 1 5 6 12 
5400s 4 1 5 10 10 
3600s 7 10 11 11 9 
1800s 19 13 15 25 23 
600s 24 13 18 26 23 
(b) Summation of lop 5 best daily RMSE (unit: day) 
150mb 125mb lOOmb 75mb 50mb 
7200s 23 21 17 13 17 
5400s 14 13 13 12 21 
3600s 7 10 8 10 20 
1800s 8 5 5 4 7 
600s 9 11 12 10 15 
79 
Apparently in the table of top 5 daily worst members (Table 6a), the days of worst RMSE 
increase in the lower-right part under the diagonal line. Since the upper-left part represents long time 
continuous precipitation while the low-right part stands for the rapid convection, relatively the 
performance of the former is better than that of the latter. Similar results are found in top 5 daily best 
members (Table 6b). The difference is that better performance with decreasing time scale decreases 
more prominently than stable layer thickness shows. 
Table 7 Same as Table 6 except 1988 
(a) Same as Table 6a except 1988 
150mb 125mb lOOmb 75mb 50mb 
7200s 3 5 6 5 10 
5400s 3 8 9 6 8 
3600s 8 16 12 10 9 
1800s 20 17 23 18 16 
600s 18 16 18 16 25 
(b) Same as Table 6a except 1988 
150mb 125mb lOOmb 75mb 50mb 
7200s 14 9 10 20 22 
5400s 14 12 10 12 15 
3600s 15 7 9 6 7 
1800s 5 13 8 10 16 
600s 19 14 17 12 9 
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Table 7a and Figure 7b show the top 5 worst and best daily members of 1988. Similar results to 
those of 1993 can be found. Relatively, the high values of stable layer thickness and time scale have 
more days with smaller RMSE and less days with larger RMSE. However, one noticeable difference 
is that small values of these two parameters also have more days with smaller RMSE equivalent to the 
days with larger RMSE, especially 600s of time scale. The result is consistent with the result for 
RMSE of 61 days accumulated precipitation in the previous section, that is, the overall performance 
of 600s is not worst among all ensemble members. 
As small values of two parameters have roughly equivalent days of best and worst performance, 
temporal variation of daily RMSE is anticipated to be larger. We further compute temporal variation 
of daily RMSE of each member. The temporal variation is measured by temporal standard deviation 
of above time series of daily RMSE. Table 8 lists the temporal variation of 1993 and 1988. 
In general, the low-right part under the diagonal line shows larger daily variation. Compared with 
1988, temporal variation is substantially larger in 1993. The difference between members also is 
much larger than in 1988. Apart from such differences being related to the amount of precipitation, 
one possible explanation is that strong convection with long time continuous precipitation (that is, 
larger values of both parameters) changes the environment more slowly and smoothly compared with 
"instant" type of convection which is characterized by smaller values of both parameters. Therefore, 
the local environment adjusted by the former may be relatively consistent with that driven by lateral 
boundary conditions so that daily variation is relatively small or the model behavior is a little more 
consistent. However, the case of small values needs large daily local environment adjustment. So the 
model solutions of such cases present relatively unstable as well. 
Table 8 Temporal variation of daily RMSE 
(a) 1993 (unit: mm/day) 
150mb 125mb 100mb 75mb 50mb 
7200s 3.95 3.83 3.89 4.37 4.32 
5400s 4.01 3.97 3.82 4.24 4.31 
3600s 3.95 4.01 3.92 4.34 4.16 
1800s 4.27 4.12 4.18 7.11 4.71 
600s 6.66 14.42 5.98 5.62 6.47 
(b) 1988 (unit: mm/day) 
150mb 125mb lOOmb 75mb 50mb 
7200s 2.85 2.86 2.85 3.29 3.51 
5400s 2.83 3.08 3.10 2.90 2.70 
3600s 2.98 2.92 2.93 3.10 3.21 
1800s 3.33 3.18 5.07 4.07 3.44 
600s 3.99 3.33 4.18 3.32 4.28 
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In order to exanune the relation of RMSE and precipitation, correlation coefficient of daily 
RMSE and 24 hourly observed precipitation is presented in Table 9. Relatively, high correlation 
coefficient means root mean square error increases with increasing precipitation. So in such case, 
systematic errors always exist as long as precipitation events occur. Conversely, low correlation 
coefficient has more random feature. The occurrence of precipitation events may not be necessary to 
cause the increment of RMSE, or vice versa. In 1993 and 1988, higher values of time scale show 
relatively high correlation between RMSE and precipitation while variation among stable layer 
thickness is not too noticeable. 
Table 9 Correlation coefficient of daily RMSE and daily precipitation 
(a) 1993 
ISOmb 125mb lOOmb 75mb 50mb 
7200s 0.82 0.82 0.79 0.74 0.75 
5400s 0.77 0.81 0.80 0.76 0.76 
3600s 0.78 0.77 0.78 0.77 0.81 
1800s 0.77 0.80 0.75 0.38 0.70 
600s 0.40 0.03 0.35 0.49 0.32 
(b)1988 
150mb 125mb lOOmb 75mb 50mb 
7200s 0.80 0.71 0.78 0.68 0.75 
5400s 0.74 0.69 0.75 0.68 0.77 
3600s 0.83 0.72 0.72 0.74 0.75 
1800s 0.72 0.67 0.55 0.62 0.72 
600s 0.46 0.67 0.52 0.61 0.52 
In summary, relatively speaking, the selection of large values of both parameters will be of some 
benefit when tuning models. Because the daily RMSE and its daily variation are all small, model 
results will be relatively more consistent. If we want to create an ensemble system with more 
"random" features, the small time scale is also not too bad a choice since daily RMSE is little related 
to daily precipitation, so model results may not have systematic errors feature like high value of time 
scale. However, such choice may be more rational during the dry season because unstable 
environment does not last long so that "instantly" removing instability might be reasonable and 
RMSE of model solutions won't have larger daily variation. 
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SUMMARY 
The purpose of this dissertation is to implement the original ensemble technique for sampling initial 
condition problem into the regional climate model and to extend integration into the seasonal period. 
The seasonal integration has its own characteristics: not only is the assumption of perfect model no 
longer proper in the regional climate integration, but also sampling initial conditions is trivial when 
integration is beyond a certain period. Lateral boundary conditions and model errors become major 
sources of errors in regional climate forecasts. 
In this dissertation, we perturb the model by varying two parameters in the Grell (1993) scheme. 
There are two reasons that we only address the uncertainties associated with model errors: (1) 
computer resource restrains us from sampling the uncertainties attributable to lateral boundary 
conditions. In a regional climate model, 6 hours update of lateral boundary conditions will cost a large 
amount of storage space. Generating an ensemble system of lateral boundary conditions will be much 
more expensive. (2) Before we are able to generate a more complete ensemble system that is capable 
of representing the probabilistic distribution of the actual forecast error, the underlying structure of 
forecast error, especially from systematic model errors, should be "surveyed". Though some works 
associated with the model errors already have been done (Buizza 1999, Andre et. al. 2000), the 
improvement of ensemble forecast is limited due to the poorly known structure of model errors. 
Our results show that directly perturbing the model indeed establishes the relation of some qualities 
of ensemble forecast and model errors. It allows us to track which aspects of ensemble forecast the 
model errors impact. Decomposition of mean square error shows that the perturbed model has less 
influence on the overall average precipitation over a larger area. The perturbed model may account 
partially for the incorrect location of maximum precipitation. It implies that either lateral boundary 
conditions or other uncertainties associated with model errors, such as PEL scheme, or both, may be 
responsible for the inaccuracy. Meanwhile, it is noticed that ensemble forecasts have significant 
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change with some levels of varying parameters. It indicates that we should be carefiil when comparing 
with the results from other models using only one deterministic RegCM2 run, because the variation of 
model results from RegCM2 itself may be large as well. Meanwhile, only comparison of area-average 
precipitation may hide the spatial position error. 
The distribution of outlier statistic shows that nearly 50% of days are located outside of the range of 
the ensemble forecasts. The maximum location of "missing" days is coincidentally situated over the 
places of frequent occurrence of LU. The results suggest that perturbing the PBL scheme 
simultaneously may be necessary. The total outlier statistics illustrate that the perturbed model may 
account partially for forecast error associated with model errors. It also suggests that the measure of 
outlier statistic may also be used in comparison of different models. The results may show in which 
geographic area and temporal period verification data will be missed by any bin consisting of ordered 
values from different model runs. Therefore it may exclude random error, such as uncertainties in 
lateral boundary conditions, from model errors. 
The ROC curve shows that ensemble forecasts have skill to predict the annual precipitation anomaly 
of 3 different thresholds. However, the ensemble forecasts underpredict at high probability side 
compared with more false alarm rate. The results also indicate that the probabilistic forecasts may have 
more value than ensemble mean and are superior to the reference run. 
In addition, analysis shows large values of both parameters will be safe to tune RegCM2. Model 
solutions will be more stable and have small root mean square errors. However, such cases show more 
systematic errors and relate closely to the occurrence of precipitation events. 
Apparently, only perturbing two parameters in the convective scheme is not enough to sample all 
underlying structure of actual model errors. Our suggestion is to survey more uncertainties associated 
with model errors. Meanwhile, the perturbed model can help us to narrow down the source of model 
error. The results may guide us to improve future ensemble forecasts. 
86 
APPENDIX A DERIVATION OF EQUATION 6 
In this section, we derive the equation 6. All notations have the same meaning as the above, that 
is, gj, g ,y represent ith individual ensemble member, ensemble mean, and verification data at one 
grid, respectively. N is the total ensemble number. We first add g and subtract g into the left hand 
side and expand it. The new equation is given as following: 
/V 1  ^ A/ 
=  —  ^ i 8 i - g  +  g - y ) '  ( a . l )  
=  - 2 * ( g ,  - I " ) * ( g - y )  +  ( I " - y ) " ]  ( a . 2 )  
- g ) * i g - y )  +  { g - y ) '  (a.4) 
^ 1=1 ^ i=i 
,v 
where g, y are independent of index i, so ^ i g  -  y ) ' =  N  *  { g  -  y ) ' . S o  we get the last step of 
1=1 
equation (a.4). If we can approve 2"** term of above equation (a.4) equal to zero, the rest terms are 
just the same as the equation 6. 
^ ( 8 i - 8 ) * i 8 - y )  =  i g - y ) * ^ i 8 i - I )  
1=1 1=1 
/ ,v iV A 
=  ( g - y ) *  
V 
S iV iV iV 
Since ensemble mean g  =—^ g .  , and (^g^ 5 ~ 
N i-i =l 1=1 
>nd , 2 term equals to zero. After simple algebra calculation, we reorganize the above equation (a.4) and 
get the following equation that is the same as equation 6: 
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^7 -3')' +(g-v)" 
^ 1=1 ^ (=i 
That is the average distance of ensemble consists of ensemble spread and control errors. 
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