For a non-negative integer k, we say that a language L is k-poly-slender if the number of words of length n in L is of order O(n k ). We give a precise characterization of the kpoly-slender context-free languages. The well-known characterization of the k-poly-slender regular languages is an immediate consequence of ours.
Introduction
An in nite sequence (# L (n)) n 0 can be associated in a natural way to a language L: # L (n) is the number of words of length n in L. The idea is by no means new; for instance, in the rst ICALP, Berstel 3] considered the notion of the population function of a language L which associates, to every n, the number of words of length at most n in L. The notion of the number of words of the same length is certainly very basic one in language theory and this is why some results have been proved several times. We recall brie y in the following the history of such results.
When # L (n) is bounded from above by a xed constant, such languages are called semidiscrete in Kunze et al. 11] and slender in Andra siu et al. 1]. The slender regular languages have been characterized as nite unions of sets of the form uv w in 11] but the result was not well known and it was proved again independently by P aun and Salomaa 16] and Shallit 19] . A similar situation is in the context-free case. The characterization of the slender context-free languages as nite unions of sets of the form fuv n wx n y j n 0g was proved by Latteux and Thierrin 12] (they called such nite unions iterative languages) but, again, the result was not widely known and the same characterization was conjectured in 16] and shown to be true by Ilie 9] . The proof of 9] is completely di erent from the one of 12]. The characterization has been strengthened in 10] where some upper bounds on the lengths of the words u; v; w; x; y are given.
The case when # L (n) is bounded by a polynomial (we say L is poly-slender) has been considered by Latteux and Thierrin 13] who proved that for context-free languages the notion 1 This research was partially done during the rst author's visit to Leiden University.
of poly-slenderness coincides with the one of boundedness. Once more, the result was proved again by Raz 17] . In the case of regular languages, Szilard et al. 20 ] gave a ne characterization based on the order of the polynomial which bounds # L (n).
Besides the above mentioned results, there has been recently a lot of attention devoted to other aspects of slenderness. Some applications of the slender languages to cryptography are shown in 1], Shallit 19] In this note, we consider the situation when the degree of the polynomial bounding # L (n)
is a xed non-negative integer; the obtained languages are called k-poly-slender. Generalizing the result of 12] and 9], we give a characterization of the k-poly-slender context-free languages.
The structure of the Dyck language is the base for the structure of these languages. The corresponding characterization given in 20] for regular languages follows immediately from ours.
Poly-slender languages
We rst x some notations. For a word w and a letter a, jwj is the length of w, jwj a is the number of occurrences of a in w, and (w) denotes the primitive root of w. It is clear that the class of poly-slender languages is the same with the class of languages with the population function polynomially limited. Therefore, the characterization theorem of 13] can be written as below (it appears in this form in 17]). Theorem 1 ( 13, 17] 5 (aba) n 3 b 3n 6 a n 7 b 2n 7 b n 2 j n i 0g: (2) About the underlying morphism we mention only that the images of any of ] 4 and ] 6 are empty.
Example 3. The underlying Dyck word for the Dyck-loop L 2 = f(ab) 2n 1 a(ba) 3n 2 aab n 2 b 2n 3 b n 4 aba n 4 a 3n 3 a n 5 a 2n 1 j n i 0g; The following result of Ginsburg and Spanier 6] will be essential for our purpose.
Theorem 4 ( 6] ). The family of bounded context-free languages is the smallest family which contains all nite languages and is closed under the following operations: Theorem 6. For a context-free language L, the following assertions are equivalent:
Proof. First, (i) and (ii) are equivalent by Theorem 1. Second, (iii) clearly implies any of (i) and (ii). Third, (i) implies (iii) follows from Remark 5 and the distributivity of the catenation and \?" with respect to union.
Characterization of k-poly-slenderness
We prove in this section our main result, that is, the characterization of the k-poly-slender context-free languages. In the case of 0-poly-slender languages, such a characterization was proved in 12] and 9]; using the above notations, the result of 12, 9] is written as Theorem 7 ( 12, 9] The following lemma will be a very useful tool in the proof. Proof of Theorem 8. One implication is obvious. For the other, the basic idea is to do the construction in Theorem 4 in a certain way, that is (roughly), anytime \?" is applied, the highest power of n in the complexity function # L (n) associated with the language L is increased by one and, anytime catenation is applied to two in nite languages, the highest exponent in the complexity of the resulting language is the sum of the former two.
Let us consider a context-free language L which is k-poly-slender. Then, by Theorem 6, L is a nite union of Dyck loops. If L contains no l-Dyck loop with l > k + 1, then we are done. Assume then there is such a loop, say D, and that it has the form in (1) with l instead of k. We may assume, with no loss of generality, that u i v i 6 = ", for any 1 i l, as otherwise we have a Dyck loop of smaller order.
We shall consider very much in the sequel the links made by w i between the two adjacent images of h, h(z i ) and h(z i+1 ). But those images of h which are empty have no interest for the language (this is why link is unde ned when the rst or the third component is empty) and therefore, for any 1 i 2l ? 1, we de ne next(i) as the smallest j i + 1 such that h(z j ) 6 = ". If there is no link(h(z i ); w i w i+1 : : : w next(i)?1 ; h(z next(i) )), then, by Lemma 9, any two di erent tuples of n i 's (n i 's are all assumed large enough { the complexity order is not a ected)
give di erent words of D. Therefore, # D (n) 6 = O(n l?2 ), which contradicts the fact that L is k-poly-slender. Consequently, there are such links.
We then group together the linked powers and apply Lemma 9 to those. In order to make things clear, we de ne two relations on the set fi j 1 i 2l; h(z i ) 6 = "g. ( We next group together all powers in the same chain. For (2) this means that we write it as L 1 = fa 2n 1 b(ab) n 1 +3n 2 b n 3 +5n 4 +n 5 a 4n 5 (aba) n 3 b 3n 6 a n 7 b n 2 +2n 7 j n i 0g:
Now, the application of Lemma 9 gives a di erent result in the sense that the powers in the lemma are no longer single powers of our Dyck loop but linear combinations of those in the same chain.
This means for (2) that any new tuple (2n 1 ; n 1 + 3n 2 ; n 3 + 5n 4 + n 5 ; 4n 5 ; n 3 ; 3n 6 ; n 7 ; n 2 + 2n 7 ) (recall that we assume the elements large enough) gives a new word. Incidentally, for (2), we get such a new tuple exactly when the tuple (n i ) 1 i 7 is new, due to the fact that the three systems corresponding to the classes of syst ] , namely 8 > > < > > : and, because the matrix of the associated system has more columns than rows, the associated system has also non-trivial solutions. Consider then, in the general case, the systems associated with the equivalence classes of syst ] , as seen in the above example. (Notice that each system has as many equations as the number of classes of chain ] in the respective class of syst ] .) As we noticed, if all such systems have trivial solutions only, then we have the same situation as in the case of no links. Thus, the same contradiction with the k-poly-slenderness of L is obtained. Therefore, there are systems which have also non-trivial solutions. Assume that s = t + 1 (as, e.g., in the rst system in (4)). The matrix of the system A = (a ij ) 1 i s 1 j t , has one or two non-zero elements in each column and at least one in each row. Therefore, there is a row with exactly one non-zero element. The matrix obtained by eliminating the row and the column corresponding to this element has the same properties as A. Inductively, we obtain that rank(A)=t and hence the system (5) has only trivial solutions, a contradiction. The inclusion \ " is obvious. Let us prove the \ " part. Consider some xed (n 1 ; n 2 ; : : : ; n t ) and put, for any 1 i r, n j i = n 0 j i c i + q i , 0 q i c i ? 1. Take q; 1 q r, such that n 0 jq = minfn 0 j i j 1 i rg. We have then
(n 0 j i ? n 0 jq )(c i A j i ) and the inclusion is proved. Now, in any set in the right-hand side of (6) we have essentially combinations of t ? 1 vectors instead of t as we had initially, that is, in the left-hand side of (6). But, one A i less means exactly one pair of parentheses less in the underlying Dyck word z.
That means, the l-Dyck loop we started with can be written as a nite union of (l ? which cannot be reduced further as # L 2 (n) = (n 2 ). Example 11. Consider the 4-Dyck loop L 3 = fa n 1 a n 2 ba n 2 a n 3 ba n 3 a n 4 ba n 4 a n 1 j n i 0g: We would like to notice that the 3-Dyck loop L 4 = fa n 1 a n 2 ba n 2 a n 3 ba n 3 a n 1 j n i 0g;
which is actually very similar with L 2 cannot be reduced. The (essential) di erence is that the columns of the matrix corresponding to L 4 are linearly independent whereas the ones of L 3 are not.
Consequences
The rst of the consequences of Theorem 8 is the characterization of k-poly-slender regular languages. We say that the k-Dyck loop D in (1) is degenerate if, for any 1 i k, at most one of the words u i and v i is non-empty.
We get then immediately from Theorem 8 the following result which has been proved in 20].
Corollary 12. For any k 0, a regular language is k-poly-slender i it is a nite union of degenerate (k + 1)-Dyck loops.
Consider next, for a language L, the following smoothening of the complexity function # L (n):
We have then from Theorem 8
Corollary 13. For any poly-slender context-free language L, there exists a k 0 such that # L (n) = (n k ). This means there is nothing in between integer powers, e.g., there is no context-free language the complexity of which is of order (n 3:4 ), (log n), (n log log n), etc.
