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CHAPTER I. INTRODUCTION 
General Problem 
The concept of perfect information plays a very important role 
in the theory of a perfectly competitive market- A satisfactory 
definition of perfect information, however, is never given by 
economists. Mansfield [32, p. 224], for instance, comes close to 
defining it to be an accurate knowledge of the future together with 
the past and present economic and technological data, while Henderson 
and Quandt [21, p. 105] narrow its meaning to be complete information 
with respect to the quality and nature of the product and the pre­
vailing price. Cole [10, p. 204], on the other hand, stresses the 
importance of the time element in defining perfect information by 
insisting that it should be complete and instant knowledge such that 
the response to the information on market changes should be virtually 
instantaneous. Nonetheless, the following remark made by Kamerchen 
and Valentine [28, p. 149] about perfect information expresses most 
candidly the current feeling of many economists: 
"perfect" knowledge is, in general, as foolish 
a goal as "perfect" ignorance ... no consumer 
would ever seek out perfect knowledge (even if 
it would be defined unambiguously, which is 
also dubious). 
And yet, no economist can ignore the importance of information in 
the decision-making of the market participants. Notwithstanding the 
problem of defining "perfect information", the economist is still 
left with the problem of defining "information." Even accepting the 
2 
Webster definition of Information as 
Something received or obtained through informing 
as 
a. knowledge communicated by others or 
obtained from investigation, study, 
or instruction, 
b. knowledge of a particular event or 
situation, 
c. facts or figures ready for communication 
or use as distinguished from those incor­
porated in a formally organized branch 
of knowledge, 
the puzzle over the distinction among data, information, and knowl­
edge remains. This is because the above definition of information 
treats data. Information, and knowledge as synonymous. However, 
some economists such as Eisgruber [12, p. 1542], Dunn [11, pp. 19-20], 
and Bonnen [3, p. 758] claim that "data are not information" because 
data are symbolic of some phenomena which they are designed to 
represent while Information is a process which Imposes form upon and 
gives meaning to data. Information also differs from knowledge 
because, in order for information to be such a process, different 
fields of knowledge should be combined and used. Given this expo­
sition and the business definition of information being "those cues 
which have the potential to affect managerial decision [66, p. 529]," 
the meaning of Information in economics becomes less obscure. That 
is, the role of information in economics as in the business disci­
plines lies in the problem-solving or decision-making purpose. 
Therefore, information in economics should in a broader sense mean 
a result of the synthesizing process of data with other knowledge to 
3 
aid the problem-solving or decision-making purpose. 
In summary, without borrowing the words from Hicks [22, pp. 1-
11] and Bonnen [3, pp. 753-761], one can readily agree that economics 
is a science of information-processing because it is especially 
concerned with the decision-making and with the consequences obtained 
from the implemented decision, and because the decision somehow made 
has its basis in some information. Nonetheless, as in the case of 
describing some abstract concepts in other disciplines (e.g.. Hicks 
[22, p. 106] shows the nebulous circulatory nature in defining 
"random" in statistics), the often-used term, "Information," is not 
defined to a functional level in economics as it has been argued 
above. And yet, we economists are to understand and analyze the 
role and effect of information on the market. 
Specific Problem and Objectives 
As shown in the previous section, information is an essential 
element in decision-makiag. For the grain markets, for instance, 
the information affecting the market price is so essential that even 
reports of questionable accuracy were once preferred to none at 
all [23, pp. 99-102]. However, despite the fact that the complete 
identification of all possible sets of information and their inter­
relationships which may affect the prices of grain markets is 
impossible, let us suppose that any information^ can be classified 
^o explicit attempt will be made to distinguish among data, 
information, and knowledge throughout this dissertation. Even though 
we recognize the inherent differences among them, "information" will 
be used to represent all three concepts unless the need for specific 
distinction arises. 
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into either public or private information, depending upon its source 
and nature of availability. Public information is then information 
provided generally by nonprofit organizations at minimum cost or 
free of charge for its dissemination while private information is 
information provided generally by profit-motivated organizations at 
prices over the costs, and thus, its availability is limited. Given 
this classification, then, the information obtained from the United 
States Department of Agriculture (USDA)—as long as its distri­
bution is not impaired in any way—are "public." Even though there 
may be lots of public information other than from the USDA, the 
traders in the grain markets pay particular attention to the USDA 
information mainly because it is the major source of relevant 
information to the grain market traders [23, pp. 99-102]. 
The public information can affect both the demand for and 
the supply of grains. For the supply side of the grain market, 
the following types of public information issued by the USDA may 
influence the market price: (a) information on estimated yield, 
planted acreages, projected harvest, export or import conditions, 
volume of stocks in storage, etc.; (b) the weather-related infor­
mation such as drought condition, flood, early frost, crop diseases 
in the grain producing areas, etc.; and (c) the changes in the 
government policies such as loan rate changes, grain embargo, 
abandonment of the set-aside or land-retirement programs, etc. [23, 
pp. 317-334; 4, pp. 22-30]. Thus, it is easy to note that such 
public information as the USDA com crop forecasts is only a small 
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subset of an information set which affects the market. 
Given this limitation, the specific problem addressed in this 
dissertation is to analyze the accuracy of the USDA com crop fore­
casts in comparison to the actual crop size of a given year and to 
identify whether these data are processed into information that 
influences the com market prices. 
Therefore, the objectives of this study are to examine: (a) 
the accuracy of the USDA corn crop forecasts issued in July through 
December for the 1930-1977 period; and (b) the effect of these com 
crop forecasts upon Iowa com cash and Chicago corn futures prices. 
The specific questions embedded in the objective (b) can be more 
narrowly specified as: (i) how do the size and direction of the 
USDA com crop forecast changes from month to month affect the 
corn market price movements, and (ii) what is the time lag of price 
adjustments to the USDA corn crop forecast? 
Following Chapters 
The organization of this dissertation is as follows. Chapter 
I has introduced the general problem of defining "information" in 
economics and outlined the specific problem and objectives in 
analyzing the USDA corn crop forecasts. 
Chapter II is devoted to the accuracy analysis of the USDA 
com crop forecasts in terms of the differences between these 
forecasts and their final crop size estimates. 
Chapter III develops a theoretical framework to identify those 
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factors, including the USDÂ com crop forecasts, which influence the 
day-to-day price movements and an empirical framework to analyze 
what impact the USDÀ com crop forecasts have on the cash and futures 
prices of com. In addition, the adjustment period of price 
responses to the USDÂ com crop forecasts will be studied. 
Chapter IV then summarizes the findings and draws conclusions 
about the USDÂ com crop forecasts based on those findings. Also, 
recommendations will be made for further studies in this area. 
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CHAPTER II- ACCURACY OF USDA CORN 
CROP FORECASTS 
It is commonly known that many traders in com markets pay 
close attention to the USDA corn crop forecast information. 
Gunnelson, Dobson, and Pamperin [20, p. 639] state: 
A current evaluation of the accuracy of the 
crop forecasts appears useful since farmers, 
agribusiness firms, and government agencies make 
decisions involving billions of dollars annually 
on the basis of the forecasts, and deficiencies 
in the forecasts may cause undesired effects on 
plans and resource allocation. 
The impression one receives from this statement is that researchers 
generally assume that the information obtained from accurate fore­
cast data is less likely to cause undesired effects on plans and 
resource allocation than the information obtained from inaccurate 
data. Even though this assumption seems to hold true for many 
situations, it is believed to be a question under empirical verifi­
cation which is to be done inter-disciplinarily. Thus, we will not 
examine here such hypotheses of information processing which seem 
to be more closely related to psychology than to economics. Rather, 
this chapter will be devoted to the accuracy analysis of the USDA 
corn crop forecasts between 1930 and 1977 without intentionally 
making any inferences on information processing in human decision­
making. 
Data Set 
The Crop Reporting Board (CRB) of the United States Department 
of Agriculture (USDA) is responsible for collecting and disseminating 
8 
projected crop estimates in the United States.^ Even though these 
estimates are reported in the monthly publication. Crop Production, 
different branches in the USDA were responsible for their dissemi-
2 
nation as the structure of the DSDA changed over the years. None­
theless, the CRB has had the prime responsibility for making the 
projected crop estimates available. 
The CRB is careful to differentiate the terms used in its 
reports. A "projection," for instance, refers to an expected crop 
size which may be realized ^ en broad assumptions of crop growing 
conditions and of the growers' intentions are met. A "forecast" of 
the crop harvest refers to an expected crop size obtained by 
examining the maturing crop condition at the time of survey and by 
assuming that normal growing condition will prevail until the 
harvest time. An "estimate," on the other hand, refers to the crop 
size estimated after the crop is fully matured and mostly harvested 
[58, p. 2]. However, for the purpose of brevity and convenience, 
the CRB recently uses the terms, "indicated production" or "forecast," 
to mean all the statistics on the crop size data in general as long 
as no confusion over the meaning of these data seems to be present. 
^In addition to these production estimates, CRB estimates 
stocks, inventories, disposition, utilization, and prices of agri­
cultural commodities, and such other items as labor, farm numbers, 
and fertilizer [58, p. ij. 
2 For instance. Bureau of Agricultural Economics was responsible 
for these crop estimates during 1943-53 period; Agricultural 
Marketing Ser^ce for 1954-60 period; Statistical Reporting Service 
for 1961-77 period; and Economics and Statistical Crop Service for 
the 1978-present period. 
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The corn crop forecasts are the following data: July, August, 
September, October, and November indicated production estimates. 
In addition to these, the CRB publishes a final crop size estimate 
in December of that year or in January of the following year.^ And 
yet, this is not the final estimate on the com crop size of a given 
2 
crop year. There are two more estimates. The first revised 
final estimate comes out a year later, after additional revisions 
on the December final estimate, and the other comes out five years 
later in a summary bulletin. Field Crops: Estimates By States, 
after all the final revisions are made. 
Therefore, there are eight different estimates of the com 
crop size for a given crop year. Taking the revised final estimate 
which is available five years later to be the true crop size of a 
given crop year, we evaluate in this chapter the accuracy of the 
USDA com crop forecasts published in July, August, September, 
3 
October, November, and December or January from 1930 till 1977. 
^Up to 1970, the final year-end crop estimates were published 
in December. Thus, these estimates are often called the December 
final estimates. However, since 1971, they are being published in 
January of the following year. These estimates shall also be 
referred to as the December final estimates for the purpose of the 
analysis herein. 
2 A crop year for com begins on October 1, and ends on 
September 30 of the following year. 
3 
The reason why the crop forecasts released after 1978 are 
not included in this analysis is that the five-year revised final 
estimates since 1977 are not available as yet. 
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Before we proceed to analyzing the accuracy of the USDA corn 
crop data, one final point of our interest is concerned with the 
missing data on the July com crop forecasts during the com blight 
years from 1971 through 1974. During these years, the USDA refused 
to present them and delayed its appraisal of the com crops until 
August because it did not wish to provide the market participants 
with uncertain information. That is, the following excerpt from 
The Des Moines Register on July 12, 1980, shows well the basic 
objection to the July forecasts in general: 
The July 1 USDA corn forecast usually draws some 
criticism because the information used to prepare 
the estimates is compiled before the all-important 
tasseling-pollination period when the kernels of 
grain are actually formed on the cob [36, p. 1]. 
Despite this valid criticism, however, the USDA has continued to 
provide the July forecasts to the public since 1974. 
PreVibiis'lïïBilysis 
The earliest study on the nature of the USDA crop forecasts 
was done by Sarle [47] in 1932 when he examined the adequacy and 
reliability of these data on the basis of their sampling procedures. 
Thus, he concentrated his effort mainly on the sampling properties 
of the USDA crop estimates. However, he made an overall appraisal 
of the historical estimates of the yield-per-acre by comparing 
them to the census data which was taken several months to a year 
after the crop was harvested [47, p. 102]. The method used was 
the simple evaluation of their differences and their correlation 
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coefficients. He found that between 1879 and 1924, the USDA 
estimates (or official estimates) of com were within 2 bushels 
of the census enumeration 50 percent of the time and the correlation 
coefficient between them was over 0.90. Furthermore, he concluded 
that 
There is a tendency in the case of com for both 
the sample data and the official estimates of 
yield to be higher than yields derived from census 
data. This tendency is probably due to the fact 
that an appreciable proportion of the com acreage 
is not harvested for grain, but is used otherwise 
[47, p. 120]. 
Even though Sarle's findings may have been accurate for the period 
of his analysis, the developments in sampling theory and procedures 
as well as the efficiency gained through technical changes in data 
management require a new and fresh examination of the USDA crop 
forecasts. However, unlike Sarle, our concentration of the analysis 
centers on the accuracy of these data, not on their adequacy, where 
accuracy here means the magnitude of the difference between the 
forecast value and the actual value. 
Along this line, Clough [9] studied the accuracy of the USDA 
com crop forecasts between 1929 and 1950 by comparing the March 
indicated acreages of com to the actual acreages harvested, and 
by comparing the December estimates of production to the estimates 
made in earlier months. By resorting to a simple regression, he 
concluded that the March intentions reflected more than 80 percent 
of the year-to-year variation in com acreage while the July 
forecasts accounted for about 60 percent of the variation in com 
12 
production. Furthermore, he found that the forecasts in successive 
months became progressively nearer the December estimates, indicating 
that the accuracy of the USDA com crop forecasts increased from 
month to month. 
About the same time. Baker and Paarlberg [1] studied the 
wheat reports. Based on an accuracy evaluation score and an error 
reduction score, both of which were inventions of their own, they 
evaluated the wheat price forecasts, wheat production forecasts, 
and wheat carry-over forecasts of the USDA. The basic accuracy 
evaluation score is the average of the arbitrary scores given to 
various forecasts according to the actual changes that occurred. 
That is, a score of 100 is given \^en the forecast direction of 
change is the same as the actual change, 50 if the direction of the 
forecast is either increasing or decreasing while the actual out­
come has no change, 25 if the forecast is for no change when the 
actual outcome changes, and 0 if the forecast and actual change 
are in opposite directions to each other. Therefore, they assert 
that an accuracy evaluation score ranges from 0 to 100 "with 50 
representing the score that would theoretically be obtained if random 
forecasts were made over a long period of time" [1, p. 105-6], Based 
on this scoring system, the winter wheat production forecasts between 
1938 and 1951 received an overall accuracy score of 78 and appeared 
commendable to them. As for the error reduction score, they 
computed it by taking account of the variation in the forecast 
series. That is, the average annual variation in wheat production 
13 
minus the average percentage error in monthly forecasts, divided by 
the former average annual variation, yields the error reduction score 
in a percentage when the resulting number is multiplied by 100. The 
winter wheat production forecasts received a score of 51, indicating 
that a reduction in error of 51 percent was provided by the winter 
wheat production forecasts. 
Gunnelson, Dobson, and Pamperin [20] analyzed the accuracy of 
the USDA crop production forecasts for barley, corn, oats, potatoes, 
soybeans, spring and winter wheat for the 1929-1970 period, based 
on an established statistical method. By employing Theil's R 
statistic (or revision ratio), the accuracy of the USDA com crop 
forecasts was noted to be consistently improved over the years. And 
in checking the systematic error (or bias) in the USDA forecasts, it 
was found that about 60 percent of the first com crop forecasts 
during the 1959-1968 period tended to underestimate the actual crop 
size, which was taken to be the December estimate of that year. 
Smith [49], on the other hand, concentrated on the accuracy 
of the USDA soybean crop forecasts from 1950 to 1971 in an effort to 
evaluate the improved soybean crop information acquired by remote-
sensing technology. By analyzing the mean absolute deviations of 
monthly soybean crop forecasts from the one-year revised final 
estimates, he found that the USDA soybean crop forecasts were 
relatively accurate and its accuracy had steadily been improved. 
When Pearson and Houck [40] studied the accuracy of the USDA 
com and soybean forecasts between 1963 and 1975, they relied on 
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the graphical trace of the monthly forecasts within each crop year 
and computed the maximum and average differences between the monthly 
production forecasts and the December estimates. As for the com 
production forecasts, they found congruent results with other 
studies, in that (a) no systematic biases seem to occur, and (b) a 
definite trend toward more accurate forecasts exists as the season 
progresses toward the harvest time. 
There is one analysis on the accuracy of the USDA hog farrowing 
intentions statistics between September of 1959 and March of 1973, 
done by Thompson [54]. He uses the Theil's R statistic to compare 
the accuracy improvement of one forecast over the preceding ones 
and the mean-square-error statistic to detect a systematic bias in 
the series of forecasts. He finds the same conclusion as found in 
the analyses of the grains production forecasts. That is, there 
is no systematic bias in the hog farrowing statistics and their 
accuracy improves over the years. 
Present Analysis 
It can thus be concluded from the previous section that the 
previous analyses of the USDA com crop forecasts were concerned 
with the question of accuracy, accuracy improvement, and systematic 
bias. Interestingly enough, however, the techniques used in these 
analyses except the regression analysis are of nonparametric nature 
because there is no explicit assumption on the distribution of the 
forecast errors, however they may have been defined. Even though 
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the use of nonparametric tests for accuracy is not wrong, it is 
believed that the proper knowledge on the distribution of forecast 
errors can provide us with a better insight in selecting appropriate 
statistical tools for testing the accuracy, accuracy improvement, 
and systematic biases. 
Therefore, we shall first study the nature of the DSDA corn 
crop forecast data for the 1930-1977 period by testing the normality 
of the monthly forecast errors, which are defined in this analysis 
as the difference between the com crop forecasts of each month and 
the five-year revised final estimate for a given crop year. Then, 
based on the results found from the normality test, we shall choose 
appropriate statistical tools for the tests of accuracy, accuracy 
improvement, and systematical bias. That is, if the monthly fore­
cast errors are found to be normally independently distributed,^ 
2 
then we can employ Hotelling's T statistic and regression analysis 
to test the accuracy and accuracy improvement in addition to some 
nonparametric tools. The test of hypothesized ordering can, for 
instance, be used in testing the specific order of accuracy which 
is measured by the absolute magnitude of the mean of the forecast 
errors in each month. 
Normality of forecast errors 
First, the forecast errors are defined in this analysis as the 
^The test of normality used in this study does not test the 
independence of samples from year to year. The independence of 
samples are assumed herein. 
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differences (or deviations) between the monthly com crop forecasts 
from July to December (or January) and the five-year revised final 
estimates: 
' ®my " 
where FE is the forecast error of the m-th month's forecast in 
my 
the y-th year, is the USDA com crop forecast issued in the 
m-th month of the y-th year, and FRFE^ is the five-year revised 
final estimate of com production in the y-th year.^ Given these 
FE^y's, then, we have many possible statistical tools to test their 
normality. Among them, we have a goodness-of-fit test through a 
chi-square statistic, the Kolmogorov-Smirnov D-statistic, and the 
Shapiro-Wilk W-statistic. 
The most often used test of normality is the chi-square good-
ness-of-fit criterion, which is based on the relative frequency of 
particular observations. This chi-square test is believed to be a 
nonspecific test, in that the test criterion does not distinguish 
any particular type of departure, such as a noticeable skewness or 
flatness, from normality. Therefore, even though this chi-square 
test renders insight to the normality of given observations. 
^lie year y should refer to the crop year rather than a 
calendar year. However, for simplicity and convenience, it is 
stated here that the com crop forecasts (or estimates) of the 
calendar year y means the crop size of the crop year which begins 
October 1 of the y-th year and ends September 30 of the (y+i)-th 
year. 
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supplementary tests of skewness and flatness are often needed for 
a proper identification of normality. Further, the conclusion 
obtained from it often depends upon the choice of a proper class 
limit into which the observations are arbitrarily classified and 
one must take note of the conflict between the continuity of a 
normal distribution curve and its approximation for discrete 
observations in computing the observed frequency in each class.^ 
Regardless of these shortcomings, this chi-square test is often 
used in testing the nomnality, and proper procedures for its 
application are well-described in many elementary statistics 
textbooks [e.g., 50, pp. 84-90]. 
While the chi-square test uses the squared values of the 
differences between the observed and expected relative frequency 
density functions, the Kolmogorov-Smimov test uses the absolute 
values of the differences between the observed and expected 
cumulative probability distribution functions. Since its concise 
theoretical development and practical examples of numerous appli­
cations are available in many statistics textbooks such as 
Gibbons [18, pp. 56-77], the assumptions and characteristics of 
this Kolmogorov-Smirnov D statistic will be briefly examined here. 
First, this test assumes that the observations are obtained from 
a random process and that the needed parameters in describing 
^This is an inevitable problem inherent in any other 
statistical tests of normality because observed data can not 
accurately be measured or recorded on a continuous scale. 
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the hypothesized distribution—e.g., the mean and variance of a 
normal distribution—are known. Further, the D statistic is defined 
to be the largest absolute difference between the observed and 
hypothesized cumulative probability distribution functions. There­
fore, if the largest value is small, it can be logically inferred 
that all deviations must be small. Thus, the test criterion is to 
reject the null hypothesis if D is too large. 
The main characteristics of this D test are as follows. First, 
D statistic is especially appropriate when the sample distribution 
to be tested is continuous, thus implying an infinite number of 
classes (or groups). Therefore, this D test is exact for a 
hypothesis test concerning a continuous population with all needed 
parameters specified while it is conservative for discrete cases 
because no general adjustment tool such as a correction factor in 
the chi-square test is available. Secondly, the use of two-sided 
D statistic can determine a minimum sample size because the 
D statistic indicates the maximum absolute deviation between the 
observed and expected cumulative density functions. Third, the 
D statistic can be extended to a general distribution test for 
two or more independent samples, which is sometimes called the 
Bimbaum-Hall test [50, p. 259]. 
Even though the use of the chi-square goodness-of-fit or the 
Kolmogorov-Smimov D test can be of service to our purpose, the 
test of normality of forecast errors employed here is, however, 
the Shapiro-Wilk W statistic. As initially explored by Shapiro 
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and Wilk [48], the W statistic is obtained by dividing the square 
of an appropriate linear combination of the sample order statistics 
by the estimate of variance. The underlying concept of the 
W statistic is based on the fact that a linear transformation of 
a normal distribution is also a normal distribution. That is, if 
the y^'s are a sample from a normal distribution, then each y^ can 
be expressed as 
y^ = y + ax^ for i = 1, 2, ..., n (2) 
where 3 Xg - ••• - ordered random sample of size n from 
a standard normal distribution, and v and a are respectively the 
unknown mean and standard deviation of y^'s. 
Let M = (Mj^, ..., M^) denote the vector of expected values 
of standard normal order statistics (i.e., x^'s), and let V = (V^^) 
be the corresponding n x n covariance matrix. Then, applying the 
generalized least-squares theorem, the best linear unbiased estimates 
of u and a are respectively found to be y and a linear combination 
of y^'s. That is, 
, - M'V~^y pi = y and o = (3) 
where # and o are respectively the estimates of y and a. 
Denoting 
= Z (y. - y)^ (4) 
i=l 
2 
which is the usual symmetric unbiased estimate of (n-1) a , the 
W test statistic for normality is defined by 
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- « • s - f ë ;  
i=l 1 
where 
= M'V 
= MT 
(6a) 
(6b) 
I _ / \ M"V~^ ,, . 
a - (a^.ag aj - ^ ^^-1^-1^^1/2 <*=) 
and b = R^ô/C 
Shapiro and Wilk [48, p. 593] state that "b is, up to the normalizing 
constant C, the best linear unbiased estimate of the slope of a 
linear regression of the ordered observations, y^, on the expected 
values, M^, of the standard normal order statistics. The constant C 
is so defined that the linear coefficients are normalized." Noting 
that the coefficients, a^'s, are the normalized best linear unbiased 
coefficients from the table in [48, p. 603-605], Shapiro and Wilk 
[48, p. 593] show that the maximum value of W is 1 because the 
numerator and denominator of W are both estimating the same quantity, 
namely o , if a sample is indeed from a normal population. 
To compute the W statistic, we first order the observations to 
obtain an ordered sample of size n such as y^ < yg < ... < y^, and 
2 
compute its sum of squares of deviations as S in the equation (4). 
Then, we compute the sum of the linear combination of the differences 
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between appropriately paired sample order statistics.^ That is 
Vi+i <Vi+i -?i) 
1=1 
If n is even (i.e., n=2k), then the equation (7) implies 
^ = s^^n-yi) + vi (yn-i-y2) + •••• 
+ ^ +2 (yk+2-yk-i) + %n (^k+i-^k) (7*) 
If n is odd (i.e., n=2k+l), the elimination of the sample median of 
means that the equation (7) will become 
^ = ^n^^n-^l) + Vl <yn-l-y2> + 
+ ^ +3 (^k+S-^k-l) + ^ +2 (yk+2-yk) 
2 
Thus, given the values of S and b, we can obtain the W statistic 
2 2 
as the ratio of b over S . 
The properties of this W statistic are; (a) it is scale and 
origin invariant, (b) the maximum value is 1 and the minimum value 
2 2 is n a^/(n-1), (c) it offers good power against a large class of 
^he reason for paired sample order statistics is that the 
normal distribution is symmetric; thus, the weights associated with 
each statistic are the same. 
^When n=44 as in the case of July forecast errors, the minimum 
value is 0.1534 given a^ = 0.3872. When n=48 as in all other cases, 
the minimum value is 0.1466 given a^ = 0.3789. 
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alternative hypotheses even for small samples (i.e., n < 20), and 
(d) it is sensitive to outliers, in that the nature of overall 
configuration of the sample is taken account of. The main drawback 
of this W statistic is, however, that for large sample sizes (i.e., 
n > 50) the tabulation of the coefficients, a^'s, in the numerator 
of the statistic may be difficult, cumbersome, and inexact. When 
the W statistic is computed as above for each set of monthly 
forecast errors from equation (1), we find the results in Table 1. 
In addition to this W statistic. Table 1 contains three estimates 
of location parameters (i.e., the mode, the median, and the mean), 
three values of dispersion measure (i.e., the range, the mean 
absolute deviation, and the standard deviation), and the measures 
of skewness and kurtosis in terms of the third and fourth moments 
about the mean.^ 
Before interpreting the results in Table 1, we present a brief 
description of each measure in it as follows. Even though the mode 
is not a good measure of central tendency because it often depends 
on the arbitrary grouping of the data, it approximately identifies 
the value or interval that has the highest frequency in a distri­
bution. The median, which is sometimes called the middle value or 
the 50-th percentile, is defined to be the value below which half 
the values in the sample fall. Thus, the median splits the 
"Tlany elementary statistics books [e.g., 18, 50, and 63] have 
a good description on these measures of statistical importance. 
Table 1. W and other relevant statistics in testing the normality of FE 's in each month, 
1930-1977 
Monthly forecast errors 
Statistics July Aug. Sept. Oct. Nov. Dec. 
n 44 48 48 48 48 48 
(unit; 1000 bushels) 
MODE* 0 0 0 0 0 0 
MEDIAN^ -11,875.5 -65,434. 5 -77,963 -36,283.5 -9,723. 5 -2,505 
MEAN 24,415.9 -46,551. 7 -47,185 -28,244.1 -5,345. 4 -1,254. ,7 
RANGE 1,228,759 1,172,467 748,735 663,163 448,029 311,389 
MAD 251,563.7 183,515. 7 135,733.9 105,737.9 79,483. 1 61,078. 4 
S 318,039 235,221 175,890 
(no unit of 
140,441 
measurement) 
103,924 76,605. 4 
SKEW 0.5857* 0.2040 -0.0901 -0.4082 0.0135 0.2403 
KURT -0.1175 0.1037 -0.0406 0.6934 -0.0128 -0.4227 
W 0.9479 0,9861 0.9561 0.9616 0.9752 0.9722 
PROB<W 0.074 0.917 0.142 0.252 0.541 0.464 
^The value of MODE used here is the mid-point of an interval which covers -100 million to 
+100 million bushels of forecast errors, because this interval has the highest frequency in all 
months. 
'^The value of MEDIAN is obtained by dividing the two mid-values in the observations by 2. 
it 
Means "significant at a 5 percent significance level." Otherwise, no significance is 
detected at 5 percent level. 
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observations into two halves. The mean, on the other hand, is the 
average value of the observations and is equivalent to the center 
of gravity or the balancing point of the observed data. 
As for the measures of dispersion, the range simply measures 
the difference between the largest and the smallest observations. 
The mean absolute deviation (MAD), on the other hand, is the 
average of the absolute values of the deviations between the 
observed values and their mean. Even though the mathematical 
problem of differentiating the absolute value function limits the 
wide use of this measure, it provides a simple and easy assessment 
of the dispersion. The most common measure of dispersion, however, 
is the standard deviation (S) which is defined as the positive 
value of the square root of the variance. 
The measures of skexmess (SKEW) and kurtosis (KURT) render us 
more insights into the distribution. A measure of the skewness in 
a distribution is the third moment about the mean. To make this 
measure independent of the scale on which the data are recorded, 
it is divided by the cube of the standard deviation. Snedecor 
and Cochran [50, p. 86] state that if the sample comes from a 
normal population, this measure of skewness is approximately 
distributed with the mean zero and the standard deviation of /6/n.^ 
If this measure is significantly larger than its standard deviation, 
^TJhen n=44, /6/n = 0.3693; when n=48, /6/n = 0.3536. However, 
these values of the standard deviation(s) are found in the table by 
Snedecor and Cochran [50, p. 552]. There, we find S = 0.3418 when 
n=45; S = 0.3264 when n=50. 
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positive skewness (or right-skewedness) is present. If the measure 
is significantly smaller than its standard deviation, negative 
skewness (or left-skewedness) is present. That is, if the low values 
of the data are bunched close to the mean but high values extend far 
above the mean, this measure will be positive and will show a right-
skewedness because the large positive contributions to the third 
moment about the mean when the observed value is larger than the 
mean will predominate over the smaller negative contribution to the 
third moment when the observed value is smaller than the mean. There­
fore, we will note in general that if the mode is less than the median 
which is in turn less than the mean, the distribution will be skewed 
to the right and the measure of skewness will be positive. 
The measure of kurtosis is the fourth moment of the sample about 
its mean divided by the squared value of its variance. According to 
Snedecor and Cochran [50, pp. 86-87], this ratio has the value of 3 
for a normal distribution. It is thus concluded that if the measure 
of kurtosis exceeds 3, then the sample distribution shows mors 
peakedness than a normal distribution. Values less than 3, on the 
other hand, result from distributions that have a flatter top than 
the normal. Thus, the usual measure of kurtosis is obtained by 
subtracting 3 from the fourth moment about the mean divided by the 
squared value of the variance.^ 
^The distribution of the measure of kurtosis does not approach 
the normal distribution until the sample size is larger than 1000 
[50, p. 88]. Geary [17, p. 295] developed an alternative method 
for a smaller sample size but it was not used here. 
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Equipped with this background information on the statistical 
meanings of various statistics presented in Table 1, we can now 
readily draw the following conclusions about the distribution of the 
monthly forecast errors of the USDA com crop forecasts. First, the 
measures of central tendency, being negative, show that the monthly 
USDA com crop forecasts generally underestimate the five-year 
revised final estimates. However, the decreasing trends observed 
in the absolute magnitudes of MEDIAN and MEAN suggest that the 
accuracy of the forecasts improves over the months. Even though 
this hypothesis of accuracy improvement will be statistically tested 
in the next section, we have a similar evidence of accuracy improve­
ment from the measures of dispersion in Table 1. That is, the 
largest values of the range, MAD, and the standard deviation are 
found in the month of July and the smallest values of these 
statistics are found in December. Further, these values are 
decreasing during the intervening months, which suggests that the 
density of the USDA monthly forecasts around the five-year revised 
final estimate increases as the reporting month approaches harvest. 
As for the skewness and flatness of the monthly forecast 
errors, we detect no significant departures from normality except 
that the July forecast errors display some skewness to the right at 
the 5 percent significance level. This finding is understandable 
in light of the positive mean value and a relatively closer-to-zero 
median. However, the negative values of kurtosis for the July, 
September, November, and December forecast errors suggest some 
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flatness in their distributions but are not significant at the 
5 percent significance level. Further, the negative skewness 
observed in September and October forecast errors shows that these 
distributions may be skewed to the left but the skewness is 
negligible at the 5 percent significance level. Thus, this 
examination of the skewness and flatness of the monthly forecast 
errors suggest that they have a normal distribution, which is in 
fact the conclusion drawn from the W statistics. 
From the bottom line of Table 1, the prob-values^ associated 
with the W statistics are all larger than 0.05, suggesting that the 
null hypothesis of a normal distribution of the monthly forecast 
errors should not be rejected at the 5 percent significance level. 
The case which comes closest to the rejection of the null hypothesis 
is the distribution of the July forecast errors, where the prob-
value is 0.074. This observation of a low prob-value for July is 
not so surprising because we have observed that July forecast errors 
2 had a significant skewness to the right. This detection of a 
•^he prob-value is defined as the probability of the sample 
value being as extreme as the value we actually observed, assuming 
the null hypothesis to be true [63, p. 190]. Thus, a judgment 
criterion is: "reject HQ if and only if the prob-value is less 
than or equal to a chosen significance level [63, p. 195]." 
2 This significant skewness was detected at the 5 percent but 
not at the 1 percent significance level. If independent tests of 
12 null hypotheses were made at the 1 percent significance level, 
the probability of no type I error made in these 12 tests would be 
(0.99)^^=0.886 and that of some error would be (1-0.99^2)=0.114. 
For a detailed explanation, see [63, p. 301]. 
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significant skewness at the 5 percent significance level, however, 
may be attributed to the compounded type I error (i.e., the error 
of rejecting when is true) which is associated with the 
repetitive tests of independent null hypotheses. That is, since 
we have tested the significance of 6 skewness measures and 6 
kurtosis measures at the 5 percent significance level (or at the 
95 percent confidence level), we note that the probability of no 
12 
type I error at all for these 12 tests is (0.95) =0.54, which 
means that the probability of some type I error is as high as 
12 (1-0.95 )=0.46. Therefore, in consideration of this probability 
for falsely rejecting the null hypothesis when it is true and 
because of the nonsignificance of the W statistic, the significant 
skewness in July forecast is taken to be a type I error and does not 
lead to rejection of the normality of its distribution. As for the 
other monthly forecast errors, the W statistics detect no significant 
departure from a normal distribution. Thus, we can conclude that 
all monthly forecast errors have a normal distribution at the 5 
percent significance level. 
Hotelling's T^ 
The purpose of this section is to analyze the accuracy of the 
monthly forecasts using the findings of the previous section. The 
major conclusions were: (a) the forecast errors seem to be smaller 
in their magnitudes as the reporting months progress, and (b) the 
monthly forecast errors are distributed normally. However, we have 
not yet drawn any statistical conclusion about the accuracy of 
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each monthly forecast. 
Since we define accuracy in terms of the magnitude of the 
difference between the forecast and actual value (i.e., the fore­
cast error), a monthly forecast series is said to be accurate if 
the mean of the forecast errors is statistically not different from 
zero. However, even if we reject the null hypothesis of a zero 
mean of particular monthly forecast errors at a specified level of 
significance, it does not imply that that monthly crop forecast is 
useless. In other words, if we say, for instance, that the mean 
of the August forecast errors is statistically different from zero 
(i.e., inaccurate), it does not mean that the August crop forecasts 
present an inaccurate picture of the crop condition prevailing as of 
August 1 (and thus are useless). The term, accuracy, used in this 
analysis only means that degree of exactness (or closeness) of the 
August crop forecasts in comparison to the five-year revised final 
estimate which is taken to be the true crop size of that year. 
The nature of the crop forecasts is such that the estimates 
are taken from a same object over different periods. Therefore, 
if we assume that the forecasts of different years are independent 
and that the forecasts can be decomposed additively, we can write 
the forecast of the m-th month in year y (i.e., MF^^) as 
MF = U + y + e (8) 
my y m my 
where is a general crop level common to all monthly crop fore­
casts in year y, is the effect unique to the month m, and e^^ 
is the random disturbance. Further, if we assume that is the 
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true crop size of year y (i.e., = FRFEy), then based on the 
equation (1), we can express the forecast error of month m in 
year y as 
FE = y + e 
my m my for 
m = 1, 2, ...» 6 
y = 1, 2 n (9) 
If the monthly effect, is fixed and the vector of variates 
^®ly' ®2y' • 
mean vector 
, has the multivariate normal distribution with 
EEe^^y, ®2y* *•*» ®6y^ ~ •••> (10) 
and covariance matrix 
Z = E 
'ly 
'2y 
"6y 
^®ly' ®2y» (11) 
then, we can employ the Hotelling's T statistic to test the null 
hypothesis of all monthly effects being zero versus the alternative 
2 hypothesis of not all means being zero. 
Since we have found that the forecast errors, FE 
normally distributed from the previous section, e 's my 
are 
are also normally distributed given fixed p^'s. my 
The underlying assumptions for the test of this null 
hypothesis are the same as the fixed-effects model of the Analysis 
of Variance. However, the interest of the fixed-effects model is 
to test the null hypothesis of equal effects rather than all 
effects being zero. 
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The necessary statistics in computing the Hotelling's T are 
as follows.^ Since we have assumed that 
V ~ (0' z) (12) 
where 0 is a 6 x 1 zero matrix and Z is a 6 x 6 variance-covariance 
matrix, we observe from the equation (9) that 
FE^ - NID (y, Z) (13) 
where y is a 6 x 1 matrix of monthly effects; i.e., y' = [y^ yg ... 
yg]. The unbiased estimates of y and Z from the sample of size n 
are then obtained by 
n 
y = — Z FE 
m n my 
(14) 
mk 
y-i 
(15) 
where y^ and are respectively the sample mean of the m-th month's 
forecast errors and the sample covariance between the forecast errors 
of months m and k. Denoting the estimates y and Z to be y and S 
respectively, we can express y and S in a matrix notation as follows: 
y = 
L^6J 
and S = 
®11 ^12 '16 
S21 S22 ••• S26 
L^61 ®62 ^66 
(16) 
For a detailed discussion, see Morrison [35]. 
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Given these statistics, we are now to test the null hypothesis of 
all monthly effects being zero against the alternative hypothesis 
that not all monthly effects are zero. That is. 
Hq: y = 0 
u f 0 
(17) 
2 
When the null hypothesis is true, the quantity T (which is called 
2 
Hotelling's T ) has the F-distribution with P=6 and (n-P)=42 degrees 
of freedom: 
= nCÎ-Ô) S"^(0-Ô) (18) 
2 Since T is a scalar, it can be easily noted from the equation (18) 
2 
that departures of y from zero can only increase the value of I . 
2 Therefore, the larger is T , the larger is the chance of rejecting 
the null hypothesis. However, a more specific decision rule for 
the test of a null hypothesis at a a percent significance level is: 
Accept : y=0 
P(n-l) ^  - ^ a: P,n-P (^0) 
and reject otherwise. 
2 When T is computed by the equation (18), based on the sample 
2 
statistics summarized in Table 2, we obtain T to be 8.6418 and the 
Table 2. The sample mean and coded sample variance-covariance matrix of the monthly forecast 
errors, 1930-1977 (unit: 1,000 bushels) 
Coded variance-covariance^ 
Month Mean July AUK. Sept. Oct. Nov. Dec. 
July 24,415.9 101.15 49.66 20.40 9.63 3.33 -1.67 
Aug. -46,551.7 49.66 55.33 32.14 19.76 10.03 4.58 
Sept. -47,185.0 20.40 32.14 30.94 22.45 12.44 7.12 
Oct. -28,244.1 9.63 19.76 22.45 19.72 12.91 7.69 
Nov. -5,345.4 3.33 10.03 12.44 12.91 10.80 6.89 
Dec, -1,254.7 -1.67 4.58 7.12 7.69 6.89 5.87 
â Q 
The coded variance-covariance matrix should be multiplied by 10 to obtain the actual 
variance-covariance matrix. 
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computed F statistic, F^, to be 1.2871, based on the equation (19). 
We find that the computed F statistic of 1.2871 is much smaller than 
the tabulated F statistic of 2.32 with (6,42) degrees of freedom at 
the 5 percent significance level. Consequently, the null hypothesis 
that all monthly means are not different from zero is not rejected. 
That is, the monthly forecasts are said to be accurate, in that the 
differences between their means and the five-year revised final 
estimates are statistically nonsignificant. 
Nonparametric L 
Even though the monthly forecasts are found to be statistically 
accurate in the previous section from the joint test of the null 
hypothesis of zero means for all forecast errors, we have observed 
in Table 1 that the medians and means of the forecast errors tend 
to approach zero and that the measures of dispersion tend to be 
smaller as the reporting month approaches December. This quali­
tative observation is congruent to common intuition which suggests 
that the crop forecasts in the earlier months (e.g., July) are 
less accurate than forecasts in later months (e.g., December)^ 
due to a larger uncertainty on crop-growing conditions in, say, 
July than in December. The accuracy analysis in the previous 
section has not directly dealt with this hypothesis of accuracy 
^It would be interesting to study the hypothesis that the fore­
casts of the earlier years, when compared to the recent years, would 
be less accurate due to lack of data-gathering and computing effi­
ciencies, and the changes in the farming structure in general. How­
ever, this hypothesis will not be examined in this dissertation. 
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improvement over the reporting months; rather, it simply concluded 
that each of the monthly forecast errors had a mean zero. 
In this section, we shall therefore consider the question of 
whether the accuracy of the USDA corn crop forecasts improves over 
the reporting months by the following two approaches. First, we 
qualitatively interpret the frequency distribution of forecast 
errors in Table 3 in addition to the statistics in Table 1 to draw 
conclusions about accuracy improvement. The second approach is 
based on the nonparametric L test for a hypothesized ordering. 
The conclusion drawn from the qualitative observation on the 
monthly forecast errors in the top part of Table 1 and in Table 3 
is that the accuracy does improve over the reporting months because 
there is a general tendency for the magnitude of the forecast errors 
in later months to be closer to zero. Table 3 shows that the 
forecast errors have greater dispersion in the earlier months and 
concentrate more closely around zero in the later months. This 
fact is numerically expressed and verified in the measures of 
dispersion in Table 1. It is, however, interesting to note that 
the July, November, and December forecast errors are quite evenly 
distributed around the mean zero (i.e., from the fact that the 
numbers of under- and over-estimations are relatively equal) while 
there is a definite under-estimation tendency in August, September, 
and October. However, there is no reason to expect such a pattern. 
That is, since the com crop forecasts made by the USDA only 
Table 3. Frequency of monthly forecast errors falling in each Interval for the 1930-1977 
period 
Interval Frequency of forecast errors 
(mill, bu.) July Aug. Sept. Oct. Nov. Dec. 
-600 and below 1 1 
-500 to -599 0 
-400 to -499 5 1 1 1 8 
-300 to -399 1 6 3 2 12 
-200 to -299 4 5 3 2 2 16 
-100 to -199 7 8 11 8 5 5 44 
0 to -99 6 10 12 17 18 20 83 
0 to 99 5 4 8 9 15 17 58 
100 to 199 3 5 5 6 6 6 31 
200 to 299 6 4 5 3 2 20 
300 to 399 2 2 4 
400 to 499 1 1 2 
500 to 599 1 1 
600 and above 4 4 
Underestimates 23 31 30 30 25 25 164 
Overestimates 21 17 18 18 23 23 120 
Total 44 48 48 48 48 48 284 
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represent the expected crop size as of the first day of the 
announcement month, only random influence from the changes in the 
crop growing condition are expected. Thus, we can reasonably expect 
that the under- and over-estimations of the five-year revised final 
estimates should be equally likely. This hypothesis can be stated 
as in the following set of hypotheses (21) and tested by the normal 
approximation method of a binomial distribution.^ That is, 
H : P = 1/2 
o 
(21) 
P 1/2 
where P is the probability of under-estimation. Then, we can 
compute the Z statistic as 
Z = (| r-np| -1/2) //npd-p) (22) 
where r is the observed frequency of under-estimation, n is the 
total number of observations, and 1/2 is used as the correction for 
continuity. Thus, we obtain the computed Z statistic, Z^, as 
According to Snedecor and Cochran [50, p. 211-213], the two-
tailed Z-test using the Z statistic (obtained by the normal approxi­
mation method of a binomial distribution as computed in the equation 
(22)) is equivalent to the chi-square test using chi-square with 1 
degree of freedom, except that the formula for chi-square has no 
correction for continuity. The exact relationship is that chi-square 
is the squared value of Z in the equation (22) without the correction 
for continuity. However, for one-sided alternatives, the Z-test is 
preferred to the chi-square test which is basically two-sided. 
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= (1166-284(0.5)1-0.5)//284(0.5)(0.5) 
= 2.5516 (23) 
Z^ is much larger than the tabulated Z of 1.96 at the 5 percent 
significance level. We, therefore, reject the null hypothesis in 
favor of the alternative hypothesis at the 5 percent significance 
level.^ That is, the under- and over-estimations of the five-year 
revised final estimates are not equally likely in the series of 
the USDA com crop forecasts. However, this unequal tendency of 
the under- and over-estimations observed in the data in most 
attributable to the August, September, and October corn crop 
forecasts, during which the under-estimations occurred approximately 
by a two-to-one ratio. In spite of this under-estimation tendency, 
we note that approximately one-half of the forecast errors fall in 
the intervals between -99 million to 99 million bushels and the 
frequencies observed in these intervals steadily increase from July 
to December as it is shown in Table 3. Thus, we qualitatively 
conclude for now that the accuracy improves over the reporting 
months and next examine this hypothesis through a nonparametric 
test. 
^When the alternative hypothesis in (21) is stated as P > 1/2, 
we should compare Z^ to the tabulated Z value at the 5 percent 
significance level which is about 1.65 for this one-sided hypothesis 
test. In this case, we also reject the null hypothesis in favor of 
the alternative. 
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The nonparametric test for the hypothesis of accuracy improve­
ment in the USDÂ com crop forecasts is the L test proposed by 
Page [39]. Since the L test examines the null hypothesis of equal 
means against an alternative hypothesis of ordered means, the pre­
determination of the expected ordering of the means to be tested is 
an essential element of this method. We choose the order of the 
means as in the set of hypotheses in (24), based on the belief that 
the mean of July forecast errors will be the largest, and that of 
December forecast errors will be the smallest, and the in-between 
months will have the means of an intermediate magnitude. That is, 
we are to test 
%'• %1 = = ••• = ^6 
®a' ^ ^3 ^  ^ 4 ^  *5 ^  ^ 6 (24) 
where the subscripts 1 through 6 denote the months from July to 
December respectively, and u denotes the mean of monthly forecast 
errors. 
Page [39] suggests the following computational steps in using 
the L test for the above types of a monotonie hypothesis. First, 
we set up the monthly forecast errors into a two-way table of 
P (= 6) columns (= months) and n (= 48) rows (= years). Second, 
since there are 6 groups of monthly forecast errors, we rank the 
monthly forecast errors for each year from 1 to 6, giving the 
largest value 6 to the smallest monthly forecast error in absolute 
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magnitude. Third, we sum the ranks in each column, so finding 
n 
Z X where X is the value of rank for the m-th monthly fore-
y=l W my 
cast errors of the y-th year. Fourth, we multiply each such sum 
of ranks by the expected rank for that same column. That is, we 
n 
compute the values of E X Y where Y is the value of the 
y=i ™ ™ 
expected rank for the m-th monthly forecast error as specified in 
the alternative hypothesis. Therefore, Y^ will be 1 for the month 
of July and 6 for December. Fifth, we sum all such products to 
find the computed L statistic, L^. That is, 
- j, X V. 
The necessary information to compute this is presented in Table 4. 
By adding the elements in the bottom row of Table 4, we obtain 
= 4,013 which is much larger than 3,697, the tabulated value of 
L at the 0.001 significance level. Therefore, we reject the null 
hypothesis at this 0.001 level and conclude that the predicted 
and the observed rankings in the monthly mean-errors are in 
agreement. That is, the accuracy of the USDA com crop forecasts 
does improve over the reporting months. This statistically verifies 
the qualitative observation made earlier on month-to-month accuracy 
improvement. 
However, this finding of accuracy improvement through the L 
test seems to contradict the earlier finding of equal means through 
2 
the Hotelling's T statistic. That is, the latter showed that no 
means of monthly forecast errors differ from zero at the 5 percent 
Table 4. Frequency of observed rank In each month and the needed statistics for computing L, 
1930-1977 
Monthly frequency 
Rank July Aug. Sept. Oct. Nov. Dec. 
1 23 13 6 3 1 0 
2 5 20 12 5 4 0 
3 5 4 21 8 5 5 
4 4 3 2 19 9 11 
5 5 3 3 6 18 13 
6 2 5 4 7 11 19 
Sum of ranks 101 122 140 185 216 238 
Expected rank (?m) 1 2 3 4 5 6 
n 
^ X Y y=l my m 101 244 420 740 1080 1428 
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significance level; thus, no improvement in accuracy over the 
reporting months was suspected. This apparent conflict can be 
explained by a close scrutiny into the nature of the F test based 
2 
on the Hotelling's T and that of the L test. Their main difference 
2 lies on the fact that the F test used in Hotelling's T examines 
the cardinal strength of the data while the L test examines the 
ordinal strength. The cardinal strength as the term is used here 
refers to the magnitude of the actual values as they are obseirved 
in their original units of measurement while the cardinal strength 
refers to a nominal (or ordinal) scale given to the observed 
values.^ Therefore, such sample parameters as the mean and 
variance represent the cardinal strength of the observations 
while the rank or sign assigned to the observations represent 
2 the original strength of the data. T uses the mean and varlance-
covarlance matrices and tests the null hypothesis of equal cardinal 
strength while L uses the value of the ranks and tests the null 
hypothesis of equal ordinal strength. For the specific conflict 
2 
observed in this analysis, we note that T depends upon the 
magnitudes of the sample means and the sample variance-covarlance 
as noted In the equation (18). That is, either an Increase of 
It can be roughly stated here that the statistical inference 
techniques of parametric nature test the cardinal strength while 
those of nonparametrlc nature test the ordinal strength of the 
data. For a better discussion of this topic, see [18, pp. 22-30]. 
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numerical magnitudes in the mean vector or a decrease of values in 
the variance-covariance matrix will result in a larger value of 
2 
computed T which implies that the probability of rejecting the null 
hypothesis of all means being zero increases. However, these 
changes in the mean and/or variance-covariance do not affect the 
significance level of the L test as long as the rank of the 
observations remains unchanged. This point can be better explained 
by the following hypothetical example. If the July forecast errors 
are observed to be -100 million and 100 million bushels, and the 
December ones -10 million and 10 million bushels. Then, their 
respective means are both zeroes. Consequently, there is a high 
probability of accepting the null hypothesis of equal means. However, 
we observe that the forecast errors of July are larger than those of 
December; thus, there exists a definite order in their magnitudes. 
Of course, we expect that not all forecast errors of July would be 
greater than those of December in our data set. However, the L 
statistic basically tests this relationship of ordered observations 
2 
while T statistic provides a test for equal magnitudes of the 
means of monthly forecast errors. Therefore, the tests of no 
order and of the equal magnitudes of means are both compatible, 
but not identical. Thus, Snedecor and Cochran [50, p. 132] notes 
that the rank tests are about 95 percent efficient in large normal 
samples but slightly more efficient in small normal samples relative 
to the t-test in comparing equal means. In light of this 
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consideration, therefore, we can conclude that the conflict of 
2 
conclusions drawn from the Hotelling's T and the L test does not 
nullify one conclusion or the other. That is, the null hypothesis 
of all means being zero, tested and accepted within the Hotelling's 
2 T criterion, shows that the magnitudes of the means of forecast 
errors are statistically equivalent to zero while the conclusion 
obtained by the L test states that forecast errors decrease from 
July to December. 
Regression 
This section presents findings on the accuracy and accuracy 
improvement of the USDA com crop forecasts through the regression 
analysis. We first estimate simple regressions of the following 
form: 
FEFEy (26) 
where FRFE^ is the five-year revised final estimate of the crop size 
in year y; MF is the.USDA com croo forecast in the month m of 
siy 
year y; and 3^ are, respectively, the intercept and the slope 
coefficient associated with month m; and e is the random 
my 
2 disturbance term with the property of NID (0, o^). Thus, if we are 
to say that the forecast of month m is an accurate estimate of the 
final crop size, then a should be zero and g should be one. That 
m m 
is, we are to test the following set of hypotheses; 
H : a = 0 and 3 =1 for m = 1, 2, ..., 6 
o m m 
*m ^ 0 f 1 (27) 
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The appropriate test criterion for this hypothesis is obtained by 
the F statistic which is given by Ostle and Mensing [38, p. 174]. 
We first define thajt A and b are respectively the estimated 
m in 
2 
regression coefficients of a and g and that S is the residual 
mm e 
2 
mean squares of the regression (or the estimate of o^). Then, we 
note that 
is distributed as a chi-square with 2 degrees of freedom and that 
2 2 (n-2) Sg/o^ is distributed as a chi-square with (n-2) degrees of 
freedom. Therefore, it can be seen that the computed ? statistic, 
F ^ % (29) 
[(n-2)Sg/cjg]/(n-2) 2S^ 
is distributed as F with 2 and (n-2) degrees of freedom. That is, 
if F^ is less than the tabulated F value with 2 and (n-2) degrees of 
freedom at a 5 percent significance level,^ we fail to reject the 
null hypothesis; otherwise, we reject the null hypothesis in favor 
of the alternative hypothesis. 
After the coefficients were estimated by an ordinary least 
squares method for the regression equation (26) which is named as 
The tabulated F values with (2,46) degrees of freedom at the 
5 percent and the 1 percent significance levels are respectively 
3.20 and 5.10, and F with (2,42) degrees of freedom at the 5 percent 
significance level is 3.22 [50, p. 626]. 
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Model I, F values were computed based on the information shown in 
Table 1 of Appendix. These computed F values, presented in Table 5, 
lead us to conclude that for all months except September, the 
intercept term is not different from zero and the regression 
coefficient is equal to one at the 5 percent significance level. 
The rejection of the null hypothesis (27) for September was somewhat 
surprising but it was not confirmed when the null hypothesis was 
tested at the 1 percent significance level. Therefore, the 
regression without the intercept term which is named as Model II 
is generally concluded to be a better choice for describing the 
relationship between the final crop size and the monthly forecasts. 
That is, given the relationship 
FRFE = Y MF + e (30) 
y 'm my my 
whose estimation results are also presented in Table 5, we tested the 
null hypothesis that 
H : Y = 1 for all m's 
o m 
a. : Y f 1 (31) â m 
The appropriate test criterion is based on the t statistic which is 
computed as 
C -1 
where t is the computed t value, C is the estimate of y , and S_ 
c m m Cm 
Table 5. Estimated regression coefficients of the monthly USDA corn crop forecasts with FRFE 
as the dependent variable, 1930-1977: Models I and II ^ 
Monthly 
forecast 
Model I Model II 
b 
m 
F R2 Cm R^ 
July -23,845.2 
(169,721.9)* 
0.9998 
(0.0473) 
0.1279 0.9141 0.9935 
(0.0134) 
10.1196 0.9923 
Aug. -15,014.7 
(114,522.7) 
1.0149 
(0.0324) 
0.8217 0.9590 1.0108 
(0.0094) 
4.8366 0.9963 
Sept. -58,657.8 
(79,412.5) 
1.0296 
(0.0225) 
3.2527* 0.9803 1.0137* 
(0.0065) 
2.3479 0.9982 
Oct. -99,564.1 
(68,064.4) 
1.0354 
(0.0192) 
3.1616 0.9858 1.0085 
(0.0056) 
1.7604 0.9987 
Nov. "92,710.0 
(52,212.1) 
1.0265 
(0.0146) 
2.1310 0.9916 1.0017 
(0.0044) 
1.0691 0.9992 
Dec. "64,055.2 
(38,307.7) 
1.0172 
(0.0107) 
0.6872 0.9954 1.0001 
(0.0032) 
0.5817 0.9996 
*The values in parentheses represent the standard errors of each estimate. 
is the residual mean square of the regression, which should be decoded by 
multiplying by 10^®. 
* 
Denotes the rejection of the null hypothesis at the 5 percent significance 
level but not at the 1 percent significance level. 
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is the standard error of C . Therefore, a statistical conclusion in 
at the 6 percent significance level can be drawn as 
l^cl - t(6/2,n-l)' fail ^o* 
Otherwise, reject (33) 
We note from the results under Model II in Table 5 that all 
C^'s except that of September are equal to one at the 5 percent 
significance level.^ As for September, the rejection of the null 
hypothesis (27) was attributable to the regression coefficient, b^, 
not being equal to one, which was confirmed by the rejection of the 
null hypothesis (31) at the 5 percent significance level. However, 
both null hypotheses could not be rejected at the 1 percent 
significance level. In light of these findings, we can thus 
conclude and confirm the following facts which have already been 
discovered in the previous sections. 
First, the monthly forecasts (except that of September) are 
in general accurate estimates of the final crop size because the 
relationship (30) with being equal to one seems to be true. 
"Tlae tabulated t values with 45 degrees of freedom at the 5 
percent and the 1 percent significance levels are respectively 2.014 
and 2.690, and the t value with 40 degrees of freedom at the 5 
percent significance level is 2.021 for a two-tailed test [50, p. 549]. 
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Second, all C^'s (as well as b^'s) except for July are greater than 
one, indicating that monthly forecasts in August through December 
have the tendency to under-estimate. This under-estimation 
tendency seems to be strongest in the September forecasts because 
the regression coefficient, C^, is statistically not equal to one 
2 
and is largest in September. Third, the values of R progressively 
increase in both models, indicating that the accuracy of the monthly 
2 forecasts do improve over the reporting months. We note that R 
is the ratio of the explained variation over the total variation. 
For the cast of a simple regression as used in this analysis 
2 II 2 ^ 2 ^ 2 
R = ( Z X Y y/(, Z XT E YT) C33a) 
i=l i=l i=l ^ 
where is the independent variable and is the regressor. When 
a regression was run with an intercept, X^ and Y. used in the 
2 formula for R represent deviations from their respective means. 
In a regression without an intercept, X^ and Y^ are actual values. 
Even though the previous regression analysis provided us with 
a good description of the relationships between the final crop size 
and the monthly forecasts, the following extension of the regression 
analysis for the purpose of predicting the USDA com crop forecasts 
can be of value. That is, how can we best use the known USDA 
forecasts to predict what the USDA forecast of the next month of 
the final crop size will be? This question of practical importance 
will be examined next. 
First, we ask how the final crop size can best be predicted 
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from the Imown USDA monthly com crop forecasts. That is, how can 
the July, August, and September forecasts best be used to predict 
the final crop size? It seems at a first glance that the following 
form of a regression may suggest a possible answer: 
k 
^Ey = + e^y for k = 1, 2, ..., 6 (34) 
where is the intercept of the k-th regression equation, is the 
regression coefficient associated with the forecast of month m, and 
2 
e^y is the random disturbance term with the property of NID (0, cr^). 
When this regression equation (34) was estimated, we found that the 
intercept terms were not significantly different from zero and that 
the USDA forecasts of those months prior to the most recent month 
seemed to be of no value in predicting the final crop size. There­
fore, the hypothesis that the USDA com crop forecast of the most 
recent month alone can provide sufficient information in predicting 
the final crop size was tested on the basis of the following 
regression equation; 
k 
FRFE = Z MF + e^ for k = 1, 2, ..., 6 (35) 
npl 
The hypothesis to be tested can be formally stated as 
®o- ^1 = 72 = ••• = \-l " ° (3*) 
H : not H 
a o 
i.e., in terms of the model in equation (35), the hypothesis is a 
comparison of the two models in (37) 
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H»: FRFEy - (37) 
®ly + ^ 2 ™2, + — + Vl ®k-l,y + ™ky 
where in the model in at least one (m = 1, 2, ..., k-1) is 
not zero. 
The appropriate test procedure is based on partitioning 
correctly the total sum of squares (TSS) into the regression sum of 
squares (RSS) and the error sum of squares (ESS).^ Denoting the 
regression sum of squares due to including the independent 
variables MF^^, as RSS (YJ^, Yg, •••. . we can 
express the total sum of squares in the following two ways. When 
the model in of (37) is run, we get 
TSS = RSS (Y^) + ESS^ (38) 
When the model in of (37) is run, we get 
TSS = RSS (Tj, Y,. , V + ESS^ (39) 
where TSS's in (38) and (39) are equal. The test statistic for 
the hypothesis (36) is computed as 
For the usual case where the intercept term is included, we 
would note that TSS = RSS + ESS can be specifically stated as 
Z(Yi-Y)2 = S(Y^-Y)2 + Z(Yj-Yi)2 where Y^ is the observed dependent 
variable, Y is its mean, and Y^ is the estimated value of Y^ 
[63, p. 338]. 
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[RSS(Y, Y )-RSS(Y, )]/(k-l) 
F (40) 
ESS^/(n-k) 
which follows an F distribution with (k-l,n-k) degrees of freedom. 
The decision criterion is as follows: 
" ^c < ^a(k-l,n-k)' fail "^ect 
Otherwise, reject (41) 
The sums of squares needed to compute F statistics are presented 
in Table 2 of the Appendix, and the resulting F statistics are shown 
in Table 6 along with the estimated regression coefficients. We 
observe that none of the F statistics in Table 6 are greater than 
the tabulated F value at the 5 percent significance level, indicating 
that the null hypothesis stated in (36) or (37) should not be 
rejected. This result is also shown by the simple t tests of the 
2 
coefficients as noted in Table 6. Furthermore, the values of R in 
Table 6, computed from the multiple regression equation (35), are 
almost identical to those R 's in Table 5 obtained from the simple 
regression equation (30), indicating that the past monthly forecasts 
do not effectively reduce the unexplained variation of the model. 
Furthermore, the residual mean squares of the two models in (37) are 
nearly equal as shown in Tables 5 and 6. Therefore, we can conclude 
that the simple regression equation (30) and its corresponding values 
of coefficients are sufficient in predicting the final com crop 
Table 6. Regression coefficients of the monthly corn crop forecasts in predicting the final 
crop size and the F statistics for selecting the appropriate prediction equations, 
1930-1977 
Current 
Regressors, coded and R^ 
month July Aug. Sept. Oct. 
July 0.9935* 
(0.0134)C 
Aug. -0.0149 
(0.1491) 
1.0259* 
(0.1514) 
Sept. 0.0986 
(0.1054) 
-0.1557 
(0.2048) 
1.0696* 
(0.1589 
Oct. 0.1074 
(0.0877) 
0.1265 
(0.1821) 
-0.8349 
(0.4534) 
1.6047* 
(0.3655) 
Nov. 0.0575 
(0.0674) 
-0.0449 
(0.1423) 
0.5681 
(0.4305) 
-1.2769* 
(0.5963) 
Dec. 0.0718 
(0.0503) 
0.0111 
(0.1065) 
0.0993 
(0.3313) 
-0.2512 
(0.4798) 
Nov. Dec. S|a R^ 
1.6954" 
(0.3102) 
-0.2232 
(0.4097) 
1.2913* 
(0.2276) 
10.1196 0.9923 
4.9506 0.9963 0.0099 
2.4085 0.9982 0.4591 
1.6658 0.9988 1.8138 
0.9675 0.9993 2.1301 
0.5376 0.9996 1.7052 
is the residual mean squares of the regression which should be decoded by multiplying 
them by lO^®. 
^The tabulated F value with (5,38) degrees of freedom at the 5 percent significance level 
is 2.46. 
^The value in parentheses represent the standard errors of each estimated regression 
coefficient. 
Denotes that the coefficient is significantly different from zero at the 5 percent 
significance level when t test is employed. 
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size. That is, the USDA corn crop forecast of the most recent 
month is most relevant information for the purpose of predicting 
the final crop size. 
Conclusions 
In this study, the five-year revised final estimate was taken 
to be the true measure of crop size. Therefore, the forecast errors 
were defined as the differences between the monthly USDA com crop 
forecasts and their five-year revised final estimates. The accuracy 
was then measured by the absolute magnitude of these differences. 
That is, the smaller the absolute value of a forecast error was, 
the more accurate the monthly com crop forecast was. 
Since the use of the Shapiro-Wilk W statistics enabled us to 
conclude that the forecast errors for each month from July to 
December were distributed normally, an additional assumption of 
the independent distribution of forecast errors in different years 
allowed us to use an F-test based on Hotelling's T statistic to 
test the null hypothesis that the means of the monthly forecast 
errors are all zero. This null hypothesis was not rejected at the 
5 percent significance level and it was concluded that monthly USDA 
com crop forecasts were accurate and their means were not different 
from the five-year revised final estimates. 
However, common intuition and observation of the forecast data 
suggested that the series of monthly forecasts within each reporting 
year improve over the reporting months. This hypothesis of accuracy 
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improvement was then tested by a nonparametric L test and accepted 
at the 0.1 percent significance level. That is, the null hypothesis 
of equal means was rejected in favor of an alternative hypothesis of 
ordered means which stated that the magnitudes of forecast errors 
become progressively smaller from July to December. Thus, the 
Increasing accuracy of the monthly series of forecasts was verified. 
The regression of the five-year revised final estimates on 
two or more monthly crop forecasts showed that the only significant 
monthly forecasts were the most recent forecast. That is, if the 
forecasts of July, August, and September were known, for instance, 
the coefficient associated with the September forecast was the 
only meaningful value in explaining the size of the five-year 
revised final estimate. Thus, this finding was taken to mean that 
the accuracy improves over the reporting months. Furthermore, this 
fact implied that in forecasting the true crop size of a given 
crop year, the most recent month's forecast was its best estimate. 
However, as it was verified by a chi-square test, the August, 
September, and October forecasts under-estimated the five-year revised 
final crop estimates twice as frequently as they over-estimated. This 
fact was shown in the regression coefficients associated with these 
months' forecasts by being slightly larger than one, which must be 
taken into account in forecasting the final crop size. 
In summary, we noted that: (a) the overall forecast errors 
were not different from zero implying that the TJSDA com crop 
forecasts were unbiased; (b) the accuracy improves over the 
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reporting months; (c) the under-estlmation of the final crop 
size occurs twice as frequently as the over-estimation during 
August, September, and October; and (d) for a forecasting purpose, 
the most recent crop forecast is the best estimate of the final 
crop size. 
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CHAPTER III. PRICE RESPONSES TO USDA 
CORN CROP FORECASTS 
This chapter will examine whether or not the USDA com crop 
forecasts have any impact on the com cash and futures markets. 
Review of previous studies done on information analysis will 
be presented first. Then, by concentrating our attention to the 
com market, we shall develop theoretical and empirical models on 
the basis of reservation demand theory and supply-of-storage theory. 
Finally, the impact of the USDA com crop forecasts on the com 
prices will be estimated and interpreted. 
We must realize, however, that an overall assessment of the 
role played by the USDA com crop forecast information in the com 
markets can never be exact. This is because how one transforms 
and interprets the announced crop data into useable information and 
how one integrates or incorporates this information into his 
decision-making is not yet fully known. Even if one fully knows 
this decision-making process, still the problem of correctly 
separating an effect of one piece of information from all other 
information on the variable of our interest may remain insurmountable. 
We assume that (a) the figure on expected crop size becomes 
information to com traders when the Crop Reporting Board ends its 
secrecy by announcing its estimate, and (b) the announcement of the 
corn crop forecast is the only source of systematic disturbance in 
the market during the period of our analysis; namely, five trading 
days before and after the announcement. Any other disturbances that 
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occur during this period are assumed to have randomly distributed 
effects on com prices. Based on these assumptions, the analysis 
presented in this chapter explores a theoretical and empirical 
estimation procedure to tackle the problem of identifying and 
measuring the impact of the USDA com crop information on the 
com prices. 
Introduction: Economics on Information 
Before we construct theoretical and empirical models to analyze 
the impact of USDA com crop information on com markets, we shall 
briefly review in this section what the economists have accomplished 
in analyzing the role of information in the market. 
Even though such fundamental questions as what information is, 
how it is to be measured, and what constitutes an improvement or an 
increase in information still remain unresolved [7, p. 347], the 
economists, since the early 1960s, have become particularly aware 
of the need to investigate the value and role of information in the 
market. Their efforts can largely be divided into three areas of 
information analysis. 
The first area of work deals with the search for information, 
which is exclusively studied under the topic of the information 
search theory. This theory treats information concerning the 
market prices as an economic good [e.g., 16, 45, and 52]. 
The second area of information analysis deals with the use of 
information. The rational expectations hypothesis and the efficient 
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market hypothesis are two prominent treatments of the way people, 
i.e., the decision-makers, use information in making their trading 
decisions. The rational expectations hypothesis [e.g., 29, 37, and 
46] states that people do not waste information in forming their 
expectations about the future event, and thus the expected result 
is statistically congruent to the actual outcome.^ On the other 
hand, the efficient market hypothesis as summarized by Fama [14] 
states that the market is efficient if all available information is 
fully reflected in the prices. Thus, the implication of this 
hypothesis is that no one can consistently make a positive profit 
in an efficient market because the traders already have taken into 
account the influence of the factors, i.e., the information, that 
may affect the market price; that is, the information is fully 
reflected in the price. Thus, we can readily conclude that these 
hypotheses are different from the information search theory, in 
that they are concerned mainly with the rational or efficient use 
of information. 
The third area of information analysis does not yet have any 
theoretical foundation, for its main interest lies in examining 
the question of whether or not a certain piece of information or 
event has altered the pre-existing conditions of, say, a com 
market. That is, it analyzes the impact of information on the 
^uth [37, p. 333] claims, for example, that "the rational 
expectations hypothesis states that, in aggregate, the expected 
price is an unbiased predictor of the actual price." 
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market by identifying the direction and magnitude of a change in a 
variable or in the structure of the economy which has presumably 
occurred after the receipt of a given piece of information (or the 
occurrence of a given event). Therefore, this third type of 
information analysis differs significantly from those which deal 
with the search for and the use of information. 
Given these three types of information analyses, we can easily 
conclude that the search for and the use of information do not 
concern us much in analyzing the importance of the USDA com crop 
forecast announcement in the market. Rather, we must concentrate 
our attention on the problem of identifying and measuring the 
impact of information and the rapidity of price responses to the 
information. We shall explore the relevant conceptual approaches in 
analyzing the impact of information as follows. 
Generally, there are two different approaches. The first 
approach is somewhat complex, in that an economic model is first 
constructed to predict the values of the variable of our interest 
(e.g., the com price) which would have occurred in the absence 
of new information (e.g., the USDA com crop forecast in some 
month). Then, the predicted com price is compared to the observed 
com price to assess the impact of the announcement of the USDA 
com crop forecasts. The underlying reason for this type of complex 
approach is that other factors which affect the determination of a 
com price may have changed over time, independently from the 
receipt of information of our interest; and these changes should 
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have been correctly taken into account in evaluating the impact 
of given information. Even though this approach has the power to 
potentially delineate the impact of a specific piece of information 
from others, as was done by Reid [44] for the wage control program 
in the United States during the 1960-1978 period, the success of 
this type of analysis depends crucially on the nature and power of 
the economic model constructed for the purpose of predicting the 
variable of our interest. 
The other kind of conceptual approach to the information 
impact analysis assumes that the underlying economic conditions 
do not change over time. This approach is therefore particularly 
appealing if one is to investigate the impact of a given piece of 
information during a very short period such as a day or a week 
when the underlying economic conditions are believed to be 
reasonably stable. This simpler approach directly compares the 
magnitudes of the variable (e.g., the com price) before and after 
the occurrence of an event such as the announcement of the DSD A 
corn crop forecast. 
Of these two approaches to analyzing the impact of the USDA 
corn crop information on the com market, we prefer the simpler 
approach of comparing the magnitudes of a variable observed before 
and after a given event (or information) over the complex approach 
of constructing an economic model to predict the values of the 
variable in the absence of an event (or information). We shall now 
review the literature, which used the simpler approach, to analyze 
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the impact of information. 
The work done by Pearson and Houck [40] aroused economists' 
interest in analyzing the impact of the USDA reports on grains and 
livestock production. Pearson and Houck used a nonparametric chi-
square test to examine the hypothesis of an inverse relationship 
between the changes in the USDA com crop forecasts and the corre­
sponding changes in the daily cash prices. Their conclusion was 
that the USDA com crop forecasts had an impact on the market because 
forecast ch^ges and prices had an inverse relationship for com, 
soybean, and spring wheat, but not for winter wheat, during the 
1963-1975 period. 
Since then, Gorham [19] ran a regression of a percentage change 
in prices on a percentage change in forecasts for soybeans, wheat, 
and com, and found that only com demonstrated a statistically 
significant relationship between the price and the forecast. He 
concluded that the private market must have anticipated the changes 
in soybean and wheat forecasts well and the change in com forecasts 
poorly. Hoffman [24], on the other hand, analyzed the impact of the 
quarterly livestock reports on cattle and hog prices by regressing 
the price differences between the periods before and after the 
release of USDA livestock reports on the percentage change in an 
appropriate quantity variable such as cattle on feed and sows 
farrowing. He found that, on the average, the prices before and 
after livestock reports are not significantly different. However, 
for specific reports, such as the percentage change in placements 
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of cattle on feed, sows farrowing, or marketing intentions, the cash 
market seemed to respond while the futures market did not. This 
suggested to him that the futures markets for cattle and hogs were 
more efficient than the cash markets.^ 
Similar regression analysis was used to study live hog futures 
prices' response to the sows farrowing information [33], the cucumber 
price response to the marketing order [61], and beef demand in 
response to promotion programs [43]. 
Even though these studies have tackled the problem of 
empirically analyzing the impact of information mainly on the market-
clearing prices, they have not given much attention to the adjustment 
response of the price to the given information. Thus, in the 
remaining sections of this chapter, we will first present a 
theoretical analysis to examine the impact of information on the 
com market, and then an empirical analysis. 
Theoretical Analysis 
This section is devoted to examining the nature of price deter­
mination in the grain markets in relation to newly available crop 
^This suggested conclusion is objectionable on the ground 
that the efficient market hypothesis deals with the use of infor­
mation, not with the impact of information. That is, the signif­
icant regression coefficient associated with the reported quantity 
variables when the cash prices were used as a dependent variable 
means, in fact, that the traders in the cash market were more 
responsive to the new information contained in the report, not 
less responsive. Thus, the cash market may be more efficient in 
the sense that it takes full account of new information by being 
more responsive to it. 
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information. First, we shall use the concept of reservation demand 
to identify the factors that influence the equilibrium price, and 
then the supply of storage theory will be used to study inter­
temporal price differences. 
Reservation demand 
The price is determined by the demand and supply conditions at 
any given point in time. That is, if we are to know how a market-
clearing price of com is determined, for instance, it is necessairy 
to know what factors affect the underlying conditions for demand 
and supply of com. This has been the subject of much research 
in agricultural economics [e.g., 55, pp. 32-43 and pp. 80-91; 15; 
and 60]. 
Those factors that are generally believed to affect the quantity 
demanded of com are its own price, the prices of substitutes and 
complements, the number of livestock, the prices of livestock and 
related products, the income of the demanders, their tastes and 
preferences, and expectations about the future market conditions. 
However, the identification of those factors that affect the supply 
of com is not so straight forward and deserves close scrutiny 
based on two main characteristics of com. 
The first characteristic is that com is produced once a year 
in a large lump sum, it is highly storable over a relatively long 
period, and its consumption is continuously made from the stored 
stocks throughout the nonproduction period. Thus, we note that 
64 
the quantity of corn supplied in any period is only a fraction of 
the quantity produced in a crop year, and the rest is presumably 
in storage after the harvest. Therefore, the quantity of com 
supplied is largely a function of a storage decision based on the 
size of crop harvested and stored, and the cost of storage xAich 
can be measured in terms of the current and expected prices of com. 
The quantity of com produced, on the other hand, depends largely 
upon such factors as the expected price at harvest time, the input 
prices, the planted acreages, the crop growing conditions in 
relation to weather, crop disease, and insect infestation, etc. 
Therefore, we note that the decisions to produce and to supply com 
in the market are closely related in the long-run, but not so in 
the short-run. 
Another reason that the total quantity of corn produced is 
not the same as the total quantity supplied (or sold) in the com 
market for a given year is attributable to the fact that a large 
portion of the quantity produced is consumed by its producers.^ 
That is, the producer of com, mainly the farmer, is not only a 
2 
supplier but also a consumer of com produced. This dual role of 
^During the 1976-80 period, about 38 percent of total production 
of com for grain was consumed on farms where produced (59). 
^e distinguish herein between a producer and a supplier, and 
between a demander and a consumer because a producer can be a 
consumer but not a demander of the commodity in a market. That is, 
a producer need not enter into the market as a demander to consume 
the needed amount. He simply consumes x^at he produces. 
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a producer, especially in a storable grains market, has long been 
recognized as reservation demand by economists, e.g., Ezekiel [13], 
Breimyer [5], and Pesek [41]. The reservation demand is described 
as follows: 
Reservation demand relates to the supply function 
of the very short run. It is not output response 
but a market-release function, concerning the rate 
at which a stock of a good is released into market 
channels. Reservation demand is both a supply 
and demand function, for it is a supplier's own 
withholding demand determining the quantities 
supplied on a daily or weekly market [5, p. 685]. 
What this suggests, then, is that a producer has a market within his 
firm such that he is both a demander and a supplier to himself.^ 
Thus, we can describe a market mechanism for a producer by accounting 
identities as follows; 
SS^ = SST^_^ + SH^ (42) 
SD^ = SSTj. + SC^ + SQ^ (43) 
SS^ = SD. (44) 
In economics textbooks, a producer is traditionally assumed 
to be a supplier and a consumer, a demander. However, for a 
storable commodity where the concept of reservation demand plays 
an important role, we must not treat the terms equally. That is, 
a producer and a consumer are different from a supplier and a 
demander, respectively, in that the latter terms within the context 
of this analysis refer to those who exchange the ownership of the 
commodity in the established market at a price agreed while the 
former terms refer to those who transact in the within-firm market 
where no specific transfer of the ownership takes place and no 
price is actually quoted for the transaction. Further, a consumer 
refers to a nonproducer of the commodity. 
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where (the first initial S denotes the variables related to a 
producer). SS^, SD^, and SC^, respectively, denote the quantities 
supplied to himself, demanded from himself, and consumed by himself 
during period t; SH^ and SQ^ are the quantities harvested and sold 
in the market during period t; and SST^ is the stock level at the 
end of period t. Thus, the equation (42) states that the quantity 
supplied to the producer by himself is the sum of the stock held 
at the end of the previous period and the quantity harvested 
during the current period t. The equation (43) which represents 
the reservation demand states that the quantity demanded by the 
producer is the sum of his stock level at the end of the current 
period and the quantities consumed and sold during period t. 
The equation (44) is an accounting identity which shows that the 
quantities demanded and supplied by the producer should be equal. 
By the same token, we can construct definitional equations 
for com movements within a consumer unit. That is, a consumer 
has a role to supply com to himself out of his current stock and 
from the purchased quantity, and a role to demand com from himself 
for his consumption need and for his new stock holdings. We 
describe a market within a consumer as follows: 
DS^ = DST^_^ + DQ^ (45 a) 
DD^ = DST^ + DC^ + DX^ (45b) 
(46) 
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where (the first initial D denotes the variables related to a 
consumer) DS^, DD^, and DC^, respectively, denote the quantities 
supplied to himself, demanded, and consumed by himself during 
period t; DQ^ and DX^ are, respectively, the quantities bought in 
the market and exported to foreign countries;^ and DST^ is the 
stock level at the end of period t. Therefore, the equation (45a) 
states that the total quantity he can supply to himself during 
period t is the stock carried over from the previous period, t-1, 
plus what he purchases from the market during period t. The 
equation (45b) states that the total quantity he demands from 
himself during period t is the sum of his stock level at the end 
of period t, the quantity he consumes, and the quantity he exports 
during period t. The equation (46) then shows that the total 
quantity supplied to himself must be identical to the total 
quantity demanded by himself during period t. 
Given these sets of equations (42) through (46), we can identify 
what quantities are supplied and demanded during period t in terms 
of the marketing conditions within each of the consumer and the 
producer markets. That is, solving the equations in (42) through 
(44) for SQ^ and the equations in (45a) through (46) for DQ^, we find 
SQ^ = SST^ i + SH^ - (SST^ + SC^.) (47) 
and 
^Even though a producer can be engaged in an exporting 
activity, we assume here that a consumer alone exports. 
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DQ^ = DST^ + DC^ + DX^ - DST^^ (48) 
From these equations (47) and (48),^ we can better identify the 
factors which affect the quantities supplied (or sold) and demanded 
(or bought) in the market during period t by examining the deter­
minants of each component in SQ^ and DQ^. Even though we may treat 
SST^_^, DST^_^, and SH^ as fixed because they are assumed to be 
largely a function of past market conditions, we find one significant 
departure from the traditional specification of the demand and supply 
equations, in that the quantity supplied (SQ^) depends on how much 
the producer is to consume (i.e., SC^) and to hold as inventory 
(i.e., SST^) and that the quantity demanded (DQ^) includes the 
demander's decision on how much stock to hold (i.e., DST^). There­
fore, a market equilibrium price for a highly storable commodity 
such as com should be a function of the consumption needs of the 
supplier and demander and of their storage decisions. However, the 
consumption decisions are not independent from the storage decisions, 
in that large consumption means a smaller stock to be carried into 
the next period. The supply of storage theory, which will be 
discussed in the next section, explains the inter-temporal price 
difference as a function of the expected inventory behavior. 
^For a market to exist, SQ^ and DQ^ must be positive. In the 
absence of com production in period t, this implies that SST^_^ > 
SST^ but there need not be such a clear relationship between 
DSTt_2 and DST^. This partly explains the importance of DST^-i in 
affecting the market demand during period t, and suggests that the 
consumer also has a form of a reservation demand as long as DST^-i 
f 0. In other words, DQ^ can be negative for an individual consumer, 
but in aggregate DQ^ must be positive. 
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Supply of storage 
The supply-of-storage theory, as it was initially conceived by 
Working [64, 65] and later developed by Brennan [6], Telser [53], 
Weymar [62], and others,^ renders an explanation of inter-temporal 
2 price differences in storable commodity markets where the quantity 
supplied in a given period is dependent upon the level of stocks in 
storage, rather than upon the level of production. That is, the 
commodity under consideration is occasionally produced in a lump 
sum and is storable over a long period to meet continuous demand 
over the nonproduction periods. Thus, the supply decision on a 
storable commodity, say com, is synonymous with its storage 
decision. Essentially, the supply-of-storage theory views the 
inter-temporal price difference to be the price of storage, which 
is a function of the inventory level. 
We shall explore this theory in depth within the framework of 
the basic model presented in the previous section. Note that the 
equation (47) represents the quantity supplied and the equation (48) 
the quantity demanded. Thus, in equilibrium, the quantities 
demanded and supplied must be equal. By equating the equations 
(47) and (48), we can better differentiate those components which 
^Stein [51], Beckmann [2], and Pliska [42], for example, present 
modified versions of this theory. 
2 
An inter-temporal price difference refers to the price 
difference between any two periods. Thus, roughly speaking, it is 
synonymous with a price spread. 
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affect the supply from those affecting the consumption as follows: 
SST^ ^ - SSTj. + SH^ + DST^ ^ - DST^ = DC^ + DX^ + SC^ (44) 
Denoting ST^ = SST^ + DST^ and = DC^ + SC^, we can rewrite the 
equation (44) as 
ST^_^ - ST^ + SHj. = + DX^ (50) 
We note from this equation (50) that the total quantity disappearing 
through consumption and export is equal to the change in stock levels 
between periods t-1 and t plus the quantity harvested. Thus, the 
equation (50), being identical to the underlying assumption of 
Brennan's model on the supply of storage, can directly be used to 
examine the inter-temporal price differences. However, we will 
interpret the equation (50) in a different manner from Brennan. 
Brennan [6, pp. 51-52] assumes that consumption depends only 
upon the price of the same period and writes the demand function 
in period t as 
P, - f, (C, + Bxp. < 0 Ola) 
or 
\ ^ (STt-1 - + SH^), 
3f 3f 3f 
^ < 0, ^  > 0, ^  < 0 (51b) 
3ST . ' 3ST ' 3SH^ 
t—i t t 
where is the price in period t and f^ denotes that the functional 
relationship of demand may change over time. He then defines the 
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demand for storage from periods t to t+1 to be 
Vl - - ^ +1 «=t+l + - ft + ""t' «2) 
= ft+1 (S:t - =Vi + S=t+1> - ^  
Since the grain harvest is realized just once a year, we can treat 
SH^ to be zero in nonharvest periods or just incorporate this term 
into ST^ for the period of harvest. Thus, without loss of 
generality, we can rewrite the demand-for-storage equation (52) 
as follows: 
Vi - ^  - 't+i (ST, - s\+i) - ft (s:t-i - <") 
That is, the inter-temporal price difference, - P^, being 
defined as the price of storage or the marginal cost of storage, is 
noted to be a function of changes in stock levels. On the other 
hand, Brennan [6, p. 56] defines the supply-of-storage equation as 
the relationship between the price of storage and the current 
aggregate inventory level only. That is, 
Vl - ft - St (S^t) (54) 
Although this hypothesis may be acceptable for seasonally produced 
commodities harvested over a short time period, Weymar [62, p. 1228] 
suggests that the supply of storage should be a function of the 
expected inventory behavior over the time interval between periods t 
and t+1, especially in explaining the price spread of continuously 
produced commodities with inventories such as cocoa and pork bellies. 
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This suggestion is based on the notion that the expected inventory 
behavior of continuously produced commodities depends upon the 
quantities produced in each period while the expected inventory 
level of seasonally produced commodities can reasonably be assumed 
to decrease from the time of current harvest to the next harvest. 
Thus, the price spread in the supply-of-storage equation (54) should 
be dependent upon the expected inventory behavior over the intervening 
interval. 
The main contention of the following discussion, however, is 
that Weymar's observation is correct but for the wrong reason. The 
basic departure point of Weymar's from Brennan's argument has arisen 
from the difference in their fundamental assumptions. While Weymar 
treats the final stock level, ST^^^ to be unknown in period t, 
Brennan assumes ST^^^ to be exogenously determined. However, the 
assumption of a known ST^^^ does not justify the supply of storage 
to be a function of the current inventory level, ST^. The following 
argument shows that the demand-for-storage equation, (53), is a 
function of the expected inventory behavior, which forces the 
supply-of-storage equation (54) to be also expressed as a function 
of the expected inventory behavior for an equilibrium solution 
to exist. 
Assume that we are in period t, and P^, ST^_^, and ST^ are 
known in the demand-for-storage equation (53). However, and 
ST^^^ are not known simply because the future has not yet arrived. 
Then, a logical conclusion to be drawn about (or ST^_^^) is 
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that (or is a function of expected market conditions in 
period t+1. That is, if is a function solely of the change in 
stock levels, ST^ ^ - ST^, then the price of period t+1 expected 
at period t should be a function of the expected change in stock 
levels from period t to t+1. Thus, the uncertainty of the price 
spread between two periods is attributable to variations in the 
stock level expected to exist at the end of the next period. 
If we consider a distant future period, say t-Hc, then we 
would observe from the equation (53) the following relationship; 
ff+k - ft = (t+k - S^t+k' - ^  'SVl - ST,) (55) 
This equation seems to state that the inventory behavior over the 
intervening interval between periods t+1 and t-Hc-2 does not play 
any role in determining the price spread, P^^^ - P^, as was noticed 
by Weymar [62, p. 1226]. Faced with the question of what determines 
the levels of expected inventories such as ST^^^ and ST^^^ at 
the present period t, we can turn to the definitional equation (50) 
for a valuable insight. We can rewrite the equation (50) for the 
(t+k-l)-th period as 
- ®W2 + ^ t+k-1 - Wl - ®t+k-l «6) 
whose general form can be expressed as 
SWl ' SVl + - <=t« - <57) 
Thus, we note that the expected level of stocks at the end of the 
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period (t+k-1) is equal to the initial stock minus the expected 
total consumption and export during the intervening periods if no 
harvest is assumed. Furthermore, based on the equation (50), the 
equation (57) can be equivalently written as 
STt+k-l = STt_l + Z. (5*) 
1=0 
By substituting either the equation (57) or (58) into the equation 
(55), we find that the expected price spread, - P^, is a 
function of the expected inventory behavior over the intervening 
interval, where the expected inventory behavior is synonymous with 
the expected consumption and export behavior. Because the demand 
for storage is thus a function of the expected inventory behavior, 
so must the supply of storage be a function of the expected 
inventory behavior in order for an equilibrium price spread to 
exist. This finding supports Weymar's conclusion that the supply 
of storage is a function of expected inventory behavior. 
For an expository purpose, let us consider the equation (53) 
and its rationale as presented by Brennan. If the ending stock 
level, ST^, is to be increased, then the equations (47), (48), and 
(5C) imply that the positive excess demand for the stocks in 
storage would induce an increase in P^, which in turn will cause 
the consumption at t, + DX^, to be decreased. However, the 
increase in ST^ would in general put downward pressure on P^^^ 
because more stocks will be carried into the period t+1. Similarly, 
the decrease in ST^ will bring upward pressure on P^^^ while P^ is 
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being depressed in period t. Therefore, we can hypothesize that 
ST^ and are inversely related, where the price spread, 
P^^^ - P^, can be positive or negative. 
As for the predetermined stock level of ST^_^, which enters 
into the period t as a carry-over, we note that ST^_^ and P^ will 
be inversely related because the increase in ST^_^ implies a 
larger available supply in period t and thus, tends to depress 
the current price, P^. Thus, ceteris paribus. ST^_^ and P^^^ - P^ 
are expected to move in the same direction. We also find a 
similar result when is considered. That is, an increase in 
ST^^j^ would reduce the quantity consumed in period t+1, thus 
inducing an increase in P^^^, while a decrease in induces 
a decrease in Therefore, under the ceteris paribus assumption, 
and P^^^ - P^ will move together. In other words, we can 
hypothesize on the basis of the equation (53) that 
> „ C39) 
and 
3ST^ 
t-•1 
'<Vi-
9ST 
rt
 
^^t+1 
< 0 
> 0 
Up to now, however, the importance of the quantity harvested, 
SH^, has been largely ignored. The justification for this treatment 
is based on the characteristic of grain production. That is, in the 
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case of corn, for instance, the com is harvested only once a year: 
around September and October. Therefore, we did not bring out the 
role of SH^ in determining the inter-temporal price difference 
during our previous discussion. However, we shall now examine the 
specific role played by SH^ within the demand-for-storage model. 
Let us assume that there is no actual harvest in periods t 
and t+1, but an estimate (or a forecast) of the crop size for some 
future period t+k is available in the beginning of period t+1. If 
the total storage space is limited, then the storage decision on 
how much grain to hold in period t+1 should be revised not because 
of the actual harvest, but because of the expected new crops. 
Not only is this type of expectation on the future crop size and 
other general expectations important, but also the factors affecting 
the current consumption in period t+1 play an important role in 
determining the level of stocks at the end of period t+1. Therefore, 
we can state, on the basis of the equation (51b), that the price in 
period t+1 is a function of the carry-over stock, the factors 
affecting the current consumption, and the expectations set, which 
can be divided into two parts—and —where the former 
represents the size of crop in period t+k expected in period t+1 and 
the latter represents other relevant expectations. Therefore, the 
actual price observed in period t+1 can be written as 
\+i - ^ t+i 
where 
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^^t+1 ®t+l ^t+1» "t+1^ (61) 
indicates the functional relationship unique to period t+1. 
such as the number of grain-consuming animals and the export 
demand in period t+1. By the same token, if we assume t to be 
the current period instead of t+1, we would expect the price during 
period t to be 
However, in the beginning of period t+1, all the periods t, 
t-1, ..., and t-i are a part of the past whose outcomes can not be 
altered and must be treated as exogenous by the market participants. 
The expectations currently formed on the basis of some information 
such as the coming crop size, export demand, the number of animals 
on feed, etc. will, however, influence the market trader's 
decision (which is represented by the current market price) if, and 
only if, the current expectations are different from the expectations 
formed prior to the current period. Thus, the actual price change 
observed between periods t and t+1 should be a function of the 
changes in the expectation sets, not a function of the expectations 
themselves, we can state the inter-temporal price spread between 
periods t and t+1 as 
and represents the factors affecting the current consumption 
^ = ^t (STt-1 - ST;) = ft (S?t-1 - St (*t' Qf 0;)) (62) 
(63) 
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^t+1 ^t* ~ ®t+l ^+1' 
- ^  <®Vl - STt) 
= Vi '«^t-i - ^ V -  <»t+i - *()' <Vi - "t'-
®t+l - 0;)] 
where represents a functional relationship in period t+1. 
Since (ST^_^ - ST^) is known prior to period t+1, the influence of 
the past variables is felt only when new expectations are being 
formed. Therefore, equation (63) shows that the inter-temporal 
price spread between periods t and t+1 depends upon the past 
consumption, and the changes in expectations on consumption demand 
(i.e., - 4^), crop size (i.e., - Q^), and other variables 
(i.e., - 0^) such as the interest rate, government policies, 
etc. 
However, when there are no changes in the expectations, for 
instance, will the price spread be zero? A theoretical answer to 
this question is "no" because ever present is the influence of 
diminishing stock levels from period to period until a new harvest 
is obtained. These diminutions in stock levels are affected by 
the factors directly affecting consumption. That is, the larger 
the number of grain-consuming animals being fed the less will be 
the stock left in storage at the end of the period, which induces 
a greater pressure for the price of storage to rise between 
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periods t and t+1 due to increased scarcity of stocks in period t+1. 
Even though other factors do determine the quantity that has 
disappeared in the past period t, we can assume 
ST^ - ST^_i = (GCAU^) (64) 
where GCAU^ is the number of grain-consuming animal units in period t 
and indicates a functional relationship in period t. By substi­
tuting this relationship (64) into the equation (63) and by 
assuming that the functional relationship (63) is linear, we can 
rewrite it as 
\ + s «t+1 - "t' 
+ + 5(\+i - Oj) (65) 
where a, 3, y, and 6 are coefficients. The period-to-period changes 
in other consumption demand (i.e., - (j)^) and the period-to-
period changes in the expectations held by the market traders (i.e., 
and - n^) can not be treated as constant. However, 
we note that if the crop size for the (t+k)-th period expected 
at period t+1 is larger than previously anticipated (i.e., 
> Q^), then there will be an attempt on the inventory holder's 
part to hold less stocks at the end of period t+1 in expectation 
of a lower price in period t+k due to new harvest coming into the 
market. This attempt to lower the inventory level will become 
more visible as the harvest time approaches. Thus, we note, for 
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the case of a larger expected harvest, all price levels will tend 
to be lower due to the attempted reduction of the current stock 
levels (i.e., 3 < 0). This tendency will be fully materialized 
when the actual harvest enters into the market. That is, even 
though progressively smaller levels of inventory would induce 
higher price levels as the end of the nonharvest period approaches, 
the expectation of a new crop will exert a strong downward pressure 
on the current prices so that the price spread would be negative.^ 
This negative spread will, of course, become positive as the 
influence of the abundant stocks (or the over-supply of a commodity 
caused by the crop newly harvested) wears out and the scarcity of 
the commodity once again dominates the market transaction with the 
passage of time. 
As for the changes in consumption demand (i.e., ~ 
the price spread will widen in a positive direction if the current 
consumption demand is larger than the consumption demand of the 
previous period. When the market is bullish because of the 
increased animal units on feed in period t+1, for instance, the 
price in period t+1 will rise above the price level obtained in 
period t. On the other hand, if the market is bearish in period 
t+1 due to the lack of export demand, then the price spread will be 
^At times, this pressure is real, especially near the harvest. 
Grain Market News issued on September 11, 1981, describes the August 
cash com market as "yellow com markets declined under pressure of 
increased farm selling as ... farmers started cleaning out farm 
storage in preparation for the new crop" [56, p. 2]. 
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narrower than otherwise. Thus, we can hypothesize that y in 
equation (65) is positive. 
The changes in the general expectations set (i.e., 0^,^ - 0^), 
however, do not have a predictable a priori influence on the price 
spread because the composition of or 0^ can not be treated as 
fixed during all periods. Thus, for estimation purposes and for 
the sake of simplicity, we will initially assume that 
Y(*t+1 - + ^ (^t+1 - "t^ = ^t+1 (66) 
where represents all random influences on the price spread 
between periods t and t+1. By substituting this equation (66) 
into (65), we thus obtain 
- ft • + s «t+1 - It) + s+i (") 
\rtxich states that the price spread between periods t and t+1 is 
composed of the constant consumption factor which induces the 
notion of stock scarcity, the change in the crop expectations, and 
the random influences. 
The naive assumption of (66) can be replaced by an alternative 
assumption that the changes in consumption demand and general 
expectations sets can be partly captured by the spread movement of 
the previous periods. That is, we alternatively assume 
YC-î-t+i - + «("t+1 - "t) = %(?t - ^ t-l) + '^t+l (*8) 
where u is a coefficient and is the random disturbance. Since 
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the magnitude and the sign of 6 is indeterminate, we note that an 
a priori judgment on v is not possible. However, if y is negative, 
- 41^) and - £2^) are assumed to have had a narrowing 
effect on the present price spread; if y is positive, their effect 
is thought to be the opposite; and if v is zero, no effect is 
assumed. Thus, by substituting the equation (68) into (65), the 
estimable equation for the impact of the crop size expectations 
on the price can be written as 
- ''t • - Vl' + "t+1 
Thus, the price spread is assumed to be the result of the continuous 
disappearance of stocks represented by the number of grain-consuming 
animal units, the change in the expected crop size, the previous 
movement of the price spread, and random disturbances not captured 
by the observable variables in the equation. 
Empirical Analysis 
Based on the theoretical discussion presented up to now, we 
shall construct specific empirical models and discuss the appro­
priate statistical methods by which the impact of the USDA com crop 
forecasts on daily cash and futures com prices can be evaluated. 
After the data set is chosen, the estimated results will be finally 
discussed. 
Assuming that the period t in equation (65) is the day t, we 
assume that the USDA com crop forecast becomes available at the 
end of the trading day t. Thus, the prices observed prior to and 
83 
including day t are free from the influence of the newly released 
USDA com crop forecast while the prices observed after day t are 
not. Consequently, the price spread between days t and t+1 should 
contain the influence of this crop forecast if the influence is 
sizeable enough. Furthermore, the price observed in day t+k (i.e., 
k days after the day t) will also retain the influence of the USDA 
com crop forecast if the surprise element has not subsided before 
the day t+k. 
We must, however, note that the USDA com crop forecast can 
not be, by itself, of value to the decision makers because the 
information received now should be evaluated in terms of other 
pertinent information previously available. That is, if the newly 
forecasted crop size is what the traders were expecting all along, 
then the traders would not alter their decisions based on this 
redundant information. Thus, if we assume that the crop size 
privately expected by the traders during the days prior to the new 
USDA crop forecast announcement is the same as the most recently 
available USDA crop forecast, then the impact of the newly announced 
USDA crop forecast on the market prices can be evaluated by 
comparing it to the previously known USDA crop forecast. Therefore, 
if we define (in lieu of in the equation (65)) to be the 
new USDA com crop forecast announced at the end of the trading 
day t but used in trading decisions of the following days, t+1, 
t+2, ...» and t+k of the month i, then it is assumed that the 
privately anticipated crop size prior to the release of 
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i—1 
, the USDA com crop forecast announced in the previous month 
(i-1). After the release of however, the crop size expected 
by the traders is assumed to remain as Therefore, the change 
in expected crop size between days before and after the crop 
announcement can be written as ^). Let us define 
(in lieu of in the equation (65)) as the com price of the j-th 
month observed k days before (if k is negative) or k days after 
(if k is positive) the release of the USDA com crop forecast in 
month i. If j equals i, then P^^^ represents the cash price; 
otherwise, P^^^ represents the futures price of the j-th futures 
contract observed on the day (t+k) in month i. 
Given these redefined variables of the price and the crop 
forecast, we can write equations (67) and (69) as 
4* - GCAit + «s «Li -
and 
= Vk «Ml - <"> 
+ 4k (ft' - + \ik 
where and are coefficients, and and are 
the random disturbance terms. We note that equations (70) and (71) 
are not suitable for analyzing the effect of the anticipated crop 
^The coefficients in equation (70) are not the same as those in 
equation (71) when the estimation is carried out. However, for the 
sake of convenience, the same characters are used in both equations. 
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size in the minds of traders prior to the release of the USDA com 
crop forecast. Thus, we must modify the equation (70) as follows 
to evaluate this effect of anticipated crop sizes. 
- "-k * «-k «m - 4"^) + 4ik <") 
where and are coefficients and is the random disturbance 
-k -k t-k 
term. Thus, this equation (72) assumes that the crop size privately-
expected at day t-k for the day t is the coming USDA com crop fore­
cast, and the crop size expected at day t-k for the day t-k 
is the previous USDA com crop forecast, Thus, if the traders 
correctly anticipated the coming crop size on day t-k, then will 
not be zero. 
Equation (72) has another interpretation. A few days before 
each USDA com crop forecast is released, the Leslie Report^ contains 
a proprietary forecast of com crop. Letting be the last price 
observed before the release of the Leslie Report, (72) measures the 
change in price induced by the Leslie Report before the USDA report 
is released. 
Since there is no USDA corn crop forecast in June, the impact 
of the USDA com crop forecast in July on the July prices can not 
be evaluated by estimating the equations (70) through (72). There­
fore, the superscript i goes from 1 for August to 4 for November. 
While j (=i) goes from 1 to 4 for cash prices, in the analysis of 
^For more information about this report, see [40]. 
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futures prices j=l signifies the nearest month of the futures 
contract and j=2 the next nearest month of the futures contract, 
etc. This point will be clarified in the next sections where we 
discuss the data set and the estimation methods. 
Data set 
The data set used in this analysis consists of the monthly 
USDA corn crop forecasts from July 1961 through November 1980, the 
numbers of grain-consuming animal units, the daily cash corn prices 
of the central Iowa market,^ and the daily futures corn prices of 
the Chicago Board of Trade during the same period. 
The source and availability of the monthly USDA com crop 
forecast data are discussed in Chapter II. The USDA com crop 
forecasts issued prior to 1961 were estimates of all com while 
those issued after 1961 exclude the corn for silage and forage, 
and thus, pertain only to com for grain. Therefore, the use of 
USDA corn crop forecasts issued after (and including) 1961 is 
believed to be more appropriate for the analysis. 
Even though the data on number of the grain-consuming animal 
units on feed are desired on a monthly basis for the purpose of 
this analysis, no such data are available. The yearly data 
reported in Feed: Outlook and Situation [56] are used. 
"^Tliere is no single market called the central Iowa market. 
This is the term used in The Pes Moines Register [8] for the purpose 
of reporting prices quoted by country elevators in areas near 
Des Moines, Iowa. 
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The series of daily cash com prices for the central Iowa 
market is obtained from the daily newspaper. The Pes Moines Register 
[8], for. the period 1961-1980. The daily hi^ and low com cash 
prices for 5 trading days before and after the announcement of the 
USDA corn crop forecast were collected for the months of August 
through November^ in each year. The daily average com cash prices 
were taken to be the simple average of the daily high and low 
prices. 
The daily com futures prices used in this analysis are those 
observed in the Chicago Board of Trade between August, 1961, and 
November, 1980. Depending upon the month of trade, a different 
number of futures contracts is traded in each month. Even though 
there are five basic futures contracts—the March, May, July, 
September, and December contracts—in any one month, we note that 
six different monthly futures are being traded in the months between 
January and May. Further, five contracts can be traded in June 
through August; eight contracts in September; and seven contracts in 
October, November, and December. For the purpose of our analysis, 
however, we shall consider the prices of three futures contracts in 
August and September and prices of two futures contracts in October 
The reason that this analysis is limited to these months is 
that USDA December com crop estimates were available around the 
20th day of December during the years prior to 1971. However, after 
(and including) 1971, these estimates are made around the 15th day 
of January of the following year. Therefore, the price analysis 
based on these December estimates would be difficult to interpret. 
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and November. The prices of September, December and March futures 
contracts observed in August and September and those of December and 
March futures contracts observed in October and November will be 
analyzed. As in the case of cash prices, the daily average corn 
futures prices for each contract were obtained by the simple average 
of the daily high and low futures prices for each of five trading 
days before and after the announcement of the USDA com crop 
forecast. 
Estimation methods 
The estimation methods for equations (70), (71), and (72) are 
very similar because their general structure is noted to be in the 
form of regressing different dependent variables on identical 
independent variables. That is, the price spreads between two 
different periods are regressed on the grain-consuming animal units 
and the changes of two adjacent USDA com crop forecasts, and these 
latter two values do not vary from month to month. We shall choose 
the equation (70) as an example for the purpose of describing and 
selecting the most appropriate estimation method. 
Given the equation (70), we shall concentrate on the impact 
analysis of USDA com crop forecasts on the k-th day's cash price 
in month i. Therefore, we note that , GCAU^, and 
- ^ represent the array of values observed on days t and t+k of 
the month i over the n(=20) observation years. That is, if we 
simplify the notations of variables in equation (70) for a given 
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day t+k In month 1 as 
^3k - <"a) 
= GCAU^ (73b) 
"k = 4+1 - 4"^ (73c) 
^jk = ('3d) 
then the equation (70) for the k-th day after the USDA com crop 
forecast announcement in month i can be written as 
^jk = Vjk + Vjk + ^ jk for k = 1. 2. .... 5 (74) 
where 
"jk = "ik (75a) 
«jk - 4k ("M 
The dimensions of G^, Q^, and are all n by 1 (n=20), and 
and are scalar coefficients unique to the regression of the 
price spreads between days t and t+k on and Q^. We can rewrite 
equation (74) as 
^jk ^jk ^ jk ^jk for k = 1, 2, ..., 5 (76) 
where 
^jk = Qk^nxZ (77a) 
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V- °jk 
(77b) 
2x1 
2 If we assume that e,, - NID (0, cr I ), then ordinary least jk jk nxn 
squares estimation of equation (76) will yield the best linear 
unbiased estimator of 11., . 
Since there are five equations represented by the equation 
(74) (or (76)), however, this system of five equations can be 
simultaneously estimated by the technique of "seemingly unrelated 
equations (SUE)." This technique of SUE, described below, is nothing 
more than an application of generalized least squares to a system of 
equations in order to obtain more efficient estimators than obtained 
by ordinary least squares. We shall examine whether the technique 
of SUE should be chosen over ordinary least squares for the purpose 
of estimating the five equations represented by equation (76). 
Going back to the equation (74), we note that the s are 
all column vectors, each of which has n(=20) elements in it. If 
we have g(=5) Y,,'s, then all g such vectors can be written as 
one gn(=100) column vector by stacking the vectors. Similarly, 
allé.,'scan be written as one vector of length gn(=100), while 
all n.,'scan be written as one vector of length 2g(=10). The 
entire system can thus be written as 
Yj = XjHj + Gj (78) 
which represents the system 
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0 0 0 0 " 
"^3l' 
^j2 0 0 0 0 "32 ^32 
^33 
= 
0 0 Xj3 0 0 
^j3 + =j3 
^34 
0 0 0 0 
"j4 =34 
/35_ 1 
o
 
o
 
o
 
o
 
!
Y
L
_
 
."j5_ 
gnxl gnx2g 2gxl gnxl 
(79) 
By definition, the variance-covariance matrix for is 
E — E(EjGj) — *•* (80) 
ECe^gS^p ECe^^e^p * * * J gnxgn 
Each term in the principal diagonal of Z is an nxn variance-covariance 
matrix. Thus, E(E., e./) is the variance-covariance matrix for the 
disturbance in the k-th equation. Each off-diagonal term in E 
represents an n^n matrix whose elements are the contemporaneous and 
lagged covariances between disturbances from a pair of equations 
[27, pp. 238-239]. That is, if we write 
= V ^nxn for k, m = 1, 2, ..., 5 (81) 
where a, is the covariance between disturbances from the k-th and 
km 
the m-th equations, then we have assumed that the disturbance in any 
single equation is homoscedastic (for k=ii) and serially noncorrelated. 
The value of the constant variance can, of course, be different in 
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different equations. By substituting (81) into (80), we obtain 
Z = 
'11 "12 
'21 "22 
°51 ^52 
'15 
'25 
'55 
nxn 
(82) 
= 
where is a gxg (=5x5) matrix and I is a unit matrix of order nxn. 
By applying Aiken's generalized least squares to the equation 
(78), the best linear unbiased estimator of 11^, Rj, is found to be 
^ —T_ ""1 —1 
n. = (xr z X.) x: z Y. 
J ] 3 3 3 
(83) 
(xr (z:^®i) X )"^ xr (2"^®!) Y 
J a J J A 3 
which can be rewritten as 
r 
"3 -
11 12, 
a-XJiXji a XJ^X.2 . 
.21_, 22, 0 X.AX. 1 0 X.AX. A • ]2 ]1 j2 j2 
CT^^'X., CT^^X'X., . ]5 ]1 ]5 ]2 ""^35 
-1 r5 
5 
E 
k=l 
(84) 
^The symbol ® denotes Kronecker multiplication of matrices. 
For this operation, see Johnston [27, p. 92]. 
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where denotes the element of the m^th row and the n-th column 
in Z The variance-covariance matrix of S. is then expressed as 3 J 
Var (n ) = (x: xyl = (x: X,)-1 J J J J J (85) 
Given this best linear unbiased estimator of 11^, Hj, we note from 
equations (73b) and (73c) that X^^ = X^g = ... = X^g. Therefore, 
the equation (84) can be written in terms of X.^ alone as 
L = (z;^®xj Xj )"^ (z;^®xr Yj) (86k) 
(X^l Xj^) 
-1 
(^^1 ^ jl) 
-1 
oyi ?j2) 
If the Xj^matrix is the same for each equation, i.e., X^^^ = X-g = • 
= Xj^ as in the case of our example, even if the disturbance terms 
are correlated between each equation, then, the technique of 
seemingly unrelated equations reduces to ordinary least squares 
estimation.^ Consequently, the appropriate method for the general 
equations (70) and (72) is the ordinary least squares. 
^This is also true if = 0 for k f m. See Johnston [27, 
p. 240] and Kmenta [30, pp. 520-523]. 
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When the equation (71) is estimated, using the cash price 
differences, we once again discover that the technique of seemingly 
unrelated equations is reduced to an ordinary least squares estimation 
method because the independent variables in the k(=5) equations of a 
given month i are all identical. However, the use of the seemingly 
unrelated equations technique is justified for estimating equation 
(71) for the futures prices because the errors in the equations in 
any given month are believed to be strongly correlated and the 
independent variables in the system of equations to be estimated 
are not identical. 
Since the equation (71) contains a new variable, we redefine 
additional terms in (71) as 
Pj = - P^2i (86b) 
y-k = ug (86 c) 
^jk = 4+k (G6d) 
Then, equation (71) can be written in a form similar to equation 
(74) as 
^jk " S^jk •*" \^jk Fj^jk + Gjk for k = 1, 2, ..., 5 (87) 
The simplification of this equation in the form of equation (76) 
yields 
Yjk = ^ jk^jk + Ejk for k = 1, 2 5 (88) 
95 
where 
^jk \ ^nx3 
^jk 
*jk 
^3k 
(89a) 
(89b) 
3x1 
Given these newly defined matrices of and we can further 
simplify the equation (88) in the form of equation (78) to 
simultaneously estimate g(=k=5) equations. Copying the equation 
(78) gives 
Yj = XjHj + Ej (90) 
where Y^, , 11^, and have a dimension of (gnxl), (gnxSg), (3gxl), 
and (gnxl), respectively. 
Suppose, however, that futures prices of h futures contract 
months are studied in month 1. Then, we can construct the 
following system of equations for j = 1, 2, ... h as 
Y = Xn + e (91) 
which represents the system 
[; X, 0 0 
^2 
0 
0 
' ^ r  
"2 + ®2 (92) 
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when there are more than one j's to be considered. Therefore, the 
use of the SUE technique for estimating the equation (71) is 
justified. 
The difference between (70) and (72) can be interpreted as 
follows. Equation (72) measures the actual effects of the Leslie 
Report or the effects of the anticipated USDA report; (70) measures 
the effect of the actual USDA report. Their sum measures the sum 
of the effects of the two reports. If we replace k by r in (72), 
and add (70) and (72), we obtain 
The matrix of variances and covariances of the sum of the coefficients 
in (93) can be written as 
Var (n % + L^) = Var (L^^) + Var (L^) + 2 GOV (95) 
(93) 
where 
(94) 
and 
(96) 
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= (X'X)"^ 3/E(Gj^eJ^) X (X-X)"^ because X., = X. = X 
JK jr y
- °kl 
where a, is the estimated covariance between e kr and Therefore 
equation (95) can be rewritten as 
(97) 
When Var (n., + n. ) is obtained accordingly, we can conduct t-tests 
Jk jr' 
for the significance of each coefficient, H., +11. . The results 
' jk jr 
obtained, then, will enable us to examine the impact of the 
anticipated USDA (or actual Leslie Report) and actual DSDA com crop 
forecast announcement on the price spreads between any two days 
within the study period. 
Estimation results 
The impact of the USDA corn crop forecasts on the daily Iowa 
com cash prices and the Chicago Board of Trade com futures prices 
is estimated and evaluated in this section, first assuming the 
relationship (67) and then assuming the relationship (69). 
The ordinary least squares regression coefficients of the com 
cash price spreads on the number of grain-consuming animal units 
(GCAU) and on the USDA com crop forecast changes (CROP) are 
tabulated in Tables 7 through 10. Prices are measured in cents per 
bushel, GCAU is measured in millions of animal units, and CROP is 
measured in tens of millions of bushels.. 
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Table 7, for example, presents the estimated coefficients of 
equations (70) and (72) for the pre-harvest month of August while 
Table 8 presents the same for September. That is, the impact of the 
difference between July and August USDA com crop forecasts on the 
August com cash prices is evaluated in Table 7 while the impact of 
the difference between the August and September USDA com crop fore­
casts is analyzed in Table 8. In those and subsequent tables, GCAU 
represents the number of grain-consuming animal units and CROP 
represents the change in the USDA crop forecast of one month from 
that of the previous month. Therefore, the values of coefficients 
of GCAU represent the scarcity factors and those of CROP represent 
the impact of the anticipated report such as Leslie Report (for 
P^-P^_^) and the impact of the actual report (for P^^^-P^). 
Since stocks decline rapidly with lapse of time if GCAU is large, 
the coefficients of GCAU are expected to be positive. Looking at 
Tables 7 and 8, we find that of the 22 coefficients of GCAU, however, 
12 are negative, and the only two coefficients that are significant 
at the 5 percent level are negative. Most of the coefficients of 
GCAU in September are negative. This suggests that the pressure 
to reduce stocks in preparation for a new harvest dominates the market 
to lower the prices from day to day, especially during the latter 
part of September. It should be noted, however, that none of these 
coefficients are significant.^ 
^Equations with intercept terms and equations without GCAU 
were estimated but are not presented. All the estimated intercepts 
were nonsignificant. 
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Table 7. Estimated coefficients when the Iowa August corn cash price 
spreads are regressed on GCÂU and the differences of the 
August and July USDA com crop forecasts 
August cash 
variable GCAU CROP R^/Sé a F 
-0.0017 0.0313 0.2309 2.10 
t t—4 (0.0010)° (0.0288 9.3385 
ft-Pt-3 -0.0019* 
(0.0008) 
0.0206 
(0.0215) 
0.3521 
5.2181 
3.80* 
Pt-Pt-2 -0.0035+ 
(0.0017) 
0.0395 
(0.0486) 
0.2688 
26.6094 
2.57 
ft-Pt-l -0.0029* 
(0.0012) 
-0.0107 
(0.0332) 
0.2987 
12.4487 
2.98+ 
^t+l"^t 
0.0017+ -0.1218** 0.6763 14.62** 
(0.0009) (0.0250) 7.0526 
^t+2"^t 0.0026 -0.0328 0.2261 2.05 (0.0014) (0.0408) 18.7939 
^t+3-^t 0.0023 0.0238 0.1827 1.57 (0.0014) (0.0383) 16.5642 
ft+4-Pt 0.0027+ 0.0301 0.1984 1.73 
(0.0015) (0.0427) 20.5844 
Pt+5-ft 0.0028 0.0016 0.1700 1.43 
(0.0104) (0.0465) 24.3970 
^t+3~^t-4 0.0006 (0.0021) 
0.0614 
(0.0607) 
^t+4~^t-4 0.0011 (0.0022) 
0.0329 
(0.0699) 
is the coefficient of determination for the regression 
estimated; Sg is the residual mean square for the regression and : 
listed below the value of R^. 
^The values in the parentheses are the estimates of standard 
errors. 
^Associated with a coefficient indicates that this coefficient is 
significantly different from zero while + associated with the F values 
indicates that not all coefficients in the equation are different from 
zero at the 10% significance level. 
Conveys the same meaning as explained in + above, but the 
statistical test is conducted at the 5% significance level. 
**Conveys the same meaning as explained in + above, but the 
statistical test is conducted at the 1% significance level. 
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Table 8. Estimated coefficients when the Iowa September com cash 
price spreads are regressed on GCAU and the differences 
of the September and August USDA com crop forecasts^ 
Dependent September cash ~ 
variable GCAU CROP R /S ^ F 
e 
^t-^t-4 0.0008 (0.0024)9 
0.1044 
(0.1130) 
0.0528 
64.9991 
0.50 
^t-^-3 0.0001 (0.0017) 
0.0985 
(0.0796) 
0.0794 
32.2990 
0.78 
^-^-2 
-0.0005 
(0.0009) 
0.0179 
(0.0434) 
0.0266 
9.6124 
0.25 
ft-Pt-l -0.0002 
(0.0007) 
-0.0229 
(0.0356) 
0.0293 
6.4442 
0.27 
^t+l"^t -0.0000 0.0007 0.0000 0.00 (0.0010) (0.0490) 12.2220 
-0.0011 0.0669 0.1316 1.36 
(0.0010) (0.0498) 12.6394 
^t+3"^t -0.0014 0.0544 0.0390 0.37 (0.0020) (0.0977) 48.5697 
Pt+4-Pt -0.0005 0.1014 0.0329 0.31 
(0.0028) (0.1312) 87.6415 
Pt+5-Pt -0.0012 0.1092 0.0739 0.72 
(0.0021) (0.1000) 50.9215 
^t+3~^t-4 -0.0006 (0.0025) 
0.1588 
(0.1160) 
^t+4~^t-4 0.0003 (0.0033) 
0.2058 
(0.1576) 
^For footnotes, see those in Table 7. 
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The coefficients of CROP are expected to be negative because 
the larger the USDA com crop forecast of this month is, when 
compared to that of the previous month, the larger the com 
marketings during the current and future periods will be. However, 
the expected relationship between the price spreads and August CROP 
held only for 3 days around the announcement day and only one of 
these coefficients (for is significant. While only one 
coefficient of September CROP is negative, it is smaller than its 
standard error. Since August CROP had a statistically significant 
impact only for the cash price observed on the day immediately 
following the announcement day in August, the impact of the August 
USDA com crop forecast was not anticipated before its announcement. 
We now turn to the price spreads (P^^g-P^ and (^t+4~^t-4^ 
xrtiich are tabulated at the bottom two rows of Tables 7 and 8.^ The 
2 derived estimated results of these two price spreads are presented 
because of the belief that these spreads capture the additive 
effects of the anticipated USDA report or of the Leslie Report and 
the actual USDA report. However, the positive coefficients 
^The estimation method for these price spreads from the 
previously estimated equations was discussed in the later part of 
the previous section. 
2 Given the 9 original equations estimated, we can compute 
91/(2171), which equals 36, different price spreads. Since this was 
not the main objective of this dissertation (and even though the 
interpretation of these new price spreads may yield interesting 
insights to the anticipated and actual impact of crop information), 
other price spreads were not examined. 
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associated with August and September CROP's show that the 
hypothesized relationship between the price spread and the crop 
information did not hold and their values are not statistically 
significant, which possibly indicates that the impacts of the 
anticipated and actual crop reports wear out quickly within the 
period examined. 
When the significance of all the coefficients in the estimated 
equation were tested by an F-test,^ only two out of 18 F values in 
Tables 7 and 8 showed that not all coefficients in the equation 
were zero at the 5 percent significance level. However, only 
meaningful interpretation could be found in observed in 
August. That is, the coefficient of GCAU was positive and that of 
CROP was negative for (P^^^^-P^) in August, as hypothesized. The 
significance of this equation thus showed that the actual USDA 
com crop forecast did affect the com price observed on the day 
immediately following the announcement day in August. 
The respective inroact of the anticipated and actual October 
and November USDA corn crop forecasts on the October and November 
2 
com cash prices is tabulated in Tables 9 and 10. There, we can 
^An F-test tests the null hypothesis of all coefficients being 
zero against the alternative hypothesis of not all of them being 
zero as was shown in (36). The interpretation and estimation of R^ 
and F values were also discussed in (33a) and (40). For more 
information, also see [38, 50, and 63]. 
2 
The estimated results of (P^,^-P^_^) and (P^^,-P^_^) are not 
presented in these tables because there was no significant corre­
lation between the residuals of the estimated equations to be 
considered. 
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Table 9. Estimated coefficients when the Iowa October com cash 
price spreads are regressed on 6CAU and the differences 
of the October and September USDÂ com crop forecasts^ 
Dependent October cash ZZ 
variable GCAU CROP R /S a F 
e 
Pt-Pt-4 -0.0017 . 
(0.0011) 
0.0750 
(0.0840) 
0.1415 
14.5713 
1.48 
Pt-ft_3 0.0007 
(0.0024) 
-0.5343** 
(0.1776) 
0.3358 
65.1578 
4.55* 
Pt-ft_2 0.0001 
(0.0018) 
-0.3444* 
(0.1331) 
0.2712 
36.6027 
3.35+ 
ft-?t-l 0.0002 
(0.0018) 
-0.3587* 
(0.1368) 
0.2763 
38.6957 
3.44+ 
-0.0016 
(0.0015) 
-0.0324 
(0.1098) 
0.0714 
24.8921 
0.69 
^+2-^t -0.0022 (0.0013) 
-0.1083 
(0.0963) 
0.1934 
19.1781 
2.16 
-0.0026* 
(0.0012) 
-0.0698 
(0.0881) 
0.2399 
16.0562 
2.84+ 
^t+4-^t -0.0017 (0.0011) 
-0.0351 
(0.0836) 
0.1286 
14.4258 
1.33 
?t+5-?t -0.0021+ 
(0.0012) 
0.0936 
(0.0910) 
0.1847 
17.1213 
2.04 
Ipor footnotes, see those in Table 7. 
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Table 10. Estimated coefficients when the Iowa November com cash 
price spreads are regressed on GCÂU and the differences 
of the November and October USDA com crop forecasts^ 
Dependent Noveaber cash 
variable GCAU CROP R^/S ^ F 
e 
Pt-Pt-4 -0.0000 
(O.OOlO)b 
-0.1265 
(0.0761) 
0.1485 
10.2533 
1.57 
Pt-ft-3 -0.0005 
(0.0011) 
-0.0814 
(0.0845) 
0.0779 
12.6533 
0.76 
^-^-2 0.0002 (0.0007) 
-0.1075* 
(0.0508) 
0.2029 
4.5724 
2.29 
Pt-ft-1 -0.0003 
(0.0004) 
-0.0552+ 
(0.0282) 
0.2488 
1.4085 
2.98+ 
^t+l"^t 0.0011 -0.1285 0.1349 1.40 (0.0010) (0.0807) 11.5347 
0.0008 -0.0405 0.0108 0.10 
(0.0018) (0.1419) 35.6245 
^+3-^ 0.0012 -0.0294 0.0249 0.23 (0.0018) (0.1398) 34.6011 
^t+4~^t 0.0016 -0.0004 0.0517 0.49 (0.0017) (0.1300) 29.9227 
ft+5-Pt 0.0012 0.0837 0.0417 0.39 
(0.0022) (0.1685) 50.2323 
^For footnotes, see those in Table 7. 
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render a similar interpretation for the negative coefficients found 
with GCÂU, which are generally observed during the days after the 
October crop forecast and the days prior to the November crop fore­
cast announcement. That is, the actual harvest does enter into the 
market to lower the general price levels during October and November. 
What is interesting in Tables 9 and 10, however, centers on the 
fact that the hypothesized negative relationship between cash price 
spreads and CROP (= the difference of two adjacent USDA crop fore­
casts) has generally prevailed and that a statistically significant 
impact of the USDA crop forecast is felt during the days prior to 
its announcement, especially in October. That is, on the third day 
prior to the October USDA com crop forecast announcement day, the 
traders actively discount the prices by anticipating the coming 
crop forecast. This is true because two USDA com crop forecasts 
have been issued and the com crop is fully matured by then, and 
the keen traders are aware of the impact of the to-be-realized crop 
size on the market prices. Thus, the impact of the anticipated crop 
size dominates the October cash market, and the adjustment is 
accordingly made during the three days prior to the crop announcement. 
Therefore, ^ en the crop forecast is actually made by the USDA, it 
does not have any impact on the market. A ten-million bushel decrease 
in the October USDA com crop forecast from the September crop fore­
cast would increase the price spreads between the third, second, and 
first days prior to the announcement and the announcement day by 
0.5343 cents, 0.3444 cents, and 0.3587 cents, respectively. On the 
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second day, prior to the November USDA com crop forecast announcement 
day, the traders anticipate and take into account the coming USDA 
crop forecast information in determining the prices. 
2 When we examine the coefficients of determination R , for all 
the equations tabulated in Tables 7 through 10, we discover that they 
range from 0 for the day after the September crop forecast to 0.6763 
2 for the day after the August crop forecast. Since R indicates the 
2 
ratio of explained variation to total variation, the largest R 
observed on the day after the August crop forecast partially 
indicates the strong impact of that crop forecast on the prices. 
That is, the actual impact of USDA com crop forecasts on the Iowa 
cash com prices is most significant in August while the anticipated 
impact is most significant in October. 
Table 11 presents the ordinary least squares (OLS) results from 
estimating the relationship between the cash prices, GCAU, the 
differences of two adjacent USDA com crop forecasts (CROP), and 
the cash price spreads between the day immediately preceding announce­
ment and the day of announcement (i.e., the variable BEFORE). Since 
BEFORE is introduced to capture the systematic residual effects, 
the coefficients associated with it may be thought as trend 
coefficients. That is, a positive coefficient represents the 
continuation of the past trend, while a negative coefficient signifies 
the reversal of the past trend. Since we are now concentrating on 
the effect of the USDA com crop forecast on the prices observed after 
its announcement, we note in Table 11, as in Table 7, that the August 
Table 11. OLS regression coefficients, estimating the impact of the crop forecasts on the cash 
prices observed during pre-harvest months^ 
Dependent 
variable GCAU 
August 
CROP BEFORE R2/S2 
e 
GCAU CROP 
September 
BEFORE r2/S2 ^  
e 
^t+l 0.0002 (0.0008)* 
-0.1274** 
(0.0188) 
-0.5207 0.8312 
(0.1507) 3.9598 
21. 
** 
,34 0.0001 
(0.0010) 
0.0128 
(0.0471) 
0.5263 
(0.3087) 
0.1460 
11.0512 
0.97 
^t+2' -0.0000 (0.0012) 
-0.0427 
(0.0283) 
-0.9168** 0.6570 
(0.2269) 8.9703 
8. 30* -0.0011 
(0.0011) 
0.0666 
(0.0518) 
-0.0112 
(0.3397) 
0.1317 
13.3820 
0.86 
^f3- 0.0005 (0.0014) 
0.0170 
(0.0335) 
-0.6285* 
(0.2683) 
0.4253 
12.5433 
3. 21+ -0.0018 
(0.0017) 
0.0185 
(0.0835) 
-1.5647* 
(0.5471) 
0.3512 
34.7206 
3.07+ 
^+4--ft 0.0013 (0.0017) 
0.0250 
(0.0413) 
-0.4783 
(0.3311) 
0.3093 
19.1009 
1. 94 -0.0009 
(0.0024) 
0.0562 
(0.1154) 
-1.9715* 
(0.7559) 
0.3093 
66.2757 
2.54+ 
^+5-ft 0.0029 (0.0020) 
0.0108 
(0.0484) 
0.0347 
(0.3882) 
0.1705 
26.2576 
0. 89 -0.0015 
(0.0019) 
0.0763 
(0.0895) 
-1.4350* 
(0.5863) 
0.3152 
39.8667 
2.61+ 
For footnotes, see those In Table 7. 
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USDA com crop forecast significantly affects only the cash price 
observed on the day immediately following the announcement. Â ten-
million bushel increase in the August USDA com crop forecast from 
the July one causes the price to decrease by about 0.13 cents, while 
the September USDA com crop forecast has no significant impact on 
the September com cash prices. What is interesting, however, is 
2 the significance in the values of R when is added to the 
2 
equations. The R of 0.8312 observed in the first day following 
2 the announcement day in August is significantly larger than the R 
of 0.6763 observed in Table 7 for the same day. We further note 
that none of the coefficients of GCAU are significant at the 5 percent 
level in Tables 7, 8, and 11. With one exception, the only statisti­
cally significant coefficients in Table 11 are coefficients of BEFORE. 
In both August and September, four coefficients of BEFORE are 
negative, and three of these are significant. While the negative 
coefficients indicate the reversal of price movement, their 
statistical significance observed in August is more understandable, 
in that the influence of the past price movements is felt during 
the days immediately following the announcement. 
While the generally positive coefficients associated with GCAU 
in August indicate the influence of the decreasing stock levels, 
this is not the case in September. The heavy pressure of a new 
harvest coming into the market may have caused the values of 
coefficients to be negative in September. 
When Table 12 is examined, we find no significant impact of 
Table 12. OLS regression coefficients, estimating the impact of the crop forecasts on the cash 
prices observed during post-harvest months 
^ . October November 
Dependent 
variable GCAU CROP BEFORE R^/S^ ^ F GCAU CROP BEFORE R^/S^ a p 
e e 
Pt+l-Pt 
^t+2"^t 
^t+3"^t 
^+5-^ 
-0.0017 . -0.0009 0.0877 0. 0825 0. 51 0.0014 -0.0544 1.3418* 0. 3251 2. 73 
(0.0015)* (0.1320) (0.1934) 26. 0414 (0.0010) (0.0808) (0.6130) 9. 5282 
-0.0022+ 0.0022 0.3081+ 0. 3479 3. 02+ 0.0010 0.0124 0.9584 0. 0467 0. 28 
(0.0012) (0.1048) (0.1535) 16. 4164 (0.0019) (0.1578) (1.1974) 36. 3502 
-0.0026* -0.0126 0.1596 0. 2866 2. 28 0.0016 0.0462 1.3689 0. 0993 0. 62 
(0.0012) (0.1033) (0.1514) 15. 9569 (0.0018) (0.1523) (1.1553) 33. 8416 
-0.0017 -0.0575 -0.0626 0. 1378 0. 91 0.0018 0.0439 0.8027 0. 0805 0. 50 
(0.0011) (0.1005) (0.1473) 15. 1137 (0.0017) (0.1451) (1.1008) 30. 7220 
-0.0021+ 0.0314 -0.1734 0. 2401 1. 79 0.0011 0.0732 -0.1905 0. 0426 0. 25 
(0.0012) (0.1063) (0.1558) 16. 8971 (0.0023) (0.1908) (1.4477) 53. 1330 
^or footnotes, see those In Table 7. 
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the USDA com crop forecasts on the post harvest months' prices. 
However, the negative coefficients of October GCAU clearly indicate 
the inflow of the new com harvest into the market, while the 
positive coefficients of November GCAU show the diminished effect 
of this inflow on the prices. Whereas six of the coefficients of 
BEFORE are significant at the 5 percent level in Table 11, only 
one is significant in Table 12, possibly indicating that no short-
term trend is visible during the post-harvest months. 
When the futures prices were analyzed by estimating equations 
(70) and (72), ordinary least squares estimation yielded the 
results tabulated in Tables 13 through 22. Tables 13 through 15 
present regression results when the September, December, and March 
futures com price spreads observed in August were respectively 
regressed on GCAU and the differences between the August and July 
USDA com crop forecasts (i.e., CROP). There, we find the 
anticipated and actual August USDA com crop forecast significantly 
influence the September, December, and March futures prices. A 
meaningful relationship, however, seems to exist only on the days 
after the crop announcement. That is, a ten-million bushel increase 
in the August USDA corn crop forecast when compared to the July one 
depresses the September, December, and March futures prices of the 
day after the announcement day by 0.1226 cents, 0.1288 cents, and 
0.1232 cents, respectively. The same change in the crop forecast 
tends to decrease the September, December, and March futures prices 
of two days after the announcement day by 0.0875 cents, 0.1018 cents. 
Ill 
Table 13. Estimated coefficients when the September futures com 
price spreads in August are regressed on GCAU and the 
differences of the August and July USDA com crop 
forecasts^ 
Dependent September futures in August ~ 
variable GCAU CROP R^/S^ ® F 
e 
Pt-Pt-4 -0.0000 
(0.0011)® 
0.0018 
(0.0317) 
0.0003 
11.3711 
0.00 
ft-Pt_3 -0.0002 
(0.0008) 
0.0392 
(0.0235) 
0.1720 
6.2103 
1.45 
ft-ft-2 -0.0006 
(0.0005) 
0.0622** 
(0.0155) 
0.5663 
2.7027 
9.14** 
ft-Pt-1 -0.0009+ 
(0.0004) 
0.0347* 
(0.0126) 
0.4687 
1.7931 
6.18* 
ft+l-Pt 0.0003 -0.1226** 0.7952 27.18** 
(0.0006) (0.0168) 3.1925 
^t+2~^t 0.0019+ -0.0875** 0.5137 7.40** (0.0010) (0.0278) 8.7093 
^t+3~^t 0.0023 -0.0257 0.1914 1.66 (0.0014) (0.0393) 17.4142 
ft+A-ft 0.0034 -0.0228 0.1546 1.28 
(0.0022) (0.0624) 44.0039 
ft+5-ft 0.0039+ -0.0141 0.1957 1.70 
(0.0022) (0.0614) 42.5562 
^t+3~^t-4 0.0023 (0.0023) 
-0.0239 
(0.0656) 
P -P 
t+4 t-4 0.0034 (0.0027) 
-0.0210 
(0.0788) 
Ipor footnotes, see those in Table 7. 
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Table 14. Estimated coefficients when the December futures com 
price spreads in August are regressed on GCÂU and the 
differences of the August and July USDÂ com crop 
forecasts^ 
Dependent December futures in August 
variable GCAU CROP R^/S^ ^  I 
e 
^-^-4 -0.0001 (0.0012)b 
0.0229 
(0.0346) 
0.0324 
13.5466 
0.23 
Pt-Pt-3 0.0000 
(0.0011) 
0.0428 
(0.0304) 
0.1247 
10.4250 
1.00 
ft-Pt-2 -0.0004 
(0.0007) 
0.0659** 
(0.0191) 
0.4737 
4.1354 
6.30* 
Pt-Pfl -0.0006 
(0.0005) 
0.0346* 
(0.0134) 
0.3927 
2.0278 
4.53* 
^t+l~^t 0.0004 -0.1288** 0.7982 27.70** (0.0006) (0.0176) 3.4874 
^t+2-^ 
0.0026+ -0.1018* 0.4730 6.28* 
(0.0013) (0.0368) 15.2449 
^+3-^ 0.0029 -0.0300 0.2085 1.84 (0.0017) (0.0473) 25.2723 
ft+4-ft 0.0040 -0.0287 0.1622 1.35 
(0.0026) (0.0732) 60.4443 
^t+5~^t 0.0044 -0.0333 0.1935 
1.68 
(0.0026) (0.0727) 59.6119 
^t+3"^t-4 0.0028 (0.0027) 
-0.0071 
(0.0780) 
^t+4~^t-4 0.0039 (0.0037) 
-0.0058 
(0.1054) 
Ipor footnotes, see those in Table 7. 
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Table 15. Estimated coefficients when the March futures com price 
spreads in August are regressed on 6CÂU and the 
differences of the August and July USDA com crop fore­
casts^ 
Dependent March futures In August 
variable GCAD CROP R /S ^ F 
e 
ft-ft-4 0,0002 , 
(0.0014)° 
0.0119 
(0.0390) 
0.0071 
17.1976 
0.05 
ft-ft-3 0.0000 
(0.0012) 
0.0359 
(0.0327) 
0.0798 
12.0617 
0.61 
Pt-ft-2 -0.0005 
(0.0006) 
0.0589** 
(0.0183) 
0.4461 
3.7885 
5.64* 
^-^-1 -0.0006 (0.0004) 
0.0326 
(0.0123) 
0.3967 
1.7130 
4.60* 
Pt+l-ft 0.0004 -0.1232** 0.7255 18.50** 
(0.0007) (0.0206) 4.7698 
Pt+z-ft 0.0026* -0.1018** 0.5576 8.82** 
(0.0011) (0.0310) 10.8713 
^t+3"^t 
0.0031+ -0.0446 0.2823 2.75+ 
(0.0015) (0.0433) 21.1988 
^+4-^ 
0.0044+ -0.0387 0.2075 1.83 
(0.0024) (0.0694) 54.3442 
Pt+5-Pt 0.0047^ -0.0417 0.2409 2.22 
(0.0024) (0.0678) 51.7973 
^t+3"^t-4 0.0033 -0.0327 (0.0028) (0.0775) 
^t+4~^t-4 0.0046 -0.0268 (0.0038) (0.1054) 
^For footnotes, see those in Table 7. 
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respectively. The coefficients associated with GCAU generally 
resemble those in Table 7 where the August cash prices were analyzed. 
That is, negative values were generally observed prior to the August 
crop announcement while positive values were associated with GCAU 
during the days after the crop announcement. Therefore, we may 
conclude that the August USDA com crop forecast does affect the 
futures prices observed within two days after the announcement. In 
2 
addition, we observe that R s are generally higher in Table 13 than 
in Table 7, indicating that the independent variables, GCAU and CROP, 
explain a relatively large portion of total variation observed in 
2 futures price series. The largest R for the September, December, 
and March futures prices are 0.7952, 0.7982, and 0.7255, 
respectively, all of which are observed on the day immediately 
following the announcement day. 
Tables 16 through 18 present the estimated regression 
coefficients when the price spreads in the same September, December, 
and March futures observed in September were regressed on GCAU and 
the differences of the September and August USDA com crop forecasts 
(i.e., CROP). The results found in Tables 16 through 18 are, 
however, quite similar to those found in Table 8 where the 
September cash prices were analyzed. That is, there seems to be 
no impact of the USDA com crop forecast on the cash or futures 
prices observed in September. Even though the hypothesized 
relationships seem to exist between the price spreads and GCAU, 
and between the price spreads and CROP for the days after the 
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Table 16. Estimated coefficients when the September futures com 
price spreads in September are regressed on GCAD and 
the differences of the September and August TJSDA com 
crop forecasts^ 
Dependent September futures in September 
variable GCAU CROP R^/S^ ® F 
_ e 
Pt-Pt-4 0.0024 . 
(0.0019)^ 
0.0470 
(0.0918) 
0.0949 
42.9400 
0.94 
Pt-Pt_3 0.0012 
(0.0016) 
0.1053 
(0.0763) 
0.1277 
29.6692 
1.32 
Pt-Pt_2 0.0004 
(0.0007) 
0.0421 
(0.0312) 
0.1104 
4.9422 
1.12 
Pt-Pt_l 0.0035 
(0.0040) 
0.0888 
(0.1885) 
0.0548 
18.0895 
0.52 
0.0010 
(0.0010) 
-0.0081 
(0.0485) 
0.0476 
11.9718 
0.45 
+^2-^  -0.0003 (0.0012) 
-0.0075 
(0.0582) 
0.0051 
17.2587 
0.05 
^t+3~^t -0.0003 (0.0012) 
0.0151 
(0.0590) 
0.0066 
17.7298 
0.06 
ft+4-Pt 0.0011 
(0.0020) 
0.0347 
(0.0936) 
0.0259 
44.6304 
0.24 
Pt+5-Pt 0.0004 
(0.0021) 
0.0290 
(0.0996) 
0.0074 
50.5667 
0.07 
^or footnotes, see those in Table 7. 
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Table 17. Estimated coefficients when the December futures com 
price spreads in September are regressed on GCAU and 
the differences of the September and August USDA com 
crop forecasts 
Dependent December futures in September 
variable GCAU CROP R^/S^ ® F 
e 
ft-Pt-4 0.0023 , 
(0.0016)° 
0.0632 
(0.0762) 
0.1396 
29.5394 
1.46 
Pt-Pt-3 0.0010 
(0.0013) 
0.1263+ 
(0.0643) 
0.2040 
21.0397 
2.31 
Pt-ft-2 0.0005 
(0.0005) 
0.0468+ 
(0.0239) 
0.2184 
2.9094 
1.23 
Pt-Pt_l 0.0000 
(0.0003) 
0.0209 
(0.0134) 
0.1201 
0.9165 
0.42 
Pt+l-Pt 0.0009 
(0.0011) 
-0.0156 
(0.0513) 
0.0443 
13.4061 
0.18 
^t+2"^t 0.0002 (0.0013) 
-0.0369 
(0.0623) 
0.0198 
19.7952 
0.02 
^t+3"^t -0.0001 (0.0013) 
-0.0112 
(0.0635) 
0.0025 
20.5463 
0.02 
Pt+4-ft 0.0011 
(0.0020 
-0.0128 
(0.0940) 
0.0180 
44.9668 
0.17 
Pt+5-ft 0.0004 
(0.0020) 
-0.0046 
(0.0969) 
0.0020 
47.8488 
0.02 
^For footnotes, see those in Table 7. 
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Table 18. Estimated coefficients when the March futures com price 
spreads in September are regressed on GCÂU and the 
differences of the September and August USDÂ com crop 
forecasts! 
Dependent March futures in Septe^er 
variable GCAU CROP R /S ^ F 
e 
^t~^t-4 0.0023 , (0.0017) 
0.0611 
(0.0801) 
0.1245 
32.6496 
1.28 
Pt-Pt-3 0.0011 
(0.0014) 
0.1142+ 
(0.0649) 
0.1800 
21.4554 
1.98 
Pt-Ft-2 0.0006 
(0.0005) 
0.0498+ 
(0.0243) 
0.2446 
3.0111 
2.91+ 
ft-ft-1 -0.0001 
(0.0003) 
0.0192 
(0.0134) 
0.1105 
0.9142 
1.12 
^t+1-^ 0.0008 (0.0011) 
-0.0084 
(0.0541) 
0.0283 
14.9264 
0.26 
0.0003 
(0.0014) 
-0.0387 
(0.0659) 
0.0211 
22.1334 
0.19 
^t+3~^t -0.0001 (0.0014) 
-0.0176 
(0.0669) 
0.0046 
22.7984 
0.04 
Pt+4-Pt 0.0013 
(0.0020) 
0.0000 
(0.0950) 
0.0248 
45.9406 
0.23 
^t+5~^t 0.0007 (0.0021) 
0.0111 
(0.0985) 
0.0069 
49.4489 
0.06 
%or footnotes, see those in Table 7. 
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announcement, these relationships are most consistently observed 
only for the day immediately following the announcement day. The 
correlation coefficients of the 27 equations estimated in Tables 16 
through 18 are also nonsignificant, ranging from 0.0020 to 0.2446. 
Tables 19 and 20 present the estimated regression coefficients 
when the December and March futures com prices observed in October 
were regressed on GCAU and the differences of the October and 
September USDA corn crop forecasts (i.e., CROP). Since no 
statistically significant coefficients were associated with the 
independent variables, we can, in general, conclude that the October 
USDA com crop forecast had no impact on the futures prices observed 
in October. However, the negative sign associated with GCAU may be 
interpreted as the influence of new harvest flooding into the market 
during October; and the negative coefficients associated with CROP, 
in most cases, further verify that the influence of the new crop 
information is present but with insignificant statistical importance. 
7 
The values of R" are also minimal in that none exceeded more than 0.2. 
When the December and March futures prices were regressed on 
GCAU and the differences of the November and October USDA com 
crop forecasts, there seemed to exist an anticipated impact of the 
crop forecast on the fifth day prior to the crop announcement day, 
as shown in Tables 21 and 22. That is, an anticipated ten-million 
bushel increase in the November USDA com crop estimate, when 
compared to the October one, would decrease the December and March 
futures price spreads between the fifth day prior to announcement 
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Table 19. Estimated coefficients when the December futures com 
price spreads in October are regressed on the differences 
of the October and September USDÂ com crop forecasts 1 
Dependent 
variable 
December futures in October 
GCAU CROP R^/S^ * 
e 
F 
ft-Pt-4 0.0002 , 
(0.0013)° 
0.1108 
(0.0995) 
0.0669 
20.4640 
0.64 
Pt-Pt_3 0.0001 
(0.0009) 
-0.0112 
(0.0682) 
0.0023 
9.6027 
0.02 
Pt-Pt-2 -0.0002 
(0.0009) 
-0.0671 
(0.0663) 
0.0563 
9.0829 
0.54 
Pt-Pt-l 0.0000 
(0.0006) 
-0.0563 
(0.0419) 
0.0914 
3.6217 
0.91 
^t+l"^t -0.0010 (0.0013) 
-0.1115 
(0.0953) 
0.1001 
18.7854 
1.00 
ft+2-ft -0.0021 
(0.0014) 
-0.0572 
(0.1034) 
0.1299 
22.1041 
1.34 
^t+3-^t -0.0014 (0.0013) 
-0.1444 
(0.1007) 
0.1519 
20.9562 
1.61 
Pt+A-Pt -0.0010 
(0.0011) 
-0.1081 
(0.0832) 
0.1233 
14.3201 
1.27 
^t+5~^t -0.0018 (0.0012) 
-0.0091 
(0.0870) 
0.1210 
15.6267 
1.24 
^t+3"^t-4 -0.0012 (0.0012) 
-0.0336 
(0.0950) 
^t+4~^t-4 
-0.0008 
(0.0015) 
0.0027 
(0.1113) 
^For footnotes, see those in Table 7. 
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Table 20. Estimated coefficients when the March futures com price 
spreads in October are regressed on the differences of 
the October and September USDA com crop forecasts^ 
r. J. _ March futures in October Dependent : =— 
variable GCAU CROP R /S ^ F 
e 
Pt-Pt_4 
Pt-ft-3 
Pt-Pt-2 
Pt-Pt-1 
Pt+l-ft 
^t+2 ^ t 
^t+3 ^ t 
ft+4-Pt 
ft+5-ft 
^t+3~^t-4 
^t+4~^t-4 
0.0003 0.1006 0.0673 0.65 
(0.0012)" (0.0907) 16.9957 
0.0000 -0.0259 0.0084 0.08 
(0.0009) (0.0664) 9.1174 
-0.0002 -0.0800 0.0742 0.72 
(0.0009) (0.0678) 9.5028 
-0.0000 -0.0664 0.1056 1.06 
(0.0006) (0.0457) 4.3104 
-0.0009 -0.1148 0.0975 0.97 
(0.0013) (0.0961) 19.0779 
-0.0020 -0.0503 0.1147 1.17 
(0.0014) (0.1034) 22.0947 
-0.0013 -0.1180 0.1251 1.29 
(0.0013) (0.0988) 20.1724 
-0.0010 —0.0646 0.0726 0.70 
(0.0011) (0.0851) 14.9543 
-0.0019 0.0012 0.1497 1.58 
(0.0829) (0.0906) 16.9708 
-0.0010 -0.0174 
(0.0011) (0.0860) 
-0.0007 0.0360 
(0.0011) (0.0856) 
^For footnotes, see those in Table 7. 
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Table 21. Estimated coefficients when the December futures com 
price spreads in November are regressed on GCÂU and the 
differences of the November and October DSDA com crop 
forecasts^ 
^ , December futures in November 
Dependent =—^ 
variable GCAU CROP R /S'' ^  F 
e 
ft-Pt_4 -0.0005 
(0.0007)9 
-0.1593* 
(0.0557) 
0.3825 
5.4977 
5.57* 
Pt-Pt-3 -0.0012 
(0.0009) 
-0.1208 
(0.0721) 
0.2712 
9.1908 
3.35+ 
-0.0002 -0.1054 0.1597 1.71 
u t—Z (0.0008) (0.0639) 7.2241 
Pt-Pt-i 0.0079 
(0.0057) 
-0.6047 
(0.4387) 
0.1383 
34.0640 
1.44 
^t+i~^t 0.0002 -0.0642 0.0383 0.36 (0.0010) (0.0760) 10.2185 
^t+2"^t 0.0006 -0.1016 0.0277 0.26 (0.0019) (0.1431) 36.2313 
ft+3-Pt 0.0007 -0.0129 0.0057 0.05 
(0.0021) (0.1609) 45.8366 
^t+4"^t 0.0012 -0.0299 0.0144 0.13 (0.0023) (0.1746) 53.9337 
^t+5~^t -0.0000 0.1143 0.0179 0.16 (0.0027) (0.2093) 77.5596 
^For footnotes, see those in Table 7. 
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Table 22. Estimated coefficients when the March futures com price 
spreads in November are regressed on GCAU and the 
differences of the November and October USDA com crop 
forecasts^ 
Dependent 
variable 
March futures 
GCAU CROP R^/S^ a F 
^t~^t-4 -0.0007 , (0.0007) 
-0.1693** 
(0.0534) 
0.4471 
5.0533 
7.28** 
Pt-Pt-3 -0.0013 
(0.0009) 
-0.1257+ 
(0.0683) 
0.3169 
8.2539 
4.18* 
Pt-Pt_2 -0.0003 
(0.0008) 
-0.1059 
(0.0637) 
0.1703 
7.1906 
1.85 
Pt-Pt_l -0.0003 
(0.0005) 
-0.0631 
(0.0424) 
0.1626 
3.1753 
1.75 
ft+l-Pt 0.0000 
(0.0010) 
-0.0536 
(0.0755) 
0.0296 
10.0810 
0.27 
^t+2~^t 0.0003 (0.0018) 
-0.0925 
(0.1418) 
0.0231 
35.6011 
0.21 
^t+3"^t 0.0008 (0.0020) 
-0.0399 
(0.1540) 
0.0098 
41.9714 
0.09 
ft+4-ft 0.0014 
(0.0023) 
-0.0556 
(0.1737) 
0.0211 
53.4190 
0.19 
^t+5"^t 0.0003 (0.0027) 
0.0929 
(0.2067) 
0.0146 
75.6025 
0.13 
Ipor footnotes, see those in Table 7. 
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and the day of announcement by 0.1593 cents and 0.1693 cents, 
2 
respectively. R 's of 0.3825 and 0.4471 for these two futures price 
spreads were the largest in each respective futures price series. 
Now, we turn to the estimated results of equation (71) for 
the futures price spreads. The technique of seemingly unrelated 
equations (SUE) was used for estimating (71) for the futures price 
relationships because the set of independent variables was not 
identical for each equation in the system, and nonzero correlations 
between the disturbance terms in various equations were expected. 
The gain in efficiency from SUE over OLS increases directly with 
the correlation between the disturbances from the different 
equations and inversely with the correlation of the independent 
variables in the different equation [26, p. 173; 27, p. 241; 30, 
p. 524]. As discussed earlier, 15 equations are estimated for 
analyzing the impact of the crop forecasts in each month of 
August and September, and 10 equations are estimated for October 
and November. The estimated results are tabulated in Tables 23 
through 26, and the corresponding variance-covariance matrices are 
presented in the Appendix from Table 4 to Table 7. 
Before interpreting the results found in Tables 23 through 
26, however, the notations used for the dependent variables should 
be explained. Earlier we had used to denote the futures 
price of the maturity month j observed on the k-th day from the 
crop announcement day t in month i, and to be the futures 
price spread between days t and t+k. However, we will now represent 
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this futures price spread as iPjk where i and j now take an 
alphabetical value of A for August, S for September, 0 for October, 
N for November, D for December, and M for March, while k still 
represents a numerical value of 1 through 5. For example, APSl 
represents the September futures price spread between the crop 
announcement day and 1 day after it, observed in the month of 
August. APD2, on the other hand, represents the December futures 
price spread between the crop announcement day and 2 days after it, 
observed in August. By the same token, therefore, NPDl represents 
the December futures price spread between the crop announcement day 
and 1 day after it, observed in November. 
Table 23 thus presents the estimated coefficients when the 
September, December, and March futures price spreads were regressed 
on GCAU, the differences of the August and July USDA com crop 
forecasts (i.e., CROP), and the respective futures price spreads 
between the crop announcement day and the day before it (i.e., 
BEFORE), observed in August. There, we observe that the August 
USDA com crop forecast has a statistically significant impact on 
the September and December futures prices but not on the March 
futures prices. The impact is felt on the day immediately following 
the announcement day and is lingering on to the next day. Thus, 
a ten-million bushel increase in the August TJSDA com crop forecast 
when compared to the July forecast seems to decrease the September 
and December futures price of the immediately following day by 
0.1347 cents and 0.1576 cents, respectively, and by 0.0704 cents 
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Table 23. SUE coefficients, estimating the impact of the August 
crop forecast on the futures prices observed in August 
Dependent 
variable CCAU CROP BEFORE 
APSl 0.0006 -0.1347** 0.3470** 
(0.0006)* (0.0205) (0.1141) 
APS2 0.0014 -0.0704+ 0.5347+ 
(0.0010) (0.0344) (0.2551) 
APS3 0.0021 -0.0142 -0.3476* 
(0.0015) (0.0500) (0.1325) 
APS4 0.0038 -0.0357 0,3918* 
(0.0026) (0.0784) (0.1367) 
APS5 0.0052* -0.0557 1,1840 
(0.0024) (0.0701) (0.6431) 
APDl 0.0008+ -0.1576** 0.7496 
(0.0004) (0.0143) (0.1377) 
APD2 0.0026+ -0.0994* -0.1561 
(0.0013) (0.0451) (0.0711) 
APD3 0.0029 -0.0274 -0.1459 
(0,0017) (0.0433) (0.0943) 
APD4 0.0049 -0.0734 1.1420 
(0.0028) (0.0712) (0.9748) 
APD5 0.0054* -0.0944 1.7645 
(0.0021) (0.0617) (0.4670) 
APMl 0.0008 -0.1542 0.8884 
(0.0007) (0.0241) (0.4294) 
APM2 0.0029 -0.1277 0.4976 
(0.0011) (0.0369) (0.2477) 
APM3 0.0039 -0.0521 0.3611 
(0.0013) (0.0476) (0.1576) 
APM4 0.0061 -0.1047 1.8432 
(0.0021) (0.0594) (0.4776) 
APM5 0.0067 -0.1317 1.5798 
(0.0023) (0.0737) (0.6669 
Weighted MSE for system » 1.0308 with 195 d.f. 
Weighted for system « 0.8618 
®The values in the parentheses represent the estimates of the 
standard errors. 
'^ 'Indicates that the coefficient is significantly different from 
zero at the 10% significance level. 
I^ndicates that the coefficient is significantly different from 
zero at the 5% significance level. 
**Indicates that the coefficient is significantly different from 
zero at the 1% significance level. 
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and 0.0994 cents on the second day from the announcement day. Thus, 
the August USDA com crop forecast does affect the September and 
December futures prices for two days after the announcement. The 
2 
coefficient of determination, R , for this system of 15 equations is 
0.8618, which indicates the relative success achieved by the model. 
In Table 24, we find that the September USDA com crop forecast 
is not used in the same degree as the August forecast. That is, 
no statistically significant coefficient is associated with CROP, 
the difference between the September and August USDA com crop 
forecasts. Even though the term, BEFORE, has positive coefficients 
that are statistically significant for September and December 
futures prices, the March futures prices have negative coefficients 
which are significantly different from zero at the 1 percent 
significance level. Thus, despite the nonsignificant impact of 
the September USDA com crop forecast on the prices, there seems 
to exist a strong dependency between day-to-day future price 
spreads. 
We find a similar result in Table 25, in that the October USDA 
com crop forecast does not exhibit a strong influence on the 
futures prices observed in October. Even though negative 
coefficients are associated with CROP during four days after the 
crop announcement, the coefficient becomes positive on the fifth 
day after the crop announcement day. While BEFORE exhibits 
statistical importance of varying levels, the coefficients associated 
with GCAU do not. However, it is interesting to note that the 
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Table 24. SUE coefficients, estimating the impact of the September 
crop forecast on the futures prices observed in September 
Dependent 
variable GCAU CROP BEFORE 
SPSl 0.0009 -0.0099 0.0195** 
(0.0010)3 (0.0498) (0.0060) 
SPS2 -0.0005 -0.0109 0.0382* 
(0.0012) (0.0590) (0.0162) 
SPS3 -0.0005 0.0100 0.0571** 
(0.0012) (0.0590) (0.0166) 
SPS4 0.0009 0.0300 0.0529** 
(0.0020) (0.0953) (0.0174) 
SPSS 0.0002 0.0240 0.0562* 
(0.0021) (0.1009) (0.0250) 
SPDl -0.0002 -0.0047 -0.1627 
(0.0004) (0.0213) (0.1095) 
SPD2 0.0005 -0.0598 1.3286** 
(0.0008) (0.0385) (0.1337) 
SPD3 -0.0009 -0.0625 1.5332** 
(0.0009) (0.0420) (0.1100) 
SPD4 -0.0004 0.0167 0.0529 
(0.0013) (0.0627) (0.1422) 
SPD5 0.0012 0.0243 -0.4888** 
(0.0020) (0.0938) (0.1016) 
SPMl 0.0006 0.0242 -0.6960** 
(0.0010) (0.0479) (0.2408) 
SPM2 -0.0001 0.0156 -2.8202** 
(0.0010) (0.0484) (0.3687) 
SPM3 -0.0004 0.0187 -1.8873** 
(0.0013) (0.0608) (0.2562) 
SPM4 0.0011 0.0391 -2.0325** 
(0.0019) (0.0915) (0.2870) 
SPM5 0.0003 0.0632 -2.7108** 
(0.0019) (0.0911) (0.3280) 
Weighted MSE for system = 1.1411 with 255 d.f. 
Weighted R2 for system = 0.7941 
^For footnotes, see those in Table 23. 
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Table 25. SUE coefficients, 
crop estimate on 
estimating the impact of the October 
the futures prices observed in October 
Dependent 
variable GCAU CROP BEFORE 
OPDl -0.0010 
(0.0012)* 
-0.0752 
(0.0934) 
0.6453** 
(0.2079) 
0PD2 -0.0021 
(0.0013) 
-0.0235 
(0.1011) 
0.5985* 
(0.2563) 
0PD3 -0.0014 
(0.0010) 
-0.0753 
(0.0797) 
1.2249** 
(0.2526) 
0PD4 -0.0010 
(0.0009) 
-0.0643 
(0.0711) 
0.7766** 
(0.2600) 
0PD5 -0.0018 
(0.0010) 
0.0406 
(0.0743) 
0.8825** 
(0.2820) 
DPMI -0.0008 
(0.0013) 
-0.0709 
(0.0954) 
0.6605** 
(0.1951) 
0PM2 -0.0019 
(0.0014) 
-0.0205 
(0.1053) 
0.4491+ 
(0.2481) 
0PM3 -0.0013 
(0.0011) 
-0.0541 
(0.0871) 
0.9617** 
(0.2572) 
0PM4 -0.0010 
(0.0010) 
-0.0226 
(0.0795) 
0.6331* 
(0.2612) 
0PM5 -0.0018 
(0.0011) 
0.1262 
(0.0875) 
0.6523 
(0.2959) 
Weighted MSE for system = 1.0970 with 170 d.f. 
Weighted R2 for system = 0.5387 
^For footnotes, see those in Table 23. 
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coefficients of GCAU observed in October are negative while those 
observed in August are all positive and those in September are 
mixed. This observation may be explained by the fact that the com 
stock level is low in August, while it increases somewhat in 
September; it most certainly increases in October due to the new 
harvest. Thus, the sign of the coefficients associated with GCAD 
seems to reflect the state of a given stock level very well. We 
2 
also note that R for the system in October is 0.5387, which is 
2 lower than 0.7941 observed in the September system; the R , however, 
shows significant improvement of the model when compared to the 
results found in Tables 19 and 20. 
Table 26 presents the final results of regressing the December 
and March futures price spreads on GCAU, the difference between 
the November and October USDA corn crop forecasts, and the 
respective futures price spreads between the day of crop announce­
ment and the day immediately preceding it. The results are similar 
to those in Tables 21 and 22, in that the November USDA com crop 
estimate plays no statistically significant role in determining the 
December and March futures prices. However, the coefficients of 
CROP all have the expected negative sign. This seems to indicate 
that there is a relationship between the November crop forecast and 
the futures prices, although not a strong one. While generally 
positive coefficients are associated with GCAU, BEFORE exhibits 
negative coefficients. Thus, there seems to exist the effect of 
diminishing stock levels in November, while the December and 
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Table 26. SUE coefficients, 
crop estimate on 
estimating the impact of the November 
the futures prices observed in November^ 
Dependent 
variable GCAU CROP BEFORE 
PADl 0.0003 
(0.0010)® 
-0.0697 
(0.0780) 
-0.0090 
(0.0214) 
PAD2 0.0007 
(0.0019) 
-0.1079 
(0.1468) 
-0.0104 
(0.0244) 
PAD3 0.0007 
(0.0021) 
-0.0145 
(0.1659) 
-0.0026 
(0.0291) 
PAD4 0.0012 
(0.0023) 
-0.0334 
(0.1791) 
-0.0058 
(0.0345) 
PAD5 0.0005 
(0.0028) 
0.1080 
(0.2159) 
-0.0105 
(0.0510) 
PAMl -0.0002 
(0.0009) 
-0.1047 
(0.0668) 
-0.8095** 
(0.0993) 
PAM2 0.0001 
(0.0018) 
-0.1471 
(0.1396) 
-0.8648** 
(0.1341) 
PAM3 0.0005 
(0.0020) 
-0.0913 
(0.1533) 
-0.8145** 
(0.1517) 
PAM4 0.0010 
(0.0022) 
-0.1300 
(0.1704) 
-1.1772** 
(0.1869) 
PAM5 -0.0003 
(0.0025) 
-0.0222 
(0.1931) 
-1.8239** 
(0.2431) 
Weighted MSB for system = 1.0938 with 170 d.f. 
Weighted R2 for system = 0.6825 
^For footnotes, see those in Table 23. 
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especially March futures prices after the announcement tend to move 
in the opposite direction from prices before the announcement. The 
2 
R for this system of 10 equations observed in November, however, 
2 is smaller than the R 's of August and September but larger than 
2 that of October system; this R is substantially larger than the 
2 individual values of R in Tables 21 and 22. 
In summary, we may conclude this section with the following 
statements. The August USDA com crop forecast had an impact on 
the cash prices observed after the crop announcement while there 
seemed to exist an impact of anticipated October and November USDÂ 
com crop forecasts two or three days prior to the actual crop 
announcement. However, when the futures prices were analyzed, there 
seemed to exist impacts of both anticipated and actual August USDA 
com crop forecasts on the September, December, and March futures 
prices. The September and October USDA com crop forecasts, on 
the other hand, had no statistically significant impact on the 
futures market while there seemed to be some anticipated impact on 
the fifth day prior to the November USDA com crop forecast. While 
the fit of the model represented by the equations (70) and (72) was 
2 poor as judged by R of each equation, there was a significant 
improvement when the past price movement was introduced as in 
equation (71). The estimation of equation (71) for the five days 
after the crop announcement day by the technique of seemingly 
unrelated equations for the futures prices, yielded clearer relation­
ships between the USDA com crop forecasts and the cash and futures 
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corn prices. There existed a definite impact of the USDA com crop 
forecast on the August cash price observed on the day immediately 
following the crop announcement day, while no other monthly USDA 
crop forecasts had a similar impact on the cash prices. However, 
the August USDA com crop forecast significantly influenced the 
September and December futures prices observed within two days 
from the announcement day, while the September, October, and 
November USDA corn crop forecasts did not exhibit a statistically 
significant impact on the futures prices. Thus, it can be concluded 
that the USDA com crop forecast does have an impact on the cash 
and futures corn prices observed in August while the other USDA 
corn crop forecasts do not influence prices. 
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CHAPTER IV. CONCLUSIONS 
This study had two main objectives. They were to examine: 
(a) the accuracy of the USDA com crop forecasts issued in July 
through December for the 1930-1977 period; and (b) the effect of 
these com crop forecasts upon daily Iowa com cash and Chicago 
Board of Trade com futures prices for the 1961-1980 period. 
In order to pursue objective (a), the five-year revised final 
estimate which should most accurately represent the true crop size 
was used as the norm of comparing the monthly USDA com crop 
forecasts. This in itself differs from other studies [e.g., 1, 9, 
20, 40, and 49] and the extensive use of various statistical tools 
enabled us to evaluate better the question of accuracy in the 
monthly USDA com crop forecasts. 
In order to pursue objective (b), we studied the inçact of 
the anticipated and actual USDA com crop forecast on the daily 
cash and futures com prices observed between 5 days before and 
after its announcement in each month from August to November. We 
first established a theoretical justification and then an empirical 
estimation for this task, which differs significantly from those 
earlier studies [e.g., 19 and 40] that examined only the impact 
of the actual USDA corn crop forecast on the cash prices without 
any theoretical justification. The detailed summary and conclusions 
of the present study follows next. 
Assuming that the five-year revised final estimate is the true 
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crop size of a given year, the accuracy of the USDA com crop 
forecasts was first analyzed by examining the distribution of the 
forecast errors which were defined as the differences between the 
monthly USDA com crop forecasts and their five-year revised final 
estimates. The use of the Shapiro-Wilk W statistics enabled us to 
conclude that the forecast errors for each month from July to 
December were distributed normally. 
Ifhen the forecast errors were assumed to be independently 
distributed over the observation years, an F-test based on 
2 Hotelling's T statistics was used to test the null hypothesis of 
the means of the monthly forecast errors all being zeros. Since 
this null hypothesis was not rejected at the 5 percent significance 
level, we drew the conclusion that the means of the monthly USDA 
com crop forecasts were not different from the five-year revised 
final estimates. Therefore, the accuracy of the USDA com crop 
forecasts was initially established. 
The use of a nonparametric L test, however, showed that the 
null hypothesis of equal means should be rejected at the 0.001 
percent significance level in favor of the altemative hypothesis 
' of ordered means. That is, the magnitude of forecast errors was 
judged to be progressively smaller from July to December, indicating 
that the accuracy of the USDA com crop forecasts improved over 
the reporting months. 
The regression of the five-year revised final estimates on 
each of the monthly USDA com crop forecasts showed that the monthly 
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forecasts were accurate in the sense that the intercept terms were 
statistically not different from zero, xrtiile the regression 
coefficients associated with each monthly forecast were not different 
from one at the 5 percent significance level. When the five-year 
revised final estimates were regressed on two or more USDA com 
crop forecasts, the only statistically significant coefficient was 
associated with the most recently issued USDA com crop forecast. 
While these findings verified the accuracy and the accuracy improve­
ment of the monthly crop forecasts, they could also be used to 
forecast the coming crop size. It was concluded that in forecasting 
the true crop size of a given crop year, the most recent month's 
forecast was its best estimate. 
Therefore, we have found that the monthly USDA com crop 
forecasts are accurate and their accuracy improves over the 
reporting months. 
The impact of these USDA com crop forecasts on the cash and 
futures com prices was then analyzed on the basis of the supply-
of-storage theory. We first noted that there existed a need to 
distinguish between producers and suppliers, and between consumers 
and demanders of a storable commodity. The storable characteristic 
of com, therefore, provides an explanation of inter-temporal price 
spread movements by affecting the stock management behavior of the 
suppliers and demanders. Because of this fact, the supply-of-
storage theory was concluded to be a function of the expected inventory 
behavior which was influenced by the expected crop information. 
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Therefore, the empirical models under two different assumptions were 
constructed to measure the impact of the monthly USDA com crop 
forecasts on the daily cash and futures com prices. 
The first assumption treated the price spreads between any two 
days to be a function of the grain-consuming animal units and the 
differences of the two adjacent USDA corn crop forecasts. When 
this relationship was estimated by the ordinary least squares 
estimation technique for the cash and futures com prices observed 
five days before and after the day of the ÏÏSDA com crop forecast 
announcement, we found that only the August crop forecasts had 
statistically significant impact on the prices. Specifically, the 
affected prices were the cash corn price observed on the day 
immediately following the announcement day in August and the 
September and December futures corn prices observed during the 
two days after the announcement. Even though an impact of the 
anticipated USDA com crop forecasts was present in the October 
and November cash prices, the September, December, and March 
futures com prices observed in August were also influenced by the 
anticipated crop forecast. 
The second assumption introduced a past price spread movement 
to reduce the random disturbance terms in the model. Ordinary 
least squares was used to estimate the cash price movements; the 
SUE technique was used to estimate the impact of the USDA com crop 
forecasts on the futures prices. 
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The qualitative results found were not much different from 
the results obtained under the first assumption, in that only the 
August USDA com crop forecast had a statistically significant 
impact on the August cash prices and the September and December 
futures prices observed in August. Therefore, we can conclude 
that the traders' decisions were most strongly affected by the 
August USDA com crop forecast. 
Having understood the study within the present framework, 
however, one can not help noticing a few points by which this 
study can be further extended or better improved. These points 
are; (a) analyze the impact of the July USDA com crop forecast 
on the cash and futures prices observed in July by taking into 
account the intended acreage to be planted for com or some other 
appropriate information; (b) take more explicit account of the 
stock level changes rather than relying so heavily on the number 
of grain-consuming animal units to capture the notion of stock 
scarcity; and (c) extend this study to examine the impact of the 
USDA com crop forecasts on all series of futures prices observed 
in any given month. When these points are further incorporated 
into the study, the conclusion drawn from it will be more complete. 
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Appendix table 1. Necessary estimates to compute the F statistics In the equation (29) 
(MF^y's are measured In 1,000 bushels) 
& 
Month n b 
m 
Mean of MF 
my 
S2 = 
e 
July 44 -23,845.2 0.9998 3,439,607.5 56,687.6437 10.3556859 
Aug. 48 -15,014.7 1.0149 3,534,003.3 65,953.7461 4.9497423 
Sept. 48 -58,657.8 1.0296 3,533,370.0 65,988.4981 2.3729411 
Oct. 48 -99,564.1 1.0354 3,552,310.9 66,597.1597 1.7149441 
Nov. 48 -92,710.0 1.0265 3,575,209.6 67,505.5237 1.0181879 
Dec. 48 -64,055.2 1.0172 3,579,300.3 67,762.6183 0.5583351 
a 10 
These estimates should be decoded by multiplying them by 10 
Appendix table 2. The coded regression sums of squares from the models in and Hg of the 
hypothesis (37) and the residual sum of squares from the model in 
Month Source d.f. Estimate^ Month Source d.f. Estimate* 
July RSS(YJ) 1 559.494921 Oct. RSS(Y^) 1 563.089381 
RSS(Y^) 1 559.494921 RSS(Yi,Y2'Y3,Y4) 4 563.180027 
ESS 43 4.351432 ESS 40 0.666327 
F 0 F 1.8138 
Aug. RSSCYg) 1 561.766611 Nov. RSSCYg) 1 563.386612 
RSS(YJ^ Yg) 2 561,767103 *SS(Yi,Y2,Y3,Y4,Y5) 5 563.469043 
ESS 42 2.079250 ESS 39 0.377310 
F 0.0099 F 2.1301 
Sept. RSSCYg) 1 562.836771 Dec. RSS(Yg) 1 563.596242 
RSS(YI^Y2,Y3) 3 562.858885 RSS(YJ^ Y2, •••^Yg) 6 563.642076 
ESS 41 0.987468 ESS 38 0.204278 
F 0.4591 F 1.7052 
^All estimates except the values of F statistic should be decoded by multiplying them by 10^^. 
Appendix table 3. The matrix of variance-çovariance across 
equations for estimating the coefficients 
in Table 17® 
Dependent 
variable SPSl SPS2 SPS3 SPS4 SPSS SPDl SPD2 
SPSl 10.74 
SPS2 9.82 15.03 
SPSS 4.16 7.15 15.05 
SPS4 2.83 2.21 20.98 39.26 
SPSS 3.86 4.28 21.90 40.32 44.05 
SPDl 0.80 0.46 -0.14 -0.96 —1.88 1.90 
SPD2 4.48 4.05 3.52 4.42 2.77 1.88 6.30 
SPD3 3.15 6.90 5.98 5.37 4.94 0.58 4.70 
SPD4 4.45 6.24 14.82 22.30 22.51 0.54 5.21 
SPD5 6.48 4.90 20.48 37.24 37.90 0.16 6.68 
SPMl 9.16 7.44 3.28 2.03 1.88 1.58 4.23 
SPM2 6.99 9.64 5.18 0.88 0.88 1.39 3.26 
SPM3 2.31 3.40 14.18 21.36 20.87 0.39 3.63 
SPN4 2.05 —0.88 18.32 35.42 34.55 -0.04 4.67 
SPM5 4.39 2.19 19.29 34.26 34.96 0.62 4.22 
^Upper triangle of the symmetric variance-covariance matrix 
is not presented. 
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SPD3 SPD4 SPD5 SPMl SPM2 SPM3 SPM4 SPM5 
7.57 
7.52 16.88 
6.82 23.16 
1.52 3.23 
3.90 4.41 
4.83 14.67 
3.52 20.07 
3.21 20.34 
37.99 
5.45 9.85 
3.38 7.79 
21.03 3.21 
34.54 3.74 
34.13 5.72 
9.94 
4.98 15.90 
2.08 21.54 
4.38 21.65 
36.07 
34.44 35.76 
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Appendix table 4. The matrix of variance-covariance across 
equations for estimating the coefficients in 
Table 18® 
Dependent 
variable OPDl 0PD2 0PD3 0PD4 0PD5 
OPDl 15. ,08 
0PD2 14. ,09 17. 60 
0PD3 10, ,07 11. 86 10. 80 
0PD4 7. ,41 8. 71 9. 00 8. 49 
0PD5 9. ,29 10. 74 8. ,37 7. ,14 9. 24 
OPMl 15. 23 15. ,33 10. ,26 7. ,45 9. ,34 
0PM2 15, .09 18, .07 11. 96 8. 74 10. ,88 
0PM3 10, .70 13. 10 11. 35 9. 45 9. ,10 
0PM4 8 .71 10, .71 9, .89 9, .00 8, .23 
0PM5 10 .83 12, .56 9. 71 8, .32 9, .93 
OPMl 0PM2 0PM3 0PM4 0PM5 
OPMl 15.69 
0PM2 15.84 19.00 
0PM3 11.29 13.75 12.80 
0PM4 9.16 11.30 11.25 10.56 
0PM5 11.44 13.40 11.57 10.50 12.77 
"^pper triangle of the symmetric variance-covariance matrix 
is not presented. 
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Appendix table 5. The matrix of variance-covariance across 
equations for estimating the coefficients in 
Table 19^ 
Dependent 
variable NPDl NPD2 NPD3 NPD4 NPD3 
NPDl 8.90 
NPD2 15.74 32.12 
NPD3 17.67 34.75 40.93 
NPD4 18.66 37.48 42.73 47.62 
NPD5 20.92 42.95 49.44 55.02 68.70 
NPMl 6.55 13.24 14.32 14.85 15.31 
NPM2 13.13 29.08 31.32 33.31 36.89 
NPM3 14.49 30.48 35.71 37.05 40.25 
NPM4 15.25 33.71 38.08 42.38 46.56 
NPM5 15.53 36.6? 41.95 46.60 55.35 
NPMl NPM2 NPM3 NPM4 NPM5 
NPMl 6.65 
NPM2 13.32 29.20 
NPM3 14.85 30.69 35.21 
NPM4 15.13 33.78 37.71 43.50 
NPM5 15.48 36.98 40.63 47.31 55.72 
^pper triangle of the symmetric variance-covariance matrix 
is not presented. 
