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The DC resistivity method has been an important tool for mineral exploration for the
direct detection of conductive bodies with economic value. It has also been used for the
structural mapping of lithology and alteration where boundaries are zones of economic in-
terest and the detection of edges is the primary goal of surveying. Edge preserving inversion
has been explored extensively within the context of potential field methods but has seen
relatively little attention for the DC resistivity method. The focus of this thesis is to develop
and implement methods which employ specific advantages of the DC method to aid the
recovery of edges in the earth’s resistivity distribution.
I begin by utilizing sparse a priori geologic knowledge to create a geologic concept of
pervasive blocky resistivity. l1 and l0 approximating measures of model values and model
gradients are used as a vehicle to inject the a priori knowledge into a regularized inversion.
An iterative method is used to solve for the model that minimizes a total objective function
using these general measures.
A series of synthetic modelling and inversion scenarios demonstrate the effectiveness
of l1 and minimum gradient support regularization to recover boundaries when compared
to traditional sum-of-squares regularization. These blocky inversion schemes also exhibit an
improved recovery of the resistivity value of distinct bodies. Additionally, I recognize that the
various regularization types have different strengths and weaknesses. I exploit this property
to create a new composite regularization that combines smooth model and blocky model
regularization. This composite regularization exhibits the strengths of both regularization
styles and less of the weaknesses.
A case study on field data from the Sabajo gold deposit was performed utilizing this
methodology. Sharp lithologic contacts from drillholes informed the creation of a sharp re-
sistivity concept. A blocky inversion was performed to recover a blocky model that was
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consistent with this concept and compared to the results of a smooth model inversion. Im-
portant differences were noted with their economic implications. I observed that the blocky
regularized inversion may have recovered better estimates of the conductivity of features and
this can greatly aid prioritization of targets for drilling. Finally, the differences between the
inversions utilizing diverse regularization styles provided a proxy for model uncertainty.
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For decades, the search for economic minerals has benefited from the use of DC (Direct
Current) resistivity imaging to explore for deposits [Fountain, 1972; Oldenburg et al., 1997;
Legault et al., 2008; Bournas et al., 2012]. In many cases, resistivity imaging has been able
to directly detect near-surface concentrations of metal. Unfortunately, as mining districts
mature, near-surface discoveries become increasingly rare and exploring under cover becomes
common. The increased depth of exploration and the tightly confined nature of some precious
metal deposits makes it more difficult to directly detect the economic mineralization using
surface DC resistivity measurements. Fortunately, exploration under cover can be performed
by targeting a deposit through its structural setting or footprint. In other words, ore deposits
can be found by detecting the larger scale faults, geologic contacts, or alteration patterns
that surround the deposit. This indirect detection of a deposit benefits greatly from the
accurate imaging of boundaries, geometry, and structures.
To illustrate this strategy, consider the exploration for epithermal gold deposits. These
deposits are structurally controlled and often coincident with fault splays or dilation zones.
Resistivity imaging of faults at depth with sufficient resolution may be able to detect these
favorable zones and provide a vector to the gold concentration. This example and others
demonstrate that the shape and structures of geologic bodies contain valuable information
and therefore the detection of edges in the earth’s resistivity is important. The main goal of
this research project is to develop and explore the effectiveness of several resistivity imaging
schemes for the recovery of structural information.
Much attention has been devoted to the quantitative interpretation of DC resistivity
survey data, and geophysical data in general, over the last four decades. Inversion techniques,
in particular, have become common in the mining exploration community. Inversion is an
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operation that recovers a physical property model that is consistent with a set of observations.
The utility of inversion algorithms has closely followed the availability of computing power
to solve larger and larger systems with more accuracy. The computing power is needed for
two tasks: the modelling of electric current in the earth and the search for a model that fits
the data and prior information or assumptions. Some of the milestones in the development
of resistivity inversion are described next.
The recovery of the earth’s resistivity distribution is challenged by data that are noisy
and few in number. An early work by Jackson addressed this by demonstrating that the
inversion of ill-conditioned systems arising from noisy and insufficient data was possible with
singular-value decomposition [Jackson, 1972]. The challenges arising from small datasets
can also be managed by limiting the earth’s resistivity distribution to a small number of
parameters. Many researchers took this route and performed parametric resistivity inversion
with imposed geometric assumptions and solved for the resistivity values that best explain
a set of observations [Inman Jr et al., 1973; Pelton et al., 1978; Tripp et al., 1984]. Progress
was also made on the modelling of the electric field in complicated block models in 2D and
3D [Dey & Morrison, 1979a,b]. Eventually, the generalized resistivity inversion allowed for
solutions with many more parameters than observations [McGillivray, 1992; Sasaki, 1994].
The block model solutions from stabilized generalized resistivity inversion were made possible
because of model regularization which became common in geoscience [Constable et al., 1987;
Guillen & Menichetti, 1984]. Oldenburg and Li expanded the generalized resistivity inversion
to induced polarization and began to experiment with changing the model regularization to
explore model uncertainty [Oldenburg & Li, 1994]. Further refinements to the generalized
resistivity inversion were done to estimate the depth of exploration of a survey [Oldenburg
& Li, 1999], incorporate known geologic dip [Li & Oldenburg, 2000b], and estimate the
regularization parameter [Li & Oldenburg, 1999]. Greater computing power allowed for the
3D inversion of many lines of resistivity and IP data [Li & Oldenburg, 2000a]. Unfortunately
for this project’s goal, most of the previously mentioned algorithms made use of smooth
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model regularization which inhibits the recovery of clearly defined edges [Loke et al., 2003].
In contrast, there has been a great deal of work devoted to blocky or edge-preserving
inversion in other branches of geophysics. An early example [Last & Kubik, 1983] developed
a method to invert gravity data for compact bodies. Another publication introduced image
focusing and de-blurring techniques with examples in gravity, magnetic, and borehole EM
inversion [Portniaguine & Zhdanov, 1999]. Farquharson and Oldenburg explored inversion
using general measures of data misfit and model complexity with applications in magnetics
and time domain electromagnetics [Farquharson & Oldenburg, 1998]. Full-waveform seismic
inversion has also seen attention with blocky regularization [Guitton, 2012]. More recently
there has been work to simultaneously recover smooth and blocky bodies in an inversion with
examples in gravity, and crosshole seismic tomography [Sun & Li, 2014]. Finally, Fournier
[2015] performed a mixed-norm magnetic inversion for kimberlite exploration . Relatively few
journal articles have demonstrated the techniques mentioned above for resistivity inversion
and mineral exploration [Blaschek et al., 2008; Loke et al., 2003].
Some researchers have pointed out that much of the geophysical data collected is insen-
sitive to sharp boundaries and trying to recover them is troublesome [Haber, 2014]. This is
certainly true for potential fields depending on the model parameterization. I can demon-
strate this by calculating the gravity response at earth’s surface along a profile (green dots
in Figure 1.1) over two quarterspaces. The height of the smooth curve is controlled by the
density contrast. The width or sharpness of the transition zone is independent of the sam-
pling density. Collecting measurements with tighter spacing (black dots in Figure 1.1) does
nothing to sharpen the width of the transition zone. Fortunately, this result does not hold
for DC resistivity surveys. I calculated the electric field measurements from a single channel
50-m pole-dipole survey over two quarterspaces and the resulting profile is shown in blue in
Figure 1.2. Next, I calculated the electric field measurements for the a single channel 25-m
pole-dipole survey (orange in Figure 1.2). Clearly, the tighter electrode spacing produces a
sharper response in the data. I also observed that the transition zone for gravity is kilo-
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meters wide while it is 10’s of meters wide in DC resistivity. I conclude that it is possible
for sharp resistivity changes to cause sharp changes in DC resistivity measurements. With
this advantage and the relative lack of published work, I will attempt to make a meaningful
contribution to the body of published geophysical research with this thesis.
Figure 1.1: Gravity response over two quarterspace.s
In the next chapter, I introduce the governing physics of the DC resistivity experiment and
the partial differential equation that describes the electric field response to injected current.
I proceed with the analytic solution for a halfspace and a description of the electric field and
current flow near the current electrodes. Next, the transform of electric field measurements
to apparent resistivity is presented as a useful data inspection method. I describe some
common modes of resistivity surveying and data visualization. The chapter concludes with
a range of industrial application that can be solved with resistivity imaging.
I describe the inversion methodology that I implement in Chapter 3. Tikhonov regular-
ization as a stabilizer for inversion is explained. I continue with a description of an objective
function with smooth model regularization and iteratively solving for model updates un-
til a final model is achieved. The alternative norms and general measures used for blocky
inversion are outlined. Finally, the minimization of edge preserving objective functions is
4
Figure 1.2: Electric field measurements over two quarterspaces.
detailed.
In Chapter 4, I perform a series of inversions on simulated data from known block models
to test the various inversion schemes implemented. The first experiment involves a single
block within the depth of exploration of a commonly used resistivity survey. The second
trial explores the recovery of smooth bodies with edge preserving regularization. The final
exercise tests blocky inversion for multiple dipping bodies that extend past the depth of
exploration.
Field data from a gold prospect in Suriname is inverted in Chapter 5. The chapter begins
with a description of the geologic setting and the resistivity survey performed. Subsequently,
a single line of measurements is inverted with smooth model regularization and blocky reg-
ularization. A comparison is made between the two results and the economic significance
explained. This exercise was repeated for a second line to test the robustness of the results
and conclusions reached in the first experiment.
I write my conclusions of this body of work in Chapter 6. A review is made of the
concepts and techniques that allow for the blocky inversion that I perform. I summarize
the effectiveness of various styles of blocky inversion for the imaging of sharp resistivity
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boundaries. The value added by performing blocky inversion in addition to smooth model
inversion for the Sabajo gold deposit is explained. Finally, I propose some additional avenues




The DC resistivity method consists of measuring the earth’s electric field response to an
injected current for the purpose of imaging the earth’s resistivity distribution. An under-
standing of the physics of this process is foundational to DC resistivity imaging. The manner
is which current flows in the earth has implications for what information is contained in elec-
tric field measurements.
This chapter begins with a description of the fundamental physics for current flow in
the earth. A derivation is provided for the partial differential equation (PDE) that relates
a current source, a domain’s resistivity distribution, and the resulting electric field. Several
numerical methods that can be used to solve this PDE are mentioned. An analytic solution
to the PDE for a halfspace is written and explored in figures. The useful data transform
from electric field measurements to apparent resistivity and its use is described. The field
setup for several style of resistivity surveys is briefly mentioned. The chapter concludes with
a description of earth imaging problems that are investigated using DC resistivity methods.
2.1 Fundamental Physics
The fundamental physics of this problem are described by the conservation of electric
charge and Faraday’s law. The conservation of electric charge is shown in equation 2.1 and
states that current flow is due to a source or sink with charge density, p [Griffiths, 1962]. ~J
is a vector field known as current density.
r · ~J = −@p
@t
(2.1)
This conservation law can be restated for a dipole current source by equation 2.2 where I is
the current amplitude and ~rs are the source and sink electrode locations [McGillivray, 1992].
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r · ~J = Iδ(~r − ~rs) (2.2)
Faraday’s law, equation 2.3, states that the curl of a static electric field, ~E, is zero. Said
differently, a time invariant electric field is irrotational [Griffiths, 1962].
r⇥ ~E = 0 (2.3)
Faraday’s law, therefore states that the electric field can be expressed as the gradient of a
scalar field known as electric potential, φ, and is a conservative field.
~E = −rφ (2.4)
Ohm’s Law provides the link between the current density, ~J , and the electric field, ~E, in
equation 2.5 [Griffiths, 1962]. This law states that the current density is proportional to
the electric field according to the material property known as conductivity, σ [S/m]. The
reciprocal of conductivity is resistivity, ⇢ [Ω-m]. In general, conductivity in the earth is
heterogenous and σ varies in space.
~J = σ ~E (2.5)
Equation 2.1 can now be rewritten as equation 2.6 and displays the relation between current
density and electric potential.
~J = −σrφ (2.6)
Substituting equation 2.6 into equation 2.2 yields equation 2.7. This second-order, elliptic
partial differential equation fully describes the earths response to current injection [Pidlisecky
et al., 2007].
−r · (σrφ) = Iδ(~r − ~rs) (2.7)
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This partial differential equation can be discretized and solved numerically using finite
difference, finite element, or finite volume methods with the appropriately chosen boundary
conditions [Dey & Morrison, 1979a; Haber, 2014]. With some physical intuition, it is ex-
pected that the electric potential decreases with distance from the injection locations so that
boundaries located infinitely far away have an electric potential of zero [Dey & Morrison,
1979a]. In other words, the earth response can be approximated with a zero Dirichlet condi-
tion for the boundaries of a discretization that are far from the current electrodes (equation
2.8). It is expected that the conductivity of air is so small that no current flows through it
and a zero Neumann boundary condition (equation 2.9) holds at the earth-air interface [Dey
& Morrison, 1979a]. Solutions to this partial differential equation are used to compare mea-
surements of the earth’s electric field against simulated data from a survey and a candidate
resistivity model. To summarize, in the DC resistivity method, I and ~rs are controlled, rφ
is measured, and conductivity is the unknown to be estimated or recovered.
φ = 0 at @Ω1, (2.8)
where @Ω1 are the boundaries within the earth and
@φ
@n
= 0 at @Ω2, (2.9)
where @Ω2 is the earth/air boundary.
2.2 A Halfspace Solution
An analytic solution to the partial differential equation for the potential is available for
a known halfspace for a single point source and is written in equation 2.10 [Telford et al.,
1990]. Here, r is the distance between source and potential. In practice, the resistivity
survey involves a current dipole with source and sink and receiver dipoles where the voltage
difference is measured. The analytic solution for the four electrode experiment (equation
9
2.11) is the superposition of the field produced by a sink and a source electrode and a
subtraction of the potential at the receiver dipole to obtain the potential difference (V)
[Telford et al., 1990]. The ri terms in equation 2.11 are simply the distance between current
and potential electrodes in the four electrode experiment. Figure 2.1 displays a typical field
setup. This equation is useful because it helps to gain an intuition for the flow of electric






















Figure 2.1: Four electrode electric field measurement.
2.3 A Heterogeneous Earth
Although the earth is not a halfspace, equation 2.11 can be used to help understand
a resistivity dataset. Rewriting for a known electric field measurement and an unknown
resistivity yields equation 2.12 [Ward, 1990]. This approximation of a halfspace earth for each
10
Figure 2.2: Electric potential at ground surface near a current dipole in a halfspace.
Figure 2.3: Electric potential and current flow in a halfspace.
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data point outputs apparent resistivity values. This transform allows for some understanding
of the bulk earth resistivity as the electrodes are moved over a region without solving the



















The resistivity of the earth can vary over many orders of magnitude. Typical values and
the range of the resistivity of rocks are presented in Table 2.1 and is modified from Telford
et al. [1990]. The chemistry and mineralogy of the rocks play a role in determining a rock’s
resistivity as well as porosity, permeability, water content, and temperature. Observe the
decrease in resistivity for the siltstone in Table 2.1 with higher water content.
Table 2.1: Resistivity of Rocks






80% Gangue, 20% Pyrite 300
40% Gangue and other, 60% Pyrite 0.9
Siltstone with 0.54% water content 15,000
Siltstone with 0.38% water content 560,000,000
2.4 Resistivity Surveying
Typically, the collection of DC resistivity data is done in three configurations: sounding,
co-linear, and distributed [Loke et al., 2013]. Resistivity sounding is often a single receiver
dipole that is measured with expanding seperation from a current dipole to produce a 1D
profile of resistivity with depth. Colinear surveys consist a moving array of electrodes in a line
and may utilize multiple receiver dipoles (channels). This colinear data is often visualized as
a pseudosection which plots apparent resistivity values halfway between current and potential
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electrodes and a depth determined by the seperation distance. An example pseudosection
is shown in Figure 2.5. As noted by Oldenburg & Li [1994], the pseudosection has both
instructive and misleading elements when compared to the true model (Figure 2.4) .
Figure 2.4: Resistivity model containing conductive features with a variable background.
Figure 2.5: Pseudosection of data predicted from a 100-m 8 channel pole-dipole survey over
a resistivity model.
Distributed or 3D surveys have arbitrary transmitter dipole to receiver dipole orientation
and seperation and can be difficult to visualize. The pseudosection plotting method performs
poorly for distributed surveys because electrode positions are highly variable and negative
apparent resistivity values are common.
2.5 Applications
The resistivity method has been applied successfully to many hydrogeologic, geotechnical,
mining, and energy projects [Loke et al., 2013]. The success of these projects is due to the
physical property contrast inherent in each problem. Said differently, the target body in
these problems has a strong resistivity contrast to the surrounding rock. Hydrogeologic
problems include the detection of aquifers, contaminated groundwater, and the flow of water
through an earth fill dam. Resistivity imaging for geotechnical projects can be used to map
the depth to bedrock, the location of faults, and the presence of permafrost. Mining and
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energy applications may detect the presence of disseminated and massive sulphide minerals,
hydrothermal pathways, and geologic contacts. Although the motivation and examples for
this work originate from mineral exploration, the methods developed are applicable to any
of the applications listed above.
2.6 Summary
This chapter outlined the physical laws that govern the flow of electric current in the
earth. Numerical methods that can solve the ruling PDE for discretized domains are men-
tioned. These numerical solutions are needed to compare data estimated from an earth
resistivity model to observed data and to perform the sensitivity calculations needed for
the inversion described in Chapter 3. The analytic solution for a halfspace was shown with
some plots of the electric field and current flow near transmitter electrodes. The appar-
ent resistivity transform was described and utilized to produce a data visualization called
the pseudosesction. The chapter concludes with a description of some subsurface industrial




Inversion is the process of constructing a model that explains a set of measurements.
This is needed because it is difficult to make direct conclusions about the earth from DC
measurements due to the challenges of visualizing large datasets. The difficulty arises because
any given DC measurement depends on the complicated current flow that depends on the
resistivity distribution itself. When this difficulty is multiplied by hundreds or thousands of
measurements, an alternative to direct interpretation of the data is appropriate. Generalized
resistivity inversion is non-unique; a single dataset can be explained by many earth models.
The non-uniqueness arises from an underdetermined system with many more parameters
than observations for typical DC resistivity surveys [McGillivray, 1992]. To overcome this
problem, Tikhonov regularized inversion is often utilized to recover an earth model that
is consistent with that dataset and consistent with some apriori assumptions about the
structure of the earth [Tikhonov & Arsenin, 1977]. Tikhonov regularized inversion is the most
widely adopted method of inversion in mining and geotechnical applications. It is recognized
as being effective at solving industrial scale problems with sufficient detail and without
prohibitive cost in time and money [Loke et al., 2013]. For these reasons, and to increase
the likelihood of adoption by the community, this research project has utilized Tikhonov
regularized inversion to accomplish the goal of recovering the structure and geometry of
earth’s resistivity distribution. Alternatives such as stochastic and parametric inversion are
also good choices with their own strengths and weaknesses.
This chapter begins with a basic description of Tikhonov regularized inversion. Next, the
smooth model inversion is described with its objective functions and associated minimization
process. Subsequently, a variety of norms and general measures are introduced and discussed.




The recovery of an earth model that explains the observed data is often framed as a
minimization of an objective function [Backus & Gilbert, 1967; Tikhonov & Arsenin, 1977;
Constable et al., 1987]. For resistivity surveys, the inversion of data to recover a model is
non-unique and unstable [McGillivray, 1992; Sasaki, 1994; Loke et al., 2013]. To overcome
these difficulties, an objective function is defined with a data misfit term and a stabilizing
model complexity term (equation 3.1) [Aster et al., 2011].
φ = φd + βφm (3.1)
In equation 3.1, φd is the data misfit term, φm is a measure of model complexity, and β is a
regularization (or trade-off) parameter that balances the relative importance of each term.
The introduction of the model complexity measure into the minimization problem is known
as regularization and aids stability and convergence to an optimal solution. This framework
recovers a model that achieves two goals; a model that explains the data and a model that
is simple according to the chosen measure or criterion.
3.2 Smooth Model Inversion
The use of sum-of-squares measures of data misfit and model complexity is widespread
and can be written as in equation 3.2 [Constable et al., 1987; Li & Oldenburg, 1998;














































Here, m is a model vector of physical properties, Wd is a data weighting diagonal matrix,
and G is the forward operation that predicts data from a model. Wd re-weights the data by
the reciprocal of the uncertainty of each measurement.The model complexity term includes
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cell volumes, Ws, and finite difference matrices in x, y, and z directions, Wi. Weighting
coefficients, ↵i, can be used to control the importance of smoothness relative to the other
directions and the value of the physical property of the model cells. Increasing one of these
directional (i=x,y, or z) weighting coefficients has the effect of a smoother model in that
direction. This model objective function minimizes the model smallness (model values)
and model flatness (first derivative of the model in x, y, and z directions). The implicit
assumption of this style of regularization is that a ’small’ and ’flat’ earth is more likely than
other types of structure.
Proceeding as shown by Sun & Li [2014] and Farquharson & Oldenburg [1993], this
objective function can be re-written as equation 3.3.




The vector xd has length N which is equal to the number of data points. The vector xi has
length Mi which depends on the dimensions of the Wi matrix. They are defined as:
xd = Wd(d
obs −G[m]) (3.4)
xi = Wim (3.5)
The choice of norm is generalized with functionals that measure the data misfit, φd and











For the resistivity method, the forward operation, G, is non-linear with respect to the con-
ductivity and therefore the minimization problem is commonly solved iteratively using the
Gauss-Newton method.
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For iterative methods, a new model solution can be expressed as the sum of the previous
model and a model update as indicated in equation 3.8.
mn = mn−1 +∆m (3.8)
Model updates will be calculated after a linearization of the problem around the previous
model iteration. A homogeneous earth will be used as an initializing model for the iterative
procedure. Re-writing 3.4 and 3.5 for model updates ∆m and iterations indicated by
superscript yields equation 3.9 and equation 3.10.
xd = Wd(d
obs −G[mn−1 +∆m]) (3.9)
xi = Wi(m
n−1 +∆m) (3.10)
Linearizing the forward operation by Taylor series expansion and keeping the first-order
term,
G[mn−1 +∆m] = G[mn] = dn ⇡ dn−1 + J(mn −mn−1) = dn−1 + J∆m (3.11)
where J is the Jacobian = ∂d
∂m
. xd can be re-written again as:
xd ⇡ Wd(dobs − dn−1 − J∆m) (3.12)
Working towards solving for model updates, the objective function is now re-written for ∆m.
φ(∆m) = φd(Wd(d
































n−1 +∆m) = 0 (3.15)
Now, collecting terms yields equation 3.16.














Equation 3.16 is a Ax = b system of equations with ∆m being the only unknown. This
system can be solved efficiently using conjugate gradient algorithms and other standard
numerical tools. The matrix A has dimensions of M x M where M is equal to the number
of cells in the discretization. The vectors x and b have M entries. The simple inversions of
Chapter 4 make use of a model discretization of 16,000 cells. Larger problems performed in
3D may use hundreds of thousands or millions of cells.
Similar to Pidlisecky et al. [2007] the regularization parameter, β, was chosen under the
discrepancy principal so that the inversion achieved the desired level of data misfit. Under
the assumption of normally distributed random noise, the data misfit should be equal to the
number of data points plus or minus the square root of twice the number of data points [Li
& Oldenburg, 2000a; Aster et al., 2011].
3.3 Norms and General Measures
The use of the sum-of-squares norm has many benefits. For example, it reduces a
quadratic minimization to a set of linear equations after differentiation. Sum-of-squares
model gradient regularization has also been favored to help avoid over-interpretation of in-
version models [Constable et al., 1987]. Conversely, the sum-of-squares norm struggles to
preserve edges. The goal of recovering blocky models has been accomplished with the use
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of alternative norms and general measures of model complexity [Farquharson & Oldenburg,
1998; Portniaguine & Zhdanov, 1999; Sun & Li, 2014]. The mathematical definition of several
useful measures will now be presented.
A norm is a functional that maps a vector to the set of real numbers with several prop-
erties. A norm is scalable, satisfies the triangle inequality, is non-negative, and has a value
of 0 only for the 0 vector.


































There is also a functional informally called the l0 norm but does not satisfy the definition
of a norm. This function is better referred to as the l0 general measure. This measure is
simply the number of non-zero elements (equation 3.21).
||~x||0 = number of non-zero elements (3.21)
There is a well known issue with these alternative measures for use in inversion [Sun
& Li, 2014]. Aside from the sum-of-squares and l2 norm, the measures are discontinuous
or non-smooth which makes the derivative undefined at some locations. This issue can be
overcome with the use of lp and l0 approximating measures which are continuous and have













where ✏ is a positive value that should be small compared to the value of interest, xi.
Figure 3.1 demonstrates that the Ekblom norm is a progressively better l1 approximation
for xi > ✏. That is, ✏ should be chosen to be smaller than the smallest value of significance
for xi. I may refer to l1 regularized inversion in later chapters for brevity instead of writing
’l1 approximating regularization’ as is appropriate for the Ekblom norm.
Figure 3.1: Approximation of the l1 norm by the Ekblom norm for p = 1.










The minimum support functional is a also a progressively better approximation to the l0
norm for xi > ✏ as demonstrated by Figure 3.2.
Figure 3.2: Approximation of the l0 measure by the minimum support functional.
3.4 Blocky Inversion
Blocky earth models are characterized by large gradients in physical property between re-
gions of constant values. Unfortunately for the recovery of blocky models, the sum-of-squares
objective function of equation 3.3, behaves to minimize model gradients and maximize model
smoothness. The recovery of blocky structure is aided by a reformulation of the objective
function. A l1 measure of model complexity allows for more blocky earth models because
large model gradients are less penalized during the minimization of the objective function.
In brief, a large model gradient squared is much larger (more penalized) than the absolute
value of that model gradient. An objective function with l1 measure of model complexity is
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The minimization of this objective function is similar to before with only a change in the
functional φi, a measure of model complexity. The measure of model complexity is now















2)p/2−1 = ↵iRixi (3.26)
The derivative of the model complexity measure yields equation 3.26. This derivate can
be expressed as a the same derivative for the sum-of-squares norm with the a modification
from matrix Ri. Here, Ri is a diagonal matrix that depends on the choice of norm. The





n−1 +∆m))2 + ✏2]p/2−1 (3.27)
An assumption is made that Wi∆m is small and can be discarded. Observe that for p=2
the re-weighting matrix reduces to the identity matrix and the same solution for the model
update as in the sum-of-squares inversion is recovered (equation 3.16).
A modification of equation 3.24 where ↵s = 0 leads to the total variation regularized
objective function shown in equation 3.28. The total variation measure of model complexity














































Minimum gradient suport is another type of regularization that has been shown to recover
blocky models [Portniaguine & Zhdanov, 1999]. The model objective function is a l0 measure
of model gradients. Conceptually, the minimum gradient support inversion minimizes the
number of model gradients. It is insensitive to the magnitude of the model gradients. Con-
sider the application of this norm to potential field surveys. The data has no fundamental
discrimination between a large weak source and a strong small source. This is evident from
the gravity response of a sphere and an appropriately chosen point source. The minimiza-
tion of the number of boundaries for potential field inversions leads to a collection of point
sources and is geologically unlikely. Portniaguine & Zhdanov [1999] addressed this with an
additional constraint on the upper bound of the gravity contrast. In effect, the upper bound
controls the volume (and the edges) of the recovered body. This additional constraint is
difficult or costly to obtain in practice. It may also be fruitless to apply this constrained
minimum gradient support inversion for domains with many source bodies or complicated
geology. The density contrast for each body and the appropriate domain partitions would
have to be known a priori and which was a large part of the original goal of performing an
inversion. In contrast, the DC resistivity method has fundamental sensitivity to the depths
and edges of the bodies. The multiple current pathways from many transmitter points has
the ability to discriminate between a large weakly conductive (or resistive) body from a small
and strongly conductive (or resistive) body.
































































The Ri matrix has diagonal entries given by vector Ri:
Ri =
2✏
([Wi(mn−1 +∆m)]2 + ✏2)2
(3.32)
Again, Wi∆m is discarded. An early description of the R matrix as a modification or re-
weighting of a least-squares inversion was given by Scales et al. [1988]. The additional cost of
forming the re-weighting matrix is minimal in computing time and memory. This diagonal
matrix can be stored efficiently as a sparse matrix and the necessary matrix multiplication is
fast because theWi matrices are also sparse. For my implementation, there was no noticeable
difference in run time between the sum-of-squares regularized inversion and the inversions
using blocky regularization.
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The solution to the minimization problem for the use of these general measures is now
written in equation 3.33. Here, J is the Jacobian and dn−1 is the data predicted from the
previous iteration’s model, mn−1. As before, this Ax = b linear system of equations can
be solved with conjugate gradient or other numerical solvers. The incorporation of prior
information can be accomplished with a reference model by replacing m with (m−mref ) in
all equations.
3.5 Summary
In this chapter I described the use and utility of Tikhonov regularized inversion. I ex-
plained a form of smooth-model regularization and the derivative based minimization of a
total objective function. I then generalized the measurement of model size or complexity with
alternatives to the sum-of-squares norm. The method of minimizing an objective function
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with lp and l0 approximating norms was also explained. The threshold parameter needed for
these alternative norms was described. The iterative method of solving for model updates
was outlined and shown to have a common framework across the varying measures of model
complexity. The l1 and l0 measures of model gradients were shown to penalize model gradi-
ents in ways different from the sum-of-squares norm. In summary, l1 and l0 regularization




EXPLORING THE EFFECT OF DIFFERENT OBJECTIVE FUNCTIONS
Synthetic modeling is the process of applying the forward operation to a specific earth
model and discretization to obtain a set of simulated data. This is useful because it allows
for inversion experiments by comparing the solutions with the known model. In this way,
I will explore the strengths and weaknesses of different inversion schemes in a controlled
environment.
In chapter 4, I will apply the theory developed in Chapter 3 to a series of increasingly
challenging exploration scenarios. The first scenario is a simple, shallow block in a uniform
background with sparse drillhole information. The second exploration scenario is a series
of dipping bodies with great depth extents. In both scenarios, the edges and structure of
the bodies are of primary concern. The goal of chapter 4 is to investigate the conditions
under which different inversion schemes succeed or fail at imaging these features of interest.
I reported similar results at the 2017 SEG Annual Meeting in Houston [Paré & Li, 2017].
4.1 Block with Sparse Drillhole Information
Consider the following exploration problem. A single drillhole pierces a shallow buried
conductor at its top and bottom boundaries (Figure 4.1). Precious metals are predicted to
occur at the lateral edges of the conductor according to a deposit model. A resistivity survey
is planned with the primary goal of imaging the boundaries of this conductor. Succesful
imaging of the boundaries will save a great deal of money in drilling costs. A smooth model
inversion and a blocky model inversion will be compared and assessed for this goal.
Data from a pole-dipole survey with 8 channels and a 50-m receiver dipole length was
synthesized using the forward operation applied the resistivity model (Figure 4.1). An open-
source simulation package called SimPEG was used to perform a 2D forward operation and
sensitivity calculation [Cockett et al., 2015]. Normally distributed random noise with a
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Figure 4.1: A buried conductive block in an uniform background with drillhole indicated in
white.
standard deviation of 5% of the datum magnitude was added to the synthetic data before
all inversions. The data from simulation and the noise contaminated data are displayed as
apparent resistivity pseudosections in Figure 4.2. A target misfit of N ±
p
2N was achieved
for all presented inversion models where N = 472, the number of data points.
A smooth model inversion with an objective function of equation 3.2 and a uniform
reference model was performed on the noisy dataset. The noise contaminated data, the
data predicted from the recovered model, and a difference map are shown as pseudosections
in Figure 4.3 after transform to apparent resistivity. A good match is achieved and the
difference appear spatially uncorrelated. The true resistivity and the recovered model are
displayed in Figure 4.1 and Figure 4.4 respectively. A close inspection of this model is
worthwhile. Observe that the conductor is correctly centered but as too large a body with
too high resistivity values. In short, the recovered body is smooth and consistent with the
gradient minimizing regularization but inconsistent with the sharp edges of the block. There
are some near-surface artifacts that are a result of the survey footprint. There is also a
conductive shadow in the lower left due to survey geometry where the far offset dipoles
detect the conductor while the transmitter electrode is still far left of the conductor. If
the primary goal of exploration is to locate the conductor, then this would be a successful
inversion. However, for this scenario, the blurry recovery of edges fails to provide the desired
structural information.
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Figure 4.2: Pseudosections of apparent resistivity for the buried block model: a) displays
the noise free data from simulation of the survey, b) displays the noise contaminated data,
and c) displays a difference map.
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Figure 4.3: Pseudosections of apparent resistivity for the buried block model: a) displays
the noise contaminated synthetic data, b) the predicted data from the unconstrained sum-
of-squares regularized inversion model, and c) displays a difference map.
Figure 4.4: Recovered model from a sum-of-squares regularized inversion for the buried block
scenario.
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A common way to incorporate drillhole information is the use of a reference model.
This was done in the next inversion with a strip of true resistivity values inserted into the
previously used uniform reference model. Pseudosections of the synthetic, noisy data are
displayed in Figure 4.5 with the data predicted from this inversion’s recovered model and a
difference map. The observed and predicted data match well. The result of this inversion is
displayed in Figure 4.6. The similarity between the two recovered models (Figure 4.4 and
Figure 4.6) is considerable. The effect of the drillhole measurements is small because the
sensitivity of the data to these small number of cells is insignificant. The only improvement of
the model is located at the drillhole location within the conductor. There is no improvement
in the model away from the drillhole and there is no improvement in recovery of the top
or bottom boundary. What value has been added by the drillhole measurements? Does it
justify the cost of laboratory measurements?
Figure 4.5: Pseudosections of apparent resistivity for the buried block model: a) displays
the noise contaminated synthetic data, b) the predicted data from the drillhole constrained
sum-of-squares regularized inversion model, and c) displays a difference map.
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Figure 4.6: Recovered model from a sum-of-squares regularized inversion with a drillhole
informed reference model for the buried block scenario.
Figure 4.7: Pseudosections of apparent resistivity for the buried block model: a) displays
the noise contaminated synthetic data, b) the predicted data from the drill hole constrained
total variation regularized inversion model, and c) displays a difference map.
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Figure 4.8: Recovered model from a l1 regularized inversion with drill hole reference for the
buried block scenario.
To restate, the direct injection of a small amount of location specific resistivity values
into the inversion added minimal value. A better understanding of the co-variance of the
resistivity distribution may allow these sparse resistivity measurements to be expanded and
extended away from the drillhole such that a real improvement in the model is possible. Un-
fortunately, this typically requires many drillholes. Again, what is the point of the inversion?
What is the value added if one already has the extensive drilling needed to understand the
co-variance of the resistivity distribution.
I propose using the drillhole information in another way. I observe the sharp changes in
the drillhole and form a geologic concept of sharp resistivity throughout the model domain.
In this way, I extend and extrapolate the structural information of the drillhole without fully
specifying the locations of these sharp boundaries. This sharp or blocky concept will now be
encouraged by performing a l1 regularized inversion. The inversion will solve for these sharp
boundaries. Therefore, I hope to add value by achieving an improved model at a distance
from the drillhole.
In Figure 4.7, apparent resistivity pseudosections of the noise contaminated synthetic
data, the data predicted from this inversion, and a difference map are shown. The observed
data are well matched. The recovered model from a total variation regularized inversion
(equation 3.28) is displayed in Figure 4.8. Observe the sharper edges and the better recovery
of the true resistivity of the block, the depth of burial, and the uniform background. These
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all have important consequences for exploration. Accurate imaging of edges is obviously
important for structurally hosted deposits. A closer match of the resistivity may provide
a better indication of the sulphide content. The more uniform background recovered by
this inversion helps to prevent interpretation of inversion artifacts. Some small amount of
smoothing of the edges of the block are observed in this recovered model. It is important to
recognize that the total variation inversion is still minimizing model gradients and retains
an element of smoothness.
Figure 4.9: Quantifying the recovery of the buried block resistivity model: (a) The l2 and
l1 norm of the difference between true and recovered models, (b) The correlation co-efficient
between the true and recovered models.
In Summary, the blocky concept derived from the drill hole information was applied
evenly across the model domain and improvement in the model is observed away from the
drillhole. The improvement was achieved because my conceptual understanding of blocky
resistivity, informed and extrapolated from the drillhole, better matched the behavior of the
true model. To my knowledge, this formal extension of structural information away from
the drillhole is new. The model improvement was quantified in several ways and plotted
in Figure 4.9. The l2 and l1 norm of model discrepancy (Figure 4.9a) shows that the total
variation regularization provides a better recovery of the true resistivity model than the sum-
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of-squares regularization. The correlation co-efficient (Figure 4.9b) for the total variation
regularized inversion is also better than the sum-of-squares regularized inversions. The more
accurate recovery of the conductive block’s edges satisfies the primary goal of exploration in
this exploration scenario. The edges can be drilled will greater accuracy and few near-misses.
This geophysical survey is now successful in its primary goal.
4.1.1 Smooth Conductive Body
In an extension of the previous experiment I wish to learn about the consequences of a
wrong assumption and a misinformed geologic concept. I will perform a blocky inversion for
data from a survey over a model with a buried and smooth body. The true model is shown in
Figure 4.11. Data from this model was synthesized for a pole-dipole survey with 8 channels
and 50-m potential dipoles. Normally distributed random noise with a standard deviation
of 5% of the datum magnitude was added before inversion. The displayed inversion result
achieved the target misfit.
The synthetic noisy data, the data predicted from the recovered model, and a difference
map is displayed in Figure 4.10 as pseudosections of apparent resistivity. The predicted
data well matches the observed data. The recovered model from a total variation inversion
(equation 3.28) is displayed in Figure 4.12. I observe a poor recovery of the edges and
the bottom of the conductive body but clearly see the smooth character of the true body.
We have already observed that the total variational inversion can recover a sharp block in
Figure 4.8. I interpret these findings to conclude that the total variation regularization has
some flexibility to image both smooth and blocky bodies. I deduce that the difference in
data produced from a sharp block and a smooth body is resolvable by the l1 regularized
inversion under the proper circumstances. In other trials, with less smooth bodies or deeper
bodies my total variation regularized inversions were unable to detect the smoothness of the
causative body. Conversely, I have found that sum-of-squares inversions can not distinguish
between smooth and blocky buried bodies. A similar finding was reported by Sun & Li [2014]
and exploited for the simultaneous recovery of blocky and smooth bodies.
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Figure 4.10: Pseudosections of apparent resistivity for the smooth conductor model: a)
displays the noise contaminated synthetic data, b) the predicted data from the total variation
regularized inversion model, and c) displays a difference map.
Figure 4.11: Smooth conductive block in a uniform background.
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Figure 4.12: Recovered model from a total variation regularized inversion for the smooth
block scenario.
4.2 Dipping and Buried Bodies
The next more challenging mineral exploration scenario is described by multiple dipping
bodies with great depth extent and a conductive block near the depth of exploration of the
survey (Figure 4.13). In this case, a co-incident drillhole is not assumed. I will assume,
however, that some a priori knowledge is available in the form of offline drillholes or geologic
mapping that indicates sharp resistivity boundaries. In this scenario, I have high confidence
in the geologic concept but do not have the detailed geo-located information that is needed
for an accurate reference model. The primary goal of exploration is structural mapping
and direct detection of precious metals is not expected. Additionally, I wish to explore
the limitations of the particular survey array and the depth of exploration in this more
challenging scenario. Measurements from a pole-dipole resistivity survey with 8 channels and
50-m potential dipoles were simulated by applying the forward operation to the resistivity
model of Figure 4.13. Normally distributed random noise with a standard deviation of
5% of the datum magnitude was added to the dataset before inversion. The electric field
measurements predicted by the forward operation were transformed into apparent resistivity
values and plotted in Figure 4.14 as a pseudosection along with the noise contaminated data
and a difference map. All subsequently presented inversion models fit the data to the same
degree.
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Figure 4.13: Resistivity model containing dipping bodies with great depth extent and a
buried conductor.
Figure 4.14: Pseudosections of apparent resistivity for the dipping bodies model: a) displays
the noise free data from simulation of the survey, b) displays the noise contaminated data,
and c) displays a difference map.
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Figure 4.15: Pseudosections of apparent resistivity for the dipping bodies model: a) dis-
plays the noise contaminated synthetic data, b) the predicted data from the sum-of-squares
regularized inversion model, and c) displays a difference map.
Figure 4.16: Recovered model from sum-of-squares regularization inversion for the dipping
body scenario.
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A smooth model inversion (equation 3.2) was performed on this synthetic, noise-contaminated
dataset. The synthetic data, the data predicted from the recovered model, and difference
map are shown in Figure 4.15. The recovered model is displayed in Figure 4.16. The bodies
are well centered and have smooth edges but are inconsistent with my geologic concept. I
observe an increasing smoothness with depth. This is beneficial in some ways; it provides
an intuitive impression of a loss of resolution with depth. This is certainly true of resistivity
data from surface surveys. It is also misleading. Is the body growing with depth? Will a
economically favorable body appear inappropriately large at depth? The central conductive
block is rounded and less conductive than the true block. Judging the depth of investigation
from this smooth model directly is also difficult. Depth of investigation estimation using
methods such as Oldenburg & Li [1999] would require multiple inversions. Attempting to do
a structural interpretation of this model would be challenging because the recovered model
indicates a circular body in the middle and dipping bodies that grow with depth.
Minimum gradient support regularization was utilized in the next inversion. The objec-
tive function was modified from Chapter 3 to include the minimization of model gradients in
diagonal directions [Farquharson, 2007] to aid the recovery of the dipping bodies (equation
4.1). The simulated, noise contaminated data is represented in Figure 4.17a along with values
predicted from the inversion’s model (Figure 4.17b), and a difference map (Figure 4.17c)in
the form of apparent resistivity pseudosections. The recovered model is displayed in Fig-
ure 4.18. There is much to be learned from this inversion result. The true resistivity of each
body is more closely recovered and the background is more uniform. This is a very valuable
outcome. If the true resistivity is recovered over a large portion of the shallow model, then
there is a better chance of the enhanced recovery at depth. Recall the issue of MGS for
potential fields from chapter 3 and observe that this ambiguity of source depth and property
value is not present in this recovered resistivity model (point sources were not recovered).
The edges of the dipping conductors are sharp and there is a distinctive v-shaped pattern
to the bodies with depth. The v-patterns are actually a beneficial behaviour of minimum
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gradient support regularization. The minimization of boundaries has the effect of shrinking
bodies with depth. Stated differently, in regions of low sensitivity where the regularization
dominates the model characteristics, a sharp minimization of the boundary occurs. This
characteristic shape gives an immediate indication of the depth of investigation of the sur-
vey. With this knowledge, I can infer that the depth of investigation is close to 150 m at the













































Figure 4.17: Pseudosections of apparent resistivity for the dipping bodies model: a) displays
the noise contaminated synthetic data, b) the predicted data from the minimum gradient
support regularized inversion model, and c) displays a difference map.
There are some negative aspects to this inverted model. The central conductive block is
poorly recovered. There are some short wavelength artifacts of rapidly changing resistivity.
The model also appears to have equal resolution at the bottom of the model as the top; this
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Figure 4.18: Recovered model from minimum gradient support regularized inversion for the
dipping body scenario.
can be misleading.
It is clear that the smooth model regularization and the minimum gradient support
regularization have differing strengths and weaknesses. In a way, these regularization choices
have complimentary strengths and weaknesses. This observation motivates the next inversion
where I combine the sum-of-squares measures of model structure with the minimum gradient
support measure (equation 4.2). Here the scalars γ1 and γ2 control the relative weight of the







































































In this inversion with a composite model objective function, the magnitude of model gra-
dients and model values are minimized simultaneously with the number of model gradients.
Pseudosections of the apparent resistivity from the synthetic noisy data is compared against
the values predicted from this composite regularized inversion in Figure 4.19 and found to
well match in the misfit map. The recovered model from this composite regularization is
displayed in Figure 4.20. I observe the strengths of both styles of regularization and less of
the weaknesses. The true resistivity values are more closely matched, the edges are sharper
than the smooth model inversion, and the central conductor is better recovered. The depth
of investigation is indicated by shrinking bodies, the short wavelength artifacts are absent,
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and a structural interpretation is easier. This is a new approach to model regularization and
unreported in literature to the best of my knowledge.
Figure 4.19: Pseudosections of apparent resistivity for the dipping bodies model: a) displays
the noise contaminated synthetic data, b) the predicted data from the composite regularized
inversion model, and c) displays a difference map.
The improvement from the composite regularized inversion is quantified in Figure 4.21.
The composite regularized inversion has the lowest l2 and l1 norm of model discrepancy
(Figure 4.21a) and the highest correlation coefficient (Figure 4.21b) when compared to the
true model. The economic value of this improved recovery of edges is clear for deposits hosted
at geologic contacts with a sharp resistivity contrast. This composite result also provides a
better discrimination of the conductors; this can help vector towards higher metal content
when sulphide content controls the resistivity.
The relative weight (γ1 and γ2) of each measure of model complexity was balanced such
that approximately 90% was contributed by the minimum gradient support and about 10%
by the sum-of-squares measure. This ratio was chosen because the a prior geologic concept
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Figure 4.20: Recovered model from composite regularized inversion for the dipping body
scenario.
Figure 4.21: Quantifying the recovery of the deep and dipping resistivity model: (a) The
l2 and l1 norm of the difference between true and recovered models, (b) The correlation
coefficient between the true and recovered models.
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was one of sharp resistivity. I see a conceptual parallel between the tradeoff in a regularized
inversion and this composite regularization. In the same way that regularization stabilizes
an inversion, I find that a small amount of sum-of-squares regularization can stabilize the
minimum gradient support regularization. Since the MGS is insensitive to the magnitude
of model gradients, noise can create implausible cells of extreme resistivity or conductivity.
The contribution of a small amount of sum-of-squares regularization helps to prevent single
cell artifacts and which contribute little to the MGS measure of model complexity.
4.3 Summary
In chapter 4, I presented a series of exploration scenarios for resistivity inversion. I
introduced my idea of a concept of blocky resistivity that is encouraged evenly over the model
domain with blocky regularization. I demonstrated that a total variation regularization can
improve recovery of a block body and its edges. The ability of the l1 regularization to
detect smooth bodies was also explained. I found that sum-of-squares regularization and
minimum gradient support regularization have complimentary strengths and weaknesses
in recovering deep and dipping bodies. I showed that these regularization styles can be





A demonstration of an inversion with real-world field data is an important step in order
to gain confidence in the algorithm. This chapter begins with a brief description of the
study area and geology of the Sabajo gold deposit in Suriname. I will describe the resistivity
survey that was performed at Sabajo. Two lines of data are inverted with smooth model
regularization and blocky regularization and then compared with each other and drilling
logs. I discuss the economic value of multiple inversions and summarize the key findings.
5.1 Geologic Setting and Resistivity Survey
The Sabajo gold deposit is located in the Para district of northeastern Suriname near the
operating Merian gold mine. Sabajo and Merian are orogenic gold deposits in the Archean
and Proterozoic rocks of the Guiana Shield [Blaha et al., 2013]. The Sabajo Project occurs
within a series of low hills of moderately steep topography and separated by streams and
creeks [Blaha et al., 2013]. As is common in tropical regions, saprolite is the dominant near-
surface geologic unit. Saprolite is a layer of soft clays from heavily weathered and altered
rock. Beneath the saprolite is a layer of partially weathered rock known as saprock and which
retains some of its original minerals. The third layer is generally fresh competent rock. In
the area surrounding Sabajo, the bedrock is made of meta-volcanic or meta-sedimentary
rocks. Similar to the Merian deposit, the Sabajo mineralization is structurally controlled.
Gold ore is coincident with high angle quartz veins, breccias, and stockwork and is highly
correlated with the Cassador fault [Brown et al., 2017]. Low-angle faults and veins are also
present in the region. The shallow, soft, and oxidized zones of mineralization in the saprolite
and saprock are ideal for open-pit mining while the mineralization at depth in fresh rock
may be accessible by underground mining.
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A DC and IP campaign was carried out over the Sabajo deposit. The surveying was
comprised of a series of cross-strike 25-m dipole-dipole lines with a 10 channel receiver. The
lines under inspection were chosen because of their proximity to drillholes. The DCIP2D
forward modelling and inversion library under an academic license was utilized for this
chapter [Li et al., 1997]. The code developed in Chapter 4 was unavailable because its
forward modeller uses a 2D solution and is not sufficient for field data. The DCIP2D library
uses a 2.5D solution for the forward calculations. This library contains an option for l1
regularization but not the l0 or the composite regularization developed in Chapter 4.
5.2 Line 8400E
The first line of data under consideration is a 2-km line called Line 8400E by its local
co-ordinate reference system. An inversion was performed on the 720 measurements with
regularization provided by sum-of-squares measures of model smallness and flatness (equation
3.2 . The model domain was discretized with a cell size of 12.5m in x and 6m in z for the
core modelling region. The convergence curves for this inversion are shown in Figure 5.1 and
we observe the expected decrease in data misfit and increase in model structure.
Figure 5.1: Convergence curve for the sum-of-squares regularized inversion of L8400E. The
target misfit of N=720 is indicated by the dashed blue line.
47
Figure 5.2: A comparison of pseudosections for L8400E: a) the observed data, b) the pre-
dicted data from the sum-of-squares regularized inversion model, and c) a data misfit map.
A Gaussian noise model was utilized for the inversion of the field data from Sabajo.
Each datum was assigned an uncertainty of 9% of the datum magnitude plus a fixed value
of 0.01 Volts. The 9% value was chosen from an estimation of the uncertainty in the electric
field measurements due to electrode position inaccuracies. The fixed value was chosen from
repeatability statistics of the measurement. This noise model is a simplification of a great
many sources of error (natural electric field activity, instrument sensitivity, electrode effects,
and more) but has been used extensively [Oldenburg & Li, 1994; Pidlisecky et al., 2007] in the
absence of a detailed understanding of the site specific sources of error. These estimations
of the standard deviation of the data are incorporated into the inversion through the Wd
re-weighting matrix in equation 3.2. Pseudosections of the observed data, the predicted data
from the inversion result, and a difference map is shown in Figure 5.2. The predicted data
has a good overall match with the observed data. The recovered model is displayed in
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Figure 5.3: Recovered model from a sum-of-squares regularized inversion for L8400E.
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Figure 5.3 with a drill hole trace superimposed and a sensitivity based depth cutoff. South
is in the direction of small x values and North is in the direction of large x values.
My interpretation of this section is based on the previously mentioned three-layer geologic
model. The near-surface saprolite is recovered by cells with >1000 Ω-m resistivity. This
observation can be explained by reports [Blaha et al., 2013] that the clay-rich near surface
also contains drained sands and gravelly sand. The resistive features at depth are interpreted
to be fresh rock. The deeper conductive features of this section are explained by regions of
highly fractured and quartz-veined rock with large yields of groundwater [Blaha et al., 2013].
To summarize, the primary control on earth resistivity for this area is groundwater and the
lithology is a secondary control. The volume of groundwater is controlled by the presence of
fractures and veins and is coincident with sulphide and gold mineralization. The relationship
between the petrophysics and the mineralized zones is ideal for the discovery of economic
resources with resistivity mapping. The broad, buried conductor centered at x=9900m is
the Cassador fault. The plotted drill trace shows good agreement between the lithology and
resistivity model. The other conductive features at x=8750m, x=9000m, and x=10400m may
be additional fault zones or associated with groundwater from stream and river channels.
The sharp boundaries in the drillhole log motivated the creation of a blocky resistivity
concept. With the lessons learned from Chapter 4, I decided to invert the data from L8400E
with l1 measures of model smallness and flatness (equation 3.24). The convergence curves and
data pseudosections are displayed in Figure 5.4 and Figure 5.5, respectively. The inversion
achieves the desired misfit and there is a good agreement between observed and predicted
data. The result of the l1 regularized inversion is shown in Figure 5.6 with the same depth
cutoff as the previous inversion. The traits of a blocky inversion are observed in Figure 5.6:
piece-wise constant resistivity, sharper edges, and more confined bodies. Like the sum-
of-squares regularized inversion, this l1 regularized inversion shows a good match between
the drillhole lithology and the resistivity model. The boundary between the saprolite and
fractured rock near the drillhole is shallow enough to be well imaged by both inversions.
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Figure 5.4: Convergence curve for the l1 regularized inversion of L8400E. The target misfit
of N=720 is indicated by the dashed blue line.
Figure 5.5: A comparison of some pseudosections for L8400E: a) the observed data, b) the
predicted data from the l1 regularized inversion model, and c) a data misfit map.
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Figure 5.6: Recovered model from a l1 regularized inversion for L8400E.
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I believe that most of the value added by performing the l1 regularized inversion is in the
deeper part of this section. After demonstrating that the l1 regularization does a better
job of matching resistivity values in Chapter 4, I expect the conductive bodies are better
discriminated in this inversion. I now judge the conductors at x=8750m, x=9000m to be
more resistive, less fractured, and less likely to host mineralization than indicated by the
smooth model inversion.
It is now worthwhile to consider the inverted models from the perspective of an eco-
nomic geologist whose job is to produce a resource estimate. With a single successful drill
intersection of mineralized breccia, he may want additional drilling to discover the extent
of the mineralized zone. Specifically, it may be desirable to intersect the lateral edges of
this zone. Figure 5.7 displays a comparison of the inverted models at a larger scale. The l1
model shows steeper contacts and this is more consistent with the geologic observations of
vertical faulting. The l1 model also displays sharper edges and more distinct zoning within
the conductor. I would recommend to the geologist a new drillhole at x=9750m and dipping
to the north for the best chance at intersecting the vertical boundary imaged at x=9800m
by the blocky model. If we only had the smooth model inversion to work with, there is a
danger of placing the drillhole too far south and attempting to intersect a boundary that
has been falsely imaged as growing with depth. We don’t have further drilling available to
confirm this interpretation but is reasonable considering the lessons learned in Chapter 4.
5.3 Line 9800E
Line 9800E was chosen for a second comparison between smooth model and blocky inver-
sion. This line is approximately 1km in length and 1.4km along strike from Line 8400E. The
model domain was discretized with cells 12.5m long in x and 6m deep in z. A sum-of-squares
regularized inversion of the 392 observations was performed. The convergence curves and
pseudosections are shown in Figure 5.8 and Figure 5.9, respectively. The desired misfit of
392 was achieved, the predicted data well matches the observed data, and the misfit map is
near zero. The recovered model from this sum-of-squares inversion is shown in Figure 5.10
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(a) Magnified image of drill trace with sum-of-squares regularized
inversion model.
(b) Magnified image of drill trace with l1 regularized inversion
model.
Figure 5.7: Magnified comparison of L8400E inversion results for the region containing a
drillhole.
54
Figure 5.8: Convergence curve for the sum-of-squares regularized inversion of L9800E. The
target misfit of N=392 is indicated by the dashed blue line.
Figure 5.9: A comparison of pseudosections for L9800E: a) the observed data, b) the pre-
dicted data from the sum-of-squares regularized inversion model, and c) a data misfit map.
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Figure 5.10: Recovered model from a sum-of-squares regularized inversion for L9800E.
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with a sensitivity based depth cutoff. Similar to Line 8400E, I observe the shallow saprolite as
a resistive layer. The buried conductor centered at x=9900m is fractured, faulted, conductive,
and hosts sulphide and gold mineralization.
The data was inverted again with the l1 measure of model smallness and model gradients.
The same discretization was used. The convergence curves are displayed in Figure 5.11. The
l1 regularized inversion achieves the desired misfit of 392. The observed data, predicted data,
and data misfit is displayed in Figure 5.12 as pseudosections; a good data match is achieved.
The recovered model from this l1 regularized inversion is displayed in Figure 5.13. This
section is similar to the sum-of-squares inverted model but the differences are interesting
and worth considering. The boundaries are sharper and the conductive bodies have more
uniform resistivity. The conductive body that spans x=9800m to x=10200m shows more
internal seperation. The earth at x=9900m is noticeably more conductive than the earth at
x=10100m and may indicate the degree of fracturing or the vein density. This observation
is more easily made from the l1 regularized inversion model. It is difficult to verify my
interpretation without knowing the earth’s true resistivity but is consistent with the results
of Chapter 4. It is possible to draw some other conclusions. The two models equally well
fit the data, therefore, the discrepancies are due to the regularization and the underlying
assumptions made about the nature of the resistivity distribution. The better model is the
one with regularization that more closely matches the true earth. However, the multiple
images provide a visual indication of the uncertainty in the recovered models. The areas
of great similarity imply that the data highly controls the recovered model. The zones
of dissimilarity indicate a lack of sensitivity in the data and the influence of the model
regularization.
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Figure 5.11: Convergence curve for the l1 regularized inversion of L9800E. The target misfit
of N=392 is indicated by the dashed blue line.
Figure 5.12: A comparison of pseudosections for L9800E: a) the observed data, b) the
predicted data from the l1 regularized inversion model, and c) a data misfit map.
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Figure 5.13: Recovered model from a l1 regularized inversion for L9800E.
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A magnified comparison of the sum-of-squares regularized inversion result and the l1
regularized inversion model is shown in Figure 5.14. We observe sharper edges and blockier
resistivity in the l1 result. Both models have good agreement with the drillhole log but there
are a few differences. The conductor which is logged as interbedded breccia and mudstone
is more compact and more conductive in the l1 result. I expect this to be closer to the
earth’s true resistivity distribution because I have seen how sum-of-squares regularization
can produce too-large and too-diffuse bodies. It is easier to make a structural interpretation
of the blocky inversion result because it appears to be partitioned into zones of constant
resistivity. I view this inversion result as the recovery of a finite number of distinct bodies
that explains the data and better for a structural interpretation. In contrast, it is difficult to
judge what is a distinct body and what is connected in the sum-of-squares recovered model.
It is important to mention that performing a second inversion of the same dataset is
nearly free compared to the cost of collecting data. It is common for exploration teams to
return to the field to collect infill data in order to obtain higher resolution and more accurate
models. We can put a dollar value on the cost of additional data for better models while
performing blocky inversion can reproduce some of the same benefits for free. To clarify
my point, nothing can replicate the benefits of additional and more detailed surveying, but
some fraction of the value of the additional measurements can be obtained for free by using
l1 regularization for regions with blocky resistivity.
5.4 Summary
In this chapter I introduced the orogenic gold deposits of Merian and Sabajo located
in the country of Suriname. The gold concentrations are structurally controlled and are
excellent candidates for imaging with resistivity surveying. The 8400E line of dipole-dipole
measurements were inverted with sum-of-squares and l1 regularization and compared. Both
inversion well matched the drill log but sharper edges were detected in the blocky inversion
and the recovered resistivity model was more consistent with the geologic knowledge. A sec-
ond line called 9800E was inverted with sum-of-squares and l1 regularization and compared.
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(a) Magnified image of drill trace with sum-of-squares regularized
inversion model.
(b) Magnified image of drill trace with l1 regularized inversion
model.
Figure 5.14: Magnified comparison of L9800E inversion results for the region containing a
drillhole.
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I judge that the l1 regularized inversion is more useful for structural interpretations because
the edges are more distinct and the blockier image can help prevent over interpretation.
The use of multiple inversions with diverse measures of model complexity was discussed in
the context of model uncertainty. The discrepancies between the multiple recovered models




The use of DC resistivity imaging for structural mapping is becoming more common
because of the trend towards mineral exploration under cover. The primary goal in these
projects is not to directly detect the concentrations of resources but to explore the larger
geologic setting that can host a deposit. The commonly used sum-of-squares regularized
inversion struggles in these problems because of its tendency to smooth and round edges in
the recovered model. To address this shortcoming, I implemented a resistivity inversion that
has a flexible framework and can utilize several measures of model complexity for blocky or
smooth model recovery.
After assessing my algorithm with synthetic modelling and inversion I have made the
following conclusions. The minimization of model values and model gradients in a l1 sense is
well approximated with the Ekblom norm. I found that this style of inversion improved the
recovery of edges at depth and produced a better recovery of the resistivity of distinct bodies.
The l1 regularization also has the ability to discriminate between smooth and blocky bodies
in some cases. Furthermore, I have shown that the minimum gradient support regularization
performs well for resistivity inversion and does not suffer the same limitations as potential
field inversions. I introduced a new, composite regularized inversion that simultaneously
minimizes a smooth model objective function and a blocky model objective function. This
novel inversion exhibited the strengths of both smooth and blocky regularization with dimin-
ished weaknesses of each. In addition to these findings, I explained that the computational
cost of these various edge-preserving inversions is not cost prohibitive. Furthermore, I find
that the choice of measure of model complexity is a vehicle for injecting non-located prior
information. If we limit our inversions to only incorporate precisely located and measured
quantities, we are limiting the amount of value that can be added to an exploration project.
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Field data from the Sabajo deposit in Suriname was inverted with sum-of-squares smooth
model regularization and l1 regularization. Both methods displayed good agreement with
drill hole logs although the l1 regularization recovered sharper boundaries between the sapro-
lite and the fractured rock. I explained that multiple inversions of the same data with diverse
measures of model complexity adds value to the project by leveraging the results against each
other. The discrepancies in the recovered models give an indication of model uncertainty.
I showed that diverse measures of model complexity allow us to challenge our assumptions
about the character of the earth’s resistivity distribution. We gain an appreciation for what
is possible when fitting our data.
6.1 Future Work
This research endeavor would benefit from further work in several directions. It would
be instructive to apply the developed method in 3D. Another worthwhile exercise would
be to compare recovered models from a field site with multiple drill holes and intersections
of deeper resistivity boundaries. I believe that the strengths and weakness of each style
of inversion would become more clear than the Sabajo example. The mapping of faults at
depth is an important problem for many industries (mining, geotechnical, environmental).
A valuable project would attempt to image these planar structures with greater resolution
such that variations in dip and strike were detected.
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