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ABSTRACT  
   
Bioparticles comprise a diverse amount of materials ubiquitously present in 
nature. These include proteins and liposomal structures on the nanometer scale to 
aerosolized biological debris that can be orders of magnitude larger.  In efforts to 
contribute to the investigation and exploitation of bioparticles, the work presented in this 
dissertation focuses on the study of electrokinetic properties of liposomes and novel 
applications of bioaerosol analysis.  
Using immobilized lipid vesicles under the influence of modest (less than 100 V 
cm
-1
) electric fields, a novel strategy for bionanotubule fabrication with superior 
throughput and simplicity was developed.  Fluorescence and bright field microscopy was 
used to describe the formation of these bilayer-bound cylindrical structures, which have 
been previously identified in nature (playing crucial roles in intercellular communication) 
and made synthetically by direct mechanical manipulation of membranes.  In the 
biological context, the results of this work suggest that mechanical electrostatic 
interaction may play a role in the shape and function of individual biological membranes 
and networks of membrane-bound structures.  A second project involving liposomes 
focused on membrane potential measurements in vesicles containing trans-membrane pH 
gradients. These types of gradients consist of differential charge states in the lipid bilayer 
leaflets, which have been shown to greatly influence the efficacy of drug targeting and 
the treatment of diseases such as cancer.  Here, these systems are qualitatively and 
quantitatively assessed by using voltage-sensitive membrane dyes and fluorescence 
spectroscopy.  
Bioaerosol studies involved exploring the feasibility of a fingerprinting 
technology based on current understanding of cellular debris in aerosols and arguments 
regarding sampling, sensitivity, separations and detection schemes of these debris. 
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Aerosolized particles of cellular material and proteins emitted by humans, animals and 
plants can be considered information-rich packets that carry biochemical information 
specific to the living organisms present in the collection settings.  These materials could 
potentially be exploited for identification purposes.  Preliminary studies evaluated protein 
concentration trends in both indoor and outdoor locations.  Results indicated that 
concentrations correlate to certain conditions of the collection environment (e.g. extent of 
human presence), supporting the idea that bioaerosol fingerprinting is possible. 
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CHAPTER 1 
INTRODUCTION 
Bioparticles: From Proteins to Aerosolized Biological Debris 
 Particles of biological origin comprise a vast amount of material omnipresent in 
nature.  Their size can range from a few nanometers to orders of magnitude larger.  From 
proteins to aerosolized biological debris, bioparticles have important roles spanning from 
regulating cellular functions to possibly influencing global climate.
1
  Understanding their 
structures, functions, and properties provides the necessary tools to expand our 
fundamental knowledge of biological systems and exploit them for useful applications.  
 Over the centuries, the study of bioparticles has entailed countless scientific 
efforts and the integration of a variety of disciplines such as chemistry, physics, and 
biology.  As more technology becomes available, bioparticle studies continue to gain 
momentum resulting in many relevant innovations.  For instance, the invention of the 
microscope in the sixteenth century led to the discovery of bacteria and other 
microorganisms which greatly impacted our understanding of disease states.
2
  In later 
years, technological advances resulted in innumerable breakthroughs regarding 
bioparticles, such as identifying protein biomarkers for disease detection, manipulating 
self-assembly processes for the designing of drug delivery systems, and improving 
understanding of the implications of bioaerosols for environmental processes.  
 Nonetheless, the ubiquitous presence and diversity of bioparticles complicates 
their study.  For example, when assessing aerosolized biological debris many analytical 
challenges are encountered.  These include the low concentrations of bioparticles of 
interest, the complex sample matrices, and the effect that environmental factors may have 
on the relevant material.  In the study of more controlled systems, such as liposomes, 
difficulties are also common.  The non-predicted electrokinetic behaviors of these 
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"primitive cells" truly illustrate the complexity of even one of the simplest biological 
structures.
3
  However, it is because of these complexities that bioparticles can be 
significantly exploited.  In an analytical chemistry perspective, protein polymorphisms 
can become means of identification.  Additionally, electric field-induced deformation in 
model membranes can turn into useful nanostructures and provide mechanistic insights of 
similar events in biological environments.     
 Even though we have come long ways with regards to understanding bioparticles, 
our efforts are still in infancy considering the prediction of their behavior and the 
expansion of their potential.  The research presented in this work is a contribution to 
better understand the properties of bioparticles, as well as explore novel applications for 
their analysis.   More specifically, this dissertation focuses on the study of liposome 
systems and bioaerosols.  As miniaturization continues to be a major goal in analytical 
bioanalysis, systems such as liposomes will certainly provide the required capabilities 
with regards to size, biomimetic character, and ease of fabrication.  A greater 
understanding of the properties and behaviors of these self-assembled systems is essential 
to make the most of their use in myriad applications.  On the other hand, our assessment 
of bioaerosols is driven by their relatively unexplored potential as carriers of biochemical 
signatures.  Considering that up to 25 % of atmospheric particles have biological origin,
4
 
there is a need to better understand the extent to which this material can be exploited. 
   The work presented in this dissertation comprises a variety of studies.  A 
dissertation objective as well as a brief overview of the document is provided here.  In 
order to facilitate the discussion of the many aspects involved in this work, a background 
of various topics is also included at the end this chapter.  These topics consist of bilayer 
membranes and liposomes, fundamentals of fluorescence, and a brief review of protein 
quantitation protocols.  These sections are somewhat basic but provide essential 
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information for the non-specialist within these fields.  More detailed background 
information pertaining to each portion of the dissertation is included within each 
individual chapter.     
Dissertation Objectives 
Throughout this dissertation new behavior of colloidal bioparticles and 
unconventional applications of bioaerosol analysis are assessed.  The first portion of the 
document is dedicated to describing bionanotubules and electrokinetic behavior of lipid 
bilayers, including electric field-induced effects in liposomes and the membrane 
properties of vesicles containing trans-bilayer pH gradients.  The last three chapters are 
devoted to exploring the feasibility of using aerosol analysis as a novel ―fingerprinting‖ 
technology and assessing the protein concentration of a variety of indoor and outdoor 
environments, since it is likely that the necessary information lies within protein 
signatures existing in bioaerosols.   
Dissertation Summary 
 The research presented here can be divided into liposome studies and exploring 
novel applications of aerosol analysis.  The fundamental studies of liposome systems are 
presented in chapters 2-4 while chapters 5-7 are dedicated to the assessment of 
bioaerosols.  Chapter 2 and 3 focus on previous and current studies involving 
bionanotubules, which are cylindrical structures bounded by the lipid bilayer.  Chapter 2 
provides background regarding current knowledge about these membrane configurations.  
Chapter 3 describes electric-field induced behavior of liposomes that result in 
bionanotubule extension.  More specifically, it describes the formation of bionanotubules 
from surface-immobilized liposomes under the influence of modest (less than 50 V cm
-1
) 
electric fields.  Bionanotubule fabrication by these means is characterized in terms of the 
overall system behavior, tubular rigidity, stability, and dimensions.  Composition studies 
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and kinetic considerations are also included.  In Chapter 4, spectroscopic measurements 
of membrane potentials that result from liposomes containing trans-membrane pH 
gradients are assessed.  This work further explores the type of liposomal populations 
previously studied by the Hayes Lab using capillary electrophoresis.  In this chapter, 
voltage sensitive dyes are utilized to directly quantify the membrane potential in 
liposomes with a different internal and external pH.   
As stated previously, Chapters 5, 6 and 7 of the dissertation shift the focus of the 
work to aerosol analysis and related studies.  Chapter 5 explores the feasibility of aerosol 
analysis as a novel fingerprinting technology for human identification.  Topics addressed 
in this chapter include sources of molecular signatures, success stories involving 
molecular profiling, current sampling and pattern generation strategies for the analysis of 
bioaerosols, analysis needs and challenges, and envisioned applications of an aerosol 
fingerprinting technology once developed.  In this chapter, the protein makeup of aerosol 
particles originating from living organisms is discussed as possibly one of the most 
individualized source of biochemical information existing in aerosols.  Based on this 
premise and to further address the abundance of protein material in aerosol samples, 
Chapter 6 is dedicated to the quantification of proteins in a variety of indoor and outdoor 
environments.  Chapter 7 discusses some of the limitations of the commercial assay used 
in the studies presented in Chapter 6 for the quantitation of total protein in aerosol 
samples.  
A brief summary of the dissertation and general conclusions from chapters 3-7 
are included in chapter 8.  This chapter also contains future directions and goals for the 
work presented. 
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Lipid Membranes and Liposomes 
 The spontaneous arrangement of amphipathic molecules due to hydrophobic-
hydrophilic interactions is one of the most significant self-assembly processes in nature.  
This arrangement is the basis for the formation of fluid-state lipid bilayer membranes.  In 
living matter, the bilayer membrane serves as a structural barrier of cellular and sub-
cellular systems while playing a central role in their functionality.  Amphipathic 
molecules such as phospholipids contain a hydrophobic moiety consisting of a 
hydrocarbon tail attached to a hydrophilic entity: the polar head group.  In aqueous 
solution, these molecules self-arrange so that the non-polar hydrocarbon tails interact 
with each other, while the polar head groups are in contact with water molecules (Figure 
1.1A,B). The simplest resulting configuration is the bilayer membrane formed by the 
interaction of two lipid monolayers with the hydrocarbon tails pointed towards the center 
of the structure.  From a materials and nanotechnology perspective, the lipid bilayer has 
many unique and useful properties.
5
  Aside from being held together by non-covalent 
interactions of its subunits, the structure behaves like a fluid.  However, the mechanical 
strength of these fluid-like aggregates is comparable to stainless steel of the same 
thickness.
6
  Additionally, further shape transformations of the lipid bilayer result in other 
useful systems such as liposomes, which are not only significant in nature, but also in 
many fundamental and technological applications. 
   
  6 
 
  
Figure 1.1.  Schematic showing the structure of a lipid vesicle. (A) Surfactant molecules 
self-assembled into (B) lipid bilayers, which further self-organize to form enclosed 
spherical compartments, also called (C) liposomes.     
 
 
Liposomes, also called lipid vesicles, are enclosed spherical compartments 
bounded by the lipid bilayer that entrap part of the aqueous medium in which they are 
formed.  Since their discovery in the 1960s
7
 these structures have been extensively used 
as delivery systems (drugs, genetic material, enzymes, etc.) as well as models for the 
study of cellular and subcellular functions and bilayer-bound proteins.  Liposomes are 
formed from dispersions of phospholipid monomers and can also include other 
components such as membrane proteins or cholesterol.  The general mechanism of 
liposome formation involves the hydration of lipid films or lipid cakes formed by the 
individual components in the dispersion.  The hydration medium may contain the 
material desired for capture within the aqueous cavity (e.g. drug).  Upon hydration, the 
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lipid bilayer "sheets" become fluid and swell.  Upon agitation, the lipid films self-enclose 
to maximize hydrophobic-hydrophilic interactions.  The result of this process is the 
formation of multilamellar vesicles (MLVs), which are liposomes containing multiple 
bilayer-bound compartments or a single aqueous compartment bounded by multiple 
concentric bilayers (Figure 1.2).  This configuration prevents the interaction of 
hydrocarbons at the edge of the bilayer sheet with water molecules.  Once MLVs are 
formed, vesicles can then be reduced in size by techniques such as extrusion or 
sonication.  These approaches also serve to form unilamellar vesicles in which the 
aqueous compartment is bounded by a single lipid bilayer.  Liposomes containing a 
single lipid bilayer are classified according to their size.  Generally, small unilamellar 
vesicles (SUVs) display sizes from 10 to 100 nm, large unilamellar vesicles (LUVs) 
usually range from 100 nm to 1 µm in size while giant vesicles (GV) exhibit diameters 
larger than 1 µm. 
 
 
 
 
Figure 1.2.  Bright field microscopy images of giant liposomes of various lamellarities. 
(A) Unilamellar vesicle. (B) and (C) show different types of multilamellar configuration. 
 
  
 Liposome Composition.  The properties of lipid vesicles vary according to their 
size, lamellarity and composition.  All these factors can be manipulated to some extent by 
the preparation method (conditions) and lipid formulations used.  In other words, 
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tailoring the surface properties and interior content of the liposomes can be accomplished 
by the selection of phospholipid monomers and additional components in the initial 
dispersion and hydration mediums.  Generally, vesicle composition consists of lipid 
species that can have a cationic, anionic or zwitterionic character.  These, along with the 
vast possibilities of components for entrapment and membrane additives allows for 
plenty of flexibility in producing liposomes with a wide range of properties and 
functionalities.   In this section the components pertaining to the liposome preparations 
used throughout this work are briefly described.    
 Phospholipids are the major components of cell membranes.  They are generally 
formed by a diglyceride, a phosphate group, and an organic moiety.  The organic portion 
could be choline, for example, which is present in phosphatidylcholine (PC) as shown in 
Figure 1.3A.  The polar head of phospholipids consists of the charged phosphate and may 
also contain another polar group.  The hydrophobic portion is formed by the fatty acid 
hydrocarbon chains.  The phospholipids used for the experiments discussed in Chapters 3 
and 4 include anionic and zwitterionic species as well as fluorescent phospholipid 
analogs.  Cholesterol was also added to some liposome preparations.  The zwitterionic 
phospholipid used in all preparations was PC, while the negatively charged species in 
most experiments consisted of phosphatidic acid (PA).  Both of these were natural 
phospholipids obtained from egg yolk.  Even though the natural origin of these 
compounds leads to a mixture in hydrocarbon chains, the structure of the predominant 
species for each phospholipid type is shown in Figure 1.3.  Cholesterol, a sterol 
synthesized by animals (and some eukaryotes such as plants and fungi) is another 
essential component in mammalian cell membranes.  In this work, cholesterol was used 
to modulate membrane fluidity, which is also one of its biological functions.
8
  The 
addition of cholesterol in liposome preparations is known to increase the rigidity of fluid 
  9 
membranes by hindering the packing of phospholipids in the lipid bilayer.  The structure 
of cholesterol is shown in Figure 1.4. 
 
 
Figure 1.3. Structure of phospholipids used for liposome preparation. (A) Predominant 
species in egg PC (zwitterionic phospholipids) and (B) PA (negatively charged). 
 
 
 
 
Figure 1.4. Structure of cholesterol.  
 
 Fluorescent phospholipid analogs were also used as part of the phospholipid 
formulations.  This was necessary for the visualization and monitoring of the membrane 
structures by using techniques based on fluorescence.  The fluorescent phospholipids 
used in the studies described in Chapter 3 include a negatively charged analog of PA 
(NBD-PA) and a fluorescent zwitterionic phospholipid (Oregon Green 
phosphoethanolamine).  Their structures are shown in Figure 1.5.  
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Figure 1.5. Structure of fluorescent phospholipids. (A) Acyl 06:0 NBD-PA, (1-acyl-2-
{6-[(7-nitro-2-1,3-benzoxadiazol-4-yl)amino]hexanoyl}-sn-glycero-3-phosphate); and 
(B) Oregon Green® 488 DHPE, (1,2-dihexadecanoyl-sn-glycero-3-
phosphoethanolamine). 
 
 
Fluorescence 
 Fluorescence refers to the emission of light by molecules that that have been 
excited from the ground state to a higher energy level.  Following excitation, the 
molecule experiences a transient excited lifetime with some loss of energy.  As the 
molecule (fluorophore) returns to the ground state, part of the energy absorbed is 
reemitted as radiation of longer wavelength than the excitation light.
9
  Therefore, the 
color of the light emitted by the fluorophore is different that the color of the light used to 
excite it.  A schematic illustrating the absorption and emission of light during the 
fluorescence process is shown in Figure 1.6A.  In theory, a fluorophore can undergo the 
fluorescent cycle indefinitely; absorbing light to reach the excited state followed by 
emission to return to the ground state.  The ability that a single fluorophore has to 
B 
A 
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generate a signal multiple times is what gives fluorescence its main advantage, 
sensitivity, when compared to other techniques.  However, the alternative pathways 
experienced by the compound during the excited state causes its degradation after 
multiple cycles.  This process is known as photobleaching and it occurs faster during high 
intensity illumination. 
 Fluorophores, compounds that emit light through the fluorescence mechanism, 
generally exhibit structures with delocalized electrons present in conjugated double bond 
systems.  This is exemplified in the fluorescent moieties of the phospholipids shown in 
Figure 1.5.  These are examples of extrinsic fluorophores.  The intrinsic type consists of 
naturally occurring fluorescent species such as the amino acids tryptophan and tyrosine.   
Each particular fluorescence compound has an associated fluorescence excitation and 
emission spectrum.  These spectra indicate the range of wavelengths of light that produce 
maximum excitation and emission respectively, along with the most efficient wavelength 
for each process.  
 Fluorescence has many practical applications ranging from chemical sensors to 
dyes and fluorescent labeling for visualization purposes.  Here we will limit the 
discussion to the basics of fluorescence spectroscopy and fluorescence microscopy, 
which were used in the work presented in Chapters 3, 4, 6, and 7.  These common 
techniques are used for the non-destructive analysis and tracking of biomolecules.  The 
most basic fluorescent measurements are carried out by irradiating the sample with a 
wavelength of light close to its excitation maximum and measuring the intensity of the 
emission at a set wavelength.  Moreover, emission spectra can be obtained by measuring 
the resulting fluorescence as a function of emission wavelength.  The fluorescence 
quantum yield characterizes any fluorescence process and it refers to the ratio of photons 
emitted to photons absorbed.
9
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Figure 1.6.  The absorption and emission of light during the fluorescence process. (A) 
Schematic of light absorption to excite the fluorophore (1), which after reaching a excited 
state experiences a loss of energy (2) followed by emission of lower wavelength radiation 
after returning to the ground state (3).  (B) Representation of excitation and emission 
spectra (adapted from the Molecular Probes Handbook
10
). 
 
 
 Fluorescent spectroscopic measurements are performed using standard 
commercially available spectrophotometers.  The instrument consists of a light source 
that emits light at a wide range of wavelengths.  A particular wavelength is selected using 
an excitation monochromator before the light passes through the sample cell.  After 
absorption, the sample emits radiation at many wavelengths, which can be separated and 
B 
A 
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analyzed by passing the light through an emission monochromator followed by detection.  
The light source, sample cell and detector are usually arranged at a 90˚ angle to ensure 
that the signal detected is mostly generated from the sample in the cell (Figure 1.7A).  
Simple assessments of fluorescent intensities are known as steady-state fluorescence 
measurements.
11
  Generally, the intensities are measured against a blank sample and a 
calibration curve is created to relate the emission intensity with concentration of the 
analyte of interest.  The protein quantitation experiments in Chapters 6 and 7 correspond 
to this type of analysis. 
 In fluorescence microscopy, fluorescence intensities are detected from a plane. 
Essentially, the principles involved are the same as previously described but adapted to a 
microscope setup.  A light source (xenon arc lamp or a mercury-vapor lamp) is used to 
illuminate the sample.  The excitation filter selects the appropriate wavelength from the 
incident light, which then passes through the dichroic mirror.  The dichromatic beam 
splitter selectively passes light of a small range of wavelengths while reflecting others.  
The reflected light passes through the objective and reaches the sample.  The emitted 
fluorescence from the sample bypasses the objective and dichroic mirror to reach the 
emission filter (Figure 1.7B).  This filter ensures that none of the excitation light reaches 
the detector (e.g. CCD camera and ocular piece).
2
  Fluorescence microscopy experiments 
usually require tagging the sample with fluorescent probes.  For example, fluorescently 
labeled phospholipids are used to visualize the liposomes and bionanotubules studied in 
Chapter 3.  The dichroic mirror and filter components are selected according to the 
excitation and emission spectra of the fluorophore used as label.  It is also possible to 
observe multiple components within a sample by tagging with different color probes.  
Monochromatic fluorescent micrographs can then be combined to produce multi-color 
images. 
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Figure 1.7.  Schematic showing basic arrangement of components in a (A) fluorescence 
spectrophotometer and a (B) fluorescence microscope (adapted from reference‘s original 
artwork
12
). 
 
 
Assays for Total Protein Quantitation 
 A variety of biochemical applications require the detection and quantitation of 
proteins.  Therefore, a variety of quantitation protocols have been developed for this 
purpose.  The accuracy, sensitivity, simplicity, and dynamic range are some of the factors 
that determine the applicability of each quantitation method.  Additionally, interference 
from contaminants and protein-to-protein variability are other limitations encountered by 
A 
B 
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these assays.
13
  These limitations become particularly significant for samples of mixed 
proteins and proteins in complex matrices.  Most assays involve comparing the signal 
produced by the unknown samples with intensities from protein solutions of known 
concentrations.  The standard solutions are usually prepared using purified samples of the 
same protein that must be measured in the samples of interest.  However, when this is not 
possible, because the identity of proteins is not known or the sample is mixed, a common 
reference standard used is bovine serum albumin (BSA).
13,14
  The protein quantitation 
experiments included in Chapters 6 and 7 used this protein standard for the assessment of 
environmental and mixed samples.  In order to provide a basic background for these 
chapters, this section will include a brief overview of the most common protein 
quantitation assays to quantify proteins in solution.  More detailed information about 
each of the assays can be found in the corresponding references.   
 The most common absorption-based assays include bicinchoninic acid (BCA), 
Bradford, and Lowry assays, as well as simple ultraviolet (UV) light absorption at 280 
nm.  The BCA assay, also known as the Smith assay, was developed by Paul K. Smith at 
the Pierce Chemical Company.
15
  This method is based on two main reaction steps.  First, 
in a temperature dependent reaction, the peptide bonds reduce Cu
2+
 to Cu
1+
.  The extent 
of the reduction process is proportional to the amount of protein present in the samples.  
Then, two BCA molecules chelate with each reduced copper ion, creating a purple-
colored complex that absorbs strongly at 562 nm.  The assay is carried out under alkaline 
conditions (pH= 11.25) and its dynamic range is usually 0.5 µg ml
-1
 to 1.5 mg ml
-1
.  
Limitations of the BCA assay include interference from reducing agents and the need to 
read samples within 10 min to obtain reliable results.
13
  The Coomassie-based Bradford 
assay was developed in 1976 and is commonly used for protein quantitation due to its 
simplicity, speed, sensitivity, and cost.
16
  The Coomassie Brilliant Blue dye binds to 
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specific amino acids and protein tertiary structures.  Upon protein binding, the absorption 
maximum of the dye shifts from 465 to 595 nm.  The assay is rapid, but accuracy is 
affected by selective binding to proteins rich with tryptophan, tyrosine, histidine, 
phenylalanine, and especially arginine residues.
13
  Reducing agents do not interfere with 
the assay but the presence of detergents in the sample can lead to inaccurate results.
14
  
 The Lowry assay, developed in 1951, exhibits low protein-to-protein variability 
but has low compatibility with contaminants such as salts, reducing agents, sugars, and 
detergents.
17
  This assay is based on two reactions.  Similar to the BCA assay, the first 
reaction involves the reduction of Cu
2+
 to Cu
1+ 
by the proteins' amine bonds in alkaline 
solution (Biuret reaction).  Then, the reduced copper-amine bond complex reduces the 
Folin-Ciucalteu reagent, forming a blue color that can be detected using absorbance.     
 The simplest absorbance-based assay is measuring UV absorption by the protein-
containing solution at 280 nm.  This approach is rapid and non-destructive, making it 
highly convenient for detectors in instruments such high pressure liquid chromatography 
systems (HPLC).  The absorption enhancement due to the presence of proteins is due to 
the content of aromatic amino acids (e.g. tryptophan and tyrosine).  However, this makes 
this approach selective for proteins with higher contents of these residues.  Moreover, 
free amino acids in the solution can interfere with the quantitation process.   
 When compared to absorbance-based techniques, fluorescence-based methods 
provide many advantages with respect to sensitivity and dynamic range, as well as lower 
background signals.  The use of reactive dyes that are non-fluorescent in the unbound 
state and that become fluorescent upon covalent binding with proteins is common in 
these approaches.  Alternatively, fluorescence enhancement produced by non-covalent 
interaction of the dye with the hydrophobic regions of proteins or detergent-coated 
proteins offers additional advantages.
14
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 Dyes that covalently interact with proteins are usually amine-reactive.  Therefore, 
any amine-containing compound (e.g. amino acids) interferes with the analysis.  The 
assay sensitivity depends on the amount of amino groups available for binding which 
increases protein-to-protein variability.  Consequently, although these approaches can be 
sensitive to selected proteins in solution they are not recommended for samples 
containing mixtures of proteins or protein samples in complex matrices.
14
  Examples of 
these types of dyes include Fluoroscamine
18
 and 3-(4-carboxylbenzoyl)quinoline-2-
carboxaldehyde (CBQCA).
19
 
 Many fluorescent dyes that interact non-covalently with protein regions or 
complexes have been developed to overcome the limitations of covalently-interacting 
dyes.  Some detergents have been found to uniformly coat proteins which essentially 
lowers protein-to-protein variability when non-covalent dyes are used.
20
  Detergents have 
been used for protein detection in many biochemical applications such as 2D gels and 
capillary electrophoresis.  Dyes such as Nile Red and NanoOrange also offer the 
advantage of being virtually non-fluorescent in their unbound state.
14,20
  Upon binding 
with the hydrophobic regions of proteins or with detergent-coated proteins, their 
fluorescence is greatly enhanced and is proportional to the amount of protein present in 
the sample.  Ongoing efforts seek to improve the sensitivity, accuracy, simplicity, 
dynamic range, and cost of this type of assay.   
 Selecting an appropriate assay for protein quantitation heavily depends on the 
particular application.  Each method offers advantages and disadvantages that should be 
considered to obtain accurate protein concentrations results.  The studies described in 
Chapter 6 and Chapter 7 were performed using NanoOrange and more detail about the 
advantages and limitations of this dye is provided within these chapters.      
 
  18 
CHAPTER 2 
BIONANOTUBULES 
Introduction 
Bionanotubules are lipid-bound cylindrical structures with typical diameters in 
the tens to hundreds of nanometers and length than can span up to hundreds of 
micrometers (Figure 2.1).  The generally hollow structures can be bounded by a single or 
multiple bilayers.  Bionanotubules have been described in the literature as lipid nanotubes 
(LNTs), bionanotubes, and tunneling nanotubules (TNTs), among other terms.  However, 
some general distinctions can be established among the various terminologies.  For 
example, LNTs generally refer to the open-ended hollow cylindrical structures formed 
spontaneously by self-assembly of lipids in liquid media,
1,2
 while TNTs is used to 
describe tubular channels for inter-cellular communication.
3
  Synthetic nanotubules were 
first reported in the literature more than two decades ago,
1,4
 even before they were 
discovered in nature.  However, bionanotubules remained relatively unexplored due to 
their instability and the lack of technology available for their manipulation.   
The tubules' cylindrical geometry, low internal volumes and biomimetic 
character makes them ideal for many technological applications and fundamental studies.  
For instance, the ability to control tubular features such as diameter, length, and surface 
properties has allowed their use as nano-carriers for drug delivery
5-7
 as well as templates 
for structured nanomaterials
8-15
 and protein crystallization.
16
  In the biological context, 
their main significance lies in their role as a physical means of cell communication.
3,17,18
  
However, our understanding of their mechanisms of formation and importance in cell 
processes and overall organism functioning is lacking.  It is expected that these 
knowledge gaps can be filled as more methods for obtaining synthetic bionanotubules 
emerge and better tools are developed and applied for their study in vivo.   
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A variety of visualization methods have been utilized to study bionanotubules 
and monitor their formation.  These techniques include bright-field, fluorescence, atomic 
force (AFM), and scanning electron microscopy (SEM).  Furthermore, bionanotubules 
have been physically manipulated by using optical tweezers, features in microfluidic 
devices, micro pipettes, and carbon fibers, as well as other approaches such as the use of 
electric and magnetic fields.  The aim of this chapter is to provide a brief background 
about the occurrence of bionanotubules in nature, synthetic methods for their fabrication, 
and reported applications involving these structures. 
 
 
 
Figure 2.1.  Cartoon depicting general bionanotubule structure.  Aside from this 
configuration, lipid nanotubules can also contain multiple bounding-bilayers. Tubules are 
different from cochleate cylinders which are non-hollow structures formed by rolled-up 
bilayers.
4
 
 
 
Natural Occurrence of Bionanotubules 
 A variety of biological membranes such as the Golgi apparatus, the inner 
mitochondrial membrane, and endoplasmic reticulum form complicated networks of 
membrane tubules.  This type of elongated structure is relatively omnipresent among 
animal cells taking part in intracellular and intercellular communication.  However, the 
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natural occurrence and function of these membrane configurations are still being 
discovered.
3,11,19-22
  Bionanotubules in nature are highly dynamic structures.  Their 
continuous formation and retraction as well as their fragility and sensitivity to external 
factors may have played a role in their late detection within biological systems. 
Additionally, because of their minute dimensions they require high resolution imaging 
techniques which make them difficult to study.   
 Bionanotubules found in nature have been identified as ―tunnels‖ that allow long 
range connection between cells.
3,21,23
  This type of membrane nanotube forms in a variety 
of cell types facilitating processes such as the trafficking of organelles (e.g. vesicles
3
) and 
the long-range propagation of calcium-mediated signals.
21
  The formation of transient 
intercellular tubules has been mainly attributed to two types of cellular processes.
17
  The 
first one involves actin-driven cellular protrusions, which eventually connect with nearby 
cells by membrane fusion creating an open-ended connecting channel.  This mechanism 
was reported for neuronal PC12 cells.
3
  A second formation process involves cells 
coming into contact and subsequently moving apart resulting in an elongated membrane 
"tunnel" between them, as reported for a variety of immune cells.
23-25
  Furthermore, 
experimental results involving tubulation of giant liposomes with molecular motors 
suggest that bionanotubule formation in biological systems is influenced by proteins from 
the dyenin and kinesin family.
26,27
  A combination of all these processes is likely during 
tubular formation and extension events.  Elucidating the intricacies of these formation 
mechanisms continues to be a topic of research.    
 Cell-to-cell transport by means of tubules has been shown through the trafficking 
of organelles and proteins through the inner space of the tubule,
3,21
 or along their surface 
as demonstrated by the intercellular trafficking of viral particles, proteins, and 
bacteria.
3,28-30
  Both, uni-
3
 and bi-directional
31
 transport has been shown among various 
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cell types.  Aside from open tubular connections, components carried within a tubule can 
be loaded into a neighboring cell by endocytic-type processes when a closed-end tubule 
comes in contact with another cell.
17
  Lastly, signal propagation via transient membrane 
tubes has been reported in myeloid cells triggering morphological changes.
21
  This, along 
with other findings, elucidates the role of membrane nanotubules in the immune system.   
 The formation of cell traces resembling bionanotubules has also been reported as 
a controlled natural process of adherently growing and actively migrating animal and 
human cells in vitro cultures.
22
  Locomotion also involves strand extension, retraction of 
traces into the mother cell, as well as disconnection and loss of traces.  In these processes 
cells were able to differentiate between their own and foreign strands.  The phenomenon 
was observed on a variety of surfaces including glass, patterned substrates, and biological 
material such as dead cells and cartilages.  Directional control over the continuous and 
branched strands of approximately 100 nm in diameter (invariant) and hundreds of 
microns in length could be achieved by using substrates with micron- and submicron-
sized features (Figure 2.2 E).  Trace shape is dependent on migration speed with faster 
migration producing longer (less branched) strands.  It was shown that each strand 
consisted of a membrane envelope with cell-specific receptors enclosing cytoplasmic 
material containing filamentous (F)-actin.  Actin has been detected within membrane 
nanotubes formed by different processes from a variety of cell types such as neuronal 
cells and T cells.
3,23
  The integrity of some types of nanotubes seems to be closely related 
with this cytoskeletal component.
17,31
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Figure 2.2.  Bionanotubule formation in various cell types. (A) Single and multiple TNTs 
between cultured PC12 cells. Images show wheat-germ agglutinin-stained PC12 cells 
analyzed by 3D live cell microscopy.
3
  Scale bar, 15 µm. (B) Time-lapse imaging of Gag-
GFP (green) and a membrane nanotube connecting infected with uninfected Jurkat T cells 
(stained with red dye). Scale bar 10 µm.
23
  (C) Time-lapse imaging of calcium-mediated 
signal propagation in myeloid cells through membrane tubes. The calcium flux is shown 
by false-colored intensity with the arrow indicating the site of initial injection.
21
  (D) 
Murine macrophage cells (J774) displaying tubular connections. The tubule denoted by 
the white arrow breaks leaving only one tubule. Scale bar, 10 µm.
29
  (E) Cellular traces 
resulting from guiding cell adhesion in a patterned substrate.  The microstructures made 
by e-beam lithography prevent branching and long parallel tubes are formed.
22
  Further 
details about each of the images can be found in their respective reference. 
 
 
The dimensions and morphologies of naturally occurring membrane tubules vary 
as widely as their functional role, which is still a subject of research.
17
  Cells have been 
shown to display from one to multiple tubules expanding a wide range of distances.
3
  
Radial dimensions range from tens to hundreds of nanometers, with lengths ranging from 
a few to hundreds of microns.  Their morphologies include straight tubes to highly 
branched structures with not all membrane nanotubules displaying membrane continuity.  
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The duration for tubular observation also varies widely, from membrane connections that 
last only minutes (and even seconds) to nanotubules that can be observed for several 
hours.  These variations illustrate that nanotubes in biological systems are far from 
uniform across cell types and environments.  It is also worth noting that much of the 
research involving membrane nanotubules between cells have focused on in vitro 
systems.  Further in vivo studies are necessary to gain a better understanding of their 
variability and significance in biological systems.  Certainly, there is much to learn with 
respect to their properties, mechanisms of formation, and their role in proper cell 
function.   
Methods of Bionanotubule Fabrication 
 Over the past decades, a variety of methods have emerged for the preparation of 
synthetic nanotubules.  Tubules prepared by these methods also encompass a wide range 
of dimensions ranging from a few nanometers to micrometers in diameter and up to 
centimeters in length.  Among these techniques are lipid self-assembly in aqueous 
dispersion,
1,32,33
 high pressure shearing,
34
 and the use of microfluidic devices.
11,19,35,36
  
Many fabrication strategies involve the combination of these and other approaches to 
achieve superior control of the resulting structures. 
 Yagar and Schoen first reported the formation of hollow tubules by self-assembly 
of synthetic phosphatidylcholines in an aqueous medium.
1
  These structures were straight 
and rigid, with diameters of approximately 400 nm to 1000 nm, wall thicknesses of  2 to 
10 bilayers, and length varying from a few microns to 1 mm.  Tubules formed by self-
assembly in liquid media were generated from the fusion of spontaneously formed 
vesicles.  Alternatively, the basic subunit for their formation can also be helical ribbons 
of lipid bilayer that subsequently adopt tubular shapes.
37
  Since they were first observed 
in aqueous dispersions, the formation of lipid nanotubes have been extensively studied. 
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Rational control of tubular structures has been achieved by adjusting chemical 
composition and conditions of growth.
15, 38-47
  Tubular suspensions obtained by this 
approach can also be further manipulated by using techniques such as patterned 
substrates and microfluidic devices. 
 The microfluidic channels used for growing and manipulating tubules are 
generally fabricated by standard lithographic techniques using materials such as 
polydimethylmethylsiloxane (PDMS) and glass.  Braznik et al. and Dittrich et al. 
reported the formation of tubules by lipid film hydration within a channel followed by the 
application of negative pressure (Figure 2.3B).  Fluid flow under vacuum causes tubular 
extension from the films while the elongated structures are guided by the channel 
features.
19
  The tubules generated by this technique showed diameters from 200 nm to 
several micrometers with lengths that ranged from hundreds of micrometers to several 
centimeters.  Fang and collaborators also reported the use of glass substrates and a PDMS 
mold to form 2-D ordered arrays of lipid tubules
11
 (Figure 2.3C).  In this work, a dilute 
nanotubule solution was pulled into the channels by capillary action.  They reported that 
the edge of the channel acts as pinning site for the immobilization of the tubules, which 
can be aligned with controlled separation distances.  In later studies, they showed the 
formation of 2-D structures using patterned gold substrates,
48
 as well as by direct 
microcontact printing of self-assembled lipid tubules on planar, patterned, and curved 
substrates (Figure 2.3 C).  The latter was achieved by means of a PDMS stamp 
containing recessed channels.
49
  Fang and coworkers have used the bionanotubule arrays 
for the synthesis of silica films to demonstrate their potential as template for the 
controlled formation of one-dimensional inorganic materials. 
     Aside from using micro-structured devices, alignment of bionanotubules has 
also been achieved by the use of magnetic and electric fields.  Rosenblatt and coworkers 
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reported that dilute samples of phosphatidylcholine tubules were oriented with their long 
axes parallel to the field direction when the magnetic field was larger than 4T.
50
  Tubular 
structures have also been shown to align in the same manner with the direction of electric 
fields.
51
  
 
Figure 2.3.  Formation of synthetic nanotubes by self-assembly in aqueous dispersion 
and by using microfluidic devices. (A) Optical micrograph of lipid tubules formed by 
precipitating diacetylenic phosphatidylcholine from a solution in alcohol by addition of 
water.
37
  (B) Schematic of the microfluidic chamber used to extend tubules from a dried 
lipid film. (C) Alignment of lipid tubules by using channel features in a microfluidic 
device.
11
  The aligned tubules within the PDMS stamps can also be used to transfer the 
ordered 2-D arrays into other substrates such as a glass tube.
49
  The AFM image 
illustrates the ordered alignment of tubules in the glass substrate.  Further details about 
each of the images can be found in their respective reference.  
 
Even though these techniques are useful for many applications, protocols in 
which tubules are extended from liposomes offer additional advantages.  From tailoring 
the position of the liposomes, functionalizing the vesicle bodies, or simply studying the 
spontaneous formation of tubules from vesicles as a result of external forces, researchers 
have been able to perform transport operations of small molecules, design highly 
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complex nanoreactors, and obtain evidence of possible formation mechanisms in 
biological environments.
20,51-54
 
Bionanotubule Formation from Liposomes 
A number of methods have been used to form bionanotubules from liposomes. 
Most of these methods are based on pipette-aspiration protocols that date back to the 
early 1980s.
55
  In general, they involve pulling single nanotubules from immobilized lipid 
vesicles.  These type of experiments were initially used to study properties of lipid 
membranes before the potential of these structures in the context of nanotechnology was 
realized.
52
  In these techniques, the application of point loads on the vesicle surface 
causes a forced shape transition in the bilayer.  Elongated tethers are then formed as a 
result of translating a pipette tip, for example, away from the mother liposome.
35,52,56
 
      Outstanding work in this area has been achieved by the Orwar group.  They have 
been able to create various geometrically sophisticated nanotubule-vesicle networks 
using a variety of micromanipulation techniques.
52,53,57,58
  The fluid-state lipid bilayer 
networks consist of immobilized vesicles with controlled topology, membrane 
composition, and content.  Their approach involves not only point load application by 
micropipette aspiration and electrical microelectrode manipulation, but also other 
protocols such as mechanical fission of vesicles (Figure 2.4A,B).  In this technique, 
micromanipulator-controlled carbon fibers are placed on the surface of an immobilized 
liposome, pressed down, and horizontally moved along the surface to create nanotubule-
vesicle networks.
52
  Nanotubular formation has also been achieved by micromanipulation 
protocols using optical tweezers, in which lasers are focused to seize the lipid membrane 
of the liposome and subsequently stretch it to obtain lipid tethers (Figure 2.4C).
59
    
  The observation of tubular structures formed from cell-size liposomes in the 
presence of gangliosides has been documented by Akiyoshi and coworkers.
54
  In this 
  27 
work, tubular structures and liposome networks connected by the tubes are formed when 
a ganglioside is added to dioleoylphosphatidylcholine vesicles.  In addition, pulling 
tubules from liposomes by the action of molecular motors has also been demonstrated by 
Roux and coworkers.
27
  In this study, kinesin molecules attached to giant unilamellar 
vesicles (GUVs) by means of small polystyrene beads give rise to network formation 
including tubular structures.  Tubes formed from GUVs were also obtained when the 
vesicles were made from purified Golgi lipids and membranes.  
      Tubules can also be extended from liposomes by pulling with hydrodynamic 
flows.
60
  In this protocol, vesicles are linked to a substrate by means of depositing a 
dispersion of sticky beads, to which vesicles are attached spontaneously.  A flow is then 
applied either by pressure gradients or by electric fields.  Tubes of various lengths 
(ranging from several microns to millimeters) are extruded from liposomes as a 
consequence of the effect that the flow has on the surface of the vesicle.  Similar 
observations were reported by other studies subjecting liposomes to shear-flow.
61
  It is 
important to note that even though electric fields are used in this technique they are 
applied to create flow, which differs from the electric field-base protocol further 
discussed in Chapter 3 in which tubules are formed in a stationary buffer system.
51
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Figure 2.4.  Various methods of bionanotubule formation by micromanipulation of 
liposomes.  Schematics and resulting networks of liposomes containing fluorescent dyes 
are shown for the (A) mechanical fission of vesicles and (B) liposome inflation 
technique.
52
  (C) Formation of a thin lipid tubule by retracting a streptavidin bead trapped 
by optical tweezers from a micropipette-aspirated GUV containing biotinylated lipids.
59
  
 
 
The extension of a lipid tubule from a vesicle has been described as a first-
ordered transition that occurs when the pulling force overcomes oppositely-acting forces 
due to membrane curvature and tension.  The physics of lipid bilayer-bound tubules 
formed via mechanical motion or biological action have been examined, and they are 
considered stable structures constituting local minima within available configurations of 
lipid bilayers.
50,52,62
  The force required to pull tubules from liposomes membranes is only 
a few piconewtons.  Generally, larger magnitude forces are needed to pull tubular 
structures from cells.  This is certainly true if the membrane reservoir is attached to the 
cellular cytoskeleton, in which case tubule formation can require forces up to 45 pN.
63
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Bionanotubule Formation from Liposomes in using Electric Fields 
Among the diverse structures found when free lipid vesicles (in buffer solutions) 
are subjected to electric fields are elongated structures that extend from mother vesicles.  
These structures are obtained from liposomes in solution across several length scales as 
they can be observed from SEM images of smaller vesicles (~200 nm diameters, Figure 
2.5A,B) and fluorescence microscopy images of larger liposomes (~1-10 microns, Figure 
2.5C).
64
  For smaller liposomes (~200 nm) a variety of long range structures on the order 
of 10 microns are formed, including slender bodies that can be considered nanotubules.  
These are present, however in different modes, in various liposome compositions 
including mixed phosphatidic acid (PA) and phosphatidylcholine (PC) liposomes (1:9 
PA:PC mol %) and pure PC vesicles.  The applied fields used to obtain this type of 
structure are approximately 300 V cm
-1
.  Tubular structures have also been observed from 
giant liposomes undergoing electrophoresis at applied fields of approximately 50 V cm
-1
.  
The nanotubules obtained through this method have shown diameters of roughly 20 nm.  
Furthermore, bionanotubule formation has been observed with immobilized liposomes 
under the influence of lower magnitude electric fields (Figure 2.5E,D).
51,65
  This approach 
will be described in more detail in the following chapter.   
The spontaneous formation of lipid tubular structures by application of electric 
fields represents a novel strategy for their fabrication.  Moreover, their morphology 
resembles networks in biological environments suggesting that electric field-based 
mechanisms can aid the understanding of their occurrence in nature.  Prior to these 
reports, the use of AC and DC electric fields has been utilized for the electroformation of 
giant unilamellar liposomes but not for the extension of biotubular structures.
61
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Figure 2.5.  Deformation behaviors and long range structures formed from liposomes 
under the influence of electric fields. (A) Representative SEM images of quickly-frozen 
LUVs undergoing electrophoresis. The inset shows the liposomes before the field is 
applied.  (B) SEM image of long range organization of PC:PA liposomes undergoing 
electrophoresis at an applied field strength of approximately 300 V cm
-1
.  (C) 
Fluorescence microscopy image of a lipid tubule formed by applying a modest electric 
field (50 V cm
-1
) to a giant liposome, the length of the structure is approximately 50 
µm.
64
  (D) Schematic of bionanotubule formation from surface-immobilized vesicle by 
applying low magnitude fields (< 40 V cm
-1
), a fluorescence microscopy image of the 
tubules growing in the direction of the electric field is shown in (E).  The electric field 
applied is 8 V cm
-1
.
51 
 
 
 
Applications Involving Bionanotubules 
 Bionanotubules have been shown to extend the capabilities of lipid self-assembly 
by representing one of the largest bio-structures formed by means of self-organization.  
The hollow bilayer-bound cylindrical shape has been used as a template for the synthesis 
of inorganic materials,
8-15
 a substrate for protein crystallization,
16
 a colorimetric material 
for chemical sensors,
66-68
 and as controlled delivery systems for drugs and genetic 
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materials.
5-7
  Similar to liposomes, bionanotubules can contain relevant molecules within 
their bounded compartment for release into target sites.  However, the tubular features 
can result in additional advantages.
2
   
  Lipid bilayer networks have allowed the manipulation of fluids and molecules of 
interest within a submicron-scale environment.
52
  Sophisticated nanoscale reactors 
involving liposomes and nanotubules have been used to carry out chemical reactions.  
The unique characteristics of these structures have provided significant breakthroughs 
with regards to describing diffusion, hindered transport and nanofluidics in confined 
biomimetic environments.   
 The spontaneous formation of lipid nanotubules illustrates the advantage of using 
"bottom up" approaches based on self-assembly for the fabrication of supramolecular 
architectures, eliminating the need of lithographic techniques.  Bionanotubule networks 
have also been envisioned for more complex applications involving computational 
capabilities.
52
  Moreover, the fabrication of synthetic nanotubules also continues to aid in 
the understanding of mechanisms of formation of tubules in biological systems.  
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CHAPTER 3 
BIONANOTUBULE FORMATION FROM SURFACE-ATTACHED LIPOSOMES 
USING ELECTRIC FIELDS 
Introduction 
Synthetic bionanotubules are attractive for many fundamental and technological 
studies.  These cylindrical membrane configurations provide a biomimetic environment 
within low internal volumes.  Their formation is based on self-assembly of lipids, 
bypassing the need for rigorous fabrication methods generally needed to manipulate 
fluids at such scales.  Bionanotubules formed from liposomes have provided numerous 
advantages over other fabrication strategies.  The relative ease to which lipid vesicles are 
tunable (e.g. membrane composition) allows for a more controlled system to initiate 
tubular extension.  Additionally, obtaining bionanotubules from liposomes can provide 
insights about their formation in biological environments; since vesicles are considered 
models for cellular membranes.  This is significant considering bionanotubules in nature 
have been discovered rather recently, and their function and mechanisms of formation are 
still being realized.
1-4
   
Since lipid tubular structures were first discovered, many approaches have been 
developed to control their formation and structure.   As discussed in Chapter 2, these 
techniques include the use of microfluidic devices,
1,5
 micromanipulation protocols such 
pipette aspiration and electroinjection techniques,
6,7
 high-pressure shearing,
8
 and 
controlled self-assembly in aqueous dispersions.
9-11
  They produce tubules from many 
different phospholipids including phosphatidylcholines,
1,6,7
 glycolipids,
9,12
 and 
sphingolipids.
8
  Understanding and controlling the alignment of lipid tubules on 
substrates by using these techniques as well as other procedures (e.g. magnetic alignment 
of lipid nanotubules in solution
13
) have also been investigated.  Long-range complex 
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intertwined structures have been observed including nanotubules forming from a free 
colloid in a higher magnitude electric field (300-500 V cm
-1
).
14
  Other studies applying an 
electric field are generally limited to cellular systems and the application of alternating 
voltage or large magnitude field strengths to induce porosity or to rupture the 
membrane.
15,16
   
The work presented here is the result of the application of modest (1-20 V cm
-1
) 
electric fields on micron-size liposomes electrostatically attached to a glass substrate.  
Tubular formation at different lipid ratios is examined, as well as tubular alignment, 
stability, and growth.  Generally, the vesicles were 9:1 (by mass) zwitterionic-to-charged 
lipid ratio.  However, this base ratio was altered to determine the effect of membrane 
properties on the onset electric field (the minimum field strength for tubule formation). 
Quantifying these effects is accomplished by noting the number of nanotubules per 
liposome versus composition and field strength.  Also, the relative direction and linearity 
of the resulting tubules is noted versus field strength.  A brief explanatory model of the 
effects based on lipid migration and local charge collection nucleating tubule growth is 
described.  
Materials and Methods. 
       Materials. L-α phosphatidylcholine (egg, chicken PC), L-α phosphatidic acid 
(egg, chicken-monosodium salt PA), and N-4-nitrobenz-2-oxa-1,3-diazole phosphatidic 
acid (NBD-PA) chloroform solutions and cholesterol powder (ovine wool >98%) were 
obtained from Avanti Polar Lipids Inc.  Oregon Green
®
 488 1,2-dihexadecanoyl-sn-
glycerol-3-phosphoethanolamine (Oregon Green DHPE) was obtained from Molecular 
Probes (Eugene, OR).  Polybrene (PB) (> 95%), potassium phosphate dibasic anhydrous, 
and sodium dihydrogen phosphate (99%) were obtained from Sigma-Aldrich Co.  
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Nanopure 18 MΩ water was used for the preparation of all solutions and is simply 
referred to as water here.    
        Preparation of Buffer Solutions.  Phosphate buffer was made from prepared 10 
mM solutions of sodium phosphate dibasic and sodium phosphate monobasic.  A specific 
volume of phosphate monobasic was titrated with enough sodium phosphate dibasic until 
the desired pH of 7.4 was obtained.   
        Preparation of Liposomes.  Liposomes were prepared by hydration of lipid 
films
17,18
 and consisted of various ratios of PC, PA and OG-DHPE with varying amounts 
of cholesterol.  In brief, the chloroform-dissolved lipids were added to a round-bottom 
flask.  While rotating the flask, the chloroform was rapidly evaporated using nitrogen gas, 
leaving a thin, uniform solid gel coating of lipids on the interior of the flask.  Remaining 
chloroform was removed by vacuum.  The dry lipids were then prehydrated with a few 
microliters of water with rotation at 39°C.  Phosphate buffer was then added to the flask, 
which was allowed to rotate at 39°C for 2 hours.  This method produces giant unilamellar 
and multilamellar vesicles.
19
 
            Substrate Coating.  Wells were formed, cleaned and treated with a cationic 
surfactant according to methods developed for capillary electrophoresis surfaces 
treatments.
20
  Wells were defined with silicon sealant (Permatex ®) to outline a 
rectangular well (capable of holding approximately 2 ml of solution) on a microscope 
glass slide (Figure 3.1A).  The well was then rinsed with 10 mM NaOH  for 5 min, then 
rinsed with water for 5 min, and gently patted dry with VWR light-duty tissue wipes 
(West Chester, PA).  The well was then filled with 7.5 % PB (w/v in water) for 15 min, 
followed by a water rinse for 5 min.  
Liposome Immobilization.  The liposome preparation was allowed to reside in 
the prepared glass slide well for 5 minutes.  Phosphate buffer was then used to overflow 
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the well with the purpose of displacing the non-attached liposomes from the remaining 
solution while preventing the drying of the attachment surface.  This procedure was 
performed until the remaining solution was visibly clear indicating that most of the non-
attached liposomes were removed from the surface.  The outside of the well and the rest 
of the glass slide were completely dried with tissue wipes prior to begin imaging with the 
microscope.   Substrate coating procedures were performed at room temperature. 
Preparation of Tubules.  The apparatus shown in Figure 3.1A was assembled 
in-house.  It consisted of a simple circuit powered by a low-voltage power supply with a 
voltmeter attached in parallel.  One-centimeter sections of two platinum wires, 1-mm 
diameter and separated by a distance of 1.7 cm, were submerged in the sample well 
perpendicularly to the long axis of the microscope slide.  Both electrodes rested on the 
substrate to ensure stability and submersion in the solution.  Image collection was 
performed by fluorescence microscopy, starting with no electric field and progressively 
increasing the magnitude of the electric field applied. 
Microscopic Observations.  An inverted microscope with dark-field and 
fluorescence capability (IX70, Olympus) using a 100W high pressure Hg lamp as light 
source was used to observe the liposome and tubular networks.  Light from the mercury 
lamp was passed through a 460-500 nm band-pass filter and through a 40x objective to 
the sample.  Emitted light was collected through a 505-nm long-pass dichromatic mirror 
and a 510-560 nm band-pass filter into the camera port on the microscope.  Digital image 
collection was performed using a QICAM CCD camera (Q imaging Inc.) connected to a 
personal computer running Streampix III (Norpix).   
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Figure 3.1. Experimental apparatus used for data collection. (A) Schematic (top view) 
along with a fluorescent image of a tubule growing from a liposome. The image 
illustrates the direction of tubular growth when an electric field is applied to surface-
immobilized vesicles. (B) View of the experimental apparatus on the microscope stage 
during data collection. 
 
 
Results and Discussion 
 Lipid nanotubules were formed in a phosphate buffer solution on a microscope 
slide with fluorescently-labeled lipids from mother liposomes (typical diameters of 10-50 
μm) immobilized on the glass substrate by electrostatic interaction.  Modest electric fields 
(less than 20 V cm
-1
) were applied to the surface-immobilized liposomes where well-
behaved and stable growth of nanotubules was observed, even with fields as low as 2 V 
cm
-1
.  Previous work in our laboratory (unpublished), according to the methods of 
Brazhnik et al.,
1
 indicates the elongated structures are lipid bilayer-bound tubules with an 
aqueous interior.  Before the electric field is applied there is a relative absence of tubules 
and the majority of the objects observed are of spherical shape.  Tubular structures begin 
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to extend from the immobilized liposomes between a few seconds to a few minutes after 
the field is initiated.  As the applied field increases, the system reaches a ―tubule-
saturation‖ point in which tubular growth is observed in most image frames.    
 Generally, the observed behaviors of tubular growth demonstrate that the 
orientation and stability of the lipid nanotubules is dependent on the magnitude of the 
applied field (Figure 3.2).  At higher voltages, tubular formation occurs in the direction of 
the applied field.  Conversely, at lower electric field magnitudes the orientation of tubular 
growth is more disperse and appears random.  Tubules that grow at these low magnitude 
fields appear flexible and respond to local convective flow.  As the magnitude of the 
applied field increases, the tubules become less flexible and more stable (stability in 
terms of preserved geometric integrity).  Images obtained at higher fields (generally 
higher than 8 V cm
-1
) show lipid nanotubules mainly aligned parallel to each other with 
lengths of hundreds of micrometers at maximum extension.  
Phospholipid tubules of different compositions exhibit diameters that range from 
nanometers to several micrometers (Figure 3.4).  The larger tubular diameters (several 
microns) are more common during the initial stages of growth (Figure 3.4A).  Smaller 
diameters (in the nanometer range) are exhibited for highly extended tubular structures 
(Figure 2.4B).  However, the exact dimensions of smaller tubular inner and outer 
diameters are below the optical resolution and cannot be measured accurately with this 
technique.  Nonetheless, previous studies in which tubules were obtained from liposomes 
(1-10 μm diameters and consisting of a 1:9 mixture of NBD-PA and PC) undergoing 
electrophoresis have shown diameters of approximately 20 nm for tubular structures 
formed.
14
  In this previous work, liposomes were not surface-immobilized and the applied 
field strength was greater than 40 V cm
-1
 (up to 330 V cm
-1
).  In addition to these 
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previous observations theoretical calculations also suggest sub-micron diameter for this 
type of tubular structures.
21
    
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2.  Bar graph of tubule orientation vs. applied field.  The insert indicates the 
direction of the electric field and the various regions represent the tube direction 
assuming the mother liposome is placed at the center of the circle.  Data is presented as a 
percentage to account for the difference in abundance of tubular formation at various 
applied fields (e.g. when no field is applied elongated structures are scarce compared to 
when liposomes are exposed to higher magnitude fields).  Liposome composition was 
89:10:1 PC:PA:OG-DHPE. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3. Bar graph quantifying general tubule appearance vs. applied field. Data is 
presented as a percentage to account for the difference in abundance of tubular formation 
at various applied fields (e.g. when no field is applied elongated structures are scarce 
compared to when liposomes are exposed to higher magnitude fields).  Liposome 
composition was 89:10:1 PC:PA:OG-DHPE. 
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Figure 3.4. Bionanotubule radius at various magnitudes of electric field applied.  (A) 
Fluorescence micrograph of lipid nanotubules from a liposome composition of 89:10:1 
PC:PA:OG-DHPE at an applied voltage of 8 Vcm
-1
.  (B) Tubules from a liposome 
composition of  99:1 PC:OG-DHPE at 10 Vcm
-1.  Bar= 50 μm.  The lipid tubules are 
generally aligned with the electric field. 
 
 
Qualitatively, the images collected show a relatively well-ordered and stable 
growth pattern; however, this behavior is difficult to quantify.  To quantitatively describe 
tubular growth, the average number of tubules per liposome was determined from the 
images obtained at each applied electric field.  A typical sigmoidal curve is obtained 
when plotting these values (Figure 3.5).  Each data point represents the information 
obtained from a series of 10 to 15 fluorescence microscopy images from a particular 
experiment.  As also seen qualitatively, the curve illustrates the relative absence of 
tubular structures at lower applied fields which changes steeply to a somewhat constant 
number of average tubules per liposome.  This represents the stage in which tubule 
saturation takes place.  Despite the optical and sequestrial limitation in our system (which 
can give rise to variability in the y-axis of the plot and relatively large standard 
deviations), it is still possible to deduce a voltage range where tubular growth changes 
most dramatically.  The behavior of tubular growth exhibited by different liposome 
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systems suggests that there is an ―onset electric field‖ that triggers tubular extension.  
This onset electric field represents a small range of magnitudes of an applied field that 
provides the sufficient force required to extend lipid nanotubules from the immobilized 
vesicles.  To determine the variables that possibly influence the magnitude of the onset 
electric field, the mechanisms of tubular formation in our system as well as current 
theoretical models of tubular extension are examined.    
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5.  Plot of average tubule per liposome vs. applied electric field for tubular 
formation in liposomes with a composition of 89:60:10 PC:PA:OG-DHPE by mass. 
 
 
The influence of an applied electric field on liposomes is complicated by the 
intrinsic field generated locally by the charged lipid headgroups of the bilayer.
22-24
  When 
a liposome is placed in a uniform electric field, it distorts the electric field.   The field 
exerts electric and mechanical stresses on the surface of the liposome that induce shape 
and topological changes as well as migration of individual lipids about the surface.
22
  In 
moving to a small local deformation regime, these shapes can be elongated into very 
slender bodies.  This type of large transformation into slender bodies in the presence of 
electric fields has been confirmed both experimentally and theoretically with viscoelastic 
drop deformation in extensional flows.
25-27
  A similar principle can be applied to tubular 
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formation from phospholipid vesicles, as the resulting cylindrical shape represents a 
minimum in surface energy from a point force being applied to the liposome. 
Overall, lipid nanotubules remain extended as long as the electric field is applied.  
As soon as the field is removed most of the tubules seem to immediately relax and 
eventually retract into their mother liposome (Figure 3.6).  The relaxation event is highly 
consistent across tubular structures; however, tubular retraction occurs at various rates.  
Generally, tubules completely retract within a few seconds after the field is removed with 
shorter tubules retracting faster than longer ones.  At times, highly extended tubules can 
remain even minutes after the electric field is removed.  It is possible that this behavior is 
caused by tubule-substrate interactions.       
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6.   Bionanotubule retraction. (A) Fluorescent microscopy images of a lipid 
tubule retracting to its mother liposome following electric field removal.  The liposome 
composition is (89:10:1 PC:PA:NBD-PA by mass) and its structure is approximately 10 
μm in diameter . (B) Schematic representation showing the general behavior of liposome-
tubule system after removing the electric field. 
 
 
 To determine the effect of different lipids on the onset electric field, various 
vesicle compositions were examined.  First, the charged lipid (PA) to zwitterionic lipid 
ratio (PC and OG-DHPE) was altered.  Second, cholesterol addition of various amounts 
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was used to investigate the influence of the bending modulus parameter (Equation 3.1).  
This approach was chosen since cholesterol addition has been determined as the single 
most effective way to increase the strength and modulus of a fluid lipid bilayer.
28
  
  The influence of varying the PA content was investigated by forming 
nanotubules from mixed PC-PA-OG-DHPE vesicles at three different ratios: 89:10:1, 
89:30:1, and 89:60:1 PC:PA:OG-DHPE (by mass).  Quantitatively, the data trend 
suggests that increasing the amount of PA in the vesicles results in a lower average onset 
electric field for tubular formation (Figure 2.7).  However, the error in these 
measurements suggests that these points could be consistent with a constant onset electric 
field and further studies need to be completed in order to arrive to a more definite 
conclusion.  Qualitatively, tubule saturation can be reached at a lower applied voltage as 
the percent PA increased.  Less force is required to extend tubules from liposomes that 
have lower surface tension, meaning a lower magnitude electric field will trigger the 
formation of nanotubules.     
 
 
 
          
 
 
 
 
 
 
 
 
Figure 3.7.  Onset voltage vs.  % PA for three different liposome compositions.  89:60:1, 
89:30:1 and 89:10:1 PC:PA:OG-DHPE which correspond to 40%, 25% and 10% (by 
mass) respectively. 
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The influence of cholesterol was investigated by forming nanotubules from 
liposomes (89:10:1 PC:PA:OG-DHPE, by mass) with various amounts of added 
cholesterol.  The cholesterol percentages (by mass) used in this study were 0%, 8%, 15%, 
and 30%.  Tubular growth is commonly observed in the absence of cholesterol (Figure 
3.8B) at applied fields as low as 5 V cm
-1
.  However, the average onset electric field 
increases as the percent cholesterol goes from 0% to 8% (Figure 3.8A).  When the 
cholesterol content was 15%, only a few tubular formations were observed throughout 
the experiment.  However, the number of tubules per liposome observed at this 
composition was not statically significant.  At cholesterol compositions of 30%, only 
spherical structures were observed and no significant tubular structures were visible, even 
at fields of 25 V cm
-1
 (Figure 3.8C).   
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8.   (A) Onset electric field vs. % cholesterol for tubule formation with various 
concentrations of cholesterol in a mixed PC:PA:OG-DHPE liposome (89:10:1 
PC:PA:OG-DHPE, mass %).  Onset voltage increases as % cholesterol increases; 
however, no tubular formation was observed at higher (>8%) cholesterol amounts using 
electric fields as high as 25 V cm
-1
.  (B) Dark field microscopy images of 
liposomes/tubules at 0% cholesterol and (C) 30% cholesterol under applied voltages of 2, 
10 and 16 V cm
-1
. 
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In terms of tubule initiation, one possible mechanism is the formation of a 
charged-lipid domain in the surface of the liposome due to lipid migration as a 
consequence of the applied electric field.  To briefly explore this, models describe the 
required force ( f) to pull tubules is proportional to the square root of the bending rigidity 
(κc) and the surface tension (σ) according to:
21,29
 
f = 2π(2κc σ)
1/2 
                                           Equation 3.1
 
 
This force has a characteristic value of a few piconewtons.  The radius (Rt), of the 
nanotubules is the result of a force balance between membrane tension and curvature 
energy:
30
 
Rt
2
= κc/2σ                  Equation 3.2 
For micromanipulation techniques used to form lipid nanotubules, membrane 
tension of the mother liposomes can be controlled by using micromanipulation protocols.  
However, our system does not involve direct mechanical intervention to form lipid 
tubules.  Therefore, it is possible that these variables primarily depend on the 
composition of the immobilized vesicles.  This is consistent with the observed 
dependence of the value of the onset electric field on liposome composition.    
Assuming that a charged-lipid domain can be considered a point charge of charge 
(q) the electric force (f) experienced by the particle is the product of the electric field (E) 
wherein the particle is located and the particle charge.  Applying this mathematical 
relation (F= E x q) suggests that the amount of charge that can provide enough force to 
extend nanotubules is reasonable in terms of both the electric field magnitude used in this 
experiments and the size of the charged ―patch‖ that would need to form on the surface of 
the vesicle.  The required force, a few piconewtons, is being provided (tubules form) by 
using an average electric field of 5 V cm
-1
 (for non-cholesterol experiments).  The total 
charge required by this electric field magnitude to produce a force of approximately 10 
  45 
pN will have a characteristic value of 10
-14 
C.  Assuming an average number of charges 
per lead domain, and taking in consideration the cross-sectional area of a phospholipid 
headgroup, this total charge will correspond to an initial lipid domain of roughly 50 nm 
radius in the vesicle surface.  A lipid ―patch‖ of these dimensions can reasonably be 
present in vesicles with radial dimensions in the micro-scale, similar to the ones in our 
experiments.     
Detailed observation of lipid domains in the surface of the liposomes is difficult 
in our experiments because their dimensions are likely below the optical resolution.  
Conversely, the formation of small domains in the resulting tubules has been commonly 
observed when the liposomes composition used contained labeled charged lipids.  While 
certainly not optically resolved in detail, the spatial distribution of charged lipids at the 
tip and along the tubule is readily observed in experiments in which liposome 
composition was 89:10:1 PC:PA:NBD-PA (by mass).  For tubules labeled with NBD-PA, 
the growth tip appears much brighter than the body of the tubule, suggesting the 
formation of a small domain of the labeled, charged head groups (Figure 3.9).  This type 
of lipid distribution was the most apparent behavior once a tubule was initiated from PA-
labeled vesicles. 
The difference in fluorescence intensity between the tubular body and the tubular 
tip in various liposome preparations can be more easily observed through false-colored 
fluorescent surface plots of the images obtained (Figure 3.10).  For liposome preparations 
in which the charged lipids (PA) are labeled the fluorescence intensity of the tubular tip is 
significantly higher than that of the body of the tubule.  As mentioned previously, this 
clearly indicates a higher concentration of charged lipids at the tip compared to the rest of 
the tubular structure.  On the contrary, tubules formed from liposomes in which a 
zwitterionic lipid was labeled (PE), rather than the charged ones, the tubular body and tip 
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do not show a difference in fluorescence intensity.  This indicates that the zwitterionic 
lipid distribution is more or less even in the tubules formed from these liposomes. 
 
 
 
Figure 3.9.  Fluorescence microscopy images of liposomes and growing tubules labeled 
with (A) NBD-PA, showing the brighter tips most likely due to a collection of labeled 
lipids, and (B) OG-DHPE 
 
 
The absence of tubular structures at high cholesterol content was not unexpected.  
Roux and coworkers have provided evidence of the mechanisms of lipid sorting in 
membrane tubes; they have reported that cholesterol appears critical for the formation of 
lipid domain by favoring lipid mixing, thus influencing the lipid sorting process.
31,32
  One 
of the mechanisms described involves an initial phase of mixed lipids in the membrane 
which subsequently becomes a system of sorted lipids upon tubular formation on the 
basis of the molecular properties of the individual lipids.
31
  As discussed, a possible 
mechanism for tubular formation by using electric fields is that the charged lipids migrate 
within the surface of the liposome and form a leading domain that initiate the extension 
of the tubules from the mother liposome surface.
22
  If the presence of cholesterol hinders 
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lipid segregation, a leading domain becomes more difficult to form at high cholesterol 
concentrations.  The lack of a significant amount of lipid tubules at high cholesterol 
content (more than 15%) suggests that cholesterol addition hinders or delays a possible 
lipid sorting mechanism that precedes tubular extension.
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10. (A) Fluorescence intensity in the tubular body and tip from tubules formed 
from two different liposome compositions.  (B) False-colored surface plot of fluorescence 
microscopy images of liposomes and growing tubules labeled with NBD-PA, and C) OG-
DHPE 
  
  
 Understanding the effect of liposome composition in tubular formation by this 
strategy is required to gain a better control of the overall system.  For example, if 
cholesterol addition is needed, its content in the liposomes should be optimized to 
maintain proper membrane rigidity while still allowing tubular formation at a desired 
electric field magnitude.  Additionally, these assessments can explain the lack of tubular 
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structures in previous studies where lipid vesicles were under the influence of electric 
fields.  If lipid composition is unfavorable for tubules to grow, then changes in the 
membrane may not be possible or require higher magnitude forces.        
The work presented here shows that dramatic changes in the shape of lipid 
bilayers in surface-attached liposomes result from electric fields of much lower strength 
than used in previous studies (50-300 V cm
-1
) in which liposomes were imaged while 
undergoing electrophoresis in fused silica capillaries.
14
  
 
The liposome immobilization 
approach taken in this current study not only seems to reduce the magnitude of the 
applied field needed for the formation of tubules, but also it provides the possibility to 
tailor the location of the liposomes within the surface of attachment for future phases of 
this research.     
Our approach for lipid tubular formation is simple and opens exciting 
opportunities for the fabrication of these structures for both the application and 
fundamental contexts.  Understanding that tethered bilayer-bound systems can be directly 
controlled by an external electric field suggests entirely new and complex networked 
structures can be created by choosing the charge state of the liposome and providing 
surface attachment with addressable molecular recognition elements, such as 
complementary DNA strands.
33,34
  The magnitude and direction of the electric field can 
be chosen such that interconnecting networks of nanoscale membrane bound system can 
be created without direct mechanical intervention.
29
 
There are, of course, several important issues to be addressed.
  
Further attention 
to kinetics of tubular growth in relation to magnitude of field applied and liposome 
composition is still needed.  Variables such as liposomes size, temperature and adhesion 
chemistry and their influence on tubular formation by using electric fields need to be 
further understood.  In addition, a more thorough theoretical description needs to be 
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developed to depict our method of tubular formation.  These new approaches would 
closely examine the disturbance that the field creates on the membrane which 
consequently leads to lipid migration, conglomeration, and extension events. 
 
Conclusion 
This approach demonstrates that lipid nanotubules can be extended from surface-
immobilized liposomes using low magnitude electric fields (less than 20 V cm
-1
), 
showing that lipid tubules of mixed-lipid vesicles can be prepared without direct 
mechanical manipulation.  Tubules from several microns to even millimeters in length 
can grow simultaneously from a mother vesicle.  Tubule alignment can potentially be 
controlled by varying the direction of the applied field.  The composition of the 
liposomes can affect the overall onset electric field for tubular formation and adding 
cholesterol can hinder tubule extension from liposomes.  This result can be based on an 
increase in the bending modulus of the bilayer, while higher ratios of phosphatidic acid 
suggest a decrease in the overall onset electric field for tubule growth by possibly 
decreasing the liposomes‘ surface tension.   
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CHAPTER 4 
MEMBRANE POTENTIAL MEASUREMENTS IN LIPOSOMES DISPLAYING 
TRANS-BILAYER PH GRADIENTS 
Introduction 
 Liposomes have been extensively used for a variety of application in areas such 
as cosmetics, pharmaceuticals, engineering, the food industry, and gene therapy.
1
  
Besides being ideal delivery vehicles, liposomes  have also been used to model biological 
membrane and their functionality.
2-7
  There are pH gradients across many membranes 
within biological environments.  A variety of processes that take place in cells and 
organelles depend on gradient establishment, making them an important aspect of 
modeling biological systems.  Trans-membrane pH gradients, a difference in internal and 
external pH, play a significant role in cellular functions such as ion transport, protein 
translocation, and cellular intake.  Other roles include controlling fusion processes,
8
 
modulating bilayer asymmetry,
9, 10
 and maintaining degradative functions of acidic 
organelles.
11
  Therefore, the existence of these gradients is crucial for the proper 
functioning of cells.   
 Differential pH between the encapsulated and suspending medium of liposomes 
has also been exploited in their use as drug delivery vehicles.   The use of liposomes for 
this purpose has shown that drug toxicity can be reduced while increasing delivery 
efficiency to target sites.  Trans-bilayer pH gradients along with the selective 
permeability of the membrane facilitate the loading and unloading processes for delivery 
applications.
12-14
  Differences in pH gradients between various types of cells have already 
been used in cancer treatment applications.  Tumor cells have been found to have a more 
acidic interior than normal cells.  This aspect has been considered for the targeted 
delivery of chemotherapeutic agents.  It is also thought that increases in intracellular pH 
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gradients are involved in the multidrug resistance of tumor cells.
14-17
    
 In efforts to further understand and exploit pH gradients in both fundamental and 
application contexts, the electrophoretic properties of liposomes and organelles 
displaying these gradients have been previously examined.
18-20
  Through these studies, 
changes in liposome surface charge due to the differential pH in the bilayer leaflets were 
assessed by examining the electrophoretic mobility of gradient versus non gradient 
populations.  Changes in surface charge have been partially attributed to capacitive 
effects that arise from the difference in pH between the vesicle's internal and external 
medium.
13,18,19
  The capacitance effect, initially proposed by Ceh and coworkers, treats 
the lipid bilayer as an electrical capacitor under these conditions.
13
  In the lipid bilayer, 
the charged plates of the capacitor correspond to the polar head groups of each 
phospholipid monolayer.  The total surface charge depends on the ionized functional 
groups; their concentration, pKa, and the pH of the medium.  The dielectric portion of the 
membrane capacitor is formed by the hydrophobic tails that separate the polar head 
groups of each bilayer leaflet.  Due to differences in pH between the encapsulated and 
suspending buffer, there is a different charge in each of the leaflets which generates a 
trans-membrane potential.  The excess of electric charge on either side of the membrane 
induces an equal but opposite charge on the opposite side (and vice versa).
18,19
  
Examining the changes in liposome surface charge through capillary electrophoresis 
certainly allowed a better understanding of the effects that pH gradients and membrane 
potential have on these liposome populations.  
 In this study, the membrane potential of liposomes containing trans-bilayer pH 
gradients is assessed by utilizing spectroscopic methods.  We describe the use of two 
distinct potential-sensitive dyes, di-4-ANEPPS and Oxonol VI.  These dyes were 
independently used in large unilamellar PC:PA liposomes of inner pH 7.4 and 8.8 with 
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external pH values ranging from 5 to 9.  Both of these probes are commonly used for the 
measurement of transient potentials in cells and have been utilized in the study of 
liposome systems.  Di-4-ANEPPS is classified as a fast-response probe while Oxonol VI 
is a slow-response probe.  We anticipate that the distinct mechanism of response for each 
of the fluorophores can provide significant insight about the potentials generated in the 
liposome populations of interest.  The main incentive of this study is to gain an improved 
qualitative and quantitative understanding of the membrane potentials in liposomes 
containing trans-bilayer pH gradients, therefore aiding in their characterization and 
exploitation for a variety of applications. 
Materials and Methods 
 Materials.  Phosphatidylcholine (PC), phosphatidic acid (PA) and cholesterol 
were obtained from Avanti Polar Lipids, Inc (Alabaster, AL).  Tricine and potassium 
sulfate were purchased from Sigma-Aldrich (St. Louis, MO).  Sodium hydroxide was 
obtained from Mallinckrodt Baker Inc. (Paris, KY).  Oxonol VI (bis(3-propyl-5-
oxoisooxazol-4-yl)pentamethin oxonol) and the ANEP (aminonaphthylethenyl-
pyridinium) dye, di-4-ANEPPS (Figure 4.1AB) were obtained from Molecular Probes 
(Carlsbad, CA).  
 Buffers.  Buffers for pH gradient experiments consisted of 2 mM tricine and 45 
mM potassium sulfate titrated to the desired pH using 1.0 M sodium hydroxide or 1.0 M 
hydrochloric acid.   
 Liposome Preparation.  Liposomes were prepared by lipid-film hydration and 
incubation using a 9:1 molar ratio of PC and PA respectively, with 20% (mol/mol) 
cholesterol.  For control experiments using di-4-ANEPPS the liposome composition 
consisted of PC and 20% cholesterol.  The appropriate buffer pH was used to obtain the 
desired pH value for the inner medium.  Vesicles were then sonicated in a bath-type 
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sonicator and passed through a 0.2 µm syringe filter.  The lipid concentration in the 
liposome aliquots was kept to 20 mg of lipid per milliliter of buffer.  All liposome 
samples were used within a week and stored at 4 ˚C when not used immediately.  
 
 
Figure 4.1.  Structure of potentiometric probes used for trans-membrane potential 
measurements of liposomes displaying pH gradients. (A) Oxonol VI and (B) di-4-
ANEPPS 
 
    
 Loading Liposomes with Potentiometric Dye.  The incorporation of the 
potentiometric probe into the liposome was done prior to establishing the pH gradient.  
Loading procedures and concentrations were consistent with previous reports for each 
dye.
21,22
  When using the fast-response probe, a 30 µl aliquot of vesicle suspension was 
diluted into 3.00 mL of buffer containing 0.5 µM di-4-ANEPPS.   Experiments using 
Oxonol VI involved the dilution of a dye stock solution (3.16 mM of dye in ethanol) by 
mixing with ethanol/water (1/5 v/v).  These dilutions were prepared daily prior to the 
experiment.  Concentration was chosen so that addition of 5 µl dye solution to 1.00 ml of 
buffer resulted in 0.52 µM final dye concentration.  After addition of Oxonol VI to the 
buffer in the sample cuvette, an aliquot of the vesicle suspension was added.   
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 Establishment of pH Gradient.  In this study, two general types of liposome 
populations were used.  Non gradient populations consisted of vesicles with equal inner 
and outer pH, while pH gradient populations involved liposomes exhibiting different pH 
values between their suspending medium and entrapped buffer.  For example, preparation 
labeled as 7.4in/8.8out refers to a liposome population in which the internal compartment 
has a pH of 7.4 and the external buffer has a pH of 8.8.  As described in previous 
studies,
19
 all pH gradient liposome preparations were first created from liposomes with 
the same inner and outer pH.  The outer mediums were then adjusted by slow titration of 
the external buffer with sodium hydroxide or hydrochloric acid solution to the desired 
pH.  The liposome preparation was stirred constantly during titration to prevent 
membrane disruption from the pH change.  The pH of the suspending buffer was 
continuously monitored using a pH meter (Figure 4.2).  Liposomes were used 
immediately once the pH gradient was created.  The pH gradient stability was determined 
previously to be approximately three hours before rapid equilibration of the gradient 
occurred.
19
 
 Fluorescence Measurement.  The fluorescence of the vesicle suspension was 
measured with a Cary Eclipse fluorescence spectrophotometer.  This instrument has the 
ability to conduct dual-wavelength ratiometric fluorescence measurements by monitoring 
the emission excited from two excitation monochromators, which is needed when using 
di-4-ANEPPS.  For this probe, fluorescence ratio measurements were performed by using 
excitation wavelengths of 450 nm and 510 nm and with a detecting emission of 600 nm.  
The ratio of these intensities (F450/F510) decreases upon membrane hyperpolarization.
22
  
Fluorescence intensity measurements using Oxonol VI were performed with excitation at 
580 nm (excitation slit 20 nm) and detection emission at 600-700 nm (emission slit 5 
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nm).  Emission scans were obtained for the free dye in solution, after addition of the 
vesicle suspension, and following the establishing of pH gradients.  
   
 
 
 
Figure 4.2. Schematic of the procedure to establish a pH gradient across the liposome 
membrane. All pH gradient liposome preparations were created from liposomes with the 
same inner and outer pH.  The outer pH was adjusted by slow titration of the exterior 
buffer with sodium hydroxide or hydrochloric acid solution to the desired pH value.  The 
liposome preparation was stirred constantly during titration to prevent membrane 
disruption from the pH change 
 
 Dynamic Light Scattering.  Liposome size was characterized using a Zetasizer 
Nano by Malvern (Worcestershire, UK).  Trans-bilayer pH gradients were created just 
prior to measurement from each equal pH preparation, with three to six pH gradient 
samples analyzed for each case.  Samples with similar pH gradients were measured 
several times, and the resulting diameteres were consistent with the sizes measured from 
other preparations prior to gradient establishment (Figure 4.3).  
Results & Discussion 
 Trans-membrane potentials in the lipid bilayer result from charge separation 
across the membrane.  In this study, this potential arises from differential charge states of 
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the inner and outer leaflets of the bilayer encapsulating the aqueous compartment of the 
liposome.  As previously mentioned, the average net charge of each leaflet depends on 
the relative concentration of ionizable functional groups, their pKa, and the pH of the 
medium.  The encapsulated buffer is the medium influencing the inner monolayer, while 
the suspending or dilution buffer influences the outer monolayer.  In liposome 
preparations, the concentration of phospholipids is relatively consistent in both leaflets.  
The pH of the suspending medium, however, can be manipulated to generate a charge 
differential according to the pKa of the available functional groups.  This difference in pH 
between the encapsulated and suspending solution is referred to as a pH gradient.  If the 
same pH is maintained between the two mediums, no significant charge differential 
would exist and there would be no trans-membrane potential.    
 The liposome preparations used in this study contained phospholipids displaying 
a charged head group.  At pH 8.8, PC exists as a zwitterionic molecule, while PA is 
negatively charged.  At a lower pH of 7.4, PC remains zwitterionic and approximately 
half of PA molecules are protonated due to their pKa of 7.4.  Therefore, the leaflet in 
contact with the medium of lower pH will exhibit a lower net negative charge than the 
monolayer in contact with the more basic solution.  Even though this simplistic rationale 
can be used to roughly estimate the charge state of these mixed systems, the exact total 
surface charge of each monolayer is difficult to predict solely based on composition and 
pH effects.  This is especially the case for liposomes displaying pH gradients when 
compared to non gradient vesicles.  
 Previous studies have concluded that capacitively-induced charge in vesicles 
results from the existence of trans-membrane potential and pH gradients.  Capillary 
electrophoresis studies have revealed that this potential-induced charge modifies the 
apparent surface charge of the vesicles based on acid-base equilibria.  The additive or 
  57 
masking effect of these charges is assessed by examining the electrophoretic mobility of 
liposomes with various pH gradients.  These studies are based on the premise that 
migration in an electric field is dependent on surface charge.  However, if these 
electrostatic modifications result from trans-membrane potentials, then potentiometric 
probes can be used to further characterize these systems.          
 In this study, the membrane potentials of pH gradient liposomes were examined 
by a spectroscopic  approach.  Potential-sensitive dyes were used to attempt a 
measurement of the trans-membrane potentials in liposomes displaying pH gradients and 
non gradient populations.  As mentioned previously, liposome used in this work were 
prepared using a 9:1 molar ratio of PC:PA or PC only, had an internal pH value of 7.4 or 
8.8, and were suspended in buffer with a  pH ranging from 5 to 9 (changed progressively 
throughout the experiment).  All preparations were studied using two distinct membrane 
potential probes, di-4-ANEPPS and Oxonol VI, in order to examine the efficiency of the 
dye in the detection of membrane potentials resulting from pH gradients as well as 
characterize the gradients themselves. 
  Size Measurements of pH Gradient Populations.  Aside from characterizing 
the liposome samples, diameter measurements were performed to monitor the liposome 
stability after dye incorporation and pH gradient establishment.  Laser light scattering 
was used to examine liposome samples at each stage of the experiment as the pH of the 
suspending medium was progressively changed.  The average liposome diameter across 
all samples was approximately 240 nm.  This value varied slightly in each population.  
However, because of the large distribution of liposome diameters in each sample, these 
differences were not statistically significant (Figure 4.3).  Previous assessments of these 
type of vesicles have revealed similar results, suggesting that liposome size remains 
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relatively constant and that liposome integrity is maintained after the pH gradient is 
established.
19
     
  
Figure 4.3. Representative size distribution of liposome samples (inner pH 7.4) with 
various outer pH values as measured by dynamic laser light scattering (n=3).   
 
  
 Measurements of Membrane Potential using Di-4-ANEPPS.  The 
fluorescence emission spectra for di-4-ANEPPS is shown in Figure 4.4.  The dye is 
relatively non-fluorescent when free in solution.  However, the fluorescence intensity 
greatly increases when the dye interacts with the liposome membrane.  For this probe, 
dual-wavelength ratiometric measurements were used rather than considering the dye 
intensity alone.  It is known that that the intensity of this dye can be affected by other 
factors besides membrane potential.  Ratiometric measurements at two different 
excitation wavelengths, 450 and 510 nm, allow for a potential-sensitive signal that is 
internally standardized.
22
  In typical experiments examining membrane potential, this 
ratio decreases upon membrane hyperpolarization, exhibiting an approximate change of 
10%  per 100 mV of potential.   
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Figure 4.4. Fluorescence emission spectra of di-4-ANEPPS before and after 
incorporation in the liposome membrane. Excitation λex=450 nm 
 
 
The examination of pH gradient liposomes with di-4-ANEPPS resulted in 
unpredicted behaviors for the two populations studied.  For vesicles with inner pH value 
of 7.4, a decrease in fluorescence ratio with respect to non gradient liposomes was 
observed as the outer pH increased.  This indicates the detection of a trans-membrane 
potential that becomes more negative as the extracellular medium becomes more basic.  
The magnitude of the potential can be estimated based on the percentage of change in the 
ratiometric response with respect to the liposome samples with equal inner and outer pH.  
The largest gradient studied  (7.4in/9.5out) exhibited a 7% decrease in signal, 
corresponding to a potential magnitude of approximately -70 mV.  However, for vesicles 
with inner pH value of 8.8, the ratio did not significantly change between gradient and 
non-gradient samples.  This outcome suggests that no trans-membrane potential was 
detected by this probe under these experimental conditions.  Representative dye 
responses revealing these trends are shown in Figure 4.5.  Additionally, the changes in 
ratio across the range of outer pH values studied (pH of suspending buffer) are shown in 
Figure 4.6. 
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Figure 4.5.  Ratio of fluorescence excited at 450 and 510 nm for various vesicles 
suspensions with and without trans-membrane pH gradients.  λem=600 nm.  The ratio 
does not vary significantly in liposomes preparations with inner pH of 8.8 (A).  In 
liposomes suspension with inner pH value of 7.4 (B) the fluorescence ratio changes 
significantly in liposomes population containing pH gradients when compared to non 
gradient populations   
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Figure 4.6. Ratio of fluorescence excited at 450 and 510 nm vs. outer pH value for 
vesicles suspensions (9:1 PC:PA, 20% cholesterol) with various trans-membrane pH 
gradients.  (A) Inner pH value is 7.4. (B) Inner pH value is 8.8. 
 
 
In order to determine if the trans-membrane potential detected by the dye was 
due to differential surface charge in the leaflets of the bilayer, additional control 
experiments were performed.  Dual-wavelength ratiometric measurements were carried 
out in liposome populations consisting of only zwitterionic phospholipid (PC) and 
cholesterol (Figure 4.7).  Changes of pH in the ranges used here were not expected to 
generate a membrane potential, since PC remains zwitterionic and differential charges in 
bilayer leaflets were not obtained.  In fact, the ratiometric signal remained relatively 
unchanged for both populations, inner pH 7.4 and 8.8, as the outer pH became more basic 
or more acidic. 
8.8 
7.4 
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Figure 4.7. Ratio of fluorescence excited at 450 and 510 nm vs. outer pH value for 
vesicles suspensions (PC with 20% cholesterol) with various trans-membrane pH 
gradients  (A) Inner pH value is 7.4. (B) Inner pH value is 8.8.  Triangles correspond to 
titration using HCl while diamonds indicate titration of the external solution with NaOH. 
 
  
 Measurements of Membrane Potential using Oxonol VI.  Changes in 
membrane potential of vesicles with inner pH 7.4 and inner pH 8.8 were also examined 
by monitoring the intensity changes of Oxonol VI.  Being an anionic dye in the range of 
pH values studied, Oxonol VI has been shown to produce large changes in intensity in 
response to changes in trans-membrane potential.
21
  Typical experiments involving the 
use of this probe report an increase in intensity for inside-positive potentials.  The 
emission spectra of free dye in solution and in the presence of PC:PA vesicles is 
presented in Figure 4.8.  Gradient establishment in liposome populations with an inner 
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pH of 8.8 resulted in an increase in intensity.  However, when the inner pH was 7.4 
intensity decreased with respect to non gradient vesicles.  A control experiment in the 
absence of liposomes showed that Oxonol VI fluorescence was not altered as the pH of 
the medium was progressively changed to either a more acidic or more basic state.  This 
suggests that the changes observed were caused by the dye interaction with the 
liposomes.  
 
 
 
 
Figure 4.8. Fluorescence intensity of Oxonol VI (0.52 µM) before and after liposome 
addition as a function of emission wavelength.  The solid curve was obtained from a 
liposome population containing a pH gradient (8.8in/7.3out).  As reported in the literature, 
the dye interaction with the liposome membrane caused a red shift in the emission spectra 
(·-·-·).  This shift further occurs in the presence of a trans-membrane potential which, in 
this study, was generated by establishing a pH gradient across the vesicle membrane 
(solid curve). 
 
 
The normalized intensity of Oxonol VI is reported to increase for inside-positive 
potentials.  Conversely, inside-negative potentials produce a decrease in signal.
21
   In 
these study, the fluorescence of Oxonol VI is expressed as the ratio of fluorescence 
intensity difference between the gradient and non gradient samples (ΔF=F(U)-F0) to 
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fluorescence at zero membrane potential (F0) corresponding to liposomes with the same 
inner and outer pH.   Liposome populations with an inner pH of 7.4 exhibited a decrease 
in intensity as the outer pH became more basic, indicating an inside-negative membrane 
potential.  However, the average intensity for this population remained relatively 
unchanged for pHout> 8.4.  When the inner pH was 8.8, the fluorescence intensity 
increased as the outer pH became more acidic.  This increase in fluorescence corresponds 
to an inside-positive potential.  The typical intensity change for Oxonol VI is reported as 
an approximate 1% per mV.  Based on this relation, the largest gradient in liposomes 
with inner pH of 8.8 corresponds to a potential magnitude of 30 mV (8.8in/7.2out).  
Furthermore, the estimated potential for the largest gradient sample in 7.4in vesicles 
corresponds to -20 mV (7.4in/9out).  The low magnitude value obtained for this population 
was not completely unexpected.  The fluorescence signal of this dye tends to saturate at 
small negative values, deviating from the typically linear relation obtained in response to 
inside-positive potentials.  The origin of this behavior is not clearly understood.
21
  
Previous studies report this deviation at normalized fluorescence values of approximately 
-0.2 .  This magnitude is below the lowest intensity average in Figure 4.9A.  However, 
the signal plateau obtained for largest gradient population, suggested that changes in 
membrane potential may not necessarily result in changes in dye response.  
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Figure 4.9.  Normalized fluorescence intensity vs. outer pH value for liposome 
populations of inner pH 7.4 (A) and 8.8 (B).  Intensities are normalized to the intensity 
value of the non gradient population  (7.4in/7.4out or 8.8in/8.8out) 
 
  
 The results presented in this study show that trans-membrane voltages generated 
by pH gradients can be detected by potentiometric dyes.  These gradients were obtained 
by varying the outer pH of the vesicle preparations over a wide range of values while the 
inner pH remained the same.  Vesicle characterization before and after gradient 
establishment showed that liposomes maintained their integrity and did not change 
significantly through the various experimental stages.  The stability of the gradients 
studied here have been previously examined through fluorometric studies of liposomes 
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with pH-sensitive dyes.
19
  These studies revealed that no significant changes in interior 
pH are observed over a 3 hour period.  All the measurements reported in this work were 
carried immediately after gradient establishment, suggesting that dye response (or lack 
of) is not linked to gradient equilibration. 
 The two dyes used in this work, di-4-ANEPPS and Oxonol VI, varied in their 
mechanism of voltage-sensitive response.  Di-4-ANEPPS is a fast-response probe 
generally used for transient membrane potentials.  The voltage sensitivity of this dye is 
due to a configuration change experienced by the intercalated molecule when in presence 
of an electric field.  The adopted configuration produces a change in fluorescence 
proportional to the membrane voltage.  Oxonol VI has been classified as a slow-response 
probe generally used to detect inside-positive potentials.  Its mechanism of response is 
based on voltage-dependent partitioning of the dye between water and membrane.  
Oxonol anions can easily permeate across the lipid bilayer.  This allows their 
accumulation in the inner leaflet of the membrane for inside-positive potentials leading to 
an increase in fluorescence.
21,23
    
 The inconsistent membrane potential measurements between the two dyes are 
most likely a result of the differences in their response mechanisms.  The behavior of 
both potentiometric probes are generally well described for membrane potentials that 
result from gradients of free ions in bulk solution rather than differential charge states of 
the bilayer leaflets.  The examination of this type of gradients requires a better 
understanding of the modifications or alterations (if any) of the dyes' response under 
these conditions.  Oxonol VI was able to detect trans-membrane potential for liposomes 
of inner pH 7.4 and 8.8.  However, considering the voltage-dependent distribution of 
Oxonol anions, the trends observed in this study are somewhat counterintuitive (Figure 
4.9) if simplistic approaches are taken to evaluate these systems.  For instance, liposomes 
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with a higher net negative charge in the inner leaflet exhibited a higher extent of dye 
accumulation as the outer pH decreased.  On the other hand, the lack of response of di-4-
ANEPPS in liposomes of inner pH 8.8 is not necessarily clear and the possible causes for 
this outcome can only be speculated.     
 Myriad factors still need to be thoroughly examined to accurately describe the 
membrane potentials and pH gradients of these liposome populations.  Aside from better 
understanding potentiometric dye response in non-typical systems, variables such as ionic 
strength and total surface charge should be carefully assessed.  Both of these variables 
were unchanged in the studies presented here (except for control experiments in the 
absence of PA).  In previous electrophoresis-based studies of pH gradient vesicles, low 
surface charge systems (2.5% PA) exhibited distinct behaviors when compare to 
liposomes of higher surface charge (e.g. 10% PA).
24
  These variabilities have been 
attributed to capacitance effects and flip-flop transport of phospholipids across the 
liposomal membrane.
18,19,24
  Additionally, different behavioral trends were observed at 
different ionic strengths.  Examining the effect of these parameters in potentiometric dye 
response would be extremely valuable when characterizing these vesicle populations.    
 Future studies should also involve multi-labeling experiments that could monitor 
pH gradient and membrane potential simultaneously.  Studies of this type have been 
previously performed in secretory vesicles using Oxonol VI as a membrane potential 
probe and 9-aminoacridine to estimate pH gradients.
23
  Additionally, alternative 
fluorescent measurement approaches could increase the information obtained from the 
potential-sensitive dyes (e.g. ratiometric measurements of Oxonol VI).
25
     
Conclusion 
 This chapter describes the use of potentiometric probes to measure trans-
membrane potentials in liposomes displaying pH gradients.  The studies presented here 
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show that most vesicle populations generate changes in dye response upon the 
establishment of a pH gradient across the liposome membrane.  Quantitative 
measurements varied significantly between the two potentiometric dyes used.  Therefore, 
further studies are needed to better understand the response of these probes to membrane 
potentials generated by differential charge states of the bilayer leaflets.  The ability to 
detect and quantify trans-membrane potentials in pH gradient vesicles by a spectroscopic 
approach is a significant step towards better understanding, predicting, and exploiting 
these systems.   
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CHAPTER 5 
EXPLORING THE FEASIBILITY OF BIOAEROSOL ANALYSIS AS A NOVEL 
FINGERPRINTING TECHNOLOGY 
Introduction 
 Bioaerosols are diverse and complex dispersed particles that are either living or 
of biological origin.  These include viruses, pollen, fungal spores, bacteria and cells, and 
debris from vertebrates, including humans, and other biota (plants, insects, etc).  These 
particles range from ~10 nm to 100 µm
1
 and their existence has been recognized for well 
over a century.
2
  Currently, the central topics of bioaerosol studies focus on health 
hazards, effects on the atmosphere, terrorism detection, and global climate. 
 Over the past decade, several studies focused on molecular and isotopic markers 
that can be used to track bioaerosol; especially for tracing particles released from soils 
and various agricultural environments.
3-5
   Molecular marker studies have mainly involve 
organic marker compounds such as saccharides, alkanes and steroids for the tracing of 
soil dust and plant bioaerosols.
4,5
  Beyond these studies, viewing animal and human 
bioaerosols as an information rich marker of its source has not been seriously considered.  
Reasons for this absence are lack of sufficient (bio) analytical capabilities and poor 
understanding of the biochemical fingerprints that are likely present in this type of debris.  
Considering the body of evidence that does exist indicating abundant cellular material 
and proteins in the atmosphere,
6-8
 this is somewhat surprising—limited analytical 
capabilities notwithstanding.  Even though there is imperfect knowledge of ―dead‖ and 
fragmented biological fraction of particles in the atmosphere, the mere existence of this 
type of debris creates an opportunity for its use in many potential applications.  Living 
organisms, including humans, constantly emit a surprisingly large amount of dead skin 
cells and fragments into the environment.  As analytical capabilities are improved and 
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focused on the characterization of this fraction (and the living fraction), detailed 
biochemical information within the aerosol will be identified.  This has the potential to 
significantly impact fields ranging from biochemical forensics and biodiversity studies to 
medical profiling and environmental assessments.  
 Accurately characterizing bioaerosol to differentiate its source appears to be 
fighting against the basic concept that many biological structures and metabolic pathways 
are common to all humans (and many other species) resulting in apparently common 
biochemical profiles.  However, and importantly, structures and pathways exhibit the 
extensive polymorphisms and divergent post-translational modifications (PTMs) that 
reflect individual genetics, familial and tribal background, personal history, living 
environment and health.  This variability yields an array of biochemical fingerprints 
indicative of these polymorphisms and modifications.  Analogous to facial-recognitions 
and more recent technologies such as ―odorprint,‖ the idea is not to rely on a specific 
feature (or compound) for identification, but to obtain multi-component signatures that 
reflect individuality.
9,10
  Furthermore, it is possible that the concentration, degradation, 
and type of aerosolized material of interest is dependent on time from human presence, 
and potentially this information can be used to time-stamp human and individual 
occupancy.  By exploiting the capabilities of current and emerging analytical technology 
it is likely that interpretable patterns can be generated, as will be supported in detail 
below.  
 The purpose of this chapter is to discuss the role of bioaerosols, with a focus on 
human-originated bioparticles, as carriers of biochemical information as well as to outline 
the current state of knowledge for the study of biological aerosols.  This work is not 
intended to provide an exhaustive review of previous studies on aerosol and bioaerosols, 
but instead provide examples of how analytical chemistry performed in the field and in 
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the laboratory can shed new light in our understanding and analysis of unexploited 
biochemical fingerprints contained in aerosolized human debris.  The final part of this 
work provides some key issues and technological challenges to be met for the 
development of this novel field of bioaerosols analysis, major open questions, and 
research perspectives regarding possible applications once this technology is developed.  
Sources of Molecular “Signatures” in Bioaerosols 
The concept of detecting unique molecular signatures from a biological source is 
predicated on the premise that a unique pattern exists—whether it can be detected or not.  
Several lines of reasoning and sources of information suggest that, indeed, this signature 
is generated and released to the environment.  A variety of biochemical processes are 
distinctive to each individual and enough material is released into the surroundings to 
potentially be detectable according to skin sloughing data (described in detail below).  
Skin cells are jettisoned in gram quantities per day and remain suspended as an aerosol 
for hours to days,
8,11
 with each of these skin cells retaining a biochemical fingerprint of 
the originator. 
 The aim of this section is to review current knowledge about the sources of 
molecular signatures that can most likely be found in skin debris.  The basics of skin 
sloughing and the biochemical and physical changes associated with this process are first 
discussed.  Then, the possible role of DNA as a primary identification molecule is 
summarized.  This is followed by a discussion of the potential of obtaining profiles of 
proteins and other molecules for fingerprinting (also called footprinting) purposes.  
Lastly, remarks about skin biota will be included as a more unusual but potentially 
valuable source of molecular targets.  We include the advantages and limitations that 
could arise from using each type of biomolecule (and physical structures) as well as 
current knowledge regarding their potential use as organism signatures. 
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Figure 5.1. Overall schematic of the proposed bioaerosol fingerprinting technology.  
The proposed technology consists of the development of devices for collection and 
analysis of bioaerosol signatures as a new ―fingerprinting‖ technology. Target bioaerosol 
particles such as human-emitted dead skin cells, pervasively exist as suspended 
aerosolized particulates that contain biochemical information unique to their source.  This 
information, most likely in the form of DNA and protein polymorphisms, could be 
exploited to obtain a biochemical signature from a location of interest.  Signal analysis 
involving biometric comparison of signatures to a database can provide insights into 
potential and/or actual presence of individuals in a particular area.   This development 
will require integration and refinement of existing but cutting-edge technologies for 
aerosol sample collection and automated biochemical analysis. 
 
  
 Skin Cells: Sloughing Processes and Biochemical Signature.  Aerosolized skin 
cells, along with other forms of animal debris (e.g. dander), are a type of non-viable 
bioaerosol.  They are generated from viable organisms then released into the air 
spontaneously, as a consequence of environmental conditions, or some other mechanical 
disturbance.  The existence of aerosolized skin in airborne particulate matter has been 
recognized for more than three decades
12,13
 and it continues to be investigated and better 
understood in more recent years.
8,14
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 Skin flakes comprise a substantial proportion of the recognizable particles of 
indoor air.  They are also a major constituent of house dust which is constantly re-
aerosolized allowing the skin flakes to re-circulate in this air mass.
14
  Bahadori and 
coworkers reported mean concentrations of such dust in the breathing zone (44 ± 3µg m
-
3
) is more than twice that in the ambient air.
15
  Popular culture notes the large amount of 
sloughed cells with an urban myth that suggests bed mattresses double in mass over ten 
years from dead skin cells and dust mites.
16
  The role these particles play has also been a 
major concern in the sick building syndrome (health effects and discomfort experienced 
by building occupants).
17
  
 Aerosolized skin cells are the result of the continuous regeneration of the 
epidermis.  This structure is the external, uppermost multilayer compartment of the skin 
where cornification (or keratinization, culminating in cell death) occurs resulting in 
spontaneous detachment (desquamation) of corneocytes.
11,18-20
  The cornification process 
is the highly organized differentiation of keratinocytes going from a proliferating cell 
type in the basal layer of the epidermis to an association of flattened, corneocytes in the 
outermost layer (stratum corneum, SC).
18
  The SC, also called the cornified layer of the 
skin, consists of approximately fifteen layers from which cells are continuously 
discharged into the environment (Figure 5.2).  The released corneocytes are dead cells, 
but form the physical layer that protects the skin.   
 Through the desquamation process, a single human sheds approximately one 
gram of aerosolized skin flakes daily, releasing an estimated 10
7
 particles per person per 
day.
14,21
  The average size of these particles is much smaller than the interweave pores of 
the majority of clothing fabrics allowing the skin flakes to move freely through clothing 
and be released into the airstreams.
22,23
  Earlier studies described the majority of particles 
circulating in the air as small (less than 1-2 micrometers in diameter), while the majority 
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of skin cells freshly emitted by humans are larger with diameters of 5-15 
micrometers.
12,24
  Each shed skin flake contains a complex mixture of proteins, lipids, 
small peptides and other biomolecules that is characteristic of its specific source.
14
 
 The product of epidermal desquamation as a source of biochemical information 
has been largely ignored.  Furthermore, aerosolized skin cells have not been considered 
signature carriers of the individual from which they originate.  As a result, there has been 
little interest in the biomolecules associated with human skin (as well as animals)—how 
these molecules differ with age, conditions and identity of the source and their evolution 
post-desquamation.  Some studies have addressed ethnic differences in the desquamation 
process.  However, results remain inconclusive and the majority of skin properties 
studied (e.g. water content, pH gradients, etc.) are not applicable to the analysis of 
aerosolized skin cells.
25
  In feathers, for example, preliminary work has shown the use of 
bulk amino acids to determine the species of origin within a subset of birds, 
demonstrating the information that can be gleaned through shed material.
26
 
 
Figure 5.2. Diagram of the epidermal desquamation process.
11
  Humans shed 
approximately billions of cells per day.  Each skin flake is the product of a program of 
differentiation that ends on easily-detachable corneocytes.  As desquamation occurs, dead 
skin cells settle slowly in the air providing an unexploited opportunity to obtain 
biochemical information unique to their source from aerosolized samples.  
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 A trivial argument can be made that unique biomolecular systems result in 
unique biophysical structures and these structures can be used for fingerprinting 
purposes.  This is the underlying assumption to many microscopic and histological 
strategies.  In terms of an analytical approach to extract the necessary molecular 
information, the structure of corneocytes alone may initially be used to categorize the 
source.  Skin cells obtained by stripping methods (removing layers of cells in adhesive 
coated tape), as well other traditional techniques (e.g. detergent scrubs), show that the 
geometry of corneocytes can be correlated with the type of skin epidermis,
27,28
 its age,
29,30
 
and its health.
31
  These correlations are for dermatological treatment
29,30,32
 and their 
applicability to the proposed system of bioaerosol fingerprinting is not known.  Other 
studies show that women shed larger squames (shed skin cells) than men, and that 
squame size increases with age.
27
  Some studies have addressed environmental effects 
(e.g. solar exposure)
33
 on corneocytes.  However, many inconsistencies exist among the 
reports.
11
  Further, there are no studies of corneocyte geometry changes from cells 
collected from air samples.  The extent to which corneocyte geometry assessment will be 
valuable to bioaerosol fingerprinting is unknown, but it does provide a valuable line of 
inquiry.   
 DNA.  The oldest and best known method of forensic identification of humans is 
the comparison of physical fingerprints left at a scene of crime with known fingerprints 
from a database of suspects.  However, since the mid-1980s more advanced technology 
has allowed the DNA-typing of biological material to become the most powerful tool for 
identification purposes.  In both, the physical fingerprint or DNA profile from an 
individual is largely unique and identification can be made from one fingerprint/DNA 
profile only.  For DNA typing, short tandem repeats (STRs) polymorphism provides the 
basis of personal identification.
34-36
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 Traditionally, DNA-typing has been a routinely-used tool in forensics for the 
analysis of biological fluids, tissues and uprooted hair.  More recent studies have reported 
DNA typing from fingerprints and skin debris left by a even a single skin contact on 
objects and clothes.
36-38
  Van Oorschot and Jones reported that substantial transfer of 
material (approximately 1-75 ng of DNA) occurs during initial contact.
38
  Kisilevly and 
Wickenheiser profiled DNA of skin cells transferred through handling.
39
  They reported 
that the amount of DNA transferred to a substrate depends on the handler.  As described 
by the authors, ―certain individuals are ‗good‘ epithelial cell donors (‗sloughers‘), while 
others individuals are ‗poor‘ epithelial cell donors (‗non-sloughers‘).‖  Obviously, the 
probabilities of obtaining a full DNA profile are maximized with the former kind.
39,40
  
Schulz and Reichert reported preliminary tests showing successful DNA typing in 
archived fingerprints that have been manipulated using soot powder, magnetic powder, 
and scotch tape.
37,41
  Reports such as this demonstrate the ability for DNA profiling in 
samples that have been not only stored, but also significantly contaminated.  DNA traces, 
such as the ones left in fingerprints, can also be easily wiped or brushed off from 
surfaces,
36
 suggesting they can also be easily aerosolized.   
 Further, the DNA typing of a single human dandruff particle was demonstrated 
by Herber and Herold.
42
  Dandruff can be a constituent of bioaerosols and is derived from 
the horny layer of the skin where the cells do not completely differentiate and its 
aggregates contain nuclei.  This is in distinct contrast to fully cornified cells (emitted skin 
flakes) where the nuclei completely disappears and no nuclear fragments or remnants 
remain.
43
  In their study, Herber and Herold reported an estimated range of 0.8-1.5 ng 
DNA per dandruff.  Additionally, they were able to obtain successful STR analysis for 
90% of their samples.  In loosely related results, DNA profiling for the identification of 
viruses and bacteria from bioaerosol samples (discussed in later sections) has been 
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reported in the literature.  These results support the general idea that emitted skin (and 
other human-related biota) particles can serve as a source of a biochemical signature 
utilizing DNA analysis. 
 Limiting this line of reasoning are fingerprint DNA-typing studies showing that 
more than 1 ng of DNA (equivalent to 200 cells) is required (DNA typing in single cells 
has been demonstrated, but only for the buccal cell type
44
).  Picogram levels of DNA 
have also been reported to provide satisfactory DNA typing.  However, the analysis of 
minute sample sizes is highly complicated by contamination issues,
45
 which presumably 
is a significant concern for aerosolized samples.   Degradation and environmental effects 
will further limit the usefulness of DNA as an information source.  Currently, there are no 
reports of DNA typing being applied to aerosolized human skin cells for identification 
purposes.  Further, considering that fully cornified cells do not contain any DNA;
43
 the 
probability of finding useful amounts of DNA is not favorable.  
 Protein Variants and Polymorphisms.  Cellular proteins (along with other 
biomolecules) contained within aerosolized skin debris can presumably be used for 
identification purposes, but unlike other identifiers, such as DNA and fingerprints, can 
also give information on the individual's state of health, where she or he has been living, 
and in which environmental conditions.  Since protein sequences are linked to gene 
sequences, proteins can be considered a more characteristic biomarker of an individual 
than other type of molecules (e.g. lipids).  Polymorphisms in DNA coding regions are 
precisely reflected in the polymorphisms of proteins and their derivatives.  The same 
information that allows for DNA analysis to reflect genealogy, family and individuality 
may thus be obtained from specific proteins.     
In humans, the SC contains 75-80% proteins (dry weight).
46
  Protein analysis in 
the SC has been performed mainly in order to address desquamation abnormalities.  
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Furthermore, variability in the expression of SC proteins may or may not exist among 
various individuals, but in either case, the extensive literature documenting protein and 
DNA polymorphisms
47,48
 suggest that differences in expression are likely and therefore 
proteins make good candidates for the obtaining of molecular signatures.  Of specific 
interest are the reports regarding the inter-variation shown for epidermal keratin 
proteins
49
 that exist in dead skin cells and have also been identified as an abundant 
protein in airborne dust.
50
 
 Protein profiling has already been demonstrated with automated systems capable 
of detecting aerosolized bacterial cells and spores.
51,52
  In a moderately warm and humid 
environment the larger human aerosol settle and are digested first by the fungus 
Aspergillus Repens and then by dust mites.  Thus the concentration and type of 
aerosolized proteins are dependent on time from human presence, and potentially this 
information can be used to time-stamp human and individual occupancy.  With the 
development of necessary technology it may be possible that systems such as these could 
be used for applications involving human presence in aerosol collection sites or even 
human identification. 
 Protein variants among populations are already an area of high interest to 
emerging fields such as personalized medicine.
53
  Beyond protein quantification, the 
search for disease biomarkers has heavily involved the study of protein polymorphism as 
well as post-translational modifications such as oxidation, glycosylation, and truncation 
within the products of a single gene between healthy and unhealthy individuals.  Borges 
and coworkers state that these type of modifications "extend the diversity of human gene 
products dramatically beyond 20,000-25,000 genes in the human genome."
54
  
Quantifying these variants by means of proteomics and mass spectroscopy methods has 
elucidated the immense diversity of proteins (and protein modifications) in samples such 
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as human plasma, and along with other studies, it has lead the field of population 
proteomics.
54-57
  Pioneers in this field have already proposed the creation of protein 
diversity databases in which protein variants are indexed relative to age, sex, race, 
geographical region, disease, as well as other useful metrics.
58
   As the efforts towards 
expanding the knowledge of protein variability in humans (and other organisms) 
continue, it is expected that other fields such as fingerprinting technologies based on 
biomolecular profiles undergo a parallel progress.  Unlike other areas, protein 
fingerprinting would not require the complete isolation and characterization of low 
abundance proteins or variants.  Instead, the sole acquisition of protein profiles generated 
by these variabilities can become the basis of obtaining a biochemical pattern for 
database generation and identification purposes.   
 Keratin Polymorphisms.  Skin cells consist of more than 80% keratins cross 
linked to other cornified proteins.
43
  This protein is the most probably target when 
seeking individual variability from proteinaceous material.  Keratins consist of more than 
20 polypeptides (K1-K20) that are classified into relatively acidic Type I (K9- K20) and 
neutral-to-basic Type II (K1-K8) keratins.
59
  All epithelial cells typically express at least 
one Type I and one Type II keratin.  For example, K4 and K13 are characteristic of the 
buccal mucosa while K1 and K10 are found on the dry surface of the skin.
60
   
 Keratin is the major non-aqueous component (by mass) of the SC.  Dead skin 
cells mostly consist of keratin intermediate filaments (KIFs) which are keratin structures 
that form the cytoskeleton of all cells.
18
  As skin flakes are spontaneously released into 
air stream as a result of the desquamation process, human keratins become part of the 
bioaerosol in areas where humans are (were) present.  The epithelial human keratin K10, 
derived from shed human skin and its associated bacteria, has recently been determined 
by Fox and coworkers as the most abundant protein in airborne dust of both occupied and 
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unoccupied school rooms.
50
  In addition, keratins have also been identified as a common 
contaminant in protein analysis such as gel electrophoresis and mass spectroscopy.  It is 
believed that the source of these keratins is the laboratory air in which skin particles can 
be pervasive.
50
  
   Heterogeneity in keratin structures has been reported for both animal
61
 and 
human
49,62
 subjects.  The subunit composition of keratin filaments not only varies in a 
given organism, but it also has been shown to have pronounced differences in the same 
epithelial tissue among different individuals.  Polymorphisms in keratin genes give rise to 
protein heterogeneity in various types of epithelium including epidermis.  More than a 
decade ago, Mischke and Wild identified these polymorphisms as important factors that 
could impact forensics sciences.  The material could easily be scraped from the respective 
tissue,
62
 which could correspond to obtaining aerosolized skin debris for analysis.  Even 
though their study mainly emphasized keratin polymorphism from epidermis samples 
obtained by means of surgery, they also reported inter-individual variation in the 
processed keratins from the layers of the SC.  These proteins have been suggested to be 
derived from existing keratins, synthesized in the living cell layers by proteolytic 
modification and processing during terminal differentiation.  In particular a precursor-
product relationship has been reported for K1 (basic) as well as K10 (acidic) and certain 
SC polypeptides.
62
 
Mischke and Wild showed that polymorphic keratins were present in human 
epidermis and some were identified among the individuals for specific constituent protein 
subunits, but this pattern does not correlate with sex, age, or ethnic origin.
62
  Three sets of 
varying keratins between individuals were distinguished though small but distinct 
differences in their electrophoretic properties: the basic keratin 1a and 1b as well as 5a 
and 5b and the acidic keratins 10a and 10b.  In each set, either a doublet (showing a 1:1 
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ratio of polypeptide) or just one of the variants was detected together with keratin 14 
which did not display any variation in the series of 148 individual tissue samples tested.  
Keratin composition was summarized by the authors as (1a v 1b) + (5a v 5b) + (10a v 
10b) +14.  In their study, they concluded that keratin polymorphisms can generally be 
expresses in all human epithelial capable of expressing keratins 1, 4, 5, and 10.
62
  As 
previously mentioned, keratins 1 and 10 are expressed in the dry surface of the skin.  
Therefore, keratin polymorphisms are expected to exist in the dead skin cells that 
eventually detach from the skin surface to become aerosolized human particulates in the 
environment. 
In 1992, Korge and coworkers reported that human K10 is more polymorphic 
than was previously thought.  Their results confirmed that the human K10 intermediate 
filament protein is polymorphic in amino acid sequence and in size.  The nature of the 
protein polymorphism was determined by using polymerase chain reaction (PCR) 
amplification followed by sequence analysis on DNA.  They observed variations in the 
V2 subdomain near the C-terminus in glycine-rich sequences with variations of as much 
as 114 base pairs (38 amino acids), with all individuals having one or two variants.  The 
K10 polymorphism is restricted to insertions and deletions of the glycine-rich 
quasipeptide repeats that form the glycine-loop motif in the terminal domain.  They also 
reported that the polymorphisms can be described by simple allelic variations that 
segregate by normal Mendelian mechanisms.
49
  
To some extent keratin proteins have been neglected because cytosolic proteins 
present less difficulty for analysis.
63
  However and clearly, there are potential benefits 
from understanding keratins and their polymorphisms (and variants), not only for 
diagnostic tools and other already recognized applications, but pattern generation.  Some 
of the potential benefits of keratin analysis for the application proposed here include their 
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abundance in aerosolized material, the evidence of polymorphism, as well as their 
structural robustness in comparison with other protein material.  The robustness of 
keratins may in fact be the key factor to obtaining crucial information from aerosolized 
particles in environment where other type of biochemical ―stamps‖ would be highly 
degraded.  It is important to note that the studies mentioned above did not particularly use 
aerosolized skin cells as their samples, but most certainly these signatures remain after 
the desquamation process.  The development of a bioaerosol fingerprinting technology 
heavily relies on understanding how these keratin polymorphisms remain in skin cells 
post-desquamation and finding strategies for practical detection from aerosolized human 
debris. 
 Other Classes of Molecular Targets.  As previously mentioned, the SC is 
composed of ~15 layers of corneocytes in a lipid matrix.  The SC is 5-15% lipids (dry 
weight).  However, the lipid composition is unusual when compared to well known 
biological membranes since it contains primarily cholesterol, free fatty acids, ceramides 
and cholesterol sulfate with little phospholipids.
64-66
 
 Interestingly, the lipid content of the SC is markedly different from the epidermis 
from which it is produced.
67
  Non-polar lipids are present rather than the polar ones 
predominant in the epidermis.  Holleran and coworkers reported that approximately 50% 
of lipids in the SC are glycolipids and include at least nine major ceramide fractions.
68
  
Presumably these glycolipids, along with other molecules such as antigens and 
antimicrobial peptides, remain in skin flakes after desquamation.
14
  
 Lipids contained in skin flakes were first used for general identification purposes 
aerosolized skin flakes approximately three decades ago.  Analysis of surface fats in 
recovered airborne particulate matter allowed the identification of skin particles in 
material that was previously dismissed as "dust of unknown origin."
13
  This study relied 
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on an earlier assessment of the composition of fat from human skin surface from the 
forearm and its comparison to the waxes from the surface of leaves, well documented at 
the time.  The identification protocol specifically relied in the presence of squalene, 
which is present in human skin surface cells but absent in the surface layers of leaves.  
The presence of this compound in particulates from air samples from various collection 
sites was confirmed by using gas chromatography-mass spectroscopy (GC-MS) and 
standard data processing.
13
 
 Regional variations in SC lipids have been addressed by many studies.
69
  
However, the lipid makeup of dead skin cells post-desquamation is not well-known.  
Consequently, inter-individual variability in lipid content from skin flakes has not been 
addressed; where understanding how this composition varies may be used to generate 
additional molecular fingerprints for aerosolize material.   Presumably, lipids in 
aerosolized skin cells may not be as readily available in comparison to other 
biomolecules, since the mixture of ceramides, cholesterol and fatty acids is primarily 
located in the intercellular spaces of the SC
70
 rather than within the individual 
corneocytes.   
 Exotic Sources of Molecular Targets: Skin Biota.  The human skin harbors a 
complex microbial ecosystem that appears to be unique to each individual, however, little 
is known in detail about its species composition.  Recently, Gao et al. reported the 
variability of bacteria species existing in the surface of the skin.
71
  The study consisted of 
the PCR-based examination of samples obtained from six healthy individuals.  Biota in 
superficial human skin expresses great diversity among individuals, with a few conserved 
and well represented genera, but otherwise low level interpersonal consensus.  The 
importance of this study in the context of this work is that once the individual 
variabilities in skin biota composition are better understood it can potentially be another 
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source for pattern recognition.  This idea of using bacteria as a source of information is 
also supported by the results obtained by Tham and Zuraimi, who concluded that the 
main contributors of viable bacteria in indoor environments are in fact humans.
24
  
  It is important to keep in mind that environmental factors such as temperature, 
humidity, and light exposure, as well as host factors including genotype, health, gender, 
immune status, and cosmetic use may affect microbial composition, population size and 
community structure.
71
  These factors may increase the complexity of the biota and its 
variability, but also suggests a better, more information-rich source of patterns—if 
interpretable. 
Molecular Profile Success Stories 
   Specific cases involving the use of molecular profiles for identification or 
differentiation offer some insight into molecular fingerprinting strategies.   In the first 
case keratin profiles are used to identify different species.  In the second case DNA-
typing is used to detect and identify viruses and bacteria in bioaerosol samples 
(mentioned briefly above).  The last strategy discusses the detection schemes for airborne 
signatures of humans based on volatile organic compounds (VOCs) of human scent. 
 Keratin Patterns for the Identification of Species.  In 1998, Edwards and 
coworkers analyzed a variety of mammalian and reptilian keratins (horn, hoof, and 
tortoiseshell) using Fourier-transform Raman spectroscopy.
72
  Almost a decade later, 
Espinoza and coworkers used diffuse reflectance Fourier-transform spectroscopy 
(DRIFT) to distinguish protein-based plastics (e.g. casein) from keratins, and 
differentiating keratins from a broad range of sea turtles and bovid species.  Discriminant 
analysis was used to distinguish and identify species-specific keratins.  Spectral library 
searches allowed for a comparison of the unknown to a set of possible matches (species 
population).
73
  Using their system, they were able to determine if the materials in 
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question were of keratin origin or simple plastic substitutes.  Furthermore, the level of 
statistical confidence for each specific assignment could be calculated.  Even though the 
study by Espinoza and coworkers was specifically tailored to the identification of two 
different sources of keratins (tortoise shell from bovid horn), their work is a significant 
example of how analytical methods combined with statistical assessment is a powerful 
quantitative technique for identification of species. 
 Aerosolized DNA: Identification of Viruses and Bacteria.  Environmental 
assessments for viruses, fungal spores and bacteria have been expanded greatly by 
applying PCR-based strategies.
74
  Unlike in traditional culture-based methods, the 
presence of culturable or living organisms is not necessary if PCR-based approaches are 
used.
75
  Peccia and Hernandez have reviewed the emerging technologies incorporating 
PCR-based approaches with aerosol science for the identification, characterization and 
quantification of microorganisms for both indoor and outdoor environments.
76
   
 Bacterial populations were identified using DNA fingerprinting methods for 
bioaerosols obtained from rural, urban, and industrial settings in La Plata (Argentina),
77
 
and similar assessments from samples collected in North France.
78
  The identification of 
virus and bacteria from aerosolized DNA has also been demonstrated in smaller sampling 
devices.  Pyankov and coworkers reported a personal sampler that could rapidly detect 
viable airborne microorganisms including bacteria, fungi and viruses.
79
  The 
identification of the influenza and vaccinia viruses
80
 as well as the mumps and measles 
viruses
81
 from bioaerosol samples has also been reported.  
 Targeted PCR analysis is not the most appropriate approach for obtaining 
molecular fingerprints from skin flakes emitted by humans.  However, these reports are 
extremely valuable especially because they show identification of species from 
bioaerosol samples in natural environments.  These analyses overcame substantial 
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contamination in terms of a large number of microorganisms and other material 
commonly found in ambient air.  This demonstrates that large and complex backgrounds 
such as these do not preclude molecular pattern recognition strategies from being 
successful.  
 Odorprint Technology: VOCs Signatures.  Individuals are thought to have 
their own distinctive odor characteristics, hence, the utilization of canine scent 
discrimination in law enforcement cases.  Individual human odor can be determined by 
several factors including genetics, health state and environmental conditions.  The 
―primary odor‖ contains the constituents that are persistent over time regardless of time, 
diet or environmental factors (including exogenous sources such as lotions and soaps), 
and therefore, it is of principle interest when searching for individual odor signatures.
82
  
 Human scent is made up of VOCs that are secreted into the environment.  Using 
the volatile organics that makeup the human scent as means for medical diagnosis as well 
as markers of genetic individuality has been demonstrated within the past decade.
82,83,84.
  
A variety of extraction techniques have been combined with GC-MS technologies to 
elucidate the VOCs profiles that determine human scent.  In many instances, pattern-
recognition strategies have been used to analyze these profiles in search for an odor 
"signature" that can serve an identifier from human subjects or their health state.  
 Curran and coworkers first determined the ability to distinguish among primary 
odor compounds among various subjects.  The VOCs profiles for their study were 
obtained by using solid-phase microextraction gas chromatography-mass spectrometry 
(SPME-GC-MS).   Even though the profiles obtained were qualitatively similar, they 
observed quantitative differences that supported the premise that individuals have a 
signature odor that could be used for identification.
82,85
  In 2007, they reported a more 
extensive survey of VOCs by extracting over sixty compounds from the collected odor 
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samples.  These included acids, alcohols, aldehydes, hydrocarbons, esters, ketones and 
nitrogen-containing compounds.
84
  Three years later, Curran and coworkers again 
reported a study showing reproducible and individualized profile based on relative ratio 
of primary odor compounds.  Similarly to other identification systems, they stated how 
these profiles could be stored in a searchable database for proof-of-concept purposes of 
utilizing human scent as a biometric measure.  By performing comparisons via Spearman 
Rank Correlations and narrowing the compounds considered for their profiles they were 
able to obtain a greater degree of both individualization and discrimination.  This study 
showed that at both correlation thresholds of 0.9 and 0.8, the individuals were correctly 
discriminated and identified in 99.5% of the cases.
83
  
 Penn and coworker also reported individual patterns for human odor collected 
from the sweat, urine and saliva of 197 individuals.  They sampled the largest amount of 
individuals reported and they were able to elucidate a gender signature.  Differences 
among sexes were identified based on 12 different compounds while 44 compounds were 
identified in total.
86
  Significant genetic influences in body odor have also been 
recognized for identical twins by human sniffers; suggesting that, even in cases with the 
great genetic similarity highly specific identity can be revealed by individual odor.
87
 
 Even though the existences of valid VOCs signatures have been demonstrated, 
this strategy has significant limitations.  Airborne signatures rely upon volatile 
compounds which are relatively in small number, can be confused with background 
compounds, disperse rapidly, and have poor detection limits. 
Existing Protocols for Bioaerosols 
   Various sampling and pattern generation techniques that are currently available 
for the study of bioaerosols are surveyed here.  As described above, there is currently 
insufficient evidence to completely describe the required molecular constituents of 
  88 
bioaerosols.  Therefore, the design of integrated sampling and analysis systems cannot be 
fully envisioned.  However, it is instructive to catalog and describe existing systems that 
can help to generate molecular patterns.  
 Sample Acquisition.  Several reviews are available on bioaerosol samplers and 
the specific types of analysis that can be performed on resulting samples.
88-91
  Here, we 
briefly include a general description of such sampling approaches for the collection of 
aerosols in indoor and outdoor environments.   
 Aerosolized particles can be collected passively by gravity, however, the most 
commonly used samplers actively separate particles from air streams by impaction, 
impingements or filtration.
89-95
  Gravity allows for collection onto coated microscope 
slides or Petri dishes by simple exposure of the substrate to the environment for a set 
period of time.  This passive approach is the least expensive, however, it is also the least 
accurate and it is not quantitative.  Gravity sampling is currently used commercially in 
mold-test kits and it has been employed for the collection of large (heavier) pollen and 
spore particles.  
  Impactors are the most widely used sampling devices.  The air stream is pulled 
into the sampler and a sudden change in direction causes particle deposition onto a 
collection surface, such as a solid substrate or agar.  This type of sampler is available for 
indoor and outdoor settings and they are routinely used for the collection of spores, 
pollen and fungi.  Samples collected by impactors are usually analyzed by microscopy or 
culturing.   
 Impingers separate particles from the air stream by bubbling through a liquid 
medium.  Samples collected by this method can be analyzed with a variety of techniques 
including microscopy, culturing, and immunoassays.  Impingement preserves the 
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viability of the bioparticles which has made this approach the one of choice for the 
collection of airborne bacteria. 
 With filtration, aerosolized particles are collected from air streams by trapping 
them as the pulled air passes through porous or fibrous substrates.  Sampling protocols 
based on filtration are highly versatile.  This type of sampler can serve as personal 
collectors in small cassettes worn in clothing and powered by small DC pumps. 
Additionally, filtration surfaces (measuring a square foot or more) can be used for static 
applications involving high volumes and collection rates of up to thousands of liters per 
hour.
95
  The diversity of filter media also contributes to this versatility, allowing for a 
variety of pore diameters for different size ranges, as well as subsequent analysis based 
on a wide variety of techniques.  When sampling by filtration dehydration of viable 
samples becomes a problem, which is an important limitation if samples need to be 
cultured.  
 Additional sampling methods that are not as widely used include electrostatic 
precipitation (ionizers), thermal precipitation, and cyclone sampling.
96,97
  Ionizers collect 
particles from air streams by first charging them followed by their attraction to an 
oppositely-charged plate in the sampler.  Commercially available ionizers (e.g. Ionic 
Breeze®) have been previously used for dust collections in studies assessing keratin 
protein abundance in occupied and unoccupied indoor environments.
50
  However, many 
of these devices actually emit ozone
98
 and could substantially age or alter the sample of 
interest for applications such the fingerprinting of human and animal bioaerosols.     
 To gain statistical significance, a sampling plan that obtains an accurate 
representation during an adequate collection time needs to be defined.  The necessary 
collection time depends on the efficiency of the sampler, the particles size capture range, 
―cut-off‖ size (d50, the particle size above which 50% or more of the particles are 
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collected), and the volume flow rate.  In many circumstances, the power requirements can 
also be an important factor (especially for field applications).  Usually a compromise 
must be achieved regarding the levels of particle count and particle degradation.  Flow 
rates can vary from a few L min
-1
 to several tens of L min
-1
.  In one instance, 
approximately 200 L min
-1
 flow rate was estimated for a handheld device meant for easy 
collection of microorganisms.
99
  Many DC-powered pumps with wearable personal filter 
units can operate for extended periods of time, and some approaches can even operate 
without any power source (nasally adapted filters
100
).  Other issues include calibration 
and ideal placement of the sampler.    
 As bioaerosol studies are better defined, adaptations of current sampling 
techniques can be expected to be developed for their specific use in a bioaerosol 
fingerprinting technology.  In a later section, we further discuss the criteria to select an 
appropriate sampling protocol in context with the needs and challenges involved in the 
development of the proposed technology. 
 Analytical Systems for Bioaerosols.  Here, we briefly outline the most common 
methods for the analysis of bioaerosols.  These approaches have been extensively 
reviewed in the literature.
1,88,92,93,101,102
  Bioaerosols are currently and most commonly 
analyzed though culture, microscopy, biochemistry, immunochemistry, molecular 
biology and flow cytometry.    
Culturing is used for viable organisms such as fungal spores or bacteria after 
being captured by impactors, impingers or even filter samplers.  Its success depends on 
the proper selection of culture medium and incubation conditions.  Only a sub-fraction of 
the viable microorganisms are able to grow in cultures,
101
 which is an important 
limitation to considered for this technique.   
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Microscopy is also used for samples collected by impactors, impingers and 
filters, and it is widely used for examining pollen and fungal spores collected from 
outdoor samples.  Generally, samples are stained and then examined.  Commonly, 
microscopy is used to identify viable organisms for subsequent culturing.  Besides optical 
microscopy, scanning electron microscopy (SEM) and transmission electron microscopy 
(TEM) are also used to reveal distinct morphologies including fungal spores, pollen 
grains, and bacteria.  Since microscopy analysis relies on distinguishable features within 
the collected particles, sometimes it is not possible to identify them to more than a 
generic level.
90
  Some limitations for this type of analysis include the time required, 
equipment expenses, as well as the need for trained personal for identification of 
collected particles.  
 Bioaerosol samples can also be analyzed by biochemical approaches.  These 
types of analyses focus on the identification of microorganisms as well as specific 
compounds associated with them (e.g. ergosterol, a sterol occurring in fungal cell 
membranes).  Some analyses involve techniques based on  high performance liquid 
chromatography (HPLC)
103
 or GC
104
 to complete the identification of the specific 
compounds.  Immunoassays are also used for the analysis of bioaerosols when in search 
for specific microorganism (e.g. allergen).  This approach involves the binding of 
antibodies to the microorganism of interest, and therefore requires the development of 
such antibodies prior to performing the assay.  The expense and time needed to develop 
the specific antibodies are a distinct disadvantage for this approach.  However, after this 
step, the method is generally easy to use while having high specificity and sensitivity.  
Antibody binding is typically detected by linking a label (fluorescent dye, radio label or 
enzyme) to the antibody.  Immunoassays can be found commercially for the detection of 
dust mites and a variety of allergens (cockroach, cat, dog, etc).
90
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 Air samples collected by impactors, impingers or filters have also been analyzed 
by using the PCR.  This molecular biology approach is extremely sensitive (10-100 
organisms
105
) for this application, however, it requires specific sequence primers for the 
organism of interest.  It has been used for organisms that cannot be easily identified using 
culture or microscopy.  Even for those than can be grown in culture, PCR also allows for 
faster identification of microorganisms.  
 Size, shape, and selected biological properties can be measured simultaneously 
for a large number of cells by using flow cytometry (FC).  Flow cytometry allows for the 
analysis of a suspension of cells that are autofluorescent or that have been treated with a 
fluorescent probe.  This technique has been used to differentiate a variety of fungal 
spores from air samples.  Generally, FC is not widely used for aerosol samples due to 
cost, equipment, and power requirements.  It will most likely not replace other 
conventional analysis, though there have been many attempts to adapt this technique to a 
field-friendly version, as well as for real-time monitoring of bioaerosols.
106
 
 The analyses techniques discussed above are the more conventional methods for 
bioaerosol analyses.  Recently emerged technologies such as a fluorescent aerodynamic 
particle sizer (FLAPS) and fluorescence in situ hybridization (FISH) among others have 
also been utilized for the analysis of bioaerosol samples.
107
  A variety of pattern 
generation techniques have also been applied for the study of bioaerosols and are 
included in the following section.    
 Profile Generation Techniques.  To generate a pattern related to the molecular 
constituents of bioaerosols, spectrometric, spectroscopic, and/or separation (including 
molecular recognition) strategies can be used.  The underlying principle is to be very 
inclusive towards any technique or approach that can help differentiate one sample from 
another.  This can take the form of separated chromatographic or electrophoretic peaks, 
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molecular recognition strategies, differing absorption or emissions at varying 
wavelengths, or mass spectrometric analysis.  
 Many mass spectrometric (MS) techniques have already been applied to the 
analysis of bioaerosols,
108-112
 including the Bioaerosol Mass Spectrometer (BMAS) 
developed for the detection of aerosolized microorganisms.
113,114
  The analyses of specific 
compounds in aerosolized samples have been routinely performed by GC and LC, most 
commonly coupled with MS detection.  Analyses with these techniques have allowed 
identification and quantification compounds of biological origin within aerosols.
1
  Gas 
chromatography-mass spectroscopy has been the method of choice to study volatile 
organic compounds, including the study by Penn and coworkers in which human odors 
were analyzed and subjected to pattern recognition strategies to exploit a possible 
molecular-based signature.
86
  Ariya and coworkers recently reviewed the compounds 
used to identify the specific bioaerosol sources that were separated and detected by GC-
MS.  They report that detection limits for individual compounds are typically in the low 
pg m
-3
 for GC and LC-MS and that even overlapping compounds in very complex 
mixtures could be successfully interpreted.
1
  The main disadvantages with 
chromatographic approaches are the fact that they are labor-intensive, generally requiring 
additional steps (e.g. extract fractionation), and also that sample analysis is not performed 
in real time.  Enzymatic methods for cellulose in aerosols applied directly to samples 
from filters or impactor plates preclude the need of pre-fractionation.
115
  Additionally, 
laser-induced florescence (LIF) studies have been used to identify spectral features from 
likely microbial sources in large (>1 µm) organic aerosolized particles.
116
  Technologies 
based on spectroscopic techniques such as Raman spectroscopy
117,118
 and Fourier 
transformer infrared spectroscopy
119
 have also been used for the characterization of 
bioaerosols.  
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 Additionally, emerging capillary electrophoresis techniques as well as other 
separation protocols are promising avenues for generating biomolecular profiles in 
aerosolized human debris.
120,121
  The miniaturization of instrumentation such as mass 
spectrometers (time-of-flight spectrometers as small as 3 inches are currently available
122
) 
will certainly be beneficial for expanding the capabilities and applications of current 
technology. 
 Mathematic post-processing is often necessary to maximize the information that 
can be interpreted from complex data generated from molecular patterns.  Chemometric 
techniques offer a much higher possibility of discovering individualized signatures in 
separations or spectroscopic data.  For example, discriminant analysis was used to 
process vibrational data to determine the origin of various keratin samples (previously 
discussed).
123
  Bacterial taxonomy
124
 and geographical sourcing of medicinal plants
125
 
was aided through the classification of data into groups via related strategies.  
Additionally, chemometric characterization of aerosol bacteria by LIF has also been 
demonstrated by Cabredo and coworkers.  Air samples were analyzed and treated with 
various chemometric approaches including principal component analysis, linear 
discriminant analysis, and hierarchical cluster analysis to classify the microorganisms 
according to family, morphology and gram-test.
126
 
 Merging powerful analytical techniques with effective mathematical post-
processing is ideal for obtaining large amount of informational vectors and achieving 
molecular profiles differentiation among aerosolized samples.  
 Microorganism Detection and Identification .  The success of the detection 
and identification of aerosolized microorganisms provides a vivid example of pattern 
generation and recognition.  Even though the nature of these approaches is not 
completely analogous to the proposed goal in this chapter, the ability of detect and 
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identify species from an extremely complex matrix is impressive.  These data and results 
were obtained from routine sampling (impaction, impingement, or filtration), detection, 
and identification methods for microorganisms from aerosol samples.
17,101,127-129
  Samples 
have been analyzed by culture-based and non-culture based methods including 
microscopy, immunoassays, PCR, flow cytometry and mass spectrometry.
130,131
      
 The idea of obtaining unique biomarkers from microorganisms, and determining 
taxonomic distinctions based on ―fingerprint‖ signatures for individual organisms can be 
traced back to the work involving the identification of bacteria using MS by Anhalt and 
Fenselau.
132
  Their strategy demonstrated the power of bioinformatics (statistical models 
and scoring algorithms) to match molecular signatures of unknown organisms against a 
database.  The signatures correspond to the mass spectrum- predominantly made of 
peptide and proteins- that is acquired for a particular organism under a variety of 
conditions, which can then be matched to the predicted masses of organisms with 
sequenced genomes.
130,132
  The use of MS for the detection and characterization of intact 
microorganism as well as in a variety of matrices, including air, has been extensively 
reviewed.
130,133-137
  
 Ground breaking examples of detection and speciation of viruses, bacteria and 
fungal spores have also been achieved using PCR.
79,80,138
  Field fractionation, capillary 
electrophoresis, as well as electrophoresis technologies on microfluidic formats have 
been used to resolve a variety of microorganisms, and smaller particles such as viruses 
and DNA fragments.
107,139-141
  An autonomous microfluidic device has also been 
demonstrated for the detection of aerosolized bacterial and spores based on protein 
profiles.
52
  Similar technology has been also reported by Fruetel and coworkers for the 
protein profiling of viruses, however, not in aerosol samples.
51
  These technologies and 
other protocols could be applied to obtaining protein profiles of bioaerosols.
142
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 Additionally, technologies based on vibrational spectroscopy have been 
demonstrated for the identification and characterization of microorganisms.  These 
include instrumentations such as FTIR and Raman spectroscopy which have been 
reviewed in the literature with regards to this particular application.
143,144
  These 
approaches may, or may not, be appropriate for the bioaerosol fingerprinting technology 
proposed here.  Nonetheless, they demonstrate the power of analytical tools for the 
accurate characterization of wide variety of organisms such as viruses and bacteria.    
Analysis Needs and Challenges. 
   In order to utilize information-bearing aerosolized biomolecules and cells to 
discover their origin certain criteria must be achieved.  The vital first step to any 
investigation examining aerosolized particles is to capture sufficient amounts of material 
to generate statistically distinguishable and reproducible patterns for classification.  A 
plethora of complicating organism-specific and environmental variables will require 
refinement when collecting a bioanalyte of interest.  The concentration of these target 
proteins in the air range largely depending on the environment measured.  Current 
measurements of total aerosolized protein range in concentration from 0.1 to 3 µg m
-3
 (up 
to 8 µg m
-3
 for induced samples) in the presence of humans, and can vary across in 0 to 2 
µg m
-3
 for outdoor situations with limited human presence.
8,76,145
  Within this amount of 
total protein are thousands of fractions of different individual species and mixtures with 
varying magnitudes of individual concentration.  The detection limits for individual 
molecular species of proteins is conservatively in the 100 pg range depending on the 
protein purification and detection strategy used.  Detection schemes focusing on the DNA 
in certain sample types (e.g. buccal) use as few as a single cell to functionally create a 
DNA profile.
44
  These limits of detection illuminate some of the challenging aspects of 
accurately detecting biomolecular sub-fractions using current technology both for the 
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detection as well as the purification of these proteins and other molecules.  As stated in 
previous sections, most of the current techniques depend on DNA replication via PCR, 
conjugated MS systems, or immunoassay.  However, expanding this portfolio of methods 
may lead to a richer suite of probe biomolecules while the concentrations necessary for 
detection are reduced.  Focusing detection technology on a singular objective has 
empirically lead to advances in the technology related to that goal. 
 All of these methods and any future ones will produce data that must be 
interpreted so that the various patterns of protein can be used to identify the origin of the 
biological material.  The undertaking of discerning complex patterns for identification is 
well developed within the data mining community.  However, as with any pattern 
recognition, the accuracy of the analytical technique can impact interpretation—
essentially defining the number of values that can uniquely be assigned to each fraction.  
To create a rough range for what protein concentration levels would be necessary to be a 
part of pattern recognition a standard assessment of signal to noise can be employed.  By 
using rough estimations of three times the detection limit as the accuracy and setting the 
dynamic range at four orders of magnitude suggests there are possibly 10
7
 unique 
signatures available from current strategies.  This can also be described as having n 
number of vectors (fractions) having m discernable values giving n × m unique solutions 
for truly random projections.  Real world sample will not give this high a number of 
signatures, since it is not a random system—this is simply an estimate of the order 
magnitude that can be obtained.  Other pattern generating molecular targets can expand 
this range.  These strategies can be viewed as an integral means of combining 
environmentally and biologically complex samples and distilling them into statistically 
relevant signatures for the source of the material.  
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 The ability to combine sample collection, analytical treatment, and pattern 
recognition will define how much information can be garnered.  Different levels of 
information that are contextually interesting could be achieved depending on the 
specificity of the identification desired.  For instance, is it sufficient in certain 
applications to discern the simple presence of any person?  Conversely, it may be 
desirable to find a specific signature in the presence of other family and clan members, 
among other complicating signatures.  Further, the sampling requirements will be highly 
variable with the detection and pattern generation strategies chosen.  However, current 
available techniques for aerosol sampling have existing strategies to mate to analytical 
instrumentation laying the fundamental foundation for the automation of sample transfer.  
It is similarly true that while refinement of detection technology is necessary 
instrumentation currently exists capable of creating differentiable patterns using pattern 
recognition algorithms.  Although this demonstration does not obtain a high level of 
identification specificity, it does warrant the evaluation of what information is available 
in bioaerosol intrinsically, as well as what analysis would be necessary to access this 
information.  
 Sources and Compositions.  When considering which of the various material 
(e.g. skin cells, biomolecules) described in previous sections for detection and 
identification, it is important to understand what information can be collected from each 
type.  For example, the detection of bio-terrorism threats focuses on the collection and 
analysis of bacterial and viral particles specifically those that maintain their 
pathogenicity.  As with this or any other application of this technology is knitted in with 
knowledge of what biomolecules or cells should be targeted for detection in order to 
maximize unique identification and detectabiliy (e.g. what biomolecules are more easily 
detected or are more abundant).  
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Again, bioaerosols encompass a diverse cross-section of material together 
ranging in size from approximately 10 nm to 100 µm.  This material includes cells 
(bacteria, viruses, pollen, spores) as well as cellular debris from the skin, hair, scales, and 
nails of animals along with the debris and decomposition products of plant material 
(Table 5.1).
146
  However, it is the composition of these materials that could harbor 
information of their origin.  While intact cellular particles contain DNA that could be 
probed using traditional DNA amplification and sequencing methods, and to a less 
successful extent using culturing techniques, both of these methods cannot be applied 
toward other classes of bioaerosol particulates.  One reason for this is simply the lack of 
intact DNA in most debris material, and although there has been some success using 
human epidermis for identification, most cellular debris and decomposition products 
contain highly truncated DNA if at all.
147
 
Instead of focusing on using DNA for identification, examining other 
proteinaceous material for identifying signatures available in bioaerosols may be the key.  
There are a slew of different potentially exploitable classes of biomolecules found in 
aerosolized biological particles.  These molecules include primarily lipids and structural 
proteins.  Not only could the presence of particular types of lipids or proteins be used to 
indicate certain source organisms, but compositional ratios of each type of biomolecule 
could also be used to produce identifying information.  Going one step further, a pattern 
could be obtained from comparing the sugars used in the glycosylation of the cells or 
more simply in the bulk amino acids used in the total protein profile.
26,148
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Table 5.1.  Possible sources for biochemical signatures in bioaerosols from various 
sample types 
 
Sample Type Skin Debris Fur/Hair Feathers Scales Insect 
Debris 
Plant 
Debris 
DNA occasionally, 
truncated 
only in root-
bulb 
yes occasionally, 
truncated 
yes yes 
RNA yes unlikely 
outside of 
root-bulb 
unlikely unlikely yes yes 
Proteins yes, structural 
(e.g. keratin) 
yes, 
structural 
(e.g. keratin) 
yes, 
structural 
(e.g. keratin) 
yes, 
structural 
(e.g. keratin) 
structural 
(e.g. chitin) 
yes, 
structural 
Nucleic Acids small 
amounts 
unlikely 
outside of 
root-bulb 
small 
amounts 
small 
amounts 
yes small 
amounts 
Lipids yes, large 
amounts 
no no no yes yes 
Glycosylated 
Species 
yes no no no likely likely 
Amino Acids yes yes yes yes yes yes 
 
 
However, neither looking for DNA nor protein signatures actually determines the 
biological viability of the bioaerosols like bacteria and viruses.  Employing traditional 
methods like culturing could be a first step in determining viability, though culturing has 
several disadvantages including high failure rates, long timeframes, and high resource 
demands.  New methods for the determination of viability include methods focused on 
probing the biochemical state of the bioparticle directly in order to reduce analysis time 
and the failure rates associated with needing to match culturing conditions perfectly to 
allow for growth for each type of organism.  Potential methods include the use of 
impedance measurements and the application of dielectrophoretic separation to quickly 
asses the portion of living and non-living bioparticles in a given sample.
121,149,150
  The 
automatization of this type or similar technology could enable the rapid assessment of 
potential bioterrorism threats in real-time.  Another application that could benefit from 
fast and portable technology is looking at the skin biotic community on individuals as a 
means to track someone origin and travels.  Research has shown that the bacterial 
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communities of the skin do hold some information to the whereabouts of the individual; 
however, the complex dynamics of how this evolves with travel and other environmental 
variables is currently poorly understood.   As the research develops this could present a 
method to non-invasively query the travels of an individual without relying on forgeable 
documents like a passport or visa. 
 
Table 5.2.  General analysis techniques for the detection of primary biomolecules 
Biomolecules Technique   
DNA Amplification by PCR (LOD – 100 pg); separation and purification by 
HPLC; ELISA (LOD- 1 fg); MS (LOD-10-20 fmol, purified); NMR (LOD – 
15 µg, purified); UV-Vis (requires purification) 
RNA Amplification by PCR (LOD – 100 IU/ml); separation and purification by 
HPLC; ELISA (LOD- 200 pg); MS (LOD-10-20 fmol, purified); NMR 
(LOD – 15 µg, purified); UV-Vis (requires purification) 
Protein  Separation and purification by HPLC; ELISA (LOD- 5 pg); MS (LOD-10-
20 fmol, purified); NMR (LOD – 15 µg, purified); UV-Vis (requires 
purification) 
Nucleic Acids Separation and purification by HPLC; ELISA (LOD- 5 pg); MS (LOD-10-20 
fmol, purified); NMR (LOD – 15 µg, purified); UV-Vis (requires 
purification) 
Lipids Separation and purification by HPLC; MS (LOD-10-20 fmol, purified); 
NMR (LOD – 15 µg, purified); UV-Vis (requires purification) 
 
  
 Criteria for Choosing Adequate Analysis.  A more in depth understanding of 
bioaerosol material is still required and performance of specific analytics remains to be 
established to allow separation and detection of molecular patterns.  For example, the 
detection of biochemical signatures from cellular debris is consistently complicated by 
physical stresses, degradation, and changes in the environmental conditions.  Even 
though dead skin cells and dander can be considered robust particles with respect other 
bioaerosols, their characteristics can be affected by being in the aerosolized state, being 
collected in the sampler, being handled and analyzed.  Currently, little is known about the 
effects that these stresses have on aerosolized human debris and the biochemical 
information that may be contained within it.
88
  However, unlike for other bioaerosols, the 
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shear and static forces that result from samples used to collect airborne dust particles 
most likely are not going to damage the target skin debris.  Aerosolized corneocytes and 
dander are more robust that viable microorganisms usually targeted for bioaerosol 
analysis.  The particle size range of interest will also affect the choice of sampler with 
freshly skin particles emitted by humans are in the range of 5-15 microns.
14
 
 As bioaerosol studies are better defined, devices tailored for this specific 
application can be expected to be developed.  The known levels of aerosols should also 
be considered when choosing a particular sampler as well as the needed collection 
efficiency and the effect of unavoidable interferences (presence of irrelevant aerosol).  
Usually a compromise must be achieved regarding the levels of particle count and 
collection efficiency.  In non-viable bioaerosols types obtaining a high number of cell 
counts (debris or dander) will be particularly important to maximize the chance of 
obtaining a detectable signature.  However, since the degradation of biochemical content 
in aerosolized human debris has not been explored the consequences of longer sampling 
times for obtaining a greater quantity of sample are unknown.  Choosing the optimal 
sampling device will depend largely on the pattern generation technique that proves more 
useful to elucidate a biochemical fingerprint after the debris has being collected and 
separated.  Although this determination will require some degree of trial and error 
considerations for potential sampling devices can be built on the selection criteria 
sampling strategies such as the ones reported by Griffith and DeCosemo.
88
   
 Focusing on human detection, samples gathered by employing either personal or 
static samplers are expected to be found useful depending on the specific setting.  Statics 
samplers will be required within individual facilities or target areas in order to monitor a 
site or even search for specific subjects.  For example, for defense applications a static 
sampler can be used in remote areas to monitor the presence and movement of adversary 
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troops.  Additionally, personal samplers may be more appropriate if a new setting needs 
to be screened.  For example, during a rescue mission for trapped miners in which 
bioaerosol assessment is used to track human presence, a more portable device will be 
more beneficial to search for aerosolized human fingerprints in potential sites were 
individuals could be trapped.  The sampling and detection method also depend on the 
specificity required.  Since the collection of human debris is of interest, the specificity 
with regards to the sampling protocol will most likely not be an issue.  However, the 
subsequent separation of the debris of interest from other background particulates will 
have to be an important addition to the system.   
Due to the wide variety of envisioned applications once a technology such as this 
is available, sampling could be targeted for indoor or outdoor environments.  The amount 
of bioaerosol particles is likely to be variable, but consistently larger when longer (and 
even continuous) collection times are utilized.  In all settings the sampling assembly must 
be able to collect bioaerosol material without blocking.  For outdoor samplers, durability 
is important as variable meteorological conditions will be encountered and should be 
considered when choosing a sampler.  The critical concentration of human debris 
(aerosolized skin cells or dander) required for obtaining valuable signal at different levels 
of ―sensitivity‖ needs to be addressed.  These values are currently unknown since the 
biochemical content of aerosolized skin cells has not been properly addressed.  
The level of sensitivity will also be a significant aspect in the profile-generation 
technique chosen rather than the sample protocol.  The method chosen will have to be 
sensitive, as the concentration of biomolecules of interest and contained within human 
debris are most likely low.  Also, since a measure of relative concentration for various 
components (e.g. proteins) will probably generate a signature, the more components that 
can be detected the more information vectors will be available to generate a pattern.  
  104 
However, as the total concentration is separated into its multitude of components the 
concentration of the individual components could be quite small.  Therefore, the total 
count of particles collected will be extremely important for accurate and reproducible 
signatures. 
The particle collection system is the all-important first step that must be capable 
of successfully collecting bioaerosols in various environments.  The sampling apparatus 
must be durable and capable of standing up the environmental factors like rain, extreme 
sun, and wind.  Throughout all of these challenges the sampler must also provide high 
collection efficiency.  This is difficult not only because extreme weather conditions often 
are regional in scope, several affected stations might coordinate data during outliers 
periods of temperature, rainfall, solar input, and wind extremes, with basic insights 
resulting, but also from the sampler chosen.   
Cost and convenience generally drive the choice of the sampling system.  Current 
commercially available sampling systems range in volume flow rate up to 200 L min
-1
.
99, 
151
  Depending on the amount of material necessary for detection this information could 
be used to discern the sampling time period necessary for detectable patterns to be 
obtained.  These samplers are generally based on filtration, impaction, air sampling 
impingers.
152
  The choice to use one of these different sampling techniques hinges on the 
ease of use, cost, and stability of the biomolecules of interest.  Also, the ability to directly 
mate the sampler to the separation or signature generation method will be of paramount 
interest for automation and field deployment.
153-155
   
Although optimal separation or identification technology has not been 
determined as this line of research is still in its infancy, there are several traditional 
protein analysis methods that can be potentially utilized to generate signatures.  Several 
standard analytical techniques have been applied to environmental samples from GC and 
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LC for separation to biomolecular techniques.  For example, FISH has been shown to be 
complementary with FC in assessment of biological material collected from the 
environment.
107
  While biomolecular techniques are powerful, given the complexity of 
the samples likely to be produced it will be difficult to analyze them directly.  Therefore, 
some sort of separation or preparative step would be necessary to utilize these techniques 
and achieve the required sensitivity.  As discussed previously, the use of any separative 
techniques will end up reducing the overall concentration of the sample by isolating the 
sub-components.  There are also complications due to the stability and molecular weight 
of the proteins.  However, like any protein analysis using methods that maintain stability 
like LC or MS teamed with soft ionization methods such as electrospray or MALDI may 
prove key techniques in introducing these samples to analysis. 
Envisioned Application of Technology Once Developed 
   When looking to the future as to how technology might appear for directly 
detecting bioaerosol signatures to aid in security, military, and medical settings certain 
combinations of technology and advances would have to be made.  Ideally the need for 
preparative and tagging steps would be limited or eliminated.  The ability to analyze the 
bioaerosol material without the aid of fluorescent or other tags would be beneficial not 
only to simplify, but also to remove delicate reagents.  The need for delicate reagents that 
require specialized handling and/or temperature control would greatly limit the far 
ranging applicably of this method both in terms of cost and mobility.  Also the ability for 
this technology to not require a highly trained technician could expand its uses beyond 
purely scientific endeavors.  
The future capabilities of this technology to perform gross identification would 
build upon the current possibilities of determining the presence of humans by expanding 
to distinguishing different types of organisms.
145
  In addition to determining their 
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presence, looking at the degree of material degradation might also be exploited to 
determine how much time has passed since the occupation.   
 We envision a few different types of devices utilizing varying levels of 
technology and supplying various capabilities—from portable, relatively information-
poor devices, to fixed information-rich systems.  Several examples are outlined below: 
 - Active and passive TTL (tag, track and locate): Once a molecular biometric 
signal is established, field samples can be analyzed for information regarding the current 
or forensic location of individuals.  This capability can be used in concert with other 
visual, audio, intelligence and forensic tools.  The absence or presence of a signal in a 
suspect location could provide valuable authentication or discounting of intelligence 
information.  
 - Check Points (Military)/ Airport Security: This assessment system adds an 
additional biometric to visual, audio, forensic molecular (polynucleotides) and 
identification motifs that are difficult or even impossible to alter or hide, offering non-
invasive confirmation or refutation of other information.  This feature will be most 
effective before the general concept of the system is well known publically.  
 - Forensics: Many standard forensics investigations could be aided by using 
airborne identifiers of the people that had been present.  These identifiers could be 
archived for future comparison with suspects or persons of interest, similar to the use of 
fingerprints or DNA evidence.  
 - Building security: In a building, the system could be set up so that any unknown 
bioaerosol signature would trip an alarm.  The system could also be used to confirm or 
discount other building security measures.  Area security could be strengthened by using 
bioaerosol identification.  
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 - Healthcare: Airborne diseases or the altered signatures that result from the 
disease could be monitored by bioaerosol detection.  More generally, all bioanalysis 
strategies can be improved by applying the ‗increased signal‘/ ‗reduced background‘.  A 
broad statement, but it is defensible in terms of increased specificity and signal to noise 
ratio.  
 - Personnel Identification: This is similar to iris and facial recognition or active 
fingerprint strategies.  A benign aerosol sampling device would confirm or reject other 
information. 
 - Non-invasive biological and environmental monitoring: Monitoring can be used 
to quantify a region‘s biodiversity or ecosystem health.  The system could sample air and 
water equivalently.  Quantifying total airborne protein could be an effective way of 
monitoring ecosystem health  by an indirect assessment of bioaerosol sources.    
 - Anti-poaching: A radio transmitter could be attached to endangered organisms.  
When the presence of humans is identified, a signal is sent to wildlife rangers for action.  
 - Archeology and Paleontology: Many proteins are less prone to degradation than 
DNA.  The proteomic assay of archeological sites has the potential to provide access to 
detailed information about the kinship, ancestry and migration patterns of previous 
occupants. 
 - Rescue Missions: Searching for bioaerosol signatures in aerosolized samples 
can better guide rescuers within a remote site with current or past human presence.  In 
cases were miners are trapped such device can give a better indication for a drill site 
closer to where humans are located.   
Summary and Outlook 
 It may be premature to conclude whether aerosolized human and animal debris 
along with the excess protein content in the air can be used to identify individual sources 
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of emitted particles.  However, the results of recent studies have shown differentiation 
between areas of ―high traffic‖ and ―low traffic‖ human indoor environments.145  Trends 
in protein concentration related to human occupancy are further discussed in Chapter 6.  
These initial results along with considering the unexploited information that exists in 
aerosolized human and animal cells are certainly encouraging with regards to their use as 
"stamps" from the trail left by the biological sources (humans or animals present in the 
area of air sampling).   
 The concept described throughout this chapter provides new direction and 
opportunities for research.  Obtaining molecular profiles from glycolipids, keratins and 
other biomolecules associated with aerosolized SC/keratin particles is required.  Research 
should be directed at the identification of the biomolecules within the aerosolized skin 
cells and other aerosolized debris that provide maximized differentiation among sources.  
Strategies to exploit the information from these molecules must be examined and 
improved in order to take full advantage of the biochemical signatures contained within 
the aerosolized flakes.  As it has been already identified in the general aerosol 
community, the understanding of transformations and aging processes of bioaerosols 
needs to be further improved.
156, 157
  Current reports involving the study these changes in 
organic aerosol
158
 as well as cell-derived
159
 are without a doubt important steps toward 
recognizing opportunities for the time-stamp aspects of a bioaerosol fingerprinting 
technology.    
 As this field moves forward it is clear that the extraction of information from 
aerosolized human debris needs to be better understood.  Over the past decade, there has 
been a tremendous amount of growth in the number of analytical measurement 
techniques being developed to measure atmospheric aerosol that could be potentially 
applied to the study of aerosolized human debris.  However, additional instruments that 
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can separate and make rapid, real time measurements of the protein makeup in 
aerosolized human debris are still needed.  Accurate information will ultimately allow for 
a wider range and levels of the makeup of the collection site in specific human presence 
and identification.  
 In this chapter, the critical need for synergism between the various available 
techniques for sampling, separation and analysis to achieve the necessary depth in 
obtaining information from human-emitted bioaerosol particles has been highlighted.  
This combined effort will allow us to be in a much better position for the development of 
novel state of the art technologies for the complete analysis of aerosolized cells.   
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CHAPTER 6 
TRENDS IN "TOTAL PROTEIN" CONCENTRATION IN AEROSOLS FROM 
INDOOR AND OUTDOOR ENVIRONMENTS 
Introduction 
  Material of biological origin comprises a large fraction (up to 25%) of the 
atmospheric aerosols.
1, 3
  Among these particles there is a variety of proteinaceous 
material derived from living organisms and their aerosolized debris (e.g. bacteria, algea, 
pollen, viruses, remnants of microorganisms, plant debris, cellular proteins from cell 
lysis).
2-6
  Generally, free proteins as well as protein fragments, complexes, and amino 
acids in aerosols have been of interest because of their effect in the ecosystem and 
atmospheric chemistry, and their role as allergens.
7-10
  Additionally, aerosolized proteins 
have been identified as potential information carriers of their source (Chapter 5).  Up to 
now, the use of bioaerosols, specifically aerosolized proteinaceous material, has not been 
seriously considered for this purpose.  In order to provide a more comprehensive 
background in this topic, Chapter 5 provides a detailed assessment of the feasibility of 
bioaerosol fingerprinting.  In this Chapter the possible sources of individualized 
biochemical information in aerosolized bioparticles such as proteins are thoroughly 
discussed.   
  Prior to embarking on the detailed analysis of protein material as potential 
carriers of biochemical signatures, it is important to assess the total protein amounts in 
aerosol samples.  It is also of interest to examine how protein concentrations may 
correlate to the environment sampled.  In this study, we perform this assessment by 
utilizing standard air sampling techniques along with total protein quantitation protocols 
(described in more detail in Chapter 1).  For the context of this work, it is noteworthy that 
the application of total protein quantitation assays usually involves purified protein 
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samples.  It has been reported that total protein concentration measured in complex 
samples such as bioaerosols tend to widely vary between quantitation methods.
4
  These 
inconsistencies have been attributed to interferences from contaminants within the sample 
matrix, and the assays‘ selectivity to specific types of protein (high protein-to-protein 
variability).  However, even though the reported discrepancies can turn the quantified 
protein amounts into mere estimates, if the same assay is used across samples, 
concentration trends can still be properly evaluated.  For this particular study, total 
protein concentration is determined using the NanoOrange assay.  This method was 
chosen because of its relatively low protein-to-protein variability, wide dynamic range 
(10 µg ml
-1
-10 ng ml
-1
), simplicity, and reasonable cost.
11
    
  If shed material can potentially be used to obtain information about a particular 
aerosol collection settings, it is expected that the amount of proteinaceous particles 
suspended in the air correlates to the condition of the environment.  For example, this 
condition may refer to the presence (or absence) of organisms that shed the "tracking" 
material in indoor spaces, or the "health" of the ecosystem allowing the proteinaceous 
material to be aerosolized in outdoor environments.  For indoor settings, the existence of 
this type of correlations has been apparent in the literature concerning aerosolized 
particles as allergens or contaminants.
12-15
  For instance, keratins, which are a major 
component of skin, have been identified as the most common aerosolized protein in 
occupied classrooms.
15
  It has also been reported that keratins are common contaminants 
in protein identification experiments such as gel electrophoresis.
16
  As described in the 
previous chapter, both of these cases are explained by the constant shedding of skin cells 
by humans, which is estimated to be approximately thousands of cells per square 
centimeter per hour.
17
  These reports serve to illustrate the relationship between 
aerosolized proteins and the characteristics of the collection site (e.g. human occupancy).      
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  Assessing protein concentration as well as further analyzing bioaerosol material 
provides exciting opportunities for non-invasively monitoring environments of interest 
(Chapter 5).  Many efforts in ecological research have been already targeted towards 
measuring indicators of environmental and biological health in non-invasive manners 
(e.g. satellite imagery of deforestation).
18,19
  An approach that screens aerosolized protein 
and how this material varies (concentration, composition) with respect to environmental 
factors would be an additional manner to assess a location and its transformations.  
Integrated monitoring systems can provide a more complete evaluation of the 
environmental effects caused by human and global climate for example.  On the other 
hand, exploiting the shed particulates in human-occupied areas can potentially have 
applications in areas such as security and forensics.  To our knowledge, there are no 
studies that examine localized ground concentrations of bioaerosols or how the 
concentrations change with environmental factors for the purpose of finding a 
biochemical fingerprint.          
  The present study aims to examine the trends in total protein concentration in 
both indoor and outdoor settings.  This work investigates the effect of human occupancy 
on the aerosolized protein concentration in indoor areas by defining "high-" and "low-
traffic" aerosol collection sites.  For outdoor settings, samples were collected in Ecuador 
by Sarah Staton during June 2009 and March of 2010.
20
  We examine whether total 
protein concentrations from diverse outdoor environments throughout Ecuador correlate 
to environmental variables.  Variations between and within environments are assessed by 
examining three general biomes: pristine forest, secondary transitional forest, and 
suburban montane.  Protein concentrations in these environments were also studied with 
regards to forest edge effects, sampling height, and seasonal variations.  For indoor 
settings, quantitation results were compared with those reported in the literature.  General 
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findings are discussed with respect to environmental variables and the overall goal of 
using proteins as information sources of aerosol collection sites. 
Materials and Methods 
   Materials.  NanoOrange protein quantitation kit was obtained from Invitrogen ® 
(Carlsbad, CA) and included the NanoOrange® protein quantitation reagent (500X in 
DMSO), NanoOrange protein quantitation diluents (10X, contains 2 mM sodium azide) 
and bovine serum albumin (BSA) standard (2 mg mL
-1
 in water, containing 2 nM sodium 
azide).  HPLC grade methanol and water were purchased from Fisher Scientific 
(Pittsburgh, PA).  Polyethylene filter holders were purchased from Advantec (Dublin, 
CA) and Glass fiber and PTFE 47 mm filters from Pall Life Science (Port Washington, 
NY).  Linear piston pumps (model VP0125 and DT0435A) were acquired from Medo® 
(Hanover Park, IL) and volumetric flow controllers from Alicat Scientific (Tucson, AZ).  
The food dehydrator used for storage of outdoor environmental samples was purchased 
from Nesco ® (Two Rivers, WI).  The ultrasonic sonicator was from Ultrasonic Power 
Corporation (Freeport, IL) and the fluorescence spectrophotometer was from Shimadzu, 
model RF 551 (Columbia, MD).  .   
   Sample Collection and Processing.  Sampling was conducted using a linear 
piston pump that collected ambient air onto 47 mm teflon filters fitted on an open face 47 
mm filter holder (Figure 6.1).  Collection time varied from 24 hours (outdoor samples) to 
72 hours (indoor samples).  The flow rate was set at 7 L min
-1
 and was checked at the 
start-up and at the end of each collection period using a volumetric flow monitor.  The 
volume of the samples was derived from the average flow rate and the sampling duration.  
Sample blanks were collected at each location and consisted of a filter paper mounted in 
the filter holder without vacuum. 
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Figure 6.1. Typical sample pump used for aerosol sample collection. The inset shows the 
47 mm polyethylene filter holder equipped with a 47 mm filter membrane 
 
 
  
   Indoor samples were collected in "high-traffic" and "low-traffic" environments.  
Settings described as "high -traffic" consisted of occupied rooms were at least three 
people were present over a 10-hour work day.  "Low-traffic" samples consisted of indoor 
areas where one person or less were present for less than an hour over a 24 hour period.  
After collection, all samples were stored at -20 ˚C and protected from light until analysis.            
   Outdoor samples were collected in various biomes throughout Ecuador between 
July 2009 and March 2010 (all collections were performed by Sarah J.R. Staton).  The 
chosen locations can be classified in three main groups: pristine forest, secondary 
transition forest, and suburban montane.  Figure 6.2 shows a map of Ecuador along with 
the locations for each sampling site.  A detailed description of each collection setting is 
shown in Table 6.1.  For seasonal studies, protein concentrations from the secondary 
transitional forest (Tena) and the suburban montane (Tumbaco) ecosystems were 
compared.  In the Tena location, rainy season sampling was performed in July 2009 and 
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dry season sampling in October 2009.  In the Tumbaco location, sampling for the rainy 
and dry season were performed in November 2009 and August 2009, respectively.  
However, during the year tested there was a non-typical reduction of rainfall in Ecuador.  
Altitude studies were carried at the Tiputini pristine rainforest location by sampling at 
ground level (0.76 m) and 10 m above ground.  Edge effects were investigating by 
sampling at two sites within the Tena secondary rainforest location (both dry and rainy 
season samples were included).  The "buffered" zone referred to a sampling site 
surrounded by at least 1 km of undisturbed forest, while the "edge" sample involved an 
area physically constrained within 25 meters.  The 50 m wide forest space was located 
between a regional black top highway and the Napo River.  
   Protein Quantitation Using NanoOrange.  Collection filters were removed 
from the filter holder using tweezers and place at the bottom of 100-mL beakers.  In 
addition to the filters used for collection, an unused filter membrane was used as a 
―blank‖ sample (to serve as control).  Total suspended particle extraction from collection 
filters was performed either directly using the NanoOrange working solution or by 
extracting with methanol prior to protein tagging (outdoor samples).  In both instances, 
BSA was used as a protein standard for the generation of a calibration curve.  For direct 
extraction with NanoOrange (indoor samples), the filters were submerged in 3.00 mL of 
NanoOrange working solution and sonicated for 30 minutes.  The solutions were then 
passed through a syringe equipped with a 0.2 μm filter membrane to a glass vial.  A 
similar procedure was performed for samples extracted with methanol, except 7.00 mL of 
HPLC grade methanol was used to submerge the collection filters prior to the sonication 
and filtration steps.  The methanol solution was evaporated at 72˚C until dryness.  This 
procedure was also performed in each vial used for the protein standards.  This step was 
to account for variations in protein amounts due to concentration of impurities from the 
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solvent.  The material left in the dried sample vials was re-diluted in 2.50 mL of 
NanoOrange working solution.  All samples and standards were vortexed for 
approximately 30 seconds to ensure the reincorporation of proteins into solution.  
Samples were then incubated in a water bath at 95ºC for 10 minutes and then cooled at 
room temperature for at least 20 minutes.  This entire process (from the addition of the 
NanoOrange solution) was performed in the dark.  After samples and BSA standards 
were at room temperature fluorescence was measured in a fluorescence 
spectrophotometer using excitation/emission wavelengths of 485/590 nm. 
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Table 6.1. Description of sampled outdoor environments (Ecuador) 
 
Location Name 
(GPS Coordinates) 
Reference Point Location Description 
Tena Buffered Secondary                    
Transitional Forest 
(S 01˚02'37'',                     
W 077˚43'05'') 
 
Grounds of the Andes 
and Amazon Field 
Schools located in the 
Napo River 
Secondary transitional forest 
a
 
at 445 m elevation buffered by 
a kilometer of forest 
 
Tena Edge Secondary 
Transitional Forest 
(S 01˚02'22'',                     
W 077˚43'09'') 
Secondary transitional forest 
a
 
at 445 m elevation constrained 
by a river and road within 25 
m on each side 
 
Itapoá Edge Secondary 
Transitional Forest 
(N 00˚07'22'',                     
W 079˚16'17'') 
Itapoá reserve outside of 
Puerto Quito 
Transitional secondary forest 
a
  
with significant agricultural 
activity at 135 m elevation 
within 25 m of a road 
 
Tiputini Pristine Rainforest 
(S 00˚38'13'',                     
W 076˚08'52'') 
sampled at ground level 
(0.76 m) and at 10 m 
Grounds of the Tiputini 
Biodiversity Station 
(sponsored by 
Universidad de San 
Francisco de Quito)  
Amazon basin into the Tiputini 
river watershed at 229 m 
elevation composed of pristine 
primary rainforest 
b
  
 
Tumbaco Suburban 
Montane                           
(S 00˚13'51'',                             
W 078˚23'43'') 
Private residence in 
Tumbaco, southeastern 
suburb of Quito  
Andean suburb of Quito at 
2,432 m elevation in a 
residential area
c
 
 
a 
Pristine rainforest: Intact rainforest with minimal amount of human alteration. 
b 
Secondary transitional forest: Environments with moderate human alterations including 
activities such agriculture, deforestation, and human habitation.   
c 
Suburban montane: High degree of human influence in the environment including 
significant deforestation activities, air pollution, and large extent of population.  
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Figure 6.2. Map of Ecuador along with geographical location of sampling sites.  
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Results and Discussion 
 Influence of Human Occupancy in Protein Concentration of Aerosol from 
Indoor Environments.  To assess if the concentration of aerosolized protein in indoor 
areas were dependent on the extent of human occupancy, sampling was performed in 
enclosed spaces categorized as "high-traffic" and "low-traffic" areas.  These categories 
were used to simulate rooms where occupants were regularly present versus having little 
to no occupants.  Humans are constantly shedding skin cells and dander that remains 
suspended in the air as bioaerosol.
17, 21, 22
  This material is the result of a constant skin 
regeneration process.  The dead skin cells are much smaller than the pores of clothing 
which is why skin particles can freely circulate in the air surrounding their source, 
humans.
23-25
  The main proteins found in the skin, including shed material, are keratins.
26
  
Therefore, it is not surprising that this protein is the most common in indoor aerosol.
15, 16
 
 Generally, the protein concentration in "high-traffic" environments was higher 
than in "low traffic" environments.  This supports the premise that aerosolized protein 
concentration is correlated to human activity in indoor spaces.  The protein concentration 
ranges in this study are consistent with the protein amounts reported by previous work 
quantifying total protein in indoor aerosols from occupied and unoccupied rooms (Table 
6.1).  The concentrations reported refer to total protein rather than specific identity of the 
proteinaceous material quantified.  In our study, measurable amounts of protein were 
obtained within three or less days of air sampling (most samples needed only a 10
 
m
3
 of 
air), even shorter sampling times could be obtained if higher flow rate pumps were used.   
The correlation between human occupancy and aerosolized protein concentration is 
evident even when considering the variability between sample types.  These variations 
are expected considering the many variables that are difficult to control in this type of 
experiments.  The number of room occupants, the extent of their presence, as well as the 
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degree at which each an individual sheds skin particles into the air are aspects that affect 
aerosolized protein in the environment.  Besides, additional processes such as bacterial 
degradation are difficult to control and can have a significant effect in the measurable 
amounts of protein in the air.    
 
 
Table 6.2.  Protein concentration in indoor environments as measured in this work and 
previous studies. 
 
Sample Type Aerosolized Protein 
Concentration Range                   
(µg m 
-3
) 
Reference 
"High-traffic" indoor 
environment 
 
0.05-1.2 This study 
"Low-traffic" indoor 
environments 
 
0.03-0.05 This study 
Indoor Average Over All 
Particle Sizes (<2.5 - >10 
µm) 
 
0.6 Chen and Hildermann, 
2009
25
 
Occupied classrooms 
(average) 
 
86.8 (total dust) Fox et al., 2008
15
 
Unoccupied classrooms 
(average) 
6.44 (total dust) Fox et al., 2008
15
 
 
  
 
 Correlations of Protein Concentrations with Environmental Variables in 
Outdoor Aerosols: Ecosystem Type, Seasonal Variations, Sampling Height and 
Edge Effects.  Protein concentration in outdoor aerosols along with the effect of 
environmental variables was assessed using different biomes of Ecuador as model 
outdoor settings.  Sampling collection was performed at ground level (except for 
experiments evaluating sampling altitude).  Changes in the measurable protein amount in 
outdoor aerosols result from complicated interactions of sources and environmental 
processes.  In this work, the goal of the outdoor study was to determine if, even with 
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these complexities, the total protein concentrations exhibit particular trends according to 
ecosystem type, seasonal variation, sampling height and edge effects.   
 All samples in the outdoor studies exhibited measurable protein concentrations in 
the range of 30-400 ng m
-3
.  The first correlation study involved different ecosystems: 
pristine forest, secondary transitional forest, and suburban montane (Figure 6.3A).  The 
pristine rainforest ecosystem sampling was performed in the Tiputini Biodiversity 
Reserved.  This is a relatively intact rainforest with minimal human alteration activity and 
population, aside from nucleus of indigenous habitants.  Secondary rainforest locations 
consisted of areas where the natural forests have experienced some degree of human 
impact by activities such as deforestation, agriculture, and general human inhabitation.  
The two sites sampled for this category were the Tena and the Itapoá secondary 
transitional forest.  The Tena location leads to Amazon rainforest and contains more 
intact forest and less agricultural activity than the Itapoá site.  Lastly, the Tumbaco 
residential area was chosen to represent a location with high degree of human population 
and alteration to the environment.  This suburban montane environment located outside 
of the Ecuadorian capital, Quito, exhibits a high degree of deforestation activities, 
pollution, and habitation.   Average protein concentration was clearly greater in the 
pristine forest (326 ± 95 ng m
-3
), followed by the secondary transitional forest (171 ± 61 
ng m
-3
), while the suburban montane resulted in the least amount of aerosolized protein 
(89 ± 38 ng m
-3
).  Even though there is a slight overlap of the standard deviations 
between the secondary transitional forest and the suburban montane locations there is an 
evident trend in the average protein concentrations between these ecosystems.  Higher 
protein amounts were expected for the pristine forest, solely based on the extent of 
biodiversity (plants and animals) within this environment. The trend suggests that 
aerosolized protein concentration correlates to the extent of intact biodiversity.  
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Additionally, it suggests that human alteration to natural environments could result in a 
decrease of proteinaceous material that regularly circulates the air in an intact ecosystem.   
  The second relationship studied involved changes in protein concentrations from 
seasonal variations.  Seasonal changes have been previously identified as contributing 
factor for protein concentration variabilities in aerosols.
9
  In the current study, the protein 
concentration was determined during two main seasons in the Ecuadorian region: dry and 
rainy.  The ecosystems chosen for this study were the Tena secondary transitional forest 
and the Tumbaco suburban montane.  The results show that seasonal variations are not 
significant, since the concentrations remained consistent in both seasonal periods (Figure 
6.3B).  This result is somewhat unexpected considering that drier conditions are more 
favorable for protein preservation than when the air contains a larger amount of moisture, 
which favors degradation.  It is possible that the atypical dry conditions of the year in 
which testing was carried affected the outcome of this study.
20
  Perhaps, a more intense 
rainy season would have produced different results with respect to the amount of 
available aerosolized protein when compared to samples collected in the dry season.  
Furthermore, the levels of ambient particulate matter (PM) are generally higher during 
dry conditions.  Therefore, equal protein concentrations among both climate variations 
could indicate a larger relative abundance of proteins in the wet season (considering total 
PM is lower).  A study involving several seasonal cycles should be performed in order to 
better understand the influence of this meteorological variable in the amount of 
aerosolized proteinaceous material available for collection.  These studies should 
determine protein concentration in parallel with total PM in aerosols.  Comparing these 
measurements would allow a more appropriate assessment of protein trends and the 
changes associated with seasonal variations.  
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Figure 6.3. Bar graph of protein concentration in various ecosystems along the effects of 
seasonal variations. (A) Shows average concentration in aerosolized proteins for pristine 
forest (Tiputini pristine rainforest), secondary forest (Tena and Itapoá) and suburban 
montane (Tumbaco Residential area). (B) Shows variations in average protein 
concentration the Tena secondary transitional forest and Tumbaco suburban montane site 
during the two main seasons: dry and rainy.  
 
 
  
  The effect of sampling altitude on measurable protein concentrations in outdoor 
environments was also addressed.  Altitude studies performed in the Tiputini pristine 
rainforest location show that average protein concentration is slightly higher at ground 
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level (0.76 m) than in the higher sampling site (10 m above ground), however, this 
difference is not statistically significant (Figure 6.4).  The variation of the ground level 
samples is larger when compared to samples collected at 10 m.  This could be partially 
due to less active protein production, circulation, and degradation activity at higher 
altitude with respect to ground levels which is fact more densely crowded with 
vegetation, wildlife, and microorganisms.   
 Lastly, trends in protein concentration were evaluated with respect to the 
proximity of the sampling site to bordering landmarks (e.g. river, roads).  This study was 
carried out in two locations within the Tena secondary rainforest.  The "buffered" zone 
refers to a sampling site surrounded by at least 1 km of forest while the "edge" location 
consisted of a rainforest location bordered by a developed road and the Napo River 
(within 25 m).  The results shown in Figure 6.4B illustrate how the average protein 
concentration is slightly higher (194 ± 58 ng m
-3
) for the buffered versus the edge site 
(151 ± 61 ng m
-3
) even though the only difference between this location was the physical 
boundaries which were absent in the buffered zone.  Again, the variability between 
samples is not highly significant but a weak correlation of aerosolized protein 
concentration and edge effects is suggested by the data.  
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Figure 6.4. Bar graph of protein concentration trends due to sampling height and edge 
effects. (A) Shows average concentration in aerosolized proteins for ground level (0.76 
m) sampling and sampling at 10 meters above ground at the Tiputini pristine rainforest 
site. (B) Edge effects at the Tena secondary rainforest location. Buffered region refers to 
an area surrounded by at least 1 km of dense forest while the edge region refers to a 
sampling site in the same forest category but in a location constrained (within 25 meters) 
by a highway and the Napo river   
 
  
 Addition Comment with Regards to Overall Protein Concentrations in 
Indoor and Outdoor Environments.  The overall objective of this preliminary study 
was to determine if the amount of protein for indoor and outdoor aerosols can provide 
information about the sampled environment.  If these protein amounts are measurable and 
trends in concentration correlate to variables in the collection setting it will suggest that 
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bioaerosols (specifically aerosolized protein) could be exploited for identification 
purposes.  This work involved two independent studies each examining a general type of 
location (indoor and outdoor).  Through each study, variables that are thought to 
influence the amount of aerosolized protein that can be recovered were investigated.  For 
indoor environments, standard classrooms and laboratory space were used as model 
indoor settings.  These areas simulated a closed environment within buildings regularly 
occupied by humans.  Therefore, the presence of aerosolized human-originated particles 
such as skin cells was expected.  On the other hand, the study of outdoor locations 
involved aerosol collection in various biomes of Ecuador.  In this case, the study of 
bioaerosols is targeted towards the proteinaceous material originated mainly from 
wildlife and vegetation.  In addition, it served to examine the protein concentrations in 
more intact natural ecosystems, such as a pristine forest, compared to areas with greater 
human alteration.  The larger motivation of this second preliminary study is exploration 
of the potential use of bioaerosol for non-invasive environmental monitoring and even 
wildlife identification.   
 Most indoor and outdoor environments resulted in measurable amounts of 
proteins.  The concentrations reported were adjusted according to the respective blank for 
each setting to account for background material that could affect the quantitation signal.  
Overall protein concentration ranged from tens of nanograms to micrograms of proteins 
per cubic meter of air sampled.  Much lower protein concentrations were obtained for 
outdoor (0.030-0.40 µg m
-3
) than for indoor samples (0.03-1.2 µg m
-3
).  The protein 
amounts in outdoor samples were also lower than in previous studies, which reported 
protein concentration of a few micrograms per cubic meter in outdoor aerosol.
9
  Possible 
reasons for this include the modified protein quantitation protocol and other aspects 
discussed below.   
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 In this work, indoor and outdoor studies were done completely independent from 
each other.  Sample storage conditions, time lapses between sampling and analysis, as 
well as variations in the protein quantitation protocol were not consistent between the two 
assessments.  These aspects make direct comparison between indoor and outdoor samples 
somewhat inappropriate.  Determining protein concentration trends within each study is 
much more valid as well as significant with respect to the overall motivations of this 
work.  Nevertheless, there are several reasons that can explain the lower protein 
concentrations obtained in outdoor samples aside from experimental conditions.  The 
environmental characteristics of the outdoor settings are more likely to cause protein 
degradation when compared to indoor areas.  Tropical rainforest locations involved 
conditions of high heat and moisture
20
 which do not favor protein preservation.  This 
degradation effects could be further amplified during transport and storage (analysis was 
not immediate after collection) even though preventive measures were taken.  
Conversely, indoor samples were performed in relatively dry conditions where the 
temperature in the air-conditioned rooms is relatively constant.  More immediate analysis 
after sampling could also explain the larger protein concentrations obtained for indoor 
samples.  It is noteworthy that even though the outdoor concentrations were low, protein 
could still be quantified in areas with highly unfavorable conditions for protein recovery.       
 This study aimed to develop a better understanding of the factors that could 
influence the amount of measurable protein in indoor and outdoor aerosol.  In indoor 
environments the primary focus was examining how human occupancy correlated to 
aerosolized protein concentration.  In outdoor environments the focus shifted to 
evaluating factors such as type of ecosystem, seasonal variables, sampling altitude, and 
edge effects.  It is worth noting that based on the "total protein" quantitation assay used, 
the NanoOrange assay, the signal obtained could have not only resulted from intact 
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protein, but also degraded protein and even peptides.  This limitation is shared by most 
assays that exhibit low protein-to-protein variability making the resulting protein 
concentration estimated ranges rather than highly accurate values.  However, 
comparisons between these estimates are appropriate to establish concentration trends 
due to environmental factors.  A more detailed discussion about this aspect of total 
protein quantitation is provided in Chapter 7.   
 Even minor correlations of aerosolized protein concentration to environmental 
variables shed some light into the possibility of bioaerosol analysis for environmental 
monitoring.  Although at the low concentrations found, the amounts of protein material 
have the potential to provide information about the environment, especially if further 
fractionation and processing performed.  Bulk bioaerosol assessment could provide a 
potentially faster, simpler, and cheaper technology when compared to current monitoring 
approaches.  But rather than fully replacing other systems, bioaerosol monitoring could 
be envisioned as a complementary method to obtain localized information about an 
indoor or outdoor environment of interest.  
Conclusion 
 Aerosolized biological particles, specifically proteins, potentially contain 
biochemical signatures that could be use to obtain relevant information of aerosol 
sampling sites.  This work focused on the assessment of trends of protein amounts in 
indoor and outdoor aerosols which is a needed step prior to fully understanding 
environmental fingerprinting based on aerosolized proteins.  Not all the factors studied 
resulted in strong correlation with the protein concentrations in the environments but 
measurable amounts of proteins were obtained in most samples. 
  Total aerosol protein concentration in indoor areas ranged from 0.03-1.2 µg m
-3
.  
Amounts of aerosolized protein in indoor aerosol strongly correlated to human 
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occupancy. "High-traffic" samples generally showed larger protein concentrations than 
"low-traffic" environments.  This general trend supports the argument that particles shed 
by humans highly contribute to the proteinaceous material circulating in indoor air.  
Protein concentrations in outdoor bioaerosol were examined in order to determine 
correlations to various environmental factors.  The outdoor studies presented here were 
performed  in various biomes of Ecuador.  The overall concentrations were much lower 
with respect to indoor samples and ranged from 0.03 to 0.40 µg m
-3
.  Environmental 
conditions that favor protein degradation could be a possible reason for this outcome.  
Protein concentrations showed a correlation to the type of biome with pristine forest 
showing the greater protein concentrations with respect to secondary forests and 
suburban montane locations.  Seasonal variations did not appear to significantly vary the 
available aerosolized protein, however, more season cycles should be examined to 
confirm this conclusion.  Ground level sampling resulted in a slightly greater average of 
protein concentrations when compared to sampling sites at 10 meters above ground.  
Protein concentration studies seemed to also correlate to edge effects with higher average 
concentrations obtained for more isolated (buffered) sites versus areas with close physical 
constrains.  However, for both altitude and edge effect studies, the overlap and standard 
deviation suggests that these trends are weak.     
 The protein concentration values obtained through this work suggest that adequate 
amount of proteins can be obtained for further analysis using standard sampling methods.  
Protein concentration shows a dependency in the characteristics of the sample source.  
This is highly encouraging with regards to obtaining more relevant information if the 
aerosolized material is fractionated and more carefully characterized for the generation of 
biochemical signatures from aerosols. 
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CHAPTER 7 
TOTAL PROTEIN QUANTITATION OF MIXED AND CRUDE SAMPLES USING 
NANOORANGE 
Introduction 
 The ability to detect and accurately quantify protein amounts is often required in 
applications such as clinical and environmental analyses.  For example, a detailed 
understanding of the fate of proteinaceous  material in soil samples can give significant 
insights about the nitrogen cycle.
1
  Quantifying the amount of proteins in aerosol samples 
can provide potentially useful information about the collection setting, and contribute 
towards the development of a bioaerosol fingerprinting technology (Chapter 5 & 6).  
Additionally, accurate quantitation of proteins in clinical analysis can have an impact on 
disease diagnosis and treatment.  However, these types of samples are relatively complex 
with respect to their composition which complicates total protein quantitation.  The 
variety of components present in the sample can act as contaminants in the assay of 
choice.  The selectivity of the assay combined with the variability of proteins present can 
result in underestimation or overestimation of total protein amounts.  Moreover, the term 
―total protein‖ is vaguely defined and can include other protein-like material such as 
peptides.  This could be concerning if the goal is to exclusively quantify non-degraded 
proteins. 
 Currently, there are myriad of assays that can quantify total protein in aqueous 
solution (discussed in more detail in Chapter 1).  The most commonly used methods 
include direct UV-absorbance detection and spectrophotometric methods in the visible 
range such as the Lowry,  Bradford,
2
 and the bicinchoninic acid (BCA) assays.
3
  Each of 
these has its advantages and disadvantaged with respect to protein selectivity, speed, and 
complexity of the analysis.  Significant limitations of these approaches, in context of this 
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work, include requiring purified protein in non-interfering matrices which can make them 
unsuitable for the analysis of crude samples such as bioaerosols.   
In efforts to overcome the inadequacies of traditional protein quantitation 
techniques, simple fluorescent-based assays such as NanoOrange have been recently 
developed.
4
  The NanoOrange quantitation reagent has been described as superior in 
terms of its sensitivity, dynamic range, simplicity, and cost, as well as tolerance for 
common contaminants.  This merocyanine dye produces a significant enhancement in 
fluorescent intensity upon non-covalent binding with proteins or protein-detergent 
complexes.  The dye is relatively non-fluorescent in aqueous solution which conveniently 
eliminates the need to remove unbound dye that can generate a high background signal.  
According to the manufacturer, NanoOrange is suitable for total protein quantitation 
analysis in mixed and crude protein samples, as well as when the amino acid sequence of 
the protein of interest is not known.
4
   
 The use of the NanoOrange assay has been reported for a variety of applications 
including the detection and visualization of cells,
5
 viruses,
6
 bacteria,
7,8
 and proteins in 
biofilms,
9
 as well as labeling in a variety of electrophoretic separations techniques.
10-15
  
This reagent has also been used for the quantitation of proteins in environmental samples 
specifically for soil extracts
1
 and aerosols,
16
 and clinical samples such as urinary stones.
17
  
However, these studies generally concluded that NanoOrange, along with other total 
protein quantitation assays, should be used with caution when determining total protein 
amounts of this type of complex samples.  Results tend to vary significantly across 
various assays; these inconsistencies were partially attributed to interferences from the 
sample matrices (e.g. ions).  
 The NanoOrange assay is recommended for protein quantitation in crude and 
mixed samples.
4
   However, complete assessments of the possible interferences that can 
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be encountered in these samples have not been reported.  Jones et al. catalogued the 
assay‘s tolerance for reagents used in protein preparation and purification protocols,4 
while the effects of humic substances have also been examined.
1
  Nonetheless, the extent 
to which the NanoOrange reagent differentiates proteins from peptide fragments is not 
known.  The effect that these fragments can have in the overall quantitation of total 
protein needs to be better understood.  This is particularly the case if the "total protein" of 
interest is defined as free non-degraded protein, rather than overall proteinaceous material 
(e.g. protein fragments).  In environmental samples intact proteins may be mixed with 
peptide fragments and contaminants that may interfere with the quantitation analysis 
using not only this assay but other common protocols.  Here, we specifically examine the 
NanoOrange assay because of its relative superiority in terms of sensitivity, dynamic 
range, simplicity and cost. 
 The aim of this present study is to examine two main interferences that are 
encountered when determining the "total protein" amount in crude and mixed samples: 
protein variability and protein degradation.  Even though protein-to-protein variability of 
the NanoOrange protein assay has been previously addressed, here we examine keratins 
which have been identified as important proteins in aerosol analysis (Chapter 5).  
Interferences due to the presence of degraded protein would be assessed by comparing 
quantitation outcomes of protein and protein digests samples.  The experiments were 
performed using apomyoglobin (apoMb) as a model system.  The results of this study 
give a more detailed understanding of the effect that protein fragments have in the 
quantitation of free proteins with the NanoOrange assay. 
Materials and Methods 
 Materials.  Myoglobin (Mb) from equine skeletal muscle (>98%) and keratins 
from human epidermis were purchased from Sigma-Aldrich Co (St. Louis, MO).  
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Sequencing-grade modified trypsin was obtained from Promega (Madison, WI) and  
ammonium bicarbonate (NH4HCO3) was from Spectrum (Gardena, CA).  NanoOrange 
Protein Quantitation Kit was purchased from Invitrogen (Carlsbad, CA).  This kit 
contains three components: the NanoOrange® quantitation reagent (500x in dimethyl 
sulfoxide), bovine serum albumin (BSA) standard solution (2 mg ml
-1
 in water and 
containing 2 mM sodium azide), and the NanoOrange® protein quantitation diluent (10x 
, containing 2 mM sodium azide).  Apomyoglobin (apoMb) was prepared and purified in-
house by acid cleavage of commercially obtained Mb.  All solutions were made in 
ultrapure water (18 MΩ). 
 Protein Digestion.  A trypsin digest was prepared following the manufacturers 
recommended protocols.  In brief, approximately 60 nmol (~1.0 mg) of apoMb was first 
reconstituted in 6.00 ml of 10 mM ammonium bicarbonate.  The ammonium bicarbonate 
is not adjusted for pH.  Then, 20 µg of Promega modified trypsin was added and the 
solution was let to stand at ambient temperature for 18 hours.  Placing the digest at 37˚C 
was found necessary if shorter digestion times (~10 hours) were used.   If not used 
immediately, the protein digest was stored at -20 ˚C. 
 Protein Quantitation with NanoOrange.  NanoOrange working solution was 
prepared by diluting the dye 500-fold into 1x assay diluent as described in the 
manufacturer‘s protocol.  For protein-to-protein variability studies apoMb, BSA, and 
keratin standards were diluted with NanoOrange working solution to obtain a final 
concentration of 10 µg ml
-1
.  Serial dilutions were then performed in 1.5-mL 
centrifugation tubes using the dye working solution.  Final concentrations of standards 
ranged from 0.1-6 µg ml
-1
 (total solution volume of 1.00 ml), with a no protein sample 
included as a background fluorescence control.  All samples were protected from light 
throughout the procedure to prevent photobleaching.  Samples were then heated in a 96 
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˚C water bath for 10 minutes and cooled for 20 minutes in the dark before measuring 
their fluorescence.  Each tube was then vortexed briefly and 0.5 ml-portions of sample 
were transferred to a glass cuvette.  Fluorescence emission intensities were determined 
using excitation and emission wavelength of 485 and 590 nm, respectively (excitation 
and emission filters of 5 nm bandwidth).  Fluorescence was measured in a Cary Eclipse 
fluorescence spectrophotometer.  
 NanoOrange Quantitation Using Protein Digest.  ApoMb trypsin digest was 
used in order to compare protein to peptide quantification using NanoOrange.  Since the 
digested sample consisted of 1.0 mg of digested apomyglobin in 6.00 ml digestion buffer, 
1.0 mg of apoMb was reconstituted in the same manner to prepare the non-digested 
protein sample at the same concentration.  Both samples were then diluted using 
NanoOrange® working solution (prepared using buffer rather than pure water) to prepare 
10 µg ml
-1
 standard solutions.  Serial dilutions of the peptides and protein were 
performed to obtain concentrations ranging from 0.1-6 µg ml
-1
.  Additionally, mixed 
samples were prepared mixing the protein and peptide solutions at various ratios.  The 
protein: peptide proportions used were 10:0, 8:2, 6:4, 4:6, 2:8 and 0:10.  The mixed 
samples were prepared using two concentrations: 1 µg ml
-1
 and 5 µg ml
-1
.   All samples 
were prepared and measured as previously described.    
Results and Discussion 
 Spectral Characteristics of NanoOrange.  The emission and excitation spectra 
were obtained for NanoOrange before and after binding with an apoMb standard.  Figure 
7.1 illustrates one of the characteristic features of this reagent.  The dye is virtually non 
fluorescent in aqueous solution and displays a significant enhancement in fluorescent 
intensity (approximately 10 fold) upon binding. The excitation and emission maximums 
appear at 485 nm and 590 nm respectively.  These values were use for the spectra 
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wavelength selection throughout this work.  The relatively low response of free dye in 
solution makes it ideal to simplify the analysis.  Removal of the unbound dye is not 
necessary prior to fluorescent measurements, a simple subtraction of the blank signal is 
sufficient to account for unbound dye.   
 
 
Figure 7.1.  Fluorescence excitation and emission spectra of 1x NanoOrange reagent in 
the presence (solid lines) and absence (dashed line) of 10 µg ml
-1
 apoMb in water. 
  
  
 Protein-to-Protein Variability:  Comparing Keratins and BSA signals.  Some 
protein-to-protein variability is unavoidable in any total protein quantitation assay.  The 
non-covalent nature of NanoOrange allows for lower variability when compared to 
assays based on simple UV-absorbance (which relies on the content of aromatic amino 
acid residues) or covalent interactions with specific functional groups.  NanoOrange 
binds to hydrophobic domains of non-denatured proteins which can be relatively 
selective for the tagging of proteins with greater hydrophobic characteristics.  However, 
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protein complexes formed by the addition of detergents (present in the NanoOrange 
diluent) followed by denaturation allows for less protein selectivity.  As described in 
previous studies, efficient detergents can disrupt hydrophobic interactions and hydrogen 
bonds within proteins transforming them into more linear structures.  This increases their 
surface area and exposes more hydrophobic domains to which the NanoOrange reagent 
can bind.  Dye binding to the detergent coating the proteins also contributes to the 
fluorescence enhancement.
4
          
 The protein-to-protein signal variability of NanoOrange has been previously 
tested against other common quantitation assays using proteins with a wide range of 
properties.
4
  Proteins used in these studies included BSA, chicken egg albumin, horse 
Mb, rabbit IgG, among others.   The NanoOrange assay showed moderate protein-to-
protein variability compared to other assays.  This feature allows protein quantitation 
based on a BSA protein standard if the calibration curve cannot be created with the 
specific protein of interest.  This is the case for mixed and crude samples.  In Chapter 5, 
keratins were identified as proteins that could potentially contain individualized 
information for bioaerosol fingerprinting purposes.  The studies performed in Chapter 6 
report protein concentrations in bioaerosols based on a BSA standard curve.  Therefore, it 
was of interest to compare the signal variability between keratins and BSA standards.  To 
our knowledge, this is the first study evaluating the interaction of keratins from human 
epidermis with the NanoOrange reagents.  The NanoOrange standard curves for keratins, 
apoM and BSA are shown in Figure 7.2.  The fluorescence intensity values measured for 
the keratin standards exhibit little variation when compared to the signal produced using 
BSA.  These results suggest that BSA is an appropriate protein standard to quantify 
keratins.  The apoMb standard solutions exhibited slightly higher fluorescence intensity 
but still within the NanoOrange variability previously reported by Jones et al.
4
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Figure 7.2.  Protein-to-protein variability.  The fluorescence intensity obtained using the 
NanoOrange assay with keratin (diamonds), apoMb (triangles) and BSA (squares) is 
plotted against protein concentration for each sample. 
 
  
 Proteins vs. Peptide Quantitation Using NanoOrange.  The presence of 
degraded proteins is not a major concern when quantifying highly purified protein 
samples.  However, if protein quantitation is to be performed in crude samples, the 
presence of protein fragments and other protein-like substances (e.g. peptides) can have 
an effect on the outcome of the analysis.  This is assuming that the goal of the assay is 
quantifying free proteins rather than overall proteinaceous material.   
       In order to examine the response of peptides to the NanoOrange assay, digested 
and non-digested protein samples were quantified side-by-side.  Peptides were prepared 
by digesting 1.0 mg of protein using modified trypsin in ammonium bicarbonate buffer.  
The same amount of apoMb was reconstituted in the same volume of buffer to ensure 
consistency in overall concentration.  NanoOrange working solution prepared in the same 
digestion buffer was used to prepare standards ranging from 0.1 - 10 µg ml
-1
 for both 
sample types: digested and non-digested apoMb.  The fluorescence intensities measured 
for both sets of standards are shown in Figure 7.3.       
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Figure 7.3.  Protein vs. peptide quantitation using NanoOrange. Lighter bars represent 
apoMb standards and darker bars correspond to digested apoMb.  Inset shows that trypsin 
(protease) does not contribute significantly to the overall fluorescence intensity. Each 
standard is replicated a total of three times. 
 
 
 
 
Figure 7.4. ApoMb calibration curve using NanoOrange quantitation assay. The curve 
shows a linear range between 0-3 µg/ml and deviates slightly at higher concentrations.  
The linear regression produces the following relation:  I= 136xC + 14.3, where "I" is 
measured intensity and "C" is protein concentration in µg ml
-1
 (R
2
= 0.979) 
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 As expected, the signal produced by the peptide standards is much smaller in 
magnitude than the one given by non-digested apoMb.  Interestingly, the peptide 
solutions produce a fluorescent response that is consistently 20-25% of the signal given 
by the intact protein at the same concentration (Figure 7.3).  The same percentage range 
was observed when digested and non-digested BSA standards were quantified using the 
same assay (data not shown).  In order to account for the presence of an additional 
protein needed for the digestion process the fluorescence of trypsin standards were also 
measured as a control.  These solutions contained protease in the same volumes of 
digestion buffer and NanoOrange working solution but without the presence of apoMb.  
As it is shown in Figure 7.3 (inset) the signal generated by trypsin is small compared to 
the overall intensity and it can be considered negligible.   These results suggest that the 
quantitation of proteins can be overestimated in the presence of peptides in the sample. 
 NanoOrange Quantitation in Mixed Protein-Peptide Samples.  To further 
examine protein quantitation in the presence of peptides, mixed samples containing 
various ratios of peptide and proteins were prepared and quantified using the 
NanoOrange assay.  These were performed using protein and peptide standard solutions 
of the same concentration at the following protein-to-peptide proportions (by volume) 
8:2, 6:4, 4:6, and 2:8 and compared to100% peptide and 100% protein standards.   
Samples were replicated a minimum of three times and the protein contents in each 
sample were calculated by two different methods.  First, the concentration indicated by 
the darker bars in Figure 7.5 is the "total protein" concentration calculated using the 
standard curve equation from the apoMb calibration (Figure 7.4).  Second, the 
concentrations indicated by the lighter bars are calculated by considering the initial 
concentration of the 100% protein solution and the corresponding dilution factors.  These 
amounts are determined under the assumption that only non-digested protein is quantified 
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and the added digested-protein solution acts solely as a dilution buffer.   This study was 
perform using two distinct overall protein/peptide concentrations: 1 µg ml
-1
 (Figure 7.5A) 
and 5 µg ml
-1
 (Figure 7.5B). 
  When the amount of peptide in the sample was less than 40%, protein 
concentrations did not vary significantly between the two quantitation approaches 
described above.  This was the case for both of the sample concentrations studied: 1.0 µg 
ml
-1
 and 5.0 µg ml
-1
.  At the lower protein concentration, 1.0 µg ml
-1
, accurate 
quantitation could still be obtained at higher peptide concentrations and it was only 
slightly overestimated when peptide concentration reached 80%.  The presence of 
peptides has a larger effect in the protein quantitation of 5 µg ml
-1
 standards.  For these 
samples protein amount was overestimated when peptide amount reaches 60%.  
 The presence of peptides in the sample can lead to significant error if the goal is 
to solely quantify intact proteins.  Figure 7.6 shows a plot of the percent error in the total 
protein concentration measurements versus protein-to-peptide ratio of the mixed 
standards.  In this bar graph, percent error was calculated with the concentration obtained 
using the apoMb calibration curve as the experimental value and the theoretical value 
corresponds to the amounts based on dilution of the protein standard.  For lower 
concentrations the error in the measurement ranges between 4-30% for all the mixed 
samples.  For the higher concentration samples the error in the measurement was 
significantly amplified when peptide concentration was larger than 60% by volume.  
Besides interference from peptides, this increase in error could also be due to the fact that 
at this concentration the apoMb calibration curve was slightly deviated from the linear 
regression establishing the intensity-concentration relation. 
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Figure 7.5.  NanoOrange protein quantitation in the presence of peptides.  ApoMb 
samples are mixed with digested-apoMb at various volume ratios (both digested and non-
digested samples have identical concentration).  "Total protein" concentration is 
quantified by using the apoMb standard curve equation from figure 7.4 (darker bars) and 
by using the concentration of 100% protein standard and corresponding dilution factors 
(lighter bars). This study was performed with overall concentrations of (A) 1 µg ml
-1
 and 
(B) 5 µg ml
-1
. 
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Figure 7.6.  % Error of NanoOrange protein quantitation in the presence of peptides.  
ApoMb samples are mixed with digested0apoMb at various volume ratios (both digested 
and non-digested samples have identical concentration).  Percent error in "total protein" 
concentration is determined by using the apoMb amount calculated by standard curve 
equation as the experimental value and the actual protein concentration corresponds to 
the values obtained based on the dilution of the protein standard. The error is reported for 
overall concentrations of (blue) 1 µg ml
-1
 l and (red) 5 µg ml
-1
 
  
  
 Determining total protein amount using NanoOrange has been of interest for a 
variety of studies.  Most reports have involved a specific protein or set of known proteins 
for which proper calibration curves can be prepared using the protein(s) of interest.  
However, only a few studies have actually employed NanoOrange in mixed and crude 
samples.  These involved mixtures of proteinaceous material, proteins with unknown 
amino acid sequence, and complex sample matrices.
1,16,17
  Even though the use of 
NanoOrange is advised for this type of application, the outcome of these studies suggest 
that the resulting total protein quantitation should be carefully assessed.  According to 
their results, protein amounts can be highly overestimated or underestimated due to 
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interferences of matrix components.  It is worth mentioning that other approaches have 
also been shown to produce quantitation results that vary significantly when compared to 
one another.   Nonetheless, the study presented here is focused on the NanoOrange 
reagent because this non-covalent quantitation dye has proven to be superior with regards 
to simplicity of the assay, among other previously mentioned advantages.    
 These results suggest that overestimation of total protein amounts previously 
reported for complex samples can be partially attributed to the presence of proteinaceous 
material aside from free proteins, among other interferences.  The extent to which the 
NanoOrange reagent can differentiate free proteins from protein fragments can only be 
vaguely described based on the detection mechanism of the dye.  The NanoOrange assay 
is based on dye binding to hydrophobic regions of proteins or binding to detergent-coated 
denatured proteins.  This process can allow large peptides to be detected along with 
proteins.  Since the concentration value for the NanoOrange reagent provided for the 
manufacturers is given as 500X,  the stoichiometry of the binding of the dye to non-
digested (or digested) protein cannot be determined in terms of mole fraction.  This also 
makes the interference of peptides difficult to quantify.  
 If the goal is to analyze protein concentration trends rather than determine 
accurate protein amounts, the use of NanoOrange can be considered appropriate.  In these 
studies, results are compared by using the same assay across samples.  Examinations of 
this kind have been reported for the monitoring of protein removal when examining 
cleaning efficiency of biofilms,
9
 as well as in studies involving protein quantification in 
indoor and outdoor aerosols (Chapter 6).  These studies were performed by fluorescence 
image analysis and fluorescence measurements in bulk solution respectively. 
According to the outcome of this and previous studies, it can be concluded that 
accurately determining ―total protein‖ content in mixed and crude samples is challenging 
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and not properly validated.  All the approaches currently available function well in 
purified samples but interferences and protein-to-protein variability limit their use is 
mixed and crude matrices allowing only for estimations of total protein content rather 
than actual amounts.  The important aspect of choosing the most appropriate assay for 
this type of analysis is clearly defining the "protein" of interest as either general 
proteinaceous material (e.g. free proteins, fragments, protein complexes, amino acids, 
etc.) or only free protein.  Generally using the term ―total protein quantification‖ for 
complex samples is a semantic fallacy, because of the ambiguity associated with what is 
considered "protein" as well as the analysis interferences that are yet to be addressed.   
Conclusion 
The goal of this study was to mimic two important scenarios that can interfere 
with protein quantitation in complex samples: protein variability and the presence of 
degraded protein.  Even though protein-to-protein variability has been addressed in the 
past for the NanoOrange assay, the response of keratins compared to BSA was evaluated.  
Keratins are of interest due to their role as carriers of individualized biochemical 
information and their abundance in aerosolized material. It was determined that BSA is 
an appropriate standard if keratins are to be quantified since the signal produced by this 
protein types does not vary significantly.   
Additionally, this study provides an evaluation of NanoOrange performance for 
the quantitation of proteins in the presence of protein fragments (peptides).  
Apomyglobin was used a model protein before and after digestion for the NanoOrange 
quantitation assay.  It was determined that degraded protein generated a consistent 
response ranging from 20-25% of the signal produced by the non-digested sample at the 
same concentration.  NanoOrange was also used to assess mixed samples containing 
digestion products and non-digested protein at various ratios.  The results obtained 
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suggest that the presence of peptides can lead to overestimation of protein amounts 
assuming only free proteins are of interest for quantitation.  Quantitation errors are 
obtained if samples contain more than 60% peptide by volume.  These errors were 
amplified when the overall sample concentrations increased. 
 As it has been concluded in previous studies, the quantitation method has to be 
determined according to how the term "protein" is defined.  If proteins are defined as 
peptides, free proteins and protein-like material (protein fragments, protein complexes), 
there are myriad of assays that can quantify proteins in solution.  However, if the amount 
of intact protein is of interest then it is important to fully understand the effect that 
additional proteinaceous material has in the quantitation protocol.   
 The NanoOrange assay provides a simple way to estimate protein amounts in 
complex samples.  However, if accuracy is crucial it is recommended that other assays 
are used in parallel for comparison purposes.  The use of this assay to compare trends of 
proteins amounts is appropriate since the interferences can be considered a systematic 
error.  Nevertheless, future work should focus on validating this and other assays for the 
quantitation of non-purified samples.  A better understanding of the various possible 
interferences is required to increase the confidence in the total protein amounts determine 
by these methods.  
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CHAPTER 8 
CONCLUDING REMARKS  
Electrokinetic Properties of Liposomes 
 The formation of bionanotubules by manipulating liposomes with modest electric 
fields represents a novel strategy for the fabrication of these useful structures.  The high 
throughput and simplicity of this technique is promising for applications such as using 
them as scaffolds for the synthesis of inorganic materials.  Even though more complex 
geometries of tubule-vesicle networks have been achieved with micromanipulation 
techniques, there are still many factors that can be addressed to increase the tunability in 
the electric field-based method.  Some of these include patterned surface-immobilization, 
liposome size, and incorporation of other membrane components (e.g. proteins).  Future 
experiments should assess these variables as well as employ higher resolution imaging 
that can better explore the mechanisms of membrane deformation by this strategy.   
 Considering that electric fields in biological environments can be orders of 
magnitude larger than the ones used in this work, the results obtained are significant with 
regards to the natural occurrence of bionanotubules.   It may be premature to link 
bionanotubular formation to disease stages.  However, bionanotubules have been 
discovered in nature relatively recently and not much is known about their formation 
dynamics and overall role in maintaining healthy functioning of organisms.  The fact that 
this type of membrane configuration is involved in cell communication and signal 
propagation suggests that inefficiencies in cellular processes are likely if their formation 
is hindered.  Fundamental studies combined with in vivo examination of  bionanotubule  
structures will provide the necessary information to better understand these systems and 
their implications.    
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 The electokinetic behavior of liposomes was also examined with respect to 
membrane potentials resulting from trans-membrane pH gradients.  These type of 
gradients are involved in drug uptake and release when liposomes are used as delivery 
vehicles.  The studies presented in Chapter 4 investigated the effect of pH gradients by 
performing membrane potential measurements with various fluorescent probes.  This 
work resulted in unexpected responses from the dyes, requiring further assessments 
involving multi-labeling experiments where membrane potential and pH can be monitor 
simultaneously.  Future experiments should continue to address the nature of these 
potentials within this type of vesicles with direct membrane potential measurements such 
as the ones performed in this work,  as well as methods that assess vesicle surface charge 
(e.g. electrophoresis).       
Novel Applications of Bioaerosol Analysis 
 In Chapter 5, the use of bioaerosol analysis as a novel fingerprinting technology 
was proposed.  One of the major pre-requisite to make this technology a reality is to 
better understand the biochemical signatures that potentially exist in aerosolized debris, 
and how these degrade or change due to environmental factors.  Once these aspects are 
better understood strategies to extract this information can be developed by combining 
sampling, separation, and signal processing technology.  The results obtained in 
preliminary protein quantitation experiments gave an estimate of the amount of 
aerosolized protein that can be collected by standard protocols in indoor and outdoor 
environments.  Through these proof-of-principle experiments, it was also determined that 
the concentration of aerosolized protein correlates to some conditions of the air collection 
setting such as the extent of human presence (indoor) and the type of environmental 
biome (outdoor).  These results are highly encouraging for the proposed technology.  
Further fractionation of the material collected can even provide better differentiation 
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between samples.  Studies addressing this aspect are currently being performed at the 
Hayes Lab and will continue to be a focus for the advancement of this line of research.  
Clearly, there are numerous challenges to overcome for this idea to gain more acceptance 
and become applicable.  However, advancements in the field of analytical chemistry, 
specifically in areas such separations, will ultimately allow the detection, separation and 
elucidation of distinguishable patterns that can act as fingerprints for identification of 
organisms present in a location.  
Concluding Remarks 
 The work presented in this dissertation is a contribution towards a more complete 
understanding of bioparticles such as liposomes and bioaerosols.  The various studies 
elucidated how complexity within these systems can be exploited.  As these effort 
continue to gain momentum we will better comprehend the implications that bioparticle 
behaviors and properties have in biological systems, as well as their potential applications 
in areas such as healthcare, bioengineering, nanotechnology, environmental monitoring, 
and forensics. 
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