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Abstract
This paper is concerned with an optimal boundary control of the cooling down process of glass, an important step
in glass manufacturing. Since the computation of the complete radiative heat transfer equations is too complex for
optimization purposes, we use simpliﬁed approximations of spherical harmonics including a practically relevant
frequency bands model. The optimal control problem is considered as a constrained optimization problem. A
ﬁrst-order optimality system is derived and decoupled with the help of a gradient method based on the solution
to the adjoint equations. The arising partial differential–algebraic equations of mixed parabolic–elliptic type are
numerically solved by a self-adaptive method of lines approach of Rothe type. Adaptive ﬁnite elements in space
and one-step methods of Rosenbrock-type with variable step sizes in time are applied.We present numerical results
for a two-dimensional glass cooling problem.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Optimal control; Adaptive ﬁnite elements; Rosenbrock methods; Method of lines; Glass cooling
1. Introduction
One important step in glass manufacturing is the cooling down process of glass. Optimal control
simulations which utilize sound physical models are an attractive tool to study and to optimize temper-
ature proﬁles in order to avoid large temperature variations. Sufﬁciently small temperature gradients are
necessary to restrict thermal stresses in the material and to ensure high quality of the resulting product [2].
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Cracks and other defects may cause a high failure rate of the ﬁnished end-products. Moreover, the glass
industry has to reduce its energy consumption and is therefore in great need to optimize the whole glass
production process.
Glass cooling has to be modelled by radiative heat transfer which plays a dominant role at high
temperature. Due to the great complexity of the established equations [15], there is a whole hierarchy
of approximate models which range from half-space moment approximations to diffusive-type SPN -
approximations [3,13]. In Pinnau et al. [18,17], a frequency-independent, graymodel is used for an optimal
temperature-tracking of glass cooling processes. We use an SP1-approximation including a practically
relevant frequency bands model. This model has been tested fairly extensively and has proven to perform
well for various radiative heat transfer problems [13,8]. The optimal control problem is considered as
a constrained optimization problem [7,16] and a ﬁrst-order optimality system is derived. To compute
optimal boundary temperatures, we apply a projected gradient method where the gradient of the objective
functional is determined with the help of the solution to the adjoint system. This adjoint approach was
successfully used in ﬂuid ﬂow control [5].
Any practical algorithm for optimal control problems should be able to judge the quality of its numerical
approximations and to determine an adaptive strategy to improve the accuracy where needed. Successful
adaptive methods lead to substantial savings in computer time and memory requirements. They can
mean the difference between getting an answer or not to the optimization problem considered. The
computation of the ﬁrst-order optimality system requires the numerical solution of time-dependent partial-
differential equations involving algebraic equations as well. Due to the large number of unknowns in the
optimality system, we uncouple the state and adjoint equations and apply linearly implicit one-step
methods of Rosenbrock type with an error-controlled step size selection to integrate them in succession.
It is well known that general one-step methods suffer from order reduction when they are applied to
partial differential equations with nonlinear boundary conditions. Speciﬁc Rosenbrock methods have
been constructed to overcome this drawback. In this paper, we use the third-order method ROS3P [12]
and the fourth-order method RODASP [20] to integrate the highly nonlinear state equations and the linear
adjoint equations, respectively. The latter one was especially designed for linear parabolic problems,
whereas ROS3P is mainly a nonlinear solver. Since the solution of the adjoint system enters directly into
the update of the search direction of the gradient method, a fourth-order method is more efﬁcient for
higher accuracy requirements. To control the spatial discretization error, a posteriori hierarchical error
estimators are computed to steer the mesh improvement by reﬁnement and coarsening in each time step
[11]. All these methods were implemented in the software package KARDOS which has been developed
at theKonrad–Zuse–Zentrum inBerlin [4]. It is now a ﬂexible tool to perform optimal control computation
in a safe manner.
This paper is organized as follows. We ﬁrst formulate the glass cooling model and set up our optimal
boundary control problem. Then we derive the ﬁrst-order optimality system from a Lagrangian formalism
and describe the gradient method used to solve it. Finally, numerical two-dimensional simulations are
presented and a conclusion is given.
2. The glass cooling model
Glass cooling has to be modelled by equations that involve the direction- and frequency-dependent
thermal radiation ﬁeld. We consider a dimensionless model which consists of a heat equation for the
314 J. Lang / Journal of Computational and Applied Mathematics 183 (2005) 312–326
scaled temperature T (x, t) and a transport equation for the scaled intensity I (x, t, , s) [8]:
2t T − 2∇ · (kc∇T )=−
∫ ∞
0
∫
S2
(B(T , )− I ) ds d, (1)
s · ∇I + (+ )I = 
4
∫
S2
I ds+ B(T , ) ∀> 0 (2)
with the boundary and initial conditions
kcn · ∇T = hc(Tb − T )+ 
(
na
ng
)2 ∫ 0
0
(B(Tb, )− B(T , )) d, (3)
I (x, t, , s)= (n · s)I (x, t, , s′)+ (1− (n · s))B(Tb, ), (x, s) ∈ −, (4)
T (x, 0)= T0(x). (5)
For the spatial, time, frequency, and directional variables, we have (x, t, , s) ∈ 	×[0, te)×[0,∞)×S2,
where 	 ⊂ R2 is a given two-dimensional convex space domain with boundary 	 and S2 is the unit
sphere. The dimensionless parameters are kc for the thermal conductivity,  for the absorption,  for the
scattering, hc for the convective heat transfer coefﬁcient at the boundary, Tb for the ambient temperature,
and  is the mean hemispheric surface emissivity in the opaque spectral region. In our computation, we
use kc=1.0, hc=0.001, and =0.914. The parameter  satisﬁes 0< 1 in the optically thick, diffusive
regime we are interested in.
The Planck function for glass is deﬁned as
B(T , )= n
2
g
c20
2hp3
ehp/(kbT ) − 1 (6)
with hp := 6.62608 · 10−34 J s for the Planck constant, kb := 1.38066 · 10−23 J/K for the Boltzmann
constant, and c0 = 2.998 · 108 m/s for the speed of light in vacuum. We use ng = 1.46 for glass and
na=1.0 for air. The speciﬁc frequency 0 deﬁnes the opaque interval [0, 0] of the spectrum, where glass
strongly absorbs radiation. In the rest of the spectrum glass is semi-transparent.
Transparent boundary conditions on − := {(x, s) ∈ 	× S2 : n(x) · s< 0} are used for the intensity.
Here, n= n(x) denotes the outward normal in x ∈ 	 and s′ = s− 2 (n · s) n is the specular reﬂection of
s on 	. The reﬂectivity  ∈ [0, 1] determines the amount of radiative energy that is reﬂected and can be
found using Fresnel’s reﬂection equation [13,8].
The high dimension of the phase space makes the numerical solution of the full radiative heat transfer
equations very expensive, especially for optimization purposes, where the system has to be solved several
times. Various approximate models that are less time consuming, yet sufﬁciently accurate, have been
developed [10,9,14,13]. In this paper, we use an SP1-approximation including a practically relevant
frequency bands model. This model has been tested fairly extensively for various radiation transfer
problems in glass and have proven to be an efﬁcient way to improve the classical diffusion approximations
[13,8].
Our optimal boundary control problem is given by
min
(T ,u)
J (T , u) := 1
2
∫ te
0
‖T − Td‖2L2(	) dt +


2
∫ te
0
|u− ud|2 dt , (7)
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where the temperature T solves the partial differential–algebraic system
t T − ∇ · (kc∇T )=
N∑
i=1
∇ ·
(
1
3(i + i) ∇i
)
, (8)
−2∇ ·
(
1
3(i + i) ∇i
)
+ ii = 4iB(i)(T ) (9)
for i = 1, . . . , N . The boundary and initial conditions are
kcn · ∇T +
N∑
i=1
1
3(i + i) n · ∇i =
hc

(u− T )+ 

(
na
ng
)2
(B(0)(u)− B(0)(T ))
+ c1

N∑
i=1
(4B(i)(u)− i), (10)
2
3(i + i) n · ∇i = c1(4B
(i)(u)− i), i = 1, . . . , N , (11)
T (x, 0)= T0(x). (12)
For the glass–air interface, we have c1= 0.14936 [13]. The frequency space is splitted up into frequency
bands [i−1, i], i = 1, 2, . . . , N, with N =∞ and piecewise constant absorption and scattering rates
()= i , ()= i for  ∈ [i−1, i], i = 1, . . . , N . (13)
The new variables i and terms B(i)(v) are deﬁned by
i :=
∫ i
i−1
∫
S2
I ds d, B(i)(v) :=
∫ i
i−1
B(v, ) d, (14)
where we formally set −1 := 0.
In the optimization of glass cooling processes, it is essential for the quality of the glass that the
temperature follows a desired proﬁle Td(x, t) in time to control the chemical reactions in glass. The
temperature T is controlled by the ambient temperature u(t) at the boundary. Typically, a guide value
ud(t) for the control variable u is given by engineers. The positive constant 
which appears in the objective
functional in (7) allows us to penalize large deviations from ud. It is necessary to restrict u to the set of
admissible controls
Uad := {u ∈ L2(0, te) : uuu}, (15)
since we only penalize in the sense of L2(0, te), which is neither sufﬁcient to ensure the existence of an
optimal control nor the solvability of the state system is guaranteed [16].
3. First-order optimality system
We consider the optimal control problem (7)–(12) as a constrained optimization problem [7] and use
the Lagrange formalism to derive the corresponding ﬁrst-order optimality system.
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Given a Hilbert space H(	), we set L2(H) := L2((0, te);H). Let
Q := (0, te)× 	,
 := (0, te)× 	,
V := {v ∈ L2(H 1) : t v ∈ L2(H−1)} × [L2(H 1)]N ,
W := [L2(H 1)]N+1 × L2(	),
U := L2((0, te)),
 := (1, . . . ,N)T.
The weak formulation of (8)–(12) reads: ﬁnd (T ,) ∈ V with T (x, 0)= T0(x) in L2(	) such that
〈〈e(T ,, u), 〉〉 :=
∫ te
0
〈t T , T 〉 dt
+
∫
Q
{
kc∇T∇T +
N∑
i=1
1
3(i + i) ∇i∇T
}
dx dt
+
∫
Q
{
N∑
i=1
(
2
3(i + i) ∇i∇i + iii − 4iB
(i)(T )i
)}
dx dt
−
∫

{
hc

(u− T )T + 
(
na
ng
)2
(B(0)(u)− B(0)(T ))T
+c1

N∑
i=1
(4B(i)(u)− i)T
}
ds dt
−
∫

{
c1
N∑
i=1
(4B(i)(u)− i)i
}
ds dt
+
∫
	
(T (x, 0)− T0(x))T0 dx = 0 (16)
for all = (T , i , . . . , N , T0)T ∈ W , which is equivalent to
e(T ,, u)= 0 inW ∗. (17)
Deﬁning the vector of states v := (T ,) ∈ V , our optimal control problem can be precisely formu-
lated as
min
(v,u)∈V×Uad
J (v, u) subject to e(v, u)= 0. (18)
The system (8)–(12) is uniquely solvable for all u ∈ U with a Fréchet differentiable map u → v(u) as
shown in [16]. Then we may reformulate the minimization problem (18) in terms of the reduced cost
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functional Jˆ as
min
u∈Uad
Jˆ (u) := J (v(u), u), (19)
where v(u) satisﬁes e(v(u), u)= 0. (20)
The derivative of v(u) at u in a direction 
u is given by
v′(u)[
u] = −ve−1(v(u), u)ue(v(u), u)
u. (21)
Using this relation, one obtains for the derivative of the reduced functional Jˆ
〈Jˆ ′(u), 
u〉 = 〈uJ (v(u), u)− ue∗(v(u), u)ve−∗(v(u), u)vJ (v(u), u), 
u〉. (22)
Deﬁning the adjoint variable = (T , 1, . . . , N , T0)T by
=−ve−∗(v(u), u)vJ (v(u), u) ∈ W (23)
one gets the Riesz representative Jˆ ′(u) of the mapping u → Jˆ ′(u) [16]
Jˆ ′(u)= uJ (v(u), u)+ ue∗(v(u), u). (24)
Since ve∗(v(u), u) denotes the adjoint of the linearization of e at (v(u), u) in the direction , the adjoint
variable fulﬁlls the variational formulation of
−tT − ∇ · (kc∇T )− 4
N∑
i=1
iT B
(i)(T )i =−(T − Td), (25)
−2∇ ·
(
1
3(i + i)∇i
)
− ∇ ·
(
1
3(i + i)∇T
)
=−ii , i = 1, . . . , N (26)
with boundary and terminal conditions
kcn · ∇T =−
(
hc

+ 

(
na
ng
)2
T B
(0)(T )
)
T , (27)
2
3(i + i) n · ∇i +
1
3 (i + i) n · ∇T =−c1i −
c1

T , i = 1, . . . , N , (28)
T (te)= 0. (29)
The adjoint component T0 can be indentiﬁed by T (0). The ﬁrst-order optimality system is formally
derived from the Lagrangian L : V × U ×W → R deﬁned by
L(v, u, ) := J (v, u)+ 〈〈e(v, u), 〉〉. (30)
We obtain
∇(v,)L(v, u, )= 0, (31)
∇uL(v, u, )(w − u)0 ∀w ∈ Uad. (32)
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Variations of L with respect to  yields the system (17). From varying the state variable v, we recover the
adjoint system (23). Finally, from (32) we derive the variational inequality
〈〈ue(v, u)(w − u), 〉〉 + 〈uJ (v, u), (w − u)〉0 ∀w ∈ Uad (33)
or ∫

{
−hc

T − 
(
na
ng
)2
T B
(0)(u)T − 4c1
N∑
i=1
T B
(i)(u)T
−4c1
N∑
i=1
T B
(i)(u)i +


|	| (u− ud)
}
(w − u) ds dt0 ∀w ∈ Uad. (34)
4. Projected gradient method and adaptive discretizations
The ﬁrst-order optimality system-derived above consists of a large number of unknowns. To end up
with a practical algorithm, we uncouple the state and adjoint equations considering a projected gradient
method for the solution of the optimal control problem. The gradient of the reduced functional Jˆ ′(u(k))
for a control u(k) is computed with the help of the adjoint system.
The projected gradient algorithm reads as follows:
(1) initialization
(i) choose TOLg, set k = 0, = 1, and u(0) = ud;
(ii) solve the state equations for (T (0),(0)) with u= u(0);
(iii) evaluate J (0) := J (T (0), u(0)) from (7);
(2) main loop
(iv) set k := k + 1;
(v) solve the adjoint equations for ((k)T , (k)1 , . . . , 
(k)
N
) with (T (k−1),(k−1));
(vi) set u(k) = PUad(u(k−1) − Jˆ ′(u(k−1)));
(vii) solve the state equations for (T (k),(k)) with u= u(k);
(viii) evaluate J (k) := J (T (k), u(k)) from (7);
(ix) if J (k)J (k−1), set = 0.5 and go to step (vi); otherwise, continue;
(x) if |J (k) − J (k−1)|/|J (k)|>TOLg, set = 1.5  and go to (iv); otherwise, stop;
Here, TOLg denotes a prescribed tolerance used to test for the convergence of the functional and  is a
parameter that is automatically selected by the algorithm in steps (ix) and (x) to guarantee a monotone
decrease of the cost functional. The projector PUad : L2(0, te) → L2(0, te) in (vi) is just a cut-off
function which brings the iterate back to the feasible set Uad. This approach was successfully applied to
ﬂow matching problems in [5].
To perform one gradient step, we ﬁrstly have to solve the state equations (8)–(12) and then the system
(25)–(28) for the adjoint variable backwards in time using the already computed temperature ﬁeld as
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input. Applying the transformation t¯ := te − t in the adjoint equations, both systems can be written in
the abstract form
Htw= R(w) for (x, t) ∈ Q, (35)
w(t = 0)= w0 for x ∈ 	, (36)
where
w=
{
(T ,1, . . . ,N)
T for the state system,
(T , 1, . . . , N )
T for the adjoint system.
The source vector R(w) includes all differential operators supplemented with their boundary conditions.
The (N + 1)× (N + 1)-matrix H is diagonal and has one nonzero entry, i.e., H = diag(1, 0, . . . , 0).
The differential–algebraic structure—H is singular in (35)—, the strong nonlinearities coming from
the Planck function B(T , ) as well as the thin boundary layer caused by the radiation at the boundary
make these problems hard to solve for standard methods. In such a situation, a self-adaptive method is a
valuable tool which can mean the difference between getting an answer or not. For the discretization in
time, we use one-step methods of Rosenbrock type which have the recursive form
wn = wn−1 +
s∑
i=1
biWni , (37)
(
H
n
− wR(wn−1)
)
Wni =
i−1∑
j=1
cij
n
HWnj + R

vn−1 + i−1∑
j=1
ijWnj

 , i = 1, . . . , s, (38)
where wn denotes an approximation of w(tn) at tn=∑i=1,...,n i . These methods provide an error estimate
of the local temporal discretization error without further computation by
εn :=
∥∥∥∥∥
s∑
i=1
(b∗i − bi)Wni
∥∥∥∥∥ . (39)
Given a tolerance TOLt for the time discretization, a standard strategy is to choose the step size of the
time step according to
n+1 = n
n−1
(
TOLt εn−1
ε2n
)1/p
n, (40)
where p is the order of the method used. The proposed step n+1 is then executed. If the new error εn+1
computed from (39) is less thanTOLt the solutionwn+1 is accepted. Otherwise, the solution is rejected and
the time step is repeated with a reduced value of n+1. Formula (40) is related to a discrete PI-controller
ﬁrst established in [6].
Due to the highly nonlinear nature of the state equations, we use the third-order Rosenbrock-method
ROS3P [12] to integrate forwards in time. The linear adjoint equations are solved by the fourth-order
method RODASP [20] exploiting the same discrete time points as used by ROS3P, but now backwards
in time. Within each time interval, we allow for smaller time steps and use interpolated values for
the temperature. ROS3P is mainly a nonlinear solver which was designed to avoid order reduction for
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parabolic problems. It has also the classical order three for differential–algebraic equations of index one
[12]. RODASP has order four for both differential and differential–algebraic index-one equations and
avoids order reduction for linear parabolic problems. Thus, it is suitable for the integration of the linear
adjoint equations. For the convenience of the reader, we give the sets of the deﬁning coefﬁcients in the
appendix.
The equations (38) are linear elliptic problems which can be solved successively. This is done by
means of an adaptive multilevel ﬁnite element method. Let 	h be a permissible triangulation of 	 ⊂ R2
into ﬁnite elements and let S1h consists of all continuous vector functions the components of which are
polynomials of ﬁrst order on each element. The ﬁnite element approximationsWni,h ∈ S1h, i = 1, . . . , s,
have then to satisfy the equations
(LnWni,h,)= (rni ,) for all  ∈ S1h, (41)
where Ln is the weak representation of the differential operator at the left-hand side in (38) and rni stands
for the entire right-hand side of the ith equation in (38). Since the operator Ln is independent of i its
calculation is required only once within each time step.
After computing the approximate intermediate values, a posteriori error estimators can be utilized
to give speciﬁc assessment of the error distribution. The spatial errors Eni =Wni −Wni,h are estimated
by solving local Dirichlet problems on small subdomains. Let  be the union of two triangles having
one common edge and let Q consists of all continuous vector functions the components of which are
polynomials of second order on each element belonging to . The local errors Eni are then approximated
by Eni,h ∈ Q satisfying
(LnEni,h,)= (rni (En1,h +Wn1,h, . . . ,Eni−1,h +Wni−1,h)− LnWni,h,), (42)
Eni,h = 0 on , i = 1, . . . , s for all  ∈ Q. (43)
Once the approximate local spatial errors have been computed, we can estimate the local error of the
discrete Rosenbrock solution wn,h = wn−1,h +∑i=1,...,s biWni,h by
 :=
∥∥∥∥∥Pwn−1,h +
s∑
i=1
biEni,h
∥∥∥∥∥

. (44)
Here, Pwn−1,h stands for the projection error resulting from representing the old solution wn−1,h on the
new mesh designed for wn,h. The error estimator  is an asymptotically upper bound for the norm of the
local error. For more details, we refer the interested reader to [11]. The estimation procedure is applied
all over the computational domain. In order to produce a nearly optimal ﬁnite element mesh, subdomains
k having an error k larger than the mean square value of all errors are reﬁned. The adaptive procedure
is continued until a ﬁxed spatial tolerance(∑
k
2k
)1/2
TOLx (45)
is achieved. Coarsening takes place only after an accepted time step before starting the multilevel process.
We identify regions of small errors by their -values.We coarsen a region  if  does not exceed a quarter
of the mean square value of all k computed for the ﬁnest mesh.
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The linear systems are solved by the BICGSTAB-algorithm preconditioned with an ILU-method.
5. Computational experiments
Westudy the cooling of a long glass block using a two-dimensional computational domain	=[−3, 3]×
[−1, 1] ∈ R2. Clean glass is considered, thus scattering can be omitted.The non-opaque frequency interval
(0,∞) is approximated by an eight-band model kindly provided in [1]. Since the data are originally
deﬁned by wavelength intervals [i−1, i], we computed the corresponding frequency bands using the
relation
i = c0
ing
.
The values used are given in Table 1. In our computation, we use dimensionless values obtained by
multiplying the frequencies i by 1 s and the absorption rates i by 1m. Furthermore, we set = 1.0 and
start with a uniform temperature distribution T0(x)= T0 := 1000. The desired state Td(x, t) is chosen as
Td(x, t)= Td(t) := T0 exp
(
− t
te
log
(
T0
300
))
,
where the cooling process is stopped at te = 0.1. Note that Td is constant in space. For the tracking
function of the control, we use ud(t) = Td(t). Varying 
> 0 in (7), we seek for an appropriate ambient
temperature u(t) in the neighborhood of the desired temperature Td(t) such that u(t) ∈ [300, 1000] and
T (x, t)matches as well as possible to the given Td(t) in a root-mean-square sense. The choice Td(te)=300
enforces to end up with a temperature distribution that is close to room temperature, i.e., 300K. We set
TOLg = 0.001 to stop our gradient method.
We now examine the effects of changes in the parameter 
. In Fig. 1, we show the target temperature
Td and the controlled ambient temperature u plotted vs. time for different values of 
. For smaller values
of the penalty parameter 
, larger deviations |ud − u| are available. Fig. 2 shows temperature evolutions
in two different points of the computational domain, in the midpoint and in one boundary point. Due to
the strong boundary layers of the solutions caused by the radiation terms in the boundary conditions, we
can observe large temperature variations over the spatial domain. For smaller values of 
, i.e., one has
Table 1
Absorption rates of an eight frequency bands model kindly provided in [1]
Band i i−1 (1013 s−1) i (1013 s−1) i (m) i−1 (m) i (m−1)
— 0 2.9334638 7.0 ∞ Opaque
1 2.9334638 3.4223744 6.0 7.0 7136.00
2 3.4223744 3.7334994 5.5 6.0 576.32
3 3.7334994 4.5631659 4.5 5.5 276.98
4 4.5631659 5.1335616 4.0 4.5 27.98
5 5.1335616 5.8669276 3.5 4.0 15.45
6 5.8669276 6.8447489 3.0 3.5 7.70
7 6.8447488 102.6712329 0.2 3.0 0.50
8 102.6712329 ∞ 0.0 0.2 0.40
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Fig. 1. The control target ud(t)=Td(t) and the controlled ambient temperature u(t) for different values of the penalty parameter
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= 1.0, 0.1, 0.01.
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Fig. 2. Control target ud(t) = Td(t) and temperature in the midpoint (0, 0) (left) and in the boundary point (−3, 0) (right) for
different values of the penalty parameter 
 vs. time; 
= 1.0, 0.1, 0.01.
more control available, the control function is forced to become smaller and must be restricted to 300 at
later times. Changes in the control effect the temperature at the boundary faster than the temperature in the
interior of the domain. This is typical for such kind of boundary control problems, where the solutions are
dominated by boundary layer effects. We also see a change in the character of the cooling down process
for 
 = 0.01. Instead of a permanent cooling at the boundary as seen for larger values of 
, the control
starts at 500, heats up very quickly to 850 and continues then with the usual cooling down. This yields a
slightly better target value, but the temperature and the control deviations are increased, as can be seen from
Table 2. One further interesting observation is that although the value of the root mean square functional J
decreases as the parameter 
 is decreased, it does not follow that the value ‖(T − Td)(te)‖L2 becomes
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Table 2
Values of the objective functional J deﬁned by (7), its ingredients, and the maximum temperature gradient for different penalty
parameters 

J ‖T − Td‖2L2(L2) ‖u− ud‖2L2(L2(	)) ‖∇T ‖L∞(L∞)
u= ud 1.03e+04 2.07e+04 0.00e+00 7.56e+02

= 1.00 5.23e+03 9.44e+03 1.02e+03 1.02e+03

= 0.10 4.55e+03 8.92e+03 1.88e+03 1.30e+03

= 0.01 4.51e+03 9.00e+03 2.25e+03 1.51e+03
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Fig. 3. Number of degrees of freedom (left) and step sizes (right) automatically chosen by the adaptive algorithm in the ﬁnal
gradient step for 
= 0.1 to numerically solve the state and adjoint equations.
more controllable. From a practical point of view, one would follow the control for 
= 0.1 which gives a
signiﬁcant decrease of the objective functional by 55% at moderate cost. Note that the maximum value of
the temperature gradient is always seen in the ﬁrst time step, where the control allows for a large decrease
of the ambient temperature.
We now have a look at the performance of the proposed adaptive approach. In Fig. 3, we show the
temporal evolution of degrees of freedom and step sizes automatically chosen by our adaptive algorithm
to solve the state and adjoint equations for TOLx=0.005 and TOLt=0.005. The values are taken from the
ﬁnal gradient step for 
= 0.1. Compared to the approximation of the state solution, it takes more spatial
resolution to approximate the solution of the adjoint equations.As expected, the meshes are highly reﬁned
in the boundary layers caused by the steep gradient there. In this case, a stable uniform discretization
would require signiﬁcantly more points.
For both the state and the adjoint equations one and the same sequence of step sizes is used. Since
RODASP has order four, no further partial step is necessary to integrate the adjoint equations back-
wards in time to reach the prescribed tolerance. We also observe that the time steps rapidly increase
by two orders of magnitude. This reﬂects the ongoing diffusive smoothing in the boundary layers.
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Note the last short step is chosen to exactly reach the terminal time. Altogether 22 time steps are
needed. In contrast, a uniform time discretization yielding the same accuracy requires 1000 time
steps.
6. Conclusion
We have presented a fully adaptive approach to solve an optimal boundary control problem for glass
cooling. Themodel complexitywas reduced by using a simpliﬁed SP1-approximation to the fully radiative
heat transfer equations and by applying a projected gradient method to decouple the ﬁrst-order optimality
system. The gradient method with an automatic step length determination subalgorithm proved to be
very robust and yielded a considerable reduction of the target value. Future work will focus on more
general objective functionals to control the terminal state and the temperature gradients. This will extend
results obtained for the simpler gray model in [19]. For three-dimensional computations, we are planning
to use the technique of proper orthogonal decomposition in time and space as well as in frequency
space.
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Appendix A.
Set of coefﬁcients for the 3-stage ROS3P method and 6-stage RODASP are presented in Tables 3
and 4.
Table 3
Set of coefﬁcients for the 3-stage ROS3P method [12]
= 7.886751345948129e− 01
21 = 1.267949192431123e+ 00 c21 = 1.607695154586736e+ 00
31 = 1.267949192431123e+ 00 c31 = 3.464101615137755e+ 00
32 = 0.000000000000000e+ 00 c32 = 1.732050807568877e+ 00
b1 = 2.000000000000000e+ 00 b∗1 = 2.113248654051871e+ 00
b2 = 5.773502691896258e− 01 b∗2 = 1.000000000000000e+ 00
b3 = 4.226497308103742e− 01 b∗3 = 4.226497308103742e− 01
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Table 4
Set of coefﬁcients for the 6-stage RODASP method [20]
= 2.500000000000000e− 01
21 = 3.000000000000000e+ 00 c21 = 1.200000000000000e+ 01
31 = 1.831036793486759e+ 00 c31 = 8.791795173947035e+ 00
32 = 4.955183967433795e− 01 c32 = 2.207865586973518e+ 00
41 = 2.304376582692669e+ 00 c41 =−1.081793056857153e+ 01
42 =−5.249275245743001e− 02 c42 =−6.780270611428266e+ 00
43 =−1.176798761832782e+ 00 c43 =−1.953485944642410e+ 01
51 =−7.170454962423025e+ 00 c51 =−3.419095006749677e+ 01
52 =−4.741636671481786e+ 00 c52 =−1.549671153725963e+ 01
53 =−1.631002631330971e+ 01 c53 =−5.474760875964130e+ 01
54 =−1.062004044111401e+ 00 c54 =−1.416005392148534e+ 01
61 =−7.170454962423025e+ 00 c61 =−3.462605830930533e+ 01
62 =−4.741636671481785e+ 00 c62 =−1.530084976114473e+ 01
63 =−1.631002631330971e+ 01 c63 =−5.699955578662667e+ 01
64 =−1.062004044111401e+ 00 c64 =−1.840807009793095e+ 01
65 = 1.000000000000000e+ 00 c65 = 5.714285714285717e+ 00
b1 =−7.170454962423026e+ 00 b∗1 =−7.170454962423025e+ 00
b2 =−4.741636671481786e+ 00 b∗2 =−4.741636671481785e+ 00
b3 =−1.631002631330971e+ 01 b∗3 =−1.631002631330971e+ 01
b4 =−1.062004044111401e+ 00 b∗4 =−1.062004044111401e+ 00
b5 = 1.000000000000000e+ 00 b∗5 = 1.000000000000000e+ 00
b6 = 1.000000000000000e+ 00 b∗6 = 0.000000000000000e+ 00
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