Summary. Two key issues in local search algorithms are the definition of a neighborhood and the way to examine it. In this chapter we consider techniques for examining very large neighborhoods, in particular, ways for exactly searching them. We first illustrate such techniques using three paradigmatic examples. In the largest part of the chapter, we focus on the development and experimental study of very largescale neighborhood search algorithms for two coloring problems. The first example concerns the well-known (vertex) graph coloring problem. Despite initial promising results on the use of very large-scale neighborhoods, our final conclusion was negative: the usage of the proposed very large-scale neighborhoods did not help to improve the performance of effective stochastic local search algorithms. The second example, the graph set T-coloring problem, yielded more positive results. In this case, a very large-scale neighborhood that was specially tailored for this problem and that can be efficiently searched, resulted to be an essential component of a new state-of-the-art algorithm for various instance classes.
Introduction
Many efficient algorithms for combinatorial optimization problems rely on (perturbative) local search techniques [1, 37] . These start from some initial candidate solution for the problem to be solved and then iteratively replace the current candidate solution by some neighboring one. The neighborhood of a solution comprises all those candidate solutions that are reachable in one logical step of the algorithm. More formally, a neighborhood N can be defined as a function N : S → 2 S that assigns to every candidate solution s in the search space S a set of neighbors N (s) ⊆ S. The simplest local search algorithm only accepts better neighbors and it is therefore called iterative improvement. It terminates once no improving neighbor is available anymore. In this case, a local optimum has been reached. Often, the neighborhood of a solution s is defined by considering all possible modifications that can be applied to a candidate solution in order to yield a new, different solution. In this case, the neighborhood of s is the set of candidate solutions that can be generated this way. Frequently, modifications introduce rather small changes. A classical example is the two-exchange neighborhood for the traveling salesman problem (TSP), where N (s) consists of all those solutions that can be obtained from s by removing a pair of edges and replacing it by the distinct pair of edges that maintains a tour. Another example for the graph coloring problem is the one-exchange neighborhood of a solution s, which consists of all solutions that can be reached by changing the color of exactly one vertex.
Small modifications have the advantage that their effect is very fast to evaluate and, because of the relatively limited number of neighbors, the neighborhood can be searched rather efficiently. However, the algorithms embedding such neighborhoods have a tendency towards being rather "short-sighted" and they require a large number of search steps to traverse the search space. Therefore sometimes solutions need to undergo some larger, structural changes to improve over the current solution. Such changes are often rather difficult to be managed or found by local search algorithms using small neighborhoods.
Very large-scale neighborhood search techniques try to avoid some of the disadvantages incurred by using small neighborhoods. They allow relatively large modifications of a candidate solution. Therefore, they accept in one search step solutions that are of better quality than those reached within small neighborhoods. Due to the size of very large-scale neighborhoods, often the quality of local minima is much better than that reached in small neighborhoods. Additionally, the ability of making larger modifications to candidate solutions allows for a traversal of the search space in less steps. However, these advantages come at a typically higher computational cost for evaluating the search steps and searching the neighborhood. For many such very large-scale neighborhoods their size increases exponentially with the number of solution components that are allowed to be changed by one single search step. Given this tradeoff between the neighborhood size and the efficiency of searching it, it is difficult to predict the final impact large neighborhoods will have on the performance of more complex stochastic local search algorithms.
The design of algorithms that use very large-scale neighborhoods is based on one of the two main ways of searching improving solutions: exact or heuristic. The exact search is similar to a best-improvement algorithm, i.e. an iterative algorithm that, at each step, tries to move to the best neighboring solution possible. In this case, all neighboring solutions need to be evaluated, at least implicitly. The large size neighborhood can also be examined by some approximate algorithm that does not necessarily identify the best possible neighbor. An important ingredient for such techniques are heuristic ways of restricting a complete enumeration of the neighborhood. In this latter case, improving moves may be missed.
The next section gives a short review of techniques used to define and search very large-scale neighborhoods (VLSN). We will give concise examples for various such techniques. The largest part of this chapter focuses on the experimental analysis of two examples for the usage of very large-scale neighborhoods. The first example studies algorithms for the (vertex) graph coloring problem (GCP); see Sect. 3. Initial experimental results show the desirability of an exact search of the neighborhood with respect to solution quality. However, due to its high computational cost we also study various heuristic schemes for examining the proposed neighborhoods. Finally, we show that despite our efforts, once the very large-scale neighborhood search is integrated into an effective stochastic local search (SLS) algorithm [37] for the GCP, no performance improvements could be observed. The situation is different for the second example, (described in Sect. 4), a very large-scale neighborhood scheme used for tackling the graph set T -coloring problem (GSTCP). The GSTCP is an extension of the GCP where sets of colors need to be assigned to each vertex under certain types of color separation constraints. In this case, an exact re-assignment neighborhood, which considers for each vertex a complete color reassignment, was shown to contribute for various GSTCP instance classes towards a new state-of-the-art algorithm. The chapter ends with some concluding remarks and avenues for future research on very large-scale neighborhood search techniques.
Searching Large Neighborhoods
Using large size neighborhoods is certainly very appealing. However, these neighborhoods may not be very useful if their complete search requires a very high computational effort. Hence, for making the use of large neighborhoods practical, the neighborhood search problem (NSP), i.e. the problem of finding the best solution in a defined neighborhood set, needs to be efficiently solved. From an abstract perspective, one may distinguish exact algorithms for the NSP and heuristic approaches towards solving the NSP.
As previously mentioned, solving the NSP exactly is akin to best-improvement algorithms. The exact solution of the NSP requires to define neighborhoods that, although exponential in size, admit either efficient, that is, polynomial time algorithms for their exploration, or the exploitation of problemspecific knowledge to speed up the exact search as much as possible. One example of polynomial search is given by dynamic programming approaches like in the dynasearch algorithm [18, 19, 49] ; we will describe the example application of dynasearch to the TSP in Sect. 2.1. Other examples are network flow based improvement algorithms where the examination of the neighborhood is carried out by solving shortest path or matching problems [30, 34, 56] .
Many neighborhood definitions result in NSPs that are themselves N Phard; this is the case for the cyclic exchange neighborhoods [4, 53, 54] that we discuss in Sect. 2.2. Other examples are local branching for 0-1 integer programming problems where a k-flip neighborhood is defined and searched exactly by solving smaller and more constrained integer programming problems [24] , or destruction-reconstruction neighborhoods where the reconstruction is carried out by means of constrained-based tree search [51] . In these cases, the search algorithms might have a significant computational cost, which make it advisable to apply pruning techniques or heuristics to truncate somehow the exact search. This results in a heuristic neighborhood exploration, which does not necessarily identify the best neighboring solution. Hence, there is a trade-off between the scrutiny of the neighborhood search and the solution quality reached.
An important class of very large-scale neighborhood search algorithms are variable depth search (VDS) methods. These work on exponentially sized neighborhoods that are obtained by considering concatenations of simple moves. The number of simple moves that are concatenated to obtain one large move is determined while exploring the neighborhood. VDS methods search the neighborhood in a heuristic way without aiming for the exploration of the full neighborhood. In fact, some of the first very large-scale neighborhood search algorithms were VDS methods. The most famous of these are certainly the Kernighan-Lin heuristic for the graph partitioning problem [41] and the Lin-Kernighan heuristic for the TSP [45] . However, additional VDS algorithms have been proposed rather recently and it should be mentioned that the ejection-chain methods for defining very large-scale neighborhoods [31] share many similarities to VDS. In Sect. 2.3 we will give an overview of the main features of the Lin-Kernighan heuristic for the TSP.
The examples we include below can only give a rough impression of the type of techniques that are available for exploring very large-scale neighborhoods. For a more extensive review of the available techniques, we refer to the overview papers by Ahuja et al. [2, 3] .
Dynasearch
This first example illustrates how an exact algorithm, in this case a dynamic programming algorithm, can be used to search efficiently an appropriately defined, exponentially large neighborhood. In fact, dynamic programming can be used to search neighborhoods of a number of different problems and the resulting class of local search algorithms received the name dynasearch. Dynasearch searches neighborhoods that consist of all possible combinations of mutually independent simple search moves. Independence in the context of dynasearch means that the individual simple search moves do not interfere with each other with respect to the objective function and to the constraints of the problem. In particular, the gain incurred by a dynasearch move must be decomposable into the sum of the gains of the simple search moves.
So far, dynasearch has only been applied to problems where solutions can be represented as permutations. Independence between simple search moves is given if the last element involved in one move occurs before the first element of the next move. If π = (π(1), . . . , π(n)) is the current permutation, two moves involving elements from π(i) to π(j) and from π(k) to π(l), with 1 ≤ i < j ≤ n and 1 ≤ k < l ≤ n are independent, if either j < k or l < i. If, in addition the contributions of the two moves to the solution cost can be computed independently of each other, the best combination of independent moves can be found by a dynamic programming algorithm. (Without loss of generality, we focus here in this chapter on minimization problems.)
Let ∆(j) be the maximum total cost reduction incurred by independent moves involving only elements from position 1 to j of the current permutation and δ(i, j) be the cost reduction resulting from a move involving positions between i and j, including i and j. The maximum total cost reduction is obtained either by appending π(j) to the current partial permutation or by appending element π(j) and applying a move involving element π(j) and an element π(i) (and possibly elements from π(i) onwards).
We assume that the current solution is given by π and set ∆(0) = 0 and ∆(1) = 0. Then, ∆(j + 1), j = 1, . . . , n − 1 can, in general, be computed in a forward evaluation using the recursive formula
The largest reduction in solution cost is then given by ∆(n) and the single moves to be performed can be found by tracing back the computation steps. In order to apply dynasearch using the forward evaluation, the value of ∆(j) should not depend on positions k > j. If the evaluation of moves depends only on elements k > j, a backward version of the dynamic programming algorithm can be applied. This version that starts with π(n) and then generates the sequence of ∆(j), j = n, n − 1, . . . , 1. When applying the algorithm, the particularities of the moves have to be taken into account when using Eq. (1). Consider, for example, the application of dynasearch to the TSP using two-exchange moves as the underlying simple moves. Here we assume that a tour is represented as π = (π(1), . . . , π(n + 1)), where we define π(n + 1) = π(1). If 1 < i + 1 < j ≤ n and π(j + 1) = π(i), a two-exchange move is obtained by removing edges (π(i), π(i + 1)) and (π(j), π(j + 1)) from the current tour π and introducing edges (π(i), π(j)) and (π(i + 1), π(j + 1)). The move is accepted if the new tour is shorter, that is, if and only if
where d(·, ·) is the cost function defined on the set of edges.
The dynasearch two-exchange algorithm presented by Congram [18] tries to improve a Hamiltonian path between two fixed end points π(1) and π(n+1). Fig. 1 . Example of a dynasearch move that is composed of two independent twoexchange moves
In this case, two two-exchange moves that delete edges (π(i), π(i + 1)) and (π(j), π(j + 1)), where 1 < i + 1 < j ≤ n, π(j + 1) = π(i), and (π(k), π(k + 1)) and (π(l), π(l + 1)), where 1 < k + 1 < l ≤ n, π(l + 1) = π(k), are independent if we have j < k or l < i, because in this case the segments that are rearranged by the two moves do not have any edges in common. An example of such an independent dynasearch move is given in Fig. 1 .
In this case, ∆(j) is the largest reduction of the length of the tour obtained by independent two-exchange moves involving only elements between 1 and j (both included) of the incumbent tour π. The initialization of the dynamic program is ∆(1) = ∆(2) = ∆(3) = 0, because we need at least four vertices to apply a two-exchange move. The recursion formula then becomes
and ∆(n + 1) gives the maximal improvement. Dynasearch then repeats these neighborhood searches until no improvement can be found anymore, that is, until a local optimum is reached. Current applications of dynasearch comprise the traveling salesman problem [18] , the single machine total weighted tardiness problem [18, 19] , and the linear ordering problem [18] . A general observation from these applications is that dynasearch, on average, is faster than a standard best-improvement descent algorithm and returns slightly better quality solutions. Particularly good performance is reported, if dynasearch is used as a local search routine inside an iterated local search [46] . Currently, iterated dynasearch is the best performing metaheuristic for the single machine total weighted tardiness problem [33] and very good results were also obtained for the traveling salesman problem and the linear ordering problem [18] . 
Cyclic and Path Exchange Neighborhoods
Cyclic and path exchange neighborhoods have been considered as very largescale neighborhoods for tackling problems where solutions may be represented in some form of a partitioning [4, 5] . Examples of such problems include vehicle routing, capacitated minimum spanning tree, parallel machine scheduling, clustering, and various others.
In a set partitioning problem is given a set W of n elements and a set of subsets
is associated with any set T k . The partitioning problem seeks the partition of W that minimizes the sum of the costs of the subsets in the partition. Formally, the partitioning problem can be defined as:
The characteristics of the cost function are not important for the time being; its sole property that needs to be taken into consideration is its separability over subsets.
Frequently, partitioning problems are solved using local search algorithms that are in most cases based on the one-and two-exchange neighborhood. Cyclic exchange neighborhoods are a generalization of the two exchange neighborhood [4, 53, 54] in which instead of swapping only two elements from two subsets, several elements, each belonging to a different subset, are moved (see Fig. 2 ).
Formally, a cyclic exchange between k subsets (without loss of generality we can assume them to be T 1 , . . . , T k and the elements we look at to be a 1 , . . . , a k , with a i ∈ T i ) is represented by a cyclic permutation π of length k, π = 1, where π(i) = j means that the element a i from subset T i moves into subset T j . A partition T is said to be a neighbor of the partition T if it is obtained from T by performing a cyclic exchange and it is feasible with respect to some problem specific constraints. The set of all neighbors of T defines the cyclic exchange neighborhood of T . The cyclic exchange modifies the sets of the partition and therefore their cost. The cost difference for each subset will be the difference between the cost of the subset before performing the cyclic exchange and the cost of the subset after the exchange. The cost of the cyclic exchange is the sum of all the cost differences over all subsets in the partition.
In order to find the next move, Ahuja et al. define the improvement (directed) graph. The construction of the improvement graph depends on the current feasible partition of the partitioning problem considered. The set of vertices V of the improvement graph is defined as the collection of integers 1, . . . , n, each corresponding to an element of the set W . The improvement graph contains the arc (i, j) if the elements corresponding to i and j do not belong to the same subset in T and the subset to which the element corresponding to j belongs remains feasible after the removal of the element corresponding to j and the addition of the element corresponding to i. We define the partition U of V to be the collection of subsets U 1 , . . . , U K corresponding to the subsets in T , that is, the elements of T k are in one-to-one correspondence with the elements of U k for each k = 1, . . . , K. Therefore a subset disjoint cycle in the improvement graph, with respect to U, will correspond to a cyclic exchange in T . The arc (i, j) will have an associated cost, equal to the difference between the cost of the set after the removal of the element corresponding to j and the addition of the element corresponding to i, and the cost of the original set that contains the element corresponding to j. Thompson and Orlin [53] showed that there is a one-to-one correspondence between the cyclic exchanges with respect to T and the subset-disjoint cycles in the improvement graph (with respect to U) and that both have the same cost.
The problem of finding the best neighbor within the cyclic exchange neighborhood can be modeled as a new problem, the subset disjoint minimum cost cycle problem (SDMCCP), or in some cases the subset disjoint negative cost cycle problem (SDNCCP). The SDMCCP is the problem of finding the minimum cost subset disjoint cycle (a cycle that uses at most one vertex from every subset of the partition of the set of vertices) in the improvement graph. The SDNCCP is the problem of finding a minimum subset disjoint cycle with the additional constraint that its cost is negative. The only real difference between SDMCCP and SDNCCP is that the feasible set of the latter is a subset of the feasible set of the former. Also note that if the network contains negative cycles, then the set of optimal solutions of both problems is the same.
If the SDNCCP has a solution, then this solution corresponds to an improvement in the solution quality of the partitioning problem considered. Hence, the SDNCCP is the problem to be solved when using VLSN in an iterative improvement algorithm. The SDMCCP is important if the VLSN search technique is embedded, for example, into a tabu search procedure; then finding the best neighbor may be important regardless of whether or not this neighbor is better than the current solution. Ahuja et al. [4] solve the SDNCCP by a heuristic that takes advantage of the fact that only negative cycles are needed. However they make no attempt to solve the SDNCCP exactly. Several exact methods for both SDMCCP and SDNCCP are proposed by Dumitrescu [23] . They can be viewed as generalizations of dynamic programming algorithms commonly used for shortest path problems. The search is accelerated in the case of the SDMCCP by taking advantage of symmetry properties, and in the case of SDNCCP by an elegant lemma by Lin and Kernighan [45] , which, as noted also by Ahuja et al. [5] , is used to restrict drastically the number of extending paths under consideration. Although the SDNCCP and SDMCCP are N P-hard, the proposed methods are very efficient for the subproblems that arise in practical applications of VLSN search methods. Dumitrescu also proposes some heuristics that are derived from the exact methods by limiting or truncating them in some way.
Lin-Kernighan Heuristic
While in the previous two examples the underling idea is to search the very large-scale neighborhood exactly, variable-depth search methods are designed with the idea of searching the neighborhood in some heuristic way. The probably best known VDS algorithm is the Lin-Kernighan (LK) algorithm for the TSP. It is an iterative improvement algorithm that constructs and systematically tests complex local search moves that are composed of simpler local search steps. The LK algorithm, in particular, is based on complex steps that are generated by a sequence of two-exchange steps.
Let us first explain the mechanism that underlies the construction of the complex search steps. This can be best illustrated by considering the sequence of Hamiltonian paths, i.e., paths which visit each vertex in the given graph G exactly once, which are visited in the move generation. (For an illustration consider Fig. 3 .) Initially, a Hamiltonian path between vertices u and v is generated from a tour by removing the edge (u, v). One of the two endpoints, say u, is then kept fixed, while the other will vary. This is the situation depicted in Fig. 3a . In a next step, an edge (v, w) is added, which introduces a cycle into the Hamiltonian path (see Fig. 3b ). This resulting structure is also called a δ-path. In the third step, the cycle in the δ-path is broken by removing the only possible edge (w, v ) incident to w such that the result is a new Hamiltonian path that could be extended to a tour by adding an edge (v , u) (see Fig. 3c ). Instead of closing the tour, another edge can be added that leads to a new δ-path, which is indicated in Fig. 3d . The move construction continues in this way by creating a sequence of δ-paths and tentative intermediate tours.
The heuristic examination of the so generated neighborhood is directed in the LK algorithm by considering the weights of the edges in determining which steps are tentatively tested. The LK algorithms starts from some initial tour s, deletes an edge and determines a δ-path p of minimal weight. If the Fig. 3c ) has a weight lower than s, then s becomes the new incumbent solution. These steps are continued from p and iterated until no δ-path can be obtained with weight smaller than that of the best Hamiltonian cycle found so far in the construction of the complex move. If the best Hamiltonian cycle found in this process improves over the initial solution, it replaces this solution.
In addition to the criterion that stops the construction of complex moves based on the weight of δ-paths and the incumbent solutions, the LK algorithm uses additional tabu criteria. In fact, in the construction of the complex moves any edge that has been added is not removed and no edge that has been removed is added anymore. This rule has the effect that a candidate sequence for a complex step is never longer than the number of vertices in the graph.
In addition to these basic steps, the LK algorithm uses various additional techniques and few exceptions to the above described rule for constructing complex moves. The most important technique is probably a type of backtracking mechanism that allows to consider alternative choices in the edges to be added for constructing the complex moves. Typically, this mechanism is limited to the first few decisions that are done and it is necessary to guarantee that the final tour found by the LK algorithm is locally optimal with respect to the two-and three-exchange neighborhoods. Other mechanisms concern specific types of moves that may be generated are exceptions to the basic construction rules. For a description of these details, we refer to the original article [45] or to other, more recent descriptions of various LK implementations [7, 39, 48] .
VDS algorithms have been used with considerable success for solving a number of problems other than the TSP [41, 47, 57] . Generally, however, the implementation of high-performance VDS algorithms requires considerable effort, especially if large instances are to be tackled.
Cyclic and Path Exchange Neighborhoods for Graph Coloring
The graph coloring problem (GCP) is a central problem in graph theory [38] and it arises in a number of application areas such as register allocation [6] , air traffic flow management [9] , frequency assignment [27] , light wavelengths assignment in optical networks [59] , and timetabling [21, 43] .
In the GCP, one is given an undirected graph G = (V, E), with V being a set of |V | = n vertices and E being a set of edges.
, the vertices u and v are said to be in conflict. (Similarly, we say that edge (u, v) is in conflict.) The conflict set V c is the set of all vertices that are in conflict. Alternative to the assignment point of view, a k-coloring can also be seen as a partitioning C = {C 1 , . . . , C k } of the set of vertices V into k disjoint sets, called color classes.
In the optimization version of the GCP, one is asked for the smallest number k of colors such that a proper coloring exists. This number is an intrinsic property of a graph and is called chromatic number. The decision version of the GCP asks if, for a given k, a proper coloring exists. This version of the GCP is well known to be N P-complete [40] . It is, hence, not surprising that exact methods for solving the GCP fail to be effective on a significant portion of the known benchmark instances, in part due to their large size [14] . As an alternative, a large number of SLS algorithms have been proposed. Most of these approaches are actually based on a very straightforward oneexchange neighborhood, in which one vertex at a time changes its color class. (See [16] for an overview of local search algorithms for the GCP.) However, the partitioning representation of the GCP directly suggests the application of the cyclic and path-exchange neighborhood that was described in Sect. 2.2. In what follows, we study the performance of SLS algorithms exploiting these neighborhoods and give some insights into their behavior.
Neighborhoods for the GCP
When tackling the optimization version of the GCP by local search methods, the most used approach is to solve a sequence of k-coloring problems. In a first step, one guesses an initial value for k, for example, by applying a construction algorithm based on the DSATUR heuristic [12] or the RLF heuristic [43] . Then, each time a proper k-coloring is found, the value of k is decreased by one. This can be done by removing one color and recoloring the vertices without any associated color uniformly at random. If in this iterative process the SLS algorithm cannot find a proper coloring for some k, it returns k + 1 as an upper bound on the chromatic number.
The evaluation function used by most SLS algorithms counts the number of conflicting edges:
where E i is the set of edges with both end points in C i . A candidate solution with an evaluation function value of zero corresponds to a proper k-coloring.
In local search, a solution to the GCP is represented by a vector of |V | elements containing the color assigned to each vertex. In addition, for speeding up some of the computations in the local search (for example the neighborhood examination), it is advantageous to maintain a redundant representation consisting of a collection of k sets of vertices corresponding to the k color classes.
The basic one-exchange neighborhood operator changes the color of one single vertex. In the partitioning representation, this corresponds to moving one vertex from one color class to another. Clearly, improvements of the evaluation function are only possible if exchanges involve vertices that are in conflict. Hence, in many SLS algorithms the neighborhood is restricted to such vertices and the size of the one-exchange neighborhood is |V c | · k. We denote this neighborhood by N 1 . (Note that the size of N 1 changes at run-time of an SLS algorithm with the size of the conflict set.)
Much less frequently used is the neighborhood structure based on the swap operator, in which, one vertex in V c exchanges the color with another vertex in V . Besides being of quadratic size in the worst case (more precisely, of size |V C | · |V |), this neighborhood leaves the cardinality of the color classes unchanged and it is therefore less appealing than N 1 .
The partitioning representation of the GCP lends itself to the definition of a cyclic and path exchange neighborhood as described in Sect. 2.2. Each partition corresponds to one color class and the cost is the number of conflicting edges in the class. The property of cyclic exchanges to leave the class cardinality unchanged suggests the desirability of allowing also path exchanges.
In the GCP, a cyclic exchange of length m acts on a sequence of vertices (u 1 , . . . , u m ) belonging to mutually distinct color classes. For simplicity, we denote the color class of any u i , i = 1, . . . , m by C i and adopt the convention
In this latter case, the sequence of exchanges is not closed and the cardinality of C 1 and C m is modified. Fig. 4 . An example where one-exchange and swap moves do not yield any improvement, while a cyclic (left side) or a path (right side) exchange can be found to yield a proper coloring.
Cyclic and Path Exchanges and the Number of Local Optima
The new cyclic and path exchange neighborhood for the GCP includes the one-exchange and the swap neighborhood as special cases. Figure 4 gives an example, which shows that by the adoption of the general cyclic and path exchange neighborhoods, improvements over these special cases may be expected. In fact, the one-exchange and swap neighborhoods would fail to yield any neighboring coloring with a better evaluation function value than the coloring depicted in Fig. 4 ; however, by allowing for cyclic and path exchanges, moves could be found that result in a proper coloring.
Further evidence for the desirability of using the cyclic and path neighborhood is given by experiments on small graphs. In particular, we generated for n ∈ {3, . . . , 9} all connected, non-isomorphic graphs.
1 In Table 1 , we report in the first three columns the number of vertices, the number of such distinct graphs grouped by different chromatic number and for each graph the number of all distinct colorings that use a number of colors between two and the chromatic number.
2 We then applied, starting from these colorings, iterative best improvement algorithms that make use of different neighborhoods (or neighborhood combinations) and for each of these algorithms we counted the number of local optima that do not correspond to proper colorings. For n ∈ {3, . . . , 7} these experiments were done exhaustively, that is, starting once from each different initial coloring, while for n ∈ {8, 9} we used a random sample of size equal to the number of initial colorings used for the case n = 7. The results show clearly that the number of local optima decreases considerably by using a larger neighborhood. by the Stirling number of second kind S n,k and corresponds to the number of all partitions of n labeled objects (the vertices) into k unlabeled sets (the colors classes). A procedure to generate all these partitions can be found, for example, in [42] . 
Neighborhood Examination
A crucial element in the examination of the neighborhood is the computation of only local changes in the evaluation of a move. In the one-exchange neighborhood, the evaluation function value of a neighbor C of the current coloring C can be obtained by the value of C:
is the set of edges connecting v to other vertices in the class C i and we assume to move v from C i to C j . The value |A Ci (v)| can be obtained in constant time if we record it in an auxiliary matrix ∆ of |V |×k elements. The initialization of the matrix is done once at the beginning in O(|V | 2 ); its update after a one-exchange move is, however, much faster since we need to consider only the entries corresponding to the vertex that moved into a different color class and the vertices adjacent to it. Hence, the worst case complexity for updating ∆ is O(|V |), although in practice it is much lower.
In the examination of the cyclic and path exchange neighborhood, we can use the improvement graph model and the SDNCCP algorithm devised by Dumitrescu [23] a partition U of k subsets U 1 , . . . , U k , induced by C, and the elements of U h are in one-to-one correspondence with the elements of C h , ∀h = 1, . . . , k (see Fig. 5 ). Hence, cyclic and path exchanges in C will correspond to subset disjoint cycles, respectively paths, with respect to U. The cost associated to an arc (i, j) with i ∈ U i and j ∈ U j is the cost of inserting vertex i into C j and removing vertex j from C j . This cost can be easily computed using the matrix ∆ defined above:
The update of ∆ after each cyclic or path exchange is done by considering the exchanges as a composition of one-exchanges and requires O(m|V |)), where m ≤ k is the length of the cyclic or path exchange.
In order to solve the SDNCCP and to find the best cyclic exchange we base the algorithm on the one presented in [23] and another similar one [4] . The algorithm works in a dynamic programming fashion by extending subset disjoint paths, that is, paths that visit every subset U i of the improvement graph G (V , D ) at most once. It is clear that the path can be closed to form a subset disjoint cycle by an arc that connects the last and the first vertex of such a path. This arc always exists given the way the improvement graph is constructed.
We denote a path in the improvement graph by p = ( 
, and the paths do not coincide. This definition will help us to discard paths that are not promising. We define a treatment of a path as the extension of that path along all outgoing arcs. After a treatment, a path is marked as treated. At any time, only paths that have not previously been treated are selected for treatment. The overall SDNCC algorithm is given in Alg. 16. In the algorithm, q * contains the ordered sequence of vertices for the most negative cyclic exchange in C and c * is its cost.
The algorithm uses a well known lemma from [45] which establishes that if a sequence of edge costs has negative sum, there is a cyclic permutation of these edges such that every partial sum is negative. This allows to restrict the dynamic programming recursion by (i) creating a label of length one only for negative edges (line 2) and (ii) extending a label of length larger than one with a new edge only if the partial sum of the costs associated with the edges remains negative (line 15). The application of this rule does not cause the omission of any promising subset disjoint negative cost cycle. If, on line 11, all the paths in P are transferred for examination into P without any restriction, the algorithm is exact and its complexity is O(|V | 2 2 k |D |). end if 9: end for 10: while P = ∅ do 11: Let P = P be the set of untreated paths 12:
while ∃ p ∈ P untreated do 14: Select some untreated path p ∈ P and mark it as treated 
end if 21: end for 22: end while 23 :
Remove from P the path of higher cost between p and p 25: end for 26: end while 27: return: a minimal negative cost cycle q * of cost c * Unfortunately the algorithm SDNCC cannot be modified efficiently to search exactly also path exchanges in C. This is due to the way we constructed the improvement graph. Indeed, the cost of a subset disjoint path in the improvement graph does not correspond to the cost of a path exchange in the real graph and an adjustment is required. Given the subset disjoint path p = (i 1 , . . . , i l ) in G , which corresponds top = (v i1 , . . . , v i l ) in G, the evaluation function of a neighbor C obtained from C after a path exchange given bỹ p is:
In order to find the best (most improving) cyclic or path exchange in C we must then modify algorithm SDNCC such that it checks also the cost of paths whenever it checks the cost of cycles, on lines 6 and 17. Moreover, in an exact search we must also avoid to use the lemma of Lin and Kernighan [45] , as it would not be anymore valid given that the cost of subset disjoint paths in U does not correspond to the cost of path exchanges in C. In the final output of the algorithm thus modified, q * becomes the most negative cyclic or path exchange in C and c * its cost. The algorithm in Alg. 16 returns the most improving neighboring solution for the considered neighborhoods. However, the computational cost of the exact neighborhood exploration may be prohibitively high and therefore various heuristics to prune the search have been implemented. The first is to limit the number of paths that are explored to a maximum of LAB LIM paths. This can be achieved by modifying line 11 of Alg. 16 to let P ⊆ P be the set of the LAB LIM cheapest untreated paths. In this way the final solution is not optimal (although it remains very close [23] ) but the time complexity drops to O(|V | 2 ). In addition, it is clear that the Lin and Kernighan lemma might be very helpful to further reduce the computational cost of the algorithm. We therefore investigated the usage of the following further rules to prune the search.
Rule 1a.
Only subset disjoint negative paths of length one are treated on line 2 and only subset disjoint paths of negative or null cost are treated on line 15. Rule 1b. Only subset disjoint negative cost paths are treated on both lines 2 and 15 as from lemma of [45] . Rule 2. We introduce the restriction to maintain no more than LAB LIM < ∞ paths on line 11. Rule 3. When considering an iterative improvement procedure, we search for cyclic and path exchanges and hence run the algorithm SDNCC only if the best one-exchange is a non-improving move.
Using the same experimental setting as described Table 1 we compared the number of local optima determined with an exhaustive search of the cyclic and path neighborhood (hence the numbers in the last column of Table 1 ) against those determined by a search pruned by the combined application of the rules 1a+2+3 and 1b+2+3. In both these two latter cases we could not detect any deterioration of performance, that is, the number of local optima remained the same.
Small graphs, however, are not very helpful to detect the impact of the parameter LAB LIM. Preliminary computational analysis on common benchmark graphs with at least 125 vertices indicated, as expected, that the number of local optima decreases by augmenting LAB LIM. As LAB LIM increases, also the number of iterations to reach local optima decreases; nevertheless, the overall computation time increases strongly. Furthermore, the decrease of the number of local optima becomes less strong as LAB LIM increases. We decided, therefore, to fix LAB LIM to a value of 50 which yields a reasonable trade off between solution quality and running time [14] .
In Table 2 , we study the impact in computation time for the different neighborhood restrictions in iterative improvement algorithms. The experiments were conducted on uniform random graphs of 125 vertices with three Table 2 . Results on the instances DSJC125 with edge densities δ ∈ {0.1, 0.5, 0.9}. The table reports for each instance, the performance of iterative best improvement in solving the decision problem associated with different values for k. The indicators for the performance are: the percentage (%) success rate of finding a proper coloring; the median number of conflicting edges g; and the median CPU time expressed in hundredth of seconds to complete a single run (the machine used for the experiment is a 2 GHz AMD Athlon MP Processor with 256 KB cache and 1 GB RAM). different edge densities, namely 0.1, 0.5, 0.9. Results are presented in terms of the ability to solve the various decision problems encountered when decreasing k to the lowest value of k for which a proper coloring is known to exist. At each k, all iterative improvement algorithms are started from the same 1000 initial solutions. The data reported are the success rates for solving the decision problem for each value of k, the median number of conflicting edges in the cases where no proper coloring was found, and the computation time to reach a local optimum. We observe that the contribution of the new neighborhoods remains important also in the large graphs and that it remains pronounced even with a pruned neighborhood examination. Looking at the effect of the two rules 1a and 1b, we observe a considerable difference in computation time and also, rather unexpectedly, higher capacity to solve the problem for the rule 1b, which is therefore to be preferred. In Table 3 we try to gain deeper insight into which kind of moves are the most important in the new neighborhood. The experimental setting is the same as for Table 1 . This time we distinguish two versions for exhaustive Table 3 . Number of moves chosen from each neighborhood. The experimental setting is the same as for Table 1 except for the overall sample of distinct initial coloring that has here size 14 113. In parenthesis is given the maximal length registered for cyclic and path exchanges. Note that a cyclic exchange of length 3 corresponds to {v1, v2, v3} and entails that 3 vertices change colors; a path exchange of length 3 corresponds to {v1, v2, v3, v4} and also entails that 3 vertices change colors, as v4 serves only to determine the arrival color for v3. 370 (3) 65 (3) 370 (3) 7 743 (4) 103 (3) 743 (4) 8 1082 (4) 164 (4) 1082 (4) 9 1449 (5) 218 (4) 1449 (5) path 6 684 (3) 989 (3) 684 (3) 7 775 (3) 1415 (3) 775 (3) 8 936 (3) 1857 (3) 936 (3) 9 1034 (3) 2276 (4) 1034 (3) search, depending on whether ties are broken in favor of cyclic or path exchanges (preference is given to the first listed of the two). For cyclic and path exchanges we report also the maximal length of the exchange registered. By comparing the third and fourth columns in the table, we observe that if paths are taken when they have equal gain as the cyclic exchanges, then the number of cyclic exchanges drops considerably. This indicates that the use of path exchanges alone would miss less gains than the use of cyclic exchanges alone. Hence, the contribution of path exchanges seems higher than the contribution of cyclic exchanges.
The maximal length of cyclic and path exchanges registered indicates that for small graphs of size 9 and number of color classes less or equal to 9, up to 5 vertices may have to change color at the same time in a cyclic exchange and up to 4 in path exchanges. We take this as a further evidence that searching beyond the one-exchange neighborhood might be profitable, as an improving exchange can be found only by moving several vertices. As mentioned, no impact was detected by truncation rules on these small graphs.
Integrating Cycle and Path Exchanges into SLS Algorithms
The results in Table 2 indicate that the simple iterative improvement algorithms perform rather poorly compared with the results achieved by SLS algorithms. In fact, many SLS algorithms find proper coloring for the smallest values of k indicated in the table within a few seconds on an office PC as of 2005 [14] . It is therefore important to test the use of the new neighborhood within SLS algorithms.
For the GCP, rather simple tabu search algorithms have shown very good and robust performance over a wide range of different graphs. A first tabu search algorithm based on the one-exchange neighborhood was proposed by Hertz and de Werra [36] and it was later improved leading to the best performing tabu search variant [22, 26] , which we denote by TS 1-ex . TS 1-ex chooses at each iteration a best non-tabu or tabu but aspired neighboring candidate solution from the restricted one-exchange neighborhood. If a one-exchange move puts vertex v from color class C i into C j , it is forbidden to re-assign vertex v to C i in the next tt steps; the tabu status of a neighboring solution is overruled if it improves over the best candidate solution found so far (aspiration criterion). If more than one move produces the same effect on the evaluation function, one of those moves is selected uniformly at random. The tabu list length in TS 1-ex is set to tt = random(10) + δ · |V C |, where random (10) is an integer uniformly chosen from {0, . . . , 10} and δ is a parameter typically set to 0.5. Since tt depends on |V C |, the tabu list length varies dynamically with the evaluation function value.
To test the usefulness of the cyclic and path exchange neighborhoods, we integrated them into a tabu search algorithm, which we denote as TS VLSN . TS VLSN is closely related to TS 1-ex . It first selects the best non-tabu move in the one-exchange neighborhood. If this move has the same evaluation function value as the current one, the cyclic and path exchange neighborhood is searched. In all other cases, that is, if the best non-tabu one-exchange leads to an improvement or a deterioration of the evaluation function, the oneexchange move is applied and the tabu list is updated.
The algorithm SDNCC is modified by including in the initial set P of line 2 only paths of length one consisting of at least one vertex from V c . The tabu mechanism is applied to the search for cyclic and path exchanges by discarding any neighboring candidate solution that involves the reassignment of a vertex to some color class that is currently tabu. The tabu list is updated by considering the path or the cyclic exchange as a composition of one-exchanges and the value of tt for a specific vertex-color class pair (v, i) is chosen using the rule of TS 1-ex . Yet, contrarily to TS 1-ex , TS VLSN does not use an aspiration criterion. This allows to discard vertices that are tabu very soon in the search for subset disjoint paths.
The comparison of SLS algorithms is generally performed on the set of benchmark instances available at http://mat.tepper.cmu.edu/COLOR04. This repository includes quite heterogeneous graphs and a full account of the results is given in [14] . Here, we focus on two types of random graphs: geometric (G) graphs and uniform (U) graphs. The geometric graphs are generated from points in a two dimensional grid with random, integer coordinates in [0, 1). There is a one-to-one correspondence between points and vertices in the graph. Edges are assigned between pairs of vertices if the Euclidean distance between the corresponding points is less or equal to a value d. The uniform graphs are generated by including each of the |V | 2 possible edges independently with probability p. For both types of graphs, we fixed the parameter d and p such that three different edge densities are considered: 0.1, 0.5 and 0.9. A number of graphs (see strip text in the plots of Fig. 6 ) with 1000 vertices are generated and the algorithms are run once on each instance with a fixed time limit, equal for all algorithms. The time limit of 150, 700, and 1500 seconds 3 for graphs of density 0.1, 0.5, 0.9, respectively, was chosen so as to allow TS 1-ex to accomplish about 10000 × |V | iterations. Further improvements after such long runs become unlikely for TS 1-ex . As reference, we add in the analysis two algorithms that have shown the best results for the classes of instances studied. These are the hybrid evolutionary algorithm [26] and a guided local search [14] .
In Fig. 6 , we report the results of a rank-based analysis. In particular, we rank within each instance the results in terms of the lowest k for which a proper coloring is found by each algorithm. In this way, the problem of different instance scales is removed. We then aggregate the ranks over the instances by computing the average rank for each algorithm. A lower average rank means that the algorithm performs better. Moreover, we use simultaneous confidence intervals extended around the average values to provide an indication of the statistical significance of the differences. These intervals are determined by an all-pairwise comparison procedure carried out through the Friedman statistical test at a 5 % protected level of significance [15] , [20, p. 371 ]. In the figure, two algorithms are significantly different if the confidence intervals of the corresponding average ranks do not overlap.
These results indicate that the usage of the cyclic and path exchange neighborhoods does not result into improved performance of the tabu search algorithm. On the contrary, for the uniform graphs the performance of TS VLSN is significantly worse than that of TS 1-ex . The same is true for the geometric graphs of density 0.5. Only on the geometric graphs with densities 0.1 and 0.9, TS VLSN yields statistically similar performance to TS 1-ex . Hence, we obtain the opposite result to what we may have expected from the previous analysis.
A possible explanation for this result is given in Fig. 7 , where we depict the behavior of TS 1-ex and TS VLSN from two different perspectives: over time and over iteration number. It can be observed that TS VLSN remains competitive comparing results based on an iteration number, but it is not competitive when comparing the development of the solution quality based on computation time. This is due to the high added computational cost of searching the cyclic and path exchange neighborhoods. Ideally, this increased computation cost of the neighborhood exploration should be payed off by a faster improvement in solution quality. Although this seems to be the case in the right figure, where the curve of solution cost for TS VLSN is slightly lower than the one for TS 1-ex , this minor improvement is probably not enough to yield any concrete advantage inside TS 1-ex for the GCP.
A cause for the weak performances of TS VLSN might be the inefficient use of the SDNCC algorithm in the search for path exchanges in C. In a late discovery we found a way to improve on this issue. In detail, the construction of the improvement graph can be modified by adding k vertices, v n+1 , . . . , v n+k one for each of the U i partitions. These are "dummy" vertices in the sense that they do not correspond to any vertex in V but are useful to represent the cases in which a vertex enters in a class C i and no vertex leaves it. The cost of the arcs connecting the new vertices with other vertices of G not in the same class is defined by:
. . , n + k; and c n+h,n+l = 0 for l, h = 1, . . . , k. In this way it is possible to model in the improvement graph the costs of path exchanges and the lemma by Lin Kernighan in the SDNCC algorithm turns valid again. Note that the inclusion of edges (n + h, n + l) for l, h = 1, . . . , k with cost zero is not necessary but it permits to find, eventually, more than one independent exchanges in a single run of the SDNCC algorithm (in a dynasearch fashion). However, in spite of all these favorable premises, preliminary experiments resulted in the same conclusions, that is, TS VLSN does not improve over TS 1-ex .
Other Studies in the Literature
Beside the work presented here, there are few other studies in the literature on very large-scale neighborhood structures for the GCP.
Glass and Prügel-Bennet [29] observed that permuting the colors within a subgraph does not affect the contribution to the evaluation function of the subgraph itself. They devised a permutation neighborhood that first determines a subgraph that defines a partition of the graph and a cut of the edges joining vertices in the subgraph to vertices outside the subgraph. Then, the permutation of colors within the subgraph that minimizes the number of conflicting edges in the cut is found by solving a matching problem in a suitably defined bipartite graph. Tests on this neighborhood structure used together with the one-exchange and enhanced by a perturbation mechanism in an iterated local search fashion failed to show this approach to be competitive.
Gonzalez-Velarde and Laguna [32] proposed an ejection-chain neighborhood which implements cyclic exchanges of vertices but they limit the chains to maximum length 3. Avanthay, Hertz and Zufferey [8] propose several distinct neighborhoods some of which are of exponential size. Nevertheless they do not provide any insight on how to search them efficiently. In none of these cases results are competitive.
Trick and Yildiz [55] devise α-β-swaps and α-expansions. The former consist of exchanging the color of a subset of vertices that belong to two different color classes defined by α and β. The latter consists of changing the color of any set of vertices to α. It is shown that finding the best neighbor in both these neighborhoods corresponds to solving a MAX-CUT problem in an opportunely defined graph. In the experiments the authors use a heuristic algorithm for solving the MAX-CUT problem. Although promising, the preliminary results remain inferior to the state-of-the-art.
Other neighborhoods, though not of exponential size, have been studied in Gendron, Hertz, and St-Louis [28] . They build on the fact that the problem of finding the chromatic number of a graph is equivalent to the problem of finding a circuit-free orientation of the edges of a graph so that the length of the shortest path in the resulting digraph is minimum. Hence they study four neighborhoods in the edge orienting problem and derive graph theoretical properties that allow a polynomial search of each neighborhood. In the results presented, the best neighborhood consists of the reversal of a single arc on a longest path of the current orientation. However, again, the results are not competitive with the state-of-the-art.
We can therefore say that various types of very large-scale neighborhoods have been studied for the GCP but none of these studies could clearly identify any positive impact of these very large-scale neighborhoods for improving state-of-the-art algorithms for the GCP. Hence, our study adds further evidence that the improvement in the solution quality per local search step given by the usage of very large-scale neighborhoods does not pay off the additional computation time required for searching the neighborhoods for the GCP.
Color Reassignment Neighborhood for Graph Set T-Coloring
The graph set T-coloring problem (GSTCP) generalizes the graph coloring problem in the sense that it asks for the assignment of sets of integers to the vertices of a graph. The assignment must satisfy constraints on the separation of any two numbers assigned to a single vertex or to adjacent vertices. The GSTCP arises in the modeling of various real-life problems, the most important being the assignment of frequencies to radio transmitters when designing mobile phone networks. In this case, vertices represent transmitters and colors the frequencies to be assigned to the transmitters subject to certain interference constraints, the T -constraints [35] . Other applications stem from traffic phasing and fleet maintenance [50] , or task assignment in which a large task is partitioned into incompatible subtasks and a set of time periods needs to be assigned to each subtask so that incompatible subtasks are in different time periods [52] .
More formally, in the GSTCP we are given: (i) an undirected graph G = (V, E), where V is the set of n = |V | vertices and E is the set of edges, (ii) a set Γ of nonnegative integer numbers (called colors), (iii) a number r(v) of required colors at each vertex v ∈ V , and (iv) a collection T (called T-set) of nonnegative integers including zero, such that there is an integer t uv for each edge (u, v) ∈ E and an integer t u for each vertex u ∈ V representing the allowed separation distances of colors between and within vertices. The decision version of the GSTCP asks for a mapping ϕ : V → P(Γ ) such that the three groups of constraints
are satisfied. We call such a multi-valued function ϕ a proper set T-coloring, if all these constraints are satisfied and improper, otherwise. The three groups of constraints to be satisfied are called requirement constraints, vertex constraints, and edge constraints, respectively. We consider the optimization version of the GSTCP in which we are asked for a proper set T-coloring of minimal span, that is, a ϕ of minimal maximal difference between the colors used, min ϕ max u,v∈V {|x − y| : x ∈ ϕ(u), y ∈ ϕ(v)}. Without loss of generality we fix min u∈V {x : x ∈ ϕ(u)} to 1. Hence, Γ = {1, 2, . . . , k} and the span is k − 1. Our task is minimizing k.
Neighborhood Definitions
A possible approach for applying local search to the GSTCP is to solve a sequence of decision problems, in which a proper set T-coloring is searched for a fixed number k of available colors. This approach has been shown in the literature to be preferable to some others [14] . In this case, a solution is represented by a vector of colors of length v∈V r(v) and an array of pointers indicating where the set of colors assigned to each vertex starts. The effective search space is reduced to only those candidate colorings that satisfy the vertex constraints [14] . Hence, requirement constraints and vertex constraints are always satisfied and the evaluation function needs only to count the number of unsatisfied edge constraints.
The standard one-exchange neighborhood N E is defined by the operator that changes a single color at a vertex without breaking any vertex constraint. We also studied a new very large-scale neighborhood for the GSTCP. This neighborhood is defined by the operator that reassigns all the colors of one single vertex. In particular, the reassignments are those that satisfy the requirement, vertex and edge constraints acting on the vertex. As such, the application of this operator can be seen as an exact solution to the subproblem of finding an assignment of k colors to one vertex such that no constraint acting on this vertex is violated and no other vertex changes its color assignment. Clearly, given a current configuration, it is possible that for a vertex a reassignment of colors that satisfies all constraints on that vertex does not exist. In this case, if only vertices involved in at least one conflict are considered, the neighborhood is empty. We call this neighborhood the vertex color reassignment neighborhood and we denote it by N R .
Neighborhood Examination
Next, we describe the algorithm for the examination of N R . First a vertex, involved in at least a conflict, is chosen. Then a set F is constructed, which contains the colors that are feasible with respect to the constraints acting on the vertex. This can be done in O(|V |k) if standard speed-up techniques from the GCP are used [25] . Finding r(v) colors in F that satisfy the vertex constraints, that is finding one neighbor in N R , is easy: order the values in F , scan F , and remove all colors that are not distant enough from the previous ones. This procedure is deterministic and, unfortunately, it yields the same color reassignment if a vertex is visited twice and its adjacent vertices have not changed the colors. To avoid this cycling behavior, one may introduce some randomization in the reassignment and, hence, when visiting a vertex a second time, a different configuration is obtained, which possibly can be profitably propagated. An implementation of this strategy requires to determine all subsets of F of size r(v) that satisfy the vertex constraints and to pick one at random. More formally, this problem can be formulated as finding a subsequence of length L of H integers with mutual distance not smaller than D: given an arbitrary sequence of integers s = {s 1 , . . . , s H }, find a subse- It is possible to use solve this problem using a dynamic programming style algorithm, which solves subproblems and stores their solutions in a table. If we have an ordered sequence of integers in F , a proper coloring can be seen as an ordered subsequence of integers that is itself composed of other subsequences. Each of these subsequences, in turn, can be extended, in principle, in a number of different ways to a sequence of length r(v) by adding elements from F . The total number of possible extensions for each subsequence can be defined recursively. Once this is done, it is possible to choose one solution randomly.
More 
Experimental Results with SLS Algorithms
To assess the contribution of the new neighborhood, we consider its use within more complex SLS algorithms. As for the GCP, we based the new algorithm on a tabu search algorithm that uses in addition a standard one-exchange neighborhood (N 1 ). We compare the final algorithms with our reimplementation of the squeaky wheel algorithm that was shown to be effective for this problem [44] .
With N 1 we use a standard Tabu Search procedure that chooses at each iteration a best non-tabu move or a tabu but "aspired" neighboring solution from the one-exchange neighborhood. The tabu list forbids to reverse a move and the tabu tenure is chosen as tt = random(10) + 2δ|V c |, where V c is the set of vertices which are involved in at least one conflict, δ is a parameter, and random (10) is an integer random number uniformly distributed in [0, 10] ; this choice follows that of a successful tabu search algorithm for the graph coloring problem [26] and yields an algorithm analogous to that proposed in [22] . We denote this algorithm TS 1-ex .
When applying Tabu Search with N R , a heuristic rule is used to reduce the effort of neighborhood exploration. At each iteration, first the best non-tabu move in N 1 is determined. If it improves on the current solution, it is accepted. If it leaves the evaluation function value unchanged or worsens it, a move is searched in N R , restricted to vertices involved in at least one conflict. If a proper reassignment is found, it is applied; otherwise the best non-tabu move in N 1 is applied. In fact, the tabu search mechanism is applied only to moves in N 1 and it is in all equal to TS 1-ex . The randomized examination of N R implements already an anti-cycling mechanism and this is the reason why preliminary experiments indicated the use of randomization preferable to that of determinism. We call the overall algorithm TS+R.
We also developed a variant of TS+R that considers a color reassignment for a randomly chosen vertex from V if no move is found in N R restricted to conflicting vertices. This is motivated by the fact that a random reassignment of colors to vertices where no conflict is present may produce a change that can propagate profitably. We denote this variant TS+R * . There are four sets of instances for benchmarks on this problem. We refer to [17] for a complete list of references and results on all classes of instances. Here, we restrict ourselves to presenting results on random uniform graphs of size n = 60. In such graphs, each of the n 2 possible edges is present with a probability p = {0.1, 0.5, 0.9}. Vertex requirements are chosen uniformly from the set {1, . . . , r} and vertex and edge separation distances are chosen uniformly from the set {1, . . . , t}.
First we examine whether the reassignment neighborhood impacts the performance of tabu search. For this, we give in Table 4 the number of improvements due to a move in N R in comparison to improvements in N 1 . We consider 10 instances for different classes of uniform graphs and report the median values derived from one run of TS+R on each single instance. The algorithm was stopped after 10 000 iterations. The first column reports the number of iterations in which an improving solution was found in N 1 while the second column reports the number of improving solutions that was found in N R . Note that this latter case occurs only if no possible improvement was found in N 1 while an improvement was still possible in N R . Hence, the second column indicates a positive contribution in terms of number of improvements of the new neighborhood. The third column gives an indication of how many times the neighborhood N R was searched in 10 000 iterations. We count a search for each attempted reassignment of colors to a single vertex. Finally, the last two columns report the values of |F | and the span of integers in F in order to give an indication of the size of problems being solved.
We then compare the five SLS algorithms on several classes of instances. In [14] , it was shown that the primary source of differences in the relative performance of the algorithms under study is the edge density of the graphs, while the combinations of values for r and t resulted to be less important (the study was limited however to values of r and t smaller or equal 10, and further investigation would be needed for larger values). Here, we fix r = 10 and t = 5 and consider graphs with edge density of {0.1, 0.5, 0.9}. In our experiments, we impose the same computation time limit for all algorithms. This is necessary because the single iterations of TS 1-ex and TS+R have different computation time requirements. The time limit was chosen such that TS 1-ex could accomplish I max = 10 5 × v∈V r(v) iterations. More details on the time limit are reported in [14] . Before running the experiments, each algorithm was finetuned using the F-race algorithm [10, 11] , which is a fully automatic tuning procedure based on sequential testing. In the tabu search algorithms the only parameter to be determined is δ. For each of the algorithms we used numbers in {0.5; 1; 10; 20; 30; 40; 50; 60; 70; 100} as candidates; the best value found was 10 for the random uniform instances. In what follows, each algorithm uses this value for δ.
We carried out the experiments and the analysis in a similar way as discussed in Sect. 3.4. That is, we run each algorithm once on each instance and ranked within the instance the result expressed in terms of color span. In Fig. 9 we report the analysis through simultaneous confidence intervals derived from the Friedman test [15, 20] at a 5 % protected level of significance. The more the interval is shifted towards the left the better the performance of the algorithm is. We made a different analysis for each of the three instance classes determined by edge density.
Results vary among the three classes of instances. On the low density instances the vertex color reassignment neighborhood does not introduce any significant improvement and, in fact, it may even worsen the basic TS 1-ex slightly. However, as the edge density increases, using this new neighborhood becomes worthwhile and TS+R results to be a new state-of-the-art algorithm. Hence, TS+R is an example of an SLS algorithm where a very large-scale neighborhood gives a significant contribution towards enhancing performance. 
Conclusions
Very large-scale neighborhood searches have received a significant attention, especially in the last few years. Many different ways of defining and searching neighborhoods have been proposed and for various problems, very large-scale neighborhood searches are a central part of state-of-the-art SLS algorithms. Probably the best known example is the Lin-Kernighan heuristic for the traveling salesman problem. For several other problems, including generalized assignment [58] , scheduling problems [33] , or capacitated minimum spanning trees [5] excellent results have been reported. However, the design and implementation of very large-scale neighborhood searches requires significant insights into the particular problem being tackled, the usage of efficient data structures, and often substantial implementation time. In addition, despite significant efforts, for various problems rather negative results have been obtained in the sense that very large-scale neighborhood search algorithms failed to improve algorithmic performance. One such example is the graph coloring problem, which we also treated in this chapter, or the specific scheduling problem reported in [13] . Certainly, the list of negative examples may be longer -but unfortunately, often such negative results are not published or made available in some other form to the research community. Given this overall picture, it seems that no clear prediction can be made as to when a very large-scale neighborhood search would result into a highly performing algorithm. This is in part due to missing guidelines as to how to use very large-scale neighborhood searches and the development of such algorithms is much left to the intuition of the researcher. Possibly, by some preliminary examination of the trade-off between computation time and solution quality improvement incurred by a very large-scale neighborhood some more directed choice may be done. Hence, the usage of very large-scale neighborhoods appears to be a promising possibility but there are still a large number of open research questions to be investigated.
