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Resumen: En este art´ıculo presentamos el primer detector de la Unidad Cen-
tral (UC) de resu´menes cient´ıficos en euskera basado en te´cnicas de aprendizaje
automa´tico. Despue´s de segmentar el texto en unidades de discurso elementales, la
deteccio´n de la unidad central es crucial para anotar de forma ma´s fiable la es-
tructura relacional de textos bajo la Teor´ıa de la Estructura Reto´rica o Rhetorical
Structure Theory (RST). Adema´s, la unidad central puede ser explotada en diver-
sas tareas como resumen automa´tico, tareas de pregunta y respuesta o ana´lisis del
sentimiento. Los resultados obtenidos demuestran que las te´cnicas de aprendizaje
automa´tico superan a las te´cnicas basadas en reglas a pesar del pequen˜o taman˜o del
corpus y de la heterogeneidad de los dominios que e´ste muestra, dejando todav´ıa
lugar para mejoras y desarrollo.
Palabras clave: Unidad central, to´pico principal, RST, aprendizaje automa´tico
Abstract: This paper presents an automatic detector of the discourse central unit
(CU) in scientific abstracts based on machine learning techniques. After segmenting
a text in its elementary discourse units, the detection of the central unit is a crucial
step on the way to robustly build discourse trees under the Rhetorical Structure
Theory (RST). Besides, CU detection may also be useful in automatic summariza-
tion, question answering and sentiment analysis tasks. Results show that the CU
detection using machine learning techniques for Basque scientific abstracts outper-
form rule based techniques, even on a small size corpus on different domains. This
leads us to think that there is still room for improvement.
Keywords: Central unit, main topic, RST, machine learning
1 Introduccio´n
Saber cua´l es el tema principal o la idea
global del texto es una tarea relativamente
fa´cil siempre que se domine la lengua; aunque
tambie´n es cierto que dicha tarea puede com-
plicarse en algunos textos que no exponen la
idea principal expl´ıcitamente, para conseguir
un efecto comunicativo o simplemente porque
los textos no esta´n bien redactados.
El tema principal puede ser representado
de diferentes formas: i) por elementos o pa-
labras clave (desde una u´nica palabra a una
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lista de palabras), ii) por proposiciones u ora-
ciones completas.
Segu´n Iruskieta, Diaz de Ilarraza, y Ler-
sundi (2014) la deteccio´n del tema princi-
pal o unidad central (UC)1 es de gran ayu-
da en la anotacio´n de la estructura reto´ri-
ca, ya que conocer de antemano cu´al es la
UC permite mejorar el ratio de acuerdo entre
anotadores en la Rhetorical Structure Theory
(RST) de Mann y Thompson (1988). Tenien-
do en cuenta esos resultados, pensamos que
un analizador discursivo automa´tico podr´ıa
1La Unidad Central (UC) es un concepto asociado
con los a´rboles de la RST y es la unidad discursiva
elemental (UDE) ma´s importante del a´rbol que tiene
la funcio´n de ser el principal nu´cleo del a´rbol, aun-
que puede constar de mu´ltiples UDEs en el caso de
parataxis.
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ofrecer resultados ma´s fiables si detectara la
unidad central tras la segmentacio´n discursi-
va automa´tica (Iruskieta y Zapirain, 2015).
Adema´s, podr´ıa ser utilizado en tareas del
Procesamiento del Lenguaje Natural (PLN),
aquellas como, resumen automa´tico, ana´lisis
del sentimiento o bu´squeda de respuestas.
El objetivo de este art´ıculo es construir un
detector automa´tico de unidades centrales en
textos cient´ıficos para el euskera construyen-
do un clasificador del tipo Multivariate Ber-
noulli Naive Bayes.2
Para entrenar y evaluar el detector au-
toma´tico de la unidad central hemos utilizado
el corpus3 Basque RST Treebank (Iruskieta
et al., 2013), previamente anotado para otros
propo´sitos y tareas (y el u´nico accesible para
el euskera).4
En el Ejemplo (1) presentamos un texto
de ese corpus anotado manualmente: con los
segmentos enumerados y la UC en negrita.
(1) [Estomatitis Aftosa Recurrente (I):
Epidemiologia, etiopatogenia eta as-
pektu klinikopatologikoak.]1
[“Estomatitis aftosa recurrente” de-
ritzon patologia, ahoan agertzen den
ugarienetako bat da,]2 [tamainu, ko-
kapena eta iraunkortasuna aldakorra
izanik.]3 [Honen etiologia eztabaida-
garria da.]4 [Ultzera mingarri batzu
bezala agertzen da,]5 [hauek perio-
diki beragertzen dira.]6 [Lan ho-






2Los textos utilizados son relativamente comple-
jos teniendo en cuenta la disposicio´n discursiva de la
unidad central, ya que la unidad central puede estar
en diferentes posiciones en el texto: al principio, en la
mitad o al final del texto.
3Este corpus puede ser consultado en http://
ixa2.si.ehu.eus/diskurtsoa/.
4Aunque en este trabajo nos hemos basado en la
RST, pensamos que la deteccio´n de la unidad central
podr´ıa ser aplicable tambie´n en otras teor´ıas.
5Texto literalmente traducido: [La Estomatitis Af-
tosa Recurrente (I): Epidemiolog´ıa, etiopatogenia y
aspectos cl´ınicopatolo´gicos.]1 [La estomatitis afto-
sa recurrente es una de las patolog´ıas orales ma´s
frecuentes,]2 [de taman˜o, localizacio´n y duracio´n
variable.]3 [Su etiolog´ıa es todav´ıa controvertida.]4 [Se
caracteriza por la aparicio´n de u´lceras dolorosas,]5
[estas recidivan periodicamente.]6 [En este traba-
jo analizamos las principales caracter´ısticas epide-
miolo´gicas, etiopatoge´nicas y clinicopatolo´gicas de es-
El texto del Ejemplo (1) se ha segmen-
tado en 7 Unidades de Discurso Elementales
(UDE)6 y la unidad central es la u´ltima de
ellas, la UDE7.
Segu´n Paice (1980) existen algunos indica-
dores que facilitan detectar automa´ticamente
las ideas principales. Basa´ndonos en esos in-
dicadores y otros que hemos desarrollado en
este estudio, la UDE7 muestra los siguientes:
i) Lan honetan ‘en este trabajo’, el nombre
lan ‘trabajo’ junto al demostrativo hau
‘este’ junto con el sufijo -n (inesivo) de
lugar, se refiere al trabajo que el autor
presenta en el resumen.
ii) Garrantzitsuena ‘el ma´s importante’, el
adjetivo garrantzitsu ‘importante’ y el
superlativo −en− ‘el ma´s’ indican que el
elemento modificado por el adjetivo esta´
resaltado de alguna forma en la oracio´n.
iii) Analizatu dugu ‘hemos analizado’, el ver-
bo analizatu ‘analizar’ es comu´n para ex-
presar la accio´n principal que se realiza
en trabajos de investigacio´n (Iruskieta,
Diaz de Ilarraza, y Lersundi, 2014) y el
pronombre adjunto al verbo auxiliar −gu
‘nosotros’, indica que el la accio´n la han
desarrollado los autores del art´ıculo.
Aunque los indicadores7 por si solos pue-
den ser ambiguos, ya que pueden utilizarse
en otras UDEs que no son unidades centra-
les, nuestra hipo´tesis es que podemos detec-
tar la unidad central de resu´menes cient´ıficos
de una forma aceptable, utilizando adecua-
damente todos estos indicadores con te´cnicas
de aprendizaje automa´tico.
En lo que sigue del art´ıculo, explicamos
en la Seccio´n 2 los trabajos relacionados en
los que nos hemos basado. En la Seccio´n 3 la
metodolog´ıa que hemos empleado para cons-
truir el detector de la unidad central. En la
Seccio´n 4 presentamos el sistema y en la Sec-
cio´n 5 los resultados obtenidos. Finalmente,
exponemos en la Seccio´n 6 las conclusiones y
ta comu´n patolog´ıa oral.]7
6Las UDEs son los bloques o segmentos ma´s pe-
quen˜os de los que consta una estructura en a´rbol dis-
cursivo (Carlson, Marcu, y Okurowski, 2001). En ge-
neral, las UDEs son enunciados independientes o ad-
verbiales.
7Otros indicadores en este texto aunque ma´s com-
plejos son: i) las palabras o lemas repetidos del t´ıtu-
lo: epidemiologia ‘epidemiolog´ıa’, etiopatogenia y kli-
nikopatologia ‘clinicopatolog´ıa’, ii) los sino´nimos co-
mo aspektu ‘aspecto’ y ezaugarri ‘caracter´ıstica’, y
iii) la relacio´n de anafora entre Estomatitis Aftosa
Recurrente y patologia arrunt honetan ‘esta patolog´ıa
comu´n’.




La extracio´n de la unidad ma´s relevante
de un texto se ha estudiado con diferen-
tes propo´sitos y aplicando distintas te´cni-
cas. Luhn (1958) hace uso de informacio´n es-
tad´ıstica sobre una lista de palabras significa-
tivas o clave para la extraccio´n de las senten-
cias ma´s relevantes en resu´menes literarios en
ingle´s. Mientras que Neto et al. (2000) aplica
la te´cnica TF-ISF (Term Frequency-Inverse
Sentence Frequency) para generar de forma
automa´tica resu´menes de textos. En Pardo,
Rino, y Nunes (2003) emplean ambas te´cni-
cas para extraer la oracio´n ma´s importante
de textos cient´ıficos tanto en ingle´s como en
portugue´s de Brasil y obtienen mejores re-
sultados haciendo un ranking de sentencias
basado en palabras clave y la posicio´n de la
oracio´n.
La unidad central tambie´n se puede ex-
traer automa´ticamente de aquellos analizado-
res que obtienen la estructura relacional del
discurso en forma de a´rboles jera´rquicos. Por
ejemplo, se puede extraer del analizador CO-
DRA8 para el ingle´s (Joty, Carenini, y Ng,
2015), ya que e´sta ser´ıa la UDE situada en la
raiz del a´rbol.
Nuestro trabajo es similar al trabajo rea-
lizado por Burstein et al. (2001), que emplea
un clasificador Bayesiano para identificar la
oracio´n tema´tica del texto. El clasificador se
sirve como caracter´ısticas de la posicio´n, de
una lista de palabras clave y ciertas carac-
ter´ısticas discursivas basadas en el analizador
RST de Marcu (2000). Para extraer la lista
de palabras clave, hemos tomado como pun-
to de partida el trabajo de Iruskieta et al.
(2015) basado en reglas, para detectar la UC
en resu´menes cient´ıficos de euskera.
En la seccio´n 5, los resultados del presen-
te experimento en el que se aplican te´cnicas
de aprendizaje automa´tico se comparan con
aquellos obtenidos en Iruskieta et al. (2015)
a partir de aplicacio´n de reglas.
3 Metodolog´ıa
3.1 Etapas
Las etapas para desarrollar nuestro detector
de UCs basado en te´cnicas de aprendizaje au-
toma´tico han sido las siguientes:
8CODRA se puede probar muy facilmente aqu´ı:
http://alt.qcri.org/demos/Discourse_Parser_
Demo/.
i. Corpus. Se ha reutilizado el mismo cor-
pus de Iruskieta et al. (2015) que consta
de 100 resu´menes cient´ıficos en euskera
segmentados y con las UCs anotadas ma-
nualmente.
ii. Indicadores. Se han utilizado los indica-
dores de Iruskieta et al. (2015).
iii. Optimizacio´n. Se ha elegido y optimiza-
do el algoritmo de aprendizaje automa´ti-
co.
iv. Evaluacio´n. Se ha evaluado el detector
automa´tico de UCs.
3.2 El corpus
El corpus sobre el que hemos realizado este
estudio esta´ conformado por 100 textos de 5
dominios diferentes (medicina (GMB), termi-
nologia (TERM), ciencia (ZTF), ciencias de
la salud (OSA) y de la vida (BIZ)), cataloga-
dos por UZEI9 y la Udako Euskal Unibertsita-
tea (UEU).10 El corpus de 100 textos contie-
ne 15.168 palabras, cada texto con su unidad
central. Presentamos el corpus con mayor de-
talle en la Tabla 1.
Dominio Textos Palabras UDEs UCs
GMB 20 2.753 247 29
TERM 20 5.398 523 37
ZTF 20 6.646 548 27
OSA 20 4.964 454 21
BIZ 20 5.407 572 23
Total 100 15.168 2.344 137
Tabla 1: Descripcio´n del Corpus
Hemos empleado los dominios GMB,
TERM y ZTF para entrenar nuestro sistema
y generar el modelo de aprendizaje (incluyen-
do la seleccio´n caracter´ısticas y la optimiza-
cio´n hiperparame´trica), y los dominios OSA
y BIZ para validar los resultados. El corpus
de entrenamiento se ha dividido en 10 par-
tes para realizar una validacio´n cruzada. En
la Tabla 2 hemos calculado si ambos corpus
muestran la misma dificultad en la deteccio´n
de la unidad central de este modo:
Dificultad = UCsUDEs cuanto ma´s cerca de
1 es ma´s fa´cil de determinar la UC.
Corpus UDEs UCs Dificultad
Train 1.318 93 0,07050
Test 1.026 44 0,04288
Tabla 2: Dificultad para elegir la UC
9http://www.uzei.eus/.
10http://www.ueu.eus/.
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Segu´n la informacio´n de la Tabla 2 detec-
tar la UC en el corpus de validacio´n (test) es
ma´s dif´ıcil. Los resultados obtenidos en (Irus-
kieta et al., 2015) tambie´n sen˜alan que el re-
sultado fue´ peor en esa parte del corpus.
El taman˜o de este corpus (a nivel de
nu´mero de textos) es similar al que se ha uti-
lizado en trabajos ya mencionados anterior-
mente, como el de Paice (1980) con un corpus
de 32 textos y el de Burstein et al. (2001) con
100 textos.
3.3 El me´todo de anotacio´n
El corpus fue´ anotado con la herramienta
RSTTool11 por dos linguistas expertos de
RST, en tres fases:
i) Los anotadores segmentaron el texto en
UDEs.
ii) Ambos anotadores determinaron cual o
cuales de las UDEs formaban la UC.
iii) La anotacio´n de la UC fue evaluada y
harmonizada para obtener un gold stan-
dard.
3.4 Acuerdo entre anotadores
Dos anotadores anotaron manualmente las
UDEs y las UCs.12
El acuerdo entre el anotador-1 (A1) y el
anotador-2 (A2) con el coeficiente Kappa (κ)
(Siegel y Castellan, 1988) fue del 0,796 (de un
total de 2.344 UDEs). Este grado de acuerdo
que esta´ entre los valores del 0,8 κ (acuerdo
muy alto) y del 0,6 κ (buen acuerdo) es acep-
table, segu´n Krippendorff (2004). Tambie´n es
comparable al acuerdo obtenido en trabajos
similares como el de Burstein et al. (2001) con
un acuerdo entre dos anotadores de 0,733 κ
(de un total de 2.391 oraciones) en un corpus
compuesto por 100 textos.13
3.5 Extraccio´n de caracter´ısticas
El corpus ha sido enriquecido con informa-
cio´n morfosinta´ctica utilizando un analizador
morfolo´gico (Aduriz, 2000) y el desambiagua-
dor morfolo´gico (Ezeiza et al., 1998). Se ha
creado una lista de palabras clave o significa-
tivas para la extraccio´n de la unidad central,
una vez que se han analizado las caracter´ısti-
cas que mejor indican las UCs en el corpus
11http://www.isi.edu/licensed-sw/RSTTool/.
12El gold standard de estos ficheros pueden ser con-
sultados en http://ixa2.si.ehu.es/diskurtsoa/
en/segmentuak.php.
13Los desacuerdos ma´s comunes y el proceso de ar-
monizacio´n para obtener un gold standard se descri-
ben en Iruskieta et al. (2015).
de entrenamiento. Tomando como referencia
el trabajo de Paice (1980), hemos analizado
que´ verbos, nombres, pronombres y palabras
claves (bonus words) permiten identificar la
UC en nuestro corpus, incluyendo las carac-
ter´ısticas que fueran necesarias. Un resumen
de las caracter´ısticas que se utilizan aprendi-
zaje automa´tico puede verse en la Tabla 3.
Caract. Descripcio´n
Nombres Lista de nombres relacionados
con la UC
Verbos Lista de verbos relacionados
con la UC
Clave/bonus Lista de adjetivos y adverbios
Ver. Auxiliares Lista de verbos con la primera
persona del plural
Determinantes Del tipo hau ‘este’ y hemen
‘aqui’
Pronombres Primera persona del plural gu
‘nosotros’
Combinaciones Nombres + determinantes, pro-




Si contiene un verbo principal
T´ıtulo Listas de palabras que aparecen
en el texto del t´ıtulo




Orden del segmento entre los
que incluyen un verbo auxiliar




Lista de palabras carentes de
significado para las UCs
Tabla 3: Caracter´ısticas para detectar la UC
3.6 Medidas de evaluacio´n
Para evaluar el detector de la UC, el corpus
se ha separado en dos partes. Una parte para
el entrenamiento y otra para la prueba final
de validacio´n.
Se ha utilizado la misma separacio´n de da-
tos de entrenamiento y validacio´n de Iruskie-
ta et al. (2015) para poder comparar los resul-
tados de ambos trabajos. Los experimentos se
han realizado aplicando la te´cnica de 10-fold
cross-validation sobre los datos de entrena-
miento y finalmente se ha evaluado sobre los
datos de validacio´n. Para evaluar el sistema
se han utilizado las medidas habituales: Ex-
haustividad (Recall), Precisio´n, y los valores
de ambas me´tricas combinadas en una media
armo´nica denominada valor-F (F-score o F1).
Tambie´n se ha llevado a cabo un ana´lisis
de errores a nivel de texto, para entender co-
mo funciona el detector de la UC y ver si hay
Kepa Bengoetxea, Aitziber Atutxa, Mikel Iruskieta
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Si UDE contiene Ai
log(P (Ai|UC)/P (Ai)),
Si UDE no contiene Ai
Tabla 4: Fo´rmula Bernoulli multivariante
lugar para mejoras.
4 El detector automa´tico de UCs
Como se ha mencionado previamente, pa-
ra crear un clasificador que detecte aquellos
segmentos de un resumen que tienen mayor
probabilidad para ser etiquetados como UC,
se ha experimentado con diferentes algorit-
mos de clasificacio´n como Multinomial Naive
Bayes, Multivariate Bernoulli Naive Bayes,
Support Vector Machines (SVM) con polino-
mios de grado 2 y 3, Radial Basis Functions
(RBF) y Single Perceptron, utilizando tan-
to caracter´ısticas basadas en frecuencia como
binarias. Finalmente se ha optado por Mul-
tivariate Bernoulli Naive Bayes por las si-
guientes razones:
− Los para´metros necesarios para el clasi-
ficador se pueden estimar con corpus de
entrenamiento pequen˜os.
− Ha sido utilizado con e´xito en ta-
reas similares: para identificar oraciones
tema´ticas (Burstein et al., 2001) o pa-
ra clasificar textos cortos (McCallum y
Nigam, 1998).
− Puede ser empleado tanto como modelo
predictivo como descriptivo.
− La aplicacio´n de este clasificador es la
que mejores resultados nos ha brindado
sobre el corpus de entrenamiento.
La distribucio´n de Bernoulli a la hora de
clasificar tiene en cuenta tanto la ausencia
como la presencia de las carater´ısticas. Pa-
ra enriquecer el modelo, hemos valido de las
caracter´ısticas que se muestran en la Tabla 3.
Empleando la fo´rmula de la Tabla 4, Ber-
noulli multivariante, se obtiene la probabili-
dad logar´ıtmica que tiene una UDE para per-
tenecer a la clase UC. El rendimiento mejora
si utilizamos el estimador de Laplace para ha-
cer frente a los casos en que las estimaciones
de probabilidad de ciertas caracter´ısticas que
son iguales a cero.
En la fo´rmula de la Tabla 4: i) P (UC) es
la probabilidad a priori para que una UDE
pertenezca a la clase UC, ii) P (Ai|UC) es la
probabilidad condicional para que una UDE
que pertenece a UC tenga la caracter´ıstica
Ai, y iii) P (Ai) es la probabilidad a priori
para que una UDE contenga la caracter´ıstica
Ai, iv) P (Ai|UC) es probabilidad condicio-
nal de que una UDE que pertenece a UC no
tenga la caracter´ıstica Ai, y v) P (Ai) es la
probabilidad a priori para que una UDE no
contenga la caracter´ıstica Ai.
4.1 Eleccio´n de un subconjunto de
caracter´ısticas usando un
me´todo Wrapper
Como los algoritmos ingenuos de Bayes su-
fren con las caracter´ısticas reduntantes o co-
rrelacionadas, despue´s de seleccionar el al-
goritmo de aprendizaje con todas las ca-
racter´ısticas de entrada, hemos aplicado un
wrapper que nos permite seleccionar el mejor
subconjunto de caracter´ısticas para el clasifi-
cador seleccionado.
Para aplicar wrapper necesitamos definir
los siguientes criterios:
− Operaciones en el Espacio de Bu´sque-
da. Las operaciones puede ser “an˜adir
caracter´ıstica” o “eliminar caracter´ısti-
ca” o ambas. El te´rmino de “seleccio´n
hacia delante” se refiere a realizar la
bu´squeda usando el operador “an˜adir
caracter´ıstica”, mientras que el te´rmino
“seleccio´n hacia atra´s” se refiere a rea-
lizar la bu´squeda usando el operador
“eliminar caracter´ıstica”. Mientras que
te´rmino “step-wise” usa ambos opera-
dores. En nuestros experimentos hemos
usado u´nicamente el operador “eliminar
caracter´ıstica”.
− Estimador de exactitud. Para medir la
exactitud de cada operacio´n hemos usa-
do ten-fold cross-validation con la fun-
cio´n de estimacio´n F-score.
− El algoritmo de bu´squeda. Para condu-
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cir la bu´squeda se puede usar diferen-
tes algoritmos. En nuestro experimen-
tos hemos usado el algoritmo de bu´sque-
da hill-climbing con la “seleccio´n hacia
atra´s”. El algoritmo empieza con todo
el conjunto de caracter´ısticas y progresi-
vamente elimina una caracter´ıstica y en
cada iteracio´n genera sucesores del me-
jor nodo (aquel que ha obtenido el ma-
yor F-score). La condicio´n de termina-
cio´n sera´ cuando todos los sucesores de
la iteraccio´n actual no mejoren el valor
de F-score de la iteraccio´n anterior.
El wrapper resuelve que el subconjunto
o´ptimo de caracter´ısticas que mejor resulta-
do ha obtenido es el siguiente: nombres, ver-
bos, bonus, determinantes, pronombres, pala-
bras del t´ıtulo, posicio´n, verbos auxiliares y
3 combinaciones (nombres + determinantes,
pronombres + nombres y verbos + verbos au-
xiliares).
4.2 Post-proceso estad´ıstico
Finalmente, se ha realizado un post-proceso
estad´ıstico para los casos en los el clasifica-
dor no elija ninguna UDE como UC. En este
caso, el post-proceso selecciona el primer can-
didato ma´s probable de todos ellos, ya que el
clasificador nos devuelve un valor de proba-
bilidad para cada UDE.
4.3 Demo para detectar la UC
Una vez realizadas estas tareas, hemos desa-
rrollado una demo, para que pueda ser uti-
lizada por la comunidad cient´ıfica. De esta
forma, la demo pide un texto plano de en-
trada y ofrece dos formatos de salida diferen-
tes: i) Formato web, para utilizar en tareas
de PLN. ii) Formato RSTTool (RS3), pa-
ra poder correguir la segmentacio´n o la uni-
dad central y seguir con la tarea manual de
la anotacio´n de las relaciones RST en eus-
kera. La demo que puede ser consultada en
http://ixa2.si.ehu.es/CU-detector.
5 Resultados
En la Tabla 5 se muestran varios resultados:
i) Rule Based. En la primera fila se presen-
ta el mejor resultado registrado en Iruskieta,
Antonio, y Labaka (2016) utilizando me´to-
dos basados en reglas y aplicando la mejor
heur´ıstica. ii) ML. En la segunda fila se pue-
den ver los resultados obtenidos con el clasifi-
cador Bernoulli Naive Bayes utilizando todas
las caracter´ısticas. iii) ML + Wrap. En la
tercera fila aparecen los resultados obtenidos
despue´s de emplear el wrapper, y aplicando
el mejor subconjunto de caracter´ısticas obte-
nido. iv) ML + Wrap + Post. Y finalmente,
en la cuarta fila se presentan los resultados
despue´s de aplicar el post-proceso estad´ısti-
co. Obteniendo los mejores resultados en F-
score de 0,54 con 10-fold cross-validation y
0,57 con los datos de validacio´n.
Sistema Datos Prec. Rec. F1
Rule Based
Dev 0,43 0,51 0,47
Test 0,70 0,40 0,51
ML
Dev 0,47 0,48 0,48
Test 0,46 0,54 0,50
ML+Wrap
Dev 0,58 0,46 0,51
Test 0,46 0,59 0,51
ML+Wrap+Post
Dev 0,56 0,53 0,54
Test 0,48 0,70 0,57
Tabla 5: Tabla de resultados
5.1 Ana´lisis de errores
Los diferentes tipos de acuerdos y desacuer-
dos que hemos observado en el ana´lisis global
(texto por texto) de errores que describimos
en la Tabla 6 son los siguientes:
− Acuerdo total (coincidencia). El detec-
tor solamente ha etiquetado como UC,
aquella UDE que se determina como UC
en el gold standard.
− Acuerdo en UC, pero con falsos candida-
tos (exceso). Adema´s de las UCs deter-
minadas, el detector ha etiquetado otras
UDEs que nos son UCs en el texto.
− Acuerdo parcial en UCs mu´ltiples (fal-
ta). El detector ha detectado alguna UC
del texto, pero ha dejado otras UCs sin
etiquetar.
− Desacuerdo total (desacuerdo). El detec-
tor no ha detectado bien ninguna UC del
texto.
Coinc. Exc. Falta Desac.
ML+Wrap 13 13 0 14
ML+Wrap+Post 16 13 2 9
Tabla 6: Ana´lisis de errores
Si comparamos los resultados obteni-
dos con el me´todo ML+Wrap y con el
ML+Wrap+post de la Tabla 6, observamos
que el postproceso mejora los resultados; ya
que, hay mayor nu´mero de acuerdos: i) hay
mayor ‘coincidencia’ y ii) hay mayor nu´mero
de ‘falta’, que son acuerdos parciales, ya que
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por lo menos una de las UCs ha sido etique-
tada adecuadamente.
Hemos podido observar que las causas de
los errores cometidos por el sistema en los re-
sultados del post-proceso, son los siguientes:
− ‘Exceso’. En 13 ocasiones se ha detecta-
do la UC y otro falso candidato. En 10
ocasiones la primera UC detectada por
el sistema es el u´nico va´lido y en 7 de
ellas es la UDE con ma´s indicadores. En
las otras 3 ocasiones, el sistema deber´ıa
decantarse por el segundo candidato de-
tectado con tambie´n con ma´s indicado-
res.
− ‘Falta’. En 2 ocasiones se ha detectado
una sola UC de las UCs mu´ltiples ano-
tadas manualmente.
− ‘Desacuerdo’. En 9 ocasiones el detector
no ha sabido establecer correctamente la
UC. En 2 ocasiones el texto no cuenta
con indicadores suficientes para su de-
teccio´n. En otras 5 ocasiones la unidad
central no se presenta como tema princi-
pal, sino como una definicio´n o se anun-
cia mediante una cata´fora. En las otras
2 el sistema ha fallado, porque no se han
definido alguna otra caracter´ıstica, co-
mo por ejemplo la de darle importancia
a que algunas caracter´ıticas este´n unas
detra´s de otras.
Observando estos datos pensamos que hay
lugar para mejorar resultados desarrollando
te´cnicas para seleccionar candidatos en el
postproceso basa´ndonos en reglas.
6 Conclusiones y trabajo futuro
La mayor aportacio´n de este trabajo es que se
ha creado el primer detector de la unidad cen-
tral (UC) de textos cient´ıficos para el euske-
ra, que primero segmenta los textos en UDEs
y despue´s determina la UC utilizando u´nica-
mente te´cnicas de aprendizaje automa´tico.14
La UC se puede extraer del ana´lisis automa´ti-
co que realizan otros analizadores de la RST,
como por ejemplo del analizador CODRA,
que esta´ entrenado con textos period´ısticos
en ingle´s y no para abstracts cient´ıficos.
Ahora mismo estamos estudiando si es po-
sible mejorar los resultados obtenidos de las
siguientes formas:
14Este detector se puede probar en http://ixa2.
si.ehu.es/CU-detector.
− Combinando otras te´cnicas de aprendi-
zaje automa´tico.
− Combinando diferentes sistemas basados
en reglas y en aprendizaje automa´tico.
En el futuro tambie´n queremos medir la
utilidad de este detector en tareas del PLN y
adaptar este detector a otras lenguas y ge´ne-
ros textuales.
− Utilizar en tareas de bu´squeda de res-
puestas (Aldabe et al., 2013) para pre-
guntar sobre el tema principal del texto.
− Aplicar en tareas de ana´lisis del senti-
miento en euskera, ya que mejora resul-
tados segu´n Alkorta et al. (2015).
− Adaptar el detector a otras lenguas y
evaluarlo con corpus anotados con RST,
como pueden ser:
• La Spanish RST Treebank (da Cun-
ha et al., 2011) con 267 textos ano-
tados.
• La RST Treebank en ingle´s (Carl-
son, Okurowski, y Marcu, 2002) con
385 textos anotados.
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