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OPTIMAL BROWNIAN STOPPING BETWEEN RADIALLY
SYMMETRIC MARGINALS IN GENERAL DIMENSIONS
By Nassif Ghoussoub† Young-Heon Kim† and Tongseok Lim‡
The University of British Columbia† and the University of Oxford‡
Given an initial (resp., terminal) probability measure µ (resp.,
ν) on Rd, we characterize those optimal stopping times τ that maxi-
mize or minimize the functional E|B0 − Bτ |
α, α > 0, where (Bt)t is
Brownian motion with initial law B0 ∼ µ and with final distribution
–once stopped at τ– equal to Bτ ∼ ν. The existence of such stop-
ping times is guaranteed by Skorohod-type embeddings of probability
measures in “subharmonic order,” into Brownian motion. This prob-
lem is equivalent to an optimal mass transport problem with certain
constraints, namely the optimal subharmonic martingale transport.
Under the assumption of radial symmetry on µ and ν, we show that
the optimal stopping time is a hitting time of a suitable barrier, hence
is non-randomized and is unique.
1. Introduction. Let µ and ν be two probability measures on Rd, d ≥ 2 with
finite first moment, and let (Bt)t denote a Brownian motion with initial law µ. We
consider the following –possibly empty– set of stopping times, with respect to the
Brownian filtration:
T (µ, ν) = {τ | τ is a stopping time, B0 ∼ µ,Bτ ∼ ν, and E[τ ] <∞},
where here and in the sequel, the notation X ∼ λ means that the law of the random
variable X is the probability measure λ.
For a cost function c : Rd × Rd → R, we shall consider the following optimization
problem
Maximize / Minimize E [c(B0, Bτ )] over τ ∈ T (µ, ν),(1.1)
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provided of course T (µ, ν) is non-empty.
Recall that a stopping time on a filtered probability space (Ω,F , (Ft)t,P) is a
random variable τ : Ω → [0,+∞] such that {τ ≤ t} ∈ Ft for every t ≥ 0. A
randomized stopping time is a probability measure τ on Ω × [0,+∞] such that for
each u ∈ R+, the random time ρu(ω) := inf{t ≥ 0 : τω([0, t]) ≥ u}is a stopping
time, where here (τω)w is a disintegration of τ along the path ω according to P,
that is τ(dω, dt) = τω(dt)P (dω). In the sequel, “stopping time” will mean a ran-
domized stopping time unless stated otherwise. We note that a stopping time is
non-randomized if the disintegration τω is the Dirac measure on R+ for P a.e. ω.
In this paper, we will focus on cost functions of the form
c(x, y) = |x− y|α,(1.2)
where 0 < α 6= 2, though most results could apply to more general cost functions
of the form c(x, y) = f(|x − y|), where f : R+ → R is a continuous function such
that f(0) = 0. The purpose of this paper is to identify and characterize such opti-
mal stopping times, that is those where (1.1) is attained. In particular, we will be
investigating when optimal stopping times are ‘true” stopping times, as opposed to
randomized, and are therefore unique.
But first, we recall that the Skorokhod Embedding Problem (SEP) –which essen-
tially asks for which pairs (µ, ν), the set T (µ, ν) is non-empty– was introduced by
Skorokhod [39] in the early 1960s. Since then, the problem and its variants was in-
vestigated by a large number of researchers, and has led to several important results
in probability theory and stochastic processes. We refer to Ob lo´j [34] for an excellent
survey of the subject, which describes no less than 21 solutions to (SEP).
More recently, Hobson [26] made the connection between SEP and the robust pric-
ing and hedging of financial instruments. Also, Hobson-Klimmek [28] and Hobson-
Neuberger [29] connected it to finding robust price bounds for the forward starting
straddle. See also the excellent survey of Hobson [27].
The interest therefore shifted to the problem of finding optimal solutions among
those that solve (SEP). In other words, which among the stopping times in T (µ, ν)
maximize or minimize a given cost function. Among the multitude of contributions to
these questions, we point to the papers of Beiglbo¨ck-Cox-Huesmann [4], Cox-Ob lo´j-
Touzi [13], Dolinsky-Soner [15, 16], Guo-Tan-Touzi [25], Ka¨llblad-Tan-Touzi [31],
to name just a few. We do single out, however, the recent work of Beiglbo¨ck-Cox-
Huesmann [4], which used the analogy betweem the optimal SEP and the theory of
optimal mass transport, to identify and prove the so-called Monotonicity Principle
(MP), which will be one of the main tools used in this paper.
We note that most of the articles and surveys mentioned above deal only with the
case when the marginals are measures on the real line. The case where the underly-
ing spaces are higher dimensional is more delicate. This was illustrated in our paper
[22], where we deal with general martingale mass transport. This paper deals with
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the somewhat related optimal stopping problems in higher dimensions. What makes
the study of SEP more involved in higher dimension is the fact that as soon as d ≥ 2,
there are many natural notions of convexity that are compatible with higher dimen-
sional Brownian motion, such as subharmonicity and plurisubharmonicity, notions
that are more general and sometimes more subtle than convexity.
The optimization problem (1.1) obviously makes no sense unless T (µ, ν) is nonempty.
Since {f(Bt), t ≥ 0} is a submartingale for any subharmonic function f on R
d, we
have that Ef(B0) ≤ Ef(Bτ ), and therefore
(1.3)
∫
f dµ ≤
∫
f dν for every subharmonic function f,
which clearly makes it a necessary condition for T (µ, ν) to be nonempty. That this
condition is also sufficient, has been the subject of many studies starting with the
original work of Skorokhod in the one-dimensional case. We also refer to the work
of Monroe [33], Rost [38], Chacon-Walsh [11], Falkner [19] and many others for
refinements and different proofs.
In Section 2, we shall give yet another proof of this fact, and show that every one-
step subharmonic martingale (X,Y ), i.e., any couple of random variables verifying
(1.4) f(X) ≤ E[f(Y )|X] for every f subharmonic,
can be realized by stopping Brownian motion, that is, there exists a –possibly
randomized– stopping time τ such that
(1.5) (B0, Bτ ) and (X,Y ) have the same joint distribution.
We shall use this fact in Section 3, to prove the following duality result:
Denote by SH(O) the cone of subharmonic functions on the open set O, and
consider the following cone of functions on O ×O.
P(O ×O) = {p ∈ C(O ×O) | p(x, x) = 0 and p(x, ·) ∈ SH(O) for all x ∈ O}.
Theorem 1.1. Assume that µ, ν are two compactly supported probability mea-
sures satisfying (1.3), such that suppµ ∪ supp ν is contained in an open set O. If c
is a continuous cost on O ×O, then the following duality holds:
inf {E [c(B0, Bτ )]; τ ∈ T (µ, ν)} = sup
{∫
O
βdν −
∫
O
αdµ; (β, α) ∈ Kc(O)
}
,
where
Kc(O) := {α, β : O → R locally Lipschitz, such that there is p ∈ P(O ×O)
with β(y)− α(x) + p(x, y) ≤ c(x, y) ∀x, y ∈ O
}
.
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In order to prove this duality, we use the fact that (1.1) is actually equivalent to
the optimal subharmonic martingale problem. Indeed, recall first that the optimal
martingale problem consists in the following:
Minimize Cost[π] =
∫∫
O×O
c(x, y)dπ(x, y) over π ∈ MT(µ, ν)(1.6)
where MT(µ, ν) is the set of martingale transport plans, that is, the set of probabil-
ities π on O ×O such that
• π has marginals µ and ν.
• For each π ∈ MT(µ, ν), its disintegration (πx)x∈Rd w.r.t. µ is such that the
barycenter of πx is at x. In other words, for any convex function f on O ⊂ R
d,
g(x) ≤
∫
O
g(y) dπx(y).(1.7)
Problem (1.6) has been extensively studied, especially in one dimension by Bei-
glbo¨ck-Juillet [7], Beiglbo¨ck-Nutz-Touzi [8] and more recently in higher dimension
by Ghoussoub-Kim-Lim [22]. Also, for recent developments on higher-dimensional
decomposition of martingale transports, see De March-Touzi [14] and Ob lo´j-Siorpaes
[35].
In our situation, we need to consider the class of subharmonic martingale transport
plans, that is the class SMTO(µ, ν) of those π ∈ MT(µ, ν) such that the inequal-
ity (1.7) also holds for every subharmonic function f on O. This leads us to the
subharmonic martingale optimal transport (SMOT) problem:
Minimize Cost[π] =
∫∫
O×O
c(x, y)dπ(x, y) over π ∈ SMTO(µ, ν).(1.8)
Since every convex function is subharmonic, SMTO(µ, ν) ⊂ MT(µ, ν), and for d = 1
these two sets are the same. However, for d ≥ 2, the inclusion is strict and problems
(1.6) and (1.8) are different. Indeed, if µ is the uniform measure on the unit sphere in
R
d, and ν has half of its mass at the origin and the other half uniformly distributed
on the sphere of radius 2, then clearly, MT(µ, ν) 6= ∅. On the other hand, if we
consider the subharmonic function g(z) = log |z| , then∫
g(z) dµ (z) > −∞ =
∫
g(z) dν (z),
which means that SMTO(µ, ν) = ∅.
However, just like the convex case in one-dimension, we shall be able to show that
inf {E [c(B0, Bτ )]; τ ∈ T (µ, ν)} = inf
{∫∫
O×O
c(x, y)dπ; π ∈ SMTO(µ, ν)
}
.(1.9)
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We then address our main question, which is to show that the optimal stopping
time in (1.1) is not randomized and that it is therefore unique. The general case is
still elusive, though we shall show in a forthcoming paper [23] that this conclusion
will hold for general marginals µ, ν under suitable conditions. In this paper, we shall
focus on the case when µ and ν are radially symmetric, which has its own interest.
Theorem 1.2. Suppose µ, ν are radially symmetric and compactly supported
probability measures on Rd, d ≥ 2. Assume µ ∧ ν = 0 and µ({0}) = 0. Let c(x, y) =
|x − y|α, where 0 < α 6= 2. Then, the solution for the optimization problem (1.1)
under the marginals µ, ν is unique and is given by a non-randomized stopping time.
We note that for the minimization problem and when 0 < α ≤ 1, the assumption
that µ ∧ ν = 0 will not be necessary.
2. Spherical martingales and Skorohod embedding. In this section, we
shall prove the following result, which belongs to the family of results around Sko-
rohod embeddings. If µ, ν are two probability measures supported in a domain O of
R
d, we shall sometimes use the following notation reminescent of Choquet theory,
µ ≺O ν if
∫
O
fdµ ≤
∫
O
fdν for every f ∈ SH(O).
Theorem 2.1. Let µ, ν be two compactly supported probability measures on Rd,
and let O be an open set containing suppµ ∪ supp ν. Then, the following properties
are equivalent:
1. µ ≺O ν.
2. There exists a subharmonic martingale plan π ∈ SMTO(µ, ν).
Moreover, for every subharmonic martingale plan π ∈ SMTO(µ, ν), there exists a
stopping time τ and a d-dimensional Brownian motion (Bt)t such that Law(B0) = µ,
Law(Bτ ) = ν, and π is the joint distribution of (B0, Bτ ).
Furthermore, τ = τ ∧ κ, where κ is the first exit time of Bt from O. In other words,
TO(µ, ν) is nonempty.
Remark 2.2. The same result holds if µ, ν are not compactly supported but
under the condition that they have finite second moments. In this case the condition
that µ ≺O ν should be replaced by∫
Rd
fdµ ≤
∫
Rd
fdν for every f ∈ SH(Rd) with f(x) ≤ Cf (1 + |x|
2).
In this case, TO(µ, ν) is again nonempty, and there exists a stopping time τ and a
d-dimensional Brownian motion (Bt)t such that Law(B0) = µ, Law(Bτ ) = ν, and
(Bτ∧t)t≥0 is an L
2-bounded martingale.
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To prove that 1) implies 2), we shall use the following variant of a classical the-
orem of Strassen [40]. Let Lip(O) be the Banach space of bounded and Lipschitz
functions on O. The set P(O) consisting of all Borel probability measures on O, will
be identified with a closed bounded convex subset of the dual space Lip(O)∗. We
shall prove the existence of a measurable map T : O → P(O) such that
i) 〈ν, f〉 =
∫
〈T (x), f〉dµ(x) for all functions f ∈ Lip(O).
ii) δx ≺SH(O) πx for µ-almost all x ∈ O.
For that, define for each f ∈ Lip(O) the function
fˆ(x) = inf{ϕ(x); −ϕ ∈ SH(O) and ϕ ≥ f}.
On the vector space S of all simple Borel functions θ : O → Lip(O), define the
sublinear functional p : S → R by p(θ) =
∫
θ(x)(ˆx)dµ(x). Let S0 be the subspace of
S generated by the functions of the form XB ⊗ f defined by
(XB ⊗ f)(x) =
{
f if x ∈ B
0 if x /∈ B
Define on S0 the linear functional ℓ(1 ⊗ f) = 〈ν, f〉. The order µ ≺O ν implies that
ℓ ≤ p on S0. Let ℓ˜ be any Hahn-Banach extension of ℓ to the whole space S. One
can then check that the vector measure
m : Σ→ Lip(O)∗
defined on the Borel σ-field
∑
of O by 〈m(A), h〉 = ℓ˜(XA ⊗ h) for all A ∈ Σ and
h ∈ Cb(O), has average range in P(O) : that is
m(A)
µ(A) ∈ P(O) for all A ∈
∑
. Since
the latter has the Radon-Nikodym property [17, 18],m has a density T : O → P(O).
It is easy to check that T is valued in P(O) and that it satisfies i) and ii).
Define now the probability π on O × O by π(D) =
∫
T (x)(Dx)dµ(x) where Dx =
{y ∈ O; (x, y) ∈ D)}. It is easy to verify that π is a subharmonic martingale
π ∈ SMTO(µ, ν).
For the second part of the theorem, we introduce the notion of spherical martingales.
Definition 2.3. Let U be the uniform probability measure on the unit sphere in
R
d. Let (Xi)
∞
i=1 be i.i.d random variables on some probability space (Ω,P), whose
distribution is U . We define spherical martingales as follows:
F0 = x ∈ R
d(2.1)
Fn(X1, ...,Xn)− Fn−1(X1, ...,Xn−1) = rn(X1, ...,Xn−1) ·Xn.(2.2)
In other words, at each time n, a particle splits uniformly onto a surrounding
sphere of radius rn. A simple but important observation is that, the push-forward
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measure of δx by a spherical martingale Fn has the same law as B
x
τ , where the
stopping time τ is defined as follows:
τ1 is the first time B
x hits the sphere S(x, r1) centered at x and with radius r1. If
Bτ1(ω) = x1 ∈ S(x, r1), then define τ2 to be the first hitting time B
x1 hits the sphere
S(x1, r2). One can then define inductively a sequence of stopping times τ1 ≤ τ2 ≤ ...
such that Fn(P) = Law(B
x
τn).
The following lemma is an analogue of a result of Bu-Schachermayer [10, Proposi-
tion 2.1] in the case of spherical martingales.
Lemma 2.4. Let O be an open set in Rd and f : O → R ∪ {−∞} be an upper
semicontinuous function. Define f0 = f and for n ≥ 1
fn(x) = inf
{∫
fn−1(x+ ry) dU(y)
}
where the infimum is taken over all r ≥ 0 such that {x + rB} ⊂ O. Then (fn)
∞
n=0
decreases pointwise to the largest subharmonic function fˆ on O dominated by f .
Proof. First note that the sequence (fn)
∞
n=0 is decreasing. To show the upper-
semicontinuity of fˆ , we proceed inductively and assume fn−1 is upper semicontinu-
ous. If (xk)
∞
k=0 in O is such that limk→∞ xk = x0, and r ≥ 0 is such that {x0+rB} ⊂
O, where B is the closed unit ball, then there is k0 such that {xk + rB} ⊂ O
for k ≥ k0. The upper semicontinuous function fn−1 is bounded above on the
relatively compact set ∪∞k=k0{xk + rB} and, for every z ∈ B, fn−1(x0 + rz) ≥
lim supk→∞ fn−1(xk + rz). Hence by Fatou’s lemma,∫
fn−1(x0 + ry) dU(y) ≥ lim sup
k→∞
∫
fn−1(xk + ry) dU(y) ≥ lim sup
k→∞
fn(xk).
Thus fn(x0) ≥ lim sup
k→∞
fn(xk), hence showing that fn and consequently fˆ is upper-
semicontinuous.
Let now g be a subharmonic function on O with g ≤ f . Again, inductively, assuming
that g ≤ fn−1, then for {x0 + rB} ⊂ O,∫
fn−1(x0 + ry) dU(y) ≥
∫
g(x0 + ry) dU(y) ≥ g(x0),
and so fn(x0) ≥ g(x0). Hence fˆ ≥ g. Finally, for {x0 + rB} ⊂ O, we get from
monotone convergence
fˆ(x0) = lim
n→∞
fn(x0) ≤ lim
n→∞
∫
fn−1(x0 + ry) dU(y) =
∫
fˆ(x0 + ry) dU(y).
This shows that fˆ is subharmonic, and the proof of the lemma is complete.
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We can now rewrite fn as follows:
fn(x) = inf{E[f(Fn)] : (Fi)
n
i=0 is a spherical martingale in O with F0 = x}.(2.3)
Lemma 2.5. Let µ, ν be probabilities as in Theorem 2.1 such that µ ≺O ν, and
let Φ be the following subset of Lip∗(O), which is the space of all finite measures on
O with finite first moments,
Φ = {Fn(P) : (Fi)
n
i=0 is a spherical martingale valued in O with F0 ∼ µ}.
Set ν˜ := (1 + |x|)ν and
Φ˜ = (1 + |x|)Φ := {σ˜ | σ˜ = (1 + |x|)σ for some σ ∈ Φ}.
Then ν˜ is in the weak∗-closure of Φ˜ in Lip∗(O).
Proof. Observe first that Φ is convex. Indeed, if (F ′i )
n
i=0 and (F
′′
i )
m
i=0 are two
spherical martingales, we may assume n = m, then define a spherical martingale
(Fi)
n+1
i=0 by letting F0 = F1 ∼ µ and for 1 ≤ i ≤ n,
Fi+1(X1,X2, ...,Xi+1) =
{
F ′i (X2, ...,Xi+1) if X1 is in the upper hemisphere,
F ′′i (X2, ...,Xi+1) if X1 is in the lower hemisphere.
Clearly Fn+1(P) = {F
′
n(P) + F
′′
n (P)}/2 and hence Φ is convex, and therefore Φ˜ =
(1 + |x|)Φ is convex in Lip∗(O).
If now the statement of the lemma were false, then by the Hahn-Banach theorem
we can find a Lipschitz function f on O and real numbers a < b such that∫
g dν ≤ a, while
∫
g ◦ Fn dP ≥ b for every Fn(P) ∈ Φ,
where g(x) = (1 + |x|)f(x). But since every element in Φ has initial distribution
µ, then by Lemma 2.4 and (2.3), we have
∫
gˆ dµ ≥ b and therefore a ≥
∫
g dν ≥∫
gˆ dν ≥
∫
gˆ dµ ≥ b, which is a contradiction.
Proof of Theorem 2.1. By Theorem 2.5, we have a sequence {νn} ⊂ Φ such
that
∫
|x|2dνn(x) →
∫
|x|2dν(x). We know that νn = Law(Bτn) for a sequence of
stopping times τn and a Brownian motion B with initial law µ. Hence in particular
Eτn = E|Bτn |
2 =
∫
|x|2dνn(x) ≤ V for some constant V and for all n. The sequence
(τn) is then tight, and it is standard that it has a convergent subsequence to a –
possibly randomized– stopping time τ in such a way that Ef(Bτk) → Ef(Bτ ) for
every f continuous and bounded function on Rd. (see for example [3] or [4]). In
other words, Law(Bτk) → Law(Bτ ), and therefore, Bτ ∼ ν. Note that τk = τk ∧ κ
by the definition of Φ, and therefore τ also satisfies τ = τ ∧ κ. Notice also that
Eτ = E|Bτ |
2 ≤ V as well, hence the martingale (Bτ∧t)t≥0 is bounded in L
2.
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Let now π be a Subharmonic martingale plan and let (πx)x be its disintegration
w.r.t. µ. Let (Bt)t be a Brownian motion with B0 ∼ µ. Since δx ≺O πx for µ-
almost all x, and noting that B0 and Bt − B0 are independent, one can apply
the above to select measurably a stopping time τ such that given B0, we have
Law(Bτ ∈ · |B0) = πB0(·). It is then clear that Law(B0, Bτ ) = π.
The following is now immediate.
Corollary 2.6. Assume that µ, ν are compactly supported, and that O is an
open set containing suppµ ∪ supp ν. If µ ≺O ν, then,
inf {E [c(B0, Bτ )]; τ ∈ T (µ, ν)} = inf
{∫∫
O×O
c(x, y)dπ; π ∈ SMT(µ, ν)
}
.
3. Weak duality for the optimal Skorohod embedding problem. From
now on, we will assume that the prescribed marginals µ and ν are supported in a
bounded open ball O ⊂ Rd. Therefore every measure appearing in the sequel is also
supported in O, and for every stopping time τ ,
τ = τ ∧ κ, where κ is the first exit time for Brownian motion from ∂O.
In other words, no one can escape the “universe” O. This assumption is made due to
the fact that we deal with the cost (1.2) for every α > 0, and it should be sufficient
to assume appropriate moment conditions on the marginals µ, ν according to α in
(1.2). For example, if α ≤ 2 then µ, ν can only be assumed to have finite second
moments and the same arguments will work without significant modification.
In order to prove Theorem 1.1, we first prove the weak duality for the subharmonic
martingale optimal transport problem. For that, we start by characterizing such
martingales in terms of their “orthogonality” vis-a-vis the cone P(O ×O).
Lemma 3.1. Suppose π ∈ Prob(O × O) is such that its first marginal π1 is ab-
solutely continuous with respect to Lebesgue measure. Then, π is a subharmonic
martingale transport plan on O if and only if
(3.1)
∫
U
p(x, y)dπ(x, y) ≥ 0 ∀p ∈ P(O ×O) and for a.e. x ∈ O.
Proof. Note first that if π ∈ SMT(O), then for any p ∈ P(O × O) we have,
thanks to the subharmonicity of of y 7→ p(x, y), that∫
p(x, y)dπ(x, y) =
∫
p(x, y)dπx(y)dπ
1(x) ≥
∫
p(x, x)dπ1(x) = 0.
For the reverse, we assume that (3.1) holds, and consider functions of the form
p(x, y) = ψzǫ (x)(ϕ(y) − ϕ(x)),
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where 0 ≤ ψz ∈ C1(O), ψzǫ → δz in L
1 as ǫ→ 0, and ϕ is an arbitrary subharmonic
function on O. Clearly p(x, y) ∈ P(O ×O), therefore,
0 ≤
∫
p(x, y)dπ(x, y) =
∫
ψzǫ (x)
(∫
ϕ(y)dπx(y)− ϕ(x)
)
dπ1(x).
Take ǫ→ 0, and see that for each Lebesgue density point z of both the measurable
function x 7→
∫
ϕ(y)dπx(y)− ϕ(x) and the measure π
1,
0 ≤
∫
ϕ(y)dπz(y)− ϕ(z).
Since π1 is absolutely continuous, this shows that π ∈ SMT(O) as desired, complet-
ing the proof.
With this lemma at hand, we can prove the following duality by using a standard
argument.
Proposition 3.2. Assume that µ, ν are compactly supported in a bounded open
set O such that µ is absolutely continuous with respect to Lebesgue measure and
µ ≺O ν. If c is a continuous cost on O ×O, then the following duality holds:
inf
{∫
O×O
c(x, y)dπ | π ∈ SMT(µ, ν)
}
= sup
{∫
O
βdν −
∫
O
αdµ; (β, α) ∈ Kc(O)
}
,
where
Kc(O) := {α, β : O → R locally Lipschitz, such that there is p ∈ P(O ×O)
with β(y)− α(x) + p(x, y) ≤ c(x, y) ∀x, y ∈ O
}
.
Proof. Clearly, the right-hand side is smaller than the left-hand side since for ev-
ery α, β in Kc(O) and their corresponding p in P(O×O), we have
∫
p(x, y)dπ(x, y) ≥
0, and π has marginals µ and ν.
For the reverse inequality, we first note that Kantorovich duality for the standard
optimal transport problem with cost c(x, y)− p(x, y), yields that
sup
{∫
O
βdν −
∫
O
αdµ; (β, α) ∈ Kc(O)
}
= sup
p∈P
inf
π∈Γ(µ,ν)
∫
(c(x, y) − p(x, y))dπ.
Now, by Von-Neuman min-max theorem, we can interchange the order of inf and
sup (note that X = Γ(µ, ν) is compact convex in Prob(Rd × Rd) and Y = PSH is
convex in L1(Ω× Ω)) to get that
sup
{∫
O
βdν −
∫
O
αdµ; (β, α) ∈ Kc(O)
}
= inf
π∈Γ(µ,ν)
sup
p∈P
∫
(c(x, y) − p(x, y))dπ.
(3.2)
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Now, notice that the supremum over p in the latter can be finite only when
∫
p(x, y)dπ(x, y) =
0, since otherwise we can replace p with λp for some λ 6= 0, making the value of the
integral
∫
(c(x, y)−λp(x, y))dπ(x, y) as large as possible. Therefore, from Lemma 3.1,
the infimum in (3.2) can be restricted to π ∈ SMT(µ, ν), that is,
sup
{∫
O
βdν −
∫
O
αdµ; (β, α) ∈ Kc(O)
}
= inf
π∈SMT(µ,ν)
sup
p∈P
∫
(c(x, y) − p(x, y))dπ.
But the last expression is greater than or equal than
inf
{∫
O×O
c(x, y)dπ | π ∈ SMT(µ, ν)
}
,
since 0 ∈ P(O×O). This completes the proof of the weak duality for submartingale
transport plans.
The proof of Theorem 1.1 follows from the above combined with Proposition 2.6.
4. A monotonicity principle and its symmetric version. We first make
more precise the filtered Brownian probability space on which we operate. We con-
sider C(R+) = {ω : R+ → R
d | ω(0) = 0, ω is continuous} to be the path space
starting at 0. The probability space will be Ω := C(R+) × R
d equipped with the
probability measure P := W ⊗ µ, where W is the Wiener measure and µ is a given
(initial) probability measure on Rd. Stopping times and randomized stopping times
will be with respect to this obviously filtered probability space.
Following Beiglbo¨ck-Cox-Huesmann [4], we let each (ω, x) ∈ Ω denotes a path
(ω, x)(t) = ωx(t) := x + ω(t) starting at x ∈ Rd. We then let S be the set of all
stopped paths
S = {(fx, s) | fx : [0, s]→ Rd is continuous and fx(0) = x}.(4.1)
Next, we introduce the conditional randomized stopping time given (fx, s) ∈ S,
that is, the normalized stopping measure given that we followed the path fx up
to time s. For (fx, s) ∈ S and ω ∈ C(R+), define the concatenate path f
x ⊕ ω by
(fx ⊕ ω)(t) = fx(t) if t ≤ s, and (fx ⊕ ω)(t) = fx(s) + ω(t− s) if t > s.
Definition 4.1 (Conditional stopping time [4]). The conditional randomized
stopping time of ξ given (fx, s) ∈ S, denoted by ξ(f
x,s), is defined on ω ∈ C(R+) as
follows:
ξ(f
x,s)
ω ([0, t]) =
1
1− ξfx⊕ω([0, s])
(ξfx⊕ω([0, t + s])− ξfx⊕ω([0, s]))
if ξfx⊕ω([0, s]) < 1,
ξ(f
x,s)
ω ({0}) = 1 if ξfx⊕ω([0, s]) = 1.
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According to [4], this is the normalized stopping measure of the “bush” which follows
the “stub” (fx, s). Note that ξfx⊕ω([0, s]) does not depend on the bush ω.
We now give a heuristic description of a notion that we introduce below. Let τ
be a stopping time, and suppose that Brownian motion starts at x, reaches y at
time t, then continuous to travel until the stopping time τ , i.e. Bxt (ω) = y and
t < τ(ωx). Now by the strong Markov property, Brownian motion will continue after
it hits y for the remaining time τ − t leading to a (conditional) probability measure
ψy = Law(B
y
τ−t) that is centered at y . Suppose now that Brownian motion starting
at x′ is stopped at τ , and let y′ = Bx
′
τ (ω
′). We shall then denote such a pair of
transport along the stopping time τ by (x → ψy : x
′ → y′) ∈ τ . We shall then
consider the following cost for such a pair of transport
C(x→ ψy : x
′ → y′) =
∫
c(x, z) dψy(z) + c(x
′, y′).(4.2)
More formally, consider S the set of all stopped paths, and let Γ ⊂ S be a concen-
tration set of a given stopping time τ , i.e. τ(Γ) = 1. We shall write
(x→ ψy : x
′ → y′) ∈ (τ,Γ),(4.3)
if there exist (fx, t), (gx
′
, t′) ∈ Γ and s < t, such that y = fx(s), y′ = gx
′
(t′), and
ψy = Law(B
y(τ (f
x,s))).
In the sequel, we shall denote by SH(x) any probability measure ψ whose barycen-
ter x satisfies δx ≺O ψ. As seen above, these are the probabilities that can be
obtained by stopped Brownian motions starting at x. The following proposition will
be crucial for our main result. It was proved by Beiglbo¨ck-Cox-Huesmann [4] for
even more general path-dependent costs.
Theorem 4.2 (Monotonicity principle [4]). Suppose c is a cost function and that
τ is an optimal stopping time for the minimization problem (1.1). Then, there exists
a Borel set Γ ⊆ S such that τ(Γ) = 1, and Γ is c-monotone in the following sense:
If ψy ∈ SH(y) and (x→ ψy : x
′ → y) ∈ (τ,Γ), then
C(x→ ψy : x
′ → y) ≤ C(x→ y : x′ → ψy).(4.4)
Here is a first simple application of the monotonicity principle.
Corollary 4.3. Let τ be a stopping time in TO(µ, ν) that minimizes problem
(1.1) and assume c(x, y) = |x − y|α with 0 < α ≤ 1. Then, we must have τ = 0 on
the common mass µ∧ν. Therefore, the minimization problem (1.1) can be restricted
to the disjoint marginals µ¯ := µ− µ ∧ ν and ν¯ := ν − µ ∧ ν.
Proof. Indeed, if not, then heuristically, there is a particle at x in µ ∧ ν which
diffuses to some ψx ∈ SH(x) \ {δx}, and so another particle at y, y 6= x, has to flow
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into x and make up for the loss. Mathematically, for any Γ ⊂ S with τ(Γ) = 1, there
should exist x, y ∈ Rd, x 6= y and ψx ∈ SH(x) \ {δx}, such that
(x→ ψx : y → x) ∈ (τ,Γ).
Now for 0 < α ≤ 1 and z ∈ Rd, |x− z|α + |y − x|α ≥ |y − z|α, so that∫
|x− z|αdψx(z) + |y − x|
α ≥
∫
|y − z|αdψx(z).(4.5)
In other words,
C(x→ ψx : y → x) ≥ C(x→ x : y → ψx).(4.6)
But the inequality is in fact strict since ψx 6= δx, hence by theorem 4.2, τ cannot be
a minimizer.
Remark 4.4. Note that the above corollary implies that whenever we are study-
ing the minimization problem with the cost c(x, y) = |x − y|α with 0 < α ≤ 1, we
can assume that µ ∧ ν = 0 without loss of generality.
We now give a variant of Theorem 4.2, which exploits the radial symmetry of
the marginals µ and ν. For this, we will introduce several notions related to radial
symmetry.
First, recall that a stopping time ξ can be considered as a probability measure on
the set S of stopped paths. We interpret ξ as a transport plan in the following
way: for (fx, s) ∈ S, ξ transports the infinitesimal mass dξ
(
(fx, s)
)
from x ∈ Rd to
fx(s) ∈ Rd along the path (fx, s). Now define a map T : S → Rd × Rd by
T ((fx, s)) = (x, fx(s))
and let Tξ be the push-forward of the measure ξ by the map T , thus Tξ is a
probability measure on Rd × Rd. Now we give the definition of R-equivalence.
Definition 4.5. Let λ(x) = |x| be the modulus map.
1. Two probability measures ϕ and ψ on Rd are said to be R-equivalent if their
push-forward measures by λ coincide, i.e. λ#ϕ = λ#ψ. We then write ϕ ∼=R ψ.
2. Two stopping times ξ and ζ are said to be R-equivalent if the first marginals
and second marginals of Tξ and Tζ are R-equivalent, respectively. We then
write ξ ∼=R ζ.
The following symmetrization was introduced in [32] for the Martingale Optimal
Transport Problem. It will also be useful in this paper.
Let M be the group of all d × d real orthogonal matrices, and let H be the Haar
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measure on M. For a given M ∈M and a stopping time ξ, we define Mξ as follows:
for each A ⊂ S, set
(Mξ)(A) = ξ(M(A)).
Clearly, Mξ is also a stopping time. Now we introduce the symmetrization operator
which acts on both the probability measures on Rd and on the stopping times.
Definition 4.6. The symmetrization operator Θ acts on the set of probability
measures on Rd, and on the set of stopping times as follows:
1. For each probability measure µ on Rd and B ⊂ Rd,
(Θµ)(B) =
∫
M∈M
(Mµ)(B) dH(M).
2. For each stopping time ξ and A ⊂ S,
(Θξ)(A) =
∫
M∈M
(Mξ)(A) dH(M).
Observe that Θµ is the unique radially symmetric probability measure which is
R-equivalent to µ. Moreover, for any stopping time ξ, notice that
if Tξ has marginals µ and ν, then T (Θξ) has marginals Θµ and Θν.(4.7)
This leads to the following important observation: Assume c(x, y) is a rotation in-
variant cost function, i.e., c(Mx,My) = c(x, y) for any M ∈M, and define the cost
of a stopping time ξ to be:
C(ξ) =
∫
Rd×Rd
c(x, y)Tξ(dx, dy).
If ξ solves the minimization problem (1.1) where Tξ has radially symmetric marginals
µ and ν, then for any stopping time ζ, we must have
C(ζ) ≥ C(ξ) whenever ζ ∼=R ξ.(4.8)
Indeed, if C(ζ) < C(ξ), then Θζ will solve the minimization problem (1.1) with the
same marginals µ, ν and less cost, a contradiction. Of course, if ξ solves the maxi-
mization problem then the opposite inequality in (4.8) must hold.
We are now ready to introduce the radial monotonicity principle.
Proposition 4.7 (Radial monotonicity principle). Suppose that c is rotation
invariant cost function and that τ is an optimal stopping time for the corresponding
minimization problem (1.1), where the marginals µ, ν are radially symmetric. Then,
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there exists a Borel set Γ ⊆ S such that τ(Γ) = 1, and Γ is radially c-monotone in
the following sense: If ψy ∈ SH(y), (x→ ψy : x
′ → y′) ∈ (τ,Γ) and |y| = |y′|, then
C(x→ ψy : x
′ → y′) ≤ C(x→ y : x′ → ϕy′)(4.9)
for any ϕy′ ∈ SH(y
′) that is R-equivalent to ψy.
Proof. It follows directly from the general monotonicity principle once applied to
the case where the marginals are radially symmetric. Indeed, if the optimal stopping
time τ allows a particle starting at x to diffuse when it reaches y so that it becomes
the probability measure ψy, but takes another particle at x
′ to stop at y′, and if we
have the opposite inequality
C(x→ ψy : x
′ → y′) > C(x→ y : x′ → ϕy′)(4.10)
for some ϕy′ ∈ SH(y
′), then we can “modify” the stopping time τ to τ ′ in such
a way that the particle at x now stops at y by τ ′, but instead the particle at x′
starts diffusing at y′ until it becomes ϕy′ . Then (4.10) means that the cost for τ
′ is
smaller than that of τ , but note that the modified stopping time τ ′ may not satisfy
the terminal marginal condition ν. However, as ψy ∼=R ϕy′ and |y| = |y
′|, τ ′ is also
R-equivalent to τ , a contradiction by (4.8). The radial monotonicity principle asserts
the existence of a set of stopped paths Γ which supports the optimal stopping time
and resists any such modification.
5. A variational lemma. Let Sy,r be the uniform probability measure on the
sphere of center y and radius r, arguably the most simple element in SH(y). We
choose c(x, y) = |x− y| for simplicity and consider the following “gain” function,
G(x) = G(x, y, r) :=
∫
|x− z| dSy,r(z)− |x− y|,
and its gradient ∇xG. Note that G is essentially the increase in cost when the Dirac
mass at y diffuses uniformly onto the sphere. It satisfied the following properties:
1. If |x− y| < |x′ − y′| and r is fixed, then G(x, y, r) > G(x′, y′, r).
In other words, for the same diffusion, the increase in cost is greater when the
distance |x− y| is small. Hence, for the minimization problem, it is better to
stop particles near the source x, and let the particles that are far from x to
diffuse, as long as the given marginal condition is respected.
2. The vector ∇G(x) points toward the direction y − x, thus the directional
derivative ∇uG(x) is
∇uG(x) < 0 if 〈u, y − x〉 < 0.
Hence the gain function decreases when x moves away from the “center of
diffusion” y. By combining this with the radial monotonicity principle, one
can get crucial information about the optimal stopping time.
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From now on, c(x, y) = |x− y|α, 0 < α 6= 2. We define the gain function
G(x, ψy) :=
∫
|x− z|αdψy(z)− |x− y|
α for ψy ∈ SH(y),
and note that
G(x, ψy)−G(x
′, ϕy′) = C(x→ ψy : x
′ → y′)− C(x→ y : x′ → ϕy′).
The following variational lemma is crucial for our analysis.
Lemma 5.1. Let x, y be nonzero vectors in Rd and let r = |x|. Let u be a unit
tangent vector to the sphere Sr at x, such that 〈u, y〉 < 0. Let ψy ∈ SH(y) \ {δy}.
Then, there exists a ϕy ∈ SH(y) which is R-equivalent to ψy, such that
G(x, ϕy) = G(x, ψy)
∇uG(x, ϕy) < 0 if 0 < α < 2,
∇uG(x, ϕy) > 0 if α > 2,
where the directional derivative is applied to the x variable.
Proof of Lemma 5.1. Let c(x, z) = |x − z|α and take its partial derivative ∂
∂xd
at x = 0, to obtain
h(z) := ∇edc(x, z)
∣∣
x=0
= −α |z|α−2 zd(5.1)
Taking the Laplacian in z, we get
∆h(z) = −α(α− 2)(α + d− 2) |z|α−4 zd.(5.2)
In other words, the function h is
i) strictly superharmonic in the lower half-space {zd < 0} if 0 < α < 2
ii) strictly subharmonic in the lower half-space {zd < 0} if α > 2.
Let 0 < α < 2, and assume without loss of generality that x = x1 e1 = (x1, 0, ..., 0)
and u = ed. Then 〈u, y〉 < 0, which means that y is in the lower half-space. Let
H = {z ∈ Rd : zd = 0} and choose a stopping time τ for the Brownian motion B
y
such that Law(Byτ ) = ψy, and let η be the first time B
y hits H. Let σy = Law(B
y
τ∧η).
Then σy is supported in the lower half-space and it is nontrivial, hence by the strict
superharmonicity (5.2), we have
∇uG(x, σy) < 0.
Now we modify τ to τ ′ in the following way; if τ ≤ η, then we let τ ′ = τ . But if
τ > η, in other words if a particle at y has landed on H but not completely stopped
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by τ , then we symmetrize the remaining time of τ (i.e. the conditional stopping
time) with respect to H and get τ ′. More precisely, let τH be the reflection of the
conditional stopping time of τ with respect to H; that is, if τ stops a path emanating
from H, then τH stops the reflected path at the same time. Now define τ
′ := τ+τH2
to be a randomization; before re-starting Brownian motion on H, we flip a coin and
choose either τ or τH for the conditional stopping time.
Now, define ϕy = Law(B
y
τ ′) and observe that
i) ϕy ∼=R ψy by the symmetry with respect to H in the definition of τ
′.
ii) ∇uG(x, ϕy) = ∇uG(x, σy), since the function z 7→ ∇edc(x, z) is odd in zd (see
(5.1)) hence the symmetrization in the definition of τ ′ does not change ∇uG.
This proves the lemma.
Here is a consequence of the variational lemma.
Proposition 5.2. Let x0, x1, y be nonzero vectors in R
d and let r = |x0| = |x1|.
Assume |x0 − y| < |x1 − y|. Fix a measure ϕy ∈ SH(y) \ {δy} and define
ℜ(x, ϕy) :=
{
ψy ∈ SH(y) : ψy ∈ arg min
σy∼=Rϕy
∫
|x− z|αdσy(z)
}
,
ℜ(x, ϕy) :=
{
ψy ∈ SH(y) : ψy ∈ arg max
σy∼=Rϕy
∫
|x− z|αdσy(z)
}
,
G(x) := G(x, ψy) =
∫
|x− z|αdψy(z)− |x− y|
α for any ψy ∈ ℜ(x, ϕy),
G(x) := G(x, ψy) =
∫
|x− z|αdψy(z)− |x− y|
α for any ψy ∈ ℜ(x, ϕy).
Then,
G(x0) > G(x1) and G(x0) > G(x1) if 0 < α < 2,
G(x0) < G(x1) and G(x0) < G(x1) if α > 2.
Proof. First, we claim that G(x) and G(x) are continuous.
Indeed, let xn → x in R
d, and define
C(x) := G(x) + |x− y|α =
∫
|x− z|αdψy(z) for any ψy ∈ ℜ(x, ϕy).
Set an = C(xn) and a = C(x). Choose any subsequence {ak} of {an} and a corre-
sponding sequence of measures ψk ∈ ℜ(xk, ϕy). By compactness, {ψk} has a subse-
quence {ψl} which converges to, say ψ. Note that ψ ∈ SH(y) and ψ ∼=R ϕy by weak
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convergence. Now, write∫
|xl − z|
αdψl(z)−
∫
|x− z|αdψ(z) =
[ ∫
(|xl − z|
α − |x− z|α) dψl(z)
]
+
[ ∫
|x− z|αdψl(z)−
∫
|x− z|αdψ(z)
]
.
The first bracket goes to zero as l→∞ since |xl − z|
α − |x− z|α → 0 uniformly on
every compact set in Rd, and the second bracket goes to zero since ψl → ψ.
Now we claim that∫
|x− z|αdψ(z) = C(x) = a, i.e. ψ ∈ ℜ(x, ϕy).(5.3)
If not, then there exists a ρ ∈ ℜ(x, ϕy) such that∫
|x− z|αdψ(z) >
∫
|x− z|αdρ(z), hence∫
|xl − z|
αdψl(z) >
∫
|xl − z|
αdρ(z) for all large l,
a contradiction since ψl ∈ ℜ(xl, ϕy). Therefore, an → a, since this holds for any
subsequence.
To complete the proof of the proposition, we let 0 < α < 2, and choose any
differentiable curve x(t) : [0, 1] → Sr with x(0) = x0, x(1) = x1 and such that
|x(t) − y | is strictly increasing. In other words, we choose x(t) in such a way that
|x(t)| = r and 〈 d
dt
x(t), y〉 < 0 for all t. Now for a fixed t ∈ [0, 1], choose any
ψy ∈ ℜ(x(t), ϕy). Then Lemma 5.1 gives σy ∈ ℜ(x(t), ϕy) with
d
dt
G(x(t), σy) < 0.
By definition, G(x(s)) ≤ G(x(s), σy) for any s, and G(x(t)) = G(x(t), σy). Hence
lim sup
ǫ↓0
G(x(t+ ǫ))−G(x(t))
ǫ
≤ lim sup
ǫ↓0
G(x(t+ ǫ), σy)−G(x(t), σy)
ǫ
=
d
dt
G(x(t), σy) < 0.
The function G(x(t)) is continuous and satisfies the above strict inequality for each
t ∈ [0, 1], hence it must be strictly decreasing.
For G(x(t)), we similarly use σy ∈ ℜ(x(t), ϕy) and
d
dt
G(x(t), σy) < 0 to get
lim inf
ǫ↓0
G(x(t− ǫ))−G(x(t))
ǫ
≥ lim inf
ǫ↓0
G(x(t− ǫ), σy)−G(x(t), σy)
ǫ
= −
d
dt
G(x(t), σy) > 0.
We again see that G(x(t)) is strictly decreasing.
The case α > 2 can be proved in a similar fashion, and the proposition follows.
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6. Optimal Stopping problem for radially symmetric marginals. Finally,
armed with Proposition 5.2, we establish the main theorem. Recall that in view of
Corollary 4.3, we can assume for the minimization problem with 0 < α ≤ 1 that
µ ∧ ν = 0 without loss of generality.
Theorem 6.1. Suppose µ, ν are compactly supported, radially symmetric proba-
bility measures on Rd, d ≥ 2. Assume µ∧ν = 0 and µ({0}) = 0. Let c(x, y) = |x−y|α,
where 0 < α 6= 2. Then the solution for the optimization problem (1.1) under the
marginals µ, ν is unique and it is given by a non-randomized stopping time.
Proof. Fix 0 < α < 2, and let τ be a minimizer for (1.1). For x, y 6= 0 in Rd and
x 6= y, we define the barrier set:
Uyx = {z ∈ R
d : |z| = |y| and 〈x, y〉 < 〈x, z〉}.
We shall say that a pair (f, s) and (g, t) in S is forbidden if
f(0) = g(0) 6= 0 and ∃s′ < s such that f(s′) ∈ U
g(t)
g(0).
In words, a forbidden pair consists of a path that penetrates the barrier generated
by the other path. We denote by FP the set of forbidden pairs. First, we claim that
there exists Γ ⊂ S on which τ is concentrated, such that Γ does not admit any
“forbidden pair” that lies in Γ× Γ.
Indeed, choose a radially c-monotone Γ for τ as in Theorem 4.7 and suppose that
FP ∩ (Γ × Γ) 6= ∅. Then by the Markov property, the penetrating path yields a
subharmonic measure, namely the conditional probability, whose barycenter is at
the point where the barrier is hit. But this contradicts Corollary 5.2 and Proposition
4.7. Hence, FP ∩ (Γ× Γ) = ∅.
Now, we show that since Γ does not allow forbidden pairs, then every stopping time
concentrated on Γ is necessarily non-randomized, which clearly yield the uniqueness.
Indeed, let ξ be any stopping time in T (µ, ν) with ξ(Γ) = 1. Note that as µ∧ ν = 0
and µ({0}) = 0, we can assume that every stopped path (fx, s) ∈ Γ has s > 0 and
x 6= 0. Now we claim that since FP ∩ (Γ × Γ) = ∅, ξ must be of non-randomized
type.
Suppose not. Then there exists an element (fx, s) ∈ Γ such that the conditional
stopping time ξ(f
x,s) is nonzero. This means that the Brownian motion which has
followed the path fx up to time s > 0 will continue its motion at y := fx(s). Now
consider the barrier U := Uyx and note that, Brownian motion starting at y governed
by any non-zero stopping time will go through the surface U before its complete stop,
since y is on the boundary circle of U . This implies that there is a stopped path
(gy , t) ∈ S such that the concatenation (fx ⊕ gy, s+ t) ∈ Γ and for some s′ < s+ t,
(fx ⊕ gy)(s′) ∈ U . This means that the pair ((fx ⊕ gy, s + t), (fx, s)) ∈ Γ × Γ is a
forbidden pair, which is a contradiction.
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Therefore, every minimizer is of non-randomized type, and uniqueness follows in
the usual way, that is if τ and τ ′ are two minimizers and if their disintegrations do
not agree, i.e. τωx 6= τ
′
ωx for all ω
x ∈ B with P(B) > 0, then the stopping time τ+τ
′
2
must be of randomized type, which is a contradiction since it is obviously a better
minimizer.
The maximization problem when α > 2, can be proved in a similar fashion.
Remark 6.2. Let Γ be the radial c-monotone set on which the optimizer in
Theorem 6.1 is concentrated. The proof of Theorem 6.1 in fact tells us that, for the
minimization problem with 0 < α < 2 or the maximization problem with α > 2,
the optimal stopping time is given by the first time Brownian motion Bx hits the
following union of barriers
Ux := ∪yU
y
x , where y = f
x(s) for some (fx, s) ∈ Γ.
Moreover, by the uniqueness property and the radial symmetry of µ and ν, the
sets Ux’s are congruent under rotation, that is if M is an orthogonal matrix and
M(x) = x′, then M(Ux) = Ux′ .
For minimization problem with α > 2 or maximization problem with 0 < α < 2,
we have the same type of result, but the barrier will be reversed: it will be given by
Vx := ∪yV
y
x , where y = f
x(s) for some (fx, s) ∈ Γ,
where V yx is the reversed barrier
V yx = {z ∈ R
d : |z| = |y| and 〈x, y〉 > 〈x, z〉}.
This is due to the interchange of the superharmonic and subharmonic region of
the derivative of the gain function (5.1), according to the value of α. Also note that
when dealing with maximization problem, the inequalities (4.4) and (4.9) in the
monotonicity principles must be reversed.
Finally, we note that the ideas in this paper can be applied to costs that are more
general than the ones of the form |x−y|α considered in this paper. In particular, they
apply to a class of cost functions c(x, y) that are invariant under rotation and whose
directional derivatives ∇uc(x, y) in the x-variable have suitable sub/superharmonic
regions in the y-variable.
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