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Abstract
In this paper, we present and analyze methods for solving a system of linear equations over
idempotent semifields. The first method is based on the pseudo-inverse of the system matrix.
We then present a specific version of Cramer’s rule which is also related to the pseudo-inverse of
the system matrix. In these two methods, the constant vector plays an implicit role in solvability
of the system. Another method is called the normalization method in which both the system
matrix and the constant vector play explicit roles in the solution process. Each of these methods
yields the maximal solution if it exists. Finally, we show the maximal solutions obtained from
these methods and some previous methods are all identical.
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1 Introduction
Solving linear systems of equations is an important aspect of many mathematical problems and their
applications in various areas of science and engineering. Recently, idempotent semifields have been
finding applications in computer science, optimization theory and control theory (see [1], [6], [5]).
This makes linear system solution over idempotent semifields ever so important. In this work, we
intend to extend the solution methods presented in [3] and [7], namely, the pseudo-inverse method,
the extended Cramer’s rule, and the normalization method, to idempotent semifields.
The notion of semirings was first introduced by Vandiver [12] in 1934 as a generalization of rings,
where division and subtraction are not necessarily defined. A semiring (S,⊕,⊗, 0, 1) is an algebraic
structure in which (S,⊕) is a commutative monoid with an identity element 0 and (S,⊗) is a
monoid with an identity element 1, connected by ring-like distributivity. The additive identity 0 is
multiplicatively absorbing, and 0 6= 1. A commutative semiring in which every nonzero element is
multiplicatively invetrible is called a semifield.
We obtain maximal solutions through the proposed methods for solving linear systems over idem-
potent semifields if they exist. A maximal solution is determined with respect to the defined total
1
order on the idempotent semifield. Importantly, we prove that the maximal solutions obtained from
the presented methods are all identical.
In Section 3, we first present a necessary and sufficient condition based on the pseudo-inverse of
the system matrix, whenever the determinant of the system matrix in its idempotent semifield is
nonzero. We also propose the extended Cramer’s rule to find the maximal solution. Moreover, by
introducing the normalization method over idempotent semifields, we present an equivalent condition
on column minimum elements of the associated normalized matrix of a linear system to determine
the maximal solution.
Section 4 concerns the comparison of the maximal solutions obtained from the presented methods
in Section 3. We show that the pseudo-inverse method and the normalization method are equivalent.
Finally, we prove that the column minimum elements of the associated normalized matrix of a linear
system are the same as the maximal solution obtained from the LU -method, which is introduced in
[4].
2 Definitions and preliminaries
In this section, we give some definitions and preliminary notions. For convenience, we use N, and n
to denote the set of all positive integers, and the set {1, 2, · · · , n} for n ∈ N, respectively.
Definition 1. (See [2]) A semiring (S,⊕,⊗, 0, 1) is an algebraic system consisting of a nonempty
set S with two binary operations, addition and multiplication, such that the following conditions
hold:
1. (S,⊕) is a commutative monoid with identity element 0;
2. (S,⊗) is a monoid with identity element 1;
3. Multiplication distributes over addition from either side, that is a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c)
and (b⊕ c)⊗ a = (b ⊗ a)⊕ (c⊗ a) for all a, b, c ∈ S;
4. The neutral element of S is an absorbing element, that is a⊗ 0 = 0 = 0⊗ a for all a ∈ S;
5. 1 6= 0.
A semiring S is called commutative if a ⊗ b = b ⊗ a. It is zerosumfree if a ⊕ b = 0 implies that
a = 0 = b, for all a, b ∈ S.
Definition 2. A semiring S is called additively idempotent if a⊕ a = a, for every a ∈ S .
Definition 3. A commutative semiring (S,⊕,⊗, 0, 1) is called a semifield if every nonzero element
of S is multiplicatively invetrible.
Definition 4. The semifield (S,⊕,⊗, 0, 1) is idempotent if it is an additively idempotent, totally
ordered, and radicable semifield. Note that the radicability implies the power aq be defined for any
a ∈ S \ {0} and q ∈ Q (rational numbers). In particular, for any non-negative integer p we have
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a0 = 1 ap = ap−1a a−p = (a−1)p
The totally ordered operator “≤S” on an idempotent semifield defines the following partial order:
a ≤S b⇐⇒ a⊕ b = b,
that is induced by additive idempotency. Notice that the last partial order equips addition to an
extremal property in the form of the following inequalities
a ≤S a⊕ b, b ≤S a⊕ b,
which makes idempotent semifields zerosumfree, since we have a ≥S 0 for any a ∈ S.
The total order defined on S is compatible with the algebraic operations, that is:
(a ≤S b ∧ c ≤S d) =⇒ a⊕ c ≤S b⊕ d,
(a ≤S b ∧ c ≤S d) =⇒ a⊗ c ≤S b⊗ d,
for any a, b, c, d ∈ S. Throughout this article, we consider the notation “ ≥S ” as the converse of
the order “ ≤S ”, which is a totally ordered operator satisfying a ≥S b if and only if b ≤S a, for any
a, b ∈ S. Furthermore, we use “a <S b” whenever, a ≤S b and a 6= b. The notation “ >S ” is defined
similarly.
Definition 5. Let (S,⊕,⊗, 0S, 1S) be a semifield. A semivector space over a semifield S is a
commutative monoid (V ,+) with identity element 0V for which we have a scalar multiplication
function S × V −→ V, denoted by (s, v) 7→ sv, which satisfies the following conditions for all
s, s′ ∈ S and v, v′ ∈ V:
1. (s⊗ s′)m = s(s′v) ;
2. s(v + v′) = sv + sv′;
3. (s⊕ s′)v = sv + s′v;
4. 1Sv = v;
5. s0V = 0V = 0Sv.
The elements of a semivector space V are called vectors.
Let W be a nonempty subset of V . Then the expression
n∑
i=1
siωi with ωi ∈ W , for any i ∈ n is
a linear combination of the elements of W . Indeed, the nonempty subset W of vectors is called
linearly independent if no vector of W is a linear combination of other vectors of W . Otherwise, it
is a linearly dependent subset (see [10]).
Let S be an idempotent semifield. We denote the set of allm×n matrices over S byMm×n(S). For
A ∈Mm×n(S), we denote by aij and AT the (i, j)-entry of A and the transpose of A, respectively.
For any A,B ∈Mm×n(S), C ∈Mn×l(S) and λ ∈ S, we define:
A+B = (aij ⊕ bij)m×n,
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AC = (
n⊕
k=1
(aik ⊗ bkj))m×l,
and
λA = (λ⊗ aij)m×n.
It is easy to verify that Mn(S) := Mn×n(S) forms a semiring with respect to the matrix addition
and the matrix multiplication.
Definition 6. (See [13]) The set of all linear combinations of columns (rows) of an arbitrary matrix
A, denoted by Col(A) (Row(A)), is the column (row) space of A. The smallest n ∈ N for which
there exists a set of generator of Col(A) (Row(A)) with cardinality n is the column (row) rank of
A. The column rank and the row rank of a matrix over an idempotent semifield are not necessarily
equal.
Let A ∈Mn(S), Sn be the symmetric group of degree n ≥ 2 , and An be the alternating group on
n such that
An = {σ|σ ∈ Sn and σ is an even permutation}.
The positive determinant, |A|+, and negative determinant, |A|−, of A are
|A|+ =
⊕
σ∈An
n⊗
i=1
aiσ(i),
and
|A|− =
⊕
σ∈Sn\An
n⊗
i=1
aiσ(i).
Clearly, if S is a commutative ring, then |A| = |A|+ − |A|−.
Definition 7. Let S be a semiring. A bijection ε on S is called an ε-function of S if ε(ε(a)) = a,
ε(a⊕b) = ε(a)⊕ε(b), and ε(a⊗b) = ε(a)⊗b = a⊗ε(b) for all a, b ∈ S. Consequently, ε(a)⊗ε(b) = a⊗b
and ε(0) = 0.
The identity mapping: a 7→ a is an ε-function of S that is called the identity ε-function.
Remark 1. Any semiring S has at least one ε-function since the identical mapping of S is an
ε-function of S. If S is a ring, then the mapping : a 7→ −a, (a ∈ S) is an ε-function of S.
Definition 8. Let S be a commutative semiring with an ε-function ε, and A ∈ Mn(S). The ε-
determinant of A, denoted by detε(A), is defined by
detε(A) =
⊕
σ∈Sn
ετ(σ)(a1σ(1) ⊗ a2σ(2) ⊗ · · · ⊗ anσ(n))
where τ(σ) is the number of the inversions of the permutation σ, and ε(k) is defined by ε(0)(a) = a
and ε(k)(a) = ε(k−1)(ε(a)) for all positive integers k. Since ε(2)(a) = a, detε(A) can be rewritten in
the form of
detε(A) = |A|+ ⊕ ε(|A|−)
.
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Let (S,⊕,⊗, 0, 1) be an idempotent semifield, A ∈ Mm×n(S), and b ∈ Sm be a column vector.
Then the i−th equation of the linear system AX = b is
n⊕
j=1
(aij ⊗ xj) = (ai1 ⊗ x1)⊕ (ai2 ⊗ x2)⊕ · · · ⊕ (ain ⊗ xn) = bi.
Definition 9. A solution X∗ of the system AX = b is called maximal if X ≤ X∗ for any solution
X.
Definition 10. A vector b ∈ Sm is called regular if it has no zero element.
Without loss of generality, we can assume that b is regular in the system AX = b. Otherwise, let
bi = 0 for some i ∈ n. Then in the i−th equation of the system, we have aij ⊗ xj = 0 for any j ∈ n,
since S is zerosumfree. As such, xj = 0 if aij 6= 0. Consequently, the i−th equation can be removed
from the system together with every column Aj where aij 6= 0, and the corresponding xj can be set
to 0.
Definition 11. Let the linear system of equations AX = b have solutions. Suppose that Aj1 , Aj2 , · · · , Ajk
are linearly independent columns of A, and b is a linear combination of them. Then the corresponding
variables, xj1 , xj2 , · · · , xjk , are called leading variables and other variables are called free variables
of the system AX = b.
The degrees of freedom of the linear system AX = b, denoted by Df , is the number of free variables.
3 Methods for solving linear systems over idempotent semi-
fields
In this section, we present methods to solve a linear system of equations over an idempotemt semi-
field. Those methods are pseudo-inverse method, extended Cramer’s rule and normalization method,
which determine the maximal solution of the system. Throughout this section, we consider S as an
idempotent semifield.
Definition 12. Let A ∈ Mn(S) and ε be an ε-function on S. The ε-adjoint matrix A, denoted by
adjε(A), is defined as follows.
adjε(A) = ((ε
(i+j)detε(A(i|j)))n×n)T ,
where A(i|j) is the (n− 1)× (n− 1) submatrix of A obtained from A by removing the i-th row and
the j-th column.
Theorem 1. (See [9]) Let A ∈Mn(S). We have
1. Aadjε(A) = (detε(Ar(i⇒ j)))n×n,
2. adjε(A)A = (detε(Ac(i⇒ j)))n×n,
where Ar(i⇒ j) (Ac(i⇒ j)) denotes the matrix obtained from A by replacing the j-th row (column)
of A by the i-th row (column) of A.
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Definition 13. Let A ∈ Mn(S) and detε(A) be a nonzero element of S. Then the square matrix
detε(A)
−1adjε(A), denoted by A
−, is called the pseudo-inverse of A.
Corollary 1. Let A ∈Mn(S). Then the elements of the multiplication matrix AA− are
(AA−)ij = detε(A)
−1detε(Ar(i⇒ j)).
In particular, the diagonal entries of the matrix AA− are 1. Furthermore, the entries of the matrix
A−A are defined analogusly.
Proof.
(AA−)ii = detε(A)
−1(Aadjε(A))ii
= detε(A)
−1detε(Ar(i⇒ i))
= detε(A)
−1detε(A)
= 1
Pseudo-inverse method. First we introduce the pseudo-inverse method to obtain a maximal
solution of the linear system. In the following theorem, we present a necessary and sufficient condition
on the system matrix over idempotent semifields which is an extension of Theorem 3 in [3] for
“max−plus algebra ”.
Theorem 2. Let AX = b, where A ∈Mn(S), and b be a regular vector of size n. Then the system
AX = b has the maximal solution X∗ = A−b with X∗ = (x∗i )
n
i=1 if and only if (AA
−)ij ⊗ bj ≤S bi
for any i, j ∈ n.
Proof. Assume that X∗ = A−b is a maximal solution of the system AX = b. Then AA−b = b, that
is in the i-th equation of AA−b = b for any i ∈ n we have
((AA−)i1 ⊗ b1)⊕ ((AA−)i2 ⊗ b2)⊕ ((AA−)in ⊗ bn) = bi.
The induced partial order on the idempotent semifield S implies that (AA−)ij ⊗ bj ≤S bi for any
j ∈ n.
Conversely, suppose that (AA−)ij ⊗ bj ≤S bi for any i, j ∈ n. We prove that X∗ = A−b is a solution
of the system and it is maximal corresponding to the total order ≤S. Clearly, the i-th component
of the vector AX∗ is
(AX∗)i = (AA
−b)i
=
n⊕
j=1
((AA−)ij ⊗ bj) (3.1)
=
n⊕
j=1
j 6=i
((AA−)ij ⊗ bj)⊕ ((AA−)ii ⊗ bi) (3.2)
= bi.
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The equalities (3.1) and (3.2) are obtained from Corollary 1 and the assumption (AA−)ij ⊗ bj ≤S bi
for any i, j ∈ n, respectively. As such, X∗ is a solution of the system AX = b.
Now, we show that X∗ = A−b is the maximal solution of AX = b. Since AX∗ = b, the i-th equation
of the system A−AX∗ = X∗ in the form
((A−A)i1 ⊗ x∗1)⊕ · · · ⊕ x∗i ⊕ · · · ⊕ ((A−A)in ⊗ x∗n) = x∗i
yields the inequalities
(A−A)ij ⊗ x∗j ≤S x∗i (3.3)
for any j 6= i. We now consider another solution of the system such as Y = (yi)ni , that is AY = b
and therefore A−AY = X∗. There is no loss of generality to assume that yi 6= x∗i for some i ∈ n
and yj = x
∗
j for any j 6= i. Note that the i-th equation of the system A−AY = X∗ is
((A−A)i1 ⊗ x∗1)⊕ · · · ⊕ (A−A)ii ⊗ yi ⊕ · · · ⊕ ((A−A)in ⊗ x∗n) = x∗i .
Due to the induced partially ordered operator “ ≤S ” over idempotent semifields, we have (A−A)ii⊗
yi ≤S x∗i which implies yi <S x∗i , since (A−A)ii = 1 and yi 6= x∗i . Moreover, Y is a solution of the
system AX = b, so the inequalities 3.3 cannot be all proper. If all of them are proper, then
((A−A)i1 ⊗ x∗1)⊕ · · · ⊕ (A−A)ii ⊗ yi ⊕ · · · ⊕ ((A−A)in ⊗ x∗n) <S x∗i ,
which is a contradiction. In fact, if all of the inequalities (3.3) are proper, then X∗ is the unique
solution. Otherwise, suppose that (A−A)ij ⊗ x∗j = x∗i for some j 6= i. Then Y is a solution of the
system that satisfies Y ≤S X∗. Hence X∗ is a maximal solution.
In the following example, we use the necessary and sufficient condition (AA−)ij ⊗ bj ≤S bi for the
system AX = b to have the maximal solution X∗ = A−b.
Example 1. Let A ∈ M4(S), where S = Rmax,× = (R+ ∪ {0},max,×, 0, 1), and R+ be the set of
all positive real numbers. Then the defined total order on “max−times algebra” is the standard less
than or equal relation “ ≤ ” over R and the multiplication a× b−1, denoted by a
b
, is the usual real
numbers division. Consider the following system AX = b:


5 7 9 10
4 2 0 7
3 0 3 5
1 8 1 6




x1
x2
x3
x4

 =


27
16
12
24

 ,
where detε(A) = a13×a24×a31×a42 = 1512. Due to Corollary 1, we have (AA−)ij = detε(Ar(i⇒ j))
detε(A)
,
for any i, j ∈ {1, · · · , 4}. As such, AA− is
AA− =


1 107
40
21
7
8
4
9 1
4
3
7
18
1
3
5
7 1
7
24
8
21
6
7
8
7 1

 .
By Theorem 2, we must check the condition (AA−)ij × bj ≤ bi, for any i, j ∈ {1, · · · , 4}. In order
to simplify the computation procedure, we check (AA−)ij ≤ bi
bj
≤ 1
(AA−)ji
, for any 1 ≤ i ≤ j ≤ 4.
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Since these inequalities hold, for instance (AA−)12 ≤ 27
16
≤ 1
(AA−)21
, the system AX = b has the
maximal solution X∗ = A−b:
X∗ =


1
9
5
21
1
3
7
72
1
21
3
28
1
7
1
8
1
9
10
63
40
189
7
72
4
63
1
7
4
21
1
18




27
16
12
24

 =


4
3
3
16
7

 .
Extended Cramer’s rule. We know that in classic linear algebra over fields, commutative rings
and in a fortiori over commutative semirings (see [11]), Cramer’s rule is a useful method for deter-
mining the unique solution of a linear system whenever the system matrix is invertible. Furthermore,
Sararnrakskul proves that a square matrix A over a semifield is invertible if and only if every row
and every column of A contains exactly one nonzero element ( see [8]). As such, Cramer’s rule can
be used only for this type of matrices over an idempotent semifield. Now, we introduce a new version
of Cramer’s rule to obtain the maximal solution of a linear system, based on the pseudo-inverse of
the system matrix. In the next theorem, we present the extended Cramer’s rule over idempotent
semifields whenever the ε-determinant of the system matrix is nonzero, which is an extension of
Theorem 4 in [3].
Theorem 3. Let A ∈Mn(S), b be a regular vector of size n, and detε(A) 6= 0. Then the following
statements are equivalent:
1. the system AX = b has the maximal solution X∗ = (detε(A)
−1 ⊗ detε(A[i]))ni=1, and
2. (AA−)ij ⊗ bj ≤S bi for any i, j ∈ n,
where A[i] is the matrix obtained from replacing the i-th column of A by the column vector b.
Proof. Due to Theorem 2, the inequalities (AA−)ij ⊗ bj ≤S bi for every i, j ∈ n are necessary and
sufficient conditions for the system AX = b to have the maximal solution X∗ = A−b. Consequently,
x∗i = (A
−b)i
= detε(A)
−1 ⊗ (adjε(A)b)i
= detε(A)
−1 ⊗ (
n⊕
j=1
((adjε(A))ij ⊗ bj))
= detε(A)
−1 ⊗ (
n⊕
j=1
(detε(A(j|i)) ⊗ bj))
= detε(A)
−1detε(


a11 · · · a1(j−1) b1 a1(j+1) · · · a1n
...
...
...
...
...
an1 · · · an(j−1) bn an(j+1) · · · ann

) (3.4)
= detε(A)
−1 ⊗ detε(A[i]),
where the equality (3.4) is obtained from Laplace’s theorem for semirings (see Theorem 3.3 in [9]).
8
The normalization method for solving a system of linear equations over “max−plus algebra” is
already introduced in [7]. Here, we extend this method to idempotent semifields. To this end, we
start by defining the following normalization method.
Normalization method. Consider the linear system AX = b, where A ∈Mm×n(S), b is a regular
vector of size m and X is an unknown vector of size n. Let the j-th column of A, denoted by Aj , be
a regular vector of size m, for any j ∈ n. In fact, the system matrix, A, contains no zero element.
Then the normalized matrix of A is
A˜ =
[
Aˆ−11 A1 Aˆ
−1
2 A2 · · · Aˆ−1n An
]
,
where Aˆj = m
√
a1j ⊗ · · · ⊗ amj , for any j ∈ n. The normalized vector of the regular vector b is
defined similarly as follows.
b˜ = bˆ−1b,
where bˆ = m
√
b1 ⊗ · · · ⊗ bm. As such, the normalized system corresponding to the system AX = b,
denoted by A˜Y = b˜, is obtained as follows.
AX = b ⇒
n⊕
j=1
(Ajxj) = b
⇒
n⊕
j=1
(Aj(Aˆ
−1
j ⊗ Aˆj ⊗ xj)) = (bˆ⊗ bˆ−1)b
⇒
n⊕
j=1
(A˜j(Aˆj ⊗ xj)) = bˆb˜
⇒
n⊕
j=1
(A˜j(Aˆj ⊗ bˆ−1 ⊗ xj)) = b˜
⇒
n⊕
j=1
(A˜jyj) = b˜
⇒ A˜Y = b˜,
where Y = (Aˆj ⊗ bˆ−1)X . The i-th equation of the normalized system A˜Y = b˜ is
(a˜i1 ⊗ y1)⊕ · · · ⊕ (a˜in ⊗ yn) = b˜i,
which implies yj ≤S b˜i, for any i ∈ m and j ∈ n. The associated normalized matrix of the system
AX = b can be defined as Q = (qij) ∈ Mm⊗n(S) with qij = b˜i ⊗ a˜−1ij . We choose yj as the
minimum element of the j-th column of Q with respect to the order “ ≤S ”. Note further that in the
normalization process of column Aj , we disregard zero elements, that is if aij = 0 for some i ∈ m
and j ∈ n, then
Aˆj = m
√
a1j ⊗ · · · ⊗ a(i−1)j ⊗ a(i+1)j ⊗ · · · ⊗ amj .
and a˜ij = 0 ⊗ Aˆ−1j = 0. As such, we set qij := 0−, where a <S 0− for any a ∈ S. The j-th column
minimum element of Q is therefore determined regardless of qij . Thus, without loss of generality,
we consider every column of the system matrix to be regular.
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In the next theorem, we present a necessary and sufficient condition on the column minimum
elements of the associated normalized matrix to solve the systems A˜Y = b˜ and consequently AX = b,
since we choose yj as the j-th column minimum element, for any j ∈ n.
Theorem 4. Let AX = b be a linear system of equations with A ∈ Mm×n(S) and the regular m-
vector b. Then the system AX = b has solutions if and only if every row of the associated normalized
matrix Q contains at least one column minimum element.
Proof. Let the system AX = b have solutions. Assume that the i-th row of Q contains no column
minimum element, that is yj 6= qij and so yj <S b˜i ⊗ a˜−1ij , for any j ∈ n. Thus, in the i-th equation
of the system A˜Y = b˜ we have
n⊕
j=1
(a˜ij ⊗ yj) <S b˜i,
which implies the system A˜Y = b˜ and consequently the system AX = b have no solution and is a
contradiction.
Conversely, suppose that every row of Q contains at least one column minimum element, that is for
every i ∈ m, there exist some k ∈ n such that yk = b˜i ⊗ a˜−1ik . Then the i-th equation of the system
A˜Y = b˜, for every i ∈ m is as follows
n⊕
j=1
(a˜ij ⊗ yj) =
n⊕
j=1
j 6=k
(a˜ij ⊗ yj)⊕ (a˜ik ⊗ yk)
=
n⊕
j=1
j 6=k
(a˜ij ⊗ yj)⊕ b˜i (3.5)
= b˜i,
where the equality (3.5) is obtained from choosing yj as the j-th column minimum element of the
matrix Q. That means the system A˜Y = b˜ and consequently, the system AX = b has solutions.
Indeed, the obtained solution X = ((Aˆi ⊗ bˆ−1i )⊗ yi)ni=1 of the system AX = b is maximal.
Remark 2. The normalization method and the associated normalized matrix of a linear system
provide comprehensive information which enables us to compute the degrees of freedom and determine
the column rank and the row rank of a matrix. These applications over idempotent semifields are
similar to the descriptive methods stated in [7] over “max−plus algebra”.
Equivalence classes of matrices. Let A,A′ ∈ Mm×n(S). We say A is equivalent to A′ if the
j-th column of A′ is a scalar multiple of the j-th column of A, for any j ∈ n, that is
A ∼ A′ ⇐⇒ A′ =
[
α1A1 · · · αnAn
]
,
for some α1, · · · , αn ∈ S \ {0}. As such, the equivalence class of A is
[A] = {A′ ∈Mm×n(S)|A ∼ A′}.
The equivalence relation on vectors is defined analogously.
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4 Equivalance of the solution methods
In this section, we show that the presented solution methods in the previous section are equivalent
and their maximal solutions are identical.
In the next theorem, we intend to show the equivalence of the pseudo-inverse method and the
normalization method for solving a linear system.
Theorem 5. Let AX = b, where A ∈Mn(S), and b be a regular vector of size n. If (AA−)ij⊗bj ≤S
bi, for any i, j ∈ n, then (A−b)k = bi ⊗ a−1ik , for some i ∈ n and for any k ∈ n.
Proof. By Theorem 2, the inequalities (AA−)ij ⊗ bj ≤S bi implies that the system AX = b have
solutions. Due to Theorem 4, every row of the associated normalized matrix Q contains at least
one column minimum element. As such, the maximal solution of the system AX = b through the
normalization method is X• = (x•k)
n
k=1, where
x•k = b˜i ⊗ a˜−1ik ⊗ bˆ⊗ Aˆ−1k = bi ⊗ a−1ik ,
for some i ∈ n. Let A− = (a−ij), then the inequalities (AA−)ij ⊗ bj ≤S bi implies that
n⊕
k=1
(aik ⊗ a−kj)⊗ bj ≤S bi, ∀i, j ∈ n
⇒
n⊕
k=1
(aik ⊗ a−kj ⊗ bj) ≤S bi, ∀i, j ∈ n
⇒ a−kj ⊗ bj ≤S bi ⊗ a−1ik , ∀i, j, k ∈ n
⇒
n⊕
j=1
(a−kj ⊗ bj) ≤S bi ⊗ a−1ik , ∀i, k ∈ n
⇒ (A−b)k ≤S bi ⊗ a−1ik , ∀i, k ∈ n. (4.1)
On the other hand, X∗ = A−b is the maximal solution of the system AX = b. As such, x•k =
bi ⊗ a−1ik ≤S (A−b)k, for any k ∈ n. This inequality and (4.1) lead to (A−b)k = bi ⊗ a−1ik , for
some i ∈ n and any k ∈ n. Consequently, these two methods have the same maximal solution,
X• = X∗
Example 2. Consider the linear system AX = b given in Example 1. We want to solve the system
through the normalization method. To this end, we must construct the associated normalized matrix
Q = (b˜i ⊗ a˜−1ij ) of the system AX = b. Since the column minimum elements of Q form the maximal
solution of the normalized system A˜Y = b˜ and the maximal solution of the system AX = b is
X = (xi)
4
i=1, where xi = (bˆ ⊗ Aˆ−1i ) ⊗ yi, for any i ∈ {1, · · · , 4}. Without loss of generality, we
can consider the matrix Q′ = ((b˜i ⊗ a˜−1ij ) ⊗ (bˆ ⊗ Aˆ−1i )) = (bi ⊗ a−1ij ) which is equivalent to Q with
coefficients bˆ⊗ Aˆ−1i ∈ S \ {0}, for any i ∈ {1, · · · , 4}. It suffices to check the condition of Theorem 4
on the column minimum elements of Q′:
Q′ =


27
5
27
7 3
27
10
4 8 0−
16
7
4 0− 4 125
24 3 24 4


.
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Clearly, every row of Q′ contains at least one column minimum element. Now, the boxed entries of
Q′ form the maximal solution of the system AX = b as
X∗ =


4
3
3
16
7

 ,
which is the same as the maximal solution of pseudo-inverse method.
Remark 3. Theorems 5 and 3 imply that the maximal solutions obtained from the normalization
method and the extended Cramer’s rule should be the same.
The notion of generalized LU -factorization and the method for solving linear systems through
LU -factorization over idempotent semifields are presented in [4]. The following theorem proves that
the maximal solutions of LU -method and the normalization method are the same.
Theorem 6. Let A ∈ Mn(S), A have generalized LU -factorization and b be a regular n-vector. If
aik ⊗ a−1kk ≤S bi ⊗ b−1k and a(n−j)l ⊗ a−1ll ≤S b(n−j) ⊗ b−1l for every 2 ≤ i ≤ n, 1 ≤ k ≤ i − 1,
1 ≤ j ≤ n − 1, and n − j + 1 ≤ l ≤ n, then the k-th column minimum element of the associated
normalized matrix Q is b˜k ⊗ a˜−1kk .
Proof. Due to the extended version of Theorem 8 in [4], the assumed inequalities imply that the
linear system AX = b have the maximal solution X∗ = (bk ⊗ a−1kk )nk=1. By Theorem 4, every row of
Q contains at least one column minimum element. The assumption aik ⊗ a−1kk ≤S bi ⊗ b−1k , for any
2 ≤ i ≤ n and 1 ≤ k ≤ i− 1 implies that bk ⊗ a−1kk ≤S bi ⊗ a−1ik and therefore
(bˆ−1 ⊗ bk)⊗ (Aˆk ⊗ a−1kk ) ≤S (bˆ−1 ⊗ bi)⊗ (Aˆk ⊗ a−1ik ),
which means
b˜k ⊗ a˜−1kk ≤S b˜i ⊗ a˜−1ik , (4.2)
for any 2 ≤ i ≤ n and k < i, since the total order “ ≤S ” is compatible with multiplication.
It suffices to show that the inequality (4.2) holds for any k > i. Letting i := n− j and k := l, we
can rewrite the inequalities a(n−j)l ⊗ a−1ll ≤S b(n−j) ⊗ b−1l as the inequalities aik ⊗ a−1kk ≤S bi ⊗ b−1k ,
for any 1 ≤ i ≤ n− 1 and k > i. Now, the compatibility with multiplication leads to
bk ⊗ a−1kk ≤S bi ⊗ a−1ik
and
b˜k ⊗ a˜−1kk ≤S b˜i ⊗ a˜−1ik .
Hence, b˜k ⊗ a˜−1kk is the k-th column minimum element of Q.
Remark 4. Note that the maximal solution of the linear system AX = b obtained from the normal-
ization method in Theorem 6 is
X = (b˜k ⊗ a˜−1kk ⊗ bˆ⊗ Aˆ−1k )nk=1 = (bk ⊗ a−1kk )nk=1,
which is the same as the maximal solution obtained from the LU -method.
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Example 3. Let A ∈ M4(S) where S = Rmin,× = (R+ ∪ {+∞},min,×,+∞, 1) and R+ be the set
of all positive real numbers. Consider the following system AX = b:


1 6 9 8
6 2 7 5
9 7 1 7
8 5 6 3




x1
x2
x3
x4

 =


4
6
1
6

 ,
which is given in Example 6 of [4]. The system has already been solved through the LU -method and
its maximal solution is
X∗ =


4
3
1
2

 .
Now, we solve the system by the normalization method. Without loss of generality, we consider
the matrix Q′ = (bi ⊗ a−1ij ), which is equivalent to the associated normalized matrix of the system
AX = b. Its column minimum elements determine the maximal solution of the system:


4 23
4
9
1
2
1 3 67
6
5
1
9
1
7 1
1
7
3
4
6
5 1 2

 ,
where the column minimum elements of Q′ are boxed with respect to the total order “ ≤S ” on
“min−times algebra” as the standard greater than or equal relation “ ≥ ” over R. Thus, these
elements form the maximal solution of the system, which is the same as the solution obtained from
the LU -method.
5 Concluding Remarks
In this paper, we extended the solution methods such as the pseudo-inverse method, the extended
Cramer’s rule and the normalization method to idempotent semifields. Applying each of these
methods, we determined the maximal solution of a linear system. Importantly, we proved that the
maximal solution obtained from the LU -method and the above-mentioned methods are identical.
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