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A dependence relation is trivial when a single point which depends on a pair of 
independent points depends on just one of them. In this paper we survey some of 
the salient features of this simple but important concept and then discuss some of 
the major applications of it in stability theory. Although the actual study of trivial 
types is rather trivial the pursuit of them is an exciting game. One reward for 
playing this game is a quicker calculation of the number of models of an o-stable 
theory without the dimensional order property. 
This paper amalgamates everal sections from Baldwin’s forthcoming book on 
stability theory. Our discussion of trivial types clarifies the proof of the result on 
the spectrum problem and allows for several improvements. The improvements in 
the proof of the main gap results came about during long discussions between the 
authors and later with Buechler. 
Shelah has shown that each theory which is not superstable has the maximal 
number of models in each uncountable power. Moreover, superstable theories 
with the dimensioi_al order property have the maximal number of models in each 
uncountable power [ll, 71. We assign an invariant to each theory without the 
dimensional order property, the depth of T, which bounds the complexity of a 
tree which decomposes a model of T. If this depth is infinite and X, > X,, 
I(&, K) was calculated by Harrington and Makkai [7] following Shelah [ll]. We 
extend that result here by requiring in the infinite depth case only that X, 3 xz. 
The proof of the finite depth case was given by Saffe [lo]. The methods of the 
proof here are extended to that case in Chapter XVIII of [l]. We also answer 
there a question of Saffe by giving a classification of the countable o-stable 
theories with finite depth which accounts for the spectrum in both countable and 
uncountable powers. Section 1 of this paper contains some technical results about 
trivial types. Section 2 describes the properties of the trees which form skeletons 
of theories with ndop, counts the number of such trees, and thus describes an 
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upper bound on the number of models of theories without the dimensional order 
property. Most of this is included in [7] but the notation here is simpler. Thus, we 
give few proofs in Section 2. In Section 3 we use the results of Section 1 to prove 
the lower bounds on the number of models of an w-stable theory with ndop. For 
the (many) cases where these lower bounds agree with the upper bounds we have 
the solution of the spectrum problem. In addition to the mild improvement in the 
proof we hope that the exposition here clarifies the the structure of the solution to 
the spectrum problem. 
The concept of a trivial dependence relation arises in several contexts. Baldwin 
observed in [2] that if a recursive dependence structure in the sense of Metakides 
and Nerode is trivial, then the recursion theory reduces to the theory of r.e. sets. 
A disintegrated strictly minimal set [6] is one where the dependence relation is so 
trivial as to be essentially absent. The relation of nonorthogonality between 
stationary types defines a trivial dependence relation. In fact it is (strongly) trivial 
in the sense that if p I t(d; A) and p I t(b; A), then we need only assume that ti 
and 6 are independent over A to conclude p I t(ti%; A). Finally, Lascar [8] 
proved that the dimensional order property is equivalent to the assertion that the 
relation p 1 A is nontrivial. 
The structure theory for first-order theories T such that second-order logic 
cannot be interpreted into the monadic theory of T is simple essentially because 
all types in sight are trivial. In [3] it is shown that such a theory is biinterpretable 
with a class of labeled trees. This stronger result gives one way to formalize the 
insight that the main gap theorems prove much more than just the calculation of 
the spectrum functions. 
This paper is formulated for a class K of models which are saturated for an 
isolation relation I. There are two principal cases: T is o-stable, Z is the ordinary 
notion of isolation and K = AT (for Atomic) is the class of all models; T is 
superstable, Z is F&., or as we denote it S-isolated, and K is the class of (choose 
your favorite notation) a-models, E-saturated models, S-saturated models, 
FZ,,, -saturated models. We denote by Z(K, K) the number of K-models of T with 
power K and by Z*(K, K) the number of K-models of T with power at most K. 
A,(Z) is the least cardinal in which Z-saturated models exist. To treat these two 
classes uniformly we use the expression K-strongly regular to mean ‘regular’ 
when ‘S’ is substituted for K and ‘strongly regular’ when ‘AT’ is substituted for K. 
Our notation generally follows [9]. Divergences are to [l]. In particular, we 
write p _L q to denote orthogonality of two types but p -I A to indicate p is 
orthogonal to every type over A. For M E K and any set A we write M[A] for the 
K-prime model over M UA. As in [9], we use p Iw q and p la q for the ‘weak 
orthogonality’ and ‘almost orthogonality’ respectively. That is, if p, q E S(A), 
then p y”q means there exist realizations a of p and b of q which are dependent 
over A while p ,P q if p(Z) U q(J) is not a complete type. Naturally, if either p or 
q is stationary these are equivalent. Thus, being almost orthogonal is an important 
strengthening of being not orthogonal. We will show that trivial weight one types 
are not orthogonal if and only if they are not weakly (almost) orthogonal. 
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If p is a type over A E M we write p(M) for the set of realizations of p in M. If, 
in addition, p is stationary, we write pM for the unique nonforking extension of p 
to a complete type over M. Following [9], we say B dominates C over A and write 
B DA C if every set which is independent from B over A is also independent from 
C over A. We say a type p is strongly based on A G domp if p does not fork over 
A and p (A is stationary. 
We let Jt denote the ‘monster model’, a large saturated model in which all the 
action transpires. For safety, we assume throughout that T is superstable. Note, 
for example, that the proof given of Theorem 1.8 relies on superstability while 
that of Lemma 1.4 does not. 
We thank the referee for pointing out a number of gaps in the earlier version of 
Section 1. 
1. Triviality of forking 
In this section we develop the general properties of trivial types. There are 
several reasons for isolating these properties. First, the lemmas proved here can 
be directly applied in a number of situations where earlier authors reproved 
special cases of them. Three such situations are the proof that a theory with the 
dimensional order property has the maximal number of models, the proof of 
Vaught’s conjecture, and the calculation of the spectrum of a theory without the 
dimensional order property. We develop the third case in Section 3 of this paper. 
The study of modular and locally modular types (as in [6] and [5]) can be viewed 
as generalizing some of the properties described here. (Of course, historically, the 
process was exactly the opposite.) 
In the beginning of this section we examine the effect on triviality of assuming 
that, in addition, the type is regular or has weight one. This culminates in 
Theorem 1.8 whch implies that if p and q are non-orthogonal trivial weight one 
types in S(A), and M is K-prime over both A Up(M) and A Uq(M), then 
forking defines a bijection between a basis for the realizations of p and a basis for 
those of q. This is a key fact for our argument in Section 3. We discuss briefly the 
concept of a totally trivial type which plays a major role (though not by that 
name) in [3]. We conclude Section 1 with a further remark on trivial types which 
is not used here but plays a vital role in the proof of the Vaught and Morley 
conjectures for o-stables theories. 
1.1. Definition. The stationary type p E S(A) is trivial if for any nonforking 
extension p’ of p, any three pairwise independent realizations of p’ are in fact 
independent. 
We call a triple of points which form a counterexample to triviality a triangle. 
Clearly, if p is trivial so is any nonforking extension of p. Given a triple (ii, 6, E) 
of realizations of p E S(A) and B ?A, we can choose (a’, 6’, 2’) with 
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ti’%‘Y LA B. Since the first triple is a triangle over A if and only if the second is 
a triangle over B we deduce the invariance of triviality under nonforking 
extensions. 
1.2. Proposition. If p’ is a nonforking extension of p, then p is trivial if and only 
if p ’ is trivial. 
Using this fact, it is easy to prove the following proposition by induction. 
1.3. Proposition. If p is a trivial type and I is a set of pairwise independent 
realizations of p, then I is independent. 
When p is regular we can extend the triviality property to sets which do not 
realize p. 
1.4. Lemma. Let p E S(A) be trivial and regular. If ti realizes p and for some B,, 
B1 with B,,JAB1, ti$ABoUB1, thend&B1ord&B1. 
Proof. Without loss of generality we can replace A by a strongly K(T)-saturated 
model M. With this replacement, p denotes t(C; M). For i = 1, 2, let Di = 
p(M[Bi]) and choose Xi cM[B,] to be maximal SO that Q JMXi. Then, 
p I t(Xi, M). For, if not, p would be realized in M[Xi] E M[B,] contradicting 
Di liu M(Xi]. NOW since Xr Jw X2, p I t(X1 U X2; M). Thus, d f,,,, B U C implies 
r5&fD,UDp For, if ti JM(D1 UD,), ii lM(X1 UX2UD1 UD,) and thus 
d AwMIBo, B,]. So by triviality of p, a fM D, or ti fMD2. But the first implies 
a &, BO and the second implies ti & B1 so we finish. 
The following corollary is almost immediate. 
1.5. Corollary. Suppose that I is a set of realizations of the trivial regular type 
p E S(A) and that I is independent over A. If each element of I is independent from 
b over A, then I is an independent set over B. 
Proof. Since p is trivial, it suffices to show that I is pairwise independent over B. 
Thus, it is enough to show that if a, b E I, then a iA B U b. But by Lemma 1.4, 
the last assertion follows from a iA B, b JA B, and a JA b, which all hold. 
If we weaken the hypothesis on p in the last result to ‘p has weight one’, then 
we can regain the theorem by strengthening the requirements on B and C. To 
accomplish this aim we must be able to transfer triviality amongst nonorthogonal 
weight one types. 
1.6. Lemma. If p and q are nonorthogonal weight one types and q is trivial, then 
p is trivial. 
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Proof. Without loss of generality, assume that p and 4 are in S(M) for some 
strongly K(T)-saturated model M. Since p and 4 are nonorthogonal, they are not 
almost orthogonal. Thus we can define a map f from p(d) into q(A) such that 
a fMf(a). Since q has weight one, if al and a2 are independent so are f(ar) and 
u2. Now we can see that f preserves pairwise independence. For if a, and u2 were 
independent but f(uJ and f(uz) were not, the assumption that tCf(ul); M) has 
weight one would be contradicted. Now, suppose that {ai, u2, u3} is a triangle in 
p. We will show this implies {f(u,),f(u,),f(u,)} is a triangle in q and finish. If 
not, since p has weight one ~~~~Mf(u,)-f(u~) and so f(~~)~~f(u~)-u~. If u2 
depends on {f(u,), u3} we contradict the hypothesis that the weight of t(u2; M) is 
one. But if {u2, f(u,), u3} is an independent set, since a1 depends on each of 
{u2, u3} and f(u,), we again contradict the assumption that p has weight one. 
(The general form of this last argument appears as Theorem X111.2.9 in [l].) 
Another easy consequence of Lemma 1.4 strengthens the triviality of forking to 
include all realizations of trivial regular types. 
1.7. Corollary. Zf p and q are trivial regular types, then forking is trivial on 
P(h) lJ q(A). 
Now we can obtain the promised extension of Lemma 1.4 to weight one types. 
It is easy to show that if an element depends on a set of independent realizations 
of a trivial type, then it depends on a subset with only one or two elements. We 
show that the two element possibility can be avoided. 
1.8. Theorem. Zf a {M cl-c2 with cl lw c2, t(u; M) is trivial, and the type of each 
of u, cl, c2 over M has weight one, then a CM cl or a $M c2. 
Proof. Without loss of generality, we assume that M is strongly K(T)-saturated. 
Let p = t(u; M) and suppose for contradiction that a depends on neither ci nor c2 
over M. Since p Y t(c,-c2; M), p is realized by some a’ E M[c,, c2]. Form 
M[u’] -C M[cl, c2] and choose d E M[u’] to realize a regular type q over M. Then 
p Yq so by Lemma 1.6, q is trivial. Since d E M[c,, c,], d $Mc1-c2. Applying 
Lemma 1.4, we can assume without loss of generality that d depends on c1 over 
M. Since t(d; M) has weight one, d and c2 are independent. If d depends on a 
over M, transitivity of forking on weight one types yields the result. But if a and d 
are independent, applying Lemma 1.4 again, we have d I,,., u-c,. Thus, d lwUC2 a. 
But a $,,, cl -c2 and a JM c2 implies a fMvC2 cl. Similarly, d $,,,, cl -c2 and d JM c2 
implies d fMUC2 cl. The last three assertions contradict the hypothesis that 
t(c,; M U c2) has weight one so we finish. 
In Section 3, we rely heavily on the following observation which is immediate 
from Theorem 1.8 and the remark preceding it. Suppose Z and .Z are independent 
214 J. T. Baldwin, L. Harrington 
sequences realizing trivial weight one types p, q E S(A) such that each ri E Z 
satisfies rS {A .Z and each 6 E J satisfies 6 CA I. Then a & 6 establishes a l-l 
correspondence between Z and .Z. For, by triviality (i.e., Theorem 1.8) each G 
depends on some 6 and by weight one, (5 depends on only one. The following 
Corollary restates this observation. 
1.9. Corollary. Zf p, q E S(A) are trivial weight one types, then p J! q implies 
P Y”q* 
Proof. By, e.g. Corollary VI.2.18 of [l], p Iq implies there are finite independ- 
ent sequences E, F of realizations of p, q, respectively, so that t(E; A) ,k!” t(F; A). 
But since p and q are trivial, Theorem 1.8 yields that for some e E E, f E F, e $, f 
and we finish. 
While this last property requires only that p and q have weight one, the next 
attribute holds for regular trivial types but not for general weight one trivial 
types. 
1.10. Definition. The type p E S(A) is totally trivial if for any (a, 6, c) realizing 
p, if G $A 62, then G CA t or ri $, 6. 
The following proposition just restates one of the equivalent definitions of 
regularity. 
1.11. Proposition. Every regular trivial type is totally trivial. 
The next example shows the necessity of regularity for the last proposition. 
Let the language of T contain unary predicates R (for regular) and W (for 
weight one), a binary relation E, and a ternary relation S. For simplicity, in the 
following description we identify each relation symbol of L with its interpretation 
in a model of T. Roughly, a model of T consists of two sets R and W. There is an 
equivalence relation with infinitely many infinite classes on W. Each class is 
named by an element of R. There is a graph defined on the elements of W. Each 
component of the graph lies in a single equivalence class. The graph is symmetric 
and contains no cycles. Finally, each edge is labeled by an element of R. For each 
element a of W and each element b of R, exactly one other element of W is 
connected to a by an edge labeled by b. 
More formally, E c R x W; each element of R is connected via E with 
infinitely many elements of W but each element of W is connected to exactly one 
element of R. Moreover, S G R X W X W. If (r, w,, y) E S, then (r, y, wI) E S. 
Thus, the projection of S on W x W defines a symmetric graph on W which has 
no cycles and connects only points in the same equivalence class defined by R and 
E. The first coordinate of S determines a labeling of the edges of this graph by 
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elements of R. Namely, each point will be related to infinitely many other points 
by the relation (Yx)R(x) A S(x, y, z). There is a l-l correspondence between the 
points in R and the points related to an element a. That is, for each a E W, L is a 
l-l map from R to the neighbors of a in the graph given by&) is the unique z 
such that S(x, a, z). 
Now we claim, first, T is o-stable. To verify this one must first check that (after 
adding predicates which indicate the distance between pairs of points in the graph 
and the possible equalities among the labels of the edges of a path connecting the 
pair) T admits elimination of quantifiers and then count types. Second, each 
l-type containing R(x) is regular and trivial. Here are two key observations to 
support this claim. Any permutation of R which preserves the number of 
components in the graph associated with a point of R extends to an automorph- 
ism of the model. Any permutation of an equivalence class which is a 
homomorphism for the expanded language extends to an automorphism of the 
model. 
But, some l-types which contain W(x) have weight one and are trivial but are 
not totally trivial. If W(x) E q E S(M), then the Morley rank (or U-rank) of q is 
determined by the ‘distance’ of a realization of q from M. It is easy to check that 
the rank of q is at most o + 1 and this rank is attained by the type 4 which asserts 
that x is not related by E to any element of 44. Now, if u, b E W realize 4, they 
are independent over M if and only if they are in distinct classes of the partition. 
Thus, forking is trivial on 4. But, suppose a and B are in the same class of the 
partition and there exists a c E R with S(c, a, b) and lE(c, a). Then for any d E W 
with E(c, d), d is independent from each of a and b but depends on a-b. 
Although not needed for the discussion of the spectrum in this paper, the next 
property of a trivial regular type provides important information for the proof of 
the Vaught and Morley conjectures for countable o-stable T. 
1.12. Lemma. Let p, q E S(A) be stationary trivial types with p ,k! q. Suppose p is 
regular and for some +, (q, C#J) is strongly regular. Then for every b realizing p 
and every M 2 A U b, there is a c E M which realizes q and b $A c. 
Proof. By Theorem 1.9, p ,Pq. Let b realize p and choose d realizing q with 
b & d. Then there is a formula ~(x, y) such that for any e, kq(b, e) implies 
b & e. Fix M 2 A U b and choose c E M so that k+(c) A v(b; c). Since (q, $) is 
strongly regular either c realizes q and we finish or t(c; A) I q. But t(c; A) ,Yp 
and p ,L q so, since p is regular, t(c; A) Y q. 
2. Decompositions and lower bounds 
We now turn to the spectrum problem for theories without the dop. We begin 
with a discussion of the skeleton of a model which can be constructed if T does 
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not satisfy DOP. The description of the skeleton differs from [7] only in notation. 
To compute the number of K-models of T which have power at most K, 
(Z*(K, K)), we consider the number of trees which might appear as skeletons of 
such a model. The decomposition theorem, Theorem 2.9, shows each model has 
such a skeleton. The first hope is that there might be a l-l correspondence 
between the trees and the models. This hope fails on two counts. First, the model 
is prime over a tree of submodels and the isomorphism type of this structure 
depends not only on the partial order of the submodels but on their individual 
isomorphism types. This problem can be solved by replacing the trees by labeled 
trees where the labels represent the types realized in the constituent models. Thus 
one constructs a map from labeled trees onto models and obtains an upper bound 
on the number of possible models. We summarize this procedure without proof in 
this section. Secondly, a model may admit of more than one decomposition. We 
address this problem in Section 3. 
We begin by establishing some notation for the trees that will form the skeletons 
of the decomposition. Informally, a tree is a partially ordered set which is 
isomorphic to a subset of (A<, , s) for some infinite A. We give a more formal 
definition below, but these are the structures to remember. For any element a of 
a tree, we will need to discuss the cone above a (denoted a,) and the first n levels 
of that cone (denoted a?). 
2.1. Notation. (i) A partial order (A, <) is a tree if no pair of incomparable 
elements has a common upper bound. 
Thus in a tree the set of predecessors of each element is linearly ordered by the 
induced ordering. 
(ii) In a tree (A, <), we denote by a- the predecessor of a. If b- = u we may 
write u Cl b or b D a and say ‘a precedes b’ or ‘b succeeds a’. By an ideal in a tree 
we mean a subset whch is closed under predecessor. 
(iii) Define by induction a: = {b : b D u} and for each n, a:+’ = lJb D ~ b:. Let 
a, = lJ,<, a:. Finally a, = a, U {a}. Similarly we can define a, and a,. We let 
a# denote the set of elements incomparable to a. 
(iv) A well-founded tree is a tree (A, <) such that for each a E A, a, is 
wellordered. The ordinal of this wellordering is called the height of a, and 
denoted ht(u). If each element has at most k successors we call A the width of the 
tree. Note that the cardinality of the tree is 3LCo = A. as A. is always infinite. 
Note that a, = U,<, a:. 
The next definition specifies the form we want the skeleton of a model to have. 
2.2. Definition. (A, <, 0) c_ Jc1 is a normal tree if 
(i) The partial order (A, <) is isomorphic to a downward closed subset of the 
tree (nCw, G) for some cardinal A. 
(ii) a < b implies a c b. 
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(iii) AB denotes the element mapped to the empty node. 
(iv) For every a EA, a: is an independent set over u. 
(v) For every a EA with a-#0 t(u; a-) -la--. 
Note that (ii) implies that for each a E A, a- = U a,. Our first task is to verify 
that any normal tree is independent with respect to <. We could, of course, have 
added that property to the definition but the version used reflects more clearly the 
way in which normal trees are constructed. The proof proceeds via two claims. 
The next theorem states two important facts about -I. The proof can be found as 
Theorem VI.2.21 and Corollary VI.3.10 of [l]. 
2.3. Theorem. (i) Let p E S(C) be stationary. Suppose p -I B and C LB D. Then 
p-ID. 
(ii) If A E B E C, t(C; B) -IA, and t(D; C) -I B, then t(D; B) -IA. 
The next three claims state the principal properties of normal decomposition. 
They primarily depend on the last theorem. 
2.4. Claim 1. For every n, t(u:; a) -I a-. Hence, t(u,; a) i a-. 
Proof. If n = 1, the result follows from the triviality of orthogonality. Suppose 
we have the result for m and it = m + 1. Then, by induction, for each b E a:, we 
have t(by; b) -la. We also have t(b; u) -la-. Thus, by the transitivity of -I, 
(Compare Theorem 2.3(ii)), t(bz; a) -la-. Since a: is an independent set, by 
Theorem 2.3(i), {bT: b E u\} is an independent set. Now as in the case it = 1, 
t(u,; a) -I u-. 
The proof of Claim 1 shows in addition that for any a in a normal tree, 
{b, : b- = a} is an independent set. 
2.5. Claim 2. For every a in a normal tree, a in, a,. 
Proof. We induct on the height of a. If ht(u) = 0, there is nothing to prove. 
Suppose a- = b and we have shown by induction that b &,, btt. To show a I., a#, 
note that a# = b# U X where X denotes those elements in the cone above b which 
are not greater than or equal a. Since A is normal, b = a, and b- = b,. By Claim 1, 
t(b,; 6) ib- so t(b,; b) I t(b,; b-). Since b, = uL, UX, we have, in particular, 
that be &, (a, UX). By monotonicty, this yields (6, UX) ixubua. But, the 
remark after Claim 1 shows (X U b) lbu, so by transitivity (b, U X) Ab a,. That 
is, a# La, a, which is more than is required. 
2.6. Claim 3. Zf (A, <, 0) is a normal tree, then for any a, b E A with neither 
equal to 0 and a- #b-, t(a; a-) I t(b; b-). 
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Proof. If a- rl b- is a proper subset of u n b, then t(a; a-) -I (a- n b-) and the 
result follows easily. 
In the remainder of this section we show that if T is a countable superstable 
theory without the dimensional order property, then every S-model of T admits a 
decomposition into models of power the continuum. Moreover, if T is o-stable 
we can require the constituent models to be countable. The difficult extension of 
this result to get countable models in the decomposition of a model of an 
arbitrary superstable theory has been obtained by Saffe and later by Hart. 
2.7. Definition. A K-representation of a model M is a normal tree (A, <, A& of 
subsets of M such that: 
(i) For each A ~2, A E K. 
(ii) for every A E A except A@, there iS an aA E A such that t(aA; A-) is 
K-strongly regular and A = A-[a,]. 
(iii) M is K-prime over lJ A. 
We write PA for t(A; A-) and abbreviate (A, <, AB) by A. 
Note that each PA is a weight one type so J is an equivalence relation on the 
set of PA for A E A. Moreover, by 2.6 (Claim 3), each equivalence class consists 
entirely of successors of a single node. There may be several equivalence classes 
above any particular node. We often refer to a K-representation of M as a 
K-decomposition of M. The difference is approximately that between an internal 
and external direct sum. 
The following two key properties of K-decompositions are proved in [7]. 
2.8. Lemma. Let T be superstable and satisfy ndop. If A is a K-decomposition of 
themodelMandpjM, thenforsomeAEA,pjA. 
2.9. Theorem. Zf t is superstable and does not have the dimensional order 
property, then every K-model of T has a K-representation. 
In order to precisely formulate our results on the spectrum problem we must 
assign another invariant to a theory with ndop, its depth. We begin by discussing 
the notion of depth and counting the number of trees with a given depth in a 
purely combinatorial context. Then we will show how to extend the definitions 
and apply the results in a more general model theoretic context. 
2.10. Definition. Let (A, <, 0) be a tree. 
(i) We define by induction the K-depth of a EA, denoted dp,(a). 
For every a E A, dp,(a) 2 0. 
For any fi, dp,(a) 3 /3 if for every (Y < /3 there exist at least K successors, c, of b 
with dp,(c) 2 LX 
(ii) The K-depth of (A, <, 0) = dp,(O). 
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We may omit the subscript K if the value is clear from context. Note that when 
K = 1 we are dealing with the usual foundation rank of the tree. 
Our next step is to calculate the number of trees of width A and depth (Y. Of 
course, the calculation of dp, actually also depends on K. However, the value is 
the same for all rc < A so we suppress mention of K. There is a curious 
discontinuity at depth o in the definition of the function which enumerates such 
trees. 
2.11. Definition. (i) Let t(y, (u) denote the following function. 
t(y, a) = Z+l(ly]) if 1 G a < 0, 
t(r, a) = L+~(lrl) if a 2 0. 
(ii) Let T(y, cu) = min(t(y, a), 2”y). 
The proof of the next lemma is a straightforward induction based on the 
following observation. For each (Y, the number of trees of depth cy and width K, is 
the same as the number of functions from the set of trees with depth less than cx 
into the number of cardinals less than K,. The most delicate point is to notice that 
this observation forces the jump at cx = w. 
2J2. Lemma. For any (Y and /3, T(P + w, LY) is the number of trees (A, <, 0) c 
X;O with depth at most a. 
In order to generalize this remark to calculate an upper bound on the number 
of K-models of a theory without the dop, we apply the decomposition theorem to 
extend the notion of depth from trees to models of such theories. If we 
decompose a model of a theory without the dimensional order property by the 
procedure in Theorem 2.9, we can assign a depth to each element of the model 
according to its position in the representing tree. In order to make the discussion 
uniform over the various models of T we define the depth of a type by induction. 
There are several minor variations of the definition of depth in the literature. 
The definition here agrees with that in [ll] and [lo] but disagrees with [7] and [8]. 
2.W. Definition. Let M be an S-model and p = t(d; M) be regular and let N be 
S-prime over M U ~5. 
(i) We define the depth of p by induction as follows: dp(p) 2 0 for all such p. 
If (Y is zero or a successor ordinal, dp(p) a (Y + 1 if there is some q E S(N), 
q -I M and dp(q) 2 a: 
If /I is a limit ordinal, dp(p) Z- /3 + 1 if for every (Y < /3, dp(p) > Q. 
Finally, dp(p) is the least /I such that dp(p) 3 /3 + 1 or 00 if there is no such /3. 
(ii) If p E S(A) is stationary and regular, let M be S-prime over A and set 
dp(p) = dp(p? 
(iii) dp(T) is one more than the supremum of the dp(p) for all S-strongly 
regular p if this supremum exists. If the supremum exists we say T is shallow. If 
not, T is deep. 
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Observe that neither a type nor a theory can have limit depth. Saffe [lo] has 
proved that the depth of a type depends only on its nonorthogonality class. 
The following theorem is an immediate corollary of Definition 2.13 and 
Theorem 2.9. 
2.14. Theorem. If T has the ndop, then every model of T has a normal 
K-decomposition (A, <, 0) with dp(A) < dp(T). 
We would like to obtain an upper bound on the number of K-models of T by 
saying that Theorem 2.14 defined a function from the set of trees with width at 
most A and depth dp(T) onto the K-models of T with cardinality at most A. 
Unfortunately, this isn’t quite true. While every K-model of T is K-prime over a 
normal tree, the model is determined not just by the shape of the tree but by the 
types that are realized. Thus we have a relation on the class of ordered pairs of 
trees and models which is not a function. By adding additional structure on the 
trees we can make this relation into a function. 
By the uniqueness of K-prime models, we see that two normal trees (A, <, 0) 
and (B, <‘, 0’) represent isomorphic K-models M and N if the partial orderings 
(A, <, 0) and (B, <‘, 0’) are isomorphic by some isomorphism a: and if for each 
A E A and each strongly regular type p E S(A) such that a successor of A has the 
form A[a] for some a realizing p, then the number of successors of A which are 
prime over realizations of p is the same as the number of successors of a(A) 
which are prime over realizations of a(p). We reflect this property in the tree 
structure by labeling each node A[a] by a unary predicate representing t(a; A). 
2.15. Definition. (i) A K-labeled tree is a tree (A, <, 0) such that for each a EA, 
there is a family { Ua,i : i < K} of unary predicates and each successor of a satisfies 
one of these predicates. 
(ii) A K-partially labeled tree is a tree (A, <, 0) such that for each a E A with 
dp,(a) = 1 there is a family { Ua,i : i < K} of unary predicates and each successor of 
a satisfies one of these predicates. 
Thus, in a partially labeled tree we label only the ‘leaves’ or top nodes. Usually 
the trees can be pruned without loss of generality so that the p is this definition 
can be taken to be 1. 
We will show that it suffices to study partially labeled trees. The following 
notations make the statement of the result simpler. 
(iii) Let L,,,, denote the number of K-labeled trees of depth at most (Y and 
power at most Ho. 
(iv) Let Pfi,,,, denote the number of K-partially labeled trees of depth at most 
cx and power at most K,. 
Note that since all models in, for example, an S-representation of a model of a 
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countable theory have cardinality at most 2’Oo, we will always be able to find a K 
(depending on K) such that every K-representation corresponds to a K-labeled 
tree. 
Now an induction like that to prove Lemma 2.12 shows that whether we label 
all the nodes or just those on the top has no effect on the number of trees. That 
is. 
2.16. Lemma. For any K, L,,,, = P,,,,, = T(I~ + WI”, (u). 
Now we can obtain the desired upper bound results. These results were first 
proved in [ll]. 
2.17. Theorem. Let T be a superstable theory without the DOP and with 
dp(T) < a, then for any p, I*&, S) G T(I/3 + wlAO(‘), a). 
Proof. We decompose each S-model by a depth a tree of S-models, each with 
cardinality at most n,(Z). Thus we have a function from the collection of labeled 
trees with depth <a and width at most rC, onto the models with cardinality at 
most rC,. 
2.18. Corollary. Zf T is a countable o-stable theory with depth a and a: > w, 
Z*(X,, AT) < T(I/3 + 01, a). 
Proof. Applying the theorem, since n,(Z) = w, we get the estimate: 
I*&, AT) G T(I/3 + oIw, a). But if (~2 w, T(Ip + uIw, a) = T(Ip + 01, (u). 
The following lemma of Saffe [lo] links Sections 1 and 3 of this paper. 
2.19. Lemma. Zf T does not have the dimensional order property, then T has no 
nontrivial regular type with depth one or more. 
Proof. Let M be strongly K(T)-saturated and suppose p E S(M). Suppose 
(a, 6, I?) form a triangle which witnesses the nontriviality of p. Let q E S(M[E]) 
demonstrate that p has depth at least one. Choose A E M with IAl < K(T) such 
that t(ii-6-C; M) is strongly based on A. Form M[li, 61. Now t(E; A U ii%) is 
realized in M[ti, 61 by some E’. If E’ depends on M over A, then t(E’; M) J_ p. But 
since a and 6 are independent realizations of p, the only regular types realized in 
M[& 61 are those which are not orthogonal to p. Thus, E’ JA M. Suppose for 
contradiction that c’ depends on li over M. Then t(c’; MU ii) Ip. Hence 
C’ lMU, 6. But, since 6 JA M U ii, transitivity of independence yields E’ JAUI 6. 
This contradicts the choice.of I?‘. Now, since 8 J,,,., E’ and 6 AM C’, the image of q 
under an automorphism mapping S to E’ while fixing M is orthogonal to both 
M[L5] and M[6]. This gives an example of the dop. 
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In Section 3 we combine this result with Theorem 1.8 to find the lower bounds 
on the spectrum of a theory with the dimensional order property. By Lemma 
2.19, when we decompose a model as in Theorem 2.14, all models in the tree are 
prime over trivial types except those at the top level. 
3. Quasi-isomorphisms and lower bounds 
In this section we want to compute lower bounds on I*@@, K) for a theory T 
which does not have the dimensional order property and has depth CY. In fact, we 
will show this function is eventually bounded below by the same function T@, a) 
which we saw was an upper bound in Section 2. The basic strategy behind such a 
lower bound argument is simple. We would like to show that if both (2, <, 0) 
and (B, <‘, 0’) are K-representations of M then the two trees are isomorphic. We 
do not need to worry about labeling the trees as in Section 2 if we can achieve the 
desired lower bound with unlabeled trees. It turns out that for small depths and 
cardinals less than X, we must take note of the labeling. For the moment, we 
avoid this complication by considering only trees of infinite depth and car- 
dinalities above K,. 
Unfortunately, we are unable to guarantee that the map from models to 
skeletons is actually a function. There may be non-isomorphic normal repre- 
sentations A and B of a model M. For any tree A let A’ denote the tree obtained 
by deleting the terminal nodes from A. We show that if two trees A and Z? 
represent the same model, then A1 and Z?’ are quasi-isomorphic (see Definition 
3.1) and that there are sufficiently many non-quasi-isomorphic trees to calculate 
the spectrum. We can not even attain this result for all models. But we will obtain 
it for a large enough subset to calculate the number of models when X, 2 N, or 
the depth of T is at least o + 1. The exact computation of the lower part of the 
spectrum for theories with finite depth is presented using these ideas in Chapter 
XVIII of [l]. 
A quasi-isomorphism is simply a correspondence between two trees which 
preserves order and is l-l but is defined almost everywhere, rather than 
everywhere. More formally, we say 
3.1. Definition. Two trees A = (A, <, 0) and B = (B, <, 0) are P- 
quasi-isomorphic, denoted A =q,p B, if there is a l-l relation h GA x B such 
that: 
(i) If (a, b) and (a’, b’) areinh, thena<a’ifandonlyifb<b’. 
(ii) For all a E A, all but y successors of a are in dom h. 
(iii) For all b E B, all but p successors of b are in rng h. 
(iv) If dp(a) = 1 and (a, b) E h, then for each successor a’ (b’) of a (6) there is 
a successor 6’ (a’) of b (a) with (a’, b’) E h. 
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Since ~1 is generally clear from context, we write A zq B if the p-ample trees A 
and B (see below) are p quasi-isomorphic. 
First, we show that two k-representations of the same model are A,(Z)-quasi- 
isomorphic. Then we turn to the question of finding enough trees which are not 
quasi-isomorphic. We required several lemmas for the first task. 
We will initially define a bijection between A’ and Z?’ for two representations A
and B of a special type of model M by sending A to a if the type of some 
successor of A is nonorthogonal to the type of some successor of a over a. We 
will show that for an appropriate choice of a model MAP containing A and a, 
forking determines the same l-l correspondence (between ‘most’ of the 
successors of A and ‘most’ of the successors of a). Now Theorem 2.3(i) shows 
that this map preserves order (on the two levels immediately above A and a). The 
properties of normal trees established in Claims 2.4 through 2.6 extend this 
observation to the cones above A and a. 
The next definition and pair of lemmaas are used to construct M,a. 
3.2. Definition. The set A is relatively Z-saturated if each Z-formula q over A 
which is satisfied in B is satisfied in A. We write A cI B. 
Shelah has defined several special cases of this notion. When Z is AT we have 
Shelah’s notion of the Turski-Vuught property. This concept also encompasses 
Shelah’s strong elementary submodel [12]. Thus, his notions of ~~ and sh 
correspond to relative SET,, and S, saturation respectively. 
It is easy to see that if M is a K-model M E A, then M S[ A. Moreover, A JM B 
implies M U A cr M U B. A straightforward induction generalizes the last remark 
to the following result. 
3.3. Lemma. Let J be an ideal in the normal tree of K-models A. Then J cI A. 
A further easy computation shows that if A S, B and t(C; A) is Z-isolated, then 
t(E, A) t t(E; B). Combining this observation with Lemma 3.3 yields 
3.4. Lemma. Let J be an ideal in the normal tree of Z-saturated models A and 
suppose MJ is K-prime over J. Then Mi J,A. 
We need two further extensions of this line of argument. Let A be a normal 
tree of K-models and for any ideal Z of A let MI be K-prime over I. If Z, G Z, are a 
pair of ideals, that Z, 1,” MI{, and so M,, is constructible over MI”. Iterating this 
remark, we see that if (Z,, :n < O.I) is an increasing sequence of ideals with M,, 
prime over Z,, then lJ M, is prime over U Z,. 
We let A+ denote {BEA:B-=A) 
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3.5. Corollary. Zf A is a K-representation of M, then for each A E A, {a :A[a] E 
A+} is a maximal independent set of realizations of strongly regular types over A. 
Proof. Note that A+ DA A. If t(E; A) is K-strongly regular and Z JA A+, then 
E iA k. But C E M = A[A] so this is impossible. 
Let Z* denote {A :A- E Z & A $ Z}. 
3.6. Lemma. Zf Z is an ideal in the K-representation, A, of M, then Z* is a set of 
models which are prime over a maximal independent set of realizations in M of 
K-strongly regular types over Mt. 
Proof. Let Cs EM realize p, a K-strongly regular type over MI and suppose 
6 &I*. Since T satisfies K-ndop, p #!A for some A E I. Thus, for some q E S(A), 
q ,J!p. But then, p Y q"' so q”’ is realized by some S E M,[d]. But then since pMJ is 
regular, a JM, Z* implies c JM, Z*. By transitivity of independence, c JA I*. But, 
A II MI implies A+ E Z* so this contradicts the previous corollary. 
The following notation and lemma will be needed to apply Claims 2.4 through 
2.6 in the manner suggested above. 
3.7. Notation. Let Z be an ideal in the normal tree A. We will define a new 
(normal) tree A,. The base node in the new tree is Mt. The other nodes will be B’ 
for B E A - Z where B’ is defined by the following induction. If B E I*, 
B’= M,[B]. If B l Zn+l (the n + 1st predeccessor of B is in I), then B’ = 
(B-)‘[B]. A, = {B’: B EA -I}. 
3.8. Lemma. A, is a normal tree. 
Proof. The first three conditions of definition 2.2 are clear. It is easy to conclude 
(iv) and (v) by induction using the following observations. For (iv), let a-- E I. 
Then a U a- la-- I. Thus a U a- la-- Mt. But then t(a; a-) -1 a-- implies t(a’ a-) -I 
Mr. Now, if .Z denotes Z U {a-}, we have a JJ M,[a-] since A is a normal tree. But 
a &-5 so a ia- Mt[a-1. Thus, since orthogonality is preserved by nonforking 
extensions, t(a; Mr[a-1) -I Mr. Since a D,[,-, Mr[a-][a], t(Mt[a-][a]; Mt[a-1) -I Mt. 
For (v), note that if a E I*, then .Z = (6 : b- = a- = c} is independent over c and 
independent from Z over c. Thus, {Mt[b] : b E J} is independent over Mt. 
In the following theorem we construct a quasi-isomorphism between the nodes 
of positive depth in two K-representations of a K-model M. Harrington and 
Makkai [7] constructs a quasi-isomorphism between the entire representing tree. 
However, the argument here is much simpler and suffices for more of the 
spectrum computation than is completed in [7]. We show in Chapter XVIII of [l] 
Trivial pursuit: Remarks on the main gap 225 
how to label the leaves on the trees to solve the other cases of the spectrum 
problem for countable w-stable T. An earlier treatment of the lower depth case 
appears in [lo]. 
A quasi-isomorphism can fail to be an isomorphism in two ways. First, it is not 
defined everywhere. Second, it does not preserve height. The first of these 
problems can be circumvented by dealing with sufficiently bushy trees. The 
second requires several special tricks. We begin with the first problem. 
3.9. Definition. A tree (A, <) is p-ample if for every a, b E A with b- = a and 
dp(a) 3 2, there are at least ,u+ successors, c of a with c, = b,. 
The following easy result shows that there are the maximal number of 
non-quasi-isomorphic p-ample trees. To prove it, we can, for example, specify 
the set of depths of elements of height 1 in each tree. 
3.10. Lemma. For every A > ,u, there are 2’ non-isomorphic, p-ample trees of 
width 3c. 
The next result is another straightforward induction. 
3.11. Lemma. Zf h is a y-quasi-isomorphism between the p-ample trees A and B 
with h(A) = B, the y-depth of A in ki is the same us the ,u depth of B in B. 
The proof of the following theorem is the major innovation of this paper. In 
both this theorem and the next (since we are trying to prove lower bounds) we 
are free to restrict our choice of trees. We do so by assuming all types over any 
fixed node in the tree are nonorthogonal. We outlined the argument just after 
Definition 3.1. 
3.12. Theorem. Fix p 2 n,(Z). Let the p-ample trees A and ZR? be K- 
representations of the K-model M. Suppose further that only one nonorthogonulity 
class of K-strongly regular types over A is represented in A, for each A EA (and 
similarly for fi). Let Ai denote the nodes in A(B) which have depth at least 
one. Then 2’ zq El. 
Proof. We first define a map A HA which is a bijection between Ai and B’ but 
may not preserve order. Then we show that by throwing away from the domain 
(range) of the map at most ~1 successors of any node, we can restrict our map to 
one which preserves order. Thus, the restricted map is a quasi-isomorphism on 
the nodes of positive depth. Define h :A I+ a if for some successor AI of A E 2 
and some B1 E B, with B; = a, t(A,;A) ,Y t(B, :a). By Lemma 2.8, the tran- 
sitivity of nonorthogonality on regular types, and the fact that only one 
nonorthogonality class of A(A) is realized in M, this map is a bijection. 
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Fix A, a. Choose a model M,a with lMA2I 6 p such that A, a E MAP and for 
some ideal Z G A and some ideal .Z E Z?, M A~ is prime over each of Z and .Z. This 
model can be chosen by a back and forth. First choose a model, MO, prime over 
an ideal of k which contains a and then an Ml prime over an ideal of B which 
contains A U M,, and so on. Since the property of being an elementry submodel 
has finite character, this process terminates in w steps. By the remarks following 
Lemma 3.4 the union of the resulting chain satisfies the conditions. 
Less than p successors of either A or a are contained in MAa = MI. Prune A’ 
and B’ by discarding for each A (A) with depth at least three in A (Z?) its 
successors in M,a. In order to show that h preserves order on the pruned trees it 
suffices to show the following condition. If Al was not pruned where A; = A and 
A2 >A,, then h(A,) > h(A,). 
By Lemma 3.4, Ai, MI. Since AI EA, Al JIM,. As Al does not depend on Z 
over A, we have Al iA M,. The analogous result holds for the successors of a. 
Now by Lemma 3.6, J* is a collection of models which are prime over a maximal 
independent subset of realizations of K-strongly regular types over MJ. Since 
MJ = MA2 = MI, each A, E Z* depends on J* over MAi. By triviality and weight 
one, there is a unique A, e.Z* such that Al sMUAl. Now for any other B E.Z* we 
have B LB- Md. By Lemma 3.8 we have normal trees A, and & each with initial 
node M,_g. Let (AI)= denote the cone above a1 in A, and (B)s denote the cone 
above B in A,. Since Al ilci,, B, we have a normal tree MAa U (A& U (B),. By 
Lemma 2.6 we see that for any A2 > A 1, and any C > B, t(A2; A,) I t(C; C-). 
Thus, h(A,) =A1 and h(A,) aA,. This shows that h preserves order almost 
everywhere. 
We must still verify condition (iv) of Definition 3.1 by showing that if A2 has 
depth one in (A)’ and A2 is in the restricted domain of h, then h is a bijection 
between the successors of A2 and the successors of h(A,). If A2 is in the restricted 
domain of h, neither A2 nor h(A,) was pruned in the construction. Then, for any 
successor Al of Aa, the argument in the last paragraph shows h(A,) > h(A,). But 
since h(A,) had depth two in B and h(A,) has depth at least one in B, h(A,) is an 
immediate successor of h (A,). 
Now we can obtain a precise result on the spectrum problem for ndop theories. 
3.W. Theorem. Zf T is superstable and does not have the dimensional order 
property but is deep, then for every h s 21q, Z*(/l, K) = 2’. 
Proof. Since T has infinite depth, for any A,(Z)-ample tree, 2, of depth less ,than 
rZ+, we can construct a model M with cardinality A which is K-prime over a tree 
isomorphic to A. If two such trees represent the same model, there is a 
quasi-isomorphism between their nodes of positive depth by a quasi-isomorphism 
constructed as in Theorem 3.12. Without loss of generality we can assume that all 
height 1 types in A and B are based on a single finite set D. Naming D does not 
Trivial pursuit: Remarks on the main gap 221 
affect the number of models of T in an uncountable cardinal. But since the 
quasi-isomorphism is given by nonorthogonality and all types in A(B) except 
those of elements with height 1 are orthogonal to D, we see h must map elements 
of height 1 to elements of height 1. As it is easy to construct trees A, for X G 3L so 
that for A E A with height 1, dp(A) in A is n if and only if 77 E X, we conclude 
there are 2’ nonisomorphic models. 
The next lemma generalizes one of the major ideas from the previous theorem, 
the importance of a quasi-isomorphism preserving height. Although this result is 
crucial for the rest of the argument, its straightforward but tedious proof is 
ommited. 
3.14. Lemma. Zf there is a height preserving p-quasi-isomorphism between two 
p-ample trees, then they are isomorphic. 
Thus, we need to find some trick to make quasi-isomorphisms preserve height. 
We will use two different devices.The first works when computing the number of 
models of power K for K 2 K,. For K < X, we will use the second trick and some 
further analysis. 
For the first trick, we restrict the tree A by choosing for each II < o a set of 
cardinals X, and requiring that the number of successors of a node of height n be 
a cardinal in X,. 
The next definition describes the kind of trees we will map onto and the 
function which counts them. We introduce the new parameter y here to handle 
the superstable and o-stable cases simultaneously. We will need to choose y so 
that K, = A,(Z). Thus, for a countable superstable theory, we need X, = (2’9 and 
for a countable o-stable theory, y = 0. 
3.15. Definition. Let p 3 y + w. Let X = (Xn :II < o) be a family of sets of 
cardinal numbers between K, and K, such that the X, are pairwise disjoint and 
IX,,1 > 2. The tree (A, <) is constrained by X if for each a E A with ht(a) = IZ and 
dp(a)=l, I{b:b-=a}lEX,. 
The usual kind of induction allows us to count the number of constrained trees 
of power K,, provided /3 and (Y are infinite. 
3.16. Lemma. If /3 2y + cu and (Y 2 w there are T(P, a), X-constrained, K,- 
ample trees of power HP with &-depth at most LY. 
Now we can compute the spectrum when both /3 and (Y are infinite. Note that if 
T is a countable w-stable theory, y in the following theorem is zero and so we are 
just requiring p and a to be infinite. 
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3.17. Theorem. Let X, = n,(Z). Zf T is a superstable theory, the ndop holds, 
/33y+w, anddp(T)= (~3 CD, then I*&, K) = T(f3, a). 
Proof. From Theorem 2.17, we have the upper bound T(Ij3 + oJxu, a). If two 
&-ample trees A and B represent the same model and we denote by A’, Z? the 
nodes with &,-depth at least one, then by Theorem 3.12 A1 and B’ are 
quasi-isomorphic. If we insist the trees are constrained, the quasi-isomorphism 
preserves height. Since dp(A) 2 o implies dp(A) = dp(A-), a lower bound is the 
number of X-constrained, X,-ample trees of power k$ of depth (Y. By Lemma 
3.15, this number is T(f3, a). Since (Y is infinite and p 5 y + w, this equals 
T(IP + mIKY, cx) and we finish. 
It remains to compute the spectrum for powers k$ when fi < o. This problem is 
somewhat esoteric for the class of S-models since if 2Ko> X, and T is not 
w-stable, there is nothing to count. Thus, we restrict ourselves to counting the 
model of a countable w-stable theory. We can almost solve the prolem for 
theories of infinite depth with the methods we have now. We need the following 
sharper estimate on the number of ample trees. 
3.18. Lemma. For any m with 1 G m < w there are 2X, partially 24abeled trees of 
power K, which are HI-ample and have depth less than m + 2. 
Proof. For any k, there are X0 partially 2-labeled trees of cardinality Xk and depth 
1. Namely, let the nth tree have n nodes of height 1 labeled by U,, and Xk labeled 
by U,. Since any tree of depth 1 is X,-ample, each T, is. By forming for any subset 
X E o a tree Mx such that if a E Mx has height 1, then (a,) = T, for some n E X 
and such that each such subtree occurs X, times, we create &(K,) partially 
2-labeled trees which are Hi-ample and have depth 2. Continuing inductively, 
there are &,(X0) partially 2-labeled trees which are X,-ample, have cardinality Kk 
and depth at most m + 1. Since I1,+,(X,) 2 2Km, this yields the lemma. 
3.19. Theorem. Zf T is an o-stable countable theory without the dimensional 
order property and dp( T) > w, then for 1 G /3 < w, I*@$, AT) = 2*0. 
Proof. Fix /3 = m with 16 m < w. Choose n = m + 2. For each partially 2-labeled 
tree S of height n we build a normal tree A, of height n + 1 with (A,)’ is 
isomorphic to S. Each A in A, will have only a single type based on it (to 
guarantee the uniformity condition in the hypothesis of Theorem 3.12). If the leaf 
A E S is labeled by U,, A will have KO successors in As, if the label is U, the node 
will have Xk successors. We require that if ht(A;A-) = k, then dp(t(A;A-)) = 
n - k. Then the quasi-isomorphism between two representations of the same 
model will preserve height. By Theorem 3.12 if AsO and As, both represent the 
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same model, (&)’ z9 (&)‘. Thus, the two trees are isomorphic. To see that the 
isomorphism preserves labels we need only note that if h(A,) = B,, then there 
exist AA and BA with t(Ah; Ai) ,i! t(B&; B,). S ince nonorthogonal types in an 
o-stable theory have the same dimension modulo NO, A0 and & have the same 
label. By Lemma 3.18 we obtain a lower bound of 2Km on the number of models 
of power K,. Since this is the crudest upper bound, we complete the proof of the 
theorem. 
There are two difficulties with the method of proof of the last theorem. First, 
the requirement of considering trees of depth m + 3 makes it inherently 
unsuitable if we are trying to find precise estimates for the number of models of a 
theory with depth m. Secondly, the methods used could only preserve two labels. 
All of these problems are resolved in the complete solution of the spectrum 
problem for finite depth theories in Section XVII.4 of [l]. The key to the solution 
is to continue to build Xi-ample trees but to preserve infinitely many labels. In 
addition to the methods described here that proof relies on Bouscaren’s analysis 
in [4]. 
We have illustrated the application of properties of trival types in computing 
the spectrum of theories without the dimensional order property. This tool also 
simplifies the proof that theories with the dimensional order property have the 
maximal number of models. In that argument he fact that Theorem 1.8 holds for 
weight one rather than only for regular types is useful. 
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