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Considered herein is a geometric investigation on the one-param-
eter γ -equations modeled in the cylindrical compressible hyper-
elastic rods. It is shown that the family of equations can only
be realized as an Euler equation on the Lie group Diff(S1) of all
smooth and orientation preserving diffeomorphisms on the cir-
cle if the material parameter γ = 1, which corresponds to the
Camassa–Holm equation. In contrast, the Benjamin–Bona–Mahony
(BBM) equation with the parameter γ = 0 in this family of equa-
tions is not an Euler equation on Diff(S1) for any inertia operator.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The nonlinear dispersive equation
ut − utxx + 3uux = γ (2uxuxx + uuxxx), t ∈R+, x ∈ S1 =R/Z, (1.1)
is a model for ﬁnite-length and small-amplitude axialradial deformation waves in thin cylindrical rods
composed of a compressible isotropic hyperelastic material [14,15], where u(t, x) represents the radial
stretch relative to a pre-stressed state and γ is a constant determined by the material parameters. The
study in [14,15] for special compressible materials shows that values of γ could range from −29.4760
to 3.4174. In this paper, we shall consider the more general parameter γ as any real number.
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as a model for the unidirectional propagation of the shallow water waves over a ﬂat bottom [10],
where u(t, x) represents the free surface above a ﬂat bottom. The CH equation has a bi-Hamiltonian
structure and is completely integrable. Interestingly, its solitary waves are peaked solitons, which are
orbitally stable [12] (see also [11] by a variational approach). It is also known that when the pa-
rameter fulﬁlls γ < 1, all the solitary-wave solutions are smooth and orbitally stable in the energy
space [13]. Moreover, if γ > 1, all the solitary waves have singularities cusped at the crest [15]. The
CH equation was studied extensively in recent years because of its remarkable properties mentioned
in the above. Moreover, there are many of the unraveled qualitative properties, for example, identi-
ﬁcation of different shapes of initial proﬁles to determine either global solutions or breaking waves
needs to be further clariﬁed. These properties are quite different from those of the KdV-type equation.
It seems that those properties of the CH equation could be associated with the geometric properties
of the CH equation.
For γ = 0, Eq. (1.1) becomes the Benjamin–Bona–Mahony (BBM) equation, which is a well-known
model for long surface waves in a channel [2]. The solutions are global and all the solitary waves are
orbitally stable [34]. Notice that although it has a Hamiltonian structure, the equation is not integrable
and its solitary waves are not solitons. In this paper, we disclose a further difference between the CH
equation and the BBM equation, by proving that in a fairly large class of Riemannian metrics on
Diff(S1) it is impossible to realize the BBM equation as a geodesic ﬂow.
In the very famous work [1], Arnold established a geometric framework for the Euler equation
on general Lie groups, which include the inﬁnite-dimensional diffeomorphism group Diff(S1) and
Virasoro group and its various extensions. The Arnold approach provides nice geometric formulations
to many integrable systems. In [33], Ovsienko and Khesin showed that the KdV equation describes
the geodesic ﬂow on the diffeomorphism group Diff(S1)×R with respect to right-invariant L2 metric.
Interestingly, the periodic CH equation
mt + 2mux + umx + γ ux = 0, m = u − uxx, x ∈ S1, (1.2)
describes the geodesic ﬂows on Diff(S1) × R with respect to right-invariant Sobolev H1 metric for
γ = 0 [8,9,28] and on the Bott–Virasoro algebra for γ = 0 [31]. Note that the CH equation also arises
from a non-stretching invariant planar curve ﬂow in the centro-equiaﬃne geometry [6]. The Arnold
approach was further extended by Khesin and Misiołek [26] to homogeneous spaces. It turns out that
the Hunter–Saxton (HS) equation [24]
utx + 2uxuxx + uuxxx = 0, x ∈ S1, (1.3)
describes the geodesic ﬂow on Diff(S1)×R/Rot(S1) equipped with the H˙1 right-invariant metric (see
also [8,26] and [29])
〈u, v〉 =
∫
S
uxvx dx.
A midway equation between the CH equation and the HS equation is the μ-HS equation [25], given
by (1.2) with m replaced by m = μ(u) − uxx , where μ(u) =
∫
S1
u dx. The μ-HS equation with γ = 0
also describes the geodesic ﬂow on Diff(S1) with the right-invariant metric given at the identity by
the inner product [25]
〈u, v〉μ = μ(u)μ(v) +
∫
uxvx dx.S
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of tri-Hamiltonian duality to the bi-Hamiltonian representation of integrable equations [20,32]. In a
similar way, the two-component CH system [32]
mt + 2mux + umx + γ ux = 0, m = u − uxx,
ρt + (ρu)x = 0 (1.4)
can be obtained based on the bi-Hamiltonian structure of the Ito system
ut + uxxx + 3uux + vvx = 0,
vt + (uv)x = 0. (1.5)
The two-component CH-system (1.4) has drawn much attention recently since it is integrable and
can be obtained from shallow water waves [7]. Its integrability, well-posedness, blow-up, solitary
waves and its stability were investigated in [4,5,7,17,23,32,36], for example. It was known that the Ito
system and the two-component CH system describe geodesic ﬂows on the diffeomorphism group on
Diff(S1) × C∞(S1) with L2 metric and H1 metric, respectively [22]. The two-component HS equation
(replace m by m = −uxx in (1.4)) and the two-component μ-HS systems (replace m by m = μ(u)−uxx
in (1.4)) were introduced respectively in [35] and [37]. It was shown that these two systems are
Euler equation on the algebra Diff(S1)  C∞(S1) ⊕ R3 with right-invariant H˙1 metric [27] and H1
metric [37], respectively.
The paper is organized as follows. In Section 2, we ﬁrst recall the concepts of geodesic ﬂows
and the Euler equations in a general Lie group following the outline in [1,18,26,30] and discuss the
important special case of Diff(S1). Then in Section 3 we give the proof of the fact that the hyperelastic
rod equation is an Euler equation only when γ = 1, which means that only the CH equation in this
family is an Euler equation.
2. The Euler equations on Lie groups
The idea of using geodesic ﬂow to analyze the motion of hydrodynamical systems is due to
Arnold [1]. He showed that the Euler equations of hydrodynamics (with ﬁxed boundary) can be ob-
tained as the geodesic ﬂow of a right-invariant Riemannian metric on the group of volume-preserving
diffeomorphisms. This structure is the prototype for the mathematical treatment of many physical
systems when the conﬁguration space can be identiﬁed with a Lie group. In this section, we recall
the deﬁnition and properties of Euler equations on general Lie groups and geodesic ﬂows on Diff(S1)
in [1,18,26,30].
Let G be a general Lie group and G its Lie algebra. The dual space of G is denoted by G∗ . The
right Euler–Poincaré equation for a right-invariant Lagrangian, with value: l: G → R at the identity
is [1,26,30]
d
dt
δl
δu
= −ad∗u
δl
δu
, (2.1)
where u = γ ′γ −1 is the curve in G , δl
δu is a curve in G∗ . The Lie algebra coadjoint operator ad∗ξ is
deﬁned by
(
ad∗ξα,η
)= (α,adξ η) for α ∈ G∗, ξ,η ∈ G.
Denote by m = δl
δu the momentum, then the Euler–Poincaré equation (2.1) reads
d
m = −ad∗um. (2.2)dt
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nian metric. A right-invariant metric on a Lie group G is determined by its value at the unit element
of the group, i.e. by an inner product on its Lie algebra G . This inner product can be expressed in
terms of a symmetric linear operator
A : G → G∗
that is 〈Au, v〉 = 〈Av,u〉 for all u, v ∈ G∗ , where G∗ is the dual space of G and 〈·, ·〉 denotes the
duality pairing on G∗ × G . Each symmetric isomorphism A : G → G∗ is called an inertia operator
on G . With it the Lagrangian is l(ξ) = 12 (Aξ, ξ). This means that l(ξ) = 12 〈ξ, ξ〉G , where the inner
product on G is deﬁned by 〈ξ,η〉G = (Aξ,η). Note δlδξ = Aξ . So the Euler–Poincaré equation becomes
the Euler equation
d
dt
u = −ad(u)T u, (2.3)
where ad(ξ)T is the adjoint of adξ with respect to the inner product on G , i.e., ad(ξ)Tη = A−1ad∗ξ (Aη).
The corresponding metric on G induced by A is denoted by ρA . Let ∇ denote the Levi-Civita
connection on G induced by ρA . Then
∇ξu ξv =
1
2
[ξu, ξv ] + B(ξu, ξv), (2.4)
where ξu is the right-invariant vector ﬁeld on G , generated by u ∈ G . Moreover, [·, ·] is the Lie bracket
on Vect(G), the smooth sections of the tangent bundle over G , and the bilinear operator B is called
the Christoffel operator. It is deﬁned by the following formula
B(u, v) = 1
2
[
(adu)
∗(v) + (adv)∗(u)
]
, (2.5)
where (adu)∗ is the adjoint with respect to ρA of the natural action of G on itself, given by
adu : G → G, v → [u, v]. (2.6)
Thus we have the following result.
Proposition 2.1. A smooth curve g(t) on a Lie group G is a geodesic for a right-invariant linear connection ∇
deﬁned by (2.4), if its Eulerian velocity u = g′ ◦ g−1 satisﬁes the Euler equation
ut = −B(u,u). (2.7)
Let’s focus our attention to the inﬁnite-dimensional Lie group Diff(S1) of smooth, orientation
preserving diffeomorphisms of the circle. This group is naturally equipped with a Fréchet manifold
structure. More precisely, we can cover Diff(S1) with charts taking values in the Fréchet vector space
C∞(S1) and in such a way that the change of charts are smooth maps (see [16] or [18] for more de-
tails). Since the composition and the inverse are smooth maps for this structure we say that Diff(S1)
is a Fréchet–Lie group. Its “Lie algebra” Vect(S1) is isomorphic to C∞(S1) with the Lie bracket given
by
[u, v] = uxv − uvx.
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the circle S1. We denote the regular dual of Vect(S1) by Vect∗(S1). In order to get a convenient
representation of the Christoffel operator B we restrict ourselves to Vect∗(S1), the set of all regular
distributions which may be represented by smooth densities, i.e. T ∈ Vect∗(S1) iff there is a  ∈
C∞(S1) such that
〈T ,ϕ〉 =
∫
S1
ϕ dx, ϕ ∈ C∞(S1).
By Riesz’ representation theorem we may identify Vect∗(S1)  C∞(S1). We now denote by
Lsymis (C
∞(S1)), the set of all continuous isomorphisms on C∞(S1), which are symmetric with respect
to the L2(S1) inner product. Each A ∈ Lsymis (C∞(S1)) is a regular inertia operator on Diff(S1).
Proposition 2.2. (See [18].) Let A ∈ Lsymis (C∞(S1)). Then we have that
B(u, v) = 1
2
A−1
[
2Au · vx + 2Av · ux + u · (Av)x + v · (Au)x
]
for all u, v ∈ C∞(S1).
Remark 2.1. Choose A = 1− ∂2x . Then the Euler equation reads as
ut = −
(
1− ∂2x
)−1
(3uux − 2uxuxx − uuxxx),
which is equivalent to the Camassa–Holm equation (1.1) with γ = 1.
Remark 2.2. The HS equation is the equation describing the geodesic ﬂow on the homogeneous space
Diff(S1) ×R/Rot(S1) of all diffeomorphisms of the circle modulo rotations with respect to the right-
invariant homogeneous H˙1 metric [27,29].
3. The hyperelastic rod equation
Each A ∈ Lsymis (C∞(S1)) induces an Euler equation on Diff(S1). Conversely, given γ ∈ R, we may
ask whether there exists a regular inertia operator such that the hyperelastic rod equation is the
corresponding Euler equation on Diff(S1). We know from Remark 2.1 that the answer is positive if
γ = 1. The following result shows that the answer is negative if γ = 1.
Theorem 3.1. Let γ ∈R be given and suppose that there is a regular inertia operator A ∈ Lsymis (C∞(S1)) such
that the equation
ut − utxx + 3uux = γ (2uxuxx + uuxxx) (3.1)
is the Euler equation on Diff(S1) with respect to ρA . Then γ = 1 and A = 1− ∂2x .
Remark 3.2. The case on the homogeneous space Diff/Rot has recently been studied in [19].
Remark 3.3. By Theorem 3.1, the BBM equation, which corresponds to the parameter γ = 0 in (3.1),
is not the Euler equation on Diff(S1).
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ut = −
(
1− ∂2x
)−1(
2γmux + γmxu + 3(1− γ )uux
)
,
where m = u − uxx. Let γ ∈ R be given and assume that Eq. (3.1) is the Euler equation on Diff(S1)
with respect to ρA . Let L = 1− ∂2x . It then follows from Propositions 2.1 and 2.2 that
A−1
(
2(Au)ux + u(Au)x
)= L−1(2γ (Lu)ux + γ u(Lu)x + 3(1− γ )uux), (3.2)
for all u ∈ C∞(S1).
Inspired by [18], the proof of Theorem 3.1 is now divided into the three steps.
(a) Let 1 denote the constant function with value 1. Choosing u = 1 in (3.2), it is found that
A−1(1(A1)x) = 0 and hence (A1)x = 0, i.e. A1 is constant. Scaling (3.2), we may assume that A1 = 1.
Next we replace u by u + λ in (3.2). Then we deduce that for the left-hand side in (3.2)
1
λ
A−1
(
2
(
A(u + λ))(u + λ)x + (u + λ)(A(u + λ))x)
= 1
λ
A−1
(
2
(
(Au) + λ)ux + (u + λ)(Au)x)
= 1
λ
A−1
(
2(Au)ux + u(Au)x +
(
2ux + (Au)x
)
λ
)
λ→∞−→ A−1(2ux + (Au)x), (3.3)
and similarly for the right-hand side in (3.2)
1
λ
L−1
(
2γ L(u + λ)(u + λ)x + γ (u + λ)
(
L(u + λ))x + 3(1− γ )(u + λ)(u + λ)x)
= 1
λ
L−1
((
2γ ux + γ (Lu)x + 3(1− γ )ux
)
λ + 2γ (Lu)ux + γ u(Lu)x + 3(1− γ )uux
)
λ→∞−→ L−1(2γ ux + γ (Lu)x + 3(1− γ )ux)
= L−1((3− γ )ux + γ (Lu)x). (3.4)
Combining (3.3) and (3.4), there appears that
A−1
(
2ux + (Au)x
)= L−1((3− γ )ux + γ (Lu)x), (3.5)
for all u ∈ C∞(S1). Setting un = einx with n ∈ Z \ {0}, we ﬁnd that
L−1
(
(3− γ )unx + γ (Lun)x
)= L−1((3− γ )ineinx + γ (Lun)x)= i n
(
3+ γn2)
1+ n2 e
inx, (3.6)
where the following relation
L−1einx = (1− ∂2x )−1einx = e
inx
1+ n2
is used. Let hn = n(3+γn2)2 . Then (3.5) and (3.6) can be written as1+n
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(
2(un)x + (Aun)x
)= ihnun. (3.7)
Applying A to (3.7) then yields
i2nun + (Aun)x = ihn Aun.
Therefore vn := Aun solves the ordinary differential equation
v ′ − ihnv = −2inun, (3.8)
which has the solution
vn = Pnun + Kneihnx (3.9)
with Pn = 2(1+n2)2−(1−γ )n2 and suitable constants Kn . We claim that γ = 1− 2n2 . If not, then
hn =
n
(
3+
(
1− 2
n2
)
n2
)
1+ n2 = n.
Evaluating (3.8) at hn = n, we obtain
v ′ − inv = −2inun.
Then v = un(c − 2inx) for some constant c. However, this function is never 2π -periodic. This shows
that
γ = 1− 2
n2
. (3.10)
(b) Assume that all Kn = 0, i.e. Aun = Pnun for all n ∈ Z \ {0} and A1 = 1. In particular, A is
a Fourier multiplication operator and thus commutes with L. This then implies that (3.2) can be
rewritten as
L
(
2(Au)ux + u(Au)x
)= A(2γ (Lu)ux + γ u(Lu)x + 3(1− γ )uux). (3.11)
Inserting u = un with n ∈ Z \ {0} into (3.11), it is then inferred that for the left-hand side in (3.11)
L
(
2(Aun)unx + un(Aun)x
)= (1− ∂2x )(2Pneinxineinx + einx Pnineinx)
= 3inPn
(
1+ 4n2)e2inx,
and the right-hand side in (3.11)
A
(
2γ (Lun)unx + γ un(Lun)x + 3(1− γ )ununx
)
= A(2γ (einx + n2einx)ineinx + γ einx(einx + n2einx)x + 3(1− γ )einxineinx)
= A(3in3γ + 3in)e2inx
= 3in(n2γ + 1)P2ne2inx,
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2n2
for all n ∈ Z \ {0}. Using the above relations, it follows from (3.11) that
3inPn
(
1+ 4n2)e2inx = 3in(n2γ + 1)P2ne2inx, (3.12)
where Pn = 2(1+n2)2−(1−γ )n2 , P2n = 2(1+4n
2)
2−4(1−γ )n2 and γ = 1− 12n2 for all n ∈ Z \ {0}. Solving (3.12), we have
γ = 1 or γ = 4+ 1
n2
. (3.13)
We now claim γ = 1− 1
2n2
for all n ∈ Z \ {0} so that P2n is well-deﬁned.
(i) If γ = 1 − 1
2n2
and Aun = Pnun for some n = 0. Inserting u = un1 with n1 = n in (3.11) such
that γ = 1− 1
2n21
, it is then deduced from (3.12) that
3in1Pn1
(
1+ 4n21
)
e2in1x = (3in31γ + 3in1)P2n1e2in1x. (3.14)
This implies that γ = 1 or γ = 4+ 1
n21
, which contradicts γ = 1− 1
2n2
.
(ii) If γ = 1− 1
2n2
and Aun = Pnun + Kneihnx with Kn = 0 and some n = 0, then
hn = n
(
3+ γn2)
1+ n2 = n +
3n
2
(
1+ n2) .
Since vn = Aun must be 2π -periodic, hn = 0 should be an integer. It is then inferred that
3
2n
1+n2 is an
integer, which is again a contradiction.
We are now in the position to prove γ = 4+ 1
n2
for all n ∈ Z \ {0}. In fact, using the same proof as
in (i), if γ = 4+ 1
n21
for some n1 ∈ Z \ {0}, then one can choose un1 = ein1x with n1 = n. It then follows
from the proof of (3.12) that
γ = 4+ 1
n21
= 4+ 1
n2
,
which leads to contradiction for a ﬁxed constant γ ∈R.
(c) Let us now assume that there is a p ∈ Z \ {0} such that Kp = 0. We shall derive a contradiction.
Since hp is an integer, we set
hp = p
(
3+ γ p2)
1+ p2 = k, (3.15)
in which k is an integer. Solving the above equation, we deduce that
γ = k
(
1+ p2)− 3p
p3
. (3.16)
It is easy to see k = p. If k = p, then
hp = p ⇒ 3+ γ p
2
2
= 1 ⇒ γ = 1− 2
2
,1+ p p
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(up|uk)L2 = 0
and (3.10) implies that
Kp = (Aup|uk)L2 = (up|Auk)L2 = Kk
(
up
∣∣eihkx)L2 . (3.17)
Since Kp = 0, we must have Kk = 0. Again by periodicity we conclude that hk ∈ Z. Therefore,
(3.17) implies that
(
up
∣∣eihkx)L2 = 0.
Thus p = hk . By the deﬁnition hp , we have
hk =
k
(
3+ γ k2)
1+ k2 = p. (3.18)
From (3.16) and (3.18), we calculate
k
(
3+ k
(
1+ p2)− 3p
p3
k2
)
= p(1+ k2)
⇔ k
(
1+ p2)− 3p
p3
= p
(
1+ k2)− 3k
k3
. (3.19)
In view of (3.15), we conclude that there is an l ∈R such that k = p l. It then follows from (3.19) that
(l − 1)(l + 1)(l2(1+ p2)− 3l + 1)= 0. (3.20)
Solving (3.20), we get
l1 = 1, l2 = −1, l3 = 3±
√
5− 4p2
2
(
1+ p2) .
1) If l1 = 1, then p = k ⇔ hp = k = p, which contradicts k = p.
2) If l3 = 3±
√
5−4p2
2(1+p2) , then we have p
2 = 1. In this case, it is inferred that l3 = 12 or l3 = 1. If
l3 = 12 , then k = pl3 = p2 with p2 = 1. We conclude that hp = k = p2 and p2 = 1, which is again a
contradiction since hp is an integer. Consequently, it follows that Eq. (3.20) has only one solution
l2 = −1. When l2 = −1, we compute
p = −k ⇔ hp = −p ⇔ p
(
3+ γ p2)
2
= −p ⇔ γ = −1− 4
2
. (3.21)1+ p p
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p2
is impossible. In fact, if γ = −1− 4
p2
, then we have
hp = p
(
3+ γ p2)
1+ p2 =
p
(
3+
(
−1− 4
p2
)
p2
)
1+ p2 = −p,
h2p =
2p
(
3+
(
−1− 4
p2
)
(2p)2
)
1+ (2p)2 = −
2p
(
13+ 4p2)
1+ 4p2 ,
P p = 2
(
1+ p2)
2− (1− γ )p2 =
2
(
1+ p2)
2−
(
1+ 1+ 4
p2
)
p2
= −1,
P2p = 2
(
1+ (2p)2)
2− (1− γ )(2p)2 =
2
(
1+ (2p)2)
2−
(
2+ 4
p2
)
(2p)2
= −1+ 4p
2
7+ 4p2 . (3.22)
According to (3.8), we know
Au2n = P2nu2n + K2neih2nx. (3.23)
With (3.22)–(3.23) and γ = −1− 4
p2
we deduce that
Aup = −eipx + Kpe−ipx,
Au2p = −1+ 4p
2
7+ 4p2 e
i2px + K2pe−i
2p(13+4p2)
1+4p2 x. (3.24)
Now plugging u = up = eipx into (3.2), the right-hand side of (3.2) equals
L−1
(
2γ (Lup)(up)x + γ up(Lup)x + 3(1− γ )up(up)x
)
= L−1
(
−2
(
1+ 4
p2
)(
eipx + p2eipx)ipeipx
−
(
1+ 4
p2
)
eipx
(
eipx + p2eipx)x + 3
(
2+ 4
p2
)
eipxipeipx
)
= L−1(−3ip(3+ p2)ei2px)
= −3ip
(
3+ p2)
1+ 4p2 e
i2px. (3.25)
According to (3.2), the following identity can be derived from (3.25)
A−1
(
2(Aup)(up)x + up(Aup)x
)= −3ip
(
3+ p2)
2
ei2px. (3.26)1+ 4p
658 M. Zhu et al. / J. Differential Equations 254 (2013) 648–659We now rewrite (3.26) with the following form
2(Aup)(up)x + up(Aup)x = A
(−3ip(3+ p2)
1+ 4p2 e
i2px
)
= −3ip
(
3+ p2)
1+ 4p2
(
K2pe
−i 2p(13+4p2)
1+4p2 x −
(
1+ 4p2)
7+ 4p2 e
i2px
)
. (3.27)
Combining with (3.24), the left-hand side in (3.27) equals
2(Aup)(up)x + up(Aup)x = 2
(
Kpe
−ipx − eipx)ipeipx + eipx(Kp(−ip)e−ipx − ipeipx)
= ipKp − 3ipe2ipx. (3.28)
Comparing (3.27) with (3.28), it follows that
3ip
(
3+ p2)
7+ 4p2 e
2ipx − K2p 3ip
(
3+ p2)
1+ 4p2 e
−i 2p(13+4p2)
1+4p2 x = ipKp − 3ipe2ipx. (3.29)
It is easy to see that 2p(13+4p
2)
1+4p2 = −2p. If not, we have
−2p
(
13+ 4p2)
1+ 4p2 = 2p ⇔ 8p
2 = −14, or p = 0 (3.30)
which is a contradiction since p ∈ Z \ {0}. Since p = 0, we thus deduce from (3.29) that pKp = 0,
which leads contradiction to the assumption in (c), that is, p ∈ Z \ {0} and Kp = 0. Consequently, we
conclude that γ = 1. On the other hand, it follows from (b) that Aun = Pnun = (1 + n2)un, which
implies that A = 1− ∂2x . This completes the proof of Theorem 3.1. 
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