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Abstract
We analyze the pattern of fields in d + 1 dimensional anti-de Sitter space in terms
of those in d dimensional anti-de Sitter space. The procedure, which is neither dimen-
sional reduction nor dimensional compactification, is called dimensional degression. The
analysis is performed group-theoretically for all totally symmetric bosonic and fermionic
representations of the anti-de Sitter algebra. The field-theoretical analysis is done for a
massive scalar field in AdSd+d′ and massless spin one-half, spin one, and spin two fields
in AdSd+1. The mass spectra of the resulting towers of fields in AdSd are found. For
the scalar field case, the obtained results extend to the shadow sector those obtained by
Metsaev in [1] by a different method.
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1 Introduction
It is well-known that a single particle in d+ d′ dimensions gives rise to towers of Kaluza-
Klein modes in d dimensions via dimensional compactification [2, 3, 4]. The Kaluza-Klein
compactification works when Rd+d
′
is replaced by Rd×Md′ with some compact manifold
Md
′
. Then, the expansion of a solution of, say, Klein-Gordon equation in Rd×Md′ in the
form φ(x, y) =
∑
n φn(x)ψn(y) where ψn(y) are eigenfunctions of the Laplace operator
on Md
′
gives a tower of Kaluza-Klein modes that starts with zero modes ψn0(x). The
Kaluza-Klein mass gap scales in the inverse size of the compact manifold Md
′
. The mass
spectrum is determined by the spectrum of the Laplace operator on Md
′
.
For the text book d′ = 1 example of a circle of radius R, i.e., M1 = S1,
ψn(y) = e
iny
R , n ∈ Z, y ∼ y + 2piR .
The spectrum of d-dimensional particles resulting from a particle of mass m in d + 1
dimensions is given by the well-known formula
m2n = m
2 +
n2
R2
.
From here it follows in particular that the spectrum becomes continuous in the decom-
pactifying limit R→∞, that makes it difficult to interpret a particle in Rd+d′ in terms
of particles in Rd.
If one starts with the anti-de Sitter space AdSd+d′ instead of R
d+d′ , the situation
changes in two respects. The bad news is that it is not clear what should be an AdS
analog of Rd ×Md′ since AdSd+d′ is not a product of two manifolds. The good news is
however that the spectrum of states in AdSd+d′ is discrete. As a result, a module of the
AdSd+d′ algebra o(d+d
′−1, 2) that describes states of one or another particle in AdSd+d′
reduces to a countable number of irreducible modules of o(d−1, 2)⊕o(d′) ⊂ o(d+d′−1, 2)
that describe particles in AdSd which form some o(d
′) multiplets. The spectrum remains
discrete with the mass gap scale given by the inverse AdS radius λ = ρ−1. That this
should happen is fairly clear from the structure of unitary lowest weight o(d, 2)-modules
(see, e.g., [5, 6, 7]). Since the phenomenon is neither reduction (all degrees of freedom
are kept intact) nor compactification (nothing is compactified) we call it dimensional
degression. Note that our approach differs from that of [8] (see also [9]) where the radial
reduction of the flat to curved space was carried out.
The main aim of this paper is to check how the dimensional degression occurs in
terms of fields. We analyze the problem in full generality for the example of a scalar
field in AdSd+d′ showing that the spectrum of scalar field modes indeed matches the
pattern of the dimensionally reduced unitary modules. We also demonstrate that our
results reproduce those obtained previously by Metsaev [1] by a different method based
on a specific Ansatz. In addition, our approach reproduces the shadow unitary states
that exist for sufficiently low energy eigenvalues with negative m2.
The obtained results may have several applications. First of all, this is the first
step towards the analysis of the dimensional compactification-like effects in higher-spin
(HS) theories in AdSd. This analysis may be useful, in particular, for understanding a
mechanism of spontaneous breakdown of HS gauge symmetries. Indeed, we show that the
dimensional degression gives rise to the gauge invariant (i.e., Stueckelberg) formulation of
massive fields. As such it is analogous to the standard torus compactification mechanism
used to derive massive HS theories from the massless ones in one higher dimension [10, 11,
3
12]. In other words, the degression mechanism in AdS may help to uncover the structure
of the Higgs sector in HS gauge theory. In particular, it would be interesting to see how
the gauge invariant formulation [13, 14, 15, 16] of massive HS fields [17, 18, 19, 20, 21]
in AdSd results from dimensional degression.
The layout of the rest of the paper is as follows: in Section 2 relevant facts on
the unitary o(d, 2)-modules are recalled and the analysis of the branching of the uni-
tary o(d, 2)-modules into o(d − 1, 2)-modules is performed (detailed proofs are given in
Appendix). In Section 3 the field-theoretical analysis of the dimensional degression of
AdSd+1 to AdSd is done for the case of a spin zero field of arbitrary mass and massless
fields of spins one-half, one, and two. The generalization to several extra coordinates
is given in Section 4 for a scalar field. Conclusions and perspectives are discussed in
Conclusion.
2 Group-theoretical analysis
The generators TAB = −TBA (A,B = −1, 0, . . . , d) of the symmetry algebra o(d, 2) of
AdSd+1 have the commutation relations[
TAB , TCD
]
= ηBCTAD − ηACTBD − ηBDTAC + ηADTBC ,
where ηAB is the invariant symmetric form of o(d, 2). We use the mostly minus convention
with η−1−1 = η00 = 1 and ηab = −δab for the space-like values of A = a = 1 . . . d. The
AdSd+1 energy operator is
E = iT−1 0 .
The noncompact generators of o(d, 2) are
T±a = iT 0a ∓ T−1 a ,
[E,T±a] = ±T±a , [T−a, T+b] = 2(δabE + T ab) .
The compact generators T ab of o(d) commute with E. The generators TAB are anti-
Hermitian, (TAB)† = −TAB. Hence,
E† = E , (T±a)† = T∓a , (T ab)† = −T ab .
An irreducible bounded energy unitary o(d, 2)-module H(E0, s)o(d,2) is characterized
by the eigenvalue E0 of E and the weight s = (s1, s2, . . . , s[d/2]) of o(d) which refer to the
lowest energy (vacuum) states |E0, s〉 of H(E0, s)o(d,2) that satisfy T−a |E0, s〉 = 0 and
form a finite dimensional module of o(d)⊕ o(2) ⊂ o(d, 2). E0 characterizes the energy of
the ground state of a field (related to its mass) and s characterizes the spin of a field.
Recall that in the complex case of o(d|C), all si are integers in the bosonic case
and half-integers in the fermionic case that are all non-negative except s d
2
for even d,
which may be positive, negative or zero. Two sign possibilities for s d
2
correspond to
selfdual and anti-selfdual representations o(d|C) (equivalently, left and right chiral spinor
representations in the fermionic case). The structure of irreducible representations of the
real algebra o(d|R) is more subtle because the (anti)selfduality or chirality conditions may
or may not be compatible with the reality (Majorana) conditions. We will still use the
same spin notations as in the complex case, assuming that the chirality or self-duality
conditions are imposed on the doubled set of tensors. The resulting module may be
4
irreducible if the chirality or self-duality conditions are incompatible with the reality
condition or double-reducible otherwise. In practice, this convention is not essential for
the analysis of bosonic fields in this paper because we mostly consider the case with
s d
2
= 0. In the fermionic case, however, it corresponds to the consideration of the
left or right spinors, neglecting the d-dependent analysis of Majorana conditions. Such a
convention just matches the field theoretical analysis of this paper that will be performed
in terms of Dirac spinors.
The requirement of unitarity results in the constraints on the energy E0 and the spin
s. For scalar and spinor they are [22, 23, 24]
E0 ≥ E0(0) = d− 2
2
if s = 0 , E0 ≥ E0(12) =
d− 1
2
if s =
1
2
. (1)
As shown by Metsaev [25, 26], for a generalized spin s with s1 = . . . = sp > sp+1 ≥ . . . ≥
s[d/2] and s1 ≥ 1, the unitarity constraint is
E0 ≥ E0(s) = sp − p− 1 + d . (2)
Let D (E0, s)o(d,2) be a generalized Verma module induced from some irreducible
o(d)⊕ o(2) vacuum module |E0, s〉 annihilated by T−a. It is spanned by the states
T+a1 . . . T+aM |E0, s〉 , (3)
with various M . For the unitary case E0 > E0(s), D (E0, s)o(d,2) = H(E0, s)o(d,2). At
the boundary of the unitarity region E0 = E0(s), D (E0, s)o(d,2) contains a singular
submodule S of null states. This has to be factored out to obtain a unitary o(d, 2)-
module H(E0, s)o(d,2) = D (E0, s)o(d,2) /S.
In this paper, we consider only the case of totally symmetric representations with
s = (s, 0, . . . , 0) or s± = (s, 12 , . . . ,±12 ) if d is even and s = (s, 12 , . . . , 12) if d is odd. The
respective unitary modules are denoted by H(E0, s)o(d,2).
The branching rules for the unitary lowest weight modules associated with fields in
AdSd+1 are summarized by the following Theorems.
Theorem 1 For an integer spin s, the o(d, 2)-module D (E0, s)o(d,2) with E0 ≥ E0(s)
has the following branching into o(d− 1, 2)–modules
D (E0, s)o(d,2) ≃
s∑
q=0
∞∑
k=0
⊕D (E0 + k, q)o(d−1,2) . (4)
Theorem 2 For a half-integer spin s and E0 ≥ E0(s), the o(d, 2)-module D (E0, s±)o(d,2)
for even d and D (E0, s)o(d,2) for odd d have, respectively, the following branchings into
o(d− 1, 2)–modules
D
(
E0, s
±
)
o(d,2)
≃
s∑
q= 1
2
∞∑
k=0
⊕D (E0 + k, q)o(d−1,2) , (5)
D (E0, s)o(d,2) ≃
s+∑
q+= 1
2
∞∑
k=0
⊕D (E0 + k, q+)o(d−1,2) ⊕ s
−∑
q−= 1
2
∞∑
k=0
⊕D (E0 + k, q−)o(d−1,2) .
(6)
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For the proofs see Appendix.
At the boundary energy D (E0(s), s)o(d,2) contains a singular submodule S which is
S(s) ≃ D (d+ s− 1, s− 1)o(d,2)
for s ≥ 1 and
S(0) ≃ D
(
d+ 2
2
, 0
)
o(d,2)
, S( 1
2
) ≃ D
(
d+ 1
2
,
1
2
)
o(d,2)
for s = 0 or 1/2. It is important that S itself can be endowed with an o(d, 2) invari-
ant positive-definite form (which, however, cannot be extended to an invariant form
on D (E0(s), s)o(d,2)), hence forming a unitary o(d, 2)-module. This allows us to apply
Theorems 1 and 2 to its branching as well. For integer spins we obtain
S(s) ≃
s−1∑
q=0
∞∑
k=1
⊕D (k + d+ s− 2, q)o(d−1,2) , (7)
S(0) ≃
∞∑
k=2
⊕D
(
d− 2
2
+ k, 0
)
o(d−1,2)
(8)
for any d. For half-integer spins
S(s) ≃
s−1∑
q= 1
2
∞∑
k=1
⊕D (k + d+ s− 2, q)o(d−1,2) , (9)
S( 1
2
) ≃
∞∑
k=1
⊕D
(
k +
d− 1
2
,
1
2
)
o(d−1,2)
(10)
for even d and
S(s) ≃
s+−1∑
q+= 1
2
∞∑
k=1
⊕D (k + d+ s− 2, q+)
o(d−1,2)
⊕
s−−1∑
q−= 1
2
∞∑
k=1
⊕D (k + d+ s− 2, q−)
o(d−1,2)
,
(11)
S( 1
2
) ≃
∞∑
k=1
⊕D
(
k +
d− 1
2
,
1
2
+
)
o(d−1,2)
⊕
∞∑
k=1
⊕D
(
k +
d− 1
2
,
1
2
−
)
o(d−1,2)
(12)
for odd d.
This gives
Corollary 1 The unitary o(d, 2)-module H(d+s−2, s)o(d,2) with integer spin s = 1, 2, . . .
has the following branching into o(d− 1, 2) unitary modules
H(d+ s− 2, s)o(d,2) ≃
∞∑
k=0
⊕D (k + d+ s− 2, s)o(d−1,2) ⊕
s−1∑
q=0
⊕D (d+ s− 2, q)o(d−1,2) .
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Corollary 2 The unitary o(d, 2)-module H(d+ s− 2, s±)o(d,2) for even d and H(d+ s−
2, s)o(d,2) for odd d with half-integer spin s =
3
2 ,
5
2 , . . . have the following branching into
the o(d− 1, 2) unitary modules
H(d+ s− 2, s±)o(d,2) ≃
∞∑
k=0
⊕D (k + d+ s− 2, s)o(d−1,2) ⊕
s−1∑
q= 1
2
⊕D (d+ s− 2, q)o(d−1,2) ,
H(d+ s− 2, s)o(d,2) ≃
∞∑
k=0
⊕D (k + d+ s− 2, s+)
o(d−1,2)
⊕
∞∑
k=0
⊕D (k + d+ s− 2, s−)
o(d−1,2)
⊕
s+−1∑
q+= 1
2
⊕D (d+ s− 2, q+)
o(d−1,2)
⊕
s−−1∑
q−= 1
2
⊕D (d+ s− 2, q−)
o(d−1,2)
.
Corollary 3 o(d, 2) singleton modules have the following branchings into o(d − 1, 2)
unitary modules
H
(
d− 2
2
, 0
)
o(d,2)
≃ D
(
d− 2
2
, 0
)
o(d−1,2)
⊕D
(
d
2
, 0
)
o(d−1,2)
for any d,
H
(
d− 1
2
,
1
2
±
)
o(d,2)
≃ D
(
d− 1
2
,
1
2
)
o(d−1,2)
for even d and
H
(
d− 1
2
,
1
2
)
o(d,2)
≃ D
(
d− 1
2
,
1
2
+
)
o(d−1,2)
⊕D
(
d− 1
2
,
1
2
−
)
o(d−1,2)
for odd d.
These results have the following field-theoretical interpretation. The dimensional
degression of one dimension for the spin s field with the energy E0 above the unitarity
bound should give rise to the set of fields with all spins 0, 1, . . . , s for the bosonic case and
1
2 ,
3
2 , . . . , s for the fermionic one. In the latter case each spin is doubled if the dimension
of AdSd+1 is even. The energy spectrum is E0 + n, n = 0, 1, . . . for every spin. Note
that the dimensional degression of a massless scalar or Dirac field in AdSd+1 does not
produce a massless field in AdSd. Similarly, a spin s ≥ 1 massless field in d+1 dimensions
has the lowest energy E0 = d + s − 2. Its degression by one dimension gives a set of
spin s fields with energies En = n + d + s − 2, n = 0, 1, . . . plus a set of fields with
spins 0, 1, . . . , s− 1 or 12 , 32 , . . . , s− 1 and the energy d+ s− 2. In the fermion case each
field is doubled if the dimension of AdSd+1 is even. All of these fields are massive in d
dimensions. Dimensional degression of a scalar singleton gives massless scalar fields. The
dimensional degression of a fermion singleton yields one massless Dirac field if the original
space is odd-dimensional or two otherwise. These results agree with the well-known fact
that singletons are conformal fields in one lower dimension [27, 28, 29, 23, 7].
The obtained results make it easy to analyze the dimensional degression over several
dimensions. Let us consider the example of the scalar representation. The branching of
an o(d+ d′ − 1, 2)-module D (E0, 0)o(d+d′−1,2) as o(d− 1, 2)-modules yields
D (E0, 0)o(d+d′−1,2) ≃
∞∑
k=0
⊕
(
k + d′ − 1
d′ − 1
)
D (E0 + k, 0)o(d−1,2) . (13)
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Thus, the dimensional degression of a scalar field in AdSd+d′ over d
′ coordinates gives the
set of scalar fields of the energies E0+k and the multiplicities
(k+d′−1
d′−1
)
, where k = 0, 1, . . .
The degeneracy manifests that the scalar fields of energy E0 + k carry the module
D (E0 + k, 0)o(d−1,2) ⊗
[k2 ]⊕
l=0
D(k − 2l)
of o(d − 1, 2) ⊕ o(d′) ⊂ o(d + d′ − 1, 2), where D(k − 2l) is an o(d′)-module of weight
(k − 2l, 0, . . .). The binomial coefficients in (13) are just the dimensions of
[k2 ]⊕
l=0
D(k − 2l)
o(d′)-modules.
3 Field-theoretical degression of one dimension
The aim of this section is to show how the results of the group-theoretical analysis of
Section 2 are reproduced in the field-theoretical models.
Let us describe a (d+ 1)-dimensional anti-de Sitter space as a hyperboloid
y2−1 + y
2
0 − y21 − . . . − y2d = 1
in Rd+2. We choose the following coordinates in AdSd+1
y−1 = cosh(z)y˜−1, y0 = cosh(z)y˜0, . . . , yd−1 = cosh(z)y˜d−1, yd = − sinh(z),
where z ∈ (−∞,+∞) and y˜−1, . . . , y˜d−1 satisfy
y˜2−1 + y˜
2
0 − y˜21 − . . .− y˜2d−1 = 1,
i.e., describe AdSd. The line element of AdSd+1 has the form
ds2AdSd+1 = cosh
2(z)ds2AdSd − dz2, (14)
where ds2AdSd is the line element of AdSd. The warp factor cosh
2(z) manifests that
AdSd+1 is not a direct product of AdSd with some other manifold.
We use the following index conventions
α, β . . . = 0, 1, . . . , d , µ, ν . . . = 0, 1, . . . , d− 1 , • ≡ d , (15)
i.e., lower case Greek letters α, β . . . correspond to coordinates of AdSd+1, lower case
Greek letters µ, ν . . . correspond to coordinates of AdSd, and • denotes the extra coor-
dinate of AdSd+1 compared to AdSd.
Let us comment on the relation between mass and energy in AdSd. We refer to the
term m2 in the equation
(AdSd +m
2)ψµ1...µs(x) = 0 , (16)
where AdSd ≡ DµDµ is the Laplace-Beltrami operator, and Dµ is the AdSd covariant
derivative, as the mass square of the symmetric bosonic field ψµ1...µs(x). The relation
with the lowest energy is [30]
m2 = E(E − d+ 1)− s . (17)
8
Equation (17) yields two solutions for the energies for the same mass. In the case of
spin 1, 2, . . ., only the highest energy obeys the unitary condition (2). In the scalar
field case there are two options. If m2 > −(d − 3)(d + 1)/4, only the highest energy
satisfies the unitary condition (1). If −(d − 1)2/4 ≤ m2 ≤ −(d − 3)(d + 1)/4, both
solutions for the energy obey the unitarity condition. Thus, in the latter case, the scalar
field equation (16) admits two types of normalizable solutions. Note that they are not
mutually orthogonal with respect to the standard norm [31, 32] (see also Subsection 3.1).
3.1 Scalar field
The free wave equation of a massive scalar field in AdSd+1 is
(AdSd+1 +M
2)Φ(x, z) = 0, (18)
where x are local coordinates of AdSd. In the coordinates (14) the Laplace-Beltrami
operator AdSd+1 =
1√
|g|
∂αg
αβ
√
|g|∂β is
AdSd+1 =
1
cosh2(z)
AdSd −
1
coshd(z)
∂z cosh
d(z)∂z , (19)
where ∂z ≡ ∂∂z .
Recall, that the space of solutions is endowed with the inner product defined as the
electric charge
(φ,ψ) ≡ (φ+, ψ+) = i
∫
Σ
dσαφ+∗
←→
∂αψ
+ = i
∫
t=const
g00
√
|gAdSd+1 |ddx φ+∗
←→
∂0ψ
+ (20)
of the positive frequency parts of two real solutions φ and ψ of the wave equation. Σ
is a space-like surface that can be chosen to be a surface of constant time t. Since
the electric charge conserves, so defined inner product is formally independent of the
integration surface choice. The conditions of finiteness and actual conservation for the
norm impose certain boundary conditions that restrict the energies of solutions.
Let us look for solutions of the equation (18) in the form
Φ(x, z) =
∞∑
N=0
φN (x)PN (z), (21)
where PN (z) form an orthogonal complete set with respect to the norm
∞∫
−∞
dz coshd−2(z)PN (z)PM (z) = δNM (22)
inherited from the norm (20) in the z sector. The conservation of the norm (20) requires
solutions to satisfy the boundary conditions
coshd(z) (PN (z)∂zPM (z)− PM (z)∂zPN (z))
∣∣∣
z→±∞
= 0. (23)
Substitution of the expansion (21) into Eq. (18) yields a tower of massive scalar fields
in AdSd
(AdSd +m
2
N )φN (x) = 0 (24)
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along with the following equation on PN (z)
∂2zPN (z) + d tanh(z)∂zPN (z) +
[
m2N
cosh2(z)
−M2
]
PN (z) = 0. (25)
By the change of variables tan(ϕ) = sinh(z) and pN (ϕ) = cos
− d−1
2 (ϕ)PN (ϕ) with
the coordinate ϕ ∈ (−pi2 , pi2 ) the equation (25) and norm (22) are mapped to the one-
dimensional quantummechanics on the interval
(−pi2 , pi2 ) with the energy E = m2N+ (d−1)24
and the Po¨schl-Teller potential [33] U(ϕ) = cos−2(ϕ)
(
M2 + d
2−1
4
)
∂2ϕ pN +
[
m2N +
(d− 1)2
4
− cos−2(ϕ)
(
M2 +
d2 − 1
4
)]
pN = 0 , (26)
pi
2∫
−pi
2
dϕ pN (ϕ)pM (ϕ) = δNM . (27)
The orthogonality and boundary conditions (22) and (23) constrain solutions to the
“irregular” class
P irrN (z) = N
−κ
N cosh
− d−2κ
2 (z)2F1
(
N − 2κ+ 1,−N ; 1 − κ; 1 + tanh(z)
2
)
, (28)
M2 ∈
[
−d
2
4
,−d
2
4
+ 1
)
and “regular” class
P regN (z) = N
κ
N cosh
− d+2κ
2 (z)2F1
(
N + 2κ+ 1,−N ; 1 + κ; 1 + tanh(z)
2
)
, (29)
M2 ∈
[
−d
2
4
,+∞
)
,
where 2F1(a, b; c;x) is the hypergeometric function (see e.g. [34]),
κ ≡
√
d2
4
+M2
and the normalization factor
Nκn =
√
2κ+ 2n+ 1
2κ+
1
2Γ(κ+ 1)
√
Γ(2κ+ n+ 1)
n!
(30)
is fixed by (22).
For the “irregular” solutions the lowest energies and the related mass spectrum (17)
are given by the formulas
EN = N +
d− 2κ
2
, (31)
m2N =
(
N − κ+ 1
2
)2
− (d− 1)
2
4
.
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The “regular” solutions have the energies
EN = N +
d+ 2κ
2
(32)
and the masses
m2N =
(
N + κ+
1
2
)2
− (d− 1)
2
4
.
Let us discuss the normalization conditions for “regular” and “irregular” solutions in
more detail. First of all, we observe that the integral (22) absolutely converges in the
union of “regular” and “irregular” spaces. So, the key role is played by the boundary
conditions (23). As is obvious from (29), the regular solutions decrease as exp
(−d+2κ2 |z|)
at z → ±∞ (N = 0, 1, . . .) so that each of the terms in (23) vanishes. For the “irregular”
class (28) the leading contribution to each term in (23) increases at infinity as exp(2κ|z|),
but it cancels between the two terms both at z → +∞ and at z → −∞. The subleading
terms behave as exp(2(κ − 1)|z|) and vanish for κ < 1, which is just the domain where
the “irregular” solutions form a unitary module. If a “regular” solution is paired with an
“irregular” one, the condition (23) is not satisfied because different terms in (23) tend to
different constants that cannot cancel out. As a result, the o(d, 2)-invariant norm (20)
is well-defined for the spaces of “regular” and “irregular” solutions separately, but not
for their union. This implies in particular that the “regular” and “irregular” solutions
do not possess definite mutual orthogonality properties.
Using that both P irrN and P
reg
N form orthonormal bases, we can perform the dimen-
sional degression at the action level for each class. Indeed, plugging (19) and (21) into
the scalar field action in AdSd+1
SAdSd+1 =
1
2
∫
dµd+1 Φ(AdSd+1 +M
2)Φ ,
we observe that
SAdSd+1 =
∞∑
N=0
SAdSdN ,
where
SAdSdN =
1
2
∫
dµd φN (AdSd +m
2
N )φN
is the action of a scalar field of the mass m2N in AdSd. Here dµd ≡
√|gAdSd |ddx is the
AdSd–invariant volume element.
These results are consistent with the group-theoretical analysis of Section 2. In
accordance with Theorem 1, for a fixed energy E0, the dimensional degression gives the
set of scalar fields with the energy spectrum E0 + k, k = 0, 1, . . . The appearance of two
types of solutions, namely, “regular” and “irregular” ones, results from the ambiguity
in the relation between the square mass and the lowest energy in (17). Note that the
dimensional degression of a massless scalar field over one coordinate produces no massless
fields.
Let us now compare our results with those of Metsaev [1] who analyzed analogous
problem for the conformal mass case m2 = −d2−14 where the free wave equation is
conformal invariant. In [1], the following Fourier expansion was used
Φ(x,X,Z) =
1√
z
∑
n∈Z
einϕφn(x, z), (33)
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where x,X and Z are Poincare´ coordinates of AdSd+1
ds2AdSd+1 =
1
Z2
(dxadxa + dX
2 + dZ2) , Z > 0
(in the rest of this section we use the mostly plus metric convention of [1]) and the
coordinates z and ϕ are defined by
Z = z sinϕ, X = z cosϕ,
with ϕ ∈ (0, pi) and z > 0. Plugging the Fourier expansion into the scalar field equation
gives the mass spectrum
m2n = n
2 − (d− 1)
2
4
and the energy spectrum
En = n+
d− 1
2
, n = 0, 1, . . .
To establish the precise correspondence with our results, we should however use the
Fourier expansion
Φ(x,X,Z) =
1√
z
∞∑
n=0
ψn cos(nϕ) or Φ(x,X,Z) =
1√
z
∞∑
n=1
ξn sin(nϕ) . (34)
This yields the energy spectra
Eψn = n+
d− 1
2
, Eξn+1 = n+
d+ 1
2
, n = 0, 1, . . .
The relationship between ψn, ξn and φn is
φn =

ψn−iξn
2 n = 1, 2, . . . ,
ψ0 n = 0,
ψn+iξn
2 n = −1,−2, . . . .
We see that the expansion (33) of [1] mixes the two branches (34). Note that the
states described by (33) do not form an orthogonal set with respect to the invariant norm
(20) because the classes of “regular” and “irregular” solutions do not possess definite
orthogonality properties with respect to the norm (20).
3.2 Massless Dirac field
The action of Dirac spinor field Ψ˜ of mass M in AdSd+1 is
S =
∫
dµd+1 Ψ˜
(
iΓαEαα∇α −M
)
Ψ˜ , (35)
where
{Γα,Γβ} = 2ηαβ , ηαβ = (+,−, . . . ,−) . (36)
The covariant derivative is
∇α = ∂α − i
2
Ωαβα Mαβ , Mαβ =
i
4
[Γα,Γβ] . (37)
E
α
α and Ω
αβ
α are inverse vielbein and spin-connection of AdSd+1.
For the sake of simplicity let us consider only the massless case of M = 0. Let us
note that for the even-dimensional AdSd+1 a Weyl spinor field does not form a o(d, 2)–
module3. In this case it is convenient to choose the following coordinates
ds2AdSd+1 = cos
−2(ϕ)
(
ds2AdSd − dϕ2
)
, ϕ ∈
(
−pi
2
,
pi
2
)
(38)
related to the coordinates (14) via tan(ϕ) = sinh(z). In these coordinates, the vielbein
and the spin-connection of AdSd+1 can be expressed via the vielbein e
µ
µ and the spin-
connection ωµνµ of AdSd as follows
Eµµ = cos−1(ϕ)e
µ
µ , E•• = cos
−1(ϕ) ,
Eµ• = 0 , E
•
µ = 0 ,
Ωµνµ = ω
µν
µ , Ω
µ•
µ = − tan(ϕ)eµµ ,
Ωµν• = 0 , Ω
µ•
• = 0 .
(39)
Also substituting
Ψ˜(x) = cos
d
2 (ϕ)Ψ(x) , (40)
the Dirac action in coordinates (38) takes the form
S =
∫
dµd
pi
2∫
−pi
2
dϕ Ψ
(
iΓµe
µ
µDµ + iΓ
•∂ϕ
)
Ψ , (41)
where Dµ = ∂µ − i2ωµνµ Mµν is the covariant derivative in d dimensions.
The norm on the space of solutions is defined in the standard way
(Ψ1 ,Ψ2) =
∫
t=const
√
|gAdSd+1 |ddx E0α Ψ˜1ΓαΨ˜2 =
∫
t=const
√
|gAdSd |dd−1x e0α
pi
2∫
−pi
2
dϕ Ψ1Γ
αΨ2 .
(42)
The norm conservation condition requires that solutions satisfy the following boundary
conditions at ϕ = ±pi2 ∫ √
gAdSdd
d−1x Ψ1Γ
•Ψ2
∣∣∣∣
ϕ=±pi
2
= 0 . (43)
The analysis for even and odd d+ 1 is different.
3.2.1 Odd d
For odd d we use the following representation of gamma matrices Γα in d+1 dimensions
Γµ = γµ ⊗ σ1 , Γ• = 1⊗ iσ2 , (44)
3This is because the spinor representation of o(d, 2) beside generators Tαβ = 1
4
[γα, γβ] corresponding its
Lorentz subalgebra o(d, 1) involves Tα−1 = i
2
γα that do not commute with the Weyl projectors.
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where {γµ, γν} = 2ηµν and σ1, σ2, σ3 are Pauli matrices. Let us expand the field Ψ as
follows
Ψ(x, ϕ) =
∑
n
(
ψ+n (x)⊗ χ+n (ϕ) + ψ−n (x)⊗ χ−n (ϕ)
)
, (45)
where ψ±n (x) are o(d − 1, 2) Weyl spinors. The substitution of this expansion into the
action (41) gives the sum of Dirac actions in d dimensions
S = S+ + S− , S± =
∑
n
∫
dµd ψ
±
n
(
iγµe
µ
µDµ ∓mn
)
ψ±n , (46)
where mn are eigenvalues of the mass operator
m̂ =
(
i∂ϕ 0
0 − i∂ϕ
)
(47)
m̂χ±n = ±mnχ±n . The eigenvectors χn can be represented as
χ+n (ϕ) =
1√
pi
(
cosα e−imnϕ
sinα eimnϕ
)
, χ−n (ϕ) =
1√
pi
( − sinα eimnϕ
cosα e−imnϕ
)
, (48)
where α ∈ [0, 2pi).
For any Ψ±n (x, ϕ) = ψ
±
n (x)⊗ χ±n (ϕ) the scalar product (42) is
(
Ψ±n ,Ψ
±
n′
)
=
∫
t=const
√
|gAdSd |dd−1x e0µ ψ
±
n γ
µψ±n′
pi
2∫
−pi
2
dϕ (χ±n )
†χ±n′ (49)
= δn n′
∫
t=const
√
|gAdSd |dd−1x e0µ ψ
±
n γ
µψ±n′ (50)
and (
Ψ±n ,Ψ
∓
n′
)
= 0 ,
provided that the mass spectrum is
mn = 2n+ a , n ∈ Z , a ∈ [0, 2) .
The boundary conditions (43) determine the values of a = 12 and α =
pi
4 . Therefore,
we have the spectrum
mn = 2n+
1
2
, n ∈ Z . (51)
These results are in agreement with the group-theoretical analysis of Section 2.
Namely, the energy of massless Dirac field in AdSd+1 is E0 =
d
2 . The mass parame-
ter in AdSd is mn = En − d−12 . By Theorem 2, the degression of a massless spin 1/2
field results in two mass spectra both defined by the formula mn = n +
1
2 , n = 0, 1, . . .
To relate they with (46) and (51), we rewrite the spectrum (51) as mn = 2n +
1
2 and
−mn = 2n+ 1 + 12 , n = 0, 1, . . .
14
3.2.2 Even d
Let us now consider the case of even d. We expand Weyl o(d, 2) spinor Ψ as follows
Ψ =
∑
n
(
ψ+n (x)f
+
n (ϕ) + ψ
−
n (x)f
−
n (ϕ)
)
, (52)
where f±n (ϕ) are complex functions, ψ
±
n ≡ Π±ψn and Π± = 12(1 ± iΓ•) are projectors,
i.e.,
iΓ•ψ±n = ±ψ±n . (53)
Substituting the expansion (52) into the action (41), we demand that the resulting action
be of the form
S =
∑
n
∫
dµd ψn
(
iΓµe
µ
µDµ −mn
)
ψn . (54)
This gives the equations
∂ϕf
+
n = −mnf−n , ∂ϕf−n = mnf+n (55)
along with the normalizing conditions
pi
2∫
−pi
2
dϕ (f±n )
∗f±n′ = δn n′ . (56)
From the conditions (56) it follows that, for any Ψn(x, ϕ) = ψ
+
n (x)f
+
n (ϕ)+ψ
−
n (x)f
−
n (ϕ),
the scalar product (42) is
(Ψn ,Ψn′) = δn n′
∫
t=const
√
|gAdSd |dd−1x e0α ψnΓαψn′ . (57)
The boundary condition (43) requires
f+n′(f
−
n )
∗
∣∣
ϕ=±pi
2
= 0 . (58)
The complete orthonormal sets of functions f±n that satisfy (55), (56), (58) are
f+n =
1√
2pi
(
ieimnϕ + e−imnϕ
)
, f−n =
1√
2pi
(
ie−imnϕ + eimnϕ
)
(59)
with the mass spectrum
mn = 2n +
1
2
, n ∈ Z (60)
Taking into account that a sign of mn does not matter we observe that, in agreement
with Section 2, this mass spectrum is equivalent to
mn = n+
1
2
, n = 0, 1, 2, . . . . (61)
15
3.3 Massless spin one
The Maxwell action of a vector massless field hα in AdSd+1 is
S = −1
4
∫
dµd+1 FαβF
αβ,
where Fαβ = ∂αhβ − ∂βhα. It is invariant under the spin one gauge transformation
δhα = ∂αξ .
Using index conventions (15), the vector field hα in d+1 dimensions decomposes into
a vector hµ and a scalar h• in d dimensions. In the coordinates (14), the action takes
the form
S =
∫
dµd
∫
dz coshd(z)
{
−1
4
FµνF
µν (62)
− 1
2
cosh2(z)hµ
[
∂2z + (d+ 2) tanh(z)∂z + 2d−
2(d− 1)
cosh2(z)
]
hµ (63)
+
1
2 cosh2(z)
∂µh
•∂µh• +
1
cosh2(z)
∂µh
•∂z cosh
2(z)hµ
}
. (64)
The gauge transformations of the d-dimensional fields are
δhµ = ∂µξ , (65)
δh• = −∂z cosh2(z)ξ .
Let us expand the vector and scalar fields in d dimensions as
hµ =
∞∑
n=0
aµn(x)P
1
n(z), h
• =
∞∑
n=0
φn(x)R
1
n(z) , (66)
where both the set of functions P 1n(z) and the set R
1
n(z) form orthonormal bases with
respect to appropriate norms whose precise form will be specified below. Eq. (65) suggests
the expansion for the gauge parameter
ξ =
∞∑
n=0
ξn(x)P
1
n(z) .
The basis functions can be chosen in such a way that the substitution of the expan-
sions (66) into the action gives
S =
∞∑
n=0
Sn, (67)
Sn =
∫
dµd
{
−1
4
fnµνf
µν
n +
m2n
2
aµnanµ +mna
µ
n∂µφn+1 +
1
2
∂µφn∂
µφn
}
,
where fnµν = ∂µanν − ∂νanµ and the masses are m2n = (n + 1)(n + d − 2). The gauge
transformations take the form
δaµn = ∂
µξn , δφn = −mn−1ξn−1 , n = 0, 1, 2, . . . (68)
To obtain the action (67) the following properties have to be satisfied by P 1n(z) and
R1n(z). The diagonalization of the spin-one part (63) demands P
1
n(z) to solve the equation
∂2zP
1
n(z) + (d+ 2) tanh(z)∂zP
1
n(z) +
[
m2n − 2(d − 1)
cosh2(z)
+ 2d
]
P 1n(z) = 0. (69)
The diagonalization condition for the cross term (64) gives the equation for R1n(z)
∂2zR
1
n(z) + d tanh(z)∂zR
1
n(z) +
[
M2n − d+ 2
cosh2(z)
+ 2(d − 2)
]
R1n(z) = 0, (70)
where M2n = n(n + d − 3). The normalization conditions on P 1n(z) and R1n(z) result
from the integration of the coefficients in front of the kinetic terms of the action over the
degression coordinate z
∞∫
−∞
dz coshd(z)P 1n (z)P
1
m(z) = δnm ,
∞∫
−∞
dz coshd−2(z)R1n(z)R
1
m(z) = δnm . (71)
The solutions of the equations (69), (70) and (71) are
P 1n(z) = N
d−2
2
n cosh
−d(z)2F1
(
−n, n+ d− 1; d
2
;
1 + tanh(z)
2
)
,
R1n(z) = N
d−4
2
n cosh
−d+2(z)2F1
(
−n, n+ d− 3; d− 2
2
;
1 + tanh(z)
2
)
,
where Nκn is defined in (30). The P
1
n(z) and R
1
n(z) form orthonormal complete sets with
respect to the corresponding norms. Note that P 1n(z) and R
1
n(z) are related by
1
coshd−2(z)
∂z
(
coshd−2(z)R1n+1(z)
)
= −mnP 1n(z) .
The gauge transformation laws (68) for the scalar fields φn with n = 1, 2 . . . imply
that all of them are Stueckelberg, i.e., can be gauged fixed to zero. As a result, the
dimensional degression of the massless spin one field gives the tower of massive spin one
fields with the energies
En = n+ d− 1 , n = 0, 1, . . . (72)
and just one scalar field with energy E = d − 1. This precisely matches the pattern of
Theorem 1. Let us note again that all fields resulting from the dimensional degression
of a massless spin one are massive.
3.4 Massless spin two
A massless field of spin two hα1α2 in AdSd+1 is described by the action [35]
S =
∫
dµd+1
{
1
2
∇αhβ1β2∇αhβ1β2 −∇αhαβ∇γhγβ
+∇αh′∇βhαβ − 1
2
∇αh′∇αh′ + hα1α2hα1α2 +
d− 2
2
h′h′
}
,
(73)
17
where
h′ = gαβh
αβ .
The action (73) is invariant under the gauge transformation
δhαβ = ∇(αξβ) ,
where ∇α is the covariant derivative in AdSd+1.
Using the index conventions (15) the field hα1α2 in d+1 dimensions decomposes into
a spin two field hµ1µ2 , a vector hµ•, and a scalar h•• in d dimensions. In the coordinates
(14) the action (73) takes the form
S = S22 + S
′
22 + S
′′
22 + S11 + S21 + S
′
21 + S0,
where
S22 =
∫
dµd
∫
dz coshd(z)
{
1
2
cosh2(z)Dµhσ1σ2Dµh
σ1σ2 − cosh2(z)DµhµσDνhνσ (74)
+
1
2
cosh4(z)hσ1σ2
(
∂2z + (d+ 4) tanh(z)∂z + 2d tanh
2(z) + 4
)
hσ1σ2
}
, (75)
S′22 =
∫
dµd
∫
dz coshd+2(z)Dνh
′Dµh
µν , h′ ≡ gµνhµν , (76)
S′′22 =
∫
dµd
∫
dz coshd+2(z)
{
−1
2
Dµh′Dµh
′ +
d− 1
2
h′h′ (77)
−1
2
cosh2(z)h′
(
∂2z + (d+ 4) tanh(z)∂z + 2d tanh
2(z) + 4
)
h′
}
, (78)
S11 =
∫
dµd
∫
dz coshd(z) {−Dµh•σDµhσ• +Dµhµ•Dνhν• + (d− 1)h•σhσ•} , (79)
S21 = −2
∫
dµd
∫
dz coshd+2(z)Dµhµν
1
coshd(z)
∂z cosh
d(z)hν• , (80)
S′21 = 2
∫
dµd
∫
dz coshd(z)Dµh
µ•∂z cosh
2(z)h′ , (81)
S0 =
∫
dµd
∫
dz coshd(z)
{
h••DµDνh
µν +Dµh′Dµh•• +
d(d− 1)
2
tanh2(z)h2••
+(d− 1)h•• tanh2(z)∂z cosh2(z) coth(z)h′ + 2(d− 1) tanh(z)h••Dµhµ•
}
.
(82)
The gauge transformations take the form
δhµν =
1
2
(Dµξν +Dνξµ) + tanh(z)ξgµν , (83)
δhµ• = −1
2
∂z cosh
2(z)ξµ +
1
2
Dµξ , (84)
δh•• = −∂z cosh2(z)ξ . (85)
A new feature of the spin two case compared to spins zero and one is that there are
two types of scalar field modes. One comes from the scalar component h•• while another
one comes from the trace part of hµν which had no analogue for s = 0 or 1. This results
in the ambiguity in field redefinitions that mix h•• with h
µ
µ. To obtain the action in the
form of infinite sum of actions that describe finite subsystems of fields, the field variables
should be chosen as follows
h˜µν = hµν − 1
d− 2g
µν cosh−2(z)h••, (86)
h˜•• = h•• .
In the sequel, we shall discard tilde over the new fields h˜µν , h˜•• denoting them as
hµν , h••.
The redefinition (86) only affects S0 (82) as the only one containing the field h••. It
gets the form
S˜0 =
∫
dµd
∫
dz coshd(z)
{
1
2
d− 1
d− 2 cosh
−2(z)Dµh••D
µh••+
+
d
2
d− 1
(d− 2)2h••
(−∂2z + (d− 4) tanh(z)∂z + (d− 1)(d − 2) tanh2(z)− d+ 2) h••−
− d− 1
d− 2 cosh
2(z)h′
(
∂2z + 2(d− 1) tanh(z)∂z + (d− 1)(d − 2) tanh2(z) + d− 2
)
h••+
+2
d− 1
d− 2Dµh
µ• 1
coshd−2(z)
∂z cosh
d−2(z)h••
}
.
In terms of new fields, the gauge transformations (83),(84),(85) read as
δhµν =
1
2
(Dµξν +Dνξµ) +
1
d− 2g
µν cosh−d(z)∂z cosh
d(z)ξ , (87)
δhµ• = −1
2
∂z cosh
2(z)ξµ +
1
2
Dµξ , (88)
δh•• = −∂z cosh2(z)ξ . (89)
Let us expand the tensor, vector, and scalar fields as follows
hµ1µ2 =
∞∑
n=0
φµ1µ2n (x)P
2
n (z), h
µ• =
∞∑
n=0
φµn(x)R
2
n(z), h•• =
∞∑
n=0
φn(x)Q
2
n(z),
where the sets of functions {P 2n(z)}, {R2n(z)}, and {Q2n(z)} form orthogonal bases with
respect to appropriate norms whose specific form will be given later on. The gauge
transformations (87) and (88) suggest analogous expansion for the gauge parameters
ξµ =
∞∑
n=0
ξµnP
2
n(z), ξ =
∞∑
n=0
ξnR
2
n(z) .
The idea is choose the functions P 2n(z), R
2
n(z), and Q
2
n(z) such that the resulting
action acquire the form of the sum of actions of spin two, spin one, and spin zero fields
plus some lower-derivative cross-terms that mix different fields. The resulting action
takes the form
S = S2 + S11 + S21 + S
′
21 + S˜0 , (90)
19
where
S2 =
∞∑
n=0
∫
dµd
{
1
2
Dµφnσ1σ2Dµφ
σ1σ2
n −DµφnµσDνφνσn +Dνφ′nDµφµνn
− 1
2
Dµφ′nDµφ
′
n +
m2n + d− 1
2
φ′nφ
′
n −
m2n
2
φnσ1σ2φ
σ1σ2
n
}
, φ′n ≡ gµνφµνn ,
S11 =
∞∑
n=0
∫
dµd
{
−DµφnνDµφνn +DµφµnDνφνn + (d− 1)φnµφµn
}
,
S21 =
∞∑
n=0
2
√
(n+ 1)(n + d)
∫
dµd D
µφnµνφ
ν
n+1 ,
S′21 =
∞∑
n=0
2
√
(n+ 1)(n + d)
∫
dµd φ
′
nDµφ
µ
n+1 ,
S˜0 =
d− 1
d− 2
∞∑
n=0
∫
dµd
{
1
2
DµφnD
µφn +
d
2
(n− 1)(n + d− 2)
d− 2 φ
2
n
−
√
(n+ 1)(n + 2)(n+ d)(n + d− 1)φ′nφn+2 − 2
√
(n+ 1)(n + d− 2)φn+1Dµφµn
}
.
The gauge transformations are
δφµνn =
1
2
(Dµξνn +D
νξµn) +
√
(n+ 1)(n + d)
d− 2 ξn+1g
µν , (91)
δφµn = −
1
2
√
n(n+ d− 1)ξµn−1 +
1
2
Dµξn , (92)
δφn = −
√
n(n+ d− 3)ξn−1 . (93)
To bring the action (90) to the desired form the following conditions on the basis
functions have to be imposed. The diagonalization condition of the spin-two part (75)
gives the following equation on P 2n(z)
∂2zP
2
n(z) + (d+ 4) tanh(z)∂zP
2
n(z) +
[
m2n − 2d
cosh2(z)
+ 2d+ 4
]
P 2n(z) = 0 , (94)
where
m2n = n
2 + (d+ 1)n+ d− 2 (95)
is the mass square parameter in the action. The diagonalization condition for the vector
field part (79) of the action and gauge symmetry (89) gives the equations on R2n(z) and
Q2n(z)
∂2zR
2
n(z) + (d+ 2) tanh(z)∂zR
2
n(z) +
[
M2R n − d
cosh2(z)
+ 2d
]
R2n(z) = 0 , (96)
∂2zQ
2
n(z) + d tanh(z)∂zQ
2
n(z) +
[
M2Q n − d+ 2
cosh2(z)
+ 2(d− 2)
]
Q2n(z) = 0 , (97)
where
M2R n = n(n+ d− 1) , (98)
M2Q n = n(n+ d− 3) , n = 0, 1, . . . (99)
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The normalization conditions on P 2n(z), R
2
n(z), and Q
2
n(z) are obtained from the
integral over the degression coordinate z in the corresponding kinetic terms of the action
∞∫
−∞
dz coshd+2(z)P 2n(z)P
2
m(z) = δnm ,
∞∫
−∞
dz coshd(z)R2n(z)R
2
m(z) = δnm , (100)
∞∫
−∞
dz coshd−2(z)Q2n(z)Q
2
m(z) = δnm . (101)
The solutions of equations (94),(96),(97) that satisfy the normalizablility conditions
(100), (101) are
P 2n(z) = N
d
2
n cosh
−d−2(z)2F1
(
−n, n+ d+ 1; d+ 2
2
;
1 + tanh(z)
2
)
, (102)
R2n(z) = N
d−2
2
n cosh
−d(z)2F1
(
−n, n+ d− 1; d
2
;
1 + tanh(z)
2
)
, (103)
Q2n(z) = N
d−4
2
n cosh
−d+2(z)2F1
(
−n, n+ d− 3; d− 2
2
;
1 + tanh(z)
2
)
, (104)
where Nκn is defined by (30). The following relationships between P
2
n , R
2
n, and Q
2
n hold
cosh−d(z)∂z
(
coshd(z)R2n(z)
)
= −MR nP 2n−1(z) ,
∂z
(
cosh2(z)P 2n(z)
)
=MR n+1R
2
n+1(z) ,
∂z
(
cosh2(z)R2n(z)
)
=MQ n+1Q
2
n+1(z) ,
cosh−d+2(z)∂z
(
coshd−2(z)Q2n(z)
)
= −MQ nR2n−1(z) .
We observe that all gauge symmetries (91), (92) and (93) are Stueckelberg. Upon
gauge fixing the Stueckelberg fields to zero, we find that the spectrum of fields resulting
from the dimensional degression contains a tower spin two fields with masses and energies
m2n = n
2 + (d+ 1)n + d− 2 , En = n+ d , n = 0, 1, . . .
a single vector field φµ0 and a single scalar field φ0 with masses d− 1, and d, respectively,
both having the energy E0 = d. This precisely matches Theorem 1.
4 Scalar field degression over several dimensions
Let AdSd+d′ with d
′ ≥ 2 be realized as a hyperboloid
y2−1 + y
2
0 − y21 − . . .− y2d−1 − y2d − . . . − y2d+d′−1 = 1
in Rd+d
′+1. We choose the following coordinates
y−1 = cosh(z)y˜−1, y0 = cosh(z)y˜0, . . . , yd−1 = cosh(z)y˜d−1,
yd = sinh(z)y˜d, . . . , yd+d′−1 = sinh(z)y˜d+d′−1,
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where z ∈ [0,∞), y˜−1, . . . , y˜d−1 describe a hyperboloid
y˜2−1 + y˜
2
0 − y˜21 − . . . − y˜2d−1 = 1
in a Rd+1, while y˜d, . . . , y˜d+d′−1 describe S
d′−1
y˜2d + . . .+ y˜
2
d+d′−1 = 1.
The line element of AdSd+d′ is
ds2AdSd+d′ = cosh
2(z)ds2AdSd − dz2 − sinh2(z)ds2Sd′−1 .
In this coordinates, the Laplace-Beltrami operator is
AdSd+d′
=
1
cosh2(z)
AdSd
− 1
coshd(z) sinhd
′−1(z)
∂z cosh
d(z) sinhd
′−1(z)∂z − 1
sinh2(z)
Sd′−1 ,
where AdSd and Sd′−1 are the Laplace-Beltrami operators on AdSd and S
d′−1, respec-
tively.
The free scalar field equation in AdSd+d′ is
(AdSd+d′ +M
2)Φ(x, z, u) = 0, (105)
where x are local coordinates of AdSd and u are those of S
d′−1. Let us look for its
solutions in the form
Φ(x, z, u) =
∞∑
N,L=0
∑
K
φNLK(x)PNL(z)YLK(u), (106)
where YLK(u) are spherical functions on S
d′−1, K = (k1, . . . ,±kd′−2) so that L ≥ k1 ≥
. . . ≥ kd′−2 ≥ 0 and
Sd′−1YLK(u) = −L(L+ d′ − 2)YLK(u).
The functions PNL(z) form an orthogonal complete set with respect to the norm
∞∫
0
dz coshd−2(z) sinhd
′−1(z)PNL(z)PN ′L(z) = δNN ′ (107)
inherited from (20). Requiring PNL(z) to satisfy the equation
∂2zPNL(z)+
(
d tanh(z) + (d′ − 1) coth(z)) ∂zPNL(z) (108)
+
(
m2NL
cosh2(z)
− l(l + d
′ − 2)
sinh2(z)
−M2
)
PNL(z) = 0
and plugging the expansion (106) into Eq. (105), we obtain the tower of massive scalar
fields
(AdSd +m
2
NL)φNLK(x) = 0 . (109)
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The requirement of finiteness of the norm (107) constrains solutions PNL(z) to the
“irregular” ones
P irrNL(z) = N
−κ
NL cosh
Λ(z) sinh2N+L(z)2F1
(
−N,−N − L− d
′
2
+ 1; 1− κ;− 1
sinh2 z
)
,
Λ = −2N − L− d+ d
′ − 1
2
+ κ , M2 ∈
[
−(d+ d
′ − 1)2
4
,−(d+ d
′ − 1)2
4
+ 1
)
and “regular” solutions
P regNL(z) = N
κ
NL cosh
Λ′(z) sinh2N+L(z)2F1
(
−N,−N − L− d
′
2
+ 1; 1 + κ;− 1
sinh2 z
)
,
Λ′ = −2N − L− d+ d
′ − 1
2
− κ , M2 ∈
[
−(d+ d
′ − 1)2
4
,+∞
)
,
where κ ≡
√
M2 + (d+d
′−1)2
4 and
NκNL = Γ(1 + κ)
√
N ! Γ(N + L+ d
′
2 )
2
(
2N + L+ d
′
2 + κ
)
Γ(κ+N + 1)Γ(N + L+ d
′
2 + κ)
(110)
is fixed by (107).
The lowest energy and mass spectra are
ENL = 2N + L+
d+ d′ − 1− 2κ
2
, (111)
m2NL =
(
2N + L− κ+ d
′
2
)2
− (d− 1)
2
4
(112)
for the “irregular” solutions and
ENL = 2N + L+
d+ d′ − 1 + 2κ
2
, (113)
m2NL =
(
2N + L+ κ+
d′
2
)2
− (d− 1)
2
4
(114)
for the “regular” ones. Recall that the relation of the mass and the energy is given by
(17).
These results can also be lifted to the action level. Substituting the expansion (106)
into the action
SAdSd+d′ =
1
2
∫
dµd+d′ Φ(AdSd+d′ +M
2)Φ ,
we find that
SAdSd+d′ =
∞∑
N=0,L=0
∑
K
SAdSdNLK ,
where
SAdSdNLK =
1
2
∫
dµd φNLK(AdSd +m
2
NL)φNLK .
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These results are similar to those of the dimensional degression over one coordinate.
Recall that the appearance of “irregular” and “regular” solutions results from the am-
biguity in the relation between mass and energy. Fixing a particular vacuum energy E0
value, we see that the dimensional degression over several coordinates gives rise to a set
of scalar fields of energies E0+ k, k = 0, 1, . . . Each energy level has the multiplicity (13)
in agreement with the group-theoretical analysis of Section 2
As was pointed out by Metsaev [1], the dimensional degression over two coordinates
produces a massless scalar field from a massless one. Namely, there are two energies
E0 =
d+d′
2 and E0 =
d+d′−2
2 corresponding to the massless scalar field in AdSd+d′ . If
d′ = 2 the second energy becomes E0 =
d
2 , i.e., the energy of the massless scalar field
in AdSd. Obviously, for spin s ≥ 12 this phenomenon does not take place because there
is only one energy corresponding to a massless field. Thus, except for the scalar field
the dimensional degression of a massless field never gives a massless field at least if the
original field corresponds to some symmetric representations of the AdS algebra.
Let us compare our results with those of Metsaev [1]. In the case of dimensional
degression of a massless scalar field over several coordinates the mass spectrum (112) for
“irregular” solutions at N = 0 corresponds to the spectrum given by the formula (47) in
[1]. The mass spectrum (114) for “regular” solutions corresponds to the spectrum given
by formula (54) of [1] but with some disagreement in the restrictions (55) of [1] on the
possible values of the parameters L(denoted in [1] as l) and κ. The difference is that the
dimensional degression of the scalar field with the mass in the interval −(d+d′−1)2/4 ≤
M2 < −(d + d′ − 1)2/4 + 1 gives two mass spectra (112) and (114) compatible with
unitarity. The spectrum associated with “irregular” solutions is most likely ruled out in
[1] by too strong boundary conditions.
5 Conclusion
In this paper we extend the previously known results on the dimensional degression of a
massless scalar in anti-de Sitter space to the cases of massive scalar (including shadow
sector) and massless fields of spins one-half, one, and two. Our field-theoretical analysis
matches the group-theoretical analysis of the branching of unitary o(d+ d′, 2)–modules
into o(d, 2) ⊕ o(d′)–modules also performed in this paper. It is shown that dimensional
degression of a massless field of spin s ≥ 12 in d + 1 dimension produces an infinite
set of massive fields in lower dimension. The spectrum is discrete, being quantized in
values of the inverse AdS radius. For this reason, in the AdS case, it is not necessary to
compactify space-time to obtain discrete spectrum in lower dimension. (In fact it is not
even clear what could be an analog of the torus compactification in the AdS case.)
Our results may have several applications. First of all this is the first step towards the
analysis of the dimensional compactification-like effects in HS theories, that have AdS
rather than Minkowski space-time as their most symmetric vacuum. This analysis is
interesting, in particular, for better understanding of possible mechanisms of spontaneous
breakdown of HS gauge theories. Indeed, we have shown that the dimensional degression
gives rise to the gauge invariant (i.e., Stueckelberg) formulation of massive fields. As
such it is just analogous to the standard torus compactification mechanism used to derive
massive HS theories from the massless ones in one higher dimension [10, 11].
In other words, the degression mechanism in AdS uncovers the structure of necessary
Higgs fields in HS gauge theory. Of course our results for spin one and two are not new
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in this respect. The gauge invariant formulation of symmetric fields has been now well
understood in the formalism of symmetric tensors [13, 14, 15, 16]. However, to make it
appropriate for the analysis of nonlinear HS theories we should better understand how
the higgsing works in terms of the HS frame-like formalism of [36, 37, 38, 39] 4 which is
at the moment the only working one at the full interacting level (see [42, 43, 44] for more
detail and references on nonlinear HS theories). Moreover, an extension of our analysis
to the case of mixed symmetry massless fields in AdSd [45] will allow us to achieve a
gauge invariant formulation of massive fields of general symmetry type in AdSd.
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6 Appendix
Theorem 1 For an integer spin s, the o(d, 2)-module D (E0, s)o(d,2) with E0 ≥ E0(s)
has the following branching into o(d− 1, 2)–modules
D (E0, s)o(d,2) ≃
s∑
q=0
∞∑
k=0
⊕D (E0 + k, q)o(d−1,2) . (115)
Proof.
An o(d, 2)-module D (E0, s)o(d,2) is spanned by vectors (3)
T+a1 . . . T+aM |E0, s〉
with various M and a = 1, . . . , d. The irreducible vacuum o(d) ⊕ o(2)–module |E0, s〉,
where E0 and s = (s, 0, . . . , 0) are the weights for o(2) and o(d), respectively, decomposes
as an o(d− 1)⊕ o(2)-module into
s∑
q=0
⊕ |E0, q〉 .
Using the index decomposition n = 1, . . . , d − 1 , • = d and denoting t+ ≡ T+•, the
module D (E0, s)o(d,2) is spanned by the vectors
T+n1 . . . T+nN (t+)k |E0, q〉 , (116)
where N, k = 0, 1, . . .∞, q = 0, . . . , s.
4See also recent papers [40] and [41] that extend the frame-like formalism to the cases of reducible sets of
massless fields and massive fields, respectively.
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Let Wkq be a vector space spanned by
T+n1 . . . T+nN (t+)k |E0, q〉 , N = 0, 1, . . .
From the definitions of Wkq it follows that
T−nWkq ⊂Wkq ⊕Wk−1 q−1 ⊕Wk−1 q+1 ⊕Wk−2 q , (117)
T+nWkq ⊂Wkq , T nmWkq ⊂Wkq , EWkq ⊂Wkq . (118)
Let Vij be vector spaces defined recurrently as
Vij =
j∑
q=0
⊕Wiq ⊕ Vi−1 s ,
where i = 0, 1, . . . ,∞, j = 0, 1, . . . , s, V−1j = {0}. According to this definition,
Vij ⊂ Vij+1 , Vij ⊂ Vi+1 j . (119)
From (117) and (118) it follows that Vij are o(d − 1, 2)–modules. As a result we
obtain the filtration of the o(d− 1, 2)–module D (E0, s)o(d,2) by the o(d− 1, 2)–modules
Vij
{0} ⊂ V00 ⊂ V01 ⊂ . . . ⊂ V0s ⊂ V10 ⊂ . . . = D (E0, s)o(d,2) .
Obviously, the composition factors form the following o(d− 1, 2)–modules
Vij/Vij−1 ≃ D (E0 + i, j)o(d−1,2) , j 6= 0 ,
Vi0/Vi−1s ≃ D (E0 + i, 0)o(d−1,2) ,
which are irreducible because the inequalities (1) and (2) are satisfied in d dimensions as
a consequence of those in d+ 1 dimensions. Here we use the unitarity of D (E0, s)o(d,2)
with E0 ≥ E0(s) as an o(d−1, 2) module. Clearly, once the inequality E0 > E0(s) holds,
D (E0, s)o(d,2) is a unitary o(d, 2)–module and hence also a unitary o(d − 1, 2)–module.
Taking into account that a reducible unitary module is fully reducible (i.e. it decomposes
into direct sum of irreducible submodules), we conclude that (115) is true.
The case where the energy E0 belongs to the boundary of the unitary region E0 =
E0(s) is considered analogously, eventhough, in this case, D (E0(s), s)o(d,2) is not a uni-
tary o(d, 2)–module because it contains null states that have zero o(d, 2) invariant norm.
The key observation is that the energies of the lowest energy states of the o(d − 1, 2)–
modules contained in the boundary o(d, 2)–modules remain inside the unitarity region
for o(d − 1, 2). As a result, all o(d − 1, 2)–modules remain irreducible on the boundary
of the unitarity region for o(d, 2). (Note, that this implies that one can introduce an
o(d− 1, 2) invariant norm such that D (E0(s), s)o(d,2) be a unitary o(d− 1, 2)–module.)
Theorem 2 For a half-integer spin s and E0 ≥ E0(s), the o(d, 2)-module D (E0, s±)o(d,2)
for even d and D (E0, s)o(d,2) for odd d have, respectively, the following branchings into
o(d− 1, 2)–modules
D
(
E0, s
±
)
o(d,2)
≃
s∑
q= 1
2
∞∑
k=0
⊕D (E0 + k, q)o(d−1,2) , (120)
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D (E0, s)o(d,2) ≃
s+∑
q+= 1
2
∞∑
k=0
⊕D (E0 + k, q+)o(d−1,2) ⊕ s
−∑
q−= 1
2
∞∑
k=0
⊕D (E0 + k, q−)o(d−1,2) .
(121)
Proof.
A unitary o(d, 2)-module D (E0, s
±)o(d,2) if d is even and D (E0, s)o(d,2) if d is odd is
spanned by vectors (3)
T+a1 . . . T+aM
∣∣E0, s±〉 or T+a1 . . . T+aM |E0, s〉
with various M . The irreducible vacuum o(d) ⊕ o(2)–modules |E0, s±〉 and |E0, s〉 de-
compose as an o(d− 1) ⊕ o(2)-modules into
s∑
q= 1
2
⊕ |E0, q〉 ,
and
s+∑
q+= 1
2
⊕ ∣∣E0, q+〉⊕ s−∑
q−= 1
2
⊕ ∣∣E0, q−〉 .
For simplicity we consider the case of odd d. The case of even d can be obtained
analogously by discarding ± labels.
Using the index decomposition n = 1, . . . , d − 1 , • = d and denoting t+ ≡ T+•, the
module D (E0, s)o(d,2) is spanned by the vectors
T+n1 . . . T+nN (t+)k
∣∣E0, q±〉 , (122)
where N, k = 0, 1, . . .∞ , q± = 12
±
, . . . , s±.
Let W±kq be a vector space spanned by
T+n1 . . . T+nN (t+)k
∣∣E0, q±〉 , N = 0, 1, . . .
From the definition of W±kq it follows that
T−nW±kq ⊂W±kq ⊕W±k−1 q−1 ⊕W±k−1 q+1 ⊕W±k−2 q ⊕W∓k−1 q , (123)
T+nW±kq ⊂W±kq , T nmW±kq ⊂W±kq , EW±kq ⊂W±kq . (124)
Let Vij be vector spaces defined recurrently as
Vij =
j∑
q=−s
⊕Uiq ⊕ Vi−1 s ,
where j = −s, . . . , s and
Uij =
{
W+ij if j =
1
2 , . . . , s
W−i −j if j = −s, . . . ,−12
According to this definition,
Vij ⊂ Vij+1 , Vij ⊂ Vi+1 j . (125)
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From (123) and (124) it follows that Vij are o(d − 1, 2)–modules. As a result we
obtain the filtration of the o(d− 1, 2)–module D (E0, s)o(d,2) by the o(d− 1, 2)–modules
Vij
{0} ⊂ V0−s ⊂ . . . ⊂ V0− 1
2
⊂ V0 1
2
⊂ . . . ⊂ V0 s ⊂ V1−s ⊂ . . . = D (E0, s)o(d,2) .
Obviously, the composition factors form the following o(d− 1, 2)–modules
Vij/Vij−1 ≃ D (E0 + i, j+)o(d−1,2) , j = 12 , . . . , s ,
Vij/Vij−1 ≃ D (E0 + i,−j−)o(d−1,2) , j = −s+ 1, . . . ,−12 ,
Vi−s/Vi−1 s ≃ D (E0 + i, s−)o(d−1,2) ,
(126)
which are irreducible because the inequalities (1), (2) are satisfied in d dimensions as a
consequence of those in d+ 1 dimensions.
D (E0, s)o(d,2) with E0 ≥ E0(s) is a unitary o(d − 1, 2)–module by the same reason
as in the bosonic case. Taking into account that a reducible unitary module is fully
reducible (i.e. it decomposes into direct sum of irreducible submodules), we obtain
(120) and (121).
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