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ABSTRACT There exist many examples of membrane components (e.g. receptors) accumulating in special domains of
cell membranes. We analyze how certain variations in lateral diffusibility and solubility of the membrane would
increase the efficiency of transport to these regions. A theorem is derived to show that the mean-time-of capture, t,, for
particles diffusing to a trap from an annular region surrounding it, is intermediate to the t, values that correspond to the
minimum and maximum diffusion coefficients that obtain in this region. An analytical solution for t, as a function of the
gradient of diffusivity surrounding a trap is derived for circular geometry. Since local diffusion coefficients can be
increased dramatically by reducing the concentration of intra-membrane particles and/or allowing them to form
aggregates, such mechanisms could greatly enhance the diffusion-limited transport of particular membrane compo-
nents to a trap (e.g. coated pit). If the trap is surrounded by an annular region in which the probe particles' partition
function is increased, say, by the local segregation of certain phospholipids, t, is shown to vary inversely with the
logarithm of the relative partition function. We provide some conjectural examples to illustrate the magnitude of the
effects which heterogeneities in diffusibility and solubility may have in biological membranes.
INTRODUCTION
Many functions of the cell are thought to be regulated (or
at least affected) by the modulation of membrane fluidity,
and specifically by the lateral mobility of glyco-protein
receptors. This is manifested most dramatically in the
formation of coated pits and endocytosis (1), and in
"patch" and "cap" formation (2, 3). It has also been
suggested that the lateral diffusion of redox components
controls the rate of electron transfer in mitochondrial
membranes (4). Synapse formation has been reported to be
accompanied by the creation of a high local concentration
of acetylcholine receptors (5, 6), possibly by diffusive
transport (7). And finally, the intramembrane particle
density in the growth cones of neurons has been shown to
be very heterogeneous (8). The biological relevance of
these and other examples of lateral membrane transport
were recently reviewed (9). A number of mechanisms have
been proposed to explain capping and may be relevant to
other phenomena. They include lipid flow (3), membrane
surface waves (10) and the modulation of the attachment
of membrane proteins to the cytoskeleton (11, 12).
Regardless of the mechanisms that may operate in particu-
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lar cells, it is logical to consider, as we do in this paper, how
the transport of membrane components would be affected
by variations in lateral fluidity and solubility from one
point to another within a membrane.
It has recently been demonstrated experimentally that
the lateral diffusion of lipid analogue probes in a vesicle
system is reduced by an order of magnitude by the
presence of proteins (13-15). In intact erythrocytes, the
local short range (- 1-10 nm) diffusion coefficient of such
probes has been shown to be at least ten times greater than
that measured for long-range diffusion (- 1 gLm), where the
diffusing molecules must thread their way among an
archipelago of membrane proteins (16, 17). Quantitative
information about this effect was obtained by means of
computer simulation of the lateral diffusion of lipid probes
in the presence of obstacles, ("obstructed diffusion")
which showed that in the long-range limit, the probes move
diffusively, i.e., the mean-square diffusion distance is
proportional to time (Fig. 1). The effective diffusion coeffi-
cient for obstructed diffusion (D), given by the slopes of the
curves in Fig. 1 is, however, considerably smaller than the
value for free or unobstructed diffusion (DO), with the ratio
D/Do depending on the density and size of the obstacles
(16) (Fig. 1). Until now these results have been demon-
strated only for lipid analogue probes, but the lateral
mobility of larger membrane components, e.g. receptor
proteins, is expected to be similarly reduced by the pres-
ence of obstacles.
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FIGURE 1 Simulation of diffusion in a membrane in the presence of obstacles according to the "milling crowd" model (16). (a) The mean
square diffusion distance of a lipid analogue probe, <d2 (i)> as a function of i, the number of random exchanges with one of its six nearest
neighbors. The dashed curve represents unobstructed diffusion while the remaining three curves are simulations in the presence of random
distributions of obstacles. The membrane lipids are assumed to form a regular trigonal array with lattice constant, X, the obstacles are
hexagons with sidesjA,j = 1, 2, 3 and d is measured in units of X. Note that for large i,(d2(i)) is linear with i. The motion is therefore diffusive
and the slope of the line is proportional to the effective diffusion coefficient, D. The fraction of the membrane surface covered by obstacles is
f = 0. 3 in this example. (b) The relative diffusion coefficient, D/Do, as a function off and j.f is here calculated by using the total area of the
hexagonic obstacles with all lipids exterior to the hexagons undergoing spatial exchanges at the same rate and it is seen that obstructed
diffusion is inhibited more drastically for the smallest obstacles (j = 1). A much weaker dependence on obstacle size is obtained for alternate
methods of modeling obstacle area (16).
The following questions suggest themselves: How is the
diffusion-limited rate of formation of aggregates (e.g.
coated pits, patches) affected by local variation in the
density and size of membrane proteins; and is the creation
of a protein density gradient in the membrane plane an
effective means for modulating the transport of diffusing
particles?
To shed light on these questions we have examined the
following model. A particle is confined to a region bounded
by a closed curve S2 that is impenetrable to it. Inside S2 is a
smaller closed curve SI which is a sink to any particle
striking it, as indicated in Fig. 2. (We may think of the
particle as a membrane-bound receptor and S1 as the edge
of a receptor aggregate or coated pit that eventually
undergoes endocytosis.) At time t = 0, the particle is
assumed to be at a point ro, somewhere in the region A
which is exterior to SI and interior to S2. It then diffuses
until captured by SI, with a diffusion coefficient D(r)
which is a specified function of the particle's position in
region A. We wish to compute the particle's mean-time-
of-capture t,, averaged with equal weight over all positions
r in A and will employ t, as a measure of the efficiency of
transport.
The problem we consider is therefore a generalization of
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FIGURE 2 Schematic representation of a perfect trap for probe par-
ticles, SI, surrounded by an impermeable boundary S2. At each point r in
the annular region A, between SI and S2 the diffusion coefficient D(r), the
particle density p(r) and current density (r') are defined as described in
Formulation of the Diffusion Problem.
one of the problems considered by Berg and Purcell (18)
and earlier, by Adam and Delbr-uck (19), where SI and S2
are concentric circles and where D is a constant, indepen-
dent of position. Needless to say, we shall not be able to
derive a simple expression for the general case we are
addressing. It is, however, possible to obtain useful infor-
mation about the dependence of tc on D(r). For example, if
the function D(r) has lower and upper bounds, Dmn, and
D,X, so that
Din c< D(r) c D.(1)
for 'r in A, then tc is in turn bounded according to
K - K
(2)
where K is a constant which depends only on the geometry
of the system. The constant K is defined by the property
that if D(ri) is simply a constant, D, then tc is simply K/D.
The theorem embodied in Eq. 2 is intuitively plausible,
and it can be derived using variational methods that are
well known particularly in the analysis of electrical con-
duction problems (20), which are analogous to our diffu-
sion problem. The mathematical proof is given in Formula-
tion of the Diffusion Problem. We remark that the theorem
also applies to diffusion on the surface of a sphere, in which
case SI may enclose an arbitrary small region and A may
be taken to be the remainder of the sphere, "exterior" to
SI.
The theorem applies equally to the case where the trap
boundary SI consists of several disjointed closed curves-
i.e. when there are two or more separated traps within the
region A.
The effects of spatial variations of D(r) are illustrated
by considering in more detail the case where SI and S2 are
concentric circles and D depends only on the radial
distance, r = Ijj. In this case one finds that tc varies linearly
with a certain weighted average of 1/D(r), which can be
evaluated explicitly for some simple cases. This discussion
is given in Circular Geometry. The geometry here may be
considered to be an approximation to the situation that
occurs when many traps are distributed on the surface of a
cell membrane. The circle S2 is then an approximation to
the boundary of the "Voronoi polygon" which is the set of
all points on the membrane closer to the trap SI than to any
other trap on the surface. The area of S2 is then the area of
the cell membrane divided by the number of traps.
As a logical extension of the problems defined above, we
also consider the situation where there is a chemical
change in the membrane at some instant of time, such that
the equilibrium partition coefficient of the probe particle is
subsequently a function of position. This could conceivably
result from the lipid bilayer adopting a nonuniform distri-
bution of its constituent phospholipids. The gradient of the
partition coefficient leads to a driving term in the diffusion
equation, so that the probe particle moves preferentially
towards regions of higher solubility. In Spatially Varying
Partition Coefficient we examine a simple case, where SI
and S2 are again concentric circles, (as in Circular Geome-
try), and the partition coefficient depends only on the
distance from the origin, while the diffusion coefficient D is
independent of position. It is then possible to show that for
an appropriate spatial dependence of the equilibrium parti-
tion coefficient, there is a significant decrease in the
mean-time-to-capture of the probe particles.
In Examples and Discussion, finally, we provide a few
conjectural examples of how the results might affect
transport in biological membranes. These examples are of
course limited by our imperfect knowledge of membrane
structure and dynamics, and in particular of the topologi-
cal heterogeneity that may prevail in membranes.
FORMULATION OF THE DIFFUSION
PROBLEM
The diffusion problem is conveniently formulated in terms
of the probability density p(ri) for finding a particle at point
r, at a specified time t. One must also define a probability
current J(r), which is the net rate of flow of particles at
point ri, or equivalently, J(i) is the mean velocity of a
particle at point ir, multiplied by the probability density
p(r'). Then the diffusion equation is
J() =-D(r) V p(t), (3)
where D(r) is the diffusion coefficient at point ri. Conserva-
tion of particle number requires that
,a p () - ]) (4)
at all points in the interior of the sample. At an impenetra-
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ble boundary one employs the condition that the compo-
nent of normal to the boundary must vanish. In view of
Eq. 3, this is equivalent to insisting that Vp(r') have a zero
normal component.
If a finite, connected region is completely surrounded by
an impenetrable boundary, then we expect that regardless
of the initial conditions, the density p(ri) will approach a
unique, time-independent limit at sufficiently long times.
If we set ap/lt = 0, in Eq. 4, we see that the equations will
be satisfied if we have p(r') = constant, independent of r. In
particular, this means j(ri) = 0 everywhere, so that Eq. 3
and the boundary conditions are automatically satisfied. It
can be shown that p(r') = constant is the time-independent
solution for this geometry.
The fact that the equilibrium solution of our equations
has constant p(ri), even if D(r) varies from point to point,
was built into Eq. 3 in order to reflect the following
microscopic assumption: that the variations in the mem-
brane composition that are responsible for the spatial
variation of the diffusion coefficient do not appreciably
affect the relative solubility of the probe particle in
different portions of the membrane. We adhere to this
assumption throughout this section.
The problem described in the introduction requires that
in addition to the external boundary S2, there exists an
absorbing boundary at S,. The boundary condition at SI is
that p (ri) = 0, as any particle striking the boundary is
immediately removed from future consideration. In this
case, the number of particles in the system is not conserved,
but gradually decays to zero, as time goes on.
To calculate the mean-time-to-capture tc, we may start
with a uniform distribution, p(r) = constant, at t = 0, and
solve the time-dependent Eqs. 3 and 4, with appropriate
boundary conditions, to obtain the value of p(r) at all times
t > 0. An equivalent, but simpler method is to imagine a
steady-state problem in which, say, one particle per second
is placed in the system at a random position in the region A,
and is allowed to diffuse until captured at S,. It is then not
difficult to see that the mean number of particles in the
system at any time is precisely equal to tc, the mean-
time-to-capture, in seconds, of the individual particles that
have been added to the system. In this formulation, one is
looking for a time-independent solution for p(ri), when
there is a distributed source of particles in the interior of
the region, as well as a sink at the boundary S1. In this case,
Eq. 4 must be replaced by
at(r) _ V - j'(r) + q(r) = O, (S)
where q(ri) is the source density. In our case, q(r) is a
constant and is given by
q(r) = A ' (6)A
where A is used here to denote the area of region A. The
diffusion Eq. 3 and the boundary conditions at SI and S2
are unaffected by the sources. Finally, since tc equals the
number of particles in the region at any time,
t, = fp(r-) d2r = A fp(r) q(r) d2r,
where the integral ranges over the interior of A.
Let r(ri) be an arbitrary differentiable function of 'r in
the region A, with the constraint that i7(r) = 0 for r on S5.
We define a "dissipation functional"
F[D(r), )1(r)] f [2q(r)r/(r') - D(r) rV(r)I2]d2r. (8)
Suppose that one wishes to find the function q(ri) that
maximizes F for a given choice of D(ri). The standard
methods of variational calculus give the equation
6F
-()=2=q(ri) + V . [D (r) Vr(r)]I=O,6X1 (r) n l ) (9)
with the boundary condition that the normal derivative of X
must vanish at the boundary S2. These equations are just
the conditions satisfied by the density p(r') [cf. Eqs. 3 and
5] so it is clear that p(ri) is itself the function that
maximizes F. In other words
(10)
for any differentiable function ri(j) which vanishes on S,. It
follows from the definition Eq. 8 that for fixed n(r'), F is a
monotonically decreasing function of D(r), and therefore
F[Dmi,, ri(r)] >- F[D(r), (r)] >- F[Dmax, r1(r)], (I11)
when D,n,n and D., are the minimum and maximum values
of D(r), respectively. Also, if we apply an integration by
parts to the second term in Eq. 8, and take into account Eq.
7 and the differential equation Eq. 9 satisfied by p(r), we
find
tc = AF[D(r), p(r')]. (12)
Let p,,(i(r) be the function n(r') that maximizes
F[D=X, 77(r')] and let pmi.(ri) be the function that maximizes
F[D,,,n, 1(r')]. Then from the above inequalities,
F[Dmin, Pmin I 2. F[Dinin, p] 2- F[D, p]
> F[D, Pmax] 2 F[Dmax, Pmax]. (13)
Therefore, we have
(14)
It is clear that if D(ri) is independent of ir, the density
p(r) and the mean-time-to-capture t, are each inversely
proportional to the value of D. Thus the inequality (Eq. 14)
is equivalent to the inequality (Eq. 2) stated in the
introduction.'
'Actually, it is possible to set rigorous bounds to the diffusion coefficient
in an inhomogeneous medium which are much more restrictive than the
ones considered here. See for example, A. Hashin and S. Shtrikman
(1962), J. App!. Phys. 33: 3125, where the case of a material with varying
magnetic susceptibility is discussed.
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CIRCULAR GEOMETRY
Mathematics
In this section, we consider the case where SI and S2 are the
circles r = a, and r = b, respectively, with a < b, and D(r)
depends only on the distance r from the origin. Clearly,
p(ri) will also depend only on the distance from the origin,
in this case, and the vector j(ri) is purely in the radial
direction. Eqs. 3, 5 and 6 may then be written, in circular
coordinates
dr D(r) dp = A
I
r dr drj A
(15)
where A = xr(b2- a2). Integrating twice one obtains the
results
rD(r) dp(r) 1I (b2-r2)dr 2A(1-r) (I5a)
p(r) = r,ds 2 2) (15b)2AsD (s)
The constants of integration in these equations are deter-
mined by the conditions dp/dr = 0 at r = b and p = 0 at
r = a. Finally, we obtain from Eqs. 7 and 1 5b
= A I, brdr ds 2)A f-ds sDD(s) rdr(s)
(b2 s2) fb
-rfb Js rdr
Aa sD(s) .
1 b ds (b2 s2)2
(b2 a2) Ja 2D(s) s (16)
In going from the first line to the second in Eq. 16, we
have interchanged the order of r and s integrations; in the
third line, we have carried out the inner integration.
It is useful to rewrite Eq. 16 in the form
fb rdr
a2D(r)f(rt(7
where
_b2l r2)2
f(r) (b2 _a2)r2 (18)
If the spatially varying factorf were not present in the
integrand, then the mean-time-to-capture tc would be
simply determined by the arithmetic average of [D(r)] -1,
for points within the annulus A. The weighting factor f
varies monotonically, however, from a maximum at r = a
to a minimum value of zero, at r = b. Thus the actual value
of t, is most sensitive to the value of [D(r)] -' at points close
to the sink at r= a, where the diffusion current density is
highest. This is evident in Fig. 3, which shows the form
factor f(r/b) as a function of the dimensionless radial
distance. This means that the diffusion coefficient close to
FIGURE 3 The spatially varying factorfr), as defined by Eqs. 17 and
18, for circular geometry with b/a = 20. f is here plotted as a function of
the dimensionless radial distance r/b. Curves for b/a = 10 and 5 are
almost identical to this curve for r 2 0.1 and 0.2, respectively.
the trap radius a is weighted heavily compared with the
remaining area A. The curve shown in Fig. 3 was calcu-
lated for b/a = 20, but it differs insignificantly from that
for b/a = 10 and 5 for b/r greater than 0.1 and 0.2,
respectively.
Discussion
The results of Formulation of the Diffusion Problem and
Circular Geometry: Mathematics allow us to formulate
and to answer several questions about the mean-time-
to-capture for a membrane with variable D(ri).
Suppose that each point of a cell membrane is free to
choose any diffusion coefficient it wishes, in a limited
range Dmin < D(r) < D., Then if the cell wishes to
minimize the mean-time-to-capture tc, it should choose
D(ri) = D.x at all points in the region A, and the
mean-time-to-capture is directly proportional to the value
of D-' x
Now suppose that in addition to the constraint Dmin <
D(r') < D,L, it is required that the average value of
[D(r)]-' in the region A be equal to some specified value
D-1, where Dmin< D < Dm.x How can the membrane
minimize the mean-time-to-capture in this case? It is clear
from the analysis of Circular Geometry: Mathematics that
the value of D(r) should be as large as possible close to the
trap, while paying the price of a small value of D(r) far
from the trap. In the case of circular symmetry this
situation is achieved by the following geometry:
[Dmax for a<r<c
D(r) f
(Dmin for c<r<b,
(19)
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where c is determined by
(C_a2) + 1 (12 C2) = (b2 a2). (20)
Dax Dmin D
Now from Eq. 12 we find that t, is given by
tc= (2 -a2) {Dm4x n (a)
b2(C2 -a2) (C4 -a4)]
2 + 8J
+ DI [2 In (_) - 1(b2 C2) + (b - C4) (21)
The dependence of t, on the cross-over radius c is illustrated
in Fig. 4 for dimensions and diffusion coefficients that are
relevant to cell membranes.
Note that if we set D. = mo in Eq. 16, keeping the
cross-over radius c a constant, the mean time to capture is
given by the expression
- 1
~~~~~~~1r4Ib\34 2Ctc 2(b 2)D [b In )-4b + bC J (22)
The conditions under which this relationship applies are
equivalent to equating c to a, the radius of the trapping
center (sink) and setting the diffusion coefficient in the
region a < r < b equal to a constant D. Eq. 22 may then be
Dmalx
Dmin Dm-11cm2 51 Dmi=
200 1
and~~~~~~~~....... . .(D|,, n h rgona< ..h.ai D.. D|i
150icatedfor each curve, while a O. 05 gm and b = O. Sg ..These
100vesmaybeused to estimate the time-to-capture for other diffusivities,
..0.
.........1
30
100...
0.1 0.~~~ 0.3 0.4 0~~.5....
c(~~~~~~~~~~~.........
FIGURE 4 Mean-time-to-capture t.., according to Eq~~~~~~~~~~~.... 21 for partcle
iniallditrbuedunfrmy n heanuarreio a< ..,werhdiffusion coefficient has a value Din,, - 10'1cm2s' in the region c < r < b..
and a larger value (D,~~~~~~~~) in the region a <r < c~~~~~~~..Therati.D.../D.... iindicated foreach curve, while a - 0.05 ~~~~~~~~~~~~~~m and b =.. 0.. 5s.. Thes
curves may beused to estimate the time-to-capture for other diffusivities,........
since t,,variesinversely with D,,,, if the ratio D,,,,,,,/D~~~~~~........hel fixed..
simplified to
I- ba b 3b2 a2]tc=D 2(b2 _a) lna- 8 , (23)
which is identical to Eq. B4 in Berg and Purcell's analysis
(18) of the mean-capture-time for a constant diffusion
coefficient and is illustrated graphically in Fig. 5. Note
that when b >> a, Eq. 23 approaches (18)
- b2 b 3
2D -4. (24)
SPATIALLY VARYING PARTITION
COEFFICIENT
In this section we consider how the diffusion of a probe
particle is affected if its relative solubility varies from one
point to another in the membrane. In this situation, Eq. 3
for the diffusion current must be replaced by
j() = - D(ri) [V p(r) + p(r) V +(r)], (25)
where 0(r{) is a specified function of position. Now, for a
closed system, with no source or sink of particles, the
equilibrium solution of the diffusion equation has j = 0 at
all points and is given by
pqQ(f&)= =p Oe),
E
C
14.
,_
(26)
b(fLm)
FIGURE 5 The mean-capture-time in seconds for particles diffusing
from an annular region (a < r < b), where the diffusion coefficient D is
constant, to a trap (r - a). The product Dt, is shown in cm2, with a and b
in Am (c.f. Eq. 23. E.g., with D - 10-10 cm2s', a - 0.03 Am and b - 0.3
Am, t=- 100 s.
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where po is any constant. Thus we may make the identifica-
tion
+(r-- In (peq ()/po) = I-n K(r), (27)
where K(r) is the equilibrium partition coefficient of the
probe molecule, in the membrane at point ri, relative to
some arbitrary point where 4 = 0. Clearly, we may add any
position-independent constant to +(), or multiply K(r) by
any such constant, with no effect on the diffusion current
(c.f. Eq. 25).
As in the previous sections, we consider the situation
where the probe particle is located, at t = 0, at a random
point iO in the region A, with equal probability for all
points. (This is the equilibrium solution if we assume 4 to
be independent of position, for times t < 0.) At time t = 0,
we change the membrane structure to give a new spatially
varying +(r), and we begin to trap any particle that reaches
the inner curve S1. We again wish to calculate the mean-
time-to capture tc.
As in the previous sections, we may compute tc by using
Eqs. 5-7, together with the conditions p(ri) = 0, at the
boundary S1, and the condition that the normal component
of j(ri) should vanish at the boundary S2.
For simplicity, we assume that diffusion coefficient is a
constant D, and as in Circular Geometry, we assume
circular symmetry, so that S1 and S2 are the circles r = a
and r = b, respectively, and ¢(r) depends only on the radius
r. Then Eqs. 5, 6, and 25 become
complicated, however, we present here a simple approxi-
mate solution, which will illustrate the essential physics
more clearly.
It is apparent, from Eq. 25, that the mean-time-to-
capture is reduced, if the term
-pVO drives particles
inward toward the trap. Hence, we wish to set X = 4max at
the outer boundary (r = b), and X = Oi,n at r = a, with a
smooth, presumably monotonic variation of +(r) in
between. As a simple trial function, we may choose +(r) =
¢ for a range of r extending from the inner radius a up to
a value c, and then choose ¢(r) in the range c < r < b in
such a fashion that the density p(r) is a constant in this
range. Then from Eq. 28, we see that, in the outer range
n b2ADp[ (r) 2- + (32)
where po is the constant value of p(r). Requiring 4 = 04i,, at
r = c, gives
P = 2AD [b2 ln () b + (33)
where
AO = 'kmax - 4) min- (34)
In the inner range,where +(r) is a constant, the variation of
p(r) is given, according to Eq. 30 by
I d dp do
-i
r dr[ dr + rp AD
Integrating once, we find
d d ]-+p =-[b-[dr drJ 2Ar
which may be compared with Eq. 1 Sa of Circular Geome-
try. The right hand side of this equation gives the explicit
r-dependence of the particle current j, which is the same
here as in Circular Geometry. The explicit solution of Eq.
29 is given by
=e-#r) r b2__2
p(r) = 2AD fa dseo($)- (30)
As an application of this analysis, we may pose the
following problem. Suppose that the cell membrane can
vary its properties at each point so as to achieve any value
of +(r) it wishes, in a limited range.
,n -<,+(r) s< O..Xt (31)
How should it choose +(r) if it wishes to minimize the
mean-time-to capture, as given by Eqs.7 and 30?
The optimization problem stated above can be solved by
means of the calculus of variations, as discussed in the
Appendix. Since the exact solution given there is somewhat
(35)
(28)
The value of c is then determined by equating Eqs. 33 and
35 at r = c.
Let us consider the limit where b >> a, and AO is large
(29) compared with 1. In this case, we need only consider the
logarithmic terms in Eqs. 33 and 35. We then find
ln b + A) Ina
1 + AO
b2 ln (b/a)
tc-po.A 2D(1 + AOk)
(36)
(37)
Within the approximations stated above, we see that the
mean-time-to-capture is reduced by the factor (1 +
compared to its value for the case of constant 4, which was
given by Eq. 24. Since AX is the logarithm of the ratio of
the equilibrium partition coefficients at the inner and outer
edges of region A, it is clear that the reduction factor can
have only a modest value, unless the variation of partition
coefficient is itself extremely large. This feature is also
present in the exact solution of the optimization problem.
EXAMPLES AND DISCUSSION
We have discussed the effects of spatial variations in
diffusibility and solubility of membrane components on
their diffusion-limited mean-time-of-capture. In this sec-
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I r a2 r,p(r) = b2 In + -2AD a 2 2 '
tion we estimate the magnitude of these effects for biologi-
cal membranes. For the purposes of this discussion we will
assume that the lifetime of the locus where the diffusing
particle aggregate is long compared to the capture times.
In general, the mean-capture-time of particles diffusing to,
say, a coated pit, will be a function of the coated pit lifetime
(21, 22, 23).
An obvious question that arises is whether a diffusibility
gradient centered around a target area (e.g. a sink) would
notably increase the rate with which probe particles are
concentrated there. According to the theorem proved in
Formulation of the Diffusion Problem, the effective diffu-
sion coefficient in the gradient-region is between Dmin and
D.,,(Eqs. 2 and 14). We also demonstrate in Circular
Geometry: Discussion that the optimum solution (i.e.
minimum tc) obtains when the particle sink is surrounded
by an annular area in which the diffusion coefficient is
enhanced maximally by some mechanism (c.f. Eqs. 19-
24), say, by drastically lowering the concentration of
proteins or, alternately by aggregating the proteins to form
larger obstructions (c.f. Fig. 1). Random walk simulations
and experimental results suggest that D for a small protein
might well increase by an order of magnitude if this
occurred, say from 10"cm2 s-I to 10-10 cm2 s-'. If the
sink radius is 0.03 ,Am and the annular ring were 0.05 ,um in
width, the mean-time-of-capture of particles randomly
situated in the annular region would then according to Eq.
24 or Fig. 5, drop from 1.4 to 0.14 s. Similarly if the
annular ring from which particles diffuse to the same trap
were 0.1 ,um in width, tc would be lowered from 7 to 0.7 s.
The effect of a spatially varying diffusion is illustrated in
Fig. 4 for an annular geometry, with a = 0.05 Am and b =
0.5 ,um, dimensions that are of the right order of magnitude
for the transport of, say, low density lipoprotein receptors
to coated pits on human fibroblasts (21, 24). Consider as
an example the case where D.,, = 10-0 cm2 s -'and Dmin =
10"cm2 s-' and where a circle of radius c = 0.2 ,um
separates the annular regions where the diffusion coeffi-
cients have these values. The mean-time to capture is then
reduced by a factor of 3.5 relative to the case of D = D.,,
everywhere, even though the region where D = Dm.,
occupies only 15% of the total area between the trap and
the outer boundary.
It was demonstrated in Spatially Varying Partition
Coefficient that only drastic heterogeneity in the mem-
branes partition function could affect trapping rates appre-
ciably. While phase segregation has been reported for
various model membrane systems, this is less likely to
occur in the rich mixture of phospholipids that character-
izes real membranes. However, local segregation of partic-
ular lipid may conceivably be induced by, say, cytoskeletal
involvement. The mean-time-of-capture then varies loga-
rithmically with the ratio of the local partition coefficients,
in accordance with Eqs. 27, 37, and Al 3. While the present
study emphasizes the trapping of membrane components
in circular geometry, the analysis of how the efficiency of
diffusive transport towards a trap increases with diffusibil-
ity, and solubility also applies to quasi-linear membrane
structures. For example, the concentration of acetylcholine
receptors in synaptic regions may well be facilitated in this
manner (5-7).
The advent of increasingly sensitive microscope imaging
systems (24) and dynamic fluorescence probes make it
possible to investigate detailed features of fluidity in intact
cells. Such studies could provide information on strata-
gems, including the ones discussed here, which the cell
employs for selective lateral membrane transport and may
provide a deeper understanding of membrane structure
and dynamics.
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APPENDIX
The Optimization Problem
For the problem defined in Spatially Varying Partition Coefficient, we
wish to minimize the expression for tc, given by Eqs. 7 and 30, subject to
the constraint (Eq. 31). Let us define
(Al)g(r) _ (b2 - r
h(r) = g(r)/r,
y(r) h(r)e#r).
(A2)
(A3)
Then
- f b dr g(r) r
ADa y(r) fa (A4)
Now at each point r we must have one of three conditions: (a) X = /nxr,, or
(b) 4 = 0,, or (c) btc/&(r) = 0. Conditions (c) leads to the integral
equation
y(r) fb g(s)ds 1 fg(s)y(s)ds,
r y(s) y( r) fa
which must be satisfied at all points for which n,,in < +(r) <4X.
Let us introduce the function
x(r) -J g (s)ds.
(A5)
(A6)
By means ofa series of manipulations, it can be shown that Eq. A5 implies
the following differential equation in the region where 0/,,,, < ¢(r) <
X,,, ,:
d2y (dy\2/
dx2 dx)
The general solution of this equation is
y(r) = CeBx(r),
(A7)
(A8)
where C and B are arbitrary constants. In order for the integral Eq. A5 to
be satisfied however, it is also necessary for two additional conditions to be
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satisfied. Specifically, if cl < r < c2 is the region where 4,,,, <k+(r) <
we must have
h(cl) = j h(r)g(r)dr, (A9)
1 f g(r)dr (A10)
Bh(c2) C2 h(r).
Using Eqs. A3, A6, and A8, the condition 0(c2) - O(c1) = AO1
becomes
B AO + ln[h(c2)/h(cl)] (All)
c2 g(r)dr
The integrals in Eqs. A9-A 11 can all be expressed in terms of elementary
functions, and the result is three coupled transcendental equations that
must be solved for the quantities B, c,, and c2. We can then use Eq. A4 and
our explicit expressions for y(r) to calculate the quantity 7".
The above equations simplify considerably in the limit where AO1- ,
while b/a is held fixed. Then we find c, - a, c2 b,B /AO If. g(r)dr,
and
r (f g(r) dr)
ac= (A1 2)
AD AO
If a/b << 1, then Eq. A12 simplifies further to
(c-_4) D AO. (Al 3)
It should be cautioned, however, that Eq. A13 is not valid if A41 is large,
but fixed, while a/b - 0.
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