The residual torsion-free nilpotence of the commutator subgroup of a knot group is has proven to be an important property with applications to ribbon concordance [7] and bi-orderability [10] . Mayland [16] stated that a two-bridge knot group has a commutator subgroup which is a union of an ascending chain of parafree groups. A result of Baumslag [2] can then be used to show that the commutator subgroups of two-bridge knot groups are residually torsion-free nilpotent. However, [16] does not contain a complete proof, and in [17], Mayland and Murisugi stated that [16] is "seriously marred by misprints and minor errors" and that they would "present a second proof, from a slightly different point of view." This paper completes the proof of Mayland's assertion which had remained unfinished. This proof makes use of a modified version of a graph theoretic construction of Hirasawa and Murasugi [8] in order to understand the structure of the commutator subgroup of a twobridge knot group.
Introduction
Let γ n G denote the nth term of the lower central series of a group G, defined recursively as follows. Let γ 1 G = G, and define γ n G to be [G, γ n−1 G]. Note that γ β G is defined for all ordinals by defining γ β G := α<β γ α G when β is a limit ordinal. However, unless stated otherwise, the n in γ n G will refer to a positive integer. The nth term of the rational lower central series of G is defined to be γ n G := {x ∈ G : x k ∈ γ n G for some nonzero integer k}. G is said to be residually torsion-free nilpotent if n≥1 γ n G is trivial.
Given a smooth knot K in S 3 , the knot group of K, denoted π 1 (K), is the fundamental group of complement of K in S 3 . Several knots are known to have groups with residually torsion-free nilpotent commutator subgroups including fibered knots (since free groups are residually torsion-free nilpotent [12] and the commutator subgroup of a fibered knot group is a finitely generated free group), twist knots [14] , all knots in Reidemeister's knot table (see [22] ) except 8 1 3, 9 2 5, 9 3 5, 8 3 8, 9 4 1, and 9 4 9 [15] , and alternating knots whose Alexander polynomials have prime power leading coefficients [17] . This paper confirms that all two-bridge knots also have this property.
Theorem 1.1. The commutator subgroup of a two-bridge knot group is residually torsion-free nilpotent.
The proof of this theorem relies on Baumslag's work on parafree groups in [1] and [2] . A group G is parafree of rank r if (1) for some free group F of rank r, G/γ n G ∼ = F/γ n F for each n, and (2) G is residually nilpotent.
Suppose Y is the commutator subgroup of a two-bridge knot. Here, it is shown that the commutator subgroup of a two-bridge knot group satisfies the following lemma.
Lemma 1.2. The commutator subgroup of a two-bridge knot group Y can be written as a union of an ascending chain of subgroups Y 0 < Y 1 < Y 2 < · · · < Y such that (a) each Y n is parafree of the same rank and (b) |Y n+1 : Y n γ 2 Y n+1 | is finite for each n.
Thus, Theorem 1.1 follows from the following proposition. . Suppose G is a group which is the union of an ascending chain of groups as follows.
Suppose each G n is parafree of the same rank r. If for each non-negative integer n, |G n+1 : G n γ 2 G n+1 | is finite then G is residually torsion-free nilpotent.
In a lecture [16] , Mayland uses the Reidemeister-Schreier rewriting process to define an ascending chain he claims satisfies the conditions of Lemma 1.2. It's clear that Mayland's ascending chain satisfies Lemma 1.2(b). Mayland suggests a proof of Lemma 1.2(a) by showing Y n+1 can be constructed by adjoining roots to Y n a finite number of times. However, no proof is given that Mayland's idea works for an arbitrary two-bridge knot.
In this paper, a graph theoretic construction similar to one used by Hirasawa and Murasugi in [8] is used to relate the group presentations of the commutator subgroups of more complicated two-bridge knot groups to those of simpler twobridge knot groups. Then, it is proven inductively that all two-bridge knot groups satisfy Lemma 1.2 via Mayland's strategy.
1.1. Applications. The residual torsion-free nilpotence of the commutator subgroup of a knot group has an application to ribbon concordance. Given two knots K 0 and K 1 in S 3 , A ribbon concordance from K 0 to K 1 is a smoothly embedded annulus C in [0, 1] × S 3 such that C has boundary −({0} × K 0 ) ∪ {1} × K 1 and C has only index 0 and 1 critical points. K 1 is said to be ribbon concordant to K 0 , denoted K 0 ≥ K 1 , if there is a ribbon concordance from K 0 to K 1 . The relation ≥ is clearly reflexive and transitive. In [7] , Gordon conjectures that ≥ is a partial order on knots in S 3 .
A group G is called transfinitely nilpotent if γ β G = 1 for some limit ordinal β. Gordon gives conditions under which ≥ behaves anti-symmetrically. Theorem 1.4 (Gordon [7] ). If K 0 ≥ K 1 and K 1 ≥ K 0 and the commutator subgroup of π 1 (K 0 ) is transfinitely nilpotent, then K 0 and K 1 are ambient isotopic.
A residually torsion-free nilpotent group is always residually nilpotent so in particular, a residually torsion-free nilpotent group is transfinitely nilpotent. (In fact, it follows from Strebel [26] that for the commutator subgroups of knot groups residual nilpotence and residual torsion-free nilpotence are the same.) This following corollary was first stated in [7] . However, [7] relies on Mayland [16] . Corollary 1.5. If K 1 ≥ K 0 and K 0 ≥ K 1 and K 0 is a two-bridge knot, then K 0 and K 1 are ambient isotopic.
For a knot group, having a commutator subgroup that is residually torsionfree nilpotent is useful for determining if the group is bi-orderable i.e. a group that admits a total order invariant under both left and right multiplication [21, 5, 27] . Let K be a smooth knot in S 3 . The knot group π 1 (K) is an extension of t (an infinite cyclic group generated by t) by the commutator subgroup Y := [π 1 (K), π 1 (K)]. Let Y ab denote the abelianization of Y , and let L t be the linear map induced on Q ⊗ Y ab by conjugating Y by t. The following result is shown by Linnell, Rhemtulla, and Rolfsen in [10] and is stated more explicitly by Chiswell, Glass, and Wilson [4] . Theorem 1.6 (Chiswell-Glass-Wilson [4, Theorem B] ). Suppose Y is residually torsion-free nilpotent. If the dimension of Q ⊗ Y ab is finite and all the eigenvalues of L t are real and positive, then π 1 (K) is bi-orderable.
The Alexander polynomial of K, ∆ K (t), is a scalar multiple of the characteristic polynomial of L t , and the dimension of Q ⊗ Y ab is the degree of ∆ K (t) (see [23, Chapter VIII]) which implies the following corollary. Corollary 1.7. Let K be a knot in S 3 . If the commutator subgroup of π 1 (K) is residually torsion-free nilpotent and ∆ K (t) has all real positive roots, then π 1 (K) is bi-orderable. Remark 1.8. Linnell, Rhemtulla, and Rolfsen actually shows a weaker condition on the Alexander polynomial is sufficient for bi-orderability. However, since two bridge knots are alternating, the rule of signs guarantees that the Alexander polynomials of two-bridge knots cannot have negative roots. Therefore, for a two-bridge knot, having an Alexander polynomial which is "special" in the sense of Linnell, Rhemtulla, and Rolfsen in [10] is equivalent to the Alexander polynomial having all real and positive roots. Thus, with Theorem 1.1, we have the following result. Corollary 1.9. Let K be a 2-bridge knot with Alexander polynomial ∆ K (t). If all the roots of ∆ K (t) are real and positive, then the knot group of K is bi-orderable.
Up to mirroring every two-bridge link can be represented by a rational fraction p/q with p > q > 0 and q odd (see [20, Chapter 9] ). K(p/q) is a knot if and only if p is also odd. Let K(p/q) denote the two-bridge link represented by p/q. There are non-zero integers k 1 , . . . , k n where n is even, such that p/(p − q) = [2k 1 , . . . , 2k n ]. Here [2k 1 , . . . , 2k n ] denotes the continued fraction expansion
.
In [4] , Chiswell, Glass, and Wilson showed that groups which admit presentations with two generators and one relator satisfying certain conditions have residually torsion-free nilpotent commutator subgroups. Clay, Desmarius, and Naylor used this to show that twist knots (knots represented by [2, 2k] with k > 0) have biorderable knot groups in [5] . In [27] , Yamada used the same idea to extended this to the family of two-bridge knots represented by [2, 2, . . . , 2, 2k] (an odd number of 2's followed by 2k) where k > 0. Using the following result of Lyubich and Murasugi, this paper extends this family further. Theorem 1.10 (Lyubich-Murasugi [11, Theorem 2] ). Let K be the two-bridge knot K(p/q). If p/(p − q) = [2k 1 , . . . , 2k n ] and k i > 0 for each i = 1, . . . , n then all the roots of ∆ K (t) are real and positive.
Combining this theorem with Corollary 1.9 implies the following. Corollary 1.11. If p/(p − q) = [2k 1 , . . . , 2k n ] and k i > 0 for each i = 1, . . . , n then the knot group of K(p/q) is bi-orderable. Theorem 1.10 does not characterize all two-bridge knots with Alexander polynomial that have all real and positive roots. 
which has two real roots of multiplicity 2. Thus, the knot group of K is bi-orderable.
There is also an obstruction of bi-orderabilty of two-bridge knot groups due to Clay, Desmarias, and Naylor [5] . Theorem 1.13 (Clay-Desmarias-Naylor [5, Theorem 3.3] ). If K is a two-bridge knot and π 1 (K) is bi-orderable then ∆ K (t) has at least one real positive root.
Combining this result with Corollary 1.11 yields the following summary of the bi-orderablity of double twist knots. Proposition 1.14. Consider the double twist knot K 2m,n with n = 0 and m positive as pictured in Figure 1 .
(1) If n is even, then the knot group of K 2m,n is bi-orderable if and only if n is negative. (2) If n is odd and negative, then the knot group of K 2m,n is not bi-orderable.
Proof. Let K = K 2m,n . If n = 2k then ∆ K (t) = mkt 2 + (1 − 2mk)t + mk. When k is negative, ∆ K (t) has two positive real roots so K has bi-orderable knot group by Corollary 1.9. When n is positive, ∆ K (t) has two non-real roots so by Theorem 1.13, the knot group of K is not bi-orderable.
Suppose n is odd and negative. The genus of K is m, and the signature of K, σ(K) = 2m (see [19] ). By Matsumoto [13] the signature is the sum of the Milnor signatures of the knot at the roots of ∆ K (t) which are on the upper half the unit circle [18, Section 5] . Since the Milnor signature at a root on the unit circle is the signature of a symmetric bilinear form on a space of dimension given by twice the multiplicity of the root, the absolute value of the signature is a lower bound for the number of complex roots (counting multiplicity) of ∆ K (t) on the unit circle. Thus, all the roots of ∆ K (t) lie on the unit circle so none of the roots are real. Therefore, the knot group of K is not bi-orderable by Theorem 1.13.
The bi-orderability of the knot groups of the knots K 2m,n when m > 1 and n is a positive odd integer is unknown as of the writing of this paper. Each of these knots has 2m − 2 roots counting multiplicity on the unit circle and 2 real positive roots.
Finally, we'll state the following conjecture which is an analog of a question by Mayland in [15] .
Conjecture 1.15. The knot groups of alternating knots have residually torsion-free nilpotent commutator subgroups.
1.2.
Outline. The rest of this paper is devoted to the proof of Lemma 1.2. Section 2 investigates the properties of a presentation for the commutator subgroup Y obtained by the Reidemeister-Schreier rewriting procedure. Sections 3 defines cycle graphs which are used to prove a key lemma. The proof of Lemma 1.2 is completed in section 4.
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A Group Presentation of the Commutator Subgroup
In this section, a group presentation of the commutator subgroup an arbitrary two-bridge knot group is given using the Reidemeister-Schreier rewriting process. Properties of the group presentation which play an important role the proof Lemma 1.2 as also given.
2.1.
A Presentation from Reidemeister-Schreier. Consider the 2-bridge knot K := K(p/q) where 1 ≤ q < p with p and q both odd. For each integer i, define
Proposition 2.1 (Schubert [25] ). Given the 2-bridge knot K(p/q),
Let G = π 1 (K), and let Y be the commutator subgroup of G. A group presentation for Y can be obtained using the Reidemeister-Schreier rewriting procedure developed by Reidemeister [22] and Schreier [24] and described in detail section 2.3 of the text by Karrass, Magnus, and Solitar [9] . The application of the this procedure to the situation at hand is discussed below.
Consider A := {a k } k∈Z as a set of coset representatives for G/Y . Given an element x in G, let x be the coset representative of x in A. For each x ∈ {a, b} and k ∈ Z, define γ(a k , x) := a k x(a k x) −1 .
Given a word u = x s1 1 x s2 2 · · · x sn n with x i ∈ {a, b} and
For each integer k, define S k := γ(a k , b).
Since, for all k, γ(a k , a) = 1, for each word u, τ (u) is a product S k1 S k2 · · · S k l . For each integer k, define 
Group Presentation Properties. This group presentation of Y has a few notable properties which will be of use. Let g be the genus of K, and suppose ∆ K (t) = a g t g + · · · + a 0 + · · · + a g t −g
is the Alexander polynomial of K. 
Proof. For each i = 1, . . . , 2p, denote by w i the word obtained from the first i generators of the relation w. Also, define
Performing Fox calculus on w with respect to b (see [6, Section 3] 
For each i = 1, . . . , 2p, r i = a σi . Denoting the generator of G/Y by t, t = a = b under the abelianization map φ ab and up to multiplication by powers of t,
2i−1 t σ 2i−θ( 2i−1 ) .
By Proposition 2.2,
The proposition follows from (3) and (4). Lemma 1.2 follows from the lemma which will be proved in section 3.
Lemma 2.6. There exist a positive integer N such that there are sequences of words in S,Â
M does not appear inV i , and (M5) for some l with m < l ≤ M , there are integers b l , . . . , b M (which depend on i) such that
Also, there are sequencesǍ
Example 2.7. Consider K = K(33/23), and let Y := [π 1 (K), π 1 (K)].
The ith S-generator in R 0 is determined by the values of σ 2i−1 and σ 2i . Furthermore, the ith S-generator of R 0 is S ± M in R 0 precisely when σ 2i = M + 1 if M is odd or σ 2i−1 = M + 1 if M is even. Similarly, the ith S-generator of R 0 is S ± m in R 0 precisely when σ 2i−1 = m if m is odd or σ 2i = m if m is even. Therefore, proving Lemma 2.6 reduces to finding a similar pattern in the sequence of σ i 's.
Cycle Graphs and Proof of Lemma 2.6
Ultimately, Lemma 2.6 is a statement about co-prime pairs of odd integers p and q. In Lemma 3.6, properties, which imply Lemma 2.6, are given, and these conditions are shown to hold when p and q are positive and odd by a strong induction argument. However, for the induction argument to work, it is necessary to consider co-prime pairs in which p is allowed to be even and q negative. In the spirit of Hirasawa and Murasugi [8] , graphs are used in order to gain intuition about how the sequences of i 's and σ i 's behave; however, the construction here slightly differs from the one found in [8] .
Incremental Paths and Cycles.
A graded directed graph is a directed graph Γ with map gr : V (Γ) → Z called the grading. Here V (Γ) denotes the set of vertices of Γ. Two graded directed graphs Γ and Γ are isomorphic if there is a directed graph isomorphism f : Γ → Γ such that for every vertex P in Γ, gr(f (P )) = gr(P ). Γ and Γ are called relatively isomorphic if there is a directed graph isomorphism f : Γ → Γ and an integer k such that for every vertex P in Γ, gr(f (P )) = gr(P )+k.
An incremental path is a graded directed path graph Γ with vertices {Q 1 , . . . , Q n } and edge set
Given an incremental path Γ, a word ρ(Γ) in S can be defined as follows. Let
if n is even, n > 2, and gr(Q 1 ) is even S s3 N3 S s5 N5 · · · S sn Nn if n is odd, n > 2, and gr(Q 1 ) is even
if n is odd, n > 1, and gr(Q 1 ) is odd 1 otherwise
Let Γ and Γ be two incremental paths in which the grading of the last vertex in Γ is equal to the grading of the first vertex in Γ . Define the concatenation of Γ and Γ , denoted Γ * Γ , to be the graded directed graph obtained by identifying the last vertex in Γ with the first vertex in Γ (see Figure 2 ). Lemma 3.1. Given incremental paths Γ and Γ such that the last vertex of Γ has the same grading as the first vertex of Γ ,
Proof. Let {Q 1 , . . . , Q n } and {Q 1 , . . . , Q n } be the vertex sets for Γ and Γ respectively. Also, define N 2 , . . . , N n and s 2 , . . . , s n for Γ as in the definition of ρ. Similarly, define N 2 , . . . , N n and s 2 , . . . , s n for Γ . This result is just a matter of verifying it for each case of (5) for Γ and Γ . For example, if gr(Q 1 ) and n are even, n > 2, and n > 1, then gr(
where k = n when n is even and k = n − 1 when n is odd.
If the grading of the first and last vertices in Γ have the same grading, Γ is called closable and the closure of Γ, cl(Γ),is defined to be the incremental cycle obtained by identifying the first and last vertex in Γ. Given two vertices P and Q in a incremental cycle (or path) Γ, define ω(P, Q) to be the unique path in Γ (respectively cl(Γ)) from P to Q, and define δ(P, Q) to be the number of edges in ω(P, Q).
An incremental cycle Γ is symmetric if there is a bijection φ : V (Γ) → V (Γ) and an integer k such that (1) (P, Q) is in the edge set of Γ if and only if (φ(Q), φ(P )) is in the edge set of Γ for any two vertices P and Q in Γ and (2) gr(P ) + gr(φ(P )) = k for every vertex P in Γ.
An incremental path Γ is called symmetric if cl(Γ) is symmetric (see Figure 3 ). Lemma 3.2. Given two closable incremental paths Γ and Γ such that cl(Γ) is isomorphic to cl(Γ ), there is a subgraph Υ of Γ such that Proof. If cl(Γ) ∼ = cl(Γ ) then there are some graphs Υ and Ω such that Γ = Υ * Ω and Γ = Ω * Υ (see Figure 4 for an example). Therefore,
Cycle Graphs of Co-prime Pairs. Let (p, q) denote a co-prime pair of integers p and q such that p is positive, q is odd and p > |q|. Given a co-prime pair (p, q), define the sequences i and σ i as in (1) and (2) for each integer i. Define the incremental path Γ(p, q) as follows. The vertex set of Γ(p, q) is {P 0 , . . . , P 2p }, and the edge set Γ(p, q) of is
The grading of each vertex is defined by gr(P i ) = σ i . For the two-bridge knot K(p/q), ρ(Γ(p, q)) is the word R 0 as defined in section 2. Γ(p, q) is always closable, and the cycle graph of p and q, Γ(p, q) is defined to be cl(Γ(p, q)). When studying Γ(p, q), it's convenient to think of its vertices {P 0 , . . . , P 2p−1 } being indexed by elements of Z/(2pZ).
Summits in Cycle Graphs.
A vertex, P , in a graded graph Γ is called a summit if gr(P ) ≥ gr(Q) for any vertex Q in Γ. Similarly, P is called a bottom if gr(P ) ≤ gr(Q) for any vertex Q in Γ. For each co-prime pair (p, q) the grading of a summit of Γ(p, q) is always M + 1 and the grading of a bottom of Γ(p, q) is always m where M and m are defined as in section 2. Furthermore, the appearances of S M in R 0 correspond precisely to the summits in Γ(p, q), and the appearances of S m correspond to bottoms. The first important observation is that all the summits of Γ(p, q) occur in the first half of Γ(p, q).
Proof. Since 0 = 1, P 0 in never a summit. For 0 < i < p,
Therefore,
It follows that P j cannot be a summit when j > p. Similarly, P j cannot be a bottom when 1 ≤ j ≤ p.
The following algorithm captures the pattern of summits in Γ(p, q) which can then be used to define properties which imply Lemma 2.6. is not isomorphic to ω(P c , P c+d k ). (A6) Increase k by 1 then return to step (A3). (A6) k = 2 returning to (A3).
(A3) There are no summits with index greater than 33 so N = 2 and the algorithm stops.
Let (p, q) be a co-prime pair, and define, c, N , d k and m k as above. Also, for each k = 0, . . . , N − 1, let c k = c + (m k − 1)d k . We are interested in when the following two properties are satisfied.
(P1) There is a sequence of positive integers α 0 ≤ α 1 ≤ · · · ≤ α N −1 such that for every k = 0, . . . , N − 1, the graphs ω(P c k , P c k +β k ) * ω(P c−α k , P c ) and ω(P c , P c+d k ) are isomorphic where β k := d k −α k is positive. (This property implies that all of the summits of Γ(p, q) are contained in repeating patterns (see Figure 6 ).) The pattern starts at P c−α1 and ends at P c1+β1 .
(P2) For every k = 0, . . . , N − 1, ω(P c , P c+d k ) is closable and symmetric. Furthermore, Γ(p, q) is symmetric.
Lemma 3.6. Suppose that (p, q) is a co-prime pair with p and q both positive and odd. If for (p, q) properties (P1) and (P2) are satisfied, then Lemma 2.6 holds for the two-bridge knot K(p/q).
Proof. For each i = 0, . . . , N − 1, definê
and P c+βi+1 have the same grading soΥ i is well-defined. Also, let Γ N = Γ(p, q).
For each i = 0, . . . , N , defineÂ i := ρ(Γ N −i ), and when i > 0, defineV i := ρ(Υ N −i ) and n i = m N −i . Proof of (M1) and (M2). Clearly,Â 0 = ρ(Γ N ) = R 0 . Since d 0 = 2, a 0 + b 0 = d 0 , and both a 0 and b 0 are positive, a 0 = b 0 = 1 soΓ 0 is a path of three vertices with the middle vertex a summit of Γ(p, q) (see below). Therefore, ρ(Γ 0 ) = S M .
Proof of (M3). For each i = 0, . . . , N − 1, using (P1),Γ i+1 can be expressed as follows. 
Therefore, for i = 1, . . . , N ,
No summits appear before P c . Thus, no summits can appear in ω(P c−αi+1 , P c−αi ) for any i = 0, . . . , N − 1. Furthermore, by Proposition 3.3 no summits appear after P p so no summits can appear in ω(P c−α N , P c−α N −1 ).
Since ω(P ci , P ci+βi ) * ω(P c−αi , P c ) is isomorphic to ω(P c , P c+di ) and ω(P c−αi , P c ) has no summits, all of the summits in ω(P c , P c+di ) corresponds to summits in ω(P ci , P ci+βi ). However, by construction the summits of ω(P c , P c+di ) occur precisely at the indices c + k j=0 d j l when k = 0, . . . , i − 1 and l = 0, . . . , m k − 1. Thus, β i > i−1 j=0 d j (m j − 1). By construction the next summit following P ci+βi has index greater than c + d i+1 which is greater than c + b i+1 so no summits appear in ω(P ci+βi , P c+βi+1 ). Therefore, no summits in anyΥ i .
Proof of (M5). Consider an arbitraryΓ i . Let l be the minimum grading of a vertex inΓ i , and L be one less than the maximum grading of a vertex inΓ i . For
The vertices of cl(Γ i ) can be classified into four types according to Figure 7 . Define v ( * * ) (n) to be the number vertices in cl(Γ i ) of type ( * * ) with grading n. For each n = l, . . . , L + l − l, if n is even,
Similarly, If n is odd,
SinceΓ i is symmetric by (P2), there is an order reversing bijection φ of the vertex set of cl(Γ i ) such that gr(P ) + gr(φ(P )) = l + L + 1 for each vertex P in cl(Γ i ). Furthermore, P and φ(P ) have types rotated 180 • with arrows reversed (see Figure 8 ). As a consequence, Each positive edge connects a vertex of type ( * +) to a vertex of type (+ * ). Likewise, each negative edge connects a vertex of type ( * −) to a vertex of type (− * ) (see Figure 9 ). Thus,
SinceΓ i is closable and the gradings of adjacent vertices differ by ±1, in each grading n,
Let j be an integer such that 0 ≤ j ≤ L − l. Consider the case when l + j ≡ L − j( mod 2). When l + j and L − j are both even, by (6), (8) , and (11),
Similarly, when l + j and L − j are odd, by (7), (9) , and (10) Consider the case when l + j ≡ L − j( mod 2). When l + j is even and L − j is odd, by (6), (8) , (12) , and (7),
Similarly, when l + j is odd and L − j is even, by (7), (9) , (12) , and (6),
In all cases, L = M where M is defined as in section 2. Furthermore, by Proposition 3.3, none of the bottoms of Γ(p, q) have index less than p so none of those bottoms appear inΓ i . Thus, l > m.
Proof of (m1), (m2), (m3), and (m4). Since Γ(p, q) is symmetric, there is an order reversing bijection φ on the vertices of Γ such that gr(P ) + gr(φ(P )) = m + M + 1 for each vertex P in Γ(p, q)
For each i = 0, . . . , N − 1, defině
). Also, letΓ N = Γ(p, q). For each i = 0, . . . , N , defině Proof. Let { i } i∈Z be the sequence of signs of (p, q) defined in (1) . For each integer i, define
Let q be the inverse of q in the ring Z/pZ. Then Given an incremental cycle Γ, a positive(negative) k-segment is a set of k consecutive positive(negative) increment edges in Γ which are followed and preceded by negative(positive) increment edges. For each co-prime integer pair (p, q), oΓ(p, q) is the closure of the concatenation of segments of alternating sign as follows.
As a convention, let Λ 0 denote the segment in Γ(p, q) containing the edge which corresponds to 0 .
The next two propositions are analogs of the properties proved in section 6 of [8] .
Proposition 3.9. Let (p, q) be a co-prime pair with q > 0 where Γ(p, q) = cl(Λ 0 * Λ 1 * · · · * Λ n ).
Also, let κ and ξ be integers such that p = κq + ξ and 0 < ξ < q.
(a) The number of segments is equal to 2q (n = 2q − 1), (b) for each i, Λ i is either a κ-segment or (κ + 1)-segment, (c) Λ 0 is a (κ + 1)-segment, and (d) there are a total of 2ξ, (κ + 1)-segments.
Proof. The segments of Γ(p, q) correspond to the number of floored quotients iq p as i = 0, . . . , 2p − 1. Since p > q these quotients range from 0 to 2q − 1 without skipping so there are exactly 2q segments. Furthermore, every segment begins at vertex P i when (iq mod p) < q. Each time ξ ≤ (iq mod p) < q a κ-segment appears. Likewise, a (κ + 1)-segment appears whenever (iq mod p) < ξ.
A k-block of length l in Γ(p, q) is a sequence of l consecutive k-segments that is not proceeded or followed by a k-segment. A k-block of length 1 is called an isolated block. Proof. Similar to the proof of Proposition 3.9, this proposition is just matter of determining when κ-blocks and (κ + 1)-blocks appear is Γ(p, q).
Suppose that κ > 1. Every (κ + 1)-segment starts at a vertex P i where (iq mod p) < ξ. If P i is the beginning of a (κ + 1)-segment, the next segment begins at P j where j = i + κ + 1. By (15) , jq mod p =((i + κ + 1)q) mod p
By (16), q − ξ = (κ − 1)ξ + ξ , and since κ ≥ 2,
Since P i is the beginning of a (κ + 1)-segment, (iq mod p) < ξ so
Thus, P j must be the beginning of a κ-segment so (κ + 1)-segments cannot occur consecutively; thus, (κ + 1)-blocks are isolated. Suppose a κ-block starts at vertex P j so by (17) and (18),
The index of the next segment is j + κ so the length of the κ-block starting at i is smallest positive integer k, such that s := j + kκ is the start of a (κ + 1)-block.
sq mod p =(j + kκ)q mod p =(jq + kκq) mod p =(jq mod p) − kξ Suppose κ = 1. Every κ-segment start at a vertex P i when ξ ≤ (iq mod p) < q. When i is the index of the beginning of a κ-segment, the next segment begins at P j where j = i + κ. jq mod p =((i + κ)q) mod p =(iq + κq) mod p
Thus, P j must be the beginning if a (κ + 1)-segment so all the κ-blocks are isolated.
3.5.
Reducing Cycle Graphs. Let (p, q) be a co-prime pair with q > 0. Let κ, ξ, κ and ξ be defined as in Proposition 3.10, and let decomposition of Γ(p, q) be
Define a reduction of Γ(p, q), denoted T (Γ)(p, q), by (1) eliminating all κ-segments, (2) replacing each (κ + 1)-segments with a positive or negative increment according to the sign of the segment, and (3) setting the grading of the vertex preceding the edge corresponding to Λ 0 equal to zero.
Lemma 3.11. Let (p, q) be a co-prime pair with q > 1 and ξ > 1. T (Γ)(p, q) is isomorphic to Γ(p * , q * ) where p * = ξ and q * = ξ or q * = ξ − ξ when κ is even or odd respectively. Also, p * is always positive and q * is always odd.
Proof. Let {Q 0 , . . . , Q 2ξ } be the vertex set of T (Γ)(p, q), and {P * 0 , . . . , P * 2ξ } be the vertex set of Γ(p * , q * ). Since T (Γ)(p, q) and Γ(p * , q * ) are path graphs with the same number of vertices, there is a unique ungraded directed graph isomorphism between them by mapping Q i → P * i . Since gr(Q 0 ) = gr(P * 0 ) = 0, it only remains to show gr(Q i+1 ) − gr(Q i ) = gr(P * i+1 ) − gr(P * i ) for each i = 0, . . . , 2ξ − 1.
For i = 0, . . . , 2ξ − 1, define
If q * = ξ , then gr(P * i+1 ) − gr(P * i ) = η i , and if q * = ξ − ξ, then gr(P * i+1 ) − gr(P * i ) = (−1) Let j 0 , . . . , j 2ξ−1 be the indices in ascending order of the (κ + 1)-segments in the decomposition in (19) , and let l i be the index of the leading edge of Λ ji . By definition, ε i is positive (negative) precisely when Λ ji is a positive (negative) segment. Thus, ε i+1 = ε i when Λ ji and Λ ji+1 separated by an even number of κ-segments, and ε i+1 = −ε i when Λ ji and Λ ji+1 separated by an odd number of κ-segments. The desired result will follow from three claims.
This is immediate consequence of modular arithmetic since ξ < ξ. When κ = 1, every κ-block is isolated and begins at an edge with index l where q − ξ ≤ (lq mod p) < q.
The first edge in the segment Λ ji+1 has index l i + κ + 1 and
It follows that Λ ji and Λ ji+1 are separated by a κ-block of length κ when
When Λ ji and Λ ji+1 are separated by a κ-block of length κ , l i+1 = l i + κ + 1 + κ κ and l i+1 q mod p = l i q mod p − ξ + ξ .
When Λ ji and Λ ji+1 are separated by a κ-block of length κ − 1, l i+1 = l i + 1 + κ κ and l i+1 q mod p = l i q mod p + ξ .
In either case, l i+1 q mod p = (l i q mod p + ξ ) mod ξ so since l 0 = 0, l i q mod p = iξ mod ξ for each i = 0, . . . , 2ξ − 1 by induction. This completes the proof of the claim. Suppose κ is even. Then ε i+1 = ε i or ε i+1 = −ε i when Λ i+1 and Λ i are separated by a κ-block of length κ − 1 or κ respectively. Therefore, by the three claims,
. Suppose κ is odd. Then ε i+1 = ε i or ε i+1 = −ε i when Λ i+1 and Λ i are separated by a κ-block of length κ or κ − 1 respectively. Thus, ε i+1 = ε i when η i+1 = −η i , and ε i+1 = −ε i when η i+1 = η i . Again, ε 0 = η 0 = 1; therefore, for every i = 0, . . . , 2ξ − 1, ε i = (−1) i η i . If q * = ξ − ξ, then
For the statement about the parities of p * and q * , notice that p * > 0 since p and q are co-prime. Also, notice that q is odd and
If κ is even then q * = ξ is odd. If κ is odd then ξ and ξ must have opposite parities so q * = ξ − ξ is odd.
Example 3.12. Consider the co-prime pair (33, 23). The cycle graph T (Γ)(33, 23) is picture below. T (Γ)(33, 23) is isomorphic to Γ(10, 3) (see Figure 10 ). By Lemma 3.11, the co-prime pair (p, q) with q > 1 and with (p mod q) = 1, T (Γ)(p, q) is isomorphic to Γ(p * , q * ) for some co-prime pair (p * , q * ) so along with Corollary 3.8, Γ(p, q) can be simplified through a sequence of reductions and relative isomorphisms Γ(p 0 , q 0 ) such that q 0 = 1 or (p mod q) = 1. The goal now is to show that when (P1) and (P2) are satisfied for (p * , q * ) then they satisfied for (p, q). The first step is to investigate the effects of the reduction T on Algorithm 3.4.
3.6. Leading and Trailing Vertices. Call a vertex in Γ(p, q) at the end of a (κ + 1)-segment a leading vertex, and any vertex at the beginning of a (κ + 1)segment a trailing vertex (see Figure 11 ). Let P be a leading vertex in Γ(p, q), and let Λ L be the (κ + 1)-segment of Γ(p, q) immediately preceding P . Define T L (P ) to be the vertex at the end of the edge in T (Γ)(p, q) corresponding to Λ L . Let P be a trailing vertex in Γ(p, q), and let Λ T be the (κ + 1)-segment of Γ(p, q) immediately following P . Define T T (P ) to be the vertex at the beginning of the edge in T (Γ)(p, q) corresponding to Λ T .
Note that T L and T T are bijections from the leading and trailing vertices of Γ(p, q) to the vertex set of T (Γ)(p, q). Let P * be a vertex in T (Γ)(p, q). Since ω(T −1 L (P * ), T −1 T (P * )) is a κ-block of length κ or κ − 1, the gradings of T −1 L (P * ) and T −1 T (P * ) are either the same of differ by ±κ. Any vertex in Γ(p, q) at the end of a positive (or negative) segment is called a peak (resp. valley). There is a relationship between the gradings of the vertices in Γ(p, q) and T (Γ)(p, q). (1) If P and Q are peaks, then gr(T L (P )) − gr(T L (Q)) = gr(P ) − gr(Q).
(2) If P is a peak and Q is a valley, then gr(T L (P )) − gr(T L (Q)) = gr(P ) − gr(Q) − κ.
Proof. Since P and Q are leading vertices, then ω(Q, P ) is isomorphic to a concatenation of segments. Let D + and D − be the number of positive or negative (κ + 1)-segments in ω(Q, P ). Likewise, let d + and d − be the number of positive or negative κ-segments in ω(Q, P ). Suppose P and Q are both peaks, then the number of positive segments in ω(Q, P ) is equal to the number of negative segments so
If P is a peak and Q is a valley, then the number of positive segments in ω(Q, P ) is one more than the number of negative segments so Suppose P and Q are two distinct leading vertices in Γ(p, q) where P is a peak, the path ω(P, Q) is determined by κ, κ , the path ω(T L (P ), T L (Q)) in T (Γ)(p, q), and the grading of P . Consider the following construction. Denote the set of edges in ω(T L (P ), T L (Q)) by {E 1 , . . . , E n }. Also, let E 0 be the edge immediately preceding T (P ). (The sign of E 0 will always be positive since P is a leading peak.) Define ω(P, Q) be the an incremental path graph as follows:
(1) Begin with n, (κ + 1)-segments {Λ 1 , . . . , Λ n }. Choose Λ i to be positive or negative according to the sign of E i . (2) Between each pair Λ i and Λ i+1 for i = 1, . . . , n − 1 add a κ-block of length κ or κ − 1. The length of the κ-block is odd if E i and E i+1 have the same sign, and the length is even if E i and E i+1 have opposite signs. Also, the first κ-segment in the block has sign opposite of the sign of E i . (3) Add another κ-block to the beginning of ω(P, Q) of length κ or κ − 1 depending on the signs of E 0 and E 1 following the same convention as the previous step. (4) Finally, set the grading of the first vertex equal to gr(P ).
Example 3.16. Consider a leading vertices P and Q in Γ(p, q) with P a peak with grading 3. Suppose that κ = 2, κ = 3, and ω(T L (P ), T L (Q)) relatively isomorphic to the graph in Figure 12 . ω(P, Q) is shown in Figure 13 . By construction, the following properties hold. Proposition 3.17. If P and Q are leading vertices in Γ(p, q) and P is a peak, then ω(P, Q) is isomorphic to ω(P, Q). 
Proof. The only possible difference when constructing ω(P A , Q A ) and ω(P B , Q B ) is the grading so ω(P A , Q A ) is relatively isomorphic to ω(P B , Q B ) by Proposition 3.17. Since gr(T L (P A )) = gr(T L (P B )), the absolute gradings will match by Proposition 3.14. Proof. Define κ as in Proposition 3.9. When q = 1, Γ(p, q) is the closure of a positive p-segment followed by a negative p-segment so Γ(p, q) only has one summit. Thus, by analyzing Γ(p, q) using Algorithm 3.4, c = p, d 0 = 2, m 0 = 1, and N = 1. By defining α 0 = 1, (P1) and (P2) are satisfied.
When p mod q = 1, Γ(p, q) is the closure of a positive (κ + 1)-segment, a κ-block of length q − 1, a negative (κ + 1)-segment, followed by another κ-block of length q − 1 so Γ(p, q) has (q − 1)/2 + 1 summits all contain in the same κ-block. (See Figure 14 . Proof. Firstly, P c is always a leading summit, and since it is the first summit, P c = T −1 L (P * c * ). Suppose Γ(p * , q * ) has exactly one summit. If κ = 1, then all the κ-segments are isolated by Proposition 3.10 so all the summits of Γ(p, q) are leading summits, and T L is a bijection from the summits of Γ(p, q) to the summits of Γ(p * , q * ). Therefore, Γ(p, q) also has exactly one summit so N = 1 and the lemma holds vacuously.
If κ > 1, then let n be either κ or κ − 1 whichever is even. Γ(p, q) has n/2 summits all contained in a single κ-block of length n. In both cases, either N = 1 or N = 2 with d 1 = 2κ so the conclusion of the lemma follows.
Assume Γ(p * , q * ) has more than one summit. The lemma follows by checking several cases.
Case: κ = 1 and m * 0 = 1. In this case, the lemma holds with h = 0. Since κ = 1, T L is a bijection of summits so the first m * 1 summits of Γ(p, q) are 
where j i ∈ {0, . . . , m * i − 1} for each i = 0, . . . , i. The induction hypothesis and (20) implies that (21) P n = T −1 L (P * n * ) where
If N * = i + 1 then since Γ(p, q) and Γ(p * , q * ) have the same number of summits, (21) accounts for all the summits in Γ(p, q) so
) ω(P * c * , P * c * +d * i ), so by Corollary 3.18,
c * +d * i )) just like in the i = 1 case. Therefore,
In conclusion, N = N * , and for each i = 1, . . . , N − 1, m i = m * i and P c+jdi = T −1 L (P * c * +jd * i ) for all j = 0, . . . , m i − 1.
Case: κ = 1 and m * 0 > 1. In this case, the lemma holds with h = 1. Again, T −1 is a bijection from the summits of Γ(p * , q * ) to the summits of Γ(p, q), and m 0 = 1. However, since m * 0 > 1,
c * +jd * 0 ) for each j = 0, . . . , m * 0 − 1, and m 1 = m * 0 . By an induction argument similar to the previous case, N = N * + 1, and for each i = 1, . . . , N − 1,
Case: κ > 1, m * 0 = 1, and κ = 1. In this case, the lemma holds with h = 1. Now, for every summit P * in Γ(p * , q * ), ω(T −1 L (P * , T −1 T (P * ) is a 1-block of even length D so m 0 = D/2 + 1. Similar to the first case,
1 ) for each j = 0, . . . , m * 1 − 1, and m 1 = m * 1 . Therefore, N = N * , and for each i = 1, . . . , N − 1,
Case: κ > 1, m * 0 = 1, and κ > 1. In this case, the lemma holds with h = 1. Now, for every summit P * in Γ(p * , q * ), ω(T −1 L (P * , T −1 T (P * ) is a κ-block of even length D so m 0 = 1, d 1 = 2κ, and m 1 = n/2 + 1
Since m * 0 = 1, Proof. Suppose (P1) is satisfied for (p * , q * ). For each i = 0, . . . , N − 1, let
and for each i = 0, . . . , N * − 1, let c * i = (m * i − 1)d * i . Since (p * , q * ) satisfies (P1), there is a sequence 0 < α * 1 ≤ · · · ≤ α * N * −1 such that for i = 1, . . . , N * − 1,
In this case, ω(P c−κ , P c ) is a positive κ-segment, ω(P c1 , P c1+κ ) is a negative κsegment, and ω(P c , P c+d1 ) is a negative κ-segment followed by a positive one so 
and
Lemma 3.22. If (P2) is satisfied for (p * , q * ) then (P2) is satisfied for (p, q).
Proof. If d 1 = 2κ then ω(P c , P c+d1 ) is a length 2 block of κ-segments which is clearly symmetric. Suppose that for some i, d i > 2κ. Since (p * , q * ) satisfies (P2), ω(P * c * , P * Let V L and V T be the sets of leading and trailing vertices of cl(ω(P c , P c+di )) respectively, and let V * be the vertex set of cl(ω(P * c * , P * c * +d * i−D )). Define φ to be the )) (bottom) are shown. P is a leading vertex, and T L (P ) is denoted P * . φ(P ) is a trailing vertex, and φ * (P * ) = T T (φ(P )).
unique order reversing bijection on the vertices of cl(ω(P c , P c+di )) such that the following diagram commutes,
In particular, φ maps leading vertices bijectively to trailing vertices (see Figure 15 ). Let k = gr(P c ) + gr(φ(P c )), and let P be an arbitrary vertex in cl(ω(P c , P c+di )). The goal is to show that gr(P ) + gr(φ(P )) = k which is done in four cases.
Case 1. Suppose P is a leading vertex and P * := T L (P ) has the same type as P (either −+ or (+−)). If P * is of type (−+) then φ * (P * ) is of type (+−), and if P * is of type (+−) then φ * (P * ) is of type (−+). Therefore, either T −1 L (P * ) and T −1 T (P * ) are both peaks and T −1 L (φ * (P * )) and T −1 T (φ * (P * )) are both valleys or vice versa. In either case, (22) gr(T −1 L (φ * (P * ))) = gr(T −1 T (φ * (P * ))). Thus, gr(P ) + gr(φ(P )) − k =gr(P ) − gr(P c ) + gr(φ(P )) − gr(φ(P c ))
) =gr(P * ) − gr(P * c * ) + gr(φ * (P * )) − gr(φ * (P * c * )) =gr(P * ) + gr(φ * (P * )) − (gr(P * c * ) + gr(φ * (P * c * ))) =k * − k * = 0.
For the fourth equality, notice that summits are always of type (−+) and apply (22) , and the fifth equally follows from Proposition 3.14.
Case 2. Suppose P is a leading peak and P * := T L (P ) has type (++). In this case, T −1 L (P * ) and T −1 L (φ * (P * )) are both peaks and T −1 T (P * ) and T −1 T (φ * (P * )) are both valleys. Thus, gr(T −1 L (φ * (P * ))) = gr(T −1 T (φ * (P * ))) + κ, and gr(P ) + gr(φ(P )) − k =gr(P ) − gr(P c )
Case 3. Suppose P is a leading valley and P * := T L (P ) has type (−−). In this case,T −1 T (P * ) and T −1 T (φ * (P * )) are both peaks and T −1 L (P * ) and T −1 L (φ * (P * )) are both valleys. Thus, gr(T −1 L (φ * (P * ))) = gr(T −1 T (φ * (P * ))) − κ, and gr(P ) + gr(φ(P )) − k =gr(P ) − gr(P c ) + gr(φ(P )) − gr(φ(P c )) =gr(T −1 L (P * )) − gr(T −1 L (P * c * )) + gr(φ(T −1 L (P * ))) − gr(φ(T −1 L (P * c * ))) =gr(T −1 L (P * )) − gr(T −1 L (P * c * )) + gr(T −1 T (φ * (P * ))) − gr(T −1 T (φ * (P * c * ))) =gr(T −1 L (P * )) − gr(T −1 L (P * c * )) + gr(T −1 L (φ * (P * ))) − gr(T −1 L (φ * (P * c * ))) + κ =gr(P * ) − gr(P * c * ) + gr(φ * (P * )) − gr(φ * (P * c * )) + κ − κ =0.
Case 4. Suppose P is not a leading vertex. Let P be the leading vertex in cl(ω(P c , P c+di )) such that δ(P , P ) is minimal so that ω(P , P ) (in cl(ω(P c , P c+di ))) is isomorphic to a subgraph of a κ-block as in Figure 16 . In particular, there are no leading vertices between P and P in cl(ω(P c , P c+di )); therefore, there are no trailing vertices between φ(P ) and φ(P ) in cl(ω(P c , P c+di )) so ω(φ(P ), φ(P )) (in cl(ω(P c , P c+di ))) is also isomorphic to a subgraph of a κ-block. Define δ = δ(P , P ) mod κ when δ(P , P ) mod 2κ < κ κ − (δ(P , P ) mod κ) when δ(P , P ) mod 2κ ≥ κ (Again, δ(P , P ) is computed in cl(ω(P c , P c+di )).) If P is a peak, then, gr(P ) = gr(P ) − δ Figure 16 . ω(P , P ) (left) and ω(φ(P ), φ(P )) (right) are shown in solid black. The dashed gray arrows are other edges in cl(ω(P c , P c+di )). The case shown is when P is a peak. and gr(φ(P )) = gr(φ(P )) + δ . If P is a valley, then, gr(P ) = gr(P ) + δ and gr(φ(P )) = gr(φ(P )) − δ . In both cases, gr(P ) + gr(φ(P )) = gr(P ) + gr(φ(P )) = k. Therefore, ω(P c , P c+di ) is symmetric. Similarly, the symmetry of Γ(p * , q * ) implies the symmetry of Γ(p, q) so (p, q) satisfies (P2).
In summary, by Corollary 3.8, Proposition 3.19, Lemma 3.21, Lemma 3.22, and strong induction, every co-prime pair (p, q) satisfies (P1) and (P2). Therefore, the conclusion of Lemma 2.6 follows from Lemma 3.6.
Proof of Lemma 1.2
This section contains the proof of Lemma 1.2. This is done by constructing an ascending chain of subgroups of Y which satisfy the conditions of Proposition 1.3.
4.
1. An Ascending Chain of Subgroups. Let K be a knot with knot group π 1 (K), and let Y be the commutator subgroup of π 1 (K) with presentation
as specified by Proposition 2.3.
Define Y 0 to be the free group
and define Y n to be the group with presentation (24) Y n := S m−n , S m−n+1 , . . . , S M +n−1 : R −n , . . . , R n−1 .
for each positive integer n.
For each non-negative integer n, Y n+1 can be constructed from Y n by adjoining roots a finite number of times. By Proposition 2.2(d) and Lemma 2.6 there is an integer N , sequences of wordsÂ 0 , . . . ,Â N , V 1 , . . . ,V N , andŴ 1 , . . . ,Ŵ N and a sequence of integers n 1 , . . . , n N . such thatÂ
for each i = 1, . . . , N . Let t i be an infinite cyclic group generated by t i for each i = 1, . . . , N . Also, let t 0 be trivial in Y n . Define
and for each i = 1, . . . , N , recursively define
Likewise, by Proposition 2.2(d) and Lemma 2.6 there are sequences of wordš A 0 , . . . ,Ǎ N ,
for each i = 1, . . . , N . Define X 0 = X N , and for each i = 1, . . . , N , recursively define
Thus, each Y n embeds into Y n+1 and the direct limit of the the sequence Y 0 < Y 1 < · · · is Y . Therefore, as necessary for Proposition 1.3, Y is a ascending chain as follows. Recall that
Also recall that n 1 = 2, n 2 = 2, N = 2,
Perform a similar operation with R −1 yields Y 1 .
4.2.
Adjoining Roots to Parafree Groups. Let H be a parafree group of rank r. An element h ∈ G is primitive if the class of h in H/γ 2 H ∼ = Z r can be extended to a basis. . Let H be a parafree group of rank r, and let t be an infinite cyclic group generated by t. Let h be an element in H, and n be a positive prime integer. Define the group G to be H * x : h = x n . Suppose h generates its own centralizer and h is primitive in H, then G is parafree of rank r.
Theorem 4.2 of [2] states that any two-generator subgroup of a parafree group is free. If follows that an element primitive in a parafree group must generate its own centralizer.
Suppose n from Proposition 4.2 is composite, and let n = p 1 · · · p k , be the prime decomposition of n, and define
For each j = 1, . . . , k − 1, x j is primitive in G j . Therefore, Proposition 4.2 is strengthened to the following statement. 
is the ascending chain of subgroups of Y defined in (23) and (24) . For each n, (a) Y n is parafree of the rank 2g and
where a g is the leading coefficient of the Alexander polynomial of K.
Proof. First, to show (b) consider the group Y n+1 /Y n γ 2 Y n+1 which is an abelian group generated by S M −n−1 and S M +n . All of the relators in Y n+1 except R −n−1 and R n are trivial modulo Y n γ 2 Y n+1 . R −n has image S |ag| m−n−1 , and R n−1 has image S |ag| M +n (see Proposition 2.5). Therefore,
To show (a), define Z n := S m , S m+1 , . . . , S M +n−1 < Y for each non-negative integer n so
Thus, it is sufficient to show that each Z n is parafree of the same rank. Z 0 is parafree of rank 2g since it is a free group of rank M − m = 2g. Suppose that for some n > 0, Z n is parafree of rank 2g. Define H 0 = Z n , and for each i = 1, . . . , N , recursively define
Suppose H i−1 is parafree of rank 2g for some i > 0 so H ab
is primitive in X i−1 , and inductively, by Proposition 4.3, each H i is parafree of rank 2g. The goal for the remainder of this proof is to verify that B ∼ = Z 2g−1 .
B is generated by S m , . . . , S M +n−1 , t 1 , . . . , t i−1 . Using these generators and Proposition 2.5, B has the following (n + i) × (n + i + 2g − 1) presentation matrix:
a g a g−1 · · · a g−1 a g . . . . . . . . . a g a g−1 · · · a g−1 a g 0
Applying row operations to the last i − 1 rows results in the presentation matrix
where [U j ] = [V j ] + n 1 ([V j+1 ] + n 2 ([V j+2 ] + · · · + n i−2 ([V i−1 ] + n i−1 [V i ]) · · · )).
Eliminating the last i − 1 rows and columns results in the (n + 1) × (n + 2g) presentation matrix D :=        a g a g−1 · · · a g−1 a g a g a g−1 · · · a g−1 a g . . .
. . . . . . a g a g−1 · · · a g−1 a g c −g c 1−g · · · c g−1
where [U 1 ] = c −g S m+n + c 1−g S m+n+1 + · · · + c g−1 S M +n−1 . Since the first n rows of D extend to a basis of Z n /γ 2 Z n ∼ = Z 2g ,
where C is the gcd of all the (n + 1) × (n + 1) minors of D .
By Lemma 2.6(M5), for some l with m < l ≤ M there are integers b l , . . . , b M such that By Proposition 2.5, [R n ] = a g S M +n + a g−1 S M −1+n + · · · + a g−1 S m+1+n + a g S m+n .
The statement of the claim follows.
Suppose a prime d divides C so d divides every (n + 1) × (n + 1) minor of D. The minor of D given by the first n + 1 columns is −a n g so d divides a g . Claim 2. There is some (n + 1) × (n + 1) submatrix of D which d does not divide. Since the coefficients of ∆ K (t) are collectively co-prime, there is some coefficient that d does not divide. Let k be the maximum index such that d does not divide a k .
Suppose d divides some n s with s ≤ i or d divides b j for all j = l, . . . , M , then for all j = −g, . . . , g − 1, d divides c j if and only if d divides a |j| . Let c j = 0 if j < −g. Let a j = 0 if j > g, and let a −j = a j . Let F (n) be the (n + 1) × (n + 1) matrix of n + 1 consecutive columns starting with the first column with a k at the top (or c −k if n = 0).
a k−1 a k−2 · · · a k−n+1 a k−n a k+1 a k a k−1 · · · a k−n+2 a k−n+1 a k+2 a k+1 a k · · · a k−n+3 a k−n+2 . . . . . . . . . . . . a k+n−1 a k+n−2 c k+n−3 · · · a k a k−1 c −k−n c −k−n+1 c −k−n+2 · · · c −k−1
If n = 1 then d does not divide c −k = det(F (n) ). Suppose n > 1 and d does not divide det(F (n−1) ) = F (n) 1,1 . Let F (n) s,t be the submatrix of F (n) obtain by deleting the sth row and the tth column. det(F (n) ) = a k det(F (n) 1,1 ) + a k+1 det(F (n) 1,2 ) + · · · + c −k−n det(F (n) 1,n ) Since d divides all but the first term, d cannot divide det(F (n) ).
Suppose d does not divide any n s with s ≤ i and there is some j such that d does not divide b j . Let k be the minimal index such that d does not divide b k . If k > M − g − k, then for all j ≤ k, d divides c j if and only if d divides a |j| . Again, considering the (n + 1) × (n + 1) matrix F (n) d, cannot divide det(F (n) ).
Suppose k ≤ M − g − k. Since d does not divide b k , d does not divide b M +l−k . By Lemma 2.6(M4), for all j, the coefficient of S M +n in [V j ] is zero so by (25) ,
Since d divides a g , d must also divide b M . Therefore, d divides b l so k > l. Let k = g + l − k so k < g.
g > k > k. Thus, there is a column in D with c k at the bottom.
Let E (n) be the(n+1)×(n+1) submatrix of D with n consecutive columns starting with the last column with a k at the top along with the column corresponding to c k .
a k+1 a k+2 · · · a k+n−1 a k +n a k−1 a k a k+1 · · · a k+n−2 a k +n−1 a k−2 a k−1 a k · · · a k+n−3 a k +n−2 . . . . . . . . . . . .
Since k > k, d divides every a j with j ≥ k , and since d does not divide b M +l−k , d cannot divide c k . If n = 1 then d does not divide c k = det(E (n) ). Suppose n > 1 and d does not divide det(E (n−1) ) = E (n) 1,1 .
det(E (n) ) = a k det(E (n) 1,1 ) + a k+1 det(E (n) 2,1 ) + · · · + a k +n det(E (n) n,1 ) Again, since d divides all but the first term, d cannot divide det(E (n) ).
In conclusion, there are no primes which divide every minor of D so C = 1 so B ∼ = Z 2g−1 . Therefore, Z n+1 = H N is parafree of rank 2g completing the proof.
