A semiparametric fixed effects model is introduced to describe the nonlinear trending phenomenon in panel data analysis and it allows for the cross-sectional dependence in both the regressors and the residuals. A pooled semiparametric profile likelihood dummy variable approach based on the first-stage local linear fitting is developed to estimate both the parameter vector and the nonparametric time trend function. As both the time series length T and the cross-sectional size N tend to infinity simultaneously, the resulting estimator of the parameter vector is asymptotically normal with a rate of convergence of O P
Introduction
Modeling time series with trend functions has attracted an increasing interest in recent years. Mainly due to the limitation and practical inapplicability of parametric trend functions, recent literature focuses on estimating time-varying coefficient trend functions using nonparametric estimation methods. Such studies include Robinson (1989) and Cai (2007) . Phillips (2001) provides a review on the current development and future directions about modeling time series with trends. In the meantime, some other nonparametric and semiparametric models are also developed to deal with time series with a trend function. Gao and Hawthorne (2006) propose using a semiparametric time series model to address the issue of whether the trend of a temperature series should be parametrically linear while allowing for the inclusion of some explanatory variables in a parametric component.
While there is a rich literature on parametric and nonparametric time-varying coefficient time series models, as far as we know, few work has been done in identifying and estimating the trend function in a panel data model. Atak, Linton and Xiao (2010) propose a semiparametric panel data model to deal with the modeling of climate change in the United Kingdom.
The authors consider using a model with a dummy variable in the parametric component while allowing for the time trend function to be nonparametrically estimated. More recently, Li, Chen and Gao (2010) extend the work of Cai (2007) in a trending time-varying coefficient time series model to a panel data time-varying coefficient model. In such existing studies, the residuals are assumed to be cross-sectionally independent. A recent work by Robinson (2010) may be among the first to introduce a nonparametric trending time-varying model for the panel data case under cross-sectional dependence.
In order to take into account existing information and contribution from a set of explanatory variables, this paper proposes extending the nonparametric model by Robinson (2008) to a semiparametric partially linear panel data model with cross-sectional dependence. In our discussion, both the residuals and explanatory variables are allowed to be cross-sectionally dependent. The model we consider in this paper is a semiparametric trending panel data model of the form
(1.1) independent and identically distributed (i.i.d.) across time but correlated among individuals.
Note that {α i } is allowed to be correlated with {X it } through some unknown structure, while {e it } is assumed to be independent of {v it }. Throughout this paper, we impose the following restrictions on the fixed effects {α i } and the individual effects {x i },
α i = 0, and reduces to the nonparametric model discussed in Robinson (2008) . When N = 1, models (1.1) and (1.2) reduce to the models discussed in Gao and Hawthorne (2006) . Meanwhile, model (1.2) allows for {X it } to have a trend function and thus be nonstationary. As a consequence, models (1.1) and (1.2) become more applicable in practice than some of the existing models discussed in Cai (2007) , and Li, Chen and Gao (2010) , in which {X it } is assumed to be stationary. Such practical situations include the modeling of the dependence between the share consumption, {Y it }, on the total consumption, {X it }, as well as the modeling of the dependence of the mean temperature series, {Y it }, on the Southern Oscillation Index, {X it }. Furthermore, we relax the cross-sectional independence assumption on both the regressors {X it } and the error process {e it }. As pointed out in Chapter 10 of Hsiao (2003) , this makes panel data models more practically applicable because there is no natural ordering for cross-sectional indices. As a result, appropriate modeling and estimation of cross-sectional correlatedness becomes difficult particularly when the dimension of cross-sectional observation N is large. To be able to study the asymptotic theory of our proposed estimation method in this paper, we will impose certain mild moment conditions on {e it } and {v it } as in (3.1)-(3.3) in Section 3. Different sets of cross-sectional dependence conditions are discussed in some existing literature, such as Pesaran (2006) , and Su and Jin (2011) .
The main objective of this paper is then to construct a consistent estimation method for the parameter vector β and the trending function f (·). Throughout the paper, both the time series length T and the cross sections size N are allowed to tend to infinity. A semiparametric dummy-variable based profile likelihood estimation method is developed to estimate both β and f (·) based on first-stage local linear fitting. The resulting estimator of β is shown to be asymptotically normal with a rate of convergence of O P a semiparametric estimator for the cross-sectional covariance matrix of {v it , e it }, which is useful in constructing the confidence intervals of the estimators of β and f (·).
The rest of the paper is organized as follows. A pooled semiparametric profile likelihood dummy variable method is proposed in Section 2 for estimating β and f (·). The asymptotic normality of the proposed estimators is established in Section 3. Some related discussions, such as estimation of some covariance matrices, the averaged profile likelihood estimator and the cross-validation bandwidth selection method, are given in Section 4. Two simulated examples as well as two real-data examples are provided in Section 5. Section 6 concludes the paper. The mathematical proofs of the main results are relegated to Appendices A and B.
Estimation method
There are several semiparametric methods that can be adopted to estimate the parameter vector β and the time trend function f (·). Among these methods, the averaged profile likelihood estimation method is a commonly-used method and has been investigated by some authors in both the time series and panel data cases (see, for example, Fan and Huang 2005; Su and Ullah 2006; Atak, Linton and Xiao 2010) . In this paper, we propose using a pooled semiparametric profile likelihood dummy variable method to estimate β and f (·), which is more efficient than the averaged profile likelihood method (which will be introduced in Section 4.2).
Before giving the estimation method, we first introduce the following notations:
where ⊗ denotes the Kronecker product, i k is the k × 1 vector of ones and I k is the k × k identity matrix. As
Then by Taylor expansion, we have
and W (τ ) = I N ⊗ W (τ ). The pooled semiparametric profile likelihood dummy variable estimation method is given as follows.
(i) Define the following loss function:
For given α and β, we estimate f (τ ) and f ′ (τ ) by
where s(τ ) = (1, 0)S(τ ).
(ii) Denote
. Then we estimate α and β by
where
(iii) Plug (2.4) and (2.5) into (2.2) to obtain the estimate of f (τ ) by
Note that our study in Sections 3 and 5 below shows that the proposed pooled profile likelihood dummy variable method has both theoretical and numerical advantages over the averaged profile likelihood estimation method,.
The main results
In this section, we first introduce some regularity conditions and then establish asymptotic distributions for β and f (·).
Assumptions
A1. The kernel function K(·) is continuous and symmetric with compact support.
A2. Let v
t = (v 1t , · · · , v N t ) ⊤ , 1 ≤ t ≤ T . Suppose that {v t , t ≥ 1} is a sequence of i.i.d.
N × d random matrices with zero mean and E
where δ > 2 is a positive constant. Furthermore, {x i } satisfies max
where ∥ · ∥ is the Euclidean norm.
A3. The trend functions f (·) and g(·)
have continuous derivatives up to the second order. 
A4. Let e
Furthermore, there is some 0 < σ
where δ > 2 is as defined in A2.
A5.
The bandwidth h satisfies as T → ∞ and N → ∞ simultaneously,
Remark 3.1. A1 is a mild condition on the kernel function and many commonly-used kernels, including the Epanechnikov kernel, satisfy A1. Furthermore, the compact support condition for the kernel function can be relaxed at the cost of more tedious proofs.
In A2, we impose some moment conditions on {v it } and allow for cross-sectional dependence of {v it } and thus {X it }. Such condition of cross-sectional dependence is similar to the condition A4 in Chen, . When {v it } is also i.i.d. across individuals, it is easy to check that (3.1) holds. Since there is no natural ordering for cross-sectional indices, it may not be appropriate to impose any kind of mixing or martingale difference conditions on {v it } when v it and v jt are dependent. Equation (3.1) instead imposes certain conditions on the measurement of the "distance" between cross-sections i j and i k . To explain this in some detail, let us consider the case of d = 1 and define a kind of "distance function" among the cross-sections of the form 
In this case, equation (3.1) can be verified because 
Asymptotic theory
We first give the asymptotic distribution for β in the following theorem.
Remark 3.2. The above theorem shows that the proposed pooled profile likelihood estimator of β can achieve the convergence rate of O P
. As both T and N tend to infinity jointly, the asymptotic variance in (3.7) is simplified, compared with some existing literature on the profile likelihood estimation of semiparametric panel data models with fixed effects (see, for example, Su and Ullah 2006) . A consistent estimation method for Σ v and Σ v,e will be proposed in Section 4.1 below.
(ii) Note that the proposed pooled profile likelihood estimator of β is asymptotically efficient under cross-sectional independence. Under this independence, the asymptotic variance
e , which is the smallest possible variance when both e it and v it are normally distributed.
established in the following theorem.
Remark 3.3. The asymptotic distribution in (3.8) is a standard result for local linear fitting of nonlinear time trend function. From (3.8), we can obtain the mean integrated square error
where the symbol "a n ≈ b n " denotes that an bn → 1 as n → ∞. From (3.9), we can obtain an optimal bandwidth
The above bandwidth cannot be used directly as both σ 2 e and b 2 f (τ ) in (3.10) are unknown. Hence, in the simulation study in Section 5, we use a semiparametric "leave-one-out" cross validation method which will be introduced in Section 4.3 below.
Some related discussions
In Section 4.1, consistent estimators are constructed for Σ v , Σ v,e and σ 2 e which are involved in Theorems 3.1 and 3.2. Then, an averaged profile likelihood estimation is introduced in Section 4.2. The so-called "leave-one-out" cross validation bandwidth selection criterion is provided in Section 4.3.
Estimation of Σ v , Σ v,e and σ 2 e
To make the proposed estimation method practically implementable, we also need to construct consistent estimators for Σ v and Σ v,e . By (1.2), and letting
Noting that {v it } is i.i.d. across time by A2, it is easy to check that
is the local linear estimate of g
. Then, Σ v can be estimated by
By the uniform consistency of the local linear estimate (see the proofs in Appendix B) and the fact that g(·) is independent of i, it is easy to check that Σ v (i) is a consistent estimator of Σ v (i) uniformly for i, which implies that Σ v is a consistent estimator of Σ v .
Let ∆ v it be defined as in (4.2) and
and ρ ij (e) := E [e i1 e j1 ] can be estimated by
can be consistently estimated by
Similarly, by (3.3), σ 2 e can be consistently estimated by
(4.6)
Averaged profile likelihood estimation method
α i = 0, another way to eliminate the individual effects α i from model (1.1) is to take averages over i
where the subscript A indicates averaging with respect to i,
Then, by applying the profile likelihood estimation approach to model (4.7), one can obtain averaged profile likelihood estimators of β and f (·) as
in which W (τ ) and Z(τ ) are defined in Section 2, I T is the T × T identity matrix.
It can be shown that the rate of convergence of β A to β is of order √ T , while the rate of convergence of f A (τ ) to f (τ ) is of the same order of √ N T h as that for f (τ ). This is clearly illustrated in Tables 5.1 and 5 .2 below.
Bandwidth Selection
Due to the existence of the fixed effects, the traditional method of cross validation may not provide satisfactory results in selecting the optimal bandwidth. Hence, we use an extension of the conventional leave-one-out cross validation method, which is proposed by Sun et al (2009) and is called leave-one-unit-out cross validation method. The idea is to remove observations as the training data to obtain estimates of β and f (·), which are denoted as β (−i) and f (−i) (·). Then, the optimal bandwidth is chosen such that it minimizes a weighted squared prediction error of the form
The weight matrix M is constructed to satisfy M D = 0 so that the fixed effects α i are eliminated from (4.8). In effect, M removes a cross-time average from each variable.
Examples of implementation
We next carry out simulation studies to compare the small sample behavior of the two profile likelihood estimation methods: the pooled and the averaged methods. The Epanech-
(1 − u 2 )I{|u| ≤ 1} is used throughout the section. We also illustrate the proposed pooled profile likelihood dummy variable method through applications to a CPI data set and an input-output data set.
Simulated Examples
Example 5.1. Consider a data generating process of the form
The error terms e it are generated as follows. For each 1 ≤ t ≤ T , let e ·t = (e 1t , e 2t , · · · , e N t ), which is a N-dimensional vector. Then, { e ·t , 1 ≤ t ≤ T } is generated as a N -dimensional vector of independent Gaussian variables with zero mean and covariance matrix (c ij ) N ×N , where
From the way e it are generated, it is easy to see that
E(e it e jt ) = 0.8
The above equations imply that {e it } is cross-sectionally dependent and time independent.
The explanatory variables X it are generated by
where g(u) = 2 sin(πu), {v it } is independent of {e it } and is generated in the same way as
We compare the pooled profile likelihood estimator (PPLE) with the averaged profile likelihood estimator (APLE). The means and standard deviations (SDs) (in parentheses) of the two estimators of the parameter β = 2 based on R = 500 replications are reported in Table 5 .1(a). Table 5 .1(b) compares the mean squared errors (MSEs) of the two estimators of the trend function and their SDs (in parentheses), where for an estimator f , its MSE is defined as
Tables 5.1(a)-(b) indicate that the PPLE estimates both the parameter and the trend function much more accurately than the APLE, and it is also more efficient than the APLE.
Another important finding from the simulation results is that an increase in either N or T results in a decrease in the SD of the PPLE of the parameter β or the MSE of the PPLE of the trend function f (·). However, this does not apply to the APLE. While the SD of the APLE of the parameter β or the MSE of the APLE of f (·) decreases as T increases, an increase in N does not necessarily imply a decrease in them when T is fixed. 
where β = (2, 1, 2)
and
Letting e ·t = (e 1t , e 2t , · · · , e N t ), then we generate { e ·t , 1 ≤ t ≤ T } as a N-dimensional vector of Gaussian variables with zero mean and covariance matrix (c *
The explanatory variables X it are generated by X it = g 6) and
, and
We also compare the estimates from the two estimation methods, and the simulation results based on 500 replications are given in Tables 5.2 (available from the Australian Bureau of Statistics at www.abs.gov.au). The raw data were seasonally adjusted before being used. We study the empirical relationship between the log food CPI and the log all-group CPI. Let Y it be the log food CPI and X it be the log all-group CPI for city i at time t, where 1 ≤ i ≤ 8 and 1 ≤ t ≤ 60. We then assume that {(Y it , X it )} satisfies a semiparametric model of the form
where α i are individual effects, and f t is the trend in the log food CPI. The scatter plots of the observations of both Y it and X it are given in Figure 5 .1.
By applying the proposed pooled profile likelihood estimation procedure to the above data set, we have the estimate of β as β = 0.8160 with standard deviation 9.1 × 10 −5 , which indicates that this estimated coefficient is significant. The semiparametric estimate of the trend function as well as its 95% confidence band is given in Figure 5 .2. The estimated trend curve exhibits an obvious upward pattern, which is consistent with the observation that the food CPI series for each city generally increases with time. We also fit the data with and KL it = K it /L it , which represent real GDP per worker and real capital per worker, respectively. DP (2000) considered the following specification to characterize the inputoutput production relationship:
where a common linear trend λt was used. We generalize this specification by replacing the linear trend γ + λt with a nonparametric trend function f t :
The nonparametric trend f t brings more flexibility into model (5.9) and the inclusion of the fixed effects α i allows us to capture country-specific characteristics that might affect real GDP. Figure 5 .3 gives the scatter plots of the observations of both log per-worker GDP and log per-worker real capital.
Applying the pooled profile likelihood method given in Section, we obtain the estimates that both of the estimated coefficients are significantly different from zeros. In contrast, the OLS estimates of (β 1 , β 2 ) ⊤ of model (5.8) in DP (2000) is (0.3201, 0.0318) ⊤ with standard deviations (0.0520, 0.0029), which also indicates that these two coefficients are significant. 
Conclusions and discussion
We have considered a semiparametric fixed effects panel data model with cross-sectional dependence in both the regressors and the residuals. A pooled semiparametric profile likelihood dummy variable method has been proposed to estimate both the parameter vector and the time trend function. Asymptotic distributions for the estimators of the two components have been derived with possible optimal rate of convergence when both the time series length T and the cross-sectional size N tend to infinity simultaneously.
We have also used two simulated examples to evaluate the finite-sample performance of the proposed estimation method. The simulation results have shown that the proposed pooled semiparametric profile likelihood method uniformly outperforms the averaged profile likelihood method, which is commonly used in literature. In addition, we have illustrated the proposed method through two sets of real-data with the first one being an Australian consumer price index data set and the second one being a set of input-output data from 82
countries.
There are some limitations in this paper. This paper assumes that there is no endogeneity between {e it } and {X it } while allowing for cross-sectional dependence between them. A future topic is to accommodate such endogeneity in a semiparametric model.
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where 0 d is a d × 1 vector of zeros.
The asymptotic distribution in Theorem 3.1 can be proved via the following two propositions.
Proposition A.1. Under A1-A3 and A5, we have
Hence, to prove Proposition A.1, it suffices for us to prove
Step (i). Proof of (A.3) . By the definition of X * and the notation s(τ ) = (1, 0)S(τ ) in (2.2), we
We first consider Π * N T (1). Note that
By the moment condition in A2 and the Markov inequality, we have, for any ϵ > 0,
Hence, as T → ∞, we have
By A2, it is easy to check that .9) as N, T → ∞ simultaneously.
On the other hand, as {v it , t ≥ 1} is a sequence of i.i.d. random vectors for each i ≥ 1, we have
The detailed proof of (A.10) is relegated to Appendix B. In view of (A.10) and max
This combined with (A.7)-(A.9) and Π * N T (1, 3) =
For Π * N T (4), we use the uniform consistency result:
The detailed proof of (A.12) will be given in Appendix B. From (A.12), it is easy to show
, by (A.11), (A.13) and the Cauchy-Schwarz inequality,
With (A.6), (A.11), (A.13) and (A.14), we have shown that (A.3) holds.
Step (ii). Proof of (A.4). As SD = 0, we have
Furthermore,
, and applying the result about the inverse matrix (Poirier 1995) :
Meanwhile, by the definitions of X * and D * , we have
A T (k), by (A.17) and (A.18), we then have
.
By (A.10) and the definition of A T (k), we can show that .20) and
With (A.20) and (A.21), we have show that (A.4) holds.
Step (iii). Proof of (A.5) . Note that
We first prove that
By the definition of X * and f * , we have .23) where
Following the argument in the proof of (A.12) in Appendix B and by A2 and A3, we have
which, together with A5, imply
On the other hand, noticing
is independent of i, we have 
Then, with (A.22) and (A.28), we prove (A.5).
In view of (A.3)-(A.5), the proof of Proposition A.1 is completed.
Proposition A.2. Let A1-A5 hold. Then we have
Proof. To prove (A.29), it suffices for us to show
For Π * N T (10), we have
Following the proof of (A.12) in Appendix B, and by A2, A4 and A5, we have .36) Similarly to the proof of (A.27), we have
On the other hand, by (A.17), (A.18) and a standard calculation, we have
Hence,
By the identification condition on {x i }, we have
We then consider Π * N T (12). Define
By A2 and A4, we have, as N, T → ∞ simultaneously,
and similarly,
By (A.32), (A.38) and (A.42), we have
As both T and N tend to infinity, we next prove (A.44) by the joint limit approach (see Phillips and Moon 1999 for example).
v it e it , we have 
as N, T → ∞ simultaneously, which implies that the Lindeberg condition is satisfied, which in turn implies the validity of (A.44). Hence, the proof of Proposition A.2 is completed.
Proof of Theorem 3.2. By the definition of f (τ ) in (2.6), we have
Hence, by (A.12) and standard argument for local linear fitting, we have
By the Lindeberg-Feller central limit theorem and following the proof of Proposition A.2, we
By Theorem 3.1, we have
Hence, by (A.45)-(A.48), we have completed the proof of (3.8).
Appendix B: Proof of some uniform consistency results
Proof of (A.12) . By the identification condition
By the definition of s(τ ) in Section 2, we have
Note that
) 2
By the definition of Riemann integral, we have In view of (B.3), to prove (B.2), we need only to prove
Hence, to prove (B.4), it suffices to show that for j = 0, 1, ) j
)
. Observe that .
(B.14)
In view of (B.1), (B.2) and (B.14), it has been shown that (A.12) holds.
Proof of (A.19) . By Burkholder's inequality for i.i.d. random vectors, we have
where C δ is a positive constant which only depends on δ and is independent of i. By A5, (B.15) and the Markov inequality, we have, for any ϵ > 0, 16) which implies that (A.19) holds.
