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Personalized 3D Mannequin Reconstruction Based on 3D 
Scanning 
Pengpeng Hu1, Duan Li1, Ge Wu1, Taku Komura2, Dongliang Zhang3, Yueqi Zhong1,4,5 
Abstract: 
Personalized customization is a new manufacturing trend in high-end products (e.g. senior 
custom clothing).Traditional apparel customization (made-to-measure & bespoken) highly 
depends on experienced tailors. A personalized mannequin is essential for apparel customization 
using CAD technologies. Currently, a common method of reconstructing mannequin is based on 
body measurements or body features. It only preserves the body size instead of preserving the 
accurate user’s stature. However, the same human body measurement does not equal to the 
same body shape. This may result in an unfit garment for the user. This paper proposes a novel 
scanning-based pipeline to reconstruct a personalized mannequin, which preserves both body 
size and body stature information. We first capture the body of a user via 3D scanning, and a 
statistical body model is fit to the scanned data. This results in a skinned articulated model of 
the user. The scanned body is then adjusted to be pose-symmetric via linear blending skinning. 
The updated pose-symmetric body is then segmented to initialize the stature symmetry 
processing. Finally, a slice-based method is proposed to generate a symmetric 3D mannequin. 
The process of apparel customization can be easily digitalized with the help of the proposed 
mannequin reconstruction system and the corresponding existing clothing CAD software. 
Keywords: 3D scanning, 3D mannequin, Apparel customization, Mesh symmetry 
1. Introduction 
Fitting clothes for customers remains the top issue in the apparel industry. In modern fashion 
manufacturing and sales, products can be divided into 3 categories: ready-to-wear, made-to-
measure, and bespoken. The cost of made-to-measure and bespoken apparel production is more 
than 10 or 100 times expensive than the ready-to-wear clothes. Even for the luxury brands such 
as Chanel, GUCCI, and Versace, the price of ready-to-wear could not compare with the normal 
made-to-measure and bespoken clothes. The famous Savile Row tailoring street in London is 
famous for its high quality of men’s bespoken suits and attracts high-end customers around the 
world. Bespoken and made-to-wear provide the much higher customer satisfaction than made-
to-wear but takes much longer time to fit the clothes for customers. Recently, there is an 
emerging trend of developing the digital customization tools to fit customers. Digital 
manufacturing technologies such as 3D scanning and CAD technologies can significantly 
improve the efficiency of clothing fitting and manufacturing process so that the overall cost of 
apparel manufacturing can be reduced. The 3D mannequin plays an important role in the 
computer-aided apparel design (Au and Yuen, 2000; Au and Ma, 2010; Hsiao and Chen, 2015;  
Au and Yuen, 1999; McCartney et al., 2005). There is sufficient space for creativity in all of the 
design, manufacture, display and performance links of the industry. However, during the 
process, determining how to obtain the required mannequin is a problem that cannot be ignored. 
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(a) Display mannequin                             (b) Standard mannequin 
Figure 1. Two types of mannequins 
Currently, two main methods are used to develop the clothes: plane cutting and three-
dimensional cutting. In methods based on plane cutting, the basic pieces required for apparel 
design are generated by mannequin forms (Au and Yuen, 1999; McCartney et al., 2005), and the 
patterning is performed by adjusting the scale of the shaped cutting pieces. By contrast, in three-
dimensional cutting methods, the designers directly design on a 3D mannequin to obtain a 
shaped cuttings of the 2D pieces required for production. Therefore, no matter which method is 
adopted for the apparel design, the 3D mannequins is an important media for the concretization 
of design ideas. 
The mannequins can be classified into two categories by means of the application: standard 
mannequin and display mannequin. The standard mannequin is used to design garments by the 
artists while the display mannequin is used to demonstrate the dressing effects for the customers. 
Figure 1 shows the two types of mannequins. The display mannequin is flexible to keep any 
pose and any stature. In contrast, the standard mannequin is more professional, which should be 
symmetric.   
3D body scanning becomes a revolutionary technology that is changing many aspects of the 
apparel industry (Istook and Hwang, 2001). As the recent improvement in and the declining 
costs of scanning technology, commercial RGBD cameras are becoming widely available. With 
the help of 3D scanning, hundreds of body measurements can be automatically extracted in 
several seconds (Simmons, 2001; Zhong and Xu, 2006). The main application of 3D body 
scanning in the apparel industry is made-to-measure. Made-to-measure techniques are based on 
the traditional grading method that modifies the sizes and shapes of 2D patterns according to the 
input body sizes. Therefore, the main information used for made-to-measure is body 
measurement data. However, the shape information of the scanned body is seldom utilized for 
apparel design. For the same human body measurement, the same mannequin from is not 
definitive. This may result in an unfit garment for the target user. The main challenge of the 
direct use of the scanned data is to convert an asymmetric scanned body into a symmetric body 
(e.g. the left shoulder may be higher or lower than the right shoulder; the shape of the torso is 
asymmetric due to the fluid of muscle and fat).  
In this paper, a novel scanning-based pipeline is proposed to reconstruct a 3D personalized 
mannequin. We model it as a body symmetry problem: Pose Symmetry and Shape Symmetry. 
Firstly, a user will be scanned. A statistical template body is fit to the scanned data.  This results 
in a skinned articulated model of the user. A pose-symmetric body model will be obtained via 
linear blending skinning (Kavan and Žára, 2005). Next, the mannequin data will be extracted 
and a slice-based method is proposed to generate a shape-symmetric mannequin. The 
reconstructed mannequin can be imported to the apparel CAD software for the purpose of 
apparel design.  
The rest of the paper is organized as follows. The related work is reviewed in Section.2. In 
Section.3, Linear blending Skinning is applied to adjust the pose of the scanned body. A slice-
based method is proposed to generate a shape-symmetric mannequin from the updated scanned 
data. The experimental results are demonstrated in Section.4, and we conclude our work in 
Section.5. 
2. Previous Work 
The Parametric mannequin is popular as its shape can be changed flexibly. A mannequin model 
is usually reconstructed from semantic features and parametric surfaces, and then the surface 
can be unfolded to obtain 2D pieces required by plane cutting techniques, which is an important 
function of 3D mannequin (Au and Yuen, 1999; McCartney et al., 2005). The reverse 
engineering method is also a popular solution (Au and Yuen, 2000; Au and Ma, 2010; Hsiao 
and Chen, 2015). When the mannequin template is generated, the parametric method will be 
used to obtain a parametric mannequin. The parametric mannequin is accepted in apparel design 
as its shape can be rapidly changed to fit various body sizes of the users. However, the 
parametric mannequin is not reliable especially when the number of the input body 
measurements is small. Because the same body size does not equal to the same body geometry. 
In addition, to prepare an appropriate mannequin template is not straightforward. 
Many researchers have presented 3D scanning systems based on a single RGBD camera (lzadi 
et al., 2011; Henry et al., 2012). However, these methods have to capture many frames from 
various directions to cover the whole body, which is very time-consuming. To rapidly capture 
the subject, multiple RGBD cameras system is presented which can finish the capture in several 
seconds (Tong et al., 2012; Hu et al). Some researchers have explored processing scanned 
human bodies and designing 3D garments for scanned human bodies. Decaudin et al. (2006) 
and Apeagyei et al. (2010) reviewed 3D body scanning technologies with application to the 
fashion and apparel industry. Sabina et al. (2012) developed a dress garment simulation based 
on a virtual mannequin obtained by 3D body scanning to test whether 2D patterns fit the virtual 
mannequin using the specialized 3D software. Wang et al. (2003) proposed a prototype system 
using a fuzzy logic concept for constructing a feature human model. A feature-based mesh 
generation algorithm is applied on the cloud points to construct the mesh surface of the human 
model. Hsiao and Chen (2015) scanned the mannequin and reconstruct new mannequin based 
on feature curves. Xu et al. (2002) first extracted body measurements from the scanned body, 
then used B-spline curves to connect and smoothen body curves. From the scanned data, a body 
form can be constructed using linear Coons surfaces. Kim and Kang (2003) proposed a system 
for automatic garment pattern design using scanned body model. The surface geometry of a 
standard garment model used in the apparel industry is usually reconstructed by a stereovision 
technique and converted into a mesh structure. Then the surface of the 3D garment is flattened 
into 2D patterns. However, these methods do not give a solution of directly using the scanned 




Figure.2 Overview of our method 
From the above-related research, how to reconstruct a personalized mannequin from the 
scanned data is the goal of this study. Firstly, a scanned body is obtained. Secondly, the pose of 
the scanned body can be symmetric via linear blending skinning. The new pose-symmetric body 
is segmented to extract parts for regenerating mannequin. The earlier work of body 
segmentation is aimed to extract body measurements (Simmons, 2001). Nurre (1997) 
considered the automatic segmentation of the human body into its functional parts.  Ju et al. 
presented an efficient method to do the body segmentation by slicing the scanned body model 
(2000). Zhong and Xu (2006) developed a segmentation and measurement system for the 
scanned body. In our work, we use the method of Ju et al. to segment our body model. Finally, a 
slice-based method is proposed to generate a shape-symmetric 3D mannequin. The overview of 
our method is shown in Figure 2.  
3. Methodology 
A two-step solution is proposed to reconstruct a mannequin from the scanned data. The body 
model can be easily obtained by RGBD cameras such as the work of Tong et al (2012). In our 
work, the tested bodies are captured by the body scanning system developed by Hu et al. In the 
process of pose-based symmetry, a template body is used to automatically rig the scanned data, 
so that the pose of scanned bodies can be adjusted via linear blending skinning. The body model 
is then segmented. In the process of shape-based symmetry, a slice-based method is proposed to 
generate a shape-symmetric mannequin from the scanned body, which can preserve the size and 
stature of the original scanned body. 
3.1. Pose-based Symmetry 
In this section, we describe the process to fit a statistical body model into the scanned body and 
rigging it with a skeleton model.  
3.1.1. Construction of the Statistical Body Model  
A morphable human model is constructed from a Japanese body database (Yamazaki et al., 
2013; Hu et al., 2017); using a rigged template mesh and a set of different 3D human models in 






The template mesh is denoted by X = {𝑉, 𝑇, 𝐽}  where V = {𝑣1, … 𝑣|𝑉|}  are the vertices, T =
{𝑡1, … 𝑡|𝑇|} are the triangles and J = {𝑗𝑖, … 𝑗|𝐽|} are the joints of the body. A set of skin weights 
W(𝑣𝑖) = {𝑤
1(𝑣𝑖), … 𝑤
|𝐽|(𝑣𝑖)} are defined for each vertex 𝑣𝑖 in  X which are used for changing 
the pose of the template mesh. The joint centers are also predicted manually by inserting a 
skeleton using the existing modeling software. This needs to be done only once for the template 
model.   
During the pre-processing, the template mesh is fit to different body scans by non-rigid 
registration (Yamazaki et al., 2013). As a result, different body models with the same mesh 
topology can be obtained, which can be used for building the statistical body model, namely the 
database.  
The skeleton of each model in the database can be calculated via mean value coordinates (MVC) 
(Ju et al., 2005).  The assumption is that the MVC of the joint positions is consistent among 
different body models in the database. Using the MVC of each joint 𝑗𝑛, 𝑖 = 1 … |𝐽|in the rigged 
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where  𝑚𝑛(𝑣𝑖) is the mean-value coordinates of   𝑗𝑛 for joint  𝑣𝑖. Thus as the shape parameters 
change, the new joint locations can be inferred from the new body mesh 𝑉′.  Figure 3 gives 
some result of predicting the skeletons of different template bodies. The skin weights can be 
copied as the topology of the mesh remains the same.   
In this way, a statistical PCA body model 𝑆𝑘(𝛽) is constructed, 𝛽 is a vector of coefficients of 
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where 𝑘 = 15 in our experiments.  A new body shape can be constructed given a coefficient 𝛽 
(see Figure 5). Ahead of computing the statistical body model, the poses of each body model are 
slightly adjusted using linear blend skinning, such that the joint angles are all the same for each 
body model.  
 
Figure.3 Japanese body models with the corresponding morphable skeletons fitted 
3.1.2. Fitting the Statistical Body Model to the Body Scans  
We now fit the statistical body model to the scanned body by simultaneously predicting the low- 
dimensional body parameters 𝛽 and the joint angles 𝜃.  Using linear blend skinning, we can 
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Where 𝑅𝑙(𝜃) is the global bone transformation of joint 𝑗𝑖 computed using the skeletal hierarchy 
and joint angles 𝜃. As 𝑣𝑖 is a function of 𝛽 in the statistical body model (see Equation 2). The 
morphable model is denoted by 𝑀(𝜃, 𝛽). 
The model 𝑀(𝜃, 𝛽) is then fit to the scanned naked body 𝑌. The fitting is implemented by 
optimizing 𝜃 and 𝛽 via minimizing mean square error (MSE) between the paired 
correspondences (in Figure 4). The mean template model (as shown in Figure 5) is used to 
initialize this optimization. It is formulated by the following formulation 
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After solving Equation (4), 𝑀 becomes an approximation for 𝑌. The skeleton can be transferred 
directly from 𝑀 to 𝑌. The skin weights need further process as the number of vertices of 𝑀 and 
𝑌 is different. To compute the skin weights 𝑤(𝑧𝑖) for 𝑌, each vertex 𝑧𝑖  is projected onto the 
closest triangle of  𝑀 , and then the skin weight of each vertex in 𝑌  can be calculated by 
interpolating the barycentric coordinates of the corresponding closest triangle in 𝑀.  
Once the scanned body is rigged, its pose is interactively adjusted into symmetry by controlling 
the joint angles of the skeleton as shown in Figure 6.  
  
 (a)  Full Correspondences                              (b) 10 Percent of Sampled Correspondences 




Figure.5 3D morphable human models (left) and the mean model (right). 
3.2. Shape-based Symmetry 
In this section, we describe the process of reconstructing a shape-symmetric mannequin from 
the updated pose-symmetric body. The pose-symmetric body is segmented to extract the 
mannequin part using the method of Ju et al. (2000). As shown in Figure 7, each part is 
represented by a different color. 
Inspired by the work of Dekker et al. (1999), a slice-based method is proposed to implement the 
symmetrization of a 3D mesh. First, the model is cut by a set of parallel planes to obtain a series 
of cross-sections (Figure 8). The cross-sections will be further analyzed to build a symmetric 
model. Dependent on the topology of the body, there are two types of symmetry (Figure 8): 
Axial Symmetry, such as the torso; and Bilateral Symmetry, such as leg and arm parts.  
                     
(a) Original scanned body                   (b) Pose-symmetry body 
Figure.6 Our pose-symmetry result 
  
Figure.7 Body segmentation  
 
     
Figure.8 Slicing 
 
                                                                   (a) Axial symmetry 
  
(b) Bilateral symmetry 
Figure.9 Two types of cross-sections 
The process of axial symmetry can be described as follows: 
Step 1: The bounding box for each cross-section is defined by minimal and maximal 
coordinates. (𝑇(𝑥)𝑚𝑖𝑛 , 𝑇(𝑥)𝑚𝑎𝑥, 𝑇(𝑦)𝑚𝑖𝑛, 𝑇(𝑦)𝑚𝑎𝑥) . Then the center point of each cross-








                                                                                                 (6) 
Step2:  𝑛 rays, which are casted from the center point, will intersect with the cross-section 




degree. The 2 intersection points located in Y-axis will be removed as there are no 
corresponding points for them. The cross-section is discretized into n-2 points in continuous 
order. 
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where 𝑖 = 1,2, … , 𝑛 − 2, (𝑇𝑖(𝑥)
′, 𝑇𝑖(𝑦)
′) is the new coordinate of 𝑇𝑖.  The new points are 
symmetric with respect to the Y-axis.    
Step4: Scale the new cross-section to make it preserve the same length with the original cross-
section. 
For the bilateral symmetry, two separate cross-sections will be obtained after being cut by a 
plane, as shown in Figure 9 (b). The process of bilateral is as follows: 
Step1: Calculate the center of each cross-section using the same method as the first step of axial 
symmetry. 
Step2: Divide each cross-section into n ordered points using the same method as the second step 
of the axial symmetry. The 2 points located in Y-axis are still removed. 
Step3: Adjust the coordinates of these points using the following equations. 
   
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Where 𝑖 = 1,2, … , 𝑛 − 2, 𝐿𝑖
′  and 𝑅𝑖
′are the new coordinates of  𝐿𝑖 and 𝑅𝑖. L(𝑥𝑐1) and R(𝑥𝑐2) are 
the x-coordinates of the centers of bilateral cross-sections. 
Step4: Scale both new cross-sections to preserve the length of the original cross-section. 
Up to now, a symmetric 3D mannequin is generated in the form of a point cloud. A triangular 
mesh is constructed from this point cloud (Fabio, 2003). To obtain a high-quality mesh, the 
number of divided layers should be appropriate. In our practice, we cut the torso and legs into 





4. Experimental Results and Discussion 
                       
(a) Before shape-symmetry                            (b) after shape-symmetry 
Figure.10 Our shape-symmetry result 
 
 
                
(a)Original                 (b) Our method            (c) Left mirrored           (d) Right mirrored    
Figure.11 Compared our result with mirrored results.  
A novel scanning-based pipeline of reconstructing 3D personalized mannequin is proposed. The 
generated 3D mannequin preserves both the size and the stature of the original scanned body.  
To validate our pose-symmetric method, some participants are asked to keep an unnatural pose 
during the scanning (Figure 2 upper, and Figure 13 (f)). These models can also be well adjusted 
to be pose-symmetric, which proves our method. 
The results of our shape-symmetric method can be seen in Figure 10 (b), it can be intuitively 
found that the stature can be preserved well. In Figure 11, we compare our results with the 
mirror-symmetric results. To mirror half of the body model is a direct method to obtain the 
absolutely symmetric body model. Compared to the original scanned body, the hip width of the 
left mirrored model becomes smaller while the hip width of the right mirrored model becomes 
larger. In addition, the shapes of the crotch in Figure 11 (c) and in Figure 11 (d) are distinct. But 
the mannequin from our method can preserve the stature well comparing it with the original 
scanned body. 
Besides the shape, to preserve the size of the original scanned body is equally important. As 
described in Section 3.2, we scale the new symmetric cross-section to keep the same length with 
the original cross-section. This simple but efficient method can preserve the size of the original 
scanned body well, as shown in Table.1.  
In the computer-aided technologies, a 3D body model is reconstructed from the body 
measurements. BoydLabs (www.bodylabs.com) is one of the leading companies that engage in 
building the accurate body shape and designing the 3D garments. It implemented the 
measurement-based body reconstruction. As shown in Table.1, the body size of the scanned 
body and the generated mannequin using our method are measured in Clo3D (www.clo3d.com). 
Then the body measurements of the original scanned body will be imported into BodyLabs to 
generate the corresponding body shape. In Figure 12, it can be seen that the body from 
BodyLabs loses the accurate body shape information compared with the original scanned body 
while our results preserve it. This comparison validates that the same body measurements do not 
equal to the same body stature, and our result can preserve both the size and stature of the 
original scanned body. The more experimental results are given in Figure 13. 
 
                (a)                              (b)                         (c)                                   (d) 
Figure.12 Compared our result with the BodyLabs result. (a) the original scanned body; 
(b) our pose-symmetric result; (c) our shape-symmetric result; (d) the BodyLabs result 
   Table.1 Male Body measurements(Weight: 67kg; Height: 170cm;Inseam：69cm) 









Chest girth 94 94 94 94 
Waist girth 85 85 85 85 
Hip girth 101 101 101 101 
 
                          Original scanned body       Pose-symmetry   body        3D mannequin 
                 
 
                                                     





                  
 
                 
                 





Figure. 14 Two types of mannequins using our method 
Once the mannequin is given, it is easy to design clothes utilizing the CAD software such as 
Clo3D (www.clo3d.com). For example, the tight garment can be designed by converting the 
body surface into a garment surface directly. In this way, the seam lines on the garments can be 
drawn to flatten 3D surface patches into the 2D patterns. A loose garment can also be created. 
The 2D patches can be trimmed to fit the 3D mannequin, then these 2D patches are sewn via 
physically-based simulation to obtain a complete 3D garment. As shown in Figure 14, a stand 
and a better rendering are added to get a better visual result.  
5. Conclusion and future work 
This paper proposes a novel scanning-based pipeline of reconstructing a personalized 3D 
mannequin from the scanned body. We converted it to a body symmetry problem and gave a 
two-step solution. In pose symmetry, a template body is fit to the scanned body. It offers the 
ability to change the pose of the scanned body. In shape symmetry, a slice-based method is 
presented to generate a shape-symmetric mannequin. Experimental results validate that our 
method can preserve both size and stature of the user while the conventional methods can only 
preserve the size. 
The main contributions of this paper are as follows: 
(1) Decompose the process of  the mannequin reconstruction into Pose Symmetry and 
Shape Symmetry; 
(2) Propose a novel scanning-based pipeline to reconstruct a 3D personalized mannequin; 
(3) Present a slice-based method for the symmetrization of the 3D mesh. 
Future work will involve reconstructing 3D personalized mannequin from the scanned dressed 
body. Second, to verify if a designed garments comfortable wearing on the customer, it is 
necessary to study the fitness of a garment. Third, a fitting robot that can mimic various 3D 
mannequin models will be developed for testing the fitness of real garments.  
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