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Abstrakt
Tato diplomová práce se zabývá tématikou detekce obličejů na mobilních telefonech s ope-
račním systémem Android. V rámci úvodu do problematiky jsou popsány některé algoritmy
určené pro detekci vzorů v obraze, stejně jako různé techniky získávání příznaků. Jsou zde
popsána specifika vývoje pro Android včetně popisu základních vývojových nástrojů. Po
seznámení s architekturou SIMD jednotek je vypracován návrh aplikace, podle kterého je
následně probíhá implementace. Nakonec jsou provedeny výkonnové testy, jejichž výsledky
jsou shrnuty v závěru práce.
Abstract
This master’s thesis deals with face detection on mobile phones with Android OS. The
introduction describes some algorithms used for pattern detection from image, as well as
various techniques of features extracting. After that Android platform development speci-
fics, including basic description of development tools, are described. Architecture of SIMD
is introduced in next part of this work. After acquiring basic knowleage analysis and im-
plementation of final app are descrited. Performance tests are conducted whose results are
summarized in the conclusion.
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1 Úvod
Mobilní telefony zažívají v posledních letech nevídaný boom. Zatímco na konci 90.let se
mohl mobilem pyšnit málokdo, dnes je součástí základního inventáře populace všech věko-
vých kategorií. Chytré telefony dnes umí suplovat funkce desktopového počítače, lze na nich
přehrávat filmy a surfovat po internetu. Výpočetní výkon těchto telefonů je srovnatelný s
počítači před 10 lety.
Přímo se tedy nabízí vyzkoušet, zda algoritmy, které jsou běžně součástí desktopových
aplikací, mohou být použity i na mobilních telefonech. Vhodným kandidátem se zdají být
algoritmy pro detekci a rozpoznávání objektů, neboť se jedná o oblast, která se rychle vyvíjí
a stále víc a víc se objevuje v životech obyčejných lidí.
Konkrétním cílem této práce je pak vytvořit detektor obličejů pro telefon s Android OS
a ten následně optimalizovat.
Samotná práce je koncipována tak, aby byl případný čtenář postupně zasvěcován do
teorie, která souvisí s tématikou této práce. Prvně tedy budou představeny přístupy k
detekci objektů v obraze, následně dnes nejpoužívanější algoritmy pro urychlení klasifikace
objektů. Hledání objektů se bude zabývat i sekce popisující příznaky, které se pro toto
vyhledávání nejčastěji používají.
Druhá část se zaměří na systém Android, jeho architekturu a specifika vývoje pro tuto
platformu. Čtenář bude seznámen se základními vývojářskými nástroji včetně kitu pro
vývoj nativních aplikací, který je vhodný použit pro časově náročné operace, popř. jako
prostředek pro portování již existujích programů.
Pro potřeby zpracování více dat najednou bývá součástí procesorů SIMD jednotka, která
je popsána v následující kapitole. Je zde představena i konkrétní specifikace pro procesory
používané v mobilních telefonech.
Poté je již přistoupeno k návrhu aplikace a její následné implementaci. Nejdříve jsou
rozebrány různé přístupy řešení konkrétních problémů spojených s touto prací, následně
jsou z nich vybrány nejvhodněší varianty, které jsou složeny do celkového návrhu. Zvolené
varianty jsou v části věnující se implementaci podobněji popsány z hlediska programování.
Po naimplementování základní verze detektoru je popsán algoritmus, který by měl
urychlit dobu výpočtu využitím SIMD jednotky procesoru.
Závěr práce konkretizuje slabá místa vývoje pro platformu Android, zabývá se testová-
ním zrychlení aplikace a na konec shrnuje dosažené výsledky.
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2 Detekce objektů
Detekce objektů v obraze je využívána v širokém spektru aplikací od interakce člověka
s počítačem přes automatickou detekci dopravních značek po robotické vidění. Jedním z
přístupů k detekci objektů v reálném čase je nalezení určitých vzorů v obraze za použití
rychlých klasifikátorů. Mnoho klasifikátorů je různou modifikací Viola and Jones klasifiká-
toru, který byl jako první schopen detekovat obličeje v reálném čase za použití kaskády
klasifikátorů a Haarových příznaků. V této kapitole budou představeny algoritmy AdaBo-
ost a WaldBoost pro zrychlení detekce objektů v obraze. Dále budou představeny některé
druhy příznaků, se kterými tyto algoritmy pracují.
2.1 Přístupy
Techniky detekce objektů v obraze se nejčastěji dělí do následujících skupin [12]:
Top-down
Metoda je založena na znalostech daného objektu. Např. při detekci obličeje se využívá
toho, že se na snímku vyskytují dvě oči, které jsou navzájem symetrické, nos, ústa. Vztahy
mezi těmito prvky mohou být reprezentovány jejich relativní vzdáleností a pozicí. Tyto
rysy jsou extrahovány jako první a kandidáti jsou určování na základě definovaných pravi-
del. Verifikační proces se obvykle provádí kvůli redukci falešných detekcí. Problémem této
metody je stanovení přesně definovaných pravidel. Pokud jsou příliš detailní, může se stát,
že objekt zájmu není detekován. Naopak pokud jsou až příliš obecná, vyskytují se falešné
detekce. Navíc nastává problém pokud je obličej na snímku různě natočen (není vidět oko,
obličej není symetrický, . . .).
Přesto byl Tom-down přístup využit k vytvoření detektoru obličejů, viz [11]. Tento
systém je tříúrovňový, na nejvyšším stupni je prohledán celý snímek posunováním okna a
aplikací pravidel na každé z nich. Pravidla nevyššího stupně obecně popisují obličej, zatímco
pravidla nejnižší úrovně jsou zaměřeny na detailní prvky. Zpracování snímku probíhá tak, že
je tento postupně podvzorkován, viz 2.1. Na nejvíce podvzorkovaný obraz jsou aplikována
nejobecnější pravidla a pokud kandidát projde, jsou postupně na snímky ve vyšším rozlišení
aplikována stále detailnější pravidla.
Přestože tento přístup hierarchického členění nevykazoval ve své původní podobě [12]
příliš dobré výsledky, samotná myšlenka byla využita v dalších studiích.
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Obrázek 2.1: Top-down - postupné podvzorkování vstupního snímku [12].
Bottom-up
Je stejně jako předchozí přístup založen na znalosti vlastností hledaného objektu. Pracuje
ovšem opačně - zatímco Top-down hledal nejobecnější části a teprve poté detaily, zde se
prvně vyhledávají právě tyto specifické informace. Bottom-up vychází z faktu, že lidé jsou
schopni najít objekty za různého osvětlení v různých polohách. Měly by tedy také existovat
příznaky, které jsou vůči těmto změnám invariantní. Většina metod založených na tomto
přístupu prvně detekuje části objektu (např. oči, nos, ústa v případě obličeje) a z nich pak
sestavuje statický model, který popisuje vztahy mezi těmito částmi. Podle něj se následně
rozhodne, zda se zde hledaný objekt skutečně vyskytuje. Problém těchto je metod je, že
hledané části mohou být porušeny vlivem šumu, osvětlení.
Template matching
Techniky založené na vyhledávání vzorů - template matching - využívají vytvořený model
objektu obsahující tvar, texturu a barvu. Tyto modely se vytvářejí buď ručně, nebo po-
mocí nějaké vhodné funkce. V obraze se následně vyhledávají jednotlivé prvky objektu a
vyhodnocuje se míra podobnosti se vzorovým modelem. Největším kladem tohoto přístupu
je skutečnost, že je snadno implementovatelný. Bohužel se ukázalo, že pro detekci obličejů
je tento přístup nevhodný, jelikož se nedovede vypořádat s variabilitou obličejů [12], např.
změnou velikosti, tvaru či úhlu pohledu.
Obrázek 2.2: Příklad vyhledávacího vzoru.
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Appearance-based
Poslední, a v rámci této práce nejzajímavější, kategorií jsou metody založené na učení. Na-
rozdíl od předchozího přístupu (template matching), ve kterém se model definoval ručně,
zde modely vznikají automatickým učením z poskytnutých dat. Metody se spoléhají na
techniky ze statické analýzy a strojového učení, pomocí kterých vyhledávají charakteris-
tiky jednotlivých částí hledaného objektu. Naučené charakteristky ve formě distribučních
modelů jsou poté použity k detekci hledaných objektů.
2.2 AdaBoost
Tento algoritmus je v současnosti jednou z nejpoužívanějších variant metod strojového
učení boosting. Jeho hlavním přínosem je schopnost exponenciálně snížovat chybu výsled-
ného klasifikátoru [6]. Toho je docíleno lineární kombinací slabých klasifikátorů do silného
klasifikátoru. Jedinou podmínkou slabých klasifikátorů je vyšší než 50% přesnost klasifikace
(chyba menší než 0,5).
Základní podoba toho algoritmu [6] provádí klasifikaci do dvou tříd. Jedná se o algorit-
mus učení s učitelem, vstupem je trénovací množina dvojic (xi, yi), kde x ∈ X je vzorek a
y ∈ −1,+1 třída tohoto vzorku. Kladnou hodnotou jsou značeny vzorky náležící hledaným
objektům, záporná hodnota označuje zbytek. Algoritmus uchovává distribuci vah D tréno-
vacích vzorků, která je na počátku pro všechny vzorky stejná. V každém kroku je pak váha
chybně klasifikovaného vzorku zvýšena a naopak správně klasifikovaného vzorku snížena.
Na základě této distribuce AdaBoost po každé iteraci upraví svou funkci tak, aby i těžko
klasifikovatelné vzorky zařadil do správné třídy.
V každém kroku učení je pak do silného klasifikátoru přidán právě jeden slabý klasifi-
kátor z množiny klasifikátorů. Výběr je realizován na základě chyby , což je součet vah
špatně klasifikovaných vzorků:
t =
∑
i:ht(xi) 6=yi
Dt(i) (2.1)
Pro každý slabý klasifikátor je vypočítán parametr α vyjadřující jeho důležitost. Čím
je chyba  nižší, tím je důležitost α vyšší. Aktualizace distribuce má pak za úkol zvýšit
důležitost u chybně klasifikovaných vzorků a snížit u správně klasifikovaných. Tímto se
klasifikátor učí rozpoznávat obtížně klasifikovatelné vzorky.
2.3 WaldBoost
Algoritmus WaldBoost vychází z AdaBoost, ale zatímco ten musel při klasifikaci postupně
vyhodnotit všechny slabé klasifikátory,WaldBoost umožňuje zastavit vyhodnocování v oka-
mžiku, kdy máme jistotu, že daný vzorek spadá/nespadá do oblasti zájmu [10]. Díky tomu
je vyhodnocování pomocí WaldBoost ještě rychlejší než za použití AdaBoost a je proto
vhodný k nasazení v real-time aplikacích.
WaldBoost si z AdaBoost bere vytváření silného klasifikátoru ze slabých, z metody
Sequential Probability Radio Test (SPRT) možnost zastavit vyhodnocování, pokud míra
pravděpodobnosti dosáhne určité hranice.
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WaldBoost využívá té vlastnosti SPRT, že pracuje se dvěma prahy A a B. Během
vyhodnocování se poté v každém kroku provede vždy jedno měření, které je kumulováno v
hodnotě R. Pokud tato hodnota nabude hodnoty vyšší než je práh B, je klasifikace ukončena
s výsledkem +1. Pokud naopak klesne pod hodnotu A, je výsledek -1. V případě, že R leží
mezi těmito prahy, provádí se další krok:
S = −1 jestli Rt ≤ A
S = +1 Rt ≥ B
S = 0 RtA < Rt < B
(2.2)
kde Rt je likelihood klasifikace do jedné z tříd
Rt =
p(x1, . . . , xt)|y = −1
p(x1, . . . , xt)|y = +1 (2.3)
Trénování klasifikátoru probíhá stejně jako u AdaBoost výběrem nejvhodnějšího slabého
klasifikátoru. Dále však WaldBoost potřebuje mít zadané parametry α a β, které vyjadřují
maximální hodnoty chyb prvního a druhého typu. Z těchto jsou pak vypočítány prahy θA
a θB. Ty jsou po každé iteraci přepočítávány.
Na konci cyklu jsou pak z učební sady odstraněny vzorky, u kterých již dokáže klasi-
fikátor bezpečně rozeznat, do které třídy objektů patří. Místo nich jsou do sady přidány
nové snímky (tzv. bootstraping).
2.4 Haarovy příznaky
Jedná se o základní a často používané příznaky [9]. Haarovy báze jsou rozděleny na černou
a bílou oblast a honota příznaku je poté vypočítána jako rozdíl mezi sumou pixelů v černé
oblasti a sumou pixelů v bílé oblasti:
f(x) =
∑
w∈W
x(w)−
∑
b∈B
x(b) (2.4)
x je vzorek dat, W a B množiny pixelů v bílé, resp. černé oblasti.
Obrázek 2.3: Příklady Haarových bází.
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2.5 Local Binary Patterns
Tyto příznaky, ve své původní formě, zachycují informaci o lokální struktuře obrazu skrz
prahování vzorků lokálních sousedů jejich centrální hodnotou [7]. Každý takový vzorek je
poté reprezentování jedním bitem a po jejich poskládání vznike kód reprezentující příznak.
Samotné vzorky mohou být reprezentovány hodnotou pixelů obrazu, nebo návratovou hod-
notou nějaké vzorkovací funkce. Ve většině aplikací se pro získání hodnoty příznaku používá
8-okolí, čímž vzniká příznak o velikosti 8 bitů = 1 byte.
Obrázek 2.4: Local Binary Patterns.
Na obrázku 2.4 je vidět postup pro získání LBP (Local Binary Pattern) příznaku -
prvně jsou načteny vzorky ze vstupního obrazu. Poté je provedeno prahování s prahem
rovnajím se prostřednímu vzorku. Nakonec je ze získaných binárních hodnot jednotlivých
prahů sestaven příznak.
Při použití výše popsaného mechanismu je zřejmé, že hodnota příznaku je závislá na
orientaci vstupního obrazu. V některých aplikacích je ovšem nutné, aby byla operace vůči
rotaci invariantní. V těchto případech dochází k normalizaci příznaku.
V popisované metodě se příznak skládá z hodnot 3× 3 sousedících vzorků. Klasifikátor
může zpracovat vzorky různých velikostí, z praktických důvodů se ovšem používají vzorky
o maximální velikosti 2× 2 pixelů, tedy 4 různé varianty vzorků.
Obrázek 2.5: Varianty vzorků LBP.
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2.6 Local Rank Differences
Mějme skalární obraz I(x, y)→ R. Na tomto obraze je definována vzorkovací funkce [8]
Smnxy (u, v) =
1
mn
m−1∑
i=0
n−1∑
j=0
I(x+m(u− 1) + i, y + n(v − 1) + j) (2.5)
Tato funkce má za parametry velikost vzorkovacího bloku m,n a počátek vzorkování
(souřadnice pixelu v obraze) x, y. Na základě této funkce může být definována obdélníková
maska
Mmnwhxy =
∣∣∣∣∣∣∣∣∣
Smnxy (1, 1) S
mn
xy (2, 1) · · · Smnxy (w, 1)
Smnxy (1, 2) S
mn
xy (2, 2) · · · Smnxy (w, 2)
...
...
. . .
...
Smnxy (1, h) S
mn
xy (2, h) · · · Smnxy (w, h)
∣∣∣∣∣∣∣∣∣ (2.6)
Maska je určena velikostí vzorkovacího bloku m,n a počátkem (x, y) stejně jako v pří-
padě vzorkovací funkce S (2.5). Společně s těmito parametry přibyla ještě velikost samotné
masky w, h. Experimentálně bylo zjištěno [8], že při použití AdaBoost a Waldboost detekce
je maska o velikosti 3 × 3 (w = 3, h = 3) postačující. Pro různé klasifikátory v různých
aplikacích je potřeba použít jinou velikost vzorkovací bloku. Pro detekci obličejů, kterou se
tato práce zabývá, se používá okno o velikosti 24× 24 pixelů s vzorkovacími rozměry 1× 1
(m = 1, n = 1), 2× 1, 1× 2 a 2× 2.
Pro každou pozici v masce je definovaný rank
Rmnwhxy (u, v) =
w∑
i=1
h∑
j=1
〈
1 jestli Smnxy (i, j) < S
mn
xy (u, v)
0 jinak
(2.7)
kde rank je pořadí daného člena v seřazené posloupnosti všech členů masky. Je vhodné
poznamenat, že tato hodnota je nezávislá na lokální energii obrazu, což je důležitá a užitečná
vlastnost LRD příznaku, který je definován jako
LRDmnwhxy (u, v, k, l) = R
mnwh
xy (u, v)−Rmnwhxy (k, l) (2.8)
Experimenty ukázaly [13], že v rámci klasifikátoru postačuje používat pouze jeden roz-
měr w × h. Je možno použít i vektorovou reprezentaci LRD příznaků, viz [8].
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Obrázek 2.6: Princip získání LRD příznaku.
2.7 Porovnání
Ve zmíněné publikaci představující Local Rank Differences [13] bylo provedeno porovnání
LRD s tradičními příznaky, konkrétně se jednalo o LBP příznaky a příznaky založenými na
Haarových vlnách. Porovnání bylo provedeno na dvou úlohách. Prvním úkolem bylo vyhod-
notit, zda se na snímku nachází, či nenachází obličej (obdoba detekce obličeje s tím rozdílem,
že cílem nebylo dosáhnout co nejnižší false positive rate, ale dosáhnout co nejnižšího chyb-
ného zařazení). Druhým úkolem bylo rozpoznávání ručně psaných číslic. Dále bude uvedeno
jen porovnání klasifikace obličejů, protože rozpoznávání číslic není předmětem této práce.
Byl využit AdaBoost pro svou schopnost vypořádat se s velkým množstvým příznaků
v nízkém čase, což bývá využito v real-time aplikacích, na které jsou vybrané příznaky
zaměřeny.
Pro klasifikaci obličejů bylo použito 10000 ručně oanotovaných obrazů obličeje, které
byly rozděleny na trénovací a testovací sadu. K testovací sadě byly přidány obrazy obličejů
z MIT+CMU databáze a 1200 obličejů z oanotovaných skupinových fotografií. Snímky
neobsahující obličej byly náhodně vybrány z různých oken obrázků, které neobsahovaly
obličeje. Výsledná tréninková sada obsahovala 5000 obličejových a 10000 neobličejových
snímků, zatímco v testovací sadě bylo použito 7093 obličejových a 300000 neobličejových
vzorků. Všechny snímky byly zmenšeny na velikost 24× 24 pixelů.
Počet příznaků Haar D Haar D/T LBP LRD 1 LRD 2 LRD ALL
10 4,59% 4,30% 4,92% 4,32% 4,03% 4,35%
20 3,13% 2,72% 3,48% 3,40% 2,89% 3,13%
40 2,33% 1,96% 2,63% 2,17% 2,18% 2,14%
80 1,85% 1,44% 1,96% 1,66% 1,47% 1,56%
160 1,59% 1,02% 1,45% 1,18% 1,01% 1,10%
Tabulka 2.1: Míra chyby detekce obličejů při použití jednotlivých příznaků.
Tabulka 2.1 obsahuje informace o míře chybné klasifikace při použití jednotlivých pří-
znaků. Význam jednotlivých sloupců je následující:
• Haar D používá horizontální a vertikální Haarův příznak složený ze 2 obdélníků,
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• Haar D/T navíc přidává 3-obdélníkové příznaky,
• LBP jsou obyčejné Local Binary Patterns,
• LRD ALL využívá 3× 3 masku se všemi variantami vzorkování,
• LRD 1 naopak používá jen 1× 1, 2× 2, 4× 4 a 6× 6.
• Konečně LDR 2 pokrývá vzorkování 1× 1, 2× 2, 2× 4, 4× 2 a 4× 4.
Mí
ra 
ch
yb
y
Počet příznaků
Obrázek 2.7: Míra chybovosti jednotlivých příznaků [13].
Experiment ukázal, že v některých případech dosahují LRD příznaky lepších výsledků
než tradičně používané metody.
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3 Google Android
Tématem semestrální práce je vývoj detektoru obličejů pro platformu Android. Jedná se
o softwarovou platformu pro mobilní zařízení, která sdružuje operační systém, middleware
a základní sadu aplikací, kterou vyvíjí společnost Google. V této kapitole bude stručně
popsána její historie, architektura a vývojové nástroje.
3.1 Historie
Systém Android začala na přelomu tisíciletí jako nový operační systém pro mobilní telefony
vyvíjet firma Android Inc. sídlící v Kalifornii v USA. Ta byla roku 2005 bez jakékoliv
mediální pozornosti odkoupena společností Google [5]. Toto je považováno za moment, kdy
se Google rozhodl vstoupit na mobilní trh. Již pod jeho záštitou pokračoval vývoj platformy,
která byla postavena na stabilním Linuxu, s cílem vytvořit flexibilní, snadno udržovaný
systém. Dne 5.prosince 2007 bylo ustanoveno konsorcium s názvem Open Handset Alliance,
jejímiž členy byly firmy jako Texas Instruments, Broadcom Corporation, HTC, Intel, LG,
Motorola, Nvidia, Qualcomm, T-Mobile a další, s cílem podílet se na vývoji otevřeného
systému pro mobilní telefony. Zároveň představili první produkt, systém Android postavený
na Linuxovém jádře verze 2.6.
23.září 2008 byl systém Android (ve verzi 1.0) poprvé nasazen do telefonu dostupném
široké veřejnosti. Jednalo se o telefon T-Mobile G1 (HTC Dream). 21.října téhož roku byly
zdrojové kódy Androidu uvolněny jako open source veřejnosti pod Apache licencí.
Android se začal rychle prosazovat, čemuž pomohly i časté aktualizace systému. Android
již expandoval i na tablety, jejich prodeje ovšem nejsou tak interesantní jako v případě
mobilních telefonů. Aktuální verze pro telefony nese označení 2.3, zatímco verze 3.0 je
určena pro tablety.
3.2 Architektura
Schéma struktury platformy [4] je možno vidět na obrázku 3.1.
Aplikace
Systém je dodáván se základním jádrem aplikací jako je např. emailový klient, aplikace pro
práci se SMS, kalendář, mapy, prohlížeč, kontakty, aj.
Aplikační framework
Android nabízí programátorům možnost psát si vlastní aplikace, které mohou nahradit
standardně dodávané. Toto probíhá na vrstvě aplikačního frameworku, programátor má
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plný přístup k událostem v systému, adresáři kontaktů, sms zprávám, informacím o pozici
uživatele atd.
Probíhá zde také komunikace mezi jednotlivými aplikacemi pomocí systému Intents,
díky kterého mohou aplikace navzájem spolupracovat. Pokud se uživatel rozhodne nahradit
výchozí aplikaci vlastní, je tato informace obsloužena zde.
Knihovny
Android obsahuje balík C/C++ knihoven, které používají různé komponenty systému. Patří
sem např.
• Media libraries - knihovny pro práci s multimédii, např. s formáty MPEG4, H.264,
MP3, AAC, JPG, . . . .
• LibWebCore - engine prohlížeče webových stránek.
• 3D libraries - implementace OpenGL ES, knihovny pro hardwarovou 3D akceleraci.
• SQLite - engine pro jednoduchou práci s databázemi.
Runtime
Android obsahuje sadu knihoven, které poskystují většinu funkcionality jazyka Java.
Každá aplikace spuštěná na Androidu běží ve vlastním procesu jako instance Dalvik
VM. Tento virtuální stroj byl napsán na míru potřebám mobilního operačního systému.
Dalvik je oproti JVM běžícímu na desktopech méně náročný na výkon i paměť, běží nad
linuxovým jádrem, které mu poskystuje nízkoúrovňovou funkcionalitu.
Zde je záhodno podotknout, že Oracle podala na Google žalobu právě kvůli vlastní
implementaci virtuálního stroje. V době psaní této zprávy není výsledek kauzy znám.
Linuxové jádro
Základem Androidu je Linux verze 2.6, který mu poskytuje systémové služby jako je bez-
pečnost, správa paměti a procesů, síťovou komunikaci a přístup k ovladačům. Jádro lze
chápat jako abstraktní vrstvu mezi hardwarem zařízení a softwarem.
3.3 Vývoj aplikací
SDK
Pro programování aplikací na Android je potřeba mít nainstalovaný Android Software De-
velopment Kit (SDK). Tento kit obsahuje emulátor telefonu, ukázkové zdrojové kódy, různé
vývojářské nástroje a knihovny pro překlad aplikace. Základním programovacím jazykem je
zde Java doplněná o určitá specifika. Pro vývoj 99% aplikací skutečně stačí jen nainstalovat
výše zmíněné SDK, nakonfigurovat své oblíbené IDE (plugin pro podporu programování na
Android v prostředí Eclipse je vyvíjen přímo Googlem) a programátor může začít psát svůj
první Hello world.
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Aplikace
Aplikační framework
RuntimeKnihovny
Linuxové jádro
HW ovladače Power manager
Dalvik VM
Activity Manager Telephony Manager Content Provider
Home Kontakty Telefon Prohlížeč ...
OpenGL | ES WebKit SQLite
Obrázek 3.1: Android: schéma architektury.
NDK
Psát aplikace v Javě může být ovšem v určitých situacích značně omezující. Proto Google
k výše zmíněnému SDK představil i Native Development Kit (NDK) [3]. Androidí aplikace
běží v Dalvik VM a NDK umožňuje část těchto aplikací implementovat pomocí nativních
jazyků jako je C a C++. Jedná se prakticky o stejný přístup, jaký je v Javě využíván v
podobě Java Native Interface (JNI). Důsledkem je (při správném použití) zrychlení části
aplikace a možnost znovupoužití již napsaného kódu.
NDK poskytuje:
• sadu nástrojů pro vygenerávání a kompilaci nativních knihoven z C a C++ zdrojových
kódů,
• nástroje pro připojení nativních knihoven do balíčku s aplikací, která může být spu-
štěna na zařízení s Androidem,
• dokumentaci, ukázky a tutorialy.
Velice zajímavou (a pro tuto práci důležitou) vlastností NDK je podpora ARMv7-A a
ARMv5TE instrukčních sad. Aktivace podpory těchto sad jednak zajistí, že při překladu
je aplikace optimalizována pro konkrétní procesor, jednak dovolí ve zdrojových kódech
používat funkce určené pro příslušnou instrukční sadu.
Zapnutí optimalizací pro danou instrukční sadu je velmi jednoduché - stačí v makefile
souboru přidat řádek s informací, pro na jakém procesororu bude knihovna provolávána.
Použítí NDK je ovšem potřeba pečlivě zvážit, ne vždy může přinést zvýšení výkonu.
Je tomu tak z důvodu, že samotná obsluha provolání kódu z nativní knihovny je časově
náročná. Typicky se nativního kódu používá v situacích, kdy je daná operace značně vý-
konnostně náročná.
Postupem, jak napsat aplikaci využívající nativní kód, je vyvíjet aplikaci s využítím
základního fraworku (SDK) a pro přístup k nativním funkcím využít JNI. Tato technika
poskystuje všechno pohodlí vývoje pro Android a přitom je možno použít v případě potřeby
nativního kódu.
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4 Technologie SIMD
Simple Instruction / Multiple Data (SIMD) je velmi oblíbený doplněk moderních proce-
sorů. Jedná se o koncept paralelního programování, který umožňuje provést pomocí jedné
instrukce výpočet nad vektorem dat. Výskyt SIMD jednotky bývá nejčastěji v podobě ko-
procesorů a je využívána při zpracování multimediálního obsahu, kdy je potřeba provádět
stejnou operaci nad velkým objemem dat.
4.1 Architektura
Jak už napovídá název technologie, SIMD operuje s vektorem hodnot, na které aplikuje
jednu operaci. Tímto se liší od architektur jako MISD (více operací nad jednou hodnotou)
nebo MIMD (více operací nad vektorem dat).
Obrázek 4.1: Výpočet pomocí a) skalární operace, b) SIMD operace [2].
Obrázek 4.1 demonstruje rozdíl mezi SIMD a standardním programováním např. pro
x86 platformu. Zatímco v části a) je pro výpočet 4 hodnot C0−3 nutno postupně aplikakovat
4 stejné operace, v SIMD architektuře stačí provést pouze jednu operaci.
K tomuto je potřeba mít správně nachystaná data. Chceme-li např. provést součet 4
dvojic 16-bitových čísel, je potřeba naplnit 64-bitový registr (R0 prvními operandy. Druhý
registr (R1 se naplní analogicky jako první registr korespondujícím vektorem druhých ope-
randů. Pro následný výpočet pak již stačí jen zavolat správnou instrukci. Instrukce vždy
specifikuje, o jaký typ dat jedná (celá, desetinná čísla, . . .), velikost jednotlivých prvků
vektoru (8-bitů, 16-bitů, . . .) a operaci, která má být provedena.
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Obrázek 4.2: Ukázka součtu dvou vektorů o 4 prvcích [2].
Využití této jednotky je ovšem omezené. Jednak není možno na data aplikovat libovol-
nou operaci, jednak ne každý algoritmus lze upravit tak, aby bylo možno SIMD jednotku
využít. Velikost registrů pro data bývá také omezená (většinou 64 nebo 128 bitů) a je nutné
zaplnit registr celý (není možno pracovat např. jen s 72 bity).
Pro použití SIMD jednotky neexistuje žádná globální specifikace, každý výrobce si ji
(i s instrukční sadou) implementuje sám. Např. u procesorů Intel je jednotka označována
jako SSE, u AMD zase 3DNow!.
Data se do registrů nahrávají a pak získávají pomocí LOAD a STORE instrukcí. Tyto
instrukce již ve svém názvu indikují:
• velikost registru, se kterým se pracuje,
• délku 1 vzorku dat (8-bitů, 16-bitů, . . .),
• o jaký datový typ se jedná.
4.2 ARM NEON
Jedná se o nejčastěji používanou implementaci SIMD jednotky u procesorů používaných v
mobilních telefonech. Procesory Intel a AMD, které dominují trhu se stolními počítači, se
v mobilních telefonech nevyskytují, proto se jimi tato práce nebude zabývat.
NEON je volitelnou součástí (nemusí se tedy vyskytovat) procesorů série Cortex-A.
Obsahuje 32 registrů po 64 bitech, které je ovšem možno spojovat do dvojic, tedy je možno
pracovat s až 16 registry po 128 bitech. Do těch je možno ukládat 8, 16, 32 a 64-bitové
celočíselné hodnoty (se znaménkem i bez něj), 32-bitová desetinná čísla v single-precision
formátu, popř. 8 a 16-bitové polynomy [1].
Programování
Vývíjet pro NEON je možno dvěma způsoby:
• Přímo v assembleru pomocí dostupných instrukcí.
• Využít
”
vnitřní“ funkce (Intrinsics), které jsou dostupné jako knihovna pro progra-
movací jazyk C.
Při použití assembleru získáváme přímý přístup k registrům, které je možné plnit
”
externími“
daty pomocí vestavěných funkcí. Instrukční sada je poměrně bohatá a umožňuje jak načítat
přímo z jiných registrů, tak i z paměti. Součástí jsou instrukce pro spojování dat z menších
registrů.
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double_elements
VADD.I32 Q0, Q0, Q0
BX LR
END
Program 1: Ukázka zdvojení hodnot v Assembleru.
Při využití vnitřních funkcí, které jsou vlastně wrappery funkcí assemblerových a při
překladu se na tyto přeloží, poskytuje výhody programování ve vyšším programovacím
jazyce. Programátor už přímo nepřistupuje k registrům, ale využívá speciálních datových
typů. Např. uint8x16 t reprezentuje datový typ pro 8-bitových čísel bez znaménka, jehož
hodnota je uložena v NEON registru.
#include <arm_neon.h>
uint8x16_t double_elements(uint8_t *input)
{
uint8x16_t input = vld1q_u8(input);
return(vaddq_u8(input, input));
}
Program 2: Ukázka zdvojení hodnot pomocí C Intrinsics.
Funkce 2 načte ze vstupního pole 8-bitových hodnot prvních 16 prvků, uloží je do
registru a poté provede součet registru samotného se sebou, který je vrácen jako 128-bitová
hodnota skládající se z 16 bezznaménkových čísel po 8 bitech.
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5 Návrh aplikace
Tato kapitola analyzuje možnosti tvorby požadovaného detektoru, ukazuje omezení plat-
formy a v závěru představuje návrh struktury aplikace včetně základních entit. Jedná se
o důležitou část vývojového procesu, kde každá chyba znamená nutnost přepracovávání v
budoucnu, proto je potřeba jí věnovat dostatečný čas.
Jak již bylo zmíněno v podkapitole 3.3 popisující vývoj aplikací pro platformu Android,
základní vývojový kit umožňuje vyvíjet aplikace běžící v Dalvik virtuálním stroji. Tomuto
není možné se vyhnout, jakákoliv aplikace musí být vždy napsána pomocí tohoto kitu.
Samotný proces detekce obličejů je ovšem výpočetně náročná operace, proto se přímo nabízí
napsat toto jádro v nativním kódu a poté ho jen z aplikace provolávat pomocí rozhraní JNI,
viz obr. 5.1.
Java JNI C
Obrázek 5.1: Základní členění aplikace.
5.1 Práce s kamerou
Jednou ze základních schopností, které by obyčejný uživatel od detektoru obličejů očekával,
je možnost detekovat obličeje v reálném čase pomocí kamery telefonu. S tímto je třeba
počítat a proto je žádoucí začít návrh právě analýzou možností přístupu ke kameře na
platformě Android.
Jelikož je základním vývojovým prvkem využití SDK, měla by zde existovat možnost
přistupovat ke kameře a zpracovávat její data. Ovšem vzhledem k tomu, že výpočet samotné
detekce bude probíhat v nativním kódu, jeví se jako výhodné pokusit se pracovat s kamerou
přímo v nativním kódu bez nutnosti předávání dat pomocí JNI.
Kamera v SDK
Standardním postupem, jak pracovat s kamerou, je využít předdefinované metody třídy
Camera, které jsou součásti vývojového kitu SDK. Tento postup doporučuje i samotný
Google [4].
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Pro zobrazování obrazu kamery na displeji telefonu je proto potřeba pracovat s objektem
této třídy. Zde je vhodné zmínit, že objekty typu Camera není možné vytvářet, jedná se
singleton objekt, tzn. vlastnosti a nastavení jsou pro celý systém sdílené.
Spuštění kamery se provede pomocí metody Camera.open(). Zobrazení obrazu na dis-
pleji tato metody ovšem nespustí, je potřeba použít speciální komponentu SurfaceView,
která po úpravách umí data z kamery zobrazovat, a tu přidat mezi zobrazované komponenty.
Při použití upraveného objektu SufraceView (potřebné úpravy jsou popsány v kapitole
Implementace 6) se data po přijetí sama předají do vykreslovacího objektu a zobrazí. Pro
získávání dat z kamery je potřeba použité instanci SurfaceView přiřadit callback, který je
provolán, jakmile jsou data pro zobrazení změněna.
Zde se ovšem naráží velké omezení aplikací pro Android. Každá aplikace je vždy spuštěna
v izolovaném paměťovém prostoru, jehož maximální velikost je 16 MB (někteří výrobci
umožňují využít více paměti). Poté pokud pracujeme s rozlišením např. 800x600 pixelů při
standarní velikosti 3 byty na pixel, každý snímek z kamery bude mít alokovanou velikost
1440000 bytů, což je skoro 1,5 MB. I kdybychom uvažovali, že zbytek aplikace nezabírá
žádná data, je možno zpracovat jen cca 11 snímků, než bude vyčerpán vyhrazený paměťový
prostor. Poté přijde na řadu Garbage Collector (GC), který odalokuje nepoužívané objekty.
Tento proces je ale při tak velkém množství dat dost časově náročný, což se negativně projeví
na plynulosti aplikace. Zvlášť pokud na pozadí probíhají náročné výpočty (což detekce
obličeje bezesporu je). .
Od Android OS verze 2.1 je naštěstí možné využít alternativní postup, který neúměr-
nému zatěžovaní GC zabraňuje. Detailněji je využití této metody popsané v kapitole zabý-
vající se implementací detektoru 6.2.
Mezi programátory bývá práce s kamerou pro svou pomalost a kostrbatost práce jednou
z nejčastěji kritizovaných věcí na SDK.
Kamera v nativním kódu
Na první pohled se jedná o velmi výhodnou možnost, která odstraní nutnost volání z virtu-
álního stroje pro každý snímek z videokamery. Android je postavený na linuxu, nad kterým
běží virtuální stroj, který pro hardwarové úkony využívá nativní knihovny. Existuje tedy te-
oretická možnost přístupovat k těmto knihovnám přímo bez nutnosti využít Dalvik Virtual
Machine.
Tento přístup bohužel není možný. Knihovny pro práci s hardwarem si každý výrobce
telefonu vytváří sám pro konkrétního komponenty telefonu a upravuje zdrojové soubory
Androidu tak, aby přistupoval přímo ke knihovnám, které si určil. Není tedy možné uni-
verzálně z nativního kódu využívat knihovny pro práci s hardwarem, protože není možno
zaručit, že toto poběží na všech mobilních telenech.
Pokud by přenositelnost nebyla hlavním požadavkem a aplikace by byla vyvíjena přímo
pro jeden konkrétní telefon, nastane jiný problém. Protože je Android v zásadě linux, je
každá aplikace spouštěna s určitými oprávněními. A uživatelské (nesystémové) aplikace
nemají (a bez úpravy systému nemohou mít) přidělaná práva, která by jim umožňovala
přistupovat k nativním funkcím pro práci s videokamerou.
Z výše uvedeného plyne, že není možno získávat data z kamery z nativního kódu. Je
tedy nutno využít první uvedenou možnost, tj. načítat data ve aplikaci a ty předávat ke
zpracování nativní knihovně.
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Formát dat
Je definováno několik obrazových formátů pro data získaná z kamery, mj. i např. RGBA.
Ne všechny formáty ovšem musí být na konkrétním modelu telefonu podporovány, je tedy
potřeba s tímto počítat. Jediný formát, který je povinný pro všechny telefony s Androidem,
je YUV420.
Bod (pixel) v YUV formátu je složen ze 3 komponent Y (jas), U a V (barva), kdy
každá z těchto složek zabírá v paměti 1 byte. Složky Y jsou rozděleny do matice 2 × 2
pixely, které odpovídá vždy právě jedna složky U a V, viz obr. 5.2. Pro čtveřici bodů jsou
tedy definovány 4 byty Y komponent, 1 byte U a další 1 byte V komponent, dohromady
tedy 6 bytů. Na jeden bod pak vychází velikost 1,5 bytu.
Umístění jasových složek na začátku obrazu je velmi výhodné pro detekci, která probíhá
nad hodnotami intenzit jednotlivých pixelů. Pro získání potřebných informací tedy stačí
načíst pouze prvních vka × ka bytů (narozdíl od RGB reprezentace, kde je nutno vstupní
obraz převádět do stupňů šedi), nad kterými je dále prováděna detekce.
Y0     Y1      Y2     Y3     Y4      Y5
Y6     Y7      Y8     Y9    Y10    Y11
Y12   Y13    Y14   Y15   Y16    Y17
Y18   Y19    Y20   Y21   Y22    Y23
U0      U1     U2     U3     U4     U5
V0      V1     V2     V3      V4     V5
Obrázek 5.2: Barevný prostor YUV 420.
5.2 Detekce obličejů
Po získání dat reprezentující jasovou složku obrazu je možno vykonat samotnou detekci
obličejů. Vstupní obraz se postupně prochází a získává se z něj tzv. detekční okno. Toto okno
má pevně definovanou velikost a výsledkem jeho zpracování je informace, jestli obsahuje
obličej, či nikoliv. Okno se posunuje o stanovený krok, který může být 1 či více pixelů. Tedy
pokud pracujeme s oknem o velikosti 24× 24 pixelů a krokem 1, je první obličej hledán ve
výřezu, jehož jeden roh se nachází v bodě (0, 0) původního obrazu a protilehlý v (24, 24).
Poté se prohledává okno začánají v (1, 0) a končící v (25, 24), atd.
Velikost kroku může být rozdílná pro posun po řádcích a po sloupcích.
Po získání obrazu, v němž se má potenciální obličej nacházet, přichází na řadu klasi-
fikátor. Ten se skládá ze sekvence úrovní (slabých klasifikátorp), kde výsledkem aplikace
19
Vstupní obraz                   Okno detekce
Obrázek 5.3: Získání detekčního okna z obrazu.
úrovně na obraz je její odezva. Odezvy jsou akumulovány a podle jejich výsledné hodnoty
je určeno, zda se v daném detekčním okně obličej nachází, či nikoliv.
Výpočet celkové odezvy detekovaného okna je rozšířen o WaldBoost, není tedy nutné
procházet všechny úrovně k rozhodnutí o přítomnosti hledaného objektu.
Každá úroveň pracuje s maskou 3× 3 vzorků detekovaného podokna. Každý vzorek má
velikost 1 × 1, 2 × 1, 2 × 1 nebo 2 × 2 pixelů. Úroveň je určena svou pozicí v okně (x a
y offset), velikostí vzorku a polem možných odezev. Implementovaný klasifikátor využívá
LRD příznaky, je tedy potřeba úroveň rozšířit o určení prvků, jejichž Ranky se mají pro
zjištění odezvy počítat.
Maska 3x3
Detekční okno 24x24 pixelů
A
B
Odezvy alpha
R(A) - R(B)
 
LRD příznak
Obrázek 5.4: Získaní odezvy pro úroveň s definicí x-offset = 2, y-offset = 4, velikost vzorku
2x2, A = 0, B = 4.
Hodnota LRD příznaku může nabývat 16 hodnot v rozsahu < −8, 8 >. Tabulka odezev
pro danou úroveň tedy bude vždy obsahovat 16 hodnot, kde indexem výsledné hodnoty je
hodnota LRD příznaku posunutá do intervalu < 0, 15 >.
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Obrazová pyramidy
Výše uvedený postup skýtá jedno nepříjemné omezení - dokáže detekovat pouze objekty
velikosti detekčního okna, tj. 24× 24 pixelů. Pokud by byl obličej větší než toto okno, což
je velmi pravděpodobné, nebude detekován.
Tento problém řeší obrazová pyramida. Ta je určená faktorem zmenšení a počtem úrovní.
Pro každou úroveň je provedeno podvzorkování vstupního obrazu na základě hodnoty fak-
toru zmenšení. Nový obraz je možno spočítat buď z předchozí úrovně pyramidy (faktor
je konstantní), nebo z původního obrazu (faktor je funkcí pořadí úrovně). Detekce poté
probíhá pro každou úroveň pyramidy a je tedy možné detekovat obličeje různých velikostí.
Počet úrovní pyramidy a faktor je potřeba volit vždy na základě požadavků konkrétní
aplikace. Nízký faktor s vysokým počtem úrovní bude schopen detekovat široké spektrum
obličejů, ale vyhledávání bude probíhat nad velkým počtem obrazů, což povede k prodlou-
žení doby výpočtu.
5.3 Vykreslení detekcí
Po nalezení obličejů ve vstupním obraze je vhodné tento výstup promítnout do výsledného
zobrazení. Zatímco získávání obrazových dat probíhá v androidí části aplikace, tak samotný
výpočet detekcí je prováděn v nativní knihovně. Nabízí se tedy otázka, zda nalezené detekce
vykreslovat v nativním modulu, nebo výsledek předat zpět do aplikace a vykreslení provést
až zde.
Android SDK podporuje vrstvení jednotlivých komponent včetně prvků vykreslujících
obrazová data. Díky tomu je možné použít více-vrstvé zobrazení, kde spodní komponenta
zobrazuje původní obraz. Nad ní je poté umístěna druhá komponenta, která pouze zakres-
luje obrysy nalezených obličejů. Toto řešení vyžaduje, aby detekční modul vracel souřadnice,
na kterých se má obličej vykreslovat.
Kit pro nativní vývoj aplikací pro Android (NDK) obsahuje funkce pro vykreslování
obrazu pomocí OpenGL ES, čehož s oblibou využívají vývojáři výkonově náročných her.
Nevýhodou je nemožnost použití vrstev, je tedy nutné vykreslovat jak původní obraz, tak
detekované obličeje. Jelikož jsou ovšem vstupní data z videokamery ve formátu YUV a
OpenGL ES podporuje pouze vykreslování ve formátu RGB, bylo by nutné buď vykreslovat
obraz ve stupních šedi, nebo provádět konverzi do podporovaného formátu. Což může být
časově náročná operace.
Další nevýhoda tohoto přístupu tkví ve skutečnosti, že po zavolání požadavku na detekci
je nutno čekat, než se výpočet (a s ním i vykreslení) ukončí a předá se řízení zpět do
aplikace. Pokud by tedy po zahájení výpočtu byl přijat požadavek na ukončení detetekce
(např. uživatelskou akcí z GUI), není možné tento požadavek propagovat do probíhajícího
výpočtu a tedy zabránit vykreslení vstupního obrazu s detekcemi.
Pro potřeby implementovaného detektoru je výhodnější vykreslovat detekce opět v ro-
dičovské aplikaci, kam jsou souřadnice předány z detekčního modulu. Díky tomu je jednak
umožněna plná kontrola na vzhledem aplikace, jednak bude vykreslovaní rychlejší, protože
nebude potřeba přenášet do detektoru UaV složky vstupního obrazu a poté provádět jejich
konverzi do RGB formátu.
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5.4 Schéma detektoru
Z rozboru technologických možností aplikací pro Android a porovnání případných přístupů
k řešení je možno sestavit schéma architektury výsledného detektoru.
Jak je vidět ze schématu 5.5, detektor během své činnosti dvakrát předává data pomocí
JNI. To s sebou nese určitá omezení, protože jednak nemusí v obou jazycích existovat stejné
datové typy, jednak pokud existují, mohou být jinak reprezentované, např. mít různou
velikost v paměti. Typickým příkladem je Java char ukládaný do 2 bytů oproti C char,
který má velikost pouze 1 byte.
Data z kamery jsou získávána jako pole typu Java byte. Ten má velikost 8 bitů, což
odpovídá velikosti datového typu char jazyka C, tedy je možné tyto data přetypovat. Poté
vyvstává otázka, v jakém formátu vracet informace o detekovaných obličejích. JNI má me-
chanismy, pomocí kterých je možno vytvářet a vracet Java objekty. Bohužel na Androidu je
tato možnost vlivem chyby v NDK nestabilní (pokus o vytvoření Java objektu občas končí
chybou za běhu), proto je vhodnější reprezentovat souřadnice jako pole Java integer,
kde vždy po sobě jdoucí čtveřice čísel reprezentuje pozici levého horního a pravého spod-
ního rohu čtverce obklopujícího obličej. Toto je možné použít, protože Java pole si v sobě
uchovává informaci o své velikosti, která se dá zjistit z atributu length.
[50, 20, 180, 120]
[50, 20, 180, 120]
JNIfacedetLib Cameracallback
GL layer
Obrázek 5.5: Model navrhovaného detektoru.
Celý proces detekce obličeje pomocí kamery telefonu se dá popsat jako sekvence násle-
dujících kroků:
1. Kamera zachytí obraz, předá jeho data do Camera callback.
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2. Camera callback zobrazí příchozí obraz na displeji.
3. Rozměry snímaného videa jsou známy, z příchozího obrazu se provede výřez prvních
vka ∗ rka bytů, které se pomocí JNI předají nativnímu modulu.
4. Detektor zpracuje příchozí pole a převede ho na pole typu unsigned char.
5. Modul provede detekci popsanou v sekci 3.3.
6. Souřadnice obličejů jsou poslány přes JNI zpět do aplikace.
7. Camera callback předá řízení vrstvě starající se o vykreslování obrysů obličejů na
displej.
8. Linie okrajů obličejů jsou vykresleny na průhledné vrstvě nad původním obrazem,
uživatel toto vnímá jako jeden obraz.
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6 Implementace
Počáteční kapitoly poskytly teoretický základ pro samotnou implementaci detektoru, jehož
návrh architektury byl představen k kapitole minulé. Tato kapitola se věnuje samotné im-
plementaci, podrobněji popisuje řešení jednotlivých modulů a ve své druhé části ukazuje
možnosti optimalizace detekce při využití SIMD jednotky procesoru.
6.1 Zpracování obrazu
Základním stavebním prvkem všech Android aplikací je Activity, která v aplikaci předsta-
vuje jednu zobrazovanou obrazovku. Activity poté obsahuje jednotlivé grafické komponenty,
které jsou na ní mají být zobrazeny. Activity použitá v detektoru se skládá ze dvou základ-
ních komponent - SurfaceView a GlSurfaceView.
SurfaceView je komponenta, která v základní implementaci umožňuje zobrazit obrá-
zek, který je součástí aplikace, či umístěný na disku. Tato komponenta obsahuje objekt
typu SurfaceHolder, který je zajímavý tím, že poskytuje data, která se mají zobrazovat.
Třída Camera, která se, jak již název napovídá, stará o obsluhuju kamery, obsahuje metodu
onPreviewDisplay(SurfaceHolder), která zajistí, že při každém zachyceném snímku po-
mocí videokamery bude tento nastaven do SurfaceHolder zadaného jako parametr metody.
Výsledkem aplikací těchto poznatků je vlastní třída CameraPreview, která rozšiřuje původní
SurfaceView právě o zobrazování dat z kamery.
Výše uvedené ovšem řeší jen zobrazování dat z kamery na displeji. Pro potřeby aplikace
je ovšem nutné data z kamery načítat a dále zpracovávat. Jak bylo naznačeno v části práce
porovnávající přístupy ke kameře, samotné instanci třídy Camera je možné přidat callback,
který je provolán při přijetí nových dat. Až do verze systému 2.0 (včetně) bylo ovšem využití
metody značně neefektivní, protože pro každý snímek byla alokována nová paměť. S přícho-
dem verze 2.1 je ovšem možné využít alternativního provolání callbacku. K původní me-
todě setPreviewCallback(PreviewCallback) přibyla setPreviewCallbackWithBuffer
(PreviewCallback). Ta s přispěním opakovaného volání nově přidané metody addCall-
backBuffer(byte[]) objektu Camera umožňuje práci s daty videokamery značně zefektivnit.
Její zavolání přidá pole bytů do vnitřního bufferu. Pokud je pak callback kameře přidán
novější metodu, jsou data z videokamery uložena do svrchního pole z bufferu a to pře-
dáno callbacku. Toto pole je po použití odebráno z bufferu, proto je nutno ho v callbacku
po zpracování opět přidat do bufferu kamery. Pokud tedy použijeme novou verzi metody
a nastavíme kameře do začátku 3 pole, která po zpracování budeme opět zpátky vracet,
docílíme značné úspory paměti a tím i nutnosti tuto paměť uvolňovat.
V samotném callbacku je po přijetí dat z videokamery provede spustění detekci v nativ-
ním modulu, do které se předává pouze Y složka obrazu, a výsledné detekce poté zobrazit.
Toto se děje v instanci třídy GlSurfaceView.
Z názvu je patrné, že tato modifikace rozšiřuje klasický SurfaceView o možnosti práce s
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OpenGL ES. Tato vrstva je velmi jednoduchá, stačí nastavit základní zobrazení na průhledné
a poté na souřadnice získané z detekčního modulu vykreslit čtverce ohraničující obličeje.
Samotnou detekci a následné předání výsledků k zobrazení je dobré provádět v novém
vlákně. Callback je totiž provolán z vlákna, které má na starosti grafické rozhraní aplikace.
Pokud je tedy detekce provolávala bez použití nového vlákna, aplikace přestane do konce
výpočtu reagovat na uživatelské akce, protože obsluha GUI bude zaměstnána výpočtem
detekcí.
6.2 Detekční modul
Kód samotného výpočtu detekcí v jazyce C vychází z detektoru, který naprogramoval a
poskytl Ing. Roman Juránek. Tento původní detektor je psaný pro stolní počítače, přičemž
pro většinu operací s obrazem využívá knihovny OpenCV.
Při přepisování detektoru pro Android se tedy nabízela otázka, zda využít portuOpenCV
pro android. Nakonec od toho bylo upuštěno, protože v době započetí práce bylo Android
OpenCV ještě uváděno jako Beta verze, což se projevovalo značnou pomalostí a drastickým
nárůstem velikosti výsledné aplikace.
Použitý klasifikátor obsahuje 1000 úrovní, pracuje se vzorky velikosti 1× 1, 2× 1, 1× 2
a 2 × 2 pixelů a má definovány pouze prahy pro nenalezení obličeje. Tzn. aby bylo dané
detekční okno vyhodnoceno, že se v něm nachází obličej, je třeba projít všech 1000 úrovní.
Z důvodu nepoužití OpenCV bylo potřeba pro některé funkce vytvořit vlastní imple-
mentaci. Nejdůležitější bylo zajistit funkci pro změnu velikosti vstupního obrazu. K tomuto
účelu byla napsána funkce resize(), která pro převzorkování vstupního obrazu používá
bilineární interpolaci.
Základní detektor je velmi jednoduchý a neobsahuje žádné zvláštní optimalizace. Jeho
životní cyklus kopíruje návrh implementace uvedený v sekci 5.2.
6.3 Optimalizace
Nyní se dostáváme ke kapitole, která se věnuje jedné z podstatných částí této práce, tj.
optimalizaci základního detektoru s využitím SIMD jednotky procesoru.
Princip SIMD jednotky a specifikace její konkrétní implementace pro procesory typu
ARM, známou pod názveme NEON, byl pospán v kapitole 4.2. Tato kapitola se pak zabývá
aplikací této teorie na již vytvořenou implementaci detektrou.
Předzpracování obrazu
SIMD architektura je založena na schopnosti paralelně zpracovat blok hodnot aplikací stejné
operace na všechny prvky. Aby byl tento potenciál využit na maximum, je vhodné si prvně
data obrazu předzpracovat do podoby určené pro SIMD.
Proces předzpracování se v této konkrétní implementaci sestává ze dvou základních
kroků. Prvním je předpočítání konvolucí a druhým poskladání dat do zarovnaných bloků.
Předpočítání konvolucí
Jednotlivé úrovně klasifikátoru pracují s maticí 3 × 3 vzorků. Při použití detekčního okna
24× 24 pixelů se v jednom takovém okně vyskytuje 24× 24 různých bloků o velikosti 1× 1
pixel. Analogicky je to potom dvakrát 23 × 24, resp. 24 × 23 možností pro bloky 2 × 1 či
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1 × 2 pixelů a 23 × 23 možností pro 2 × 2 pixely. Nebude-li se brát v potaz blok velikosti
1× 1, jehož hodnota je dána hodnotou konkrétního pixelu, je potřeba provést 9 konvolucí
sousedních pixelů pro každou úroveň klasifikátoru. Důležité je si uvědomit skutečnost, že
některé konvoluce jsou počítány vícekrát. Např. pokud máme úroveň definovou offetem x
= 2, y = 3 o velikosti bloku 2 × 2 pixely a druhou úroveň s x = 4, y = 3, blok 2 × 2, tak
hned 6 konvolučních bloků je společných. Při počtu 1000 úrovní a posunování detekčního
okna toto číslo drasticky naroste.
Původní obraz
Okno detekce (offset x = 2, y = 1)
Původní obraz
Okno detekce (x = 2, y = 1)
Původní obraz
Okno detekce (x = 4, y = 1)
Obrázek 6.1: Různé případy aplikace masky přistupující ke stejným konvolucím.
Jeví se tedy jako velmi výhodné si tyto konvoluce jednotlivých bloků pro každý obraz
předpočítat. To se provede iterací po jednotlivých pixelech vstupního obrazu, kde souřad-
nice pixelu jsou brány jako offsety počítaných konvolucí. Ty jsou následně vypočteny a jejich
hodnoty uloženy do pole konvolucí na pozici odpovídající pozici aktuálního pixelu. Po apli-
kaci tohoto postupu pro každý pixel snímku jsou výsledkem pole obsahující konvoluce pro
jednotlivé bloky.
Výsledné pole nemusí mít stejnou velikost jako je vstupní obraz. U vstupního pole o
rozměrech w × h a bloku x × y bude velikost pole s vypočítanými konvolucemi (h − (x −
1)) ∗ (w − (y − 1)).
Zarovnání do bloků
Jakmile jsou konvoluce předpočítány, jejich použití při základní detekci není složité. Při
využití SIMD jednotky ovšem toto uspořádání není vhodné. Na obrázku 6.2 je patrné, že
zatímco vypočítané konvoluce jsou do pole ukládány na základě offsetu od počátečního
bodu obrazu, tak pro hodnoty masky jsou použity konvoluce na pozici (x, y) (x + 2, y).
Hodnota nacházející se mezi těmito použitými není v masce obsažena. Toto je ovšem při
použití SIMD jednotky problém, protože data jsou do jejích registrů nahrávána pomocí
funkce vld1 xy(uint y *) (x je datový typ, y délka jednoho prvku v bitech), která vezme
prvních (128/x) prvků pole a ty vloží do registru. Pokud jsou tedy konvoluce ukládány na
základě jejich pozice v obraze, dostanou se do registru data, která nejsou žádoucí. Je proto
nutné zvolit jinou formu ukládání předpočítaných konvolucí tak, aby se do registrů vkládalo
co nejvíce dat, která jsou použita pro výpočet.
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Původní obraz Vypočítané konvoluce                            Výpočet úrovně
Obrázek 6.2: Předvypočítání konvolucí pro blok 2× 1 pixelu, použití v masce.
První užitečnou modifikací je rozdělit si pole s předpočítanými konvolucemi na sekce,
do kterých jsou tyto ukládány tak, jak jsou při výpočtu načítány. Pracujeme-li s blokem
w × h, bude počet sekcí w ∗ h.
Postup, jakým jsou rozděleny jednotlivé konvoluce do sekcí, demonstruje obrázek 6.3.
Díky tomu zarovnání je umožněno načíst do SIMD registru 3 hodnoty řádku masky pomocí
jednoho příkazu.
Toto se již dá považovat za rozumnou optimalizaci, která snižuje počet přístupů do
paměti před samotným výpočtem LRD příznaku. Nepříjemnou vlastností je ovšem lichý
počet registrů, které je potřeba použít.
Je tedy nasnadě pokusit se strukturu uložených konvolucí ještě dále vylepšít. Velikost
dat jednotlivých konvolucí zabírá v paměti 8 bitů. Uvažujeme-li rozšířený 128-bitový NEON
registr, můžeme do něj načíst 16 takovýchto hodnot. Registr tedy může obsahovat všech 9
hodnot konvolucí potřebných k výpočtu LRD příznaku. S využitím instrukční sady NEON
poté nebude obtížné spočítat index do tabulky odezev. Cílem je tedy dosáhnout stavu, kdy
bude registr obsahovat potřebné hodnoty.
Hodnoty do 128-bitového registru lze kromě výše uvedeného způsobu načíst i tak, že
se do dvou 64-bitových registrů načtou hodnoty a tyto registry se poté zkonkatenují. Toto
rozřiřuje možnosti optimalizace, protože není nutné, aby 9 požadovaných prvků bylo v poli
uloženo v rozmení 16 hodnot. Stačí, aby hodnoty těchto konvolucí byly uloženy v rozmezí
2 řetězců o 8 hodnotách.
Na základě předchozích poznatků je možné změnit strukturu ukládaných dat podle
obrázku 6.4. Každý blok 2 × 2 konvolucí se vloží za sebe. Takovéto uspořadání umožňuje
pomocí dvou načtení po 8 hodnotách získat všech 9 hodnot potřebných pro výpočet LRD
příznaku. Na obrázku 6.4 je uveden i příklad konkrétního načtení hodnot jedné masky.
Pro protřídění relevantních hodnot je potřeba mít definovanou sadu maskovacích polí,
které na základě velikosti konvolučního bloku, odsazení a pozice v obrázku provede vynu-
lovaní hodnot, které nejsou pro výpočet konkrétního LRD příznaku potřeba.
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Původní obraz
00 01
10 11
00 01
10 11
00 01
10 11
00 01
10 11
00 01
10 11
00 01
10 11
00 01
10 11
00 01
10 11Pole konvolucí
X  posun: 0
Y  posun: 0
X  posun: 1
Y  posun: 0
X  posun: 0
Y  posun: 1
X  posun: 1
Y  posun: 1
Obrázek 6.3: Rozdělení konvolucí do sekcí pro blok 2× 2 pixelu.
00     10     20     30    40     50
01     11     21     31    41     51
02     12     22     32    42     52
03     13     23     33    43     53
04     14     24     34    44     54
05     15     25     35     45    55
00     10     01     11    20     30 21     31     40     41    50     51
02     12     03    13     22     32 23     33     42     52    43     53
04     14     05    15      24    34 25     35     44     54     45    55
Obrázek 6.4: Transformace uložení hodnot konvoluce.
Výpočet LRD příznaku
Jakmile jsou data vstupního obrazu vhodně strukturovaná, je možno přijít k samotné ex-
trakce LRD příznaku a na základě jeho hodnoty získat odezvu úrovně klasifikátoru.
Samotný algoritmus s využitím NEON vlastností je zobrazen v bloku 3.
Na začátku jsou zinicalizovány ukazatele, kde každý ukazuje na jednu osmici hodnot
pro načtení, proměnné AOffset a BOffset nesou informaci o tom, kde se vůči počátku
zpracovávaných dat nachází hodnoty A a B pro výpočet LRD příznaku.
Funkce vld1 u8(uint 8*) z ukazatele na pole hodnot načte prvních 8 8-bitových hodnot
a uloží je do 64-bitového registru jako 8-bitové celočíselné hodnoty bez znaménka. Přestože
v aplikaci jsou data uchovávána jako unsigned char, je možné tuto funkci použít, protože
oba datové typy jsou převoditelné.
Následně použitá funkce vcombine u8(uint8x8 t, uint 8x8t) zkonkatenuje 2 64-bitové
registry a umožní je používat jako jeden 128-bitový. Zde je potřeba si dát pozor na skuteč-
nost, že registr určený prvním argumentem je použit jako významově nižší část 128-bitového
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unsigned char * data0 = ...; // prvni osmice hodnot
unsigned char * data1 = ...; // druha osmice hodnot
int AOffset = ...;
int BOffset = ...;
uint8x16_t vector = vcombine_u8(vld1_u8(data1) , // low 8x8
vld1_u8(data0)); // high 8x8
uint64x2_t bitCnt1 = vpaddlq_u32 (
vpaddlq_u16 (
vpaddlq_u8 (
vandq_u8 (
vcgtq_u8 (
vdupq_n_u8(*(data0+AOffset)),
vector),
masks[maskType].q
)
)
)
);
uint64x2_t bitCnt2 = vpaddlq_u32 (
vpaddlq_u16 (
vpaddlq_u8 (
vandq_u8 (
vcgtq_u8 (
vdupq_n_u8(*(data0+BOffset)),
vector),
masks[maskType].q
)
)
)
);
uint64_t res1[2];
uint64_t res2[2];
vst1q_u64(res1, bitCnt1);
vst1q_u64(res2, bitCnt2);
int lrd = (res1[0] - res2[0]) + (res1[1] - res2[1]) ;
Program 3: Extrakce LRD příznaku pomocí NEON.
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registru. Po aplikaci této funkce tedy máme v registru načteno 16 celočíselných bezznamén-
kových hodnot o 8-bitech.
Velmi užitečnou vlastností Intrinsics je to, že pokud je výsledek jedné funkce předán jako
argument funkci jiné, nedochází k uložení a znovunačtení registru do paměti, ale následná
operace je ihned provedena.
Následující blok příkazů může být značně nečitelný, podle oficiální dokumentace k ARM
NEON architektuře [1] má ovšem takováto kaskáda funkcí za následek efektivnější překlad
do assembleru.
Ta je tvořena příkazy (od nejzanořejnějšího)
• uint8x16 t X = vdupq n u8(*(data0+AOffset)) - provede načtení 8-bitového hod-
noty určené argumentem, kterou nakopíruje do všech buněk 128-bitového registru,
• uint8x16 t Y = vcgtq u8 (X, vector) - provede porovnání hodnot v prvním re-
gistru s hodnotami v druhém. Pokud je větší, je hodnota registru nastavena na 0xFF.
V opačném případě na 0x00,
• vandq u8(Y, masks[maskType].q) - masks je pole polí, která určují správných 9
hodnot masky z 16 načtených. Toho je docíleno funkcí vandq u8, která provede bitový
součin mezi registry, a polem masks[], které obsahuje 9 hodnot 0x01 a 7 hodnot 0x00,
• v tento okamžik obsahuje registr jen hodnoty 0x00 nebo 0x01 (kterých nemůže být
více jak 9). Na registr aplikována série příkazů vpaddlq uX, která vždy provede součet
dvou sousedních hodnot, takže na konci série obsahuje registr dvě 64-bitové hodnoty,
které udávají celkový součet v horní/dolní polovině registru.
Totožný postup jen s jinou hodnotou BOffset je následně zopakován. Výsledkem jsou 2
registry obsahující polo-součty A a B. Bohužel instrukční sada NEON neobsahuje příkaz,
který by umožňoval v rámci 128-bitového registru provést součet jeho horní a dolní poloviny.
Hodnoty jsou tedy pomocí funkce vst1q u64(uint64 t*, uint64x2 t) z registrů na-
čteny a jejich rozdíl je spočítán již bez použití NEON. Výsledkem je index do tabulky
odezev.
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7 Dosažené výsledky
Tato kapitola si klade za cíl prezentovat výsledky, které byly dosaženy v rámci řešení di-
plomové práce. Je zde představena výsledná aplikace včetně popisu funkcí a omezení, dále
pak vyhodnocení zrychlení aplikace po využití SIMD jednotky. Nakonec jsou vyjmenovány
problémy, které se během samotné implementace vyskytly.
7.1 Aplikace
Výsledná splikace má 1 MB (včetně testovacích obrázků), je napsána pro Android OS verze
2.2 (a vyšší) a je složena ze 3 základních částí:
• Real-time detekce obličejů pomocí kamery telefonu.
• Detekce ze obrázku.
• Benchmark pro měření výkonu.
Obrázek 7.1: Detekce obličeje pomocí kamery telefonu.
Hledání obličejů pomocí kamery
Detekce obličejů v reálném čase pomocí kamery telefonu byla výchozí funkcionalitou, která
byla v průběhu práce mnohokrát zmiňována. Vzhled GUI je patrný z obrázku ??. Ve vý-
chozím stavu je celá plocha zabrána náhledem na data z kamery, ke kterým jsou přidány
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samotné detekce. Pomocí menu je poté možné nastavit, zda mají být detekce prováděny po-
mocí základního či optimalizovaného detektoru, rozlišení kamery, popř. nastavení obrazové
pyramidy pro přesnější / rychlejší detekci.
Detekce ze snímku
Pokud je zvolena aktivita detekování obličejů z obrázků, je uživateli prvně zobrazena galerie
snímků nacházejících se v mobilním telefonu. Z těchto si uživatel vybere, na kterém chce
detekci provést. Obrázek je zobrazen na dipleji a po zvolení základní / optimalizované me-
tody detekce je tato spuštěna. Po ukončení výpočtu je výsledek je vykreslen na obrazovku,
viz 7.2. Menu obsahuje příkaz pro načtení nového obrázku, uživatel tedy nemusí ukončovat
a znovu spouštět celou aktivitu.
Obrázek 7.2: Detekce z externě uloženého obrázku.
Benchmark
Poslední činností, kterou je možno v rámci aplikace provést, je spuštění benchmarku. Ten
opakovaně nad obrázky, které jsou součástí aplikace, provádí detekce. Používá při tom různá
rozlišení, kroky posunu detekčního okna. Všechny testy jsou vykonány jak pro optimalizo-
vaný, tak základní algoritmus. Nakonec jsou výsledky testu uloženy na paměťovou kartu do
skožky facedet ve formátu xml. Tato činnost je pro praktické užití zbytečná, slouží jen ke
snadnému získávání porovnávacích dat z různých zařízení.
Omezením aplikace je skutečnost, že nebyla dostatečně testována na zařízení, které
neobsahuje ARM NEON. Důvodem je vývoj pro Android OS verze 2.2, kde většina zařízení
NEON obsahuje, popř. se nejedná o masově rozšířené kusy.
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Obrázek 7.3: Možnosti nastavení detekce.
7.2 Výsledky optimalizace
Díky benchmarku, který je součástí samotné aplikace, byla získána data poskytující před-
stavu o rychlosti detekce před začátkem optimalizací a po nich. Stačilo na cílový telefon
pouze nainstalovat detekci a spustit benchmark.
Sada testovacích dat se sestává ze 3 obrázků o velikosti 800×600 pixelů s různými počty
obličejů. Pro každý obrázek jsou počítany detekce s krokem posunu detekčního okna 1 a 2.
Je prováděna jak detekce pomocí základního algoritmu, tak pomocí optimalizované verze.
Celkem tedy existují 4 kombinace pro jeden vstupní soubor. Tento postup je 5x opakován,
aby bylo potlačeno možné zkreslení.
Nexus S
Rozlišení Krok Základ Předpoč. NEON
800x600 1 3223 1029 881
2 814 283 221
640x480 1 2074 630 546
2 518 178 138
320x240 1 479 158 129
2 118 42 34
Tabulka 7.1: Nexus S: Průměrná doba zpracování vstupního snímku v ms.
Poté se snímek převzorkuje na velikost 640 × 480, resp. 320 × 240 pixelů a celý proces
detekce je opakován. Toto se vykoná pro všechny snímky testovací sady.
Jsou měřeny tyto hodnoty:
• Pro jednoduchou verzi čas strávený výpočtem příznaků.
• U optimalizovaného algoritmu se prvně změří doba předzpracovávání obrazu a poté
samotná extrakce příznaků z předpřipravených dat. Uvažuje se jak extrakce pomocí
NEON instrukcí, tak jen s využitím možností jazyka C.
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HTC Desire HTC Desire Z
Rozlišení Krok Základ Předpoč. NEON Základ Předpoč. NEON
800x600 1 3756 1237 548 4591 1537 711
2 918 324 130 1114 363 180
640x480 1 2129 650 312 2897 947 432
2 530 180 84 730 240 110
320x240 1 504 174 81 670 224 105
2 125 52 20 166 60 29
Tabulka 7.2: HTC: Průměrná doba zpracování vstupního snímku v ms telefonů.
Samotné testování probíhalo na telefonech HTC Desire, HTC Desire Z a Nexus S.
všechny telefony obsahují SIMD jednotku, ale mají různé procesory. Bude tedy zajímavé
porovnat, jak moc bude čas potřebný pro výpočet detekce v telefonech odlišný.
Naměřené hodnoty jsou zobrazeny v tabulách 7.2 a 7.1.
HTC Desire Nexus S HTC Desire Z
Rozlišení Krok Předpoč. NEON Předpoč. NEON Předpoč. NEON
800x600 1 303% 684% 313% 365% 299% 646%
2 283% 703% 288% 367% 307% 620%
640x480 1 327% 683% 329% 380% 295% 642%
2 296% 631% 292% 375% 311% 663%
320x240 1 289% 620% 303% 371% 282% 637%
2 240% 631% 280% 352% 251% 586%
Tabulka 7.3: Zrychlení výpočtu na oproti základní implementaci.
Z této tabulky jsou patrné 3 věci. Přestože mají procesory v HTC Desire a Nexus S
shodně taktovací frekvenci 1GHz, Nexus S dosahuje v čistě výpočetní části lepších výsledků.
To může být ovšem způsobeno faktem, že Nexus S běží na Androidu verze 2.3, zatímco HTC
Desire na verzi 2.2. Každá novější verze systému přináší více či méně vyditelné zrychlení,
lze tedy předpokládat, že novější Nexus S by měl dosahovat lepších výsledků.
Druhým zajímavým závěrem je skutečnost, že samotné předzpracování obrazu a ná-
sledné využití pro extrakci příznaků i bez přidání NEON instrukcí přináší slušné zrychlení.
Zrychlení v procentech je pro přehlednost uvedeno ve zvláštní tabulce 7.3.
Posledním (ovšem nejvíce zarážejícím) poznatkem je markantní rozdíl mezi zrychlením
při použití NEONu u telefonů HTC a Samsungu (který Nexus S vyrábí). Zatímco Desire
(Z) vykazuje všude minimálně dvojnásobné zrychlení proti implementaci v C, u Nexusu S
dělá tento rozdíl jen pár procent.
V tabulce 7.4 jsou pak uvedeny časy potřebné pro výpočet všech konvolucí zpracováva-
ného snímku. Výkonostně podobné telefony Desire a Nexus S dosahují obdobných výsledků.
Desire Z s procesorem o frekvenci 800 MHz proti nim lehce ztrácí.
Urychlení zpracování snímku až na 700% púvodní rychlosti lze považovat za slušný
výsledek. Pokud by se ale testování provádělo jen na telefonu Nexus S, závěry by tak
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HTC Desire Nexus S HTC Desire Z
Rozlišení Doba výpočtu Doba výpočtu Doba výpočtu
800x600 62 60 67
640x480 31 33 42
320x240 8 8 10
Tabulka 7.4: Čas potřebný k předpočítání konvolucí v ms.
pozitivní jistě nebyly. Je zarážející, že jasně specifikovaná jednotka stejné architektury může
dosahovat na dvou procesorech různých výrobců až tak odlišných výsledků.
Jako další část detektoru, kterou by bylo vhodne optimalizovat, bylo uvažováno před-
počítávání konvolucí. Jak ale vyplynulo z výsledků testů, v této časti se stráví jen cca
desetina času z celého procesu detekce, což není vhodný kandidát pro následující optimali-
zaci.
Obrázek 7.4: Srovnání rychlosti zpracování telefonů.
7.3 Problémy při vývoji
Při vývoji se objevilo několik problémů, které více či méně znepříjemňovaly život. Zatímco
u jedněch stačilo strávit určitou dobu hledáním funkčního řešení na internetu, jiné jsou
vlastnostmi systému či nedokonalostí vývojového kitu.
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Omezená paměť
První velkou nepříjemností je omezení paměti pro aplikaci na 16MB. Někteří výrobci mají
tuto hranici posunou o více než 5MB, ale stále se jedná o dost omezující prvek. Zvláště
při požadavku na práci se surovými daty obrázků a jejich zobrazování na displeji. Toto
omezení se objevilo v souvislosti s funkcí výběru obrázku z telefonu, jeho zobrazení na
displeji a následnou detekcí. Protože je každý pixel obrázku alokován 4 byty, je potřeba pro
práci se snímkem velikosti 1024× 768 pixelů počítat s alokací cca 3MB v paměti. To ovšem
není konečné číslo - komponenta pro zobrazení obrazových dat na displeji SurfaceView
vnitřně pracuje s jiným polem, do kterého si hodnoty nakopíruje. Pokud tedy obrázek
chceme zpracovávat i zobrazovat, musíme počítat s alokací 6 MB.
Tento problém se projevil hlavně při snaze o načtení nového snímku. Protože jsou an-
droidí aplikace psané v javě, není možné explicitně vyvolat zrušení objektu a uvolnění jeho
paměti, o to se stará Garbage Collector. Ten ovšem objekt nezruší, dokud na něj existuje
nějaká reference. Toto je problém, protože i když se komponentě SurfaceView nastaví nová
data k zobrazí, stále vnitřně uchovává referenci na pole dat dříve zobrazených. Neproběhne
tedy jejich uvolnění a s každým načtením nového obrázku ubývá volná paměť. Bohužel
se i po hodinách hledání po oficiálních diskuzích nepodařilo najít rozumné řešení tohoto
problému. Proto je vždy při načtení nového snímku vytvořen také SurfaceView, přičemž
na současný se zruší všechny reference a Garbage Collector ho odstraní, načež provede
odstranění i již nepoužívaných obrazových dat.
Nevyužitelná kamera v emulátoru
Detektor využívá pro svou klasifikaci data získaná z kamery telefonu. Bohužel je k vývoji
opravdu potřeba používat telefon, protože emulátor v současné době neumí simulovat práci
s kamerou. Pro vývoj aplikace s kamerou je proto nutné mít stále telefon připojený k
počítači a po každé úpravě do něj nahrávat novou verzi aplikace. Toto je značně zdlouhavé
a jen to doplňuje celkové nedostatky Androidu v oblasti práce s kamerou.
Ztrácející se OpenGL
Model zobrazování grafického rozhraní na Androidu je založen na myšlence, že každá obra-
zovka je potomkem třídy Activity a při přechodu na jinou je potřeba tuto vytvořit, popř.
zavolat již existující. Aktivita, která se opouští, přejde ze stavu active do destroy nebo
pause v závislosti na tom, jestli nastal pouze přesun, nebo byla celá aplikace ukončena.
Problém nastává ve chvíli, kdy v aktivitě používáme vrstvený model s nejvyšší vrstvou
GlSurfaceView a kdy aktivita přejde do stavu pause. Po zpátečním přechodu do stavu
active se přestane vrstva využívající OpenGL ES zobrazovat na displeji. Tento problém je
nutné řešit tak, aby nebylo možné přejít do stavu pause, ale rovnou se aktivita odstranovala.
Ladění nativní knihovny
Jelikož je nejdůležitější část aplikace psaná v nativním kódu, je potřeba se zmínit o úskalích,
které s sebou takový vývoj přináší. Předně je to velmi chabá až neexistující možnost debu-
ggovat nativní kód. Existují sice návody, jak debuggování spustit, žádný z nich se mi ovšem
nepodařilo zprovoznit, aby pracoval nad aplikací v mobilu. Podařilo se to pouze v emulá-
toru, což bylo vzhledem k absenci podpory pro kameru nepoužitelné. Proces ladění tedy
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probíhal přes výpisy zpráv aktuálního stavu do logu, který je možné pomocí vývojářských
nástrojů pohodleně číst.
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8 Závěr
Cílem práce bylo vytvořit detektor obličejů pro (nejen) mobilní platformu Android a ten se
poté pokusit optimalizovat pro konkrétní instrukční sadu procesoru.
První kapitoly práce se věnují teoretickému pozadí, které je nutno ovládnout pro správný
návrh a následnou implementaci detektoru. Jsou zde popsány základní přístupy k detekci
objektů v obraze a techniky, které umožňují detekci zrychlit. Další části pak seznamují se
specifiky cílové platformy, s nimiž je dobré předem kalkulovat. Nakonec je zde vysvětlen
princip SIMD včetně popisu konkrétní implementace pro procesory používané v mobilních
telefonech.
Kapitola 5 zabývající se návrhem rozděluje celkový cíl na dílčí problémy, které jsou
zde analyzovány včetně možných řešení. Výstupem je poté schéma, podle kterého by měla
výsledná aplikace fungovat.
Následuje již kapitola týkající se samotné implementace. Je zde popsáno, jakým způso-
bem jsou jednotlivé moduly (definované v předchozí kapitole) naprogramovány a popsáno
jejich chování. Ve druhé polovině kapitoly je pak podrobně probrána optimalizace pomocí
NEON modulu včetně potřebného předzpracování obrazu.
Poslední kapitola zhodnocuje dosažené výsledky. Prvně je představena samotná aplikace
včetně její funkcionality. Poté následuje jedna z klíčových částí této práce, tj. vyhodnocení
přínosu optimalizací. Konec kapitoly je pak zaměřen na problémy spojené s vývojem, které
zanechaly výrazné kaňky na jinak zábavné práci na této stati.
Detektor byl tedy nakonec naprogramován a částečně zoptimalizován. Nevýhodou je, že
NEON jednotka není obsažena v každém telefonu. Např. nový LG Optimus 2X se rozhodl
jít jinou cestou a místo NEON má implementované rozšíření Tegra. V době psaní této
práce to vypadá, že ostatní výrobci budou model s Tegrou také následovat. Proto se přímo
nabízí nastudovat tuto architekturu a pokusit se pro optimalizaci využít spíše ji než zde
prezentovaný NEON.
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