Let X 1 , . . . , X n ∈ R p be i.i.d. random vectors. We aim to perform simultaneous inference for the mean vector E(X i ) with finite polynomial moments and an ultra high dimension. Our approach is based on the truncated sample mean vector. A Gaussian approximation result is derived for the latter under the very mild finite polynomial ((2+θ)-th) moment condition and the dimension p can be allowed to grow exponentially with the sample size n. Based on this result, we propose an innovative resampling method to construct simultaneous confidence intervals for mean vectors.
Introduction
Let X 1 , . . . , X n be i.i.d. random vectors in R p with mean vector EX i = µ and covariance matrix Cov(X i ) = Σ. We are interested in conducting statistical inference for µ when the dimension p can be comparable to or even much larger than n. Estimating µ by the traditional sample meanμ = n i=1 X i /n, Chernozhukov et al. (2013) and Chernozhukov et al. (2014) stated that under suitable moment conditions, as n → ∞ and possibly p = p n → ∞,
where Y = (Y 1 , . . . , Y p ) ∈ R p is a centered Gaussian vector with Cov(Y ) = Σ and |x| ∞ = max j≤p |x j | is the usual ∞ norm for a vector x = (x 1 , . . . , x p ) ∈ R p . Suppose we only have uniformly finite q-th (q > 3) moment for each coordinate of X i , i.e., there exists a constant C > 0 such that for some q > 3. We can show that the condition p(log p) 3q/2−1 = o(n q/2−1 )
is nearly optimal for (1); see Proposition 2.2. If (3) is barely violated, then under (2) we can have ρ n → 1; see (12) and (13). Hence in general, the allowed dimension p can be at most a power of n if we useμ for inference of µ. In this paper, we propose a new approach to perform simultaneous inference for the mean vector with finite polynomial moments and show that our method applies under ultra high dimensional settings, in which log p = o(n c )
for some c > 0.
In Section 2, we shall study properties of the truncated sample mean with element-wise truncation. A similar idea was adopted by Fan et al. (2016) in the estimation of covariance matrices. We shall establish a Gaussian approximation result for the truncated sample mean vector with uniformly finite (2 + θ)-th (0 < θ ≤ 1) moments for X ij , 1 ≤ j ≤ p. As an important feature, the dimension p can be as large as e o(n c ) for some c > 0.
Equipped with the Gaussian approximation result for the truncated sample mean vector, we are ready to perform simultaneous statistical inference for µ. In particular, we
propose an innovative resampling method called truncated half sampling procedure to construct simultaneous confidence intervals of µ in Section 3. As a main advantage of this method, we do not need to deal with the problem of estimating the covariance matrices which is highly nontrivial and computationally intensive in the high dimensional case, and which may require extra structural assumptions.
2 The truncated sample mean vector and a Gaussian approximation theory
. Given the data X 1 , X 2 , . . . , X n , define the truncated sample mean vector
where
we establish a Gaussian approximation result for |μ κ | ∞ with uniformly finite (2 + θ)-th
and we take κ (nM θ / log p) 1/(2+θ) . Then as n → ∞,
Proof. For simplicity of notation, write
Recall that
By a similar argument as above, for any j = 1, . . . , p,
So we have L κ ≤ 4κ 1−θ M θ :=L κ . Let φ κ be the quantity defined in (26) withL n replaced byL κ . We are to apply Lemma 4.1 for the i.i.d. vectors E 0 [t κ (X i )], 1 ≤ i ≤ n, and evaluate the quantities therein. Let κ satisfy 2κ < √ n/(4φ κ log p). It can be easily seen that
. . , Y κ,p ) ∈ R p be the analogue centered Gaussian vector with the same
As has been assumed,
. We have I
where the second line follows in view of (5). By Lemma 4.1, we have
With (8), we are to consider the error bound between |μ κ | ∞ and
we have
By (7) and Lemma 2.1 in Chernozhukov et al. (2013) , for any δ > 0,
where the last inequality follows by taking δ = √ nM θ κ −(1+θ) .
Next we compare |Y k | ∞ and |Y | ∞ . Observe that
By Lemma 3.1 in Chernozhukov et al. (2013) , we obtain
Therefore, by (8), (9) and (10), we have
Remark 1. By Propsition 2.2, the Gaussian approximation ρ n → 0 is valid for the traditional sample mean vector if each coordinate has finite q-th moment and
The above condition is optimal up to a logarithmic factor. In fact, if
and X ij are i.i.d. symmetric random variables with EX ij = 0, E|X ij | 2 = 1 and the tail
see the discussion in Remark 2 of Zhang and Wu (2017) . Here using the truncated sample mean, Theorem 2.1 allows p to grow exponentially with n. For example, with only finite third moment, i.e., if M 1 = max j≤p E|X ij | 3 = O(1), p can be as large as e o(n 1/7 ) .
Proposition 2.2. Assume (2) and there exists some constant
Proof. We apply Lemma 4.1. Recall the definitions of the quantities φ n , M n,X (φ n ) and L n therein. Denote τ = √ n/(4φ n log p) and substitute
We can obtain
Since max j≤q E|X ij | q < ∞, by the Bonferroni technique and Markov's inequality,
ChooseL n = max j≤p E|X 1j | 3 · (p 3/q (log p) 1−3/q n 3/q−1 ) 1−χ (n 1/2 (log p) −7/2 ) χ , where (1 − 3/q)/(3/2 − 3/q) < χ < 1 so thatL n ≥ L n is ensured. By (15) and (16), elementary calculation indicates that ρ n → 0 under (14).
Construction of Simultaneous Confidence Intervals
Based on the Gaussian approximation result for the truncated sample mean (cf. Theorem 2.1), we are able to construct simultaneous confidence intervals (SCIs) of µ. Given a confidence level α ∈ (0, 1), the (1 − α) SCIs can be constructed by
where c 1−α is the cutoff value determined by (19) below. Note that for every j = 1, . . . , p,
is a non-increasing and continuous function of y and it is lower and upper bounded by −nκ and nκ respectively. Assume nκ > √ nc 1−α . Let l j , u j be the solutions to the equation
Note that | i t κ (X i − ν)| ∞ = 0 gives the Huber estimate.
Similarly, the null hypothesis
Now we shall determine the cutoff value c 1−α so that the SCIs given by (17) is asymptotically valid. If Cov(X i ) = Σ is known, by Theorem 2.1, the result
implies that we can compute c 1−α by
When Σ is unknown, one natural approach is to use a consistent estimator. Estimation of covariance matrices in high dimensions is highly nontrivial. The restriction mainly lies in the requirement of extra structural assumptions such as bandedness or sparsity. that the sampling process (π i ) i≥1 is independent of (X i ). Define
We can obtain the empirical (1 − α)-th quantile of F J (t) bŷ q 1−α = inf{t ∈ R : F J (t) ≥ 1 − α} and estimate c 1−α byq 1−α . The simultaneous confidence interval for µ can be constructed as
4 Appendix 
Lemma 4.1. Suppose that there exists some constant b > 0 such that min j≤p EX 2 ij ≥ b. Then there exist constants K 1 , K 2 > 0 depending only on b such that for every constant
