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Abstract
As with most fractured rock formations, Chalk is highly heterogeneous. Therefore,
meaningful estimates of model parameters must be obtained at a scale comparable
with the process of concern. These are frequently obtained by calibrating an appro-
priate model to observed concentration-time data from radially convergent tracer tests5
(RCTT). Arguably, an appropriate model should consider radially convergent dispersion
(RCD) and Fickian matrix diffusion. Such a model requires the estimation of at least
four parameters. A question arises as to whether or not this level of model complexity
is supported by the information contained within the calibration data. Generally mod-
ellers have not answered this question due to the calibration techniques employed. A10
dual-porosity model with RCD was calibrated to two tracer test datasets from different
UK Chalk aquifers. A multivariate sensitivity analysis, which assumed only a priori up-
per and lower bounds for each model parameter, was undertaken. Rather than looking
at measures of uncertainty, the shape of the multivariate objective function surface was
used to determine whether a parameter was identifiable. Non-identifiable parameters15
were then removed and the procedure was repeated until all remaining parameters
were identifiable.
It was found that the single fracture model (SFM) (which ignores mechanical disper-
sion) obtained the best mass recovery, excellent model performance and best param-
eter identifiability in both the tests studied. However, there was no objective evidence20
suggesting that mechanical dispersion was negligible. Moreover, the SFM (with just
two parameters) was found to be good at approximating the Single Fracture Dispersion
Model SFDM (with three parameters) when different, and potentially erroneous param-
eters, were used. Overall, this study emphasises the importance of adequate temporal
sampling of breakthrough curve data prior to peak concentrations, to ensure adequate25
characterisation of mechanical dispersion processes, and continued monitoring after-
wards, to ensure adequate characterisation of fracture spacing (where possible), when
parameterising dual-porosity solute transport models.
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1 Introduction
Chalk aquifers represent around 20% of UK water supplies. To help protect these im-
portant aquifers from contamination we need appropriate solute transport models. The
Chalk is a dual-porosity medium with a fracture porosity of around 1% and a matrix
porosity of between 25% and 35% (Price et al., 1993). While the fracture porosity is5
highly permeable, the matrix porosity is not. Consequently flow predominately occurs
in the fractures whilst water stored in the matrix is largely immobile. Solute transport
in such a medium is controlled by at least three processes: advection, mechanical dis-
persion and diffusive exchange between moving water in the fractures and immobile
water in the matrix (Barker, 1993). Therefore, an appropriate solute transport model re-10
quires parameters such as dispersivities, porosities, diffusion coefficients and fracture
spacings.
The Chalk, as with most fractured rock formations, is highly heterogenous. There-
fore, meaningful estimates of the desired model parameters must be obtained at a
scale comparable with the modelling process of concern. Consequently, these param-15
eters are frequently obtained from radially convergent tracer tests (e.g. Kachi, 1987;
Ward, 1989, 1996; Atkinson et al., 2000).
Radially convergent tracer tests involve pumping an abstraction well to obtain a
quasi-steady radially convergent flow-field. A tracer is then injected in a neighbour-
ing borehole which lies within the radially convergent flow-field. Tracer concentrations20
are then monitored and recorded at the abstraction well. An appropriate mathematical
model can then be calibrated to the observed concentration-time data (breakthrough
curve) to obtain the desired parameters.
Arguably, an appropriate model should consider radially convergent dispersion and
Fickian matrix diffusion. An example is proposed by Moench (1995). Such a model25
requires the estimation of at least four parameters (see Sect. 3). A question arises as
to whether or not this level of structural complexity in the model is supported by the
information contained within the data used for calibration (Beven and Binley, 1992).
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Generally modellers have not addressed this question because they have not used a
formal methodology to investigate parameter identifiability.
Subsurface tracer test models are often calibrated by manual-graphical fitting to ob-
served data (e.g. Moench, 1995; Atkinson et al., 2000; Becker and Shapiro, 2000).
More recently, McKenna et al. (2001) used a parameter estimation scheme that min-5
imised the squared residuals between the observed and modelled data. Parameter
identifiability was then quantified by using the normalised Jacobian matrix around the
least squares solution. As opposed to this local sensitivity analysis, we perform a re-
gionalised sensitivity analysis, where the response surface of a model performance
over a parameter space (specified a priori) is analysed. Instead of looking at quantified10
measures of identifiability for each of the parameters (as with McKenna et al., 2001)
a decision is made as to whether a parameter is identifiable or not. If a parameter is
found to be non-identifiable, it is further assumed that the physical process represented
by that parameter is not relevant in this case. The process is then removed from the
model formulation and a new, more simplified model is recalibrated. This procedure is15
repeated until all parameters are found to be identifiable.
Monte Carlo simulation is used (in a similar way to Wagener et al., 2001; Mcintyre
et al., 2002; Sincock et al., 2003; Smith andWheater, 2004) as follows: 100 000 Param-
eter sets are selected from log-uniform random distributions between a priori upper and
lower bound estimates. The models are run for each of the parameter sets. The model20
performance of each model with the observed tracer breakthrough data is measured
using the root mean squared error RMSE:
RMSE =
√√√√ 1
N
N∑
n=1
(ce,n − co,n)2 (1)
where ce,n and co,n are modelled and observed tracer concentrations at the abstraction
well respectively and N is the number of data points.25
The parameter set with the lowest RMSE is assumed to be the best estimate of the
“true” values for the field situation of the experiment, subject to the assumptions that all
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the processes in the current model were actually important in generating the observed
breakthrough curve. Parameter identifiability is then explored by studying ‘dotty’ plots of
parameter values against log(RMSE). Parameters with dotty plots that show structural
convergence to the minimum RMSE are deemed identifiable. Parameters which do not
are deemed non-identifiable.5
2 The tracer tests
For the analysis, two previous radially convergent tracer tests in Chalk aquifers were
chosen. Specifically we studied the Horseheath (Kachi, 1987) and South Farm (Ward,
1989) tracer tests (Figs. 1 and 2 show the BTCs). Details of the tests are summarised
in Table 1. Further information is also given by Ward et al. (1998, Sites No. 8 and 46).10
Note that similar model comparison studies using the South Farm data have already
been reported by Atkinson et al. (2000, 2001). However, the different models were only
compared in terms of parameter values, mass recovery and visual fitting. Here we are
also looking at parameter identifiability.
3 The tracer test models15
Following Barker (1982) we make the following assumptions which are common to all
the models considered here: Identical slabs of matrix material are separated by equally
spaced, planar fractures. The matrix is homogenous and saturated with immobile wa-
ter. Solute transfer between the fractures and matrix and within the matrix occurs by
molecular diffusion in the immobile water in a direction perpendicular to the plane of20
the fractures. There is no concentration gradient across the fractures.
Following Barker et al. (2000), it is useful to introduce an advective travel time, ta,
a characteristic fracture diffusion time, tcf , and a characteristic matrix block diffusion
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time, tcb:
ta =
piR2hφf
Q
, tcf =
(a/φm)
2
DA
, tcb =
b2
DA
(2)
where R is the distance between the pumping well and the injection well, h is the aquifer
thickness, φf is the fracture porosity, Q is the abstraction rate, a is the fracture half-
width, φm is the matrix porosity, DA is the apparent diffusion coefficient of the tracer in5
the matrix and b is the matrix block half-width. The various dimensions of the model
domain are further summarised in Fig. 3.
It is also useful to introduce the following dimensionless transformations:
P =
R
αL
, rD =
r
R
, xD =
x
b
(3)
where αL is the dispersivity (whereby the mechanical dispersion coefficient for the frac-10
ture domain is assumed to be found from DL=αL|v | and v is a fracture-water velocity).
P is often referred to as the Peclet number.
Following Moench (1995), solute concentrations in the fractures, cf can then be
described by
∂Cf
∂t
− 1
tarD
(
∂Cf
∂rD
+
1
P
∂2Cf
∂r2D
)
− 1
(tcf tcb)1/2
∂Cm
∂xD
∣∣∣∣∣
xD=1
= 0 (4)
15
subjected to the initial and boundary conditions:
Cf = 0, rD ≥ 0, t = 0
∂Cf
∂rD
= 0, rD = 0, t > 0
Cf +
1
P
∂Cf
∂rD
= δ(t), rD = 1, t > 0
(5)
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where t is time after the tracer injection, Cf=(Q/M)cf is the normalised solute concen-
tration in the fractures, M is the total mass of tracer injected in the modelled system
and δ(t) denotes the Dirac delta function, which implies that the tracer injection occurs
instantaneously. Also note that both the radii of the injection and abstraction wells are
assumed infinitesimally small (Moench, 1995, offers ways of relaxing this assumption5
but it introduces further parameter requirement).
The boundary conditions in Eq. (5) are often referred to as the Danckwerts (1953)
conditions. For further physical explanation the reader is referred to Schwartz et al.
(1999).
Solute concentrations in the matrix, cm are governed by (e.g. Barker, 1982, 1985)10
∂Cm
∂t
− 1
tcb
∂2Cm
∂x2D
= 0 (6)
subjected to the initial and boundary conditions:
Cm = 0, xD ≥ 0, rD ≥ 0, t = 0
∂Cm
∂xD
= 0, xD = 0, rD ≥ 0, t > 0
Cm = Cf , xD = 1, rD ≥ 0, t > 0
(7)
where Cm=(Q/M)cm is the normalised solute concentration in the matrix.
The solute concentration in the abstraction well, ce can then be found from15
ce(t) = cf (rD = 0, t) (8)
Note that Ce=(Q/M)ce denotes the normalised concentration in the abstraction well.
By applying the Laplace transform
Cˆ(p) =
∫ ∞
0
C(t)e−ptdt (9)
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following Moench (1989, 1995), the Laplace transform solution for the modelled ab-
straction concentration is obtained
Cˆe(p) ≡ Cˆf (rD = 0, p) = eP/2G(p) (10)
where:
5
G(p) = [A′0B0 − A0B′0][σ1/3(A′0B′1 − A′1B′0)
+0.5(A′1B0 − A0B′1) + 0.5(A′0B1 − A1B′0)
+0.25σ−1/3(A1B0 − A0B1)]−1 (11)
A0 = Ai(σ
1/3y0), B0 = Bi(σ
1/3y0)
A′0 = Ai
′(σ1/3y0), B
′
0 = Bi
′(σ1/3y0)
A1 = Ai(σ
1/3y1), B0 = Bi(σ
1/3y1)
A′1 = Ai
′(σ1/3y1), B
′
0 = Bi
′(σ1/3y1)
(12)
σ =
2taλ(p)
P 2
, y0 =
1
4σ
, y1 = P +
1
4σ
(13)10
λ(p) = p + p
(
tcb
tcf
)1/2
F [(tcbp)
1/2] (14)
F (ξ) = ξ−1 tanh(ξ), ξ = (tcbp)
1/2 (15)
and Ai and Bi are Airy functions. The above solution can be evaluated using a
numerical inverse Laplace transform. We use our own MATLAB implementation of the
de Hoog et al. (1982) algorithm.15
Note that F (ξ) is often referred to as the block-geometry function for a slab-matrix
(Barker, 1985, 1988; Carrera et al., 1998; Barker et al., 2000; Fretwell et al., 2005;
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Mathias et al., 2005). (A more generalised expression of the block-geometry function
is (Barker, 1988; Barker et al., 2000)
F (ξ, ν) = ξ−1Iν/2(νξ)/Iν/2−1(νξ) (16)
where ν is a non-integer number of dimensions of a ν-dimensional rotationally symmet-
ric matrix block, Iν is an ν-order modified Bessel function of the first kind and the matrix5
block half-width, b now represents the matrix block’s volume to surface area ratio. For
a slab, ν=1.)
It is useful to consider some limiting cases of Eq. (10):
When the fracture spacing is infinitely large (i.e. b→∞)
lim
tcb→∞
λ(p) = p + (p/tcf )
1/2 (17)
10
When the diffusion coefficient is infinitesimally small (i.e. DA→0)
lim
tcf→∞
λ(p) = p (18)
When the dispersivity is very small as compared to the distance being considered
(i.e. αL<<R) (e.g. Barker, 1982)
lim
P→∞
Cˆe(p) = exp[−taλ(p)] (19)15
When the fracture spacing is infinitely large and the dispersivity is very small as com-
pared to the distance being considered (Maloszewski and Zuber, 1985)
Ce(t) =
[
t2a
4pitcf (t − ta)3
]1/2
exp
[
− t
2
a
4tcf (t − ta)
]
(20)
for t > ta.
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In this study we employ five related models:
a) Parallel fracture dispersion model (PFDM),
Ce(t, ta, tcf , tcb, P );
b) Single fracture dispersion model (SFDM),
Ce(t, ta, tcf ,∞, P );
c) Dispersion model (DM),
Ce(t, ta,∞,∞, P );
d) Parallel fracture model (PFM),
Ce(t, ta, tcf , tcb,∞);
e) Single fracture model (PFDM),
Ce(t, ta, tcf ,∞,∞).
4 On mass recovery
There are different possible approaches to adopting a value for the parameter M (the
total mass of tracer injected into the modelled system). For example it could be set5
equal to the mass that was actually injected, Minj. However, in practice there are often
difficulties in obtaining a realistic fit of the model to the data when this is done. Our
approach is to constrainM by setting the mass recovered from the borehole during the
monitoring time of the tracer test to be equal in both the modelled and real systems.
This requires that10
trapz(tn, cobs,n) = trapz(tn, ce,n), n = 1 . . . N (21)
where ce=(M/Q)Ce and trapz denotes an integral using the trapezoidal method.
It follows that a value of M can be calculated for each model (and parameter set)
from
M = Q
trapz(tn, cobs,n)
trapz(tn, Ce,n)
, n = 1 . . . N (22)
15
2446
HESSD
3, 2437–2471, 2006
Chalk tracer test
study
S. A. Mathias et al.
Title Page
Abstract Introduction
Conclusions References
Tables Figures
J I
J I
Back Close
Full Screen / Esc
Printer-friendly Version
Interactive Discussion
EGU
An advantage of doing this is that the model’s mass recovery, M/Minj×100% can be
used as a model performance measure in addition to the RMSE.
5 Results
Figure 4 shows the dotty plots for the Horseheath tracer test. With the PFDM, both ta
and tcf appear to be identifiable. In contrast the rough lower surface of the tcb dotty5
plot indicates that model performance (i.e. the RMSE) is insensitive to its value. The
P dotty plot suggests that model performance increases with increasing P but once
P >10, model performance becomes much less sensitive to P as well.
With the SFDM it is assumed tcb→∞ and it is apparent that there is very little loss in
model performance (see Table 2). With the DM it is assumed that tcf→∞ such that we10
are essentially modelling a single porous medium. As a result the optimum advective
travel time is increased by an order of magnitude and the Peclet number becomes very
small. Also note from Table 2 that the DM has the worst model performance and mass
recovery.
With the PFM and the SFM, longitudinal dispersion is assumed negligible (i.e. P→∞)15
with only a minor reduction in model performance compared to the PFDM and SFDM.
Again, tcb appears to be non-identifiable. It seems that the only parameters we can
have any confidence in are ta and tcf . Interestingly almost exactly the same conclu-
sions may be drawn from the South Farm tracer test (see Figs. 2 and 5 along with
Table 3).20
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6 On the feasibility of measuring tcb
Haggerty et al. (2000) showed that for large times, (i.e. t>>ta)
Ce(t) =
2ta
t3/2cb t
1/2
cf
∞∑
n=0
An exp(−Ant/tcb) (23)
where An=(2n+1)
2pi2/4.
When tcb→∞ Eq. (23) reduces further to (Haggerty et al., 2000)5
lim
tcb→∞
Ce(t) =
[
t2a
4pitcf
]1/2
t−3/2 (24)
Figure 6 shows plots of Eqs. (23) and (24). It can be seen that the PFM only starts
to deviate from the SFM once t>tcb/10. Moreover, taking into account the error one
might expect with measuring tracer concentrations at these later times, it could be
argued that the PFM cannot be distinguished from the SFM whilst t≤tcb.10
From Fig. 6, it can be concluded that it is only possible to estimate tcb from a tracer
test when the time for which measurable tracer concentrations are sustained at the
measurement point is greater than tcb. Table 4 shows some calculated fracture spac-
ings for a range of apparent diffusion coefficients and characteristic block diffusion
times.15
Fracture spacings in Chalk aquifers typically range between around 0.05 and 2.0m
(Bloomfield, 1996). The Horseheath and South Farm tracer tests lasted for 170 and
500h respectively. Table 4 indicates that even for a test that lasted 1000 h, the largest
fracture spacing detectable would have been 0.038m which is below the lower bound of
the Bloomfield range. It is therefore no surprise that the tcb parameter was found to be20
non-identifiable (see dotty plots in Figs. 4 and 5). More alarmingly, even if a test lasting
10 000 h (417 days) was performed, the largest detectable fracture spacing would still
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be less than 0.12m. Clearly, forced-gradient tracer tests are completely inappropriate
for measuring tcb (also see Barker et al., 2000).
Note that some authors have opted for non-Fickian diffusion mechanisms that as-
sume random distributions of mass-transfer rate (related to random distributions of ma-
trix block sizes) to describe the fracture-matrix solute exchange (Haggerty and Gore-5
lick, 1995; Haggerty et al., 2000, 2001; McKenna et al., 2001). This approach would
be inappropriate for interpreting radially convergent tracer tests in Chalk because there
would probably not be enough time for the tracer plume to feel the minimum matrix
block size, let alone the whole distribution.
7 On the importance of mechanical dispersion10
Figures 4 and 5 show that only ta and tcf are strongly identifiable. Furthermore, Ta-
bles 2 and 5 indicate best mass recovery when mechanical dispersion is assumed neg-
ligible (i.e. the PFM and SFM) but the improvement on the hybrid models (i.e. PFDM
and SFDM) is only moderate. This raises the question as to whether mechanical dis-
persion is important or not.15
Barker et al. (2000) suggest that when ta>3tcf and ta<<tcb, mechanical dispersion
can be neglected. The basis for this is as follows. Dispersivities are normally one-
tenth of the distance travelled (i.e. P=10). If the “effective dispersivity” caused by the
matrix diffusion is greater than the distance travelled (i.e. P <1) then the mechanical
dispersion should be negligible. According to Barker (1993), “effective dispersivities”20
were calculated by equating the dilution (the concentration of a constant tracer pulse of
duration ta at the input boundary divided by the peak concentration of its breakthrough
curve at a downstream control-point) due to an SFM with that of a uniform advective
dispersion model. From Tables 2 and 5 it can be seen that for the SFM, ta=15.1tcf
at Horseheath and ta=17.8tcf at South Farm. On the face of it, Barker’s rule could be25
invoked to support the hypothesis that mechanical dispersion was negligible for the two
tests studied.
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However, Barker et al. (2000) cited peak concentration as the sole criterion for equiv-
alence between just two models, the DM and the SFM (for a fuller treatment seeWright,
2002). In the more general case considered here, we are interested in reproducing the
entire breakthrough curve using DM, SFM and the hybrid SFDM. Figure 7 compares
the SFM with the SFDM (with P=10) for a range of ta/tcf ratios. It can be seen that5
even when ta=24tcf , the mechanical dispersion due to P=10 is not negligible. Mechan-
ical dispersion only becomes negligible when the dispersivity is small as compared to
the length being considered (i.e. the Peclet number, P becomes large).
The dotty plots in Figs. 4a and b and 5a and b show that model performance became
much less sensitive to P for P >10. The optimum estimates of P using the SFDM were10
28.2 and 53.6 for Horseheath and South Farm respectively, which suggest relatively
small dispersivities. In Fig. 1 it can be seen that the calibrated SFM and SFDM are
almost identical apart from the peak value. In Fig. 2 the calibrated SFM and SFDM are
visually indistinguishable. However, the optimum estimates of ta and tcf are substan-
tially different (see Tables 2 and 3). Clearly, there is a parameter trade-off between P ,15
ta and tcf .
To explore this further, the SFDM was calibrated using a simplex search method
available with MATLAB called FMINSEARCH (Lagarias et al., 1998) and fixing P a
priori. Note that FMINSEARCH is not suitable for high dimensional problems.
Tables 5 and 6 contain the optimised values for the Horseheath and South Farm20
tests respectively. It can be seen that the RMSE and mass recovery vary very little
for P≥10, particularly in relation to the noise level in the observed data. Furthermore,
the model outputs are virtually indistinguishable (see Figs. 8 and 9) but the range of
optimised parameter values in Tables 5 and 6 is substantial.
It seems that mechanical dispersion may have been quite important at these test25
sites despite the fact that P is not a strongly identifiable parameter (recall Sect. 5).
However, the parameter trade-off demonstrated in Tables 5 and 6 shows that the cho-
sen value of P has a profound influence on corresponding values of ta and tcf at these
sites.
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Figures 10 and 11 show identical plots to those in Figs. 8 and 9 but on log-log scales.
It can be seen that much more data is needed before the time to peak, as it is only here
that the models (as detailed in Tables 5 and 6) diverge in a substantial way.
8 Conclusions
A four parameter model was calibrated to radially convergent tracer test data-sets from5
two Chalk aquifers. Through studies of the multivariate parameter space it was found
that the characteristic block diffusion time, tcb was non-identifiable. Although both ta
and P were found to be identifiable using just the advection dispersion model (DM),
this model was ruled out on the grounds of poor performance in terms of both RMSE
and mass recovery (see Tables 2 and 3). Specifically, the DM was unable to reproduce10
the long tails seen in the breakthrough curves from both tracer tests (dashed lines in
Figs. 1 and 2).
No tracer test data were available for times greater than 500 h after tracer injection.
It is therefore not surprising that tcb was non-identifiable, as a fracture spacing of just
4 cm with an apparent diffusion coefficient of 10−10m2/s would take over 1000 h to15
detect.
It was found that the single fracture model (SFM) gave the best mass recovery, ex-
cellent model performance and best parameter identifiability in both the tests studied.
Following the suggestion of Barker et al. (2000) that mechanical dispersion becomes
negligible when ta>3tcf , it might be thought that this was because mechanical disper-20
sion was overshadowed by the effects of matrix diffusion. However, our own analysis
has shown that this is not the case (see Fig. 7).
Further analysis showed that because P was weakly identifiable, a large set of cor-
related values of P , ta and tcf would lead to equally good model fits. As a special
case, the SFM (with just two parameters) was found to be good at approximating the25
SFDM (with three parameters) when different parameters were used. To resolve this
ambiguity, more and better quality data is needed at the very start of the breakthrough
2451
HESSD
3, 2437–2471, 2006
Chalk tracer test
study
S. A. Mathias et al.
Title Page
Abstract Introduction
Conclusions References
Tables Figures
J I
J I
Back Close
Full Screen / Esc
Printer-friendly Version
Interactive Discussion
EGU
curve, to constrain the mechanical dispersion parameter, P .
Overall, this study emphasises the importance of adequate temporal sampling of
breakthrough curve data prior to peak concentrations and continued monitoring after-
wards to ensure adequate characterisation of fracture spacing (where possible) when
parameterising dual-porosity solute transport models.5
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Table 1. Summary of test details.
Test name Horseheath South Farm
County Cambridgeshire Norfolk
Tracer Fluorescein Flourescein
Quantity, Minj 0.5 kg 0.5 kg
Abstraction rate, Q 2610m3/day 3326m3/day
Distance from pumped well, R 44m 199m
Aquifer Middle Chalk Upper Chalk
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Table 2. Optimum parameter sets for the Horseheath tracer test.
Model ta tcf tcb P Mass RMSE
(h) (h) (h) (–) recovery (ppb)
PFDM 5.26 1.33 214 25.7 85% 4.79
SFDM 4.69 0.85 N/A 28.2 94% 5.54
DM 26.8 N/A N/A 1.45 74% 10.9
PFM 2.07 0.14 421 N/A 95% 6.00
SFM 2.11 0.14 N/A N/A 97% 6.16
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Table 3. Optimum parameter sets for the South Farm tracer test.
Model ta tcf tcb P Mass RMSE
(h) (h) (h) (–) recovery (ppb)
PFDM 37.84 4.00 2058 53.6 54% 0.28
SFDM 37.84 4.00 N/A 53.6 54% 0.28
DM 219.5 N/A N/A 3.04 31% 0.40
PFM 22.54 1.30 3021 N/A 56% 0.26
SFM 22.54 1.30 N/A N/A 56% 0.26
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Table 4. Calculated fracture spacings (i.e. 2b) for a range of apparent diffusion coefficients
(DA) and characteristic block diffusion times (tcb=b
2/DA).
DA (m
2/s) 10−10 10−11 10−12
tcb (hours) Fracture spacing (m)
10 3.8×10−3 1.2×10−3 3.8×10−4
100 1.2×10−2 3.8×10−3 1.2×10−3
1000 3.8×10−2 1.2×10−2 3.8×10−3
10 000 1.2×10−1 3.8×10−2 1.2×10−2
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Table 5. Optimum SFDM parameter sets for the Horseheath tracer test assuming various
values of P .
P ta tcf Mass RMSE
(–) (h) (h) recovery (ppb)
∞ 2.09 0.14 97% 6.16
100 2.92 0.29 96% 5.81
90 3.00 0.31 96% 5.78
80 3.11 0.33 96% 5.75
70 3.24 0.36 96% 5.71
60 3.41 0.41 96% 5.67
50 3.65 0.47 95% 5.62
40 3.98 0.58 95% 5.57
30 4.50 0.76 95% 5.53
20 5.44 1.19 94% 5.55
10 7.89 2.85 93% 5.86
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Table 6. Optimum SFDM parameter sets for the South Farm tracer test assuming various
values of P .
P ta tcf Mass RMSE
(–) (h) (h) recovery (ppb)
∞ 21.95 1.23 56% 0.26
100 30.07 2.41 55% 0.27
90 30.97 2.57 55% 0.27
80 32.08 2.77 55% 0.27
70 33.51 3.05 55% 0.27
60 35.40 3.44 55% 0.27
50 38.02 4.03 54% 0.28
40 41.88 5.00 54% 0.28
30 48.18 6.87 54% 0.29
20 60.29 11.6 52% 0.30
10 93.75 36.3 49% 0.32
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Fig. 1. Comparison of modelled and observed data for the Horseheath tracer test. For clarity
the PFDM and PFM were omitted due to their similarity with the SFDM and SFM breakthrough
curves.
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Fig. 2. Comparison of modelled and observed data for the South Farm tracer test. For clarity
the PFDM and PFM were omitted due to their similarity with the SFDM and SFM breakthrough
curves.
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Fig. 3. Schematic diagram of model domain.
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Fig. 4. Dotty plots from Monte Carlo simulations of the five models for the Horseheath tracer
test. The limits on the x-axes are the upper and lower bounds of the a priori log-uniform random
parameter distributions. Parameter sets with the lowest RMSE are marked with the “o” marker.
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Fig. 5. Same as Fig. 3 but for the South Farm tracer test.
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Fig. 6. The late-time breakthrough curves for both the PFM (Eq. 23) and the SFM (Eq. 24).
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Fig. 7. Sensitivity plot comparing the SFM (i.e. P=∞) with an equivalent (radially convergent)
SFDM with P=10 for a range of ta/tcf ratios.
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Fig. 8. Comparison of all the models detailed in Table 5 and the observed data for the Horse-
heath tracer test (plotted on linear scales).
2468
HESSD
3, 2437–2471, 2006
Chalk tracer test
study
S. A. Mathias et al.
Title Page
Abstract Introduction
Conclusions References
Tables Figures
J I
J I
Back Close
Full Screen / Esc
Printer-friendly Version
Interactive Discussion
EGU
0 100 200 300 400 500
0
1
2
3
4
5
6
Time (hours)
Co
nc
en
tra
tio
n 
(pp
b)
 
 
Observed data
The models
Fig. 9. Comparison of all the models detailed in Table 6 and the observed data for the South
Farm tracer test (plotted on linear scales).
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Fig. 10. Comparison of all the models detailed in Table 5 and the observed data for the Horse-
heath tracer test (plotted on log scales).
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Fig. 11. Comparison of all the models detailed in Table 6 and the observed data for the South
Farm tracer test (plotted on log scales).
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