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SKEW MEAN CURVATURE FLOW
CHONG SONG, JUN SUN
IN MEMORY OF PROFESSOR WEIYUE DING
Abstract. The skew mean curvature flow(SMCF), which origins from the study of fluid dynamics,
describes the evolution of a codimension two submanifold along its binormal direction. We study
the basic properties of the SMCF and prove the existence of a short-time solution to the initial
value problem of the SMCF of compact surfaces in Euclidean space R4. A Sobolev-type embedding
theorem for the second fundamental forms of two dimensional surfaces is also proved, which might
be of independent interest.
1. Introduction
The skew mean curvature flow(SMCF) is a geometric flow which evolves a codimension two
submanifold along its binormal direction with a speed given by its mean curvature. Specifically,
suppose Σ is an n dimensional oriented manifold and (M, g¯) is an (n + 2) dimensional oriented
Riemannian manifold. Let I = [0, T ) be an interval and F : I ×Σ→M be a family of immersions.
For each t ∈ I, denote the submanifold by Σt = F (t,Σ) and its mean curvature by H(F ). The
normal bundle NΣt of the submanifold is a rank two vector bundle with a naturally induced
complex structure J(F ) which simply rotates a vector in the normal space by π/2 positively. More
precisely, for any point y = F (t, x) ∈ Σt and normal vector ν ∈ NyΣt, we require J(F )ν ⊥ ν and
ω¯(F∗(e1), · · · , F∗(en), ν, J(F )ν) > 0, where ω¯ is the volume form of M and e1, · · · , en is an oriented
basis of Σ. We shall call the binormal vector J(F )H(F ) the skew mean curvature vector and the
SMCF is defined by
(1.1)
∂F
∂t
= J(F )H(F ).
In particular, the one dimensional SMCF in the Euclidean space R3 is just the well-known vortex
filament equation(VFE)
(1.2) ∂tγ = ∂sγ × ∂2sγ,
where γ is a time dependent space curve, s is its arc-length parameter and × denotes the cross
product in R3. To see this, let {t,n,b} be the Frenet frame and k be the curvature of the curve
γ(t, ·). Then the mean curvature vector is H(γ) = ∂2sγ = kn and the complex structure J(γ) =
∂sγ× rotates n to the binormal vector b. Thus equation (1.2) is equivalent to
∂tγ = J(γ)H(γ) = kb.
The VFE was first discovered by Da Rios [6] in 1906 in the study of the free motion of a vortex
filament. A key feature of the VFE is that, by a so-called Hasimoto transformation [15], it is
equivalent to a complex-valued cubic Schro¨dinger equation which is completely integrable. Thus it
admits soliton solutions and has very rich structure.
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General SMCF naturally arises in higher dimensional hydrodynamics. A singular vortex in a
fluid is called a vortex membrane if it is supported on a codimension two subset. The law of locally
induced motion of a vortex membrane can by deduced from the Euler equation by applying the
Biot-Savart formula. In 2012, Shashikanth [33] first investigated the motion of a vortex membrane
in R4 and showed that it is governed by the two dimensional SMCF. Khesin [21] generalized this
conclusion to any dimensional vortex membranes in Euclidean spaces and gave the formal definition
of the SMCF which we apply here.
The SMCF also emerges in the study of asymptotic dynamics of vortices in the context of
superfluidity and superconductivity. Here the model is usually given by a PDE of a complex field
and the vortices are just zero sets of the solutions. For example, for the Ginzburg-Landau heat
flow, it was shown that asymptotically the energy concentrates on the codimension two vortices
which moves along the mean curvature flow [26, 19, 3, 20]. Similar phenomena are observed for
wave and Schro¨dinger type PDEs. In particular, for the Gross-Pitaevskii equation which models
the wave function associated with a Bose-Einstein condensate, physics evidences indicate that the
vortices would evolve along the SMCF. This was first verified by Lin [29] for the vortex filaments in
three space dimensions. For higher dimensions, Jerrard [17] proved this conjecture when the initial
singular set is a codimension two sphere with multiplicity one in 2002. It is worth mentioning that
he also proposed a notion of weak solution to the SMCF.
Besides its physical significance, the SMCF is a rather canonical geometric flow for codimension
two submanifolds which can be viewed as the Schro¨dinger-type counterpart of the well-known
mean curvature flow(MCF). In fact, the SMCF has a notable Hamiltonian structure and is volume
preserving. The infinite dimensional space of codimension two immersions of a Riemannian manifold
admits a generalized Marsden-Weinstein symplectic structure [30], and the SMCF turns out to be
the Hamiltonian flow of the volume functional on this space. This fact was first noted by Haller
and Vizman [12] where they studied the non-linear Grassmannians. For completeness, we include
a detailed explanation in Section 2.1 below.
The SMCF is also related to another important Hamiltonian flow, namely, the Schro¨dinger
flow [8, 39, 7]. The Schro¨dinger flow stems from the study of ferromagnetism and is the Hamiltonian
flow of the energy functional defined on the space of maps from a Riemannian manifold to a
symplectic manifold. It is well-known that, if a curve satisfies the VFE (1.2), then its Gauss map
satisfies the one dimensional Schro¨dinger flow on the standard sphere. In fact, this relation also
holds true for higher dimensions. In [35], it is shown that the Gauss map of an n dimensional SMCF
in Rn+2, which maps from the submanifold to the Grassmannian G(n, n + 2) (which is Ka¨hler),
satisfies a Schro¨dinger flow equation. However, different from the one dimensional case, the metric
of the underlying manifold of the Schro¨dinger flow is evolving along the SMCF for n ≥ 2.
Despite of these various sources of interest, little is known about the SMCF except the one
dimensional case, i.e. classical VFE. There is a vast body of literatures on the VFE and its dynamics
are well-understood. For example, the global well-posedness of the VFE is obtained in [32] by
method of regularization and recently in [18] in a different framework. As a natural generalization
of the VFE in both higher dimensions and Riemannian geometry, the SMCF has drawn more and
more attention in recent years. Gomez proved the global existence of one dimensional SMCF in a
general three dimensional Riemannian manifold in his thesis [11], which also contains some partial
results on the Hasimoto transformation of two dimensional SMCF. As far as we know, Lin and his
collaborators has an undergoing project on the energy conserved motion [27, 28], which includes
the SMCF of surfaces in R4. The SMCF is also independently proposed under the name of star
mean curvature flow by Terng [38]. However, basic issues like local well-posedness of the general
SMCF is still open.
The current paper takes a first step towards the research of higher dimensional SMCF. We explore
the basic properties of general SMCF and show the local existence of two dimensional SMCF of
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compact surfaces in the Euclidean space R4. The uniqueness of SMCF will be addressed in another
sequel.
Now let’s state our main results and explain the difficulties in the proof. Suppose Σ is a two
dimensional oriented compact surface and F0 is a smooth immersion from Σ to R
4. We consider
the initial value problem
(1.3)


∂F
∂t
= J(F )H(F ),
F (0, ·) = F0.
LetA0 denote the second fundamental form of the immersed surface F0(Σ), we can define a Sobolev-
type norm ‖A0‖H2,2 by the induced metric and normal connection(see (3.20) for details). Our main
result is
Theorem 1.1. Suppose Σ is a two dimensional oriented compact surface. For any smooth immer-
sion F0 : Σ → R4, the SMCF (1.3) admits a smooth local solution F ∈ C∞([0, T ) × Σ), where the
time T only depends on ‖A0‖H2,2 and the volume of F0(Σ).
Remark 1.2. The existence result actually holds for less smooth initial data, e.g. for W 4,2loc -
immersions with H2,2-bounded second fundamental forms. Recall that the optimal well-posedness
result of the Schro¨dinger flow from 2 dimensional manifolds is established in the W 3,2 Sobolev
space [9, 31]. Since the Gauss map of a solution to the SMCF satisfies a Schro¨dinger flow with
varying metric [35], the requirement ofW 4,2-regularity of the initial data for the SMCF is consistent.
Remark 1.3. With our method, it is not hard to show that same results hold for a general 4
dimensional ambient Riemannian manifold with bounded geometry. However, Theorem 1.4 below
and hence same strategy fails for SMCF of submanifolds of dimension larger than two.
The above result might seem standard when compared to the well-posedness of MCF. However,
due to the skew-symmetric operator J , the SMCF is a (degenerate) Schro¨dinger type system which
has a totally different character from parabolic equations from the perspective of PDEs. Generally,
there is no standard theory of existence of solutions and the DeTurck trick does not apply. One
approach to obtain existence results of Schro¨dinger type systems is to use a parabolic approximation,
which proved to be successful in the study of the Schro¨dinger flow [9] and other kind of Hamiltonian
flows [36]. Here we adopt the same strategy.
More precisely, we consider the perturbed system for a small real number ε > 0
(1.4)


∂F
∂t
= JH+ εH,
F (0, ·) = F0.
The system (1.4) is weakly parabolic and behaves similar as the MCF. By applying the DeTurck
trick and standard parabolic theories, it is easy to find that (1.4) admits a local solution Fε on
some time interval [0, Tε) for every ε > 0. Next we need to show that Fε converges to a solution of
the original SMCF (1.3) as ε → 0. Thus the problem is reduced to deriving uniform estimates of
Fε as well as a lower bound for the lifespan Tε.
To obtain uniform estimates for the perturbed flow, a key ingredient is a Gagliardo-Nirenberg
interpolation inequalities on vector bundles(cf. [9]). However, along the SMCF, since the induced
metric of the underlying manifold is varying , the Sobolev constants can not by chosen uniformly
in general. Our solution is to adopt the interpolation inequality of tensors which is independent
of the metric and proven by Hamilton [13] in the study of Ricci flow. It will be used to derive a
Gronwall type inequality for the Sobolev norms of the second fundamental forms. But this method
relies on a uniform a priori C0-estimate of the second fundamental form. The following uniform
3
C0-estimate of the second fundamental forms of surfaces plays a crucial role in our proof, which
might be of independent interest.
Theorem 1.4. Given positive numbers B and m, there exists a constant C(B,m), depending only
on B and m, such that for any immersed compact surface Σ2 ⊂ R4 satisfying
‖A‖H2,2 ≤ B and |Σ| ≥ m,
there holds
‖A‖C0 ≤ C(B,m).
Remark 1.5. The above theorem actually holds for two dimensional immersed surfaces in any
higher dimensional Euclidean spaces. In order to prove this theorem, we establish a compactness
theorem of surfaces with bounded Sobolev norms of the second fundamental forms, which is a gen-
eralized version of the compactness theorem due to Langer [25]. See Theorem 3.6, Theorem 3.7 and
Remark 3.10 below for details.
Once we have the uniform C0-bound of the second fundamental formAε, we can derive a uniform
bound on the Sobolev norms of Aε on a fixed time interval from the evolution equations. Then
the convergence of Fε and the existence of a solution to the SMCF (1.3) follows from standard
arguments.
The rest of the paper is organized as follows. In Section 2, we show the Hamiltonian structure
and some basic properties of the SMCF. Section 3 is devoted to a compactness theorem for surfaces
and the key Theorem 1.4, which is needed in the proof of our main existence result. In Section 4, we
apply the approximating scheme and study the evolution equations of various geometric quantities
under the perturbed SMCF (1.4). Finally the proof of Theorem 1.1 is finished in Section 4.3.
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2. Preliminaries
2.1. Hamiltonian structure of SMCF. A geometric point of view is to regard the SMCF as
a Hamiltonian flow in an infinite dimensional symplectic manifold. In fact, given a Riemannian
manifold, the space of co-dimension two submanifolds forms an infinite dimensional symplectic
manifold. The induced volume of the submanifolds defines an energy function on the symplectic
manifold and its Hamiltonian flow is exactly the SMCF.
More precisely, suppose Σ is an n dimensional oriented manifold and (M, g¯) is an (n+2) dimen-
sional oriented Riemannian manifold. Let I := Imm(Σ,M )/ ∼ denote the space of smooth immer-
sions from Σ intoM modulo diffeomorphisms of Σ. Obviously, for each immersion F ∈ Imm(Σ,M),
every representative F ◦ φ in its equivalent class [F ] ∈ I have same image Σ := F (Σ) ⊂ M . We
denote the normal bundle of Σ by NΣ and the space of smooth sections of the normal bundle by
Γ(NΣ). Observe that the tangent space of I at [F ] can naturally be identified with Γ(NΣ).
Since Σ is a codimension two submanifold, there is a canonical complex structure J on the normal
bundle NΣ which simply rotate a normal vector positively by π/2 in each normal plane. This gives
a complex structure on T[F ]I = Γ(NΣ) at each [F ] ∈ I and yields a global complex structure J
on I.
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Given a volume form dµ¯ on M , we have a natural symplectic structure Ω on I, which was first
discovered by Marsden and Weinstein [30] for n = 1, defined pointwisely by
Ω|[F ](V,W ) =
∫
Σ
iV ◦ iW dµ¯|Σ
for any V,W ∈ T[F ]I. Thus we get an infinite dimensional symplectic manifold (I,Ω).
When there is a Riemannian metric g¯ on M , we may also define an induced metric G on I by
G|[F ](V,W ) =
∫
Σ
g¯(V,W )dµ,
where dµ is the induced volume form on Σ.
More importantly, the symplectic structure Ω, the metric G and the complex structure J are
compatible, i.e.
Ω|[F ](V,W ) = G|[F ](V, JW ).
Now the volume of Σ defines a functional on I by
V ([F ]) := vol(Σ).
It is well-known that the mean curvature is the gradient vector field of V in this setting. Using the
complex structure J , we can define the corresponding Hamiltonian flow by
d
dt
[F ] = JH.
which is equivalent to (
d
dt
F
)⊥
= JH,
where ⊥ denotes the projection to the normal bundle. Thus the SMCF is just the Hamiltonian
flow of the volume function V in the symplectic manifold (I,Ω,J ).
2.2. The principal symbol of SMCF. Although the SMCF and the well-known MCF only
differs by the complex structure J , the behaviour of SMCF is totally different from that of MCF.
In fact, the SMCF is no longer a (degenerate) parabolic-type equation, but a Schro¨dinger -type
equation since J is skew-symmetric. Here we compute the principal symbol of SMCF in Euclidean
space to illustrate the Schro¨dinger nature of SMCF. The general case is essentially the same.
For an immersion F : Σ→ Rn+2, we have
∆gF = H,
where ∆g is the Laplace operator on Σ of the induced metric g. By definition, in local coordinates,
the induced metric is given by
gij =
〈
∂F
∂xi
,
∂F
∂xj
〉
.
Here, 〈·, ·〉 is the inner product in Rn+2. Suppose the standard coordinate on Rn+2 is given by
{yα}n+2α=1. Let (gij) be the inverse matrix of (gij). Then the Christoffel symbol of the induced
metric is
Γkij =
1
2
gkl
{
∂gil
∂xj
+
∂gjl
∂xi
− ∂gij
∂xl
}
= gkl
∂2F β
∂xi∂xj
∂F β
∂xl
.
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Thus we have
∆gF
α = gij
(
∂2Fα
∂xi∂xj
− Γkij
∂Fα
∂xk
)
= gij
(
∂2Fα
∂xi∂xj
− gkl ∂
2F β
∂xi∂xj
∂F β
∂xl
∂Fα
∂xk
)
.(2.1)
On the other hand, the complex structure only involves the first order terms of F . In fact, by
embedding the Grassmannian manifold in the exterior product space ΛnRn+2(see for example [35]),
we can write the Gauss map of F by
ρ(F ) =
(
∂F
∂x1
∧ · · · ∧ ∂F
∂xn
)/∣∣∣ ∂F
∂x1
∧ · · · ∧ ∂F
∂xn
∣∣∣.
Then for any normal vector field V on F (Σ), the action of J can be defined by
JV = ∗(ρ(F ) ∧ V ),
where ∗ : Λn+1Rn+2 → Λ1Rn+2 = Rn+2 is the canonical star operator in Rn+2.
From above discussions, we see that the SMCF (1.1) is a quasi-linear system. Denote P (F ) =
JH = J∆gF . The linearization operator of P at F is given by
D(P )(F )G = Jgij
(
∂2G
∂xi∂xj
− gkl
〈
∂2G
∂xi∂xj
,
∂F
∂xl
〉
∂F
∂xk
)
+ first order terms.
The principal symbol is
σ(D(P ))(x, ξ)G = Jgij
(
ξiξjG− gkl
〈
G,
∂F
∂xl
〉
ξiξj
∂F
∂xk
)
= |ξ|2J
(
G− gkl
〈
G,
∂F
∂xl
〉
∂F
∂xk
)
= |ξ|2J(G−G⊤) = |ξ|2JG⊥,(2.2)
where G is an any vector in Rn+2, G⊤ and G⊥ are the tangent part and the normal part of G on
Σ. Then we have
〈σ(D(P ))(x, ξ)G,G〉 =
〈
|ξ|2JG⊥, G
〉
= |ξ|2
〈
JG⊥, G⊥
〉
= 0.
Here we used the fact that J is an isomorphism on the normal bundle. Thus the principal symbol
of P is skew-symmetric. In particular, the SMCF is a (degenerate) Schro¨dinger type non-linear
partial differential equation.
2.3. Basic properties of SMCF. In this subsection we show two basic properties of SMCF. Note
that these properties hold in arbitrary ambient Riemannian manifold (M, g¯).
Suppose F : I × Σ → M is a solution to the SMCF (1.1). Denote the inner product induced
by g¯ by 〈·, ·〉 and the corresponding Levi-Civita connection on M by ∇. For each t ∈ I, there is
an induced metric g = g(t) and volume form dµ = dµ(t) on the surface Σ. The most important
property of the SMCF is the following lemma.
Lemma 2.1. The induced volume form is preserved under the SMCF. In particular, for a compact
manifold, the volume is preserved under the SMCF.
Proof. We prove it point-wisely so that we can take normal coordinates near a point x ∈ Σ. The
induced metric g is given by
gij =
〈
∂F
∂xi
,
∂F
∂xj
〉
.
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Since
〈
∂F
∂t
, ∂F
∂xj
〉
= 0, it follows that
∂
∂t
gij =
〈
∇i∂F
∂t
,
∂F
∂xj
〉
+
〈
∂F
∂xi
,∇j ∂F
∂t
〉
= −2
〈
∂F
∂t
,∇i ∂F
∂xj
〉
= −2 〈JH,A(ei, ej)〉 .
Consequently, we have
∂
∂t
dµ =
1
2
gkl
∂
∂t
gkldµ = −〈JH,H〉 dµ = 0.
This shows that the volume form dµ, and hence the volume Vol(Σ) :=
∫
Σ dµ is preserved under the
SMCF. 
Since the metric on an one dimensional manifold is completely decided by its volume form, we
have
Lemma 2.2. The induced metric is preserved under the 1 dimensional SMCF.
Usually along the SMCF, when we talk about the evolution of geometric quantities, e.g. the
metric, we first fix a time t ∈ I and pull back everything induced from the ambient manifold to the
base manifold Σ. Then we let t vary and derive the equation of a time-dependent quantity on Σ.
On the other hand, it is also convenient to consider the whole pull-back bundle F ∗TM which
is defined over the product space I × Σ. This bundle splits in an obvious way into the ”spacial”
subbundle H and the normal subbundle N such that, for each time t ∈ I, the restriction of H on
{t} ×Σ is the tangent bundle F ∗TΣt and the restriction of N is the normal bundle F ∗NΣt, where
Σt = F (t,Σ). Moreover, by pulling back the ambient metric g¯ and connection ∇¯ on M¯ , there
are naturally induced metrics gH, gN and connections ∇H,∇N defined on the bundles H and N ,
respectively. It is easy to see that the connections are both compatible with corresponding metrics,
i.e.
∇HgH = ∇N gN = 0.
For a detailed discussion on the structure of bundles of a time-depend immersion, we refer to
Chapter 2 of Baker’s thesis [2]. In the following, we will simply denote the normal connection ∇N
by ∇.
Now we regard the complex structure J as a tensor defined on the normal bundle N . The next
lemma is crucial for the calculations of evolution equations of SMCF.
Lemma 2.3. The complex structure is parallel w.r.t. the normal connection, i.e. ∇J = 0.
Proof. It suffices to show that for any locally supported unit normal vector field V in the normal
bundle, we have
J∇V = ∇JV,
where ∇ is the induced connection in the normal bundle. Set W = JV so that V = −JW, then
{V,W} forms a local orthonormal frame. Therefore, for any tangential vector field X ∈ T (I ×Σ),
we have
J∇XV = J(∇XV)⊥
= J
(〈∇XV,V〉V+ 〈∇XV,W〉W)
= − 〈∇XV,W〉V,
and
∇X(JV) = ∇XW = (∇XW)⊥
=
〈∇XW,V〉V+ 〈∇XW,W〉W
= − 〈∇XV,W〉V.
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This proves the lemma. 
In particular, Lemma 2.3 shows that the complex structure is parallel along the time direction,
i.e. ∇tJ = 0.
3. Estimate of the Second Fundamental Form
3.1. Estimates for graphs. In this section, we consider a graph in (n+m)-dimensional Euclidean
space defined on an n-dimensional domain and derive some basic estimates of the second funda-
mental form. The constants emerging in the calculations may depend on the dimensions, but we
will not emphasize it since n and m are always fixed in the application.
Let u : Ω ⊂ Rn → Rm be a smooth function, where Ω is a bounded domain on Rn. Let
Σ := Graph(u) denote the graph of u, which can be represented by a map F : Ω→ Rn+m given by
F (x1, · · · , xn) := (x1, · · · , xn, u1(x1, · · · , xn), · · · , um(x1, · · · , xn)).
Here and in the sequel, we will always use 〈·, ·〉 to denote various standard inner products on Rn,
R
m and Rn+m without confusions. We will also use | · | and | · |g to denote the standard Euclidean
metric and the induced metric on Σ, respectively. Moreover, let’s agree on the following index
ranges
1 ≤ i, j, k, l ≤ n, 1 ≤ α, β, γ ≤ m.
Denote the partial derivative of u by Diu := Dxiu. It is easy to see that a basis of the tangent
space TΣ of Σ can be given by
(3.1) ei =
∂F
∂xi
= (0, · · · , 0, 1︸︷︷︸
i
, 0, · · · , 0,Diu),
while a basis of the normal space NΣ of Σ can be given by
να = (−Duα, 0, · · · , 0, 1︸︷︷︸
n+α
, 0, · · · , 0).
By (3.1), the induced metric on TΣ is given by
(3.2) gij = 〈ei, ej〉 = δij + 〈Diu,Dju〉 .
Similarly, the induced metric on NΣ is given by
(3.3) gαβ = 〈να, νβ〉 = δαβ + 〈Duα,Duβ〉 .
Let (gij) and (gαβ) denote the inverse of (gij) and (gαβ), respectively. Since
∂2F
∂xi∂xj
=
(
0, · · · , 0, ∂
2u1
∂xi∂xj
, · · · , ∂
2um
∂xi∂xj
)
= (0,D2iju),
the second fundamental form of Σ is given by
A(ei, ej) =
(
∂2F
∂xi∂xj
)⊥
= gαβ
〈
∂2F
∂xi∂xj
, νβ
〉
να = g
γβ ∂
2uβ
∂xi∂xj
νγ ,
and the component of the second fundamental form is
(3.4) hαij = 〈A(ei, ej), να〉 = ∂
2uα
∂xi∂xj
.
From (3.2), we can easily see that the eigenvalues {λi}1≤i≤n of (gij) satisfy
(3.5) 1 ≤ λi ≤ 1 + |Du|2.
Similarly, the eigenvalues {µα}1≤α≤m of (gαβ) satisfy
1 ≤ µα ≤ 1 + |Du|2.
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Therefore, the eigenvalues of (gij) and (gαβ) can be bounded by
(3.6)
1
1 + |Du|2 ≤ λ
−1
i ≤ 1,
1
1 + |Du|2 ≤ µ
−1
α ≤ 1.
Since
|A|2g = gikgjlgαβhαijhβkl = gikgjlgαβ
∂2uα
∂xi∂xj
∂2uβ
∂xk∂xl
,
it follows easily from (3.6) that
Lemma 3.1.
(3.7) |A|2g ≤ |D2u|2 ≤ (1 + |Du|2)3|A|2g.
Next, in order to estimate the derivatives of A, we need to compute the Christoffel symbols
associated to the connection. Denote the Levi-Civita connection on Rn+m by ∇ and the induced
connection on Σ by ∇ respectively. The induced connection ∇ applies to A and naturally extends
to tensor fields in NΣ⊗ (T ∗Σ)k, k ∈ N. By definition, the Christoffel symbols are given by
∇eiej = (∇eiej)T = Γkijek, ∇eiνα = (∇eiνα)⊥ = Γβiανβ.
Since
(∇eiej)T =
(
∂2F
∂xi∂xj
)T
= gkl
〈
∂2F
∂xi∂xj
, el
〉
ek = g
kl 〈Diju,Dlu〉 ek,
we have
(3.8) Γkij = g
kl 〈Diju,Dlu〉 = gkl ∂
2uα
∂xi∂xj
∂uα
∂xl
.
Similarly, since
(∇eiνα)⊥ =
(
∂
∂xi
να
)⊥
=
(
− ∂
2uα
∂xi∂x1
, · · · ,− ∂
2uα
∂xi∂xn
, 0, · · · , 0
)⊥
= gβγ
〈(
− ∂
2uα
∂xi∂x1
, · · · ,− ∂
2uα
∂xi∂xn
, 0, · · · , 0
)
, νγ
〉
νβ
= gβγ
∂2uα
∂xi∂xk
∂uγ
∂xk
νβ,
we have
(3.9) Γβiα = g
βγ ∂
2uα
∂xi∂xk
∂uγ
∂xk
.
By fixing the chosen frame, we may regard Γ as a vector field in some Euclidean space with
components given by all Γkij and Γ
β
iα. Or equivalently, we may introduce a standard metric such
that the basis {ei}ni=1 and {να}2α=1 are orthonormal. Similarly, we can also treat A, u, g and their
derivatives as vectors in (probably different dimensional) Euclidean spaces. Then we still use | · |
to denote their norms w.r.t. the standard metric in corresponding Euclidean spaces. Moreover, we
can simply write (3.4) as A = D2u and rewrite (3.8) and (3.9) as
(3.10) Γ = D2u ∗Du ∗ g−1,
where ∗ denotes multiple linear combinations of components of the vectors. It follows from (3.6)
that
(3.11) |Γ| ≤ C|D2u| · |Du|.
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Lemma 3.2. There exists a constant C such that
|∇A|g ≤ |D3u|+C|Du||D2u|2,
and
|D3u| ≤ (1 + |Du|2)2|∇A|g + C|Du||D2u|2.
Proof. By definition, we have
(3.12) |∇A|2g = hαij,khβpq,lgipgjqgklgαβ ,
where hαij,k stands for the k-th covariant derivative of hαij , i.e.
hαij,k =
∂hαij
∂xk
+ Γlkihαlj + Γ
l
kjhαil + Γ
β
kαhβij .
Using our convention, we may simply write
(3.13) ∇A = DA+ Γ ∗A = D3u+ Γ ∗D2u.
By (3.12) and (3.6), we have
|∇A|g ≤ |∇A| ≤ |D3u|+ C|Γ| · |D2u|,
and
|∇A|g ≥ 1
(1 + |Du|2)2 |∇A| ≥
1
(1 + |Du|2)2 (|D
3u| − C|Γ| · |D2u|).
Then the lemma follows from (3.11) and Lemma 3.1 easily. 
In order to compute higher order derivatives, we first note that from (3.2),
∂gij
∂xk
=
∂2uα
∂xk∂xi
∂uα
∂xj
+
∂2uα
∂xk∂xj
∂uα
∂xi
,
which implies
∂gij
∂xk
= −gipgjq
(
∂2uα
∂xk∂xp
∂uα
∂xq
+
∂2uα
∂xk∂xq
∂uα
∂xp
)
.
Similarly, from (3.3), we have
∂gαβ
∂xk
=
∂2uα
∂xk∂xi
∂uβ
∂xi
+
∂2uβ
∂xk∂xi
∂uα
∂xi
,
which implies
∂gαβ
∂xk
= −gαγgβδ
(
∂2uγ
∂xk∂xi
∂uδ
∂xi
+
∂2uδ
∂xk∂xi
∂uγ
∂xi
)
.
Equivalently, we may write
(3.14) Dg−1 = D2u ∗Du ∗ g−1 ∗ g−1.
Lemma 3.3. There exists a polynomial Pk depending on k, such that
(3.15) |∇kA|g ≤ |Dk+2u|+ Pk(|Du|)
∑
|Dj1+1u| · · · |Djs+1u|
and
(3.16) |Dk+2u| ≤ (1 + |Du|2)k+32 |∇kA|g + Pk(|Du|)
∑
|Dj1+1u| · · · |Djs+1u|,
where and the summations are taken over all indices (j1, · · · , js) satisfying
(3.17) j1 ≥ j2 · · · ≥ js, k ≥ ji ≥ 1, j1 + j2 + · · · js = k + 1.
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Proof. We prove the lemma by induction. The case k = 0 and k = 1 has already been proved in
Lemma 3.1 and Lemma 3.2 respectively. For k ≥ 2, first note that
|∇kA|2g = gαβgp1q1gp2q2gi1j1 · · · gikjkhαp1p2,i1···ikhβq1q2,j1···jk .
From (3.6), we see that
(3.18) |∇kA|g ≤ |∇kA| ≤ (1 + |Du|2)
k+3
2 |∇kA|g.
Since
(3.19) ∇kA = D∇k−1A+ Γ ∗ ∇k−1A.
Using (3.13) and (3.19), we can verify by induction that
∇kA = Dk+2u+ P˜k(g−1,Du,D2u, · · · ,Dk+1u).
where P˜k are multiple linear form given by
P˜k = g
−1 ∗ · · · g−1︸ ︷︷ ︸
k
∗Du ∗ · · ·Du︸ ︷︷ ︸
k
∗
∑
Dj1+1u ∗ · · · ∗Djs+1u
with the summation taken over indices satisfying (3.17). Therefore, there exists a polynomial Pk
depending only on k, such that
|P˜k| ≤ Pk(|Du|)
∑
|Dj1+1u| · · · |Djs+1u|.
Now (3.15) and (3.16) follows from (3.18). 
Next we suppose that the function u is defined on a disk Dr ⊂ Rn centered at the origin with
radius r > 0. By (3.4), we may identify A with D2u. For any non-negative integer k and positive
number p, there is a usual Sobolev norm of the Hessian D2u given by
‖D2u‖W k,p =
(∫
Dr
k∑
l=0
|DlD2u|pdx
) 1
p
.
On the other hand, we can define a Sobolev-type norm of A by
(3.20) ‖A‖Hk,p =
(∫
Σ
k∑
l=0
|∇lA|pgdµ
) 1
p
.
In particular, we have ‖A‖Lp := ‖A‖H0,p .
The next lemma shows that if |Du| is bounded, then the Sobolev norms of A can be bounded
by the usual Sobolev norms of the Hessian D2u. The proof of the lemma follows closely that of
Lemma 2.2 in [9].
Lemma 3.4. Let r > 0, α > 0 be positive numbers. Suppose Σ is a smooth graph represented by
u : Dr ⊂ Rn → Rm with |Du| ≤ α, then for any k ≥ 0,
(3.21) ‖A‖Hk,2 ≤ C
k+1∑
s=1
‖D2u‖sW k,2 ,
where the constant C depends on r, α and k.
Proof. For convenience, set σ := D2u. Then the inequality (3.15) can be written as
|∇kA|g ≤ |Dkσ|+ Pk(|Du|)
∑
|Dj1−1σ| · · · |Djs−1σ|,
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where the summation is taken over all indices satisfying (3.17). Since |Du| ≤ α, we may integrate
to get
(3.22) ‖∇kA‖L2 ≤ ‖Dkσ‖L2 + C
∑∥∥|Dj1−1σ| · · · |Djs−1σ|∥∥
L2
,
where C depends on k and α. For the second term in the last inequality, we may apply Ho¨lder’s
inequality to get
(3.23)
∥∥|Dj1−1σ| · · · |Djs−1σ|∥∥
L2
≤ ‖Dj1−1σ‖Lq1 · · · ‖Djs−1σ‖Lqs ,
where the numbers q1, · · · qs satisfies
1
q1
+ · · · + 1
qs
=
1
2
.
We claim that the numbers qi can be chosen such that there exists
ji−1
k
≤ ai ≤ 1 satisfying the
equality
(3.24)
1
qi
=
ji − 1
n
+ ai(
1
2
− k
n
) + (1− ai)1
2
.
If the claim is true, then we can apply the Gagliardo-Nirenberg interpolation inequality(see for
example [10], page 27, Theorem 10.1) to σ to get
(3.25) ‖Dji−1σ‖Lqi ≤ C‖σ‖aiW k,2‖σ‖1−aiL2 ≤ C‖σ‖W k,2
where the constant C depends on r, k, ji and qi. Combining (3.22), (3.23) and (3.25), we see that
(3.21) follows easily.
The proof of the above claim is a direct calculation and we refer to [9], page 1452. 
3.2. Compactness results for surfaces. Now we restrict ourselves to the case of codimension
two surfaces in R4, i.e. the case n = m = 2. We first show that in this case, the inverse of
Lemma 3.4 is also correct. Namely, if in addition |D2u| is bounded, then the Sobolev norms of A
and D2u are equivalent.
Lemma 3.5. Let r > 0, α > 0, β > 0 be positive numbers. Suppose Σ is a smooth graph represented
by u : Dr ⊂ R2 → Rm with |Du| ≤ α and |D2u| ≤ β, then for any k ≥ 0,
(3.26) ‖D2u‖W k,2 ≤ C
k∑
s=1
‖A‖sHk,2 ,
where the constant C depends on r, α, β and k.
Proof. We will prove (3.26) by induction. As before, we set σ := D2u.
The case k = 0 follows directly from (3.5) and (3.7), i.e.,
(3.27) ‖σ‖L2 ≤ C0‖A‖L2 .
By our assumption and Lemma 3.2, we have
|Dσ| ≤ C(|∇A|g + |A|g).
Thus the case k = 1 also holds true.
Now assume by induction that (3.26) holds for any k ≥ 1. To prove the lemma, it suffices to
estimate ‖Dk+1σ‖L2 in terms of ‖A‖Hk+1,2 .
Recall that by (3.16), we have
(3.28) ‖Dk+1σ‖L2 ≤ C‖∇k+1A‖L2 + C
∑∥∥|Dj1−1σ| · · · |Djs−1σ|∥∥
L2
,
where the summations are taken over all indices (j1, · · · , js) satisfying
(3.29) j1 ≥ j2 · · · ≥ js, k + 1 ≥ ji ≥ 1, j1 + j2 + · · · js = k + 2.
12
To estimate the second term in the right hand side of (3.28), we consider two cases:
Case 1: j1 = k + 1: In this case, by (3.29), it obvious that s = 2 and j2 = 1. Then the term is
simply bounded by ∥∥∥|Dkσ| · |σ|∥∥∥
L2
≤ ‖σ‖L∞‖Dkσ‖L2 ≤ βC
γk∑
s=1
‖A‖s
Hk,2
,
where the last inequality used the induction assumption.
Case 2: j1 < k + 1: In this case, by (3.29), we have 1 ≤ ji ≤ k for any 1 ≤ i ≤ s. Applying
Ho¨lder’s inequality, we get
(3.30)
∥∥|Dj1−1σ| · · · |Djs−1σ|∥∥
L2
≤ ‖Dj1−1σ‖Lq1 · · · ‖Djs−1σ‖Lqs ,
where the numbers q1, · · · qs ∈ [2,∞] satisfies
(3.31)
1
q1
+ · · · + 1
qs
=
1
2
.
Then we can find number ai decided by the following equality
(3.32)
1
qi
=
ji − 1
2
+ ai(
1
2
− k
2
) + (1− ai)1
2
=
ji − kai
2
.
Since 2 ≤ qi ≤ +∞, one can easily verify that ji−1k ≤ ai ≤ 1. Therefore, we may apply the
Gagliardo-Nirenberg interpolation inequality to get
(3.33) ‖Dji−1σ‖Lqi ≤ C‖σ‖aiW k,2‖σ‖1−aiL2
where the constant C depends on r, k, ji and qi. Putting (3.33) into (3.30) yields∥∥|Dj1−1σ| · · · |Djs−1σ|∥∥
L2
≤ C‖σ‖
∑
i ai
W k,2
‖σ‖
∑
i(1−ai)
L2
.
By (3.31) and (3.32), it is easy to see that∑
i
ai = 1 +
1
k
,
∑
i
(1− ai) = s− 1− 1
k
.
Since 2 ≤ s ≤ k + 2, it follows
(3.34)
∑∥∥|Dj1−1σ| · · · |Djs−1σ|∥∥
L2
≤ C‖σ‖1+
1
k
W k,2
‖σ‖s−1−
1
k
L2
.
Combining (3.28) and (3.34), and noting that
‖σ‖L2 ≤ ‖σ‖L∞ |Dr|
1
2 ≤ β√πr,
we get
‖Dk+1σ‖L2 ≤ C‖∇k+1A‖L2 + C‖σ‖1+
1
k
W k,2
.
Using the induction assumption, we conclude that (3.26) holds for k+1 and the lemma follows. 
Then following Langer [25], we can prove the following compactness theorem.
Theorem 3.6. Given a compact two dimensional surface Σ, an integer k ≥ 1 and constants
β,A,V > 0, let M be the set of immersions F : Σ → R4 satisfying ‖A‖L∞ ≤ β, ‖A‖Hk,2 ≤ A,
Vol(Σ) ≤ V and 0 ∈ F (Σ). Then for any sequence Fi in M, there exists a sequence of diffeomor-
phisms φi on Σ, such that Fi◦φi sub-converges in W k+2,2 weakly and Ck,α strongly to an immersion
F∞ ∈ M, where 0 < α < 1.
There is also a localized version of the above theorem which is useful in blow-up analysis.
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Theorem 3.7. Given a compact two dimensional surface Σ, an integer k ≥ 1 and constants
β,A,V(R) > 0 where V(R) depends on R, let Fi : Σ → R4 be a sequence of immersions satisfying
‖A(Fi)‖L∞ ≤ β, ‖A(Fi)‖Hk,2 ≤ A, 0 ∈ Fi(Σ) and
Vol(Σi(R)) ≤ V(R)
where Σi(R) = Σi ∩ B(R) is the portion of the immersed surface Σi := Fi(Σ) bounded in the
Euclidean ball of radius R. Then there exists a surface Σ˜ without boundary, an immersion F∞ :
Σ˜→ R4 and a sequence of diffeomorphisms φi, such that Fi ◦φi sub-converges to F on any compact
subset of Σ˜ in W k+2,2 weakly and Ck,α strongly, where 0 < α < 1. Here φi : Ui → F−1i (Σi(R)) are
defined on open sets Ui ⊂ Σ˜ where Ui ⊂⊂ Ui+1 and Σ˜ = ∪∞i=1Ui.
For simplicity, we say that Fi converges to F∞ weakly in W
k+2,2-topology and strongly in Ck,α-
topology to F∞ in Theorem 3.6, and Fi converges locally to F∞ in the same topology in Theorem 3.7,
respectively.
To prove the above theorems, we follow the idea of Langer [25] and give an outline. Since the
second fundamental forms has uniform upper bounds, there exists a uniform pair of number r > 0
and α > 0, such that each Σi is a (r, α)-immersion. Namely, for any point y ∈ Σi, there is a
neighborhood of y which can be represented by a graph u : Dr → R2 such that |Du| < α. Then
the surfaces can be each represented by a graph system where the graphs is defined on the disc
Dr. Moreover, the number of graphs in each system is finite since we have uniform bounds on the
volume. On each disk Dr, we can apply Lemma 3.5 to find that u has uniformly bounded W
k+2,2-
norms in terms of ‖A‖Hk,2 . Therefore, the graphs converge weakly in W k+2,2(Dr) and strongly in
Ck,α(Dr). It follows that the graph systems converges by passing to subsequences. Finally, we may
construct a sequence of diffeomorphisms on the surface such that the immersions composed with
the diffeomorphisms converges in the desired spaces. Here we omit the details and refer the readers
to [25] and Breuning’s paper [4].
3.3. Uniform estimate for second fundamental form. Recall that in [9], Ding and Wang
generalized the classical Gagliardo-Nirenberg interpolation inequality to sections of vector bundles.
In particular, if we regard the second fundamental form A as a section of the bundle T ∗Σ⊗T ∗Σ⊗
NΣ, then it follows from [9] that an interpolation inequality holds for A. However, if the metric of
the underlying manifold is varying, which is the case of SMCF, the Sobolev constant will vary.
Here we use blow up techniques to establish a uniform embedding theorem for A, i.e. Theo-
rem 1.4, which will play a crucial role in the proof of our main theorem 1.1. The blow up techniques
applied here is analogous to the one used in the study of Willmore flow, see for example [24, 22].
From now on, we simply denote the induced volume of Σ by |Σ| := Vol(Σ). First we quote the
following version of Simon’s inequality (see (1.3) in [34] or Lemma 4.1 in [24]).
Lemma 3.8. Suppose F : Σ→ Rn is a compact immersed surface. Then for any 0 < R <∞ and
Σ(R) = F (Σ) ∩B(R), one has
|Σ(R)|
R2
≤ C
∫
Σ
|H|2dµ.
Now we can prove the key estimate (Theorem 1.4).
Theorem 3.9. Given positive numbers B and m, there exists a constant C(B,m) such that for
any immersed compact surface Σ2 ⊂ R4 satisfying
‖A‖H2,2 ≤ B and |Σ| ≥ m,
there holds
‖A‖C0 ≤ C(B,m).
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Proof. We argue by contradiction and apply a blowing-up technique following Section 4 of [24].
Suppose the theorem is false. Then there exists a sequence of compact surfaces Σk ⊂ R4 with
‖Ak‖W 2,2 ≤ B and |Σk| ≥ m such that limk→∞ ‖Ak‖C0 = +∞. We are going to show that this is
impossible by using blow-up analysis.
Since Σk is compact, ‖Ak‖C0 is attained at some point yk ∈ Σk such that
|Ak(yk)| = max
y∈Σk
|Ak(y)|.
Denote rk := 1/|Ak(yk)|. Then limk→∞ rk = 0. Thus we can define a sequence of rescaled surfaces
Σ′k =
Σk−yk
rk
. Denote the corresponding second fundamental form by A′k. Let gk and g
′
k be the
induced metric on Σk and Σ
′
k respectively. By rescaling properties, we have
(3.35) |A′k|g′k = rk|Ak|gk ≤ rk|Ak(yk)|gk = 1.
Moreover,
(3.36) ‖A′k‖L2,g′k = ‖Ak‖L2,gk
and
(3.37) ‖∇g′
k
A′k‖L2,g′k = rk‖∇gkAk‖L2,gk .
Then one can verify that the sequence of rescaled surfaces Σ′k satisfies all the requirements of
Theorem 3.7. In particular, the local volume bound follows from Lemma 3.8. Consequently there
exists a subsequence of the surfaces, which we still denote by Σ′k, such that Σ
′
k converges locally to
a complete surface Σ0 weakly in W
4,2 and strongly in C2,α.
Let A0 and g0 denote the second fundamental form and induced metric of the limit surface Σ0
respectively. Note that A0 ∈ Cα is continuous. It follows from (3.35) that
(3.38) ‖A0‖C0,g0 = lim
k→∞
rk|Ak(yk)|gk = 1.
Moreover, by (3.36) and (3.37), we have
(3.39) ‖A0‖L2,g0 = lim
k→∞
‖Ak‖L2,gk ≤ B
and
(3.40) ‖∇g0A0‖L2,g0 = lim
k→∞
rk‖∇gkAk‖L2,gk ≤ limk→∞ rkB = 0.
Note that by Kato’s inequality, we have
|∇g0 |A0|g0 | ≤ |∇g0A0|g0 ,
which together with (3.40) yields∫
Σ0
|∇g0 |A0|g0 |2dµg0 ≤ ‖∇g0A0‖2L2,g0 = 0.
Thus we find∇g0 |A0|g0 = 0 a.e. on Σ0, which implies that |A0|g0 is constant since Σ0 is connnected.
It follows from (3.38) that |A0|g0 ≡ 1.
Now, if Σ∞ is compact, then it has finite volume. Since in this case Σ∞ is the only component
of the limit surface, this contradicts with the assumption of finite lower bound of the volume of
Σk. Otherwise Σ∞ is complete and non-compact, but its mean curvature is bounded in view of
|A0|g0 ≡ 1. Thus Σ∞ has infinite volume (see for example [5]), which contradicts with the finiteness
of ‖A0‖L2,g0. 
Remark 3.10. Obviously, using Theorem 3.9, we can replace the requirement of upper bound
on ‖A‖L∞ with a lower bound on the volume of the surfaces, then the compactness results in
Theorem 3.6 and Theorem 3.7 still holds.
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4. Short Time Existence of SMCF
4.1. The perturbed flow. One goal in this section is to prove the local existence of two dimen-
sional SMCF in Euclidean space R4. But for the moment, let us consider a general approximating
scheme for n dimensional SMCF in Rn+2.
To obtain a local solution to the SMCF (1.3), we will consider the perturbed SMCF (1.4)
(4.1)


∂F
∂t
= JH+ εH,
F (0, ·) = F0,
where ε > 0 is a positive number. The idea is to solve the perturbed SMCF (1.4) and approach
the original SMCF (1.3) by letting ε go to zero.
Similar to the argument in Section 2.2, it is easy to check that the system (4.1) is a degenerate
parabolic system. In fact, if we set Pε(F ) = JH+ εH = J∆ΣF + ε∆ΣF , then the principal symbol
of Pε is
σ(D(Pε))(x, ξ)G = |ξ|2(JG⊥ + εG⊥).
It follows that
〈σ(D(Pε))(x, ξ)G,G〉 =
〈
|ξ|2(JG⊥ + εG⊥), G
〉
= ε|ξ|2|G⊥|2.
This shows that for each fixed ε > 0, the operator Pε is weakly elliptic. The degeneracy of the
equation is caused by the diffeomorphism group of the underlying manifold, just as in the case of
MCF. It is well-know that by applying the DeTurck trick, one can prove the short time existence
of a solution to the MCF. Here we follow the same trick to show the existence of a local solution
of the perturbed SMCF (1.4).
Lemma 4.1. For each ε > 0, the Cauchy problem (1.4) admits a unique smooth solution on the
time interval [0, Tε) for some Tε > 0.
Proof. First, we fix a background symmetric connection Γ¯ on Σ and consider a modified flow
(4.2)
∂F˜
∂t
= J˜H˜+ εH˜+ εdF˜ (V ),
where
V = g˜ij(Γ˜kij − Γ¯kij)
∂
∂xk
is a vector field on Σ, and g˜, Γ˜ are the metric and connection induced by F˜ .
In local coordinates, we have
(H˜+ dF˜ (V ))α = g˜ij
(
∂2F˜α
∂xi∂xj
− Γ¯kij
∂F˜α
∂xk
)
.
If we denote the right hand side of (4.2) by P˜ε(F˜ ), then from the computations in Section 2.2, we
see that the principal symbol of P˜ε is
σ(D(P˜ε))(x, ξ)G = |ξ|2(JG⊥ + εG).
It follows that 〈
σ(D(P˜ε))(x, ξ)G,G
〉
= ε|ξ|2|G|2.
Hence the modified flow (4.2) is strictly parabolic. By standard parabolic theory (see for example
chapter 15 of [37]), we know that for any ε > 0 and smooth initial data, (4.2) admits a unique
smooth local solution F˜ε : Σ× [0, Tε]→ Rn+2.
Next we can solve the ODE
∂φ
∂t
= V
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to get a family of diffeomorphisms φ of Σ which is generated by the vector field V . It is easy to
show that Fε := F˜ε ◦ φ−1 is a solution to the original flow (4.1). 
4.2. Evolution equations. In this subsection, we will calculate the evolution equation of various
geometric quantities for the perturbed SMCF (1.4). Since these calculations are standard as in the
case of MCF, we only provide sketches here. Note that Lemma 2.3 is crucial in the calculations
since we can always commute the normal connection ∇ and the complex structure J .
Choose a local field of orthonormal frames e1, · · · , en, νn+1, νn+2 of Rn+2 along Σt such that
e1, · · · , en are tangent vectors of Σs and νn+1, νn+2 are in the normal bundle over Σt. We will agree
on the following index ranges:
1 ≤ i, j, k, l ≤ n, n+ 1 ≤ α, β, γ ≤ n+ 2, 1 ≤ A,B,C ≤ n+ 2.
We will work on a parallel normal frame {νn+1, νn+2} such that ∇tνα = 0, i.e. 〈∂tνα, νβ〉 = 0.
Since the complex structure J is also parallel by Lemma 2.3, we may assume that Jνn+1 = νn+2,
Jνn+2 = −νn+1 for all time t.
For simplicity, we set
JH+ εH := V = V αeα,
which means
(4.3) V n+1 = εHn+1 −Hn+2, V n+2 = εHn+2 +Hn+1.
Denoting g = (gij) the induced metric on Σ and dµ the induced volume form of g, we have
Lemma 4.2. Along the perturbed SMCF (1.4), we have
(4.4)
∂
∂t
gij = −2 〈JH,A(ei, ej)〉 − 2ε 〈H,A(ei, ej)〉 .
As a consequence, we have
(4.5)
∂
∂t
dµ = −ε|H|2dµ.
Proof. The lemma follows by exactly the same arguments as in the proof of Lemma 2.1. 
Lemma 4.3. Along the perturbed SMCF (1.4), the second fundamental form satisfies
(4.6)
∂
∂t
hn+1ij =ε∆h
n+1
ij −∆hn+2ij + εhn+1im (hβmkhβkj − hβmjHβ)
+ εhn+1mk (h
β
mkh
β
ij − hβkihβmj) + εhβik(hβklhn+1lj − hn+1kl hβlj)
− hn+2im (hβmkhβkj − hβmjHβ)− hn+2mk (hβmkhβij − hβkihβmj)
− hβik(hβklhn+2lj − hn+2kl hβlj)− V βhn+1ik hβjk,
and
(4.7)
∂
∂t
hn+2ij =ε∆h
n+2
ij +∆h
n+1
ij + εh
n+2
im (h
β
mkh
β
kj − hβmjHβ)
+ εhn+2mk (h
β
mkh
β
ij − hβkihβmj) + εhβik(hβklhn+2lj − hn+2kl hβlj)
− hn+1im (hβmkhβkj − hβmjHβ)− hn+1mk (hβmkhβij − hβkihβmj)
− hβik(hβklhn+1lj − hn+1kl hβlj)− V βhn+2ik hβjk.
In particular, we have
(4.8)
∂
∂t
A = ε∆A+ J∆A+A ∗A ∗A.
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Proof. From Lemma 8.3 of [1], we see that
∂
∂t
hn+1ij = −V n+1,ji + V βhn+1ik hβjk + hβij
〈
νβ,∇Vνn+1
〉
,
and
∂
∂t
hn+2ij = −V n+2,ji + V βhn+2ik hβjk + hβij
〈
νβ,∇Vνn+2
〉
.
Since by our choice of the normal frame, we have
∇Vνα = ∇tνα = 0,
both of the last terms in the above two identities will disappear. As for the term V α,ji where V is
given by (4.3), recall the following commutation formula (see for example Page 332 of [40])
∆hαij = H
α
,ij + h
α
im(h
γ
mjH
γ − hγmkhγkj) + hαmk(hγmjhγik − hγmkhγij) + hβik(hβljhαlk − hβlkhαlj).
Then (4.6) and (4.7) follows by direct computation. Furthermore, since
(J∆A)ij = −∆hn+2ij νn+1 +∆hn+1ij νn+2,
(4.8) follows easily from (4.6) and (4.7). 
Lemma 4.4. Along the perturbed SMCF (1.4), we have
(4.9)
∂
∂t
|A|2 = ε∆|A|2 − 2ǫ|∇A|2 + 2 〈J∆A,A〉+A ∗A ∗A ∗A.
In particular, we have
(4.10)
d
dt
∫
Σ
|A|2dµ ≤ −2ǫ
∫
Σ
|∇A|2dµ− ǫ
∫
Σ
|H|2|A|2dµ+ C(n)
∫
Σ
|A|4dµ.
Proof. From (4.4), we see that ∂
∂t
gij = A ∗A, which implies that ∂∂tgij = A ∗A. Therefore, using
(4.8), we compute
∂
∂t
|A|2 = ∂
∂t
(
gikgjlhαijh
α
jl
)
= A ∗A ∗A ∗A+ 2
〈
A,
∂
∂t
A
〉
= 2ε 〈A,∆A〉+ 2 〈J∆A,A〉+A ∗A ∗A ∗A
= ε∆|A|2 − 2ǫ|∇A|2 + 2 〈J∆A,A〉+A ∗A ∗A ∗A.
Furthermore, from (4.9) and (4.5), we have
d
dt
∫
Σ
|A|2dµ =
∫
Σ
(
ε∆|A|2 − 2ǫ|∇A|2 + 2 〈J∆A,A〉+A ∗A ∗A ∗A− ε|H|2|A|2) dµ
=
∫
Σ
(−2ǫ|∇A|2 − 2 〈J∇A,∇A〉+A ∗A ∗A ∗A− ε|H|2|A|2) dµ
=
∫
Σ
(−2ǫ|∇A|2 +A ∗A ∗A ∗A− ε|H|2|A|2) dµ
≤ −2ǫ
∫
Σ
|∇A|2dµ− ǫ
∫
Σ
|H|2|A|2dµ+ C(n)
∫
Σ
|A|4dµ.
Here, we have used Lemma 2.3 and the fact that the complex structure J is skew-symmetric. 
In order to get the evolution equation for derivatives of the second fundamental form, we need
the following commutation formulas (see Lemma 3.2 of [14]).
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Lemma 4.5. Suppose gt is a family of metric on Σ satisfying
∂gt
∂t
= h. Let ∆ and ∇ be the
Laplacian and connection induced by gt. Then for any tensor S on Σ, we have
(4.11)
∂
∂t
∇S −∇ ∂
∂t
S = S ∗ ∇h,
(4.12) ∇(∆S)−∆(∇S) = ∇Rm ∗ S +Rm ∗ ∇S.
Here Rm is the curvature tensor on Σ.
Then we can prove the following lemma by induction.
Lemma 4.6. Along the perturbed SMCF (1.4), we have for any integer l ≥ 0,
(4.13)
∂
∂t
∇lA = ε∆∇lA+ J∆∇lA+
∑
i+j+k=l
∇iA ∗ ∇jA ∗ ∇kA.
As a consequence, we have
∂
∂t
|∇lA|2 ≤ ε∆|∇lA|2 − 2ǫ|∇l+1A|2 +
〈
J∆∇lA,∇lA
〉
+c(n, l)
∑
i+j+k=l
|∇iA| · |∇jA| · |∇kA| · |∇lA|,(4.14)
where c(n, l) is a constant depending on n and l.
Proof. By (4.4), we see that h = ∂g
∂t
= A ∗A, so that ∇h = ∇A ∗A. Applying (4.11) inductively ,
we get that
∂
∂t
∇lA = ∇ ∂
∂t
∇l−1A+∇l−1A ∗ ∇A ∗A
= ∇
(
∇ ∂
∂t
∇l−2A+∇l−2A ∗ ∇A ∗A
)
+∇l−1A ∗ ∇A ∗A
= ∇l ∂
∂t
A+
∑
i+j+k=l
∇iA ∗ ∇jA ∗ ∇kA
= ε∇l∆A+ J∇l∆A+
∑
i+j+k=l
∇iA ∗ ∇jA ∗ ∇kA.
Here in the last equality, we have used (4.8) and Lemma 2.3.
Next, note that by Gauss equation, the curvature tensor Rm on Σ can be expressed as Rm =
A ∗A, so that ∇Rm = ∇A ∗A. Then inductively applying (4.12), we get that
∇l∆A = ∇l−1 (∆∇A+∇A ∗A ∗A)
= ∇l−2 (∆∇2A+∇A ∗ ∇A ∗A+∇2A ∗A ∗A)+ ∑
i+j+k=l
∇iA ∗ ∇jA ∗ ∇kA
= ∇l−2∆∇2A+
∑
i+j+k=l
∇iA ∗ ∇jA ∗ ∇kA
= · · ·
= ∆∇lA+
∑
i+j+k=l
∇iA ∗ ∇jA ∗ ∇kA.
Combining the above two equalities together gives us (4.13). Then (4.14) follows easily. 
The next inequality is a direct corollary of Lemma 4.2 and Lemma 4.6.
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Lemma 4.7. Along the perturbed SMCF (1.4), we have
(4.15)
d
dt
∫
Σ
|∇lA|2dµ ≤ c(n, l)
∑
i+j+k=l
∫
Σ
|∇iA| · |∇jA| · |∇kA| · |∇lA|dµ.
Next, let’s recall the following interpolation inequality proved by Hamilton ([13], Section 12)
Lemma 4.8. If T is any tensor and if 1 ≤ i ≤ l − 1, then with a constant C = C(n, l) depending
only on n = dimΣ and l, which is independent of the metric g and the connection Γ, we have the
estimate ∫
Σ
|∇iT | 2li dµ ≤ Cmax
Σ
|T |2( li−1)
∫
Σ
|∇lT |2dµ.
Finally, by using (4.15) and Lemma 4.8 in the same way as in Section 7 of [16], we may obtain
Lemma 4.9. Along the perturbed SMCF (1.4), we have
(4.16)
d
dt
∫
Σ(t)
|∇lA|2dµ ≤ c(n, l)max
Σ
|A|2
∫
Σ
|∇lA|2dµ.
4.3. Proof of the main theorem. Now we come back to the case of two dimensional SMCF in
R
4 and finish the proof of local existence of SMCF.
Proof of Theorem 1.1. By Lemma 4.1, we know that for each ε > 0, there exists a smooth solution
Fε to (4.1) on a maximal time interval [0, Tε). For convenience, we denote the second fundamental
form of Fε at time t by Aε(t).
For each 0 < ε < 1/4, we define a time T ′ε ∈ [0, Tε] by the maximal time such that for all
t ∈ [0, T ′ε),
‖Aε(t)‖H2,2 ≤ 2‖A0‖H2,2 := B.
Obviously T ′ε is positive since Aε(t) is smooth on t. In fact, we will show that there is a uniform
positive lower bound for T ′ε.
To see this, we first note that by Lemma 4.2, for all t ∈ [0, T ′ε) the volume of Σε(t) := Fε(t,Σ)
satisfies
d
dt
|Σε| = −ε
∫
Σε
|Hε|2dµε ≥ −2ε‖Aε(t)‖2L2 ≥ −
1
2
B2.
Thus there exists a uniform time T1 := |Σ0|/B2, such that for all t ∈ [0, T ′ε) ∩ [0, T1]
(4.17) |Σ0| ≥ |Σε(t)| ≥ |Σ0| − 1
2
B2T1 =
|Σ0|
2
:= m.
Now if T ′ε ≥ T1, then we already have a lower bound. Thus we may assume T ′ε < T1 and in this
case, we claim that T ′ε < Tε.
First we assume that the claim is true, then clearly by the definition of T ′ε we have
‖Aε(T ′ε)‖H2,2 = 2‖A0‖H2,2 .
Applying Theorem 3.9, we have a uniform C0 bound of the second fundamental form
(4.18) ‖Aε(t)‖C0 ≤ C(B,m)
on the time interval [0, T ′ε). It follows from Lemma 4.9 that for any integer l ≥ 0,
d
dt
∫
Σε(t)
|∇lAε(t)|2dµ ≤ c(2, l)C(B,m)2
∫
Σε(t)
|∇lAε(t)|2dµ.
Consequently, by Gronwall’s inequality, we have
(4.19) ‖Aε(t)‖Hl,2 ≤ eclC(B,m)
2t‖A0‖Hl,2 ,
where cl := max{c(2, 0), · · · , c(2, l)} only depends on l.
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Setting t = T
′
ε and l = 2 in (4.19) yields
‖Aε(T ′ε)‖H2,2 = 2‖A0‖H2,2 ≤ ec2C(B,m)
2T
′
ε‖A0‖H2,2 .
It follows that
T
′
ε ≥
log 2
c2C(B,m)2
:= T2.
Therefore, we get a uniform lower bound for T
′
ε given by T0 := min{T1, T2}, which is decided by
‖A0‖H2,2 and |Σ0|.
Next we restrict ourselves on the time span [0, T0]. For any ε ∈ (0, 1/4), we have uniform bounds
of the volume |Σε(t)| by (4.17) and the C0-norm of Aε(t) by (4.18). Moreover, if F0 ∈ C∞ and
hence A0 ∈ C∞, we have uniform bounds on H l,2-norm of Aε(t) for any l ≥ 0 by (4.19). Then
Lemma 4.8 yields ∫
Σε(t)
|∇kAε(t)|pdµ ≤ C(k, p),
for all k ≥ 0 and p > 0. Then a version of Michael-Simon inequality (see, for example, Theorem
5.6 of [23]) implies
(4.20) ‖Aε(t)‖Ck ≤ C(k),
for any k ≥ 0.
It follows from (4.20) and standard arguments (cf. [23], Section 4) that in every local chart, we
have
‖∂kFε(t)‖∞, ‖∂k∂tFε(t)‖∞ ≤ C(k, F0),
for any k ≥ 0, where ∂ is the partial derivatives in the local charts. Then by Arzela-Ascoli
Theorem, we conclude that there is a sub-sequence εi → 0 such that Fεi converging smoothly to
a limit F∞ ∈ C∞([0, T0] × Σ). By taking εi → 0 in (4.1), it easy to verify that F∞ is a smooth
solution to the SMCF (1.3).
Finally, it remains to prove our claim on T ′ε. We argue by contradiction and suppose T
′
ε = Tε
is the maximal existence time. Then by repeating the above arguments for Fε on [0, Tε), we see
that in every local chart we have uniform bounds of ‖∂kFε(t)‖∞ and ‖∂k∂tFε(t)‖∞. It follows that
Fε(t) converges smoothly to an immersion as t → Tε. By Lemma 4.1, the flow can be continued
for another positive time interval. This, however, contradicts with the definition of Tε. 
Remark 4.10. With similar arguments, it is easy to show that the maximal existence time of the
local solution F∞ is characterized by the first time T such that
lim
t→T
‖A(t)‖H2,2 =∞.
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