The notion of strong p-Helly hypergraphs was introduced by Golumbic and Jamison in 1985 [M.C. Golumbic, R.E. Jamison, The edge intersection graphs of paths in a tree, J. Combin. Theory Ser. B 38 (1985) 187-193.] have also considered the strong Helly property in other contexts. In this paper, we characterize strong p-Helly hypergraphs. This characterization leads to an algorithm for recognizing such hypergraphs, which terminates within polynomial time whenever p is fixed. In contrast, we show that the recognition problem is co-NP-complete, for arbitrary p. Further, we apply the concept of strong p-Helly hypergraphs to the cliques of a graph, leading to the class of strong p-clique-Helly graphs. For p = 2, this class is equivalent to that of hereditary clique-Helly graphs [E. Prisner, Hereditary clique-Helly graphs, J. Combin. Math. Combin. Comput. 14 (1993) 216-220]. We describe a characterization for this class and obtain an algorithm for recognizing such graphs. Again, the algorithm has polynomial-time complexity for p fixed, and we show the corresponding recognition problem to be NP-hard, for arbitrary p.
Introduction
Let V be a finite set of vertices. We say that H = {E 1 , E 2 , . . . , E m } is a hypergraph on V if every hyperedge E i , 1 i m, is a non-empty subset of V , and the union of all hyperedges of H is equal to V . The core of H is E 1 ∩ E 2 ∩ · · · ∩ E m . The rank of H is the maximum size of a hyperdge of H. A hypergraph H is a partial hypergraph of H if every hyperedge of H is also a hyperedge of H. Let V ⊆ V . Say that H is a subhypergraph of H (induced by V ) if H contains exactly the non-empty sets E i ∩ V , for every E i ∈ H. Given two hypergraphs H and H with vertex sets V and V , respectively, say that H and H are isomorphic if there exists a bijection f : V → V such that {v 1 , v 2 , . . . , v k } is a hyperedge in H if and only if {f (v 1 ), f (v 2 ), . . . , f (v k )} is a hyperedge in H .
ଁ An extended abstract of this paper was presented at GRACO2005 (2nd Brazilian Symposium on Graphs, Algorithms, and Combinatorics) and appeared, under the title "The Helly property on subhypergraphs", in Electronic Notes in Discrete Mathematics 19 (2005) In Section 2, we show that these definitions are equivalent and present a structural characterization of strong p-Helly hypergraphs. The characterization leads to an algorithm for recognizing hypergraphs of this class. The algorithm has polynomial-time complexity, whenever p is fixed. In contrast, we show that the recognition problem is co-NP-complete, for arbitrary p.
A hypergraph is a graph if every hyperedge has exactly two vertices. A hyperedge of a graph is simply called an edge. We denote an edge of G containing the vertices u and v by uv, and say that these vertices are adjacent. A partial hypergraph and a subhypergraph of a graph G are called, respectively, subgraph and induced subgraph of G. Given a set C ⊆ V (G) we say that C is a complete set if any two vertices of C are adjacent. A clique is a maximal complete set. The clique hypergraph of a graph G is the hypergraph whose edges are the cliques of G.
A We present a structural characterization of strong p-clique-Helly graphs that leads to a polynomial-time recognition algorithm for fixed p. Again, the recognition problem turns out to be NP-hard whenever p is arbitrary.
Helly hypergraphs form a classical topic of combinatorics, since the celebrated Helly's theorem (1923) . The class of pHelly hypergraphs was characterized by Berge and Duchet [1] . General (p, q, s)-Helly hypergraphs were characterized in [6] . Strong p-Helly hypergraphs were introduced by Golumbic and Jamison [7] . In [11] , Wallis and Zhang present an algorithmic technique for recognizing strong 2-Helly hypergraphs in polynomial time. A simple inspection shows that their technique runs in time O(rm 3 ), where r is the rank of H and m = |H|. Bretto, et al. [2] have shown an algorithm for recognizing strong 2-Helly hypergraphs that needs O(m r 4 ) time and O(mr 2 ) space, where is the maximum degree of a vertex in the input hypergraph (the degree of a vertex v is the number of hyperedges containing v). Hereditary 2-clique-Helly graphs were called hereditary clique-Helly graphs by Prisner [9] ; in his work, this class was characterized in terms of forbidden induced subgraphs. The class of p-clique-Helly graphs was characterized in [4] . It is important to note that a subhypergraph or a partial hypergraph of the clique hypergraph of a graph G is not necessarily the clique hypergraph of an induced subgraph of G. Notice that, for fixed p, the above algorithm runs in polynomial time.
Hypergraphs Theorem 1. The following statements are equivalent for a hypergraph
We show that checking the strong p-Helly property is co-NP-complete for variable p. The NP-completeness of the problem below was proved in [3] . In an induced matching M there are no edges between the vertices of V (M) other than the edges in M. In If a hypergraph is strong p-Helly, it is also strong (p + 1)-Helly. Therefore, say that p is the strong Helly number of a hypergraph if this hypergraph is strong p-Helly but is not strong (p − 1)-Helly. Other variations of the Helly number are presented in [5] .
Problem 1 (INDUCED MATCHING). Given a bipartite graph G and an integer k, decide whether there exists an induced
k + -matching in G.
Theorem 2. It is co-NP-complete to decide whether a hypergraph is strong p-Helly, for variable p.

Proof. By Theorem 1, a partial (p + 1)-hypergraph which is not (p, q, q)-Helly
Corollary 2. Given a hypergraph H and an integer p, it is NP-complete to decide whether the strong Helly number of H is greater than p.
Cliques of graphs
The results of Theorem 1 are valid for general hypergraphs, and in particular for the clique hypergraph of a graph. However, since the number of cliques of a graph may be exponential in the size of the graph [8] these results do not lead directly to a polynomial-time algorithm for recognizing strong p-clique-Helly graphs. Similarly, the algorithm for recognizing p-clique-Helly graphs is not suitable for recognizing hereditary p-clique-Helly graphs either, because the number of induced subgraphs may also be exponential in the size of the graph.
If a graph is p-clique-Helly, then it is (p + 1)-clique-Helly. So if a graph is hereditary p-clique-Helly, then it is hereditary (p + 1)-clique-Helly.
For an integer p 3, a graph G is p-ocular if V (G) is the union of the disjoint sets W = {w 1 , w 2 , . . . , w p } and U = {u 1 , u 2 , . . . , u p }, where W is a complete set, U induces an arbitrary subgraph, and w i , u j are adjacent precisely when i = j . The 3-ocular graphs correspond to the ocular graphs defined by Wallis and Zhang [11] . A graph is p-ocular free if it has not a p-ocular graph as an induced subgraph. The following lemma is straightforward. Let G be a graph and C be a p-complete set of G. The p-expansion relative to C is the subgraph of G induced by the vertices that are adjacent to at least p − 1 vertices of C. A p-complete subset C of a (p + 1)-complete set C is good if any vertex adjacent to all vertices of C is also adjacent to the vertex of C\C . A vertex is universal if it is adjacent to any other vertex of the graph. To determine all (p + 1)-complete sets of a graph with n vertices O(n p+1 ) steps are required. In order to verify for each one if it contains a good p-complete set, we need O(np) time. Therefore the complexity of a natural algorithm for recognizing hereditary p-clique-Helly graphs is O(pn p+2 ), which is polynomial for fixed p. We prove that, for variable p, the recognition problem is NP-hard.
Theorem 3 (Dourado et al. [4]). A graph G is p-clique-Helly if and only if every
(p + 1)-expansion of G contains a universal vertex.
Theorem 5. It is NP-hard to decide whether a graph is hereditary p-clique-Helly, for variable p.
Proof. Transformation from INDUCED MATCHING. Given a bipartite graph G such that V (G) = U ∪ W and an integer k, construct a graph G by creating in V (G ) one vertex v for every vertex v ∈ V . Given a set S ⊆ V (G), we will denote by S the set of vertices of V (G ) containing exactly the corresponding vertices of S. Define G as follows: if u, w ∈ U , then u w is an edge of G ; if u, w ∈ W , then u w is not an edge of G ; and if u ∈ U and w ∈ W , then u w is an edge of G if and only if uw is not an edge of G. (G ) = {y 1 , y 2 , . . . , y p+1 }. In addition, assume that the vertex y i ∈ V ext is adjacent to all vertices of V int \{x i } but not to x i . Suppose by contradiction that V int U . Then there is exactly one vertex in W ∩ V int , say x 1 , because W is an independent set and V int is a complete set. Thus, only y 1 would belong to W , because every other vertex of V ext must be adjacent to x i and W is an independent set. But this implies that y 2 is adjacent to all vertices of V int , because U is a complete set, a contradiction. This means that V int ⊆ U and the vertices of V int and V ext form an induced k + -matching in G.
