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Abstract 
This thesis is about normal and near-Yang sequences. An original definition of 
near-Yang sequences is included. After a short overview of the mathematical 
background of normal and near-Yang sequences, different algorithms for search-
ing for these sequences are described. These algorithms can be divided in two 
groups: exhaustive search algorithms and heuristic search algorithms. One of the 
most important heuristic search algorithms is the simulated annealing algorithm. 
The following new results were found: Near-Yang sequences with weight 12 do 
exist for the following lengths ^ = 7,11,13,15. Normal sequences of length n = 24 
do not exist. An exhaustive search for length n = 25 has been carried out for 
about 80% of the search-space and new normal sequences of length 25 have been 
found. 
The thesis concludes with a discussion of the algorithms and the results, and 
directions for further research are suggested. 
New results obtained from this research wiU appear in "New Results with Near-
Yang Sequences", Utilitas Mathematica, which is accepted for publication. 
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Overview 
Chapter 1 gives the reader an idea about normal sequences and the problem to 
be approached in this thesis. This chapter also contains a rough overview of the 
algorithms to be used throughout. 
In Chapter 2, a precise definition of normal and near-Yang sequences is given, 
with an indication where these are embedded in the area of combinatorial math-
ematics and number theory. 
Chapter 3 constitutes the main part of the thesis, where the different algorithms 
are presented. This chapter can be divided into two main parts, one about ex-
haustive search algorithms and the other about heuristic search algorithms. A 
pseudo program-code is given for most of the algorithms. Different versions of 
simulated annealing algorithms are introduced in the second part of this chapter. 
Chapter 4 summarizes and discusses the results, and in Chapter 5 some normal 
and near-Yang sequences are listed. 
Finally conclusions are offered and further research is suggested. 
Appendix E is a paper by myself and J. Seberry containing new results obtained 
during this research entitled "New Results with Near-Yang Sequences" accepted 
for publication in Utilitas Mathematica. 
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Chapter 1 
Introduction 
1.1 Normal Sequences and the Combinatorial Prob-
lem 
The problem looked very ea-sy. It WZLS about some simple and quite short se-
quences with entries 0 , - 1 , 1 . There was a certain sparkle in the eyes of my 
supervisor when she told me about the project . . . 
This is a set of normal sequences 
(we replace '-1' by and '1' by '+ ' ) : 
+ + + - 0 + - 0 + 0 0 + 
One of the most important properties of normal sequences is that the nonperi-
odic autocorrelation function must be zero. To explain this in a more easily-
understandable way, we write the above sequences down once more. In the fol-
lowing rows we write the sequences we obtain if we shift the original sequences 
by one, two or three elements (and we do not worry about the elements which 
just disappear at the end of the sequence): 
+ + + - 0 + - 0 4 - 0 0 + 
+ + + 0 + - + 0 0 
+ + 0 + + 0 
+ 0 + 
Now in each row we multiply each element of the shifted sequence with the 
element in the same column of the original sequence and add up aU the products: 
+ 4 . 4 . - 0 + - O + 0 0 + 
+ + + 1 0 + - - 1 + 0 0 0 1 - 1 + 0 = 0 
+ + 0 0 + 0 + 0 0 0 + 0 + 0 = 0 
+ - 1 0 0 + 1 - 1 + 0 + 1 = 0 
For some wonderful reason our element-by-element multiplication adds up to 
zero no matter how many elements we shift the sequences. This is exactly the 
property of "the nonperiodic autocorrelation function being zero". As mentioned 
before, normal sequences satisfy some other properties as well. We will give an 
exact definition of normal sequences and the autocorrelation function in Chapter 
2. 
That does not look very difficult: the sequences have very easy entries and they 
are not too long either. Indeed looking for normal sequences of length n = 4 
is very simple and a matter of seconds on the computer. But searching for all 
normal sequences of length 25 takes months of CPU-time! The reason for this 
is that the number of possible normal sequences grows exponentially. Each time 
we increase the length of the sequences by one, it takes the machine about three 
times longer to go through all the possibilities. 
This is similar to the problem with the rice grains on the chessboard. Place one 
rice grain on the first square on the board and double the number of grains each 
time you go to the next square. One will find out that the whole harvest of China 
is not enough to fulfill this simple requirement. (The rice grains refer to the CPU-
time and moving from one square to the next one corresponds to the increment 
of one in the length of the sequences.) 
We also caU this a combinatorial explosion. In the case with the rice grains on 
the chessboard we had an exponential factor of because we doubled the number 
of grains each time. We wiU find out more about the exponential factor of our 
problem in the following chapters. 
1.2 Why We Want to Find Normal Sequences 
Why do we want to find normal sequences in the first place? 
Initially people were looking at single sequences such as Barker sequences. Barker 
sequences were used on radar to measure long distances such as from the earth 
to the moon or to an aircraft. The longest Barker sequences that could be found 
had length 13. 
A single sequence which has the property of the autocorrelation function being 
zero or a comparatively small number if the sequence is shifted relative to itself 
can be used for measuring long distances. If a single sequence is not shifted and 
we calculate the autocorrelation function we always obtain the number of nonzero 
elements of this sequence. This is illustrated in the following example: 
0 + - 0 0 - f + 0 
0 + - 0 0 + + 0 0 + 1 + 1 + 0 + 0 + 1 + 1 + 0 = 4 
For measuring long distances, a sequence with the above mentioned properties is 
sent out and overlapped with the reflected signal from the object whose distance is 
unknown. Then the autocorrelation function from the original and reflected se-
quence is calculated. As long as the reflected signal is shifted the autocorrelation 
function will return zero. As soon as the reflected signal is not shifted anymore, a 
comparatively large number will be returned. So assuming that we know the speed 
of the signal we sent, we can exactly determine the desired distance. 
Later the search turned to binary sequences like Golay sequences. These se-
quences could be used in spectrometry to cancel out aU but one frequencies of 
light. 
Further research has been extended to other sequences of I's, -I 's and sometimes 
O's known as binary or ternary sequences. Binary and ternary sequences are used 
in number theory, combinatorics and practical applications in communication. 
Normal and near-Yang sequences can be used to construct different combinatorial 
designs [GysSeb93] (Appendix E). 
1.3 An Idea about the Algorithms for Searching for 
Normal Sequences 
Given a triple of sequences it is very easy to check if the sequences fulfill the 
conditions of being normal sequences. Basically the only thing we have to do is 
to check the autocorrelation function (the other properties of normal sequences 
concern just the pattern of I's and O's in the sequences and are even easier to 
check). If the autocorrelation function is zero for aU possible shifts, then the 
sequences are considered to be normal sequences. But that is not really what 
we want to do: We want to search for normal sequences. We want to find out 
whether or not normal sequences of a given length n do in fact exist. 
The easiest way to find some normal sequences of a given length n is just to 
go through all the possible sequences and check if there are normal sequences. 
This typically leads to exhaustive search algorithms. With a growing length n 
the problem of the combinatorial explosion hzis to be dealt with. We also have 
to define what our actual search-space is, and how we move through the whole 
search-space, or how we make sure that we consider all the possible configura-
tions of sequences without "forgetting" any. 
Heuristic search algorithms start with a possible solution and then try to pro-
gressively move to a better configuration until the desired configuration is found. 
In the case of normal sequences, a possible solution could mean a triple of se-
quences which satisfy some conditions but not necessarily the condition of the 
autocorrelation function being zero. We also have to be concerned about what a 
"better" configuration is and how we move from one configuration to another. 
Unlike exhaustive search algorithms, heuristic search algorithms do not check 
the whole search-space. Instead, starting with a feasible configuration, the latter 
group tries to find some "shortcuts" to get a solution directly. Heuristic search 
algorithms are often applied when the search-space is too big for an exhaustive 
search algorithm. If a heuristic search algorithm fails to find a solution it does 
not necessarily mean that there is no solution. This is because it does not check 
aU the possible configurations. 
Exhaustive search algorithms always return two answers: firstly whether or not 
a solution exist, and secondly how many solutions there are. As we mentioned 
above, they are more likely to run out of time, because there are so many config-
urations to check. 
More about exhaustive and heuristic search algorithms in Chapter 3! 
Chapter 2 
Mathematical Background 
2.1 Sequences with Zero Autocorrelation Function 
and Special Orthogonal Square Matrices 
There exist many special classes of binary and ternary sequences. We will give 
a definition of the most important ones, and those ones which are connected 
with normal and near-Yang sequences. However, before we do so, we should 
take a closer look at the autocorrelation function and the formal mathematical 
definition. 
2.1.1 The Autocorrelation Function and m—Complementary Se-
quences 
Definition 1 (Nonperiodic Autocorrelation Function) 
Let X = be a family of 
m sequences of elements 1, 0 and —1 and length n. The nonperiodic autocorrela-
tion function of the family of sequences X, denoted by Nx, is a function defined 
by 
n—s 
= + X2iX2^i+s + • • • + XmiXm,i+s) 
i=l 
where s can range from 1 to n — 1. 
For a single sequence X = {xi,...,a:„} this can be written as 
n—s 
»•=1 
The variable s indicates how much we have shifted the sequences against each 
other. We do not need to be concerned with the elements at the end of the se-
quences, and so the upper bound of the sum in Definition 1 is n - 5. 
The reader may suggest that there must be a periodic autocorrelation function 
as well. Not to disappoint: 
Definition 2 (Periodic Autocorrelation Function) 
Let X = { { x i i , . . . , x i „ } , { x2 i , . . . , a ; 2n } , . . . , - - - , { a^mi , . . . , a ;^n } } be a family of 
m sequences of elements 1, 0 and - 1 and length n. 
The periodic autocorrelation function of the family of sequences X, denoted by 
Px 5 is a function defined by 
n 
t=l 
where we assume that the second subscript is reduced modulo n, that is, i + 5 is 
really (i + s) mod n. As before, s can range from 1 to n - 1. 
Here we do worry about the elements at the end of the sequences, as the shifted 
sequences are "wrapped around". Let's have a look at this in the following 
example: 
+ + + - 0 + - 0 + 0 0 + 
- I I + + + 0 | | 0 + - + 1 1 + 0 0 
+ - I I + + - 0 | | 0 + o + i i + o 
+ + - I I + + - 0 | | 0 0 0 +11 + 
To obtain the periodic autocorrelation function, we would have to multiply the 
elements in each of the shifted sequences with the elements in the same column 
in the original sequence and then add it all up, as we did in Chapter 1. 
It turns out that the nonperiodic autocorrelation being zero implies the periodic 
autocorrelation function being zero: 
Theorem 1 
Let X = { { x i i , . . . , a : i „ } , { x2 i , . . . , a ;2n } , . . . , - . - , { a ;mi , . - . , a :^n } } be a family of 
m sequences of elements 1, 0 and —1 and length n. 
Then 
Nx{s) = Q Px{s) = 0, 5 = 1 , . . . , n - 1. 
Proof. For a given length n we have 
Px{s) = Nxis)-\-Nx{n-s) 
and therefore 
Nx(s) = 0 Px{s) = 0, 5 = l , . . . , n - l . 
• 
We are now able to write a formal definition about sequences with zero autocor-
relation function: 
Definition 3 (m-Complementary Sequences, Weight w) 
Let X be a family of sequences a.s above. Then X is called a family of m -
complementary sequences li it has zero nonperiodic autocorrelation function, that 
is, Nx{s) = 0 for s = l , . . . , 7 i - 1. 
The number of nonzero elements in X is called the weight w. 
We shall see that Normal and near-Yang sequences are 3-complementary se-
quences as they satisfy the condition of having zero nonperiodic autocorrelation 
function. 
2.1.2 Properties of m-Complementary Sequences 
The following theorem is very useful for searching for normal and near-Yang 
sequences: 
Theorem 2 
Let X be a family of m-complementary sequences of length n with weight w and 





Y^e] = w. 
t=i 
Proof. We first extend the definition of the autocorrelation function. Let 
t = l 
It is easy to see that 
Nx{0) = w. 
Now 
j = l j = l S = 1 
SO 
m n - 1 
E «i = ^Jf (0) + 2 E = = 
t = l 3 = 1 
since N x i s ) = 0 for 5 = 1 , . . . , n — 1. 
• 
Families of m-complementary sequences have some other useful properties, for 
example it is always possible to negate or reverse one or more sequences: 
Lemma 1 (Whitehead) 
Let X = { A i , A 2 , . . . , An} be a family of m-complementary sequences of length 
n. Then 
(i) /7 = {AJ, A 2 , . . . , A *, A i + i , . . . , Am } is a family m-complementary sequences 
of length n, where Al means reverse the sequence A^. 
(ii) V = { — A l , — A 2 , . . . , - Ai, A , + i , . . . , Am] is a family of m-complementary 
sequences of length n, where —Ak means negate all the elements of A^. 
(iii) W = { { A l , A2}, { A l , - A 2 } , . . . , {A2Í-1, A2i}, {A2Í-1, - A 2 i } , . . . } is a family 
of m - or (m + l)-complementary sequences of length 2n, where { A j , Ajt} 
means the sequence formed by concatenating the sequence Ajt onto the end 
of sequence A j . (If m is odd we let A n̂̂ -i be n zeros). 
(iv) Y = {{A1/A2}, { A l / - A 2 } , . . . , {A2Í-1/A2;}, {A2z - i/-A2 í} , . . . } is a family 
of m - or (m + l)-complementary sequences of length 2n, where {Aj/Ajt} 
means the sequence formed by interleaving the sequence Ak into the se-
quence A j , that is, {Aj/Ak} = {aji,ajti,aj2,afc2,-• • ,ajn,ajtn} (If rn is odd 
we let Am+i be n zeros). 
(v) Z = {AJ", A j " , . . . , A ^ } are m-complementary sequences of length n, where 
Proof. We only prove (i) and (ii): 
From the zero autocorrelation function we have 
n—s 
Nx{s) = X ] + ••. + aufli.fc+a + . . . + 5 = l , . . . , n - 1. 
t = l 
(i) Suppose we reverse only the sequence Ak, that is, a*̂ - = afc,n-t-fi. 
Then 
TL—s n—3 n—3 
= X I 0,k,n-i+iak,n-{i+3)+l = ^ = 1 , . . . , 71 - 1 
i = l 1 = 1 t = l 
and therefore 
NX{S) = NU{3) = 0, 3 = l , . . . , n - l . 
(ii) This is even easier to see. Suppose we negate only sequence A^. Now 
n—3 
X ] = 3 = 1 , . . . , 7̂  - 1. 
i=l ¿=1 
Then as above 
Nx(s) = Nv{s) = 0, 5 = 
• 
There are many other properties and theorems about m-complementary se-
quences. We give one important theorem. 
Theorem 3 
Let A, B be sequences of length n with entries 1 ,0 , -1 , where A is skew (ak = 
—an-k+i) and B is symmetric (bk = 6n-fc+i) and = 0 for odd n. Let 
A-i- B and A - 5 be 1,0, - 1 sequences of length n and let C = A + B. Then 
JVC(S) = NA(S) + NB(S), 5 = 1 , . . . , n - 1. 
Proof. All the terms of the form a^as and bkh are the same in Nc{s) and 
NA{S) + NB{S). It remains to prove that the mixed terms aihj in Nc{s) add to 
zero for 5 = 1 , . . . , n — 1. 
Consider Nc{s) where C has been shifted s positions. Suppose we get one mixed 
term aibj arising from the k-th. element in Nc(s). 
position s k position n — k 1 
original sequence C ... ai ... bj 
shifted sequence C ... bj ... -ai 
position k position n — k — s + 1 
Then aibj - aibj = 0. The mixed terms add always up to zero as shown above. 
This is also valid for a middle element c^niij = ° 
2.1.3 Normal Sequences 
We now give a definition which arose from the work of C.H. Yang [lYang82], 
;2Yang83], [3Yang83] and [4Yang89;. 
Definition 4 (Normal Sequences) 
A triple (F; G, H) of sequences is said to be a set of normal sequences of length 
n, denoted by iV5(n), if the following conditions are satisfied: 
(i) F = {fk) is a sequence of length n with entries 1 , -1 . 
(ii) G = (ok) and H = (/ijt) are sequences of length n with entries 0,1, such 
that G + H = {gki- hk) is a (1 , -1 ) sequence of length n. 
(Hi) 
Qj + Qn-j+l = 0 (mod 2) 
hj-\-hn-j+i = 0 ( m o d 2 ) 
(iv) NF{S) + NG{S) + NH{S) = 0, 5 = 1 , . . . , n - 1. 
As this definition is very important we list the above conditions again, but this 
time in a more informal way: 
• F is a (1 , -1 ) sequence, G and H are (1 ,0 , -1 ) sequences. 
• Qk equal to 0 implies hk equal to ±1 and vice versa. 
• G and H are quasi-symmetric, that is, if Cj is 0 then en-j+i must be 0 and 
if Cj is ±1 then Cn-j+i must be ±1, where e,- is either gi or hi. 
• Normal sequences are 3-complementary sequences. 
Furthermore we observe: 
• Normal sequences of length n have weight w = 2n. 
• The sequences G and H are interchangable. 
• If F^um = E?=1 Gsum = E?=i 9i and Hsnm = Ef^i then we have 
FLm + ^Ln. + Him = W = 2n. 
This as a direct consequence of Theorem 2. 
• From the statement above we conclude that 2n must be a sum of three 
squares. 
Condition (iii) of Definition 4 is not an independent condition; it is implied by 
(i), (ii) and (iv): 
Theorem 4 
Let {F;G,H) be a triple of sequences. Then conditions (i), (ii) and (iv) of 
Definition 4 are sufficient conditions for {F;G,H) being normal sequences. 
This theorem was first given in [1KKSYY91]. 
P r o o f . We define a quadruple X, X,V and Z of ±1 sequences, where 
= fi^ Vi = 9i 4- hi and Zi- gi-hi, i = 1 , . . , , n. 
The nonperiodic autocorrelation function 
n—s n—s n—s 
2 ^ XiXi+s + ViVi+s + 5 = 1 , . . . , n - 1 
i=l ¿=1 t=l 
is still zero for all 5 because the mixed terms 
ViVi+s + ZiZi+s = {9i + hi){gi+s + hi+s) + {gi - hi){gi+s - k+s) = 2gigi+s + 2hihi+s 
add up to 
n—s n—s 
2 9i9i+s + 2 ^ hihi+s, 5 = 1 , . . . , n - 1 
:=1 t=l 
and so 
n—s n—s n—s 
2 + yiVi+s + E 
:=1 ¿=1 i=l 
n—s n—s n—s 
= fifi+s + 2 ^ gigi+s + 2 ^ ^ hihi+s = 0, 5 = 1 , . . . , n - 1. (2.1) 
t=i »=1 t=i 
We also use the following implication 
a, 6 = ± 1 ab = a + b — I mod 4 
and write the first part of (2.1) as "equation modulo 4" 
n—s 
+ + Vi + 2/i4-5 + 4- Zij^s) = 0 mod 4 5 = 1 , . . . , n - 1. (2.2) 
i=\ 
For 5 = 71—l,n — 2 , . . . , w e write the equations from (2.2) explicitly 
2xx + 2a:n + 2/1 + 2/n + + ^n = 0 m o d 4 (2.3) 
2Xi + 2X2 + 2Xn-l + 2Xn 
+2/1 + 2/2 + yn-\ + 2/n + + + Zn-i + 2r„ = 0 mod 4 (2.4) 
2xi 4 - . . . + 2x[nj 4- 4- . • • + 2xn 
4-2/1 + ••• 4- 2/[̂ ] 4- 2/[ii^]+i + .. • + 2/n 
4- . . . + 4- + + Zn = 0 mod 4. (2.5) 
If we subtract one equation above from the next one (for example (2.3) from 
(2.4)), we obtain 
2a;j + 2xn- j+i + 2/j + yn-i+i + + ^n-j+i = 0 m o d 4 i = 2 , . . . , [ ^ ] . (2.6) it 
We combine (2.3) with (2.6) 
2a;j + 2xn-j+i + Vj + Vn-j+i + + ^n-j+i = 0 m o d 4 j = 1 , . . . , 
which can also be written as 
2 f j + 2 /n - j+ i + 2gj + 2gn-j+i = 0 m o d 4 j = 1 , . . . , n 
and because of /,• = ±1, we simply can omit 2 f j + which leads to 
2gj + 2gn-j^i = 0 m o d 4 j = 1 , . . . , 71 
or 
9j + ^n-j+i = 0 m o d 2 i = 1 , . . . , 
By setting Z - H that is, Zi = hi - gi, i - I,... and arguing exactly the 
same way as above, we obtain 
hj + hn-j+i = 0 m o d 2 j = 1 , . . . , n 
• 
2.1.4 Near -Yang Sequences 
We start this section with the definition of near-Yang sequences: 
Def in i t ion 5 ( N e a r - Y a n g Sequences) 
A triple {P\Q,R) of sequences is said to be a set of near-Yang sequences of length 
i and weight u, denoted by NY{i,u), if the following conditions are satisfied: 
(i) P = [pk) is a sequence of length i with entries 1,0, - 1 . 
(ii) Q = {qk) and R = (r^) are sequences of length i with entries 0,1, - 1 , such 
that (3 + i i = (̂ A: + rjt) and Q - = {qk - r^) are ( 1 , 0 , - 1 ) sequences of 
length i , 
(iii) 
qj + = 0 (mod 2) 
Tj + = 0 (mod 2) 
( i v ) Np(s)-\-NQ{3)i-NR{s) = 0, 3 = - 1 . 
(v) The weight of {P\Q,R) is u. 
We again write the above definition and some easy conclusions in a more informal 
way: 
• P, Q and R are ( 1 , 0 , - 1 ) sequences. 
• Qk equal to ± 1 implies rjt equal to 0 (and not vice versa). 
• Q and R are quasi-symmetric, that is, if ej is 0 then must be 0 and 
if ej is ±1 then e^.j+i must be ±1, where e,- is either qi or r,-. 
• Near-yang sequences are 3-complementary sequences. 
• For the weight u we have 0 < u <2i. 
• The sequences Q and R are interchangable. 
• If Psum = E L I Pi. Qsum = IlUi Qi and Rsum = E i= i then we have 
Paum + Qlum + R^um " 
• u must be divisible into three squares. 
• Condition (iii) of Definition 5 is not implied by the other conditions. 
Near-Yang sequences normally contain more zeros than normal sequences. Nor-
mal sequences are a special case of near-Yang sequences, when the weight u = 2i. 
We are interested in near-Yang sequences NY{i,2n), {i > n), where normal se-
quences NS{n) with length n and weight 2n do not exist, but 2n is still divisible 
into three squares. 
In Chapter 3 and Section 3.1, we will examine how we can apply the properties 
of normal and near-Yang sequences in practice. 
2.1.5 Other Sequences 
In this and the following section we will present a short overview about other 
m-complementary sequences and combinatorial designs. This gives a brief idea 
about problems similar to those of finding normal and near-Yang sequences. 
Normal and near-Yang sequences can be used to construct other combinatorial 
designs, while Turyn sequences (see below) can be helpful for constructing some 
special normal sequences. 
We start with some definitions: 
Definition 6 (Golay Sequences) 
Two sequences X and Y both of length n and with entries 1 , - 1 and nonperiodic 
zero autocorrelation function, that is, 
Nx{s)-\- Ny(3) = 0, 5 = 1 , . . . , 71 -1 , 
are called Golay sequences. 
Golay sequences are a special case of normal sequences F^ G and H ^ where one 
of the sequences G or H contains only zeros. 
The following theorem from [1KKSYY91] allows us to construct more normal 
sequences from Golay sequences: 
Theorem 5 [1KKSYY91] 
Let X and Y be Golay sequences of length n, where n is even. Let F = X and 
let G be the skew part of y , that is, 
Vi Vi = -Vn-i+i 
0 yi = yn-i+i, 
9i = 
and H be the symmetric part of Y, that is, 
hi = < Vi Vi = Vn-i+l 
0 yi = -yn-i+i' 
Then F, G and H are normal sequences of length n. 
We give an example. Suppose we have the Golay sequences 
X = - + + + - + 
y = - + + + + - + + , 
then 
= - + + + - + 
G = - 0 + 0 0 - 0 + 
^ = 0 + 0 + + 0 + 0 . 
As X and Y as well as G and H are interchangable, there are several possibilities 
to construct normal sequences from Golay sequences. 
Definition 7 (Base Sequences) 
Four sequences A, C, D of length n+p, n-{-p, n^ n and entries 1 , - 1 are called 
base sequences^ denoted by BS{2n + p), if 
N A { S ) - \ - N B { 3 ) - \ - N C { S ) - \ - N D { S ) = 0 5 = l , . . . , n - i 
Na{s)-\- Nb{s) = 0 5 = n , . . . , n - l - p _ 1 
Base sequences BS{2n + p) have weight 4n -f- 2p and therefore 
n+p n n 
( E + (E '-o' + (E + (E dO' = 4n + 2p. 
t=l t=l 1=1 »=1 
Turyn sequences are a special case of base sequences: 
Definition 8 (Turyn Sequences) 
Base sequences A, B , C , D of length n+1 , n +1, n, n are caUed Turyn sequences, 
denoted by TS{2n + 1), if their structure satisfies certain symmetry conditions. 
We note the symbols a,-, 6,-, c,-, ¿i are from { 1 , - 1 } . 
• If n is odd their structure is 
B - { 1 , 6 2 , . . . , - ¿2 , -61 ,1 } 
C = {C0,C1,. . . . . . ,Ci,Co} 
D = {do,di,... ' . . ,di,do} 
where n = 2m + 1. 
• K n is even their structure is 
A = {1,0,1,0,2, . . . 
C = {Co,Cl, . . . , ĈTJ, —¿771, . . . , —¿1, —¿0} 
D - {dQ,di,...,djn-,-dm,...',-di,-dQ] 
where n — 2m. 
There are many possibilities for constructing one group of sequences from another. 
1KKSYY91] shows how to obtain normal sequences from base sequences and 
vice versa. Turyn sequences are handled in [Edmondson91] and [EdmSebAnd92^. 
;2KKSYY91] and [KouSeb92] demonstrate how to "multiply" or combine se-
quences with each other to obtain longer sequences. 
KouSeb91] and [GysSeb93] (Appendix E) construct very long TW-sequences 
(TP7-sequences are a special sort of 4-complementary sequences) by concatenat-
ing normal and near-Yang sequences with other m-complementary sequences. 
We conclude the section with the following two theorems: 
Theorem 6 [1KKSYY91 
Let A, J9, C, D be Turyn sequences TS(2n + 1). Let 
F = A/C = {ai,ci,a2,c2,.. .,an,c„,a„+i} 
G = B/On = {61,0,62,0,. . . , 6 n , 0 , 6 n + l } 
H = On+l/D = {0,rfi,0,i/2,...,0,iin,0} 
where On and 0„+i are sequences of n and n + 1 zeros. 
Then F, G, H are normal sequences of length 2n + 1. 
As C and D are interchangable, we can also construct the following NS{2n-\-1): 
F = A/D, G = B/On and H = On+i/C. 
Theorem 7 
Let Fj Gy H be normal sequences NS{2n + 1) derived from Turyn sequences 
according to Theorem 6. Then the following sequences 
F2 = F 
G2 = {0,^2 + + •• ,5̂ 271 4-/i2n,0} 
H2 = {^l ,0 , . . . ,0 ,^2n+l} 
are normal sequences of length 2n + 1. 
Proof. We prove that G and H have the same autocorrelation function as G2 
and H2' We have to distinguish two cases, one for even n and one for odd n. 
For even n the sequences involved have a structure as follows: 
G = { 1 , 0 , 6 1 , . . . , 0 , 6 ^ + 1 , 0 , . . . , 6 1 , 0 , - 1 } 
H = {0, Co, 0 , . . . , Cm, 0,-Cm,. . . , 0, -Co, 0} 
G2 = {0,co,6i , . . . ,CT„,6r„^.i,-Cr„,. . . ,6i,-co,0} 
H2 = { 1 , 0 , . . . , 0 , - 1 } . 
We define 
G = G-H2 = { 0 , 0 , 6 1 , . . . , 0 , 6 ^ + 1 , 0 , . . . , 6 1 , 0 , 0 } . 
We note that 
G2 = G + H, 
Now by using Theorem 3: 
= + 5 = l , . . . , n - l (2.7) 
and 
^G{S) = NG{s)i-NH2{s), 6 = l , . . . , n - l . (2.8) 
We write (2.8) as 
NH,{S) = NG{3)-Na{s) , 5 = l , . . . , n - l (2.9) 
and add (2.7) and (2.9) to obtain 
NG,{S)-^NH,{S) = NG{S) + Nh{S). 
For odd n the proof works exactly the same except that sequences which were 
skew are now symmetric and vice versa. 
Therefore, if there is any triple G2 and H2 derived from Turyn sequences 
according to Theorem 7 being NS(2n +1) , there is always a triple satisfying the 
structure of F, G and H as in Theorem 6 and vice versa. • 
2.1.6 Special Orthogonal Square Matrices 
This section is about the definitions of Hadamard and weighing matrices and 
orthogonal designs. These are all square matrices with orthogonal rows and 
columns. 
Definition 9 (Hadamard Matrices) 
A square matrix H of order h with entries 1 , -1 is called a Hadamard matrix of 
order h, if HH^ = hlh, where Ih. is the identity matrix of order h. 
Hadamard matrices are useful in number theory, combinatorics, communications 
and cryptography. Turyn sequences can be used to construct Hadamard matrices. 
Weighing matrices are a more general case of Hadamard matrices: 
Definition 10 (Weighing Matrices) 
A square matrix W of order n with entries 1,0,-1 is called a weighing matrix, 
denoted by W{n,k), if WW'^ = kin, where In is the identity matrix of order n. 
Weighing matrices have k nonzero elements in each row and column. These ma-
trices have been successfully used to improve certain optical instruments such as 
spectrometers and image scanners, and to dramatically improve to weigh very 
small amounts of materials such as hormones and drugs. 
Orthogonal designs are the most general square matrices in this section: 
Definition 11 (Orthogonal Designs) 
A square matrix A of order n with entries (±xi,±x2,... of type 
(51,52,. . . where each entry ±Xk occurs Sk times in each row and column, 
is called an orthogonal design, denoted by 0D{n;3i,... if 
AA^ = (sixl i-... + 3uxl)In, 
where is the identity matrix of order n. 
We note that Hadamard matrices of order h are W{h,h), and W(n,k) are 
OD{n]k). [GysSeb93] (Appendix E) and [KouSeb91] construct weighing ma-
trices and orthogonal designs using normal and near-Yang sequences. 
Chapter 3 
Algorithms for Searching for 
Normal and Near-Yang 
Sequences 
3.1 Properties of Normal and Near-Yang Sequences 
Last chapter was a lot of mathematics! We now have enough background to have 
a look at the algorithms for searching for our exotic sequences. Before we do so, 
we summarize the properties (and find out some more) of normal and near-Yang 
sequences. 
3.1.1 General Properties and 0, ±1-Pattern 
Normal sequences are three sequences F^ G and H 
• where F has entries 1 , - 1 , G and H have entries 1 ,0 , -1 , 
• with zero nonperiodic autocorrelation function, 
• with a 0, ±1 pattern which for example could be one of the following 
F = X X X X X X X X 
G = 0 X X 0 0 X X 0 
H = X O O X X O O X 
or 
F = X X X X X X X X X 
G = X O X O O O X O X 
H = 0 X 0 X X X 0 X 0, 
where X = ±1. 
Near-Yang sequences basically contain more zeros. Near-Yang sequences are three 
sequences P, Q and R 
• where P, Q and R have entries 1 ,0 , -1 , 
• with zero nonperiodic autocorrelation function, 
• with a 0,±1 pattern which for example could be one of the following 
or 
p = X 0 X X X X X X 
Q = 0 X 0 0 0 0 X 0 
R = X 0 0 X X 0 0 X 
P = 0 0 0 X 0 X X X X 
Q = X 0 X 0 0 0 X 0 X 
R = 0 0 0 X 0 X 0 0 0, 
where X = ±1. 
3.1.2 Exponential Growth 
We can estimate roughly, how much the exponential growth is in the case of nor-
mal or near-Yang sequences. Suppose we increase the length n by 2, that is, we 
add one element at each side, the head and the tail, of each sequence. We try to 
find out how many possibilities there are for doing so: 
Normal sequences: 
1. Add two nonzero elements to sequence F: 2 x 2 = 4 possibilities. 
2. Add two nonzero elements both to either sequence G or sequence H^ add 
two zero elements to the other sequence: 2 x 2 x 2 = 8 possibilities. The 
third "x2" is a consequence of the "either-or": we have 2 possibilities to 
decide, on which sequence to add the two "new" nonzero elements. 
3. All the combinations multiplied together: 4 x 8 = 32. 
So by increasing the length n by 2, the growth is 32. If we increase the length n 
by 1, we calculate an average factor of approximately v ^ « 5.66. This is for the 
search-space, for the time we observe a factor of « 3. Later we will give some 
explanations, why this could be so. 
We do the same for near-Yang sequences: 
1. Add two elements to sequence P: 3 x 3 = 9 possibilities. 
2. Add two elements to each the sequence Q and R. This step works the same 
as above with normal sequences, except that we have one more possibility 
because we are also allowed to add 4 zero elements to both sequences: 
8 + 1 = 9 possibilities. 
3. All the combinations multiplied together yields: 9 X 9 = 81. 
This means in the case of near-Yang sequences the search-space grows by 81 or 
9, if we add 2 or 1 respectively to the actual length n. ' 
Why are we always talking about the exponential growth! In the following table 
we show how the search-space grows with increasing length n. The search-space 
is said to grow exponentially because the length n appears (only) in the exponent 
of the calculation for the search-space. 
Length n Search-Space for NS{n) Search-Space for NYS{n,u^) 
2 32 81 
4 322 ^ ;L024 81^ = 6561 
6 32^ = 32768 81^ « 0.5 X 10® 
8 32^ « 10® 81^ « 43 X 10® 
10 32® « 34 X 10® 81® « 3487 X 10® 
n 
3.1.3 Representative Triple of Sequences 
We often have to deal with the sum of the head and the sum of the tail of a 
sequence. This means generally the sum of the first half and the second half of 
the elements respectively, excluding an eventual middle element. 
Suppose we have the sequence X = { x i , . . . , a;2 }̂. Then 
4- . . . + xi+i + . • • + ^ 
sum of the head sum of the tail 
and for the odd case, that is, let X = { x i , . . . , a:2^+1} 
Xi + . . . + Xi+I Xi+2 + . • • + . ^ ^  —;—^ 
sum of the head sum of the tail 
The isomorphism operations from Lemma 1 help us to cut down the complete 
search-space by a factor of approximately 8. We have the following theorem: 
^ Where one can choose any u, for a certain « the search-space could be cut down dramaticaUy. 
Theorem 8 
Let X = { { x i i , . . . ,a;i„},{x2i,. . . ,x2n},{a;3i, . . . ,x3„}} be a family of three se-
quences of length n with entries 1,0,-1. Let surrii = Let headi and 
taili be the sum of the head and the sum of the tail of the sequence i respectively 
(excluding an eventual middle element), that is, 
[7] 
headi — ^iji 
i=i 
n 
taili = ^ Xij i = 1,2,3. 
Then it is always possible by reversing and/or negating one or more sequences 
that 
suTUi > 0 A headi > 0 A a.hs{headi) > ahs{taili) i = 1,2,3, (3.1) 
where "A" means the "logical and", and " abs(x)" is the absolute value of the 
variable x. 
Proof. If surrii < 0 we negate the whole sequence. We also negate the sequence 
in the special case when n is odd, surrii = 0 and the middle element x-^^r^-^ is 
equal to 1. 
Now surrii > 0 and headi + > 0 -̂nd therefore 
a.hs{headi) > a.hs{taili) headi > 0 
and 
a.hs{taili) > a.hs{headi) taili > 0. 
The latter case is the only case in which we have to reverse the whole sequence 
in order to fuliiU (3.1). • 
In the remainder of this thesis we wiU call a triple of sequences which satisfies 
(3.1) a representative triple of sequences. 
3.1.4 More about the Sum of Sequences 
We showed that for near-Yang sequences 
^sum Q sum ^aum ~ ^ i 
where w is the total weight or the number of nonzero elements in P, Q and R. 
In the case of normal sequences we had: 
^sum + ^Lm + = 2n. 
But furthermore we note that: 
• for even n we have even even Gsnm and even Hsum-
• for odd n we have odd Fsum and either even Gsum and odd Hsum or odd 
Gsum and even 
Mathematically: 
even(n) =i> eveniF^um) A A 
and 
odd(n ) 
(( even{Gsum) A odd ( i r , „^ ) ) V ( odd{G,^rn) A 
where "A" is the "logical and" as before, and "V" is the "logical or". 
3,2 Exhaustive Search Algorithms 
To implement an exhaustive search algorithm we typically need to define 
• a search-space «5; whereby the size |<5| of the search-space «5 typically de-
pends on how we define S; 
• a way to go through this search-space 5 ; 
• a solution-space G, Q C S. 
In our case of normal and near-Yang sequences a configuration c E S would be a 
triple of sequences F^ G^ H ov P, Q, R which are a candidate for being NS{n) or 
NY{n,u) respectively, li c e G then F, G, H or P , Q, R are NS{n) or NY{n,u). 
Exhaustive search algorithms check all possible configurations c G «5 for being a 
solution c Q. G' This group of algorithms goes through the whole search-space 
«S. If there exists one solution c G it will find it. Therefore it is also possible 
to prove that there exists no solution, that is = 0 . This is not possible with 
heuristic search algorithms. 
We also establish (where Z is the set of all the integer numbers) 
• a coding function C : 5 Z, 
and a decoding function C ^ : Z ^ S. 
This makes it easier to go through the search-space S. A coding function enu-
merates the sequences in a certain manner. More about the coding and decoding 
is given in the following sections. 
In this chapter we develop two methods to move through the search-space S. 
The first one goes through S sequentially in some defined order. The second 
one spans a "tree" over «5, where each "leaf" is one element c £ S. Then the 
algorithm parses the tree. 
The tree-search method sounds more complicated (and it indeed is). It has the 
advantage that if some areas Spart C S do not contain any solutions c £ Q, then 
the tree-search algorithm can omit these "empty" areas Spart C iS by not travers-
ing whole "branches" of the tree. A result of this is that huge time-savings can 
be achieved by a properly implemented tree-search algorithm. 
In the following sections where not mentioned differently, the "pseudo-codes" 
given apply to searching for normal sequences. 
3.3 Brute Force Algorithm 
3.3.1 General Idea - and Coding and Decoding of Sequences 
To implement an easy exhaustive search algorithm in a straightforward manner, 
we have to define the search-space S and a trivial way to go sequentially through 
<5. 
As normal sequences are "almost" binary sequences, a computer scientist is easily 
tempted to interpretate them as three numbers. This can be done in a simple 
way. Suppose we have to encode sequence X = {a;i , . . . , Xn} with entries 1, 0 and 
— 1. Then we could describe the coding function C : «S Z as follows: 
1. Add -f-1 to each single element to obtain the 2,1,0 sequence X'^. 
2. Interpret as a ternary number 
3. Translate in the decimal system to obtain nrxdec 
Suppose we have to decode nrxdec a sequence X of length n. Then the 
decoding function : Z i—>• 5 is simply the reversing of the above steps: 
3." Translate nrxdec from the decimal into the ternary system to 
2b.~ Interpret as a ternary sequence 
2a. If the length of X"^ is less than n, say n — missing add missing O's to the 
beginning of X'^. 
Subtract 1 from each single element to obtain the 1 ,0 , -1 sequence X. 
Example: Suppose n = 4 and X = - - 0 +. Then: 
1. = 0 0 1 2. 
2. = 0012ie^ = 12ier. 
3. nrxdec = 1 x 3 + 2 x 1 = 5. 
And vice versa: 
3". 5 = 1 x 3 + 2 x 1 . Therefore x+ = Uter-
2b-. X+ = 12. 
2a-. As 72 = 4 we add two O's to the beginning of X'^ to obtain X'^ = 0 0 1 2 . 
1-. X = 0 +. 
Coding and decoding of a sequence X with entries 1 and —1 is even easier. Here 
the — I's are converted to O's to obtain a binary number, which then is translated 
to the decimal system and vice versa. 
3.3.2 P s e u d o - C o d e 
void BruteForce(int n) 
{ 
for (rer/iec = 0; nrfdec < 2"; nrfci^c++) 
{ 
Decode(n, nrfdeci 
for (nrgdec = 0; nrgdec < 3"; nr^dec++) 
{ 
Decode(n, nrgdec G); 
for {nrhdec = 0; nrhdec < 3"; nrhdec++) 
{ 
Decode(n, nrhdec^ H); 
if (NormalSequences(n, F^ G, H)) 





We note that nrfdec ranges from 0 to 2" - 1, while nrgdec and nrhdec range from 
0 to 3" — 1. We also observe that the search-space here is much bigger than the 
one calculated in Section 3.1. Given a length n, the size \S\ = instead of 
This is because we do not care about such conditions as G and H adding 
up to a ±1 sequence or being quasi-symmetric. For example the triple 
F = + + — + 
G = 0 + -f — 
H = 4- + 0 0 
is looked at in this algorithm, though it is obvious that F, G and H never could 
be NS{4). This configuration would not belong to the search-space defined in 
Section 3.1. 
This straightforward, but very poor, definition of the search-space S can be easily 
improved. This leads us to Section 3.4. 
3.4 "Intelligent" Brute Force Algorithm 
3.4.1 General Idea 
In Section 3.3 we did not care about the 0,±1 pattern of normal sequences while 
defining S. Here the search-space S is defined in a manner that all the conditions 
about the 0,±1 pattern are satisfied, that is, 
• F is a ±1 sequence, 
• (G + jy) is a ±1 sequence and 
• G and H are each quasi-symmetric. 
Furthermore, we ensure that G always differs from H^ by setting gi or to 
0 if n is even or odd respectively. We also only consider representative triples of 
sequences. This to avoid testing isomorphic configurations. Given a configuration 
c G «S, the last condition which has to be checked is the autocorrelation function. 
The search-space S is now even smaller than in Section 3.1. Time-savings com-
pared to the previous algorithm are obvious, yet the algorithm is a little more 
complicated to describe. 
3.4.2 Pseudo-Code 
program-code normalseq 
void IntellBruteForce(int n) 
{ 
for (rer/iec = 0; nr/jec < 2"; nr/dec++) 
{ 
Deco(ie(n, nrfdec, F); 
for {nrghdec = 0; nrghdec < 2"; nrs / i i „++) 
{ 
Decode(n, nrghdec, GH); 
for {nrsplit = 0; nrsplit < nrsplit-\"\-) 
{ 
Extract(n, GH, nrsplit, G, H); 
if (RepresentTriple(n, F, G, H)) 
if (AutocorrelationFunction(n, F, G, H)) 





The variable nrgh encodes the dbl sequence GH. GH is of course equal to {G+H). 
nrsplit splits GH into G and H. The binary form of nrsplit is examined: if it 
has a 1 in a position k, the element gk is set to ghk and hk is set to 0, and vice 
versa. 
We give two examples, one for odd and one for even length n, to show how this 
exactly works. We remember, that if n is even, gi = 0, and in the odd case, 
9[n±l.] = 
Length n 10 
nrsplit 9 
sequence {G H) ghi gh2 gh3 gh^ ghs ghe ghi ghs ghg ghiQ 
b'ary form of nrsplit 1 0 0 1 
sequence G 0 gh2 0 0 ghs ghe 0 0 ghg 0 
sequence H gh\ 0 ghz gh4 0 0 ghi gha 0 ghio 
Length n 9 
nrsplit 9 
sequence (G + -ff) ghi gh2 ghs gh^ ghs ghe ghi ghs ghg 
b'ary form of nrsplit 1 0 0 1 
sequence G ghi 0 0 gh4 0 ghe 0 0 ghg 
sequence H 0 gh2 gh3 0 ghs 0 ghi ghs 0 
3.5 Constructing Normal Sequences 
3.5.1 General Idea 
We are still able to cut down the size |<S| further. For example we could "con-
struct" or define our search-space «S, so that all the configurations c G that is, 
F, G and H, MM the condition F^^^ + G L̂m + ^lum = 2/1, or all the triples F, 
G and H are representative triples. 
This algorithm is called "Constructing Normal Sequences", because it tries to 
construct sequences which fulfiU all the conditions for being normal sequences, 
except for the autocorrelation function being zero. 
Let us list down all these conditions; some are already fulfilled in the above 
algorithms, others are new. Once more we remember that every configuration JP, 
G and H of the search-space S satisfies all these conditions. 
(i) is a ±1 sequence. 
(ii) (G 4- -ff) is a ±1 sequence. 
(iii) G and H are each quasi-symmetric. 
(iv) G always differs from H, that is, if n is even, gi = 0, and if n is odd, 
(v) F, G and ^ is a representative triple. 
(vi) + + = 2n. 
The algorithm tries to find out all possible combinations for Fgum-, Ggum -̂nd 
Haum- In a further step it divides Fsum into Fhead sind Ftaii and does the same 
for Gsum and Hsum, where 
Fhead = ^^^ = fi 
»•=1 
and similarly Ghead, Gtaih Hhead and Htaih 
We can make some further statements about these variables: 
(vii) If even(n) we have: 
even{Fs-um) A even{Gsum) A even{Hsum), 
and if odd(n) : 
odd(Fsurn) A even(GsuTn) ^ odd{Hsum)' 
(viii) If even([^]) we have: 
( even{Ghead) A even(Gtai/) A even(Bhead) A even(JItan)) V 
( odd(Ghead) A odd(Gtail) A odd(IfHead) A odd(Fiai/)), 
and if odd([ f ] ) : 
( even(Ghead) A even(Gfa:7) A odd(Iihead) A odd(jS'tati)) V 
( o d d ( G w ) A odd(Gia»7)A e v e n ( ^ w ) A even(JItan))-
Obviously moving through the search-space S is now much more difficult. 
3 .5 .2 P s e u d o - C o d e 
[program-code normaIseq2 
void ConstructSequences(int n) 
{ 
while (MoreDecompositionsWeight(2n, Fsum, Gsum, Hsum)) { 
while (MoreDecompositionsF(n, Fsum, Fhead, Ftaii, /^n±i])) 
{ 
BuildAUPossibleSeqF(n, F, Fsum, fhead, Ftail, 
while (MoreDecompositionsG(n, Gaum» Ghead, Gtaii)) 
{ 
while (MoreDecompositionsH(n, Hhead, Htaih h îi±L])) 
{ 
BuildAUPossibleSeqGH(n, G, H, Ghead. Gtaih ^/.ead, Htaih 
if (AutocorrelationFunction(n, F, G, //")) 






As we can see, the algorithm deals with all possible combinations of Fsumi ĥead̂  
Ftaii, Gaum-,' • • We also note that we never have to worry about the middle ele-
ment, fifjniij, as this is automatically set to 0 if it exists (and therefore Gaum is 
always even). But we do have to take care with the ±1 value of the other middle 
elements, /[nil] ^iid /ip-nj. 
After working out all possible combinations of sums and partial sums, "Buil-
dAUPossibleSeqF" and "BuildAll?ossibleSeqGH" directly construct aU possible 
sequences F and G and H respectively, fulfilling conditions (i) - (viii) about F^ 
G and H. 
Let us have a look at the different "MoreDecompositions" Functions. The first 
one, "MoreDecompositionsWeight", tries to find all possible divisions into three 
squares of 2n. 
Examples for MoreDecompositionsWeight: 
Length n Weight 2n Decomposition fsum Gsum H sum 
8 16 16 = 42 4- 02 + 02 4 0 0 
0 4 0 
0 0 4 
10 20 20 = 42 + 22 -f- 02 4 2 0 
4 0 2 
2 4 0 
2 0 4 
0 4 2 
0 2 4 
13 26 26 = 52 + 12 + 02 5 0 1 
1 0 5 
26 = 42 + 32 + 12 3 4 1 
1 4 3 
Note that Gsum is always even. 
The other "MoreDecompositions" Functions all work similarly. These functions 
try to find out possible sums of the head and the tail of the correspondent se-
quence taking into consideration the above-mentioned conditions. 
Examples for MoreDecompositionsF: 
Length n Fsum Fhead Ftail 
12 12 6 6 -
4 6 - 2 -
4 0 -
2 2 -
0 6 - 6 -
4 - 4 -
2 - 2 -
0 0 -
11 11 5 5 1 
5 5 - 1 1 
5 1 — 1 
3 1 1 
3 3 — 1 
"MoreDecompositionsG" and "MoreDecompositionsH" work just slightly differ-
ently. Both take into consideration that the elements of the sequences G and 
H can be 0 as well. "MoreDecompositionsH" also has to deal with the middle 
element /ijuii]) if ^ is odd. 
An easy way to describe the task of one of the "BuildAUPossibleSeq" Functions, 
say "BuildAUPossibleSeqF", could be the following: Given Fsu-m, Fkead, Ftaii 
and /rn+ii, return all the possible sequences F , These functions basically have to I 2 i 
spread a certain amount of I 's and — I's or I 's, O's and — I's over partial sequences 
without omitting any possible pattern. 
3.6 Tree-Search Algorithm 
3.6.1 General Idea 
This algorithm deals with triples of pairs, generally, /,-, /n_i-|.i, gî  hi, 
hn-i+i . It searches from the outermost to the innermost elements until all the 
elements are found. 
Let us have a look at the following equations from the autocorrelation function 
NF{S) + NG{S) + NH{S) = 0 5 = 1 , . . . , 7 1 - 1 for a large enough length n. 
flfn+ giQn + hihn = 0 5 = 7 1 - 1 , 
flfn-l-\- f2fn -^91971-1+g29n + hihn-l-\-h2hrr, = 0 5 = 7 1 - 2 , 
We can formulate the algorithm as follows: 
1. First try to find aU possible combinations / i , f^ , gi, g ^ hi and hn which 
fulfill the "last" equation, that is for 5 = ti — 1. 
2. Move to the next equation, s = n — and try for each previous successful 
combination f i , fn, gi, gm hi , hn to find all the new combinations /2, /n - i , 
92^ g-n-i-, hn-i which satisfy this new equation. 
3. Continue until all the elements of each sequence are determined, that is, 
the partial sequences Fpari, Gpart and Hpart become complete sequences JP, 
A and H. 
4. Test the remaining equations from the autocorrelation function for each 
combination in order to find all possible normal sequences F, G and H. 
We observe: 
• The search is performed from the outermost to the innermost triple of pairs 
of elements. 
• If we add a new triple of pairs, we have 32 possibilities for normal sequences 
and 81 for near-Yang sequences. 
• The combinations of the first triple of pairs, that is, / i , ^i, g^, and 
hn which satisfy the last equation do not depend on n. For a large enough 
n, the same could be said for the next equation and so on. (Consider for 
example the last two equations from the autocorrelation function for n = 20 
and 71 = 21: they are exactly the same, and therefore the triples of pairs 
which fulfill these equations are the same too.) 
The last statement is very important. It teUs us that we can store triples of 
pairs and use them again for larger lengths n, and therefore the time-consuming 
testing of the autocorrelation function only has to be performed once. 
3.6.2 The Search-Tree 
Each node in the tree is a triple of pairs fi, / n - i + i , Qi, 9n-i+i^ hi, hn-i+i. At 
the first level we have the triple / i , /n, 9i, 9n, and hn. Given a length n, 
the tree has an actual depth of and is fully balanced, that is, aU the leaves 
are on the same level. The branching factor is 32 or 81 for normal or near-Yang 
sequences respectively. 
root, depth 0 
A depth 1 
f2jn-i,g2,9n-\,h'2yhn-iy depth 2 
3.6.3 The Search-Space and Cutting Branches of the Tree 
Let us now examine the actual search-space S. Counting only the leaves of the 
tree, S is exactly the same CLS in Section 3.1 and Section 3.4. Nevertheless this 
algorithm turns out to be much more efficient than the previous ones. Why could 
this be? The answer is that unlike the other algorithms, this one does not check 
every configuration c 6 »S of the search-space. Or, if we speak in terms of tree-
search, it means that not every leaf of the tree is examined. 
This is a consequence of the nature of the tree-search algorithm: Suppose a 
certain combination of the triple / i , ^i, Qn, hi, h^ does not satisfy the last 
equation from the autocorrelation function. Then the whole corresponding sub-
tree (and all its leaves) under this node is not parsed. The same can be said for 
every triple /,-, /n-t+i , Qi, Qn-i+i^ hi, /in-t+i which does not satisfy its corre-
sponding equation. 




The earlier the branches of the search-tree are cut, that is, possible coniigiirations 
are rejected, the faster is the tree-search algorithm. We have already found 
one "cutting-mechanism" for our problem, namely testing the equations from 
the autocorrelation function as soon as possible. But there are more: We can 
implement a "Look-Ahead" Function which tests all the combinations of partial 
sequences Fpart^ Oparty -impart« 
• is it possible that at least one of their future sums F^^^ 4- Gl^^ + of 
any complete sequences F, G and H which result from Fpart, Gpart, Hpart 
stiU add up to 2n, 
• is it possible that at least one of their future triples F, G and H could still 
be a representative triple. 
If one of these conditions is not fulfilled, the combination Fpart, Gparty Hpart 
under consideration is rejected. 
3.6.4 Coding and Decoding Sequences 
To define a way through our search-space, or to fix an order of the branches of 
the tree, we again need an easy coding and decoding mechanism. We encode 
one triple of pairs of elements in one number. An easy and straightforward way 
to do so for normal sequences could be, for example, to write down all the 32 
possibilities of triples and provide each one with a different number in the range 
from 0 to 31. 
So we have: 
• Coding and decoding of one triple is one to one and straightforward. 
• One code number corresponds to one triple of pairs of elements. A useful 
range could be 0 to 31 for normal sequences and 0 to 80 for near-Yang 
sequences. 
• An array of code numbers represents a partial or a whole triple of sequences 
Fpart, Gpart, Hpart OT F,G, H 01 PparU QparU Rpart OT P, Q, R respectively. 
3.6.5 Summary at the Present Situation 
Let us summarize what we have described so far: 
• A tree-search algorithm, where the nodes of the tree are triples of pairs of 
elements. 
• The value of storing intermediate results calculated as they can be used for 
further searches. 
We observe that the algorithm works for normal sequences and for near-Yang 
sequences in the same way. The only difference with near-Yang sequences is the 
bigger branching factor, which of course makes it much slower and forces us to 
give up earlier because the algorithm runs out of time. 
3.6.6 Pseudo-Code for a Simple Tree-Search Algorithm 
void SimpleTreeSearch(int n) 
{ 
Initialize(coiie); 
depth = 0; 
while (MoreNodesToParse(code)) 
{ 
if (AtLeaveLevel(n, depth)) 
{ 
if (TestRemainingEquations(n, F , G, H)) 
PrintSequences(7i, JP, G, iT); 
MoveToNextNode(code, depth); 
} 
else /* Normal case */ 
{ 
ConstructPartiaISeq(71, code^ depths Fy G, -ff); 
re^l = LookAhead(n, depths F, G, i i ) ; 
res2 = TestEquation(n, depth, F , G, i f ) ; 
if (resl && res2) 
/* Move to the next deeper level in the tree */ 
depth-\"\-; 
else 





The search-tree is represented by the array variable code. The functions "MoreN-
odesToParse", "MoveToNextNode" and "AtLeaveLevel" control the parsing through 
the tree. 
If the algorithm has not yet reached a leaf, that is, the process is in the "else 
branch" of the first "if statement", the function "ConstructPartialSeq" decodes 
all the triples of pairs and constructs the partial or whole sequences Fpart, G^aru 
Hpart or F , G, H. "TestEquation" tests the corresponding equation from the 
autocorrelation function and "LookAhead" tries to cut the branches of the tree 
as soon as possible, as described above. 
If a leaf is reached, that is, if the partial sequences Fparu Gparu Hpart become 
complete sequences F , G, H, the algorithm stiU has to test the remaining equa-
tions from the autocorrelation function. Let us see what equations still have to 
be tested: 
1. The autocorrelation function is, + + = 0 5 = l , . . . n - l . 
2. For each triple of pairs we tested exactly one equation until the partial se-
quences became complete sequences. Therefore, we tested equations. 
3. And we still have to test n - 1 — = [f ] — 1 equations. The equations 
are for 5 = . . . , [ | ] - 1 as we started with s = n - I. 
If the remaining equations are satisfied as well, the sequences F , G and H are 
normal sequences, and are printed out. 
3.6 .7 I m p l e m e n t a t i o n 
In the last section we described how we could store triples of pairs /n-i+i , Qi, 
Qn-i+i, hi, /in-i-i-i, and use them for further searches, as they do not change. The 
algorithm we presented in pseudo-code was only for a simple tree-search and did 
not store or re-use previously calculated results. 
In this section we show how we implement the tree-search algorithm and the 
storing of triples of pairs in practice. 
We store triple of pairs in "NSC-" Files. 
File Stores (in a compressed mode) 
NSCOl / i , /n, gi, Qn, hi, hn 
NSC02 / i , /n, gn, hi, hn, /2, /n-1, 92^ 9n-l, ^n-1 
Generally the file NSC A; stores 
fli fn,9lign,hi,hn, . . . , fk^ fn-k+1, 9k, 9n-k+li hk, hn-k+1-
Step 1: 
This generates the file NSCOl if it does not yet exist. If one or more NSC-Files 
exist, it takes the last generated file NSC/:, that is, the file with the most triples of 
pairs. From NSCA; it generates the next file NSC(A;-f 1) by testing the new equa-
tion for 5 = 71 — (/: -f 1) for aU new possible partial sequences Fpartnewy Gpartnew 
and Hpartnew 
The new part sequences Fpartnew, Gpartnew, Hpartnew result from the "old" part 
sequences Fpartold, Gpartold, Hpartoid and adding all possible triples of pairs of 
fk+l, fn-k, 9k+l, 9n-ki hk+l, hn-k' 
We always assume that the processing is done for a large enough n, where the 
"upper" elements do not overlap with the "lower" ones or, more precisely, where 
k 1 < n - k. 
Step 2a: 
(Performed if no more additional triples of pairs have to be found.) 
This reads from a file NSC/: all triples of pairs and constructs the complete se-
quences F, G and H of length n = 2k oi n = 2k - 1. If the length n is smaller 
than 2k, the last triple of pairs of elements are overlapping {k = n - k 1), and 
an additional check for the corresponding elements {fk = fn-k+i, 9k = • " ) being 
equal hats to be done. 
After reading the elements and constructing the complete sequences F, G and iT, 
the remaining equations for s = 1 , . . . , — 1 from the autocorrelation function 
are tested. If positive, F , G and H are NS{2k) or NS{2k - 1). 
Step 2b: 
(Performed if more additional triples of pairs have to be found.) 
This reads the elements from the file NSC/: with the largest k. It then constructs 
the partial sequences Fpart-, Gpart and Hpart and performs for each possibility a 
tree-search for the remaining triples of pairs. 
Y / 
File NSCJb 
f k , / n - f c + l , Qk, Qn-k+lì hkj hn-k+1 
fk+h fn-kì Qk+l, Qn-k-, hn-k 
A A A A 
As mentioned, for each of the partial sequences Fparti Gpart and Hpart constructed 
from NSCA;, a tree-search is performed. So we have something like multiple trees. 
This step works also if we do not have any NSC-File; that is, if we did not yet 
store any triples of pairs. In this case we have exactly the algorithm described 
in the pseudo-code above, and the multiple trees "shrink" to the tree which we 
had in the previous section. 
Modules for Normal Sequences 
ns3code 
Coding and decoding of triples of pairs of elements. Constructing partial or com-
plete sequences Fpart, Gpart, Hpart or F, G, H. Testing the equations from the 
autocorrelation function. 
ns3geii 
Imports "ns3code". Performs Step 1 as described above. The coded triples of 
pairs of elements can be compressed by storing only the triples which have been 
changed. 
We give an example in the following table. Suppose the hie is NSC04. 
Uncompressed triples Compressed triples 
17 8 3 2 17 8 3 2 "end" 
17 8 3 4 4 "end" 
17 8 3 10 10 "end" 
17 8 3 30 30 "end" 
17 8 4 2 4 2 "end" 
17 8 4 29 29 "end" 
17 8 30 31 30 31 "end" 
19 2 3 1 19 2 3 1 "end" 
ns3print] 
Imports "ns3code". Performs Step 2a or 2b. For a given length n, the NSCifc-File 
with the biggest k or with k = is looked at. In the former case Step 2b is 
performed or in the latter case Step 2a is executed. 
We note that searching for sequences of a given length n can be performed in 
many different ways. Precisely, ns3print generates normal sequences of length n 
from any NSCA;-File (or even when there is no such file) with k < . 
Modules for Near—Yang Sequences 
nyscode, nysgen, nysprint, nysprint_all^ 
All the steps and modules work in basically the same way for near-Yang se-
quences. The triples of pairs of elements are stored in "NYSC"-Files: for exam-
ple NYSC04. 
We have two "print" modules, nysprint and nysprint.all. The first module 
nysprint works similarly to ns3print. It prints out all the near-Yang sequences 
of a given length i and a given weight u. nysprint_all searches for all near-Yang 
sequences of any weight u. 
The Look Ahead Function of ny sprint _all has to be reduced as we cannot make 
any statement about 
p2 4 , q 2 I d2 _ ? 
3.7 Heuristic Search Algorithms 
Heuristic search algorithms do not go through the whole search-space S to find 
solutions. Usually they try to use prior knowledge about a configuration Ci G S 
to move to a "better" configuration cj G S. An attempt is again tried to improve 
the better solution until an optimal solution c e Q is found or the method seems 
to fail. 
A general heuristic algorithm needs: 
• A search-space S. 
• A function T : S ^ R"^ which measures how good a configuration c G <S is. 
Normally this function is called a cost function. The better a configuration, 
the less cost the associated cost function returns. An optimal solution 
c £ Q typically has its associated costs equal to zero. 
• A way to move from one configuration c,- G «S to another cj E S. We often 
define a neighbourhood function Af : S ^ More informally, each Ci G S 
has its associated subset Vc, C S which are its "neighbours". A usual and 
reasonable requirement for the neighbourhood function V is, that starting 
from any configuration c^, any other configuration q G <S can be reached 
in a finite number of transitions or moves. 
As mentioned already, heuristic search algorithms do not parse the whole search-
space S. Starting from a feasible configuration c e S, they try to find a solution 
c Q Q directly by moving from one configuration to another using the cost func-
tion T and some strategy. 
A heuristic search algorithm normally is unable to prove that there is no solution, 
yet if a good cost function T and neighbourhood function M is worked out, they 
can find a solution in a shorter time than exhaustive search algorithms. The 
problem of the exponential growth of the search-space does not seem to be such 
an insurmountable barrier any more. 
The neighbourhood function together with the cost function defines a geometri-
cal landscape with mountains, and local and global minima. The mountains are 
associated with high cost configurations and the minima refer to low cost config-
urations. The global minima or the "best" configurations are solutions c G if 
the solution-space Q is not empty. 
Heuristic search algorithms often get trapped in a local minimum. Therefore a 
mechanism is required to "climb out" of such a minimum. 
3.7.1 The Cost Function 
Suppose we have a triple F , G, H of sequences. We want to measure "how close" 
they are to normal sequences or "how good" our configuration is. For that pur-
pose we could use the following heuristics: 
1. Is F a + 1 , - 1 sequence and are G and H 1 , 0 , - 1 sequences? 
2. Does the 0 , ± 1 pattern fulfill the 0,dbl pattern of normal sequences? 
3. Is the autocorrelation function zero for all s = l , . . . , 7 i — 1? 
4. Is the autocorrelation function zero for some 5 = l , . . . , n - l ? 
5. How much does the autocorrelation function deviate from being zero? 
6. Is F l ^ + G L „ + = 2n? 
We note that the first two statements are quite obvious: We do not examine 
any triple of sequences F , G and H whose 0 , ± 1 pattern does not satisfy that of 
normal sequences. Or in other words, we define the search-space <S in a manner 
that these statements are automatically fulfilled for each c ^ S. 
The other heuristics are more interesting to investigate. Let us have a look 
at the autocorrelation function. If the autocorrelation function is zero for all 
5 = l , . . . , n — l , w e obviously found some normal sequences. What can we do in 
the other case? Suppose for example, we have two triples of sequences Fi, Gi, 
Hi and jP2, G21 H2 of length 5 which are both 6 «5, and both do not fulfiU the 
condition that the autocorrelation function is zero. 
Equation i^i, Gi, Hi , , H2 
s = A Nf , (4) + Ng, (4) -f Nh, (4) = 10 Np, (4) -f No, (4) + Nh, (4) = 0 
5 = 3 + Ng,{S) + NhA^) = 0 Nf,{3) + N G M + iVH,(3) = 2 
5 = 2 Nf,{2) + Ng,{2) + Nh,(2) = - 2 5 Nf,{2) + NG,{2) + Nh,{2) = 0 
5 = 1 NFM-{-NG,{1) + NH,{1) = 12 + = ^ 
Obviously G21 H2 seems to be "better" than Fi, G'l, Hi as the autocorrela-
tion function in most cases is equal to zero and does not deviate much from zero 
in the other case. 
Therefore we could define an easy cost function T as 
/•i(c) = ^ abs(iVir(5) + + Nu{s)\ 
3 = 1 
where c consists of the sequences F^ G and H of length n. 
The abs function is used to filter out the negative sign, for example is abs(10) + 
abs(O) + abs(-25) + abs(12) = 47 instead of 10 + 0 - 25 + 12 = - 3 . Another 
way to do this could be to take the squares of the deviations, that is 
= + NG{S) + NHIS)F. 
S = 1 
Note that we do not mean the cost function to be absolute in a mathematical 
sense. We want to put some heuristics into the cost function, some knowledge 
about how good a configuration c 6 <S is. As we do not know exactly how to 
measure a feasible configuration, the cost function will hardly ever be perfect. 
Nevertheless the cost function is very important for most heuristic algorithms as 
it decides directly how and if the algorithm moves from one configuration Ci e S 
to another configuration cj £ S. 
3.7.2 The Neighbourhood Function 
Let us now have a look at how we could define the possible neighbours of a 
configuration c e S. Possible neighbours could be obtained by: 
• Multiplying one nonzero element in Fy G 01 H with —1. 
• Changing the 0,±1 pattern in G and H into another legal 0,±1 pattern. 
Example: 
Suppose we are having F = + - + , G = 0 + + 0andiZ' = - 0 0 + . 
Multiplying nonzero elements by - 1 gives us: 
FNeighbour = - + - + + - - + + + - + 
GNeigkbonr = 0 + + 0 , 0 + + 0 , 0 + + 0 
HMeigktour = - 0 0 + - 0 0 + - 0 0 -
and changing the 0 ,±1 pattern in G and H 
^Neighbour = + + - + + + - + 
GNeighbour = - + + + , 0 0 0 0 
HNeighbour = 0 0 0 0 - ^ ^ 
We close this section with the remark that the neighbourhood function as well 
as the cost function can easily be adapted from normal to near-Yang sequences. 
3.8 Blowing-Up Sequences 
3.8.1 General Idea 
The basic idea is very easy: previously calculated sequences F, G, H are taken 
and tried to be expanded, to get new longer sequences Fnew, Gnew and Hnew 
More precisely, the elements of already existing normal sequences F, G, H are 
re-used for the outer elements of new sequences Fnew, Gnew a-nd ^neiuj and a 
complete tree-search for the remaining inner elements of Fnew, Gnew and Hnew 
is performed. 
Suppose for example, we want to "blow-up" normal sequences F, G and H of 
length £ = 4 to a bigger length n. We already successfully tested 4 - 1 = 3 
equations from the autocorrelation function. That is, 
/1/4 + + = 0 
/1/3 + 72/4 5̂ 25̂ 4+ + = 0 
/1/2 + 72/3 + hfA + 9I92 + 9292, + 9394 + hih2 + h2h3 + /13/14 = 0 
Therefore we can re-use a maximum of 3 triples of pairs for the new longer 
sequences Fnew, Gnew and Hnew, by setting 
flnnw — / l l f^ncw /z ? /Snetu /s? 
/"nciu ~ /41 /n—Inetu ~ f^") fn—2new /2 ? 
9lrx^w = 9ll 92ncw = 92, 93n^u, = 93, 
9nn<,w = 94, 9n-lnew = 93, 9n-2n<ivj = 92, 
hln^w = = = ^3, 
^rincw = ^4, ^n-lncu; = ^3, = • 
Generally, if we are extending existing sequences of length we can use d triples 
of pairs of elements, where 1 < d < i. Note that 1 < d < £ means that the 
elements of the existing sequences can be overlapping, for example /a = /a 
and = ¡3. 
For the remaining inner elements , , h^^.u,, • • •, , S'n-a..., /^n-Sn«. 




Already existing normal sequences of a given length i are read, and d triples of 
pairs of elements are stored in an incomplete NSCci-File. 
Step 2a or 2b: 
program nsSprint" 
These steps work exactly the same as in Section 3.6. If the length n for the new 
sequences is greater than 2c?, Step 2b is performed; otherwise Step 2a is carried 
out. 
3.9 Hill-Climbing Algorithms 
3.9.1 General Idea 
Given a search-space S and a cost function .F, a general simple hill-climbing al-
gorithm moves from one configuration c,- € «5 to another Cj 6 <S if < T{ci ) . 
The algorithm stops if no further improvement can be made. 
We note that hill-climbing algorithms involve a cost and a neighbourhood func-
tion, as mentioned above. These algorithms try to improve an actual configura-
tion Ci G S with a certain strategy until they succeed, or until no more improve-
ment seems to be possible. The strategy of moving from one configuration to 
another could also include some backtracking mechanism to climb out of even-
tual local minima. 
We implemented hill-climb algorithms for searching for normal and near-Yang 
sequences. We use the two different cost functions and .F2, mentioned above. 
That is, 
.Fi(c) = abs(iVH^) + Ng{s) -f Nh{s)). 
3 = 1 
and 
n 
= E i ^ H « ) + NG{3) + NH{s)f. 
3=1 
For near-Yang sequences the cost function can be adapted very easily. 
The neighbourhood function is also the same as mentioned above. Let us reit-
erate that the neighbours of a configuration F, G and H are aJl the sequences 
^Neighbour y GNeighbour ^nd HNeighbour we Can obtain by either negating one nonzero 
element in F , G or iT, or changing possible 0, ± 1 pattern oiG and H into another 
possible 0 , ± 1 pattern by swapping pairs of O's with pairs of nonzero elements in 
G and H. The neighbourhood function for near-Yang sequences is a little bit 
more complicated to formulate, as we can also swap O's and nonzero elements 
between P and Q or P and R respectively. This is described more precisely in 
the program-code itself. 
It remains to describe the strategy of how to move from one configuration Ci to 
another configuration Cj, given a cost function which measures in some way 
how good Ci and Cj G S are. 
Given a cost function T and an actual configuration Ci G 5 or F , G and H, the 
strategy works as follows: 
• If the actual configuration Ci has its associated cost 0, that is, the algorithm 
found a Ci G Q, stop, return success. 
• If there are one or more "better" neighbours Cj move to one of the "best" 
neighbours. Mathematically, if Vc, C <S is the neighbourhood of Ci G 5, one 
of the following neighbours Cbest ^ {ininjr(c) ^ c G Vc, } is selected. 
• If there are no more "better" neighbours, perform a backtrack step. That 
is, move to one of the previously determined neighbours Cbest̂ î  G {minĵ r̂ )̂ : 
c G Vc.^^j}, which was a "best" neighbour, but was not yet selected. 
• If there are no more "better" neighbours and no more backtrack steps that 
can be performed, then stop, fail. 
3.9.2 Pseudo-Code and Implementation 
program-code nshc, nshc2, nyshc2 
int HillClimb(int n, int actcost, int F[], int G[], int iTQ) 
{ 
if {actcost = = 0) return(l); 
NeighbourSeq(n, F , G, H, FMeighbours, GNeighbours, HNeighbours)] 
newcost = CalculateBestNeighbours(n, actcost, 
^Neighbours') G Neighbours j ^ Neighbours) 5 




selected = SelectAnotherNeighbour(n, 
^Neighbours •) GNeighbours^ HNeighbours! kmoreneighbours)] 
F = FNeighbours[selected]\ 
G = G Neighbour s[sdected]\ 
H — HNeighbours[sdected]\ 
success = (HillClimb(n, newcost, F, G, H)); 
} 






void main(int n) 
{ 
BuildStartSeq(7i, F , G, H); 
cost = CostFunctioii(n, F, G, i f ) ; 
success = HillClimb(7i, cost, F, G, H); 
if (5WCCe55) 
PrintSequences(n, F, G, H)\ 
} 
The function "BuildStartSeq" initializes F, G and H with some feasible sequences 
G S. "NeighbourSeq" generates the array of sequences FNeighbours, GNeighbours 
and HNeighbours, which are the new configurations to test. "CalculateBestNeigh-
bours" reorganizes this array by storing only the "best" neighbours with associ-
ated costs newcost. 
The "do while loop" calls for each of these "best" neighbours the "HillClimb" 
Function continuously. If one of these "best" neighbours can be improved until it 
has no more associated costs, that is, a solution is found, the algorithm returns 
with success. Otherwise, the next "best" neighbour is tested, and so on. If none 
of the "best" neighbours leads to a solution, fail is returned. 
The algorithm performs a sort of tree-search for the "best" neighbours. A back-
track step is performed when one "best" neighbour cannot be improved and the 
algorithm takes the next feasible configuration. Therefore, the algorithm is able 
to climb out of local minima. 
Note that if a fail is returned, it causes only the next higher incarnation of "Hill-
Climb" to move to the next "best" neighbour (if possible), while the return of 
a success goes immediately through all incarnations of the function to the main 
program, which then prints the successful sequences out. 
For normal sequences we used both cost functions: T\ in "nshc" and T^ in 
"nshc2". As the second function seemed to be the better one, we used only cost 
function T2 for near-Yang sequences in "nyshc2". 
A trace table of a hill-climbing algorithm is given in Appendix D.l . 
3.10 Simulated Annealing Algorithms 
3.10.1 The Annealing Process in Physics 
Annealing in condensed matter physics, is known as a thermal process for ob-
taining low energy states of a solid in a heat bath. In this process, the solid is 
first heated to melting temperature and then slowly cooled until a low energy 
ground state is reached. In systems that are cooled down slowly enough, atoms 
of the solid are able to form lattices or crystals. If the initial temperature is not 
sufficiently high, or the cooling is done too fast, defects can become "trapped" in 
the solid, and a meta-stable amorphous structure is formed instead of the regular 
lattice structure. 
The converse of annealing is known as quenching. This is where the temperature 
of the heat bath is instantaneously lowered, resulting in a meta-stable state. 
In 1953, Metropolis, Rosenbluth and Rosenbluth, Teller and Teller [MRRTT53 
introduced an algorithm for simulating the evolution of a solid in a heat bath. 
A present state i with energy Ei goes to the next state j with energy Ej^ when 
a perturbation mechanism creates a small distortion, by a displacement of a 
particle. Given the energy difference AE = Ei - Ej^ the state j is accepted if 
AE > 0. If AE < 0, then the state j is accepted with probability 
where T denotes the temperature of the heat bath, and kg is a physical constant, 
the Boltzmann constant. This acceptance rule is called the Metropolis criterion 
and the associated algorithm is known as the Metropolis algorithm. 
Note that the algorithm always accepts a lowering of the energy while an increase 
of the energy is sometimes also accepted, but this depends on the temperature 
T. The lower T is, the more unlikely the acceptance of an increase of the energy 
becomes. 
If the lowering of the temperature T is slow enough, the solid can reach thermal 
equilibrium at every temperature. In thermal equilibrium, the probability of the 
solid being in state i with energy Ei at temperature T is given by the Boltzmann 
distribution'. 
where X is a stochastic variable associated with the current state of the solid. 
Z{T) is a partition function defined as 
where the summation extends over all possible states. 
3.10.2 The Simulated Annealing Algorithm for Combinatorial 
Optimization Problems 
The Metropolis algorithm can be easily adapted to combinatorial optimization 
problems. We need the following elements: 
• a search-space <S; 
• a neighbourhood function A/" : <5 2*̂ ; 
• a cost function !F : S ^ R"^; and 
• a control variable T and a cooling schedule that controls how T is decre-
mented. 
The search-space S is an analogue to the different states i in the heat bath. The 
cost function ^(c , ) is an analogue to the energy £{. The neighbourhood function 
corresponds to the perturbation mechanism of the particles in the solid, and ob-
viously the control parameter T is a temperature analogue. 
Moving from state Ci G to another state Cj € S involves two probabilities: 
a generation probability for generating state Cj as a neighbour from c,-, and an 
acceptance probability, the Metropolis criterion, for accepting Cj as the new actual 
state. The generation probability is obviously zero if Cj ^ Vc,, that is, if Cj is not a 
neighbour with c,-. If Cj is a neighbour with Ci the generation probability usually 
is y ^ . That is, each neighbour will be selected with the same probability. Given 
the cost function T and the two states c,- and Cj, the acceptance probability can 
be defined as follows: 
• li T{c j ) < accept the new configuration Cj. 
• If T{c j ) > J^{ci) accept the new configuration with probability 
e x p ( ^ M ^ ) , T > 0 . 
Cooling Schedule 
We still have to describe how we decrease the control parameter T. A common 
method is to hold the value T constant for a certain number of trials and then 
decrease it. One trial means one generation and acceptance or rejection of a new 
configuration. 
Each sequence of trials forms a Markov chain, where the elements are the con-
figurations Ci G S. Each Markov chain has a certain length Z, where L is the 
number of trials. L could be altered for each Markov chain although it is usually 
a constant value. 
A cooling schedule contains the following factors: 
• the initial value of the control parameter T; 
• the method for reducing the value of T after each sequence of trials; 
• the length L of the Markov chains for each value of T; and 
• the choice of the stopping condition. 
Let us describe what we have to consider to obtain a good cooling schedule: 
• The initial value of T should be high enough that all configurations c G 
have a "fair" chance of being accepted. That is, the system is in a "melted" 
state. 
• T should be lowered very slowly, for example, Tnew = 0.995 X Toid or Tnew = 
0.9995 X Told-
• The length L of the Markov chains is usually constant. Another feasible 
method could be to increase L slowly each time T is decreased. 
• The stop criterion could read as follows: 
— Stop, if an optimal solution c £ Ç is found. 
— Stop, if T dropped below a certain level. 
— Stop, if no more new configurations Cj seem to be accepted. 
It can be proved that if the cost function, the neighbourhood function and the 
cooling schedule satisfy certain conditions, the algorithm converges to a mini-
mum after a number of transitions. In our case this minimum would be a triple 
of normal sequences (if it exists). 
There exists a lot of theories about Markov chains and an optimal choice of the 
cooling schedule. This section could be easily extended to a thesis itself! 
We confine ourselves to describe an algorithmic and experimental aspect of sim-
ulated annealing on normal sequences. For the reader interested in the math-
ematical background of simulated annealing we refer to [OttGin89] as well as 
;EllGib92], [KirGelVec83] and [Forsyth92;. 
3.10.3 Pseudo-Code for a Simple Simulated Annealing Algo-
rithm 
void SimulâtedAnnealing(int n) { 
ReadCoolingScheduleParams(r , Tjec? ^^ Line, • • • )î 
BuildStartSeq(F, G, 
actcost = CostFunction(7i, F , G, H); 
do { 
I = 0; 
do /* Markov Chain */ 
{ 
NeighbourSeq(n, F, G, H, Fl^eighboura, GMeighhours, HNeighbours)] 
selected = SelectRandom(n, Fj^eighbours, G Neighbour a-, H Neighbours)] 
Fposa — ^Neighbours Selected , 
Gposs = G Neighbour s[selected]; 
Hposs = H Neighbour s[selected]] 
newcost = CostFunction(n, Fposst Gpossi Hposs)] 
if {newcost < actcost) 
accepted = 1; 
else 
accepted = (exp (^^i^^-i^ner^) > random{{i,l))] 
if (accepted) 
{ 
F = Fposs'l G — Gposs] H — Hposs] 
actcost = CostFuiict ion(n, F, G, H); 
} 
success = (actcost = = 0); 
} 
while (!(/ = = L) KK !(5TICCE55)); 
T = r X Tdec] 
L = L X Line] 
} 
while (!(StopCoiidition(5ticce55, T, L, ...)); /* end Markov chain */ 
if (success) 
PrintSequences(n, JP, G, H)] 
} 
The function "BuildStartSeq", "CostFunction" and "NeighbourSeq" are exactly 
the same as in Section 3.9. 
The algorithm starts with some feasible sequences F , G and H. Then the inner 
"do loop", which is one sequence of trials is performed until a certain stop con-
dition is met. Between each Markov chain, the length L of one Markov chain 
and the control variable T is updated. Inside the Markov chain, "SelectRandom" 
selects a new possible candidate configuration, where each neighbour configura-
tion of the actual configuration has the same chance to be selected. The new 
candidate's associated costs are calculated, and the configuration is accepted, ac-
cording to the Metropolis criterion. If accepted the actual configuration F, G, H 
and the variable actcost are updated. 
The function "random" generates a uniform random number in the interval 0,1. 
The algorithm contains a sort of a natural backtrack mechanism, as higher cost 
configurations Cj may be accepted at any time, yet the lower the control param-
eter T , the more unlikely a "deterioration" of the actual configuration Ci gets. 
Therefore, climbing out of local minima is both possible and easier at higher 
temperatures, while at lower temperatures the algorithm converges to a "stable" 
configuration, which hopefully is a solution c 6 Q. 
3.10.4 Simulated Annealing on Complete Sequences 
program-code ns_sim_ann' 
This version of simulated annealing on normal sequences matches the description 
of Section 3.10.3. 
Complete sequences F , G and H are tried to be improved constantly by altering 
nonzero elements, or by exchanging O's with nonzero elements using the method 
of simulated annealing. The algorithm returns successfully if normal sequences 
are found. The method fails if the control variable T drops below a certain level, 
or if the configuration is not consecutively altered anymore. 
A trace table for simulated annealing on complete and on partial sequences is 
given in Appendix D.2. 
3.10.5 Simulated Annealing on Partial Sequences 
Here we apply the principle of simulated annealing on partial sequences Fpart, 
Gpart and Hpart' The search is done for triple of pairs / i , /n-i+i , 9i, gn-i+i, and 
hi, /in-i+i- As expected, the search goes from the outermost to the innermost 
triples of pairs. 
We have to redefine: 
• the search-space S; 
• the neighbourhood function Ai\ and 
• the cost function T. 
We obtain the same search-tree as in Section 3.6.2. 
Given a triple of partial sequences Fpart-, Gpart and Hpart which contain nr triples 
of pairs of elements we define: 
• The neighbourhood sequences as 
— all the partial sequences Fpartnewminus ? Gpartnewminus ^nd Hpartnewminua 
which have less triples of pairs than the actual configuration; That is, 
their number of triples is nvnewminus < tit^ and their remaining triples 
match those of Fpart-, Gpart and Hparti plus 
— aU the partial or complete sequences Fpartnewpius j Gpartnewpius and 
Hpartnewpius, which are Fpart, Gpart and Hpart pl^s One more triple 
of pairs, and which fulfill the next corresponding equation from the 
autocorrelation function. 
Therefore Fpartnewpi usf Gpartnewplus 1 Hpartnewplus have riTnewpius = Tir + 1 
triples of pairs; and the new triple is 
i'n-nr^.^pu.+i' ^nr^.^^u. ^ • The Corresponding new equation 
which has to be tested from the autocorrelation function is 5 = n—nrnewpius-
If the partial sequences become complete sequences, that is, nrnewplus = 
all the remaining equations from the autocorrelation function have 
to be tested successfully in order to accept the new configuration as a neigh-
bour from the actual configuration. 
• The associated cost of the triple as the number of missing triples of pairs in 
the middle of the sequences. That is, !F{c) = - nr. Clearly complete 
sequences have their associated costs equal to zero. 
The algorithm always starts on "empty" partial sequences, that is, sequences 
with associated costs = . 
The method of simulated annealing on partial sequences, together with the neigh-
bourhood function Af and the cost function describe a new way to move 
through the search-tree. The tree is not traversed exhaustively anymore. That 
is, the algorithm omits to investigate some branches of the tree (which this time 
could even contain a solution c G ^ ) in favour of finding an optimal solution in 
less time. 
We could also describe this method as follows: 
1. Start with the empty sequences Fpart^ Gpart and Hpart- Initialize the value 
of the control parameter T. 
2. Select one of the neighbours randomly, that is, either take one of the partial 
sequences which contain less triples of pairs, or extend Fpart, Gpart and Hpart 
to one more triple of pairs. If the partial sequences have been extended, test 
the corresponding new equation or test all the remaining equations from 
the autocorrelation function. 
3. Accept an extended configuration with probability one. If the partial se-
quences have been reduced for some triples of pairs, determine the number 
of pairs which have been omited. Pass this number together with T to the 
exponential probability function of the Metropolis criterion and accept the 
new configuration accordingly. 
4. Repeat 2 and 3. Lower T after each sequence of trials. 
5. Repeat 2, 3 and 4, until complete sequences are constructed successfully, or 
the method seems to fail. 
We implemented three versions of simulated annealing on partial sequences: 
Version 1 
program-code ns_sim_ann2 
This version works exactly as described above. The algorithm moves down and 
up the search-tree according to the cost function, fulfilling the corresponding 
equations from the autocorrelation function and passing the Metropolis criterion. 
Version 2 
program-code ns_sim_ann3 
In this version, the generation probability is redefined. We only move to a "worse" 
neighbour, that is, partial sequences which contain less triples of pairs than the 
actual configuration, if we really have to. That is, if we cannot extend the partial 
sequences without violating the corresponding equation from the autocorrelation 
function. 
We can also say that we move down the search-tree, whenever this is possible. We 
only move upwards when there is no other possibility; furthermore this upward 
step is still subject to the Metropolis criterion. 
Version 3 
program-code ns_sim_ann4 
Together with the new generation probability of Version 2, we now lower the 
control parameter T inside each Markov chain. After each sequence of trials, T 
is reassigned the initial value. This method is still called simulated annealing but 
we are now having inhomogeneous instead of homogeneous Markov chains. 
It turned out to be a good idea to increase the length X of a Markov chain after 
each unsuccessful sequence of trials. Let us have a look at a possible performance 
of the algorithm to explain this: 
If we were to envisage the tree one Markov chain with a decreasing control vari-
able T inside the chain itself means descending the tree in some way. At the 
end of the chain, that is, with lower values of T, an upwards step becomes very 
unlikely and we are searching in the subbranches close to the leaf level. After a 
sequence of trials, or between each Markov chain, the temperature is reinitialized 
with its starting value. This means the system is in a melted state again, and the 
algorithm can climb up the tree again to examine other branches which may con-
tain some solutions. Each time the descent of a branch of a tree is unsuccessful, 
we increase the length L to make sure the new subbranches are now examined 
more completely in order to find a possible solution c e Q. 
Again we refer to [OttGin89] and [Forsyth92] for more details about the theory 
of Markov chains. 
Chapter 4 
Results and Discussion 
4.1 Normal Sequences 
The exhaustive search for normal sequences was performed up to a length 24. 
We found: 
• normal sequences do exist for the following lengths: 
n € {1,2,3,4,5,7,8,9,10,11,12,13,15,16,18,19,20,25}; and 
• they do not exist for n G {6,14,17,21,22,23,24}. 
An exhaustive search for the length n = 24 was performed for the first time here. 
In the following table, we show the number of normal sequences we found for 
each length n, where we only counted representative triples of sequences: 


















For lengths n < 23 the results match those of [1KKSYY91]. It is also known 
that normal sequences do exist where the length n is a Golay number, that is, 
n = a,6,c > 0. Furthermore, we can construct normal sequences of 
length 29 from Turyn sequences TS{29). We also know that NS(n) do not exist, 
where 2n is not divisible into three squares. 
Therefore we know: 
• normal sequences do exist for 
n e {1,2,3,4,5,7,8,9,10,11,12,13,15,16,18,19,20,25,26,29,32,40,52,64, 
80, . . . } ; and 
• they do not exist for 
n G {6,14,17,21,22,23,24,30,46,56,62,78,94,.. .}. 
So the first undecided case is now n = 27. The undecided cases are: 
• n € {27,28,31,33,. . . } . 
4.1.1 Normal Sequences Derived from Golay Sequences 
For certain lengths n , many normal sequences are derived from Golay sequences 
of the same length. That is, either one of the sequences G or if is equal to 
On (where On is the sequence of n zeros), or F, G and H satisfy the construc-
tion of Theorem 5 where G is skew symmetric and H is symmetric (or vice versa). 
Length n Normal Sequences or Golay Sequences 
16 = - + + + + - + + - + + + - + — 
G = 0000000000000000 
^ = - + + 4- + - + + + + - + + 
20 ^ = - - + + + + + - + + - - + + — 
G = 00000000000000000000 
^ = - - + + + + + - 4 - + + + - - + - + - + + 
Note that the example of Golay sequences of length n = 16 satisfies a certain 
structure, namely. 
For certain even lengths n, many Golay sequences of this structure were found. 
For length n = 2 and 4, all the normal sequences are derived from Golay se-
quences. For n = 8, 10, 20 many sequences F, G and H may be constructed 
from Golay sequences according to Theorem 5 or be Golay sequences themselves. 
Length n Normal Sequences Constructed by Golay Sequences 
8 - - + + + - + -
G = 0 + +00 -f +0 
H = +00+ - 0 0 -
10 i ^ = - + + + + + + - - + 
G = 000 + - + -000 
H = - + +0000 + + -
20 F = - + + + - + + + + - + - - + - + + 
G = 0 + 0 + +0 - 00 - +00 + 0 - - 0 - 0 
jy = +0 - 00 + 0 + +00 + +0 + 00 - 0+ 
4.1.2 Normal Sequences Derived from Turyn Sequences 
For length n = 25 all of the normal sequences we found can be constructed 
from Turyn sequences using Theorem 6 and 7. We conjecture at this stage that 
all of the normal sequences of length n = 25 can be derived from Turyn sequences. 
Length n Normal Sequences Constructed by Turyn Sequences 
3 F = - f - f -
G = 0 + 0 
^ = +0+ 
25 + - + - + + - + + + + - - + + - + + + + + + 
G = 0 + 4--f + + - + - - + + - - + + + - + - 0 
H = +00000000000000000000000-
The Turyn sequences constructing the normal sequences of length 25 in the above 
example would be: 
A = +++-++-++-+++ 
B = +++--+-+--++-
C = --+++-+ ++ 
D = + + + + - + - + . 
4.2 Near-Yang Sequences 
In the case where NS(n) did not exist, but 2n was still divisible into three 
squares, we searched for near-Yang sequences with the same weight u = 2n. 
That is, NY{i,2n), i > n. This would be for the following lengths n: 
Length n Weight 2n Decomposition 
6 12 12 = 2^ + 2^ + 2^ 
17 34 34 = 52 + 32 + 02 
21 42 42 = 52 + 42 + 12 
22 44 44 = 62 + 22 + 22 
23 46 46 = 62 + 32 + 12 
24 48 48 = 42 + 42 + 42 
We found near-Yang sequences with weight 12 for the following lengths i: 
• {7,11,13,15}. 
Again we show how many representative triples of sequences we found for each 
length i . We did not count any near-Yang sequences if the tree sequences P, Q 
and R aU started or ended with 0. 





The exponential growth of the search-space did not allow us to search for further 
near-Yang sequences, for example, 34). 
4.3 Discussion 
4.3.1 Exhaustive Search Algorithms 
The time table in Appendix B tells us that the tree-search algorithm from Sec-
tion 3.6 was the most successful. For length w = 16, and therefore probably for 
other lengths as well, we note that storing triples of pairs is a good idea, but does 
not necessarily result in relevant time-savings. 
Furthermore, if we examine Appendix C, we note that by storing triples of pairs, 
we now run out of disk-space instead of time. Therefore, the problem is only 
shifted from one of time-resources to one of storage-space. 
We present some possible explanations why the simple tree-search algorithm 
(eventually combined with storing of triples of pairs) was the most successful: 
• the search-tree is a simple representation of a reasonable search-space <5; 
• the parsing of the tree is straightforward; and 
• the "cutting branches mechanism" saves a lot of CPU-time. 
The last statement is the most important one. If none of the branches of the tree 
were cut, the algorithm would just test the same number of configurations c € <S 
as the first exhaustive search algorithms, and therefore time-savings would be 
very unlikely. 
The search-tree has a depth of and a branching factor of 32 or 81. This 
means that the tree is comparatively short, but at the same time very "bushy" 
because the branching factor of 32 or 81 is very high. Hence at the last level the 
tree contains billions of leaves even for a relatively short length n. Therefore, the 
amount of CPU-time depends a lot on how "deep" the algorithm parses the tree 
for a given n. 
For some lengths n which contain many solutions or "almost solutions" (that is, 
configurations c G <S that force the algorithm to descend the tree almost to the 
leaf level), the algorithm is comparatively slow. 
This could be a possible explanation for the following two occurrences: 
• the growth of the CPU-time is very irregular, for example an exhaustive 
search for normal sequences of length n = 19 is performed slightly faster 
than for length n = 18, 
• the growth of the CPU-time, is about 3 if we increment the length by 1 
and is therefore smaller than the actual growth of the search-space S. 
We need to further explain the last statement. We observe that the ratio of the 
number of normal sequences found divided by the size of the search-space «S, 
drops off for increasing lengths n. Or in other words, the search-space grows 
exponentially while the number of normal sequences found is irregular and may 
not even grows in any discernable manner. 
Length n Number of NS{n) Size of Search-Space S According to 3.6.2 
1 1 8 
2 2 32 
3 1 256 
4 4 1024 
5 2 8192 
7 14 « 2.5 X 10^ 
8 104 « 1 X 10® 
9 14 « 8 X 10® 
10 40 « 3.4 X 10^ 
15 4 « 2 . 7 X 
20 152 « 1.1 X 
25 (?) « 9.2 X 10^® 
This again means that the algorithm has to parse comparatively small parts of 
the tree for longer lengths n, and therefore the growth of the CPU-time is always 
lower than the growth of the search-space. 
4.3.2 Heuristic Search Algorithms 
Here the best performing algorithm was clearly the simulated annealing method 
on partial sequences. 
It seems that the search-tree of Section 3.6.2 is a very efficient representation of 
our problem. Hence it remains to formulate a reasonable and efficient method 
for parsing this tree non-exhaustively. As we mentioned before, the tree is very 
"bushy" and solutions c G ^ are very rare for longer lengths n. So the method 
must also contain a good backtrack mechanism as it is very unlikely to find a 
solution in a first trial. 
Simulated annealing on partial sequences fulfilled these criterions the best. 
Let us now have a look at the different algorithms and their performance: 
4.3.3 Blowing-Up Sequences 
This was a good idea, but no results were found. The algorithm tries to directly 
extend one solution to another possible solution, without any backtracking or 
searching. Given the very small number of solutions c G ^ for longer lengths n, 
this method was very likely to fail. 
4.3.4 Hill-Climbing Algorithms 
This algorithm found some results; for example iV5(16), but none of them were 
new. The cost function which adds up the squares of the deviations from the 
autocorrelation function turned out to be slightly better. The method often had 
to restart before a successful search for the best neighbours could be performed. 
For near-Yang sequences we were also not able to find new results. 
4.3.5 Simulated Annealing Algorithms 
Simulated annealing on complete sequences turned out to be just as successful -
or unsuccessful - as the hill-climbing algorithms. 
Version 1 of simulated annealing on partial sequences was also not very successful. 
Version 2 and 3 which extend the partial sequences whenever this is possible -
and therefore eliminate backtrack steps that are not really necessary - are much 
faster, especially when the tuning of the parameter is appropriate. That is when 
a good cooling schedule is selected. 
The last version which deals with inhomogeneous Markov chains, discovered some 
normal sequences of length n = 25. As mentioned before, these can also be con-
structed from Turyn sequences. 
Length n Normal Sequences via Simulated Annealing 
25 F = - + - + - + + + + + - - + - - + 
G = 0 - 0 - 0 + 0-1-0 + 0 - 0 + 0 - 0 - 0 - 0 + 0 + 0 
^ = - 0 - 0 - 0 + 0 + 0 - 0 + 0 - 0 + 0 + 0 - 0 - 0 + 
We do not really know which of the last two versions of simulated annealing is 
the better one. The idea with the inhomogeneous Markov chains definitely is 
not a bad one, especially when we increase the length L of the chain after each 
sequence of trials. 
Many questions were also raised by the choice of an optimal cooling schedule. 
We tried different values of the control value T as well as the other parameters. 
A table is given in Appendix B.2. 
The simulated annealing algorithms on partial sequences often faltered when 
searching for the last innermost triple of pairs of elements, which had to fulfill all 
the remaining equations from the autocorrelation function. 
Chapter 5 
Presentation of Normal and 
Near—Yang Sequences 
In the following two sections we show some tables of normal and near-Yang se-
quences. The tables are incomplete as for certain lengths there exist very many 
sequences. 
This is the first time near-Yang sequences have been presented. 
5.1 Normal Sequences 
Length n Sequences Sum 
1 F = + 1 
G = 0 0 
H = + 1 
2 F = i- 0 
G = OQ 0 
2 
3 = + + - 1 
G = 0 + 0 1 
^ = + 0 + 2 
4 = + + + - 2 
G = 0 4 - - 0 0 
iT = +00+ 2 
4 = + + + - 2 
G = 0000 0 
ir = + + - + 2 
5 i ^ = + + + - + 3 
G = 0 + + - 0 1 
jy = + 0 0 0 - 0 
5 i^ = + + + - + 3 
G = 0 + 0 - 0 0 
jy = +0 + 0 - 1 
7 i^ + _ _ _ 1 
G = 0 + +0 + - 0 2 
^ = +00 + 00+ 3 
7 = + + + - + + - 3 
G = 0 + +0 + - 0 2 
iT = +00 - 00+ 1 
Length n Sequences Sum 
8 = + + - + + 0 
G = 00 + - + -00 0 
^ = 4- 4- 0000 + + 4 
8 = - + + + + + - + 4 
G = 00 + + - -00 0 
H = - + 0000 + - 0 
8 F = - + + + + - + + 4 
G = 0 + 0 + - 0 - 0 0 
^ = +0 - 00 - 0+ 0 
9 = + - + + + + + 3 
G = 0 - +000 - +0 0 
= +00 + + - 00+ 3 
9 i^ = + - + + + + + - - 3 
G = 000 + 0 - 000 0 
ir = + + - o + o + - + 3 
10 F = - + + + - + - + + - 2 
G = 000 + + + +000 4 
H = - + +0000 - - + 0 
10 - + + + + + + - - + 4 
G = 0000000000 0 
ir = - + + - + - + + + - 2 
10 F = + + - + - + - - + + 2 
G = 000 + + + +000 4 
ir = + + -0000 + — 0 
11 F = - + - + + + + - - + + 3 
G = 0 + 0 + + + - + 0 - 0 3 
jy = +0 + 00000 - 0+ 2 
11 F = + + + + + - - + - + - 3 
G = 0 + 0 + 0 - 0 + 0 + 0 3 
^ = +0 + 0 - 0 + 0 - 0 + 2 
Length n Sequences Sum 
12 F = - + - + + + + - + + - - 2 
G = 0 + 00 + 00 - 00 + 0 2 
H = -0 + +0 + -0 + +0+ 4 
12 = + - + + - + + + + 2 
G = 000 + + + + + -000 4 
^ = + -+000000++- 2 
13 F = + - + + + - + + + + 3 
G = 0- 0 + 00 + 00 -0 + 0 1 
jï = +0 4- 0 - +0 - +0 + 0+ 4 
13 F = + - + - + + + + - + + - - 3 
G = 0 + 000 + 0 + 000 + 0 4 
i r = + o - + + o + o 0 + 1 
13 5 
G = 0 + - + + - + + + 0 1 
H = +00000000000- 0 
15 = + - + + - + + - - + + + 1 
G = 04- + + + + + -- + - + - + 0 5 
H = +0000000000000+ 2 
15 i^ = + - + + - + + -- + + + 1 
G = 0 + 0 + 0 + 0 - 0 + 0 + 0 + 0 5 
= + 0 + 0 + 0 + 0 - 0 - 0 - 0 + 2 
16 i^ = -- + + + + - + - + + + - + +- 4 
G = 0 + 0 + + 0 + 00 + 0--0 + 0 4 
^ = -0 + 00 + 0 + -0 - 00 - 0+ 0 
16 F = + + + + + - - + - + - + - - + + 4 
G = 00 + +00 - + + -00 + +00 4 
^ = + + 00 + -0000 + -00 - - 0 
16 i^ = + + - + - + + + + + - + + 4 
G = 0000000000000000 0 
i r = + + - + - + + + + + + -- + — 4 
18 F = + + + + + - - + + - - + - + + - + - 4 
G = 0 + +0 - 0 + +00 + -0 - 0 - +0 2 
jy = +00 + 0 + 00 + +00 - 0 - 00+ 4 
18 î  = + + + + + + -- + + - + -+ 2 
G = 0 + +0 + 0 + +00 - +0 - 0 + -0 4 
i í = +00 + 0 + 00 + -00 + 0 + 00- 4 
Length n Sequences Sum 
19 
G = 00 + 0 - + + 0 + - + 0 + - + 0 - 0 0 





G = 00 + 0 - + 0 + 000 + 0 - + 0 - 00 




20 = + + + + + - + + + + + 
G = 0 + 0 + + 0 0 - 0 + -0 + 00 - -0 - 0 









20 = + + + - + + + - + + + - + - - + -
G = 0 - 0 + + 0 + 00 + -00 - 0 - -0 + 0 





G = 0 - 0 - 0 + 0 + 0 + 0 - 0 + 0 - 0 - 0 - 0 + 0 + 0 




25 = + + + + + + + + + - - + + - + + - + - + - + 





5.2 Near—Yang Sequences 
Length n Sequences Sum Weight 
7 P = + + + 0 - + - 2 6 
Q = 0 + +0 - +0 2 4 
R = +00000+ 2 2 
7 p = + + + o - + - 2 6 
Q = 0 + 000 + 0 2 2 
Ä = +0 + 0 - 0+ 2 4 
11 P = - 0 + 0 + 00000+ 2 4 
Q = 0 + 0 + 000 + 0 - 0 2 4 
Ä = +0 + 00000 - 0+ 2 4 
11 P = +000 + 000 - 0+ 2 4 
Q = 00+ 0 + 0 + 0 - 0 0 2 4 
Ä = + + 0000000 + - 2 4 
13 P = - 0 + 0 + 0000000+ 2 4 
g = 0 + 00 + 000 + 00 - 0 2 4 
Ä = +0 + 0000000 - 0+ 2 4 
13 P = + 0 - 0 + 0 + 0 + 000- 2 6 
Q = 0 + 0 + 00000 + 0 - 0 2 4 
R = +00000000000+ 2 2 
15 P = - 0 + 0 + 000000000+ 2 4 
Q = 0 + 000 + 000 + 000 - 0 2 4 
Ä = +0 + 000000000 - 0+ 2 4 
15 P = +000 + 000 + 0 + 0 - 0 - 2 6 
Q = 0 + 00000000000 + 0 2 2 
R = +00000 + 0 - 00000+ 2 4 
15 P = +0 + 0 - 000000000+ 2 4 
Q = 0 + +000000000 + - 0 2 4 
R = +0000 + 000 + 0000- 2 4 
Summary 
Binary and ternary sequences have always been of the interest in combinatorics, 
number theory and other research areas. In this thesis we were searching for 
normal and near-Yang sequences. The latter group of sequences are defined for 
the first time here and are a generalization of normal sequences. 
We implemented different algorithms for our problem. These algorithms can be 
divided in two groups: 
• exhaustive search algorithms; and 
• and heuristic search algorithms. 
From the exhaustive search algorithm, a simple tree-search algorithm with cod-
ing triples of pairs of elements was very successful. The method searched from 
the outermost to the innermost elements of the sequences. Cutting branches of 
the tree, that is, rejecting partial solutions as soon as possible, helped to save a 
lot of CPU-time. 
Within the second group of algorithms, the simulated annealing method turned 
out to be very successful. Annealing in physics is a thermal process for obtaining 
low energy states of a solid in a heat bath. The temperature of the bath is lowered 
very slowly and increased from time to time too, to obtain a stable rather than a 
meta-stable amorphous structure. The annealing method can be easily adapted 
for combinatorial optimization problems such as searching for ternary sequences, 
where one has to define a cost and a neighbourhood function. We tested different 
versions of simulated annealing on complete and partial sequences. Trying to con-
struct complete from partial sequences and selecting only "better" neighbours, if 
possible, were the most efficient methods. We used the same search-tree which 
we had already defined for the tree-search algorithm. An optimal choice of the 
cooling schedule, that is of the control value T and how to decrement T, seemed 
to be very difficult and would have involved more research on the mathematical 
background of simulated annealing and Markov chains. 
An exhaustive search for normal sequences of length 24 was performed for the 
first time here. Normal sequences of length 24 do not exist. The exhaustive 
search algorithm found normal sequences of length 25. The simulated annealing 
algorithm found a triple of normal sequences of length 25 in a comparatively 
short time, but these sequences can also be constructed from Turyn sequences. 
Near-Yang sequences with weight 12 were found for different lengths while 
normal sequences with weight 12 do not exist. 
New results from this research have been accepted for publication. 
Further Work 
Many other algorithms for our problem could be developed and implemented. 
The search-tree of Section 3.6.2 represented our problem very well and led to 
interesting algorithms. 
Further work in this direction could include the following: 
• Trying to improve the exhaustive tree-search algorithm by finding out more 
cutting mechanisms. 
• Developing other heuristic methods to parse the tree, for example a hill-
climbing algorithm on partial sequences. 
More work could also be done in the area of simulated annealing to find out an 
optimal cooling schedule; this would probably result in a thesis itself. [OttGin89 




A. l Intelligent Brute Force Algorithm - normalseq.c 
/* Program : normalseq.c 
/• Purpose : Implementation of a brute force algorithm for normal sequences 
/• Author : Hare H.Gysin 
/* Date : September 92 
/* 
/• Copyright (C) 1993 by C"3SR. All rights reserved. 
/» This program may not be sold or used as inducement to buy a product 
/• without the written permission of C"3SR. 
tinclude <8tdio.h> 
tdefine MAX 10 
/» just for statistics »/ 
int cs, dec, success; 
void PriorKillO 
•C nice(lO); alarmO » 60 • 60); } 
int PoB2(int n) 
{ 
int i, exp; 
exp = 1; 
for (i = 0; i < n; i++) exp = exp » 2; 
return(exp) ; } 
int Hultiply(char nl, char n2) 
{ 
if (nl == » + ' tk n2 == '+') return(l) ; 
if (nl ~ »ft n2 == >-') return(l); 
if (nl == '+' kk n2 == '-') return(-l); 




Tests the nonperiodic autocorrelation function being zero of the sequences 
*f, »g and «h. 
char AutocorrFunc(char *f, char char »h, int n) 
{ 
int i, j, sum, index; 
char nonperiodic; 
CS++; 
nonperiodic • 1; j • 1; 
while (nonperiodic ftt j <• n - 1) 
{ 
sum • 0; 
for (i • 0; i < n - j; i++) 
sum » sum + Hultiply(f[i], fCi + j]) + 
Hultiply(g[i], g[i + j]) + Hultiply(h[i]. h[i + j]); 





decodes the code-number codenr into the sequences »seq and returns also the sum 
of the head «sh, the sum of the tail *8t and the middle-element *add, 
void DecodeCint codenr, int n, char «seq, int «sh, int •st, int »add) 
{ 
int i; 
•sh = 0; *at = 0; 
for (i = n - 1; i >= 0; i — ) 
{ 
if (codenr % 2 == 0) 
{ 
seqCi] = >-»; 
if (i < n / 2) (»sh) — ; 




seqCi] = '+»; 
if (i < n / 2) (•sh)++; 
else if (i >= (n + 1) / 2) (*st)++; 
} 
codenr = codenr / 2; 
} 
if (n % 2 == 1) 
-C if (seqCn / 2] == ' + ') (»add = 1); else (»add) = -1; } 
else 
{ («add) = 0; } 
} 
Extract : 
splits the sequence «seqgh into the sequences »seqg and »saqh 
void Extract (int nrsplit, int n, char »seqgh, char *seqg, char »seqh, int *shg, 
int *8tg, int *shh, int «sth, int *add) 
{ 
int i, start; 
if (n % 2 — 0) 
{ 
8eqg[0] - '0'; 8eqg[n - 1] » '0'; («shg) - 0; (*Btg) « 0; 
seqhCO] » seqgh[0]; 
if (aeqhCO] -- '+») (»shh) « 1; else («shh) » -1; 
seqhCn - 1] • 8eqgh[n - 1]; 
if (seqhCn - 1] =» '+') (•sth) - 1; else («sth) - -1; 
start • 1; 




seqgCn / 2] = '0»; (»shg) = 0; (^stg) = 0; 
seqhCn / 2] = seqgh[n / 2]; («shh) = 0; (^sth) = 0; 
start = 0; 
if (seqhCn / 2] == '+') («add) = 1; else (»add) = -1; 
} 
for (i = (n - 1) / 2 + start - 1; i >= start; i — ) 
{ 
if (nrsplit % 2 == 0) 
{ 
seqhCi] = seqghCi] ; 
if (seqhCi] == ' + ') (•shh)++; else (•shh)~; 
seqhCn - 1 - i] = seqghCn - 1 - i] ; 
if (seqhCn - 1 - i] == '+») (*sth)++; else (»sth)~; 




seqgCi] = seqghCi]; 
if (seqgCi] == ' + ') (•shg)++; else (•shg)~; 
seqgCn - 1 - i] = seqghCn - 1 - i]; 
if (seqgCn - 1 - i] == »+') (•stg)++; else (»stg)--; 
seqhCi] = '0'; seqhCn - 1 - i] = '0'; 
} 
nrsplit = nrsplit / 2; 
} 
} 
char Represent(int sum_head, int sum_tail) 
{ 
return(abs(sura_head) >= abs(sum_tail) tt 
(sum.head >= sura.tail) tA sura.head >= 0); 
} 
char Decomposition(int n, int fsum, int gsum, int hsum) 
{ 
dec++; 
return ((fsum • fsum + gsum * gsum + hsum » hsum == 2 • n)); 
} 
Main Program : 




int f, gh, nrsplit, n, shf, stf, shg, stg, ahh, sth, 
fsum, gsum, hsum, init, addf, addh, dummy; 
char seqfCHAX], s«qg[MAX] , seqh[HAX], seqghCHAX]; 
Initialization 
PriorKillO ; 
cs = 0; dec = 0; success = 0; 
for (init = 0; init < MAX; init++) { seqf[init] = 0; seqg[init] = 0; seqh[ini 
t] = 0; } 
/m**** 
for-loop for different lengths n 
for (n = 1; n < MAX; n++) 
{ 
for (f = 0; f < PoH2(n); f++) 
{ 
Decode(f, n, seqf, tshf, ftstf, ftaddf); 
if (Represent(shf, stf)) 
{ 
for (gh = 0; gh < PoH2(n); gh++) 
{ 
Decode(gh, n, seqgh, ftdummy, ftdummy, ftdummy); 
for (nrsplit = 0; nrsplit < Pow2((n - 1) / 2); nrsplit++) 
{ 
Extract(nrsplit, n, seqgh, seqg, seqh, 
*shg, ftstg, tshh, ftsth, taddh); 
if (Represent(shg, stg) kk Represent(shh, sth)) 
< 
fsum = shf + stf + addf; 
gsum = shg + stg; 
hsum = shh + sth + addh; 
if (Decoraposition(n, fsum, gsum, hsum) tk 
AutocorrFunc(seqf, seqg, seqh, n)) 
{ 
success-*"«-; 
printf("Length n : %d\n", n); 
printf ("Sequence F : % s iliV. i % i X i\n" , 
seqf, shf, stf, addf, fsum); 
printf("Sequence G : % s X i X i X i X i\n", 
seqg, shg, stg, 0, gsum); 
printf("Sequence H i X s i\n\n" , 








printf ("\nD«c y,d AutocorrFunc %d Success '/.d\n", dec, cs, success) 
} 
A.2 Constructing Normal Sequences - normalseq2.c 
/* Program : normalsaq2.c 
/• Purpose : ''constructing" normal sequences 
/• Author : Hare N.Qysin 
/• Date : September 92 
/* 
/* Copyright (C) 1993 by C'SSR. All rights reserved. 
/» This program may not be sold or used as inducement to buy a product 
/* without the written permission of C"3SR. 
finclude <8tdio.h> 
tdefine MAX 50 
/» squares from 0 to 10 •/ 
int sqCil]; 
void PriorKilK) 
{ nice(lO); alarm(9 • 60 • 60); } 
/«>ti4i4i* 
Initialize : 
Initializes different variables 
void Initialize(char «seqf, char *8eqg, char »seqh) 
{ 
int i; 
for (i = 0; i < MAX; i++) { seqfCi] = 0; seqgCi] = 0; seqh[i] = 0; } 
for (i = 0; i <= 10; i++) sq[i] = i • i; 
} 
ErrorMsg : 
Stops the progrzun if cond is true, should not occur 
If****/ 




printf("\n\n*«»«« ERROR ••••» %s\n" , str); 





char odd(int n) { return((n X 2 0)); } 
char even(int n) { return((n X 2 0)); > 
int Hultiply(char nl, char n2) 
{ 
if (nl »» >+' kk n2 »- '+') raturn(l); 
if (nl — »-» kk n2 — '-») return(l); 
if (nl -» >+' kk n2 »« '-') return(-l); 
if (nl »= >-' kk n2 ~ »+') return(-l); 
raturn(O); 
} 
int Add(char nl, char n2) 
{ 
if (nl == > + ' kk n2 == ' + ') return(2) ; 
if (nl == '-> kk n2 == '-') return(-2); 
if (nl == >+' tk n2 == '-') return(0) 
if (nl == >-' kk n2 == »+') return(O) 
if (nl == '0> kk n2 == '+») raturn(l) 
if (nl == >0' ftft n2 == '-') return(-l); 
if (nl == '+' kk n2 == >0») return(l); 




Tests the last equation from the autocorrelation function. 
«41**41/ 
char LastEquation (int n, char »f, char char »h) 
•c 
int sum; 
sum = Add(fCO], f[n -1]) + Add(g[0] , g[n - 1]) + Add(hCO] , hCn - 1 ] ) ; 
return((sura == 2 || sum == -2)); 
} 
/ * « * * * 
AutocorrFunc : 
Tests the nonperiodic autocorrelation function being zero of the sequences 
•seqf, *seqg and «seqh. 
char AutocorrFunc(int n, char «seqi, char •seqg, char »seqh) 
{ 
int i, j, sum; 
char nonperiodic; 
nonperiodic = 1; j = n - 2; 
/• j == n - 1 is already checked in LastEquation •/ 
nhile (nonperiodic kk j >= 1) 
{ 
sum = 0; 
for (i = 0; i < n - j; i++) 
sum » sum + Hultiply(seqf[i], seqfCi + j]) + 
Hultiply(seqg[i] , seqgCi + j]) + Multiply(seqh[i], seqh[i + j]) 
if (sum !• 0) nonperiodic • 0; 






Incrementes »indf, «indg or «indh, makes sura that all the combinations of «ind 
f , *indg and *indh are looked at. 
char Incr(int »indf, int «indg, int »indh) 
< 
(•indh)++; 
if ((«indh) > 10) 
{ 
•indh = 0; 
(•indg)++; 
if ((«indg) > 10) 
{ 




return(((*indf) <= 10)); 
} 
/ * • » » • 
SpecCond : 
Tests some special conditions about n and sumf, sumg and sumh 
char SpecCond(int n, int sumf, int sumg, int sumh) 
{ 
if (odd(n)) 
return ((odd (sumf) fti even(sumg) tft odd(3Uinh))); 
else 
return((even(sunf) kk even(sumg) kk even(sumh))); 
} 
HoreDecompositionsWeight : 
Finds more decompositions of 2»n into »sumf, *sumg and »sumh 
4c 4>«**/ 





static int indf, indg, indh; 
helpn " 2 • n; 
if («first) { indf » 0; indg » 0; indh » 0; «first = 0; end =» 0; } 
else end - !(Incr(»indf, »indg, »indh)); 
ahile (!end »» (sq[indf] sq[indg] sqCindh] i" helpn II 
!SpecCond(n, indf, Indg, indh))) 
«nd » !(Incr(Jkindf, »indg, tindh)); 




Finds more decompositions of sum into «head, »tail and •middle 





•head = n / 2; 
if (odd(n)) •middle = 1; else •middle = 0; 
•tail = sum - •head - •middle; 
ErrorMsgC'splitf 1", (^tail < -(n / 2)), •head, •tail, sum); 










if (•middle == 1) 
{ 








ErrorMsgC'splitf 2", (•head >= •tail tt •head < 0), •head, »tail, sum); 
return((^head >= •tail)); 
} 
HoreDecompositionsG : 
Finds more decompositions of sum into •head and •tail 




•head » (n - 1) / 2; /• if n is even head must be < n/2 •/ 
•tail " sum - •head; 
ErrorMsgC'splitg 1", (•tail < -(n / 2)), •head, •tail, sum); 




(•head) — ; (•tail)++; 
} 
ErrorHsgC'splitg 2", («head >» «tail ** »head < 0), «head, •tail, sum); 
return((»head >• «tail)); 
} 
HoreDecompositionsH : 
Finds more decompositions of sum into •head, •tail and •middle 





•head = n / 2; 
if (odd(n)) •middle = 1; else •middle = 0; 
•tail = sum - •head - •middle; 
ErrorHsgC'splith 1", (•tail < -(n / 2)), •head, •tail, sum); 










if (•middle == 1) 
{ 








ErrorMsgC'splith 2", (•head >= •tail tt •head < 0), •head, •tail, sum); 




Spreads nr characters charl on the sequences •seq filled with character char2. 
The index-array •freefield indicates which places in the sequence •seq still ar 
e free. 




for (i » 0; i < nr; i++) seqCfreefieldCi]] » charl; 
for <i • nr; i < len; i++) seqCfreefield[i]] = char2; 
} 
Spread : 
Spreads nr characters charl on the sequences «seq filled with character char2. 
The index- •freefield indicates Bhich places in the sequence •seq still ar 
e free. 
Spread tries to shift right the last charl in the sequence. 
Examples : (suppose that len = 6, nr = 3, charl = '+', char2 = >-', 
freefieldCi] = i for all i = 0 .. len - 1) 
in : seq = "+++ ==> out : seq = " + + - + — , return(l) 
in : seq = " + + - + - " ==> out : seq = "++ +", return(l) 
in : seq » "++ +" ==> out : seq = " + - + + — r e t u r n ( l ) 
in : seq = " +++" ==> return(O) 
4i4<4i4>4i/ 
char SpreadCchar *seq, int »freefield, int len, int nr, char charl, char char2) 
{ 
int i, j, count, pos[MAX]; 
char success; 
count = 0; 
for (i = 0; i < len; i++) 
if (seq[freefield[i]] == charl) 
"C pos [count] = i; count++; } 
ErrorHsg("Spread", (count != nr), count, nr, len); 
success = 0; i = nr; 
while (¡success ftft i > 0) 
{ 
i ~ ; 





for (j = i + 1; j < nr; j++) 
pos[j] = pos[i] + j - i; 
for (i = 0; i < len; i++) seq[freefield[i]] = char2; 





Builds all possible sequences F »seq. 
It first trias to alter the tail and then the head of the sequence F. 
Returns 0 if no more sequences F can be built. 
char BuildAllPossibleSeqF(char «first, int n, int head, int tail, int middle, c 
har *seq) 
{ 
int i, pos; 
char success; 
static int headone, tailone, freefieldCHAX]; 
if (»first) 
{ 
for (i = 0; i < n / 2; i++) freefieldCi] = i; 
headone =» (n / 2 + head) / 2; 
tailone = (n / 2 + tail) / 2; 
if (odd(n)) 
{ if (middle == 1) seq[n / 2] = '+'; else seqCn / 2] = } 
InitSpread(seq, freefield, n / 2, headone, '+', '-'); 
InitSpread(seq + (n + 1) / 2, freefield, n / 2, tailone, '+', 
•first = 0; 
return(l); 
} 
success = 0; pos = 0; 
while (¡success Set pos < 2) 
{ 
if (pos == 0) 
success = Spread(seq + (n + 1) / 2, freefield, n / 2, 
tailone, '+', '-'); 
else 
{ 
success = Spread(seq, freefield, n / 2, headone, '+', 
if (success) 
InitSpread(seq + (n + 1) / 2, freefield, n / 2, 







Builds all possible sequences G *seqg and H *seqh. 
The function tries to alter the sequences G and H in the following order : 
- change tail of sequence G 
- change head of sequence G 
- change tail of sequence H 
- change head of sequence H 
- change pattern of '0' in the head of the sequence G ••> tail G, head H and ta 
il H will be changed too 
- try to increase the number of '+' and in the head of the sequence G ==> t 
ail G, head H and tail H will be changed too 
If all this is not possible return(O). 
The folloHing functions are only called from BuildAllPossibleSeqGH 
int maximum(int a, int b) 
{ 
if (a > b) returnCa); else return(b); 
} 
char TestEvenOdd(int n, int headg, int tailg, int headh, int tailh) 
{ 
I* these cases ctm not be possible */ 
if (even(n / 2) kk 
!((even(headg) kk even(tailg) kk even(headh) kk even(tailh)) II 
(odd(headg) kk odd(tailg) kk odd(headh) kk odd(tailh)))) 
return(O); 
if (odd(n / 2) kk 
!((even(headg) kk even(tailg) kk odd(headh) kk odd(tailh)) || 





returns the number of determinated entries in each part (head, tail) 
of the sequences G and H 
int CrissCross(int headg, int tailg, int headh, int tailh) 
{ 
int max; 
max = abs(headg) + abs(headh); 
mzLX = meucimum(maLX, abs (headg) + abs (tailh)); 
max = maximum(max, abs(tailg) + abs(tailh)); 




Returns the number of ' + ' in head and tail of both sequences G and H, 
gives also the number of '0' in the head of sequence G 
void GetIrOfOnes(int n, int headg, int tailg, int headh, int tailh, int add, in 




«headgone • (maximum(headg, tailg) + headg) / 2 + add; 
• tailgona - (raaximura(headg, tailg) + tailg) / 2 + add; 
«headhona • (maximum(headh, tailh) + headh) / 2 + addmax - add; 
*tailhone ' (maximumCheadh, tailh) > tailh) / 2 addmax - add; 
headgminusone * '*h«adgone - h«adg; 
'»headgnull " n / 2 - «headgone - headgminusone; 
ErrorNsgC'GetlrOfQnes 1", (headgminusone < 0), headgminusone, n, n); 




reads the characters '0' in head G and puts the character '0' into 
tail G, head H and tail H in order that the conditions about the quasi-symmetry 
and G+H being a (1,-1)- sequence are fullfilled, 
returns also the appropriate freefield and freelen for head and tail of either 
sequences 
r^m***/ 
void BuildRestlulKchar «scqg, char »seqh, int n, int »headgfreefield, int »tai 




•seqgfrlen = 0; »seqhfrlen = 0; 
for ( i = 0 ; i < n / 2 ; i++) 
{ 
if (seqgCi] == '0') 
{ 
seqg[n - i - 1] = '0'; 
headhfreefield[*seqhfrlen] = i; 





seqhCi] = '0'; seqh[n - i - 1] = '0'; 
headgfreefield[»seqgfrlen] = i; 





void InitRestSpread(char »seqg, char »seqh, int »headgfreefield, int »tailgfree 
field, int »headhfreefield, int »tailhfreefield, int seqgfrlen, int seqhfrlen, 
int headgone, int tailgone, int headhone, int tailhone) 
{ 
InitSpread(seqg, headgfreefield, seqgfrlen, headgone, »+', '-') 
InitSpread(seqg, tailgfreefield, seqgfrlen, tailgone, '+', »-') 
InitSpread(seqh, headhfreefield, seqhfrlen, headhone, »+», '-') 
InitSpread(seqh, tailhfreefield, seqhfrlen, tailhone, »+», '-'); 
} 
char BuildAllPossibleSeqGH(char »first, int n, int headg, int tailg, int headh, 
int tailh. int middleh, char »seqg, char »seqh) 
{ 
int i, pos; 
char success; 
static int add, addmax, haadgon«, haadgnull, tailgone, headhone, 
tailhone, seqhfrlen, saqgfrlen, headgfraefield[MAX], 
tailgfraafialdCHAX] , headhfraefiald[HAX], tailhfreafieldCHAX], 
ireafieldCHAX]; 
if (!Ta8tEvanOdd(n, haadg, tailg, haadh, tailh)) return(O); 
if (»first) 
{ 
addmax = (n / 2 - CrissCrossCheadg, tailg, haadh, tailh)) / 2; 
if (addmax < 0) raturn(O); 
add = 0; 
if (odd(n)) 
{ 
saqgCn / 2] » »0»; 
if (raiddlah « 1) saqhCn / 2] = '+'; 
alsa saqhCn / 2] = ; 
} 
for (1 = 0; i < n / 2; i++) freefield[i] = i; 
GetIrOfOnes(n, haadg, tailg, haadh, tailh, add, addmax, 
khaadgona, ttailgona, khaadhona, »tailhone, theadgnull); 
InitSpread(seqg, freafield, n / 2, headgnull, '0', '-'); 
BuildRastlulKsaqg, seqh, n, headgfreefiald, tailgfraafield, 
headhfraefield, tailhfreefiald, tsaqgfrlen, tseqhfrlen); 
ErrorMsgC'buildgh la", (seqgfrlen < headgone || 
seqgfrlen < tailgone), seqgfrlen, headgone, tailgone); 
ErrorMsgC'buildgh lb", (seqhfrlen < headhone | | 
seqhfrlen < tailhone), seqhfrlen, headhone, tailhone); 
InitRestSpraad(seqg, seqh, headgfreefield, tailgfreefield, 
headhfreefield, tailhfreefield, seqgfrlen, seqhfrlen, 
headgone, tailgone, headhone, tailhone); 
•first = 0; 
success = 1; 





pos = 0; success » 0; 
vhile (¡success kk pos < 6) 
{ 
if (pos == 0) 
success = Spread(seqg, tailgfreefield, seqgfrlen, 
tailgone, '+', '-'); 
else if (pos " 1) 
< 
success = Spread(seqg, headgfreefield, seqgfrlen, 
headgone, »+', »-'); 
if (success) 
InitSpread(seqg, tailgfreefield, 
seqgfrlen, tailgone, '•»•», '-'); 
} 
else if (pos 2) 
{ 
success » Spread(seqh, tailhfreefield, seqhfrlen, 




seqgfrlen, tailgone, '+', '-'); 
InitSpreadCseqg, headgfreefield, 
seqgfrlen, headgone, '+', '-'); 
} 
> 
else if (pos == 3) 
{ 
success 3 Spread(seqh, headhfreefield, seqhfrlen, 




seqgfrlen, tailgone, '+>, '-'); 
InitSpread(seqg, headgfreefield, 
seqgfrlen, headgone, '+', '-'); 
InitSpread(seqh, tailhfreefield, 
seqhfrlen, tailhone, '+', '-'); 
} 
} 
else if (pos == 4) 
{ 
success = Spread(seqg, freefield, n / 2, 
headgnull, '0', '-'); 
/» special case as a result of interchangability 
between the sequences G and H •/ 
success = (success kk (seqg[0] == »0» || odd(n))); 
if (success) 
{ 
BuildRestHulKseqg, seqh, n, 
headgfreefield, tailgfreefield, 
headhfreefield, tailhfreefield, 
ftseqgfrlen, Jkseqhf rlen) ; 
ErrorMsgC'buildgh 4a", (seqgfrlen < headgone || 
seqgfrlen < tailgone), seqgfrlen, headgone, tailgone); 
ErrorMsgC'buildgh 4b", (seqhfrlen < headhone || 














QatlrOfQnesCn, headg, tailg, headh, 
tailh, add, addmax, theadgone, ttailgona, 
theadhone, ttailhona, theadgnull); 
InitSpread(seqg, freefield, n / 2, 
headgnull, '0', '-'); 




ErrorMsg("buildgh 5a", (seqgfrlen < headgone || 
seqgfrlen < tailgone) , seqgfrlen, headgone, tailgone); 
ErrorM8g("buildgh 5b", (seqhfrlen < headhone || 




seqgfrlen, seqhfrlen, headgone, tailgone, 
headhone,tailhone); 
/* special case as a result of the 
interchangability between G and H •/ 






ErrorHsg("buildgh 3", (success ftft seqg[0] != '0' kt even(n)), 
(int)seqg[0], headg, headgone); 
return(success); 
} 
Main Progr2Utt : 
Performs an exhaustive search for normal sequences of length n <= 16 
void mainO 
{ 
char fdecomp, fsplitf, fbuildf, fbuildgh, fsplitg, fsplith, 
seqf[MAX], seqg[HAX], seqh[MAX]; 
int n, sumf, sumg, sumh, headf, tailf, headg, tailg, headh, tailh, 
middleh, middlef; 
PriorKillO ; 
InitializeCseqf, seqg, seqh); 
for-loop for different lengths n 
f o r (n - 1; n <» 16; n++) 
{ 
printf("Enter n : "); scanfC'Xd", tn); printf("\n"); 
if (n > MAX) { printf("n is too graat\n"); return; } 
fdecomp " 1; 
while (MoreDecompositionsWeightCifdecomp, n, »sumf, tsumg, tsumh)) 
{ 
fsplitf » 1; 
while (MoreDecoinpo8itionsF(t:fsplitf, n, sumf, theadf, »tailf, *middlef)) 
{ 
fbuildf = 1; 
while (BuildAllPossibleSeqF(Jkfbuildf, n, headf, tailf, middlef, seqf)) 
< 
fsplitg = 1; 
while (MoreDecompositionsGCtfsplitg, n, sumg, ftheadg, ttailg)) 
{ 
fsplith =• 1; 




fbuildgh = 1; 
while (BuildAllPo3sibleSeqGH(tfbuildgh, n, headg, tailg, headh, tai 
middleh, seqg, seqh)) 
{ 
if (LastEquationCn, seqf, seqg, seqh) ft* AutocorrFuncCn, seqf, se 
qg, seqh)) 
{ 
printf ("Length n : y,d\n", n) ; 
printf ("Sequence F : % s % i y . i % i % i\n" , 
seqf, headf, tailf, middlef, sumf); 
printf ("Sequence G:)is i\n" , 
seqg, headg, tailg, 0, sumg); 
printf ("Sequence H : X s % i f, i % i % i\n\n", 




printf("Length n : %d\n", n); 
printf ("Sequence F :*%s % i X i i % i\n", 
seqf, headf, tailf, middlef, sumf); 
printf("Sequence G :»%s % i % i % i % i\n", 
seqg, headg, tailg, 0, sumg); 
printf ("Sequence H :*ta % i 7, i % i % i\n\n", 








A.3 Tree-Search Algor i thm - ns3code.c, nsSgen.c, 
nsSprint.c, nyscode.c, nysgen.c, nysprint .c, nysprint 
/* Program : Tree search algorithm for searching normal sequences 
/• Module : nsScode.c 
/• Purpose : definition of constants, file-handling, reading and con-
/» structing sequences, testing equations from the autocorrelation 
/• function, initializing the structured variable decode 
/• Author : Marc H.Gysin 
/» Date : Oktober 92 
/ • 
/* Copyright (C) 1993 by C"3SR. All rights reserved. 
/» This program may not be sold or used as inducement to buy a product 










tdefine max 100 
tdefine MAX (2*max) 
finnnnt. 
there are maxdec possibilities of coding and decoding one triple of pair of ele 
ments of the sequences F, G and H 
tdefine maxdec 32 
tdefine filename "HSC" 
tdefine recend 32 
tdefine fileend 64 
typedef struct 
{ 
/• for each sequence F, G, H one pair of elements •/ 
int fd, fu, gd, gu, hd, hu; 
} CodeStruct; 




{ n i c e ( l O ) ; a l a r m O • 60 • 6 0 ) ; } 
ErrorMsg ; 
Stops the program if cond is true, should not occur 
«41*««/ 




printf("\n\n«»»«» ERROR ••••» XaXn", str); 





char oddCint n) { return((n % 2 != 0)); } 
char even(int n) •( return((n % 2 == 0)); } 
/«•«•• 
Meikelufflber : 
returns the number from the string »str, »str must be a number «««««/ 
int Nakelumber(char »str) 
{ 
int nr; 
nr = 0; 
if (strlen(str) == 1) nr = strCO] - '0'; 
else if (strlen(str) == 2) nr = 10 • (str[0] - '0') + strCl] - '0'; 
return(nr) ; } 
/««««« 
MakeStr : 
makes a string from the number nr «•«»»/ 
void HakeStrCint nr, char *str) 
{ 
if (nr >= 0 kJk nr < 100) 
{ str[0] = nr / 10 + '0'; str[l] = nr f. 10 + '0'; str[2] = 0; } 




opens the correspondent ISC-File and returns the associated handle «««««/ 
int QpenSeqFile(int nr, int flags) 
{ 
int handle; 




if (flags I; D.CREAT) 
handle » open(this_f ilenanie, flags, S_IREAD | S.IURITE) ; 
else 




Searches the files ISC K from K » 100 backwards and returns the first found K. 
int GetDepth(void) 
{ 
int depth, testhandle; 
char found; 
depth = 101; found =« 0; 
while (depth > 1 »» ¡found) 
{ 
depth—; 
testhandle = OpenSeqFile(depth, O.RDOILY); 
found = (testhandle > 0); 
close(testhandle); 
} 




tests one equation from the nonperiodic autocorrelation function 
char TestEquation(int d, int n, int »f, int »g, int »h) 
{ 
int i, sumf, sumg, sumh, up; 
sumf = 0; sumg = 0; sumh = 0; 
for (i = 0; i < d; i++) 
{ 
up = n - d + i; 
sumf = sumf + f[i] • f[up] 
sumg = sumg •»• gCi] • gCup] 
sumh = sumh + hCi] • h[up] 
} 
return((sumf + sumg + sumh =» 0)); 
} 
DpenSeqFile : 
opens the correspondent ISC-File and reads the content on the heap, 
long fllelengthCint handle) 
{ 
long po8, len; 
pos • tall(handle); 
l8eek(handle, OL, SEEK.EID); 
len » tell(handle); 
Iseekihandle, pos, SEEK.SET); 
return(len); 
} 
char OpenToHeapdnt nr, char ««heap, long «len) 
< 
int handle; 
handle = OpenSeqFile(nr, O.RDOILY); 
if (handle <= 0) return(O); 
«len = filelength(handle); 
«heap = (char«)malloc(«len); 
if («heap " lULL) { closeihandle); return(O); } 






Reads depth or less characters from «heap into the array «code. 
The function returns true if the special code for ''fileend'' is read. 
41«***/ 
char ReadCode(int depth, char «heap, long «index, char «code, int «read) 
< 
char arrCmaa], endread, speccode, error; 
int i, j; 
i = 0; «read = 0; 
do 
{ 
arrCi] = heapC«index + i] % maxdec; 
speccode = heap[«index + i] - arr[i] ; 
(«read)++; i++; 
error = («read > depth); 
ErrorHsg(error, "ReadCode", arr[i - 1], arr[i - 1], arr[i -1]); 
} 
while (!error kk speccode != recend kk speccode != fileend); 
endread » (speccode == fileend) ; 
(«index) += («read); 
j = («read) - 1; 
for (i » depth - 1; i > depth - 1 - «read; i ~ ) 
< 






Constructs the partial or «hole sequences »f, * g and »h. 
Depth triples of pairs are already determined and they are decoded and assigned 
to »f, *g and 
char ConstructSeq(int last, int howmany, int depth, char »code, int *f, int 
int »h) 
{ 
int startdovn, startup, ind, i; 
char ok; 
ErrorMsgC(howmany > depth), "ConstructSeq 1", last, howmany, depth); 
startdown = depth - 1; startup = last - depth; ok = 1; 
ErrorMsg((startdown > startup), "ConstructSeq 2", startdown, startup, last); 
if (startdown == startup) 
{ 
ind = depth - 1; 
ok = (decode[code[ind]].fd == decode[code[ind]].fu kk 
decode[code[ind]].gd == decode[code[ind]].gu kk 
decode[code[ind]].hd == decode[code[ind]].hu); 
} 
for (i = 0; i < howmany; i++) 
{ 
ErrorMsg((code [depth - i - 1] >= maxdec), "ConstructSeq 3", 
code[depth - i - 1], depth, i); 
f[startdown] = decode[code[depth - 1 - i]].fd; 
g[startdown] = decode[code[depth - 1 - i]].gd; 
h[startdown] = decode[code[depth - 1 - i]].hd; 
f[startup] = decode[code[depth - 1 - i]].fu; 
g[startup] = decode[code[depth - 1 - i]].gu; 






Initializes the global variable decode. 
void InitDecode(void) 
{ 
decode[0].fd » -1 
decode[0].fu « -1 
decode[0].gd » -1 
decode[0].gu • -1; 
decode[0].hd • 0; 
decode[0].hu • 0; 
decodeCl].fd » -1; 
decode[l].fu • -1; 
decode[l].gd » -1; 
decode[l].gu • 1; 
decoded] hd » 0; 
decodeCl] .hu =» 0; 
decode[2].fd » -1; 
decode[2].fu = -1; 
decode[2].gd = 1; 
decode[2].gu = -1; 
decode[2].hd = 0; 
decodeC2].hu » 0; 
decode[3].fd » -1; 
decode[3].fu " -1; 
decode[3].gd = 1; 
decode[3].gu = 1; 
decode[3].hd = 0; 
decode[3].hu « 0; 
decode[4].fd = -1; 
decode[4].fu = 1; 
decode[4].gd = -1; 
decode[4].gu = -1; 
decode[4].hd = 0; 
decode[4].hu = 0; 
decode[5].fd = -1; 
decode[5].fu = 1; 
decode[5].gd » -1; 
decode[5].gu = 1; 
decode[5].hd = 0; 
decode[5].hu = 0; 
decode[6].fd = -1; 
decode[6].fu = 1; 
decode[6].gd = 1; 
decode[6].gu = -1; 
decode[6].hd = 0; 
decode[6].hu = 0; 
decode[7].fd = -1; 
decode[7].fu = 1; 
decode[7].gd = 1; 
decode[7].gu = 1; 
decode[7].hd = 0; 
decode[7].hu = 0; 
decode[8].fd = 1; 
decode[8].fu = -1; 
decode[8].gd » -1; 
decode[8].gu = -1; 
decode[8].hd = 0; 
decode[8].hu « 0; 
decode[9].fd = 1; 
decode[9].fu • -1; 
decode[9].gd » -1; 
decode[9].gu " 1; 
decode[9].hd » 0; 
decode[9].hu » 0; 
decodeClO].fd - 1; 
decodeClO].fu • -1; 
decode[10].gd " 1; 
decodeClO].gu - -1; 
decodeClO].hd • 0; 
decodeClO].hu • 0; 
decodeCll].fd » 1; 
decodeCl1].iu » -1; 
decodeCll].gd = 1; 
decodeCll].gu » 1; 
decodeCll]-hd = 0; 
decodeCll].hu = 0; 
decodeCl2].fd = 1; 
decodeCl2].fu = 1; 
decodeCl2].gd = -1; 
decodeCl2].gu = -1; 
decodeC12].hd = 0; 
decodeCl2].hu = 0; 
decodeCl3].fd = 1; 
decodeCl3].fu = 1; 
decodeCl3].gd = -1; 
decodeCl3].gu = 1; 
decodeCl3].hd = 0; 
decodeCl3].hu = 0; 
decodeCl4].fd = 1; 
decodeCl4].fu = 1; 
decodeCl4].gd = 1; 
decodeCl4].gu = -1; 
decode[14].hd = 0; 
decode[14].hu = 0; 
decode[15].fd = 1; 
decode CIS].fu = 1; 
decode CIS].gd = 1; 
decodeClS].gu = 1; 
decode CIS].hd = 0; 
decode CIS].hu = 0; 
decodeCl6].fd = -1 
decodeCl6].fu = -1 
decodeCl6].hd = -1 
decodeCl6].hu = -1 
decodeCl6].gd = 0; 
decodeCl6].gu = 0; 
decodeCl7].fd = -1; 
decodeCl7].fu = -1; 
decodeCl7].hd = -1; 
d e c o d e d ? ] .hu = 1; 
decode[17].gd = 0; 
decode[l7].gu = 0; 
decode[l8] .fd =» -1; 
decode[18].fu » -1; 
decode[18].hd = 1; 
decode[18].hu = -1; 
decode[18].gd » 0; 
decode[18].gu = 0; 
decode[19].fd » -1; 
decode[19].fu • -1; 
decode[19].hd - 1; 
decode[l9].hu » 1; 
decode[19].gd • 0; 
decode[19].gu » 0; 
decode[20].fd » -1; 
decode[20].fu • 1; 
decode[20].hd • -1; 
decode[20].hu - -1; 
decode[20].gd = 0; 
decode[20].gu = 0; 
decode[21].fd = -1; 
decode[21].fu » 1; 
decode[21].hd = -1; 
decode [21].hu = 1; 
decode[21].gd » 0; 
decode[2l].gu = 0; 
decode[22].fd = -1; 
decode[22].fu = 1; 
decode[22].hd = 1; 
decode[22].hu = -1; 
decode[22].gd = 0; 
decode[22].gu = 0; 
decode[23].fd = -1; 
decode[23].fu = 1; 
decode[23].hd = 1; 
decode[23].hu = 1; 
decode[23].gd = 0; 
decode[23].gu = 0; 
decode[24].fd = 1; 
decode[24].fu = -1; 
decode[24].hd = -1; 
decode[24].hu = -1; 
decode[24].gd = 0; 
decode[24].gu = 0; 
decode[25].fd = 1; 
decode[25].fu = -1; 
decode[25].hd = -1; 
decode[25].hu = 1; 
decode[25].gd = 0; 
decode[25].gu = 0; 
decode[26].fd = 1; 
decode[26].fu = -1; 
decode[26].hd = 1; 
decode[26].hu = -1; 
decode[26].gd = 0; 
decode[26].gu = 0; 
decode[27].fd = 1; 
decode[27] .fu =» -1; 
decode[27].hd » 1; 
decode[27].hu » 1; 
decode[27].gd » 0; 
decode[27].gu » 0; 
decode[28].fd » 1; 
decode[28].fu » 1; 


























.gu - 0 
. f d - 1 
. f u » 1 
.hd - -1 ; 
• hu » 1 
.gd » 0 
•gu » 0 
. f d = 1 
. f u = 1 
.hd a 1 
.hu = -1 ; 
.gd = 0; 
.gu = 0 
• f d = 1 
. f u = 1 
.hd = 1 
.hu = 1 
.gd = 0 
.gu = 0 
/• Program : Tree search algorithm for searching normal sequences 
/• Nodule : n83gen.c 
/• Purpose : Generates (in a loop) the file •YSC<X+1> from •YSC<X>, 
/• if no lYSC-File exists the file •YSC<i> is generated 
/• Author : Marc M.Gysin 
/» Date : Oktober 92 
/• 
/• Copyright (C) 1993 by C'SSR. All rights reserved. 
/• This program may not be sold or used as inducement to buy a product 
/• Bithout the written permission of C"3SR. 
tinclude "nsScode.c" 
tdefine Hr.limit (3500 • 1024) 
char arbuf[wr_lirait + MAX]; 
long nr_written; 
GetArgs : 
processes the arguments from the command line and sets »priorkill and »buf acco 
rdingly 
void GetArgs(int argc, char •»argv, char •priorkill, char »buf) 
{ 
int i; 
•buf = 0; «priorkill = 0; 
if (argc = = 2 ) 
{ 
for (i = 0; i < strlen(argv[l]); i++) 
{ 
if (argv[l][i] == >b' || argvCl][i] == 'B') »buf = 1; 
else if (argvCl][i] == 'p' I I argv[l]Ci] == 'P') 
•priorkill = 1; 
} 
} 
if (•priorkill) printf("\npriorkill set"); 
else printf("\npriorkill not set") ; 
if (•buf) printf(" buf set\n\n"); 
else printf(" buf not set\n\n"); 
} 
void PrintDepth(int fut.depth) 
{ 
printf("\nDepth searching : Xd\n", fut.depth); 
} 
BufUriteEnd : 
writes a special code at the end of the buffer 
void B u f W r i t e E n d d o n g index) 
{ 
char ch; long pos; 
if (index > wr.limit) return; 
ch = wrbuf[index - 1]; 
ch = (ch y. 32) + fileend; 
wrbuf[index - 1] = ch; 
} 
BufWriteCode : 
Writes nr character of the array code starting backwards from code[depth-l] int 
o the buffer «wrbuf 
void BufWriteCode(long «index, char *code, int depth, int nr) 
{ 
int i, j; 
char arr[max]; 
if («index > wr.limit) return; 
ErrorMsg((nr > depth), "BufWriteCode", depth, nr, nr) ; 
j = 0; 
for (i = depth - nr; i < depth; i++) 
{ 
if (i == depth - 1) 
arr[j] = code[i] + recend; 
else 
arr[j] = code[i]; 
j++; 
} 
for (i = 0; i < nr; i++) wrbuf [«index + i] = arr[i]; 
(«index) += nr; 
if («index > wr_limit) printf("Buf File will be too great\n") ; 
} 
CloseBuf : 
writes nr characters from the buffer «wrbuf to the file associated with handle 
and closes the file 
««*««/ 
void CloseBuf(int handle, long nr) 
{ 
long test; 
test • write(handle, wrbuf, nr); 




Qrites a special code at the end of the file associated sith handle 
void WriteEndCint handle) 
{ 
char ch; long pos; 
if (nr.written > wr.limit) return; 
pos = tell(handle); 
lseek(handle, -IL, SEEK.EID); 
readChandle, tch, 1); 
ch = (ch y. 32) + fileend; 
IseekChandle, -IL, SEEK.EID); 
vrite(hzuidle, tch, 1); 
IseekChandle, pos, SEEK.SET); 
} 
WriteCode : 
Writes nr character of the array code starting backwards from code[depth-l] int 
o the file associated with handle 
im***/ 
void WriteCode(int handle, char »code, int depth, int nr) 
{ 
int i, j; 
char arr[maut]; 
if (nr_Hritten > sr.limit) return; 
ErrorMsg((nr > depth), "WriteCode", depth, nr, nr); 
j = 0; 
for (i = depth - nr; i < depth; i++) 
{ 
if (i == depth - 1) 
arrCj] = code[i] + recend; 
else 
arrCj] = code[i]; 
} 
Hrite(handle, arr, nr); 




Int mainCint argc, char ••argv) 
{ 
int depth, f[MAX], gCMAX] , h[NAX] , wrhandla, read, lastread; 
char code[max], firstrec, written, »rdheap, res, priorkill, buf; 
long len, index; 
Reading the arguments from the command line and initializing 
m****/ 
GetArgs(argc, argv, ftpriorkill, tbuf); 
if (priorkill) PriorKilK); 
InitDecodeO; 
depth = GetDepthO ; 
if (depth " 0) 
{ 
lo file is generated yet, that is, the program generates the file liSC<l> 
PrintDepth(depth + 1); 
nr_written = 0; 
Hrhandle = OpenSeqFiled, O.RDWR | O.CREAT) ; 
if (wrhandle <= 0) 
{ 
printf("\nFatal Error : can't create new ISC filo\n"); 
return(O); 
} 
written = 0; 
/• codeCO] starts with 16 that forces gCO] = gCHAX - 1] = 0 
and so sequence G != sequence H •/ 
find out all the possibilities for the first triple of pairs = code[0] 
»•»»•/ 
for (codeCO] = 16; codeCO] < maxdec; (code[0])++) 
{ 
ConstructSeq(MAX, 1, 1, code, f, g, h); 
if (TestEquationd, MAX, f, g, h)) 
{ 
if (!buf) 
WriteCode(wrhandle, code, 1, 1); 
else 
BufWriteCode(ftnr_written, code, 1, 1); 





if (!buf) UriteEnd(wrhandle); 
else BufWriteEnd(nr_written); 
} 
if (!buf) closeCwrhandle); else CloseBuf(orhandle, nr.written) ; 





do-loop for generating the next file ISC<X+1> from ISC<X> 
mm***/ 
PrintDepth(depth + 1); 
res = QpenloHeapCdepth, ftrdheap, ftlen); 
nr_written = 0; 
wrhandle = OpenSeqFile(depth + 1, O.RDWR | 0_CREAT); 
if (res == 0 II wrhandle <= 0) 
{ 
printf("\nFatal Error : can't create or read ISC file\n") ; 
if (srrhandle > 0) close (wrhandle); 
if (res != 0) free(rdheap); 
return(O); 
} 
written = 0; index = 0; lastread = 1; 
while (index < len) 
{ 
/***** 
Read old triples of pairs 
*****/ 
ReadCode(depth, rdheap, »index, code, Jkread) ; 
if (read > lastread) lastread = read; 
ConstructSeq(HAX, read, depth, code, f, g, h); 
firstrec = 0; 
/m**** 
code[depth] = new triples of pairs 
*****/ 
for (code[depth] = 0; code[depth] < maxdec; 
(code[depth])++) 
{ 
ConstructSeq(MAX, 1, depth + 1, code, f, g, h); 





UriteCode(wrhandle, code, depth + 1, depth +1); 
else 
BufUriteCode(knr_written, code, depth + 1, depth + 1); 
} 
else if (written ti ¡firstrec) 
{ 
if (!buf) 
UriteCode(wrhandle, code, depth + 1, lastread + 1); 
else 





WriteCod0(wrhandle, coda, depth + 1 , 1); 
else 
BufWriteCode(ftnr_Hrittan, code, depth + 1 , 1); 
} 




if (written) { 
if (!buf) WriteEnd(wrhandle); 
else BufWriteEnd(nr_written); 
} 
if (!buf) close(wrhandle); else CloseBuf(wrhandle, nr.written) 
free(rdheap); 
depth += 1; 
} 
while (depth < 7); 
return(1); 
> 
/• Program : Tree search algorithm for searching normal sequences 
/• Hodule : ns3prlnt.c 
/* Purpose : Reading from the file ISC K all possible partial sequences 
/• F, G and H and perform a tree search for the remaining triples 
/* of elements, the program works also, if there is no ISC K File, 
/• Author : Marc H.Gysin 
/• Date : Oktober 92 
/• 
/» Copyright (C) 1993 by C"3SR. All rights reserved. 
/* This program may not be sold or used as inducement to buy a product 
/* without the written permission of CSSR. 
tinclude "ns3code.c' 
tdefine maxtriples 20 
Incr : 
Incrementes »indf, »indg or »indh, makes sure that all the combinations of »ind 
f, oindg and «indh are looked at. 
char Incrdnt »indf, int *indg, int »indh) 
{ 
(•indh)++; 
if ((»indh) > 10) 
{ 
»indh = 0; 
(»indg)++; 
if ((»indg) > 10) 
{ 








Tests some special conditions about n and sumf, sumg and sumh 




(odd(sumf) tt even(sumg) kk odd(sumh)) II 
(odd(sumf) tft odd(sumg) kk even(sumh)) 
): 
else 
return((even(sumf) kk even(sumg) tfc even(8umh))); 
HoreDecompoaitionaWeight : 
Finda more decompoaitiona of 2*n into •aumf, «aumg and •aumh 
•»»••/ 





static int indf, indg, indh; 
helpn • 2 • n; 
if (»first) { indf = 0; indg = 0; indh = 0; »first = 0 ; end = 0; } 
else end = !(Incr(»indf, Aindg, ftindh)); 
while (!end kk (indf • indf + indg » indg + indh » indh != helpn || 
!SpecCond(n, indf, indg, indh))) 
end = ! (Incr(»indf, ftindg, tindh)); 
•sumf = indf; »sumg = indg; »sumh = indh; 
return(!end); } 
GetTriples : 
Gets all the possible triples for Fsura, Gsum and Hsum given the variable n and 
stores it into »sqtriples. 
void GetTriples(int n, int »sqtriples, int »howmany) 
{ 
char first; 
first = 1; »hovmany = 0; 
vhile (»hovmany < maxtriples kk HoreDecompoaitionsWeight(tfirst, n, 
ft(sqtriples[3 » (»howmany)]), 
ft(sqtriples[3 » (»howmany) + 1]), 
t:(aqtriples[3 » (»howmany) + 2]))) 
(»howmany)++; 
if (»howmany == maxtriples) 
{ 
printf("Uarning : too many decomposition found for 2 » n\n"); 




Prints the sequence »seqon the screen, prints also the sum, the sum of the head 
, the sum of the tail, the middle-element of the sequence. 
4141***/ 
void PrintSeq(int n, int »aeq) 
{ 
int i, aumh, aumt, aum, middle; 
if (oddCn)) middle • seqCn / 2]; else middle • 0; 
sumh • 0; sumt =» 0; sum • 0; 
for (i » 0; i < n; i++) 
{ 
if (seq[i] -« 0) putchar('O'); 
else if (seqCi] »» 1) putchar(»+»); 
else if (seqCi] »» -1) putchar('); 
else /• Error »/ putcharC»?'); 
if (i < n / 2) 
surah += seq[i] ; 
else if (i >= (n + 1) / 2) 
sumt += seqCi]; 
sura += seqCi]; 
} 
printf(" ^ d % d % d % d", sumh, sumt, middle, sum); 
} 
HoveToIextlode : 
Moves to the next node on the same or a higher level in the tree represented by 
code. The variable *actdepth indicates the level. 
void NoveToIextlodeCint mindepth, int »actdepth, char »code) 
{ 
int j; 
if (mindepth == 0) 
< 
j = »actdepth; 
while (j > 1 *ft codeCj - 1] == maxdec - 1) { 
code[j - 1] =0; 
j—; 
} 
(code[j - 1])++; 




j = »actdepth; 
while (j > mindepth ftft code[j - 1] == maxdec - 1) 
{ 
codeCj - 1] = 0; 
j—; 
} 
if (j > mindepth) (code[j - 1])++; 




returns true if the sequences »seqf, »seqg, and »seqh are a representative trip 
le. 
char RaprTriplednt n, int •aeqf, int »saqg, int •seqh) 
{ 
int i, sumhf, sumtf, sumhg, sumtg, aumhh, sumth, sumf, sumg, sumh; 
char testl, te8t2, test3, test4, teatS; 
sumf = 0; sumg = 0; sumh = 0; 
sumhf » 0; sumtf = 0; sumhg = 0; sumtg = 0; sumhh = 0; sumth = 0; 
for (i = 0; i < n; i++) 
{ 
if (i < n / 2) 
{ sumhf += seqfCi]; sumhg += seqg[i]; sumhh += seqhCi]; } 
else if (i >a (n + 1) / 2) 
{ sumtf += seqfCi]; sumtg += seqg[i]; sumth += seqhCi]; } 
sumf += seqfCi]; sumg += seqg[i]; sumh += seqh[i]; 
> 
testl = (abs(sumhf) >= abs(suratf) kk sumhf >= 0) 
test2 = (abs(sumhg) >= abs(sumtg) kk sumhg >= 0) 
testa =• (abs (sumhh) >= abs (sumth) kk sumhh >= 0) 
test4 = (sumf >= 0 kk sumg >= 0 ftft sumh >= 0); 
tests = (sumf • sumf + sumg • suing + sumh » sumh — — 2 • n) ; 
return((testl kk test2 kk testS kk test4 kk testS)); 
} 
LookAhead : 
tries to cut the branches of the tree as soon as possible. 
The function returns false if 
- the sum from any complete sequences F , G and H resulting from the partial 
sequences »seqf, »seqg and »seqh cannot add up to 2n 
- the partial sequences «seqf, »seqg and *seqh cannot be a representative tripl 
e • 
anymore 
tests if abs(sumhf) >= abs(sumtf) could still be possible 
char ReprPoss(int sumh, int sumt, int restn) 
{ 
int abssumt, i; 
char ok; 
abssumt = abs(sumt); 
ok = 0; i = 0; 
while (i <= restn kk !ok) 
{ 





char LookAhead(int n, int depth, int *seqf, int *seqg, int »seqh, 
int •sqtriples, int howmany) 
{ 
int sumf, sumg, sumh, sumhf, sumtf, sumhg, sumtg, sumhh, sumth, reatn, 
i, ine; 
char test! , te8t2 ; 
if (depth • 4 <= n) return(l); 
else if (depth * 2 >= n) return(ReprTriple(n, seqf, seqg, seqh)); 
else /• normal case */ 
{ 
restn = n / 2 - depth; 
sumhf = restn; sumtf = 0; sumhg = restn; sumtg = 0; 
sumhh = restn; sumth = 0; 
for (i = 0; i < depth; i++) 
{ 
sumhf += seqf[i] ; sumtf += seqf[n - 1 - i]; 
sumhg += seqgCi] ; sumtg += seqgCn - 1 - i]; 
sumhh += seqh[i]; sumth += seqhCn - 1 - i3; 
} 
testi = (sumhf >= 0 ftft sumhg >= 0 tk sumhh >= 0); 
if (test! ftft ReprPoss(siunhf, sumtf, restn) 
ReprPoss(sumhg, sumtg, restn) kk ReprPoss(sumhh, sumth, restn)) 
{ 
if (odd(n)) ine = 1; else ine = 0; 
sumf = sumhf + sumtf + restn + ine; 
sumg = sumhg + sumtg + restn + ine; 
sumh = sumhh + sumth + restn + ine; 
test2 = 0 ; i = 0; 
while (!test2 kk i < howmany) 
{ 
test2 = ( 
sumf >= sqtriples[i » 3] ftft 
sumg >= sqtriples[i » 3 + 1] ftft 










tests all the remaining equations from the nonperiodic autocorrelation function 
, which are not yet tested from the tree search 




ok = 1; eq » (n + 1) / 2 + 1; 
while (ok kk eq < n) 
{ 





Main Program : 
The length n ia read from the conunand line. The program performs an exhaust; 
search for all normal sequences of length n. 
int mainCint argc, char ••argv) 
{ 
int n, depth, handle, read, seqf[max], seqg[max], seqh[max], dsearch, 
i, x, sqtriplesCa • maxtriples], hoemany; 
char code[max], endread, »rdheap, res, extended; 
long len, index; 
struct rusage rs; 
Reading parameters from the command line 
if (argc != 2) 
{ 
printf("usage ns3_print <length of sequences>\n"); 
return(O); 
> 
n = Makelumber(argv[l]); 
if (n <= 1) 
{ 
printf("to great or to small argument\n"); 
return(O); 
} 




lo tree search for additional triples of pairs has to be performed, 
depth = (n + 1) / 2; res = OpenToHeap(depth, ftrdheap, ftlen); 
if (res == 0) 
{ 
printf("file not found or out of memory\n"); 
return(O); 
} 
printf("\n\nStart : the length n, depth d is : Xd Xd\n\n", n, x) 
InitDecodeO ; 
index • 0; «ndread - 0; 
while (index < len) 
{ 
endread = ReadCode(depth, rdheap, »index, code, ftread); 
res » ConatructSeq(n, read, depth, code, seqf, seqg, seqh) ; 
if (res != 0) 
if (ReprTriple(n, seqf, seqg, seqh) tft 
TestReraainingEquationsin, seqf, seqg, seqh)) 
{ 
printf("\nSequence F : "); 
PrintSeq(n, seqf); 
printf("\nSequence G : "); 
PrintSeq(n, seqg); 










A tree search for additional triples of pair has to be performed 
4c 
PriorKillO ; 
GetTriples(n, sqtriples, fthosmany) ; 
InitDecodeO ; 
if (x != 0) 
{ 
Some triples of pairs have already been stored 
index = 0; 
res = OpenToHeap(x, ftrdheap, ftlen); 
if (res == 0) 
{ 
printf("file not found or out of memory\n") ; 
return(O); 
} 
printf ("\n\nStart : the length n, depth d is : %d iCd\n\n", n, x) 
dsearch = x; 
while (index < len I I dsearch > x) 
< 
if (dsearch == (n + 1) / 2 + 1) 
/» searching at leave level •/ 
< 
if (TestRemainingEquations(n, seqf, seqg, seqh)) 
{ 
printf("\nSequence F : "); 
PrintSeq(n, seqf); 
printf("\nSequence G : "); 
PrintSeq(n, seqg); 




ds«arch—; NoveToIextlodeCx, ftdsaarch, code); 
> 
elsa /• normal case •/ 
{ 
read » 1; 
if (dsearch « x) 
{ 
/» search at borderline •/ 
endread = ReadCodeCx, rdheap, fcindex, code, tread); 
for (i = x; i < (n + 1) / 2; i++) 
code[i] = 0; 
} 
if (! 
(ConstructSeqCn, read, dsearch, code, seqf, seqg, seqh) ftft 
LookAhead(n, dsearch, seqf, seqg, seqh, sqtriples, howmany) ftft 
(dsearch == x I I 
TestEquationCdsearch, n, seqf, seqg, seqh)))) 









Ho triples of pairs have been stored yet ==> simple tree search 
codeCO] = 16; 
/» to avoid interchangability between the seq G and H */ 
dsearch = 1; 
while (codeCO] < mtLxdec) < 
if (dsearch == (n + 1) / 2 + 1) 
/» searching at leave level •/ 
{ 
if (TestRemainingEquations(n, seqf, seqg, seqh)) { 
printf("\nSequence F : "); 
PrintSeq(n, seqf); 
printf("\nSequence G : "); 
PrintSeq(n, seqg); 




dsearch—; HoveToIextIode(x, ftdsearch, code); 
} 
else /• normal case •/ 
{ 
if (! 
(Con8tructSeq(n, 1, dsearch, code, seqf, seqg, seqh) ftft 
LookAhaad(n, daearch, saqf, seqg, saqh, sqtriples, howmany) kk 
(TastEquationCdsearch, n, seqf, seqg, seqh)))) 






End and soma statistics, not really necessary 
if (x != 0) 
{ 
if (endread) 
printf("\nall records read, file contains end code\n\n"); 
else 
printf("\nall records read, file does not contain end code\n\n") 
} 
if (getrusage(RUSAGE_SELF, ftrs) == 0) 
printf ("XnElapsad user time H i elapsed system time %li\n" , 
rs.ru_utime.tv_sec, rs.ru.stime.tv_sec); 
else printf("Resources used couldn't be read ...\n"); 
returnd) ; 
} 
/• Program : Tree search algorithm for searching near-Yang sequences */ 
/• Nodule : nyscode.c «/ 
/• Purpose : definition of constants, file-handling, reading and con- »/ 
structing sequences, testing equations from the autocorrelation 
function, initializing the structured variable decode */ 
/• Author : Marc H.Gysin 
/• Date : Oktober 92 »/ ./ 
/• Copyright (C) 1993 by CaSR. All rights reserved. */ 
/• This program may not be sold or used as inducement to buy a product »/ 









tdefine max 100 
tdefine MAX (2*max) 
/««I*** 
there are maxdec possibilities of coding and decoding one triple of pair of ele 
ments of the sequences F, G and H 
tdefine maxdec 81 
tdefine filename "lYSC" 
tdefine recend 128 
tdefine fileend 255 
typedef struct 
{ 
/• for each sequence F, G, H one pair of elements •/ 
int fd, fu, gd, gu, hd, hu; 
} CodeStruct; 




{ nice(lO); alarm(9 * 60 • 60); } 
ErrorNsg : 
Stops the program if cond is true, should not occur 




printf("\n\n»**»* ERROR %s\n" , str); 





char odd(int n) { return((n X 2 != 0)); } 
char evenCint n) { return((n % 2 == 0)); } 
Hakelumber : 
returns the number from the string *str, *str must be a number 
int HakelumberCchar »str) 
{ 
int nr; 
nr = 0; 
if (strlen(str) == 1) nr = strCO] - '0'; 





makes a string from the number nr 
void MakeStrCint nr, char «str) 
{ 
if (nr >= 0 nr < 100) 
•C strCO] = nr / 10 + '0'; strCl] = nr % 10 + '0'; str[2] = 0; } 
else StrCO] = 0; 
} 
OpenSeqFile : 
opens the correspondent lYSC-File and returns the associated handle 
«I**«*/ 
int OpenSeqFile(int nr, int flags) 
{ 
int handle; 
char thi8_filename[20], nrstr[3]; 
HakeStr(nr, nratr); 
atrcpy(this_filanaiiia, fHaname); 
»treat(this_fil«naine, nrstr) ; 
If (flags ft O.CREAT) 
handle » openCthis.f ilanajne, flags, S.IREAD | S.IWRITE) ; 
else 





Searches the files lYSC K from K = 100 backwards and returns the first found K, 
int GetDepth(void) 
< 
int depth, testhandle; 
char found; 
depth = 101; found = 0; 
while (depth > 1 ftft «found) 
< 
depth—; 
testhandle = OpenSeqFile(depth, O.RDOILY); 
found = (testhandle > 0) ; 
clo3e(testhandle); 
} 




tests one equation from the nonperiodic autocorrelation function 
char TestEquation(int d, int n, int *-f, int »g, int »h) 
{ 
int i, sumf, sumg, sumh, up; 
sumf = 0; sumg = 0; sumh = 0; 
for (i = 0; i < d; i++) 
{ 
up = n - d + i; 
sumf = sumf + fCi] • fCup] 
sumg = sumg + g[i] » g[up] 
sumh = sumh + hCi] » h[up] 
} 
return((sumf + sumg + sumh =» 0)); 
} 
OpenSeqFile : 
opens the correspondent lYSC-File and reads the content on the heap, 
long filelangthdnt handle) 
{ 
long pos, Ian; 
pos • tall(handle); 
l8eek(handla, OL, SEEK.EID); 
len » tall(handle); 
lsaak(handla, pos, SEEK.SET); 
raturn(lan); 
} 
char OpanToHaapdnt nr, unsigned char ••heap, long •len) 
{ 
int handle; 
handle = OpenSeqFile(nr, O.RDOILY); 
if (handle <= 0) return(O); 
•len = filelength(handle); 
•heap = (unsigned char^)malloc(^len); 
if (•heap == lULL) { close(handle); return(O); } 






Reads depth or less characters from •heap into the array •code. 
The function returns true if the special code for ''fileend'' is read. 
m****/ 
char ReadCode(int depth, unsigned char •heap, long •index, unsigned char •code, 
int •read) 
{ 
unsigned char arrCmstx] , speccode; 
char endread, error; 
int i, j; 
i = 0; •read = 0; 
do 
{ 
if (heapC^index + i] >= recend) 
{ 
if (heapC^index + i + 1] == fileend) speccode = fileend; 
else speccode = recend; 
} 
else speccode = 0; 
arr[i] = heapC^index + i] % recend; 
(•read)++; i++; 
error = (•read > depth); 
ErrorH8g(error, "ReadCode", •read, depth, arrCi -1]); 
} 
shile (!error kk speccode !> recend kk speccode fileend); 
endread " (speccode »• fileand); 
(•index) +• (*road); 
j • (»read) - 1; 
for (i » depth - 1; i > depth - 1 - »read; i — ) 
{ 
codeCi] » arrCj]; 





Constructs the partial or whole sequences *-i, *g and *h. 
Depth triples of pairs are already determined and they are decoded and assigned 
to *f, *g and »h. 
«41«**/ 
char ConstructSeq(int last, int howmany, int depth, unsigned char *code, int *f 
, int »g, int *h) 
{ 
int startdovn, startup, ind, i; 
char ok; 
ErrorHsg((ho9many > depth), "ConstructSeq 1", last, howmany, depth); 
startdonn = depth - 1; startup = last - depth; ok = 1; 
ErrorMsg((startdoHn > startup), "ConstructSeq 2", startdown, startup, last); 
if (startdovn == startup) { 
ind = depth - 1; 
ok = (decode[code[ind]].fd == decode[code[ind]],fu tft 
decode[code[ind]].gd == decode[code[ind]].gu ftft 
decode[code[ind]].hd == decode[code [ind]].hu); 
} 
for (i = 0; i < howmany; i++) 
{ 
f[startdown] = decode[code[depth - 1 - i]].fd 
g[startdown] = decode[code[depth - 1 - i]].gd 
h[startdown] = decode[code[depth - 1 - i]].hd 
f[startup] = decode[code[depth - 1 - i]].fu; 
g[startup] = decode [code [depth - 1 - i]].gu; 






Initializes the global variable decode. 
void InitDecodaCvold) 
{ 
int i, fpart, gpart, hpart; 
for (i » 0; i <» 80; i++) 
{ 
if (i <=» 35) 
{ 
fpart » i / 4; 
gpart » i % 4; 
hpart » -1; 
} 
else if (i >= 36 kk i <= 44) 
{ 
fpart » i - 36; 
gpart = -1; 




fpart = (i - 45) / 4; 
gpart = -1; 





decode[i].fd = 0; decode[i].fu = -1; break; 
case 1 : 
decodeCi].fd = 0; decode[i].fu = 0; break; 
case 2 : 
decodeCi].fd = 0; decodeCi].fu = 1; break; 
case 3 : 
decodeCi].fd = -1; decodeCi].fu = 0; break; 
case 4 : 
decodeCi]-fd = 1; decodeCi].fu = 0; break; 
case 5 : 
decodeCi]-fd = -1; decodeCi]-fu = -1; break; 
case 6 : 
decodeCi].fd = -1; decodeCi].fu = 1; break; 
case 7 : 
decodeCi]-fd = 1; decodeCi].fu = -1; break; 
case 8 : 
decodeCi]-fd = 1; decodeCi].fu = 1; break; 
default : 




case -1 : 
decodeCi].gd = 0; decodeCi].gu = 0; break; 
case 0 : 
decodeCi].gd » -1; decodeCi].gu » -1; break; 
case 1 : 
decodeCi].gd • -1; decodeCi].gu » 1; break; 
case 2 : 
decoded] .gd » 1; decoded] ,gu - -1; break; 
case 3 : 
decoded] .gd » 1; decoded] .gu - 1; break; 
default : 
ErrorMsgd, "InitDecode 2 " , gpart, gpart, gpart); 
} 
8witch(hpart) { 
case -1 : 
decodeCi],hd » 0; decode[i].hu = 0; break; 
case 0 : 
decoded].hd = -1; decode[i] .hu = -1; break; 
case 1 : 
decodeCi].hd = -1; decodeCi],hu = 1; break; 
case 2 : 
decode[i].hd = 1; decode[i].hu = -1; break; 
case 3 : 
decode[i].hd = 1; decode[i].hu = 1; break; 
default : 




/• Program : Tree search algorithm for searching normal sequences 
/* Module : nysgen.c 
/» Purpose : Generates (in a loop) the file •YSC<X+1> from IYSC<X>, 
/* if no lYSC-File exists the file •YSC<1> is generated 
/* Author : Marc M.Gysin 
/* Date : Oktober 92 
/* 
/* Copyright (C) 1993 by C"3SR. All rights reserved. 
/* This program may not be sold or used as inducement to buy a product 
/» without the written permission of C"3SR. 
#include "nyscode.c" 
tdefine wr.limit (3500 • 1024) 
unsigned char wrbuf[wr.limit + MAX] 
long nr.written; 
GetArgs : 
processes the arguments from the command line and sets »priorkill and »buf acco 
rdingly 
void GetArgs(int argc, char »»argv, char »priorkill, char »buf) 
{ 
int i; 
»buf = 0; »priorkill = 0; 
if (argc == 2) 
{ 
for (i = 0; i < strlen(argvCl]); i++) 
{ 
if (argv[l][i] == 'b' I I argv[l] [i] == 'B') *buf = 1; 
else if (argvClKi] == 'p' II argv[l] [i] == 'P') 
»priorkill = 1; 
} 
} 
if (»priorkill) printf("\npriorkill set"); 
else printf("\npriorkill not set"); 
if (*buf) printf(" buf set\n\n"); 
else printf(" buf not set\n\n"); 
} 
void PrintDepth(int fut_depth) 
{ 




writes a special code at the end of the buffer 
void BufUriteEnddong «index) 
{ 
if («index > wr_lirait) return; 




Writes nr character of the array code starting backwards from code[depth-1] int 
o the buffer «wrbuf 
»»•••/ 
void BufUriteCode(long «index, unsigned char «code, int depth, int nr) 
{ 
int i, j; 
unsigned char arrCmax]; 
if («index > wr_lirait) return; 
ErrorMsg((nr > depth), "BufUriteCode", depth, nr, nr); 
j = 0; 
for (i = depth - nr; i < depth; i++) 
i 
if (i == depth - 1) 
arrCj] = code[i] + recend; 
else 
arrCj] = code[i] ; 
} 
for (i = 0; i < nr; i++) wrbuf[«index + i] = arr[i]; 
(«index) += nr; 
if («index > wr_limit) printf("Buf File will be too great\n"); } 
/m**** 
CloseBuf : 
writes nr characters from the buffer «wrbuf to the file associated with handle 
and closes the file 
void CloseBuf(int handle, long nr) 
< 
long test; 
test =» write (handle, wrbuf, nr) ; 




«rites a special code at the end of the file associated nith handle 
void WriteEnd(int handle) 
{ 
long pos; 
unsigned char ch » fiieend; 
if (nr.written > wr.limit) return; 
pos = tell(handle); 
lseek(handle, OL, SEEK.EID); 
«riteChandle, tch, 1); 




Writes nr character of the array code starting backwards from codeCdepth-1] int 
0 the file associated vith haiidle 
mmm**/ 
void VriteCodeCint handle, unsigned char »code, int depth, int nr) 
{ 
int i, j; 
unsigned char arrCmaix] ; 
if (nr.written > ur_limit) return; 
ErrorHsg((nr > depth), "WriteCode", depth, nr, nr); 
j = 0; 
for (i = depth - nr; i < depth; i++) 
{ 
if (i == depth - 1) 
arrCj] = code[i] + recend; 
else 
arr[j] = codeCi] ; 
} 
«riteChemdle, arr, nr); 
nr.written += nr; if (nr.written > wr.limit) printfC'File is too great\n"); 
> 
Main Program : 
int main(int argc, char »»argv) 
{ 
int depth, f[HAX], g[HAX], h[MAX], wrhandle, read, lastread; 
unsigned char code[max], «rdheap; 
char firstrec, written, res, priorkill, buf, endread; 
long len, index; 
Reading the arguments from the command line and initializing 
GetArgs(argc, argv, »priorkill, tbuf); 
if (priorkill) PriorKillO; 
InitDecodeO ; 
depth = GetDepthO ; 
if (depth " 0) 
< 
lo file is generated yet, that is, the program generates the file IiYSC<l> 
PrintDepth(depth + 1); 
nr.written = 0; 
wrhandle = OpenSeqFiled, O.RDWR | 0_GREAT) ; 
if (wrhandle <= 0) 
{ 
printf("\nFatal Error : can't create new lYSC file\n"); 
return(O); 
} 
written = 0; 
/• code[0] starts with 41 that forces gCO] = gCHAX - 1] = 0 
and so sequence G != sequence H •/ 
find out all the possibilities for the first triple of pairs = code[0] 
for (code[0] = 41; code[0] < maxdec; (code[0])++) 
{ 
ConstructSeq(NAX, 1, 1, code, f, g, h); 
if (TestEquationd, MAX, f, g, h)) 
{ 
if (!buf) 
WriteCode(wrhandle, code, 1, 1); 
else 
BufWriteCode(ftnr_written, code, 1, 1); 





if (!buf) MriteEnd(wrhandle); 
else BufUriteEnd(»nr_written); 
} 
if (!buf) close(wrhandle); else CloseBuf(wrhandle, nr.written); 
depth • 1; 
> 
do-loop for generating the next file •YSC<X+i> from •YSC<X> 
do 
{ 
PrintDepth(depth + 1); 
res » OpenToHeapCdepth, trdheap, ftlen); 
nr.written = 0; 
wrhandle = OpenSeqFile(depth + 1, O.RDWR | O.CREAT) ; 
if (res == 0 I I wrhandle <= 0) 
{ 
printf("\nFatal Error : can't create or read lYSC file\n") ; 
if (wrhandle > 0) clo8e(wrhandle); 
if (res != 0) free(rdheap); 
return(O) ; 
} 
written = 0; index = 0; lastread = 1; endread = 0; 
while (index < len kk «endread) 
{ 
Read old triples of pairs »•»»»/ 
endread ReadCode(depth, rdheap, ftindex, code, tread); 
if (read > lastread) lastread = read; 
ConstructSeq(HAX, read, depth, code, f, g, h) ; 
firstrec = 0; 
code[depth] = new triples of pairs 
for (code[depth] = 0; code[depth] < maxdec; 
(code[depth])++) 
{ 
ConstructSeq(MAX, 1, depth + 1, code, f, g, h) ; 





UriteCode(wrhandle, code, depth + 1, depth +1); 
else 
BufWriteCode(»nr_written, code, depth + 1, depth +1); 
} 
else if (written ftft ifirstrec) 
{ 
if (!buf) 
UriteCode(wrhandle, code, depth + 1, lastread + 1); 
else 





Urit«Code(nrhandle, code, depth +1, 1); 
else 
BufWriteCode(tnr_written, code, depth + 1, 1); 
} 






if (!buf) WriteEnd(wrhandle); 
else BufWriteEnd(tnr_written); 
} 
if (!buf) close(wrhandle); else CloseBuf(wrhandle, nr.written) 
free(rdheap); 
depth += 1; 
} 
while (depth < 7); 
return(l); 
} 
/* Program : Tree search algorithm for searching near-Yang sequences 
/• Module : nysprint.c 
/« Purpose : Reading from the file lYSC K all possible partial sequences 
/• F, G and H and perform a tree search for the remaining triples 
/« of elements, the program works also, if there is no lYSC K File 
/• Author : Marc M.Qysin 
/« Date : Oktober 92 
/• 
/• Copyright (C) 1993 by C"3SR. All rights reserved. 
/» This program may not be sold or used as inducement to buy a product 
/• without the written permission of C~3SR, 
•include "nyscode.c" 
tdefine maxtriples 20 
Incr : 
Incrementes »indf, «indg or »indh, makes sure that all the combinations of «ind 
f, »indg and »indh are looked at. 
char Incr(int »indf, int »indg, int »indh) 
< 
(»indh)++; 
if ((»indh) > 10) 
{ 
»indh = 0; 
(»indg)++; 
if ((»indg) > 10) 
{ 




return(((»indf) <= 10)); 
} 
HoreDecompositionsMeight : 
Finds more decompositions of 2»n into »sumf, »sumg and »sumh 
«««I*«/ 





static int indf, indg, indh; 
helpn » weight; if (»first) { indf » 0; indg - 0; indh » 0; »first » 0; end » 0; } 
else and - !(Incr(*lndf, tindg, tindh)); 
while (land kk Indf • indf + indg • indg + indh • indh !» halpn) 
end " !(Incr(*indf, »indg, tindh)); 




Gats all the possible triples for Fsura, Gsum and Hsum given the variable weight 
and stores it into »sqtriples. 
void GetTriplesCint weight, int «sqtriples, int »howraany) 
{ 
char first; 
first = 1; «howmany = 0; 
while (•howmany < maxtriples tft HoreDecompositionsWeight(ftfirst, weight, 
t(sqtriples[3 • (»howmany)]), 
k(sqtriplesC3 • (»howmany) + 1]), 
»(sqtriplesCa » (»howmany) + 2]))) 
(»howmany)++; 
if (»howmany == maxtriples) 
{ 
printf("Warning : too many decomposition found for weight\n"); 




Prints the sequence »seqon the screen, prints also the sum, the sum of the head 
, the sum of the tail, the middle-element and the weight of the sequence. 
•••»»/ 
void PrintSeq(int n, int »seq, int »weight) 
{ 
int i, sumh, sumt, sum, middle; 
if (odd(n)) middle = seqCn / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum = 0; »weight = 0; 
for (i = 0; i < n; i++) 
{ 
if (seq[i] == 0) putcharCO»); 
else if (seq[i] ==» 1) putchar(' + ') ; 
else if (seq[i] == -1) p u t c h a r ( ' ) ; 
else /» Error »/ putchar('?•); 
if (i < n / 2) 
sumh seqCi]; 
else if (i >=» (n + 1) / 2) 
sumt +« seq[i]; 
sum +» seqCi]; 
(»weight) +- ab8(seqCi]); 
} 




Prints all the sequences on the screen. ««««*/ 
void PrintSequencesCint n, int »seqi, int «seqg, int «seqh) 
{ 
int weightf, weightg, weighth; 
printf("\nSequence F : "); 
PrintSeqCn, seqf, ftweightf); 
printf("\nSequence G : "); 
PrintSeqCn, seqg, ftweightg); 
printf("\nSequence H : "); 
PrintSeqCn, seqh, ftweighth); 
printf C"\nWeight : y, d\n", neightf + weightg + weighth) ; 
} 
HoveToIextlode : 
Moves to the next node on the same or a higher level in the tree represented by 
code. The variable «actdepth indicates the level. 
void MoveToSextlodeCint mindepth, int «actdepth, unsigned char »code) 
{ 
int j; 
if Cmindepth == 0) 
{ 
j = »actdepth; 
while Cj > 1 ftft codeCj - 1] == maxdec - 1) 
{ 
code[j - 1] = 0 ; 
j--; 
} 
CcodeCj - 1])++; 




j = «actdepth; 
while Cj > mindepth ftft code[j - 1] == maxdec - 1) 
{ 
codeCj - 1] = 0 ; 
j--; 
} 
if Cj > mindepth) Ccode[j - 1])++; 





returns true if the sequences »seqi, »seqg, and *seqh are a representative trip 
le. 
char ReprTripleiint n, int weight, int »seqf, int «seqg, int »seqh) 
{ 
int i, sumhf, sumtf, sumhg, sumtg, sumhh, sumth, sumf, sumg, sumh; 
char testl, test2, test3, te8t4, testS; 
sumf = 0; sumg = 0; sumh = 0; 
sumhf = 0; sumtf = 0; sumhg = 0; sumtg = 0; sumhh = 0; sumth = 0; 
for (i = 0; i < n; i++) 
{ 
if (i < n / 2) 
•( sumhf += seqf [i] ; sumhg += seqgCi] ; sumhh += seqh[i] ; > 
else if (i >= (n + 1) / 2) 
{ sumtf += seqf[i]; sumtg += seqgCi]; sumth += seqh[i]; } 
sumf +» seqf[i]; sumg += seqgCi]; sumh += seqh[i3; 
} 
testl = (abs(sumhf) >= abs(sumtf) ift sumhf >= 0) 
test2 = (abs (sumhg) >= abs (sumtg) kt sumhg >= 0) 
tests = (abs (sumhh) >= abs (sumth) ftft sumhh >= 0) 
test4 = (sumf >= 0 tk sumg >= 0 kk sumh >= 0); 
tests = (sumf » sumf + sumg » sumg + sumh • sumh == weight) ; 




tries to cut the branches of the tree as soon as possible. 
The function returns false if 
- the sum from any complete sequences F, G and H resulting from the partial 
sequences *seqf, »seqg and »seqh cannot add up to the weight of F, G and H 
- the partial sequences »seqf, »seqg amd »seqh cannot be a representative tripl 
e 
anymore 
tests if abs(sumhf) >= abs(sumtf) could still be possible 
char ReprPoss(int sumh, int sumt, int restn) 
i 
int abssumt, i; 
char ok; 
abssumt = abs(sumt); 
ok = 0; i » 0; 
while (i <= restn kk !ok) 
i 





char LookAheadCint n, int weight, int depth, int »seqf, int *seqg, int «aeqh, 
int «sqtriples, int howmany) 
{ 
int suraf, aumg, sumh, sumhf, sumtf, sumhg, sumtg, sumhh, sumth, restn, 
i, ine ; 
char testi, te8t2; 
if (depth • 4 <=» n) return(l); 
else if (depth • 2 >= n) return(ReprTriple(n, weight, seqf, seqg, seqh)); 
else /• normal case »/ 
{ 
restn = n / 2 - depth; 
sumhf = restn; sumtf =« 0; sumhg = restn; sumtg = 0; 
sumhh = restn; sumth = 0; 
for (i = 0; i < depth; i++) 
{ 
sumhf += seqf[i]; sumtf += seqf[n - 1 - i] ; 
sumhg += seqg[i]; sumtg += seqg[n - 1 - i]; 
sumhh += seqhCi] ; sumth += seqh[n - 1 - i]; 
} 
testi = (sumhf >= 0 ftft sumhg >= 0 ftft sumhh >= 0); 
if (testi kt ReprPoss(sumhf, sumtf, restn) kk 
ReprPoss(sumhg, sumtg, restn) kk ReprPoss(sumhh, sumth, restn)) 
{ 
if (odd(n)) ine = 1; else ine = 0; 
sumf = sumhf + sumtf + restn + ine; 
sumg = sumhg + sumtg + restn + ine ; 
sumh = sumhh + sumth + restn + ine; 
test2 = 0 ; i = 0; 
while (!test2 ftft i < howmany) 
{ 
test2 = ( 
sumf >= sqtriplesCi » 3] ftft 
sumg >= sqtriplesCi * 3 + 1] kk 











tests all the remaining equations from the nonperiodie autocorrelation function 
, which are not yet tested from the tree search 




ok » 1; eq - (n + 1) / 2 + 1; 
while (ok kk eq < n) 
{ 





Main Program : 
The length n and the «eight is read from the command line. The progr<un performs 
an exhaustive search for all near-Yang sequences of length n and the given wei 
ght. 
int mainCint argc, char »«argv) 
{ 
int n, weight, depth, handle, read, seqf [mauc] , seqgCmax] , seqh [max] , 
dsearch, i, x, sqtriplesCS » maxtriples] , howmaiiy; 
unsigned char code[max], «rdheap; 
char endread, res, extended; 
long len, index; 
struct rusage rs; 
Reading parameters from the command line 
if (argc != 3) 
{ 
printf("usage nys.print <length of sequences> <weight>\n"); 
return(O); 
} 
n = MakeIumber(argvCl] ) ; 
if (n <= 1) 
{ 
printf("to great or to small argument\n"); 
return(O); 
} 
weight = MakeHumber(argv[2] ) ; 
if (weight <= 1) 
{ 
printf("to great or to small argument\n") ; 
return(O); 
} 
X = GetDepthO; extended ((n + 1) / 2 > x) ; 
if (¡extended) 
{ 
•o tree search for additional triples of pairs has to be performed. 
««41**«/ 
depth - (n + 1) / 2; 
res • OpenToHeap(depth, »rdheap, tlen) ; 
if (res " 0) 
{ 
printfC'file not found or out of memory\n"); 
return(O); 
} 
printf ("\nstarting to read records the length n is : '/.dNnXn", n); 
InitDecodeO ; 
index = 0; endread = 0; 
while (index < len tft ¡endread) 
{ 
endread = ReadCode(depth, rdheap, »index, code, tread); 
res = ConstructSeq(n, read, depth, code, seqf, seqg, seqh); 
if (res != 0) 
if (ReprTriple(n, weight, seqf, seqg, seqh) kk 
TestRemainingEquations(n, seqf, seqg, seqh)) 





A tree search for additional triples of pair has to be performed 
P r i o r K i l K ) ; 
GetTriples(weight, sqtriples, fthowmany); 
InitDecodeO ; 
if (x != 0) 
{ 
Some triples of pairs have already been stored 
index = 0; 
res = OpenToHeap(x, »rdheap, »len); 
if (res == 0) 
{ 
printfC'file not found or out of memory\n"); 
return(O); 
} 
printf ("\nstarting to read records the length n is : y,d\n\n", n); 
dsearch = x; endread = 0; 
while ((index < len »» iendread) || dsearch > x) 
{ 
if (dsearch == (n + 1) / 2 + 1) 
/• searching at leave level •/ 
{ 
if (TestRemainingEquations(n, seqf, seqg, seqh)) 
PrintSequences(n, seqf, seqg, seqh); 
d s e a r c h — ; NoveToIextIode(x, »dsearch, code); 
} 
«laa /* normal case 
{ 
read " 1; 
if (dsearch "" x) 
{ 
/• search at borderline •/ 
endread » ReadCode(x, rdheap, tindex, code, tread); 
for (i » x; i < (n + 1) / 2; i++) 
codeCi] » 0; 
} 
if <! 
(ConstructSeqCn, read, dsearch, code, seqf, seqg, seqh) &k 
LookAhead(n, weight, dsearch, seqf, seqg, seqh, sqtriples, howmany) ft 
ft 
(dsearch == x I I 
TestEquationCdsearch, n, seqf, seqg, seqh)))) 









lo triples of pairs have been stored yet ~ > simple tree search 
codeCO] = 41; 
/• to avoid interchamgability between the seq G and H »/ 
dsearch = 1; 
while (code[0] < maxdec) 
{ 
if (dsearch == (n + 1) / 2 + 1) 
/» searching at leave level */ 
{ 
if (TestRemainingEquations(n, seqf, seqg, seqh)) 
PrintSequences(n, seqf, seqg, seqh); 
dsearch—; MoveToIextIode(x, fcdsearch, code); 
} 
else /• normal case •/ 
{ 
if (! 
(ConstructSeqin, 1, dsearch, code, seqf, seqg, seqh) ftft 
LookAhead(n, weight, dsearch, seqf, seqg, seqh, sqtriples, howmany) ft 
ft 
(TestEquation(dsearch, n, seqf, seqg, seqh)))) 
HoveToIextIode(x, ftdsearch, code); 
else 
dsearch++; 
End and some statistics, not really necessary 
if (x !a 0) < 
if (endread) 
printf("\nall records read, file contains end code\n\n"); 
else 
printf("\nall records read, file does not contain end code\n\n") 
} 
if (getrusage(RUSAGE_SELF, irs) == 0) 
printf ("XnElapsed user time )lli elapsed system time 7.1i\n" , 
rs.ru_utime.tv_sec, rs.ru.stime.tv_sec); 




/• Program : Tree search algorithm for searching near-Yang sequences »/ 
/• Module : nysprint.all.c «/ 
/• Purpose : Reading from the file lYSC K all possible partial sequences «/ 
F, 0 and H and perform a tree search for the remaining triples •/ 
of elements, the program works also, if there is no SYSC K File.*/ 
/• Author : Hare M.Gysin •/ 
/• Date : Oktober 92 •/ 
/• Copyright (C) 1993 by C-3SR. All rights reserved. »/ 
/• This program may not be sold or used as inducement to buy a product •/ 





Prints the sequence »seq on the screen, prints also the sum, the sum of the hea 
d, the sum of the tail, the middle-element and the weight of the sequence. 
*****/ 
void PrintSeq(int n, int »seq, int »weight) 
{ 
int i, sumh, sumt, sum, middle; 
if (odd(n)) middle = seqCn / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum = 0; »weight = 0; 
for (i = 0; i < n; i++) 
{ 
if (seqCi] == 0) putcharCO'); 
else if (seqCi] == 1) putchar('+'); 
else if (seqCi] == -1) p u t c h a r C ' ) ; 
else /» Error •/ putchar('?'); 
if (i < n / 2) 
sumh += seq[i]; 
else if (i >= (n + 1) / 2) 
sumt += seqCi]; 
sum += seqCi]; 
(•weight) += absCseqCil); 
} 
printfC" h y. d t % d m % d s 7, d w 7. d", sumh, sumt, middle, sum, *wei 
ght); 
> 
/ « « I » * * 
PrintSequences : 
Prints all the sequences on the screen. 
void PrintSequences(int n, int *seqf, int »seqg, int »seqh) 
{ 
int weightf, weightg, weighth; 
printf("\nSequence F : "); 
PrintSeq(n, soqf, taeightf); 
printf("\nSequence G : "); 
PrintSeqCn, seqg, tweightg); 
printf("\nSequenca H : "); 
PrintSaq(n, seqh, tweighth); 
printf ("\nUeight : % <l\n", weightf + creightg + »eighth); 
} 
HoveToIextlode : 
Moves to the next node on the same or a higher level in the tree represented by 
code. The variable *actdepth indicates the level. 
void MoveToiextHodeCint mindepth, int •actdepth, unsigned char •code) 
{ 
int j ; 
if (mindepth == 0) 
{ 
j = »actdepth; 
while (j > 1 ft» codeCj - 1] == maxdec - 1) 
{ 
codeCj - 1] = 0 ; 
j--; 
} 
(code[j - 1])++; 




j = »actdepth; 
while (j > mindepth codeCj - 1] == maxdec - 1) 
{ 
codeCj - 1] = 0 ; 
j — ; 
} 
if (j > mindepth) (codeCj - 1])++; 




returns true if the sequences »seqf, »seqg, and »seqh are a representative trip 
la. «*««*/ 
char ReprTriple(int n, int »seqf, int »seqg, int »seqh) 
{ 
int i, sumhf, surotf, sumhg, sumtg, sumhh, sumth, sumf, sumg, sumh; 
char testl, ta8t2, tastS, ta8t4, tastS; 
aumf - 0; suing • 0; sumh - 0; 
sumhf • 0; sumtf » 0; sumhg » 0; sumtg » 0; sumhh =« 0; sumth =• 0; 
for (i » 0; i < n; 
{ 
ii (i < n / 2) 
< sumhf +- seqf[i]; sumhg +» 8aqg[i] ; sumhh +« seqh[i] ; } 
else if (i >» (n + 1) / 2) 
{ sumtf seqfCi]; sumtg += seqgCi] ; sumth += seqhCi] ; } 
sumf +» seqfCi]; sumg +• seqgCi] ; sumh +» seqhCi] ; 
} 
testl = (absCsumhf) >= abs(surotf) kk sumhf >= 0) 
te8t2 » (abs(sumhg) >= abs(sumtg) kk sumhg >= 0) 
test3 = (abs(sumhh) >= abs(sumth) tk sumhh >= 0) 
test4 = (sumf >= 0 kk sumg >= 0 kk sumh >= 0); 
/» tests = (sumf » sumf + sumg • sumg + sumh » sumh == 2 • n); »/ 
tests = 1; 
return((testl kk test2 kk testS ftft test4 kk testS)); 
} 
LookAhead : 
tries to cut the branches of the tree as soon as possible. 
The function returns false if 
- the partial sequences »seqf, »seqg and «seqh czuinot be a representative tripl 
e 
anymore 
tests if abs(sumhf) >= abs(suratf) could still be possible 
char ReprPoss(int sumh, int sumt, int restn) 
{ 
int abssumt, i; 
char ok; 
abssumt = abs(sumt); 
ok = 0; i = 0; 
while (i <= restn kk !ok) 
{ 





char LookAhead(int n, int depth, int »seqf, int *8eqg, int ^scqh) 
{ 
int sumf, sumg, sumh, sumhf, sumtf, sumhg, sumtg, sumhh, sumth, restn, 
i, inc; 
char testl, test2; 
if (depth • 4 <- n) raturn(l) ; 
else if (depth • 2 >= n) return(ReprTriple(n, seqf, seqg, seqh)); 
else /• normal case »/ 
{ 
rastn • n / 2 - depth; 
aumhf " restn; sumtf • 0; aurahg » restn; sumtg « 0; 
sumhh • restn; sumth « 0; 
for (i - 0; i < depth; 1++) 
{ 
sumhf +« seqf[i]; sumtf + • seqf[n - 1 - i]; 
sumhg += seqgCl]; sumtg + • seqgCn - 1 - i]; 
sumhh +» seqhCi] ; sumth seqhCn - 1 - i]; 
} 
testl s (sumhf >= 0 fcft sumhg 0 kt sumhh >- 0); 
return (testl ftt ReprPoss(sumhf, sumtf, restn) »4 




tests all the remaining equations from the nonperiodic autocorrelation function 
, which are not yet tested from the tree search 




ok = 1; eq = (n + 1) / 2 + 1; 
while (ok kk eq < n) 
{ 





Main Program : 
The length n is read from the command line. The program performs em exhaustive 
search for all near-Yajig sequences of length n amd any weight w. 
int main(int argc, char ••argv) 
{ 
int n, depth, handle, read, seqf[max], seqg[max], seqh[max], dsearch, 
i, x; 
unsigned char code[max], «rdheap; 
char endread, res, extended; 
long len, index; 
struct rusage rs; 
Reading parameters from the command line 
if (argc !» 2) { 
printf("uaaga nys.print <length of sequence8>\n"): 
return(O); 
} 
n = Makelumber(argv[i]); 
if (n <= 1) { 
printf("to great or to small argumont\n"); 
return(O); 
} 
X = GetDepthO; extended » ((n + 1) / 2 > x) ; 
if (¡extended) < 
lo tree search for additional triples of pairs has to be performed, 
depth = (n + 1) / 2; 
res = OpenToHeap(depth, ftrdheap, ftlen); 
if (res == 0) { 
printf("file not found or out of memoryXn"); 
return(O); 
} 
printf ("\nstarting to read records the length n is : y.d\n\n", n) 
InitDecodeO; 
index = 0; endread = 0; 
while (index < len tk !endread) { 
endread = ReadCode(depth, rdheap, ftindex, code, »read); 
res = ConstructSeq(n, read, depth, code, seqf, seqg, seqh); 
if (res != 0) 
if (ReprTriple(n, seqf, seqg, seqh) kk 
TestRemainingEquations(n, seqf, seqg, seqh)) 










if (x !- 0) { 
Some triples of pairs have already been stored 
index = 0; 
res • OpenToHeap(x, irdheap, ftlen); 
if (res « 0) 
{ 




to read records the length n is : ild\n\n", n) 
dsearch = x; endread = 0; 
while ((index < len kk iendread) || dsearch > x) 
{ 
if (dsearch == (n + 1) / 2 + 1) 
/• searching at leave level »/ 
{ 
if (TestRemainingEquations(n, seqf, seqg, seqh)) 
PrintSequences(n, seqf, seqg, seqh); 
dsearch—; HoveToIextIode(x, Jtdsearch, code); 
} 
else /» normal case */ 
{ 
read = 1; 
if (dsearch == x) 
{ 
/• search at borderline »/ 
endread = ReadCode(x, rdheap, tindex, code, tread); 
for (i = x; i < (n + 1) / 2; i++) 
codeCi] = 0; 
} 
if (! 
(ConstructSeq(n, read, dsearch, code, seqf, seqg, seqh) kk 
LookAhead(n, dsearch, seqf, seqg, seqh) kk 
(dsearch == x I I 
TestEquation(dsearch, n, seqf, seqg, seqh)))) 









lo triples of pairs have been stored yet ==> simple tree search 
codeCO] = 4 1 ; 
/ • t o avoid interchangability between the seq G and H »/ 
dsearch = 1; 
while (code[0] < maxdec) 
{ 
if (dsearch " (n + 1) / 2 + 1) 
/• searching at leave level */ 
{ 
if (TestRemainingEquation8(n, seqf, seqg, seqh)) 
PrintSequencesCn, seqf, seqg, seqh) ; 
dsaarch—; NovaTolextlodaCx, ftdsearch, coda); 
} 
else /• normal case •/ 
{ 
if (! 
(Con8tructSeq(n, 1, dsaarch, code, saqf, seqg, seqh) kk 
LookAhead(n, dsearch, seqf, seqg, seqh) kk 
(Te8tEquation(dsearch, n, seqf, seqg, seqh)))) 






End and some statistics, not really necessary 
if (x != 0) 
< 
if (endread) 
printf("\nall records read, file contains end code\n\n"); 
else 
printf("\nall records read, file does not contain end code\n\n") 
} 
if (getrusage(RUSAGE_SELF, Jtrs) == 0) 
printf ("\nElapsed user time Xli elapsed system time y,li\n", 
rs.ru_utime.tv_sec, rs.ru.stime.tv_sec); 
else printf("Resources used couldn't be read ...\n"); 
return(1); 
} 
A.4 Blowing-Up Sequences - nsSblowup.c 
/• Program : nsSblowup.c 
/• Purpose : Expand already existing sequences to new longer sequences by 
reusing already calculated outer triples of pairs of elements 
/* and performing (with nsSprint) a tree search for the remaining 
/* inner triples of elements. 
/• Generates an incomplete ISC-File. 
/• Author : Marc M.Gysin 
/• Date : lovember 93 
/* 
/• Copyright (C) 1993 by C-3SR. All rights reserved. 
/* This program may not be sold or used as inducement to buy a product 
/» without the written permission of C"3SR. 
«include "nsScode.c" 
/• in the correspondent file, the sequences start at position seqpos »/ 
tdefine seqpos 13 
OpenIS3ToHeap : 
opens the ns3_*» file where the complete old sequences are in and reads it on t 
he heap. 
char OpenIS3ToHeap(int nr, char ••heap, long •len) 
{ 
int handle; 




handle = openCthis.filensune, D.RDOILY) ; 
if (handle <= 0) return(O); 
•len = filelength(handle) ; 
•heaps (char+)malloc(+len) ; 
if (•heap == lULL) {. close(handle); return(O) ; } 





writes a special code at the end of the file associated with handle 
void UriteEnd(int handle) 
{ 
char ch; long pos; 
pos • tell(handle); 
l8eek(handl«, -IL, SEEK.EID); 
r«ad(handla, tch, 1); 
ch - (ch y. 32) fileend; 
laeekChandle, -IL, SEEK.EID); 
«rite(handle, tch, 1); 
l8«6k(handle, pos, SEEK.SET); 
} 
UriteCode : 
Writes the code (in compressed mode) to the file associated with handle. 
If Hritten=0 depth bytes of code are transfered to the file. 
If written=l oldcode and code are compared and the contents from the first non 
matching byte on is written to the file. ••»«»/ 
void WriteCode(int handle, char «written, char »oldcode, char «code, int depth) 
{ 
char arrCmax]; 
int i, j, to_write; 
if (¡(»written)) 
{ 
•written = 1; 




i = 0; 
while (i < depth ftft oldcode[i] == code[i]) i++; 
to.write = depth - i; 
} 
j = 0; 
for (i = depth - to.write; i < depth; i++) 
{ 
if (i == depth - 1) 
arrCj] = code[i] + recend; 
else 
arr[j] = code[i]; 
} 
write(handle, arr, to.write); 
} 
ReadRec : 
Reads one logical record, that is one triple of sequences F, G and H from buf. 
The sequences are stored into »seqf, »seqg and *seqh. 
/« Reads one line from buf and stores max 80 characters in the variable line •/ 
void ReadLine(char »buf, long «index, long len, char «line) 
{ 
int i; 
i - 0; 
while (buf[•index] !- '\n' tt «index < len) 
{ 




if (i < 80) line[i] » 0; else line[80 - 1] » 0; 
} 
char ReadRecCchar *buf, long »index, long len, int from, int *seqf, int »saqg, 
int *3eqh) 
{ 
char res, line[80]; 
int i, j; 
for (i = 0; i < from; i++) { seqf[i] = 0; 8eqg[i] = 0; seqh[i] = 0; } 
do 
{ 
ReadLineCbuf, index, len, line); 
res = (strnicmpdine, "Sequence", strlenC'Sequence")) == 0); 
} 
while (!res kk »index < len); 
if (res) 
{ 
/• the sequences start at position seqpos »/ 
j = 0; 
for (i = seqpos; i < seqpos + from; i++) 
{ 
if (line[i] == '+') seqf[j] = 1; 
else if (line[i] == »-') seqf[j] = -1; 
} 
ReadLine(buf, index, len, line); 
j = 0; 
for (i = seqpos; i < seqpos + from; i++) 
{ 
if (line[i] == '+') seqg[j] = 1; 
else if (line[i] == '-') seqg[j] = -1; 
} 
ReadLineCbuf, index, len, line); 
j = 0; 
for (i = seqpos; i < seqpos + from; i++) 
{ 
if (line[i] == '+') seqh[j] = 1; 
else if (line[i] == >-') seqh[j] = -1; 
} 





Gets and returns the code number from the variable decode. «*«*«/ 
char EqStructCCodeStruct cl, CodeStruct c2) 
{ 
return((cl.fd =» c2.fd kk cl.fu c2.fu kk 
cl.gd c2.gd kk cl.gu »» c2.gu tt 
cl.hd -» c2.hd kk cl.hu " c2.hu)); 
> 
int Encode(CodeStruct testdecode) 
{ 
int i; 
i » 0; 
while (i < maxdec kk !EqStruct(testdecode, decode[i])) i-«"t-; 
ErrorHsg((i == maxdec) , "Encode", testdecode.fd, testdecode.gd, testdecode.hd 
); 
return(i); } 
Main Program : 
m****/ 
int main(int arge, char »«argv) 
{ 
char «buf, «ritten, code[meuc] , oldcodeCmsoc] , res; 
int seqf[max], seqg[max], seqh[raax], from, depth, testdepth, i, handle; 
long len, index; 
CodeStruct testdecode; 
/»»»•» 
Reading parameters from the command line »»•»»/ 
if (argc != 3) 
{ 
printf("usage ns3blowup <length> <depth>\n"); 
return(O); 
} 
from = NakeVumber(argvCl]); 
depth = NakeIumber(argvC2]); 
if (depth < 1 I I depth >= from) 
{ 
printf("wrong arguments : depth must be >= 1 ftt < from\n") 
return(O) ; 
} 
Reading the file with the ''old sequences'* on the heap 
res • OpenIS3ToHeap(from, tbuf, tlen); 
if (raa -- 0) 
{ 




Initializing the n«« incomplete ISC file 
testdepth =« GetDepthO ; 
if (testdepth >= depth) 
{ 
printf("ISC<X> File with X = depth exists already\n"); 
free(buf); return(O); 
} 
handle = OpenSeqFile(depth, O.RDWR | O.CREAT); 
if (handle <= 0) 
{ 




printf ("Starting to read the complete IS, from = , depth = 7.i\n\n", from, d 
epth); 
index = 0; written = 0; 
while-loop 
- Read record with sequences F,G and H from heap, 
- encode sequences «seqf, *seqg, *seqh into the variable code, that is encode t 
riples of pairs 
*• store code in compressed mode in new ISC file 
while (index < len) 
{ 
res = ReadRec(buf, ftindex, len, from, seqf, seqg, seqh); 
if (res == 1) 
{ 
for (i = 0; i < depth; i++) 
{ 
testdecode.fd = seqf[i]; 
testdecode.fu = seqf[from - i - 1] ; 
testdecode.gd = seqgCi]; 
testdecode.gu = seqgCfrom - i - 1]; 
testdecode.hd = seqhCi]; 
testdecode.hu » seqh[from - i - 1]; 
codeCi] = Encode(testdecode); 
} 
WriteCode(handle, »written, oldcode, code, depth); 
for (i » 0; i < depth; i++) oldcode[i] = codeCi]; 
putchar(»»'); 
} 
else index len; 
} 
if (written) WrlteEnd(handla); 
close(handle); 
frea(buf); 
printf ("\n\nl9ii File ISC<dapth> generated, depth • y,i\n", depth) 
> 
A.5 Hil l-Climbing Algorithms - nshc.c, nshc2.c, nyshc2.c 
/• Program : nshc.c 
/« Purpose : implementation of a hill-climbing algorithm for normal 
/» sequences 
/• Author : Hare H.Gysin 
/» Date : Hovember 92 
/* 
/» Copyright (C) 1993 by C"3SR. All rights reserved. 
/• This program may not be sold or used as inducement to buy a product 









•define mzLX 50 
•define Max (3»max) 
/» depth = depth of the recursion in the function HillClimb »/ 
int depth, maxcost; 
/* boolean variable for tracing »/ 
char print ; 
void PriorKillO 
{ nice(lO); alarm(9 • 60 » 60); } 
char odd(int n) { return((n '/. 2 != 0)); } 
char even(int n) { return((n iC 2 == 0)); } 
HakeHumber : 
returns the number from the string »str, »str must be a number 
int HakelumberCchar »str) 
{ 
int nr; 
nr = 0; 
if (strlen(str) == 1) nr = str[0] - '0'; 
else if (strlenistr) == 2) nr = 10 • (strCO] - '0') + strCl] - '0'; 
return(nr); > 
HakaStr : 
makes a string from the number nr 
void HakeStrCint nr, char ^str) 
{ 
if (nr >» 0 tt nr < 100) 
{ 8tr[0] = nr / 10 + '0'; strCl] = nr I 10 + '0'; strC2] = 0; } 
else str[0] » 0; 
} 
PrintSeq: 
Prints the sequence «seqcn the screen, prints also the sum, the sum of the head 
, the sum of the tail, the middle-element of the sequence. 
void PrintSeqCint n, int •seq) 
{ 
int i, sumh, sumt, sum, middle; 
if (odd(n)) middle = seq[n / 2]; else middle = 0; 
sumh = 0; sumt = 0; sura = 0; 
for (i » 0; i < n; i++) 
{ 
if (seq[i] == 0) putcharCO»); 
else if (seqCi] == 1) putchar('+'); 
else if (seq[i] == -1) putchar(>-'); 
else /• Error •/ putchar('?»); 
if (i < n / 2) 
sumh += seqCi]; 
else if (i >= (n + 1) / 2) 
sumt += seq[i]; 
sum += seqCi]; 
} 
printfC" % d % d % d % d", siunh, sumt, middle, sum); 
} 
FilePrintSeq : 
like PrintSeq but prints the sequence to the file associated with *streain rathe 
r than to the output. 
void FilePrintSeq(FILE «stream, int n, int ^seq) 
{ 
int i, sumh, sumt, sum, middle; 
if (odd(n)) middle « seqCn / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum = 0; 
for (i » 0; i < n; i++) 
{ 
if (seq[i] •• 0) fputcCO', stream); 
else if (seqCi] 1) fputc('+», stream); 
else if (saqCi] -1) fputcC-', stream); 
else /• Error •/ fputcC?', stream); 
if (i < n / 2) 
sumh +» seqCi]; 
else if (i >- (n + 1) / 2) 
sumt +• seq[i]; 
sum +• seqCi]; 
} 
fprintf(8tream, " 7. d % d '/. d '/. d", surah, sumt, middle, sum); 
} 
PrintSequences : 
Prints all the sequences on the screen. 
void PrintSequencesCint n, int cost, int »seqf, int •seqg, int *seqh) 
{ 
printf("\nSequence F : "); 
PrintSeqCn, seqf); 
printf("\nSequence G : "); 
PrintSeqCn, seqg); 
printf("\nSequence H : "); 
PrintSeqCn, seqh); 
if (cost < maxcost) 
{ 
printf ("Xn»**»* COSTS ***** : '/.dXn", cost); maxcost = cost; 
} 
else 
printf ("\n»**»» COSTS ***** ('/.d) : %d\n", maxcost, cost); 
} 
FilePrintSequences : 
Prints all the sequences in the file associated with »stream, 
void FilePrintSequences(FILE »stream, int n, int »seqf, int »seqg, int »seqh) 
{ 
fprintf (strezun, "\nSequenca F : ") ; 
FilePrintSeq(stream, n, seqf); 
fprintf(stream, "\nSequence G : "); 
FilePrintSeq(stream, n, seqg); 
fprintf(stream, "\nSequence H : "); 




Initializes the random generator. 
void InitRandomGeneratorO 
{ 
static long 8tatei[32] » { 
0x9a319039, 0x32d9c024, 0x9b663182, 0x5dalf342, 
0x7449e56b, OxbebldbbO, Oxab6c5918, 0x946554fd, 
0x8c2e680f, 0xab3d799f, OxblleeObT, 0x2d436b86, 
0xda672e2a, 0xl588ca88, 0xe369735d, 0x904f35f7, 
0xd7158fd6, 0x6fa6f051, 0x616e6b96, 0xac94efdc, 
0xde3b81e0, Oxdf0a6fbS, 0xfl03bc02, 0x48f340fb, 
0x36413f93, 0xc622c298, Oxf5a42ab8, 0x8a88d77b, 
0xf5ad9d0e, 0x8999220b, 0x27fb47b9 
}; 
int n, seed; 
time_t tt; 
time(fttt); 
seed = (int)tt; 
n = 128; 




Initializes »seqf, *seqg auid »seqh randomly with some feasible sequences. 
void BuildStartSeqCint n, int «seqi, int *seqg, int *seqh) 
< 
int i, j, unique, nr, nruniq, el[4]; 
long rnd; 
char moreplus, plus, h_eq_null; 
for (i = 0; i < n; i++) i seqf[i] = 0; seqgCi] = 0; seqh[i] = 0; } 
for (i = 0; i < (n/2); i++) 
{ 
rnd = randomO ; moreplus = rnd % 2; 
rnd = rzmdomO; unique = rnd % 4; 
rnd = randoraO; h_eq_null = rnd 7, 2; 
if (moreplus) { nr = 1; nruniq = -1; } 
else { nr = -1; nruniq = 1; } 
for (j = 0 ; j < 4 ; j++) el[j] = nr; el[unique] = nruniq; 
seqfCi] = elCO]; seqf[n - i - 1] = el[l]; 
if (h_eq_null) { seqgCi] = el[2]; seqgCn - i - 1] = el[3]; } 




rnd = randomO; plus = rnd % 2; 
if (plus) seqfCn/2] = 1; else seqfCn/2] = -1; 
rnd = randomO; plus » rnd t 2; 
rnd = randomO; h_eq_null = rnd % 2; 
if (plus) nr » 1; else nr = -1; 




calculate« and returns the '«cost" of a triple of sequences «seqf, »seqg, •seq 
h. 
int Co8tFunction(int n, int •aeqf, Int *seqg, int *seqh) 
{ 
int i, s, sumf, sumg, sumh, sumtot; 
sumtot 3 0; 
for (a = 1; a <= n - 1 ; 8++) 
i 
sumf = 0; aumg = 0; aumh = 0; 
for (i = 0; i < n - a; i++) 
{ 
sumf = aumf + aeqf[i]«saqi[i + a]; 
aumg = sumg + seqgCi]*aeqgCi + a] ; 
aumh = aumh + 3eqh[i]«aeqh[i + a]; 
} 





Builds all the neighbour aequencea *ne«3eqf, »newseqg, *newseqh from the sequen 
ces »seqf, *seqg and »seqh. »newseqf, «nevseqg, «nesrseqh are arrays of aequence 
s. 
void swapCint •x, int *y) 
i 
int zwsp; 
zwap = »x; »X = »y; *y - zwsp; 
} 
void leighbourSeqCint n, int «honmany, int •aeqf, int »seqg, int »seqh, 
int »newseqi, int »nenseqg, int »nenseqh) 
{ 
int i, j, index; 
•howmany = 2»n + (n + l)/2; 
for (i = 0; i < •howmany; i++) 
{ 
for (j = 0; j < n; j++) 
{ 
newseqfCi»max+j] = seqf[j] ; 
neRseqg[i*max-t-j] = seqg[j] ; 
newseqh[i»max+j] = seqh[j] ; 
} 
if (i < n) 
newseqf[i»max+i] • -nesseqf[i»max+i]; 
else if (i >» n t» i < 2»n) 
{ 
index • i - n; 
if (newseqgCiomax+indax] !» 0) 
newseqgCi^max+indax] » -newaaqg[i»max+index]; 
else 
neBseqh[i»max+index] » -neH8eqh[i»max+index]; 
} 
alsa /• i >a 2*n •/ 
{ 
index » i - 2*n; 




swap(ft(newseqg[i»max + n - index - 1 ] ) , 









Urites all sequences *newseqf, «newseqg, «newseqh according to the index-array 
"«•bestindex to a file. 
void UriteToFile(int n, int «bestindex, int howmanybest, int »newseqf, 
int »neHseqg, int «newseqh) 
{ 
int i; 
char nrstr[5] , filename[50]; 
FILE «stream; 
strcpy(filename, "ns_found_") ; 
HakeStr(n, nrstr); 
strcat(filename, nrstr); 
stream = fopen(filename, "H") ; 
if (stream == lULL) 
{ 
printf("\n\nFile couldn't be openend\n\n"); 
return; 
} 










performs a hill-climbing for the all of the best neighbours, the function calls 
itself recursively. 
HillClimb(int n, int cost, int «seqf, int «seqg, int *seqh) 
{ 
int nenseqfCHax*max], nen8eqg[Hax*max], ne0seqh[Hax*max], honmany, i, j, 
best index[Max], howmanybest, bestcost, searchcost[Max]; 




printf("\nEnter Depth %d\n", depth); 
PrintSequencesCn, cost, seqf, seqg, seqh); 
} 
leighbourSeqCn, fthowmany, seqf, seqg, seqh, neaseqf, newseqg, newseqh); 
for (i = 0; i < hovmany; i++) 
searchcost [i] » CostFunctionCn, ftCnesseqf [m2tx*i] ) , ft(nesseqgCmax*i] ) , 
t(newseqhCmax*i])); 
bestcost = cost; 
for (i = 0; i < hosmeuiy; i++) 
if (searchcost[i] < bestcost) bestcost = searchcost[i]; 
cont = (bestcost < cost kt bestcost > 0); 
success = (bestcost == 0); 
howmanybest = 0; 
for (i = 0; i < howmany; i++) 
if (searchcost[i] == bestcost) 
{ bestindex[howmanybest] = i; hoHmanybest++; } 
if (cont) 
{ 
success = 0; j = 0; 
while (¡success t* j < howmanybest) 
{ 
success = HillClimb(n, bestcost, 





if (success tk Jcont) 
{ 
printf("\nSUCCESSFUL SEQUEICES:\n\n"); 










if (success) printfC'SUCCESS-Exit Depth r.d\n", depth) 





Main Program : 
Calls the function HillClimb in a do while loop consecutively until the funct; 
n returns successfully. 
mm***/ 
int main(int arge, char »»argv) 
{ 
int seqfCmax], seqgCmax], seqhCmax], n, cost; 
char success; 
/***** 
Reading parameters from the command line 
*m***/ 
if (arge 1= 2 tt arge != 3) 
{ 
printf("usage nshillclimb <length of sequences> [p]\n"); 
return(O); 
} 
n = MakeHumber(argv[l]); 
if (n <= 1) 
{ 
printf("to great or to small argument\n"); 
return(O); 
} 
print = 0; 








if (print) printf("\n\nIEXT TRY ...\n\n\n"); 
depth = 0; maxeost = 30000; 
BuildStartSeq(n, seqf, seqg, seqh); 
cost • CostFunction(n, seqf, seqg, seqh); 
success " (HillClimb(n, cost, seqf, seqg, seqh)); 
if (print) 
{ 






/• Program : nahc2.c 
/• Purpose : implementation of a hill-climbing algorithm for normal 
/• sequences, uses a different cost-function than nshc.c 
/• Author : Marc N.Gysin 
/• Date : lovember 92 
/• 
/» Copyright (C) 1993 by C-3SR. All rights reserved. 
/• This program may not be sold or used as inducement to buy a product 









tdefine max 50 
tdefine N2LX (3*majc) 
/* depth = depth of the recursion in the function HillClimb •/ 
int depth, maxcost; 
/• boolean variable for tracing »/ 
char print; 
void PriorKilK) 
{ nice(lO); alarm(9 • 60 » 60); } 
char odd(int n) { return((n % 2 != 0)); } 
char even(int n) { return((n V, 2 == 0)); } 
Hakelumber : 
returns the number from the string *stT, »str must be a number 
int MakeHumberCchar «str) 
< 
int nr; 
nr = 0; 
if (strlen(str) == 1) nr » str[0] - '0'; 





makes a string from the number nr 
void HakeStr(int nr, char *str) 
{ 
if (nr >= 0 tJt nr < 100) 
{ strCO] = nr / 10 + '0>; strCl] = nr % 10 + '0'; str[2] = 0; } 
else 8tr[0] » 0; 
} 
PrintSeq: 
Prints the sequence »seqcn the screen, prints also the sum, the sum of the head 
, the sum of the tail, the middle-element of the sequence. 
void PrintSeq(int n, int «seq) 
{ 
int i, sumh, sumt, sum, middle; 
if (odd(n)) middle = seqCn / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum = 0; 
for (i = 0; i < n; i++) 
{ 
if (seqCi] == 0) putchar('O'); 
else if (seqCi] == 1) putchar(>+'); 
else if (seqCi] == -1) p u t c h a r C ' ) ; 
else /* Error »/ putchar('?'); 
if (i < n / 2) 
sumh += seq[i] ; 
else if (i >= (n + 1) / 2) 
sumt += seq[i]; 
sum += seqCi]; 
} 
printfC % d y. d */, d % d", sumh, sumt, middle, sum); 
} 
FilePrintSeq : 
like PrintSeq but prints the sequence to the file associated with *stream rathe 
r than to the output. 
void FilePrintSeq(FILE »stream, int n, int «seq) 
{ 
int i, sumh, sumt, sum, middle; 
if (odd(n)) middle = seq[n / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum = 0; 
for (i = 0; i < n; i++) 
{ 
if (seqCi] == 0) fputcCO', stream); 
else if (seqCi] 1) fputc('+», stream); 
else if (seqCi] == -1) fputcC-', stream); 
else /• Error •/ fputcC?', stream); 
if (i < n / 2) 
surah +- seqCi]; 
else if (i >- (n + 1) / 2) 
sumt +» seqCi]; 
aum +" seqCi]; 
} 
fprintf (stream, " y. d % d % d 1, d", sumh, sumt, middle, sum); 
} 
PrintSequences : 
Prints all the sequences on the screen. 
void PrintSequences(int n, int cost, int »seqf, int «seqg, int ^seqh) 
{ 
printf ("\nSequence F : '•) ; 
PrintSeqCn, seqf); 
printf("\nSequence G : ") ; 
PrintSeq(n, seqg); 
printf("\nSequence H : ") ; 
PrintSeqCn, seqh); 
if (cost < maxcost) 
{ 
printf ("\n*»»»* COSTS ***** : y.d\n", cost); maxcost = cost; 
} 
else 
printf ("\n»»*** COSTS •»•»» (y,d) : y.d\n", maxcost, cost); 
> 
FilePrintSequences : 
Prints all the sequences in the file associated with »stream. 
void FilePrintSequences(FILE »stream, int n, int »seqf, int »seqg, int »seqh) 
{ 
fprintf(stream, "\nSequence F : ") ; 
FilePrintSeq(stream, n, seqf); 
fprintf(stream, "\nSequence G : "); 
FilePrintSeq(streaiB, n, seqg); 
fprintf (strezun, "\nSequence H : ") ; 




Initializes the random generator. 
void InitRandomGeneratorO 
{ 
static long statelC32] » { 
3, 
0x9a319039, 0x32d9c024, 0x9b663182, OxSdalf342, 
0x7449e56b, OxbebldbbO, 0xab5c5918, 0x946554fd, 
0x8c2e680f, 0xeb3d799f, OxblleeObT, 0x2d436b86, 
0xda672e2a, 0xl588ca88, 0xe369735d, 0x904f35f7, 
0xd7158fd6, 0x6fa6f051, 0x616e6b96, 0xac94efdc, 
OxdeSbSleO, OxdfOa6fb5, 0xfl03bc02, 0x48f340fb, 
0x36413f93, 0xc622c298, 0xf5a42ab8, 0x8a88d77b, 
0xf5ad9d06, 0x8999220b, 0x27fb47b9 
}; 
int n, seed; 
time.t tt; 
time(ttt); 
seed = (int)tt; 
n = 128; 
initstateCseed, (char ») statel, n) ; 
setstateCstatel); 
uildStartSeq : 
nitializes »seqf, *seqg and «scqh randomly with some feasible sequences. 
••»»/ 
oid BuildStartSeqCint n, int «seqf, int *seqg, int *seqh) 
int i, j, unique, nr, nruniq, el[4]; 
long rnd; 
char moreplus, plus, h_eq_null; 
for (i = 0; i < n; i++) { seqf[i] = 0; seqgCi] = 0; seqh[i] = 0; } 
for (i = 0; i < (n/2) ; i++) 
{ 
rnd = randomO; moreplus = rnd % 2; 
rnd = randomO ; unique = rnd % 4; 
rnd = randomO; h_eq_null = rnd % 2; 
if (moreplus) { nr = 1; nruniq = -1; } 
else { nr = -1; nruniq = 1; } 
for (j = 0; j < 4; j++) el[j] = nr; elCunique] = nruniq; 
seqfCi] = el[0]; seqf[n - i - 1] = elCl] ; 
if (h_eq_null) { seqgCi] = elC2]; seqg[n - i - 1] = el[3]; } 




rnd = randomO; plus = rnd % 2; 
if (plus) seqf[n/2] = 1; else seqf[n/2] = -1; 
rnd = randomO; plus = rnd f, 2; 
rnd = randomO; h_eq_null = rnd % 2; 
if (plus) nr = 1; else nr =» -1; 




calculates and returns the ''cost*' of a triple of sequences «seqf, *seqg, «seq 
h. 
int CoatFunctionCint n, int •seqf, int »saqg, int »seqh) 
{ 
int i, 8, sumf, sumg, sumh, sumtot, sum; 
sumtot » 0; 
for (a • 1; s <» n - 1; 8++) 
{ 
8umf » 0; 8umg » 0; 8umh » 0; 
for ( i a O ; i < n - 8 ; i++) 
{ 
sumf = sumf + seqf[i]«seqf[i + s] 
sumg = sumg + seqg[i]»seqgCi + s] 
sumh = sumh + seqh[i]»seqh[i + s] 
> 
sum = sumf + sumg + sumh; 





Builds all the neighbour sequences »newseqf, »nevseqg, »nevseqh from the sequen 
ces »seqf, »seqg aoid »seqh. »newseqf, »newseqg, »nevseqh are arrays of sequence 
s. 
»»»»»/ 
void svap(int »x, int »y) 
int Z9sp; 
zwsp = »x; »X = »y; »y = zssp; 
} 
void leighbourSeqCint n, int »hovmany, int »seqf, int »seqg, int »seqh, 
int »newseqf, int »nenseqg, int »nevseqh) 
{ 
int i, j, index; 
»howmany = 2»n + (n + l)/2; 
for (i = 0; i < »howmany; i++) 
{ 
for (j = 0; j < n; j++) 
{ 
newseqf [i»max+j] =» seqf [j] ; 
newseqg[i»max+j] = seqgCj] ; 
newseqh[i»max-«-j] = seqh[j] ; 
} 
if (i < n) 
newseqf[i»max+i] » -newseqf[i»max+i]; 
else if (i >» n »» i < 2»n) 
{ 
index » i - n; 
if (new8eqgCi»max+index] !• 0) 
new8eqg[i«max+index] • -n«W8eqg[i»raax+in<iax] ; 
else 
nea8eqhCi*raax+index] • -nenseqh[i*max-<-index] ; 
> 
else /« i >- 2*n •/ 
{ 
index • i - 2»n; 
if (index != n - index - 1) 
{ 
s9ap(t(neaseqgCi*max+index]), 
t(neaseqhCi*m«uc-«-index] ) ) ; 
s«ap(t(ne9seqgCi*max + n - index -1]), 
t(newseqh[i*maLX + n - index - 1])); 
} 
else 






Writes all sequences »newseqf, »newseqg, »newseqh according to the index-array 
«bestindex to a file. 
m****/ 
void WriteToFileCint n, int »bestindex, int howinanybest, int »newseqf, 
int »neHseqg, int »newseqh) 
{ 
int i; 





stream = fopen(filename, "w"); 
if (stream == lULL) 
{ 
printf("\n\nFile couldn't be openend\n\n"); 
return; 
} 









HillClimb : i 
performs a hill-climbing for the all of the best neighbours, the function calls 
itself rocursively. 
«I»«**/ 
char HillClimb(int n, int cost, int «saqf, int »saqg, int «saqh) 
{ 
int naw8eqf[Hax»raax], nesseqg[Hax*max], new8eqhCMax*max], howmany, i, j 
bestindex[Max], howraanybest, bestcost, searchcost[Max]; 




printf("\nEnter Depth %d\n", depth); 
PrintSequences(n, cost, seqf, seqg, seqh); 
} 
HeighbourSeqCn, fthowmany, seqf, seqg, seqh, newseqf, newseqg, newseqh); 
for (i = 0; i < howmany; i++) 
searchcost[i] = CostFunction(n, »(newseqf[max*i] ), t(newseqgCmax*i] ), 
ft(nevseqh[max*i])); 
bestcost = cost; 
for (i = 0; i < howmany; i++) 
if (searchcost[i] < bestcost) bestcost = searchcost[i]; 
cont = (bestcost < cost fct bestcost > 0); 
success = (bestcost == 0); 
howmanybest = 0; 
for (i = 0; i < howmany; i++) 
if (searchcost[i] == bestcost) 
{ best index [howmanybest] = i; howmemybest-»-!-; } 
if (cont) 
{ 
success = 0 ; j = 0 ; 
while («success 4& j < howmanybest) 
{ 






if (success ftft !cont) 
{ 
printf("\nSUCCESSFUL SEQUEICES:\n\n"); 










if (success) printf ("SUCCESS-Exit Depth 7.d\n", depth); 






Main Program : 
Calls the function HillClimb in a do while loop consecutively until the functio 
n returns successfully. 
int main(int arge, char **argv) 
{ 
int seqf[max], seqgCmax], seqhCmax], n, cost; 
char success; 
Reading parameters from the command line 
if (arge != 2 ftft arge != 3) 
{ 
printf("usage nshillclimb <length of sequence8> Cp]\n"); 
return(O); 
} 
n = Makelumber(argv[l]); 
if (n <= 1) 
{ 
printf("to great or to small argument\n"); 
return(O); 
} 
print = 0; 
if (arge == 3 kk strerop(argv[2] , "p") == 0) print = 1; 
InitRandomGeneratorO ; 
PriorKillO ; 
do «hile loop «here function HillClimb is called consecutively 
do 
{ 
if (print) printf("\n\nIEXT TRY ...\n\n\n"); 
depth = 0; maxcost = 30000; 
BuildStartSeq(n, seqf, seqg, seqh); 
cost » Co8tFunction(n, seqf, seqg, seqh); 
success » (HillClimb(n, cost, seqf, seqg, seqh)); 
if (print) 
{ 






/• Program : ny8hc2.c 
/• Purpos« : implementation of a hill-climbing algorithm for near-Yang 
/• sequences, uses the same cost-function like nshc2.c 
/• Author : Marc N.Gysin 
/* Date : lovember 92 
/• 
/• Copyright (C) 1993 by C"3SR. All rights reserved. 
/* This program may not be sold or used as inducement to buy a product 









tdefine startcost 30000 
tdefine max 50 
tdefine Neuc (3*max) 
/» depth = depth of the recursion in the function HillClimb »/ 
int depth, maxcost; 
/• boolean variable for tracing »/ 
char print; 
ErrorMsg : 
Stops the program if cond is true, should not occur 




printfC'XnXn»*»«» ERROR »•»•» %s\n", str); 





/• Sets a low priority and kills itself after 9 hours »/ 
void PriorKillO 
{ nice(lO); alarmO • 60 • 60) ; } 
char oddCint n) { raturn((n 1 2 !- 0)); > 
char avandnt n) { return((n ii 2 " 0)); } 
Hakelumber : 
returns the number from the string •str, *8tr must be a number 
int NakeHumberCchar »str) 
{ 
int nr; 
nr = 0; 
if (strlen(str) == 1) nr = str[0] - >0'; 




makes a string from the number nr 
void MakeStr(int nr, char »str) 
{ 
if (nr >= 0 ft* nr < 100) 
•C str[0] = nr / 10 + '0'; str[l] = nr % 10 + >0'; str[2] = 0; } 
else strCO] = 0; 
} 
PrintSeq: 
Prints the sequence «seqon the screen, prints also the sum, the sum of the head 
, the sum of the tail, the middle-element of the sequence. 
void PrintSeqCint n, int »seq) 
{ 
int i, sumh, sumt, sum, middle; 
if (odd(n)) middle = seq[n / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum = 0; 
for (i = 0; i < n; i++) 
{ 
if (seqCi] == 0) putchar('O'); 
else if (seq[i] « 1) putchar('+'); 
else if (seqCi] =» -1) putchar(>-'); 
else /• Error •/ putchar('?»); 
if (i < n / 2) 
sumh +» seq[i]; 
else if (i >- (n + 1) / 2) 
sumt +• seqCi] ; 
sum +« seqCi] ; 
} 




like PrintSeq but prints the sequence to the file associated with «stream rathe 
r than to the output. 
void FilePrintSeq(FILE »stream, int n, int »seq) 
{ 
int i, sumh, sumt, sura, middle; 
if (odd(n)) middle = seq[n / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum = 0; 
for (i = 0; i < n; i++) 
{ 
if (seqCi] == 0) fputcCO', stream); 
else if (seqCi] == 1) fputc('+>, stream); 
else if (seqCi] == -1) fputc(>-', stream); 
else /* Error »/ fputcC?', stream); 
if (i < n / 2) 
sumh += seqCi]; 
else if (i >= (n + 1) / 2) 
sumt += seqCi]; 
sum += seq[i]; 
} 




Prints all the sequences on the screen. 
void PrintSequencesCint n, int cost, int »seqf, int »seqg, int »seqh) 
{ 
printf("\nSequence F : "); 
PrintSeq(n, seqf); 
printf("\nSequence G : "); 
PrintSeqCn, seqg); 
printf("\nSequence H : "); 
PrintSeqCn, seqh); 
if (cost < maxcost) 
{ 
printf ("\n*»**» COSTS ***** : 7.d\n", cost); maxcost = cost; 
} 
else 
printf ("Xn*»»»« COSTS »*»•* (7,d) : 7.d\n", maxcost, cost); 
} 
FilePrintSequences : 
Prints all the sequences in the file associated nith «stream. 
void FilePrintS«quence8(FILE •»traam, int n, int «saqf, int «saqg, int *8eqh) 
fprintf(stream, "\nSequanca F : "); 
FilaPrintSaqCstream, n, saqf); 
fprintf (atreain, "\nSaquanca G : ") ; 
FilePrintSeqCatream, n, seqg); 
fprintf(straam, "\nSaquanca H : ") ; 
FilePrintSaqCstream, n, seqh); 
fprintf(stream, "\n") ; 
} 
InitRandomGenarator : 
Initializes the random generator. 
« « « I * * / 
void InitRandomGeneratorO 
{ 
static long statelC32] = { 
3, 
0x9a319039, 0x32d9c024, 0x9b663182, Ox5dalf342, 
0x7449e56b, OxbebldbbO, 0xab5c5918, 0x946554fd, 
0x8c2e680f, 0xeb3d799f, 0xbllae0b7, 0x2d436b86, 
0xda672a2a, 0xl588ca88, 0xe369735d, 0x904f35f7, 
0xd7158fd6, 0x6fa6f051, 0x616e6b96, 0xac94efdc, 
0xde3b81e0, 0xdf0a6fb5, 0xfl03bc02, 0x48f340fb, 
0x36413f93, 0xc622c298, 0xf5a42ab8, 0x8a88d77b, 
0xf5ad9d0e, 0x8999220b, 0x27fb47b9 
}; 
int n, seed; 
time.t tt; 
time(fttt); 
seed = (int)tt; 
n = 128; 




Initializes *seqf, »seqg and *seqh randomly with some feasible sequences. 
void BuildStartSeq(int n, int weight, int »saqf, int »seqg, int *seqh) 
{ 
int i, j, del, unique, nr, nruniq, el[4], delnr, index; 
long rnd; 
char moreplus, plus, h_eq_null; 
for (i = 0; i < n; i++) { seqf[i] = 0; seqgCi] = 0; saqhCi] = 0; } 
for (i » 0; i < (n/2); i++) 
{ 
rnd » randomO; moreplus • rnd X 2; 
rnd » randomO; unique " rnd % 4; 
rnd • randomO ; h_eq_null • rnd % 2; 
if (moreplus) { nr " 1; nruniq » -1; } 
else { nr • -1; nruniq • 1; } 
for (j • 0; j < 4; j++) el[j] • nr; el[unique] • nruniq; 
aeqfCi] » el[0]; 8eqf[n - i - 1] » el[l] ; 
if (h.eq.null) { 8eqg[i] » el[2]; seqgCn - i - 1] » el[3] ; } 




rnd =" randomO; plus =« rnd 2; 
if (plus) seqf[n/2] = 1; else seqf[n/2] = -1; 
rnd = randomO; plus = rnd 7, 2; 
rnd = reindomO; h_eq_null = rnd '/, 2; 
if (plus) nr = 1; else nr = -1; 
if (h_eq_null) seqg[n/2] = nr; else seqh[n/2] = nr; 
} 
del = 0; 
while (del < 2«n - weight) 
{ 
rnd = randomO; delnr = rnd % (n + (n + l)/2); 
index = delnr - n; 
if (delnr < n) 
{ 
if (seqf[delnr] != 0) 
{ seqf[delnr]= 0; del++; } 
} 
else if (del <= 2*n - weight - 2 I I (index == n - index - 1)) 
{ 
if (seqg[index] != 0) 
{ 
seqg[index] = 0; 
seqg[n - index - 1] =0; 
if (index == n - index - 1) del++; 
else del += 2; 
} 
else if (seqh[index] != 0) 
{ 
seqh[index] = 0; 
seqh[n - index - 1] =0; 
if (index == n - index - 1) del++; 






calculates and returns the ''cost'' of a triple of sequences *seqf, '^seqg, *seq 
h. 
int Co8tFunction(int n, int *aeqf, int «seqg, int «seqh) 
{ 
int i, B, aumi, sumg, aumh, sumtot, sum; 
if ((8«qf[0] »» 0 tft seqgCO] -=» 0 tk seqhCO] =» 0) || 
(»eqfCn-1] »• 0 kk 8eqg[n-l] »» 0 tt 8eqh[n-l] " 0)) 
returnCatartcost); 
sumtot » 0; 
for (a « 1; a <» n - 1; a++) 
{ 
aumf » 0; aumg =» 0; aumh = 0; 
for ( i = 0 ; i < n - a ; i++) 
{ 
aumf = aumf + aeqf[i]*seqf[i + a] 
aumg « aumg + seqgCi]»aeqgCi + a] 
aumh = aumh + 8eqh[i]*aeqhCi + a] 
} 
aum = aumf + aumg + aumh; 





Builda all the neighbour 
SQ^UdiiCQs Y ̂ nowsQ^^Y •nowsGcjh îroni "TLIQ SB^UQII 
cea «acqf, «aeqg and »seqh. «newaaqf, »newacqg, »newaeqh are arrays of sequence 
a. 
void awap(int *x, int »y) 
{ 
- int zvap; 
ZBsp = •*; »X = »y; *y = zwsp; 
} 




for (i = 0; i < n; i++) 
{ 
nf [hoHmany*m2uc+i] = f [i] ; 
ngChoHmany»max+i] = g[i]; 
nh[howmany«max+i] = h[i]; 
} 
} 
void leighbourSeqCint n, int «eight, int 4'howmany, int »seqf, int *seqg, 
int »seqh, int »neHseqf, int «newaeqg, int »newseqh) 
{ 
int nonzeroindex[2»max], fzeroindex[max], fnonzerost [max], i, j, index, 
nonzero, fzero, fnonzero, part; 
for (i - 0; i < n; fzeroindaxCi] » -1; 
nonzero • 0; fzero " 0; fnonzero • 0; 
for (i - 0; i < n; i++) 
if (saqfCi] 0) 
{ 
fnonzero8t[fnonzero] » seqf[i]; 
fnonzero++; 
nonzeroindex[nonzero] " i; 
nonzero++; 
} 
else { fzeroindexCfzero] = i; fzero++; } 
for (i = 0; i < n; i++) 
if (seqgCi] != 0) { nonzeroindex[nonzero] = i + n; nonzero++; } 
for (i = 0; i < n; i++) 
if (seqhCi] != 0) 
{. nonzeroindex [nonzero] = i + 2»n; nonzero++; } 
ErrorMsgC(nonzero != weight), "BuildAllSewSeq", nonzero, weight, n); 
•howmany = 0; 
for (part = 0; part < 5; part++) 
{ 
/• reverse the sign of nonzero-elements in each sequence •/ 
if (part == 0) 
< 
for (i = 0; i < nonzero; i++) 
{ 
InitSeq(n, *howmamy, seqf, seqg, seqh, newseqf, 
nevseqg, nevseqh); 
index = nonzeroindex[nonzero]; 
if (index < n) 
newseqf [(»howm2aiy)»max+index] = 
-newseqf[(•howmany)»max+index]; 
else if (index >= n tk index < 2*n) 
{ 




else /• index >= 2*n ftft index < 3*n •/ 
{ 







/• shift the zeros in sequence F, right direction */ 
else if (part == 1 it fzero > 0) 
{ 
InitSeq(n, *howmany, seqf, seqg, seqh, newseqf, newseqg, 
newseqh); 
1 - fzero - 1; j - 1; 
whila (i >- 0 kk fzeroindexCi] »= n - j) { i — ; j++; } 
if (i >- 0) 
{ 
(fzeroindexCi])+•••; i++; 
while (i < fzero) 
{ 
fzeroindexCi] = fzeroindexCi - 1] + 1; 
i++; 
} 
fzero =« 0; fnonzero = 0; 
for (i = 0; i < n; i++) 
{ 
if (i == fzeroindexCfzero]) 
< 













/• shift the zeros in sequence F, left direction •/ 
else if (part == 2 kk fzero > 0) 
{ 
InitSeq(n, »howmany, seqf, seqg, seqh, newseqf, newseqg, 
nevseqh); 
i = fzero - 1; j = 1; 
while (i > 0 ft* fzeroindexCi] == fzeroindexCi-l]+l) 
i ~ ; 
if (i > 0 II fzeroindexCi] > 0) 
{ 
(fzeroindexCi])—; i++; 
j =» fzero - i; 
while (i < fzero) 
{ 
fzeroindexCi] = n - j; 
i++; j - ; 
} 
fzero = 0; fnonzero = 0; 
for (i = 0; i < n; i++) 
{ 
if (i == fzeroindexCfzero]) 
{ 












/* svap elements between the sequences F and G */ 
else if (part == 3) 
{ 
for (i = 0; i < (n + l)/2; i++) 
{ 
InitSeqCn, •hosraany, seqf, seqg, seqh, newseqf, 
nevseqg, nevseqh); 
j = n - i - 1; 
if ((seqgCi] == 0 kk seqhCi] == 0 kk 
seqf[i] != 0 seqf[j] != 0) II 
(seqg[i] != 0 kk seqfCi] == 0 kk seqfCj] == 0)) 
{ 
if (i != j) 
{ 
sBap( 
kCnewseqf C(»ho5rmeLny)»raax+i]) , 
ft(neHseqg[(*hoHmany)»max+i])); 
swapC 











/• swap elements between the sequences G and H »/ 
else if (part == 4) 
{ 
for (i = 0; i < (n + l)/2; i++) 
{ 
InitSeq(n, «hovmany, seqf, seqg, seqh, newseqf, 
newseqg, nevseqh); 
j » n - i - 1; 
if ((seqhCi] »» 0 kk seqgCi] !» 0) I I 
(seqhCi] !- 0 kk seqgCi] 0)) 
{ 

















Writes all sequences »newseqf, •newseqg, •newseqh according to the index-array 
4<bestindex to a file. 
void HriteToFileCint n, int »bestindex, int howmanybest, int *neHseqf, 
int «nevseqg, int •newseqh) 
{ 
int i; 





stream = fopen(filename, "h"); 
if (stream ~ lULL) 
{ 
printf("\n\nFile couldn't be openend\n\n"); 
return; 
> 










performs a hill-climbing for the all of the best neighbours, the function calls 
itself recursively. 
char HillClimbCint n, int weight, int cost, int «seqf, int «seqg, int »seqh) 
{ 
int newseqf [Hajc^max] , nenseqg[Hax*max] , ne9seqhCHax*max] , howmany, i, j, 
bestindexCHax], howmanybest, bestcost, searchcost[Max]; 




printf("\nEnter Depth %d\n", depth); 
PrintSequences(n, cost, seqf, seqg, seqh); 
} 
IeighbourSeq(n, weight, fthowmany, seqf, seqg, seqh, newseqf, newseqg, 
nevseqh); 
for (i = 0; i < howmany; i++) 
searchcostCi] = CostFunction(n, t(newseqf[max»i]), »(newseqgCmax*i]), 
ft(newseqhDnax*i] )); 
bestcost = cost; 
for (i = 0; i < howmany; i++) 
if (searchcostCi] < bestcost) bestcost = searchcostCi]; 
cont = (bestcost < cost Jkft bestcost > 0) ; 
success = (bestcost == 0); 
howmaunybest = 0; 
for (i = 0; i < howmany; i++) 
if (searchcostCi] == bestcost) 
{ bestindexChowmanybest] = i; howmaLnybest++; } 
if (cont) 
•C 
success = 0; j = 0; 
while (¡success tJk j < howmanybest) 
{ 






if (success tk icont) 
{ 
printf("XnSUCCESSFUL SEQUEICES:\n\n"); 










if (success) printf("SUCCESS-Exit Depth y.d\n", depth); 





Main Program : 
Calls the function HillClimb in a do while loop consecutively until the funct: 
n returns successfully, 
int main(int arge, char »»argv) 
{ 
int seqf[max], seqg[max], seqh[max], n, cost, weight; 
char success; 
/i^mn** 
Reading parameters from the command line 
if (arge != 3 kt arge != 4) 
{ 
printf("usage nyshc2 <length of sequences> <weight> [p3\n"); 
return(O); 
} 
n = Nakelumber(argv[l] ); 
if (n <= 1) 
{ 
printf("to great or to small argument\n"); 
return(O); 
} 
weight = NakeIumber(argvC2]); 
if (weight <= 1) 
{ 
printf("to great or to small argument\n"); 
return(O); 
} 
if (weight > 2»n) 
{ 
printf("weight is too great compared to n\n"); 
return(O); 
} 
print = 0; 
if (arge " 4 kk strcmp(argvC3] , "p") == 0) print = 1; 
InitRandomGeneratorO ; 
PriorKillO ; 




if (print) printf("\n\nIEXT TRY ...\n\n\n"); 
depth » 0; maxcost • startcost; 
BuildStartSeq(n, weight, seqf, seqg, seqh); 
cost » Co8tFunction(n, seqf, seqg, seqh); 
success = (HillClimb(n, weight, cost, seqf, seqg, seqh)); 
if (print) 
{ 






A.6 Simulated Annealing Algorithms - ns^im_ann.c, 
ns_sim_ann2.c, ns_sim_ann3,c, ns_sim_ann4.c 
/• Prograim : ns.sim.ann.c 
/* Purpose : Implementation of the simulated annealing algorithm for normal 
/* sequences, performs simulated annealing on complete sequences. 
/• Author : Marc N.Qysin 
/* Date : December 92 
h 
/• Copyright (C) 1993 by C"3SR. All rights reserved. 
/• This program may not be sold or used as inducement to buy a product 









»define max 50 
»define Max (34>max) 
int maxcost = 30000; 
/• boolean variables for tracing •/ 
char print, printspec; 
void FriorKillO 
{ nice(lO); alarm(9 • 60 » 60); } 
char oddCint n) { return((n % 2 != 0)); } 
ErrorMsg : 
Stops the program if cond is true, should not occur 




printf("\n\n»«»»* ERROR %s\n" , str) ; 





char even(int n) { return((n % 2 =» 0)); } 
/««««« 
Makelumber : 
returns the number from the string »str, •str must be a number 
int Hakelumber(char «str) 
{ 
int nr; 
nr » 0; 
if (strlenCstr) 1) nr = str[0] - '0'; 
else if (strlenCstr) == 2) nr = 10 • (strCO] - '0') + strCl] - '0'; 
else if (strlen(str) »=» 3) nr = 100 • (strCO] - '0») + 
10 * (strCl] - '0') + 8tr[2] - »0»; 
else if (strlen(str) == 4) nr = 1000 » (strCO] - '0') + 
100 • (strCl] - '0') + 10 • (str[2] - '0') + str[3] - '0'; 
else if (strlen(str) == 5) nr = 10000 * (str[0] - '0') + 
1000 • (strCl] -»0») + 100 • (str[2] - '0') + 10 • (str[3] - '0') + 





makes a string from the number nr 
void HakeStrdnt nr, char »str) 
{ 
if (nr >= 0 Aft nr < 100) 
•C strCO] = nr / 10 + »0'; str[l] = nr % 10 + »0'; str[2] = 0; } 
else strCo] = 0 ; 
} 
PrintSeq: 
Prints the sequence »seq on the screen, prints also the sum, the sum of the hea 
d, the sum of the tail, the middle-element of the sequence. 
»»••»/ 
void PrintSeqdnt n, int »seq) 
i 
int i, sumh, sumt, sum, middle; 
if (odd(n)) middle = seqCn / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum = 0; 
for (i =» 0; i < n; i++) 
{ 
if (seqCi] =» 0) putchar('O'); 
else if (seqCi] « 1) putchar('+'); 
else if (seqCi] == -1) putchar('); 
else /• Error •/ putchar('?'); 
if (i < n / 2) 
sumh += seqCi]; 
else if (i >» (n + 1) / 2) 
sumt +» seqCi]; 
sum +» seqCi] ; 
} 
printfC % d X d % d % d", sumh, surat, middle, sum); 
} 
FilaPrintSeq : 
like PrintSeq but prints the sequence to the file associated with «stream rathe 
r than to the output. 
void FilePrintSeq(FILE »stream, int n, int «seq) 
{ 
int i, surah, sumt, sum, middle; 
ii (odd(n)) middle = seqCn / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum = 0; 
for (i = 0; i < n; i++) 
{ 
if (seq[i] == 0) fputcCO', stream); 
else if (seqCi] == 1) fputc('+', stream); 
else if (seqCi] == -1) fputcC-', stream); 
else /• Error •/ fputc('?', stream); 
if (i < n / 2) 
sumh += seqCi]; 
else if (i >= (n + 1) / 2) 
sumt += seq[i]; 
sum += seqCi]; 
> 
fprintf (stream, " '/. d X d % d Id", sumh, sumt, middle, sum); 
} 
PrintSequences : 
Prints all the sequences on the screen. 
void PrintSequences(int n, int cost, int «seqf, int »saqg, int »seqh) 
{ 
printf("\nSequence F : "); 
PrintSeq(n, seqf); 
printf("\nSequence G : "); 
PrintSeqCn, seqg); 
printf("\nSequence H : "); 
PrintSeqCn, seqh); 
if (cost < ra2LXC0St) 
{ 
printf COSTS : y.d\n", cost); maxcost = cost; 
} 
else 
printf COSTS (y.d) : /Cd\n", maxcost, cost); } 
FilePrintSequences : 
Prints all the sequences in the file associated with »stream. 
void FilePrintSequences(FILE »stream, int n, int »seqf, int »seqg, int »seqh) 
{ 
fprintf(stream, "\nSequence F : ") ; 
FilePrintSeq(streajn, n, seqf) ; 
fprintf(stream, "\nSequence Q : "); 
FilePrintSeq(streaffl, n, seqg); 
fprintf(stream, "\nSequence H : "); 




Initializes the random generator. 
void InitRandomGeneratorO 
{ 
static long stateiC32] = { 
3, 
0x9a319039, 0x32d9c024, 0x9b663182, 0x5dalf342, 
0x7449e56b, OxbebldbbO, 0xab5c59i8, Ox946554fd, 
0x8c2e680f, 0xeb3d799f, OxblleeObT, 0x2d436b86, 
0xda672e2a, 0xl588ca88, 0xe369735d, 0x904f35f7, 
0xd7i58fd6, 0x6fa6f051, 0x616e6b96, 0xac94efdc, 
OxdeSbSleO, Oxdf0a6fb5, 0xfl03bc02, 0x48f340fb, 
0x36413f93, 0xc622c298, 0xf5a42ab8, 0x8a88d77b, 
Oxf5ad9dOe, 0x8999220b, 0x27fb47b9 
}; 
int n, seed; 
time_t tt; 
time(&tt); 
seed = (int)tt; 
n = 128; 
initstate(seed, (char ») statel, n) ; 
setstate(statel); 
} 
/ * * * * * 
BuildStartSeq : 
Initializes »seqf, »seqg and »seqh randomly with some feasible sequences *****/ 
void BuildStartSeq(int n, int »seqf, int »seqg, int »seqh) 
{ 
int i, j, unique, nr, nruniq, el[4]; 
long rnd; 
char moreplus, plus, h_eq_null; 
for (i =» 0; i < n; i++) { seqfCi] = 0; seqg[i] = 0; seqh[i] = 0; } 
for (i = 0; i < (n/2); i++) 
{ 
rnd = randomO; moreplus = rnd % 2; 
rnd =» randomO ; unique » rnd % 4; 
rnd » randomO; h_eq_null • rnd % 2; 
if (moreplus) { nr - 1; nruniq • -1; } 
else { nr • -1; nruniq • 1; > 
for (j « 0 ; j < 4 ; j++) al[j] - nr; el[unique] • nruniq; 
»«qfCi] • el[0]; seqfCn - i - 1] - el [1]; 
if (h.eq.null) { seqgCi] - el[2]; seqgCn - i - 1] - el[3]; } 




rnd » randomO; plus » rnd % 2; 
if (plus) 8eqfCn/2] » 1; else seqfCn/2] =» -1; 
rnd " randomO; plus » rnd % 2; 
rnd = randomO; h_eq_null = rnd 7, 2; 
if (plus) nr = 1; else nr = -1; 




calculates and returns the ''cost'' of a triple of sequences *s0qf, »saqg, •seq 
h. 
int CostFunction(int n, int *seqf, int 4>seqg, int *seqh) 
{ 
int i, s, sumf, sumg, sumh, sumtot, sum; 
sumtot = 0; 
for (s = 1; s <= n - 1; s++) 
{ 
sumf = 0; sumg = 0; sumh = 0; 
for ( i = 0 ; i < n - s ; i++) 
{ 
sumf = sumf + seqf [i] »seqf [i + s] ; 
sumg = sumg + seqgCi] »seqgCi + s] ; 
sumh = sumh + seqhCi] »seqhCi + s] ; 
} 
sum = sumf + sumg -i' sumh; 






Builds all the neighbour sequences «newseqf, •newseqg, »newseqh from the sequen 
ces *8eqf, «seqg and *saqh. «nenseqf, «newseqg, »newseqh are arrays of sequence 
s. 
void 8wap(int *x, int *y) 
i 
int zwsp; 
zwsp ' *x ' *y ' zwsp; 
} 
void lelghbourSeqCint n, int •howraany, int »seqf, int •seqg, int »saqh, 
int •newsaqf, int «neaseqg, int »neHseqh) 
{ 
int i, j, index; 
• hoHinany • 2*n + (n + l)/2; 
for (i " 0; i < »hoHmany; i++) 
{ 
for (j - 0; j < n; j++) 
{ 
n«Hseqf[i^max+j] = seqf[j]; 
newseqg[i»majc+j] = seqgCj] ; 
neHseqh[i«inax+j] • seqhCj] ; 
} 
if (i < n) 
newseqf[i*max+i] = -nesseqf[i»raax+i]; 
else if (i >= n it i < 2»n) 
{ 
index = i - n; 
if (neHseqgCi»max+index] != 0) 
newseqgCi^max+index] = -newseqg[i»max+index]; 
else 
newseqh[i»max+index] = -newseqh[i»max+index]; 
} 
else /• i >= 2»n »/ 
{ 
index = i - 2*n; 




swap(ft(newseqg[i»max + n - index - 1 ] ) , 









Writes all sequences »neHseqf, •newseqg, »newseqh according to the index-array 
«bestindex to a file. 
void WriteToFileCint n, int «bestindex, int howmanybest, int »newseqf, 
int *ne«seqg, int «nesseqh) 
{ 
int i; 
char nrstr[5] , fileniune[50] ; 
FILE «stream; 
8trcpy(filenajne, "n»_found_") ; 
MakeStr(n, nrstr); 
strcatCfilaname, nrstr); 
streain • fopanCf ilenam«, "w") ; 
if (streain — lULL) { 
printf("\n\nFile couldn't be openend\n\n"); 
return; 
} 










performs one sequence of trials to improve the complete sequences *f, ̂ t-g emd *h 
. T is the actual ''temperature'', L is the length of the Markov chain. 
Returns the cost of the last triple of sequences '̂ f, *g and ^h in the Markov ch 
ain. 
void CopySeq(int n, int *f, int »g, int «h, int »nf, int »ng, int »nh) 
{ 
int i; 
for (i = 0; i < n; i++) { f[i] = nf [i] ; gCi] = ng[i] ; hCi] = nh[i] ; } 
> 
char SelectExp(double X) 
{ 
double Y, rnddouble; 
long rnd; 
Y = exp(X); 
ErrorMsg((Y <0.0 || Y > 1.0), "Exp", 0, 0, 0); 
rnd = randomO; rnddouble = (double) (rnd)/(pow(2.0, 31.0) - 1); 
if (print) 
printf("\nHetropolis Criterion: Delta/T %4.4f Exp(Delta/T) •/.4.4f Random •/.4. 
4f ", 
X, Y, rnddouble); 
return((Y >= rnddouble)); 
} 
int MarkovChain(int n, float T, int L, int coat, int , int *g, int »h) 
{ 
int actcost, posscost, i, howmany, poss, newf[Max+max], newg[Max*max], 
newhCMax*max] , delta; 
long rnd; 
/• if (printspec || print) printf("••» Markov Chain */ 
actcost • cost ; 
if (printspec || print) 
printf("Markov Chain Len '/.d Temperature 7,6.4f actcost 7,d bastcost y,d\n\n 
t 
L, T, actcost, maxcost); 
if (actcost < maxcost) maxcost =» actcost; 
i « 0; 
while (i < L tft actcost !=» 0) 
{ 
if (print) printf ("\n. . . Len 7.d Temperature 7.6.4f\n", L, T) ; 
if (print) PrintSequences(n, actcost, f, g, h); 
HeighbourSeq(n, fthowmany, f, g, h, newf, newg, newh); 
rnd = randomO; poss = rnd 7. howmany; 
posscost = CostFunction(n, ft(newf[max+poss]), fc(newg[max*poss] ), 
ft(neHh[max»poss])); 
delta = actcost - posscost ; 
if (delta >= 0 1 I SelectExp((double)(delta/T))) 
{ 
if (print) printf("\naccepted\n"); 
actcost = posscost; 
if (actcost < maxcost) maxcost = actcost; 
CopySeq(n, f, g, h, k(newf[max*poss]), 
&(newgCraax*poss] ) , ft(newh [m2LX*poss] ) ) ; 
} 





Main program : 
performs the simulated annealing algorithm in a do while loop for 100 times. Up 
dates variables for statistics too such as markovcounter, TotT, TotMark, hit. 
int main(int argc, char ^^argv) 
{ 
int seqf [max] , seqgCmsix] , seqh[max] , n, oldcost, T, alpha, L, StartL, 
beta, f, markovcounter, counter, hit, freeze, cost, i; 
char priorkill, success, freezeactive; 
float realT, realL; 
Reading parameters from the command line 
tufm**/ 
if (argc != 7 kk argc != 8) 
{ 
printf("usage ns_sim_ann\n"); 




n • Hak«Iumber(argv[l]); 
if (n < 1) { 
printfC'to graat or to small argumentl\n"); 
return(O); 
} 
T = MakeIumber(argvC2]); 
if (T < 1) { 
printfC'to great or to amall argum0nt2\n"); 
return(O); 
} 
alpha = MakeIumb6r(€Lrgv[3]) ; 
if (alpha < 1) { 
printfC'to great or to small argument3\n"); 
return(O); 
} 
StartL = Makelumber(argv[4]); 
if (StartL < 1) { 
printf("to great or to small argument4\n") ; 
return(O); 
} 
beta = Makelumber(argv[5]); 
if (beta < 1) { 
printfC'to great or to small argument5\n") ; 
return(O); 
} 
f = Nakelufflber(argv[6]); 
if (f < 1) < 
printf("to great or to small argument6\n"); 
return(O); 
} 
priorkill = 1; print = 0; printspec = 0; freezeactive = 0; 
if (arge == 8) { 
for (i = 0; i < strlen(argv[7]); i++) { 
if (argv[7]Ci] == 'p') print = 1; 
if (argv[7][i] == 'n') priorkill = 0; 
if (argv[7][i] == 'f») freezeactive = 1; 
if (argv[7][i] == 's') printspec = 1; 
} 
} 
printf("\nStarting to cool ... \n") ; 
printf("Params : n %d T Xd alpha y,d L y,d beta 7,d f 7,d\nOptions 
n, T, alpha, StartL, beta, f); 
if (print) printf("print »et "); eise printf("print not set ") ; 
if (priorkill) printf("priorkill set "); 
eise printf("priorkill not set ") ; 
if (freezeactive) printf("freezeactive set ") ; 
else printf("fraezeactiva not sat "); 
if (printspec) printf("printapec 8et\n\n"); 
els« printf("printspec not 8et\n\n"); 
Initialize 
InitRandomGeneratorO ; 
if (priorkill) PriorKillO; 
counter = 0; hit = 0; 
/*«*** 
Do loop for performing the simulated annealing algorithm for 100 times, 
do 
{ 
markovcounter = 0; 
One process of simulated annealing 
BuildStartSeq(n, seqf, seqg, seqh); 
oldcost = CostFunction(n, seqf, seqg, seqh); 
freeze = 0; realT= T; realL = StartL; 
do 
{ 
L = (int)realL; 
cost = HarkovChainCn, realT, L, oldcost, seqf, seqg, seqh); 
if (cost == oldcost) freeze++; else freeze = 0; 
oldcost = cost; 
realT = (realT • alpha) / 10000; 
realL = (realL • beta) / 10000; 
markovcounter++; 
success = (cost == 0 I| (freezeactive kk freeze == f)); 
} 
while (¡success tft realT >= 0.000001); 
if (success) printf("\nSUCCESS\n"); 
printf ("HKC %d Len 7.d Temp %6.4f\n", markovcounter, L, realT) ; 
PrintSequences(n, cost, seqf, seqg, seqh); 
counter++; 
if (cost ==» 0) hit++; 
} 




printf("Counter %d Hit Xd Hitrate %d%%\n", counter, hit, 
(hit/counter)«100); 
> 
/• Program : n8_8iin_ann2 .c 
/• Purpose : Implementation of the simulated annealing algorithm for normal 
I* sequences, performs simulated annealing on partial sequences. 
/• Author : Marc H.Qysin 
/• Date : December 92 
/* 
/» Copyright (C) 1993 by C"3SR. All rights reserved. 
/» This program may not be sold or used as inducement to buy a product 










tdefine maxdec 32 
tdefine max 50 
tdefine Hax (max maxdec) 
tdefine maxtriples 20 
typedef struct 
{ 
int fd, fu, gd, gu, hd, hu; 
/• for each sequence F, G, H one pair of elements •/ 
} CodeStruct; 
CodeStruct decode[maxdec]; 
int maxcost = 30000; 
/• boolean variables for tracing •/ 
char print, printspec; 
InitDecode : 
Initializes the global variable decode, 
void InitDecode(void) 
{ 
decode[0].fd = -1; 
decode[0].fu » -1; 
decode[0].gd = -1; 
decode[0].gu - -1; 
decode[0].hd » 0; 
decode[0].hu - 0; 
dacodeCl].fd - ; 
decode[1].fu • -i; 
dacodeCl].gd » -1; 
d e c o d e d ] .gu • 1; 
decodeCl].hd • 0; 
decodeCl].hu » 0; 
decode[2].fd » -1; 
decode[2] .fu =» -1; 
decode [2] .gd =» 1; 
decode[2] .gu =» -1; 
decode[2].hd = 0; 
decode[2].hu = 0; 
decode[3].fd = -1; 
decode[3].fu = -1; 
decode[3].gd = 1; 
decode[3].gu = 1; 
decode[3].hd = 0; 
decode[3].hu = 0; 
decode[4].fd = -1; 
decode[4].fu = 1; 
decode[4].gd = -1; 
decode[4].gu = -1; 
decode[4].hd = 0; 
decode[4].hu = 0; 
decode[5].fd = -1; 
decode[5].fu = 1; 
decode[5].gd = -1; 
decode[5].gu = 1; 
decode[5].hd = 0; 
decode[5].hu = 0; 
decode[6].fd = -1; 
decode[6].fu = 1; 
decode[6].gd = 1; 
decode[6].gu = -1; 
decode[6].hd = 0; 
decode[6].hu = 0; 
decode[7].fd = -1; 
decode[7].fu = 1; 
decode[7].gd = 1; 
decode[7].gu = 1; 
decode[7].hd = 0; 
decode[7].hu = 0; 
decode[8].fd = 1; 
decode[8].fu = -1; 
decode[8].gd = -1; 
decode[8].gu = -1; 
decode[8].hd = 0; 
decode[8].hu = 0; 
decode[9].fd = 1; 
decode[9].fu » -1; 
decode[9].gd = -1; 
decode[9].gu = 1; 
decode[9].hd = 0; 
decode[9].hu • 0; 
decode[10].fd = 1; 
decodeClO].fu » -1; 
decode[10].gd - 1; 
decodeClO].gu • -1; 
decode[10].hd » 0; 
decode[10].hu • 0; 
decode[ll].fd - 1; 
decode[ll].fu » -1; 
decode[ll].gd • 1; 
decode[11].gu « 1; 
decode[ll].hd » 0; 
decode[ll].hu » 0; 
decode[12] .fd =» 1; 
decode[12].fu = 1; 
decode[12].gd = -1; 
decode[12].gu = -1; 
decode[12].hd = 0; 
decode[12].hu » 0; 
decode[13].fd = 1; 
decode[13].fu = 1; 
decode[13]-gd = -1; 
decode[13].gu = 1; 
decode[13].hd = 0; 
decode[13].hu » 0; 
decode[14].fd = 1; 
decode[14].fu = 1; 
decode[14].gd = 1; 
decode[14].gu = -1; 
decode[14].hd = 0; 
decode[14].hu = 0; 
decode[15].fd = 1; 
decode[15].fu = 1; 
decode[15].gd = 1; 
decode[15].gu = 1; 
decode[15].hd = 0; 
decode[15].hu = 0; 
decode[16].fd = -1; 
decode[16].fu = -1; 
decode[16].hd = -1; 
decode[16].hu = -1; 
decode[16].gd = 0; 
decode[16].gu = 0; 
decode[17].fd = -1 
decode[17].fu = -1 
decode[17].hd = -1 
decode[17] .hu = 1; 
decode[17].gd = 0; 
decode[17].gu = 0; 
decode[18] .fd =» -1; 
decode[18].fu = -1; 
decode[18].hd » 1; 
decode[18].hu « -1; 
decode[18].gd = 0; 
decode[18].gu » 0; 
decode[19].fd » -1; 
decode[l9].fu = -1; 
decode[19].hd » 1; 
decode[19].hu » 1; 
decode[19].gd • 0; 
decode[19].gu • 0; 
decode[20].fd - -1; 
decode[20].fu • 1; 
decode[20].hd • -1; 
decode[20].hu » -1; 
decode[20].gd " 0; 
decode[20].gu » 0; 
decode[2l].fd = -1; 
decode[2l].fu » 1; 
decode[21].hd = -1; 
decode[21].hu = 1; 
decode[2l].gd = 0; 
decode[2l].gu = 0; 
decode[22].fd = -1; 
decode[22].fu = 1; 
decode[22].hd = 1; 
decode[22].hu = -1; 
decode[22].gd = 0; 
decode[22].gu = 0; 
decode[23].fd = -1; 
decode[23].fu = 1; 
decode[23].hd = 1; 
decode[23].hu = 1; 
decode[23].gd = 0; 
decode[23].gu = 0; 
decode[24].fd = 1; 
decode[24].fu = -1; 
decode[24].hd = -1; 
decode[24].hu = -1; 
decode[24].gd = 0; 
decode[24].gu = 0; 
decode[25].fd = 1; 
decode[25].fu = -1; 
decode[25].hd = -1; 
decode[25].hu = 1; 
decode[25].gd = 0; 
decode[25] .gu =» 0; 
decode[26].fd = 1; 
decode[26].fu = -1; 
decode[26].hd = 1; 
decode[26].hu = -1; 
decode[26].gd = 0; 
decode[26].gu = 0; 
decode[27].fd = 1; 
decode[27].fu = -1; 
decode[27].hd « 1; 
decode[27].hu = 1; 
decode[27].gd = 0; 
decode[27].gu » 0; 
decode[28].fd = 1; 
decode[28].fu « 1; 
decode[28] .hd =» -1; 
decode[28].hu • -1; 
decode[28].gd = 0; 
decode[28].gu » 0; 
décoda[29].fd - 1 ; 
decod«[29].fu • 1 ; 
decode[29].hd - -1; 
decode[29].hu - 1 
decode[29].gd - 0 
decode[29].gu » 0 
decode[30].fd » 1 
decode[30].fu • 1 
decode[30].hd • 1 
decode[30].hu = -1; 
decode[30].gd = 0 
decode[30],gu = 0 
decode[31].fd = 1 
decode[31].fu = 1 
decode[31].hd » 1 
decode[31].hu = 1 
decode[31].gd = 0 
decode[31].gu = 0 
} 
char oddCint n) { return((n % 2 != 0)); } 
/•»•»» 
ErrorMsg : 
Stops the program if cond is true, should not occur 




printf("\n\n»»*** ERROR 7.s\n" , str) ; 





char even(int n) { return((n X 2 == 0)); } 
Incr : 
Incrementes *indf, '»indg or *indh, makes sure that all the combinations of '«•ind 
f, *indg and *indh are looked at. 
char Incr(int »indf, int »indg, int *indh) 
{ 
(•indh)++; 
if ((»indh) > 10) 
{ 
•indh = 0; 
(»indg)++; 
if ((«indg) > 10) 
{ 








Tests some special conditions about n and surof, sumg and sumh 




(oddCsumf) tk even(sumg) tt odd(sumh)) II 
(odd(sumf) ftft odd(sumg) ftft even(sumh)) 
); 
else 
return((even(sumf) It even(sumg) kt even(sumh))); 
} 
NoreDecompositionsWeight : 
Finds more decompositions of 2»n into »sumf, «sumg auid »sumh 





static int indf, indg, indh; 
helpn = 2 » n; 
if (»first) { indf = 0; indg = 0; indh = 0; »first = 0; end = 0; } 
else end = !(Incr(ftindf, iindg, ftindh)); 
while (!end ftJt (indf » indf + indg » indg + indh » indh != helpn I I 
!SpecCond(n, indf, indg, indh))) 
end = !(Incr(*indf, ftindg, ftindh)); 




Gets all the possible triples for Fsum, Gsum and Hsum given the variable n and 
stores it into »sqtriples. 
mmmm*/ 
void GetTriples(int n, int »sqtriples, int »howmany) 
{ 
char first; 
first • 1; »howmany • 0; 
shile (»hosmany < maxtriples tt HoreDecompositionsUeight(tfirst, n, 
*(sqtriple8[3 • (•howmany)]), 
t(8qtriples[3 • (»hoHmany) + 1]), 
»(sqtriplesCa • (•howmany) + 2]))) 
(•hoHmany)++; 
if (*ho«many maxtriples) 
< 
printf("Warning : too many decomposition found for 2 * n\n"); 




tests one equation from the nonperiodic autocorrelation function 
mm***/ 
char TestEquation(int n, int d, int *i, int »g, int »h) 
{ 
int i, sumf, sumg, sumh, up; 
sumf = 0; sumg = 0; sumh = 0; 
for (i = 0; i < d; i++) 
{ 
up = n - d + i; 
sumf = sumf + f[i] » f[up] 
sumg = sumg + gCi] • g[up] 
sumh = sumh + h[i] » h[up] 
} 
return((sumf + sumg + sumh == 0)); 
} 
/ * * * * * 
TestRemainingEquations : 
tests all the remaining equations from the nonperiodic autocorrelation function 
, vhich are not yet tested from the tree search 
* * * * * / 




ok = 1; eq = (n + 1) / 2 + 1; 
while (ok tk eq < n) 
{ 






{ nice(lO); a l a r m O » 60 » 60) ; } 
/ * * * * * 
Nakelumber : 
returns the number from the string »str, »str must be a number 
««41**/ 
Int Nakelumber(char *str) 
{ 
int nr; 
nr = 0; 
if (strlen(str) == 1) nr = str[0] - '0'; 
else if (strlenCstr) ==« 2) nr =» 10 • (strCO] - '0') + str[l] - '0>; 
else if (strlen(str) == 3) nr = 100 » (strCO] - '0') + 
10 * (strCl] - '0') + str[2] - '0'; 
else if (strlenCstr) == 4) nr = 1000 • (str[0] - '0') + 
100 • (strCl] - '0') + 10 • (str[2] - '0') + str[3] - '0'; 
else if (strlenCstr) == 5) nr = 10000 * (str[0] - '0') + 
1000 • (strCl] -'0') + 100 • (3tr[2] - '0') + 10 • (strCS] - '0') + 
str[4] - '0'; 
return(nr); } 
HakeStr : 
makes a string from the number nr 
m****/ 
void MakeStr(int nr, char •str) 
{ 
if (nr >= 0 ftft nr < 100) 
{ str[0] = nr / 10 + '0'; str[l] = nr % 10 + '0'; str[2] = 0; } 
else str[0] = 0; 
} 
PrintSeq: 
Prints the partial sequence »seq on the screen, prints 'X' for elements which a 
re not determined yet. If the costs are zero, it prints also the sum, the sum o 
f the head, the sum of the tail, the middle-element of the sequence. 
void PrintSeqCint n, int cost, int »seq) 
{ 
int i, sumh, sumt, sum, middle, depth; 
depth = (n + 1) / 2 - cost; 
if (odd(n)) middle = seq[n / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum = 0; 
for (i = 0; i < n; i++) 
{ 
if (i >= depth ftft i <= n - 1 - depth) putchar('X'); 
else if (seq[i] == 0) putchar('0'); 
else if (seqCi] == 1) putcharC'+'); 
else if (seqCi] »» -1) putcharC-'); 
else /• Error */ putcharC?'); 
if (i < n / 2) 
sumh += seqCi]; 
else if (i >- (n + 1) / 2) 
sumt seqCi]; 
sum ••— saqCi] ; 
} 
if (cost 0) 
printfC' y, d % d 7, d % d", sumh, sumt, middle, sum); 
} 
FilePrintSeq : 
like PrintSeq (with 
cost ^ 0) but prints the sequence to the file associated wi 
th «stream rather than to the output. 
void FilePrintSeq(FILE •stream, int n, int »seq) < 
int i, sumh, sumt, sum, middle; 
if (odd(n)) middle = seqCn / 2]; else middle = 0; 
sumh - 0; sumt = 0; sum = 0; 
for (i = 0; i < n; i++) { 
if (seq[i] == 0) fputcCO', stream); 
else if (seqCi] == 1) fputc('+', stream); 
else if (seq[i] == -1) fputcC-', stream); 
else /• Error •/ fputcC?», stream); 
if (i < n / 2) 
sumh += seqCi]; 
else if (i >= (n + 1) / 2) 
sumt += seqCi]; 
sum += seqCi]; 
} 




Prints all the sequences on the screen. »»•»•/ 
void PrintSequencas(int n, int cost, int »seqf, int «seqg, int *seqh) 
{ 
printf("\nSequence F : "); 
PrintSeq(n, cost, seqf); 
printf("\nSequence G : ") ; 
PrintSeq(n, cost, seqg); 
printf("\nSequence H : ") ; 
PrintSeq(n, cost, seqh); 
if (cost < maxcost) 
{ 
printf ("Xn»«"»»* COSTS »»•*• : %d\n", cost); maxcost = cost; 
} 
else 




Prints all the sequences (with cost - 0) in the file associated with «stream. 
void FilePrintSequencesiFILE *8treajn, int n, int «seqi, int »seqg, int «saqh) 
< 
fprintf(stream, "\nSequence F : ") ; 
FilePrintSeq(8tream, n, seqf); 
fprintf(stream, "\nSequence G : "); 
FilePrintSeq(stream, n, aeqg); 
fprintf(stream, "XnSequence H : "); 




Initializes the random generator. 
void InitRandomGeneratorO 
{ 
static long statel[32] = { 
3, 
0x9a319039, 0x32d9c024, 0x9b663182, Ox5dalf342, 
0x7449e56b, OxbebldbbO, Oxab5c5918, 0x946554fd, 
0x8c2e680f, 0xeb3d799f, OxblleeOb?, 0x2d436b86, 
0xda672e2a, 0xl588ca88, 0xe369735d, 0x904f35f7, 
0xd7158fd6, 0x6fa6f051, 0x616e6b96, 0xac94efdc, 
0xde3b81e0, Oxdf0a6fbS, 0xfl03bc02, 0x48f340fb, 
0x36413f93, 0xc622c298, 0xf5a42ab8, 0x8a88d77b, 
0xf5ad9d0e, 0x8999220b, 0x27fb47b9 
}; 
int n, seed; 
time_t tt; 
time(fttt); 
seed = (int)tt; 
n = 128; 
initstate(seed, (char •) statel, n); 
setstate(statel); 
} 
/ « « « « I » 
CopySeq : 
copies a triple of sequences to another triple of sequences 
void CopySeq(int n, int «df, int »dg, int «dh, int «sf, int «sg, int «sh) 
{ 
int i; 
for (i = 0; i < n; i++) { df[i] = sf[i]; dg[i] » sgCi] ; dhCi] = shCi] ; } 
> 
WriteToFlla : 
Writes all sequences «nenseqf, «nenseqg, «neaseqh according to the index-array 
•bestindex to a file. 
void UriteToFileCint n, int •bestindex, int howmanybest, int •newseqf, 
int «nevseqg, int «newseqh) 
{ 
int i; 





stream = fopen(filename, "w"); 
if (stream == lULL) 
i 
printf("\n\nFile couldn't be openend\n\n"); 
return; 
} 










returns true if the squares of the sura of the sequences •seqf, »seqg, »seqh add 
up to 2n. 
char AddUpTo2n(int n, int •seqf, int •seqg, int •seqh) 
{ 
int i , sumf, siung, sumh; 
sumf - 0; sumg ^ Q; sumh » 0; 
for (i = 0; i < n; i++) 
{ 
sumf += seqf[i]; sumg += seqgCi]; sumh += seqh[i]; 
} 
return((sumf • sumf + sumg • sumg + sumh • sumh == 2 • n)); 
} 
LookAhead : 
tries to cut the branches of the tree as soon as possible. 
The function returns false if 
- the sura from any complete sequences F, G and H resulting from the partial 
sequences •seqf, •seqg and •seqh cannot add up to 2n 
char LookAheaddnt n, int depth, int »seqf, int •seqg, Int •seqh, 
int •sqtriplaa, int howmany) 
{ 
int sumf, sumg, sumh, rastn, i, inc; 
char test; 
if (depth • 4 <« n) return(i); 
else if (depth » 2 >• n) return(AddUpTo2n(n, seqf, seqg, seqh)); 
else /* normal case 
i 
restn = n / 2 - depth; 
sumf = 0; sumg = 0; sumh = 0; 
for (i =» 0; i < depth; i++) 
{ 
sumf += (seqfCi] + seqf[n - 1 - i]) 
sumg += (seqgCi] + seqg[n - 1 - i]) 
sumh += (seqh[i] + seqh[n - 1 - i]) 
} 
if (odd(n)) inc =» 1; else inc = 0; 
sumf = abs(sumf) + 2 • restn + inc; 
sumg = abs(sumg) + 2 » restn + inc; 
surah = abs(sumh) + 2 • restn + inc; 
test = 0 ; i = 0; 
Bhile (!test tt i < hosmany) 
{ 
test = ( 
sumf >= sqtriplesCi » 3] kk 
sumg >= sqtriplesCi » 3 + 1 ] kk 







Builds all the neighbour sequences »nesseqf, «newseqg, *ne«seqh from the sequen 
ces »seqf, *seqg and «seqh. »newseqf, »newseqg, »neaseqh are arrays of sequence 
s. 
The costs of each of the triples of the neo sequences are calculated too and st 
ored in the array »nescost. 
«I****/ 
void IeighbourSeq(int n, int cost, int «howmany, int »seqf, int *seqg, 




int i, depth; 
char accepted, found; 
ErrorHsg((co8t < 1), "BuildAllIewSeq", n, cost, cost); 
«howmany " 0; 
for (i • cost + 1 ; i <» (n + 1) / 2; i++) 
{ 
CopySeq(n, ftCnensaqf C(*hoiimany)*max] ) , 
t(nQn8eqgC(*honinany)*max] ), 
t(ne98«qhC(*howmany)*max]), 
aaqf, seqg, seqh); 
ne«co8tC*howmany] » i; 
(•hoHmany)++; 
} 
depth » (n + 1) / 2 - coat; 
found » 0 ; i » 0; 
while (¡found *» i < maxdec) 
{ 
seqf[depth] = decoda[i].fd; seqfCn - depth - 1] = decode[i].fu; 
seqgCdepth] = decode[i] .gd; seqg[n - depth - 1] = decoded] .gu; 
seqhCdepth] = decode[i].hd; seqhCn - depth - 1] = decode[i].hu; 
accepted = (LookAheadCn, depth + 1, seqf, seqg, seqh, sqtriples, 
howmanysq) tt TestEquation(n, depth + 1, seqf, seqg, seqh)); 
if (accepted tk cost == 1) 
{ 
if (odd(n)) 
accepted = (decode[i],fd == decode[i].fu kk 
decodeCi].gd == decode[i].gu fct 




(TestRemainingEquations(n, seqf, seqg, seqh)); 










seqf, seqg, seqh); 





CopySeq(n, newseqf, newseqg, newseqh, 
seqf, seqg, seqh); 
newcostCO] » 0; 







performs one sequence of trials to improve the partial sequences »f, »g and »h. 
T is the actual ««temperature»', L is the length of the Markov chain. 
Returns the cost of the last triple of sequences *f, »g and «h in the Markov ch 
ain. 
char SelectExp(double X) 
{ 
double Y, rnddouble; 
long rnd; 
Y = exp(X); 
ErrorM3g((Y < 0.0 || Y > 1.0), "Exp", 0, 0, 0); 
rnd = randomO; rnddouble = (double) (rnd)/(pow(2.0, 31.0) - 1); 
if (print) 
printf("SelectExp X %4.4f ExpX %4.4f rnddouble %4.4f ", 
X, Y, rnddouble); 
return((Y >» rnddouble)); 
} 
int MarkovChain(int n, float T, int L, int cost, int »f, int int »h, 
int «sqiriples, int honmanysq) 
{ 
int actcost, posscost, i, howmemy, poss, newf [Hax^max] , newg[Hzuc»mzuc] , 
newhCMax*max], nevcost[Max], delta; 
long rnd; 
char accepted; 
actcost = cost; 
if (printspec || print) 
{ 
printf("'»*» Markov Chain »«»Xn"); 
printf("... Len y,d Temp 7,6.4f actcost y.d BestGd y.d\n\n", 
L, T, actcost, maxcost); 
} 
if (actcost < maxcost) maxcost = actcost; 
i = 0; accepted = 1; 




printf("\n. . . Len y.d Temp %6.4f\n", L, T) ; 
PrintSequences(n, actcost, f, g, h); 
} 
if (accepted) 
IeighbourSeq(n, actcost, thowmany, f, g, h, 
newf, newg, newh, neacost, sqtriples, howmanysq); 
ErrorM8g((howmany — 0), "MarkovChain", n, howmany, actcost); 
rnd » randomO; poss • rnd X howmany; 
posscost » nencost[poss]; /*««** 
delta is multiplied with 20 to avoid to deal with small values of T 
delta • 20 • (actcost - posscost); 
accepted • (delta >- 0 |I SelectExpC(double)(delta/T))); 
if (accepted) 
{ 
if (print) printf("\naccepted\n"); 
actcost « posscost; 
if (actcost < maxcost) maxcost ' actcost; 
CopySeq(n, f, g, h, Jk(nevf [max^poss] ) , 
»(newgCraax+poss]), ft(newh[max»po88])); 
} 





Hain program : 
performs the simulated annealing algorithm in a do shile loop for 100 times. Up 
dates variables for statistics too such as markovcounter, TotT, TotHark, hit. 
int main(int argc, char »»argv) 
•c 
int seqf[max], seqg[max], seqhCmax], n, oldcost, T, alpha, L, StartL, 
beta, f, markovcounter, counter, hit, freeze, cost, i, hoHraanysq; 
int sqtriplesC3*maxtriples] ; 
char priorkill, success, freezeactive; 
float realT, realL, TotT, TotMark; 
struct rusage rs; 
Reading parameters from the command line 
if (argc \= 7 kk argc != 8) 
{ 
printf("usage ns_sim_ann\n"); 




n = HakeIumber(argvCl]); 
if (n < 1) 
{ 
printf("to great or to small argument1\n"); 
return(0); 
} 
T • Hakelumber(argv[2]); 
if (T < 1) 
{ 
printf("to great or to small argument2\n"); 
return(O); 
} 
alpha • Hak8lumbQr(argvC3]); 
if (alpha < 1) 
{ 
printfC'to great or to small argument3\n"); 
return(O); 
} 
StartL = Hakelumber(argv[4]); 
if (StartL < 1) 
{ 
printf("to great or to small argument4\n"); 
return(O); 
} 
beta = MakeIumber(argvC5] ); 
if (beta < 1) 
{ 
printf("to great or to small argument5\n"); 
return(O); 
} 
f = Makelumber(argv[6]); 
if (f < 1) 
< 
printf("to great or to small argument6\n"); 
return(O); 
} 
priorkill = 1; print = 0; printspec = 0; freezeactive = 0; 
if (arge " 8) 
{ 
for (i = 0; i < strlen(argv[7]); i++) 
{ 
if (argvC7]Ci] == 'p') print = 1; 
if (argv[7][i] == >n') priorkill = 0; 
if (argv[7]Ci] == 'f') freezeactive = 1; 
if (argv[7][i] == 's') printspec = 1; 
} 
} 
printf("\nStarting to cool ... \n"); 
printf ("Params : n y,d T Xd alpha L y,d beta y,d f %d\nOptions : ", 
n, T, alpha, StartL, beta, f); 
if (print) printf("print set "); else printf("print not set "); 
if (priorkill) printf("priorkill set "); 
else printf("priorkill not set "); 
if (freezeactive) printf("freezeactive set "); 
else printf("freezeactive not set "); 
if (printspec) printf("printspec set\n\n"); 
else printf("printspec not set\n\n"); 
Initialize 
InitDecodeO ; 
GetTriples(n, sqtriples, thoumanysq); 
InitRandomOeneratorO ; 
if (priorkill) PriorKillO; 
counter • 0; hit - 0; TotT » 0; TotHark - 0; 
/***** 
Do loop for performing the simulated annealing algorithm for 100 times, 
do 
{ 
markovcounter » 0; 
/*««** 
One process of simulated annealing 
oldcost » (n + 1) / 2; 
freeze = 0; realT=» T; realL = StartL; 
do 
{ 
L » (int)realL; 
cost = MarkovChainCn, realT, L, oldcost, seqf, seqg, seqh, 
sqtriples, hoamanysq); 
if (cost == oldcost) freeze++; else freeze = 0; 
oldcost = cost; 
realT = (realT » alpha) / 10000; 
realL = (realL • beta) / 10000; 
markovcounter++; 
success = (cost == 0 || (freezeactive kk freeze == f)); 
} 
while («success kk realT >= 0.000001); 
if (success) printf("\nSUCCESS\n"); 
printf ("MKC y.d Len )id Temp il6.4f\n", markovcounter, L, realT); 
PrintSequences(n, cost, seqf, seqg, seqh); 
counter++; 
if (cost == 0) hit++; 
TotT += realT; 
TotHark += markovcounter; 
} 
vhile (counter < 100); 
Statistics only 
printf ("\n\nCounter y.d Hit %d Hitrate y,3. 2f y.7.\n" , counter, hit, 
( (float)hit/(float)counter)»100); 
printf ("Average Temperature 7.3.2f Average Length y.3.2f\n", 
TotT/(float)counter, TotMark/(float)counter); 
if (getrusage(RUSAGE_SELF, trs) == 0) 
printf ("Elapsed user time Xli elapsed system time 7.1i\n" , 
rs.ru.utime.tv_aec, rs.ru_8time.tv.aec); 
else printf("Resources used couldn't be read ...\n"); 
/* Program : ns_sim_ann3.c 
/• Purpose : Implemantation of tha simulated annealing algorithm for normal 
sequences, performs simulated annealing on partial sequences. 
/• If there exists any "better" neighbours, then the algorithm 
/» moves to a better neighbour with probability one. 
/• Author : Marc N.Gysin 
/» Date : December 92 
/* 
/» Copyright (C) 1993 by C"3SR. All rights reserved. 
/• This program may not be sold or used as inducement to buy a product 










»define maxdec 32 
»define max 50 
»define M<ix (max + maxdec) 
»define maxtriples 20 
typedef struct 
{ 
int fd, fu, gd, gu, hd, hu; 
/• for each sequence F, G, H one pair of elements »/ 
} CodeStruct; 
CodeStruct decode [miixdec] ; 
int maxcost = 30000; 
/• boolean variables for tracing •/ 
char print, printspec; 
InitDecode : 




decode[0] .fd =« -1 
decode[0].fu » -1 
decode[0].gd » -1 
decode[0] .gu =« -1 
decode [0 ] .hd » 0 ; 
decode[0 ] .hu " 0 ; 
decodeC l ] . fd - - 1 
decodeC l ] . fu • - 1 
decodeCl ] .gd - - 1 
decodeCl ] .gu • 1; 
decodeCl]-hd » 0 ; 
decodeCl ] .hu » 0 ; 
decodeC2] . fd » - 1 ; 
decodeC2] . fu = - 1 ; 
decodeC2].gd = 1; 
decodeC2].gu » - 1 ; 
decodeC2].hd = 0 ; 
decodeC2].hu = 0 ; 
decodeC3] . fd = - 1 ; 
decodeC3] . fu = - 1 ; 
decodeC3].gd = 1; 
decodeC3].gu = 1; 
decodeC3].hd = 0 ; 
decodeC3].hu = 0 ; 
decodeC4] .fd = - 1 ; 
decodeC4] . fu = 1; 
decodeC4].gd = - 1 ; 
decodeC4].gu = - 1 ; 
decodeC4].hd = 0 ; 
decodeC4].hu = 0 ; 
decode CS] . f d =s - 1 ; 
decodeC5] . fu = 1; 
decodeC5].gd = - 1 ; 
decodeC5].gu = 1 
decodeC5].hd = 0 
decodeC5].hu = 0 
decodeC6] .fd = - 1 ; 
decodeC6] . fu = 1; 
decodeC6].gd = 1; 
decodeC6].gu = - 1 ; 
decodeC6].hd = 0 ; 
decodeC6].hu = 0 ; 
decodeC7] .fd = - 1 ; 
decodeC7] . fu = 1; 
decodeC7].gd = 1; 
decodeC7].gu = 1; 
decodeC7].hd = 0 ; 
decodeC7].hu = 0 ; 
decodeC8] . fd = 1; 
decodeC8] . fu = - 1 ; 
decodeC8].gd = - 1 ; 
decodeC8].gu » - 1 ; 
decodeC8] .hd »i 0 
decodeC8] .hu =« 0 
decodeC9] . fd » 1 
decodeC9] . fu " - 1 ; 
decodeC9].gd » - 1 ; 
decodeC9].gu » 1 
decodeC9].hd > 0 
decodeC9],hu » 0 
decode 10 .fd a 1; 
decode 10 • fu - -1; 
decode 10 •gd • 1; 
decode 10 a -1; 
decode 10 .hd a 0 
decode 10 .hu » 0 
decode 11 .fd a 1 
decode 11 .fu a -1; 
decode 11 •gd - 1 
decode 11 •g" a 1 
decode 11 .hd 3 0 
decode 11 .hu 3 0 
decode 12 • fd 3 1 
decode 12 .fu 3 1 
decode 12 •gd 3 -1; 
decode 12 •g« = -1; 
decode 12 .hd = 0 
decode 12 .hu = 0 
decode 13 .fd 3 1 
decode 13 .fu 3 1 
decode 13 •gd 3 -1; 
decode 13 •g« = 1 
decode 13 .hd S 0 
decode 13 .hu = 0 
decode 14 .fd 3 1 
decode 14 .fu = 1 
decode 14 •gd = 1 
decode 14 •g^ 3 -1; 
decode 14 .hd 3 0 
decode 14 .hu 3 0 
decode 15 .fd 3 1 
decode 15 • fu = 1 
decode 15 •gd = 1 
decode 15 • gu 3 1 
decode 15 .hd = 0 
decode 15 .hu 3 0 
decode 16 .fd = -1 
decode 16 .fu 3 -1 
decode 16 .hd 3 -1 
decode 16 .hu 3 -1 
decode 16 •gd » 0; 
decode 16 •gu 3 0; t 
decode 17 .fd 3 -1 
decode 17 .fu 3 -1 
decode 17 .hd 3 -1 
decode 17 .hu 3 1 
decode 17 •gd a 0 
decode 17 •g" = 0 
decode 18 .fd = -1; 
decode 18 .fu 3 -1; 
decode 18 .hd 3 1; 
decode 18 .hu a -1; 
decode 18 •gd » 0; 
decode 18 •g" » 0; 
decode 19 .fd = -1; 
decode 19 .fu a -1; 
decodaClS].hd - 1; 
decode[19].hu • 1; 
decode[19].gd • 0; 
decode[19].gu • 0; 
decode[20].fd - -1; 
decode[20].fu • 1; 
decode[20].hd » -1; 
decode[20].hu » -1; 
decode[20].gd • 0; 
decode[20].gu » 0; 
decode[21].fd » -1; 
decode[21].fu = 1; 
decode[21] .hd =» -1; 
decode[21].hu = 1; 
decode[21].gd = 0; 
decode[21].gu = 0; 
decode[22].fd = -1; 
decode[22].fu = 1; 
decode[22].hd = 1; 
decode[22].hu = -1; 
decode[22].gd = 0; 
decode[22].gu = 0; 
decode[23].fd = -1; 
decode[23].fu = 1; 
decode[23].hd = 1; 
decode[23].hu = 1; 
decode[23].gd = 0; 
decode[23].gu = 0; 
decode[24].fd = 1; 
decode[24].fu = -1; 
decode[24].hd = -1; 
decode[24].hu = -1; 
decode[24].gd = 0; 
decode[24].gu = 0; 
decode[25].fd = 1; 
decode[25].fu = -1; 
decode[25].hd = -1; 
decode[25] .hu = 1; 
decode[25].gd = 0; 
decode[25].gu = 0; 
decode[26].fd = 1; 
decode[26] .fu = -1; 
decode[26].hd = 1; 
decode[26].hu = -1; 
decode[26].gd = 0; 
decode[26].gu = 0; 
decode[27].fd = 1; 
decode[27].fu = -1; 
decode[27].hd = 1; 
decode[27].hu = 1; 
decode[27].gd = 0; 
decode[27].gu » 0; 
decode[28].fd » 1; 
decode[28].fu • 1; 
decode[28].hd » -1; 





















.gd - 0 
• gu - 0 
.fd - 1 
.fu - 1 
.hd - -1 
.hu - 1 
• gd - 0 
.gu » 0 
.fd - 1 
.fu = 1 
.hd = 1 
.hu = -1 
.gd = 0 
.gu = 0 
.fd » 1 
.fu = 1 
.hd = 1 
.hu = 1 
• gd = 0 
.gu = 0 
char oddCint n) { return((n 7. 2 != 0)); } 
/m**** 
ErrorHsg : 
Stops the program if cond is true, should not occur 




printf("\n\n**«*» ERROR *»*»• y.s\n" , str) ; 





char evenCint n) { return((n f, 2 == 0)); } 
Incr : 
Incrementes »indf, «indg or «indh, makes sure that all the combinations of *ind 
f, »indg and »indh are looked at. 
char Incr(int »indf, int «indg, int »indh) 
{ 
(»indh)++; 
if ((»indh) > 10) 
{ 
»indh = 0; 
(»indg)++; 
if ((»indg) > 10) 
{ 




r«turn((<«indf) <- 10)); 
} 
SpecCond : 
Teats some special conditions about n and sumf, sumg and sumh 




(odd(suraf) kk even(sumg) kk odd(sumh)) I I 
(odd(sumf) kk odd(sumg) kk even(sumh)) 
); 
else 




Finds more decompositions of 2*n into »sumf, »sumg and •sumh 
m****/ 





static int indf, indg, indh; 
helpn = 2 • n; 
if (^first) i indf = 0; indg = 0; indh = 0; •first = 0; end = 0; } 
else end = ! (IncrCftindf, Jtindg, ftindh)); 
vhile (lend kk (indf • indf + indg • indg + indh • indh != helpn I I 
!SpecCond(n, indf, indg, indh))) 
end - !(Incr(tindf, tindg, tindh)); 




Gets all the possible triples for Fsum, Gsum and Hsum given the variable n and 
stores it into •sqtriples. 
mmm**/ 
void GetTriplesCint n, int •sqtriples, int •hoamany) 
i 
char first; 
first • 1; «honmany » 0; 
while (•howmany < maxtriplea kk HoraDocompoaitlonUaight(ftfirst, n, 
t(sqtripla8[3 • («howmany)]), 
»(sqtriplesCa • («howmany) + 1 ] ) , 
»(sqtriplesCa » (»howmany) + 2]))) 
(•howmany)++; 
if (•howmany »« maxtriples) 
{ 
printf("Warning : too many decomposition found for 2 • n\n") ; 




tests one equation from the nonperiodic autocorrelation function 
char TestEquation(int n, int d, int *f, int »g, int »h) 
{ 
int i, sumf, sumg, sumh, up; 
sumf = 0; sumg = 0; sumh = 0; 
for (i = 0; i < d; i++) 
< 
up = n - d + i; 
sumf = sumf + fCi] • f[up]; 
sumg = sumg + g[i] * g[up]; 
sumh = sumh + h[i] » h[up]; 
> 
return((sumf + sumg + sumh == 0)); 
} 
TestRemainingEquations : 
tests all the remaining equations from the nonperiodic autocorrelation function 
, which are not yet tested from the tree search 




ok = 1; eq = (n + 1) / 2 + 1; 
while (ok kk eq < n) 
{ 






{ nice(lO); a l a r m O » 60 • 60); } 
Hak«lumber : 
returns the number from the string »str, »str must be a number **«**/ 
int Nakelumber(char «str) 
{ 
int nr; 
nr = 0; 
if (strlenCstr) »» 1) nr » 8tr[0] - '0'; 
else if (strlenCstr) == 2) nr = 10 • (str[0] - '0') + strCl] - >0»; 
else if (strlenCstr) == 3) nr = 100 • (str[0] - '0') + 
10 • (strCl] - '0') + str[2] - >0»; 
else if (strlen(str) == 4) nr = 1000 • (str[0] - '0') + 
100 • (strCl] - '0') + 10 • (strC2] - »0») + str[3] - '0'; 
else if (strlenCstr) == 5) nr = 10000 • (strCO] - '0') + 
1000 • (strCl] -'0') + 100 • (strC2] - »0») + 10 » (str[3] - '0') + 
str[4] - '0»; 
return(nr); } 
NakeStr : 
makes a string from the number nr 
void HaJceStrCint nr, char ^str) 
{ 
if (nr >= 0 « nr < 100) 
{ strCO] = nr / 10 + »0»; strCl] = nr % 10 + '0'; str[2] = 0; } 
else strCO] = 0; 
} 
PrintSeq: 
Prints the partial sequence »seq on the screen, prints 'X' for elements which a 
re not determined yet. If the costs are zero, it prints also the sum, the sum o 
f the head, the sum of the tail, the middle-element of the sequence. 
void PrintSeq(int n, int cost, int »seq) 
{ 
int i, sumh, sumt, sum, middle, depth; 
depth = (n + 1) / 2 - cost; 
if (odd(n)) middle = seqCn / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum = 0; 
for (i = 0; i < n; i++) 
{ 
if (i >« depth ft» i <» n - 1 - depth) putcharC'X'); 
else if (seqCi] »» 0) putchar(»0»); 
else if (seqCi] »» 1) putchar('+'); 
else if (seqCi] -1) putcharC-'); 
else /• Error •/ putcharC?'); 
if (i < n / 2) 
sumh +• 8«qCi]; 
else if (i >- (n + 1) / 2) 
sumt s«qCi] ; 
sum +" 8«qCi]; 
> 
if (cost »" 0) 
printfC" % d % d % d % d", sumh, sumt, middle, sum); 
} 
FilePrintSeq : 
like PrintSeq (with cost = 0) but prints the sequence to the file associated wi 
th «stream rather than to the output. 
void FilePrintSeq(FILE »stream, int n, int »seq) 
{ 
int i, sumh, sumt, sum, middle; 
if (odd(n)) middle = seq[n / 2]; else middle = 0; 
sumh = 0; sumt > 0; sum = 0; 
for (i = 0; i < n; i++) 
{ 
if (seqCi] == 0) fputcCO», stream); 
else if (seqCi] == 1) fputc('+», stream); 
else if (seqCi] == -1) fputcC-', stream); 
else /* Error »/ fputcC?', stream); 
if (i < n / 2) 
sumh += seqCi]; 
else if (i >= (n + 1) / 2) 
sumt += seqCi]; 
sum += seqCi]; 
} 
fprintf (streeun, " % d % d 7, d 7. d", sumh, sumt, middle, sum); 
> 
PrintSequences : 
Prints all the sequences on the screen. 
void PrintSequences(int n, int cost, int »seqf, int »seqg, int *seqh) 
{ 
printf("\nSequence F : "); 
PrintSeq(n, cost, seqf); 
printf("\nSequence G : "); 
PrintSeq(n, cost, seqg); 
printf("\nSequence H : "); 
PrintSeq(n, cost, seqh) ; 
if (cost < maxcost) 
{ 
printf ("Xn»*»«» COSTS ***** : 7.d\n", cost); maxcost = cost; 
> 
else 
printf COSTS (y.d) : r.d\n", maxcost, cost); 
> 
FilePrintSaquencea : 
Prints all the sequences (with cost » 0) in the file associated with •stream. 
«41**«/ 
void FilePrintSequencesCFILE •stream, int n, int •seqf, int •seqg, int •seqh) 
i 
fprintf(stream, "\nSequence F : ") ; 
FilePrintSeqCstream, n, seqf); 
fprintf(stream, "\nSequence G : ") ; 
FilePrintSeqistream, n, seqg); 
fprintf(stream, "NnSequence H : "); 




Initializes the random generator. 
void InitRandomGeneratorO 
{ 
static long 8tatelC32] = { 
3, 
0x9a319039, 0x32d9c024, 0x9b663182, 0x5dalf342, 
0x7449e56b, OxbebldbbO, Oxab5c5918, 0x946554fd, 
0x8c2e680f, 0xeb3d799f, 0xbllee0b7, 0x2d436b86, 
0xda672e2a, 0xl588ca88, 0xe369735d, 0x904f35f7, 
0xd7158fd6, 0x6faSfOSl, 0x616e6b96, 0xac94efdc, 
0xde3b81e0, 0xdf0a6fb5, 0xfl03bc02, 0x48f340fb, 
0x36413f93, Oxc622c298, 0xf5a42ab8, 0x8a88d77b, 
0xf5ad9d0e, 0x8999220b, 0x27fb47b9 
}; 
int n, seed; 
time_t tt; 
timedtt) ; 
seed = (int)tt; 
n = 128; 




copies a triple of sequences to another triple of sequences 
^mmmm/ 
void CopySeq(int n, int •df, int •dg, int •dh, int •sf, int •sg, int •sh) 
{ 
int i; 
for (i » 0; i < n; i++) { dfCi] » sf [i] ; dg[i] - sg[i] ; dh[i] - shCi] ; } 
} 
UriteToFile : 
Writes all sequences «nesseqf, «newseqg, «nesseqh according to the index-array 
«bestindex to a file. 
void WriteToFileiint n, int «bestindex, int howinanybest, int »newseqi, 
int «newseqg, int «nevseqh) 
{ 
int i; 





stream = fopenCfilename, "w"); 
if (stream == lULL) 
{ 
printf("\n\nFile couldn't be openend\n\n"); 
return; 
} 
for (i = 0; i < howmanybest; i++) 
{ 
FilePrintSequences(stream, n, 







returns true if the squares of the sum of the sequences »seqf, *seqg, *seqh add 
up to 2n. 
char AddUpTo2n(int n, int »seqf, int »seqg, int *seqh) 
{ 
int i, sumf, sumg, sumh; 
sumf = 0; sumg = 0; sumh = 0; 
for (i = 0; i < n; i++) 
{ 
sumf += seqf[i]; sumg += seqgCi]; sumh += seqh[i] ; 
} 
return((sumf » sumf + sumg • sumg + sumh • sumh == 2 • n)); 
} 
LookAhead : 
tries to cut the branches of the tree as soon as possible. 
The function returns false if 
- the sum from any complete sequences F, G and H resulting from the partial 
sequences *seqf, »seqg and *seqh cannot add up to 2n 
*«**«/ 
char L o o k A h e a d d n t n, int depth, int *seqf, int *seqg, int *seqh, 
int «sqtriples, int hoamany) 
{ 
int sumf, suing, sumh, restn, i, inc; 
char test; 
if (depth • 4 <= n) return(l); 
else if (depth » 2 >= n) return(AddUpTo2n(n, seqf, seqg, seqh)); 
else /• normal case •/ 
{ 
restn = n / 2 - depth; 
sumf = 0; sumg = 0; sumh = 0; 
for (i = 0; i < depth; i++) 
{ 
sumf += (seqfCi] + seqfCn - 1 - i]) 
sumg += (seqgCi] + seqg[n - 1 - i]) 
sumh += (seqhCi] + seqhCn - 1 - i]) 
} 
if (odd(n)) inc = 1; else inc = 0; 
sumf = abs(sufflf) + 2 » restn + inc; 
sumg = abs(sumg) + 2 • restn + inc; 
sumh = abs(sumh) + 2 • restn + inc; 
test = 0 ; i = 0; 
Bhile (!test kk i < howmaoiy) 
{ 
test = ( 
sumf >= sqtriples[i » 3] kk 
sumg >= sqtriplesCi • 3 + 1] kt 








Builds all the neighbour sequences »newseqf, »newseqg, «newseqh from the sequen 
ces »seqf, «seqg and •seqh. •newseqf, •newseqg, •newseqh are arrays of sequence 
s. 
The costs of each of the triples of the new sequences are calculated too and st 
ored in the array •newcost. 
If there exists one ore more better neighbours only the better neighbours are s 
tored in the array •newseqf, •newseqg and •newseqh. 
void •eighbourSeq(int n , int cost, int •howmany, int •seqf, int •seqg, 




int i, depth; 
char accepted, found, firstbetter; 
ErrorN8g((cost < 1), "BuildAllleaSaq", n, cost, cost); 
«hoamany « 0; 
for (i • cost + 1 ; i <• (n + 1) / 2; i++) 
{ 
CopySeq(n, t(naaseqf C(*hoinnany)*max] ), 
t(new8eqg[('*howmany)*max] ) , 
Jt(n«BS«qhC(*hotnnany)*max]) , 
seqf, saqg, seqh); 
neacost[«howmany] » i; 
(•hoHmany)++; 
} 
depth = (n + 1) / 2 - cost; 
found = 0 ; i = 0; firstbettar = 0; 
Bhile (!found ti i < maxdec) 
{ 
seqf [depth] = decoded] .fd; seqfCn - depth - 1] = decoded] .fu; 
seqgCdepth] = decode[i].gd; seqg[n - depth - 1] = decodeCi].gu; 
seqhCdepth] = decodeCi].hd; seqhCn - depth - 1] = decode[i].hu; 
accepted = (LookAheadCn, depth + 1, seqf, seqg, seqh, sqtriples, 
howmanysq) tt TestEquation(n, depth + 1, seqf, seqg, seqh)); 
if (accepted kk cost = = 1 ) 
{ 
if (odd(n)) 
accepted = (decodeCi].fd == decodeCi]-fu ** 
decode[i].gd decodeCi]-gu kk 




(TestRemainingEquations(n, seqf, seqg, seqh)); 









firstbetter = 1; 





seqf, seqg, seqh); 





CopySeq(n, nesseqf, newseqg, neaseqh, 
seqf, seqg, seqh); 
nescostCO] " 0; 






performs one sequence of trials to improve the partial sequences *f, and *h. 
T is the actual "temperature", L is the length of the Markov chain. 
Returns the cost of the last triple of sequences *i, «g and »h in the Markov ch 
ain. 
char SelectExpCdouble X) 
{ 
double Y, rnddouble; 
long rnd; 
Y = exp(X); 
ErrorMsg((Y < 0 . 0 il Y > 1.0), "Exp", 0, 0, 0); 
rnd = randomO; rnddouble = (double) (rnd)/(poB(2.0, 31.0) - 1); 
if (print) 
printf("\nMetropolis Criterion: 20*Delta/T %4.4f Exp(20»Delta/T) 7,4.4f Rand 
ore y.4.4f ", 
X, Y, rnddouble); 
return((Y >= rnddouble)); 
} 
int MarkovChain(int n, float T, int L, int cost, int »f, int »g, int »h, 
int «sqtriples, int howmanysq) 
< 
int actcost, posscost, i, hovmany, poss, nevfCMax*max], neRg[Hax*max], 
nevh[Max*max] , ne«cost[Max], delta; 
long rnd; 
char accepted; 
actcost = cost; 
if (printspec I I print) 
{ 
printf("**^ Markov Chain •»»\n"); 
printf("Markov Chain Len Xd Temperature %6.4f actcost '/.d bestcost '/.dXnXn 
> 
L, T, actcost, maxcost); 
} 
if (actcost < maxcost) maxcost = actcost; 
i = 0; accepted = 1; 




printf("\n... Len %d Temperature X6.4f\n", L, T); 
PrintSaquencasCn, actcost, f , g, h); 
> 
if (accepted) 
lelghbourSeqCn, actcost, fthowmany, f, g, h, 
nenf, ne«g, nenh, newcost, sqtriples, honmanysq); 
ErrorHsgC (howmany =»• 0), "MarkovChain", n, howmany, actcost); 
rnd » randoraO; poss rnd % howmany; 
poascost = newcost [poss]; 
/*«««* 
delta is multiplied with 20 to avoid to deal with small values of T 
delta = 20 • (actcost - posscost); 
accepted = (delta >= 0 I I SelectExp((double)(delta/T))); 
if (accepted) 
{ 
if (print) printf("\naccepted\n"); 
actcost = posscost; 
if (actcost < maxcost) metxcost = actcost; 
CopySeq(n, f , g, h, t(newf[max^poss]), 
ft(newg[max*poss] ) , ft(newh[majc*poss] ) ) ; 
} 





Main prograiro : 
performs the simulated annealing algorithm in a do while loop for 100 times. Up 
dates variables for statistics too such as markovcounter, TotT, TotMark, hit. 
int main(int arge, char »*argv) 
{ 
int seqf [max] , seqg[meuc] , seqh[max] , n , oldcost, T , alpha, L , StartL, 
beta, f , markovcounter, counter, hit, freeze, cost, i, howmanysq; 
int sqtriples [3»miuctriple8] ; 
char priorkill, success, freezeactive; 
float realT, realL, TotT, TotMark; 
struct rusage rs; 
Reading parameters from the commamd line 
if (arge != 7 ft* arge != 8) 
{ 
printf("usage ns_8im_ann\n"); 




n • Nakalumber(argvCl]); 
If (n < 1) { 
printfC'to graat or to small argumentl\n"); 
return(O); 
} 
T « Makelumber(argv[2]); 
if (T < 1) { 
printfC'to great or to small argument2\n"); 
return(O); 
} 
alpha = Hakelumber(argv[3]); 
if (alpha < 1) { 
printfC'to great or to small argument3\n"); 
return(O); 
} 
StartL = Makelumber(argv[4]); 
if (StartL < 1) { 
printfC'to great or to small argtunent4\n") ; 
return(O); 
} 
beta = NakeIumber(argvC5]); 
if (beta < 1) { 
printfC'to great or to small argument5\n"); 
return(O); 
} 
f = MalceHumber(argv[6] ) ; 
if (f < 1) { 
printfC'to great or to small argument6\n"); 
return(O); 
} 
priorkill = 1; print = 0; printspec = 0; freezeactive = 0; 
if (arge == 8) { 
for (i = 0; i < strlen(argv[7]); i++) 
{ 
if (argvCriCi] == 'p') print = 1; 
if (argv[7][i] 'n') priorkill = 0; 
if (argv[7][i] == 'f') freezeactive = 1; 
if (argvC7][i] == 's') printspec =1; 
} 
} 
printf("\nStarting to cool ... \n"); 
printfC'Params : n %d T %d alpha %d L Xd beta 7.d f 7.d\nOptions 
n, T, alpha, StartL, beta, f); 
if (print) printf("print set "); else printf("print not sat "); 
if (priorkill) printf("priorkill set "); 
else printf("priorkill not set "); 
if (freezeactive) printf("freezeactive set "); 
else printf("freazeactive not sat "); 
if (printspec) printf("printspec 8at\n\n"); 
alsa printf("printspac not 8at\n\n") ; 
Initialize 
InitDecodeO ; 
GetTriples(n, sqtriples, ihosmanysq); 
InitRandomGaneratorO ; 
if (priorkill) PriorKilK); 
countar =« 0; hit » 0; TotT = 0; TotNark = 0; 
Do loop for parforming the simulated ainnealing algorithm for 100 times, 
do ^ 
{ 
markovcounter = 0; 
One process of simulated emnealing 
oldcost = (n + 1) / 2; freeze = 0; realT= T; realL = StartL; 
do 
{ 
L = (int)realL; 
cost = MarkovChain(n, realT, L, oldcost, seqf, seqg, seqh, 
sqtriples, hovmanysq); 
if (cost == oldcost) freeze++; else freeze = 0; 
oldcost = cost; 
realT = (realT • alpha) / 10000; 
realL = (realL » beta) / 10000; 
markovcounter++; 
success =« (cost == 0 | | (fraezeactive ftJb freeze == f)); 
} 
«hile (¡success kk realT 0.000001); 
if (success) printf("\nSUCCESS\n"); 
printf("HKC Xd Len Xd Temp %6,4f\n", markovcounter, L, realT); 
PrintSequences(n, cost, seqf, seqg, seqh); 
counter++; 
if (cost » 0) hit++; 
TotT +» realT; 
TotHark +» markovcounter; 
fflush(IULL); 
} 
while (countar < 100); 
Statistics only 
printf("\n\nCountar %d Hit y.d Mitrate y,3.2fn\n", counter, hit 
((float)hit/(float)counter)»100); 
printf("Average Temperature %3.2f Average Length %3.2f\n", 
TotT/(float)counter, TotHark/(float)counter); 
if (getru8age(RUSAGE.SELF, trs) »« 0) 
printf ("Elapsed user time y.li elapsed system time y,li\n", 
rs.ru_utirae.tv_sec, rs.ru.stime.tv.sec); 
else printf("Resources used couldn't be read ...\n"); 
/• Program : n8_8im_ann4.c 
/• Purpose : Implementation of the simulated annealing algorithm for normal 
sequences, performs simulated annealing on partial sequences, 
li there exists any '«better" neighbours, then the algorithm 
f* moves to a better neighbour with probability one. 
The algorithm uses inhomogeneous Markov chains. 
/• Author : Marc H.Qysin 
/• Date : December 92 
/• 
/• Copyright (C) 1993 by CaSR. All rights reserved. 
/• This program may not be sold or used as inducement to buy a product 










tdefine maxdec 32 
tdefine max 50 
tdefine Max (max maxdec) 
tdefine maxtriples 20 
typedef struct 
{ 
int fd, fu, gd, gu, hd, hu; 
/» for each sequence F, G, H one pair of elements •/ 
} CodeStruct; 
CodeStruct decode[maxdec]; 
int maxcost = 30000; 
/• boolean variables for tracing •/ 
char print, printspec; 
InitDecode : 
Initializes the global variable decode, 
void InitDecode(void) 
{ 
decode[0].fd » -1; 
decode[0].fu » -1; 
decode[0].gd • -1; 
decode [0 ] 
decode [0 ] 






















































•gu - - 1 ; 
.hd - 0 ; 
.hu • 0 ; 
. f d - - 1 
. f u » - 1 
•gd = - 1 
•gu • 1 
.hd » 0 
.hu - 0 
. f d - - 1 ; 
• fu = - 1 ; 
•gd = 1; 
.gu = - 1 ; 
.hd = 0 ; 
.hu = 0 ; 
• fd = - 1 ; 
. f u = - 1 ; 
• gd = 1 
• gu = 1 
.hd = 0 
.hu = 0 
. f d » - 1 ; 
• f u = 1; 
• gd = - 1 ; 
•gu = - 1 ; 
.hd = 0 ; 
.hu = 0 ; 
. f d = - 1 ; 
. f u = 1; 
•gd = - 1 ; 
.gu = 1 
.hd = 0 
.hu = 0 
. f d = - 1 ; 
. f u = 1; 
•gd = 1; 
.gu = - 1 ; 
.hd = 0 ; 
.hu = 0 ; 
. f d = - 1 ; 
. f u = 1 
• gd = 1 
• gu = 1 
.hd = 0 
.hu = 0 
. f d = 1 
. f u = - 1 
•gd » - 1 
.gu » - 1 
.hd » 0 
.hu » 0 
. f d » 1 
. f u » - 1 ; 
•gd - - 1 ; 
.gu » 1; 
.hd - 0 ; 
d é c o d a [ 9 ] . h u » 
d e c o d e [ 1 0 ] . f d 
d e c o d e C l O ] . f u 
d e c o d e [ 1 0 ] . g d 
d a c o d a [ 1 0 ] . g u 
d e c o d e [ 1 0 ] . h d 
d e c o d e [ 1 0 ] . h u 
d e c o d e [ l l ] . f d 
d e c o d e [ l l ] . f u 
d e c o d e [ l l ] . g d 
d e c o d e [ 1 1 ] . g u 
d e c o d a [ l l ] . h d 
d e c o d e [ l l ] . h u 
d e c o d e [ 1 2 ] . f d 
d e c o d e [ 1 2 ] . f u 
d e c o d e [ 1 2 ] . g d 
d e c o d e [ 1 2 ] . g u 
d e c o d e [ 1 2 ] . h d 
d e c o d e [ 1 2 ] . h u 
d e c o d e [ 1 3 ] . f d 
d e c o d e [ 1 3 ] . f u 
d e c o d e [ 1 3 ] . g d 
d e c o d e [ 1 3 ] . g u 
d e c o d e [ 1 3 ] . h d 
d e c o d e [ 1 3 ] . h u 
d e c o d e [ 1 4 ] . f d 
d e c o d e [ 1 4 ] . f u 
d e c o d e [ 1 4 ] . g d 
d e c o d e [ 1 4 ] . g u 
d e c o d e [ 1 4 ] . h d 
d e c o d e [ 1 4 ] . h u 
d e c o d e [ l 5 ] . f d 
d e c o d e [ l 5 ] . f u 
d e c o d e [ 1 5 ] . g d 
d e c o d e [ l 5 ] . g u 
decode [ 1 5 ] . h d 
d e c o d e [ 1 5 ] . h u 
d e c o d e [ 1 6 ] . f d 
d e c o d e [ 1 6 ] . f u 
d e c o d e [ 1 6 ] , h d 
decode [ 1 6 ] . h u 
d e c o d e [ 1 6 ] . g d 
d e c o d e [ 1 6 ] . g u 
d e c o d e [ l 7 ] . f d 
d e c o d e [ 1 7 ] . f u 
decode [ 1 7 ] . h d 
d e c o d e [ 1 7 ] . h u 
d e c o d e [ 1 7 ] . g d 
d e c o d e [ 1 7 ] . g u 
d e c o d e [ 1 8 ] . f d 
d e c o d e [ 1 8 ] . f u 
d e c o d e [ 1 8 ] . h d 
d e c o d e [ l 8 ] . h u 
d e c o d e [ l 8 ] . g d 
d e c o d a [ l 8 ] . g u 
d e c o d e [ 1 9 ] . f d 
- 1; 
- - 1 ; 
- 1; 











= - 1 ; 





















= - 1 
= - 1 
= - 1 
= - 1 
= 0 ; 
= 0 ; 
= - 1 
= - 1 




= - 1 ; 
= - 1 ; 
= 1; 
= - 1 ; 
- 0 ; 
• 0 ; 
• - 1 ; 
dacodeClS].fu • -1; 
decode[19].hd • 1; 
decode[19].hu • 1; 
decode[19].gd • 0; 
decode[l9].gu " 0; 
decode [20].fd • -1; 
decode[20].fu » 1; 
decode[20] .hd =• -1; 
decode[20].hu » -1; 
decode[20].gd = 0; 
decode[20].gu = 0; 
decode[21].fd = -1; 
decode[21].fu = 1; 
decode[21].hd = -1; 
decode[21].hu = 1; 
decode[21].gd = 0; 
decode[21],gu = 0; 
decode[22].fd = -1; 
decode[22].fu = 1; 
decode[22].hd = 1; 
decode[22].hu = -1; 
decode[22].gd = 0; 
decode[22].gu = 0; 
decode[23].fd = -1; 
decode[23].fu = 1; 
decode[23].hd = 1; 
decode[23].hu = 1; 
decode[23].gd = 0; 
decode[23].gu = 0; 
decode[24].fd = 1; 
decode[24].fu = -1; 
decode[24].hd = -1; 
decode[24].hu = -1; 
decode[24].gd = 0; 
decode[24].gu = 0; 
decode[25].fd = 1; 
decode[25].fu = -1; 
decode[25].hd = -1; 
decode[25].hu = 1; 
decode[25].gd = 0; 
decode[25].gu = 0; 
decode[26].fd = 1; 
decode[26].fu = -1; 
decode[26].hd = 1; 
decode[26].hu = -1; 
decode[26].gd = 0; 
decode[26].gu = 0; 
decode[27].fd = 1; 
decode[27].fu » -1; 
decode[27] .hd =» 1; 
decode[27].hu = 1; 
decode[27],gd = 0; 
decode[27].gu » 0; 
decode[28].fd » 1; 
decode[28].fu • 1; 
decode[28].hd » -1; 
decode [28].hu • -1; 
decode[28].gd » 0; 
decode[28].gu • 0; 
decode[29].fd • 1; 
decode[29].fu • 1; 
decode[29].hd » -1; 
decode[29].hu » 1; 
decode[29].gd • 0; 
decode[29].gu » 0; 
decode[30].fd = 1; 
decode[30] .fu =» 1; 
decode[30].hd = 1; 
decode[30].hu = -1; 
decode[30].gd = 0; 
decode[30].gu = 0; 
decode[31].fd = 1; 
decode[31].fu » 1; 
decode[31].hd = 1; 
decode[31].hu = 1; 
decode[31].gd = 0; 
decode[31].gu = 0; 
} 
char oddCint n) { return((n % 2 != 0)); } 
ErrorMsg : 
Stops the program if cond is true, should not occur 




printf ("\n\n**»»» ERROR ***** y.s\n" , str) ; 





char even(int n) { return((n 7, 2 ~ 0)); } 
/»»•»» 
Incr : 
Incrementes »indf, •indg or »indh, makes sure that all the combinations of »ind 
f, «indg and »indh are looked at. 
m****/ 
char IncrCint »indf, int »indg, int »indh) 
{ 
(*indh)++; 
if ((*indh) > 10) 
{ 
•indh » 0; 
(•indg)++; 
if ((«indg) > 10) 
{ 




return(((*indf) <= 10)); 
} 
SpecCond : 
Tests some special conditions about n and sumf, sumg and sumh 
«4141*«/ 




(odd(sumf) kk even(sumg) kk odd(surah)) li 
(odd(suraf) kk odd(sumg) kk even(sumh)) 
); 
else 
return((even(sumf) kk even(s\ung) kk even(sumh))); 
} 
NoreDecompositionsWeight : 
Finds more decompositions of 2»n into »sumf, •sumg and »sumh 





static int indf, indg, indh; 
helpn = 2 » n; 
if (»first) { indf = 0; indg = 0; indh = 0; »first = 0; end = 0; } 
else end = ! (Incr(»indf, Jkindg, tindh)); 
while (¡end kk (indf » indf + indg » indg + indh » indh != helpn || 
!SpecCond(n, indf, indg, indh))) 
end !(Incr(tindf, fcindg, tindh)); 
»sumf = indf; »sumg = indg; »sumh = indh; 
return(!end); } 
GetTriples : 
Gets all the possible triples for Fsum, Gsum and Hsum given the variable n and 
stores it into »sqtriples. 
void GetTriples(int n , int »sqtriples, int »hosmany) 
{ 
char first; 
first • 1; «howmany • 0; 
while («honmany < maxtriples fct HoreDecofflpositionsUaightCifirst, n, 
t(8qtripla8[3 * («howmany)]), 
»(aqtriplesCa * (»howmany) + 1]), 
»(sqtriplesCa • (•howmany) + 2]))) 
(*howmany)++; 
if (*howmany «» maxtriples) 
{ 
printf("Warning : too many decomposition found for 2 • n\n">; 




tests one equation from the nonperiodic autocorrelation function 
char TestEquation(int n, int d, int *f, int *g, int ^h) 
{ 
int i, sumf, sumg, sumh, up; 
sumf = 0; sumg = 0; sumh = 0; 
for (i = 0; i < d; i++) 
{ 
up = n - d + i; 
sumf = sumf + fCi] • f[up] 
sumg = sumg + gCi] • gCup] 
sumh - sumh + h[i] • h[up] 
} 
return((sumf + sumg + sumh == 0)); 
} 
TestRemainingEquations : 
tests all the remaining equations from the nonperiodic autocorrelation function 
, which are not yet tested from the tree search 




ok = 1; eq = (n + 1) / 2 + 1; 
while (ok kk eq < n) 
{ 






{ nice(lO); a l a r m O • 60 • 60) ; } 
Nakelumber : 
returns the number from the string *str, «str must be a number 
int Hakelumber(char «str) 
{ 
int nr; 
nr » 0; 
if (strlen(str) == 1) nr = str[0] - »0»; 
else if (strlenCstr) == 2) nr = 10 • (strCO] - '0') + strCl] - '0'; 
else if (strlenCstr) == 3) nr = 100 » (str[0] - '0') + 
10 • (strCl] - '0') + str[2] - '0'; 
else if (strlen(str) == 4) nr = 1000 » (str[0] - '0') + 
100 » (strCl] - '0') + 10 • (str[2] - '0') + str[3] - '0'; 
else if (strlen(str) == 5) nr = 10000 • (str[0] - '0') + 
1000 • (strCl] ->0') + 100 • (str[23 - '0') + 10 • (str[3] - >0») + 




makes a string from the number nr 
void HakeStrCint nr, char •str) 
{ 
if (nr >= 0 ftft nr < 100) 
{ strCO] = nr / 10 + '0'; str[l] = nr 7. 10 + >0»; str[2] = 0; } 




Prints the partial sequence »seq on the screen, prints 'X' for elements which a 
re not determined yet. If the costs are zero, it prints also the sum, the sum o 
f the head, the sum of the tail, the middle-element of the sequence. 
m****/ 
void PrintSeq(int n, int cost, int »seq) 
{ 
int i, sumh, sumt, sum, middle, depth; 
depth a (n + 1) / 2 - cost; 
if (odd(n)) middle = seq[n / 2]; else middle = 0; 
sumh 0; sumt = 0; sum » 0; 
for (i = 0; i < n; i++) 
{ 
if (i >= depth tt i <= n - 1 - depth) putchar('X'); 
else if (seqCi] »« 0) putchar('0'); 
else if (seqCi] -» 1) putchar('+'); 
else if (seqCi] «• -1) putchar('); 
else /• Error •/ putcharC»?'); 
if (i < n / 2) 
sumh +• seqCl] ; 
else if (i >- (n + 1) / 2) 
sumt seqCi] ; 
sum +• seqCi]; 
} 
if (cost " 0) 




like PrintSeq (with cost = 0) but prints the sequence to the file associated wi 
th •stream rather than to the output. 
void FilePrintSeqCFILE »stream, int n, int »seq) 
< 
int i, sumh, sumt, sum, middle; 
if (odd(n)) middle = seqCn / 2]; else middle = 0; 
sumh = 0; sumt = 0; sum ^ O; 
for (i = 0; i < n; i++) 
{ 
if (seqCi] == 0) fputcCO', stream); 
else if (seqCi] == 1) fputc('+», stream); 
else if (seqCi] == -1) fputc('-», stream); 
else /• Error */ fputcC?', stream); 
if (i < n / 2) 
sumh += seq[i]; 
else if (i >= (n + 1) / 2) 
sumt += seqCi]; 
sum +=s seqCi] ; 
} 
fprintf (stream, " % d % d y, d f, d", sumh, sumt, middle, sum); 
} 
PrintSequences : 
Prints all the sequences on the screen. 
void PrintSequences(int n, int cost, int »seqf, int *seqg, int »scqh) 
{ 
printf("\nSequence F : "); 
PrintSeq(n, cost, seqf); 
printf("\nSequence G : "); 
PrintSeq(n, cost, seqg); 
printf("\nSequence H : "); 
PrintSeq(n, cost, seqh); 
if (cost < maxcost) 
{ 
p r i n t f C O S T S ••»•* : Xd\n", cost); maxcost - cost; 
} 
else 
p r i n t f C O S T S •»••• (Xd) : %d\n", maxcost, cost); 
> 
FilePrintSequences : 
Prints all the sequences (with cost = 0) in the file associated with »stream. 
void FilePrintSequencesCFILE «stream, int n, int «seqf, int *seqg, int «seqh) 
{ 
fprintf(stream, "NnSequence F : "); 
FilePrintSeq(8tream, n, seqf); 
fprintf(stream, "\nSequence G : "); 
FilePrintSeq(stream, n, seqg); 
fprintf(stream, "\nSequence H : "); 
FilePrintSeq(stream, n, seqh); 
fprintf(stream, "\n"); 
} 
/ * * * * « 
InitReoidomGenerator : 
Initializes the random generator. 
void InitRandomGeneratorO 
{ 
static long statel[32] = { 
3, 
0x9a319039, 0x32d9c024, 0x9b663182, Ox5dalf342, 
0x7449e56b, OxbebldbbO, Oxab5c5918, 0x946554fd, 
0x8c2e680f, 0xeb3d799f, 0xbilee0b7, 0x2d436b86, 
0xda672e2a, 0xl588ca88, 0xe369735d, 0x904f35f7, 
0xd7158fd6, 0x6fa6f051, 0x616e6b96, 0xac94efdc, 
0xde3b81e0, OxdfOaSfbS, 0xfl03bc02, 0x48f340fb, 
0x36413f93, 0xc622c298, 0xf5a42ab8, 0x8a88d77b, 
0xf5ad9d0e, 0x8999220b, 0x27fb47b9 
}; 
int n, seed; 
time.t tt; 
time(*tt); 
seed = (int)tt; 
n = 128; 
initstate(seed, (char ») statel, n) ; 
setstate((char •)statel); 
} 
/ • • • » » 
CopySeq : 
copies a triple of sequences to another triple of sequences 
*««««/ 
void CopySeq(int n, int «df, int »dg, int «dh, int «sf, int «sg, int -»sh) 
{ 
int i; 
for (i - 0; i < n; i-f+) { dfCi] » sf [i] ; dg[i] - sg[i] ; dh[i] » shCi] ; } 
/***«* 
WritaToFile : 
Writes all sequences •newseqf, «newseqg, «newseqh according to the index-array 
*bestindex to a file. 
void UriteToFile(int n, int «bestindex, int howmanybest, int *neHsoqf, 
int •newseqg, int »newseqh) 
{ 
int i; 





stream = fopen(filename, "H"); 
if (stream =» lULL) 
{ 
printf("\n\nFile couldn't be openend\n\n"); 
return; 
> 










returns true if the squares of the sum of the sequences »seqf, »seqg, »saqh add 
up to 2n. 
char AddUpTo2n(int n, int »saqf, int *seqg, int *seqh) 
{ 
int i, sumf, sumg, sumh; 
sumf = 0; sumg = 0; sumh = 0; 
for (i » 0; i < n; i++) 
i 
sumf += seqfCi]; sumg += seqg[i] ; sumh += seqh[i] ; 
} 
return((sumf » sumf + sumg » sumg + sumh • sumh == 2 • n)); 
} 
LookAhead : 
tries to cut the branches of the tree as soon as possible. 
The function returns false if 
- the sum from any completa sequences F, G and H resulting from the partial 
sequences «seqf, «seqg and *seqh cannot add up to 2n 
char LookAheaddnt n, Int depth, int *seqf, int *seqg, int *seqh, 
int »sqtriples, int howmany) 
{ 
int sumf, sumg, sumh, restn, i, inc; 
char test; 
if (depth • 4 <= n) return(l); 
else if (depth • 2 >= n) return(AddUpTo2n(n, seqf, seqg, seqh)); 
else /• normal case •/ 
{ 
restn = n / 2 - depth; 
sumf » 0; sumg - 0; sumh = 0; 
for (i = 0; i < depth; i++) 
< 
sumf += (seqfCi] + seqf[n - 1 - i]) 
sumg += (seqgCi] + seqgCn - 1 - i]) 
sumh += (seqh[i] + seqhCn - 1 - i]) 
} 
if (odd(n)) inc = 1; else inc = 0; 
sumf = abs(sumf) + 2 • restn + inc; 
sumg = abs(8umg) + 2 • restn + inc; 
sumh = abs(sumh) + 2 » restn + inc; 
test = 0 ; i = 0; 
while ('.test kk i < howmany) 
{ 
test = ( 
sumf >= sqtriplesCi • 3] tt 
sumg >= sqtriples[i • 3 + 1] ftJk 







Builds all the neighbour sequences «neHseqf, »newseqg, »newseqh from the sequen 
ces «seqf, •seqg and *seqh. »newseqf, «newseqg, «newseqh are arrays of sequence 
s. 
The costs of each of the triples of the new sequences are calculated too and st 
ored in the array «newcost. 
If there exists one ore more better neighbours only the better neighbours are s 
tored in the array «newseqf, «newseqg and <*newseqh. 
void leighbourSeq(int n, int cost, int *howmany, int »seqf, int »seqg, 




int i, depth; 
char accepted, found, firstbetter; 
ErrorHsg((cost < 1), "BuildAlllenSeq", n, cost, cost); 
«howmany • 0; 




ft(newseqhC(*howinany)«max] ) , 
seqf, seqg, saqh); 
nevcost[«hovmany] = i; 
(•howmany)++; 
} 
depth = (n + 1) / 2 - cost; 
found » 0 ; i » 0; firstbetter » 0; 
while ('found Jtt i < maxdec) 
{ 
seqf[depth] = decode[i].fd; seqf[n - depth - 1] = decode[i].fu; 
seqgCdepth] = decode[i].gd; seqgCn - depth - 1] = decode[i],gu; 
seqh[depth] = decode[i].hd; seqh[n - depth - 1] = decode[i].hu; 
accepted » (LookAhead(n, depth + 1, seqf, seqg, seqh, sqtriples, 
hosmanysq) kk TestEquation(n, depth + 1, seqf, seqg, seqh)); 
if (accepted kk cost = = 1 ) 
{ 
if (odd(n)) 
accepted = (decode[i].fd == decode[i].fu kk 
decodeCi].gd » decodeCi].gu kk 




(TestRemainingEquations(n, seqf, seqg, seqh)); 









firstbetter = 1; 
«hoamany = 0; 
} 
CopySeq(n, »(newseqf [(•howmany)'»max]) , 
*(newseqgC(»hoHmany)»max]), 
*(ne«seqhC(«hoHmany)«max]), 
seqf, seqg, seqh); 





CopySeq(n, newseqf, neoseqg, newseqh, 
seqf, seqg, seqh); 
naacostCO] • 0; 






performs one sequence of trials to improve the partial sequences *i, and 
T is the actual ''temperature'', L is the length of the Harkov chain. 
T is decreased inside the Harkov chain. 
Returns the cost of the last triple of sequences *f, »g and »h in the Harkov ch 
ain. 
»••••/ 
char SelectExpCdouble X) 
{ 
double Y, rnddouble; 
long rnd; 
Y = exp(X); 
ErrorHsg((Y < 0 . 0 || Y > 1.0), "Exp", 0, 0, 0); 
rnd = randomO; rnddouble = (double) (rnd)/(pow(2.0, 31.0) - 1); 
if (print) 
printf("SelectExp X 7,4.4f ExpX %4.4f rnddouble %4.4f ", 
X, Y, rnddouble); 
return((Y >= rnddouble)); 
} 
int HarkovChain(int n, float T, int alpha, int L, int cost, int *f, int »g, int 
•h, int «sqtriples, int honmanysq) 
{ 
int actcost, posscost, i, howroany, poss, newf[Hax»max], newg[Hax*max], 




actcost - cost; 
if (printspec I I print) 
{ 
printf("••• Harkov Chain •»*\n"); 
printf("... Len %d Temp %6.4f actcost 7,d BestGd y,d\n\n", 
L, T, actcost, maxcost); 
} 
if (actcost < maxcost) maxcost = actcost; 
i a 0; accepted = 1; realT = T; 




printf("\n... Len %d Temp X6.4f\n", L, realT); 
PrintSequancesCn, actcost, f, g, h); 
} 
if (accepted) 
leighbourSeqCn, actcost, fthowmany, f, g, h, 
newf, newg, newh, newcost, sqtriples, howmanysq); 
ErrorHsg((howraany -» 0), "HarkovChain", n, howmany, actcost); 
rnd » randomO; poaa » rnd X howmany; 
posscost = nevcostCposs]; /*««*« 
delta is multiplied with 20 to avoid to deal with small values of T 
mm***/ 
delta » 20 • (actcost - posscost); 
accepted» (delta >= 0 || SelectExp((double)(delta/realT))); 
if (accepted) 
{ 
if (print) printf("\naccepted\n"); 
actcost = posscost; 
if (actcost < maxcost) maxcost = actcost; 
CopySeq(n, f, g, h, »(newf[max»poss]), 
Jk(newg[max«poss3) , t(newh[max*poss] ) ) ; 
if (realT >= 0.000001) realT = (realT • alpha) / 10000; 
} 






Main program : 
performs the simulated annealing algorithm in a do while loop for 100 times. Up 
dates variables for statistics too such as markovcounter, TotT, TotHark, hit. 
*****/ 
int maindnt argc, char »»argv) 
{ 
int seqfCmax], seqg[max], seqh[max], n, oldcost, T, alpha, L, StartL, 
beta, f, markovcounter, counter, hit, freeze, cost, i, howmanysq; 
int sqtriplesC3»maxtriples]; 
char priorkill, success, freezeactive; 
float realL, TotT, TotHark; 
struct rusage rs; 
/***** 
Reading parameters from the command line 
*****/ 
if (argc !» 7 *t argc != 8) 
< 
printf("usage ns_sim_ann\n"); 




n • Hakelumber(argv[l]); 
if (n < 1) 
{ 
printf("to great or to small argumentl\n"); 
return(O) ; 
} 
T = Hakelumber(argv[2]); 
if (T < 1) 
{ 
printfC'to great or to small argument2\n") ; 
return(O) ; 
} 
alpha = H2ÜceIumber(argv[3]) ; 
if (alpha < 1) 
{ 
printf("to great or to small argument3\n"); 
return(O); 
} 
StartL = Hakelumber(argv[4]); 
if (StartL < 1) 
{ 
printfC'to great or to small arguraent4\n"); 
return(0); 
} 
beta = Ma)celumber(argv[5] ) ; 
if (beta < 1) 
{ 
printf("to great or to small argument5\n"); 
return(O); 
} 
f = Makelumber(argv[6] ) ; 
if (f < 1) 
{ 
printf("to great or to small argument6\n"); 
return(O); 
} 
priorkill = 1; print = 0; printspec = 0; freezeactive = 0; 
if (arge == 8) 
{ 
for (i = 0; i < strlen(argv[7]); i++) 
{ 
if (argv[7]Ci] == 'p') print = 1; 
if (argv[7][i] == 'n') priorkill = 0; 
if (argv[7][i] == 'f') freezeactive = 1; 
if (argv[7][i] == 's') printspec = 1; 
} 
} 
printf("\nStarting to cool ... \n"); 
printfC'Params : n y.d T alpha L Id beta %d f %d\nOption8 
n, T, alpha, StartL, beta, f); 
if (print) printf("print set "); else printf("print not set "); 
if (priorkill) printf("priorkill set "); 
else printf("priorkill not set "); 
if (freezaactlva) printf("freezeactive set "); 
else printf("freezeactiva not sat "); 
if (printspec) printf("printspac 8at\n\n"); 




GetTriplesCn, sqtriples, fthowmanysq); 
InitRandomGaneratorO ; 
if (priorkill) PriorKilK); 
counter = 0; hit = 0; TotT = 0; TotMark = 0; 
Do loop for performing the simulated annealing algorithm for 100 times. 
do 
{ 
markovcounter = 0; 
One process of simulated annealing 
oldcost = (n + 1) / 2; 
freeze = 0; realL = StartL; 
do 
{ 
L = (int)realL; 
cost = NarkovChainCn, T, alpha, L, oldcost, seqf, seqg, seqh, 
sqtriples, honmanysq); 
if (cost == oldcost) freeze++; else freeze = 0; 
oldcost = cost; 
/* realT = (realT * alpha) / 10000; »/ 
realL = (realL • beta) / 10000; 
markovcounter++; 
success = (cost == 0 I I (freezeactive kk freeze == f)); 
} 
vhile (¡success); 
if (success) printf("\nSUCCESS\n"); 
printf ("MKC Len y.d T e m p 7.6.4f\n" , markovcounter, L, (float)T) ; 
PrintSequences(n, cost, seqf, seqg, seqh); 
counter++; 
if (cost == 0) hit++; 
TotT += T; 
TotMark +» markovcounter; 
fflush(IULL); 
} 
while (counter < 100); 
/ * * * * * 
Statistics only 
printf("\n\nCount9r Id Hit Mitrata %3.2fn\n", counter, hit, 
((float)hit/(float)counter)«100); 
printf("Average Temperature 7.3.2f Average Length %3.2f\n", 
TotT/(float)counter, TotHark/(float)counter); 
if (getrusageCRUSAGE.SELF, trs) »» 0) 
printf ("Elapsed user time Uli elapsed system time y.li\n" , 
rs.ru.utime.tv.aec, rs.ru.stime.tv.sec); 
else printf("Resources used couldn't be read ...\n"); 
Appendix B 
Time Tables 
A word about the machines 
Due to the combinatorial search and combinatorial explosion, the processes used 
thousands of hours of CPU-time. We were lucky to be able to use facilities at 
other Universities namely the University of Trondheim, Norway and the Univer-
sity of Nebraska, United States. 
The following machines were used: 
• "talc", a Sun-Workstation at the University of WoUongong; 
"falin", a Sun-Server, at the University of WoUongong; 
• "ramoth", a Sun-Server (Sparc4), at the Center for Communication and 
Information Science, University of Nebraska; 
• "lisel", . . . , "Iise5", the first machine "lisel" is a DEC Microvax Com-
puter, and the other machines are Sun-Workstations at the University of 
Trondheim; and 
• "fiolilla", a Silicon Graphics machine at the University of Trondheim. 
B.l Exhaustive Search Algorithms 
CPU-time used generating normal sequences: 
Algorithm Length n Machine Time (hh:mm) 
3.4 < 8 talc < 0:01 
3.4 9, 10 talc 0:06 
3.5 < 10 falin 0:01 
3.5 11 falin 0:01 
3.5 12 falin 0:07 
3.6, Step 1 generate 1, 2, 3, 4 pairs talc < 0:01 
3.6, Step 1 generate 5 pairs from 4 pairs talc 0:02 
3.6, Step 1 generate 6 pairs from 5 pairs talc 0:20 
3.6, Step 1 generate 7 pairs from 6 pairs ramoth 1:40 
3.6, Step 2b 15 from 7 pairs ramoth 0:12 
3.6, Step 2b 16 from 0 pairs ramoth 1:16 
3.6, Step 2b 16 from 7 pairs ramoth 1:00 
3.6, Step 2b 16 from 0 pairs falin 2:35 
3.6, Step 2b 16 from 1 pair falin 5:41 
3.6, Step 2b 16 from 4 pairs falin 2:37 
3.6, Step 2b 16 from 6 pairs falin 2:29 
3.6, Step 2b 16 from 0 pairs lisel 0:40 
3.6, Step 2b 16 from 0 pairs fiolilla 0:33 
3.6, Step 2b 17 from 7 pairs ramoth 1:45 
3.6, Step 2b 18 from 7 pairs ramoth 12:10 
3.6, Step 2b 19 from 7 pairs ramoth 12:00 
3.6, Step 2b 19 from 6 pairs fiolilla 4:23 
3.6, Step 2b 20 from 7 pairs ramoth 84:48 
3.6, Step 2b 21 from 7 pairs ramoth 77:40 
3.6, Step 2b^ 22 from 7 pairs ramoth 339:57 
3.6, Step 2b 23 from 7 pairs ramoth 562:45 
3.6, Step 2b 24 from 7 pairs ramoth 1037:06 
3.6, Step 2b 25 from 7 pairs ramoth > 2400:00 
^For length n > 22 checkpointing wcis used. 
CPU-time used generating near-Yang sequences: 
Algorithm Length i Machine Time (hh:mm) 
3.6, Step 2b 11 from 5 pairs, weight 12 talc 0:01 
3.6, Step 2b 12 from 5 pairs, weight 12 talc 0:14 
3.6, Step 2b 13 from 5 pairs, weight 12 ramoth 0:18 
3.6, Step 2b 14 from 5 pairs, weight 12 ramoth 4:41 
3.6, Step 2b 15 from 5 pairs, weight 12 ramoth 4:50 
B.2 Simulated Annealing Algorithms 
The following tables indicate the CPU-time used for the simulated annealing 
algorithms. The column "Parameter" lists the control variables in the following 
order: 71, T", Tjec? -i'tnci fveeze. Tdec iind Line are multiplied with T or L 
respectively and they have to be divided by 10000 to get the real values. The 
last parameter freeze indicates how many consecutive configurations c G «5 with 
the same associated costs /"(c) were accepted after each Markov chain, before the 
algorithm stopped and failed. 
The simulated annealing algorithm was repeated inside a "for loop" about 100 
times unless the program was interrupted. Many processes were interrupted 
because they either seemed to run out of time without producing anything new, 
or because the system broke down in the meantime. 
On complete sequences: 
Machine Parameters Time Results 
falin 
falin 
25 4 9995 100 10005 40 
25 4 9995 150 10005 100 
9:00 
9:00 
bestcost = 16 
bestcost = 12 
On partial sequences - Version 1: 
Machine Parameters Time Results 
ramoth 25 40 9999 400 10000 25 9:00 -
ramoth 25 40 9999 400 10000 25 «28:30 bestcost = 1 
talc 25 60 9999 400 10000 40 9:00 -
lise5 25 120 9998 400 1000 100 «264:00 bestcost = 1 
falin 26 40 9999 400 10000 26 9:00 -
falin 26 70 9999 400 10000 50 9:00 -
ramoth 26 40 9999 400 10000 26 39:28 bestcost = 1 
talc 26 150 9999 600 10000 100 «144:00 -
falin 27 70 9999 400 10000 50 9:00 -
talc 27 50 9995 600 10000 50 24:03 bestcost = 1 
lise5 27 120 9998 400 10000 100 «244:00 bestcost = 1 
lise4 27 150 9999 200 10001 100 «35:00 bestcost = 1 
On partial sequences - Version 2: 
Machine Parameters Time Results 
fiolilla 
fiolilla 
25 150 9990 300 10000 50 
25 150 9999 300 10000 50 
9:23 
«72:00 
bestcost = 1 
bestcost = 1 
lise4 26 150 9999 300 10000 50 «72:00 bestcost = 1 
talc 
lise4 
27 170 9999 300 10000 50 
27 200 9999 300 10100 40 
«60:00 
«50:00 
bestcost = 1 
bestcost = 1 
lise4 28 200 9999 300 10000 50 «36:00 bestcost = 1 
On partial sequences - Version 3: 
Machine Parameters Time Results 
fiolilla 25 200 9999 150 10100 15 «24:00 1 X bestcost = 0 
lise5 26 200 9999 150 10100 15 «500:00 bestcost = 1 
talc 27 200 9999 150 10100 15 «84:00 bestcost = 1 
fioliUa 
fiolilla 
28 200 9999 150 10100 15 
28 200 9999 150 10010 15 
«174:00 
«120:00 
bestcost = 1 
bestcost = 1 
Appendix C 
Size of NSC- and NYSC-Files 
Size of NSCA;-Files: 








Size of NYSC^-Files: 








D. l Hill-Climbing Algorithms 
A trace table of a successful hill-climbing trial for normal sequences of length 
n = 10 with associated cost function T^ may look as follows. We remember that 
the algorithm normally had to restart several times in order to be successful. 
The variable depth indicates "how deep we were in the recursions" or - better -
how many incarnations of the function "HillClimb" were open. 
Enter depth 1 
Sequence F : ++—+ ++ 
Sequence G : +++0—0 
Sequence H : 000-00+000 
COSTS ***** : 104 
Enter depth 2 
Sequence F : -+—+ ++ 
Sequence G : +++0—0 
Sequence H : 000-00+000 
Ĥf̂ îf COSTS ***** : 44 
Enter depth 3 
Sequence F : -+—+ ++ 
Sequence G : +-+0—0 
Sequence H : 000-00+000 
COSTS ***** : 16 
Enter depth 4 
Sequence F : -+—+ ++ 
Sequence G : +0+0—0-0-
Sequence H : 0-0-00+0-0 
COSTS ***** I 8 
FAIL-Exit depth 4 




- + — + + + 
+ - + 0 0 0 0 — 
0 0 0 — + 0 0 0 
COSTS *****: 8 
FAIL-Exit depth 4 
FAIL-Exit depth 3 
Enter depth 3 
Sequence F : -+—+ ++ 
Sequence G : +++0—0-+-
Sequence H : 000-00+000 
***** COSTS *****; 16 
Enter depth 4 
Sequence F : -+—+ ++ 
Sequence G : +0+0—0-0-
Sequence H : 0+0-00+0+0 
***** COSTS *****: 8 
FAIL-Exit depth 4 
Enter depth 4 
Sequence F : -+—+ ++ 
Sequence G : +++0000-+-
Sequence H : 000 +000 
COSTS *****: 8 
FAIL-Exit depth 4 
FAIL-Exit depth 3 
FAIL-Exit depth 2 
Enter depth 2 
Sequence F : ++—+-+-++ 
Sequence G : +++0—0 
Sequence H : 000-00+000 
COSTS ****•: 44 
Enter depth 3 
Sequence F : ++--+-+-++ 
Sequence G : ++-0--0 
Sequence H : 000-00+000 
costs *•***: 16 
Enter depth 4 
Sequence F : ++-+-+-++ 
Sequence G : ++-0+-0 
Sequence H : 000-00+000 
COSTS *****: 12 
FAIL-Exit depth 4 
Enter depth 4 
Sequence F : ++-+-+-++ 
Sequence G : ++-0--0+--
Sequence H : 000-00+000 
costs *****: 12 
Enter depth 5 
Sequence F : ++--+-+-++ 
Sequence G : ++-0--0+— 
Sequence H : 000+00+000 
COSTS *****! 8 
FAIL-Exit depth 5 
Enter depth 5 
Sequence F : ++—+-+-++ 
Sequence G : ++-0--0+--
Sequence H : 000-00-000 
COSTS ***•*: 8 
Enter depth 6 
Sequence F : ++—+-+-++ 
Sequence G : ++ + — 
Sequence H : 0000000000 
costs •*••* : 0 
SUCCESS-Exit depth 6 
SUCCESS-Exit depth 5 
SUCCESS-Exit depth 4 
SUCCESS-Exit depth 3 
SUCCESS-Exit depth 2 
SUCCESS-Exit depth 1 
SUCCESS 
SUCCESSFUL SEQUENCES 
Sequence F : ++-+-+-++ 
Sequence G : ++ + — 
Sequence H : 0000000000 
D.2 Simulated Annealing Algorithms 
D.2.1 On Complete Sequences 
We only present the beginning of the table as the full table would be too long. 
The simulated annealing was performed on complete sequences of length n = 8, 
using the cost function 
Starting to cool . . . 
Parameters : Length n 8 
Temperature 50 Tdec 0.9980 Length MC 50 Line 1.0000 
Markov Chain Len 50 Temperature 50.0000 actcost 24 bestcost 30000 
... Len 50 Temperature 50.0000 
Sequence F : + ++-
Sequence G : 0+0000+0 
Sequence H : +0+-++0+ 
COSTS : 24 
Metropolis Criterion: Delta/T -0.2400 Exp(Delta/T) 0.7866 Random 0.9879 
rejected 
... Len 50 Temperature 50.0000 
Sequence F : + ++-
Sequence G : 0+0000+0 
Sequence H : +0+-++0+ 
«siesiĉtc* COSTS ***** : 24 
Metropolis Criterion: Delta/T -0.4000 Exp(Delta/T) 0.6703 Random 0.2768 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : + ++-
Sequence G : 0+0000+0 
Sequence H : +0++++0+ 
***** COSTS ***** : 44 
Metropolis Criterion: Delta/T -0.4000 Exp(Delta/T) 0.6703 Random 0.8619 
rejected 
... Len 50 Temperature 50.0000 
Sequence F : + ++-
Sequence G : 0+0000+0 
Sequence H : +0++++0+ 
COSTS ***** : 44 
Metropolis Criterion: Delta/T -0.7200 Exp(Delta/T) 0.4868 Random 0.1590 
accepted 
... Len SO Temperature 50.0000 
Sequence F : ++-
Sequence G : 0+0000+0 
Sequence H : +0++++0+ 
*9tc*** COSTS ***** : 80 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : -+ ++-
Sequence G : 0+0000+0 
Sequence H : +0++++0+ 
:ic9|c*** COSTS ***** : 52 
Metropolis Criterion: Delta/T -1.4400 Exp(Delta/T) 0.2369 Random 0.8150 
rejected 
... Len 50 Temperature 50.0000 
Sequence F : -+ ++-
Sequence G : 0+0000+0 
Sequence H : +0++++0+ 
COSTS ***** : 52 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : -+—+++-
Sequence G : 0+0000+0 
Sequence H : +0++++0+ 
COSTS ***** : 40 
accepted 
... Len SO Temperature 50.0000 






COSTS ***** : 12 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : -+—+++-
Sequence G : 0+0++0+0 
Sequence H : -0+00+0+ 
nfînaiî^ COSTS **••* : 12 
accepted 




***** COSTS ***** : 8 
- + — + + + -
0-0++0+0 
-0+00+0+ 
Metropolis Criterion: Delta/T -0.0800 Exp(Delta/T) 0.9231 Random 0.3718 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : -+—+++-
Sequence G : 0-0++0+0 
Sequence H : +0+00+0+ 
***** COSTS ***** : 12 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : -+—+++-
Sequence G : 0-+++++0 
Sequence H : +000000+ 
3t(**** COSTS ***** : 12 
Metropolis Criterion: Delta/T -0.2400 Exp(Delta/T) 0.7866 Random 0.3025 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : -+—+++-
Sequence G : 0-++++-0 
Sequence H : +000000+ 
***** COSTS ***** : 24 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : -+—++++ 
Sequence G : 0-++++-0 
Sequence H : +000000+ 
***** COSTS ***** : 20 
Metropolis Criterion: Delta/T -0.0800 Exp(Delta/T) 0.9231 Random 0.417£ 
accepted 




- + — + + + + 
0 - + + + + - 0 
-000000+ 
***** COSTS ***** : 24 
Metropolis Criterion: Delta/T -0.2400 Exp(Delta/T) 0.7866 Random 0.2749 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : ++—++++ 
Sequence G ; 0-++++-0 
Sequence H ; -000000+ 
COSTS ***** : 36 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : ++-+++++ 
Sequence G : 0-++++-0 
Sequence H : -000000+ 
COSTS **••* : 32 
Metropolis Criterion: Delta/T -0.0800 Exp(Delta/T) 0.9231 Random 0.9458 
rejected 
... Len 50 Temperature 50.0000 
Sequence F : ++-+++++ 
Sequence G : 0-++++-0 
Sequence H : -000000+ 
•••** COSTS ***** : 32 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +--+++++ 
Sequence G : 0-++++-0 
Sequence H : -000000+ 
COSTS ***** : 20 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +--+++++ 
Sequence G : 0-++-+-0 
Sequence H : -000000+ 
sieste:«** COSTS ***** : 8 
Metropolis Criterion: Delta/T -0.0800 Exp(Delta/T) 0.9231 Random 0.6094 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +—+++++ 
Sequence G : 0-++-+-0 
Sequence H : +000000+ 
COSTS ***** : 12 
Metropolis Criterion: Delta/T -0.0800 Exp(Delta/T) 0.9231 Random 0.3066 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +—+++++ 
Sequence G : 0+++-+-0 
Sequence H : +000000+ 
***** COSTS ***** : 16 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +—+++++ 
Sequence G : 00++-+00 
Sequence H : ++0000-+ 
***** COSTS ***** : 16 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +—+++++ 
Sequence G : 00++-+00 
Sequence H : -+0000-+ 
COSTS ***** : 12 
Metropolis Criterion: Delta/T -0.1600 Exp(Delta/T) 0.8521 Random 0.9615 
rejected 
... Len 50 Temperature 50.0000 
Sequence F : +—+++++ 
Sequence G : 00++-+00 
Sequence H : -+0000-+ 
COSTS ***** : 12 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +—+++++ 
Sequence G : -0++-+0+ 
Sequence H : 0+0000-0 
COSTS ***** : 12 
Metropolis Criterion: Delta/T -0.7200 Exp(Delta/T) 0.4868 Random 0.0237 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +—+++++ 
Sequence G : -0++++0+ 
Sequence H : 0+0000-0 
COSTS ***** : 48 
Metropolis Criterion: Delta/T -0.0800 Exp(Delta/T) 0.9231 Random 0.2543 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : + ++++ 
Sequence G : -0++++0+ 
Sequence H : 0+0000-0 
COSTS ***** : 52 
Metropolis Criterion: Delta/T -0.7200 Exp(Delta/T) 0.4868 Random 0.2636 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : + ++++ 
Sequence G : -0++++0-
Sequence H : 0+0000-0 
COSTS ***** : 88 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : + +-++ 
Sequence G : -0++++0-
Sequence H : 0+0000-0 
COSTS ***** : 52 
Metropolis Criterion: Delta/T -0.2400 Exp(Delta/T) 0.7866 Random 0.6355 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +--++-++ 
Sequence G : -0++++0-
Sequence H : 0+0000-0 
COSTS ***** : 64 
Metropolis Criterion: Delta/T -0.0800 Exp(Delta/T) 0.9231 Random 0.152 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +—+—++ 
Sequence G : -0++++0-
Sequence H : 0+0000-0 
***** COSTS ***** : 68 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++—++ 
Sequence G : -0++++0-
Sequence H : 0+0000-0 
COSTS ***** : 40 
Metropolis Criterion: Delta/T -0.5600 Exp(Delta/T) 0.5712 Random 0.8881 
rejected 
... Len 50 Temperature 50.0000 
Sequence F : +-++--++ 
Sequence G : -0++++0-
Sequence H : 0+0000-0 
:t(:ic*** COSTS ***** : 40 
Metropolis Criterion: Delta/T -0.5600 Exp(Delta/T) 0.5712 Random 0.2763 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++--++ 
Sequence G : -0+-++0-
Sequence H : 0+0000-0 
costs ***** : 68 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++—++ 
Sequence G : -0+-++0-
Sequence H : 0-0000-0 
COSTS ***** : 56 
Metropolis Criterion: Delta/T -0.2400 Exp(Delta/T) 0.7866 Random 0.6017 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++—++ 
Sequence G : -0+-++0-
Sequence H : 0-0000+0 
COSTS ***** : 68 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++ + 
Sequence G : -0+-++0-
Sequence H : 0-0000+0 
COSTS ***** : 32 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++ + 
Sequence G : +0+-++0-
Sequence H : 0-0000+0 
***** COSTS ***** : 20 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-+•»• + 
Sequence G : 00+-++00 
Sequence H : +-0000+-
***** COSTS ***** : 20 
accepted 
... Len SO Temperature 50.0000 
Sequence F : +-++ + 
Sequence G : 00+-++00 
Sequence H : +-0000— 
COSTS ***** : 16 
Metropolis Criterion: Delta/T -0.0800 Exp(Delta/T) 0.9231 Random 0.5056 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++ + 
Sequence G : 00+-++00 
Sequence H : ++0000— 
t̂it̂ntnn COSTS ***** : 20 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++ + 
Sequence G : 00+-++00 
Sequence H : ++0000+-
3ic**** COSTS ***** : 16 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++ + 
Sequence G : 000-+000 
Sequence H ; +++00++-
COSTS ***** : 16 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++ + 
Sequence G : 000-+000 
Sequence H : +++00-+-
COSTS ***** : 12 
Metropolis Criterion: Delta/T -0.0800 Exp(Delta/T) 0.9231 Random 0.0302 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++ + 
Sequence G : 000-+000 
Sequence H : +++00++-
COSTS ***** I 16 
Metropolis Criterion: Delta/T -0.0800 Exp(Delta/T) 0.9231 Random 0.8759 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++ + 
Sequence G : 000-+000 
Sequence H : +-+00++-
3|e:|e]|e** COSTS ***** : 20 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++ + 
Sequence G : +00-+00-
Sequence H : 0-+00++0 
***** COSTS ***** : 20 
accepted 
... Len 50 Temperature 50.0000 
Sequence F : +-++ + 
Sequence G : +00—00-
Sequence H : 0-+00++0 
***** COSTS ***** : 8 
Metropolis Criterion: Delta/T -0.2400 Exp(Delta/T) 0.7866 Random 0.1672 
accepted 
Markov Chain Len 50 Temperature 49.9000 actcost 20 bestcost 8 
... Len 50 Temperature 49.9000 
Sequence F : +-++ + 
Sequence G : +00—00-
Sequence H : 0-+00+-0 
***** COSTS ***** : 20 
Metropolis Criterion: Delta/T -0.0802 Exp(Delta/T) 0.9230 Random 0.7156 
accepted 
... Len 50 Temperature 49.9000 
Sequence F : +-++ 
Sequence G : +00--00-
Sequence H : 0-+00+-0 
***** COSTS ***** : 24 
D.2.2 On Partial Sequences 
This is a trace table of Version 2 "ns_sim_ann3", where the algorithm only moved 
to an uphill state or worse configuration when there were not any better config-
urations in the neighbourhood of the actual configuration. 
"X" indicates which triples of pairs were still undecided. 
The difference of the cost function between the actual state and a possible new 
state was multiplied by a factor 20. This to avoid dealing with very small values 
of the control parameter T. 
Starting to cool ... 
Parameters : Length n 8 
Temperature 80 Tdec 0.9990 Length MC 50 Line 1.0000 
Markov Chain Len 50 Temperature 80.0000 actcost 4 bestcost 30000 
... Len 50 Temperature 80.0000 
Sequence F : XXXXXXXX 
Sequence G : XXXXXXXX 
Sequence H : XXXXXXXX 
***** COSTS ***** : 4 
accepted 
... Len 50 Temperature 80.0000 
Sequence F : -XXXXXX+ 
Sequence G : -XXXXXX-
Sequence H : OXXXXXXO 
***** COSTS ***** : 3 
accepted 
... Len 50 Temperature 80.0000 
Sequence F : -+XXXX++ 
Sequence G : -+XXXX— 
Sequence H : OOXXXXOO 
COSTS ***** : 2 
accepted 







COSTS ***** : 1 
Metropolis Criterion: 20*Delta/T -0.2500 Exp(20*Delta/T) 0.7788 Random 0 
rejected 







COSTS ***** I 1 
Metropolis Criterion: 20*Delta/T -0.7500 Exp(20*Delta/T) 0.4724 Random 0 
rejected 







:t::4e*** COSTS ***** I 1 
Metropolis Criterion: 20*Delta/T -0.5000 Exp(20*Delta/T) 0.6065 Random ( 
accepted 







COSTS ***** : 3 
accepted 







***** COSTS ***** : 2 
accepted 
... Len 50 Temperature 80.0000 
Sequence F : -+-XX+++ 
Sequence G : -O+XX-0-
Sequence H : O+OXXO+0 
COSTS ***** : 1 
Metropolis Criterion: 20*Delta/T -0.2500 Exp(20*D6lta/T) 0.7788 Random 0.1265 
accepted 

















Metropolis Criterion: 20*Delta/T -0.5000 Exp(20*Delta/T) 0.6065 Random 0.7073 
rejected 








Metropolis Criterion: 20*Delta/T -0.7500 Exp(20*Delta/T) 0.4724 Random 0 
accepted 
... Len 50 Temperature 80.0000 
Sequence F : XXXXXXXX 
Sequence G : XXXXXXXX 
Sequence H : XXXXXXXX 
COSTS ***** : 4 
accepted 
... Len 50 Temperature 80.0000 
Sequence F : +XXXXXX+ 
Sequence G : +XXXXXX-
Sequence H : OXXXXXXO 
COSTS ***** : 3 
accepted 
... Len 50 Temperature 80.0000 
Sequence F : ++XXXX++ 
Sequence G : ++XXXX— 
Sequence H : OOXXXXOO 
***** COSTS ***** : 2 
accepted 
... Len 50 Temperature 80.0000 
Sequence F : +++XX-++ 
Sequence G : +++XX+— 
Sequence H : OOOXXOOO 
***** COSTS ***** : 1 
accepted 
SUCCESS 
MKC 1 Len SO Temp 80.0000 
Sequence F : +++-+-++ 
Sequence G ; + + + — + — 
Sequence H : 00000000 
COSTS ***** : 0 
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Abstract 
We construct new TW-sequences, weighing matrices and orthogonal de-
signs using near-Yang sequences. In particular we construct new OL>(60(2m-|-
1)-}-4i; 13(2m +1), 13(2m+1), 13(2m +1), 13(2m +1)) and new P^(60(2m + 
1) + 4t; 13s(2m + 1)) for alU > 0, m < 30,5 = 1,2,3,4. 
1 Introduction 
For definitions we refer the reader to [8, Introduction] and [10, Section 2]. We 
give one new definition. 
Definition 1 (near-Yang sequences) A triple {F;G,H) of sequences is said 
to be a set o/near-Yang sequences for length n (abbreviated as NY{n)) if the 
following conditions are satisfied. 
(i) F = (fk) is a ( 0 ,1 , -1 ) sequence of length n. 
(ii) G = {gk) and H = (hk) are sequences of length n with entries 0,1, —1, such 
that G + H = (gk-\- hk) and G — H = (gk — hk) are both (0,1, —1) sequences 
of length n. 
(Hi) 
gs + firn-5+i = 0 (mod 2) 
+ = 0(mod2) 




s = 1 f-— X , . . . , 2 
Table 1: Normal sequences via Simulated Annealing. 
Length i Sequences Weight 
20 ^ = - - + + + + + + - + + - + - + 4- + - + -
G = 0 + -000 + 000000 + 000 - +0 




25 F = - + - + - + + + 
G = 0 - 0 - 0 + 0 + 0 + 0 - 0 + 0 - 0 - 0 - 0 + 0 + 0 




2 Computational Results 
In Koukouvinos, Kounias, Seberry, Yang and Yang [5] it is shown that if in (ii) 
of the definition G ± H are both (1, —1) sequences then conditions (i), (ii) and 
(iv) imply condition (iii) but this is not true for neaj-Yang sequences. These 
sequences are normal sequences NS{i). 
We searched for normal sequences NS{i). NS{i) do exist for the following lengths 
i e {1,2,3,4,5,7,8,9,10,11,12,13,15,16,18,19,20,25,26,29,32, . . .} and they 
do not exist for i e {6,14,17,21,22,23,30,46,56,62,78,94,. . .} [2, 5, 15]. We 
note here that we found normal sequences of length 25 and 20 (Table 1) using 
simulated annealing; this is described in Gysin [2]. Sequences of length 25 can be 
obtained from Turyn sequences of lengths 13 and 12 and a complete search for 
these was carried out over 20 years ago. It is known that there are eight inequiv-
alent sets of Turyn sequences of lengths 13 and 12 and hence by the construction 
discussed in [5] probably at least sixteen inequivalent sets of normal sequences 
of length 25. It would be interesting to know if there are NS(25) which cannot 
be made from Turyn sequences. There exist NS{20) which cannot be made from 
Turyn sequences. In those small cases where NS{i) do not exist we searched 
for NY{n), which contain more zeros in appropriate positions. We obtained the 
following new results: 
NY{n) with weight u = 12 exist for the following lengths: n G {7,11,13,15}. 
In Table 2 two conditions were imposed in counting the number of inequivalent 
triples of sequences: two triples of sequences were considered equivalent if one 
triple of sequences can be changed into the other triple of sequences by reversing 
and/or negating one or more sequences of the triple; if the three sequences jp, G 
and H all started or ended with '0' they were considered to be of smaller length 
and not counted for this length n. 
This allows us to find new 4-complementary sequences of lengths 15(2m + 1), 
23(2m + 1), 27(2m + 1), 31(2m + 1) and weights 13(2m + 1), m < 30. 
3 Construction 
Definition 2 (suitable sequences) [4, 7, 10] A,B,C,D are suitable sequences 
SS{m + p,m\w) with elements 0,1,-1 of lengths m + p, m p, m, m and total 
weight w if A and B are disjoint, C and D are disjoint and A, B, C and D have 
Table 2: New near-Yang sequences 
Length n No of Seq. Sequence Examples Weight 
7 2 F = + 4 - - f 0 - + - 6 
G = 0 - f + 0 - + 0 4 
H = +00000+ 2 
F = + + + 0 - + - 6 
G = 0 + 000 + 0 2 
^ = +0 + 0 - 0 + 4 
11 12 z= - 0 + 0 + 00000+ 4 
G = 0 + 0 + 000 + 0 - 0 4 
jy = +0 + 00000 - 0+ 4 
13 24 F = +0.+ 0 + 0 - 0 + 000- 6 
G = 0 + 000000000 + 0 2 
iT = +00 + 00000 - 00+ 4 
15 26 F = +0 + 00000 + 00000- 4 
G = 0 + 0000 + 0 - 0000 + 0 4 
jy = +00 + 0000000 - 00+ 4 
zero non-periodic autocorrelation function. 
We use a modified version of Yang's [4, 7, 15] theorem 
T h e o r e m 1 Let A,B,C,D be SS{m i-p,m;w) and F,G,H he NY{n) with total 
weight u and 0', 0 be sequences of zeros of length m + p and m respectively and 
X* be the reverse sequence of X then 
Q = {AU,Cgi -Dhi',0',0;Afn-i,Cg2-Dh2]0',Q',...-,AJuC9n-Dhn;0',Q;B\0} 
R = {S/n, Dgn + C/in; 0'. 0; J5/„_i, Dgn-i + C/in-i; O', 0;...; J5/i, D î + Chi; O', 0; - A*; 0} 
5 = {0',0;Agn + Bhu-Ch',0',0;Agn-i+Bh2,-Ch-,----,0',0-,Agi + Bhn,-C fn',0', D*} 
T = {0',0;-Bgi+Ahn,Dh',0',0;-Bg2 + Ahn-uDf2;...;0',0-,-Bgn + Ahi,Dfn,0',C*} 
are TW-sequences of length (2m + p){2n + 1) and total weight {u + 1)-«;. 
This gives many new TVT-sequences, weighing matrices and orthogonal designs. 
Many other corollaries are also possible. 
Example 1 Let F = {+ + +0 - + - } , G = {0 + 000 + 0}, H = {+0 + 0 - 0+} 
and A, B, C, D be suitable sequences of length m + and m and total weight 
w. Then with 0' and 0 zero vectors of length m + p and m respectively we have 
Q = {-A,-D-,0\0',A,C',0\0;-A,-D-,0\0;0',0;Q\0-,A,D;0',0-,A,C;0\0-,A,-D;0',0;B\0} 
R = {-B,C;0',0;B,D;0',0;-B,-C;0',0;0',0;0',0;5,C;0',0;B,Z:);0',0;B,C;0',0;->1\0} 
S = {0',0;B,-C;0',0;>l,-C;0',0;B,-C;0',0;0',0;0',0;-B,C;0',0;>i,-C;0'.0;B,C;0',D*} 
T = {0\Q;A,D;0\0;-B,D;0\0;-A,D;0\0-,0',0,0\0;A,-D;0',0',-B,D',0',0;A,-D;0',C*} 
are rV7-sequences of of length 15(2m + p) and total weight I3w. 
Corollary 1 Suppose there are suitable sequences of length m + p,m p,m,m 
and total weight w, SS{m + p ,m; w) and near-Yang sequences of length n and 
total weight u. Then there are TW-sequences of length (2n+ l)(2m + p) and total 
weight (u + l)«^-
Corollary 2 Suppose there exist SS{m + p,m;w). Then since there are near-
Yang sequences of length 7 and total weight 12 there are TW-sequences of length 
15(2m + p) and total weight 13ii;. 
From [10] we see SS{m + l ,m;2m + 1) exist for all m < 30 hence there exist 
TW-sequences of length 15(2m + 1) and weight 13(2m4- 1) for all m < 30. 
Using theorems 3.6, 3.7, 3.8 of [10] we have OD{60{2m + 1) + 4/; 13(2m + 
1), 13(2m + 1), 13(2m + 1), 13(27n + 1)) for all i > 0 and m < 30. Furthermore 
can be used in the Goethals-Seidel array to form 0D{4t; 13w, IZw) 
for every t > 15(2m + 1). 
Recalling that variables in an OD can be set equal or set zero to give weighing 
matrices, we obtain W{60{2m 4- 1) + 4:t;Us{2m + 1)) and W{4t;lSsw), s = 
1,2,3,4. 
Since NS{n) are NY{n) with total weight 2n. 
Corollary 3 Suppose there exist SS{7n p,m-w). Then since there are normal 
sequences sequences of length 25 and total weight 50 there are TW-sequences of 
length 51{2m-\-p) and total weight blw. If w = 2m + p then we have T-sequences. 
Again using theorems 3.6, 3.7, 3.8 of [10] we have OZ>(104(2m+ 1) + 4í;51(2m + 
l),51(2m + l),51(2m + l),51(2m + 1)) for all ¿ > 0 and m < 30. Furthermore 
Q,R,S,T can be used in the Goethals-Seidel array to form 0D{4t; 5lw,51w,5lw,61w) 
for every t > {2n + l)(2m + 1). 
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