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HYPERBOLICITY OF APPELL POLYNOMIALS OF FUNCTIONS IN THE
δ-LAGUERRE-PO´LYA CLASS
JONAS ISKANDER, VANSHIKA JAIN
Abstract. We present a method for proving that Jensen polynomials associated with functions
in the δ-Laguerre-Po´lya class have all real roots, and demonstrate how it can be used to construct
new functions belonging to the Laguerre-Po´lya class. As an application, we confirm a conjecture
of Ono, which asserts that the Jensen polynomials associated with the first term of the Hardy-
Ramanujan-Rademacher series formula for the partition function are always hyperbolic.
1. Introduction and Statement of Results
A polynomial of degree d is called hyperbolic if it has d real roots, counting multiplicity. A
function f(t) is said to be in the Laguerre-Po´lya class (denoted LP) if there exists a sequence of
hyperbolic polynomials converging locally uniformly to f(t) in C [9]. The LP class consists of
functions of the form
(1) ctmeαt−βt
2
∞∏
n=1
(
1−
t
tn
)
e
t
tn
for c, α ∈ R, β ≥ 0, and {tn}
∞
1 such that
∑
∞
k=1 |tk|
−2 converges, where {tk}
∞
1 is allowed to have
finitely many terms [11]. It turns out that there is a simple criterion for confirming whether a
function f(t) can be written in form (1). Specifically, J. Jensen proved that a function f(t) belongs
to LP if and only if for some t ∈ R, the Appell polynomials
(2) Afd(t;x) := e
−xtDdx(e
xtf(t)) =
d∑
k=0
(
d
k
)
f (k)(t)xd−k
are hyperbolic for all d ≥ 0 [1, 9].
The Laguerre-Po´lya class of entire functions was initially studied in the late nineteenth century,
but it has been of interest since the twentieth century because of its relation to the Riemann
hypothesis. In particular, J. Jensen and G. Po´lya proved that the Riemann hypothesis is true
if and only if the Riemann xi-function belongs to LP [14]. As a result, there has been interest
in expanding the mathematical toolkit for proving hyperbolicity for the Appell polynomials of
functions which are not known to be in the LP class. Due to their convenience when studying
combinatorial sequences, Jensen polynomials of the form
(3) Ja,nd (x) :=
d∑
k=0
(
d
k
)
an+kx
k
associated with various {an}
∞
0 , which are closely related to Appell polynomials, have received much
attention.
It is a classical result that if a sequence of polynomials of successive degrees is orthogonal with
respect to a positive definite metric, then the polynomials are hyperbolic. Hermite polynomials are
an example of such a sequence. P. Tura´n strengthened this result by showing that if an expansion
of a polynomial p(x) in orthogonal polynomials satisfies a simple criterion, then p(x) is hyperbolic
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[16]. In a recent paper, M. Griffin, K. Ono, L. Rolen, and D. Zagier studied Jensen polynomials of
fixed degree associated with sequences satisfying a certain limiting behavior. They found that when
suitably renormalized, the Jensen polynomials approach Hermite polynomials and hence eventually
become hyperbolic [8]. In particular, the Taylor coefficients about 1/2 of the Riemann xi-function
satisfy this condition. Effective bounds for when these Jensen polynomials become hyperbolic in
the case of the Riemann xi-function are given in [7].
The Jensen polynomials associated with the partition function p(n), which is defined by its
generating function
∞∑
n=0
p(n)xn :=
∞∏
k=1
1
1− xk
,
have also received much attention. J. Nicolas [13] and S. DeSalvo and I. Pak [5] independently
proved that the Jensen polynomials Jp,n2 (x) are hyperbolic for n ≥ 25. W. Chen, D. Jia, and L.
Wang conjectured that for any fixed degree d, Jp,nd (x) is hyperbolic for sufficiently large n, and they
proved eventual hyperbolicity in the case of d = 3 [3]. H. Larson and I. Wagner independently gave
bounds for arbitrary d and found the minimal shifts n after which the polynomials are hyperbolic
for d ∈ {3, 4, 5} [12].
An important tool for studying the Jensen polynomials of the partition function has been the
Hardy-Ramanujan-Rademacher series expansion,
(4) p(n) = 24
∞∑
k=1
Ak(n)
( pi
12k
)5/2
C 3
2
(
pi2
6k2
(
n−
1
24
))
,
where Ak(n) is a Kloosterman sum and Cν(t) denotes the Bessel-Clifford function, given by
(5) Cν(t) :=
∞∑
k=0
1
Γ(ν + k + 1)
tk
k!
=
{
|t|−
ν
2 Iν
(
2
√
|t|
)
, t ≥ 0,
|t|−
ν
2 Jν
(
2
√
|t|
)
, t ≤ 0.
In a recent paper, H. Chan and L. Wang defined the fractional partition function for α ∈ R in
terms of its generating function,
(6)
∞∑
n=0
pα(n)x
n :=
∞∏
k=1
1
(1− xk)α
,
which agrees with the ordinary partition function when α = 1 [2]. J. Iskander, V. Jain, and V.
Talvola derived an infinite series expansion analogous to (4) for pα(n) when α > 0 [10].
Recently, K. Ono conjectured that the Jensen polynomials JRα,nd (x) of the first term of the
analogue of the Hardy-Ramanujan-Rademacher expansion for pα(n),
(7) Rα(n) = 2pi
(piα
12
)α
2
+1
Cα
2
+1
(
pi2α
6
(
n−
α
24
))
,
are hyperbolic for all n ≥ α/24. Ono expected a similar result to hold for the first terms of
analogous series expansions for generic weakly holomorphic modular forms with poles at the cusp
infinity.
In this paper, we prove Ono’s conjecture for 0 < α < 3/2 and justify his broader hypothesis by
developing a theory of δ-variants of hyperbolicity and the Laguerre-Po´lya class. More precisely, we
say that a polynomial is δ-hyperbolic if it is identically zero or its roots are all real, simple, and
separated by at least δ, and we say that a function f(t) belongs to the δ-Laguerre-Po´lya (δ-LP)
class if there exists a sequence of δ-hyperbolic polynomials converging locally uniformly to f(t) in
C. The finite difference operator ∆δ,t is defined by
(8) ∆δ,tf(t) :=
f(t+ δ)− f(t)
δ
.
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For an arbitrary function f(t) and δ > 0, we define the δ-Appell polynomials associated to f by
(9) Af,δd (t;x) := e
−xt∆dδ,t(e
xtf(t)) =
1
δd
d∑
k=0
(
d
k
)
(−1)d−kf(t+ kδ)ekδx,
so that Af,δd+1(t;x) = e
δxAf,δd (t+ δ;x)−A
f,δ
d (t;x) for all d ≥ 0.
Using these definitions, we obtain the following theorem.
Theorem 1.1. Let f(t) be any function in the δ-Laguerre-Po´lya class, and let d ≥ 0 and t0 ∈ R
be such that f(t) has no zeros on the interval [t0, t0 + dδ]. Then A
f,δ
d (t0;x) has d real zeros.
Theorem 1.1 gives a method for producing functions in the LP class.
Theorem 1.2. Let f(t) be any function in the δ-Laguerre-Po´lya class, and suppose t0 ∈ R is such
that f(t) has no zeros on [t0,∞). Then the function
g(x) :=
∞∑
k=0
f(t0 + kδ)
xk
k!
is entire and belongs to the Laguerre-Po´lya class.
An immediate consequence of Theorem 1.1 is the following, which states that the δ-Appell polyno-
mials ACν ,δd (x; t) are hyperbolic for suitable ν, δ, and d.
Theorem 1.3. For ν ≥ 12 , 0 < δ ≤
pi2
4 , and t ≥ 0, the δ-Appell polynomials A
Cν ,δ
d (x; t) are
hyperbolic for all d ≥ 0.
This theorem directly implies Ono’s conjecture for Rα(n) given in equation (1) when 0 < α ≤ 3/2.
Corollary 1.4. The Jensen polynomials JRα,nd (x) are hyperbolic for 0 < α < 3/2, n ≥
α
24 , and
d ≥ 0. In particular, the Jensen polynomials associated with the first term of the Hardy-Ramanujan-
Rademacher expansion for the partition function are always hyperbolic.
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2. Preliminaries
The motivation for the proof of our main result is derived in large part by the observation that the
discrete difference operator ∆δ,t preserves δ-hyperbolicity. This is stated precisely in next theorem.
Theorem 2.1. Let δ > 0 and x ∈ R, and suppose that f(t) is a δ-hyperbolic polynomial with roots
{tk}
d
1 arranged in descending order. Then the polynomial g(t) := e
δxf(t+ δ)− f(t) is δ-hyperbolic.
Moreover, for all 1 ≤ k ≤ d− 1, g(t) has a root in the interval [tk+1, tk − δ], and if x > 0, then g(t)
has a root in (−∞, td − δ), whereas if x < 0, then g(t) has a root in (t1,∞).
Proof. If f(t) is constant, then g(t) is constant and hence δ-hyperbolic. Otherwise, let σ be the sign
of the leading coefficient of f(t). Then for all k, we have −σ(−1)kg(tk) = −σ(−1)
keδxf(tk+ δ) ≥ 0
and −σ(−1)kg(tk − δ) = σ(−1)
kf(tk − δ) ≥ 0. Hence, there exist {sk}
d−1
1 such that g(sk) = 0 and
tk+1 ≤ sk ≤ tk− δ for 1 ≤ k ≤ d− 1. If x = 0, then the degree of g(t) is d− 1 and the sk enumerate
all the roots of g(t). If x 6= 0, then there exists a sd with either sd < td − δ in the case x > 0 or
sd > t1 in the case x < 0 such that g(sd) = 0, completing the proof. 
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Figure 1. The polynomials eδxf(t + δ), shown as a solid line, and −f(t), shown
as a dashed line, for a particular choice of x, δ, and f(t). Note that at the points
where one of the polynomials is zero, the sign of g(t) := eδxf(t+ δ) − f(t) is easily
determined.
By applying this theorem d times, one sees that for fixed x ∈ R, the polynomials Af,δd (t;x) in t are
δ-hyperbolic with roots interlacing those of Af,δd−1(t;x) in a specific way.
Many properties of δ-hyperbolic polynomials carry over to functions in the δ-LP class. For
example, the following corollary to Hurwitz’s theorem states that functions in the δ-LP class have
all real zeros separated by at least δ. In particular, this implies an analogue of Theorem 2.1 for the
δ-LP class—a result which does not hold for arbitrary functions with zeros separated by δ.
Theorem 2.2 (A. Hurwitz). Let {fn(t)}
∞
0 be a sequence of entire functions that converge locally
uniformly to a holomorphic function f(t) which is not identically zero, and suppose that f(t) has a
zero of multiplicity m at t0. Then for every ρ > 0, there exists an N such that for all n ≥ N , fn(t)
has m zeroes in the disk |t− t0| < ρ, counting multiplicity.
Corollary 2.3. If f(t) is a nonzero function in the δ-LP class, then the zeros of f(t) are all real,
simple, and separated by at least δ.
Proof. Since f(t) is in the LP class, it must have only real zeros. Now let {fn(t)}
∞
1 be a sequence
of δ-hyperbolic polynomials converging locally uniformly to f(t). To prove simplicity of the zeros,
suppose t0 is a multiple zero of f(t). Then by Hurwitz’s theorem, there exists an N ≥ 0 such
that for all n ≥ N , the polynomials fn(t) have two zeros, counting multiplicity, within the disk
|t − t0| < δ/2, a contradiction. Now suppose t1 < t2 are two simple zeros of f(t) satisfying
ε := t2 − t1 < δ, and set ρ := (δ − ε)/2. Again, by Hurwitz’s theorem, there exist N1, N2 ≥ 0
such that for all n ≥ N1, fn(t) has a zero in the disk |t − t1| < ρ, and for all n ≥ N2, fn(t) has a
zero in the disk |t− t2| < ρ. Consequently, we find that for n ≥ max{N1, N2}, fn(t) has two zeros
separated by less than ε+ 2ρ = δ, a contradiction. 
In order to avoid extra casework in the proof of our main theorem, we will find it useful to write
functions in the δ-LP class as limits of δ-hyperbolic polynomials of increasing degree.
Lemma 2.4. Let f(t) be any function in the δ-LP class. Then there exists a sequence {fd(t)}
∞
0 of
δ-hyperbolic polynomials converging locally uniformly to f(t) with deg fd+1(t) > deg fd(t) for all d.
Proof. Let {gd(t)}
∞
0 be a sequence of δ-hyperbolic polynomials converging locally uniformly to f(t).
If lim supd→∞ deg gd(t) = +∞, we can construct a subsequence of {gd(t)}
∞
0 such that the degree is
strictly increasing. Otherwise, the degrees of the gd(t) are bounded by some N ≥ 0, so f(t) must
itself be a polynomial of degree at most N . Suppose f(t) = a
∏n
k=1(t− tk) for some {tk}
n
1 arranged
in descending order, and let u := max{t1, 1}. Set hd(t) :=
∏d
k=1(1− t/(d
2u+kδ)), and observe that
(1− t/d2)d <
∏d
k=1(1− t/(d
2u+ kδ)) < (1− t/(d2u+ dδ))d with the left and right sides converging
locally uniformly to 1. Now let M be the smallest degree that occurs infinitely often in {gd(t)}
∞
0
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t
x
Figure 2. The zeros of the pi
2
6 -Appell polynomials for L
3/2
5 (−
x
5 ) as given in (12),
which approximates the Bessel-Clifford function that occurs in R1(n) in (7). The
zeros of the degree 1 polynomial are shown as solid lines, and the zeros of the degree
2 polynomial are shown as dashed lines.
and {dk}
∞
1 be the sequence of indices for which gdk(t) has degree M . Then {hk(t)gdk (t)}
∞
0 is a
sequence of δ-hyperbolic polynomials of strictly increasing degree converging locally uniformly to
f(t). 
In addition to the previous lemma, the following result will be useful in the proof of our main
theorem [4].
Theorem 2.5. Let p(x) = a0x
n + a1x
n−1 + · · · + an be a polynomial in C of degree n and let
α1, . . . , αn be its roots. Then for all ε > 0, there exists a δ > 0 such that for every polynomial
q(x) = b0x
n + b1x
n−1 + · · · + bn, if |bi − ai| < δ for 0 ≤ i ≤ n, then there are β1, . . . , βn ∈ C such
that q(x) =
∏n
k=1(x− βi) and |αi − βi| < ε for 0 ≤ i ≤ n.
3. Proof of Results
With these observations, we are able to prove the following lemma, which describes the roots of
Af,δd (t;x) as continuous curves in the t-x plane when f(t) is a δ-hyperbolic polynomial. The lemma
also states that the curves associated to successive δ-Appell polynomials interlace each other, and
it gives some of their limiting properties.
Lemma 3.1. Let f(t) be a δ-hyperbolic polynomial of degree n, and let {tk}
n
1 denote the roots of
f(t) listed in descending order. Then for all 0 ≤ d ≤ n, there exist continuous functions {τd,k}
n+d
1
with τd,k : (−∞, 0) → R for 1 ≤ k ≤ d, τd,k : R → R for d + 1 ≤ k ≤ n, and τd,k : (0,∞) → R for
n+ 1 ≤ k ≤ n+ d such that the following statements hold:
(i) For all x, t ∈ R, we have Af,δd (t;x) = 0 if and only if t = τd,k(x) for some 1 ≤ k ≤ n+ d.
(ii) For all x and 1 ≤ k ≤ n+ d− 1, we have τd,k+1(x) + δ ≤ τd−1,k(x) ≤ τd,k(x).
(iii) We have
lim
x→−∞
τd,k(x) = tk and lim
x→0−
τd,k(x) = +∞
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for 1 ≤ k ≤ d,
lim
x→−∞
τd,k(x) = tk and lim
x→+∞
τd,k(x) = tk−d − dδ
for d+ 1 ≤ k ≤ n, and
lim
x→0+
τd,k(x) = −∞ and lim
x→+∞
τd,k(x) = tk−d − dδ
for n+ 1 ≤ k ≤ n+ d.
Proof. By Theorem 2.1, we can construct functions {τd,k}
n+d
1 on the correct domains satisfying
conditions (i) and (ii). Moreover, because Af,δd (t;x) is a continuously differentiable function in t
and x for all d and [DtA
f,δ
d (t;x)]t=τd,k(x) is nonzero for all x, d, and k, the implicit function theorem
implies that the functions τd,k(x) are all continuous on their domains of definition.
Next, observe that the finite limits in (iii) follow from Theorem 2.5 since limx→−∞A
f,δ
d (t;x) =
(−1)df(t) and limx→+∞A
f,δ
d (t;x) = f(t + dδ). For the remaining limits, start by noting that if
d = 0, then there is nothing to check. Thus, suppose that d > 0 and that the theorem is satisfied
for d−1. Then limx→0− τd,k(x) ≥ limx→0− τd−1,k(x) = +∞ for 1 ≤ k ≤ d−1 and limx→0+ τd,k(x) ≤
limx→0+ τd−1,k−1(x) = −∞ for n + 2 ≤ k ≤ n + d. We show that limx→0− τd,d(x) = +∞. First,
note that if Ls := lim supx→0− τd,d(x) and Li := lim infx→0− τd,d(x), then Ls = Li; otherwise,
for any Ls < t < Li, the Appell polynomial A
f,δ
d (t;x) would have an infinite number of roots in
x. Moreover, if the L := limx→0− τd,d(x) were finite, then by continuity of A
f,δ
d (t;x), we could
write Af,δd (L; 0) = 0, implying that A
f,δ
d (t; 0) has at least d − n + 1 roots. Since we know that
Af,δd (t; 0) has exactly d − n roots, it follows that limx→0− τd,d(x) = +∞. Similar reasoning shows
that limx→0+ τd,n+1(x) = −∞, completing the induction. 
We immediately obtain our main theorem, which provides a simple criterion for hyperbolicity of
the δ-Appell polynomials.
Proof of Theorem 1.1. Using Lemma 2.4, there exists a sequence {fk(t)}
∞
0 of δ-hyperbolic polyno-
mials with deg fk+1(t) > deg fk(t) for all k converging locally uniformly to f(t). Consequently, there
exists an N ≥ 0 such that for all k ≥ N , we have deg fk(t) ≥ d. By uniform convergence, we can
choose an N ′ ≥ N such that fk(t) has no zeros on [t0, t0+dδ] for k ≥ N
′. Therefore, by Lemma 3.1,
the Afk,δd (t0;x) have d real, simple zeros for k ≥ N
′. Because Af,δd (t0;x) = limk→∞A
fk,δ
d (t0;x)
coefficient-wise, Theorem 2.5 implies that Af,δd (t0;x) has d real zeros. 
In order to prove Theorem 1.2, we show that functions in the δ-LP class do not grow “too quickly.”
Proof of Theorem 1.2. By (1) we can write
f(t0 + u) = ce
αu−βu2
∞∏
n=1
(
1 +
u
un
)
e−
u
un ,
where c 6= 0 and α ∈ R, β ≥ 0 and {un}
∞
1 is some (possibly finite) sequence of positive real
numbers. In particular, this implies
|f(t0 + kδ)| ≤ |c|e
αδk−βδ2k2 ,
so the function
g(t) :=
∞∑
k=0
f(t0 + kδ)
xk
k!
is entire by the Cauchy-Hadamard theorem. The fact that g(t) lies in the LP class is immediate
from Theorem 1.1 using Jensen’s theorem for the LP class. 
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4. Applications
In this section, we illustrate Theorem 1.1 using several examples. To start, we use our theorem
to show that the Jensen polynomials associated with Bessel-Clifford functions are hyperbolic.
Proof of Theorem 1.3. For ν > −1, it holds that all of the zeros of Cν(t) are simple and lie on
the negative real axis. For ν ≥ 1/2, we have that adjacent zeros of the Bessel function Jν(t) are
separated by at least pi [15]. Consequently, setting rνk to be the absolute value of the kth zero of
Cν(t) from the right for ν > −1, we find that
Cν(t) =
1
Γ(ν + 1)
∞∏
n=1
(
1 +
t
rνn
)
with rνn+1 − r
ν
n > pi
2/4 for all n. Thus, by Theorem 1.1, the polynomials ACν ,δd (t;x) are hyperbolic
for 0 < δ ≤ pi2/4 and t ≥ −rν1 . 
This settles Ono’s conjecture that the Jensen polynomials of the first term of the Hardy-
Ramanujan-Rademacher expansion for the partition function are always hyperbolic.
Proof of Corollary 1.4. By Theorem 1.3, the Appell polynomials
ARα,1d (n;x) =
d∑
k=0
(
d
k
)
(−1)d−kRα(n+ k)e
kx
have d real roots whenever n ≥ α/24. Moreover, using the relation
edxJRα,nd (−e
−x) = ARα,1d (n;x),
we see that each root of ARα,1d (n;x) corresponds to a unique root of J
Rα,n
d (x). Consequently, the
Jensen polynomials JRα,nd (x) are hyperbolic. 
The Bessel-Clifford functions represent a typical case of the application of our theorem: in the
positive direction they grow exponentially, whereas in the negative direction they oscillate between
positive and negative values, with the separations between zeros bounded below by pi2/4.
We also provide two exceptional applications. The first will be the family of functions of the
form e−βt
2
with β ≥ 0; i.e., the Gaussian distributions. These functions are noteworthy because
they belong to every δ-LP class. Two immediate consequences are that the polynomials gd(x) :=∑d
k=0(−1)
d−k
(d
k
)
e−βk
2+kx all have d real roots, and that the function
(10) g(x) :=
∞∑
k=0
(−1)k
k!
e−βk
2+kx
is such that g(log x) belongs to the LP class. In fact, using the recursion formula
gd+1(x) = gd(x)− e
x−βgd(x− 2β)
and reasoning similar to that used in the proof of Lemma 3.1, one finds that the roots of gd(x) are
separated by 2β. From here, the limit formula
g(x) = lim
d→∞
(−1)dgd(x− log d)
yields the same result for g(x), although g(x) is not in the 2β-LP class.
The second example we consider is the reciprocal Gamma function, which satisfies the identity
(11)
e−γz
Γ(z)
= z
∞∏
n=1
(
1 +
z
n
)
e−
z
n
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from [6], where γ denotes the Euler-Mascheroni constant. As a consequence, 1/Γ(t) is in the 1-
LP class. This function is significant not only because it represents an “extreme” element of the
1-LP class, but also because it is essential for the definitions of numerous families of orthogonal
polynomials. For example, the associated Laguerre polynomials are defined by
(12) Lνd(−x) :=
d∑
k=0
(
d+ ν
d− k
)
xk
k!
=
Γ(d+ ν + 1)
d!
d∑
k=0
(
d
k
)
1
Γ(ν + k + 1)!
xk,
and can be normalized so that they coincide with the ordinary Appell polynomials ACνd (0;x). An
alternative definition that is more in line with the theme of this paper associates the Laguerre
polynomials with the Jensen polynomials of the reciprocal Gamma function:
Lνd(−x) =
Γ(d+ ν + 1)
d!
J
1
Γ
,ν+1
d (x).
This allows us to obtain a δ-generalization of the Laguerre polynomials; namely, the Jensen poly-
nomials Jγδ ,ν+1d (x) for the functions γδ(t) := 1/Γ(δt). Our main theorem automatically implies
that these Jensen polynomials remain hyperbolic for 0 < δ < 1 in addition to being orthogonal at
δ = 1.
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