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This work focuses on the existence of quasi-periodic solutions
for linear autonomous delay differential equation under quasi-
periodic time-dependent perturbation near an elliptic–hyperbolic
equilibrium point. Using the time-1 map of the solution operator,
Newton iteration scheme, space splitting and KAM techniques, it
is shown that under appropriate hypothesis, there exist quasi-
periodic solutions with the same frequencies as the perturbation
for most parameters. We show that if the delay differential
equation is analytic, we obtain analytic parameterizations of the
solutions.
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1. Introduction
In this paper we consider linear autonomous differential equations with delay subject to quasi-
periodic time-dependent perturbation near an elliptic–hyperbolic equilibrium point. More precisely,
we consider the following differential–difference equation
x˙(t) = Ax(t) + Bx(t − τ ) + ε f (x(t), x(t − τ ),ωt, λ),
where x ∈ Rn , A, B ∈ Rn×n , τ > 0, the parameter λ ∈ Λ ⊂ Rr, f is quasi-periodic in t with frequency
ω = (ω1, . . . ,ωr) ∈ Rr . The term ε f is called a small perturbation. By choosing units of time (a change
of time scale), we will set the delay τ = 1. So, without loss of generality, we will consider the
✩ This work was partially supported by the NNSF (60671066) and NSF grants. It was prepared while X. Li was a visiting
scholar at Math. Dept. U. Texas.
* Corresponding author.
E-mail addresses: lixuemei_1@sina.com (X. Li), llave@math.utexas.edu (R. de la Llave).0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2009.03.009
X. Li, R. de la Llave / J. Differential Equations 247 (2009) 822–865 823differential–difference equation
x˙(t) = Ax(t) + Bx(t − 1) + ε f (x(t), x(t − 1),ωt, λ). (1.1)
Corresponding to (1.1) without the perturbation term, it is the linear system
x˙(t) = Ax(t) + Bx(t − 1). (1.2)
We will assume that the characteristic equation of (1.2), that is
det
(
A + Be−μ −μI)= 0, (1.3)
where I is the identity matrix, has d pairs of purely imaginary roots
±μ1
√−1, ±μ2
√−1, . . . , ±μd
√−1, (1.4)
and does not have any zero root.
Looking for quasi-periodic solutions of equations with some ellipticity, one inevitably encoun-
ters the so-called small divisor problems. The KAM theory is a very powerful tool to treat these
problems. The existence of quasi-periodic solutions of ordinary and partial differential equations
with ellipticity has been discussed based on KAM technique in many places (see, for example,
[3,10,11,15,17,25,26,28,29]).
For delay differential equations (DDEs), to the best of our knowledge, there are only two results
on quasi-periodic and periodic solutions obtained by KAM method. One was obtained on linear quasi-
periodic DDEs by Belan [2], and the another was obtained by Samoilenko and Belan for DDEs on a
torus [22].
The goal of this paper is to show the existence of quasi-periodic solutions of (1.1) with the fre-
quency ω via the KAM techniques. We will assume that f is analytic in its arguments and obtain
that there are quasi-periodic solutions which admit an analytic parameterization. This involves using
at the same time KAM techniques and techniques from the theory of normally hyperbolic manifolds.
We point out that an alternative to our approach is to use a reduction to a ﬁnite-dimensional cen-
ter manifold and then apply results of ﬁnite-dimensional KAM theory. Since center manifolds are
only ﬁnitely differentiable, the reduction approach can only produce quasi-periodic solutions param-
eterized by ﬁnitely differentiable functions. For convenience, our idea is to transfer the problem into
discussing the existence of quasi-periodic solutions of the time-1 map of the solution operator.
The rest of the paper is organized as follows. In Section 2, we give some properties of the solution
operator and its spectral splitting. Section 3 contains precise formulations of our theorems and the
outline of proofs. Section 4 is devoted to the invariant decomposition of tangent map and solutions
of Newton equation in hyperbolic subspaces. In Section 5, we discuss the approximate solution of
Newton equation in the center subspace, and prove the iterative lemma in Section 6. In Section 7, we
present a detailed proof of the main theorem in Section 3.
2. Properties of the solution operator
Following [12], take X ≡ C([−1,0],Rn) as the phase space of (1.1). If x ∈ C([t0 − 1, t0 + t1],Rn)
with t1  0, then for any t ∈ [0, t1], let xt ∈ X be deﬁned by xt(η) = x(t + η), η ∈ [−1,0]. A func-
tion x is said to be a solution of (1.1) on [t0 − 1, t0 + t1) if there are t0 ∈ R and t1 > 0 such that
x ∈ C([t0 − 1, t0 + t1),Rn) and x(t) satisﬁes (1.1) for t ∈ [t0, t0 + t1). We say x(t0, φ; t) is a solution of
(1.1) through (t0, φ) if there is a t1 > 0 such that x(t0, φ; t) is a solution of (1.1) on [t0 −1, t0 + t1) and
xt0 = φ. In this paper, we take the initial time t0 = 0, and denote a solution through (0, φ) by x(φ, t).
xt (t ∈ [0, t1)) is a trajectory of (1.1) in X . The solution operator Tε,λ(t, ) : X → X of (1.1) is deﬁned
by Tε,λ(t, φ) = xt , where x is the solution of (1.1) through (0, φ). We will need some properties of
Tε,λ(t, ) in the sequel.
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S1 =
{
φ ∈ X: ‖φ‖ ≡ sup
−1η0
∣∣φ(η)∣∣ 1}.
Suppose that there exist two positive constants C0 and C1 such that∣∣ f (φ(0),φ(−1),ωt, λ)∣∣ C0, ∀φ ∈ S1, t ∈ R, λ ∈ Λ,∣∣ f (x1, x′1,ωt, λ)− f (x2, x′2,ωt, λ)∣∣ C1(|x1 − x2| + ∣∣x′1 − x′2∣∣),
∀|xi | 1,
∣∣x′i∣∣ 1, t ∈ R, λ ∈ Λ, i = 1,2.
Letα′0 = 12 (1+‖B‖+C1)−2e−(‖A‖+C1) . Then there exists an ε′0 > 0, such that for every |ε| ε′0 , the inequality
C0
(
2+ ‖B‖ + C1|ε|
)|ε| 1
2
e−(‖A‖+C1|ε|)
holds, and for every φ ∈ Sα′0 = {φ ∈ X: ‖φ‖ α′0}, the solution of (1.1)with initial value x0 = φ is deﬁned for
t ∈ [−1,2]. Moreover, the solution operator Tε,λ(t, ) : Sα′0 → X is compact for t ∈ [1,2].
Proof. By [12, pp. 41–42], there is a unique solution x(t) of (1.1) through (0, φ) for φ ∈ Sα′0 for a
short period. We prove that x(t) can be deﬁned for t ∈ [0,2] because for −1 t  0, x(t) = φ(t). For
0 t  1, x(t) satisﬁes the integral equation
x(t) = φ(0) +
t∫
0
[
Ax(s) + Bφ(s − 1) + ε f (x(s),φ(s − 1),ωs, λ)]ds.
Hence,
∣∣x(t)∣∣ (1+ ‖B‖ + |ε|C1)‖φ‖ + |ε|C0 + t∫
0
(‖A‖ + |ε|C1)ds.
From Gronwall inequality, the above inequality implies that∣∣x(t)∣∣ [(1+ ‖B‖ + |ε|C1)‖φ‖ + |ε|C0]e(‖A‖+|ε|C1) ≡ C .
Thus, for all φ ∈ Sα′0 and 0 t  1,‖xt‖ C . Under the conditions of the lemma, C < 1 and we can
repeat the above process for 1 t  2, and get
∣∣x(t)∣∣ [(1+ ‖B‖ + |ε|C1)C + |ε|C0]e(‖A‖+|ε|C1)

[(
1+ ‖B‖ + |ε|C1
)2‖φ‖ + |ε|C0(2+ ‖B‖ + |ε|C1)]e(‖A‖+|ε|C1)
 1.
So, x(t) is deﬁned on the interval [−1,2]. 
The previous proof implies |ψ(η)| 1 for any ψ in Tε,λ(t)Sα′0 and Eq. (1.1) implies∣∣ψ˙(η)∣∣= ∣∣x˙(t + η)∣∣ ‖A‖ + ‖B‖ + |ε|C0
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with a uniform Lipschitz constant, and Tε,λ(t)Sα′0 is precompact.
Thus, we can deﬁne the time-1 map Tε,λ(1, ) : Sα′0 → X and the Fréchet derivative DTε,λ(1, φ)
of Tε,λ(1, φ) at the point φ for φ ∈ Sα′0 − ∂ Sα′0 ≡ S◦α′0 . Because Tε,λ(1, ) : Sα′0 → X is compact,
DTε,λ(1, φ) : X → X is also a compact linear operator [1, p. 97]. Hence, the spectrum σ of DTε,λ(1, φ)
is at most countable, is a compact subset of the complex plane with the only possible accumulation
point being zero and if γ = 0 is in σ , then γ is in the point spectrum Pσ of DTε,λ(1, φ) and it has
ﬁnite multiplicity [1, p. 16]. In particular, when ε = 0, i.e., T0,λ(1, φ) is the time-1 map of (1.2), and
is linear, the solution map T0,λ(1, φ) and its Fréchet derivative have the same expression
T0,λ(1, φ)(η) = eA(1+η)φ(0) +
1+η∫
0
eA(1+η−s)Bφ(s − 1)ds, ∀φ ∈ X, η ∈ [−1,0],
[(
DT0,λ(1, φ)
)
ψ
]
(η) = eA(1+η)ψ(0) +
1+η∫
0
eA(1+η−s)Bψ(s − 1)ds,
∀φ ∈ S◦α′0 , ψ ∈ X, η ∈ [−1,0].
It is easy to see that there is the following relation between the point spectrum of DT0,λ(1, φ) and
roots of characteristic equation (1.3):
Lemma 2.2.μ is a root of characteristic equation (1.3) if and only if γ = eμ is a point spectrum of DT0,λ(1, φ).
Moreover, the multiplicity of μ as a root of the characteristic equation is the same as the spectral multiplicity.
These roots of (1.3) lying in the right half-plane, on the imaginary axis and in the left half-plane
correspond to the point spectrum of DT0,λ(1, φ) lying outside, on and inside of the unit circle, re-
spectively. There is a decomposition of X
X = Xs0 ⊕ Xc0 ⊕ Xu0 ,
which is invariant under DT0,λ(1, φ). Xc0 and X
u
0 are spanned by the eigenspaces corresponding to
point spectrum subsets lying on and outside the unit circle respectively, and are ﬁnite-dimensional. In
fact, Xs0, X
c
0 and X
u
0 are the stable, center and unstable invariant subspaces of DT0,λ(1, φ), respectively.
We will use a new adapted norm instead of the original norm of the solution space.
Let Z be a Banach space and T be a bounded linear operator on Z . It is known that given any
δ > 0, there is a norm in Z equivalent to the original one and such that
‖T‖ ρ(T ) + δ,
where ρ(T ) = supz∈σ(T ) |z| is the spectrum radius of T . Such norm is called δ-adapted to T (see [4]).
It is easy to prove the following lemma by using a process similar to that of Proposition A.1 in [4].
The proof is omitted.
Lemma 2.3. Let Z be a Banach space, Z = Z1 ⊕ Z2 ⊕ Z3 be a decomposition into closed subspaces. Suppose
that Z1, Z2 and Z3 are invariant under the linear operator T , i.e.
T =
( T1 0 0
0 T2 0
)
0 0 T3
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in Z which is equivalent to the original one ‖  ‖1 such that
‖Ti‖ ρ(Ti) + δ, i = 1,2,3,∥∥T−1i ∥∥ ρ(T−1i )+ δ, i = 2,3.
Eq. (1.1) is a non-autonomous system. In order to work conveniently, we make it an autonomous
system by considering it as a system in X × Tr ,{
x˙(t) = Ax(t) + Bx(t − 1) + ε f (x(t), x(t − 1), θ, λ),
θ˙ = ω, (2.1)
with xt ∈ X , θ ∈ Tr .
Denote the time-1 map of (2.1) by Fε,λ(y), y ∈ X×Tr is the initial value. We also have that Fε,λ(y)
is compact on Sα′0 × Tr and can be expressed as
Fε,λ(y) =
(
Tε,λ(1, φ, θ0), θ0 +ω
)
in the skew space X × Tr , where y = (φ, θ0),φ ∈ Sα′0 , θ0 ∈ Tr, Tε,λ(1, φ, θ0) is the time-1 map of (1.1)
with θ0 +ωt replacing ωt through (0, φ), depending on θ0,
DFε,λ(y) =
(
DTε,λ(1, φ, θ0) Dθ0 Tε,λ(1, φ, θ0)
0 Id
)
.
For the unperturbed system of (2.1){
x˙(t) = Ax(t) + Bx(t − 1),
θ˙ = ω, (2.2)
the time-1 map and its Fréchet derivative are
F0,λ(y) =
(
T0,λ(1, φ), θ0 +ω
)
,
and
DF0,λ(y) = diag
(
DT0,λ(1, φ), Id
)
.
The spectrum of DF0,λ(y) is split into
σ
(
DF0,λ(y)
)= σs ∪ σc ∪ σu,
where σs = {μ ∈ σ(DF0,λ(y)): |μ| < 1}, σc = {μ ∈ σ(DF0,λ(y)): |μ| = 1}, σu = {μ ∈ σ(DF0,λ(y)):
|μ| > 1}, and σu only has ﬁnite eigenvalues including the multiplicities,
σc =
{
e±μ1
√−1, . . . , e±μd
√−1,1
}
,
where ±μ1
√−1, . . . ,±μd
√−1 are same as in (1.3), 1 is an eigenvalue of multiplicity r, σs is at most
countable including the multiplicities with the only possible accumulation point being zero. Hence,
we can ﬁnd positive numbers 0 < μ¯0,1, μ¯0,2 < 1 and μ¯0,3 > 1, δ0 > 0, such that δ0 < μ¯0,1, μ¯0,2,
μ¯0,3 − δ0 > 1, μ¯0,1μ¯0,3 < 1, μ¯0,2μ¯0,3 < 1 and
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{
z ∈ C: |z| < μ¯0,1 − δ0
}
, σu ⊂
{
z ∈ C: |z| > (μ¯0,2 − δ0)−1
}
,
σc =
{
z ∈ C: (μ¯0,3 − δ0)−1 < |z| < μ¯0,3 − δ0
}
.
Denote by Y the tangent space of X × Tr . Corresponding to the spectral splitting, the decomposition
of the space to the phase space at the tangent is
Y = Y s0 ⊕ Y c0 ⊕ Y u0 ≡
(
Xs0 × {0}
)⊕ (Xc0 × Rr)⊕ (Xu0 × {0}),
which is invariant under DF0,λ(y). Clearly, the above decomposition is independent of θ and λ. Y s0, Y
c
0
and Y u0 are the stable, center and unstable invariant subspaces of DF0,λ(y), respectively, and Y
c
0
and Y u0 are ﬁnite-dimensional. Let Π
s,c,u
0 be the corresponding spectral projections. Then Π
s,c,u
0 are
bounded linear operators. Furthermore, by Lemma 2.3, we can ﬁnd an adapted norm, which we still
denote by ‖  ‖, in the space X , which is equivalent to the original one (the constant factor is denoted
by β) such that
∥∥DF0,λ(y)|Y s0∥∥< μ¯0,1 − δ0/2≡ μ0,1, ∥∥DF0,λ(y)|Y c0∥∥< μ¯0,3 − δ0/2 ≡ μ0,3,∥∥[DF0,λ(y)|Y u0 ]−1∥∥< μ¯0,2 − δ0/2 ≡ μ0,2, ∥∥[DF0,λ(y)|Y c0]−1∥∥< μ0,3. (2.3)
In order to simplify the notations, we will use DF−10,λ(y)|Y u0 and DF−10,λ(y)|Y c0 instead of [DF0,λ(y)|Y u0 ]−1
and [DF0,λ(y)|Y c0 ]−1 or some similar notations. In the sequel, we will use the new norm instead of
original one.
Set
C1 j = sup
(φ,θ,λ)∈Sα′0×T
r×Λ
∥∥D j f (φ(0),φ(−1), θ, λ)∥∥, j = 1,2,3,
C14 = sup
(φ,θ,λ)∈Sα′0×T
r×Λ
∥∥∂λ f (φ(0),φ(−1), θ, λ)∥∥,
where D j f denotes the derivative of f with respect to jth variable, ∂λ ≡ ∂∂λ .
Using Gronwall inequality, similar to the proof of Lemma 2.1, it is easy to prove that there exists a
constant C > 0 depending on ‖A‖,C11,C12 such that for every φ ∈ Sα′0 ,∥∥Dθ0 Tε,λ(1, φ, θ0)∥∥ C |ε|.
Lemma 2.4. There is a constant C > 0, depending on ‖A‖,‖B‖, β and C1 j , such that for every y = (φ, θ0) ∈
X × Tr with φ ∈ Sα′0 ,∥∥DTε,λ(1, φ, θ0) − DT0,λ(1, φ, θ0)∥∥ C |ε|, g∥∥DFε,λ(y) − DF0,λ(y)∥∥ C |ε|,∥∥∂λTε,λ(1, φ, θ0)∥∥ C |ε|, ∥∥∂λFε,λ(y)∥∥ C |ε|, ∥∥DTε,λ(1, φ, θ0)∥∥ C .
Proof. Set
z1(t) =
[
DTε,λ(t, φ, θ0)ϕ
]
(0), z2(t) =
[
DT0,λ(t, φ, θ0)ϕ
]
(0), ϕ ∈ X .
Then, z1(t) and z2(t) are solutions of the equations
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(
x(t), x(t − 1),ωt + θ0, λ
)
z1(t)
+ εD2 f
(
x(t), x(t − 1),ωt + θ0, λ
)
z1(t − 1),
z˙2(t) = Az2(t) + Bz2(t − 1) (2.4)
for t  0, and zi(t) = ϕ(t) (i = 1,2) for −1  t  0, respectively, where x(t) is the solution of (1.1)
through (0, φ) with ωt + θ0 taking the place of ωt . For 0 t  1
∣∣z1(t) − z2(t)∣∣ t∫
0
(‖A‖ + |ε|C11)∣∣z1(s) − z2(s)∣∣ds + |ε|C11(‖B‖ + 1)e‖A‖‖ϕ‖ + |ε|C12‖ϕ‖
 |ε|C ′‖ϕ‖ +
t∫
0
(‖A‖ + |ε|C11)∣∣z1(s) − z2(s)∣∣ds,
by Gronwall inequality, which implies∥∥DTε,λ(1, φ, θ0)ϕ − DT0,λ(1, φ, θ0)ϕ∥∥ C |ε|‖ϕ‖.
Noting that
DFε,λ(y) − DF0,λ(y) =
(
DTε,λ(1, φ, θ0) − DT0,λ(1, φ, θ0) Dθ0 Tε,λ(1, φ, θ0)
0 0
)
,
we obtain the proof of the ﬁrst group of inequalities by applying ‖Dθ0 Tε,λ(1, φ, θ0)‖ C |ε|. The other
inequalities are proved in a similar way. 
3. Statement of results
The existence of quasi-periodic solutions for (1.1) is implied by the existence of embeddings Kε,λ :
T
r → X × Tr such that
Fε,λ ◦ Kε,λ = Kε,λ ◦ τω, (3.1)
where τω(θ) = θ +ω. We will prove the existence of such embeddings Kε,λ by using Newton method,
space decomposition, and KAM theory. So we need some convenient hypotheses.
Let Trc, X and Y be the complex extensions of the objects denoted by similar letters in Section 2,
T
r
c = Cr/Zr , Y = X × Cr . Let Π : Y → X be the projection.
We deﬁne the complex neighborhoods of Tr
Dρ =
{
z ∈ Cr/Zr: |z| ≡ sup
1ir
| Im zi | ρ
}
,
and a Banach space
Aρ,Λ =
{
K :Dρ × Λ → X × Trc, K ∈ C(Dρ × Λ), K real analytic in θ ∈ Dρ
}
with the norm
‖K‖ρ,Λ = sup
θ∈Dρ ,λ∈Λ
∥∥K (θ, λ)∥∥,
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Aαρ,Λ =
{
K ∈ Aρ,Λ: ‖ΠK‖ α
}
.
The ﬁrst assumption in this paper will be
(H1) Let α0,ρ0 be given positive constants. Suppose that f (φ(0),φ(−1), θ, λ) is real analytic with
respect to φ ∈ Bα0 ≡ {φ ∈ X: ‖φ‖ α0  α′0/β} and θ ∈ Dρ0 , and is continuously differentiable
in λ ∈ Λ0, where α′0 and β are same as in Section 2. For simplicity of the analysis, we suppose
that Λ0 ⊂ Rr is a connected and convex bounded closed set with positive Lebesgue measure.
The hypothesis (H1) implies that Fε,λ(y) is real analytic in y = (φ, θ) ∈ Bα0 × Dρ0 , and is contin-
uously differentiable in Λ0 (see [12]). Similar to Lemma 2.4, we also have
sup
(y,λ)∈Bα0×Dρ0×Λ0
|ε|ε′0
∥∥Di Fε,λ(y)∥∥ C, i = 0,1,2,3,
sup
(y,λ)∈Bα0×Dρ0×Λ0
|ε|ε′0
∥∥∂λFε,λ(y)∥∥ C,
where C depends on
Cij = sup
(φ,θ,λ)∈Bα0×Dρ0×Λ0
∥∥Dij f (φ(0),φ(−1), θ, λ)∥∥, j = 1,2,3, i = 0,1,2,3,
and
C14 = sup
(φ,θ,λ)∈Bα0×Dρ0×Λ0
∥∥∂λ f (φ(0),φ(−1), θ, λ)∥∥,
ε′0 is same as that in Lemma 2.1.
Remark. In this paper, C denotes a universal constant which value may be different in different places.
In order to use KAM theory, we introduce parameters to our problem. Of course, there are several
methods to parameterize the problem. One is that the frequency is parameterized: the frequency ω
is directly regarded as the parameter [19]; or introducing new parameter, the frequency ω depends
on the parameter [3,16,20,23,24,27,28]. Obviously, the former is a special case of the latter. Another is
that the frequency is ﬁxed, but some other properties of the function f depend on parameter [15]. In
all cases we need a “twist” condition that will be given by the non-degeneracy condition.
In this paper, we study the case that the frequency depends on the parameter λ. Certainly, one can
let the frequency be ﬁxed and the matrices A and B in (1.1) depend on the parameter λ, i.e., suppose
that μ′is in (1.4) depend on the parameter, it will be easier for estimating bounds of derivatives than
that in this paper.
Now we make explicit the assumptions in this paper.
(H2) (Non-degeneracy) Suppose that the frequency ω(λ) is continuously differentiable in λ ∈ Λ0 and
there are two positive constants c0 and c1 such that
inf
λ∈Λ
∣∣det(∂λω(λ))∣∣ c0
0
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sup
λ∈Λ0
∥∥ω(λ)∥∥ c1, sup
λ∈Λ0
∥∥∂λω(λ)∥∥ c1.
(H3) Suppose that the characteristic equation (1.3) has d pairs of purely imaginary different roots as
in (1.4). Moreover, without loss of generality, assume that
(H3.1) μi = 2kπ , μ j = μi + 2kπ , k ∈ Z, i = j, i, j = 1,2, . . . ,d.
Denote
P0 = diag(p0,1, p0,2, . . . , p0,2d)
with p0, j = eμ j
√−1, μd+ j = −μ j , j = 1,2, . . . ,d. By the hypothesis (H3), we have
p0 ≡ min
1i, j2d
i = j
{|p0,i − p0, j |, |p0,i − 1|}> 0.
Remark. The only content Assumption (H3.1) is that p0 > 0. This can be always adjusted by look-
ing for a t1 ∈ [1,2] such that for the time-t1 map T0,λ(t1, φ), the eigenvalues with unit modulus of
DT0,λ(t1, φ): p0, j = et1μ j
√−1, j = 1,2, . . . ,2d, satisfy p0 > 0. We may use the time-t1 map instead of
the time-1 map.
Theorem 3.1. If hypotheses (H1)–(H3) hold, then there is 0 < ε∗0  ε′0 such that for 0 < |ε| < ε∗0 , there exists
a subset Λε ⊂ Λ0 with
Meas(Λ0 − Λε) = O (ε),
and Kε ∈ Aα0ρ0/2,Λε , which is Lipschitz with respect to λ ∈ Λε , such that
Fε,λ ◦ Kε − Kε ◦ τω,λ = 0, (3.2)
and
‖Kε − K0‖ρ0/2,Λε = O (ε)
with (Id−Π)(Kε − K0) = 0, where K0(θ) = (0, θ), Id denotes the identity map. Furthermore, Kε is unique
up to a shift, more precisely, if K̂ε is such another solution in the neighborhood of Kε:
C |ε|−lσ−(2r+1)‖Kε − K̂ε‖ρ0/2,Λε < 1,
where σ = ρ0/4, l > 0, C is a constant depending on Cij , ci and p0 (in (H1)–(H3)) and given in the proof, then
there exist β(λ) and Λ̂ ⊂ Λ0 such that
K̂ε = Kε ◦ τβ(λ), λ ∈ Λ̂,
and Meas(Λ0 − Λ̂) → 0 (ε → 0).
As the Fε,λ and Kε are real analytic, Kε restricted to Tr ×Λε satisﬁes (3.1). Actually, Kε restricted
to Tr × Λε is real, similar to that in [27].
Similar to the proof of Theorem 9.2 in [9], it is easy to prove that for all t ∈ R,
F tε,λ ◦ Kε(θ, λ) = Kε(θ +ωt, λ), θ ∈ Tr, λ ∈ Λε, |ε| < ε∗0,
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r, λ) is invariant
by the ﬂow, which is quasi-periodic in t with frequency ω. Especially, Kε,1(ωt, λ) = ΠKε(ωt, λ) is a
quasi-periodic solution of (1.2) with frequency ω. Thus, we have the following result.
Theorem 3.2. If hypotheses (H1)–(H3) hold, then for most parameter λ and suﬃciently small |ε|, Eq. (1.1)
possesses a quasi-periodic solution with frequency ω. Denote by x(t) the quasi-periodic solution. Then∥∥x(t)∥∥ C |ε|,
and x(t) lies on an invariant r-torus.
Remark. The analyticity of the nonlinear term f can be replaced by suﬃcient smoothness by using
the approximation method [18]. Also, one can use the restriction to center manifolds.
If the frequency ω itself is regarded as the parameter, Theorem 3.2 shows that for most frequency
ω and suﬃciently smooth quasi-periodic perturbation with suﬃciently small |ε|, (1.1) has a quasi-
periodic solution.
We now give an outline of the proof of Theorem 3.1. The details are given in the next sections.
We are going to prove Theorem 3.1 by employing a rapidly converging iteration scheme. At step
m of the scheme, we start with an approximate solution Km of (3.2). To get a better approximate
solution, we consider the Newton equation
DFε,λ ◦ Km(θ, λ)Δm+1(θ, λ) − Δm+1(θ +ω,λ) = −Rm(θ, λ). (3.3)
For (3.3), it is only possible for us to look for an approximate solution. But we can ﬁnd out an its
approximate solution so that the next step error
Rm+1(θ, λ) = Fε,λ ◦ Km+1(θ, λ) − Km+1(θ +ω,λ)
on Km+1 = Km +Δm+1 is much smaller than Rm in a slightly smaller domain in θ and λ. For example
‖Rm+1‖ρm+1  C‖Rm‖4/3ρm .
Repetition of this process leads to a sequence approximate solutions of a sequence Newton equations,
and whose limit is the solution of (3.2).
The approximate solution of (3.3) is found by splitting the space into three invariant subspaces
under DFε,λ ◦ Km: stable, center and unstable spaces, and projecting (3.3) to corresponding subspaces
by taking advantage of the invariant splitting (we drop the index m to simplify notation),
[
DFε,λ ◦ K (θ, λ)
]s
Δs(θ, λ) − Δs(θ +ω,λ) = −Rs(θ, λ), (3.4)[
DFε,λ ◦ K (θ, λ)
]c
Δc(θ, λ) − Δc(θ +ω,λ) = −Rc(θ, λ), (3.5)[
DFε,λ ◦ K (θ, λ)
]u
Δu(θ, λ) − Δu(θ +ω,λ) = −Ru(θ, λ). (3.6)
For Eqs. (3.4) and (3.6) in stable and unstable spaces respectively, we can directly obtain exact so-
lutions. But, for Eq. (3.5) in the center space, we will seek an approximate solution by the KAM
techniques through three steps as there are small divisor problems. In the ﬁrst step, by changes of
basis in center space, the equation in Y can transformed to a vector function equation with a variable
coeﬃcient matrix. In the second step, we partially reduce the variable coeﬃcient matrix, i.e., it can
be represented by a diagonal matrix (independent of θ ) and an error matrix with higher order. In the
third step, substituting the representation of the coeﬃcient matrix into the ﬁrst step, and truncating
Fourier series expansion in a suitable way, we can obtain the approximate solution of (3.5). In the
832 X. Li, R. de la Llave / J. Differential Equations 247 (2009) 822–865latter two steps, in order to overcome the effect of the small divisor and ensure convergence, we use
the non-resonance conditions: the ﬁrst and second Melnikov conditions to remove a parameter set
which causes resonance.
4. Invariant decomposition and solutions in hyperbolic subspaces
In this section, we ﬁrst prove the existence of the invariant analytic decomposition corresponding
to the Newton equation (3.3) (dropping the index m), together with estimates. Then the projections
of the Newton equation (3.3) on the stable and unstable spaces are solved exactly, and the estimates
of solutions and their derivatives are also given. Sometimes, we omit the parameters λ and ε in
functions for simplicity when it does not cause confusion.
Lemma 4.1. Suppose that K ∈ Aα0ρ,Λ and
Y = Y˜ sλ,K (θ) ⊕ Y˜ cλ,K (θ) ⊕ Y˜ uλ,K (θ)
is a decomposition of Y , real analytic in θ ∈ Dρ and continuously differentiable in λ ∈ Λ. Let Π˜ s,c,uλ,K (θ) be the
corresponding projections. If
(i) the decomposition is approximately invariant under DFε,λ ◦ K (θ):
dist
(
DFε,λ ◦ K (θ)Y˜ s,c,uλ,K (θ), Y˜ s,c,uλ,K (θ+ω)
)
< δ,
where the distance among subspaces is the Hausdorff distance of their unit balls;
(ii) there exist 0< μ˜1 , μ˜2 < 1 and μ˜3 > 1 such that μ˜1μ˜3 < 1, μ˜2μ˜3 < 1 and
∥∥Π˜ sλ,K (θ)DFε,λ ◦ K (θ)∣∣Y˜ s
λ,K (θ)
∥∥
ρ,Λ
 μ˜1, (4.1)∥∥Π˜ cλ,K (θ)DFε,λ ◦ K (θ)∣∣Y˜ c
λ,K (θ)
∥∥
ρ,Λ
 μ˜3,
∥∥Π˜ cλ,K (θ)DF−1ε,λ ◦ K (θ)∣∣Y˜ c
λ,K (θ)
∥∥
ρ,Λ
 μ˜3, (4.2)∥∥Π˜uλ,K (θ)DF−1ε,λ ◦ K (θ)∣∣Y˜ u
λ,K (θ)
∥∥
ρ,Λ
 μ˜2, (4.3)
then there exists δ1 depending on ‖Π˜ s,c,uλ,K (θ)‖ρ,Λ , ‖DFε,λ ◦ K (θ)‖ρ,Λ and μ˜i (i = 1,2,3), such that if
0< δ < δ1 , there is a decomposition
Y = Y sλ,K (θ) ⊕ Y cλ,K (θ) ⊕ Y uλ,K (θ), (4.4)
which is real analytic in θ ∈ Dρ and continuously differentiable in λ ∈ Λ, and is invariant under DFε,λ ◦ K (θ).
Moreover, there exist C (which depends on the same quantities as δ1 does), 0< μ1,μ2 < 1,μ3 > 1 such that
μ1μ3 < 1,μ2μ3 < 1, for m 1,
∥∥DFε,λ ◦ K (θ + (m − 1)ω)× · · · × DFε,λ ◦ K (θ)|Y s
λ,K (θ)
∥∥
ρ,Λ
μm1 ,∥∥DF−1ε,λ ◦ K (θ − (m− 1)ω)× · · · × DF−1ε,λ ◦ K (θ)∣∣Y u
λ,K (θ)
∥∥
ρ,Λ
μm2 ,∥∥DFε,λ ◦ K (θ + (m − 1)ω)× · · · × DFε,λ ◦ K (θ)|Y c
λ,K (θ)
∥∥
ρ,Λ
μm3 ,∥∥DF−1ε,λ ◦ K (θ − (m− 1)ω)× · · · × DF−1ε,λ ◦ K (θ)∣∣Y c
λ,K (θ)
∥∥
ρ,Λ
μm3 ,
and
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where Π s,c,uλ,K (θ) are the projections corresponding to the decomposition (4.4).
Proof. The ideas in this proof follow the ones in [6–9] and [14]. Treatments close to the one here
appear in [13].
Step 1. Construction of the invariant subspaces.
We ﬁnd the stable subspace Y sλ,K (θ) by taking Y
s
λ,K (θ) as the graph of a linear map Q λ(θ) :
Y˜ sλ,K (θ) → Y˜ cλ,K (θ) ⊕ Y˜ uλ,K (θ) . We can write the linear operator DFε,λ ◦ K (θ) as a matrix with respect
to its approximate decomposition:
DFε,λ ◦ K (θ) =
( u11(θ) u12(θ) u13(θ)
u21(θ) u22(θ) u23(θ)
u31(θ) u32(θ) u33(θ)
)
.
From the conditions, it is easy to deduce
∥∥uij(θ)∥∥ρ,Λ  Cδ, i = j, i, j = 1,2,3,∥∥u11(θ)∥∥ρ,Λ  μ˜1, ∥∥u22(θ)∥∥ρ,Λ  μ˜3,∥∥u−122 (θ)∥∥ρ,Λ  μ˜3, ∥∥u−133 (θ)∥∥ρ,Λ  μ˜2, (4.5)
where C depends on ‖Π˜ s,c,uλ,K (θ)‖ρ,Λ .
Set Q λ(θ)v = (Q cλ(θ)v, Q uλ (θ)v) with v ∈ Y˜ sλ,K (θ), Q c,uλ (θ)v ∈ Y˜ c,uλ,K (θ) . The fact that the graph of
Q λ(θ) is invariant under DFε,λ ◦ K (θ) is equivalent to the following functional equation
u21(θ) + u22(θ)Q cλ(θ) + u23(θ)Q uλ (θ) = Q cλ(θ +ω)
(
u11(θ) + u12(θ)Q cλ(θ) + u13(θ)Q uλ (θ)
)
,
u31(θ) + u32(θ)Q cλ(θ) + u33(θ)Q uλ (θ) = Q uλ (θ +ω)
(
u11(θ) + u12(θ)Q cλ(θ) + u13(θ)Q uλ (θ)
)
,
it can be rewritten as {
Q uλ (θ) = u−133 (θ)
[
Q uλ (θ +ω)u11(θ) + O (δ)
]
,
Q cλ(θ) = u−122 (θ)
[
Q cλ(θ +ω)u11(θ) + O (δ)
]
,
(4.6)
where O (δ) is an expression whose norm can be bounded by δ.
Let Lγ be the ball of radius γ in the space of linear operators from Y˜ sλ,K (θ) → Y˜ cλ,K (θ) ⊕ Y˜ uλ,K (θ)
and Sγ be the space of sections Q λ(θ) (real analytic in θ and continuously differentiable in λ) from
Dρ × Λ to Lγ with the norm
‖Q λ‖ρ,Λ = sup
θ∈Dρ ,λ∈Λ
∥∥Q λ(θ)∥∥,
so Sγ is a Banach space. Let J : Sγ → Sγ be deﬁned by the right-hand side of (4.6). By (4.5) and
(4.6), if δ is small, J sends S1 into itself and is a contraction in S1. Hence, J has a unique ﬁxed
point Q ∗λ (θ) in S1 by the Banach contraction mapping principle, and by (4.6), it follows that∥∥Q ∗,c,uλ ∥∥  Cδ.ρ,Λ
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Y sλ,K (θ) =
{
v + Q ∗,cλ (θ)v + Q ∗,uλ (θ)v: v ∈ Y˜ sλ,K (θ)
}
= {v + Q ∗λ (θ)v: v ∈ Y˜ sλ,K (θ)}.
A similar process can be used to obtain the center and unstable subspaces and similar bounds. Corre-
sponding to (4.6), the maps in these cases are{
V sλ(θ) =
[
u11(θ −ω)V sλ(θ −ω) + O (δ)
]
u−122 (θ −ω),
V uλ (θ) = u−133 (θ)
[
V uλ (θ +ω)u22(θ) + O (δ)
]
for the center case, and{
Wsλ(θ) =
[
u11(θ −ω)Wsλ(θ −ω) + O (δ)
]
u−133 (θ −ω),
Wcλ(θ) =
[
u22(θ −ω)Wcλ(θ −ω) + O (δ)
]
u−133 (θ −ω)
for the unstable case. And ∥∥V ∗,s,uλ ∥∥ρ,Λ  Cδ, ∥∥W ∗,s,cλ ∥∥ρ,Λ  Cδ.
Step 2. Estimates.
For every y ∈ Y , y = ( y˜s, y˜c, y˜u) with y˜s,c,u ∈ Y˜ s,c,uλ,K (θ) ,
Π˜ sλ,K (θ) y =
(
y˜s,0,0
)
, Π˜ cλ,K (θ) y =
(
0, y˜c,0
)
, Π˜uλ,K (θ) y =
(
0,0, y˜u
)
.
Based on the construction of the stable, center and unstable subspaces of DFε,λ ◦ K (θ), we can set
Π sλ,K (θ) y =
(
ys, Q ∗,cλ (θ)y
s, Q ∗,uλ (θ)y
s), ys ∈ Y˜ sλ,K (θ),
Π cλ,K (θ) y =
(
V ∗,sλ (θ)y
c, yc, V ∗,uλ (θ)y
c), yc ∈ Y˜ cλ,K (θ),
Πuλ,K (θ) y =
(
W ∗,sλ (θ)y
u,W ∗,cλ (θ)y
u, yu
)
, yu ∈ Y˜ uλ,K (θ).
Then we have ⎧⎨⎩
y˜s = ys + V ∗,sλ (θ)yc + W ∗,sλ (θ)yu,
y˜c = Q ∗,cλ (θ)ys + yc + W ∗,cλ (θ)yu,
y˜u = Q ∗,uλ (θ)ys + V ∗,uλ (θ)yc + yu,
or equivalently,
( ys
yc
yu
)
=
⎛⎝ Id V ∗,sλ (θ) W ∗,sλ (θ)Q ∗,cλ (θ) Id W ∗,cλ (θ)
Q ∗,uλ (θ) V
∗,u
λ (θ) Id
⎞⎠−1( y˜sy˜c
y˜u
)
≡ J−1
( y˜s
y˜c
y˜u
)
.
When δ is small, the linear operator J is invertible and O (δ)-close to the identity operator. By the
Neumann series, we get
J−1 =
( Id h12(θ) h13(θ)
h21(θ) Id h23(θ)
)
h31(θ) h32(θ) Id
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∥∥hij(θ)∥∥ρ,Λ  Cδ, i = j, i, j = 1,2,3. (4.7)
Hence,
((
Π sλ,K (θ) − Π˜ sλ,K (θ)
)
y
)T = (ys − y˜s, Q ∗,cλ (θ)ys, Q ∗,uλ (θ)ys)T
=
⎛⎝ 0 h12(θ) h13(θ)Q ∗,cλ (θ) Q ∗,cλ (θ)h12(θ) Q ∗,cλ (θ)h13(θ)
Q ∗,uλ (θ) Q
∗,u
λ (θ)h12(θ) Q
∗,u
λ (θ)h13(θ)
⎞⎠( y˜sy˜c
y˜u
)
, (4.8)
which implies
∥∥Π sλ,K (θ) − Π˜ sλ,K (θ)∥∥ρ,Λ  Cδ,
where ‘T ’ represents the transposition of a vector ‘’.
Similarly, the estimates for the other projections can be obtained. The proof of the existence of μi
(i = 1,2,3) and their estimates is similar to that in [8] and [9], and is omitted. From the above con-
structions of stable, center and unstable subspaces, it implies that the decomposition is real analytic
in θ and continuously differentiable in λ. 
Now, we give the estimates of derivatives of Q ∗λ , V ∗λ , W ∗λ etc. with respect to the parameter λ.
Lemma 4.2. Under the conditions of Lemma 4.1, furthermore, assume that for α  δ,
∥∥∂λ(Π˜ iλ,K DFε,λ ◦ K Π˜ iˆλ,K )∥∥ρ,Λ  α, i = iˆ, i, iˆ = s, c,u.
Then, for 0 < ρ ′ < ρ , there is a constant C , depending on ‖∂λΠ˜ s,c,uλ,K (θ)‖ρ,Λ besides the same quantities as δ1
does in Lemma 4.1, such that
∥∥∂λQ ∗,c,uλ ∥∥ρ−ρ ′,Λ  C(1+ 1ρ ′
)
α,
∥∥∂λQ ∗λ∥∥ρ−ρ ′,Λ  C(1+ 1ρ ′
)
α,
∥∥∂λV ∗,s,uλ ∥∥ρ−ρ ′,Λ  C(1+ 1ρ ′
)
α,
∥∥∂λV ∗λ∥∥ρ−ρ ′,Λ  C(1+ 1ρ ′
)
α,
∥∥∂λW ∗,s,cλ ∥∥ρ−ρ ′,Λ  C(1+ 1ρ ′
)
α,
∥∥∂λW ∗λ∥∥ρ−ρ ′,Λ  C(1+ 1ρ ′
)
α,
∥∥∂λ(Π s,c,uλ,K − Π˜ s,c,uλ,K )∥∥ρ−ρ ′,Λ  C(1+ 1ρ ′
)
α.
Proof. From the assumption of Lemma 4.2, we have
∥∥∂λuij(θ)∥∥ρ,Λ  Cα, i = j, i, j = 1,2,3.
By (4.6), we obtain
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∗,u
λ (θ) = u−133 (θ)
[
∂λQ
∗,u
λ (θ +ω)u11(θ) + Dθ Q ∗,uλ (θ +ω)∂λωu11(θ) + O (α)
]
− u−133 (θ)∂λu33(θ)Q ∗,uλ (θ),
∂λQ
∗,c
λ (θ) = u−122 (θ)
[
∂λQ
∗,c
λ (θ +ω)u11(θ) + Dθ Q ∗,cλ (θ +ω)∂λωu11(θ) + O (α)
]
− u−122 (θ)∂λu22(θ)Q ∗,cλ (θ). (4.9)
As Q ∗,uλ (θ) and Q
∗,c
λ (θ) are analytic in θ , by Cauchy inequality, (H1) and the proof of Lemma 4.1, it
follows that
∥∥Dθ Q ∗,uλ ∥∥ρ−ρ ′,Λ  Cρ ′ δ, ∥∥Dθ Q ∗,cλ ∥∥ρ−ρ ′,Λ  Cρ ′ δ,
‖∂λu33‖ρ,Λ  C, ‖∂λu22‖ρ,Λ  C .
So, we can obtain the estimates of ∂λQ
∗,c,u
λ from (4.9). Similarly, we may derive the estimates of
∂λV
∗,s,u
λ and ∂λW
∗,s,c
λ .
Since
∂λ J
−1 = − J−1(∂λ J ) J−1
and
∂λ J =
⎛⎝ ∂λV ∗,sλ ∂λW ∗,sλ∂λQ ∗,cλ 0 ∂λW ∗,cλ
∂λQ
∗,u
λ ∂λV
∗,u
λ 0
⎞⎠ ,
noting that the results are just obtained and (4.7), we get
‖∂λhij‖ρ−ρ ′,Λ  C
(
1+ 1
ρ ′
)
α, i = j, i, j = 1,2,3,
which with (4.8) implies that
∥∥∂λ(Π sλ,K − Π˜ sλ,K )∥∥ρ−ρ ′,Λ  C(1+ 1ρ ′
)
α.
Similarly, we have
∥∥∂λ(Π c,uλ,K − Π˜ c,uλ,K )∥∥ρ−ρ ′,Λ  C(1+ 1ρ ′
)
α. 
Assume that there is an approximate solution K ∈ Aα0ρ,Λ of (3.2) which is continuously differen-
tiable in λ ∈ Λ, with error
R(θ, λ) = Fε,λ ◦ K (θ, λ) − K (θ +ω,λ). (4.10)
We want to get Δ(θ,λ) so that K + Δ solves Eq. (3.2) with a much higher accuracy but possibly in a
slightly smaller domain in θ and λ. This leads to considering the following Newton equation
DFε,λ ◦ K (θ, λ)Δ(θ,λ) − Δ(θ +ω,λ) = −R(θ, λ). (4.11)
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Y = Y sλ,K (θ,λ) ⊕ Y cλ,K (θ,λ) ⊕ Y uλ,K (θ,λ)
under DFε,λ ◦ K (θ, λ) which is real analytic in θ and continuously differentiable in λ just as in
Lemma 4.1 (we will prove it in Section 6). (4.11) is equivalent to
[
DFε,λ ◦ K (θ, λ)
]s
Δs(θ, λ) − Δs(θ +ω,λ) = −Rs(θ, λ), (4.12)[
DFε,λ ◦ K (θ, λ)
]c
Δc(θ, λ) − Δc(θ +ω,λ) = −Rc(θ, λ), (4.13)[
DFε,λ ◦ K (θ, λ)
]u
Δu(θ, λ) − Δu(θ +ω,λ) = −Ru(θ, λ), (4.14)
where
[
DFε,λ ◦ K (θ, λ)
]s,c,u = DFε,λ ◦ K (θ, λ)Π s,c,uλ,K (θ),
Δs,c,u(θ, λ) ∈ Y s,c,u
λ,K (θ,λ), R
s,c,u(θ, λ) ∈ Y s,c,u
λ,K (θ+ω,λ).
The analyticity and smoothness of the splitting implies the analyticity and smooth dependence of
these projections in θ and λ, respectively.
Eq. (4.13) is in the center subspace, we will use KAM theory to solve it. (4.12) and (4.14) are in the
hyperbolic subspaces of DFε,λ ◦ K (θ, λ) and can be solved directly without small divisors at all.
We can obtain the following estimates of Rs,c,u from their deﬁnition immediately.
Lemma 4.3. Suppose that there is a constant C0 such that for 0< ρ ′ < ρ ,∥∥Π s,c,uλ,K ∥∥ρ,Λ  C0, ∥∥∂λΠ s,c,uλ,K ∥∥ρ−ρ ′,Λ  C0.
Then ∥∥Rs,c,u∥∥
ρ,Λ
 C0‖R‖ρ,Λ,
∥∥∂λRs,c,u∥∥ρ−ρ ′,Λ  C(‖R‖ρ,Λ + ‖∂λR‖ρ,Λ).
Lemma 4.4. Under the conditions of Lemma 4.3, (4.12) (resp. (4.14)) has a unique real analytic solution
Δs(, λ) : Dρ → Y sλ,K (,λ) (resp. Δu(, λ) : Dρ → Y uλ,K (,λ)) which is continuously differentiable in λ ∈ Λ.
Furthermore, there exists a constant C depending on the hyperbolic constant μ1 (resp. μ2) and ‖Π sλ,K ‖ρ,Λ
(resp. ‖Πuλ,K ‖ρ,Λ) such that for 0< ρ ′ < ρ ,∥∥Δs,u∥∥
ρ,Λ
 C‖R‖ρ,Λ,∥∥∂λΔs,u∥∥ρ−ρ ′,Λ  C(‖R‖ρ,Λ + 1ρ ′ ‖R‖ρ,Λ + ‖∂λR‖ρ,Λ
)
, (4.15)
where in the estimate of ‖∂λΔs,u‖ρ−ρ ′,Λ , the constant C also depends on ‖∂λK‖ρ−ρ ′,Λ and ‖∂λΠ s,uλ,K ‖ρ−ρ ′,Λ .
Proof. Using (4.12), we have
Δs(θ, λ) = DFε,λ
(
K (θ −ω,λ))Δs(θ −ω,λ) + Rs(θ −ω,λ)
=
∞∑
DFε,λ
(
K (θ −ω,λ))× · · · × DFε,λ(K (θ −mω,λ))Rs(θ − (m + 1)ω,λ)+ Rs(θ −ω,λ).m=1
838 X. Li, R. de la Llave / J. Differential Equations 247 (2009) 822–865By Lemma 4.1, this series converges uniformly, and
∥∥Δs∥∥
ρ,Λ
 C ′‖R‖ρ,Λ
∞∑
m=1
μm1  C‖R‖ρ,Λ,
as μ1 < 1.
Because (4.14) can be written as
Δu(θ, λ) = [DFε,λ(K (θ, λ))∣∣Y uλ,K ]−1(Δu(θ +ω,λ) − Ru(θ, λ)),
we obtain the proof of the unstable case by using a similar process.
For the estimates of derivatives, obviously, Δs(θ, λ) and Δu(θ, λ) are real analytic in θ ∈ Dρ and
continuously differentiable in λ ∈ Λ. From (4.12), we deduce that
−∂λRs(θ, λ) =
[
∂λ(DFε,λ) ◦ K (θ, λ)Π sλ,K (θ) + D2Fε,λ ◦ K (θ, λ)∂λK (θ, λ)Π sλ,K (θ)
+ DFε,λ ◦ K (θ, λ)∂λΠ sλ,K (θ)
]
Δs(θ, λ)
+ DFε,λ ◦ K (θ, λ)Π sλ,K (θ)∂λΔs(θ, λ)
− ∂λΔs(θ +ω,λ) − DθΔs(θ +ω,λ)∂λω.
So we have
∂λΔ
s(θ, λ) = DFε,λ ◦ K (θ −ω,λ)Π sλ,K (θ−ω)∂λΔs(θ −ω,λ) + q(θ −ω,λ), (4.16)
where
q(θ, λ) = [∂λ(DFε,λ) ◦ K (θ, λ)Π sλ,K (θ) + D2Fε,λ ◦ K (θ, λ)∂λK (θ, λ)Π sλ,K (θ)
+ DFε,λ ◦ K (θ, λ)∂λΠ sλ,K (θ)
]
Δs(θ, λ) + ∂λRs(θ, λ) − DθΔs(θ +ω,λ)∂λω.
By the hypotheses (H1), (H2), Lemma 4.3, (4.15) and Cauchy inequality, it follows that
‖q‖ρ−ρ ′,Λ  C
∥∥Δs∥∥
ρ−ρ ′,Λ +
∥∥∂λRs∥∥ρ−ρ ′,Λ + Cρ ′ ∥∥Δs∥∥ρ,Λ
 C
[(
1+ 1
ρ ′
)
‖R‖ρ,Λ + ‖∂λR‖ρ,Λ
]
.
Hence, we derive from (4.16) and Lemma 4.1 that
∥∥∂λΔs∥∥ρ−ρ ′,Λ  C‖q‖ρ−ρ ′,Λ
 C
((
1+ 1
ρ ′
)
‖R‖ρ,Λ + ‖∂λR‖ρ,Λ
)
.
Similarly, we can also obtain
∥∥∂λΔu∥∥ρ−ρ ′,Λ  C((1+ 1ρ ′
)
‖R‖ρ,Λ + ‖∂λR‖ρ,Λ
)
. 
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Recall that Π : Y → X is the projection. In the proof of Theorem 3.1, we will take K (θ) =
(K1(θ), K2(θ)) ∈ Y with (Id−Π)K = K2 = θ such that R(θ) = (R1(θ), R2(θ)) ∈ Y with (Id−Π)R =
R2 ≡ 0 by the deﬁnition of Fε,λ . Noting that
DFε,λ(y) =
(
DTε,λ(1, φ, θ0) Dθ0 Tε,λ(1, φ, θ0)
0 Id
)
in the skew space X ×Cr , where y = (φ, θ0),φ ∈ Bα0 , θ0 ∈ Dρ , if Y = Y sλ,K (θ) ⊕ Y cλ,K (θ) ⊕ Y uλ,K (θ) is the
invariant decomposition under DFε,λ ◦ K as in Lemma 4.1, then
Y sλ,K (θ) = Xsλ,K (θ) × {0}, Y cλ,K (θ) = Xcλ,K (θ) × Cr, Y uλ,K (θ) = Xuλ,K (θ) × {0},
where Xs,c,uλ,K (θ) = ΠY s,c,uλ,K (θ) . Obviously,
X = Xsλ,K (θ) ⊕ Xcλ,K (θ) ⊕ Xuλ,K (θ)
is an invariant decomposition under DTε,λ(1, K1, θ) and is real analytic in θ ∈ Dρ and continuously
differentiable in λ ∈ Λ as that does for DFε,λ ◦ K in Lemma 4.1.
In the case where (Id−Π)K = θ , the solutions Δs and Δu solved in Section 4 satisfy
(Id−Π)Δs,u = 0. (5.1)
And, ﬁnding a Δc = (Δc1,Δc2) ∈ Y cλ,K (θ) such that (4.13) holds is equivalent to looking for Δc1 such that
Δc = (Δc1,0) ∈ Y cλ,K (θ) and (4.13) holds because (Id−Π)Rc = 0. Therefore, (4.13) can be written as
DTε,λ
(
1, K1(θ, λ), θ
)
Δc1(θ, λ) − Δc1(θ +ω,λ) = −Rc1(θ, λ), (5.2)
where Rc1 is the component of R
c in X . In order to shorten the notation, we will write DTε,λ ◦ K (θ, λ)
instead of DTε,λ(1, K1(θ, λ), θ) with K (θ, λ) = (K1(θ, λ), θ) and still denote Rc1(θ, λ) by Rc(θ, λ) be-
cause the component of Rc in Cr is zero. Conversely, when we regard an element in X as an element
in Y in the sequel, we take zero as the component in Cr . We write Eq. (5.2) as
DTε,λ ◦ K (θ, λ)Δc(θ, λ) − Δc(θ +ω,λ) = −Rc(θ, λ), (5.3)
where
Δc(θ, λ) ∈ Xcλ,K (θ,λ), Rc(θ, λ) ∈ Xcλ,K (θ+ω,λ).
From Lemma 4.1, the invariant decomposition under DTε,λ ◦ K (θ, λ) is obtained by linear operators
and the approximate invariant decomposition. In fact, the approximate invariant just is the invariant
decomposition in the last step. Thus, in each step, the invariant decomposition of DTε,λ ◦ K are the
images of linear operators mapping the invariant decomposition under DTε,λ ◦ K0 with ε = 0 and
K0 = (0, θ). We only need to consider the center subspaces. When ε = 0, DT0,λ is independent of λ
and θ . Denote the invariant decomposition under DT0,λ by
X = Xs0 ⊕ Xc0 ⊕ Xu0 .
Then Xu0 is the generalized eigenspace of all eigenvalues of DT0,λ outside the unit circle in the com-
plex plane and is ﬁnite-dimensional, Xc0 is the eigenspace of all eigenvalues of DT0,λ on the unit
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continuously differentiable in λ because of independence from λ and θ .
Suppose that {φ1, . . . , φ2d} is a basis of Xc0 with ‖φ j‖ = 1 (of course, ‖φ j‖ρ,Λ = ‖φ j‖ = 1) and
DT0,λφ j = eμ j
√−1φ j, j = 1,2, . . . ,2d,
by the hypothesis (H3) and Lemma 2.2.
Now, we come back to solving (5.3).
(H4) Assume that there is a real analytic linear operator Vλ,K : Xc0 → X and a constant C0 such that
Xcλ,K =
{
φ + Vλ,Kφ: φ ∈ Xc0
}
and
‖ Id+Vλ,K ‖ρ,Λ  C0,
∥∥(Id+Vλ,K )−1∥∥ρ,Λ  C0,∥∥∂λ(Id+Vλ,K )∥∥ρ−σ ,Λ  C0,
where 0< σ < ρ .
Under the hypothesis (H4), {ϕ j,K ≡ φ j + Vλ,Kφ j, j = 1,2, . . . ,2d} is a basis of Xcλ,K , and
(Id+Vλ,K (θ+ω,λ))−1DTε,λ ◦ K (θ, λ)(Id+Vλ,K (θ,λ)) : Xc0 → Xc0
is a linear operator, so we can have the following expressions
(Id+Vλ,K (θ+ω,λ))−1DTε,λ ◦ K (θ, λ)(Id+Vλ,K (θ,λ))φl =
2d∑
j=1
tlj(θ, λ)φ j, l = 1,2, . . . ,2d,
Δc(θ, λ) =
2d∑
j=1
δ j(θ, λ)ϕ j,K (θ,λ), R
c(θ, λ) =
2d∑
j=1
r j(θ, λ)ϕ j,K (θ+ω,λ). (5.4)
Substituting (5.3), we obtain
L(θ, λ)Δd(θ, λ) − Δd(θ +ω,λ) = −Rd(θ, λ), (5.5)
where
L(θ, λ) ≡ LK (θ, λ) =
(
ti j(θ, λ)
)
2d×2d, Δ
d(θ, λ) = (δ1(θ, λ), . . . , δ2d(θ, λ))T ,
Rd(θ, λ) = (r1(θ, λ), . . . , r2d(θ, λ))T ,
and ti j, δ j and r j are real analytic in θ and continuously differentiable in λ. We can obtain the solution
Δc of (5.3) by solving Δd in (5.5).
Deﬁne a Banach space
A˜ρ,Λ =
{
g :Dρ × Λ → C2d, g ∈ C(Dρ × Λ), g real analytic in θ ∈ Dρ
}
X. Li, R. de la Llave / J. Differential Equations 247 (2009) 822–865 841with the norm
‖g‖ρ,Λ = sup
(θ,λ)∈Dρ×Λ
∣∣g(θ, λ)∣∣.
Under the hypothesis (H4), it is easy to see that
c
∥∥Δc∥∥
ρ,Λ

∥∥Δd∥∥
ρ,Λ
 C
∥∥Δc∥∥
ρ,Λ
,
c
∥∥Rc∥∥
ρ,Λ

∥∥Rd∥∥
ρ,Λ
 C
∥∥Rc∥∥
ρ,Λ
,
and
‖LK ‖ρ,Λ  C‖DTε,λ ◦ K‖ρ,Λ,
where c and C are positive constants depending on ‖ Id+Vλ,K ‖ρ,Λ,‖(Id+Vλ,K )−1‖ρ,Λ and the di-
mension 2d. By Cauchy inequality, we also have
∥∥∂λRd∥∥ρ−σ ,Λ  C((1+ 1σ
)∥∥Rc∥∥
ρ−σ ,Λ +
∥∥∂λRc∥∥ρ−σ ,Λ), (5.6)
where C also depends on ‖∂λ(Id+Vλ,K )‖ρ−σ ,Λ .
Lemma 5.1. Suppose that Vλ,K1 and Vλ,K2 satisfy the hypothesis (H4), and the corresponding matrices are
LK1 (θ, λ) and LK2 (θ, λ) in (5.4). Then
‖LK1 − LK2‖ρ,Λ  C
(‖K1 − K2‖ρ,Λ + ‖Vλ,K1 − Vλ,K2‖ρ,Λ), (5.7)
where C depends on ‖ Id+Vλ,Ki‖ρ,Λ,‖(Id+Vλ,Ki )−1‖ρ,Λ (i = 1,2) and those constants in (H1).
Proof. From the deﬁnitions of LK1 (θ, λ) and LK2 (θ, λ), and the hypothesis (H1), we obtain
‖LKi‖ρ,Λ  C ′‖DTε,λ ◦ Ki‖ρ,Λ  C,
and
DTε,λ ◦ Ki(θ, λ)(Id+Vλ,Ki(θ,λ)) = (Id+Vλ,Ki(θ+ω,λ))LKi (θ, λ), i = 1,2.
We have
(Id+Vλ,K1(θ+ω,λ))
(
LK1 (θ, λ) − LK2 (θ, λ)
)= (DTε,λ ◦ K1(θ, λ) − DTε,λ ◦ K2(θ, λ))(Id+Vλ,K1(θ,λ))
+ DTε,λ ◦ K2(θ, λ)(Vλ,K1(θ,λ) − Vλ,K2(θ,λ))
+ (Vλ,K2(θ+ω,λ) − Vλ,K1(θ+ω,λ))LK2 (θ, λ), (5.8)
which implies the conclusion of the lemma. 
We introduce a truncation operator for Fourier series expansion. For any analytic function f (θ)
with Fourier series expansion
f (θ) =
∑
r
fˆ (k)e2π(k,θ)
√−1, θ ∈ Dρ,k∈Z
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Γk∗ f =
∑
|k|k∗
fˆ (k)e2π(k,θ)
√−1.
The Fourier coeﬃcients satisfy ∣∣ fˆ (k)∣∣ ‖ f ‖ρe−2π |k|ρ.
Lemma 5.2. Suppose that the matrix L(θ, λ) can be expressed as
L(θ, λ) = P (λ) + Q (θ, λ),
where L, P and Q are real analytic in θ ∈ Dρ and continuously differentiable in λ ∈ Λ, and P (λ) =
diag(p1(λ), . . . , p2d(λ)) is independent of θ with different diagonal elements, satisfying the second Melnikov
condition∣∣pi(λ) − p j(λ)e2π(k,ω)√−1∣∣−1  κ |k|ν, k ∈ Zr − {0}, |k| k∗, λ ∈ Λ, i, j = 1, . . . ,2d,
with κ > 0, ν  r, |k| = |k1| + · · · + |kr |, k = (k1, . . . ,kr) and k∗ is a positive integer.
Then for 0< σ < ρ and suﬃciently small ‖Q ‖ρ,Λ , there are two matrices W (θ, λ) and N(λ), real analytic
in θ ∈ Dρ−σ and continuously differentiable in λ ∈ Λ, and N(λ) is diagonal and independent of θ , such that
(
I + W (θ +ω,λ))−1L(θ, λ)(I + W (θ, λ))= P (λ) + N(λ) + Q (θ, λ),
where I is the identity matrix, with the estimates
‖N‖Λ  C‖Q ‖ρ,Λ,
‖W ‖ρ−σ ,Λ  C
(
κσ−(ν+r) + 1
p
)
‖Q ‖ρ,Λ,
‖Q ‖ρ−σ ,Λ  C
(
κσ−(ν+r) + 1
p
)
‖Q ‖2ρ,Λ + C‖Q ‖ρ,Λσ−re−2πσk
∗
,
where p = min1i< j2d infλ∈Λ¯ |pi(λ)− p j(λ)|,C is a constant depending on ν and the dimensions 2d and r.
Proof. We use the following Newton equation with a truncation to solve for the matrices W and N ,
P (λ)W (θ, λ) = W (θ +ω,λ)P (λ) + N(λ) − Γk∗ Q (θ, λ). (5.9)
Set
W (θ, λ) = (wij(θ, λ))2d×2d, Q (θ, λ) = (qij(θ, λ))2d×2d,
N(λ) = diag(n1(λ), . . . ,n2d(λ)).
(5.9) can be decomposed into
pi(λ)wij(θ, λ) − p j(λ)wij(θ +ω,λ) = nij(λ) − Γk∗qij(θ, λ), (5.10)
where nii = ni , nij = 0 for j = i, i, j = 1,2, . . . ,2d.
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wij(θ, λ) =
∑
k∈Zr , |k|k∗
ŵi j(k, λ)e
2π(k,θ)
√−1,
Γk∗qij(θ, λ) =
∑
k∈Zr , |k|k∗
q̂i j(k, λ)e
2π(k,θ)
√−1,
Eq. (5.10) implies that
ni(λ) = q̂ii(0, λ), ŵii(0, λ) = 0, ŵi j(0, λ) = −q̂i j(0, λ)(pi − p j)−1 (i = j),
ŵi j(k, λ) = −q̂i j(k, λ)
(
pi − p je2π(k,ω)
√−1)−1 for k = 0. (5.11)
Recalling the second Melnikov condition, it follows (see [15,21]) the proof of the ﬁrst and second
inequalities in the lemma. As for 0< σ < ρ ,
∥∥(Id−Γk∗ )Q ∥∥ρ−σ ,Λ  ∑
|k|>k∗
∥∥Q̂ (k)∥∥
Λ
e−2π |k|σ
 ‖Q ‖ρ,Λ
∑
|k|>k∗
e−2π |k|σ
 C‖Q ‖ρ,Λσ−re−2πσk∗ .
In the same way, we obtain∥∥∂λ(Id−Γk∗ )Q ∥∥ρ−σ ,Λ  C‖∂λQ ‖ρ,Λσ−re−2πσk∗ . (5.12)
When ‖Q ‖ρ,Λ is suﬃciently small, (I + W ) is invertible, and
Q (θ, λ) = (I + W (θ +ω,λ))−1L(θ, λ)(I + W (θ, λ))− P (λ) − N(λ)
= (I + W (θ +ω,λ))−1[Q (θ, λ)W (θ, λ)
− W (θ +ω,λ)N(λ) + (Id−Γk∗ )Q (θ, λ)
]
, (5.13)
which implies the estimate
‖Q ‖ρ−σ ,Λ  C
(
κσ−(ν+r) + 1
p
)
‖Q ‖2ρ,Λ + C‖Q ‖ρ,Λσ−re−2πσk
∗
. 
Lemma 5.3. Under the conditions of Lemma 5.2, for 0 < σ ′ < ρ − σ and suﬃciently small ‖∂λQ ‖ρ−σ ,Λ , we
have the following estimates on the derivatives with respect to the parameter
‖∂λN‖Λ  C‖∂λQ ‖ρ−σ ,Λ,
‖∂λW ‖ρ−σ−σ ′,Λ  C
(
κσ ′−(ν+r) + 1
p
)
‖∂λQ ‖ρ−σ ,Λ + C
(
κ2σ ′−(2ν+1+r) + 1
p2
)
‖Q ‖ρ,Λ,
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(
κ2σ ′−(2ν+1+r) + κσ ′−(ν+1+r) + 1
pσ ′
+ 1
p2
)
‖Q ‖2ρ,Λ
+ C
(
κσ ′−(ν+r) + 1
p
)
‖Q ‖ρ,Λ‖∂λQ ‖ρ−σ ,Λ
+ Cσ ′−r e−2πσ ′k∗‖∂λQ ‖ρ−σ ,Λ,
where C is a constant depending on ν , the dimensions 2d and r, and ‖∂λP‖Λ .
Proof. By (5.11) and the second Melnikov condition, it follows that
‖∂λW ‖ρ−σ−σ ′,Λ  Cκ‖∂λQ ‖ρ−σ ,Λ
∑
k∈Zr
|k|νe−2π |k|σ ′ + C
p
‖∂λQ ‖ρ−σ ,Λ
+ Cκ2‖Q ‖ρ,Λ
∑
k∈Zr
|k|2ν+1e−2π |k|σ ′ + C
p2
‖Q ‖ρ,Λ
 C
(
κσ ′−(ν+r) + 1
p
)
‖∂λQ ‖ρ−σ ,Λ
+ C
(
κ2σ ′−(2ν+1+r) + 1
p2
)
‖Q ‖ρ,Λ.
(5.13) can be transformed into
(
I + W (θ +ω,λ))Q (θ, λ) = Q (θ, λ)W (θ, λ) − W (θ +ω,λ)N(λ)
+ (Id−Γk∗ )Q (θ, λ).
Differentiating both left and right sides of above equation with respect to the parameter λ, noting
Lemma 5.2, (5.12) and the estimate of ‖∂λW ‖ρ−σ−σ ′,Λ , and using Cauchy inequality, we can obtain
‖∂λQ ‖ρ−σ−σ ′,Λ  C‖Q ‖ρ,Λ‖∂λW ‖ρ−σ−σ ′,Λ +
∥∥∂λ[(Id−Γk∗ )Q (θ, λ)]∥∥ρ−σ−σ ′,Λ
+ C
(
‖∂λW ‖ρ−σ−σ ′,Λ + 1
σ ′
‖W ‖ρ−σ ,Λ
)(‖Q ‖ρ−σ ,Λ + ‖Q ‖ρ−σ ,Λ)
 C
(
κσ ′−(ν+r) + 1
p
)
‖Q ‖ρ,Λ‖∂λQ ‖ρ−σ ,Λ
+ C
(
κ2σ ′−(2ν+1+r) + 1
p2
)
‖Q ‖2ρ,Λ
+ C
σ ′
(
κσ ′−(ν+r) + 1
p
)
‖Q ‖2ρ,Λ
+ Cσ ′−r e−2πσ ′k∗‖∂λQ ‖ρ−σ ,Λ. 
(H5) Suppose that there is an invertible matrix M(θ, λ) which is real analytic in θ ∈ Dρ−σ and con-
tinuously differentiable in λ ∈ Λ in such a way that
M−1(θ +ω,λ)L(θ, λ)M(θ, λ) = P (λ) + Q (θ, λ),
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‖M‖ρ−σ ,Λ  C0,
∥∥M−1∥∥
ρ−σ ,Λ  C0, ‖∂λM‖ρ−σ−σ ′,Λ  C0.
Set
Ψ (θ,λ) = M−1(θ, λ)Δd(θ, λ).
Then (5.5) can be written as
P (λ)Ψ (θ,λ) − Ψ (θ +ω,λ) = M−1(θ +ω,λ)Rd(θ, λ) − Q (θ, λ)Ψ (θ,λ).
Ignoring the quadratic term Q (θ, λ)Ψ (θ,λ), we consider the equation
P (λ)Ψ (θ,λ) − Ψ (θ +ω,λ) = Rd(θ, λ), (5.14)
where Rd(θ, λ) = −M−1(θ +ω,λ)Rd(θ, λ).
From the hypothesis (H5) and Cauchy inequality, it is easy to obtain∥∥Rd∥∥
ρ−σ ,Λ  C
∥∥Rd∥∥
ρ−σ ,Λ  C
∥∥Rc∥∥
ρ,Λ
,
∥∥∂λRd∥∥ρ−σ−σ ′,Λ  C((1+ 1σ ′
)∥∥Rd∥∥
ρ−σ ,Λ +
∥∥∂λRd∥∥ρ−σ ,Λ). (5.15)
We will not solve (5.14) exactly, but just a truncated version of it using Γk∗ , the truncation of Fourier
series in θ
P (λ)Ψ (θ,λ) − Ψ (θ +ω,λ) = Γk∗ Rd(θ, λ). (5.16)
For the error of truncation, we have the following estimates∥∥(Id−Γk∗ )Rd∥∥ρ−σ−σ ′′,Λ  ∥∥Rd∥∥ρ−σ ,Λ ∑
|k|>k∗
e−2π |k|σ ′′  Cσ ′′−r e−2πσ ′′k∗
∥∥Rd∥∥
ρ−σ ,Λ, (5.17)
∥∥∂λ(Id−Γk∗ )Rd∥∥ρ−σ−σ ′−σ ′′,Λ  Cσ ′′−r e−2πσ ′′k∗∥∥∂λRd∥∥ρ−σ−σ ′,Λ. (5.18)
Replacing Rd(θ, λ) by Γk∗ Rd(θ, λ) in (5.14), we obtain its approximate solution, i.e., the solution of
(5.16),
Ψ (θ,λ) =
∑
|k|k∗
Ψ̂ (k, λ)e2π(k,θ)
√−1, (5.19)
where
Ψ̂ j(k, λ) =
R̂dj (k, λ)
p j(λ) − e2π(k,ω)
√−1 , j = 1,2, . . . ,2d, k ∈ Z
r, |k| k∗,
and Ψ̂ j(k, λ) and R̂dj (k, λ) are the jth component of R̂
d(k, λ) and R̂d(k, λ) respectively. In order to
obtain Ψ (θ,λ), we need the ﬁrst Melnikov condition∣∣pi(λ) − e2π(k,ω)√−1∣∣−1  κ |k|ν, k ∈ Zr − {0}, |k| k∗, λ ∈ Λ, i = 1, . . . ,2d, (5.20)
with κ > 0, ν  r, |k| = |k1| + · · · + |kr |, k = (k1, . . . ,kr) and k∗ is a positive integer.
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and
p = min
1i2d
inf
λ∈Λ
∣∣pi(λ) − 1∣∣> 0.
Then for 0 < σ ′′ < ρ − σ − σ ′ , there is a unique solution Ψ (θ,λ) (given by (5.19)) of (5.16), real analytic in
θ ∈ Dρ−σ−σ ′′ and continuously differentiable in λ ∈ Λ, and
‖Ψ ‖ρ−σ−σ ′′,Λ  C
(
κσ ′′−(ν+r) + 1
p
)∥∥Rd∥∥
ρ−σ ,Λ,
‖∂λΨ ‖ρ−σ−σ ′−σ ′′,Λ  C
(
κσ ′′−(ν+r) + 1
p
)∥∥∂λRd∥∥ρ−σ−σ ′,Λ
+ C
(
κ2σ ′′−(2ν+1+r) + 1
p2
)∥∥Rd∥∥
ρ−σ ,Λ, (5.21)
where C is a constant depending on ν , the dimensions 2d and r, and ‖∂λP‖Λ .
Proof. By (5.19) and (5.20), we obtain the estimate of Ψ (θ,λ)
‖Ψ ‖ρ−σ−σ ′′,Λ  κ
∥∥Rd∥∥
ρ−σ ,Λ
∑
k∈Zr
|k|νe−2π |k|σ ′′ + 1
p
∥∥Rd∥∥
ρ−σ ,Λ
 C
(
κσ ′′−(ν+r) + 1
p
)∥∥Rd∥∥
ρ−σ ,Λ.
Noting the expression of Ψ̂ j(k, λ) and the ﬁrst Melnikov condition (5.20), we have
‖∂λΨ ‖ρ−σ−σ ′−σ ′′,Λ 
∑
|k|k∗
C
(
κ |k|ν∥∥∂λRd∥∥ρ−σ−σ ′,Λ + κ2|k|2ν+1∥∥Rd∥∥ρ−σ−σ ′,Λ)e−2π |k|σ ′′
+ C
(
1
p
∥∥∂λRd∥∥ρ−σ−σ ′,Λ + 1p2 ∥∥Rd∥∥ρ−σ−σ ′,Λ
)
 C
(
κσ ′′−(ν+r) + 1
p
)∥∥∂λRd∥∥ρ−σ−σ ′,Λ
+ C
(
κ2σ ′′−(2ν+1+r) + 1
p2
)∥∥Rd∥∥
ρ−σ ,Λ. 
Set
Δd(θ, λ) = M(θ, λ)Ψ (θ,λ).
Then Δd(θ, λ) is an approximate solution of (5.5), and
∥∥Δd∥∥
ρ−σ−σ ′′,Λ  C‖Ψ ‖ρ−σ−σ ′′,Λ  C
(
κσ ′′−(ν+r) + 1
p
)∥∥Rd∥∥
ρ−σ ,Λ,∥∥∂λΔd∥∥ ′ ′′  C(‖Ψ ‖ρ−σ−σ ′′,Λ + ‖∂λΨ ‖ρ−σ−σ ′−σ ′′,Λ). (5.22)ρ−σ−σ −σ ,Λ
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Hd(θ, λ) ≡ L(θ, λ)Δd(θ, λ) − Δd(θ +ω,λ) + Rd(θ, λ)
= M(θ +ω,λ)[(P (λ) + Q (θ, λ))M−1(θ, λ)Δd(θ, λ)
− M−1(θ +ω,λ)Δd(θ +ω,λ) − Rd(θ, λ)]
= M(θ +ω,λ)[P (λ)Ψ (θ,λ) − Ψ (θ +ω,λ) − Rd(θ, λ) + Q (θ, λ)Ψ (θ,λ)]
= M(θ +ω,λ)[Q (θ, λ)Ψ (θ,λ) − (Id−Γk∗ )Rd(θ, λ)].
Thus, we may give the approximate solution of the center subspace.
Lemma 5.5. Under the conditions of Lemmas 5.1 and 5.4, set
Δc(θ, λ) = (ϕ1,K , . . . , ϕ2d,K )Δd(θ, λ) =
2d∑
j=1
δ j(θ, λ)ϕ j,K (θ,λ),
where δ j(θ, λ) is the jth component of Δd(θ, λ), {ϕ1,K (θ,λ), . . . , ϕ2d,K (θ,λ)} is the basis of Xcλ,K (see the
hypothesis (H4)). Then Δc(θ, λ) is an approximate solution of (5.3), real analytic in θ ∈ Dρ−σ−σ ′′ and con-
tinuously differentiable in λ ∈ Λ, and
∥∥Δc∥∥
ρ−σ−σ ′′,Λ  C
(
κσ ′′−(ν+r) + 1
p
)∥∥Rd∥∥
ρ,Λ
,
∥∥∂λΔc∥∥ρ−σ−σ ′−σ ′′,Λ  C(κσ ′′−(ν+r) + 1p
)(
1+ 1
σ ′
)∥∥Rd∥∥
ρ,Λ
+ C
(
κ2σ ′′−(2ν+1+r) + 1
p2
)∥∥Rd∥∥
ρ,Λ
+ C
(
κσ ′′−(ν+r) + 1
p
)∥∥∂λRd∥∥ρ−σ ,Λ,
where the constant C depends on the same quantities as C does in Lemmas 5.1 and 5.4.
Proof. The estimates are directly derived by (5.6), (5.15), (5.21), (5.22) and the hypothesis (H5). 
Regarding Δc(θ, λ) as an approximate solution of (5.3), the error on the equation is
Hc(θ, λ) ≡ DTε,λ ◦ K (θ, λ)Δc(θ, λ) − Δc(θ +ω,λ) + Rc(θ, λ)
= DTε,λ ◦ K (θ, λ)
2d∑
l=1
δl(θ, λ)(Id+Vλ,K (θ,λ))φl
−
2d∑
l=1
δl(θ +ω,λ)(Id+Vλ,K (θ+ω,λ))φl
+
2d∑
l=1
rl(θ, λ)(Id+Vλ,K (θ+ω,λ))φl
= (Id+Vλ,K (θ+ω,λ))(φ1, . . . , φ2d)Hd(θ, λ).
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ρ−σ−σ ′′,Λ  C
(‖Q ‖ρ−σ−σ ′′,Λ‖Ψ ‖ρ−σ−σ ′′,Λ + ∥∥(Id−Γk∗ )Rd∥∥ρ−σ−σ ′′,Λ)
 C
(
κσ ′′−(ν+r) + 1
p
)∥∥Rd∥∥
ρ,Λ
‖Q ‖ρ−σ−σ ′′,Λ
+ Cσ ′′−r e−2πσ ′′k∗∥∥Rd∥∥
ρ,Λ
, (5.23)
∥∥∂λHc∥∥ρ−σ−σ ′−σ ′′,Λ  C(1+ 1σ
)(‖Q ‖ρ−σ−σ ′′,Λ‖Ψ ‖ρ−σ−σ ′′,Λ + ∥∥(Id−Γk∗ )Rd∥∥ρ−σ−σ ′′,Λ)
+ C(‖∂λQ ‖ρ−σ−σ ′−σ ′′,Λ‖Ψ ‖ρ−σ−σ ′′,Λ + ‖Q ‖ρ−σ−σ ′′,Λ‖∂λΨ ‖ρ−σ−σ ′−σ ′′,Λ
+ ∥∥∂λ[(Id−Γk∗ )Rd]∥∥ρ−σ−σ ′−σ ′′,Λ), (5.24)
which are determined by Lemma 5.4, (5.6), (5.15) and (5.18).
Set
Δ(θ,λ) = Δs(θ, λ) + Δc(θ, λ) + Δu(θ, λ).
Then Δ(θ,λ) is an approximate solution of the Newton equation
DFε,λ ◦ K (θ, λ)Δ(θ,λ) − Δ(θ +ω,λ) = −R(θ, λ)
and the error
H(θ, λ) ≡ DFε,λ ◦ K (θ, λ)Δ(θ,λ) − Δ(θ +ω,λ) + R(θ, λ)
just is Hc(θ, λ), i.e.,
H(θ, λ) = Hc(θ, λ). (5.25)
6. Iterative lemma
Theorem 3.1 is proven by a Newton-type iterative procedure. To run the iteration procedure, we
need to choose the iterative parameters used in each iterative step. For all m 1,
1. ε0 = |ε|, εm = ε(4/3)
m
0 , m = 1,2, . . . ,
2. k∗m = −m22m lnε0,
3. ρm = (1− τm)ρ0 with τm = (1−2 + · · · +m−2)/(2∑∞j=1 j−2),
4. σ0 = ρ0/(2∑∞j=1 j−2), σm = σ ′m = σ ′′m = ρ0/(6(m + 1)2∑∞j=1 j−2),
5. κ−10 = κ,κ−1m = κ(m+ 1)−2, νm = r + 1,
6. γm = 1/[16πc1κm(k∗m)r+2],
where κ is a suﬃciently small positive number, c1 is same as in Assumption (H2).
The initial step. Obviously, K0(θ, λ) = (0, θ) is an exact solution of (3.2) with ε = 0. We can take K0
as an approximate solution of (3.2). This leads to the error
R0(θ, λ) ≡ Fε,λ ◦ K0(θ, λ) − K0(θ +ω,λ) =
(
Tε,λ ◦ K0(θ, λ),0
) ∈ X × Trc .
Similar to the proof of Lemma 2.1, we have
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Y = Xs0 × {0} ⊕ Xc0 × Cr ⊕ Xu0 × {0} ≡ Y s0 ⊕ Y c0 ⊕ Y u0
is real analytic in θ ∈ Dρ0 and continuously differentiable in λ ∈ Λ0, and invariant decomposition
under DF0,λ ◦ K0(θ, λ), where X = Xs0 ⊕ Xc0 ⊕ Xu0 is invariant splitting for DT0,λ ◦ K0(θ, λ) (see the
beginning of Section 5) and (see (2.3))
‖DF0,λ ◦ K0|Y s0‖ρ0,Λ0 < μ0,1, ‖DF0,λ ◦ K0|Y c0‖ρ0,Λ0 < μ0,3,∥∥DF−10,λ ◦ K0∣∣Y u0 ∥∥ρ0,Λ0 < μ0,2, ∥∥DF−10,λ ◦ K0∣∣Y c0∥∥ρ0,Λ0 < μ0,3.
From Lemma 2.4 and the hypothesis (H1), it implies that
dist
(
DFε,λ ◦ K0Y s,c,u0 , Y s,c,u0
)
 C |ε|,
and ∥∥DF−1ε,λ ◦ K0∣∣Y c,u0 − DF−10,λ ◦ K0∣∣Y c,u0 ∥∥ρ0,Λ0  C |ε|,
where C depends on ‖DF−10,λ ◦ K0 |Y c,u0 ‖,‖Π
s,c,u
0 ‖ and Cij in (H1). Thus, we obtain
‖DFε,λ ◦ K0|Y s0‖ρ0,Λ0 < μ0,1 + C |ε|, ‖DFε,λ ◦ K0|Y c0‖ρ0,Λ0 < μ0,3 + C |ε|,∥∥DF−1ε,λ ◦ K0∣∣Y u0 ∥∥ρ0,Λ0 < μ0,2 + C |ε|, ∥∥DF−1ε,λ ◦ K0∣∣Y c0∥∥ρ0,Λ0 < μ0,3 + C |ε|.
Take ε such that C |ε| < δ0/8 (δ0 deﬁned in the spectral splitting in Section 2). Then, noting Lemma 2.4
and that Π s,c,u0 is independent of λ, all conditions of Lemmas 4.1 and 4.2 are satisﬁed regarding
Y = Y s0 ⊕ Y c0 ⊕ Y u0 as an approximate invariant decomposition under DFε,λ ◦ K0 and
μ˜1, j ≡ μ0, j + C |ε| < μ¯0, j − 38 δ0, j = 1,2,3.
So, for suﬃciently small |ε|, there is an invariant decomposition under DFε,λ ◦ K0
Y = Y s1 ⊕ Y c1 ⊕ Y u1 ,
such that all conclusions of Lemmas 4.1 and 4.2 hold. Especially, there exist positive numbers μ1, j
( j = 1,2,3), a linear operator Id+V1(θ, λ) : Y c0 → Y c1 satisfying
|μ1, j −μ0, j | Cε0, j = 1,2,3,
∥∥Π s,c,u1 − Π s,c,u0 ∥∥ρ0,Λ0  Cε0,
‖V1‖ρ0,Λ0  Cε0, ‖∂λV1‖ρ0−σ0,Λ0  C
(
1+ 1
σ0
)
ε0,
∥∥∂λ(Π s,c,u1 − Π s,c,u0 )∥∥ρ0−σ0,Λ0 = ∥∥∂λΠ s,c,u1 ∥∥ρ0−σ0,Λ0  C
(
1+ 1
σ0
)
ε0.
For Eqs. (4.12) and (4.14) with R = R0 and K = K0, using Lemmas 4.3 and 4.4, we obtain that the
solutions Δs,u1 satisfy
∥∥Δs,u1 ∥∥ρ0,Λ0  Cε0, ∥∥∂λΔs,u1 ∥∥ρ0−σ0,Λ0  C
(
1+ 1
σ
)
ε0. (6.1)0
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(see the beginning of Section 5),
Q 1(θ, λ) ≡ L1(θ, λ) − P0
= (DTε,λ ◦ K0(θ, λ) − DT0,λ ◦ K0(θ, λ))(Id+V1(θ, λ))
+ DT0,λ ◦ K0(θ, λ)V1(θ, λ) − V1(θ +ω,λ)L1(θ, λ),
noticing Lemma 2.4 and Cauchy inequality, which implies that
‖Q 1‖ρ0,Λ0  Cε0, ‖∂λQ 1‖ρ0−σ0,Λ0  C
(
1+ 1
σ0
)
ε0.
Hence, P0 can be regarded as an approximate diagonal matrix of L1 without reducing L1. But, in next
iterative steps, we must reduce matrices Lm so that we obtain an accuracy of higher order.
Set
Λ1 =
⋃
0<|k|k∗1
1 j2d
{
λ ∈ Λ0:
∣∣p0, j − e2π(k,ω)√−1∣∣−1  κ0|k|r+1}.
Denote by U1 the γ1-neighborhood of Λ1 in Λ0. For every λ ∈ U1, it is easy to prove
∣∣p0, j − e2π(k,ω)√−1∣∣−1  2κ0|k|r+1, 0< |k| k∗1, 1 j  2d.
By Lemmas 5.4 and 5.5, we obtain an approximate solution Δc1 of (4.13) and
∥∥Δc1∥∥ρ1,U1  C
(
κ0σ
−(2r+1)
0 +
1
p0
)
ε0,
∥∥∂λΔc1∥∥ρ1,U1  C
(
κ0σ
−(2r+1)
0 +
1
p0
+ κ20σ−(3r+3)0 +
1
p20
)
ε0.
Set
Δ1(θ, λ) = Δs1(θ, λ) + Δc1(θ, λ) + Δu1(θ, λ).
Then (Id−Π)Δ1 = 0 by the speciﬁcation at the beginning of Section 5, and for suﬃciently small |ε|,
‖Δ1‖ρ1,U1  C
(
κ0σ
−(2r+1)
0 +
1
p0
)
|ε| Cε
5
6
0 , ‖∂λΔ1‖ρ1,U1  Cε
2
3
0 .
Let
K1(θ, λ) = K0(θ, λ) + Δ1(θ, λ).
Then
(Id−Π)K1(θ, λ) = θ,
∥∥ΠK1(θ, λ)∥∥ = ‖Δ1‖ρ1,U1  α0.ρ1,U1
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entiable in λ ∈ U1, and the error of the equation
R1(θ, λ) ≡ Fε,λ ◦ K1(θ, λ) − K1(θ +ω,λ)
satisﬁes (Id−Π)R1(θ, λ) = 0,
‖R1‖ρ1,U1 
∥∥Hc1∥∥ρ1,U1 + C‖Δ1‖2ρ1,U1  Cε1
by using the Taylor expansion and (5.23), and
‖∂λR1‖ρ1,U1  Cε1.
Before we continue the procedure to solve Δ2(θ, λ) and obtain a better approximate solution
K2(θ, λ) = K1(θ, λ) + Δ2(θ, λ), we need to reduce the matrix L2(θ, λ) by using Lemma 5.2. Hence,
we only need to prove the following iterative lemma, which allows to continue the iterative process.
Let Λ j be a sequence of closed subsets (which are non-resonant sets determined by the ﬁrst and
second Melnikov conditions at all the steps up to j, see (6.4) and (6.11)) of Λ0 satisfying
Λ0 ⊃ Λ1 ⊃ · · · ⊃ Λ j ⊃ Λ j+1 ⊃ · · · .
Denote by U j the γ j-neighborhood of Λ j in Λ0, and by U1j the
1
2γ j-neighborhood of Λ j in Λ0.
Obviously, U j+1 ⊂ U¯1j ⊂ U j, j = 1,2, . . . , where U¯1j is the closure of U1j .
Lemma 6.1 (Iterative lemma). Suppose that there is a family of closed parameter sets
Λ0 ⊃ Λ1 ⊃ · · · ⊃ Λm
and a family of approximate solutions K j(θ, λ) (0 j m, K0(θ, λ) = (0, θ)) of Eq. (3.2)
Fε,λ ◦ K (θ, λ) − K (θ +ω,λ) = 0,
in such a way that:
(i) K j(θ, λ) (0  j  m) is real analytic in θ ∈ Dρ j and continuously differentiable in λ ∈ U j ,
(Id−Π)K j(θ, λ) = θ , where U j is the γ j -neighborhood of Λ j in Λ0 .
(ii) Estimates of errors. There is a constant C > 0 such that
‖R j‖ρ j ,U j  Cε j, ‖∂λR j‖ρ j ,U j  Cε j, j = 0,1, . . . ,m,
and
‖Δ j‖ρ j ,U j  Cε
5
6
j−1, ‖∂λΔ j‖ρ j ,U j  Cε
2
3
j−1, j = 1,2, . . . ,m,
where
R j(θ, λ) = Fε,λ ◦ K j(θ, λ) − K j(θ +ω,λ),
Δ j(θ, λ) = K j(θ, λ) − K j−1(θ, λ).
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0< |ε| < ε∗ , there exists a closed set Λm+1 ⊂ Λm and a Δm+1(θ, λ), which is real analytic in θ ∈ Dρm+1 and
continuously differentiable in λ ∈ Um+1 (Um+1 is the γm+1-neighborhood of Λm+1 in Λ0), the new approxi-
mate solution Km+1(θ, λ) = Km(θ, λ) + Δm+1(θ, λ) satisﬁes the conditions (i) and (ii) above replacing j by
m+ 1.
We ﬁrst prove two propositions under the conditions of the iterative lemma by induction. All
constants C ’s are independent of the iterative step in this section.
In the following proposition, in order to use these lemmas in Section 4, which hold on closed
parameter sets, we replace U j by U¯1j .
Proposition 6.2. Under the conditions of Lemma 6.1, there exists an absolute positive constant ε∗1 enough
small such that there is a family of decompositions (0 j m)
Y = Y sλ,K j ⊕ Y cλ,K j ⊕ Y uλ,K j ≡ Y sj+1 ⊕ Y cj+1 ⊕ Y uj+1,
which is real analytic in θ ∈ Dρ j and continuously differentiable in λ ∈ U¯1j , and is invariant under DFε,λ ◦
K j(θ, λ), denote the corresponding projections by Π
s,c,u
j+1 (θ, λ). Moreover there are three families of linear
operators Id+Q ∗j+1(θ, λ) : Y sj → Y sj+1 , Id+V ∗j+1(θ, λ) : Y cj → Y cj+1 and Id+W ∗j+1(θ, λ) : Y uj → Y uj+1 with
Y sj+1 = (Id+Q ∗j+1(θ, λ))Y sj , Y cj+1 = (Id+V ∗j+1(θ, λ))Y cj and Y uj+1 = (Id+W ∗j+1(θ, λ))Y uj . Also there are
three families of positive constants μ j+1,1,μ j+1,2 and μ j+1,3 . These satisfy
(i) 0< μ j+1,1,μ j+1,2 < 1, μ j+1,3 > 1, μ j+1,1μ j+1,3 < 1, μ j+1,2μ j+1,3 < 1,
|μ j+1,i −μ j,i | Cε
1
2
j−1, i = 1,2,3,
and for l 1
∥∥DFε,λ ◦ K j(θ + (l − 1)ω,λ)× · · · × DFε,λ ◦ K j(θ, λ)|Y sj+1∥∥ρ j ,U¯1j μlj+1,1,∥∥DF−1ε,λ ◦ K j(θ − (l − 1)ω,λ)× · · · × DF−1ε,λ ◦ K j(θ, λ)∣∣Y uj+1∥∥ρ j ,U¯1j μlj+1,2,∥∥DFε,λ ◦ K j(θ + (l − 1)ω,λ)× · · · × DFε,λ ◦ K j(θ, λ)|Y cj+1∥∥ρ j ,U¯1j μlj+1,3,∥∥DF−1ε,λ ◦ K j(θ − (l − 1)ω,λ)× · · · × DF−1ε,λ ◦ K j(θ, λ)∣∣Y cj+1∥∥ρ j ,U¯1j μlj+1,3;
(ii)
∥∥Π s,c,uj+1 − Π s,c,uj ∥∥ρ j ,U¯1j  Cε 23j−1,∥∥∂λ(Π s,c,uj+1 − Π s,c,uj )∥∥ρ j−σ j ,U¯1j  Cε 12j−1;
(iii)
∥∥V ∗j+1∥∥ρ j ,U¯1j  Cε 23j−1, ∥∥∂λV ∗j+1∥∥ρ j−σ j ,U¯1j  Cε 12j−1,
where Y s,c,uλ,K = Y s,c,u0 , ε−1 = ε0 . For Q ∗j+1 and W ∗j+1 , the estimates in (iii) also hold.−1
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Suppose that all conclusions for j m − 1 hold. We will verify that all conclusions for j = m also
hold.
On the one hand, by the hypothesis (H1),
‖DFε,λ ◦ Km − DFε,λ ◦ Km−1‖ρm,U¯1m  C‖Δm‖ρm,U¯1m  Cε
5
6
m−1.
As Y s,c,um is invariant under DFε,λ ◦ Km−1, by the hypothesis (H1), we obtain
dist
(
DFε,λ ◦ KmY s,c,um , Y s,c,um
)
 dist
(
DFε,λ ◦ Km−1Y s,c,um , Y s,c,um
)
+ dist(DFε,λ ◦ KmY s,c,um , DFε,λ ◦ Km−1Y s,c,um )
 C‖DFε,λ ◦ Km − DFε,λ ◦ Km−1‖ρm,U¯1m < ε
2
3
m−1.
So the space splitting in the mth step just is an approximate invariant decomposition under
DFε,λ ◦ Km . On the other hand, we have
∥∥Π s,c,um ∥∥ρm−1,U¯1m−1 
m∑
j=1
∥∥Π s,c,uj − Π s,c,uj−1 ∥∥ρm−1,U¯1m−1 + ∥∥Π s,c,u0 ∥∥ρ0,Λ0
 C
∞∑
j=1
ε
2
3
j−1 +
∥∥Π s,c,u0 ∥∥ρ0,Λ0 .
Then, noting that
∥∥Π smDFε,λ ◦ Km∣∣Y sm∥∥ρm,U¯1m  ∥∥Π smDFε,λ ◦ Km−1∣∣Y sm∥∥ρm,U¯1m
+ ∥∥Π sm(DFε,λ ◦ Km − DFε,λ ◦ Km−1)∣∣Y sm∥∥ρm,U¯1m
μm,1 + Cε
5
6
m−1 < μm,1 + ε
2
3
m−1,
and
μm,1 
m∑
j=1
|μ j,1 −μ j−1,1| +μ0,1  C
∞∑
j=1
ε
1
2
j−1 +μ0,1 < μ¯0,1 < 1,
we get
∥∥Π smDFε,λ ◦ Km∣∣Y sm∥∥ρm,U¯1m < μm,1 + ε 23m−1 ≡ μ˜m+1,1 < 1.
Similarly, we can obtain
∥∥Π cmDFε,λ ◦ Km∣∣Y cm∥∥ρm,U¯1m < μm,3 + ε 23m−1 ≡ μ˜m+1,3 < 1,∥∥Π cmDF−1ε,λ ◦ Km∣∣Y cm∥∥ρm,U¯1m < μm,3 + ε 23m−1 ≡ μ˜m+1,3 < 1,∥∥ΠumDF−1ε,λ ◦ Km∣∣ u ∥∥ ¯ 1 < μm,2 + ε 23m−1 ≡ μ˜m+1,2 < 1.Ym ρm,Um
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2
3
m−1 < δ1 which is deﬁned in
Lemma 4.1. By Lemma 4.1, it follows that
|μm+1,i −μm,i | |μm+1,i − μ˜m+1,i | + |μ˜m+1,i −μm,i |
 Cε
2
3
m−1 < ε
1
2
m−1,
and the condition (i) is fulﬁlled with j =m. Next, we verify the conditions of Lemma 4.2. The condi-
tion (ii) of the lemma implies that
∥∥∂λΠ s,c,um ∥∥ρm−1−σm−1,U¯1m−1 
m∑
j=1
∥∥∂λ(Π s,c,uj − Π s,c,uj−1 )∥∥ρm−1−σm−1,U¯1m−1
< C
∞∑
j=1
ε
1
2
j−1.
Similarly,
‖∂λKm‖ρm−σm,U¯1m < C
∞∑
j=1
ε
2
3
j−1.
For i, iˆ = s, c,u and i = iˆ,
Π imDFε,λ ◦ KmΠ iˆm = Π im(DFε,λ ◦ Km − DFε,λ ◦ Km−1)Π iˆm,
since the splitting Y = Y sm ⊕ Y cm ⊕ Y um is invariant under DFε,λ ◦ Km−1. Moreover,
∥∥∂λ(DFε,λ ◦ Km − DFε,λ ◦ Km−1)∥∥ρm,U¯1m  ∥∥∂λ(DFε,λ) ◦ Km − ∂λ(DFε,λ) ◦ Km−1∥∥ρm,U¯1m
+ ∥∥D2Fε,λ ◦ Km − D2Fε,λ ◦ Km−1∥∥ρm,U¯1m‖∂λKm‖ρm,U¯1m
+ ∥∥D2Fε,λ ◦ Km−1∥∥ρm,U¯1m‖∂λΔm‖ρm,U¯1m
 C
(‖Δm‖ρm,U¯1m + ‖∂λΔm‖ρm,U¯1m ).
Thus, we obtain
∥∥∂λ(Π imDFε,λ ◦ KmΠ iˆm)∥∥ρm,U¯1m  C(‖Δm‖ρm,U¯1m + ∥∥∂λ(DFε,λ ◦ Km − DFε,λ ◦ Km−1)∥∥ρm,U¯1m )
 C
(‖Δm‖ρm,U¯1m + ‖∂λΔm‖ρm,U¯1m ) ε 12m−1.
Hence, the conditions in Lemma 4.2 are satisﬁed with α = ε
1
2
m−1, and we complete the proof by
Lemmas 4.1 and 4.2. 
Denote
Id+V j(θ, λ) =
(
Id+V ∗j (θ, λ)
) · · · (Id+V ∗1 (θ, λ)), j = 1,2, . . . ,m+ 1.
X. Li, R. de la Llave / J. Differential Equations 247 (2009) 822–865 855Then Id+V j(θ, λ) : Y c0 → Y cj is a linear operator with
Y cj =
(
Id+V j(θ, λ)
)
Y c0, X
c
j =
(
Id+V j(θ, λ)
)
Xc0.
From Proposition 6.2, we easily derive the following corollary.
Corollary 6.3. Under the condition of Lemma 6.1, there is an absolute constant C0 (independent of the iterative
step m) such that
‖K j‖ρ j ,U¯1j  C0, ‖∂λK j‖ρ j ,U¯1j  C0,∥∥Π s,c,uj+1 ∥∥ρ j ,U¯1j  C0, ∥∥∂λΠ s,c,uj+1 ∥∥ρ j−σ j ,U¯1j  C0,∥∥ Id+V j+1(θ, λ)∥∥ρ j ,U¯1j  C0, ∥∥(Id+V j+1(θ, λ))−1∥∥ρ j ,U¯1j  C0,∥∥∂λ(Id+V j+1(θ, λ))∥∥ρ j−σ j ,U¯1j  C0, ∥∥∂λ(Id+V j+1(θ +ω,λ))∥∥ρ j−σ j ,U¯1j  C0.
Proof. We give the proof of the last inequality because the rest inequalities can be directly got by
Proposition 6.2. By Cauchy inequality,
Dθ
(
Id+V j+1(θ, λ)
)= j+1∑
iˆ=1
(
Id+V ∗j+1(θ, λ)
) · · · (Id+V ∗
iˆ+1(θ, λ)
)
× Dθ V ∗iˆ (θ, λ)
(
Id+V ∗
iˆ−1(θ, λ)
) · · · (Id+V ∗1 (θ, λ)),
which implies that
∥∥Dθ (Id+V j+1(θ, λ))∥∥ρ j−σ j ,U¯1j  C
j∑
i=0
σ−1i ε
2
3
i−1
< C
∞∑
i=0
σ−1i ε
2
3
i−1 < ∞.
Thus,
∥∥∂λ(Id+V j+1(θ +ω,λ))∥∥ρ j−σ j ,U¯1j

∥∥∂λ(Id+V j+1)∥∥ρ j−σ j ,U¯1j + ∥∥Dθ (Id+V j+1(θ +ω,λ))∥∥ρ j−σ j ,U¯1j ‖∂λω‖U¯1j
 C0. 
Thus, the conditions of Lemma 4.3 and the hypothesis (H4) are satisﬁed. Let L j(θ, λ) be the ma-
trix deﬁned in Section 5, i.e., L j+1(θ, λ) = LK j (θ, λ). We have the following result concerning these
matrices L j(θ, λ).
Proposition 6.4. Under the conditions of Lemma 6.1, there exists a family of closed sets Λ−j ⊂ Λ j ⊂ Λ−j−1
(Λ−j is deﬁned by the second Melnikov condition, see (6.4)) and two families of matrices, W j+1(θ, λ) and
P j+1(λ) = diag(p j+1,1(λ), . . . , p j+1,2d(λ)), real analytic in θ ∈ Dρ j−σ j and continuously differentiable in
λ ∈ U−j (U−j is the γ j+1-neighborhood of Λ−j in Λ0), P j+1(λ) is independent of θ ( j = 0,1, . . . ,m), in such a
way that
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where M j+1(θ, λ) = (I + W j+1(θ, λ)) · · · (I + W1(θ, λ));
(ii) ‖L j+1 − L j‖ρ j ,U¯1j  Cε
2
3
j−1,
∥∥∂λ(L j+1 − L j)∥∥ρ j−σ j ,U¯1j  Cε 13j−1;
(iii)
‖W j+1‖ρ j−σ j ,U−j  Cε
1
3
j−1, ‖Q j+1‖ρ j−σ j ,U−j  Cε
5
6
j ,
‖p j+1,i − p j,i‖U−j  Cε
1
2
j−1,
∥∥∂λ(p j+1,i − p j,i)∥∥U−j  Cε 13j−1, i = 1,2, . . . ,2d;
(iv) ‖∂λW j+1‖ρ j−2σ j ,U−j  Cε
1
6
j−1, ‖∂λQ j+1‖ρ j−2σ j ,U−j  Cε
5
6
j .
Proof. In the initial step, we have taken P1(λ) = P0(λ) and W1(θ, λ) = 0. We need to prove the
proposition for j =m if it is true for j m− 1. From the assumption, it is easy to see
‖M j+1‖ρ j−σ j ,U−j  C
′
0,
∥∥M−1j+1∥∥ρ j−σ j ,U−j  C ′0, ‖∂λM j+1‖ρ j−σ j ,U−j  C ′0, (6.2)
where C ′0 is an absolute constant independent of the iterative step.
L(θ, λ) ≡ M−1m (θ +ω,λ)Lm+1(θ, λ)Mm(θ, λ)
= Pm(λ) + Qm(θ, λ) + M−1m (θ +ω,λ)
(
Lm+1(θ, λ) − Lm(θ, λ)
)
Mm(θ, λ)
≡ Pm(λ) + Q m+1(θ, λ),
where
Q m+1(θ, λ) = Qm(θ, λ) + M−1m (θ +ω,λ)
(
Lm+1(θ, λ) − Lm(θ, λ)
)
Mm(θ, λ),
which satisﬁes
‖Q m+1‖ρm,U¯1m  Cε
2
3
m−1
as by Lemma 5.1 and Corollary 6.3,
‖Vm+1 − Vm‖ρm,U¯1m  C ′0
∥∥V ∗m+1∥∥ρm,U¯1m  Cε 23m−1,
and
‖Lm+1 − Lm‖ρm,U¯1m  C
(‖Δm‖ρm,U¯1m + ∥∥V ∗m+1∥∥ρm,U¯1m ) Cε 23m−1. (6.3)
(6.3) shows ‖Lm+1‖ρm,U¯1m  C0. Now we estimate the derivative for Lm+1 − Lm . Obviously,∥∥∂λ(Vm+1 − Vm)∥∥ρm−σm,U¯1m  C ′0(∥∥V ∗m+1∥∥ρm,U¯1m + ∥∥∂λV ∗m+1∥∥ρm−σm,U¯1m ) Cε 12m−1.
By Cauchy inequality,
∥∥∂λ[Vm+1(θ +ω,λ) − Vm(θ +ω,λ)]∥∥ ¯ 1  C((1+ σ−1m )ε 23m−1 + ε 12m−1) Cε 12m−1.ρm−σm,Um
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(
Id+Vm+1(θ +ω,λ)
)(
Lm+1(θ, λ) − Lm(θ, λ)
)
= [Vm(θ +ω,λ) − Vm+1(θ +ω,λ)]Lm(θ, λ)
+ DTε,λ ◦ Km(θ, λ)
(
Id+Vm(θ, λ)
)
V ∗m+1(θ, λ)
+ [DTε,λ ◦ Km(θ, λ) − DTε,λ ◦ Km−1(θ, λ)](Id+Vm(θ, λ)),
which, by derivation with respect to λ and using the hypothesis (H1), Corollary 6.3 and (6.3), leads to
∥∥∂λ(Lm+1 − Lm)∥∥ρm−σm,U¯1m  C(ε 12m−1 + ‖Δm‖ρm,U¯1m + ∥∥V ∗m+1∥∥ρm,U¯1m
+ ‖∂λΔm‖ρm−σm,U¯1m +
∥∥∂λV ∗m+1∥∥ρm−σm,U¯1m )
 Cε
1
2
m−1 < ε
1
3
m−1.
By a similar calculation, we obtain
‖∂λQ m+1‖ρm−σm,U¯1m  C
[(
1+ σ−1m
)‖Q m+1‖ρm,U¯1m
+ ∥∥∂λ(Lm+1 − Lm)∥∥ρm−σm,U¯1m + ‖Lm+1 − Lm‖ρm,U¯1m
+ (1+ σ−1m )‖Qm‖ρm,U¯1m + ‖∂λQm‖ρm−σm,U¯1m ]
 Cε
1
2
m−1 < ε
1
3
m−1. 
Set
Λ−m =
⋃
0<|k|k∗m+1
1i, j2d
{
λ ∈ Λm:
∣∣pm, j − pm,ie2π(k,ω)√−1∣∣−1  κm|k|r+1}. (6.4)
Then we have the following claim.
Claim. For every λ ∈ U−m , we have∣∣pm, j − pm,ie2π(k,ω)√−1∣∣−1  2κm|k|r+1, 0< |k| k∗m+1, 1 i, j  2d. (6.5)
In fact, by the assumption (ii) of the lemma for j =m− 1, we obtain
∥∥∂λ(pm, j − pm,ie2π(k,ω)√−1)∥∥U−m−1  8πc1|k|.
For every λ ∈ U−m , there is a λ0 ∈ Λ−m such that |λ − λ0| < γm+1. Hence,∣∣pm, j(λ) − pm,i(λ)e2π(k,ω(λ))√−1∣∣−1  [∣∣pm, j(λ0) − pm,i(λ0)e2π(k,ω(λ0))√−1∣∣− 8πc1|k||λ − λ0|]−1
 2κm|k|r+1.
This completes the proof of Claim.
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analytic in θ ∈ Dρm−σm and continuously differentiable in λ ∈ U−m , and also there is a diagonal matrix
Nm+1(λ), continuously differentiable in λ ∈ U−m and independent of θ , such that (i) and (iii) hold
with j = m + 1 by using κ jσ−(2r+1)j ε1/6j−1  1 for all j and suﬃciently small |ε|. (iv) also holds by
Lemma 5.3.
From Proposition 6.4, it is easy to see that for suﬃciently small |ε| and all m,⎧⎪⎪⎪⎨⎪⎪⎪⎩
inf
λ∈U−m−1, i = j
∣∣pm, j(λ) − pm,i(λ)∣∣ p02 , infλ∈U−m−1
∣∣pm, j(λ) − 1∣∣ p02 ,
sup
λ∈U−m−1
∣∣pm, j(λ) − p0, j∣∣ 14 , ‖∂λpm, j‖U−m−1 < 2ε 130 , (6.6)
for 1 i, j  2d, as |p0,i | ≡ 1 (see the hypothesis (H3) for p0).
Proof of Lemma 6.1. We ﬁnd Δm+1(θ, λ) by Newton equation which solves approximately following
the procedure in Section 5
DFε,λ ◦ Km(θ, λ)Δm+1(θ, λ) − Δm+1(θ +ω,λ) = −Rm(θ, λ). (6.7)
The Newton equation is equivalent to three equations which lie in stable, unstable and center spaces
respectively, based on the invariant splitting of DFε,λ ◦ Km (see (3.4)–(3.6) or (4.12)–(4.14)), and the
center one will be solved only approximately.
By Proposition 6.2 and Lemma 4.4, there is a unique solution Δsm+1(θ, λ) of the equation(
DFε,λ ◦ Km(θ, λ)
)s
Δsm+1(θ, λ) − Δsm+1(θ +ω,λ) = −Rsm(θ, λ)
in the stable subspace, and a unique solution Δum+1(θ, λ) of the equation(
DFε,λ ◦ Km(θ, λ)
)u
Δum+1(θ, λ) − Δum+1(θ +ω,λ) = −Rum(θ, λ)
in the unstable subspace, respectively, which are real analytic in θ ∈ Dρm and continuously differen-
tiable in λ ∈ U¯1m , with the estimates
∥∥Δs,um+1∥∥ρm,U¯1m  C‖Rm‖ρm,U¯1m  Cεm < ε 56m , (6.8)∥∥∂λΔs,um+1∥∥ρm−σm,U¯1m  C
(
1+ 1
σm
)
εm < ε
2
3
m . (6.9)
We will use the procedure of Section 5 in the following to obtain an approximate solution of the
equation (
DFε,λ ◦ Km(θ, λ)
)c
Δcm+1(θ, λ) − Δcm+1(θ +ω,λ) = −Rcm(θ, λ) (6.10)
in the center subspace. Eq. (5.5) is just
Lm+1(θ, λ)Δdm+1(θ, λ) − Δdm+1(θ +ω,λ) = −Rdm(θ, λ)
with
∥∥Rdm∥∥ρm,U¯1m  Cεm, ∥∥∂λRdm∥∥ρm−σm,U¯1m  C
(
1+ 1
σ
)
εmm
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by Corollary 6.3.
By Proposition 6.4, in the present situation, Eq. (5.16) is just
Pm+1(λ)ψm+1(θ, λ) − ψm+1(θ +ω,λ) = Γk∗m+1 Rdm(θ, λ),
where
Rdm(θ, λ) = −M−1m+1(θ +ω,λ)Rdm(θ, λ), Δdm+1(θ, λ) = Mm+1(θ, λ)ψm+1(θ, λ).
Obviously, Mm+1(θ, λ) and Pm+1(λ) satisfy the hypothesis (H5). Set
Λm+1 =
⋃
0<|k|k∗m+1
1 j2d
{
λ ∈ Λ−m:
∣∣pm+1, j(λ) − e2π(k,ω)√−1∣∣−1  κm|k|r+1}. (6.11)
Then Λm+1 is a closed subset of Λm . Similar to (6.5), we also have
∣∣pm+1, j(λ) − e2π(k,ω)√−1∣∣−1  2κm|k|r+1, 0< |k| k∗m+1, λ ∈ Um+1, 1 j  2d.
By Lemmas 5.4 and 5.5, (6.2) and (6.6), (6.10) has an approximate solution Δcm+1, real analytic in
θ ∈ Dρm−2σm and continuously differentiable in λ ∈ Um+1 and with the estimates
∥∥Δcm+1∥∥ρm−2σm,Um+1  C
(
κmσ
−(2r+1)
m + 2p0
)
εm < ε
5
6
m , (6.12)
∥∥∂λΔcm+1∥∥ρm−3σm,Um+1  C
(
κmσ
−(2r+1)
m + 2p0
)
ε
5
6
m + C
(
κ2mσ
−(3r+3)
m + 4
p20
)
εm < ε
2
3
m . (6.13)
Let
Δm+1(θ, λ) = Δsm+1(θ, λ) + Δcm+1(θ, λ) + Δum+1(θ, λ)
and ρm+1 = ρm − 3σm . Then, by (6.8), (6.9), (6.12) and (6.13),
‖Δm+1‖ρm+1,Um+1  Cε
5
6
m , ‖∂λΔm+1‖ρm+1,Um+1  Cε
2
3
m .
Noting that (5.23)–(5.25) and Proposition 6.4, regarding Δm+1(θ, λ) as an approximate solution of
(6.7), the error Hm+1(θ, λ) (deﬁned at the end of Section 5) of the equation satisﬁes
‖Hm+1‖ρm+1,Um+1  C
(
κmσ
−(2r+1)
m + 2p0
)∥∥Rdm∥∥ρm,Um+1‖Qm+1‖ρm+1,Um+1
+ Cσ−rm e−2πσmk
∗
m+1
∥∥Rdm∥∥ρm,Um+1
< εm+1,
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[
σ
−(r+1)
m e
−2πσmk∗m+1∥∥Rdm∥∥ρm,Um+1
+
(
κmσ
−(2r+1)
m + 2p0
)∥∥Rdm∥∥ρm,Um+1‖∂λQm+1‖ρm+1,Um+1
+
(
κmσ
−(2r+1)
m + 2p0
)∥∥∂λRdm∥∥ρm+1,Um+1‖Qm+1‖ρm+1,Um+1
+
(
κ2mσ
−(3r+3)
m + 4
p20
)∥∥Rdm∥∥ρm,Um+1‖Qm+1‖ρm+1,Um+1
+ σ−rm e−2πσmk
∗
m+1
∥∥∂λRdm∥∥ρm+1,Um+1
]
< εm+1.
Set
Km+1(θ, λ) = Km(θ, λ) + Δm+1(θ, λ).
We only need to verify the estimates of the error Rm+1(θ, λ). By Taylor expansion, it follows that
‖Rm+1‖ρm+1,Um+1  ‖Hm+1‖ρm+1,Um+1 + C‖Δm+1‖2ρm+1,Um+1  Cεm+1.
Meanwhile, Rm+1(θ, λ) can be written as
Rm+1(θ, λ) = Hm+1(θ, λ) + Fε,λ ◦ Km+1(θ, λ) − Fε,λ ◦ Km(θ, λ) − DFε,λ ◦ Km(θ, λ)Δm+1(θ, λ).
By a straightforward calculation, and noticing the hypothesis (H1), we can obtain
‖∂λRm+1‖ρm+1,Um+1  ‖∂λHm+1‖ρm+1,Um+1 + C‖Δm+1‖2ρm+1,Um+1
+ C‖Δm+1‖ρm+1,Um+1‖∂λΔm+1‖ρm+1,Um+1
 Cεm+1. 
Corollary 6.5. Under the conditions of Lemma 6.1, there is a constant C independent of the iterative step, such
that for λ1, λ2 ∈ Λm,
∥∥Δm(θ,λ1)− Δm(θ,λ2)∥∥ρm  Cε 23m−1∣∣λ1 − λ2∣∣,
where ‖Δm(θ, λ1) − Δm(θ, λ2)‖ρm = supθ∈Dρm ‖Δm(θ, λ1) − Δm(θ, λ2)‖.
Proof. As limm→∞ ε
1
6
m−1/γm = 0, there is a constant C such that ε
1
6
m−1/γm  C . Hence, for λ1, λ2 ∈ Λm ,
if |λ1 − λ2| 2γm , then by Lemma 6.1,
∥∥Δm(θ,λ1)− Δm(θ,λ2)∥∥ρm  Cε 56m−1  Cε 23m−1∣∣λ1 − λ2∣∣;
if |λ1 − λ2| < 2γm , then by Lemma 6.1 and the mean value theorem, we also obtain
∥∥Δm(θ,λ1)− Δm(θ,λ2)∥∥ρm  ‖∂λΔm‖ρm,Um ∣∣λ1 − λ2∣∣ Cε 23m−1∣∣λ1 − λ2∣∣. 
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The discussion of the case where m = 0 at the beginning of Section 6 shows that the conditions of
Lemma 6.1 are satisﬁed with m = 0. Therefore, we can apply inductively Lemma 6.1 to (3.2) and obtain
a decreasing sequence of domains Dρm ×Um and a sequence of approximate solutions Km(θ, λ), which
is real analytic in θ ∈ Dρm and continuously differentiable in λ ∈ Um , and (Id−Π)Km = θ, K0 = (0, θ).
Rm(θ, λ) = Fε,λ ◦ Km(θ, λ) − Km(θ +ω,λ)
and
Δm(θ, λ) = Km(θ, λ) − Km−1(θ, λ)
satisfy the estimates of (ii) in Lemma 6.1. Thus, there exist the limits
Kε(θ, λ) = lim
m→∞ Km(θ, λ), limm→∞ρm =
ρ0
2
.
Let
Λε =
∞⋂
m=0
Λm.
Then the Km(θ, λ) converge uniformly in A ρ0
2 ,Λε
to Kε(θ, λ) ∈ A ρ0
2 ,Λε
, Kε(θ, λ) is Lipschitz with
respect to λ ∈ Λε by Corollary 6.5 and is a solution of (3.2). By (6.1) and (ii) of Lemma 6.1,
‖ΠKε‖ ρ0
2 ,Λε

∞∑
m=1
‖Δm‖ ρ0
2 ,Λε
 C |ε|.
Let K̂ be another solution of (3.2). Denote K̂ = (K̂1, K̂2) ∈ X × Trc , Kε = (K1, K2) ∈ X × Trc with
K2 = θ . There exists a number −β(λ) ∈ Rn such that
arg
{
K̂2(θ, λ) − θ + β(λ)
}
θ
= 0.
In fact, −β(λ) = arg{K̂2(θ, λ) − θ}θ . Thus, arg{K̂2(θ + β(λ),λ) − θ}θ = 0. Set
Δ(θ,λ) = K̂ (θ + β(λ),λ)− Kε(θ, λ).
Noting that K̂ and Kε are all solutions of (3.2), by Taylor’s theorem, we have
Δ(θ +ω,λ) = DFε,λ ◦ Kε(θ, λ)Δ(θ,λ) + R(θ, λ)
with
‖R‖ ρ0
2 ,Λε
 C‖Δ‖2ρ0
2 ,Λε
.
Hence, we obtain the following linearized equation
DFε,λ ◦ Kε(θ, λ)Δ(θ,λ) − Δ(θ +ω,λ) = −R(θ, λ),
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DTε,λ ◦ Kε(θ, λ)Δ1(θ, λ) − Δ1(θ +ω,λ) = −R1(θ, λ) − Dθ0 Tε,λ ◦ Kε(θ, λ)Δ2(θ, λ) (7.1)
and
Δ2(θ, λ) − Δ2(θ +ω,λ) = −R2(θ, λ) (7.2)
corresponding to the skew space, where
Δ(θ,λ) = (Δ1(θ, λ),Δ2(θ, λ)) ∈ X × Trc,
R(θ, λ) = (R1(θ, λ), R2(θ, λ)) ∈ X × Trc .
It implies that R2 ≡ 0 from the deﬁnition of Fε,λ . Since Δ2(θ, λ) = K̂2(θ + β(λ),λ) − θ has zero
average, (7.2) has a unique solution Δ2 ≡ 0. Similar to the process of Lemma 6.1, we solve (7.1) and
get the estimate for Δ.
Let Y = Y s∞ ⊕ Y c∞ ⊕ Y u∞ be the invariant decomposition under DFε,λ ◦ Kε . It is easy to obtain the
estimate of solutions in the stable and unstable subspaces,∥∥Δs,u1 ∥∥ ρ02 ,Λε  C‖R‖ ρ02 ,Λε .
In the center subspace, Xc∞ = limm→∞(Id+Vm)Xc0, M∞(θ, λ) = limm→∞ Mm(θ, λ). Corresponding
(6.10) for (7.1) is the following form
L∞(θ, λ)Δd1(θ, λ) − Δd1(θ +ω,λ) = −Rd1(θ, λ). (7.3)
By Proposition 6.4,
M−1∞ (θ +ω,λ)L∞(θ, λ)M∞(θ, λ) = P∞(λ) ≡ limm→∞ Pm(λ).
Set
Ψ (θ,λ) = M−1∞ (θ, λ)Δd1(θ, λ).
Then (7.3) can be transformed into
P∞(λ)Ψ (θ,λ) − Ψ (θ +ω,λ) = R1(θ, λ), (7.4)
where
R1(θ, λ) = −M−1∞ (θ +ω,λ)Rd1(θ, λ).
Set
Λ̂ = {λ ∈ Λε: ∣∣p∞, j(λ) − e2π(k,ω)√−1∣∣−1  ε−l0 |k|r+1, k ∈ Zr − {0}, 1 j  2d}.
We have the estimate by (7.4),
‖Ψ ‖ ρ0
4 ,Λ̂
 Cε−l0 σ
−(2r+1)‖R‖ ρ0
2 ,Λε
,
where σ = ρ0/4, C depends on Cij, ci and p0 in hypotheses (H1)–(H3).
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‖K̂ ◦ τβ − Kε‖ ρ0
4 ,Λ̂
 Cε−l0 σ
−(2r+1)‖K̂ − Kε‖2ρ0
2 ,Λε
,
which, following the argument of Lemma 14 of [5], implies that K̂ ◦ τβ = Kε for λ ∈ Λ̂ and θ ∈ D ρ0
2
as K̂ and Kε are analytic in θ ∈ D ρ0
2
.
Now, we only need to estimate the measure of related sets.
Set
O1mijk =
{
λ ∈ Λm:
∣∣pm−1, j(λ) − pm−1,i(λ)e2π(k,ω)√−1∣∣−1 > κm|k|r+1},
O2mjk =
{
λ ∈ Λm:
∣∣pm, j(λ) − e2π(k,ω)√−1∣∣−1 > κm|k|r+1},
for 0< |k| k∗m+1, 1 i, j  2d, m 0 and take O1mijk = ∅ for m = 0.
Then
Λm+1 ⊃ Λm −
(⋃
i, j,k
O1mijk
)
∪
(⋃
j,k
O2mjk
)
.
By the hypothesis (H2), we can regard ω as a parameter vector instead of λ, and we have
c0 MeasΛ0 Measω(Λ0) c1 MeasΛ0
and
sup
ω∈ω(Λ0)
∥∥∂ jωλ∥∥ c2, j = 0,1,
where c2 > 0 depends on c0 and c1.
As |k| = 0 with k = (k1, . . . ,kr), there is a j0 ∈ {1,2, . . . , r} at least such that k j0 = 0. Without loss
of generality, assume that k j0 > 0 as the case for k j0 < 0 is proved in a similar way.
Measure estimate of O1mijk. We estimate the measure of O1mijk according to the real part and imag-
inary part values of p0, j . As |p0, j | = 1 (1  j  2d), one of the cases where |Re p0, j |  1/2 and
| Im p0, j | 1/2 holds at least, where Re p0, j and Im p0, j are the real part and imaginary part of p0, j ,
respectively.
Case 1. | Im p0, j | 12 .
Set
gk(ω, i) = Re
[
pm−1, j(λ) − pm−1,i(λ)e2π(k,ω)
√−1].
Then
O1mijk ⊂
{
λ ∈ Λm:
∣∣gk(ω, i)∣∣< [κm|k|r+1]−1}.
Moreover, from ∣∣pm−1, j(λ) − pm−1,i(λ)e2π(k,ω)√−1∣∣< [κm|k|r+1]−1,
it implies that
Im pm−1, j(λ) − 1 r+1 < Im
[
pm−1,i(λ)e2π(k,ω)
√−1]< Im pm−1, j(λ) + 1 r+1 . (7.5)κm|k| κm|k|
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we obtain
∂ω j0
gk(ω, i) = 2πk j0 Im
[
pm−1,i(λ)e2π(k,ω)
√−1]
+ Re[∂ω j0 pm−1, j(λ) − ∂ω j0 pm−1,i(λ)e2π(k,ω)√−1]
 π
8
k j0 − C sup
λ∈Λm
i,l
∣∣∂λl pm−1,i(λ)∣∣ c3 > 0.
If Im p0, j  −1/2, by (6.5) Im pm, j  −1/4 for all m. Using the right-hand side of (7.5), we also get
∂ω j0
gk(ω, i)−c3 < 0. In this way, we arrive at
MeasO1mijk 
2(diamω(Λ0))r−1
c0c3κm|k|r+1 . (7.6)
Case 2. |Re p0, j | 12 .
In this case, we take
gk(ω, i) = Im
[
pm−1,i(λ)e2π(k,ω)
√−1 − pm−1, j(λ)
]
.
Using similar discussion, we also obtain estimate (7.6).
Measure estimate of O2mjk. Set
hk(ω, j) = Im
[
1− pm, j(λ)e−2π(k,ω)
√−1].
Then O2mjk ⊂ {λ ∈ Λm: |hk(ω, j)| < [κm|k|r+1]−1}. By |pm, j(λ) − e2π(k,ω)
√−1| < [κm|k|r+1]−1, it follows
that
Re
[
pm, j(λ)e
−2π(k,ω)√−1]> 1− [κm|k|r+1]−1 > 1
2
,
which with (6.6) implies that
∂ω j0
hk(ω, j) = 2πk j0 Re
[
pm, j(λ)e
−2π(k,ω)√−1]− Im[∂ω j0 pm, j(λ)e−2π(k,ω)√−1]
> πk j0 − C sup
λ∈Λm
j,l
∣∣∂λl pm, j(λ)∣∣ c4 > 0.
So we obtain the estimate of measure
MeasO2mjk 
2(diamΩ(Λ0))r−1
c0c4κm|k|r+1 .
Thus,
Meas
((⋃
i, j,k
O1mijk
)
∪
(⋃
j,k
O2mjk
))
 C
(
diamω(Λ0)
)r−1 ∞∑
n=1
nr−1
κmnr+1
 Cκ−1m .
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Λ0 − Λε ⊂
∞⋃
m=1
((⋃
i, j,k
O1mijk
)
∪
(⋃
j,k
O2mjk
))
,
we get
Meas(Λ0 − Λε) Cκ.
This proves the estimate of the ﬁrst measure by taking κ = |ε|. Similarly, we can verify the estimate
of the measure for Λ̂ in the proof of the uniqueness.
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