Abstract. The three-component reaction-diffusion system introduced in [C. P. Schenk et al., Phys. Rev. Lett., 78 (1997), pp. 3781-3784] has become a paradigm model in pattern formation. It exhibits a rich variety of dynamics of fronts, pulses, and spots. The front and pulse interactions range in type from weak, in which the localized structures interact only through their exponentially small tails, to strong interactions, in which they annihilate or collide and in which all components are far from equilibrium in the domains between the localized structures. Intermediate to these two extremes sits the semistrong interaction regime, in which the activator component of the front is near equilibrium in the intervals between adjacent fronts but both inhibitor components are far from equilibrium there, and hence their concentration profiles drive the front evolution. In this paper, we focus on dynamically evolving N -front solutions in the semistrong regime. The primary result is use of a renormalization group method to rigorously derive the system of N coupled ODEs that governs the positions of the fronts. The operators associated with the linearization about the N -front solutions have N small eigenvalues, and the N -front solutions may be decomposed into a component in the space spanned by the associated eigenfunctions and a component projected onto the complement of this space. This decomposition is carried out iteratively at a sequence of times. The former projections yield the ODEs for the front positions, while the latter projections are associated with remainders that we show stay small in a suitable norm during each iteration of the renormalization group method. Our results also help extend the application of the renormalization group method from the weak interaction regime for which it was initially developed to the semistrong interaction regime. The second set of results that we present is a detailed analysis of this system of ODEs, providing a classification of the possible front interactions in the cases of N = 1, 2, 3, 4, as well as how front solutions interact with the stationary pulse solutions studied earlier in [A. Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
The third component W was introduced in [21] to stabilize traveling spot solutions in two dimensions. In [6, 24] , the relation between the three-component model and its two-component limit has been investigated in detail (in one spatial dimension). In [6, 24] , we have shown that the third component significantly increases the richness of the dynamics generated by the model. For instance, stationary 2-pulse (4-front) solutions cannot exist in the two-component limit [6] . Here, we will also establish that uniformly traveling 3-front solutions can exist only in the three-component model; see Lemma 4.11 .
The existence and stability of traveling 1-pulse solutions and standing 1-pulse and 2-pulse solutions was proved in [6, 24] . We used and extended classical methods from geometric singular perturbation theory and from Evans function theory. Moreover, we note that it was critical for the application of these methods that the localized structures were either constant in time or fixed in a comoving frame. This paper may be viewed as the next natural step in the analysis of the three-component model (1.1). We study dynamically evolving solutions consisting of N fronts. It is not clear how to use the classical techniques to rigorously establish the existence of these solutions or their stability, since there is not a single global comoving frame in which all N fronts are constant. Indeed, any two adjacent fronts may move in opposite directions and/or with different speeds; see Figures 1 and 2.
Our objectives in this paper are to derive and to analyze the system of N coupled ordinary differential equations (ODEs) that governs the velocities of the fronts in an N -front solution in the parameter regime τ, θ = O(1)-see Remark 1.1. The derivation is readily carried out formally using matched asymptotic expansions. However, a rigorous justification of the validity of these ODEs-i.e., of the validity of reducing the three PDEs in (1.1) to a system of N ODEs for the front velocities-requires significant new analysis. This justification is the primary result of this paper. It will be achieved by modifying the renormalization group (RG) method to consider the stability in a bounded variation (BV)-type norm. The second main result is an analysis of the reduced ODEs. In particular, we classify the different possible front dynamics for these N -front solutions, as well as how interacting fronts may pair up into (interacting) pulses.
As a preparatory result, we will show that 1-front solutions travel with velocityΓ(t) = they are stable (see Lemma 2.1). The first substantial case involves 2-front solutions. We will show that the front velocities are given bẏ
to leading order. Analysis of these ODEs reveals that a 2-front solution converges asymptotically to a standing 1-pulse solution if and only if this 1-pulse solution is stable and there are no unstable 1-pulse solutions between it and the initial fronts. Otherwise, the fronts may converge asymptotically to ±∞ or annihilate. The dynamics exhibited by 3-front and 4-front solutions is more varied. We show, among other things, that 3-front solutions and 4-front solutions for which one (or more) of the outer fronts travels to ±∞ can be stable. Also, the 4-front solutions can converge asymptotically to a ground state, a stable 1-pulse solution, or a stable 2-pulse solution.
For general N ≥ 1, we will show that the velocities of the fronts are given to leading order by (2.1). Analyzing these ODEs in the generic case when γ = 0, we show that uniformly traveling solutions are possible when the number of fronts is odd but not when the number of fronts is even. Similarly, in the generic case, we find that stationary N -front solutions can exist when N is even, but not when N is odd. See Lemma 4.4.
In proving the existence and stability of the dynamically evolving N -front solutions, we focus exclusively on the case N = 2, in order to keep the analysis of the RG method as transparent as possible. Nevertheless, the ideas and arguments in the proof also suffice to rigorously justify the ODE reduction for N -front solutions for general N . There are N eigenvalues near zero, and the spectral splitting holds uniformly for the N -front solutions, as follows from the analysis in [24] . See also [14] for a detailed study of the stability of N -pulses using the RG method.
The validity of the ODE system (2.1) will be established using an RG method. Indeed, the method will simultaneously give the existence and stability of the N -front solutions, as long as no two adjacent fronts get too close. One begins with the manifold of approximate N -front solutions obtained from a formal derivation. Initial data Φ N (ξ, t = 0) = (U N (ξ, 0), V N (ξ, 0), W N (ξ, 0)) for the PDE (1.1) that lies close to a point on this manifold may be decomposed into the sum of an approximating "skeleton" N -front solution on the manifold and a remainder which lies in the directions transverse to the manifold and whose norm is of the size of the distance to the manifold. Based on leading order matched asymptotic expansions, one expects that Φ N (ξ, t) will remain close to the skeleton solution as it evolves on that manifold, i.e., that the remainder remains small. However, proving that this is the case requires a stability analysis about the time-dependent solution on the manifold. With the RG method, we show that there exists a sequence of times {t * i } ∞ i=0 , with t * 0 = 0, at which one may freeze the skeleton solution on the manifold and linearize about this frozen solution in order to approximate the linearization about Φ N (ξ, t) on the interval [t * i , t * i+1 ]. Then, at the end of each time interval, one renormalizes the skeleton solution by taking an appropriate point on the manifold, and repeats the above procedure. Projection of the solutions onto the eigenspace associated with the N small O(ε) eigenvalues of the linearized operator leads to the ODEs for the positions of the fronts, and projection onto the complementary eigenspace leads to the bounds on the resolvent and semigroup, and hence also to the bounds on the remainder.
There are several competing factors, akin to normal hyperbolicity, which determine whether or not the RG approach succeeds. On the one hand, the lengths of the intervals, t * i+1 − t * i , must be sufficiently long so that the contraction estimates obtained from the semigroup estimates are sufficient. On the other hand, the lengths of these intervals must be sufficiently short so that the secular errors which accumulate in making the frozen linearization approximation do not become too big.
Front and pulse interactions have been studied using RG methods in [5, 14, 9, 19] . The underlying strategy in applying the method here is similar to that used in these other studies. The main challenge we face in applying the RG method to the three-component model (1.1) is that we cannot use variants of an H 1 -norm, such as those used in [5] . These norms are singular when comparing functions with small differences in their asymptotic states at spatial infinity. To overcome this, we define the χ-norm (see (3.1)), which can be seen as a variant of the usual BV norm.
We observe that the interactions between the fronts and pulses that we study is classified as semistrong; see [4, 5, 12, 14, 22] . Semistrong interaction of two adjacent fronts means that the interaction is driven essentially by the component(s) that are not near equilibrium in the intervals between the fronts. In the case of (1.1), the front interactions are driven by V and W ; see Figure 1 . Hence, the semistrong interaction of fronts and pulses in (1.1) stems from the separation of length scales in the PDEs, i.e., from their singularly perturbed nature. The interaction in the semistrong regimes is stronger, and hence the observed front interactions are richer, than that in the weak interaction regime [7, 8, 19, 20] . In the weak regime, the pulses are assumed to be "sufficiently far apart" that the pulses can be considered as "particles" to leading order. Semistrong interacting localized structures change shape, and the interaction may even cause "bifurcations." On the other hand, semistrong interactions are weaker than strong interactions, which occur, for example, when fronts collide or when a pulse self-replicates. For the three-component model (1.1), numerical simulations suggest that when two fronts enter the strong interaction regime, where Γ i+1 (ξ) − Γ i (ξ) ε −1 for some i, the fronts collide and disappear; see Figures 7 and 10 (in section 4). It is a challenge to analyze strong interactions and to apply the RG method to strongly interacting fronts. This paper is organized as follows. In section 2, we present the formal derivation of the ODE (2.1). The renormalization group method that rigorously justifies the derivation of this ODE is presented in section 3. Then, a detailed analysis of the ODEs for the cases N = 1, 2, 3, 4 is presented in section 4. Moreover, we present some general results for N odd or even.
Remark 1.1. The fact that the parameters τ and θ are O(1) is a key assumption in this paper. For these values of τ and θ, the terms involving c are to leading order absent in the slow fields [6, 24] . This is crucial, since c = c(t) is not even well defined in the slow fields. It is a fundamental challenge to adapt the methods used in this paper for problems where the speeds of the fronts do have a leading order influence in the slow fields. Here, this occurs if τ, θ are O(ε −2 ) large; see also [6, 24] . In this parameter regime, traveling 1-pulse solutions and breathing 1-pulse solutions exist and bifurcate from stationary 1-pulse solutions. The proof of section 3 breaks down in this regime, since the essential spectrum converges asymptotically to the origin in the limit ε → 0.
Formal derivation of N -front dynamics.
In this section, we formally derive an Ncomponent ODE describing the dynamics of the N different fronts of an N -front solution. A priori, the fronts of an N -front solution all travel with different speeds. Therefore, it is not possible to introduce one comoving frame which travels along with every front. We formally overcome this problem by introducing N comoving frames such that every frame travels along with one of the fronts. This way we obtain N different independent "fast" ODEs. To leading order, we then solve each of these ODEs by singular perturbation techniques and obtain N jump conditions (2.4). Since the speeds of the fronts have no leading order influence on any of the intermediate slow fields, we can formally "glue" the N different fast solutions together in the slow fields. Formally, we then obtain an N -component ODE (2.1) describing the evolution of the N fronts. The key underlying assumption in this construction is that the speeds of the various fronts appear at higher order in the slow fields; see Remark 1.1. The perturbation analysis can be summarized as follows.
Assume that all parameters of (1.1) are O(1) with respect to ε, and let ε be small enough. Moreover, assume that the speeds of the fronts of an N -front solution Φ N (ξ, t) to (1.1) are all O(ε). Then, to leading order, the ith front Γ i of this N -front solution formally evolves aṡ
Here, Γ i is the ξ-coordinate of the ith time the U component crosses zero, andΓ is the timederivative of Γ. Note that Γ i < Γ j if i < j, and therefore all the exponentials in (2.1) have a negative exponent. Moreover, since we use the fast scaling, the distance between two fronts is of order O(ε −1 ). Thus, the interactions between the fronts are not exponentially small, as in the case of weak interaction. Also observe that the influence of the ith front on the jth front is independent of the number of fronts in between.
This formal result is derived as follows. Since the ith front of an N -front solution is located at Γ i and moves with speed εc i , we have that
Since the various speeds εc i of the fronts have no leading order influence on the slow equations, the PDE (1.1) to leading order reduces to the following ODE system:
In the N fast fields, the regions around the fronts, the solution is governed by the first two ODEs with different speeds εc i and with different fixed v and w components; that is,
In the fast fields, the U component to leading order jumps from a locally invariant manifold M ± ε to the other M ∓ ε , where
Therefore, the solution has to lie in the intersection of their unstable and stable manifold; i.e., it has to lie in
The distance between those two manifolds, which has to be zero to leading order, is measured by a Melnikov integral [6, 23] . This integral yields N conditions
with p 0 (ξ) the derivative of the leading order integrable flow; that is, p 0 (ξ) is the p-solution of the (u, p)-system of (2.3) with ε = 0. In particular,
In the N + 1 slow fields, the regions in between the fronts, the solution is governed by the last four ODEs of (2.3) with u fixed at either +1 or −1. To leading order, these ODEs can be solved explicitly,
Note that v(ξ) and w(ξ) do not change in leading order when |ξ| ε −1 during the passage along a slow manifold. Therefore, we assume that
To determine the constants A j , B j , C j , D j , and thus (v i , w i ), as functions of the front locations Γ i , we implement the asymptotic boundary conditions and match the slow solutions (2.5) and their derivatives over the fast regions. That is, A N +1 = B 1 = C N +1 = D N +1 = 0, and (2.6)
Since we have as many unknowns as equations, we can determine the remaining unknowns
8)
for i = 1, . . . , N + 1, and where an empty summation is defined to be zero. Since 
Moreover, these 1-front solutions are stable. Proof. Equation (2.10) is a direct consequence of (2.1) with N = 1. However, since we only have to introduce one comoving frame, this result can be made rigorous by the method used in [6] . Likewise, the stability of these 1-front solutions directly follows from the pulse-stability analysis in [24] : the 1-front solutions can have only one small eigenvalue, the translational eigenvalue at λ = 0.
3. An RG method. We reformulate the results of the previous section in a rigorous manner (see Theorem 3.2 in section 3.2) and use the RG method developed in [5, 19] to rigorously prove this theorem. In order to focus on the essence of the method and avoid technical details, we consider only the case N = 2 of (2.1) in full detail. The proof of the general case runs along the same lines modulo certain technicalities, such as the uniform spectral compatibility; see section 3.4. In order to formulate the theorem, we first need to introduce a suitable norm.
The χ-norm.
We define the χ-norm by It is straightforward to check that the χ-norm is indeed a norm; in essence, it is a weighted W 1,1 -norm. We also define the normed space X:
The reason for using this particular norm, instead of a more usual one such as the scaled variant of the H 1 -norm used in [5] , is that this χ-norm is well behaved with respect to differences in asymptotic behavior at spatial infinity. The need for this is explained as follows. An N -front solution to (1.1) only converges asymptotically to leading order to (−1, −1, −1) at ξ = −∞ [6] . However, the skeleton solution which we use to approximate an N -front solution (see (3.6)) converges asymptotically exactly to (−1, −1, −1) at −∞. Therefore, although the error is only of O(ε) size at spatial infinity, the H 1 -norm of this error is unbounded. Since the tails of the N -front solution and the skeleton solution are exponentially flat, the seminorm ∂ ξ · L 1 (all constants have norm zero) does not yield an unbounded error. To make this seminorm ∂ ξ · L 1 into a norm, we add the component χ · L 1 , which, by the third assumption on χ, also does not penalize errors at infinity. The first two properties that we impose on the weight χ, positivity and mass one, are to make sure that the χ-norm uniformly dominates the L ∞ -norm.
Lemma 3.1. Let u, v be integrable functions such that u χ , v χ < ∞. Then, the χ-norm has the following three properties:
where G in (3.4) is an L 1 -function (in this paper typically a Green's function), and * the usual convolution.
Proof. The first property, (3.3) , is established via the following inequalities:
Multiplying by χ(y), integrating over all y in (−∞, ∞), and recalling that χ is positive and has mass one, we find that
The proofs of the second and third properties, (3.4) and (3.5), heavily rely on the first property. To prove the second property (3.4), we use Hölder's inequality, the fact that [11] , and finally the above result (3.3),
To prove the third property (3.5) observe that
The main result.
In order to give an accurate formulation of the main result of this paper, i.e., that the dynamics of an N -front solution of (1.1) is indeed determined by the formally derived (2.1), we first need to introduce some more notation. We define the stationary skeleton N -front solution Φ Γ (ξ) by
in which U 0 (ξ, Γ) is the leading order approximation of the U component of a stationary N -front solution of (1.1),
Here, Γ i determines the location of the ith front; more precisely, U 0 (ξ) has its ith sign change at ξ = Γ i . By definition, we have that Γ i < Γ i+1 , and since the interaction of the fronts is semistrong, we may assume that
and G W (ξ) are the Green's functions associated with the stationary V -and W -equations of
Straightforward computations yield that (3.9)
which are both L 1 -functions with norm 1. The graph of the functions Φ Γ (ξ) forms an N -dimensional manifold M N,0 . Note that M N,0 has a boundary ∂M N,0 consisting of N − 1 codimension 1 hyperplanes at which Γ i = Γ i+1 (i = 1, . . . , N − 1). The evolution within M N,0 is (to leading order) determined by (2.1). The dynamical skeleton N -front solution Φ Γ(t) (ξ) is defined to be an N -front solution (3.6) whose fronts Γ i (t) evolve according to the ODE (2.1).
This ODE has been obtained under the assumptions that Γ i < Γ i+1 and ΔΓ i = O(ε −1 ) (Remark 3.3). However, these properties are not necessarily conserved by the flow generated by (2.1): two components Γ i (t) and Γ i+1 (t) of a solution of (2.1) may in principle cross and thus change order. (See section 4, in which the dynamics generated by (2.1) is studied.) In other words, the evolution of (2.1) may drive a solution toward the boundary ∂M N,0 . Our methods-and in fact all methods considered in the literature-break down in the strong interaction regime, i.e., for solutions of the PDE (1.1) that have two fronts Γ i (t) and Γ i+1 (t) that become too close. In fact, we will see in the simulations presented in section 4 that these fronts will in general annihilate each other in the PDE, while their approximating counterparts will survive the collision and move through each other in the ODE simulations-something that is impossible in the PDE. Therefore, we define t m = t m (Γ(0)) of a solution Γ(t) of (2.1) as the maximal time for which min
Note that our methods in principle allow us to extend our results into regions in which ΔΓ i (t) = O(ε −σ ) for any σ ∈ (0, 1); see Remark 3.3. In that sense the choice for the critical distance, σ = 1 2 , is somewhat arbitrary. However, it does provide us with a unique definition of t m (Γ(0)), and none of the other possible choices for σ appear to give more insight than the present one. Note also that the fronts do not necessarily collide. In fact, Γ(t) remains bounded away from ∂M N,0 for many choices of Γ(0). In other words, t m (Γ(0)) = ∞ for large sets of initial conditions; see section 4.
We can now formulate our main result. Theorem 3.2. Let ε > 0 be sufficiently small, and assume that all parameters of (1.1)
, and its evolution is governed by (2.1), the leading order dynamics of the fronts of Φ Γ(t) (ξ). In particular,
This theorem establishes the validity of the N -front dynamics formally obtained in section 2.
By using an improved skeleton solutionΦ Γ (ξ) and the same RG procedure as in this section, it is possible to improve on this result. For instance, we can prove the existence of an attracting manifold M N,1 with the property that a solutionΦ N (ξ, t) with initial conditions
To determine the improved skeleton solutionΦ Γ (ξ) we need the results of this section (with the normal skeleton solution Φ Γ (ξ) (3.6)). Therefore, this section can be seen as a first step in an iteration procedure to obtain an attracting N -dimensional set M N,ε with boundary ∂M N,ε in the solution space associated with (1.1). Away from ∂M N,ε the dynamics on M N,ε is to leading order governed by (2.1). Note that this analysis is somewhat subtle, for instance since the speed of the fronts influences the corrections to the shape of the front solutions in the higher order approximations (and vice versa). Nevertheless, this iteration procedure can be performed by embedding the geometrical approach of [4, 5] into the higher order RG method analysis-see [5] , where the speed of the interacting pulses determines the amplitude of the pulses to leading order. We refrain from going into the details here. It should be observed that an iterated refinement of the theorem does not yet necessarily establish whether or not M N,ε is actually a manifold. See also [1, 27] .
We emphasize that the dynamics of the skeleton solution Φ Γ (ξ) is only to leading order determined by (2.1). Because of accumulation of error, the predicted front position could diverge by an O(1) for nonstationary solutions Φ N (ξ, t) after O(ε −1 ) time. However, at all points on the manifold the front dynamics is given to leading order by (2.1), particularly for the configuration of steady states and traveling waves.
The remainder of this section is devoted to the proof of Theorem 3.2, using the RG method, as developed in [5, 19] . As was already stated, we consider only the case N = 2 in full detail. For clarity, we note that (2.1) reduces tȯ
in this case. Substituting the decomposition (3.10) into the PDE (1.1), we find
The residual R(Φ Γ ) is defined as the error made by the skeleton solution (3.6) and is determined by plugging (3.6) into the right-hand side of (1.1). Since, by construction, Φ 2 (ξ) (Φ 3 (ξ)) solves the second (third) component of the right-hand side of (1.1) exactly for given Φ 1 (ξ) = U 0 (ξ, Γ) (3.8), we obtain that the second (third) component of the residual is zero. However, the first component R 1 = 0:
(3.14)
The linear operator reads
Finally, the nonlinear term is given by
The proof of the theorem now consists of several steps, which are all essential to the RG method used [5, 14, 9, 19] . 1. First, we bound the nonlinear growth term N (Z) (3.16) (see Lemma 3.5) and the residual R(Φ Γ(t) ) (3.14) (see Lemma 3.6) that occur in the PDE (3.13). See section 3.3.
2. In section 3.4, we analyze the linear operator L Γ in Lemmas 3.7-3.10. We determine that L Γ has two small eigenvalues and that the rest of its spectrum is well into the left half complex plane. Moreover, we obtain a bound on the χ-norm of functions which do not have a contribution in the direction of the eigenvectors Ψ ± belonging to the small eigenvectors λ ± associated with L Γ .
3. Next, we start the RG method. We freeze a basepoint Γ 0 := (Γ 0 1 , Γ 0 2 ); that is, we fix the front location, and we rewrite (3.13) once more; see section 3.5. Then, we project onto the eigenspace of the small eigenvalues λ ± , to obtain the motion of the two fronts Γ 1 and Γ 2 (3.45); see section 3.6. In section 3.7, we project onto the eigenspace X Γ 0 the space perpendicular to the eigenspace of the small eigenvalues λ ± . The analysis of these projected equations gives a bound on the size of the remainder Z(ξ, t) on some time interval [0, t * ]; see Lemma 3.13.
4. At time t = t * , we renormalize by choosing a new basepoint
, and we show that the χ-norm of the remainder Z(ξ, t) has the same asymptotic magnitude as before renormalization; see Lemma 3.17. Moreover, we show that the new basepoint Γ 1 is near the location of the fronts from the previous step at time t * , Γ(t * ). A repetition of step 3 and the above observation then bounds the remainder Z(ξ, t) for all time (3.11). See section 3.8.
5. With this estimate on the remainder Z(ξ, t), we further investigate the evolution of the two fronts Γ 1 and Γ 2 (3.45); see section 3.9. This validates (3.12) and completes the proof.
Remark 3.3. The results established in this paper are valid under the assumption that the fronts Γ i+1 and Γ i do not interact strongly. To leading order, this translates into ΔΓ i = O(ε −1 ), the assumption that has been imposed throughout this paper. However, the interaction between two neighboring fronts remains semistrong as long as ΔΓ i = O(ε −σ ) for some σ > 0. All results remain valid under this somewhat weaker assumption. The proofs for the more general results may become slightly more technical, though, since it may be necessary to incorporate (straightforward) higher order calculations. Therefore, we refrain from going into the details here.
Since the notation O(ε −σ ), σ > 0, plays a crucial role in this paper, we recall its definition. A quantity Q(ε) is of O(ε −σ ) for some σ > 0 if there exists a C > 0, independent of ε, and an ε 0 > 0 such that ε σ |Q(ε)| > C for all 0 < ε < ε 0 .
Nonlinearity and residual.
In this section, we bound the norms of the nonlinear term N and the residual R, but before we do so we compute bounds on Φ 1 , the first component of Φ Γ (3.6), in several norms.
Lemma 3.4.
Since
By the assumptions on χ(ξ), we observe that also χΦ 1 L 1 = O(1). Now, we establish the following bound on the χ-norm of N (Z).
Proof. This follows immediately from (3.16), (3.5), and Lemma 3.4. Next, we bound the residual R.
Proof. We need only to prove the second bound on R, since the first bound then follows from (3.3). Moreover, since R 2 = 0 and R 3 = 0, we need only consider the χ-norm of R 1 . A short calculation shows that
which is exponentially small. Therefore, the leading order behavior of R 1 is given by
, and Lemma 3.4, we obtain the following bound for the leading order terms in R 1 :
Resolvent.
In this section, we analyze the linear operator L Γ (3.15), with Γ fixed. We start by computing its spectrum σ(L Γ ). The spectrum σ(L Γ ) can be split into essential spectrum σ ess (L Γ ) and point spectrum σ p (L Γ ). The following lemma gives, to leading order, the location of both parts.
Lemma 3.7. The essential spectrum σ ess (L Γ ) of the linear operator is contained in the left half plane and bounded away from zero in an O(1) fashion. More precisely, to leading order, 
and where a straightforward computation yields that
The operator L Γ is, to leading order, the same as the linear operator associated with a stationary 2-front solution, as studied in section 4 of [24] . Hence, its spectrum and its eigenfunctions are to leading order the same. Therefore, only the statements about the error terms R i (ξ) do not follow immediately from [24] . Nevertheless, these estimates follow directly from the structure of the linear operator L Γ and its eigenfunctions Ψ ± .
Clearly, all the R i 's must be bounded and integrable (since Ψ ± is an eigenfunction). The structure of R 1 is determined by L 1 , the operator at the (1, 1) entry of L Γ . Thus R 1 must decay exponentially with a O(1) rate, which implies that
, the second (third) diagonal entry of L Γ , it will decay slowly with an exponential rate of O(ε). Therefore, both
Note that ψ 1 (ξ) and ψ 2 (ξ) are strongly localized functions around ξ = Γ 1 and ξ = Γ 2 , respectively. Moreover,
2. Also observe that in [24] , μ = ∞, which corresponds to the translation invariant eigenvalue λ + ≡ 0.
Lemma 3.8. The adjoint operator L Γ has the same spectrum as L Γ . The associated eigenfunctions can be computed by the variation of constants formula, combined with the observation that the eigenvalues λ ± are small.
With these small (adjoint) eigenvectors at hand we split the normed space X (3.2) into the eigenspace X C Γ and its spectral complement X Γ , where the eigenspace X C Γ is spanned by the two small eigenvectors Ψ ± (3.19) . To project on these two spaces, we introduce the spectral projection π Γ , which, in terms of the small (adjoint) eigenfunctions Ψ ± , Ψ † ± , is given by
where (·, ·) denotes the standard L 2 -inner product. Note that we have, by Lemmas 3.7 and 3.8,
The complementary projection is defined byπ Γ = I − π Γ . The spaces X Γ and X C Γ are thus determined by
Since L Γ is an analytic operator we can generate its semigroup by the Laplace transform of the resolvent. We define the contour C as
The contour C splits the complex plane into two pieces, one containing the small eigenvalues λ ± , while the other piece contains the rest of the spectrum of L Γ and is bounded away from the origin in an O(1) fashion. Moreover, the spectrum σ(L Γ ) is an O(1) distance away from contour C (Lemma 3.7 and [24] ); see Figure 3 . Thus, we generate the semigroup S associated with L Γ restricted to the space X Γ (3.22) by the contour integral
where we assume that F ∈ X Γ . P. VAN Lemma 3.9. Assume that F ∈ X Γ ; then Φ = S(t)F satisfies
To prove this semigroup estimate, we first need to prove an intermediate lemma on the resolvent, as follows. 
Proof. First, we observe by (3.4) and (3.9) that the solutiong i to the inhomogeneous problem (L i − λ)g i =f i , where L i is the operator in the ith element of the diagonal of (3.15), obeys
By the above result (3.26), we know
so that g 1 is implicitly determined by
Hence, solving for g 1 ,
From the Neumann expansion of the inverse we have
Thus, we find, again by (3.26),
The proof of the lemma follows from the combination of (3.27) and (3.28).
Proof of Lemma 3.9. The contour C divides the complex plane into two pieces, and the spectrum σ(L Γ )\λ ± is completely contained in one of these pieces. Moreover, the spectrum is an O(1) distance away from the contour C. Since by assumption F ∈ X Γ , the result follows from Lemma 3.10.
Remark 3.11. Because of the specific χ-norm we use, it is possible that we get extra point spectrum at the tip of the essential spectrum (compared to [24] ). However, the essential spectrum is in the left half plane and an O(1) distance away from the imaginary axis (3.18). Therefore, this "new" point spectrum does not generate instabilities, and we can neglect it.
Initializing the RG method.
We use the RG method developed in [19] and adapted to singularly perturbed problems in [5, 14, 9] . We assume that the initial condition Φ 2 (ξ, 0) = (U 2 (ξ, 0), V 2 (ξ, 0), W 2 (ξ, 0)) is close to the skeleton solution Φ Γ * (ξ),
for some Γ * (see (3.6)) and some δ > 0. Then, the following lemma holds. Lemma 3.12. Let 0 < ε ≤ δ 1 be sufficiently small, and let Φ 2 (ξ, t) and Φ Γ * (ξ) satisfy (3.29). Then the following hold:
(i) There exists a unique smooth operator H : X → R 2 such that the function The first part of the lemma states that if the initial condition Φ 2 is close to a function Φ Γ * of the form (3.6), then there exists a basepoint Γ 0 = (Γ 0 1 , Γ 0 2 ) such that Φ 2 − Φ Γ 0 is also small, and it is perpendicular to the space spanned by the small eigenvalues associated with L Γ 0 . Moreover, the mapping (Φ 2 , Γ * ) → Γ 0 given by Γ 0 := Γ * + H(Z * 0 ) is smooth. The second part of the lemma concerns situations in which one wants to shift from one basepoint to another: if the initial perturbation is already perpendicular to the small eigenvalue space associated with an LΓ, then the distance |Γ 0 − Γ * | between the new basepoint Γ 0 and Γ * is small compared to the distance |Γ * −Γ| between the old basepointΓ and Γ * ; see Figure 4 .
Proof. Consider a Γ 0 such that (3.19) and Lemma 3.8, we obtain that
where ψ 1 and ψ 2 are defined by (3.20) with Γ 1 = Γ 0 1 and Γ 2 = Γ 0 2 , respectively. Note that, since the adjoint eigenvectors are zero to leading order in the second and third components (3.19), we do not need to consider the second and third components of (3.31).
Observe that Λ i (Γ * , 0) = 0 for i = 1, 2. The gradient of the map Λ = (Λ 1 , Λ 2 ) with respect to Γ 0 at (Γ * , 0) is given by
where we have used that
to leading order; see (3.20) . Thus, the map Γ is uniformly invertible near (Γ * , 0). Hence, for δ sufficiently small, the implicit function theorem guarantees the existence of a unique smooth function H(Z * 0 ) such that Φ Γ 0 with Γ 0 := Γ * + H(Z * 0 ) satisfies (3.32), i.e., Z 0 0 ∈ X Γ 0 , as introduced in the lemma. To prove the second part of (i), we observe that the implicit function theorem also guarantees that H(Z * 0 ) is uniformly O(1) Lipschitz and that H(0) = 0. This yields
For part (ii), we observe that if
. Since δ ≥ ε, substitution of this into (3.32) yields to leading order
Next, we use the mean value theorem and (3.20) to obtain
where
Combining (3.35) with (3.36), we find that the left-hand side of (3.34) is proportional to |Γ 0 − Γ * |. To bound the right-hand side of (3.34), we use property (3.3),
In order to control this L 1 -norm, we distinguish between two cases. First, assume that |Γ − Γ 0 | > 4; then
If |Γ − Γ 0 | < 4, then we once more use the mean value theorem,
Thus, the right-hand side of (3.34) is bounded by C Z * 0 χ |Γ−Γ 0 |. Using the triangle inequality on |Γ − Γ 0 |, we obtain the desired result.
Before we can initialize the first iteration step of the RG method, we need an a priori bound on its time step. Let t * l be the upper bound on the time step such that the remainder Z stays smaller than √ ε, that is,
This time step bound is well defined, and positive, by continuity of the remainder and by the assumption that the remainder is O(ε) small at t = 0; see We will show that t * u < t * l , so that t * = t * u . See Lemma 3.13. With this definition of the time step bound, we begin the first iteration of the RG method. We freeze the basepoint Γ = (
, and we decompose the actual solution Φ 2 into
which can be done by Lemma 3.12(i). This decomposition transforms the nonlinear PDE (3.13) into
where ΔL := L Γ − L Γ 0 , the secular term which measures the growth of the remainder Z 0 while Γ slides away from Γ 0 , and
3.6. Projecting onto the small eigenspace X C Γ 0 . In the next section, we project (3.41) onto the space X Γ 0 to derive estimates on the remainder Z 0 (ξ, t). Here, we project onto the eigenspace X C Γ 0 , the space spanned by the small eigenvectors of the operator L Γ 0 , to derive a rough version of the equation of the motion of the two fronts Γ 1 and Γ 2 . Since Z 0 (ξ, t) ∈ X Γ 0 for all t ≤ t * (3.40) and since the projection π Γ 0 commutes with the operator
We obtain the projected equation
By definition of π Γ 0 (3.21), this is equivalent to
Observe by (3.6), (3.7), and (3.20) that
On the other hand,
for i = 1, 2, and j = 2, 3, and where R † 2 and R † 3 are defined in the proof of Lemma 3.8. Therefore, (3.42) reduces to leading order to
Note that the second and third components of R+ΔLZ +N (Z) are identically zero. Therefore, inverting the matrix of the left-hand side, we obtaiṅ
(3.45)
In section 3.9, we will further investigate these two ODEs, and we will validate (3.12). However, to do so, we first need a better bound on the remainder Z 0 (ξ, t). This bound is obtained by projecting (3.41) onto X Γ 0 .
Projecting onto
∂ΓΓ . The variation of constants formula applied to (3.46) yields
where S is the semigroup generated by L Γ 0 ; see (3.24 
Before we can prove this lemma, we need some intermediate results, Lemmas 3.14-3.16. As a preliminary step we define two useful quantities:
The first quantity measures the growth of the remainder Z 0 in a weighted χ-norm, and the latter measures the maximal distance a 2-front solution Φ Γ has travelled from its basepoint Γ 0 . Observe that, by the assumptions on the time step t * , T 0 (t) = O(ε 1/4 ). The fact that we have an a priori upper bound on T 0 is one of the reasons for imposing the special bounds (3.37) and (3.38). To bound T 1 (t) in terms of T 0 (t), we need estimates on the nonlinear term N (Z 0 ) and the secular term ΔLZ 0 .
Lemma 3.14. There exists a constant
Proof. The nonlinear term N (Z 0 ) has already been analyzed in Lemma 3.5. However, we now have an extra assumption on the magnitude of the remainder (3.37)-(3.39). Therefore, the bound on N (Z 0 ) can be sharpened:
The bound on the secular term ΔLZ 0 follows from
where we used (3.3) and the Lipschitz continuity of Φ 2 1 and (Φ 2 1 ) ξ . Using (3.45), we can estimate T 1 (t) as follows. Lemma 3.15. There exists a constant C > 0, independent of ε, such that
Note that this implies that
Proof.
where, besides (3.51) and (3.52), we used the facts that ψ 1 ∈ L 1 and ψ 2 ∈ L 1 , (3.3), and Lemma 3.6. By assumption, T 0 (t) is at most O(ε 1/4 ); this completes the proof. For a sharper bound on T 0 , we need estimates on the terms of the integrand of (3.47). Lemma 3.16. There exists a constant C > 0, independent of ε, such that the terms of the integrand of (3.47) can be estimated by (3.53)
Proof. The first two inequalities of (3.53) immediately follow from Lemma 3.14 combined with the semigroup estimate (3.25) and the observation that projections are bounded in the χ-norm. To prove the last bound, we need to show that the asymptotic magnitude ofR is O(ε). To do so, we observe that (3.45) combined with (3.3) giveṡ
By Lemmas 3.6, 3.14, and 3.15, all three of the above norms are O(ε) for t ∈ [0, t * ]. Therefore, Γ 1 ≤ εC andΓ 2 ≤ εC. Now, the second and third component of R − ∂Φ Γ ∂ΓΓ can be estimated using the above observation together with (3.43) and (3.44),
It is now obvious that the χ-norms of the componentsR 2 andR 3 are O(ε). The first component ofR will also be O(ε). To see this, observe that, up to exponentially small terms,
). Since the functions ψ i (ξ) are Lipschitz continuous and in L 1 , we can bound the χ-norm of (3.54) by
where we again used thatΓ 1 ≤ εC,Γ 2 ≤ εC, and Lemma 3.15. The χ-norm ofπ Γ 0 R 1 is not larger than the χ-norm of R 1 , and from Lemma 3.6 we recall that
With the above three lemmas, we can now prove Lemma 3.13. Proof of Lemma 3.13. Taking the χ-norm of Z 0 (ξ, t ) (3.47) at t = t ∈ [0, t * ], we find
Multiplying the above inequality by e νt and taking the supremum over t ∈ (0, t), we find
Next, we eliminate T 1 (t) from the above inequality by using Lemma 3.15,
Since the time step t * min{(T 0 (t)) −1 , ε −1/2 }, we can incorporate the cubic term into the quadratic term, and we can conservatively underestimate the left-hand side by T 0 (t)/2. Thus, we obtain a simple quadratic inequality,
Plainly, if (3.56) is satisfied, then so is (3.55). To study the inequality (3.56), we look at the related quadratic equation in T 0 (t),
Since T 0 (0) + εe νt ≤ O(ε 3/4 ) 1, both roots of the quadratic, r 1 and r 2 , are real and positive. To leading order, they have the form
Thus, the values of T 0 (t) satisfying (3.56) lie in the domain 0 < T 0 (t) < r 1 and T 0 (t) > r 2 . Moreover, since T 0 (0) < r 1 and T 0 (t) is continuous, we know that
Using the definition of T 0 (t) (3.49), we have completed the proof.
Iteration.
In sections 3.5-3.7, we performed one step of the RG procedure. We found that in the time interval [0, t * ] the remainder Z 0 (ξ, t) with respect to the decomposition (3.40) stays O(ε) small. The next step of the RG procedure is to choose at time t = t * a different basepoint, Γ 1 := (Γ 1 1 , Γ 1 2 ), and to decompose the 2-front solution Φ 2 with respect to this new basepoint, as follows:
see Figure 4 (with, in the notation of this section,
, and Z 0 0 → Z 1 0 ). The idea of the RG method is now to restart the procedure of sections 3.5-3.7 with the same PDE (3.41), but with the new basepoint Γ 1 and the new initial condition Z 1 0 , and to show that the remainder Z 1 (ξ, t) stays O(ε) small in the interval [t * , 2t * ]. Of course, one first has to prove that this new basepoint Γ 1 is not too far away from the location of the front at the end of the first time step Γ(t * )-more precisely, that the renormalization has no leading order influence on the dynamics of the fronts, and that the new initial condition (3.30) in Lemma 3.12 yields
We use the definition (3.49) of T 1 and Lemma 3.15, together with Lemma 3.13, to further estimate the right-hand side of the above inequality:
By continuity of Φ 2 (ξ, t) in t = t * and Lipschitz continuity of Φ Γ(t) (ξ), we can now estimate
Completion of the proof of Theorem 3.2.
In this section, we finish the proof of Theorem 3.2. In the previous section, we established that the remainder Z(ξ, t) also stays O(ε) small in the second time interval. Repeating the same arguments, we can show that by our choosing a new basepoint Γ 2 at 2t * , the remainder Z 2 (ξ, t) also stays small in the interval [2t * , 3t * ]. By this iterative procedure, and since t * 1, we can now conclude that the remainder Z(ξ, t) stays O(ε) small until t m , that is, up to the moment we approach the boundary ∂M 2,0 . Here, the analysis of the previous sections breaks down since the fronts approach the strong interaction regime, so that the inner product (ψ 1 , ψ 2 ) is no longer exponentially small; i.e., the fast fronts are no longer strongly localized. For instance, the derivation of (3.45) heavily relies on this fact. This proves (3.11).
To prove (3.12), we further analyze the expressions forΓ 1 andΓ 2 (3.45). Since we know that the χ-norm of the remainder Z(ξ, t) is O(ε) small for all time up to t m , we conclude from (3.52) and (3.51) that
Now, the inner product involving R 1 is O(ε). Therefore, the above terms are of higher order, and we can neglect them in (3.45). After neglecting exponentially small terms, the residual R 1 is given by (see (3.17) )
The projections of G V * U 0 and G W * U 0 can be explicitly computed using (3.7), (3.9), and (3.20)-see also the Melnikov integrals of [6] . To leading order, we obtain
√ 2, the evolution of Γ 1 and Γ 2 is to leading order indeed given by (3.12) . This completes the proof of Theorem 3.2.
The dynamics of N -front solutions.
In this section, we analyze the dynamics of the fronts of N -front solutions. The system of ODEs describing the evolution of these fronts was formally derived in section 2, and this derivation was made rigorous in the previous section; see Theorem 3.2. In section 4.2, we classify the dynamics of all possible 2-front solutions, showing that the two fronts move toward a stable 1-pulse solution if and only if the system parameters are such that the 1-pulse solution is stable (for these parameters) and such that there is no unstable 1-pulse solution between the initial data and the attractor. In sections 4.3 and 4.4, we prove similar results for 3-front and 4-front solutions, respectively. For example, we determine the stability of front-solutions for which one or more of the fronts travel to infinity. To prove all the statements of these three sections, it is useful first to prove a statement for general N -front solutions. That is, N -front solutions for N odd are not stationary, while N -front solutions for N even do not travel with a uniform O(ε) speed. This will be proved in the first section.
Note that Theorem 3.2 states that the derivation is valid up to time t m , which can be +∞. If t m < ∞, the fronts enter the strong interaction regime after t m . Here, the system of ODEs no longer describes the dynamics of the fronts. For example, two components of the system of ODEs can cross, while this is not possible in the PDE case. The following conjecture is motivated by the numerical simulations; see Figures 7 and 10 This yields that after collision between two of the fronts in the ODE description, these two fronts should be removed from the system. Therefore, the N -dimensional system of ODEs reduces to an N − 2-dimensional system. Remark 4.2. The trivial dynamics of a 1-front solution is completely captured by Lemma 2.1.
Remark 4.3. The derived systems of ODEs for the N -front dynamics (2.1) is a gradient flow. That is,Γ (t) = −∇G (Γ(t) ),
A direct consequence is that there do not exist solutions which are periodic in time (besides the stationary solutions). Therefore, it is immediately clear that the derived systems of ODEs cannot be valid for large τ and θ, i.e., τ, θ = O(ε −2 ), since in the full PDE stationary 1-pulse solutions (2-front solutions) may undergo a Hopf bifurcation for τ, θ = O(ε −2 ) and thus create periodic motion; see Remark 1.1 and [6].
4.1.
N -front solutions with N even and N odd. In this section, we investigate the differences between odd and even N -front solutions. By studying the total movement of the N fronts, we can prove the following lemma. Proof. We begin with the case of N odd. The speed of the ith front is given by (2.1). Summing these front velocities over all N and noting the pairwise cancellations of terms for adjacent fronts, we find that for N odd,
Thus, there must be a net movement of the fronts in the direction given by the sign of γ. The assumption that γ = 0 now proves the first part of the lemma.
For N even, the sum of N components is to leading order zero; see again (2.1). This yields that there can be no net movement of the N fronts. Therefore, it is not possible to have a uniformly traveling N -front solution with an O(ε) speed. It is of interest to observe that the dynamics of an N -front solution for which one of the fronts is far away from all of the others can be completely understood from the dynamics of an (N − 1)-front solution and those of a single front, independently. In this case, to leading order, the system of ODEs for the N -front solution breaks up into the ODE (2.10) for a 1-front solution and a system of ODEs (2.1) for an (N − 1)-front solution. Since for N odd at least one of the fronts always travels to ±∞, this yields that, when looking at a fixed interval, an N -front solution with N odd will eventually behave like an M -front solution, with M < N even.
Remark 4.6. In the nongeneric case where γ = 0 there do exist stationary odd N -front solutions.
The 2-front solutions.
The dynamics of the fronts of a 2-front solution can be deduced in a straightforward fashion from (3.12) . Observe that the fronts travel with opposite velocities. Therefore, we can rewrite the system of ODEs for the front dynamics as one ODE for the dynamics of the distance, ΔΓ :
The fixed points ΔΓ i * , i ∈ N, of this ODE coincide with the solutions of the existence condition for standing 1-pulse solutions as derived in [6] . In particular, there are either zero, one, or two solutions, depending on the signs of α and β and on the size of α + β relative to γ; see Lemma 2.1 in [6] . The stability of these particular standing 1-pulse solutions is determined by the sign of the small eigenvalue
ΔΓ i * ; see [24] . On a caseby-case basis, we draw the following conclusions about solutions ΔΓ(t): if (4.2) has no roots, then ΔΓ(t) tends to ∞ for all initial data ΔΓ(t) if and only if γ < 0; otherwise it tends to 0. If (4.2) has one root ΔΓ 1 * , then if it is stable, ΔΓ(t) tends to ΔΓ 1 * , whereas if it is unstable, ΔΓ(t) tends to 0 or to ∞, depending on the sign of ΔΓ (0) Proof. Equation (4.2) has at most two fixed points ΔΓ 1,2 * for a given parameter combination [6] . The stability of these fixed points is determined by
Since (4.2) is a one-dimensional, autonomous ODE, this proves the lemma. See also Figure 5 , where we plottedΔΓ as a function of ΔΓ, as well as the solutions of the ODE (4.2) and the PDE (1.1) for two different initial conditions.
Due to the symmetry of the PDE (1.1), we immediately obtain a result on "2-back solutions," that is, solutions that converge asymptotically to (+1, +1, +1) + O(ε) at −∞. These 2-back solutions turn out to be relevant for understanding the dynamics of 3-and 4-front solutions; see the next two sections. 
We note that this condition is the same as the existence condition of a standing 1-pulse solution [6] , as well as that of the fixed points of (4.2) after the coordinate transformation. Hence, (4.8) has, depending on the parameters, 0, 1, or 2 solutions. Recall that B 3 = 0 corresponds with the third front Γ 3 traveling to infinity. Therefore, this coordinate transformation (4.6) enables us to study fixed points at infinity [13] . Under the assumption that there exists at least one line of fixed points, that is, that there exists at least one B * solving (4.8), we determine the stability of one of these fixed points, which we call
This matrix has three eigenvalues: λ 1 = 0, λ 2 = −2(αDB D * + βB * ), and λ 3 = −γ. The third eigenvalue λ 3 implies that the fixed point B f is stable only if γ > 0, which is consistent with the fact that γ < 0 implies a net movement to −∞; see (4.1). The sign of the second eigenvalue λ 2 is the same as the sign of the small eigenvalue of a standing 1-pulse solution; see (4.3) and [24] .
The eigenvectors belonging to the eigenvalues read See also frame III of Figures 6 and 7 for a plot of the system of ODEs in the original coordinates and a contour plot of a numerical simulation of the PDE (1.1), with system parameters satisfying the above corollary.
A similar analysis can be performed for the dynamics of fronts traveling to −∞. However, we now have to use a slightly different coordinate transformation, for i = 1, 2, 3, and t = 3 2
In these new coordinates, the system of ODEs has the line(s) of fixed points (
which is the existence condition for a standing 1-pulse solution with (U, V, W )(±∞) = (1, 1, 1) + O(ε), as well as the condition to have fixed points of (4.4); see also [6] . A linear stability analysis comparable to that of previous paragraph yields the following corollary. Corollary 4.10. Let C * solve (4.10). Then, the 3-front solution for which the first front Γ 1 travels to −∞ and the other two fronts Γ 2 and Γ 3 converge asymptotically to a 1-pulse solution with width − D ε log C * is attracting if and only if γ < 0 and αDC D * + βC * > 0. From Lemma 4.4, we know that uniformly traveling 3-front solutions may exist. It turns out from the next lemma that a necessary condition for this type of solution to exist is that the parameters α and β have different signs. Thus, the third component of the PDE (1.1) is strictly necessary for the system to support traveling 3-front solutions; the two-component limit of the PDE, i.e., the system of PDEs without the third component and with β = 0 (see [6, 24] ), does not support uniformly traveling 3-front solutions. 
√
2εγ. Plugging this into (4.5), we find
The third equation is a linear combination of the first two equations. Therefore, we can neglect the third equation and solve the system of the first two equations. Moreover, since only the distances between the fronts are important, there are only two unknowns, Γ 1 − Γ 2 and Γ 2 − Γ 3 . So, a priori, system (4.11) is solvable. Rewriting the first two equations, we find the equality
By construction Γ 1 < Γ 2 < Γ 3 , and therefore the following two inequalities hold:
This yields that equality (4.12) cannot be fulfilled if sgn(α) = sgn(β). Therefore, there cannot be uniformly traveling 3-front solutions if α and β have the same sign.
To show that there are parameter combinations for which (4.12) holds if sgn(α) = sgn(β), we prescribe the parameters α = 0, D, ε and the front positions Γ 1 , Γ 2 , Γ 3 , and choose β as the solution of (4.12), i.e.,
. By (4.13) the numerator as well as the denominator are positive, and therefore β is well defined and nonzero (and sgn(α) = sgn(β)). The first equality of (4.11) now determines a value of the last free parameter γ for which (4.11) is solved and a uniformly traveling 3-front solution thus exists. Note that this construction works for all given initial parameter combinations
See Figure 8 for a uniformly traveling 3-front solution. In the same figure a uniformly traveling 5-front solution is shown; the existence of this type of solution can be proved by similar (but more involved) arguments. This gives rise to the following conjecture. We refer to [6, 24] for the proof of this conjecture for N = 2, 4. Of course, (4.14) has quite some structure, for instance, 4 i=1Γ i = 0. In fact, the system has a two-dimensional invariant manifold (4.15) M 0 := {(Γ 1 (t), Γ 2 (t), Γ 3 (t), Γ 4 (t)) | Γ 4 (t) = −Γ 1 (t), Γ 3 (t) = −Γ 2 (t)} .
The manifold M 0 can be interpreted as representing the dynamics of symmetric 2-pulse solutions within the larger family of 4-front interactions. Hence, if M 0 is attracting, then the fronts will organize into two pairs of pulses; i.e., the front dynamics evolves into pulse dynamics. Moreover, the fixed points of M 0 can be determined by solvingΓ 1 (t) = 0 andΓ 2 (t) = 0. which coincides with the existence condition of stationary 2-pulse solutions constructed in Theorem 5.1 of [6] . The analysis of [24] establishes the (in)stability of the fixed points of M 0 , i.e., of the symmetric stationary 2-pulse solutions. Note that this matrix is singular since adding all the rows yields (0, 0, 0, 0), and that it is symmetric across both diagonals. The eigenvalues and eigenvectors of the matrix read (4.16)
where K i and L i , i = 3, 4, are known constants. The eigenvalue-eigenvector pair λ 1 and e 1 correspond to uniform translations of the 4-front solution. Small perturbations in the direction of e 1 cause the positions of the four fronts to shift by the same constant small amount. Hence, the relative distances between pulses stay the same, and such perturbations do not destabilize the 4-front solution, since linear stability is only up to translates. Then, in order to study perturbations in the directions of the other three eigenvectors, we may mod out the translation invariance and assume, without loss of generality, that the components of these perturbations sum to zero. The third and fourth eigenvalues λ 3 and λ 4 have eigenvectors e 3,4 along the direction of M 0 . Therefore, these eigenvalues are not important for the stability result. Thus, the second eigenvalue λ 2 , whose eigenvector e 2 is perpendicular to M 0 , yields the stability result. It is given by
Note that the eigenvalue λ 2 explicitly depends on time via A 1 and A 2 . By construction Γ 1 < Γ 2 < 0, hence 0 < A 1 < A 2 < 1. This yields that λ 2 (t) < 0 for all time t if α > 0 and β > 0, while λ 2 (t) > 0 for all time t if α < 0 and β < 0. Thus, M 0 is normally attracting if α, β > 0 and normally repelling if α, β < 0 [3] .
Recall from Corollary 4.5 that if one front escapes to +∞, there is always another front traveling to −∞. For a stability analysis of the fixed points at infinity, we therefore have to combine the coordinate transformations (4.6) and (4.9) of the last section. We introduce the new coordinates In these new coordinates, the system of ODEs (4.14) readṡ 
