The particular formulation adopted here has its historical origin in the concept of monotone operator, as introduced by Collatz [1] . Without getting involved in technical details, let us suppose that we have an "interior operator" P and a "boundary operator" R defined for functions in some suitable class Z. The pair (P, R) is said to be monotone in the sense of Collatz if the implication Pu ^ Pv, Ru ^ Rv => u^v holds for u,veZ. In the case of an unbounded region one may need a growth condition such as sup (u -v) < °°. Further generalization can be achieved by allowing an interior error δ and a boundary error ε. The implication is now (1) Pu-Pv <; δ, Ru-Rv <Ξ ε, sup (u-v) < ^ ==> u -v <; p , where the bound p is supposed to be effectively computable in terms of δ and ε. The usefulness of such results in the study of uniqueness, stability, numerical estimation and existence is well known [2, 12, 13] .
The above formulation (1) is one-sided, in the sense that there is a one-sided bound in both hypothesis and conclusion. Many important results (such as Harnack inequalities, for example) do not hold in the one-sided case, but do hold when the estimates are two-448 RAYMOND REDHEFFER AND WOLFGANG WALTER sided. The two-sided version of (1) is IPu -PvI <: δ, \Ru -Rv\ <; ε, sup |u -v| < c (2) \u -v\ <^ p Even in the case of purely parabolic operators, one-sided estimates hold only for systems satisfying certain monotonicity conditions, while two-sided bounds can be obtained for a much larger class of equations.
The following results are formulated in the style (2) . The necessary additional assumptions needed for corresponding results (1) are, roughly speaking, a quasimonotonicity condition with respect to u and a monotonicity condition with respect to u (-) . The modifications in the proofs are easy and are left to the reader.
We point out that existence theorems for the type of problems discussed here can be proved, using essentially the same methods as in the purely parabolic case (a priori estimates combined with fixedpoint theorems or Leray-Schauder degree theory). We shall come back to this matter in another paper.
2* Notation* We use | | for the Euclidean norm; the argument can be any finite-dimensional vector or matrix. Points of R n+1 are written in the form (x, t) with x e R n and teR.
The letter G denotes a nonempty subset of R n+1 which has the following two properties:
(i) inf t = 0, sup t = T > 0 f or (x, t) e G.
(ii) If (x, t)eG then a half-neighborhood of form {(£, τ): t -a<τ ^ ί, \x -ξ \ < a} with a -a(x, t) > 0 is also in G. We define Γ = G o -G where G o is a given closed set containing G and we use the terminology G = parabolic interior, Γ = parabolic boundary.
As explained in [9] , introduction of G o is needed to ensure that expressions like u(2x f t -1) are defined in G. In purely parabolic problems G o = G and Γ is the parabolic boundary in the ordinary sense. At certain points (x 9 t)eΓ one can define an inner normal v(#, t) by use of a sequence of points (x jf t)eG; see [13; §31] . A point (x, t)eΓ is called a boundary point of Type I if the normal derivative does not occur in the boundary condition at (x, ί). All points in Γ-G are of Type I, as are all points (x, 0)eΓ. A point (x, t)e Γ is of Type II if the boundary condition involves the normal derivative at (x, t); this implies of course that v(x, t) exists. where S n denotes the set of real symmetric n by n matrices. Existence of w xx means that each coordinate of w x is differentiate in the w-variable sense; mere existence of the second partial derivatives is not enough.
We conclude this summary of notation by giving two definitions and a notational convention. DEFINITION In nonlinear problems it is essential to specify the "base value" at which the monotony inequality is required. This is accomplished here by use of an arrow which also specifies the relevant variable. pO, ί, u, u ] l + s) ^ ^(x, ί, w, %ί) ^ ^ (α, t, u, ut -s) for s e R, s ^ 0. Here ^ is a specific function wei? w , and u and â re abbreviations for u(x, t) and u k (x, t) , respectively. The inequality is required for (x, t) e Γ. Naturally, similar conventions apply if φ has an extra argument u( ), as in the sequel.
Throughout this paper, monotonicity conditions are prescribed at the argument u and continuity conditions at the argument v 9 where u and v are specific functions entering into the statements of A similar definition applies to the function j(t, y), which does not depend on z.
4* A preliminary result* Throughout the sequel we shall be concerned with operators of the form
where
Here n(-) denotes the function itself, as a member of Z m 9 while the other arguments of f k and g k stand for the values at (a?, t). Thus, / & and gr f c are respectively of forms
It is understood that the argument u k is absent from g k at points of Type I. At these points, no monotonicity condition for g k is required.
As continuity conditions we assume
These inequalities are needed for ft = 1, 2, , m and' for 
5* Proof* If the conclusion fails we can find an index k and a point (£, τ) e G Q such that τ > 0 and
We assume u k -v k = +P 10 at (£, τ); the discussion with -is similar. Since p is increasing, we have
We consider three cases.
is a boundary point of type I. The relation
holds at (f, τ) and contradicts the hypothesis \\Ru -Rv\\ ^ ε.
is a boundary point of type II. Here we have in addition to the relations above. The monotonicity of g k gives v, v,, v( )) t (f, τ), and a contradiction is obtained as in Case I above.
Case III. (ζ, τ) e G.
Here we have at (f, r), in addition to the relations of Case I. Hence, by the
which is a contradiction.
6* Formulation of the main theorem. We now suppose that the coordinates x l9 x ? , , x t are unbounded as (x, t) ranges over G and that the remaining coordinates are bounded. It is also assumed that the boundary operator R does not depend on u(-), so that
The argument u\ is omitted at points of Type I. As continuity conditions we require
x\\s\ .
(5b)
In these relations zeϋ m , p eR n , q e S n , w( ) eZ m , s eR and N is a large constant that does not enter the final estimate. The inequality (5b) for f k is required in the following two cases:
The inequality (5b) for # fc is required in these cases:
At points of Type I, the condition involving s is vacuous. Finally, we assume that
where ίΓ, K i5 are constants satisfying E^ ^ 0, iΓ^ ^ 0 for i THEOREM 1. Let (P, R) satisfy (5abc) where ω and 7 are quasimonotone increasing.
Suppose also that p is an increasing solution of
The choice v = 0, p = z in Theorem 1 gives the following: COROLLARY 1. Let P be as in Theorem 1, , and let u be a bounded solution of Pu = P0. Suppose z e 22+ is swcΛ £Aα£ α>(ί, 2;, «) <; O/o?* 0 < ί ^ Γ. JΆe^ ||^|| satisfies the maximum principle relative to z; that is, \\u (x, t) 
\\ ^ z in Γ implies \\u(x, t)\\<,z in G.

This follows from Theorem 1 by taking
and hence is a convex cone. Further discussion of the linear case is given in the following section.
7* Remarks and generalizations* REMARK 1. The hypothesis (5c) with regard to 7 can be relaxed as follows. It suffices to assume that
, First we note that this assumption is weaker than the original one. when y = σ(t) and z\\σ(t), where σ:
is any continuous function satisfying inf σ t > -co as well as (i), (ii) above. Here z\\σ(t) means z ~ X(t)σ(t), λ ^ 0. In any case (5c) is needed only for \z\, \z\ ^ sup \u -v\ and the constants can depend on (u, v). They do not enter into the statement of Theorem 1.
Remarks 1 and 2 are most easily understood when ω and 7 are linear. Let 
The hypothesis (5c) as restricted by Remarks 1 and 2 becomes
L(t)σ(t) ^ const. , ίΓ(t) ^ const. , M(t)σ(t) < σ{t) .
Here the first and third inequalities pertain to the ordering in R m and the second means that each element K iά (t) is bounded above. Since the diagonal elements of L and M can be negative, these conditions are much weaker than corresponding original conditions
When L is bounded above, any σ can be used with L, and hence the σ from Remark 1 can be. Since the άth boundary operator R k must actually involve u h , it does not appear that the condition on M given in Remark 1 can be significantly weakened.
If M is a diagonal matrix with diagonal elements bounded above by iΓ 0 < 1, the sole condition on the continuous function σ (other than σ > 0, inf σ t > -co) is L(t)σ(t) <^ const. Such a condition can hold when the elements of L are severely unbounded, as is evident. It should be observed in this connection that σ, K and K o do not enter into the conclusion of Theorem 1. Only their existence is important, not their values. In the proof of Theorem 1, which is given below, it will be seen that the only use of the condition ^(0) ^ \\u -v\\ 0 is to establish (*). This completes the proof of Remark 3.
In view of the above remarks, Theorem 1 implies the theorem for the linear case which was stated without proof at the end of [9] . REMARK 4. In most cases of interest a term \\u\\ t does not occur in the original statement of the problem, but arises by assessment of a Volterra-type functional. In such cases one would naturally expect K ts ^ 0 for i = j as well as for ί Φ j. Even if ||%I| t does occur in the original problem, the comparison function v must be severely restricted, in general, before K u <0 can be allowed.
As an illustration consider
Pu -u t -Δu + sup u(x, t) , m = 1 . |ίel<o°H ere we can take K--1 provided v is a function of t alone. If the sup were replaced by sup u(x, τ) for τ ^ t, or by a sup with respect to both x and τ, we could take K= -1 when v is constant.
Equations involving maximum operators such as the above do arise in the theory of dynamic programming and elsewhere. However, we have allowed ω(t, y, z) to be merely quasimonotonic in z, rather than monotonic, not with a view to any esoteric application, but to show the parallelism between the dependence on u and that on u('). REMARK 5. Let |^|f and ||w||* be defined as in Definition 2 in §2, but with τ <^ t replaced by τ = t (i.e., the supremum is taken COMPARISON THEOREMS FOR PARABOLIC FUNCTIONAL INEQUALITIES 457 only over x with t fixed). If the estimate (5b) for / holds with ||w||ί replaced by ||w||*, then the assumption in Theorem 1 that p is increasing can be dropped.
This remark applies, e.g., when the functional in P is of the form u (x + ζ(x, t), t) , that is, when we have no delay in t f but a deviating argument in x. Further discussion is given in § 10. We shall prove the theorem under the weaker assumptions outlined in Remarks 1 and 2 of the preceding section. Let σ be a smooth function satisfying (ii) in Remark 1, and let σ 0 , σ x be constants such that
By replacing σ by the function ce ct σ(t), where c is a large constant, we can assume that a satisfies (8) σ t > μσ and
Note that this change does not affect the properties (6) of σ.
It will be proved by induction that ( 9 ) \\u(x, t) -v{x, t)|| ^ p(t) + λ,(t)α(t) for i = 0, 1, 2, ,
Obviously, the conclusion of Theorem 1 follows from (9) for i-> °o. Since |θ fe > 0, (7 fc > 1 and β > \u -v\, inequality (9) holds for i = 0. Let us assume therefore that (9) holds for the index i -1. In order to prove (9) for the index i, we shall establish the estimate In what follows, we set
w = u-v , ψ(x, t) = pit) + (ah(x) + \(t))σ(t) , and we define p(t) -^(0) , σ(t) = σ(0)
, λ,(t) = X € (0) for t < 0 .
The conclusion \\w(x f t)\\<ψ(x,t)
holds for ί ^0 by virtue of the hypothesis on ρ(0) together with the fact that σ(Q) > 0. If this conclusion does not hold for all (x, t) e G o then we can find a point (ς, τ) 6 G o and an index h such that τ > 0 and
A point of this kind is called a Nagumo point. We assume w /c -+α/r f e at the Nagumo point; discussion with -is similar. Thus, the basic conditions are r > 0 and
The possible locations of (£, τ) lead to the cases considered below.
Case I. Boundary point of Type I, \ξ | > N. Using first the quasimonotonicity of 7 and then the hypothesis on p, we get
where we have introduced the abbreviation λ = ah(ξ) + λ,(τ) .
We apply (5c) with y -p{τ) and z = Xσ(τ) > 0. Thus, we get a contradiction,
Case II. Boundary point of Type II, | ξ \ > N. Here we have, besides the conditions used in Case I, the condition u k u^
Since \h u \ ^ \h x \ ^ 2/\x\ because of |a5|^2|»|, the smallness of a ensures |s| ^ 1/N\x\ for s = ah>σ k (τ). Upon using first the monotonicity of g, then the inequality involving 7, and finally the results noted in Case I, we see that
Since X ^> aa 0 and a o σ x > 2Ns\ιp\σ\ 9 a contradiction is obtained again.
Case III. Interior point, \ξ | > N. Here we have (11) and also
Since | & β | <£ 2/|»| and | λ ββ | ^ 4i/ ^ /|»| 2 , the smallness of a assures the side conditions (i) following (5b). Using first the monotony with respect to u xx given by (5a), and then the continuity hypothesis (5b), we get (τ, \\w(g, τ) \\, \\w\\ T )-a(2+4V^)Na\T) . By (11) 
Upon recalling that ψ( Xf t) = ah(x)σ(t) + λ 4 (ί)σ(ί) + p(t)
and that σ t ^ μσ by (8), we see that ψ satisfies the differential inequality
On the other hand with λ = ah(ζ) + λ έ (τ) the hypothesis (5c) gives
In the last step we used the fact that | σ \ ^ a o^f c by (6) , and also the induction hypothesis (9) for the index ΐ -1. The latter gives \s\ ^ λ^iίr) |CJ(T)|. Because of the inequalities satisfied by a 0 , β and μ, the two inequalities above lead to a contradiction: Case IV. \ζ\ ^ N. If \\w\\^ψ fails, it has been seen that there is no Nagumo point in | x | > N, and hence there must be one in \x\ ^ N. This is true for every a > 0. In general, both the point and the distinguished index k might be expected to depend on a; thus, (f, τ) = (f α , τ a ), k = k a . However, since h(x) -0 for \x\^N, it is not hard to show that one and the same point (£, τ) and index k can be used for all a as a -> 0 +. This point is also a Nagumo point when a -0, and a contradiction is obtained as in the proof of Theorem 0 in § 5.
The result of the foregoing analysis is that (10) holds for α = 0, hence (9) holds for the index i, and the proof by induction is completed. 9* Remarks on strongly coupled systems* In this section and the next we give examples of the foregoing theory, making special choices of the functional implied in u( ).
Partial derivatives are denoted by the usual indicial notation, 
where φ is a modulus of continuity; that is, ψ is continuous and 0(0) = 0. In our applications we shall have Ω e K(θ, h) and (12) is required only for (sc, y) such that
Hence, by the mean-value theorem, the condition holds with φ(s) = where W o < °°. Then W k < °°, and there exists a modulus of continuity Φ, depending only on (θ, h, d, m, φ) , such that
Actually the result is deduced in [11] from a hypothesis which is much weaker than weCφ (Ω, R m ) . However it follows from the conclusion that in fact w e G}(β, R m ) for some φ and hence, the above formulation has been preferred here.
These considerations are extended to functions u(x, t) defined on the region G by means of the following definition: 
where Du is an abbreviation for (Du)(x f t) and where (x, t,v + z, v m Before giving the proof we illustrate Theorem 2 by two examples. EXAMPLE 1. Let n -1, x 1 = x 9 and let G be defined by t > x 2 . Consider the problem (14) 2u\ -ul x -2u To be sure, each cross section G t satisfies G t e K(θ, t 1/2 ) ; but the parameter h = ί 1/2 tends to 0 with t, and hence the condition does not hold uniformly in the sense required by Definition 4. This uniformity is therefore essential for the truth of Theorem 2, even when Γ is smooth. EXAMPLE 2. If the hypothesis of Theorem 2 is strengthened to Pu = Pv and Ru = Rv, and ω is linear, one might expect that the conclusion could be strengthened to u = v. However, this is not the case. Using the notation of Example 1, let G be bounded by the three lines x + t = 0, t -0, x -1, and consider the system The condition for p in Theorem 0 is therefore
where λ is continuous and λ(0) = 0. These can be regarded as scalar equations with p k = ft ω k -ω for k -1, , m. Given λ e (0, 1/2), there exists μ > 0 such that 0<ί<!θ, 0< p<μ => λ(ί) + α)(ί, ft Φ(/θ)) < λ .
Hence we may take p{t) = Xt+r], 0 < η < j«/2 f and we obtain | w -v|X t + η for 0 <^t <* μ. Letting 57 -> 0, the result follows. By using the full force of Theorem 1, one can readily extend Theorem 2 to unbounded regions and to strongly coupled systems containing functionals. Also one can obtain more detailed estimates by means of the inequalities (15) give an estimate of form IH{Dw)I ^ (const)(sup \w\)* , p ^ 1 , and this can be used to establish uniqueness, stability, and asymptotic stability for the null solutions of certain rather broad classes of strongly coupled systems. Details of these developments are not difficult and are omitted.
In conclusion, we mention that the idea of using Kolmogorovtype inequalities in the study of strongly coupled systems is due to Nickel [4, 5] , and the fact that these results can be subsumed under a general theory of parabolic equations with functionals was pointed out by the authors [9, 10] . An existence theory within the context of Nickel's ideas is given in [8] , 10* Systems with limited memory* The reason for requiring p to be increasing in Theorem 1 is to ensure \\p\\ t = \\p(t)\\, so that p(t) gives an estimate not only for w(x, t) at the Nagumo point, but also for ||w||« The assumption of monotonicity does no great harm on a finite interval [0, T] , and, if the differential equation for p would allow a decreasing p, we could generally take p -constant. But on an infinite interval [0, ©o) the monotonicity of p is a serious restriction. The trouble is that one would like to establish asymptotic stability, lim I u(x, t) -v(x, t) I = 0 uniformly in x , ί->oo and this requires lim p(t) = 0.
To deal with this problem let μ be a specified function R->R satisfying μ(t) ^ t. Without bothering to introduce a new notation, we alter the definition of \φ\ t in Definition 2 as follows:
This gives a corresponding value, depending on μ, for = (|wΊ*, \w*\ t , -' ,\w m \ t ).
Roughly speaking, an expression which can be assessed by \\w\\ t cannot involve values of w at times prior to μ(t). Such an expression can be thought to be of limited memory; a measure of the memory at time t is given by t -μ(t). For example, the operator w(x, f)-+w(x f t -1) has memory 1. The operator w(x, t)->w(2x-t,t) has memory 0, as does also the operator w -> Dw introduced in the foregoing discussion. Operators given by integration over the subset of points (£, τ) 6 G o for which μ(t) ^ τ ^ t are of memory t -μ(t). When the foregoing theory is developed in this setting, the hypothesis in Theorem 1 that p is increasing can be replaced by a requirement that ω(t, y, z f ) is increasing and that
In particular, if ω (t, y, z] ) is increasing, and also p is decreasing, it suffices to have
Thus, the study of asymptotic stability leads to a specific class of delay differential equations. As a simple illustration, let a k , a and /3 be given functions of type R n+1 -• Jϊ, β %+1 -> R n , and JB %+1 -> JB, respectively, and consider
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Thus, u-+u* is a Volterra displacement operator with memory t> -J"(*) A s continuity condition we assume that there exist constants A and B and an increasing function N: JB -> R such that (x, t, v x , v xx , v* for (x, t)eG and k = 1, 2, , m. In each strip 0 < t <: T this is subject to side conditions for \x\ > N(T) and |a?| ^ JV(JP) similar to those in Theorem 1.
For proof, let w = w -v. To get a useful assessment for ||w*|| we ought to choose t 0 so that μ(t) ^ 0 for t ^ t 0 and work in the region t *> ί 0 . However, since the main hypotheses are invariant under a translation of ί, we shall use Theorem 1 as it stands. The conditions for p are satisfied if p is a decreasing solution of There is no difficulty in finding particular solutions of form e~a t , (t + β)~a corresponding to particular choices μ(t) = t -7 (τ> 0), μ(t) = δt (0 < δ < 1). Such choices are useful in that, when they apply, they give a specific estimate of the rate with which \u -v\ approaches 0. However, the general case depends on the following: LEMMA 2. // A > B ^ 0 and lim^e o^( ί)= °o, then (17) has a decreasing solution σ such that lin^ ^ σ(t) -0.
The condition on μ is appropriate, since if μ is bounded and B > 0, there can be no such function σ.
For proof suppose lim μ(t) = oo and construct a sequence {t n } with t 0 = 0, t n+1 > t n + 1, such that μ(t) > t n _ x + 1 for ί ^ ί Λ . For σ we choose a continuous function which is linear in each interval (*•» <« + 1) and is constant on the complementary intervals. It is readily checked that such a σ can be constructed so as to be decreasing and to satisfy (17) except at the corners, and also 0 < σ(t n ) < (const)[ί±| Thus, lim σ(t) = 0. A modification of this constructions gives a continuously differentiable σ, but in fact a countable set of hyperplanes t -const, in which u t -v t and σ t fail to exist does no harm.
It is perhaps unnecessary to mention that the region and the operator in Theorem 3 can be strongly generalized, by using the full force of Theorem 1. This condition is satisfied by many regions, such as a cube, that do not admit an internally tangent sphere in the sense of Hopf. For further discussions see [7, 9] .
We shall consider operators (18a) P k u = u\ -f{x, t, u, < ul !,%(•)) subject to the following continuity condition:
-/(*, *, v, < vt, *(.)) ^ ω\t, z, \\w\\ t , \p\, \q\) .
Here ω k (t, z, s, \p\, \q\) is quasimonotone increasing with respect to the arguments s, z and monotone increasing with respect to |p|, |g|. For simplicity we assume also that ω has continuous partial derivatives with respect to each of the arguments z, s, \p\ f \q\. Instead of introducing a boundary operator R we assume boundary condi-
