ABSTRACT Natural convection flow in a "shallow" cavity with a heated ceiling and cooled floor is considered. The rectangular cavity aspect ratio is 1/29, with its longest axis forming a small angle of 5° or less with the horizontal axis. A quasi DNS for Rayleigh number Ra = 4.16×10
INTRODUCTION
Buoyancy induced stratified flows are very common in nature as well as in many industrial applications such as solar energy collectors, crystal growth reactors, and power plants. For instance, thermal stresses inside the steel walls of dead end pipes or hot-cold T-junctions are dependent on how far the stratification progresses and how sharp the temperature gradient is (see e.g. numerical studies carried out by Addad et al. [2006] and Chapuliot et al. [2005] ). Such stratified flow situations can affect the ageing of current gas or water cooled reactors, and need to be accounted for in the design of future nuclear reactors, where (fail proof) natural convection may replace pumps, or where liquid metals may be used. Experimental data on stratified flows are more often related to environmental flows, and although some power-plant related experimental set-ups can be found, these do not provide sufficiently detailed data for turbulence modelling analyses.
The present work aims towards expanding a reference database for future validation of RANS models by suggesting a simple academic test case in which the stratification phenomenon can be isolated and quantified without additional effects due to the complex pipe bend and T-junction geometries mentioned above. Many numerical and experimental studies have been devoted to "tall cavities": two very tall, heated/cooled, vertical walls separated by a narrow gap. Herein we will consider "shallow cavities" by inclining the long axis of the box until it makes a small angle with the horizontal. Retaining a non-zero angle still induces mean flow movement by gravitational forces, but, with a small enough angle, a strong stratification should develop and affect turbulence development more severely than in the "tall cavity" case.
PREVIOUS WORK AND RELEVANT REFERENCES
Numerous papers on natural convection flows have appeared in the past. To avoid an exhaustive list only those related to the present study are mentioned in the following section.
The importance of the convection problem in an inclined cavity has been highlighted in review papers by Ostrach [1972] , Catton [1978] , and Raithby et al. [1995] . Studies of the enclosure aspect ratio, the influence of the inclination angle and the geometrical configuration of the walls (flat to wavy walls) have allowed understanding of the dependence of the Nusselt number evolution on these parameters (e.g., Arnold et al. [1976] , Elshirbiny et al. [1982] , Elshirbiny et al. [1983] , Yang et al. [1987] , Tzeng et al. [1997] and Aounallah et al. [2007] ).
A significant number of experimental and numerical studies have been conducted in the past decades in an attempt to understand turbulent flow in enclosures, buoyancy driven flow in channels and buoyancy affected boundary layer flows. Ozoe et al. [1975] measured rates of heat transfer for laminar natural convection in a long rectangular cavity. The aspect ratio (width/height) considered in their experiment varied over 1, 2, 3, 4.2 and 15.5, and the Rayleigh number from 3×10 3 to 10 5 . The study was focused on the effects of the inclination and of the aspect ratio on the rate of heat transfer. Hamady et al. [1989] studied experimentally and numerically the local heat transfer characteristics in air-filled square cavity at a low Rayleigh number. Measurements of local Nusselt numbers were obtained for various inclination angles, ranging between 0° (heated from above) to 180° (heated from below). Betts and Bokhari [2000] conducted an experimental study to investigate the turbulent natural convection of air in a tall differentially heated vertical rectangular cavity at Rayleigh numbers based on the width of 0.86×10 6 and 1.43×10 6 . Measurements of mean and turbulent quantities for velocity and temperature within the cavity were reported. presented the thermal and the fluid flow fields and the turbulence quantities for a low turbulent natural convection in an airfilled square cavity. Temperature and velocity distributions were simultaneously measured at different locations in the enclosure.
According to the review of heat transfer research carried out by Goldstein et al. [2003] , most of the recent publications on natural convection in internal flows employ numerical methods rather than experiments. For example, Boudjemadi et al. [1997] used DNS to produce full budgets of Reynolds stresses and heat fluxes for an infinitely tall enclosure at Rayleigh numbers similar to the Betts and Bokhari [2000] cavity. These were later on complemented by the finer DNS results reported by Versteegh et al. [1998] . The latter DNS data was used by Dol. et al. [1999] to develop a differential thermal second-moment closure. An advanced turbulence model for buoyancy driven flows has been developed and validated by Liu and Wen [1999] . Peng and Davidson [2001] and Aounalah et al. [2006] studied the turbulent buoyant flow in a cavity using LES technique and found that the simulation was able to reasonably reproduce the global mean flow and thermal field in a satisfactory agreement with the experiment. In Addad et al. [2006] turbulent natural convection in coaxial cylindrical cavities was again successfully reproduced by LES. Badr et al. [2006] carried out a numerical investigation using a low-Re k-ε model to examine the effects of the cavity geometry, by varying the width/height aspect ratio, on the characteristic of the flow and thermal fields as well as the local and average Nusselt number variation. They used the numerical results to derive correlations of the Nusselt number as a function of the Raleigh number and the channel aspect ratio. For a square cavity at Ra = 1.5 10 9 ; Salat et al. [2004] conducted experimental investigation as well as DNS and LES approaches, and found good agreement between all three along the vertical wall, but found it much more difficult to reconcile the results along the horizontal walls, possibly because of the strong stratification effects which are also the focus of the present paper.
The present work is an ongoing numerical investigation in which the performance of different RANS models, on the prediction of natural convection flow in a "shallow" or "near horizontal" cavity, is assessed. For this purpose, refined LES computations have been conducted for the same flow to produce sufficient reference data for comparison. Details about the RANS and LES computations are presented in the next sections. This is followed by investigations carried out to examine the effects of the inclination angle and the Rayleigh number on the flow behaviour and Nusselt number variation along the non-adiabatic walls. The geometry of the flow problem is illustrated in Figure 1 . It is a 2-dimensional tall cavity tilted with very small angle, α, varying from 2° to 5°, with respect to the horizontal axis. The aspect ratio of the cavity is equal to 28.68, selected to correspond to the vertical Betts tall cavity (see Betts and Bokhari [2000] ). The reason for choosing such a large aspect ratio is the expectation that the behaviour of the flow, at the middle of the enclosure will be similar to that in an infinite channel flow just as the results in the middle section of the Betts and Bokhari cavity can be compared to the "infinite" cavity (numerically approximated by periodic boundary conditions, very convenient for DNS and LES).
CASE DESCRIPTION
For the boundary conditions, constant temperature boundary conditions are imposed at the top (hot) and bottom (cold) walls, while adiabatic boundary conditions are prescribed for the vertical ends of the cavity. The working fluid is air (Prandtl number, Pr = 0.71). The temperature difference between hot and cold walls is maintained at 2°C, in order to respect the Boussinesq approximation, while gravity (g) is varied to match the desired Rayleigh number. The latter was varied in the present study from 4.16×10 8 to 4.16×10 11 based on the width of the cavity. 
NUMERICAL METHOD AND TURBULENCE MODELS

Large Eddy Simulation (LES)
In the present LES, the classical Smagorinsky sub-grid scale (SGS) model is used. The model constant, C s , is taken to be equal to 0.047 with the grid filter, ∆ , defined to be equal to twice the cubic root of the cell volume in the sub-grid viscosity expression:
where, 42 . 0 = κ is the Von Kármán constant and y is the smallest distance from the wall. The expression for the sub-grid filter, in eq. (1), implemented in the code follows from the proposal of Lilly [1966] to account for near-wall effects on the SGS viscosity. Accordingly, the SGS heat flux vector in the filtered thermal energy equation is modelled using the gradient diffusion hypothesis. A value of 0.9 is selected for the SGS Prandtl number. As it happens, the maximum value of the time averaged SGS viscosity was found to be smaller than the molecular one ( / 0.39
Although one might point out that a 'Dynamic SGS model' would be better suited for the laminarturbulent transition regimes observed below, the present simulation is in effect a Quasi DNS for the lower Ra number. Hence, modelling issues can be considered negligible (but this was not known before undertaking the simulation).
The numerical scheme selected for momentum is the spatial fully centered difference scheme (CDS), this is chosen for its energy conservation properties, while for the temperature, the bounded MARS scheme is used. This scheme has been previously tested and used for the temperature equation, by Addad et al. [2004] and Addad et al. [2006] in which a good agreement with the experimental data was obtained. A second-order three time level implicit scheme is selected for the time discretization, while the SIMPLE algorithm is employed with additional corrector stages for pressure-velocity coupling.
As illustrated in Figure 2 , an unstructured grid, with four levels of 2:3 type local refinements is used. This has resulted in the resolution for the actual grid to vary as; 14. respectively. Consequently, the total number of cells for the LES mesh is equal to 3.0 million cell volumes. Note that these non-dimensional values have been calculated using the maximum friction velocity predicted in the domain and as it will be explained later in the next sections, this is only limited to a very short portion of the domain. Embedded refinements of 2:3, i.e. with 2 cells split into 3 cells, leads to much smoother LES statistics than the 1:2 type of refinement which, when associated to pure CDS, tends to produce numerical oscillations , Afgan [2007] ). Furthermore, the grid cells are nearly cubical at the centre, which is highly recommended for LES computations from both numerical and physical points of views. The size of the domain in the spanwise − homogeneous direction is 0.8h which was found sufficient after some parametric runs.
Reynolds Averaged Navier-Stokes (RANS) models The RANS models examined in the present work are the "low-Reynolds" linear k-ε model of , k-ω model of Wilcox [1998] , k-ω SST model of Menter [1993] , and the v 2 -f model of Durbin [1995] in the modified "code friendly" version of Lien & Durbin [1996] . The RANS computations are carried out in transient mode employing the second order centred scheme for the convection term in the momentum while the upwind scheme is used for the turbulence transport equations and the convection term of the energy equation. Similar to the LES run, the second-order three time level implicit scheme is selected for the time discretization and the pressure-velocity coupling is ensured by using the SIMPLE algorithm.
A structured mesh (126×80) was generated for the RANS computation due to the geometry simplicity. A variable mesh grading was used in both the streamwise and normal directions. This grid resolution has been used for the comparison between the RANS models predictions and the LES results. The numerical tests presented in Mahmoodilari [2007] proved that the results with the present mesh satisfy the grid independency criteria. For the higher Ra number runs (4.16×10 11 and 4.16×10 11 ) a finer grid is used by refining the mesh locally in the wall vicinity. This mesh was also assessed for grid independence before conducting the numerical calculations presented below. Figure 3 . Profiles of mean velocity and temperature in the streamwise direction along the cold wall. Figure 3 shows profiles of the averaged streamwise velocity component and averaged normalized temperature along the bottom (cold) wall of the enclosure. It can be observed from the velocity profiles that the flow near the wall develops as a wall jet, distinct from the fairly more stagnant core of the cavity. A relatively rapid acceleration of the wall jet flow is observed from the right hand side of the enclosure to reaching its maximum around at x ≈ 24 h. Then this is followed by a gradual deceleration as the core of the cavity is being entrained. This flow transition is reflected on the temperature profiles which start from the right hand side corner with sharp gradients at the wall then convert to quasi-linear profiles, around x/h ≤ 5, corresponding to a pocket of cold air in the corner of the cavity. A forward glance a Figures 12 and 13 may be useful to illustrate the global flow pattern.
RESULTS
LES Results
An identical pattern develops at the top wall, with flow moving in the opposite direction, and explains the wall shear stress distribution presented in Figure 4 . The figure also indicates that the physical time of 450 (s) used for the statistics and corresponding to 6 turnovers of the flow in the domain is sufficient to obtain fully converged solution (the time needed for one turn-over is estimated here as :
( 2 2 Figure 5 shows iso-values of, Q, the second invariant of the filtered velocity gradients. The figure shows clearly 2 distinct layers at each wall. A near wall instability, in the form of small spanwise vortices neatly aligned as pins along the homogeneous direction, is visible. Then, further away from the walls, a second layer of larger and truly 3D structures is seen. It will be shown later that the near wall shear layer is strongly stratified and laminar, while a second shear layer of the opposite sign but with a constant temperature is indeed turbulent. Figure 6 shows the vertical profiles at the middle of the cavity, x/h = 24.3. Observing the near wall velocity and eddy viscosity profiles it is obvious that the near wall side of the "wall jet" is laminar (for the RANS models) and only the free shear layer side is turbulent. It is thus not surprising that velocity and temperature gradients at the wall agree well with the LES, and consequently the same obviously applies for friction and heat flux coefficients. The velocity peak is underestimated by all models, as well as the turbulent kinetic energy. In opposition to RANS models, the LES does show non-zero kinetic energy levels near the wall, most probably corresponding to the spanwise vortex pins observed in Fig. 5 , but the diameter of these structures is apparently too small to contribute any significant mixing of heat or momentum. The strong temperature gradient or stratification effect near the wall is probably preventing these instabilities to develop. From z/h = 0.1 to 0.25 the temperature is nearly constant, and now turbulence generated by the free shear layer is able to grow. Eddy viscosity of the RANS models also develops in this stratification free layer. Note that the standard k-ω and the SST version are nearly identical on all figures as expected for near wall or low Reynolds regions. Beyond z/h = 0.25 there is hardly any velocity gradient present and as a consequence turbulence decays, with the RANS models actually reverting to a laminar state. In the absence of turbulence the temperature starts exhibiting a non-zero gradient again, which would be another cause of turbulence damping. In this second stratified layer the velocity slightly increases again, and this explains the distortion of streamlines shown in Figure 12 , which only occurs for this lowest Ra number.
Comparison of RANS models with LES
Finally in Fig. 6 we note the poorer performance of the V2F model and k-ε model for the prediction of the temperature profile, while the opposite is true for the velocity predictions. As observed from the eddy viscosity profile, the two k-ω models are relaminarising more slowly and this is consistent with observations on vertical cavities or pipes where buoyancy aiding effects (similarly to favourable pressure gradients) can lead to relaminarisation, a feature which the k-ω and k-ω SST models failed to predict, while the V2F model was quite successful ). However here, just as the model is relaminarising at z/h = 0.25 (see k profile), a spurious kink appears in the viscosity of the V2F model. This defect of the "code friendly version" of the V2F model has been observed in other cases, as well as with an independent code, but is currently being resolved , ). The Nusselt number along the wall (Fig. 7) is identical for all simulations, as a consequence of the near wall layer being laminar. Its variation along the wall is only a consequence of convective effects: warm fluid impinging on the right hand side and leading to high heat transfer values while the corner on the left is filled with almost stagnant cold air (see also Fig. 13 ). In view of these results it is clear that higher Ra numbers will prove more challenging for the RANS models and these could be investigated even without refining the present grid (in the LES mode rather than the present quasi DNS). To choose the parameters of these further LES, the k-ω SST model is used to qualitatively investigate the tendencies. Figure 8 shows the effect of further reducing the angle of the cavity with the horizontal axis. For Ra = 4.16×10 8 it seems that one has previously chosen the lowest angle where turbulence can be sustained. For the 4° angle the eddy viscosity ratio barely and very locally reaches unity. For the 3° angle the flow is entirely laminar. Incidentally, no convergence difficulty was observed with the SST model which is one reason for its growing popularity. The Nusselt number along the wall is shown in Fig. 9 . . The previous observations seem to extend to the higher Ra numbers: the laminar-stratified half of the "wall jet" with a turbulent half above it where temperature is almost constant and turbulent kinetic energy develops, then again a stratified core region where the temperature gradient is independent of the Ra number and the turbulence is completely extinct (according to the RANS model). The near wall gradient becoming naturally sharper will require finer grids. Note that the peak values of the velocity and kinetic energy seem to decrease with increasing Ra numbers, but this is a consequence of the normalisation by ref
Inclination Angle Effects
. The eddy viscosity ratio does increase with Ra number, but the turbulent layer becomes narrower.
The variation of the local Nusselt number shown in Fig. 11 exhibits a collapse of the heat transfer around x/h = 11 . This is a convective effect rather than a turbulent one as can be observed on the streamlines shown in Fig. 12 . Indeed the flow is seen to separate from the lower wall at that position to converge nearly horizontally (the vertical scale is distorted) toward the opposite corner, leaving a triangle of quasi stagnant cold fluid below it (the temperature distribution is shown Fig. 13 ). Apart from the low Ra number which shows rounded but skewed lines, the three higher Ra streamline patterns are seen to be very similar. Figure 14 shows that the turbulent region is limited to the "wall jet" area which becomes narrower with increasing Ra number and is consistent with the k profiles in Fig. 10 (again, the consistent scaling by Uref is not ideal, in terms of / t µ µ the turbulence level actually increases).
In fact, using the unstructured grid capability of the STAR-CD software as in Addad et al. [2008] , it would be quite feasible to produce a DNS or quasi-LES for the higher Ra number with a reasonable number of cells, using information from Kolmogorov, Taylor and integral lengthscales obtained from the RANS simulation, if the latter can be trusted for its accuracy. For this purpose it is in fact safer to resort to a model that will predict transition to turbulence too early and relaminarisation too late. 
CONCLUSION AND FUTURE WORK
Natural convection flow in a "shallow" cavity with a heated ceiling and cooled floor was considered as a means to create turbulent flow features similar to stratified pipe flows, as in dead-end, or Tjunction piping systems of power plants. A new 2-D closed test case, without the uncertainties of inlet and outlet conditions, was thus suggested. However the aspect ratio of 1/29 was not enough to reach a quasi homogeneous situation, open to 1D simulations.
The first LES simulation at Rayleigh number Ra = 4.16×10 8 , conducted as a "blind test", turned out to be a quasi-DNS since the magnitude of the sub-grid scale viscosity was negligible. Even the maximum RANS viscosity was only a couple of times the molecular one, and as a consequence all models predicted a correct Nusselt number distribution, this one resulting from convective rather than turbulence effects. A configuration leading to higher levels of turbulence is needed to differentiate standard and advanced RANS models and in particular second moment closure models which should more accurately account for stratification effects on turbulence.
The development of turbulence was very localised, blocked between a sharply stratified laminar thin near wall layer and a wider stratified laminar core region. Hence it seems quite feasible to conduct LES investigations for the higher Ra cases, thanks to the unstructured mesh feature of the STAR-CD code used. However, other than sharper near wall gradients, the flow pattern seems to be quite independent of this Ra number (according to the RANS model investigations). A possibly more interesting parameter to investigate is angle of inclination, with larger angles leading to more turbulent flows.
