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vAbstract
Massive interest in geo-referencing of personal resources is evident on the web. People
are collaboratively digitising maps and building place knowledge resources that docu-
ment personal use and experiences in geographic places. Understanding and discover-
ing these place semantics can potentially lead to the development of a different type of
place gazetteer that holds not only standard information of place names and geographic
location, but also activities practiced by people in a place and vernacular views of place
characteristics.
The main contributions of this research are as follows. A novel framework is proposed
for the analysis of geo-folksonomies and the automatic discovery of place-related se-
mantics. The framework is based on a model of geographic place that extends the defin-
ition of place as defined in traditional gazetteers and geospatial ontologies to include
the notion of place affordance. A method of clustering place resources to overcome
the inaccuracy and redundancy inherent in the geo-folksonomy structure is developed
and evaluated. Reference ontologies are created and used in a tag resolution stage to
discover place-related concepts of interest. Folksonomy analysis techniques are then
used to create a place ontology and its component type and activity ontologies.
The resulting concept ontologies are compared with an expert ontology of place type
and activities and evaluated through a user questionnaire. To demonstrate the utility of
the proposed framework, an application is developed to illustrate the possible enrich-
ment of search experience by exposing the derived semantics to users of web mapping
vi Abstract
applications. Finally, the value of using the discovered place semantics is also demon-
strated by proposing two semantic based similarity approaches; user similarity and
place similarity. The validity of the approaches was confirmed by the results of an
experiment conducted on a realistic folksonomy dataset.
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1Chapter 1
Introduction
1.1 Background and Motivation
Social bookmarking applications were introduced as part of the web 2.0 wave, where
users are given the facility to publish and annotate contents/resources on the web.
In such applications, users annotate web resources, e.g. web pages, using a set of
keywords, namely tags, the annotation process is called tagging whilst the resulting
structure of users, tags and resources is called folksonomies. The main purpose of the
social bookmarking applications is to allow users to organise and index the resources
with their own selection of tags. The tags may include keywords that cannot be extrac-
ted from the resources. The reason for that is some resources are not text-based such as
images, or because users select different terms than the ones included in the resources
based on their understanding of the document’s topic.
The tagging process may not employ any sort of syntax validation, checking for spelling
mistakes or controlled vocabulary restrictions to validate the user input. Such simple
style of data acquisition requires no technical knowledge or special skills from the
users, which is the main reason for the popularity of the tagging applications. On the
other hand, this simplified user input approach introduces certain limitations which can
affect the quality of the tags. For example, tags can be misspelled, vague or written in
slang language.
Users with different backgrounds and expertise, which are reflected in their selection of
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tags, may not access the resources annotated by each other unless the semantics of the
tags are considered in the search and navigation tools. To a certain extent, dictionary
resources may be employed to relate tags with linguistic relationships, such as poly-
semy and synonymy, to fill this gap. However, using formal data sources, including
dictionaries, will fail to relate terms that have informal relationships known within a
community of users, and will also fail to process new terms that are not included in the
dictionary, such as the term “folksonomy”.
As folksonomies directly reflect the vocabulary of users [67], they enable matching of
users’ real needs and language. On-going research efforts, such as in [93, 70, 19, 105,
78], realised the importance of the emergent semantics extracted from folksonomies as
they capture the concepts and their relationships as understood by users.
A typical use of the emergent semantics extracted from folksonomies is to feedback
to the social bookmarking application they are collected from to enhance the search
and browsing experience. For example, the semantics can be used to enrich user quer-
ies with terms that other users think are semantically related to the terms used in the
original queries.
Geo-tagging of resources on the web has become prevalent. Geographic referencing
has evolved to become a natural method of organising and linking information with the
aim of facilitating its discovery and use. Indeed, a significant portion of search quer-
ies include reference to geographic places [90]. GPS-enabled devices allow people to
store their mobility tracks, tag photos, and events. In response, many applications on
the web are enabling geo-tagging of resources, such as geo-locating photos on Flickr1
and tweets on Twitter2, and people are collaboratively building their own map resources
and gazetteers (e.g. GeoNames3 and OpenStreetMap4). While typical place name re-
sources provided by mapping agencies, referred to as geographic thesauri, record name
1http://www.flickr.com
2http://www.twitter.com
3http://www.geonames.org
4http://www.openstreetmap.org
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and map coordinates of a place, collaborative mapping on the social web provides an
opportunity for people to create maps that document their social and personal exper-
iences in a place. Thus university buildings may be a place of work and study for a
group of people, a conference venue for another group, and a sports facility for a differ-
ent group. Understanding and encoding this information in place name resources can
eventually result in a different type of place gazetteer that documents not only where a
place is, but also what happens at a place.
Some social bookmarking applications, such as Tagzania5, are specialized in tagging
geographic places using a map-based web interface. These applications generate a
special kind of folksonomy, denoted geo-folksonomy in this thesis. Place resources
in geo-folksonomies have some characteristics which do not exist in normal web re-
sources: a) place resources are created to reference places in the real world, while
normal web resources already exist in the web space and they are just referenced using
unique URLs. Although it is possible to assign a unique URI for any resource (includ-
ing place resources [7]), URIs are not used to locate places as people always refer to
places by spatial and thematic attributes such as location and place name respectively;
b) the values of spatial attributes, such as longitude and latitude, are acquired using a
map-based applet. This method of acquiring data can be imprecise and is dependent
on the user being able to identify and digitize a precise location on a map offered on
the user interface of these applications. The accuracy is also related to the map scales
offered to users and the difficulty in matching the precise location across map scales
and c) the values of thematic attributes, such as place names, are acquired using a
free-text input. Although they add valuable semantics to the place resources, they are
associated with complexity, where people use non-standard, vernacular place names
[28] and abbreviations. Hence, an immediate challenge is to analyse the quality of the
place resources in geo-folksonomies.
Tags in folksonomies are created to describe general concepts in different topics, while
5http://www.tagzania.com
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tags in geo-folksonomies are created mainly to describe places and place-related con-
cepts. Hence, research has addressed the problem of extracting the place semantics
embedded in geo-folksonomies, such as in [82, 79, 81, 22], where the place semantics
are represented using lightweight ontologies that model the hierarchical gazetteer of
place names, a set of place and events, or a set of clustered places that share common
social aspect. Nevertheless, geo-folksonomies can be a potential source of information
to build a more comprehensive place model that captures the social aspects of places
including what activities people can do and how they realise the services provided by
individual places. As a result, an additional challenge emerges to capture those types
of semantics.
The aim of the research presented in this thesis is to provide an approach for extract-
ing place semantics embedded in geo-folksonomies. Social/informal knowledge about
places is targeted here, which are different to the semantics provided by formal place
gazetteers or place ontologies. In particular, perceptions of users about place afford-
ance and human activities related to places are captured to build place type and activity
ontologies. The approach addresses the quality problems evident in the tags and place
resources through a cleaning process; it also provides a place ontology model to cap-
ture the desired place semantics, and utilises external semantic resources and statistical
co-occurrence methods to build the place ontology. The resulting ontology is evaluated
and the applicability of the approach is also demonstrated.
1.2 Research Problem and Hypothesis
The research carried out in the scope of this thesis addresses the problem of extracting
place semantics from geo-folksonomies. In particular, the main question investigated
here is How and to what extent the user tags and resources in geo-folksonomies can
be utilised to build models that capture the social aspect of geographic places and
How valuable are the new types of place semantics represented in these models?
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This problem can be further specified with the following research questions:
1. How good is the quality of tags and place resources in geo-folksonomies?
In addition to the quality problems of the tags inherited from general folksonom-
ies, place resources in geo-folksonomies introduce different quality problems
such as the imprecise spatial locations and non-standard, vernacular names as-
sociated with the place resources. Answering this research question requires
identifying and analysing the different quality problems in a realistic sample of a
geo-folksonomy dataset. Additionally, it is also required to identify a method to
quantitatively measure the quality of the dataset to evaluate any proposed clean-
ing approach.
2. How different are the place semantics extracted from geo-folksonomies from
the semantics represented by place ontologies and gazetteers?
The aim of the place semantics extracted from geo-folksonomies is to repres-
ent the way the users recognise and experience places. To answer this research
question, concepts and semantic relationships embedded in geo-folksonomies
need to be identified and extracted. A suitable representation model to capture
these semantics needs to be designed and evaluated against existing models of
place.
3. How can the place semantics extracted from geo-folksonomies be evaluated?
Generally, evaluating semantics extracted from folksonomies is a challenging
research task. Existing evaluation methods need to be considered and a suit-
able evaluation strategy needs to be identified to judge the successfulness of the
approach.
4. Can the place semantics extracted from geo-folksonomies be utilised to cal-
culate user similarity based on their place perceptions?
A user profile can be constructed in social bookmarking applications from the
tags used by that user which represent their topics of interest. The answer to this
research question requires investigating the value of using the extracted place-
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related semantics to enrich user profiles on the web as well as provide a dimen-
sion for evaluating users’ similarity on the social web.
5. Can the place semantics extracted from geo-folksonomies be used to derive
a new measure of place similarity that complements traditional dimensions
used in the literature?
Similarity of geographic places is normally a function of their spatial and them-
atic attributes. The geo-folksonomy tags can be employed to devise a place
similarity measure based on the collaboration and interaction of the users who
tag the places on the social web. Moreover, the semantics embedded in the tags
can also be utilised as a place similarity application which is the focus of this
research question.
Research Hypothesis
“User interaction on the social and collaborative mapping web can be used to de-
duce geographic and place-related concepts of relevance to the user. The deduced
geo-semantic concepts are relevant to places and can be used to enhance people’s
understating of the places they live in.”
Importance of Discovered Geo-Semantics
Users’ interaction and collaboration on social and mapping web generate a new source
of place information, where the information generated by users represent informal and
social place semantics that reflect their experiences and sentiments about places. Such
information can be beneficial to complement the formal place information provided by
mapping agencies to build comprehensive place gazetteers. Moreover, this information
can be utilised to enhance the user experience of using collaborative mapping applic-
ations and can also be used to deduce semantic similarity measures based on users’
understanding of places.
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1.3 Overview of the Thesis
The work carried out in the scope of the research is presented as follows:
Chapter 2: provides an overview of the literature related to the research discussed in
the thesis. The chapter begins with an overview of concepts from library sciences, such
as taxonomies and thesauri, to explain the origin of the resource organisation problem.
The chapter then links these concepts to the web 2.0 social tagging and folksonom-
ies, focusing on the research that addresses the problem of extracting the embedded
semantics from user tags. Moreover, research addressing the geographical aspects of
the folksonomies is discussed and the open issues on extracting place semantics from
the folksonomies are identified to motivate the work in the thesis.
Chapter 3: presents a design of a place ontology model that captures the place se-
mantics embedded in geo-folksonomies. Additionally, the chapter presents an over-
view of the framework proposed in this research to extract the place semantics from
geo-folksonomies. The framework consists of three stages: pre-processing stage, tag
resolution stage, and semantics association and ontology building stage. The details of
the framework are discussed in Chapters 4 and 5.
Chapter 4: discusses the details of the pre-processing stage where several quality
problems in the geo-folksonomies are identified and a cleaning approach is devised to
address the identified problems. Also, this chapter discusses the evaluation strategy
used to assess the quality of the output.
Chapter 5: discusses the details of the tag resolution stage where an approach is
presented to identify the place-related concepts in the tag space via utilising external
semantic data sources. Additionally, the chapter discusses the approaches used to infer
the semantic relationships between the different concepts. Two approaches to evaluat-
ing the resulting semantics are used; a questionnaire is designed to validate the quality
of the extracted semantics, and an automated semantic similarity service is also used to
validate the inferred semantic relationships against the general semantics on the web.
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Chapter 6: presents the details of the implementation of the work carried out in this
research. A service-oriented application design is presented that contains several com-
ponents to crawl the folksonomy from the web, analyse the collected folksonomy to
extract place semantics, store and query the semantics encoded as OWL ontology. The
chapter presents the details of the service layer which exposes a set of functions that
can be called remotely to query the folksonomy and extracted semantics. Finally, an
overview is provided on the implementation of a mapping-based application, SemTag,
which utilises the induced semantics to enhance the user experience provided by the
folksonomy-based applications.
Chapter 7: The aim of this chapter is to study whether the induced place ontology
can be utilised as an application of user similarity. The chapter discusses building
user profiles from folksonomies which are enriched using a statistical co-occurrence
approach and using the induced place semantics. The user similarity is calculated
using the different profile approaches and the output is presented and discussed.
Chapter 8: The aim of this chapter is to study whether the induced place ontology can
be used to produce a semantic similarity measure for places. The chapter compares
different approaches to calculating place similarity using folksonomies, that includes
using the direct tags attached to each place, using the direct tags along with their similar
tags, and using the direct tags along with their semantically similar tags retrieved from
the induced ontology. The place similarity is calculated using the different approaches
and the output is presented and discussed.
Chapter 9: concludes the thesis with an overview of the work carried out, the contri-
butions of this study and an outlook for future research.
1.4 Contributions
The contributions of this thesis can be summarised as follows:
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• Studying and identifying possible problems in the representation of geo-folksonomy
datasets that can affect the quality of the data which do not exist in general
folksonomies, particularly problems in the place resources, and introducing a
pre-processing approach to limit the effects of the identified problems. The pro-
posed approach was shown to improve the overall quality of the geo-folksonomy
structure.
• Introducing a place ontology model to capture the social aspects of places in-
cluding place affordance and the human activities. The model design is unlike
other place ontologies and gazetteers which focus on the geographical aspects
such as topological relationships.
• Extend existing place models to capture place-related semantics embedded in
users’ annotations and tags, particularly related to actions and activities associ-
ated with a place as well as categories for classifying place types.
• Suggesting a hybrid evaluation approach for ontologies extracted from folkso-
nomies which consists of questionnaire and automatic web-based evaluations.
• Showing that the extracted place ontology can be utilised to produce user profiles
that represent the place-related interests of users.
• Showing that the extracted place ontology can be utilised to produce semantic
similarity measure for places.
1.5 Publications
• ElGindy, E. & Abdelmoty, A. (2012), Enhancing the Quality of Place Re-
sources in Geo-folksonomies, in Liwei Wang; Jingjue Jiang; Jiaheng Lu;
Liang Hong & Bin Liu, ed., ’Web-Age Information Management’, Springer
Berlin / Heidelberg, , pp. 1-12.
10 1.5 Publications
• ElGindy, E. & Abdelmoty, A. (2012), Capturing Place Semantics From Users’
Interaction on the GeoSocial Web, submitted to the semantic web journal
• ElGindy, E. & Abdelmoty, A. (2012), Enriching User Profiles using Geo-
Social Place Semantics Induced from Geo-Folksonomies, submitted to the
international journal of geographical information science
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Chapter 2
Background and Related Work
Figure 2.1: An illustration of the related research areas.
The research presented in this thesis is based on a variety of research areas and tech-
nologies including library and information sciences, folksonomy analysis, ontologies
and semantic web, extracting semantics from user-generated content on web 2.0 and
knowledge representation of geographic places. The chapter starts with an overview
of using metadata to organise resources along with a presentation of the classification
methods, originated in the library and information sciences, which are utilised by vari-
ous approaches to extract semantics embedded in folksonomies. As folksonomies are
the source of information to be analysed in this thesis, this chapter provides an over-
view of the definition and characteristics of folksonomies followed by the methods
used in this thesis to calculate the similarity between folksonomy entities. The focus
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is then switched to ontologies as they are employed in this thesis to represent the ex-
tracted semantics. Hence, this chapter provides a background of ontologies followed
by a literature review on the approaches of extracting ontologies from folksonomies.
The attention is then directed to the problem of extracting place semantics which is
the main focus of this thesis. The limitations of the current approaches in the context
of extracting place semantics are then presented. Finally, a summary of the chapter is
given.
2.1 Organising Resources Using Metadata
Metadata is structured data that describes the characteristics of a dataset. The most
straightforward definition of metadata is “data about data”. In library and informa-
tion sciences, library catalogues are good examples of metadata. The typical library
catalogue contains information about each book in the library such as author, title, pub-
lishing date and the location of the book in the library [71]. In this case, the library
catalogue is supplementary data used to describe the books (resources) in the library.
Having an indexed library catalogue can ease the process of searching for and locating
a specific book in the library. Similarly, pages on the web can expose metadata through
special HTML elements “meta tags”. For example, authors of web pages can provide a
set of keywords as meta tags which can be indexed by search engines to allow finding
these pages if the search query contained specific keywords that are referenced within
those pages.
Authoring metadata to describe resources is traditionally carried out by dedicated pro-
fessionals. For example, the metadata in library systems should be syntactically written
in a standard format that facilitates machine processing, such as the Machine-Readable
Cataloguing (MARC) standard. Additionally, a standard metadata vocabulary should
be defined and followed by the authors. A well known vocabulary for metadata is
Dublin Core [113] which defines a standard set of properties to describe documents.
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Examples of these resources are ’title’, ’creator’, ’subject’, ’description’, ’date’, and
’language’.
In most web-based systems, metadata creation is typically carried out by the authors
of the resources - web pages, images and videos, for example, - to allow search en-
gines to index these resources. Some web-based systems, such as corporates or news
portals, publish the metadata through specialised content management systems (CMS)
which facilitate the metadata authoring process to non-technical content editors. In
web 2.0 collaborative and social applications, the metadata creation process is com-
pletely different. The metadata is typically provided in terms of single keywords (tags)
entered by users and they could be stored in data stores separated from the resources
being described, for example delicious1 which allows users to index and organise their
preferred web resources by annotating them with tags of their choice. The authoring
process here is not carried out by professional or trained editors, and the metadata is
provided by normal untrained web users, which of course has an impact on the quality
and certainty of the provided data.
The process of organising a set of resources can be described by the terms “categoriza-
tion” and “classification”. Despite both terms seeming to be similar, these are different
but overlapping processes. Categorization refers to the process of dividing the world
into groups of entities whose members are in some way similar to each other, while
classification refers to three distinct but related concepts: a system of classes, a group
or class in the classification system, and the process of assigning entities to classes. The
categorization process is an unsystematic process, and it does not depend on the fea-
tures of the entity but it depends on similarity assessment which involves immediate
context, personal sentiment or individual experience. On the other hand, the classi-
fication process involves systematic approaches for classifying entities based on their
characteristics or features that define each class [52]. The following sections provide
a discussion on the classification and the categorization processes with respect to the
1http://www.del.icio.us
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research presented in this thesis.
2.2 Classification
Metadata of a resource is a set of attributes that describe what the resource is about
in terms of discrete subjects. Several subject-based classification [34] techniques have
been devised to group resources based on their subjects, these include controlled vocab-
ularies, taxonomies, thesauri and faceted classification. However, it is important to
clarify that there is a distinction between describing the resources being classified, and
describing the metadata used to classify the resources. The subject-based classifica-
tion approaches below are about classifying the metadata rather than classifying the
resources. Such classification methods help connect the resources to the metadata and
the subjects they are about.
2.2.1 Controlled Vocabularies
Controlled vocabulary, also known as “indexing language” in library science, is a pre-
defined set of terms used to describe resources. Each term represents the name of a
specific concept. A concept can have multiple names and each name refers to only one
subject to avoid ambiguities [34]. Controlled vocabularies are closed sets of keywords
that do not allow resources to be described using keywords not defined by the provided
vocabulary. Such a controlled approach can be beneficial to avoid using keywords
with problems such as being vague, too broad, too narrow or misspelled. Moreover,
the problem of having multiple morphological forms of the same keyword can also be
avoided.
Controlled vocabularies can also be beneficial in some cases where the resources need
to be classified according to a specific domain. For example, controlled vocabulary
of country names can be used to classify books in a library or in an online book store
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based on the country of publishing. However, this classification approach can fail in
other scenarios where there is no specific domain for classification. For example, there
is no controlled vocabulary that can cover all the keywords used to describe images
uploaded on Flickr2.
2.2.2 Taxonomies
Taxonomy is a term that originated in life sciences when Carl Von Linnï¿1
2
[11] intro-
duced a hierarchical classification system for life forms. Taxonomy is used in the 18th
century to classify all the plants and animals on earth. Each animal or plant is repres-
ented by a node in a tree of hierarchical relationships between other nodes representing
other species [34].
The term taxonomy is adopted in information sciences. However, having a term ported
from a different domain can lead to having multiple definitions of this term in the
new domain. Gilchrist [35] argued that the term taxonomy is a generic term and can
have different meanings according to the type of the application it is used in. He
classified the applications of taxonomies into: web directories, taxonomies to support
automatic indexing, taxonomies created by automatic categorization, taxonomies to
support searching and browsing, and corporate taxonomies.
Garshol [34] emphasized the hierarchical relations between terms and defined tax-
onomy as: “a subject-based classification that arranges the terms in the controlled
vocabulary into a hierarchy without doing anything further”.
Hepp and de Bruijn [46] focused on the semantic aspect of the taxonomy and argued
that a taxonomy represents a subsumption relationship between concepts. In other
words, a “sub class of” relation in which any instance from a class is implicitly an
instance of all the parent classes to that class. For example, in a taxonomy of place
types, “Chinese Restaurant” is subsumed by “Asian Restaurant” which is also sub-
2A popular photo sharing for uploading and tagging images. http://www.flickr.com
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sumed by the type “Restaurant”. It also implies that “Chinese Restaurant” is subsumed
by “Restaurant”. However, if the relationship between the classes represents broader
or narrower terms relationships, then it should be called “hierarchical classification”
instead of taxonomy.
In this thesis, the term taxonomy will be considered to be referring to any hierarch-
ical structure of concepts that has parent-child relationships regardless of the semantic
meaning of the relations. Ontologies can be used to address semantic relationships and
will be discussed later in this chapter.
2.2.3 Thesauri
Thesaurus can be considered as an extended version of taxonomies. Taxonomies clas-
sify terms in a hierarchical manner using parent-child relationships, while thesaurus
allows more relationships to be used to classify terms. Thesaurus is described using
two ISO standards; ISO 2788 which describes monolingual thesauri and ISO 5964
which describes multilingual thesauri. Basically, ISO 2788 defines several properties
for thesauri such as:
• BT: stands for ‘broader than’, and is used to refer to a term which has wider or
less specific meaning and it is always above in the hierarchy structure. ‘BT’ has
an inverse relationship called ‘NT’ which stands for ‘narrower than’. The prop-
erties ‘BT’ and ‘NT’ allow thesauri to provide similar functionality provided by
taxonomies, as they are the relationships responsible for defining the hierarchical
structure of terms.
• USE: used to refer to another term that is preferred to be used instead of the
current term.
• RT: stands for ‘related term’, and is used to link two terms that have related
meanings which cannot be defined by ‘BT’, ‘NT’ or without being a synonym.
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2.2.4 Faceted Classification
The term ’faceted classification’ first originated in library sciences by S.R. Rangan-
athan 3. The structure of the ’faceted classification’ can be seen as a thesaurus-like
structure where properties such as ‘BT’ and ‘NT’ can be used. However, each resource
is classified using more than one perspective (facet), each facet contains a number of
terms and each term cannot belong to more than one facet [101]. Resources to be clas-
sified are given one term from each facet, which gives a description for the resources
from the different perspectives defined by the facets.
Ranganathan proposed the first faceted classification model to classify books in librar-
ies by using the following (PMEST) facets:
• Personality: the main facet of the classification which describes what the re-
source is about.
• Matter: the material that the resource is about.
• Energy: the activities that take place in relation to the resource.
• Space: the location that the resource is about.
• Time: the time that the resource is about.
Although faceted classification originated in 1930s, it is still used in e-commerce ap-
plication and auction web sites such as ebay4. For example, ebay users can narrow
the scope of the item they are trying to find by specifying more than one facet such as
(type, location, condition, buying format).
3http://www.boxesandarrows.com/view/ranganathan_for_ias
4A popular online auction website http://www.ebay.com
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2.3 Tagging and Folksonomies
Web 2.0 has introduced a new type of application where users can assign keywords of
their choice to web resources (such as web pages, photos or scholarly publications).
In the web 2.0 world, these keywords are termed tags, and the process of assigning
keywords to resources is termed tagging.
Tagging can be considered as a kind of assigning metadata to web resources. This
can be mystifying if compared to the classification methods discussed earlier where
the metadata creation process is carried out mostly by professionals rather than casual
and untrained web users. Adam Mathes makes a distinction between three different
metadata categories: professional, author and user-created metadata, and considered
the tags to fall in the last category [67].
The main difference between the keywords created by professionals or authors on one
side and the tags created by users on the web on the other side is that the tags are
completely uncontrolled. The set of tags is managed by a number of users and each
user is free to choose the tags he believes best describe the resource he wants to tag.
Such a process can lead to a continuous creation of new tags as long as the tagging
process is in place.
The tagging process became prevalent as a part of the web 2.0 wave, where users took
an active role in publishing content on the web. There are four different parties/entities
involved in the tagging process: actors (users), tags, resources and tagging systems [40,
108]. There exists a number of web sites built to publish contents that are fully created
by users where tags are used to index and search the created contents. For example,
the social bookmarking site Delicious, the publication sharing system Bibsonomy 5
and the image sharing site Flickr. Users of such systems can enter any tag of their
choice to annotate resources. The aggregation of tags, users and resources is known as
a Folksonomy.
5http://www.bibsonomy.org
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The word “Folksonomy” is a concatenation of two words “folks” and “taxonomy”.
The term was first coined by Thomas Vander Wal in July 2004 in a reply to a question
posted in the Asylomar Institute for Information Architecture (AIFIA) closed list; the
question was if there is a name for the informal social classifications generated in
services such as Flickr and Del.icio.us.
Vandel Wal describes the folksonomy as [111]
"Folksonomy is the result of personal free tagging of information and ob-
jects (anything with a URL) for one’s own retrieval. The tagging is done in
a social environment (usually shared and open to others). Folksonomy is
created from the act of tagging by the person consuming the information."
It is debatable that describing the folksonomy as taxonomy is rather inaccurate or in-
correct, and some authors chose not to use the word taxonomy in their work at all such
as in [37]; this is because the tagging process itself is considered as a categorization
process [67, 37, 42] while the taxonomy is considered as a classification process. Des-
pite the fact that both classification and categorization might be used synonymously,
a clear distinction between both is provided in [52]. Classification assigns resources
into distinct classes which have clear boundaries, that is opposite to the categorization
where there are no clear boundaries defined. Folksonomies suffer from the lack of
hierarchy, synonyms control and semantic precision but these reasons lead to a simpler
tags authoring process which explains why folksonomy works [16]. Also, it is argued
that folksonomies cannot be seen as a replacement or substitute for the professional
classification approaches of librarians [80].
In this thesis, it is agreed that the term folksonomy can be misleading if considered as
taxonomy replacement, firstly because the folksonomy on its own does not provide ex-
plicit hierarchical relationships between tags and secondly because it is more related to
categorization because of the nature of assigning uncontrolled keywords to resources.
However, the term folksonomy will be used in this thesis to refer to the well-established
and defined data structure generated by users’ interactions in tagging applications.
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2.3.1 Folksonomy Representation
Folksonomies created in tagging applications via users’ interaction on web 2.0 consist
of three main entities: actors, tags and resources. Although the application used to
create the folksonomy can be considered as a fourth entity (system), it is ignored in
this thesis and it is assumed that only one system is dealt with.
A folksonomy can be modelled as a tripartite graph with hyper edges, which is also
called a three-mode graph [69]. The vertices in this graph are classified into three
disjoint sets A = {a1, a2, ..., ak}, C = {c1, c2, ..., ck}, I = {i1, i2, ..., ik} representing
Actors (users), Concepts (tags) and Resources respectively. Each edge in this graph is
a ternary association that connects a user, a tag and a resource, where no associations
are allowed between elements in the same set. Accordingly, a folksonomy relation can
be represented by a set of annotations T ⊆ A×C× I that shows the relations between
users, resources they create and the tags they use to annotate those resources.
The folksonomy tripartite graph is defined as follows:
H(T ) = (V,E) (2.1)
where V = A ∪ C ∪ I, E = {{a, c, i}|(a, c, i) ∈ T}
Although tripartite graphs can be easily used to describe folksonomies, the major prob-
lem with such representation is that they are not easy manipulated or analysed before
being decomposed to bipartite (two-mode) graphs [112].
The bipartite graphs are similar to the tripartite graphs except that there are two sets
of vertices instead of three. Moreover, the edges are regular in the sense that each
edge connects two vertices. Any folksonomy tripartite graph can be decomposed to
three bipartite graphs; Actor/Concept (AC graph), Concept/Objects (CO graph) and
Actor/Resources (AI graph).
Decomposing tripartite graphs can be achieved using different methods; in the field of
social network analysis (SNA), the ’Projection’ method is one solution to the problem.
Also, the ’aggregation’ methods proposed in [66, 18], such as Distributional and Col-
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laborative aggregation, can also be solutions to the problem. All those methods are
based on the same idea of removing one of the ’modes’ and modelling it as weights
on the resulting two-mode graph. However, each method calculates the weight dif-
ferently. For example, the SNA’s ’Projection’ method of building the AC graph uses
the count of the resources annotated by the user and the tag represented by each edge
as weights. However, in the ’Distributional’ method, the weights are calculated dif-
ferently so that the information content (entropy) associated with the set membership
relationships between the two-modes are considered.
2.3.2 Similarity Measures
In general, the similarity between two entities is normally measured by comparing
the values of their corresponding attributes. Hence, the similarity directly depends
on the values represented by each attribute. On the other hand, folksonomies link
entities of three different sets: users, tags and resources. Such links can be analysed
to measure the similarity between entities in the same set based on their relationships
to the entities in the other two sets. For example, similarity between two tags can be
calculated based on the number of resources annotated using both tags, or based on the
number of users who used both tags to annotate resources. The similarity calculated
using folksonomy is independent on the attributes of the entities and it represents the
similarity as a function of the tagging activities performed by the folksonomy users.
Several statistical methods exist in the literature to calculate the similarity between
entities [66], mostly based on co-occurrence analysis and can be explained as follows.
Assume that there exist a feature vectorX that represents an entity (user or resource) x,
such that each element in X represents a weighted relationship wxy between the entity
x and tag y. Assuming a binary representation, the value of |X| is equivalent to the
number of tags directly attached the entity x. For example, assume that the tag space
contains only three tags t1, t2 and t3. The vector X = [1, 1, 0] of a place x indicates
that the two tags t1 and t2 are associated with the place, and the total number of tags
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used to describe that place |X| is 2 tags. The similarity measure is represented by the
symbol σ and can be calculated using methods such as Cosine, Dice or Overlap. More
information about similarity measures can be found in [66].
In this thesis, the Cosine similarity is used to measure the similarity in several parts
of the analysis. It measures the similarity between two vectors by calculating the Co-
sine of the angle between them and derived from the following Euclidean dot product
formula:
X1 ·X2 = ‖X1‖ ‖X2‖ cos(θ) (2.2)
Hence, the Cosine similarity is calculated as follows:
σ(x1, x2) = cos(θ) =
X1 ·X2
‖X1‖ ‖X2‖ =
|X1 ∩X2|√|X1| . |X2| (2.3)
2.3.3 Broad versus Narrow Folksonomies
Folksonomies can be classified into two types according to the way they are used in
the tagging applications: broad and narrow folksonomies [109]. The main difference
between both types is the way the resources are linked to tags and users. In broad
folksonomies, the same resource can be tagged by a big number of users (for example
bookmarks on Del.icio.us), while in narrow folksonomies, each resource is tagged with
a small number of users and in most cases by one user who created the resource (for
example photos on Flickr).
Broad Folksonomies
Broad folksonomies exist when the same resource is tagged by many users, and every
user can tag the resource using their own set of tags [109]. Figure 2.2 shows a visualisa-
tion of an example of the broad folksonomy. There are five groups of users (A,B,C,D,E
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Figure 2.2: An example of a broad folksonomy [109].
and F), and each group is connected through an arrow to one or more tag; tags are
represented by numbers from 1 to 5. Each group describes resources/objects using a
different set of tags. This type of tagging usually leads to creating a folksonomy with
power law distribution in which a few popular tags are frequently used while the rest
of the tags are used only a few times. More details about the power law distribution
are presented later in this chapter.
Narrow Folksonomies
Contrary to the broad folksonomies, narrow folksonomies exist when a resource is
tagged by one or a small number of users. Usually, this happens in applications where
the resources are not easily searchable or there is no other way to describe resources
24 2.3 Tagging and Folksonomies
Figure 2.3: An example of a narrow folksonomy [109].
using text, for example Flickr, where photos are tagged only by their publishers. In
Figure 2.3, only two groups of users (B and F) are annotating the resource while the rest
of the groups (except group E) retrieve the resource by using the tags provided by the
groups B and F. An example of this scenario is a blog post where the author provides
tags for his article to be searchable by other users. Another example is Twitter6 in
which every tweet (a micro post of 140 character) can be annotated with hash tags to
be searchable.
6http://www.twitter.com
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2.3.4 Power Law Distribution
In tagging applications, where a broad folksonomy approach is followed, there are a
small set of popular tags that are frequently used by all users while the rest of the tags
are used a few times. Plotting the distribution of the tags’ usage frequency shows a
graph with a long tail known as a power law distribution graph [109, 67, 80, 42]. The
tags’ usage distribution in broad folksonomies has been shown by [42] to follow a
power law evident on a data set from Del.icio.us that contains around 18,000 tags.
The power law distribution is defined by Newman [72] as being: “When the probability
of measuring a particular value of some quantity varies inversely as a power of that
value, the quantity is said to follow a power law”. Examples of distributions that
follow a power law are: the sizes of earthquakes, the frequencies of words in most
languages and citation of papers. Power law distribution curves have a characteristic
which, when plotted on logarithmic axes, the resulting graph shows as almost a straight
line as shown below:
Figure 2.4: Power law distribution function [72].
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2.4 Ontologies
The term Ontology means in Greek “being or existence”, but originally it comes from
the Latin word ‘ontologia’. Ontologies became a popular research topic in the early
1990s. They have been the focus of several artificial intelligence (AI) research com-
munities, such as knowledge engineering, natural-language processing and knowledge
representation. More recently, ontologies have also been utilised in other fields, such as
intelligent information integration, information retrieval and knowledge management
[23].
The AI community was attracted to ontologies as they believed that ontologies could be
used to represent formal knowledge needed to allow communication between know-
ledge based systems. In particular, knowledge based systems can communicate to
answer the same question even if the knowledge concepts are modelled differently in-
side individual systems [41]. Similar usage of ontologies has been promised to the
knowledge management community in general which can be described as “a shared
and common understanding of a domain that can be communicated between people
and application systems”.
As ontology is being used in different domains, different definitions exist describing
the different aspects of using ontologies in each domain. Gruber [41] has defined
ontology as “explicit specification of a conceptualization” and more recently defined
ontology as a collection of concepts, relationships, and other elements that are critical
to describe a domain [40].
Another definition offered by Jarrar and Meersman [38] is that it is “a branch of know-
ledge engineering, where agreed semantics of a certain domain is represented formally
in a computer resource, which then enables sharing and inter-operation between in-
formation systems”. De Troyer et al. [25] defined ontologies as “concepts in a domain
as well as relationships between these concepts and the terminology used”. A more
comprehensive guide to ontologies can be found in [38].
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According to Uschold [107], there are three different goals of using ontologies: com-
munication between people and organizations, interoperability between machines, and
improving systems engineering. The level of formality of an ontology is determined
by its goal. For example, ontologies needed for communication between people can be
informal while ontologies used by machines for interoperability need to be expressed
in a formal approach. In this thesis, ontologies used by machines are the focus. Hence,
an overview of ontology languages is provided in the next section.
2.4.1 Languages for Representing Ontologies
Different languages exist to support expressing ontologies in a formal way, such as the
Resource Description Framework (RDF) and the Web Ontology Language (OWL). An
ontology can be expressed via a set of assertions called statements or triples, where
each statement is made up of three parts: subject, predicate, and object. A statement
describes the subject using a relation to the object. For instance, the statement “John
knows Rob” contains a subject “John”, a predicate “knows”, and an object “Rob”
connected to the subject via the predicate. The RDF language defines a standard way
of writing such statements in several formats. The three most popular formats are
RDF/XML, the Terse RDF Triple Language (Turtle), and N-Triples. As the name
suggests, RDF/XML format is based on the Extensible Markup Language (XML) as
a standard supported by almost every platform. Hence, the RDF/XML is used in the
interoperability scenarios. The Turtle format is not XML-based and is more human-
friendly. The N-Triples format is a simplified version of Turtle but with fewer features.
OWL is considered as an ontology standard by W3C. It can be seen as an extension
to the RDF/XML with more expressiveness features and with vocabulary designed to
model ontologies rather than a general triple/statement model supported by the RDF.
OWL has three different versions: OWL Lite, OWL DL and OWL Full. More details
about RDF and OWL can be found in [45].
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2.5 Discovering Folksonomy Emergent Semantics
Folksonomies represent users’ interaction on the web by capturing the links between
tags, users and resources. Such a structure allows the semantics embedded in the folk-
sonomy to emerge. The co-occurrence frequency of tags, resources and users is a
vital characteristic of folksonomies [49, 100, 105, 43] which is utilised to discover
embedded semantics, where entities are anticipated to be semantically related if they
co-occurred together with a high frequency.
Peter Mika [69, 70] is one of the first researchers who addressed the problem of dis-
covering folksonomy semantics. Mika represented the folksonomy as a tripartite graph
with hyper edges, where nodes represent three distinct sets of tags, users and resources
and each edge connects three nodes such that no nodes from the same set are allowed
to be connected. He applied several Social Network Analysis (SNA) methods [112] in
the folksonomy graph in order to build a lightweight ontology of tags (concepts) based
on the co-occurrence with users and resources in the folksonomy. Other early research
work was carried out by Begelman et al. [9], in which a weighted undirected graph is
used to represent the tags. The weights represent the strength of the relation between
tags and are calculated based on the co-occurrence frequency. Spectral clustering is
used after that to induce clusters of related tags. Similar to Mika’s work, the induced
relationships among tags are general and do not represent specific semantic relations.
Schmitz [93] focused on building a taxonomy-like hierarchy of tags from folksonom-
ies, where a probabilistic model for subsumption is used to discover the parent-child
relationships. The hypothesis behind this method is that tag a subsumes tag b if the
probability of appearance of a given b is above a certain threshold and the opposite is
lower. However, considering the relationships induced by this method as a “sub-class-
of” may be inaccurate as this method builds a hierarchical representation of tags based
on the way they are used and this does not guarantee that every subsumption relation
can semantically represent a “sub-class-of” relationship between two concepts. For ex-
ample, the results of applying this method on Flickr tags [93] resulted in subsumption
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relationships between tags e.g. (glass->blow, glass->stained), which obviously do not
represent a “sub-class-of” relations.
As a common characteristic of broad folksonomies, tags follow a power law distri-
bution. This was confirmed by Haplin et al. [42] in their study of the dynamics of
tagging systems over a dataset from Del.icio.us. The study showed that high frequency
tags that follow a stabilised power law distribution describe a general consensus on the
topic of the resource. An empirical examination of concepts hierarchies built using a
number of heuristics along with the information value of the tags, such as the number
of resources linked to a tag, was presented in this study.
Heymann et al. [49] proposed an algorithm that utilises the SNA betweenness centrality
measure to build concept hierarchies from tags. The idea behind the algorithm is that
tags with higher centrality values represent more abstract concepts. Hence, those tags
are moved to a higher level in the hierarchy.
Zhou et al. [115] employed an unsupervised model to automatically derive hierarchical
concepts from tags. The deterministic annealing (DA) clustering is used to break down
the tags into “effective clusters” whose semantics can be generalised by some specific
tags, named as “leading tags”. Hierarchical semantics was deduced through the leading
tags.
A novel approach for learning tags hierarchies based on hybrid heuristic rules and a
concept-relationship acquisition algorithm was presented in [105]. The evaluation of
the proposed approach showed a high precision and recall rate. However, this cannot
be generalised as the dataset used for evaluation was relatively small in size.
As a useful guideline for using the co-occurrence methods to extract folksonomy se-
mantics, a survey study of several co-occurrence methods was presented by Cattuto et
al. [19], where the methods were tested on a large-scale dataset from Del.icio.us and
the induced semantics were compared to the hierarchy of Wordnet. The study sugges-
ted that the choice of the co-occurrence method should be based on the application, as
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methods such as resource context similarity perform better in discovering synonyms
while other methods such as FolkRank [50] are better in building concept hierarchies.
The above research exploits different approaches, mostly statistical-based, in order to
build lightweight ontologies from folksonomies to represent emergent semantics. One
possible problem in such approaches is that the popularity of a tag can be mistaken for
generality which can produce inaccurate hierarchical relationships between concepts.
Popular tags, with high frequency of usage, can represent concepts that are too generic.
Plangprasopchok et al. [78] tackled this problem by using additional information to
induce global hierarchies from personal user-specific hierarchies on Flickr. Graph and
lexical similarities were used to merge the individual users’ hierarchies to build a tax-
onomy of concepts. This work was built around a feature offered only by Flickr, user-
specific hierarchies, which limits the approach to work with folksonomies collected
from other data sources. Also, as highlighted by the authors, a key issue with their ap-
proach is that only a small percentage of users apply such organisation to their content.
A more generic approach of using additional information in the ontology building pro-
cess was also carried out by Kim et al. [58, 57], where a folksonomy contextualisation
method based on Formal Concept Analysis was proposed to build conceptual hierarch-
ies from tags in the blogosphere. This approach showed that concepts hierarchies of
context-centric shared collections of tags can be deduced by utilising the references
among the blogs.
This section reviews different approaches used to extract the semantics embedded in
folksonomies. However, the discussed approaches target only the domain-independent
emergent semantics. The emergent semantics are represented by lightweight ontolo-
gies which, arguably, have two forms: a graph of concepts in which the degree of
relatedness is represented by weights, or a taxonomy of concepts in which concept
hierarchies are deduced from the folksonomy structure. The next section reviews the
research on extracting domain-dependent place semantics from folksonomies.
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Place semantics can be extracted from collaborative and social mapping applications.
Semantics associated to place concepts are more specific. In particular, a geographic
place is associated with spatial properties, representing its location, spatial extent and
spatial relationships between other entities in space, and non-spatial properties, qual-
ifying other properties, such as its type, name and purpose. Recently, collaborative
mapping web applications have emerged where users are contributing to the develop-
ment of web gazetteers as well as providing detailed descriptions of places and related
information. A prominent example of a web gazetteer is GeoNames, currently contain-
ing around 10 million7 geographic names. Also, some research has focussed on the
problem of building gazetteers from user generated data on Web 2.0 [82, 79, 81].
2.6.1 Types of Place Semantics
On the semantic web, place name (or toponym) ontologies are employed to facilitate
the utilisation of gazetteers to support geographic information retrieval tasks, such as
disambiguation and expansion of terms in search engine queries [39, 56, 99]. An onto-
logy of place names is defined as a model of terminology and structure of geographic
space and named place entities [26, 2]. It extends the traditional notion of a gazetteer
to encode semantically rich spatial and non-spatial entities, such as the historical and
vernacular place names and events associated with a geographic place [76]. In addition
to place qualification using place type categorisation, qualitative spatial relationships,
commonly used in search queries, are also modelled to relate place instances.
Functional differentiation of geographical places, in terms of the possible human activ-
ities that may be performed in a place or place affordance, has been identified by Relph
[84] as a fundamental dimension for the characterisation of geographical places. For
Relph, the unique quality of a geographical place is its ability to order and focus human
7http://www.geonames.org/about.html
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intentions, experiences, and actions spatially.
It has been argued that place affordance is a core constituent of a geographical place
definition, and thus ontologies for the geographical domain should be designed with
a focus on the human activities that take place in the geographic space [59, 29]. The
term “action-driven ontologies” was first coined by Camara et al. [17] in categorising
objects in geospatial ontologies. Affordance of geospatial entities refers to those prop-
erties of an entity that determine certain human activities. In the context of spatial
information theory, research has attempted to study and formalise the notion of af-
fordance [86, 60, 96, 94, 83, 92]. The assumption is that affordance-oriented place
ontologies are needed to support the increasingly complex applications requiring se-
mantically richer conceptualisation of the environment. Realising the value of the no-
tion of affordance for building richer models of geographic information, the Ordnance
Survey (the national mapping agency for the GB) proposed its utilisation as one of the
ontological relations for representing their geographic information [44] and made an
explicit use of a "has-purpose" relationship in building their ontology of buildings and
places 8.
2.6.2 Extracting Place Semantics
Early research in this area was carried out by Rattenbury et al. [81], where the feasib-
ility of automatically extracting event and place semantics from Flickr tags was tested.
The research presented in this thesis exploited the geo-tagging feature of Flickr, where
images are annotated with the spatial location of where they are taken. Burst-analysis
and scale-structure identification techniques were used to recognise the spatial and
temporal tagging patterns of event and place semantics. Although the results showed a
successful extraction of places and events from the tags, there were no semantic rela-
tions deduced between the extracted concepts.
8http://www.ordnancesurvey.co.uk/oswebsite/ontology.
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There is other research on automatic gazetteer building from folksonomies such as in
[79], where an algorithm was proposed to analyse several online collaborative sites to
extract a geographic gazetteer. Places in the extracted gazetteer were organised under
categories which use a simple hierarchy structure.
Intagorn et al. [51] proposed an approach for learning geospatial concepts and rela-
tions from Flickr. The proposed approach identifies tags representing place names via
consulting GeoNames9. This was followed by a data cleaning process to remove the
noise and resolve disambiguation of place names. Finally, hierarchical relationships
were induced using a probabilistic subsumption method.
Location Sharing Applications (LSAs) are becoming more popular every day due to
the ubiquity of GPS-enabled smartphones. Examples of such applications are Twitter,
Foursquare10, Facebook Places11 and Google Latitude12. LSA allow users to record
activities such as check-ins in Foursquare, which generates highly dynamic and real-
time data. Tang et al. [102] distinguished between two types of LSAs, social-driven
and purpose-driven. The first is built to support location sharing within social net-
works, such as Twitter, while the latter is built for a special purpose such as collecting
place data, for example OpenStreetMap. They showed that the type of LSA affects
users’ decisions about what information to share. In social-driven LSAs, which are
more related to the focus of the research in this thesis, the motivation scenarios always
emphasize the social aspects of location sharing. For example, Foursquare users share
their check-ins to places to let their friends know where they are; they are not sharing
the information, for example, to build a complete map of places. Social information,
such as the user check-ins at places, is a valuable source of information to extract place
semantics.
An interesting piece of research was carried out by Cranshaw et al. [22] to build a
9http://www.geonames.org
10http://www.foursquare.com
11http://www.facebook.com
12http://www.google.com/latitude
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model of place that represents the character of life (livehoods) rather than the traditional
municipal organizational units, such as neighbourhoods. An algorithm was presented
to process a large-scale dataset downloaded from Foursquare. The algorithm utilised
a spectral clustering approach to discover the local urban areas from the social check-
in data. The authors presented a successful process of grouping places based on the
pattern of users’ movements.
Normally, the process of extracting semantics from folksonomies requires a pre-processing
process to clean the tags. Quality problems, such as spelling mistakes, may exist in
the tag space which is caused by the uncontrolled input approach provided by the
social bookmarking applications, where no input validation is utilised. Hence, a pre-
processing cleaning process is suggested by researchers, such as [108, 77, 51], which
basically involves utilising stemming algorithms to identify the different forms of the
same tag and using lexical resources such as online dictionaries to check the spelling.
More details about the tags cleaning are provided in Chapter 4. On the other hand,
the structure of the place resources in geo-folksonomies creates further complexity
with respect to the pre-processing process. A basic place resource contains thematic
attributes such as place name and type, and spatial attributes such as the location of
this place. The thematic attributes inherit the same problems evident in the tags due
to using the same uncontrolled input approach, while the spatial attributes are usually
imprecise and inaccurate as they are acquired using a map-based interface which relies
on the user being able to identify and digitise a precise location on a map.
The place semantics extraction approaches discussed in this section target simple place
model representation. For example, the model represented in [81] produces a con-
trolled vocabulary of place names and events, lacking the existence of any semantic
relationships while in [79] a richer place model is used to capture the hierarchical re-
lationships between place names in a taxonomy-like structure. An interesting model
of place was represented in [4] which emphasized modelling place types and services
offered by places. Although the model can be relevant to the work presented here,
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the semantics extraction approach targeted a different structure of data collected using
GPS devices. Another line of research which focuses on the LSAs utilises the social in-
teraction data to understand the dynamics of places, such as [22], where the employed
place model is still simple and represented by a graph structure connecting places with
similar dynamics. Building a rich model of place which can capture both places and
their related social information from geo-folksonomies will complement the work in
this research area.
2.7 Limitations
The work presented in this thesis targets extracting place semantics from geo-folksonomies.
Limitations of the approaches in the current literature are summarised as follows:
The need for specific geo-folksonomy cleaning approaches
Folksonomies are user-generated data created by users’ interaction and collaboration
using social bookmarking applications. Typically, such applications are designed to
acquire the input from users in free-text format to simplify the user interface. As a
result, the generated folksonomies contain an uncontrolled vocabulary of keywords
(tags) with several problems such as polysemy (a word which has multiple related
meanings) and synonymy (different words that have identical or very similar mean-
ings) [37]. Geo-folksonomies contain place resources which are a specialised type of
web resources that represent places in the real world through thematic and spatial at-
tributes. The representation of the place resources, especially the spatial dimension,
requires the folksonomy cleaning approaches to address the inaccuracy of the spatial
data acquired from users along with the existing quality problems inherited from folk-
sonomies. Thematic attributes such as place names are free text entered by users which,
unlike tags, can be made up of multiple words. Moreover, the spatial attributes such
as location of places, are acquired using a map-based user interface which is subject to
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imprecision. Redundant place resources that refer to the same place in the real world
are a problem that might affect the quality of geo-folksonomies.
The need to model user-generated place semantics
Semantics extracted from folksonomies are normally represented using a simple light-
weight ontology model, where concepts of the ontology represent the frequently used
tags, and a relation between two concepts is created if the tags representing those con-
cepts co-occur frequently. However, in geo-folksonomies, the lightweight ontology
model, which normally represents simple semantic relationships between instances of
one concept, may not be sufficient to capture the domain-specific place semantics ex-
tracted from geo-folksonomies that requires a richer representation. The existing place
models need to be investigated to check the possibility of being adopted or extended to
model the required place semantics.
The need for devising an approach to capture the place semantics
The approaches used to extract general semantics from ontologies are generally based
on co-occurrence analysis with the assumption that two tags or terms are semantically
related if they frequently co-occurred together. However, extracting domain-specific
place semantics requires further approaches to identify the place-related concepts, such
as place affordance, as well as infer the different semantic relations linking the place
concepts.
2.8 Summary
Enormous amounts of data are generated on the web due to the users’ interaction and
collaboration on web 2.0. Social and collaborative applications allow users to collab-
orate and provide information. Such applications allow users to describe their gener-
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ated content using single keywords called “tags”. The aggregation of tags along with
the users and the annotated resources create a user-generated index known as “Folk-
sonomy”.
Folksonomies have been the focus of research as they contain embedded semantics and
reflect users’ understandings about the annotated resources, which can be different to
how these resources are formally described. There are two main ways to extract em-
bedded semantics from folksonomies; the first is to extract general semantics that are
not domain specific, and these are called “Emergent Semantics”. The second approach
is to extract domain specific semantics such as place semantics.
The emergent semantics are characterized by a lightweight ontology of concepts and
simple relationships, and each relationship can represent either related-to or subsump-
tion relation between two concepts. Most of the approaches proposed to build emergent
semantics from folksonomies are based on statistical co-occurrence methods, where
identifying the concepts and relationships is based on the way the tags are co-occurred
with users and resources.
Research has targeted extracting place semantics from folksonomies, where the place
semantics are in the form of a hierarchical gazetteer of place names, a set of place and
events, or a set of clustered places that have common social dimension. Folksonom-
ies that contain geo-tagged resources (geo-folksonomies) can be a valuable source of
information to build a more comprehensive place model that represents the semantic
relations between concepts such as places, place affordance and user activities.
The next chapter presents the research conducted in this thesis to provide a framework
and place ontology design to extract place semantics from geo-folksonomies, while
the two chapters thereafter discuss the framework in detail. There are of course more
specific links between existing research and the work in this thesis and these will be
discussed throughout the thesis when and where they become relevant.
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Chapter 3
Framework and Ontology Overview
This chapter provides an overview of the proposed framework for inducing place se-
mantics from geo-folksonomies. The framework is based on a semantic model that
captures particular aspects of place semantics related to types and activities. A discus-
sion of the proposed framework is presented in Section 3.1. The design of the place
ontology is provided in Section 3.2. Finally, a summary of the chapter is provided in
Section 3.3.
3.1 A Framework for Inducing Place Semantics from
Geo-Folksonomies
The type of semantics targeted to be extracted from the folksonomy determines the
design of the ontology extraction process. The extracted semantics can be in the form
of lightweight ontology or domain ontology. The process of extracting lightweight
ontologies from folksonomies is addressed by several research works such as in [108]
where an abstract 5-step process is provided as follows:
1. Cleansing and preparation of tags, where the problems caused by the uncon-
trolled user input are addressed, such as spelling mistakes and stop words.
2. Statistical analysis of folksonomies, where similar tags are grouped into clusters
and concept hierarchies are induced from the co-occurrence relations between
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the tags and users/resources.
3. Exploiting online lexical resources, where the concepts extracted from the previ-
ous step are validated using online lexical resources such as Google and Wikipe-
dia. This approach is capable of validating new keywords such as ‘folksonomies’
which may not be included in normal dictionary resources.
4. Linking to ontologies and semantic web resources, where the concepts obtained
in the previous step can be enriched by trying to establish mappings to elements
in other ontologies.
5. Mapping and matching approaches, where it is suggested that the formal classi-
fication theory of [36] can be used to map the labels of existing classifications
with the concepts obtained from the folksonomy.
Figure 3.1: The process of building lightweight ontologies from folksonomies
[100].
The abstract process above provides the essential steps to guide the design of extracting
lightweight ontologies from folksonomies. This process is realised by the framework
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provided by Specia et al. [100], aiming to extract a lightweight ontology from Flickr
and Delicious tags. The design of the framework is shown in Figure 3.1.
The framework provides three stages of processing folksonomies: the pre-processing
stage where the tags are cleaned to remove misspelled and unusual tags; The clustering
stage where tags are clustered into groups of similar tags based on their co-occurrence
with users and resources and finally, the concept and relations identification stage,
where tags that represent concepts are identified and the relationships between the
tags are discovered using external ontologies and online resources such as Google and
Wikipedia.
In this thesis, a framework is provided that follows the same design principles of the
works discussed above. The goal of the approach proposed here is to derive an un-
derstanding of implicit place semantics from geo-folksonomies. Starting with “raw”
folksonomy resources, the framework involves three main stages: a) folksonomy pre-
processing, b) tag resolution, and c) semantics association and ontology building.
A particular characteristic of geo-folksonomies is the possible redundancy in place
resource creation and the resulting fragmentation of folksonomy relationships that can
affect the quality of the analysis. The first stage in the proposed approach thus involves
two main tasks: a) cleaning the tags to filter out noise such as stop words, and b)
clustering of place resources and the reconstruction of the folksonomy structure.
The tag resolution stage involves domain-dependent analysis tasks for resolving and
isolating tags that refer to domain concepts. The approach proposed here is to utilise
existing domain ontologies for matching domain concepts. The process involves iden-
tification and building place type and human activity ontology bases and using these as
reference sources for matching against the tag collection.
The final stage is the semantics association and ontology building stage, where the indi-
vidual identified domain-dependent tag collections are first analysed to derive relation-
ships and create ontologies using the folksonomy structure. A place type sub-ontology
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and a place activity sub-ontology are created to represent a folksonomy-specific view
of these concepts. A tag integration process is then applied to link the tags from both
sub-ontologies using the inherent folksonomy relationships. The resulting structures
are associated with the clustered place resources from the first stage and used to popu-
late the place ontology. Further semantic analysis can be applied to the tag collection.
Here, a sentiment analyser is developed to estimate a sentiment score for each place
resource.
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Figure 3.2: The process of building place ontology from folksonomies.
An outline of the framework is shown in Figure 3.2 and the different stages are de-
scribed in more detail in Chapters 4 and 5. The following section describes in detail
the model of the place semantics used in this work.
3.2 Modelling Place Semantics
Places, whether natural or man-made, can normally be associated with specific func-
tions, services, economic activities or other human activities that they provide to in-
dividuals. This dimension of a geographical place definition is typically evident in
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Figure 3.3: Place ontology represents the place semantics captured from folkso-
nomies.
catalogues of place type specifications produced by national mapping and other geo-
graphical data collection agencies, and are used for the purpose of classification of
place entities. For example, the following descriptions are parts of the definitions asso-
ciated with place types in the Ordnance Survey Mastermap specification1: Amusement
park; a permanent site providing entertainment for the public in the form of amusement
arcades, water rides and other facilities, and a Comprehensive school; a state school
for teenagers, which provides free education. Classification of economic activities
of business establishments is often used for place type categorisation. For example,
national bodies such as the Office of National Statistics of the UK (ONSUK) 2 and
Eurostat (the statistical office of the European Commission), produce classifications
and definitions of economic activities for classifying business establishments by the
type of economic activity in which they are engaged3. Notably, a business place can
be associated with a number of services, where some of these are principal activities
that determine its primary classification while others are ancillary activities (such as
1http://www.ordnancesurvey.co.uk/oswebsite/products/osmastermap
2 http://http://www.statistics.gov.uk
3See The Standard Industrial Classification of all Economic Activities (SIC),
http://www.statistics.gov.uk/methods_quality/sic/downloads/
sic2007explanatorynotes.pdf
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accounting, transportation, purchasing, and repair and maintenance) that exist solely
to support the principal ones.
Whereas these formal classifications of place types and services are useful and required
for many contexts, they are general and are not intended to capture any specific exper-
iences of users in a place. There is an emergent need for recognising and sharing the
experiences of people in geographic places, evident from the ever-growing volumes of
data and applications that allow users to check-in and tag places [21, 91]. Such ex-
periences are associated with particular instances of geographic place and may not be
generalised.
Hence, in this work a model of place is adopted where a geographic place can be
associated with possibly multiple place types and place activities. Place types and
place activities may themselves form individual subsumption hierarchies. A place type
may be associated with more than one type or activity and vice versa. A distinguishing
characteristic in this model is that it allows for a specific place instance to be associated
with an activity that may not be derived from its association with a specific place type.
Hence, for example, a specific instance of a school may be associated with several
place types, such as primary school, public school and nursery, from which it can derive
activities, such as learning and teaching, but can also be associated with activities, such
as dancing, weight training, and adult education, where it offers external services to the
community after school hours. The former list is derived from the association with a
particular place type, but the latter list may come from direct annotation by users of the
place.
The proposed place ontology is shown in Figure 3.3. The model contains three con-
cepts: Place, Place Type and Place Activity as well as properties and inter-relationships
between them. The spatial location of a place is modelled by extending the WGS84
SpatialThing concept to inherit the spatial properties lat, long. A Place has a name and
possibly 0 or more alternate names and may be involved with different types of spa-
tial relationships with other place instances. Explicit modelling of qualitative spatial
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relationships are adopted in various proposals of place ontologies such in SPIRIT [56],
TRIPOD [1] and Geonames. One example of such relationships, namely, proximity or
near by, is shown in Figure 3.3.
The model extends previous proposals, for example, that of the Ordnance Survey
Building and Place ontology (OSBP) 4, where a similar notion of place activity is expli-
citly modelled and associated with a place type through a relationship “has-purpose”.
The difference in the research presented in this thesis is that a place concept is intro-
duced which also exhibits separate relationships between types and activities. In addi-
tion, inter-relationships between place types and place activities were not modelled in
the OSBP ontology.
The design of the place ontology is implemented using OWL. All classes and properties
are qualified with the prefix po5. Note that, in general, the associations in this model are
dynamic as a result of the accumulation of users’ experiences and annotations. Hence,
the relationships po : hasP laceType, po : hasP laceActivity and po : relatedTo
would be time-stamped. However, the time dimension is out of the scope of the current
work and is the subject of future research.
3.3 Summary
A framework is proposed in this chapter to induce place semantics from geo-folksonomies.
The framework involves three main stages of processing geo-folksonomies: a) folk-
sonomy pre-processing stage where the tags and place resources are cleaned to enhance
the quality of the data; b) tag resolution stage where external resources are consulted to
identify place-related concepts represented by the tags and c) semantic association and
ontology building stage where the semantic relations between the identified concepts
are inferred. Moreover, a semantic model of place was also proposed in this chapter,
4http://www.ordnancesurvey.co.uk/oswebsite/ontology/
5http://cs.cardiff.ac.uk/2010/place-ontology#
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where particular aspects of place semantics related to types and activities are captured.
The proposed framework is discussed in detail in the next two chapters; the geo-
folksonomy pre-processing stage is discussed in Chapter 4 while the tag resolution
stage, and the semantic association and ontology building stage are discussed in Chapter
5.
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Figure 4.1: The process of building place ontology from geo-folksonomies.
Geo-folksonomies contain tags and place resources created by users. The uncontrolled
data acquisition approach provided to users by the collaborative mapping applications
can affect the quality of tags and the accuracy of place resources. In this chapter, a
sample of geo-folksonomy tags is studied to identify the potential problems and a tag
cleaning process is designed and discussed in Section 4.1 that addresses the identified
problems.
Moreover, a place resources clustering process is discussed in Section 4.2 that ad-
dresses the imprecision problems in place resources which are evident in: a) the im-
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precise place locations due to the digitization of the map-based interfaces provided
by the collaborative mapping applications and b) the imprecise and vernacular place
names used by users. Such problems lead to misclassification and duplication of place
resources in geo-folksonomies.
The methods proposed in this chapter are tested on a geo-folksonomy data set col-
lected from Tagzania and the results are discussed in Section 4.3. An evaluation of
the provided work is presented in Section 4.4. Finally, a summary of the chapter is
presented in Section 4.5.
4.1 Tag Cleaning
A set of arbitrary queries is used to explore the tags in the dataset in order to identify
the problems that might exist in the tags. Table 4.1 lists the identified problems along
with example tags of each problem. Generally, social tagging applications do not util-
Problem Example Tags
Stop words such as articles and pronouns a, an, the, we
Dialect center, centre
Morphological forms of the same word shop, shops, shopping
Numbers 20, 505, 2007
Synonyms chair, seat
Homonyms mean
Abbreviations UK, EU
Concatenated terms CardiffUniversity, London_Eye
Non-alpha-numeric letters "ball
URLs www.google.co.uk
Table 4.1: Sample of possible problems in the tag collection.
ize any kind of input validation on the tags provided by users. Such uncontrolled
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user input can explain why tags are associated with problems, such as having stop
words and sometimes being misspelled. Such problems can be avoided if the user
interface is implemented differently, for example, a dictionary can be used to check
the spelling before saving the tags. However, the user interface validations in social
tagging applications are abandoned to encourage users to supply tags with minimum
interaction. Other problems, such as abbreviations, synonyms and homonyms, require
special methods for linguistic and semantic analysis.
Another problem identified is that some users try to use tags which consist of more
than one word. Normally, users are aware that a tag by definition is a single word,
thus they either use special characters to concatenate multiple words into one tag (e.g.
London_Eye), or they concatenate the words directly by using naming conventions,
e.g. Pascal casing such in (LondonEye). Other users wrap a whole sentence in double
quotes, possibly assuming that the social bookmarking application will use it as one
tag. For example, a place tagged with the following sentence "this is my house" will
be split into the following tags ‘"this’, ‘is’, ‘my’, ‘house"’. The resulting set of tags
include the stop words (is, my), term with non-alpha-numeric letter (house"), and a
complex problem of non-alpha-numeric letters and stop word in the same term ("this).
Hence, a process of tag cleaning is needed to isolate such problems and prepare the
tags for processing.
In this thesis, a process for cleaning tags is proposed. The following section discusses
two popular methods from the literature used in the context of folksonomy analysis;
Stemming and Lemmatization and Text Similarity, and then the proposed cleaning pro-
cess is discussed in Section 4.1.2.
4.1.1 Approaches to Tag Cleaning
In the literature on folksonomy analysis, part of tag cleaning process involves identi-
fying redundant tags. Stemming and Lemmatization and Text Similarity are two ap-
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proaches that are commonly used in cleaning tags [100, 14, 108, 5]. These are dis-
cussed below:
Stemming and Lemmatization
Stemming and Lemmatization are different techniques used to reduce inflected and
derived words to their base or root form [65]. Stemming algorithm works by removing
suffixes. For example, the words "Fisher" and "Fishing" are stemmed to the same word
"Fish" [74]. Stemming algorithms are language dependent, as each language has its
own suffixes [65]. The Porter stemming algorithm is one of the most widely used
English language stemming algorithms and is utilized in the presented research work
as discussed later in this chapter.
Although stemming can help identifying a tag that has different morphological forms,
it is important that the semantic meaning of the tag is not lost in the process. There
are two common problems related to stemming: under-stemming and over-stemming
problems. Under-stemming happens when stemming lets two words referring to the
same concept have different stems, for example divide and division are stemmed to
divid and divis respectively. Over-stemming takes place when two words with different
meanings are stemmed to the same root, for example the words new and news are
stemmed to new.
On the contrary, lemmatization algorithms do not remove the suffixes. Instead, the
word is transformed to its lemma, usually using a dictionary. For example, the word
good is the lemma of the word better. Some words can have more than one lemma
depending on how they are used in a sentence. Hence, lemmatization algorithms in-
volve more complex tasks than stemming algorithms, such as understanding context
and determining the part of speech of a word in a sentence. Examples of available
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lemmatization tools are Collatinus1, Lemmatizer.org2 and MorphAdomre3.
Problems: One limitation of both approaches is that they are language-dependant; if
the dataset contains tags written in a different language, the stemming and lemmatiz-
ation approaches will fail. Stemming works in a systematic way to remove suffixes
and does not provide any semantic analysis. On the other hand, lemmatization takes
the semantics into consideration by processing the containing sentence. However, tags
are single words and they are not attached to a context, hence the advantage of the
semantic processing offered by lemmatization cannot be utilized.
Text Similarity
Unlike exact matching, text similarity methods are fuzzy matching approaches that can
measure how similar two strings are [65]. The Levenshtein edit distance and SoundEx
are examples of text similarity algorithms. The Levenshtein edit distance algorithm
calculates the minimum number of steps needed to transform one string into another,
where the allowed steps are removing, adding and replacing a letter. The higher the
Levenshtein distance, the less similar the two words are. If two words are exactly the
same, the Levenshtein distance would be equal to zero.
SoundEx is a phonetic algorithm; it compares two words based on how they are pro-
nounced, hence it can be used to match homophones, where two words have the same
pronunciation but are spelled differently. SoundEx is implemented in popular data-
bases such as Microsoft SQL and Oracle.
Problems: Text similarity is a useful tool to relate similar terms. However, it is not
utilized in the tags cleaning process as it is found to be risky to consider similar tags,
even with a high similarity threshold, as they are referring to the same concept. For
1an open-source lemmatizer for the Latin language
2an open-source lemmatizer for the English and Russian languages
3a Java open-source lemmatiser for the English language
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example, the Levenshtein Distance between New and News is 1, implying they are
very similar while they are semantically not. On the other hand, the distance between
Run and Running is 4, implying that they are less similar while they are semantically
similar. Also, SoundEx can help in specific cases, such as in dialect, for example the
words Center and Centre will be found identical but it can fail in other cases such
as knows and nose. Although text similarity is not used as a part of the tag cleaning
process, it is utilised in this thesis to identify redundant place resources by matching
similar place names.
4.1.2 The Tag Cleaning Process
Extracting place-related semantics modelled in Section 3.2 is the focus of this work.
The proposed cleaning process involves the following steps:
1. Removal of special characters. All non alphanumeric characters are removed
from tags. For instance, the tag Cardiff& is changed to Cardiff.
2. Filtering of all tags that are just one character in length.
3. Filtering of tags that represent URLs.
4. Filtering of stop-words. A list of 116 stop words, published by Microsoft 4 is
used.
5. Stemming the tags. The Porter stemming algorithm5 is applied such that each
tag is transformed to its stem.
6. Removal of duplicate tags. Duplicates are removed in such a way as to preserve
the relations between place resources and users.
4http://msdn.microsoft.com/en-us/library/bb164590(v=vs.80).aspx
5http://tartarus.org/~martin/PorterStemmer/
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4.2 Clustering Place Resources
Most of the applications that generate geo-folksonomies aim to collect as much inform-
ation as possible about places, which can be one of the reasons why such applications
do not allow users to share place resources and why they require a new place resource
to be created each time a user wants to tag a place. This results in having multiple
place resources that reference the same place in the real world. This redundancy in the
geo-folksonomy structure can produce inaccurate results when analysing folksonomies
or computing tag-similarity.
Each tuple in the folksonomy represents a relation between a user, a resource and a tag.
A simple query on such data can answer questions such as: what the most used tags for
annotating resources are or who the most active user is. These are typical data retrieval
questions that can be answered by simple database queries. However, questions such
as what the most related tags to the tag "Cardiff" are, are more complicated where the
answer requires co-occurrence analysis of tags to calculate tag similarity.
Web resources, such as documents, can be easily located and identified using URIs6,
where each document has a unique address on the World Wide Web. In social book-
marking applications, two users are considered to be tagging the same web resource
only if the resources they are tagging have the same URI.
Unlike web resources, place resources in geo-social bookmarking applications may
not be easily identified and located on the web, as such resources are not represented
as web documents and consequently do not have URIs. Typically, place resources
are associated with spatial attributes for representing the place location and thematic
attributes, such as a place name and a place type, encoded as free text. Hence, two
users can be considered to be tagging the same place resource only if the resources
they are tagging are ‘spatially close’ and have similar names.
In a typical folksonomy application, the spatial location of place resources is acquired
6Unique Resource Identifier
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via a map-based user interface. Users click on the location of the place they want to
tag and the cursor location on the applet is translated to the corresponding longitude
and latitude. While tagging a new place, the map interface does not reveal any places
created by other users in the same area and thus a place resource can be created and
tagged multiple times by different users. The same place may be given different names.
For example, both "Cardiff University" and "Cardiff uni." refer to the same place by
different users. Also, both instances may not be digitized at the exact same spatial
location.
Figure 4.2: User interface for creating a new place resource in Tagzania.
Figure 4.2 shows the map-based user interface of Tagzania.com used for tagging new
place resources. The map-based interface allows the current user to click on the map to
locate the place and add required attributes, such as the place name, tags and descrip-
tion in free-text from.
As discussed above, a real-world place entity can be referred to using more than one
place resource/instance in the geo-folksonomy. These redundant place resources are
not linked and can thus lead to an increased uncertainty in the information content of
the folksonomy and will adversely affect the result of any co-occurrence analysis ap-
plied to it. Hence, a process of clustering similar place resources is needed to enhance
the certainty of the contained information in the folksonomy. A two-step clustering
process based on the analysis of assigned spatial location and place names is used as
follows:
1. First, a spatial clustering process is applied using a spatial similarity measure to
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group place resources based on their relative proximity.
2. This is followed by a textual clustering process to isolate resources from the
identified groups above based on similarity of given place names.
4.2.1 Spatial Clustering
The assumption behind spatial clustering is that close place instances may refer to the
same geographic entity. The main objective of using a spatial similarity measure is to
find place instances that are in close proximity to each other. Finding close instances
can be achieved by using a cluster analysis method that groups place instances based
on absolute distance between places, or by using a relative clustering approach that
groups related places based on their belonging to predefined geographic zones. Both
methods are described below.
The Quality Threshold (QT) clustering algorithm defined in [47] is used here. It has
the advantage of not requiring the number of clusters to be defined apriori. In general,
the QT algorithm assigns a set of objects into groups (or clusters), where objects in
the same cluster satisfy a pre-defined threshold function. Here, place resources are
added to a cluster if they are located within 500 meters, a reasonable threshold for the
experiment, from the centre of that cluster which is determined by the QT algorithm.
Two methods are considered for reverse geo-coding the point locations of place re-
sources (i.e. to identify a place given its spatial location); the Yahoo Where on Earth
ID (WOEID) service and a postcode reverse geo-coding service. The WOEID web
service provides a unique identifier for any geographic location based upon the closest
street to that location. Hence, place resources with the same WOEID can be considered
close, as they all have a common closest street. The postcode reverse geo-coding ser-
vice, published by Geonames7, provides a method that returns the postcode of any
given spatial location. Both methods were tested and evaluated.
7http://www.geonames.org/export/web-services.html
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ID WOEID Unit Level PC District Level PC QT ID
31758 44417 SW1A 0AA SW1A ID0
31759 44417 SW1A 0AA SW1A ID0
31760 44417 SW1A 2JR SW1A ID0
31761 44417 SW1A 2JR SW1A ID0
31762 44417 SW1A 0AA SW1A ID0
49775 44417 SW1A 2JR SW1A ID0
49776 44417 SW1A 0AA SW1A ID0
49777 44417 SW1A 0AA SW1A ID0
Table 4.2: Place resources referring to Big Ben in London, with their correspond-
ing derived WOEIDs, postcodes and quality threshold identifiers.
An example is shown in Table 4.2, where place resources are shown that all refer to
one place “Big Ben”, located in the Palace of Westminster in London. Each resource is
shown with its derived WOEID, postcode and its calculated QT cluster ID. As shown
in the table, all instances are grouped into one WOEID, while the postcode divides
the resources into two groups, with a common district-level code (SW1A), but separate
unit-level codes. The unit-level postcode divisions are too restrictive in this context.
Also, the district-level postcodes are much too broad and are likely to produce wrong
clusters. In addition, postcode systems vary from one country to another, whereas
the WOEID system of identification is more universal. Further experimentation with
the data set confirmed that both the qualitative clustering using the WOEID and the
QT clustering method are both highly successful in producing valid clusters. The QT
method is however, computationally expensive with time complexity of O(kntdist)
where k is the number of clusters, n is the number of place resources and tdist is the
time needed to calculate the distance between the place resources.
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4.2.2 Textual Clustering
After an initial clustering of place resources using their spatial location, a second step
of filtering the clusters is applied based on place name similarity. The Levenshtein
distance [61] is a method used for measuring text similarity. Unlike folksonomy tags, a
place name can be made up of multiple words, for example “Cardiff University” and in
some cases the words are used in different order, for example “University of Cardiff”.
The traditional Levenshtein distance between these two names will be high and they
will not be detected as similar. An improved version of the Levenshtein distance [30]
that is based on the word level matching as opposed to character level matching is used
here and is defined as follows.
σt(n(r1), n(r2)) = 1− LD(n(r1), n(r2))
Max((n(r1), n(r2)))
(4.1)
Where σt is the text similarity to be calculated, n is the place name of the resource ri,
LD is the Levenshtein Distance function and Max is the maximum length of place
names of the instances compared.
4.3 Application and Results
4.3.1 Description of the Dataset
A data collection process is first used to build a local geo-folksonomy repository. A
crawler software is developed to process pages from Tagzania8. Tagzania is a geo-
social tagging application where users are able to collaboratively create, annotate and
index geographic places on a background map. The crawler is used to extract the geo-
folksonomy generated by user interaction on this application. For our experiments, the
collected geo-folksonomy data set included 22,126 place instances in the UK and USA,
8http://www.tagzania.com
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2,930 users and 12,808 distinct tags. The total number of collected geo-folksonomy
tuples is 68,437.
4.3.2 Tag Cleaning
The tags cleaning process is applied on the collected folksonomy dataset. 741 tags
were identified to contain special characters; those tags had 911 relations to users and
1,414 relations to place resources. 35 tags were identified to be one-character tags
and they had 557 relations to users and 813 relations to place resources. 65 tags were
identified to be representing URLs and they had 149 relations to users and 149 relations
to place resources.
Although the stop word list contains 116 entries, there were 67 tags that matched the
stop words in the list; those tags had 686 relations to users and 1,261 relations to place
resources. Finally, 1,933 tags were found to have the same stems, they had 9,690
relations to users and 22,436 relations to places. Figures 4.3, 4.4 and 4.5 illustrate the
results using pie chart representation.
Figure 4.3: Results of the cleaning process showing the number of affected tags.
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Figure 4.4: Results of the cleaning process showing the number of affected user-
tags relations.
Figure 4.5: Results of the cleaning process showing the number of affected place-
tags relations.
4.3.3 Place Clustering
10,119 unique WOEIDs were obtained covering all the place resources in the folk-
sonomy; the average number of place resources sharing the same WOEID is two
places. To understand the density of the spatial groups (where one WOEID is a group),
it is worth considering how the place resources are distributed over the WOEIDs.
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Figure 4.6 shows a histogram of the number of place resources over WOEIDs; the
WOEIDs that group only two place resources are 1653 groups and this number drops
to 627 (less than half) for the WOEIDs that group only three place resources. Again,
this number drops to 350 (around half) for the WOEIDs that group only four places
and so it continues.
The text similarity is applied with a threshold value set to 0.8 which was empirically
Figure 4.6: Histogram of the number of places grouped by WOEIDs.
found to be sufficient for the purpose of the work. Figure 4.7 shows the distribution
of the created place clusters. The distribution of clusters follows the same distribution
of WOEID groups shown in Figure 4.6. However, the magnitude is lower as the place
resources in each cluster are a subset of the place resources in the container WOEID
group. This distribution gives an idea about the density of the clusters. The density
appears to be low in general except in certain regions (such as point of interests). This
reflects the annotation behaviour of the users; relatively, a small number of places are
annotated by too many users while the majority of places are annotated by a smaller
number of users.
Figures 4.8 and 4.9 show two views of an area around the place Big Ben in London.
Figure 4.8 shows the place resources, grouped in colour-coded clusters, after applying
the spatial clustering method. Figure 4.9 shows the same place resources in different
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Figure 4.7: Histogram of the number of places grouped by clusters.
Figure 4.8: Place resources spatially clustered using WOEID.
clusters after identifying similar resources using both the spatial and textual clustering
methods. The box in Figure 4.8 bounds the place resources with a unique WOEID in-
cluding the place Big Ben in the first view. In Figure 4.9 the smaller box identifies the
place resources which all refer to the Big Ben. The first box spans an area of 750 m.
across its diagonal, whereas in second box, the area shrinks to around a 1/3 of this size.
This demonstrates the quality and accuracy of the location of these place resources.
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Figure 4.9: Place clusters after applying spatial and textual clustering.
4.4 Evaluation
The process of folksonomy preparation has changed the structure of the folksonomy.
The tags have been cleaned and their total number has reduced as a result of remov-
ing the duplicate tags after applying the cleaning process. The place resources have
been clustered into groups to identify the redundant place resources that represent the
same place in real world. The tags cleaning and place resources clustering not only re-
duced the total number of tags and places in the resulting cleaned folksonomy, but also
changed the associations between the tags, places and users. In this section, a quant-
itative evaluation approach is presented to compare the uncertainty in the folksonomy
structure before and after the cleaning process.
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4.4.1 Approach
In this experiment, Shannon’s information gain [97] is used to measure the uncertainty
in the folksonomy structure as follows:
I (t) = −
m∑
i=1
log2 p (xi) (4.2)
Where t is any given tag. m is the number of places annotated by the tag t and p (xi)
defined by:
p (x) =
wt,x∑m
j=1wt,xj
(4.3)
Where w is equal to the weight of the link between t and place x. The value of p (x)
will increase if the number of user votes increases and vice versa, high values of p (x)
indicates a high degree of certainty (lower information gain) of using tag twith place x.
Numerical Example
Figure 4.10: Example of un-clustered place instances.
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Figure 4.11: Example of clustered place instances.
In this section, an example is given to calculate the total information gain for the ex-
ample folksonomy shown in Figures 4.10 and 4.11. The information gain values are
calculated to measure the uncertainty in the folksonomy before and after the clustering
process. First, the information gain before clustering is calculated as follows:
I(London) = − log2 1/5− log2 1/5− log2 1/5− log2 1/5− log2 1/5 = 11.6096
As there are no weights (all equal to one) and the tag ’London’ is attached to all five
places in the folksonomy, all the places have the same probability of 1/5. Similarly,
the remainder can be calculated as follows:
I(Eye) = − log2 1/3− log2 1/3− log2 1/3 = 4.7549
I(Street) = − log2 1 = 0
I(Travel) = − log2 1 = 0
Hence, the total information gain (uncertainty) is 16.3645 bits.
The information gain after clustering is calculated as follows:
I(London) = − log2 3/5− log2 1/5− log2 1/5 = 5.379
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I(Eye) = − log2 3/3 = 0
I(Street) = − log2 1 = 0
I(Travel) = − log2 1 = 0
Hence, the total information gain (uncertainty) is 5.379 bits. This example shows that
the uncertainty is reduced from 16.3645 bits to 5.379 bits by using the enriched Geo-
Folksonomy instead of the original one.
4.4.2 Results
To evaluate the effect of identifying the place instances of the same place concept
and build a richer geo-folksonomy, the information gain is calculated for the geo-
folksonomy before and after using the proposed cleaning approach. The results show
that the information gain reduced from 4011.54 to 3442.716 bits, which is around a
14% reduction in the uncertainty.
The uncertainty reduction is caused by the regions that have increased place annotation
activities, in which there is likely to be multiple users annotating the same place using
similar names. Table 4.3 shows a sample of WOEID regions, the number of places
in each region and the information content before and after applying our clustering
algorithm.
WOEID Instances (I) Before (I) After Reduction %
2441564 106 126 115 8.7%
2491521 86 11.7 6.9 41%
2441564 83 129 119 7.8%
2377112 80 23.6 18.8 20.3%
2480201 68 24.6 21.6 12.2%
Table 4.3: Information content (Uncertainty) for a sample of places identified by
their WOEID code.
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4.5 Summary
A geo-folksonomy pre-processing stage is introduced in this chapter that includes two
processes: tag cleaning and clustering of place resources. The tag cleaning process
is a multi-step process that employs different methods, such as removing stop words.
However, a major part of this process is merging tags that have the same stem using the
Porter stemming algorithm. Part of the embedded semantics might be lost as a result of
the stemming approach. The other alternative is to use lemmatization tools. However,
lemmatization is helpful when the input term is part of a sentence, while tags in this
work are independent on each other and do not have any attached context.
The proposed methods used for tag cleaning and clustering of place instances were
shown to be successful in filtering a significant percentage of un-cleaned tags and re-
dundant place instances. Analysing the cleaned geo-folksonomy to build an ontology
of place is the next step discussed in the following chapter.
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Figure 5.1: The process of building place ontology from folksonomies.
The work presented in this chapter builds on the output - the cleaned folksonomy - of
the pre-processing stage discussed in Chapter 4. This chapter presents our approach
to constructing place ontology from geo-folksonomies and this is achieved via two
stages of processing; the Tag Resolution stage and Semantic Association and Ontology
Building stage which are highlighted in Figure 5.1.
The Tag Resolution stage is designed to identify the tags that represent place types or
activities by consulting external semantic data sources. The details of this stage are
provided in Section 5.1. The Semantic Association and Ontology Building stage is
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designed to construct the place ontology by creating ontology instances and inferring
the semantic relationships between the concepts. The details of this stage are provided
in Section 5.2. Results are presented in Section 5.3. Evaluation experiments of the
proposed approach are discussed in Section 5.4. Finally, a summary of the chapter is
presented in Section 5.5.
5.1 The Tag Resolution Stage
The tag resolution stage involves a process of tag classification and filtering of tag
collections. In particular, the process is guided by pre-defined assumptions of possible
semantics associated with the resources. In the case of geo-folksonomies, the place
semantics, as defined in the model proposed earlier in Section 3.3, capture how users
associate place types and activities to reflect their experiences in a place. Hence, the tag
resolution stage involves first identifying and collecting place type and place activity
reference dictionaries and using those as bases for matching and classification of the
tag collection.
5.1.1 Building Reference Datasets
A place type is a basic concept used for classification purposes in any place gazetteer.
Here, two different sources are used for collecting place type information, 1) an official
data source, produced by the Ordnance Survey (OS), the national mapping agency
of Great Britain, and b) the Geonames web gazetteer, built collaboratively by users
and containing over 10 million place names. The OS provides an ontology of places,
called the Buildings and Places ontology (OSBP)1 that is used to describe building
features and place types surveyed with the intention of improving use and enabling
semi-automatic processing of this data. OSBP provides over 200 place types such
1http://www.ordnancesurvey.co.uk/oswebsite/ontology
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as: (University, Hotel, Market and Stadium). Geonames also has a place ontology
that associates places with a hierarchy of place types represented as feature codes.
Geonames provides over 600 unique feature codes corresponding to place types such
as: (Store, School and University).
Identifying possible human activities associated with a place is a not a simple task.
Some research work has addressed this issue previously [3], where an approach was
shown to automatically extract possible types of services and activities from definitions
of place types. Here, two resources are also used for identifying possible human activ-
ities that can be associated with geographic places: a) the OSBP ontology includes a
property os:purpose that is defined by experts to represent the possible service(s) asso-
ciated with the place types, and b) the OpenCyc ontology2, an open source version of
the Cyc project that assembles a comprehensive ontology of everyday common sense
knowledge. Each place type in the OSBP ontology is attached with one or more pur-
pose. Table 5.1 shows example records of the place type and purpose associations.
The OpenCyc ontology contains human activity concepts and offers a classification of
Place Type Purpose(s)
University Education
Hotel Accommodation
Market Trading
Stadium Racing, Playing
Table 5.1: Example place types and corresponding purposes from OSBP.
different possible activities as follows:
(cyc:HumanActivity, cyc:CommercialActivity,
cyc:OutdoorActivity, cyc:RecreationalActivity,
cyc:CulturalActivity). Both ontologies are extracted and stored in a local RDF store.
Listing 5.1 shows a sample of the SPARQL queries used to retrieve the activity types
from both ontologies. Approximately 400 distinct activities are retrieved from both
2http://www.opencyc.org/
70 5.1 The Tag Resolution Stage
ontologies. An online implementation of this SPARQL endpoint can be found at 3.
Examples of the extracted place activities are: (Boating, Eating, Fishing, Travelling,
Working, Walking).
1 PREFIX r d f s : < h t t p : / / www. w3 . org / 2 0 0 0 / 0 1 / r d f−schema #>
2 PREFIX os : < h t t p : / / www. o r d n a n c e s u r v e y . co . uk / o n t o l o g y /
B u i l d i n g s A n d P l a c e s / v1 . 1 / B u i l d i n g s A n d P l a c e s . owl#>
3 PREFIX cyc : < h t t p : / / sw . opencyc . o rg / 2 0 1 0 / 0 8 / 1 5 / c o n c e p t / en / >
4
5 SELECT ? p l a c e A c t i v i t y WHERE {
6 { ? p l a c e A c t i v i t y r d f s : s u b C l a s s O f os : Pu rpose . }
7 UNION
8 { ? p l a c e A c t i v i t y r d f s : s u b C l a s s O f cyc : HumanAct iv i ty . }
9 UNION
10 { ? p l a c e A c t i v i t y r d f s : s u b C l a s s O f cyc : C o m m e r c i a l A c t i v i t y . }
11 UNION
12 { ? p l a c e A c t i v i t y r d f s : s u b C l a s s O f cyc : O u t d o o r A c t i v i t y . }
13 UNION
14 { ? p l a c e A c t i v i t y r d f s : s u b C l a s s O f cyc : R e c r e a t i o n a l A c t i v i t y . }
15 UNION
16 { ? p l a c e A c t i v i t y r d f s : s u b C l a s s O f cyc : C u l t u r a l A c t i v i t y . } }
Listing 5.1: The SPARQL query used to retrieve activities from the RDF store.
Another possibility to identify tags representing place activities is by matching against
"action" verbs from a dictionary resource such as WordNet. However, activities or
services offered by a place are more commonly expressed as verb phrases, composed
of a combination of a verb and one or more nouns. The place types and activities
extracted from the external data sources are stored in a local database and are used to
classify the folksonomy tags through a matching process, as described below.
3http://hobzy.cs.cf.ac.uk/sparql/
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5.1.2 Matching Tags
To match the tags in the folksonomy to the extracted lists of place types and place
activities, these lists are first prepared as follows. Types and activities composed of
multiple words are concatenated and added to the list. For example, the place type
“Coffee Shop” is transformed to “CoffeeShop”. Matching is carried out on stemmed
tags against the list of stemmed types and activities, using the Porters stemming al-
gorithm. The corresponding type or activity or both are then added to the ontology. For
example, a tag “shop” can match a place type “shop” and a place activity “shopping”
and hence both instances are created in the corresponding type and activity ontolo-
gies. The matching process resulted in 325 place type instances and 161 place activity
instances.
5.2 Semantics Association and Ontology Building Stage
In this stage, the identified tag collections are structured in two steps. Firstly, sub-
sumption relationships within individual tag collections of place types and activities
are extracted and used to populate their respective sub-ontologies, and secondly, inter-
relationships between types and activities are derived using the folksonomy structure.
The place ontology is then populated with the resources and their associated tags from
both the type and activity ontologies. Thus, the resulting place ontology reflects the
associations between tags, resources and users in the folksonomy. The final step in this
stage is enriching the place instances with the user sentiments.
5.2.1 Inferring Subsumption Relationships
This process infers the subclass hierarchical relationships between place type ontology
instances and between place activity ontology instances represented by the properties
po:subPlaceTypeOf and po:SubPlaceActivityOf. A probabilistic model of subsump-
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tion, originally introduced by Sanderson and Croft [89], can be used to derive concept
hierarchies from text documents where for any given concepts/tags x and y: x sub-
sumes y if
P (x|y) ≥ 0.8 and P (y|x) < 1 (5.1)
In other words x subsumes y if all the documents which contain y are a subset of the
documents that contain x.
This model was extended for folksonomies [93] by including users and resources in
the subsumption equation as follows: x subsumes y if
P (x|y) >= t and P (y|x) < t,
Rx ≥ Rmin , Ry ≥ Rmin
Ux ≥ Umin , Ry ≥ Umin
(5.2)
Where t is the co-occurrence threshold, Rx is the number of resources tagged using x,
and Ux is the number of users who used tag x. In [93], it was proposed to set Rmin to a
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value between 5 and 40, Umin to a value between 5 and 20, and the threshold t to 0.8,
similar to values determined empirically in [89] where the same model was applied on
a folksonomy dataset extracted from Flickr. The model was applied on the identified
type and activity collections, resulting in the creation of 162 subsumption relationships,
of which 143 were for the place types and 19 were for the place activities.
5.2.2 Inferring Inter-Ontology Relationships
Relating two tags in a folksonomy can be achieved by measuring the similarity between
them, in the sense that the higher the similarity value between two tags, the more
related they are. Tag similarity methods were developed to measure the similarity
between tags based on their co-occurrence with users and resources in the folksonomy
[66]. One of the commonly used methods to measure tag similarity is Cosine similarity
[66], where similarity between two tags is defined by the following equation:
σ(t1, t2) =
|T1 ∩ T2|√|T1| · |T2| (5.3)
Where ti represents a tag and Ti represents the resources associated with the tag ti in
the folksonomy. A po:relatedTo relation is created in the place ontology between a
place type and activity instance if the Cosine similarity between their corresponding
tags was found to be equal or above 0.8, a threshold found empirically to be sufficient
in this work. A total of 393 relationships were created, linking instances between the
place type and the place activity sub-ontologies.
5.2.3 Building the Place Ontology
The process of building the place ontology involves linking the results from all the
previous sub-processes and populating a place ontology with the identified semantics.
A place instance of type (po:Place) is created for every place cluster in the restructured
folksonomy. A total of 19,641 ontology place instances are created and their properties
are populated as follows:
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• po:hasName: is the most commonly used place name among the folksonomy
place resources in the cluster.
• po:alternateName: each distinct name of the folksonomy place resources in the
cluster other than the most commonly used name is represented by this property.
• po:description: is a concatenation of the comments attached to folksonomy
place resources in the cluster.
• wgs84:long and wgs84:lat: is calculated by finding the centre location of the
folksonomy place resources represented by the cluster.
• po:nearby: linking place instances that are spatially located within 1 km dis-
tance.
The inter-instances relations in the proposed ontology model are represented by the
following properties:
• po:hasPlaceType: relating a place instance to a place type instance.
• po:hasPlaceActivty: relating a place instance to a place activity instance.
• po:relatedTo: relating place types, place activities, and type-activity instances.
A po:hasPlaceType relation is created in the place ontology between a place instance
and a place type instance, if the place type is one of the tags associated with the
place instance or its cluster. A po:hasPlaceActivity relation is created in a similar way
between a place instance and an activity instance. A total of 12,736 explicit ontology
relationships are created.
5.2.4 Associating User Sentiments
Folksonomy tags can reflect the opinions of users about places. The aim of sentiment
analysis in this step is to calculate the sentiment score for each place resource in the
folksonomy. The sentiment score for a place resource measures the positive, negat-
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ive or neutral users’ opinions about this place. Sentiment analysis has been used in
similar research works to capture users’ opinions from the interaction and collabora-
tion activities on Web 2.0. Research works on microblogs [103, 54, 53, 75, 13], more
specifically Twitter, target the problem of capturing users’ opinions from posts of sim-
ilar structure. In contrast to previous work, the sentiment analysis method developed
here considers the influence of users and their tagging behaviour in the equations as
described below.
A semantic classifier based on the Naïve Bayes classifier [87] is used here. It assumes
conditional independence among features (tags in this context), which is fitting with
the nature of folksonomies. Unlike other classifiers (such as Support Vector Machines),
it requires a small amount of training data. The classifier is based on Bayes’ theorem
as follows:
P (S|T1, ...Tn) = P (S)
n∏
i=1
P (Ti|S) (5.4)
where S is a sentiment, Ti is a tag and n is number of tags associated with the place
resource. Assuming an equal probability of positive, negative and neutral opinions, the
equation can be simplified as follows:
P (S|T1, ...Tn) =
n∏
i=1
P (Ti|S) (5.5)
The output of the classifier depends on the way the features are selected. Here, a simple
class feature model is used. However, considering different feature models such as N-
Grams can be tested in the future. The data used to train the classifier is the AFINN
wordlist 4 which contains 2477 words and phrases with valence between -5 and +5. The
classes are defined as follows; a positive class includes words with valence between +5
and +1, a neutral class with valence of 0 and a negative class with valence between -1
and -5. An example of the classified word list is shown in Table 5.2.
4http://fnielsen.posterous.com/afinn-a-new-word-list-for-sentiment-analysis
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Word Valence Classification
Perfect +3 positive
Safe +1 positive
Some Kind 0 neutral
Spam -2 negative
Winner +4 positive
Worried -3 negative
Worst -3 negative
WOW +4 positive
Table 5.2: AFINN wordlist example.
After training the classifier, the algorithm in Listing 5.2 is applied to calculate the sen-
timent score for place clusters using the tags assigned to each place cluster.
1 p l a c e s = G e t P l a c e R e s o u r c e s ( ) ;
2 f o r ( p i n p l a c e s )
3 {
4 u s e r s = G e t U s e r s O f P l a c e ( p ) ;
5 u s e r s C o u n t = 0 ;
6 s e n t i m e n t S c o r e = 0 ;
7 f o r ( u i n u s e r s )
8 {
9 u s e r s C o u n t ++;
10 t a g S e t = GetTagSet ( p , u ) ;
11 s e n t i m e n t S c o r e += G e t S e n t i m e n t S c o r e ( t a g S e t ) ;
12 }
13 S e n t i m e n t S c o r e = S e n t i m e n t S c o r e / u s e r s C o u n t ;
14 S a v e S e n t i m e n t S c o r e ( p , S e n t i m e n t S c o r e ) ;
15 }
Listing 5.2: Calculating the sentiment score for each place resource.
The algorithm starts by retrieving all the place resources in the dataset and finding the
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associated users for each place resource. For each place-user pair, the associated tags
are retrieved and stored in a set tagSet. The tagSet is used to calculate the sentiment
scores for each place-user pair using the trained classifier, and then the average score
is assigned to the place resource to neutralise the influence of individual user’s scores.
The sentiment score is a real value representing the overall users’ sentiment about a
place. The value ranges from -1 to +1, where -1 indicates that all the tags attached to a
place are classified as negative sentiments, while +1 indicates that all the tags attached
to a place are classified as positive sentiments. The sentiment score is the sum of the
classifier output averaged by the number of users who annotated a given place. For
example, a sentiment score with value 0.8 indicates a strong positive sentiment value
while the value -0.2 indicates a weak negative sentiment value. An evaluation of the
sentiment analysis process is presented in the following section.
5.3 Results
The data cleaning process resulted in identifying 19,614 clusters, corresponding to
unique places instances. Hence, 2,512 place instances are merged (around 11% of the
total number of place resources). Figure 5.3 shows the results of classifying the tags
using the proposed framework. 32% of the tags are place names. 18% of the tags were
classified as user’s opinions and are processed by the sentiment analysis process. 2%
of the tags correspond to place types and 3% correspond to place activities. The rest of
the tags (45%) do not fit in any of the above categories.
The distribution of the tags in the geo-folksonomy dataset follow a power law distribu-
tion as shown in Figure 5.4. This is similar to the results reported by other empirical
studies [20, 24]. It is noted that although the percentages of place type and activity
tags are low, these tags are used more frequently than unclassified tags as shown in
Figure 5.5, which plots the frequency distribution of the 10 most used tags in each
category. Table 5.3 lists the top 10 frequently used tags in each category. 79% of the
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Figure 5.4: Frequency of tag usage over the entire geo-folksonomy dataset.
unclassified tags contribute to the long tail of the Zipf frequency graph as they were
found to be used only once or twice. The unclassified tags include possible reference
to temporal concepts, such as 2008 and summer, possible abbreviations (e.g. st. for
street), or noise (e.g. two letter words: nv, vc, xy). The tag resolution stage resulted
in identifying 346 activity types in the folksonomy, using a set of approximately 400
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Figure 5.5: Detailed tag usage frequency of the 10 most used tags.
Rank Place Type Place Activity Unclassified
1 food housing north
2 restaurant travelling clock
3 school marketing new
4 store sale one
5 hotel visiting family
6 university servicing TimeForPublicSpace
7 park camping apple_store
8 airport socializing high
9 museum buying 2008
10 shop business recitation
Table 5.3: Most frequently used tags classified as place types, activities and other
in the sample geo-folksonomy.
activity types in the reference data sets. It is interesting to observe that although 927
tags are identified as verbs using WordNet, only 107 of those corresponded to possible
activities and types from the compiled list using the external ontology resources. Some
examples of the unclassified verb tags include, arm, arrest, assign, back and coin.
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Figure 5.6: A snapshot of the derived ontology showing a number of place types,
their related place activities and subsumption relationships.
Figure 5.6 shows a subset of the derived place semantics, in which 24 place types and
16 place activities are presented with their corresponding association and subsumption
relationships.
Finally, the following table shows statistics about the induced ontology:
5.4 Evaluation
5.4.1 User-based Evaluation
A possible approach to ontology evaluation is to compare it to a “golden standard”
which itself can be an ontology [64]. The OS Building and Place ontology is used
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Entity Count
Place instances 19,641
Place Type instances 211
Place Activity instances 346
Subsumption relations 136
Inter-Instance relations 12,736
Spatial relations (near by) 254,888
Table 5.4: Instances and relationships in the induced place ontology.
here for demonstration. Figure 5.7 compares the semantics related to the place type
“Tourism Attraction” as defined in OSBP ontology to those related to the place type
“Tourism” in the derived place ontology. As can be seen in the Figure, only one “pur-
pose” (Entertainment) is associated with the “Tourism Attraction” place type in the
OSBP ontology, whereas a much richer set of relationships is identified in the place
ontology reflecting the usage of the concept in the specific folksonomy dataset (“Tour-
ism” is related to 6 other place types and 4 place activities). However, it should be
noted that an absolute comparison is not realistic as the ontologies represent differ-
ent views and purposes and, as suggested previously, the ontology derived from the
folksonomy is dynamic and its structure is likely to change with time.
To further evaluate the derived ontology, a questionnaire was designed to assess the
quality of the derived concepts and their relationships. Five different places in Lon-
don, UK, corresponding to different possible place types, were chosen, namely Hyde
Park, Marriot Hotel, Tesco, Wagamama and the Imperial War Museum. The geo-
graphic region was chosen primarily because of popularity and, as such, more users
were likely to be aware of the place names and secondly because of the density of the
associated tags in the folksonomy. The questionnaire was issued to university students
over a period of four weeks. 53 students participated in the survey, of which 76% were
male users, approximately 90% were under 29 years old, 96% of users have a degree
above high school, 65.9% were familiar with London and 80.4% were native English
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Figure 5.7: An example of a place type concept “Tourism” as defined in the Ord-
nance Survey ontology and its computed definition in the derived place ontology.
speakers.
Two types of questions were asked for each place. The first type of questions aimed
at evaluating the quality of the relationships between concepts. Figure 5.8 shows the
responses of participants on questions about place-type relationships. The second type
of questions were aimed at evaluating misclassified tags by asking the user to suggest
a classification for tags co-occurring with the place resource, as either a place type, a
place activity, a related concept or a non-related concept. Figure 5.9 shows the results
of the second type of questions for the place “Hyde Park”. Users’ responses were
used to calculate the recall, precision and F1 measure for evaluation. Table 5.5 lists
the number of true positives, false positives, true negatives and false negatives used to
calculate the precision (0.8), recall (0.5) and F1 (0.615). The experiment suggests a
correlation between the derived ontology and users’ perception of places and related
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semantics. Finally, the survey also questioned the users’ experiences, or impressions
(if they did not visit the places), of the five places. The responses again correlated with
the output of the sentiment classifier. Though the experiment is limited, the results
provide an indication of the validity of the methods.
Figure 5.8: Level of agreement in the questionnaire with the derived relationships
between concepts for the chosen place resources..
Place TP FP TN FN
Hyde Park 4 2 3 12
Marriot 4 0 10 5
Tesco 4 1 12 3
Wagamama 4 2 12 0
Imperial War 4 0 15 0
Total 20 5 52 20
Table 5.5: Evaluating the tag classification results with the questionnaire re-
sponses.
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Figure 5.9: A sample of the users’ responses classifying tags co-occurring with the
place “Hyde Park”.
5.4.2 Quantitative Evaluation Using Semantic Similarity
A quantitative evaluation experiment was designed here to measure the level of agree-
ment between the semantics represented by the place type and place activity sub-
ontologies on one side and the general semantics on the web on the other side. The
Measure of Semantic Relatedness (MSR) web service [110] provides a set of meth-
ods through a web-based API interface to calculate the semantic similarity between
two terms5. Although the MSR provides different methods of calculating the semantic
similarity, all of them are based on the same theory. The MSR assumes that the strength
of the relation between two terms is proportional to the number of times the two terms
co-occurred together in the same documents on the web. Even though the MSR does
not employ any semantic analysis approaches and it is based only on co-occurrence
of the terms, it assumes that the co-occurrence of two terms in the same document
5http://cwl-projects.cogsci.rpi.edu/msr/
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implies that they are in the same context. The more frequently they appear, the more
semantically related they are. The performance of the different MSR methods in terms
of quality and accuracy is found to be dependent on the size and type of the input data
[63]. More details and comparisons about the different MSR methods can be found in
[27]. In this experiment, the Point-wise Mutual Information (PMI) [106] and the Nor-
malised Search Similarity (NSS) [68] methods are chosen to calculate the similarity.
Both methods can measure the semantic relatedness among terms in large datasets.
Relations in the induced ontology that link place types, place activities or both are eval-
uated using the PMI and the NSS methods. First, a set of SPARQL queries are used to
retrieve the relations along with the concepts they connect. The appropriate MSR API
functions are passed the two concepts of each relation to calculate the semantic sim-
ilarity between them using the Google’s search engine. The PMI and NSS similarity
are measured for about 500 relations. Figure 5.10 shows a graph of the output of both
measures along with the trend lines. As can be seen in the Figure, corresponding trend
lines indicate a correlation between the two measures.
The strength of the similarity measured by the PMI-G method over the whole set has
an average of 86% while the average strength of the similarity measured by the NSS-G
is 78%. Table 5.6 illustrates the results of the experiment by showing a sample of the
measures of PMI-G and NSS-G for 10 relationships. This experiment demonstrates the
validity of the place semantics automatically extracted from the geo-folksonomies; the
extracted semantics are found to be close to semantics embedded in web documents.
5.5 Summary
This chapter introduced the approach to extract the embedded place semantics in geo-
folksonomies. The approach introduced here builds on the pre-processing steps intro-
duced in Chapter 4, in which the geo-folksonomy tags and place resources are cleaned
to enhance the quality before extracting the semantics. The cleaned folksonomy is ana-
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Figure 5.10: A graph showing the PMI-G and the NSS-G measures for a set of
500 ontology relationships.
Concept 1 Concept 2 PMI-G NSS-G
Sale(A) Flat(T) 69% 90%
Buy(A) Sale(A) 100% 83%
Hotel(T) Reservation(A) 97% 79%
University(T) College(T) 100% 89%
Spa(T) Hotel(T) 96% 91%
Boating(A) Fishing(A) 100% 78%
Rock(T) Climbing(A) 63% 65%
Casino(T) Gambling(A) 93% 76%
Museum(T) Park(T) 75% 80%
Rock(T) Mountain(T) 86% 82%
Table 5.6: A sample of the MSR measures calculated using PMI-G and NSS-G
applied on the ontology relations between places types (T) and activities (A).
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lysed through a two-stage process; a tag resolution stage, in which external semantic
data sources are used to classify the tags into place types and human activities, and
a semantic association and ontology building stage, in which the relationships among
ontology concepts are inferred and user sentiments are calculated for each place re-
source.
The proposed approach is based on folksonomy co-occurrence analysis as well as stat-
istical analysis to build the infer relationships among concepts. The induced place
ontology contains 19,641 places, 211 place types and 346 place activities and over
12,700 semantic relationships.
Two experiments were introduced in this chapter for the purpose of evaluating the
induced place ontology; a user-based evaluation through a survey and a validation of
the semantic relationships through an external semantic measurement web service. The
results of the two evaluation experiments suggest that place semantics extracted from
geo-folksonomies correlate with users’ views and expectations generated on web 2.0.
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Chapter 6
Implementation
6.1 System Overview
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Figure 6.1: The components of the implemented system.
Testing the hypothesis of this research required a considerable amount of effort ded-
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icated to designing and implementing a system of various software components. The
aim of the system is to collect geo-folksonomies from the web, extract the embedded
place semantics and present the geo-folksonomies along with extracted semantics on a
mapping application.
This chapter describes the the overall architecture and the implemented system com-
ponents. A system is designed following a typical three-tier service oriented architec-
ture that consists of a data access layer, a service layer and an application layer. The
data access layer contains the components responsible for the database operations such
as adding and updating records. The service layer contains the components and meth-
ods that implement the approaches used to analyse, process and query the data. The
application layer contains the application SemTag which provides a web-based user in-
terface that allows users to search for a place and view its tags along with the induced
place semantics attached to that place.
The system relies on two databases: the Folksonomy DB, which stores the folksonomy
records collected from the web, and the RDF DB which stores RDF-encoded ontolo-
gies. The databases are strictly accessed only from the data access layer which manip-
ulates the data in both databases. The system exposes a set of Application Program-
ming Interface (API) functions to access both the folksonomy and the place semantics
through an XML and Simple Object Access Protocol (SOAP) service layer. Also, there
are two separate programs designed to run in the background of the hosting server to
crawl the data from the web and to extract the place semantics from the collected geo-
folksonomies. A detailed discussion of each component of the system is presented in
the remainder of this chapter.
6.2 Database Design
The database engine used in this research is Microsoft SQL Server 2008. It has been
selected for various reasons: a) the seamless integration and support with other Mi-
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crosoft development tools used in this research such as Visual Studio 2008; b) the
compatibility with semantic web tools as SemWeb.Net which will be discussed later
in this chapter; c) the support of full text indexes and text similarity functions such as
SoundEX which are already built in the database, unlike other databases such as Post-
greSQL that require additional plug-ins such as Lucene1 or Solr2 to perform adequate
text indexing.
Two database instances are created to support this research, Folksonomy DB and RDF
DB. The Folksonomy DB is designed to support storing and searching of the collected
folksonomy datasets as well as the output of the folksonomy co-occurrence analysis
methods implemented. The data model of the database is shown in Figure 6.2.
Figure 6.2: The main tables in the Folksonomy DB.
1http://lucene.apache.org/core/
2http://lucene.apache.org/solr/
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The three distinct components of the geo-folksonomy are modelled using the Place
table representing folksonomy place resources, the Tag table representing folksonomy
tags, and the User table representing folksonomy users. Each table has a many-to-many
relation to the other two tables represented by the UserTag, TagPlace and UserPlace
tables.
A spatial index of type geography 3 is applied to the Location column in the Place table,
where each place is represented by a single spatial point. Also, text indexes are applied
to PlaceName and CountryName columns in the Place table as well as the TagName
in the Tag table. The following are examples of the queries that can be applied to the
database:
1 S e l e c t D i s t i n c t t . TagName
2 From Tag t
3 Join TagPlace t p on t . ID = t p . TagID
4 Join P l a c e p on p . ID = t p . P l ace ID
5 Where P . PlaceName = ’ London Eye ’
Listing 6.1: Retrieve all tags attached to place resources named ’London Eye’.
1 S e l e c t t o p 100 t . TagName , COUNT( t p . P l ace ID )
2 From Tag t
3 Join TagPlace t p on t . ID = t p . TagID
4 Group By t . TagName
5 Order By COUNT( t p . P l ace ID ) Desc
Listing 6.2: Retrieve top 100 most used tags.
The database also contains several tables for storing the output of the folksonomy ana-
lysis such as tags similarity. The database table TagSimilarity shown in Figure 6.2 is a
template for the similarity output tables, where each record contains the identifiers of
the similar tags along with the calculated similarity value. This template is instantiated
multiple times in the database, one time for each analysis method.
3http://msdn.microsoft.com/en-us/library/bb964711
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The RDF DB is automatically created by the SemWeb.Net semantic web tool and is
used to store RDF triples in a relational database instead of file system. More details
about the SemWeb.Net library is presented in Section 6.4.2.
6.3 Semantic Web Tools and SemWeb
There are various tools and application libraries already developed to manipulate the
RDF data. An investigation of existing tools has been carried out to evaluate their
suitability for building the system, and a summary is presented in Table 6.1.
One disadvantage observed in some of the tools, such as in 4Suite and OWL API, is
that the RDF file has to be fully loaded into the memory to be processed or queried.
This usually causes an out of memory exception when dealing with large RDF files.
The choices are narrowed down to either LinqToRDF or SemWeb.Net as being biased
to Microsoft .NET as a rapid development platform. LinqToRDF is an extension for the
.NET Language Integrated Query (LINQ) designed to support querying RDF files. The
SemWeb.NET is a complete semantic web framework with a SPARQL query engine
and inference engine. It also supports persisting RDF data in relational databases such
as Microsoft SQL to address the memory problems. Hence, the SemWeb.NET is the
tool chosen here to store and query the place semantics.
6.4 Data Access Layer
6.4.1 Folksonomy Data Access
This component provides simplified access to the data stored in the folksonomy data-
base through a set of static functions listed in Table 6.2. The connection string of
the database is configured through an XML configuration file named ‘app.config’; this
design allows users to change the database connection without needing to recompile the
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Tool Description
4Suite Python-based toolkit for XML application development, it features
a library of integrated tools for XML processing, implementing
open technologies. More information can be found at http://
pypi.python.org/pypi/4Suite-XML.
Jena A commonly used semantic web framework for Java. Provides a
SPARQL interface, RDF and OWL APIs, and inference support.
More information can be found at http://jena.sourceforge.
net.
Sesame Another commonly used semantic web framework for Java.
Provides a SPARQL interface and an HTTP server interface. More
information can be found at http://www.openrdf.org.
OWL API An implementation for Java. Provides OWL APIs and contains a
common interface for many reasoners. More information can be
found at http://owlapi.sourceforge.net.
RAP RDF API An open-source RDF API and software suite for storing, querying
and manipulating RDF in PHP. More information can be found at
http://sourceforge.net/projects/rdfapi-php.
Redland An implementation for C. Provides a collection of RDF libraries
for parsing and querying. More information can be found at http:
//librdf.org.
LinqToRDF A semantic web framework for .NET built on the LINQ.
More information can be found at http://code.google.com/p/
linqtordf.
SemWeb.NET A semantic web framework for .NET. Provides APIs to keep RDF
in persistent storage (MS SQL, MySQL, etc.). Also provides
SPARQL query engine and inferencing functionality. More in-
formation can be found at http://razor.occams.info/code/
semweb.
Table 6.1: Tools for manipulating RDF data.
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source code of the application. The CreateConnection factory function is responsible
for reading the value of the connection string from the configuration file and returns a
ready-to-use connection object. The connection object is used by the other functions
in the component to perform the database operations.
Function Description
CreateConnection A factory function returns a SQLConnection object configured
to connect to the Folksonomy DB
ExecuteScalar Executes an SQL query that returns a single value.
ExecuteNonQuery Executes an SQL query that does not return values such as in-
sert or delete statements.
ExecuteReader Returns a connected and read only SqlDataReader used to iter-
ate over the results of an SQL query.
Table 6.2: The APIs provided by the Folksonomy data access component.
Listing 6.3 shows the source code of the function ExecuteNonQuery where the SQL
query and the database connection object (created using the CreateConnection func-
tion) are passed as input parameters. The function creates an SqlCommand object and
configures its timeout, connection and command text properties before executing the
command. This is an example of the encapsulated database access logic where users
do not have to write the same logic every time they need to execute a query on the
database.
1 p u b l i c s t a t i c vo id ExecuteNonQuery ( s t r i n g s q l , S q l C o n n e c t i o n con
)
2 {
3 SqlCommand cmd = new SqlCommand ( ) ;
4 cmd . CommandTimeout = 500 ;
5 cmd . C o n n e c t i o n = con == n u l l ? C r e a t e C o n n e c t i o n ( ) : con ;
6 cmd . CommandText = s q l ;
7 i f ( cmd . C o n n e c t i o n . S t a t e == C o n n e c t i o n S t a t e . C losed )
8 cmd . C o n n e c t i o n . Open ( ) ;
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9 cmd . ExecuteNonQuery ( ) ;
10 i f ( con == n u l l )
11 {
12 con . C lose ( ) ;
13 con . Di spose ( ) ;
14 }
15 }
Listing 6.3: The source code of the ExecuteNonQuery function of the folksonomy
data access component.
6.4.2 SemWeb.Net Data Access
SemWeb.Net is an open-source library developed to read and write RDF, keeping RDF
in persistent storage (memory, Microsoft SQL, etc.), querying persistent storage via
SPARQL, and executing SPARQL queries over remote endpoints. The version of the
SemWeb.Net library used here is v1.0.7.
The library contains a set of classes providing different functionalities, and part of the
provided classes is utilised in this research as follows. The Store class is used to specify
the RDF persistent storage used by the library. Here, it is configured to use Microsoft
SQL server. The SparqlEngine class provides the functionality to parse and execute
SPARQL queries, it is passed a string object which contains the query to be executed
over the Store object. The UML Sequence diagram in Figure 6.3 illustrates the logic
of executing SPARQL queries using the SemWeb.Net.
SemWeb.Net also provides the functionality to import RDF files into the supported per-
sistent storages via a standalone command line tool (rdfstorage.exe). The tool receives
two command line parameters; the path of the input RDF file and the connection string
of the database that the file will be imported to. The following example shows how to
use the tool from the command line:
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rdfstorage.exe PlacesData.rdf
–out “sqlserver:rdf:Database=SemWebDB;user id=xx;password=xx”
Figure 6.3: UML Sequence diagram showing how the SemWeb.Net components
are used to execute SPARQL queries.
6.5 Web Service Layer
6.5.1 SPARQL Endponits
The query engine provided by the SemWeb.Net library is responsible for parsing and
executing the SPARQL queries. SemWeb.Net exposes functionality though a set of
APIs which cannot be called remotely. As the system is designed to be service ori-
ented to allow the integration of the induced place semantics with external applica-
tions, a SPARQL endpoint is developed for this purpose. The SPARQL endpoint is
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implemented as a web page with a server side code to receive SPARQL queries, val-
idate their syntax, and send the queries to the SemWeb.Net component to execute if
no syntax errors are present. Figure 6.4 shows a snapshot of the SPARQL endpoint
used to query the extracted place semantics. There are two other SPARQL endpoints
exposed by the system for Open Cyc and OSBP ontologies, and all are accessible from
the following address: http://hobzy.cs.cf.ac.uk/sparql.
Figure 6.4: A snapshot of the SPARQL endpoint used to query the extracted place
ontology.
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6.5.2 Folksonomy APIs
This component exposes a set of remote API functions that allow external applications
to query the collected geo-folksonomies as well as the output of the folksonomy ana-
lysis methods such as tags similarity. The APIs are implemented as XML/SOAP web
service, which is the W3C standard for remote methods invocation, so third-party ap-
plications can use the exposed APIs regardless of the programming language used or
the platform they are deployed on. Figure 6.5 shows a snapshot of the web service
that exposes the tag and place similarity functions. For instance, the CalcTagTagRe-
latednessCosine function calculates the Cosine similarity for any given two tags. The
function receives the tags as input parameters and returns an XML response which
contains the calculated similarity measure.
Figure 6.5: A snapshot of the XML/SOAP web service that exposes the geo-
folksonomy APIs.
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6.6.1 Folksonomy Analysis Application
All the folksonomy analysis work provided in this thesis is developed in a standalone
console-based windows application. The application provides several analysis and data
manipulation functions via two modes of operation: command line mode and menu
mode. The command line mode allows the application to run as a scheduled service
where no user input is required. The menu mode is designed to allow users to interact
with the application; a menu of all the provided functions is printed on the screen and
users are prompted to select the option they want to run.
Figure 6.6 shows a snapshot of the application. Similarity analysis using different
measures, such as Cosine and Dice similarity, is provided through options 1 to 11.
The input and output of the application is stored in the folksonomy DB described in
Section 6.2. The tag classification and subsumption analysis are provided through op-
tions 12 to 17, where external ontologies are used to classify the tags into place types
and activities, and the hierarchical relationships are inferred. Building the ontology
and generating its RDF output are provided through options 18 to 22, and the gen-
erated RDF files are then imported using SemWeb.Net as described in Section 6.4.2.
Finally, the methods used for evaluating the induced folksonomy using the Measure of
Semantic Similarity (MSR) are provided through options 23 to 29.
6.6.2 Web Crawler
Custom crawler software was developed to collect geo-folksonomies from collaborat-
ive mapping applications on the social web. The design goal of the crawler is to be
reusable and hence the implementation avoided hard-coding site-specific HTML/pat-
terns in the code. For any geo-folksonomy application, the crawler assumes that there
are separate pages to view places, tags and user information, and those pages are linked
6.6 Scheduled Services 101
Figure 6.6: A snapshot of the folksonomy analysis application.
to each other using an HTML anchor element. Within a single geo-folksonomy applic-
ation, all the pages that represent a single entity, i.e. a place, should have a consistent
HTML pattern but different content. The crawler is designed to read the HTML pat-
terns of the different entities from a separate configuration file, so the application can
be configured to crawl different web sites without needing to recompile or rebuild the
source code. In this research, the application is configured to process geo-folksonomies
from Tagzania.com. Figures 6.7 (a) and (b) present a part of the place pages for Cardiff
and Liverpool cities.
By having a closer look at the two snapshots, it is obvious that the pages follow the
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(a) (b)
Figure 6.7: A snapshot of the place page for a) Cardiff and b) Liverpool on Tag-
zaina.com.
same pattern; place name is located on top, while the place description is located un-
derneath the place name and is not mandatory. Google Maps applet is used to show
the location of the place. The user who annotated the place along with the latitude
and longitude of the place is rendered below the map applet. With such a consistent
interface, a regular expression is an ideal solution to extract the required information
from the place pages. Listing 6.4 shows an example regular expression that is used to
extract the place location from the HTML.
1 < div c l a s s =" \ " geo \ ">
2 \ n l a t : < span c l a s s =" \ " l a t i t u d e \ "> ( ? < l a t > . + ? ) < / span> , \ n long : <
span c l a s s =" \ " l o n g i t u d e \ " >(? < lon > . + ? ) </ span >\ n \ n
3 </ div >
Listing 6.4: Regular expression used to extract the location from the HTML page
representing place information.
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6.7 The SemTag Application
To demonstrate the utility of the proposed framework, an application, called SemTag,
was developed 4 to display the derived place semantics. For comparison, these were
displayed alongside the tag cloud for any given place resource. A tag cloud is used on
social applications to display the most popular tags associated with a resource, directly
based on co-occurrence analysis.
Figure 6.8: Screenshot of the SemTag application showing the derived place se-
mantics for the place “London Eye”.
The snapshot in Figure 6.8 shows part of the user interface displaying the tag cloud
and the derived place types and activities for the place “London Eye”. Note how the
place type “tourism” is identified with this point of interest, but are not included in the
tag cloud.
Figure 6.9 shows another snapshot for the place “London South Bank University”.
This is an interesting example of how different users can provide different semantics
for the same place; the same place is tagged as “work” and “university”; both classified
as place types. Also, some limitation of the tag resolution process is evident as shown,
4http://hobzy.cs.cf.ac.uk/SemTag
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Figure 6.9: Snapshot of SemTag user interface showing the derived place se-
mantics for the place “London South Bank University”.
where “bank” was identified as an associated place type, whereas it is part of the place
name. Further refinement of the tag resolution process and development of a more
flexible place name recognition procedures can overcome this problem.
(a)
(b)
Figure 6.10: The sentiment score gadget showing a low score sentiment score.
A sentiment meter gadget is also implemented and presented on the interface to visual-
ise the sentiment score of a place. The meter gadget is a ‘progress bar’-like component
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where colour is used to distinguish the score level: red colour for a low sentiment score,
as in Figure 6.10(a), and a green colour for a high sentiment score as in Figure 6.10(b).
The application demonstrates the possible utility of the proposed framework, where it
can be envisaged that the derived place semantics may be used to refine search queries
and, when combined with the sentiment score, may be used to rank the retrieved search
results.
6.8 Summary
This chapter covered the technical aspects of this research, where a multi-tier service
oriented architecture was adopted to implement a system for extracting place semantics
from geo-folksonomies. The system relies on two databases hosted in Microsoft SQL
database server: a) Folksonomy DB for storing the collected geo-folksonomy along
with the output of the analysis, b) RDF DB for storing the induced ontology. All the
data access logic is implemented in the data access layer. The service layer contains
web-based and windows-based components that encapsulate all the analysis and query-
ing logic. The web-based components are designed to expose remote APIs to query
the data, while the windows-based components are designed to collect and process the
data. Components belong to the service layer access the databases though the methods
implemented in the data access layer. A mapping application, SemTag, was presented
which utilises the developed web services and APIs exposed by the service layer in or-
der to demonstrate the utility of using place semantics to enhance the user experience
on the web.
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Chapter 7
Using Place Semantics to Enrich User
Profiles
The collaborative and social interaction on web 2.0 allows users to create and annotate
resources using tags. The tags created by individual users reflect their interest and can
be used to build user profiles to support social network applications.
The methods used to create user profiles from social tags utilise the folksonomy co-
occurrence analysis methods. Three different forms of user profiles built from folk-
sonomies are discussed in this chapter. The simplest form of a user profile contains
the tags that are directly used by that user in the folksonomy. A more complex form
is to enrich user profiles with similar tags retrieved by co-occurrence similarity meth-
ods such as Cosine similarity. The co-occurrence methods used to enrich profiles are
not capable of finding tags that are semantically related, more specifically, tags that
represent related place concepts.
The work presented in this chapter builds on the discovered place semantics from
Chapter 5. User profiles are enriched with concepts that are semantically related to
the tags directly used by each user. The proposed user profile enrichment approach
is demonstrated using a sample of geo-folksonomy dataset that covers an area in the
City of London. In addition, user similarity is calculated using the enriched profiles
approaches and the results are analysed and discussed.
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7.1 Related Approaches to Extracting User Profiling Based
on Folksonomies
Social tags generated by users’ interaction on web 2.0 social bookmarking applica-
tions became the focus of much research in recent years. Social tags are uncontrolled
vocabulary generated by users which represent their explicit topic interests. Moreover,
tags may carry embedded semantics that reflect the user understanding of concepts and
their relations. Analysing social tags can be beneficial to different research areas such
as improving web search [8, 9, 10] and recommendation systems [73, 98, 55, 114].
Research on social tags can help improve functionalities of web applications, such as
improving the current collaborative tagging systems [37], enhancing the navigation
and the organization of web site content [10], extracting and modelling semantics em-
bedded in social tags to enhance recommendation systems [33], and personalizing web
search [8].
Social tags can be used to build user profiles. Sen et al. [95] argue that social tagging
activities can be considered as an implicit rating behaviour, in other words, social tags
can represent the interests and express the preferences of individual users. A user pro-
file built from folksonomies is denoted by the set of tags representing the user interests
with corresponding weights. The weight of a tag in the user profile represents the
strength of the relationship between the user and that tag. Weights can be simplified
by using a binary weighting approach such as in [12], or they can be calculated using
methods such as TF-IDF [88], which is borrowed from text mining and is commonly
used to assign weights to tags.
There are different approaches to build user profiles from social tags. Profiles can
be built using users’ own tags. For instance, Tso-Sutter et al. [104] proposed a user
profiling approach that relates users to tags after converting the three-dimensional folk-
sonomy relations into an extended user-tag rating matrix. Other approaches have been
proposed to extend the process of building user profiles to use tags not directly used by
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the user. For example, Niwa et al. [73] proposed an approach to build clusters of tags
that are highly related based on tag similarity, then the clusters are used to extend user
profiles. Au Yeung et al. [6] proposed a method called ’personomy’, in which a cluster
of all popular tags of the resources annotated by a user is used to profile topics of in-
terest of that user. Other methods, such as association rules, as used in data mining,
were used to find the related tags to tags in the user profile [48].
Although most of the user profiling approaches require decomposing the folksonomy
tripartite graph into bipartite two-dimensional graphs, it is proposed by [85, 114] that
user profiles can be built directly from the folksonomy graph. Rendle et al. [85]
proposed the use of a three-dimensional tensor to profile users. Zhang et al. [114]
suggested approaches to rank the weights of tags in the tripartite graphs to represent
users’ tagging behaviour. However, the conventional method of using the bipartite
graph is followed in this chapter as it was found to be more convenient to illustrate and
explain work on the user profile enrichment.
As discussed above, user profiles built from folksonomies are either basic, containing
tags directly used by users, or enriched by including tags that are similar to the ones
directly used by the user. The approaches used to find similar/related tags to enrich
user profiles are based on the co-occurrence of the tags with users and resources. Such
methods ignore the semantics that might be embedded in the tags. In this chapter, a
user profile semantic enrichment approach is proposed based on the place semantics
presented earlier in this thesis.
7.2 Constructing User Profiles from Folksonomies
A user profile built from a folksonomy can be represented by a vector Pfu as follows:
Pfu = (pfu,1, pfu,2, ..., pfu,|T |) (7.1)
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Where pfu,i represents the strength of the association between the user u and the tag
ti ∈ T .
In this chapter, user profiles constructed from folksonomies are compared using the
following approaches:
Direct Tags
Profiles constructed using this approach represent the interests of each user through
the tags they used to annotate resources. The bipartite AC folksonomy graph is used to
construct the profiles. The AC graph is defined as follows:
AC = 〈A× C,Eac〉
Where
Eac = {(a, c)|∃m ∈M : (a, c,m) ∈ E} and
w : E → N, ∀e = (a, c) ∈ Eac, w(e) := |{m : (a, c,m) ∈ E)}|
WhereM is the set of the values of the weightw(e). The AC bipartite graph links users
to tags that they have used to annotate resources. Each link is weighted by the number
of times the user has used that tag to annotate resources. Hence, the user profiles can
be calculated directly from the AC graph as pfu,i = acu,i.
Where the AC matrix is denoted as AC = {acu,i}.
Similar Tags
A basic user profile is first constructed similar to the Direct Tags approach presented
above. However, pfu,i is set to the number of times a tag ti is used by a user u. The
basic profile is enriched by using a tag similarity method, such as Cosine similarity, to
find the tags similar to the ones in the basic profile. In this case, pfu,i is set to the value
calculated by the tag similarity method. The enriched user profile pˆfu,i is constructed
using the following equation:
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pˆfu,i =
 α if the tag is directly used by userβMax(Sim(ti, tj)) ∀tj ∈ T |pfu,j > 0
Where α and β ∈ (0, 1] and can be used to facilitate building user profiles with different
representations of direct and similar tags.
Semantically-Related Tags
A basic user profile is also constructed first. However, the place ontology introduced
earlier in this thesis is utilised to enrich user profiles with tags that are semantically
similar to the tags in the basic profile. Each tag in the basic profile is used to query
the place ontology; if a tag is identified as a place type or place activity, all related
concepts to this tag, within a specified semantic distance, are retrieved and used to en-
rich the basic profile. The enriched user profile pˆfu,i is constructed using the following
equation:
pˆfu,i =
 α if the tag is directly used by userβ/Min(SemDist(ti, tj)) ∀tj ∈ T |pfu,j > 0
Where SemDist is the semantic distance between the two tags ti, tj and α and β ∈
(0, 1] and can be used to facilitate building user profiles with different representations
of direct and similar tags.
7.2.1 Example of Enriching Basic User Profiles Using Place Se-
mantics
Figure 7.1 illustrates an example of folksonomy consisting of four users, five tags
and six place resources. The tagging activity of each user is represented by a line
connecting user-tag-place. Basic user profiles can be constructed from the folksonomy
graph where the place resources are removed and replaced by weights on the edges
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p1
p2
p3
p4
p5
p6
t1
t2
t3
t4
t5
u1
u2
u3
u4
t1 = “shop”
t2 = “food”
t3 = “restaurant”
t4 = “travel”
t5 = “market”
u1 tagging
u2 tagging
u3 tagging
u4 tagging
A user A tag
A place 
resource
Figure 7.1: An example folksonomy.
between users and tags. Table 7.1 shows the matrix representation of the user profiles
constructed from the folksonomy.
User/Tag t1 (Shop) t2 (Food) t3 (Restaurant) t4 (Travel) t5 (Market)
U1 1 2 0 0 0
U2 0 2 3 0 0
U3 0 0 1 2 0
U4 0 0 0 0 2
Table 7.1: Basic user profiles constructed from the folksonomy.
Each row in Table 7.1 represents a user profile. The values in each cell are the weight-
s/strengths of the relation between a user/tag pair. The weights in this example repres-
ent the number of place resources annotated by a user/tag pair.
For the purpose of illustrating the profile enrichment approach, assume that the folk-
sonomy dataset does not contain any other tags and the semantic threshold is set to one
step. For each tag, the place ontology is consulted to find the semantically related con-
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cepts. Figure 7.2 shows a snapshot of the place type and place activity sub-ontologies,
where concepts representing user profile tags in this example are highlighted. For
example, the profile of user (U1) will be enriched with the tag “travel” because the
profile already contains the tag “food” which has a one-step semantic distance to the
tag “travel”.
Food
Restaurant Mall Shop
MarketHotel
Travel
Walking Sports Fishing
Biking Skiing
Place Type Sub-Ontology Place Activity Sub-Ontology
Figure 7.2: A snapshot of the place ontology illustrating the relations between the
concepts in user profiles.
Using the above ontology for profile enrichment would change the profiles as shown
in Table 7.2.
User/Tag t1 (Shop) t2 (Food) t3 (Restaurant) t4 (Travel) t5 (Market)
U1 1 2 0.5 0.5 0.5
U2 0.5 2 3 0.5 0
U3 0 0.5 1 2 0
U4 0.5 0 0 0 2
Table 7.2: Enriched AC graph - User profiles constructed using α = 1 and β = 0.5
for demonstration.
In the following section the proposed profile enrichment approach is applied to a real
dataset and it is shown how the enriched profiles can be used to allow users to be
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associated to relevant places (to their profiles). Moreover, the chapter studies how the
enriched profiles affect user similarity calculation.
7.3 Description of the Dataset
A geographic region is chosen that covers places annotated within the City of London
and is used in this experiment. The geo-folksonomy contains 299 users, 7810 tags
and 9142 places. The average number of tags per place is 28, while the average num-
ber of tags per user is 52 tags. Also, the average number of users per place is four users.
Figure 7.3: Place-Tag heat map.
Figures 7.3 and 7.4 show heat maps, covering the studied geographic area, presenting
the density of relationships between places/tags and places/users respectively. The
bigger the circle the larger the number of associations between a place and the users in
the folksonomy.
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Figure 7.4: Place-User heat map.
7.4 Analysis and Results
7.4.1 User Profile
To analyse the place semantics generated using the different profile construction ap-
proaches, four user profile versions were built from the folksonomy: basic profile
where the direct tags are used to construct the profiles; profile enriched with similar
tags using Cosine similarity, and two profiles enriched with semantic-related tags us-
ing the place ontology with one and two-step semantic distance. Table 7.3 illustrates
the output of the profiles in terms of the total number of place types and place activities
against the total number of distinct tags used by the constructed profiles.
Enriching the basic user profiles using Cosine similarity with tags that are 80% or more
similar to the tags directly used by users resulted in an increase of the total number of
tags used in the profiles by 3252 tags, of which 41 are place types and 34 are place
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Method/Count Place types Place activities Distinct tags
Direct tags 191 63 3639
Cosine similarity 232 97 6891
Semantic similarity (1-step) 221 94 3700
Semantic similarity (2-step) 382 140 3907
Table 7.3: Total number of place types and activities in user profiles.
activities. Although a high threshold value is used, the number of the retrieved place
semantics is small compared to the total number of tags retrieved.
Utilising the place ontology to enrich the basic user profiles by retrieving concepts
with one-step semantic distance from the tags in the profile resulted in retrieving only
61 tags, of which 30 are place types and 31 are place activities. Also, there were 268
tags retrieved by increasing the threshold to two-step semantic distance, of which 191
are place types and 77 are place activities.
Enriching user profiles can also allow place resources in geo-folksonomies to be search-
able and discoverable by more users. To illustrate this, the enriched user profiles were
used to draw a heat map showing places and users who are related to this place. Two
experiments were conducted to enrich the user profiles; in the first experiment, the re-
lated concepts were retrieved from the place ontology having the semantic distance set
to one-step while in the second experiment, the semantic distance was set to two-steps.
The heat map shown in Figure 7.5 illustrates the relation between users and places after
using the one-step semantic profile enrichment. The size of the circle representing a
place increases if more users can be related to that place. A place and user are related
if there is at least one common tag between the user profile and the tags of that place.
Figure 7.6 shows the heat map after using the two-steps semantic profile enrichment.
It is obvious that increasing the semantic distance in the profile enrichment process
enables users to discover more resources.
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Figure 7.5: Place-User heat map with 1-step semantic distance - Places are asso-
ciated with a larger number of users compared to 7.4.
7.4.2 User Similarity
Another experiment was conducted to analyse the effect of enriching user profiles on
users’ similarity. User to user similarity was calculated using Cosine similarity for
the three versions of user profiles: direct tags, one-step and two-steps semantically
enriched profiles. Table 7.4 shows statistics for the user similarity based on the three
profile versions.
Profiles Min Max Avg
Direct tags 0.0025 0.34 0.009
1-step semantic similarity 0.0025 0.4375 0.038
2-step semantic similarity 0.0025 0.56 0.191
Table 7.4: Statistics for user similarity using basic and semantically enriched pro-
files.
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Figure 7.6: Place-User heat map with 2-steps semantic distance.
Figure 7.7 shows the complementary cumulative distribution function (CCDF) of user
similarity using the three user profile versions. Here, the CCDF function describes the
probability that a similarity value will be found at a value higher than or equal to x. It
is noted that the enriched user profiles increase the probability of similarity matching.
For instance, the probability of having user similarity more than 0.1 is about 0.5 using
the original profiles and about 0.55 using the enriched profiles (one-step) while it is
about 0.7 using the enriched profiles (two-steps).
Another important factor to analyse is measuring the information content after enrich-
ing profiles. For example, enriching user profiles so that all place ontology concepts
are used to enrich user profiles can lead to having all users to be almost 100% similar.
However, such a scenario can result in having a very low information gain. However,
measuring the amount of information (entropy) retrieved using all profile versions can
be useful to understand the trade-off.
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Direct tags
Figure 7.7: CCDF of user similarity using the three user profile versions.
Shannon’s information gain [97] can be used to measure the amount of information
produced in each experiment. The Mutual Information produced by each user ux can
be defined as:
I(ux) = −
m∑
i=1
log2 k (ui,x) (7.2)
Where m is the number of users in the dataset and k (ui,x) defined by:
k (ui,x) =
si,x∑n
j=1 si,j
(7.3)
Where s is the user similarity value, and n is the number of users similar to user i. The
information gain results are shown in table 7.5
It is clear that the information gain increases as the user profile gets richer. Although
the uncertainty increases while information gain increases, it can be assumed that the
maximum certainty in this case can exist if all users in the dataset are found to be
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Method Information gain
Direct tags 1.3669
1-step 3.5980
2-step 5.6198
Table 7.5: Information gain of the three versions of user profiles.
similar to each other, therefore the k will be equal to 1/m which implies that the
maximum information gain can be calculated using the following equation:
I = m log2m (7.4)
Given that the number of users is 299, then the maximum entropy according to Equa-
tion 7.4 is 2458.98. Hence, the increase in the information gain (uncertainty) can be
acceptable as it is a small fraction of the maximum information gain.
7.5 Summary
This chapter builds on the place ontology constructed from geo-folksonomy presen-
ted earlier in this thesis in Chapter 5. The possibility of using induced ontology to
build user profiles was analysed here. Three approaches of building user profiles were
discussed: basic profiles built with tags directly used by users to annotate resources;
enriched profiles built with direct tags along with their similar tags using Cosine sim-
ilarity, and semantically enriched profiles built with direct tags and their semantically
related tags using the derived place ontology. The semantically enriched profiles were
found to contain more place-related semantics when compared to the profiles enriched
using Cosine similarity. Also, the semantically enriched profiles were used as dif-
ferent user similarity measures compared to the profiles with direct tags only, where
users having interests that are similar, as derived from their associations with place
semantics, could be related together.
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Chapter 8
Using Place Semantics to Calculate
Place Similarity
A place is normally represented using a set of attributes reflecting different facets,
namely spatial and thematic attributes. Such attributes can be utilised to quantitatively
measure place similarity. For instance, place location can be used to measure the spatial
similarity between two places based on the distance between them such that the closer
two places are the more similar they would be. Other place attributes can also be
utilised to measure place similarity, such as place names and place types. In web 2.0
applications, places created using collaborative mapping applications are annotated
with tags that are not place attributes; but these reflect users’ views and experiences
and hence can can be utilised to produce different place similarity views.
In this chapter, a folksonomy-based place similarity approach is presented, in which
place profiles are constructed using the social tags of users who annotated those places.
The created profiles are then used to measure the similarity between the places. Three
types of place profiles are presented in this chapter: basic profiles built using the
tags directly attached to the place; profiles enriched with similar tags retrieved by
co-occurrence similarity methods and semantically-enriched profiles where place se-
mantics, derived and encoded in place ontologies, are utilised to enrich place profiles.
The place profile construction and enrichment approaches are demonstrated using a
sample of the geo-folksonomy dataset and the results of the place similarity applica-
tion are demonstrated and discussed.
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8.1 Place Similarity Overview
A geographic place is normally represented by a set of properties that describe that
place. Properties can capture spatial or geometric aspects such as location or bound-
ary of a place, or they can capture thematic aspects such as place names and types.
Moreover, properties can also capture relationships between multiple places, such as
topological and directional relationships.
Modelling geographic places, in terms of what properties are used, is an important
factor that affects how the place similarity is calculated. For example, in systems
where place locations are modelled using a point representation, i.e. WGS84, together
with a place name, a combined approach of spatial distance and string similarity can
be used to measure place similarity [31].
Similarity between spatial scenes is a more general problem where a spatial scene con-
tains multiple place objects along with their inter-relationships. In this case, measuring
the similarity involves the assessment of the number of spatial operations needed to
transform one scene to another using different spatial relationships such as topological,
directional and metric [62, 15].
Place resources used in geo-folksonomies and geo-tagged web applications, such as
Flickr photos and Tagzaina, are represented by simple objects that contains spatial and
thematic properties. The spatial similarity approaches here are quantitative. Spatial
similarity is a function of distance such that closer places are considered more similar,
while the thematic similarity is calculated according to each thematic attribute. For
instance, text similarity such as SoundEx or Levenshtein distance can be used to assist
the similarity of place names.
In the GIR field, research has addressed the problem of improving spatial searches for
geographic places by using thematic properties. For example, a method of assessing
similarity is introduced in [32], where a combined similarity measure of place foot-
print, place name, place type and place hierarchy is used.
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In this chapter, different methods of calculating place similarity are tested; a co-occurrence
similarity approach is used to calculate the place similarity using the folksonomy struc-
ture. Also, the induced place semantics are used to calculate the semantic similarity
between the places.
8.2 Constructing Place Profiles from Folksonomies
Similar to the approach proposed in Chapter 7 of building user profiles, a place profile
built from a folksonomy can be represented by a vector Pfo as follows:
Pfo = (pfo,1, pfo,2, ..., pfo,|T |) (8.1)
Where pfo,i represents the strength of the association between the place resource o and
the tag ti ∈ T .
In this chapter, we compare place profiles constructed from folksonomies using the
following approaches:
Direct Tags
Profiles constructed using this approach represent the keywords attached to each place
through the tags used to annotate resources. The bipartite Concepts and Objects (CO)
folksonomy graph, which links tags and places, is used to construct the profiles. The
CO graph is defined as follows:
CO = 〈C ×O,Eco〉
Where
Eco = {(c, o)|∃m ∈M : (c, o,m) ∈ E} and
w : E → N,∀e = (c, o) ∈ Eco, w(e) := |{m : (c, o,m) ∈ E)}|
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Where M is the set of the values of the weight w(e). The CO bipartite graph links
place resources to tags used by users to annotate resources. Each link is weighted by
the number of times the user has used that tag to annotate resources. Hence, the user
profiles can be calculated directly from the CO graph as pfo,i = coo,i.
Where the CO matrix is denoted as CO = {coo,i}.
Similar Tags
A basic place profile is first constructed similar to the Direct Tags approach presented
above. However, pfo,i is set to the number of times a tag ti is used to annotate place
o. The basic profile is enriched by using a tag similarity method, such as Cosine sim-
ilarity, to find the tags similar to the ones in the basic profile. In this case, pfo,i is set
to the value calculated by the tag similarity method. The enriched place profile pˆf o,i is
constructed using the following equation:
pˆo,i =
 α if the tag is directly used to annotate the placeβMax(Sim(ti, tj)) ∀tj ∈ T |pfo,j > 0
Where α and β ∈ (0, 1] and can be used to facilitate building place profiles with
different representations of direct and similar tags.
Semantically-Related Tags
A basic place profile is also constructed first. However, the place ontology introduced
earlier in this work is utilised to enrich place profiles with tags that are semantically
similar to the tags in the basic profile. Each tag in the basic profile is used to query the
place ontology; if a tag is identified as a place type or place activity, all related concepts
to this tag, within a specified semantic distance, are retrieved and used to enrich the ba-
sic profile. The enriched place profile pˆf o,i is constructed using the following equation:
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pˆo,i =
 α if the tag is directly used to annotate the placeβ/Min(SemDist(ti, tj)) ∀tj ∈ T |pfo,j > 0
Where SemDist is the semantic distance between the two tags ti, tj and α and β ∈
(0, 1] and can be used to facilitate building place profiles with different representations
of direct and similar tags.
8.3 Description of the Dataset
A popular area in central London, England, has been chosen for this demonstration.
The size of the chosen area is about 16 km2 and has the British Museum at its centre.
The place dataset used here is the cleaned version of the geo-folksonomy built earlier
in this work. The map in Figure 8.1 shows the British Museum place instances at the
centre of the map represented by (yellow) stars. Each (green) circle represents a place
cluster from the cleaned geo-folksonomy; a total of 283 unique places are shown in this
map representing different kinds of places, for example: Wagamama, Design Museum,
National Gallery and Madame Tussauds.
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8.4.1 Place Profiles
To analyse the place semantics linked to each place through the user tags, four place
profile versions are built from the folksonomy: a basic profile where the direct tags are
used to construct the profiles, profile enriched with similar tags using Cosine similarity,
and two profiles enriched with semantic-related tags using the place ontology with
one and two-step semantic distance. Table 8.1 illustrates the output of the profiles in
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Figure 8.1: Places located around the British Museum in Central London.
terms of the total number of place types and place activities against the total number
of distinct tags used in the constructed profiles for the 283 places in the dataset.
Method/Count Place types Place activities Distinct tags
Direct tags 40 7 385
Cosine similarity 101 52 4462
Semantic similarity (1-step) 216 62 616
Semantic similarity (2-step) 328 87 721
Table 8.1: Total number of place types and activities in place profiles.
Enriching the basic place profiles using Cosine similarity with tags that are 80% or
more similar to the tags directly used to annotate places resulted in an increase in the
total number of tags used in the profiles by 4077 tags, from which 61 are place types
and 45 are place activities. Although a high threshold value is used, the number of
retrieved place semantics is small compared to the total number of tags retrieved.
Utilising the place ontology to enrich the basic place profiles by retrieving concepts
with one-step semantic distance from the tags in the profile resulted in retrieving 231
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tags, from which 176 are place types and 55 are place activities. Also, 366 tags were
retrieved by increasing the threshold to two-step semantic distance, from which 286
are place types and 80 are place activities.
Enriching place profiles can also allow place resources in geo-folksonomies to be
searchable and discoverable by more users. To illustrate this, the enriched place pro-
files are used to draw a heat map showing places and users who are related to this place.
Two experiments are conducted to enrich the place profiles: in the first experiment, the
related concepts are retrieved from the place ontology having the semantic distance set
to one-step while in the second experiment, the semantic distance is set to two-steps.
Figure 8.2: Place semantics heat map with 1-step semantic distance.
The heat maps shown in Figures 8.2 and 8.3 illustrate the amount of place semantics
attached to each place using one and two-step semantically enriched profiles respect-
ively. The size of the circle representing a place increases if more place semantics are
attached to this place.
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Figure 8.3: Place semantics heat map with 2-steps semantic distance.
8.4.2 Place Similarity
Using Folksonomy Co-Occurrence Analysis
Cosine similarity is used to calculate the similarity between the British Museum and
the 283 place instances shown in Figure 8.1. The resulting similarity values range from
8.4% to 48.9% with a mean of 27.5% and standard deviation equal to 9.3%. A map-
based representation of the Cosine similarity results is shown in Figure 8.4, where each
place is represented by a circle and the size of the circle is directly proportional to the
similarity value between the place represented by the circle and the British Museum
instances represented by stars.
Figures 8.5 and 8.6 are different views of the Cosine similarity results showing the loc-
ation of the places instances with similarity values less than (138 places) and more than
(145 places) the average similarity value. Similar places are represented by triangles
while circles are used to represent the rest of the places.
The top five places in each category along with their associated tags are listed in Table
8.4 Analysis and Results 129
Figure 8.4: Heat map of places similar to British Museum using Cosine similarity.
Figure 8.5: Location of the places similar to British Museum with similarity val-
ues < avg(sim).
8.2. The similarity maps show that there is no correlation between the spatial distri-
bution of the place instances and the similarity value. In other words, similar place
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Figure 8.6: Location of the places similar to British Museum with similarity val-
ues ≥ avg(sim).
instances are not located spatially closer to the British Museum. This can be explained
by the way Cosine similarity works; place instances are considered more similar if they
share more tags in common and the method does not consider the spatial dimension
while calculating the similarity.
Using The Induced Place Semantics
An interesting aspect of the research presented in this thesis is to be able to assess how
semantically similar the places are. Semantic similarity can be guided by the place type
and activity ontology introduced earlier in this work. Here, ontology is used to produce
two different views of the places around the British Museum; a view that shows places
that share the same semantics (of types and activities) attached to the British Museum,
and another view of places with one-step semantic similarity distance. Place ontology
is used for identifying tags that represent semantics as well as finding related semantics
within a specified semantic distance. This process is carried out by running SPARQL
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Sim Place Tags
si
m
<
av
g(
si
m
)
The Green Park park, bidaia, ikasketa, green,
green_park_tag
Trafalgar Square ikasketa, square, bidaia, trafalgar, ikas
Milk & Honey bar, london
Milroy’s of Soho whisky, london
No. 6 restaurant, london
London Bridge bridge, london
si
m
≥
av
g(
si
m
)
Old Operating Theatre Museum southwark, museum, london, uk
Madame Tussauds travel, museum, waxworks, tussauds, lon-
don, uk
Boating Lake - Regents Park travel, panorama, united, kingdom, eng-
land, london, uk
Harley Street travel, panorama, united, kingdom, eng-
land, london, uk
The Wallace Collection travel, museum, art, wallace, collection,
united, kingdom, england, london, uk
Table 8.2: Sample of similar to British Museum using Cosine similarity.
queries over the RDF store where the induced ontology is stored.
To produce the first view of the places that have the same semantics attached to the
British Museum, the following SPARQL query is used:
1 SELECT ? c o n c e p t WHERE {
2 {
3 ? c o n c e p t a po : p l aceType .
4 ? c o n c e p t po : hasName < tag >
5 }
6 UNION
7 {
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8 ? c o n c e p t a po : p l a c e A c t i v i t y .
9 ? c o n c e p t po : hasName < tag >
10 }}
Listing 8.1: The SPARQL query used to check whether a tag represents a place
type or activity.
Two tags are identified as carrying place semantics; Museum is identified as a place
type and Travel is identified as a place activity.
Figure 8.7: Places that have exact semantics as the British Museum.
Within the same area of central London, nine places were found to be semantically
similar to the place British Museum, being annotated using the Museum or Travel tags.
The locations of those places are shown in the map in Figure 8.7. The identified places
include the following: Imperial War Museum, Design Museum, Science Museum, Nat-
ural History Museum, Madame Tussauds, The National Gallery and The London Dun-
geon. The place instances retrieved so far have strong semantic relations to the British
Museum. However, the induced ontology can be used to find place instances that are se-
mantically related to British Museum but with weaker semantic relationships, this can
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be achieved by using the induced ontology to find instances that have semantics within
n-steps distance from the source concepts. To illustrate this approach, a SPARQL query
is executed over the induced ontology to retrieve all the concepts that are directly re-
lated to the concepts Travel and Museum. The general template of the query can be
simplified as follows:
1 SELECT ? c o n c e p t WHERE
2 {
3 ? x < r e l a t i o n T y p e > ? c o n c e p t .
4 ? x po : hasName < tag >
5 }
Listing 8.2: The SPARQL query used to retrieve concepts with specific
relationships.
Where relationType is replaced with every relation linking place types and place activ-
ities in the ontology such as po:subPlaceTypeOf and po:relatedPlaceType while the
tag is replaced by Travel and Museum. The above SPARQL query resulted in retriev-
ing 82 concepts and a sample of the results is shown in Table 8.3.
Concept Related Concept Type/Activity
Museum Art A
Museum Gallery T
Museum Design A
Travel Garden T
Travel Picnic A
Travel Park T
Travel Beach T
Table 8.3: A Sample of the semantics that are one-step away from ‘Travel’ and
‘Museum’ concepts.
Places in the same area in central London that are annotated with any of the tags re-
trieved by the above SPARQL query are shown in triangles in the map in Figure 8.8. A
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total of 140 places are identified to be semantically similar to the British Museum with
a semantic distance of one step. Those places include the following: Piccadilly Circus,
Waterloo Mainline Station, Houses of Parliament, Hyde Park, London Eye, Waterloo
Bridge, Oxford Street and Marble Arch.
Figure 8.8: Places that have similar semantics (1-step) with the British Museum,
shown as triangles.
8.4.3 Discussion
The geo-folksonomy created by the interactions of users on web 2.0 mapping applic-
ations can be used directly to assist the similarity of place instances using the co-
occurrence analysis methods, in which the way the users annotate the places, reflected
in the common tags between places, defines the place similarity. Also, the place type
and activity ontology, which was originally induced from the geo-folksonomy dataset,
can be used to assess the similarity of the place instances. It is important in this dis-
cussion to see the level of agreement between the two similarity approaches. Table 8.4
lists the top 10 semantically similar places along with the rank of each place in the
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output of the cosine similarity:
Place Ranking (Cosine)
Old Operating Theatre Museum 1
Imperial War Museum –
Design Museum –
The Wallace Collection 4
Science Museum –
Natural History Museum –
Earth Science Galleries –
Madame Tussauds 2
The London Dungeon 10
Shakespeare’s Globe 29
Table 8.4: The top 10 places that are semantically similar to the British Museum
along with their ranking using the Cosine similarity.
The table shows that four places out of ten are found to be within the top ten Cosine
similarity results while one place, Shakespeare’s Globe, had a ranking of 29 in the
results retrieved by the Cosine similarity. Half of the results could not be retrieved at
all by the Cosine similarity, and almost all of the missed places are museums.
The Cosine similarity approach retrieves places that are annotated with common tags
regardless of their associated semantics. However, co-occurrence analysis approaches
are commonly used in web 2.0 applications for finding related tags represented usually
as a Tag Cloud. There is almost a general consensus about the Tag Clouds which is that
usually a small part of the tags is truly related while the rest of the tags are completely
not related, either because they are too general or meaningless. For example, the tags
uk, London, united and kingdom are used with most of the place resources in the
folksonomy. Such tags are too general for a user searching for places located already
in the UK. In this thesis, such tags are the main reason that un-related places are given
high similarity values.
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The semantic similarity approach overcomes the problems of the co-occurrence ana-
lysis approaches as the tags used in the similarity matched concepts in an ontology
derived from the folksonomy. Another advantage of the semantic similarity is that dif-
ferent places can be considered similar even if they do not share any common tags.
Grounding the tags to the place ontology facilitates finding related tags represented by
concepts in the ontology, which is achieved by traversing the ontology relationships.
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Chapter 9
Conclusion
Users’ interactions and collaborations on web 2.0 mapping applications generate geo-
folksonomies, in which geographic places are annotated with different kinds of place
semantics, including vernacular place names, place types and activities people par-
ticipate in, events, as well as personal opinions. Much interest has emerged in the
geographic information retrieval community in the creation and population of place
name resources to facilitate and enhance the search and retrieval of geographically-
referenced information. Such research focuses primarily on finding place names and
geographic locations of place instances. Geo-folksonomies embed rich user-oriented
place semantics, which, if discovered, can potentially lead to much richer place know-
ledge resources and more personalized search and retrieval of web information content.
In this thesis, a framework is proposed for extracting some fundamental types of place
semantics from tags in geo-folksonomies. In particular, a model of place, in which
place types are associated with activities and services afforded, is used as a base to en-
code information derived from the folksonomies. Multiple web ontological resources
are used to identify and match place type and activity concepts and statistical analysis
is used to relate both types of concepts as presented in the folksonomy. A significant
proportion of the tags associated with places can be analysed using sentiment analysis
methods to discover general user opinions and feelings. Of the classified tags, place
types and activities were more frequently used by users.
An application was developed to demonstrate how the discovered place semantics can
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be employed to enhance the user experience in mapping applications, where, for each
place instance, the related place semantics are displayed alongside the current method
used in social applications of presenting tags as tag clouds. Moreover, the value of the
discovered semantics is further revealed by deducing two semantic-based similarity
approaches; user similarity and place similarity, where the results show that different
similarity views can be produced by the proposed approaches which interestingly can
represent different place and user dynamics based on the user tagging activities.
9.1 Evaluating Research Hypothesis
The research hypothesis for this thesis was presented in Chapter 1. To remind the
reader, the core part of the hypothesis is reiterated below:
“User interaction on the social and collaborative mapping web can be used to de-
duce geographic and geo-semantic concepts of relevance to the user. Such relevant
information can enhance their experience on the web in general.”
The research documented in this thesis, particularly in Chapters 3, 4 and 5 tested this
hypothesis to the point where it is possible to say that it does indeed hold true. The
strategy followed to achieve this conclusion was to build a framework to a) collect real-
istic geo-folksonomy from the web that captures the users’ interactions and collabora-
tion on collaborative mapping applications; b) analyse the collected geo-folksonomy to
extract the place semantics embedded in its structure and c) evaluate the extracted place
semantics and explore their applications to enhance the user experience. Prior to ana-
lysing the geo-folksonomy, several quality problems in tags and place resources, which
could affect the results of the analysis, are identified and addressed as discussed in
Chapter 4. The analyses carried out to discover the semantics utilise external semantic
data sources to identify the place-related concepts; the semantic relationships linking
the identified concepts are discovered by employing several statistical co-occurrence
methods as discussed in Chapter 5. The discovered semantics represent users’ under-
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standing of the places they are tagging which are found to be dissimilar to the place
semantics provided by formal geographical data collection agencies such as Ordnance
Survey. The evaluation of the framework is carried out manually via a survey study
and automatically via validating the discovered semantic relationships using online
semantic similarity services. The discovered place semantics are shown to be useful
when utilised to improve the user interface of the collaborative mapping application
as described in Section 6.7, and also shown to be beneficial to deduce semantic user
similarity and semantic place similarity measures as described in Chapters 7 and 8
respectively.
9.2 Answers to the Research Questions and Problems
In this section, the research questions previously identified in Section 1.2 will be dis-
cussed in relation to the research undertaken in this thesis. Each research question will
be repeated and the relevant research will be discussed including any related analysis,
evaluation approaches and new knowledge that has been acquired.
1. How good is the quality of tags and place resources in geo-folksonomies?
A folksonomy is a data structure generated from the users’ interaction on social
tagging applications that links tags, resources and users. Social tagging applica-
tions typically adopt an uncontrolled input approach which causes several prob-
lems to occur such as spelling mistakes. Such problems can affect the quality of
folksonomy tags. Moreover, geo-folksonomies generated in social mapping ap-
plications introduce additional quality problems evident in place resources such
as imprecise spatial locations and non-standard, vernacular place names. The
combination of the problems in the tags and place resources can decrease the
overall quality of the geo-folksonomy and can affect the results of any further
analysis.
A sample of a realistic geo-folksonomy dataset was explored to identify the
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quality-related problems in tags and place resources. Several problems were
identified which affected around 22% of the geo-folksonomy tags. A clean-
ing process targeting the tags collection was introduced in Section 4.1 which
involves six steps, each of which targets a specific problem such as removing
special characters, filtering stop words and removing duplicate tags. An addi-
tional cleaning process targeting the place resources was introduced in Section
4.2, where the redundant place resources referring to the same place in the real
world were identified and merged using a hybrid textual and spatial clustering
approach.
In order to quantify the quality improvement produced by the proposed cleaning
approach, an evaluation method based on the Shannon’s information gain is used
to measure the uncertainty in the geo-folksonomy structure before and after the
cleaning. The experiment described in Section 4.4 showed an improvement of
the quality by around a 14% reduction in the uncertainty.
2. How different are the place semantics extracted from geo-folksonomies from
the semantics represented by place ontologies and gazetteers?
National mapping and geographical data collection agencies typically deliver
place gazetteers and place type catalogues that capture the geographical dimen-
sion of places and are used for the purpose of classification of place entities. A
place in general, can be associated with functions, services and activities that
it provides to individuals. For example, national agencies such as the Office of
National Statistics of the UK (ONSUK) provide classifications and definitions
of economic activities for classifying business establishments by the type of eco-
nomic activity in which they are engaged. Additionally, services afforded by a
place are also modelled where a place can be associated with one or more ser-
vice, some of which can be classified as primary services provided by that place
while others can be classified as ancillary services that exist solely to support the
principal ones.
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The problem in such formal classifications of place types and services is that they
are not intended to capture any specific experiences of users in a place. Since the
main target of the research in this thesis is to capture users’ understandings and
experiences of places they tag in geo-folksonomies, a model of place is adopted
where a geographic place can be associated with possible multiple place types
and place activities. Place types and activities may themselves form individual
subsumption hierarchies. Also, a place type can be associated with more than
one type or activity and vice versa. This model of place allows to infer semantic
relationships between the different entities (places, types, and activities) derived
from the indirect associations as discussed in Section 3.2.
3. How can the place semantics extracted from geo-folksonomies be evaluated?
The place ontology extracted from geo-folksonomies captures users’ experiences
and understandings of the places they are tagging. The most straightforward
evaluation approach, comparing to a “golden standard” such as a formal place
ontology, is not realistic here as the existing place ontologies are designed to
capture geographical aspects of places.
A questionnaire was designed to assess the quality of the extracted semantics
which included five places in London, UK. The questions were designed to val-
idate the concepts and relationships associated with the five places as discussed
in Section 5.4.1 via two types of questions; the first type aimed at evaluating the
quality of the relationships while the second type aimed at evaluating misclas-
sified tags. Although the evaluation experiment was limited to a small number
of places, the results suggested a correlation between the derived place ontology
and users’ perception of places and related semantics.
Another evaluation experiment was conducted on a larger scale to measure the
level of agreement between the derived semantics and the general semantics on
the web. The Measure of Semantic Relatedness (MSR) web service is used
which provides a set of methods to calculate the semantics similarity between
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two terms. A total of 500 relationships from the induced place ontology were
validated using the MSR service and the results demonstrated the validity of the
place semantics which were found to be close to the semantics embedded in the
web in general. The details of the experiment are provided in Section 5.4.2.
4. Can the place semantics extracted from geo-folksonomies be utilised to cal-
culate user similarity based on their place perceptions?
The work presented in Chapter 7 studied the feasibility of feeding back the dis-
covered place semantics into the folksonomy to relate users who share similar
understandings and experiences of places. User similarity calculated from folk-
sonomies in general requires two steps of processing; firstly, constructing a pro-
file for each user and secondly, calculating the similarity using the constructed
profiles. In folksonomies, user profiles can be constructed straight away from the
tags directly used by each user, so that a user profile is represented by a vector
of dimensions equal to the total number of tags in the folksonomy. Vector-based
similarity methods such as Cosine similarity can then be used to measure the
similarity between any two profiles.
In Chapter 7, two different profile enrichment approaches were presented; the
first approach used tags that statistically related to the tags in each user profile re-
trieved using co-occurrence similarity. The second approach utilised the induced
place ontology to build semantically-enriched user profiles. Two semantically
enriched user profile versions are tested in this thesis; profiles enriched with
one-step semantic distance and profiles enriched with two-step semantics dis-
tance from the tags directly associated with the user.
A comparison of user profiles constructed using the mentioned approaches showed
that the semantically enriched profiles contain more place-related concepts evid-
ent in the increased number of place types and place activities over the total num-
ber of tags. Such enriched profiles led to producing semantic similarity views of
users based on their place interests.
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5. Can the place semantics extracted from geo-folksonomies be used to derive
a new measure of place similarity that complements traditional dimensions
used in the literature?
Place similarity is normally calculated using the spatial and thematic attributes
of the place. The research presented in Chapter 8 studied the possibility of using
the semantics extracted from geo-folksonomies to relate places based on the way
people recognise the services provided by places and their related activities.
The place similarity was calculated using the geo-folksonomy, where each place
is characterised by the tags it was annotated with. The similarity value between
two places was calculated as a function of those tags. The tags directly associated
to each place were enriched by the similar tags using co-occurrence similarity.
Also, a semantic-enrichment approach was employed to associate the places with
tags that are semantically related to the tags directly attached to them. Two ex-
periments were carried out for tags enrichment using the induced place ontology;
using one-step semantic distance and two-steps semantic distance as described
in Section 8.2.
The place similarity calculated using the semantically enriched place profiles
were compared to the place similarity calculated using the co-occurrence simil-
arity approaches using the same experimental dataset to study the differences
between both approaches. An experiment was conducted to test the overlap
in the top 10 places that are similar to the British Museum, and it showed a
weak overlapping between the outputs of both approaches. Moreover, the top 10
places retrieved by the semantic similarity approach are found (empirically) to
be more related to the British Museum than the top 10 results retrieved by the co-
occurrence similarity. The results strongly support the validity of the proposed
approach of devising a place similarity approach based on the place semantics
extracted from geo-folksonomies.
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9.3 Utilising the Output of this Research
The research undertaken in this thesis has provided an approach for extracting place
semantics from geo-folksonomies, where the extracted place semantics capture the
social aspect of the places. Such semantics can be utilised in several ways to improve
the existing state of the art. This thesis has highlighted how the existing web 2.0
mapping applications can improve the user experience by providing focused place-
related information which could not be provided without this research. The details of
this use case were given in Section 6.7. Moreover, this thesis has also highlighted how
the extracted place semantics can be utilised in research. An approach of enriching
the user/place profiles to produce place semantic similarity measures was discussed, in
which the similarity measures were shown to be able to relate users and places based
on the place affordance and user activities. These applications were described in detail
in Chapters 7 and 8.
9.4 Future Work
This section describes the research not yet conducted, but that would be a valuable
contribution to this research in the future.
9.4.1 Linking the Induced Ontology to other online Place Ontolo-
gies
The induced place ontology contains three different types of concepts: places, place
types and place activities. Instances of those types can be linked to external ontolo-
gies, such as DBPedia and GeoNames, using the rdf:seeAlso or owl:sameAs proper-
ties. By linking the local concepts to external ontologies, users of the semantic web
can benefit from integrating the knowledge produced by different providers about the
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same concept. However, constructing those relationships to external entities requires
research effort to choose the appropriate approaches to match the internal concepts to
the external ones.
9.4.2 Extending the Framework to Use Multiple Folksonomy Data
sources
The place ontology framework proposed in this research is designed to process geo-
folksonomy data collected from one source. Building a richer geo-folksonomy data
store collected from different sources can help in extracting richer place semantics.
Integrating multiple data sources can lead to the problem of having redundant place
instances of the same place. Identifying those place instances can be a challenging task
especially because place resources, unlike normal web resources, cannot be uniquely
identified using URLs. The place resources clustering approach proposed in Section
4.2 can be utilised to address this problem. However, further research may be needed
to construct an integrated geo-folksonomy such as identifying same users across the
different data sources.
9.4.3 Analysing the Unclassified Tags
More research is also needed to further analyse the unclassified tags, where there is
a potential of extracting temporal information on events associated with a place; the
tagging activities in particular are usually associated with the date and time when a user
tagged a place. The unclassified tags can also be analysed to identify the homonyms
and synonyms which can be represented by semantic relations in the induced ontology.
Also, more resources can be used to enhance the process of place name identification
and for handling abbreviations and vernacular names.
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9.4.4 Improving the Sentiment Analysis Approach
The sentiment analysis used to calculate the sentiment score for a place is independent
on the semantics attached to that place. This can be improved by calculating different
sentiment scores based on the activities or types attached to a place. For example, a
place such as “London Eye” can be given a positive sentiment score as a tourism place,
but might be given negative score as a work place.
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Appendix A
The OWL of the Place Ontology
A.1 Introduction
The following is the OWL of the induced place ontology presented earlier in this thesis
in Section 3.2.
A.2 The OWL Source of the Ontology
1 <? xml v e r s i o n =" 1 . 0 " ?>
2 <rdf :RDF xmlns :owl =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl# " xmlns :po ="
h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e−o n t o l o g y # "
3 x m l n s : r d f =" h t t p : / /www. w3 . org /1999/02 /22− r d f−syn t ax−ns # "
x m l n s : r d f s =" h t t p : / /www. w3 . org / 2 0 0 0 / 0 1 / r d f−schema # ">
4 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # PlaceType ">
5 < r d f : t y p e >
6 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
C l a s s " / >
7 < / r d f : t y p e >
8 < / r d f : D e s c r i p t i o n >
9 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # P l a c e A c t i v i t y ">
10 < r d f : t y p e >
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11 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
C l a s s " / >
12 < / r d f : t y p e >
13 < / r d f : D e s c r i p t i o n >
14 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # P l a c e ">
15 < r d f : t y p e >
16 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
C l a s s " / >
17 < / r d f : t y p e >
18 < / r d f : D e s c r i p t i o n >
19 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # subPlaceTypeOf ">
20 < r d f : t y p e >
21 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
O b j e c t P r o p e r t y " / >
22 < / r d f : t y p e >
23 < r d f s : d o m a i n >
24 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # PlaceType " / >
25 < / r d f s : d o m a i n >
26 < r d f s : r a n g e >
27 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # PlaceType " / >
28 < / r d f s : r a n g e >
29 < o w l : i n v e r s e O f >
30 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # s u p e r P l a c e T y p e O f " / >
31 < / o w l : i n v e r s e O f >
32 < / r d f : D e s c r i p t i o n >
33 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # s u p e r P l a c e T y p e O f ">
34 < r d f : t y p e >
35 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
O b j e c t P r o p e r t y " / >
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36 < / r d f : t y p e >
37 < r d f s : d o m a i n >
38 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # PlaceType " / >
39 < / r d f s : d o m a i n >
40 < r d f s : r a n g e >
41 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # PlaceType " / >
42 < / r d f s : r a n g e >
43 < / r d f : D e s c r i p t i o n >
44 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y #hasName ">
45 < r d f : t y p e >
46 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
D a t a t y p e P r o p e r t y " / >
47 < / r d f : t y p e >
48 < r d f s : d o m a i n >
49 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e " / >
50 < / r d f s : d o m a i n >
51 < r d f s : d o m a i n >
52 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e A c t i v i t y " / >
53 < / r d f s : d o m a i n >
54 < r d f s : d o m a i n >
55 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # PlaceType " / >
56 < / r d f s : d o m a i n >
57 < / r d f : D e s c r i p t i o n >
58 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # s u b P l a c e A c t i v i t y O f ">
59 < r d f : t y p e >
60 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
O b j e c t P r o p e r t y " / >
61 < / r d f : t y p e >
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62 < r d f s : d o m a i n >
63 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e A c t i v i t y " / >
64 < / r d f s : d o m a i n >
65 < r d f s : r a n g e >
66 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e A c t i v i t y " / >
67 < / r d f s : r a n g e >
68 < o w l : i n v e r s e O f >
69 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # s u p e r P l a c e A c t i v i t y O f " / >
70 < / o w l : i n v e r s e O f >
71 < / r d f : D e s c r i p t i o n >
72 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # s u p e r P l a c e A c t i v i t y O f ">
73 < r d f : t y p e >
74 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
O b j e c t P r o p e r t y " / >
75 < / r d f : t y p e >
76 < r d f s : d o m a i n >
77 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e A c t i v i t y " / >
78 < / r d f s : d o m a i n >
79 < r d f s : r a n g e >
80 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e A c t i v i t y " / >
81 < / r d f s : r a n g e >
82 < / r d f : D e s c r i p t i o n >
83 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # a l t e r n a t e N a m e ">
84 < r d f : t y p e >
85 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
D a t a t y p e P r o p e r t y " / >
86 < / r d f : t y p e >
87 < r d f s : d o m a i n >
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88 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e " / >
89 < / r d f s : d o m a i n >
90 < / r d f : D e s c r i p t i o n >
91 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # l o n g i t u d e ">
92 < r d f : t y p e >
93 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
D a t a t y p e P r o p e r t y " / >
94 < / r d f : t y p e >
95 < r d f s : d o m a i n >
96 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e " / >
97 < / r d f s : d o m a i n >
98 < / r d f : D e s c r i p t i o n >
99 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # h a s P l a c e T y p e ">
100 < r d f : t y p e >
101 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
O b j e c t P r o p e r t y " / >
102 < / r d f : t y p e >
103 < r d f s : d o m a i n >
104 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e " / >
105 < / r d f s : d o m a i n >
106 < r d f s : r a n g e >
107 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # PlaceType " / >
108 < / r d f s : r a n g e >
109 < / r d f : D e s c r i p t i o n >
110 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # h a s P l a c e A c t i v i t y ">
111 < r d f : t y p e >
112 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
O b j e c t P r o p e r t y " / >
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113 < / r d f : t y p e >
114 < r d f s : d o m a i n >
115 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e " / >
116 < / r d f s : d o m a i n >
117 < r d f s : r a n g e >
118 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e A c t i v i t y " / >
119 < / r d f s : r a n g e >
120 < / r d f : D e s c r i p t i o n >
121 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # nearTo ">
122 < r d f : t y p e >
123 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
O b j e c t P r o p e r t y " / >
124 < / r d f : t y p e >
125 < r d f s : d o m a i n >
126 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e " / >
127 < / r d f s : d o m a i n >
128 < r d f s : r a n g e >
129 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e " / >
130 < / r d f s : r a n g e >
131 < r d f : t y p e >
132 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
S y m m e t r i c P r o p e r t y " / >
133 < / r d f : t y p e >
134 < / r d f : D e s c r i p t i o n >
135 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # r e l a t e d P l a c e A c t i v i t y ">
136 < r d f : t y p e >
137 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
O b j e c t P r o p e r t y " / >
138 < / r d f : t y p e >
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139 < r d f s : d o m a i n >
140 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # PlaceType " / >
141 < / r d f s : d o m a i n >
142 < r d f s : r a n g e >
143 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e A c t i v i t y " / >
144 < / r d f s : r a n g e >
145 < / r d f : D e s c r i p t i o n >
146 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # r e l a t e d P l a c e T y p e ">
147 < r d f : t y p e >
148 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
O b j e c t P r o p e r t y " / >
149 < / r d f : t y p e >
150 < r d f s : d o m a i n >
151 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e A c t i v i t y " / >
152 < / r d f s : d o m a i n >
153 < r d f s : r a n g e >
154 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # PlaceType " / >
155 < / r d f s : r a n g e >
156 < o w l : i n v e r s e O f >
157 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # r e l a t e d P l a c e A c t i v i t y " / >
158 < / o w l : i n v e r s e O f >
159 < / r d f : D e s c r i p t i o n >
160 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # h a s D e s c r i p t i o n ">
161 < r d f : t y p e >
162 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
D a t a t y p e P r o p e r t y " / >
163 < / r d f : t y p e >
164 < r d f s : d o m a i n >
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165 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e " / >
166 < / r d f s : d o m a i n >
167 < / r d f : D e s c r i p t i o n >
168 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # hasID ">
169 < r d f : t y p e >
170 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
D a t a t y p e P r o p e r t y " / >
171 < / r d f : t y p e >
172 < / r d f : D e s c r i p t i o n >
173 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # l a t i t u d e ">
174 < r d f : t y p e >
175 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
D a t a t y p e P r o p e r t y " / >
176 < / r d f : t y p e >
177 < r d f s : d o m a i n >
178 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e " / >
179 < / r d f s : d o m a i n >
180 < / r d f : D e s c r i p t i o n >
181 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 / p l a c e
−o n t o l o g y # i n s t a n c e s C o u n t ">
182 < r d f : t y p e >
183 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / /www. w3 . org / 2 0 0 2 / 0 7 / owl#
D a t a t y p e P r o p e r t y " / >
184 < / r d f : t y p e >
185 < r d f s : d o m a i n >
186 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : / / c s . c a r d i f f . ac . uk / 2 0 1 0 /
p l a c e−o n t o l o g y # P l a c e " / >
187 < / r d f s : d o m a i n >
188 < / r d f : D e s c r i p t i o n >
189 < / rdf :RDF>
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Listing A.1: The OWL of the induced place ontology.
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Appendix B
Place Ontology Evaluation Survey
B.1 Introduction
The following is the summary of the responses of the survey used to evaluate the in-
duced place ontology.
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Place Information Survey 
1. Are you male or female?
 
Response 
Percent
Response 
Count
Male 76.5% 39
Female 23.5% 12
 answered question 51
 skipped question 2
2. Which category below includes your age?
 
Response 
Percent
Response 
Count
17 or younger  0.0% 0
18-20 68.6% 35
21-29 23.5% 12
30-39 3.9% 2
40-49 3.9% 2
50-59  0.0% 0
60 or older  0.0% 0
 answered question 51
 skipped question 2
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3. What is the highest level of school you have completed or the highest degree you have 
received?
 
Response 
Percent
Response 
Count
Less than high school degree 4.0% 2
High school degree or 
equivalent (e.g., GED) 56.0% 28
Some college but no degree 26.0% 13
Associate degree 2.0% 1
Bachelor degree 4.0% 2
Graduate degree 8.0% 4
 answered question 50
 skipped question 3
4. How familiar are you with city of London?
 
Response 
Percent
Response 
Count
Very familiar 11.8% 6
A bit familiar 45.1% 23
Not familiar at all 43.1% 22
 answered question 51
 skipped question 2
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5. Are you a native English speaker?
 
Response 
Percent
Response 
Count
Yes 80.4% 41
No 19.6% 10
 answered question 51
 skipped question 2
6. Would you describe the place "Hyde Park" as a "Park"?
 
Response 
Percent
Response 
Count
Yes 79.2% 38
No 6.3% 3
Not Sure 12.5% 6
Other (please specify) 
 
2.1% 1
 answered question 48
 skipped question 5
7. Do you think "Parks" can be related to the activity of "Tourism"?
 
Response 
Percent
Response 
Count
Related 41.7% 20
Maybe Related 47.9% 23
Not Related 10.4% 5
Other (please specify)  0.0% 0
 answered question 48
 skipped question 5
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8. Do you think "Parks" can be related to "Water Activities" such as "Sliding" or 
"Swimming"?
 
Response 
Percent
Response 
Count
Related 18.8% 9
Maybe Related 29.2% 14
Not Related 52.1% 25
Other (please specify)  0.0% 0
 answered question 48
 skipped question 5
9. Do you think "Parks" can be related to "Market Activities" such as "Buying" or 
"Selling"?
 
Response 
Percent
Response 
Count
Related 14.6% 7
Maybe Related 29.2% 14
Not Related 56.3% 27
Other (please specify)  0.0% 0
 answered question 48
 skipped question 5
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10. How would you describe the relation between "Parks" and "Walks"?
 
Response 
Percent
Response 
Count
"Walks" can be part of "Parks" 64.6% 31
Related 31.3% 15
Not Related 4.2% 2
Not Sure  0.0% 0
Other (please specify)  0.0% 0
 answered question 48
 skipped question 5
11. How would you describe the relation between "Parks" and "Heritage Places"?
 
Response 
Percent
Response 
Count
"Parks" can contain "Heritage 
Places" 
43.8% 21
Related 25.0% 12
Not Related 10.4% 5
Not Sure 18.8% 9
Other (please specify) 
 
2.1% 1
 answered question 48
 skipped question 5
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12. In this question, each row represents a term that people use to describe places on 
the web, some of these terms might be strange or irrelevant. For each term, please 
choose the categories that you think are valid. You can select more than one category 
for each term. 
 Place type
Activity you can do 
in the place
Other concept, but 
related
Response 
Count
serpentine 35.5% (11) 12.9% (4) 51.6% (16) 31
unitedkingdom 75.6% (31) 4.9% (2) 9.8% (4) 41
National 57.6% (19) 9.1% (3) 36.4% (12) 33
travel 5.1% (2) 66.7% (26) 33.3% (13) 39
england 70.0% (28) 7.5% (3) 15.0% (6) 40
Holiday 15.4% (6) 56.4% (22) 28.2% (11) 39
panorama 10.7% (3) 28.6% (8) 64.3% (18) 28
kingdom 69.4% (25) 2.8% (1) 27.8% (10) 36
DELL 15.4% (4) 11.5% (3) 76.9% (20) 26
Turk 14.8% (4) 11.1% (3) 74.1% (20) 27
albert 25.0% (6) 12.5% (3) 79.2% (19) 24
tube 38.2% (13) 47.1% (16) 26.5% (9) 34
resturant 42.4% (14) 54.5% (18) 12.1% (4) 33
lido 28.6% (8) 14.3% (4) 60.7% (17) 28
Herricks 8.3% (2) 12.5% (3) 79.2% (19) 24
 answered question 43
 skipped question 10
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13. Would you describe "The Marriott" as a "Hotel"?
 
Response 
Percent
Response 
Count
Yes 95.3% 41
No  0.0% 0
Not Sure 4.7% 2
Other (please specify)  0.0% 0
 answered question 43
 skipped question 10
14. How would you describe the relation between "Hotels" and "Casinos"?
 
Response 
Percent
Response 
Count
"Hotels" can contain "Casinos" 83.7% 36
Related 9.3% 4
Not Related 7.0% 3
Not Sure  0.0% 0
Other (please specify)  0.0% 0
 answered question 43
 skipped question 10
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15. How would you describe the relation between "Hotels" and "Swimming Pools"?
 
Response 
Percent
Response 
Count
"Hotels" can contain "Swimming 
Pools"
83.7% 36
Related 11.6% 5
Not Related 4.7% 2
Not Sure  0.0% 0
Other (please specify)  0.0% 0
 answered question 43
 skipped question 10
16. How would you describe the relation between "Hotels" and "Venues"?
 
Response 
Percent
Response 
Count
"Hotels" can contain "Venues" 65.1% 28
Related 23.3% 10
Not Related 9.3% 4
Not Sure 2.3% 1
Other (please specify)  0.0% 0
 answered question 43
 skipped question 10
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17. In this question, each row represents a term that people use to describe places on 
the web, some of these terms might be strange or irrelevant. For each term, please 
choose the categories that you think are valid. You can select more than one category 
for each term. 
 Place type
Activity you can do 
in the place
Other concept, but 
related
Response 
Count
TX 34.8% (8) 8.7% (2) 56.5% (13) 23
Courtyard 90.0% (27) 6.7% (2) 3.3% (1) 30
bbq 6.7% (2) 93.3% (28) 6.7% (2) 30
texasmonthly 5.0% (1) 30.0% (6) 65.0% (13) 20
rangers 5.0% (1) 20.0% (4) 75.0% (15) 20
ballpark 48.1% (13) 37.0% (10) 14.8% (4) 27
austin 68.0% (17) 4.0% (1) 28.0% (7) 25
houston 77.8% (21) 3.7% (1) 18.5% (5) 27
high 16.7% (3) 22.2% (4) 61.1% (11) 18
manassas 38.1% (8) 4.8% (1) 57.1% (12) 21
Fairfield 56.5% (13) 4.3% (1) 39.1% (9) 23
Syracuse 60.0% (12) 5.0% (1) 35.0% (7) 20
21 15.8% (3) 5.3% (1) 78.9% (15) 19
20 10.5% (2) 10.5% (2) 78.9% (15) 19
dallas 77.8% (21) 3.7% (1) 18.5% (5) 27
 answered question 33
 skipped question 20
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18. Would you describe "Tesco" as a "Shopping Place"?
 
Response 
Percent
Response 
Count
Yes 97.5% 39
No  0.0% 0
Not Sure  0.0% 0
Other (please specify) 
 
2.5% 1
 answered question 40
 skipped question 13
19. Do you think "Shooping Places" can be related to "Market Activities" such as 
"Buying" or "Selling"?
 
Response 
Percent
Response 
Count
Related 92.5% 37
Maybe Related 5.0% 2
Not Related 2.5% 1
Other (please specify)  0.0% 0
 answered question 40
 skipped question 13
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20. How would you describe the relation between "Shopping Places" and "Sightseeing 
Places"?
 
Response 
Percent
Response 
Count
"Shopping Places" can include 
"Sightseeing Places"
12.5% 5
Related 12.5% 5
Not Related 72.5% 29
Not Sure  0.0% 0
Other (please specify) 
 
2.5% 1
 answered question 40
 skipped question 13
21. How would you describe the relation between "Shopping Places" and "Car Parks"?
 
Response 
Percent
Response 
Count
"Shopping Places" can contain 
"Car Parks"
82.5% 33
Related 17.5% 7
Not Related  0.0% 0
Not Sure  0.0% 0
Other (please specify)  0.0% 0
 answered question 40
 skipped question 13
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22. How would you describe the relation between "Shopping Places" and "Eating 
Places"?
 
Response 
Percent
Response 
Count
"Shopping Places" can contain 
"Eating Places"
77.5% 31
Related 17.5% 7
Not Related 5.0% 2
Not Sure  0.0% 0
Other (please specify) 0
 answered question 40
 skipped question 13
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23. In this question, each row represents a term that people use to describe places on 
the web, some of these terms might be strange or irrelevant. For each term, please 
choose the categories that you think are valid. You can select more than one category 
for each term. 
 Place type
Activity you can do 
in the place
Other concept, but 
related
Response 
Count
for:jenna 6.7% (1) 13.3% (2) 80.0% (12) 15
Fashion 7.7% (2) 42.3% (11) 34.6% (9) 26
dresses 0.0% (0) 32.0% (8) 56.0% (14) 25
fun 4.0% (1) 68.0% (17) 20.0% (5) 25
NYC 72.0% (18) 4.0% (1) 24.0% (6) 25
mall 76.7% (23) 13.3% (4) 6.7% (2) 30
sports 0.0% (0) 72.0% (18) 24.0% (6) 25
clothing 0.0% (0) 33.3% (8) 54.2% (13) 24
friends 0.0% (0) 50.0% (10) 55.0% (11) 20
EBAFF 6.7% (1) 6.7% (1) 86.7% (13) 15
kitchen 63.3% (19) 13.3% (4) 16.7% (5) 30
youthmap 11.1% (2) 11.1% (2) 77.8% (14) 18
Bay 80.8% (21) 3.8% (1) 15.4% (4) 26
Outlet 61.3% (19) 16.1% (5) 16.1% (5) 31
sightseeing 4.0% (1) 88.0% (22) 8.0% (2) 25
 answered question 32
 skipped question 21
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24. Would you describe "Wagamama" as a "Restaurant"?
 
Response 
Percent
Response 
Count
Yes 85.3% 29
No  0.0% 0
Not Sure 11.8% 4
Other (please specify) 
 
2.9% 1
 answered question 34
 skipped question 19
25. Would you describe "Wagamama" as a "Food Place"?
 
Response 
Percent
Response 
Count
Yes 91.2% 31
No  0.0% 0
Not Sure 8.8% 3
Other (please specify)  0.0% 0
 answered question 34
 skipped question 19
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26. Do you think "Food Places" can be related to "Clubs"?
 
Response 
Percent
Response 
Count
Related 20.6% 7
Maybe Related 44.1% 15
Not Related 35.3% 12
Other (please specify)  0.0% 0
 answered question 34
 skipped question 19
27. Do you think "Food Places" can be related to "Market Activities" such as "Buying" or 
"Selling"?
 
Response 
Percent
Response 
Count
Related 61.8% 21
Maybe Related 20.6% 7
Not Related 17.6% 6
Other (please specify)  0.0% 0
 answered question 34
 skipped question 19
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28. How would you describe the relation between "Food Places" and "Restaurants"?
 
Response 
Percent
Response 
Count
"Restaurants" can be classified 
as "Food Places"
85.3% 29
Related 11.8% 4
Not Related  0.0% 0
Not Sure 2.9% 1
Other (please specify)  0.0% 0
 answered question 34
 skipped question 19
29. Do you think "Restaurants" can be related to "Clubs"?
 
Response 
Percent
Response 
Count
Strongly Related 5.9% 2
Related 35.3% 12
Not Related 47.1% 16
Not Sure 11.8% 4
Other (please specify)  0.0% 0
 answered question 34
 skipped question 19
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30. In this question, each row represents a term that people use to describe places on 
the web, some of these terms might be strange or irrelevant. For each term, please 
choose the categories that you think are valid. You can select more than one category 
for each term. 
 Place type
Activity you 
can do in the 
place
Other 
concept, but 
related
Related
Response 
Count
cleveland 86.4% (19) 0.0% (0) 13.6% (3) 0.0% (0) 22
voicebony2006 9.1% (1) 0.0% (0) 81.8% (9) 9.1% (1) 11
ramen 6.3% (1) 37.5% (6) 37.5% (6) 18.8% (3) 16
bostontrainmap 23.5% (4) 23.5% (4) 41.2% (7) 17.6% (3) 17
boston 91.3% (21) 0.0% (0) 8.7% (2) 0.0% (0) 23
station 95.7% (22) 0.0% (0) 4.3% (1) 4.3% (1) 23
train 35.0% (7) 35.0% (7) 30.0% (6) 10.0% (2) 20
ma 0.0% (0) 0.0% (0) 66.7% (8) 33.3% (4) 12
red+line 7.7% (1) 15.4% (2) 38.5% (5) 38.5% (5) 13
indonesian 38.1% (8) 0.0% (0) 38.1% (8) 23.8% (5) 21
dumpling 0.0% (0) 23.5% (4) 52.9% (9) 29.4% (5) 17
jakartan 33.3% (5) 13.3% (2) 40.0% (6) 13.3% (2) 15
 answered question 26
 skipped question 27
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31. Would you describe "Imperial War Museum" as a "Museum"?
 
Response 
Percent
Response 
Count
Yes 97.0% 32
No  0.0% 0
I don't know 3.0% 1
Other (please specify)  0.0% 0
 answered question 33
 skipped question 20
32. Do you think the place "Imperial War Museum" can be related to the the activity of 
"Travelling"?
 
Response 
Percent
Response 
Count
Related 39.4% 13
Maybe Related 48.5% 16
Not Related 12.1% 4
Other (please specify)  0.0% 0
 answered question 33
 skipped question 20
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33. How would you describe the relation between "Natural Places" and "Museums"?
 
Response 
Percent
Response 
Count
"Natural Places" can be classified 
as "Museums"
30.3% 10
Related 21.2% 7
Not Related 33.3% 11
Not Sure 15.2% 5
Other (please specify)  0.0% 0
 answered question 33
 skipped question 20
34. How would you describe the relation between "Attraction Places" and "Museums"?
 
Response 
Percent
Response 
Count
"Museums" can contain 
"Attraction Places"
57.6% 19
Related 39.4% 13
Not Related  0.0% 0
Not Sure 3.0% 1
Other (please specify)  0.0% 0
 answered question 33
 skipped question 20
B.2 Summary of the Survey Responses 177
20 of 21
35. In this question, each row represents a term that people use to describe places on 
the web, some of these terms might be strange or irrelevant. For each term, please 
choose the categories that you think are valid. You can select more than one category 
for each term. 
 Place type
Activity you can do 
in the place
Other concept, but 
related
Response 
Count
kingdom 75.0% (18) 0.0% (0) 16.7% (4) 24
disaster 6.7% (1) 20.0% (3) 73.3% (11) 15
travel 9.1% (2) 77.3% (17) 4.5% (1) 22
england 83.3% (20) 0.0% (0) 8.3% (2) 24
panorama 6.3% (1) 18.8% (3) 75.0% (12) 16
politic 7.1% (1) 21.4% (3) 71.4% (10) 14
united 29.4% (5) 0.0% (0) 70.6% (12) 17
uk 83.3% (20) 0.0% (0) 8.3% (2) 24
LONDON 79.2% (19) 0.0% (0) 12.5% (3) 24
oxford 86.4% (19) 0.0% (0) 13.6% (3) 22
unitedkingdom 78.3% (18) 0.0% (0) 17.4% (4) 23
eu 81.8% (18) 0.0% (0) 18.2% (4) 22
settlement 68.4% (13) 10.5% (2) 26.3% (5) 19
scotland 86.4% (19) 0.0% (0) 13.6% (3) 22
Hyde 85.0% (17) 5.0% (1) 20.0% (4) 20
 answered question 27
 skipped question 26
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36. If you have been to the following places before. How would you describe your 
experience?
 
Positive 
experience
Neutral
Negative 
experience
N/A
Rating 
Average
Response 
Count
Hyde Park 37.5% (12) 6.3% (2) 0.0% (0) 56.3% (18) 0.86 32
The Marriott Hotel 28.1% (9) 0.0% (0) 3.1% (1) 68.8% (22) 0.80 32
Tesco 56.3% (18) 40.6% (13) 0.0% (0) 3.1% (1) 0.58 32
Wagamama 40.6% (13) 3.1% (1) 3.1% (1) 53.1% (17) 0.80 32
Imperial War Museum 31.3% (10) 0.0% (0) 0.0% (0) 68.8% (22) 1.00 32
 answered question 32
 skipped question 21
37. If you have any comments, feedback or suggestion, please feel free to let us know.
 
Response 
Count
 
2
 answered question 2
 skipped question 51
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Glossary
API an Application Programming Interface (API) is a particular set of rules and spe-
cifications that a software program can follow to access and make use of the
services and resources provided by another particular software program that im-
plements that API. 90
Controlled vocabulary a list of predetermined terms that describe a specific domain.
14
Folksonomy is a type of categorization that consists of the aggregation of user-created
keywords or tags used to describe a resource. 18
Geo-Folksonomy is a specialised type of folksonomy which contains only place re-
sources instead of general web resources. 34
Lemmatization is a technique that transforms words to their base or dictionary forms.
50
Levenshtein edit distance a text similarity metric which calculates the distance between
two words. More specifically, it counts how many letters have to be replaced, de-
leted, or inserted to transform on word into the other. The higher the Levenshtein
edit distance, the more different two words are. 51
Ontology describes all concepts, instances and relations from a specific domain mostly
180 Glossary
expressed in a formal format that is machine-interpretable. 26
Stemming is a technique that transforms words into their stems or roots. 50
Taxonomy belongs to the group of subject-based classification. It Puts all the terms
in the controlled vocabulary into a hierarchy. 15
Thesaurus an extension of a taxonomy where different relations are included such as
equivalence, hierarchical and associative relationships. 16
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Acronyms
LINQ Microsoft Language Integrated Query. 94
LSAs Location Sharing Applications. 33
MSR Measure of Semantic Relatedness. 84
NSS Normalised Search Similarity. 85
ONSUK Office of National Statistics of the UK. 43
OS Ordnance Survey. 68
OSBP Ordnance Survey Building and Place ontology. 45
OWL Web Ontology Language. 27
PMI Point-wise Mutual Information. 85
QT Quality Threshold. 55
RDF Resource Description Framework. 27
SNA Social Network Analysis. 28
SOAP Simple Object Access Protocol. 90
WOEID Yahoo Where on Earth ID. 55
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