A new distribution, the gamma-half normal distribution, is proposed and studied. Various structural properties of the gamma-half normal distribution are derived. The shape of the distribution may be unimodal or bimodal. Results for moments, limit behavior, mean deviations and Shannon entropy are provided. To estimate the model parameters, the method of maximum likelihood estimation is proposed. Three real-life data sets are used to illustrate the applicability of the gamma-half normal distribution.
Introduction
In recent years, advancements in technology and science have resulted in a wealth of information, which is expanding the level of knowledge across many disciplines. This information is gathered and analyzed by statisticians, who hold the responsibility of accurately assessing the data and making inferences about the population of interest. Without this precise evaluation of data, each field remains limited to its current state of knowledge. In the last decade, it has been discovered that many well-known distributions used to model data sets do not offer enough flexibility to provide an adequate fit. For this reason, new methods are being proposed and used to derive generalizations of wellknown distributions. With these distributions, strong applications have been made to real-life scenarios. Alzaatreh, et al. (2013b) proposed the T-X families of distributions. These families of distributions were used to generate a new class of distributions which offer more flexibility in modeling a variety of data sets. Several members of the T-X families have been studied Ayman Alzaatreh is an Assistant Professor in the Department of Mathematics & Statistics. Email him at: alzaatreha@apsu.edu. Kristen Knight is a student in the Department of Mathematics and Statistics.
Email her at: kknight13@my.apsu.edu. in the literature (e.g., Alzaatreh, et al. (2013a) ; Alzaatreh, et al. (2013b) ; Alzaatreh, et al. (2012a) ; Alzaatreh, et al. (2012b) ; Lee, et al. (2013) ).
One well-known distribution is the halfnormal distribution, which has been used in variety of applications. Previous work by Bland and Altman (1999) used the half-normal distribution to study the relationship between measurement error and magnitude. Bland (2005) extended the work of Bland and Altman (1999) by using the distribution to estimate the standard deviation as a function so that measurement error could be controlled. In his work, various exercise tests were analyzed and it was determined that variability of performance does decline with practice (Bland, 2005) . Manufacturing industries have utilized the halfnormal distribution to model lifetime processes under fatigue. These industries often produce goods with a long lifetime need for customers, making the cost of the resources needed to analyze the product failure times very high. To save time and money the half normal distribution is used in this reliability analysis to study the probabilistic aspects of the product failure times (Castro, et al., 2012) .
Due to the fact that the half-normal distribution has only one shape, various generalizations of the distribution have been derived. These generalizations include the generalized half-normal distribution (Cooray, et al., 2008) , the beta-generalized half-normal (Pescrim, et al., 2010) and the Kumaraswamy generalized half-normal (Cordeiro, et al., 2012) . Several of the corresponding applications include the stress-rupture life of kevlar 49/epoxy strands placed under sustained pressure (Cooray, et al., 2008) , failure times of mechanical components and flood data (Cordeiro, et al., 2012) . In this article the gamma and half normal distributions are combined to propose a new generalization of the half-normal distribution, namely, the gamma half-normal distribution.
Let ( ) F x be the cumulative distribution function (CDF) of any random variable X and ( ) r t be the probability density function (PDF) of a random variable T defined on [0, )
∞ . The CDF of the T-X family of distributions defined by Alzaatreh, et al. (2013b) is given by
When X is a continuous random variable, the probability density function of the T-X family is where Φ is the CDF of the standard normal distribution.
A random variable X with the PDF g(x) in (1.4) is said to follow the gamma-half normal distribution with parameters α , β and θ . From A series representation of ( ) G x in (1.5) can be obtained by using the series expansion of the incomplete gamma function from Nadarajah and Pal (2008) as
From (1.6), the CDF of the gamma half-normal distribution can be written as
The hazard function associated with the gammahalf normal distribution is 
Lemma 1 (Transformation) Proof
The results follow by using the transformation technique.
The limiting behaviors of the gammahalf normal PDF and the hazard function are given in Lemma 2.
Lemma 2
The limit of the gamma-half normal density function as x → ∞ is 0 and the limit of the gamma-half normal hazard function as x → ∞ is ∞. Also, the limit of the gamma-half normal and hazard function as 
Setting (2.2) to 0, the critical values of ( ) g x are 0 x = and the solution of the equation
where ( / ) ( / ) / (1 ( / )). 
α β θ
The shapes range from reversed-J shape, bimodal, right-skewed and approximately symmetric. As β decreases, the right tail of the gamma-half normal distribution becomes longer.
Bimodality appears when α is less than 1. Figure 3 indicates that the gamma-half normal hazard function is either a bathtub shape or increasing failure rate shape. When 1 α < , and for certain values of β , the gamma-half normal distribution becomes bimodal. It is difficult to find analytically the region where the distribution is bimodal. However, a numerical solution is obtained to determine the number of roots of the derivative of the gamma-half normal distribution. Figure 4 shows the boundary region of α and β where the gamma-half normal distribution is bimodal. alpha =1, beta =1, theta=1 alpha =0.2, beta =1, theta=0.95 alpha =0.8, beta =3, theta=0.9 alpha =0.9, beta =4, theta=0.45 alpha=1, beta=3, theta=1 alpha=0.5, beta=0.5, theta=2.2 alpha=0.7, beta=2, theta=1 alpha=0.9, beta=1.7, theta=1.2 alpha=4, beta=0.9, theta=1 alpha=8, beta=1, theta=1
Lemma 3 Proof The proof follows by taking the inverse function of (1.5).
The entropy of a random variable X is a measure of variation of uncertainty (Rényi, 1961 ). Shannon's entropy (Shannon, 1948) , for a random variable X with PDF g(x) is defined as
1948 many applications have been used with Shannon's entropy in different areas, including engineering, physics, biology, economics and information theory. According to Alzaatreh, et al. (2013b) , the Shannon entropy of the gamma-X family of distributions is given by
where ψ is the digamma function and T is the gamma random variable with parameters α and β .
Theorem 3
The Shannon entropy for the gammahalf normal distribution is given by 2 2 2 log 2 log log 1 ( ) Because no closed form is found for (3.2), numerical integration can be used to calculate the th r moments. 
( 1) ( ( )) . 
Hence, the asymptotic distribution The derivatives of (5.1) with respect to α , β and θ respectively, are given by the gamma-half normal distribution reduces to the half-normal distribution; thus, the likelihood ratio test can be used to determine whether the gamma-half normal distribution or the half-normal distribution is the best model for fitting a given data set. The likelihood ratio test can be used for testing the hypothesis 0 :
1 
Application
Three data sets were applied to the gamma-half normal distribution, and compared with the half-normal, generalized half-normal, beta generalized half-normal and inverse Gaussian distributions. The first two data sets (see Tables 2 and 4) , were analyzed by Raqab, et al. (2008) . This data represents the tensile strength data measured in GPa for single-carbon fibers that were tested at gauge lengths of 20 mm and 10 mm. The third data set (see Table 6 ) was analyzed by Cheng, et al. (1981) and represents the flood level for the Susquehanna River at Harrisburg, PA. The maximum likelihood estimates, KS (Kolmogorov-Smirnov) test-statistics and p-values for the fitted distributions are reported in Tables 3, 5 and 7. The data in Tables 2 and 4 are fitted to the gamma-half normal, half-normal, generalized half-normal and beta generalizedhalf normal distributions. The half-normal distribution did not produce an adequate model for the data. However, the generalized halfnormal, beta generalized and gamma-half normal each provide a good fit for the two data sets. Among the three generalizations of the half-normal distribution, the gamma-half normal provides the best fit for the first data set, and generalized half-normal provides the best fit for the second. When graphing the first data set, an approximately symmetric distribution is obtained. The distribution of the second data set, however, is a right-skewed shape. This suggests that the gamma-half normal distribution is able to model data of both approximately symmetric and right-skewed shapes. Figures 6 and 7 display the empirical and fitted cumulative distribution functions; these figures support the results in Tables 3 and 5 , respectively.
The third data set (see Table 6 ) was analyzed by Cheng, et al. (1981) and fitted to the inverse Gaussian distribution. These results, as well as the comparisons made to the halfnormal, beta generalized half-normal and gamma-half normal distributions, are reported in Table 7 . The generalized half-normal distribution was divergent for the third data set. In view of these results, the gamma half-normal and inverse Gaussian distributions give a moderate fit to the data. The half-normal distribution does not give an adequate fit to the data, while the generalized half-normal provided the best fit. In viewing the distribution of the third data set, another right-skewed distribution is observed. This confirms the fact that the gamma-half normal distribution can be used to fit data of a right-skewed shape. Figure 8 displays the empirical and fitted cumulative distribution functions. 
Conclusion
The gamma-half normal distribution, a new generalization of the half-normal distribution, was derived using the method proposed by Alzaatreh, et al. (2013b) . Various properties of the distribution were studied including the moments, mean deviations from the mean and median, hazard function, modality and Shannon entropy. The maximum likelihood method was proposed for the estimation of the gamma-half normal parameters. In order to demonstrate the applicability of the gamma-half normal distribution it was fitted to three real data sets and compared with the half-normal, generalizedhalf normal, inverse Gaussian and beta generalized half-normal distributions.
Results show that the gamma-half normal distribution provides an adequate fit for each data set. Because the distribution was fitted to data sets with right-skewed and approximately symmetric shapes, this indicates that the gamma-half normal distribution offers flexibility that extends beyond the half-normal distribution. Although the gamma-half normal distribution can be bimodal, it was difficult to find data in the literature with the specific form of bimodality. The maximum likelihood functions may be further studied under different types of censoring for future applications of the gamma-half normal distribution. 
