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Abstract
Sufficient conditions are found under which the solutions z(t;q) of a semilinear abstract Cauchy
problem of the form d
dt
z(t) = A(q)z(t) + F(q, t, z(t)) are Fréchet differentiable with respect to
the parameter q. An explicit form is provided for the sensitivity equation satisfied by the Fréchet
derivative Dqz(t;q).
 2005 Elsevier Inc. All rights reserved.
Keywords: Abstract Cauchy problem; Analytic semigroup; Infinitesimal generator; Fréchet differentiability;
Fréchet derivative
* Corresponding author.
E-mail address: herdman@icam.vt.edu (T. Herdman).
1 This research was supported in part by the Air Force Office of Scientific Research under grant F49620-03-1-
0243 and the Defense Advanced Research Projects Agency, under contract DARPA/NASA LaRC/NIA 2535.
2 Supported in part by CONICET, Consejo Nacional de Investigaciones Científicas y Técnicas, through projects
PIP 02823 and PEI 6181, by UNL, Universidad Nacional del Litoral through project CAI+D 2002 PE 222, and
by Fundación Antorchas of Argentina.
0022-247X/$ – see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.02.044
T. Herdman, R. Spies / J. Math. Anal. Appl. 307 (2005) 656–676 6571. Introduction
In this article we consider the problem of dependence on an unknown parameter q of
the solution z(t;q) of the semilinear abstract Cauchy problem
(P)q
{
d
dt
z(t) = A(q)z(t) + F(q, t, z(t)), z(t) ∈ Z,
z(0) = z0, t ∈ [0, T ],
where Z, a Banach space, q ∈ Qad ⊂ Q, a normed linear space (Qad is an open subset
of Q), and A(q) is the infinitesimal generator of an analytic semigroup T (t;q) on Z for
all q ∈ Qad. The spaces Z and Q are referred to as the state space and the parameter space,
respectively, while Qad will be referred to as the admissible parameter set. The set Qad
reflects the fact that sometimes not all elements of Q are “admissible” for the particular
problem at hand, although quite often one has Qad = Q.
Parameter identification problems for system (P)q and other similar type of equa-
tions [2,5,7] are usually solved by direct methods such as quasilinearization. For the
application of these methods it is essential that solutions be differentiable with respect to
the parameter q . For a concrete application of quasilinearization in a model similar to (P)q
for the dynamics of Shape Memory Alloys see [10].
In 1977, Clark and Gibson [4] analyzed the differentiability of solutions in linear ab-
stract Cauchy problems of the type
d
dt
z(t) = A(q)z(t) + u(t),
where A(q) generates a strongly continuous semigroup and A(q) = A+B(q) where B(q)
is assumed to be bounded. That is, the dependence on q comes through a bounded compo-
nent of A(q).
Later on, in 1982 [1] this problem was studied under weaker assumptions, allowing for
the parameter q to appear in unbounded terms of A(q).
In 2000 Burns et al. [3] derived conditions under which the solutions of nonlinear
Cauchy problems of the type
d
dt
z(t) = Az(t) + F (q, t, z(t)),
are differentiable with respect to the parameter q . In this case, the parameter q was not
allowed to appear in the linear part of the equation.
In this article we shall obtain conditions under which the solutions of the general ab-
stract Cauchy problem (P)q are Fréchet differentiable with respect to q . To our knowledge,
this problem has never been dealt with before. Moreover, we will prove that, under certain
conditions, the corresponding Fréchet derivatives are solutions of particular nonhomoge-
neous evolution equations called the “sensitivity equations.” We will provide an explicit
form for these equations.
2. Preliminary resultsThroughout this paper we shall consider the following standing hypotheses:
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for all q ∈ Qad and there exists Cq > 0 such that ‖T (t;q)‖  Cqe−ε0t for all t  0
and q ∈ Qad. The constant Cq depends on q but it can be chosen independent of q on
compact subsets of Qad.
Note. Although we will make explicit use of the hypothesis wq  −ε0 for q ∈ Qad, this
can be relaxed by requiring only that supq∈Qad wq < ∞.
H2: D(A(q)) = D is independent of q and D is a dense subspace of Z.
For q ∈ Qad, let σ(A(q)), ρ(A(q)) denote the spectrum and resolvent, respectively,
of the operator A(q). Since wq  −ε0, we have sup{Re(λ), λ ∈ σ(A(q))}  −ε0. For
λ ∈ C such that Re(λ) > −ε0 the fractional powers (λI − A(q))δ of λI − A(q) are
well defined, closed, linear, invertible operators in Z when δ ∈ [0,1] (see [13, Sec-
tion 2.6]). We shall denote by Zq,δ the space D((−A(q))δ) embedded with the norm of
the graph of (−A(q))δ . For fixed δ, these spaces are all the same, independent of q , since
D((−A(q))δ) = [D,Z]1−δ (the real interpolation space of order 1 − δ between D and Z),
in the sense of an isomorphism (see [8, Corollary 2.2.3]). Hence, for all q ∈ Q, these
spaces are all set theoretically equal and topologically isomorphic. In order to simplify
the notation, we shall then denote D((−A(q))δ) with Dδ and Zq,δ with Zδ . Now, since
0 ∈ ρ(A(q)), it follows that the graph norm is equivalent to ‖z‖q,δ = ‖(−A(q))δz‖. Also,
there exists a constant Mq such that ‖(−A(q))δT (t;q)‖Mq e−0 tt δ , for all t > 0 (see [13,
Theorem 2.6.13]).
H3: There exists a constant δ ∈ (0,1) such that the mapping F : Qad ×[0, T ]×Zq,δ → Z
is locally Lipschitz continuous in t and z; i.e., for any q ∈ Qad and any bounded
subset U of [0, T ] × Zδ there exists a constant L = L(q,U) such that for i = 1,2,∥∥F(q, t1, z1) − F(q, t2, z2)∥∥Z  L(|t1 − t2| + ‖z1 − z2‖q,δ)
for (ti , zi) ∈ U , where the constant L can be chosen independent of q on any compact
subset of Qad.
This regularity condition guarantees existence and uniqueness of solutions of prob-
lem (P)q , provided that the initial condition z0 is in Zδ . See [12] and [11] for details.
We will now state and prove two results that will be needed later on.
Lemma 1. Under hypotheses H1 and H2, for any q1, q2 ∈ Qad and δ ∈ (0,1) we have:
(i) A(q1)(−A(q2))−δ is bounded on Z1−δ .
(ii) A(q1)T (·;q2) ∈ L1(0,∞;L(Z)) and A(q1)T (·;q2) ∈ L∞(η,∞;L(Z)) for each
η > 0.
(iii) T (·;q2) ∈ L1(0,∞ : L(Z,Zq1,δ)) and T (·;q2) ∈ L∞(η,∞;L(Z;Zq1,δ)) for eachη > 0.
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this semigroup commutes with any fractional power of −A(q2). Hence, for any z ∈
D((−A(q2))δ) and any t > 0 we have
A(q1)T (t;q2)z = A(q1)T (t;q2)
(−A(q2))−δ(−A(q2))δz
= A(q1)
(−A(q2))−δT (t;q2)(−A(q2))δz.
Note that (−A(q2))−δ ∈ L(Z) and A(q1) is closed. By the Closed Graph Theorem it
follows that A(q1)(−A(q2))−δ is bounded on D((−A(q2))1−δ) (this proves (i)), which is
dense in Z.
Hence, for z ∈ D((−A(q2))δ),∥∥A(q1)T (t;q2)z∥∥ ∥∥A(q1)(−A(q2))−δ∥∥L(Z1−δ,Z)
∥∥T (t;q2)(−A(q2))δz∥∥
 C(q1, q2)Mq2
e−ε0t
t δ
‖z‖. (1)
Since z ∈ D((−A(q2))δ) is dense in Z and A(q1)T (t;q2) is everywhere defined, it follows
that (1) holds for all z ∈ Z.
Therefore∥∥A(q1)T (t;q2)∥∥L(Z)  C(q1, q2)Mq2 t−δe−ε0t , t > 0,
which clearly implies (ii) since 0 < δ < 1 and ε0 > 0.
Finally,
∥∥(−A(q1))δT (t;q2)∥∥L(Z) =
∥∥(−A(q1))δ−1A(q1)T (t;q2)∥∥L(Z)

∥∥(−A(q1))δ−1∥∥L(Z)
∥∥A(q1)T (t;q2)∥∥L(Z)
 C(q1)
∥∥A(q1)T (t;q2)∥∥L(Z).
Thus, for t > 0,∥∥T (t;q2)∥∥L(Z;Zq1,δ) C(q1)
∥∥A(q1)T (t;q2)∥∥L(Z)  C˜(q1, q2)t−δe−ε0t .
Hence (iii) follows and the desired result is established. 
Note. Although this result clearly implies that the operator A(q1)T (t;q2) is bounded for
t > 0, no uniform bound can be found for t near zero. For q1 = q2 = q , Lemma 1 implies,
in particular, that the derivative d
dt
T (t;q) of the solution operator of the homogeneous
equation associated with (P)q is integrable in a neighborhood of t = 0.
We will also require that A(q) be “well-behaved” with respect to q in the following
sense:
H4: For the δ in H3 and for any q1, q2 ∈ Qad there are constants M(q1, q2) and C(q1, q2)
both depending on q1 and q2, such that ‖(−A(q1))δ(−A(q2))−δ‖L(Z) M(q1, q2),
‖A(q1)[A(q2)]−1 − I‖ C(q1, q2) and C(q1, q2) → 0 as q1 → q2.
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Note. It is sufficient to request that H4 be true for δ = 1, since in that case, it can be shown
that the first inequality of H4 holds for any 0 < δ  1 (see [9, Lemma 3.3]). We point out
that we can establish Theorem 2 below replacing H4 with the following hypothesis:
H4′: For each q0 ∈ Qad there exists C = C(q0) such that∥∥(A(q) − A(q0))z∥∥ C‖q − q0∥∥∥∥A(q0)z∥∥, z ∈ D, q ∈ Qad.
Theorem 2. Suppose H1–H4 hold. Then for any q0 ∈ Qad and ε > 0, there exists δ˜ > 0
such that∥∥A(q)T (·, q0)z − A(q0)T (·, q0)z∥∥L1(0,∞;Z)  ε‖z‖
for all z ∈ Z, and for all q ∈ Qad satisfying ‖q − q0‖ < δ˜, that is∥∥A(q)T (·, q0) − A(q0)T (·, q0)∥∥L1(0,∞;L(Z))  ε,
or equivalently, for every fixed q0 ∈ Qad the mapping from Q into L1(0,∞;L(Z)) defined
by
q → A(q)T (·, q0)
is continuous on Qad.
Proof. Let ε > 0, q0 ∈ Qad. Then for z ∈ Z we have∥∥A(q)T (·;q0)z − A(q0)T (·;q0)z∥∥L1(0,∞;Z)
=
∞∫
0
∥∥A(q)T (t;q0)z − A(q0)T (t;q0)z∥∥Z dt
=
∞∫
0
∥∥(A(q)A(q0)−1 − I)A(q0)T (t;q0)z∥∥Z dt

∥∥A(q)A(q0)−1 − I∥∥
∞∫
0
∥∥A(q0)T (t;q0)z∥∥Z dt
C(q, q0)
∥∥A(q0)T (·, q0)∥∥L1(0,∞;L(Z))‖z‖
 ε‖z‖ for ‖q − q0‖ < δ˜,
where C(q, q0) is the constant in H4. We have used Lemma 1(ii) to obtain the next to
last inequality while the last inequality follows by choosing δ˜ small enough such that
−1 ˜C(q, q0) ε[‖A(q0)T (·;q0)‖L1(0,∞;L(Z))] and q ∈ Qad, for ‖q − q0‖ < δ. 
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We now proceed to prove the main results. Recall that for z0 ∈ Zδ , the solution z(t;q)
of (P)q satisfies the integral equation
z(t;q) = T (t;q)z0 +
t∫
0
T (t − s;q)F (q, s, z(s;q))ds
.= T (t;q)z0 + S(t;q), t ∈ [0, T ].
It is important to note here that while S(t;q) is defined only for t ∈ [0, T ] (where solutions
of (P)q are known to exist), T (t;q)z0 is defined for all t  0.
Consider now the following standing hypothesis concerning the q-regularity of
d
dt
T (t;q):
H5: The mapping q → A(q)T (·;q0) from Q into L1(0,∞;L(Z)) is Fréchet differen-
tiable at q0 for all q0 ∈ Qad (under H1–H4, we already know that this mapping is
continuous, by virtue of Theorem 2).
Observation. No general conditions on the family of operators A(q) are known to guar-
antee hypothesis H5. However, in some examples H5 does hold. For example, in the case
of linear delay differential equations, with q denoting the vector of delays (see [1]).
Theorem 3. Suppose H1–H5 hold. It follows that
(i) The mapping q → T (·;q) from Q → L∞(0,∞;L(Z)) is Fréchet differentiable at q0,
for each q0 ∈ Qad. Moreover, for any t > 0 and h ∈ Qad the q-Fréchet derivative
of T (t;q) evaluated at q0 ∈ Qad and applied to h ∈ Q, i.e., [DqT (t;q0)]h, is the
solution vh(t) of the following linear IVP, the so-called “sensitivity equation” for
T (t;q), in L(Z),
(S1)
{
d
dt
vh(t) = A(q0)vh(t) + [DqA(q)T (t;q0)|q=q0 ]h,
vh(0) = 0,
and
(ii) for every q0 ∈ Qad, DqT (·;q0) = DqT (·;q)|q=q0 ∈ L∞(0,∞;L(Q;L(Z))).
Proof. Let q0 ∈ Qad. From Lemma 1(ii) and Theorem 2 it follows immediately that for
z0 ∈ D, A(q)T (·;q0)z0, viewed as a mapping from Q into L1(0,∞;Z) satisfies the hy-
potheses of Theorem 1 in [1] and therefore T (t;q)z0 is Fréchet q-differentiable at q0
as a mapping from Q into Z (in fact, our hypothesis H5 implies hypothesis H6 in [1],
Lemma 1(ii) implies hypothesis H4 in [1] and Theorem 2 implies hypothesis H5 in [1]).
Moreover, we have
[
DqT (t;q0)z0
]
(·) =
t∫
T (t − s;q0)
[
DqA(q)T (s;q0)z0|q=q0
]
(·) ds. (2)0
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viewed as a mapping form Q into L∞(0,∞;L(Z)), i.e., in the stronger L∞(0,∞;L(Z))
norm. Let ε > 0, t > 0 and q0 ∈ Qad. First note that for any h ∈ Q with ‖h‖ < δ˜ (δ˜ as
appearing in Theorem 2) we have
d
dt
[
T (t;q0 + h)z0 − T (t;q0)z0
]
= A(q0 + h)T (t;q0 + h)z0 − A(q0)T (t;q0)z0
= A(q0 + h)
[
T (t;q0 + h)z0 − T (t;q0)z0
]+ (A(q0 + h) − A(q0))T (t;q0)z0.
From Theorem 2 we have (A(q0 + h) − A(q0))T (·;q0)z0 ∈ L1(0,∞;Z). It follows
(see [13, Corollary 2.2]) that
T (t;q0 + h)z0 − T (t;q0)z0
=
t∫
0
T (t − s;q0 + h)
(
A(q0 + h) − A(q0)
)
T (s;q0)z0 ds. (3)
Therefore, for all h ∈ Q with ‖h‖ < δ˜, we have
∥∥T (t;q0 + h)z0 − T (t;q0)z0∥∥Z

t∫
0
Mq0+he−ε0(t−s)
∥∥(A(q0 + h)T (s;q0) − A(q0)T (s;q0))z0∥∥Z ds
 C
∥∥(A(q0 + h)T (·;q0) − A(q0)T (·;q0))z0∥∥L1(0,∞;Z)
 Cε‖z0‖Z,
where the last inequality holds by virtue of H5. Thus for t > 0,∥∥T (t;q0 + h) − T (t;q0)∥∥L(Z)  Cε for ‖h‖ < δ˜, (4)
and, since the constant C above does not depend on t ,∥∥T (·;q0 + h) − T (·;q0)∥∥L∞(0,∞;L(Z))  Cε for ‖h‖ < δ˜.
Hence we have the estimate
∥∥∥∥∥T (t;q0 + h) − T (t;q0) −
t∫
0
T (t − s;q0)
[
DqA(q)T (s;q0)|q=q0
]
hds
∥∥∥∥∥L(Z)
=
∥∥∥∥∥
t∫
0
{
T (t − s;q0 + h)
(
A(q0 + h) − A(q0)
)
T (s;q0)
− T (t − s;q0)
[
DqA(q)T (s;q0)|q=q
]
h
}
ds
∥∥∥∥0 ∥L(Z)
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∥∥∥∥∥
t∫
0
[
T (t − s;q0 + h) − T (t − s;q0)
](
A(q0 + h)T (s;q0) − A(q0)T (s;q0)
)
ds
+
t∫
0
T (t − s;q0)
[
A(q0 + h)T (s;q0) − A(q0)T (s;q0)
− [DqA(q)T (s;q0)|q=q0]h]ds
∥∥∥∥∥L(Z)

t∫
0
∥∥T (t − s;q0 + h) − T (t − s;q0)∥∥L(Z)
× ∥∥A(q0 + h)T (s;q0) − A(q0)T (s;q0)∥∥L(Z) ds
+
t∫
0
∥∥T (t − s;q0)∥∥L(Z)
∥∥A(q0 + h)T (s;q0) − A(q0)T (s;q0)
− [DqA(q)T (s;q0)|q=q0]h∥∥L(Z) ds
 εC
t∫
0
∥∥A(q0 + h)T (s;q0) − A(q0)T (s;q0)∥∥L(Z) ds
+ C
t∫
0
∥∥A(q0 + h)T (s;q0) − A(q0)T (s;q0)
− [DqA(q)T (s;q0)|q=q0]h∥∥L(Z) ds
= εC∥∥A(q0 + h)T (·;q0) − A(q0)T (·;q0)∥∥L1(0,t;L(Z))
+ C∥∥A(q0 + h)T (·;q0) − A(q0)T (·;q0)
− [DqA(q)T (·;q0)|q=q0]h∥∥L1(0,t;L(Z))
 εC
∥∥A(q0 + h)T (·;q0) − A(q0)T (·;q0)
− [DqA(q)T (·;q0)|q=q0]h∥∥L1(0,∞;L(Z))
+ εC∥∥[DqA(q)T (·;q0)|q=q0]h∥∥L1(0,∞;L(Z))
+ C∥∥A(q0 + h)T (·;q0) − A(q0)T (·;q0)
− [DqA(q)T (·;q0)|q=q0]h∥∥L1(0,∞;L(Z))
= (ε + 1)C∥∥A(q0 + h)T (·;q0) − A(q0)T (·;q0)
− [DqA(q)T (·;q0)|q=q0]h∥∥L1(0,∞;L(Z))
+ εC∥∥[DqA(q)T (·;q0)|q=q0]h∥∥L1(0,∞;L(Z)). (5)Now by hypothesis H5 for the given ε > 0 there exists ξ > 0 such that
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 ε‖h‖ (6)
for ‖h‖ < ξ .
Also, since DqA(q)T (·;q0)|q=q0 ∈ L(Q,L1(0,∞;L(Z))), there exists M , 0 <
M < ∞, such that∥∥DqA(q)T (·, q0)|q=q0∥∥L(Q,L1(0,∞,L(Z))) M. (7)
Finally, employing (6) and (7) in (5), we get that for ‖h‖ < min(δ˜, ξ),
∥∥∥∥∥T (t;q0 + h) − T (t;q0) −
t∫
0
T (t − s;q0)
[
DqA(q)T (s;q0)|q=q0
]
hds
∥∥∥∥∥L(Z)
 (ε + 1)Cε‖h‖ + εCM‖h‖Kε‖h‖.
Here, the constant K depends on q0 (and also on δ˜ and ξ ), but not on t . Hence the mapping
from Q into L∞(0,∞;L(Z)) defined by
q → T (·;q)
is Fréchet q-differentiable at q0 and
[
DqT (t;q0)
]
(·) =
t∫
0
T (t − s;q0)
[
DqA(q)T (s;q0)|q=q0
]
(·) ds. (8)
It is therefore clear that for every h ∈ Q, the Fréchet derivative [DqT (t;q0)]h is in fact the
solution vh(t) of the IVP (S1) in L(Z). Since q0 ∈ Qad is arbitrary, part (i) of the theorem
follows.
To prove (ii) we first note that by H5, for q0 ∈ Qad, DqA(q)T (·;q0)|q=q0 ∈ L(Q;
L1(0,∞;L(Z))) and thus there exists C = C(q0) such that for h ∈ Q,∥∥DqA(q)T (·;q0)|q=q0h∥∥L1(0,∞;L(Z))  C(q0)‖h‖. (9)
Now, it follows from (8) that for t > 0, q0 ∈ Qad and h ∈ Q,
∥∥[DqT (t;q0)]h∥∥L(Z) Mq0
t∫
0
∥∥DqA(q)T (s;q0)|q=q0h∥∥L(Z) ds
Mq0
∥∥DqA(q)T (·;q0)|q=q0h∥∥L1(0,∞;L(Z))
Mq0C(q0)‖h‖
= C˜(q0)‖h‖.
Thus ∥∥DqT (t;q0)∥∥L(Q;L(Z))  C˜(q0),
and since C˜(q0) does not depend on t > 0, it follows that DqT (·;q0) ∈ L∞(0,∞;
L(Q;L(Z))). 
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)The next two theorems show that under slightly stronger assumptions on the map-
ping q → A(q)T (·;q0), it is possible to obtain the Lipschitz continuity of the mapping
q → DqT (·;q0) as a mapping from Q into L∞(0,∞;L(Q;L(Z))) and from Q into
L∞(0,∞;L(Q;L(Z,Zδ))). More precisely, consider the following hypothesis:
H6: The mapping q → DqA(q)T (·;q0) from Q into L1(0,∞;L(Q;L(Z))) is locally
Lipschitz continuous at q0, for all q0 ∈ Qad.
Theorem 4. Let q0 ∈ Qad and assume hypotheses H1–H6 hold. Then the mapping q →
DqT (·;q0) from Q into L∞(0,∞;L(Q;L(Z))) is locally Lipschitz continuous at q0.
Proof. First of all, note that hypotheses H1–H5 imply, by virtue of Theorem 3(ii),
that DqT (·;q0) ∈ L∞(0,∞;L(Q;L(Z))). Now, let t > 0, q0 ∈ Qad, select h ∈ Q
such that ‖h‖ < δ˜ (δ˜ as appearing in Theorem 2) and let us denote Gq(t;q0)(·) =
DqA(q)T (t;q0)|q=q0(·) ∈ L(Q,L(Z)). Theorem 3 together with the appropriate choice
of α(h), 0 |α(h)| 1, yield∥∥DqT (t;q0 + h)(·) − DqT (t;q0)(·)∥∥L(Q;L(Z))
=
∥∥∥∥∥
t∫
0
[
T (t − s;q0 + h)Gq(s;q0 + h)(·) − T (t − s;q0)Gq(s;q0)(·)
]
ds
∥∥∥∥∥L(Q,L(Z)

t∫
0
∥∥T (t − s;q0 + h)[Gq(s;q0 + h) − Gq(s;q0)](·)∥∥L(Q;L(Z)) ds
+
t∫
0
∥∥(T (t − s;q0 + h) − T (t − s;q0))Gq(s;q0)(·)∥∥L(Q;L(Z)) ds
Mq0+h
t∫
0
e−ε0(t−s)
∥∥Gq(s;q0 + h) − Gq(s;q0)∥∥L(Q,L(Z)) ds
+
t∫
0
∥∥DqT (t − s;q0 + α(h)h)Gq(s;q0)(·)h∥∥L(Q,Z) ds
Mq0+h
∥∥Gq(·;q0 + h) − Gq(·;q0)∥∥L1(0,∞;L(Q;L(Z)))
+ ∥∥DqT (·;q0 + α(h)h)∥∥L∞(0,∞;L(Q;L(Z)))
∥∥Gq(·;q0)∥∥L1(0,∞;L(Q;L(Z)))‖h‖
 C‖h‖,
where the last inequality follows from H6, by the fact that DqT (·, q) ∈ L∞(0,∞;
L(Q;L(Z))), which is provided by Theorem 3(ii), and by the fact that Gq(·, q0) ∈
L1(0,∞;L(Q;L(Z))), which is a result of H6. Here the constant C depends on q0 and h
but it can be chosen independent of them on Q-bounded sets. We then have the desired
result. 
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will need stronger regularity results for the mapping q → DqT (·;q0) than the one just
obtained in Theorem 4. In particular, we will need the local Lipschitz continuity of this
mapping when viewed as a mapping from Q into L∞(0,∞;L(Q;L(Z;Zδ))). This can be
achieved by requiring slightly stronger assumptions on the mapping q → DqA(q)T (·;q0)
than that found in H6. More precisely, consider the following hypothesis:
H7: For every q0 ∈ Qad, DqA(q)T (·;q0)|q=q0 ∈ L1(0,∞;L(Q;L(Z;Zδ))) and the map-
ping q → DqA(q)T (·;q0) from Q into L1(0,∞;L(Q;L(Z;Zδ))) is locally Lip-
schitz continuous at q0, for all q0 ∈ Qad.
Clearly H7 implies H6 (since the Zδ-norm is stronger that the Z-norm).
Theorem 5. Assume H1–H5 and H7 hold. Then, for all q0 ∈ Qad, we have that
DqT (·;q0) ∈ L∞(0,∞;L(Q;L(Z;Zδ))) and, moreover, the mapping q → DqT (·;q)
from Q into the space L∞(0,∞;L(Q;L(Z;Zδ))) is locally Lipschitz continuous at q0.
Proof. Let t > 0, z ∈ Z, h ∈ Q. Then it follows that∥∥[DqT (t;q0)h]z∥∥Zδ
= ∥∥(−A(q0))δ([DqT (t;q0)]h)z∥∥Z
=
∥∥∥∥∥
(−A(q0))δ
t∫
0
T (t − s;q0)
{[
DqA(q)T (s;q0)|q=q0
]
h
}
z ds
∥∥∥∥∥
Z
=
∥∥∥∥∥
t∫
0
T (t − s;q0)
(−A(q0))δ[DqA(q)T (s;q0)|q=q0]hzds
∥∥∥∥∥
Z

t∫
0
∥∥T (t − s;q0)(−A(q0))δ[DqA(q)T (s;q0)|q=q0]hz
∥∥∥
Z
ds
Mq0
t∫
0
e−ε0(t−s)
∥∥(−A(q0))δDqA(q)T (s;q0)|q=q0∥∥L(Q;L(Z))‖h‖‖z‖Z ds
Mq0‖h‖‖z‖Z
t∫
0
∥∥(−A(q0))δDqA(q)T (s;q0)|q=q0∥∥L(Q;L(Z)) ds
= Mq0‖h‖‖z‖Z
t∫
0
∥∥DqA(q)T (s;q0)|q=q0∥∥L(Q;L(Z,Zδ)) ds
= Mq0‖h‖‖z‖Z
∥∥DqA(q)T (·;q0)|q=q0∥∥L1(0,t;L(Q;L(Z;Zδ)))
 C(q0)‖h‖‖z‖Z.
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Hence,∥∥DqT (t;q0)h∥∥L(Z;Zδ)  C(q0)‖h‖,
and we have∥∥DqT (t;q0)∥∥L(Q;L(Z;Zδ))  C(q0).
Since the constant C(q0) does not depend on t > 0, it follows that DqT (·;q0) ∈
L∞(0,∞;L(Q;L(Z;Zδ))). The Lipschitz continuity of this mapping is obtained imme-
diately by following exactly the same steps as in Theorem 4. 
We will see next that this result implies that q → T (·;q) is Fréchet differentiable as a
mapping from Q into L∞(0,∞;L(Q;L(Z;Zδ))). In fact we have the following:
Theorem 6. Under the same hypotheses of Theorem 5, T (·;q) is Fréchet differentiable
at q0, for each q0 ∈ Qad, when viewed as a mapping from Q into L∞(0,∞;L(Z;Zδ)).
Proof. Let q0 ∈ Qad. Then for h ∈ Q with ‖h‖ < δ˜ so that q0 + αh ∈ Qad, for all α
satisfying |α| 1, β(h) appropriately chosen, 0 |β(h)| 1, and any t > 0 we can write∥∥T (t;q0 + h) − T (t;q0) − [DqT (t;q0)]h∥∥L(Z;Zδ)
= ∥∥[DqT (t;q0 + β(h)h)]h − [DqT (t;q0)]h∥∥L(Z;Zδ)

∥∥DqT (t;q0 + β(h)h)− DqT (t;q0)∥∥L(Q;L(Z;Zδ))‖h‖

∥∥DqT (·;q0 + β(h)h)− DqT (·;q0)∥∥L∞(0,∞;L(Q;L(Z;Zδ)))‖h‖
C(q0)
∥∥β(h)h∥∥‖h‖
C(q0)‖h‖2
C(q0)‖h‖ for ‖h‖ < , for all  such that 0 <   δ˜.
Here we have applied Theorem 5 to obtain the above estimate. The desired differentiability
is established. 
It is important to note that Theorems 3 and 6 imply that the solution zh(t;q) of the
linear homogeneous problem associated to (P)q is Fréchet differentiable with respect to q ,
both as a mapping into Z and into Zδ , respectively. Theorems 4 and 5 imply, moreover,
that the corresponding Fréchet derivatives are locally Lipschitz continuous.
We state below a generalization of Growall’s lemma for singular kernels. The proof can
be found in [6, Lemma 7.1.1]. This lemma will be of fundamental importance for our next
results.
Lemma 7. Let L,T , δ be positive constants, δ < 1, a(t) a real valued, nonnegative, locally
integrable function on [0, T ] and µ(t) a real-valued function on [0, T ] satisfying
µ(t) a(t) + L
t∫
µ(s)
δ
ds, t ∈ [0, T ].0
(t − s)
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µ(t) a(t) + KL
t∫
0
a(s)
(t − s)δ ds, t ∈ [0, T ].
Observation 1. From this point on ‖·‖δ shall denote the norm ‖·‖q0,δ = ‖(−A(q0))δ(·)‖Z .
Recall that for q0 ∈ Q, all these norms are equivalent. Moreover, it can be easily shown
that all these norms are uniformly equivalent for q0 in any subset of Q for which the
constant C in H4 can be chosen independent of q1 and q2. For example, if C in H4 can
be chosen independent of q1 and q2 on compact subsets of Q, then all these norms are
uniformly equivalent for q0 in compact subsets of Q.
Observation 2. Since (−A(q0))δT (t;q0 +h) = (−A(q0))δ(−A(q0 +h))−δT (t;q0 +h)×
(−A(q0 + h))δ on Dδ , it follows from H4 that for all t > 0,
∥∥(−A(q0))δT (t;q0 + h)∥∥ Ce
−ε0t
t δ
.
Here the constant C depends on q0 and h, but it can be chosen independent of h and q0 on
any subset of Q where the constant C in H4 can be chosen independent of q1 and q2.
Recall now that the solution z(t;q) of (P)q satisfies the integral equation z(t;q) =
T (t;q)z0 + S(t;q) where S(t;q) .=
∫ t
0 T (t − s;q)F (q, s, z(s;q)) ds. Before proving the
Fréchet differentiability of the mapping q → S(·;q) from Q → L∞(0, T ;Zδ), we will
show that if F(q, t, z) satisfies appropriate regularity properties, such a mapping is locally
Lipschitz continuous at q0, for all q0 ∈ Qad. We will need this result later.
Consider the following hypothesis:
H8: The mapping q → F(q, ·; z) from Q into L∞(0, T ;Z) is locally Lipschitz continu-
ous for all z ∈ Zδ with Lipschitz constant independent of z on Zδ-bounded sets.
Theorem 8. Let q0 ∈ Qad, z0 ∈ Dδ and assume H1–H5, H7 and H8 hold. Then the mapping
q → S(·;q) from Q → L∞(0, T ;Zδ) is locally Lipschitz continuous at q0.
Proof. Let t ∈ [0, T ], q0 ∈ Qad. Since Qad is open, there exists a constant γ1 > 0 such that
q0 + h ∈ Qad for all ‖h‖ < γ1. Then, from Theorem 3 we have
S(t;q0 + h) − S(t;q0)
=
t∫
0
[
T (t − s;q0 + h)F
(
q0 + h, s, z(s;q0 + h)
)
−T (t − s;q0)F
(
q0, s, z(s;q0)
)]
ds
=
t∫
T (t − s;q0 + h)
[
F
(
q0 + h, s, z(s;q0 + h)
)− F (q0, s, z(s;q0 + h))]ds
0
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s+
t∫
0
T (t − s;q0 + h)
[
F
(
q0, s, z(s;q0 + h)
)− F (q0, s, z(s;q0))]ds
+
t∫
0
[
T (t − s;q0 + h) − T (t − s;q0)
]
F
(
q0, s, z(s;q0)
)
ds
=
t∫
0
T (t − s;q0 + h)
[
F
(
q0 + h, s, z(s;q0 + h)
)− F (q0, s, z(s;q0 + h))]ds
+
t∫
0
T (t − s;q0 + h)
[
F
(
q0, s, z(s;q0 + h)
)− F (q0, s, z(s;q0))]ds
+
t∫
0
DqT
(
t − s;q0 + β(h)h
)
hF
(
q0, s, z(s;q0)
)
ds,
provided ‖h‖  γ1, where β(h) is an appropriately selected constant satisfying 0 
|β(h)| 1.
The above identity, together with H8, H3 and Theorem 5, provides the estimate
∥∥S(t;q0 + h) − S(t;q0)∥∥δ

t∫
0
∥∥T (t − s;q0 + h)∥∥L(Z;Zδ)
∥∥F (q0 + h, s, z(s;q0 + h))
− F (q0, s, z(s;q0 + h))∥∥Z ds
+
t∫
0
∥∥T (t − s;q0 + h)∥∥L(Z;Zδ)
∥∥F (q0, s, z(s;q0 + h))− F (q0, s, z(s;q0))∥∥Z d
+ ∥∥DqT (·;q0 + β(h)h)∥∥L∞(0,t;L(Q;L(Z,Zδ)))‖h‖
t∫
0
∥∥F (q0, s, z(s;q0))∥∥Z ds

t∫
0
Mq0+he−ε0(t−s)
(t − s)δ C1‖h‖ds
+
t∫
0
Mq0+he−ε0(t−s)
(t − s)δ L
∥∥z(s;q0 + h) − z(s;q0)∥∥δ + C2‖h‖
 C3‖h‖ + C4
t∫ ‖z(s;q0 + h) − z(s;q0)‖δ
δ
ds0
(t − s)
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t∫
0
‖T (s;q0 + h)z0 − T (s;q0)z0 + S(s;q0 + h) − S(s;q0)‖δ
(t − s)δ ds
= C3‖h‖ + C4
t∫
0
‖[DqT (s;q0 + β(h)h)h]z0 + S(s;q0 + h) − S(s;q0)‖δ
(t − s)δ ds
 C5‖h‖ + C4
t∫
0
‖S(s;q0 + h) − S(s;q0)‖δ
(t − s)δ ds.
The constants C1 and C2 exist and are independent of t ∈ [0, T ] since z(s;q0) is
bounded for s ∈ [0, T ] and F(q, s, z) is continuous in s and z. The constants C3, C4 and
C5 represent particular linear combinations of C1 and C2.
Hence, by Lemma 7, there exist a constant K such that∥∥S(t;q0 + h) − S(t;q0)∥∥δ
C5‖h‖ + KC4C5‖h‖
T∫
0
1
(t − s)δ ds
.= C6‖h‖, t ∈ [0, T ],
provided ‖h‖ γ1. The theorem follows. 
Observation. Note that this result together with Theorem 6 imply that the mapping q →
z(·;q) from Q into L∞(0, T ;Zδ) is locally Lipschitz continuous at q0.
We proceed now to prove the Fréchet differentiability of the mapping q → S(t;q),
corresponding to the nonlinear part of problem (P)q .
Consider the following hypothesis:
H9: The mapping (q, z(·)) → F(q, ·, z(·)) from Qad × L1(0, T ;Zδ) into L∞(0, T ;Z) is
Fréchet differentiable in both variables, the mapping (q, z(·)) → Fq(q, ·, z(·)) from
Q × L∞(0, T ;Zδ) into L∞(0, T : L(Q;Zδ)) is locally Lipschitz continuous with
respect to q and z, with Lipschitz constant independent of z on Zδ-bounded sets and
Fz(q, ·, z(·;q)) ∈ L∞(0, T ;L(Z;Zδ)).
Theorem 9. Let q0 ∈ Qad, z0 ∈ Dδ and suppose H1–H5, H7 and H9 hold. Then the map-
ping q → S(t;q) = ∫ t0 T (t − s;q)F (q, s, z(s;q)) ds from Q → L∞(0, T ;Zδ) is Fréchet
differentiable at q0. Moreover, for any t ∈ [0, T ], and any h ∈ Qad, [DqS(t;q0)]h .= wh(t)
satisfies the integral equation
wh(t) =
t∫
0
{
T (t − s;q0)
[
Fq
(
q0, s, z(s;q0)
)
h + Fz
(
q0, s, z(s;q0)
)[
DqT (s;q0)z0
]
h
+ Fz
(
q0, s, z(s;q0)
)
wh(s)
]+ [DqT (t − s;q0)F (q0, s, z(s;q0))]h}ds,
(10)
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sitivity equation” for S(t;q), in Z:
(S2)


d
dt
wh(t) = (A(q0) + Fz(q0, t, z(t;q0)))wh(t)Fq(q0, t, z(t;q0))h
+Fz(q0, t, z(t;q0))[DqT (t;q0)z0]h
+ ∫ t0 DqA(q)T (t − s;q0)|q=q0hF(q0, s, z(s;q0)) ds,
Wh(0) = 0.
Observation. Clearly hypothesis H9 is stronger than H8. This observation is important
because in order to prove this theorem we will need to make use of the results in Theorem 8
for which H8 must hold.
Proof. Using the well-known variation of constants formula from semigroup theory, the
sensitivity equation (S1) for T (t;q) given in Theorem 3 and recalling that
[DqT (0;q0)z]h = 0 for z ∈ Z and h ∈ Q, it follows immediately that the solution wh(t)
of the (IVP) (S2) satisfies the integral equation (10).
For t ∈ (0, T ] we write
S(t;q0 + h) − S(t;q0) − wh(t)
=
t∫
0
{
T (t − s;q0 + h)F
(
q0 + h, s, z(s;q0 + h)
)− T (t − s;q0)F (q0, s, z(s;q0))
− T (t − s;q0)
[
Fq
(
q0, s, z(s;q0)
)
h + Fz
(
q0, s, z(s;q0)
)[
Tq(s;q0)z0
]
h
+ Fz
(
q0, s, z(s;q0)
)
wh(s)
]− DqT (t − s;q0)F (q0, s, z(s;q0))h}ds
=
t∫
0
T (t − s;q0)
[
F
(
q0 + h, s, z(s;q0)
)− F (q0, s, z(s;q0))
− Fq
(
q0, s, z(s;q0)
)
h
]
ds
+
t∫
0
T (t − s;q0)
[
F
(
q0, s, z(s;q0 + h)
)− F (q0, s, z(s;q0))
− Fz
(
q0, s, z(s;q0)
)(
z(s;q0 + h) − z(s;q0)
)]
ds
+
t∫
0
T (t − s;q0)Fz
(
q0, s, z(s;q0)
)[
S(s;q0 + h) − S(s;q0) − wh(s)
]
ds
+
t∫
0
T (t − s;q0)Fz
(
q0, z(s;q0)
)[[
DqT
(
s;q0 + α(h)h
)
z0
]
h
[ ] ]− DqT (s;q0)z0 h ds
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t∫
0
{
T (t − s;q0 + h)F
(
q0, s, z(s;q0)
)− T (t − s;q0)F (q0, s, z(s;q0))
− [DqT (t − s;q0)F (q0, s, z(s;q0))]h}ds
+
t∫
0
T (t − s;q0 + h)
[
F
(
q0 + h, s, z(s;q0 + h)
)− F (q0, s, z(s;q0))]ds
−
t∫
0
T (t − s;q0)
[
F
(
q0 + h, s, z(s;q0)
)− 2F (q0, s, z(s;q0))
+ F (q0, s, z(s;q0 + h))]ds
.=
7∑
i=1
Ii,
where Ii is the ith term in the expression written above. In I2, I3 and I4 we have made use
of the fact that z(s;q0 +h)−z(s;q0) = [DqT (s;q0 +α(h)h)z0]h+S(s;q0 +h)−S(s;q0),
for some appropriately chosen constant α(h) satisfying 0 |α(h)| 1.
In what follows, Ci will denote a generic finite positive constant depending on q0.
Let γ1 > 0 be such that q0 + η ∈ Qad for all η ∈ Q satisfying ‖η‖ < γ1. Then for any
h ∈ Qad with ‖h‖ < γ1 we can write
I6 + I7 =
t∫
0
T (t − s;q0 + h)
[
F
(
q0 + h, s, z(s;q0 + h)
)
− F (q0, s, z(s;q0 + h))]ds +
t∫
0
[
T (t − s;q0 + h) − T (t − s;q0)
]
× [F (q0, s, z(s;q0 + h))− F (q0, s, z(s;q0))]ds
−
t∫
0
T (t − s;q0)
[
F
(
q0 + h, s, z(s;q0)
)− F (q0, s, z(s;q0))]ds
=
t∫
0
T (t − s;q0 + h)Fq
(
q0 + α1(h)h, s, z(s;q0 + h)
)
hds
+
t∫
0
[
DqT
(
t − s;q0 + α2(h)h
)
Fz
(
q0, s, z
∗
h(q0)
)
( )]× z(s;q0 + h) − z(s;q0) hds
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t∫
0
T (t − s;q0)Fq
(
q0 + α3(h)h, s, z(s;q0)
)
hds,
where 0 |αi(h)| 1, i = 1,2,3, and z∗h(q0) .= z(s;q0) + β(z(s;q0 + h) − z(s;q0)) for
some 0 |β| 1.
Continuing, we have
I6 + I7 =
t∫
0
[
T (t − s;q0 + h) − T (t − s;q0)
]
Fq
(
q0 + α1(h)h, s, z(s;q0 + h)
)
h
+
t∫
0
T (t − s;q0)
[
Fq
(
q0 + α1(h)h, s, z(s;q0 + h)
)
h
− Fq
(
q0 + α3(h)h, s, z(s;q0)
)
h
]
ds
+
t∫
0
[
DqT
(
t − s;q0 + α2(h)h
)
Fz
(
q0, s, z
∗
h(q0)
)(
z(s;q0 + h)
− z(s;q0)
)]
hds
=
t∫
0
[
DqT
(
t − s;q0 + α2(h)h
)
Fq
(
q0 + α1(h)h, s, z(s;q0 + h)
)
h
]
hds
+
t∫
0
T (t − s;q0)
[
Fq
(
q0 + α1(h)h, s, z(s;q0 + h)
)
h
− Fq
(
q0 + α3(h)h, s, z(s;q0)
)
h
]
ds
+
t∫
0
[
DqT
(
t − s;q0 + α2(h)h
)
Fz
(
q0, s, z
∗
h(q0)
)(
z(s;q0 + h)
− z(s;q0)
)]
hds.
Hence, by virtue of Theorem 8 and hypothesis H9, it follows that there exist positive
constants C1, C2 and L, such that
‖I6 + I7‖δ  C1‖h‖2 +
t∫
0
L
(t − s)δ
(∣∣α1(h) − α3(h)∣∣‖h‖
+ ∥∥z(s;q0 + h) − z(s;q0)∥∥δ)‖h‖ds
+
t∫
0
C2
(t − s)δ
∥∥z(s;q0 + h) − z(s;q0)∥∥δ‖h‖ds C3‖h‖2, provided ‖h‖ γ1, (11)
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from Q into L∞(0, T ;Zδ) at q0 (note the observation after Theorem 8).
Now let ε be a fixed positive constant. It follows from hypothesis H9 that there exist
γ2 > 0 and γ3 > 0 such that
‖I1‖δ 
t∫
0
C4
(t − s)δ , ε‖h‖ds  C5ε‖h‖, (12)
provided ‖h‖ γ2, and
‖I2‖δ 
t∫
0
C6ε
(t − s)δ
∥∥z(s;q0 + h) − z(s;q0)∥∥Z ds
 C7ε‖h‖, (13)
provided ‖h‖ γ3. The last inequality follows by virtue of the observation following The-
orem 8 and the fact that ‖ · ‖Z  ‖ · ‖δ .
With respect to I3, since by H9 Fz(q0, ·, z(·;q0)) ∈ L∞(0, T ;L(Z;Zδ)), we have that
there exists a constant C8 such that
‖I3‖δ  C8
t∫
0
‖S(s;q0 + h) − S(s;q0) − wh(s)‖δ
(t − s)δ ds (14)
where we have also used the fact that ‖ · ‖Z  ‖ · ‖δ .
Similarly, by virtue of the local Lipschitz continuity of DqT (·;q0) (Theorem 4), there
exist finite positive constants C9 and γ4 such that
‖I4‖δ 
t∫
0
C9
(t − s)δ
∣∣α(h)∣∣‖h‖2 ds  C10‖h‖2, provided ‖h‖ γ4. (15)
Finally, from Theorem 6, there exist finite positive constants C10 and γ5 such that
‖I5‖δ =
∥∥∥∥∥
t∫
0
[
T (t − s;q0 + h) − T (t − s;q0) − DqT (t − s;q0)h
]
× F (q0, s, z(s;q0))ds
∥∥∥∥∥
δ

∥∥T (·;q0 + h) − T (·;q0) − DqT (·;q0)h∥∥L∞(0,t;L(Z;Zδ))
×
t∫
0
∥∥F (q0, s, z(s;q0))∥∥Z ds
 C(q0)ε‖h‖
t∫ ∥∥F (q0, s, z(s;q0))∥∥Z ds  C10ε‖h‖, (16)0
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From (11)–(16) we conclude that there exist finite positive constants C11, C12, and γ
such that for t ∈ [0, T ] and h ∈ Qad with ‖h‖ γ ,∥∥S(t;q0 + h) − S(t;q0) − wh(t)∥∥δ
C11‖h‖ + C12
t∫
0
‖S(s;q0 + h) − S(s;q0) − wh(s)‖δ
(t − s)δ ds.
Hence, Lemma 7 provides
∥∥S(t;q0 + h) − S(t;q0) − wh(t)∥∥δ C11ε‖h‖ + KC12C11ε‖h‖
t∫
0
1
(t − s)δ ds
C13ε‖h‖, t ∈ [0, T ], ‖h‖ γ.
We conclude that the mapping q → S(·;q) from Q → L∞(0, T ;Zδ) is Fréchet differ-
entiable at q0 and wh(t) is the Fréchet derivative of S(t;q) at q0, i.e., DqS(t;q0) =
wh(t). 
Theorem 10. Under the same hypotheses of Theorem 9, the mapping q → z(·;q) from
the admissible parameter set Qad into the solution space L∞(0, T ;Zδ), is Fréchet dif-
ferentiable at q0. Moreover, for any h ∈ Q, t ∈ [0, T ], the q-Fréchet derivative of z(t;q)
evaluated at q0 and applied to h, i.e., [Dqz(t;q0)]h is the solution vh(t) of the following
linear nonhomogeneous initial value problem in Z, the sensitivity equation for z(t;q):
(S)


d
dt
vh(t) = (A(q0) + Fz(q0, t, z(t;q0)))vh(t) + Fq(q0, t, z(t;q0))h
+DqA(q)T (t;q0)z0|q=q0h
+ ∫ t0DqA(q)T (t − s;q0)|q=q0hF(q0, s, z(s;q0)) ds,
vh(0) = 0.
Proof. The Fréchet differentiability of z(t;q) = T (t;q)z0 + S(t;q) follows immediately
from Theorems 6 and 9 and the sensitivity equation is readily obtained by combining the
sensitivity equations (S1) and (S2). 
4. Conclusions and final remarks
In this article we have obtained sufficient conditions that guarantee that the solutions of
the abstract semilinear Cauchy problem
(P)q
{
d
dt
z(t) = A(q)z(t) + F(q, t, z(t)), z(t) ∈ Z,
z(0) = z0, t ∈ [0, T ]
are Fréchet differentiable with respect to the parameter q . This type of regularity results
are needed for the implementation of direct methods for parameter identification like qua-
silinearization.
676 T. Herdman, R. Spies / J. Math. Anal. Appl. 307 (2005) 656–676Some remarks are in order. In Theorems 1–6 all spaces were considered over the entire
interval [0,∞). This was the case since the solution T (t;q0)z0 of the associated linear
homogeneous initial value problem exists for all t ∈ [0,∞).
It is interesting to see in Theorems 2–4 how the L∞ q-regularity of the solution of the
associated linear problem is entirely driven by the L1 q-regularity of the time derivative
operator of the associated C0-semigroup, namely of A(q)T (·;q0).
For the q-regularity of the term in the solution corresponding to the nonlinear part of the
equation, namely of S(t;q0), not only are smoothness conditions required on the nonlinear
term F(q, t, z) (H8 and H9) of (P)q but also stronger q-regularity conditions are required
on A(q)T (·;q0) (namely H6 and H7). These conditions guarantee the Fréchet differentia-
bility of T (·;q0) when viewed as a mapping from the parameter space Q into the space
L∞(0,∞;L(Q;L(Z;Zδ))), where the stronger Zδ-norm is needed.
It is possible to allow q-dependence on the norms in the state space Z if needed. How-
ever, the domains of the operators A(q) cannot depend on q . No results are yet known for
this varying domain case.
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