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Starting from second-order conditions for C
1,1 scalar unconstrained optimization
problems described in terms of the second-order Dini directional derivative, we pose
the problem, whether similar conditions for C
1,1 vector optimization problems can be
derived. We deﬁne second-order Dini directional derivatives for vector functions and
apply them to formulate such conditions as a Conjecture. The proof of the Conjecture
in the case of C
1,1 function (called the nonsmooth case) will be given in another paper.
The present paper provides the background leading to its correct formulation. Using
Lagrange multipliers technique, we prove the Conjecture in the case of twice Fr´ echet
diﬀerentiable function (called the smooth case) and show on example the eﬀectiveness
of the obtained conditions. Another example shows, that in the nonsmooth case it is
important to take into account the whole set of Lagrange multipliers, instead of dealing
with a particular multiplier.
Key Words: Nonsmooth vector optimization, Second-order conditions.
Math. Subject Classiﬁcation: 90C29, 90C30, 49J52.
1 Introduction
The paper of Hiriart-Urruty, Strodiot, Nguyen [5] shows that many decision making models
in economics and engineering are given by optimization problems involving rather C1,1 than
C2 functions. Thereafter an intensive study of various aspects of C1,1 functions is undertaken
(see for instance [6, 7, 8, 9, 10, 11]). Guerraggio, Luc [4] propose second-order conditions
for multy-criterial C1,1 decision problems based on the second-order Clarke subdiﬀerential,
presented further as Theorem 2. Theorem 1 below proposes second-order optimality con-
ditions which for scalar functions give better results than those of Guerraggio, Luc. In the
preprint Ginchev, Guerraggio, Rocca [3] we tried to generalize these conditions to vector
optimization problems. In the present paper this result is formulated more precisely as a
Conjecture. We deﬁne and use there second-order Dini directional derivatives for C1,1 vec-
tor functions. Applying the Lagrange multipliers technique, we prove the Conjecture in the
smooth case, that is the case of twice Fr´ echet diﬀerentiable function. In fact the smooth
case and the given examples help in getting the correct formulation of the Conjecture. In
particular it becomes clear, that in the nonsmooth case it is important to take into account
the whole set of Lagrange multipliers, instead of dealing with a particular multiplier. The
discussion underlines as peculiarities of the vector optimization problems their nonsmooth
nature (even for smooth problems) and the behaviour like problems with constraints (even
for unconstrained problems).
∗Lecture given at the French-German-Polish Conference on Optimization, Cottbus, Germany, September
9–13, 2002.
12 The scalar problem
We use the notation R = R ∪ {−∞} ∪ {+∞} for the extended real line. Let m be a
positive integer and ϕ : Rm → R be a given function. Recall that the domain of ϕ is
the set domϕ = {x ∈ Rm | ϕ 6= ±∞}. We discuss the problem to ﬁnd second-order
characterizations for the local minima of ϕ, where in general ϕ is not supposed to be a
smooth function. We write the optimization problem
ϕ(x) → min, x ∈ Rm .
It is well known that optimality conditions in nonsmooth optimization could be based on
various deﬁnitions of directional derivatives. Further we give the deﬁnitions of the ﬁrst and
second-order lower Dini directional derivatives (for brevity we will say just Dini derivatives).







ϕ(x0 + tu) − ϕ(x0)

.
Turn attention that the diﬀerence in the right hand side is well deﬁned, since due to x0 ∈
domϕ, only ϕ(x0 + tv) could eventually take inﬁnite values (we must be careful with the
inﬁnities, since operations like +∞ − ∞ are not allowed). In general ϕ0
D(x0,u) ∈ R.
The second-order Dini derivative ϕ00
D(x0,u) is deﬁned only if the ﬁrst-order derivative
ϕ0











The expression in the parentheses has sense, since only ϕ(x0+tv) eventually takes an inﬁnite
value.
Denote by S = {x ∈ Rm | kxk = 1} the unit sphere in Rm. Sometimes the directional
derivatives in the optimality conditions are restricted to u ∈ S.
Recall that x0 ∈ Rm is said to be a local minimizer (we prefer to say simply minimizer) of ϕ if
for some neighbourhood U of x0 it holds ϕ(x) ≥ ϕ(x0) for all x ∈ U. The minimizer is strict
if this inequality is strict for x0 ∈ U \{x0}. It is said to be an isolated minimizer of order k
(k is a positive number) if there is a constant A > 0, such that ϕ(x) ≥ ϕ(x0)+Akx−x0kk,
x ∈ U. Obviously, each isolated minimizer is a strict minimizer.
We will conﬁne to the case where ϕ is C1,1 function. A function ϕ : Rm → R is said to be of
class C1,1 on Rm if it is Fr´ echet diﬀerentiable at each point x ∈ Rm and its Jacobian ϕ0(x)
is locally Lipschitz on Rm. It can be shown that if ϕ is C1,1, then the ﬁrst and second-order
Dini derivatives of ϕ exist and are ﬁnite, and the ﬁrst-order derivative coincides with the
directional derivative
ϕ0





ϕ(x0 + tu) − ϕ(x0)

= ϕ0(x0)u.
The next theorem establishes second-order optimality conditions for C1,1 functions in terms
of Dini derivatives. Before proving the theorem we need the following lemma.
Lemma 1 Let ϕ : Rm → R be C1,1 function. Let ϕ0 be Lipschitz with constant L in


























 ≤ 2L max(kuk,kvk) kv − uk. (2)
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ϕ(x0 + tu) − ϕ(x0) − tϕ0(x0)u
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ϕ(x0 + tu) − ϕ(x0) − tϕ0(x0)u





ϕ(x0 + tu) − ϕ(x0) − tϕ0(x0)u

.
Here 0 < θ < 1 comes from the Lagrange mean value theorem. Exchanging u and v we
get inequality (1) and as a particular case also (3). Inequality (2) is obtained from (1)
after passing to a limit (the fact that we take liminf does not lead out from the routine
treatment). 2
Theorem 1 Let ϕ : Rm → R be C1,1 function.
(Necessary Conditions) Let x0 be a minimizer of ϕ. Then ϕ0(x0) = 0 and for each
u ∈ Rm (or each u ∈ S) it holds ϕ00
D(x0,u) ≥ 0.
(Suﬃcient Conditions) Let x0 ∈ Rm be a stationary point, that is ϕ0(x0) = 0. If for
each u ∈ Rm \ {0} (or each u ∈ S) it holds ϕ00
D(x0,u) > 0 then x0 is an isolated minimizer
of second order for ϕ. Conversely, each isolated minimizer of second order satisﬁes these
suﬃcient conditions.
Proof. Due to the obvious fact that ϕ00
D(x0,u) is positively homogeneous of second order
with respect to u, we may conﬁne to u ∈ S, that is to the case put in the parentheses by
the formulation of the theorem. The proof of the necessity is trivial. Now we prove the
suﬃciency. Let ϕ0 be Lipschitz with constant L in the ball x0 +rclB, r > 0. Let u ∈ S and
0 < 3ε(u) < ϕ00






























ϕ(x0 + tu) − ϕ(x0) − tϕ0(x0)u

− 2Lkv − uk ≥ ϕ00
D(x0,u) − 2ε(u) > ε(u) > 0.
Therefore








3The compactness of S yields that there exist points u1,...,un ∈ S such that S ⊂






. The above chain of
inequalities implies that for kx−x0k < δ it holds ϕ(x) ≥ ϕ(x0)+Akx−x0k2. Therefore x0
is an isolated minimizer of second order.
Conversely, if x0 is an isolated minimizer of second order for the C1,1 function ϕ then from
the necessary conditions ϕ0(x0) = 0. Further for some A > 0 and t > 0 suﬃciently small it








D(x0,u) ≥ 2A > 0. 2
The following example shows that the theorem is not true for a function being only diﬀer-
entiable at x0, but not C1,1.












Of course the point x0 = (0,0) is not a minimizer. It is easy to see that the function ϕ is





and so the suﬃcient conditions of Theorem 1 are satisﬁed.
3 The vector problem
Let C be a pointed closed convex cone in Rn with intC 6= ∅. Let f : Rm → Rn be a given
function. We will consider the minimization problem
f(x) → min, x ∈ Rm. (4)
There are diﬀerent concepts of solutions. The point x0 is said to be weakly eﬃcient (eﬃcient)
point, if there is a neighbourhood U of x0, such that if x ∈ U then f(x) / ∈ f(x0) − intC
(respectively f(x) / ∈ f(x0)−(C\{0})). In this paper the weakly eﬃcient (eﬃcient) solutions
will be called for brevity w-minimizers (e-minimizers).
Saying that y ∈ Rn, we accept that this point is y = (y1,...,yn). Similarly, the point x ∈ Rm
is x = (x1,...,xm), the point ξ ∈ Rn is ξ = (ξ1,...,ξn), and the function f : Rm → Rn is
f = (f1,...,fn).
Here we conﬁne for simplicity mostly to optimization with respect to the cone C = Rn
+ =
{y ∈ Rn | yj ≥ 0, j = 1,...,n}. When C = Rn
+ , the point x0 is w-minimizer of f if and






→ min, x ∈ Rm , (5)
in which case the minimum of ϕ at x0 is ϕ(x0) = 0. Indeed, if x0 is not w-minimizer of f, then
each neighbourhood U of x0 contains a point x ∈ U, for which f(x)−f(x0) ∈ intRn
+, whence
fj(x)−fj(x0) < 0, j = 1,...,n, and consequently x0 is not a minimizer for problem (5). If x0
is w-minimizer of f, then for some neighbourhood U of x0 the cone −intRn
+ does not contain
points of type f(x)−f(x0), x ∈ U. This means that for any x ∈ U it holds fj(x)−fj(x0) ≥ 0
for at least one j = 1,...,n. Consequently ϕ(x) ≥ fj(x) − fj(x0) ≥ 0 = ϕ(x0), whence x0
is a minimizer of ϕ.
Now we can call x0 a strict or isolated minimizer of order k for f, if respectively it is a strict
or isolated minimizer of order k for problem (5). Each strict minimizer (and hence each
4isolated minimizer) is e-minimizer. Indeed, x0 strict minimizer implies that there exists a
neighbourhood U of x0, such that ϕ(x) > ϕ(x0) = 0 for x ∈ U\{x0}. Then fj(x)−fj(x0) > 0
for some j = j(x). Consequently f(x)−f(x0) / ∈ −(Rn
+\{0}) and therefore x0 is e-minimizer.
Given in Rn a pointed closed convex cone C, intC 6= ∅, then its polar cone is deﬁned by
C0 = {ξ ∈ Rn | hξ, yi ≥ 0 for all y ∈ C}.
Using polar cones, the problem to ﬁnd the w-minimizers of the vector function f with
respect to C can be reduced to a scalar problem. On this basis one can think to generalize
over optimization with respect to such arbitrary cones the results of the present paper. We
conﬁne however for simplicity mostly to the case C = Rn
+.
We say, that the vector function f is C1,1 if all of its components are C1,1. Equivalently, f is
C1,1 , if it is Fr´ echet diﬀerentiable with locally Lipschitz derivative f0. Our purpose is to ﬁnd
second-order conditions, similar to these of Theorem 1 in the case of C1,1 vector function f.
Turn attention that the function ϕ from the equivalent scalar problem (5) is in general only
Lipschitz, but not C1,1. The result is that the minimizers of the vector function f cannot
be determined by Theorem 1 applied to the function (5). The next Example 2 shows that
also the conclusion of Theorem 1 for such a function is wrong.
Example 2 Consider the optimization problem (4) for
f : R2 → R2, f(x1,x2) = (−2x2
1 + x2, x2
1 − x2).




1 + x2, x2
1 − x2








t2 < 0 = ϕ(0,0) = ϕ(x0).
In spite of this, suﬃcient conditions similar to those of Theorem 1 are satisﬁed, since the
Dini derivatives for nonzero u = (u1,u2) are
ϕ0




u2 , u2 > 0,
0 , u2 = 0,
−u2 , u2 < 0,
ϕ00
D(x0,u) = 2u2
1 > 0 for u2 = 0.
Though Problem (4) can be smooth (which means that f has smooth in some sense com-
ponents), the corresponding problem (5) is a nonsmooth one, and as a result some bad
inﬂuences like these in Example 2 may occur. We call this eﬀect “the nonsmooth nature
of the vector optimization problems”. It seems still, that we can make an advantage of the
smoothness of f, if we succeed to formulate suitable optimality conditions directly to the
function f instead to the corresponding scalar problem (5). Wishing like in Theorem 1 to
exploit Dini derivatives, we need ﬁrst to deﬁne them for a vector function f. We conﬁne
in fact to a C1,1 function f. For the ﬁrst Dini derivative we put like in the scalar case
f0
D(x0,u) = f0(x0)u. The second derivative f00
D(x0,u) we deﬁne as the set of the cluster
points of (2/t2)
 
f(x0 + tu) − f(x0) − tf0(x0)u

when t → +0, or in other words as the







f(x0 + tu) − f(x0) − tf0(x0)u

.
This deﬁnition is convenient for the vector case, but does not cover with the deﬁnition of
the second-order Dini derivative for the scalar case, where in fact liminf is taken in order to
5avoid set-valuedness. Turn however attention, that Theorem 1 can be stated also with this
set-valued meaning for the second-order Dini derivative.
Next we formulate a Conjecture generalizing Theorem 1 to the vector problem (4). As for
the notations, we make the following agreement. If ξ is in Rn , then we write for brevity the
scalar product as hξ, yi = ξ y, y ∈ Rn. The notation is justiﬁed, since the scalar product
determines a linear functional y → hξ, yi and usually ξ y is used for the value of the linear
functional ξ at y. Extending this notation to compositions, we write e.g. ξ f0(x0) for the




Conjecture Assume that f : Rm → Rn is C1,1 function minimized with respect to the cone
C = Rn
+.
(Necessary Conditions) Let x0 be w-minimizer of f. Then:
a) The set D ⊂ Rn consisting of all ξ, such that ξ ∈ Rn
+,
Pn
j=1 ξj = 1, and ξ f0(x0) = 0, is
nonempty.








ξ y ≥ 0.
(Suﬃcient Conditions) Assume that for x0 ∈ Rm the following two conditions are satis-
ﬁed:
a) The set D ⊂ Rn consisting of all ξ, such that ξ ∈ Rn
+,
Pn
j=1 ξj = 1, and ξ f0(x0) = 0, is
nonempty.








ξ y > 0.
Then x0 is an isolated minimizer of second order for f.
(Isolated Minimizers) The suﬃcient conditions above are suﬃcient and necessary x0 to
be an isolated minimizer of second order for f.
The next Theorem 2 is from Guerraggio, Luc [4]. It gives second-order optimality conditions
for C1,1 vector functions in terms of the Clarke second-order subdiﬀerential, deﬁned as
follows. Since f0 is Lipschitz, according to the Rademacher Theorem, the Hessian f00 exists
almost everywhere. Then the second-order subdiﬀerential of f at x0 is deﬁned by
∂2f(x0) = clconv

limf00(xi) | xi → x0, f00(xi) exists
	
.
Theorem 2 Let f : Rm → Rn be C1,1 function minimized with respect to the closed pointed
convex cone C with intC 6= ∅.
(Necessary Conditions) Assume that x0 is a w-minimizer of f. Then the following
conditions hold for each u ∈ S:
a) ξ f0(x0) = 0 for some ξ ∈ C0 \ {0},
b) if f0(x0)(u) ∈ −(C \ intC) then ∂2 f(x0)(u,u) ∩ (−intC)c 6= ∅.
(Suﬃcient Conditions) Assume that for each u ∈ S one of the following two conditions
is satisﬁed:
a) ξ f0(x0) = 0 for some ξ ∈ intC0,
b) f0(x0)(u) ∈ −(C \ intC) and ∂2 f(x0)(u,u) ⊂ intC .
Then x0 is a e-minimizer for f.
In Section 4, reducing the optimization problem (5) to a problem with constraints and using
the Lagrange multipliers technique, we prove in Theorem 3 the Conjecture for the smooth
case. The Conjecture is a generalization of Theorem 3 with an account of Theorem 1.
Theorem 2 from Guerraggio, Luc [4] shows that known second-order conditions in vector
optimization are designed similarly.
64 The smooth case
We are concerned with the problem (5), which is obviously equivalent to the constrained
scalar problem
ϕ0(x,z) := z → min
ϕj(x,z) := fj(x) − fj(x0) − z ≤ 0, j = 1,...,n. (6)
Here (x,z) ∈ Rm × R. Problem (5) is solved by x0 if and only if problem (6) is solved by
(x0,z0), where z0 = 0, in which case ϕj(x0,z0) = 0, j = 1,...,n.
We call “the smooth case”, the case when f : Rm → Rn is twice Fr´ echet diﬀerentiable at x0.
The next Theorem 3 veriﬁes the Conjecture in the smooth case.
Theorem 3 Assume that f : Rm → Rn is strictly diﬀerentiable at x0 and possesses at this
point second-order Fr´ echet derivative f00(x0). Let f be minimized with respect to the cone
C = Rn
+.
(Necessary Conditions) Let x0 be w-minimizer of f. Then:
a) The set D ⊂ Rn consisting of all ξ such that ξ ∈ Rn
+,
Pn
j=1 ξj = 1, and ξ f0(x0) = 0, is
a nonempty convex set in Rn.
b) For each u ∈ Rm, such that f0(x0)u = 0, there exists ξ ∈ D, such that ξ f00(x0)(u,u) ≥ 0.
(Suﬃcient Conditions) Let x0 ∈ Rm and assume here exists ˆ ξ ∈ Rn and α > 0, such
that:
a) ˆ ξ ∈ intRn
+ and ˆ ξ f0(x0) = 0.
b) For each u ∈ Rm , such that f0(x0)u = 0 it holds ˆ ξ f00(x0)(u,u) ≥ 2αkuk2.
Then x0 is an isolated minimizer of second order for f.
Proof. Necessity. We reformulate for the particular problem (6) the second-order neces-
sary conditions from [1, Theorem 3.4.2., p. 188].
Let ϕj : Rm × R → R, j = 0,...,n, be twice Fr´ echet diﬀerentiable at the point (x0,z0) and
let ϕj(x0,z0) = 0, j = 1,...,n. If (x0,z0) supplies the local minimum of the problem
ϕ0(x,z) → min, ϕj(x,z) ≤ 0, j = 1,...,n, (7)
then:
a) The set D of the Lagrange multipliers (ξ,ξ0) ∈ Rn × R, such that
ξj ≥ 0, j = 1,...n, ξ0 ≥ 0,
Pn
j=1 ξj = 1,
L(x,z)(x0,z0,ξ,ξ0) = 0,
is a nonempty convex set in Rn × R.
b) For each (u,v) ∈ Rm × R belonging to the subspace








= 0, j = 0,...,n
	
there exist Lagrange multipliers (ξ,ξ0) = (ξ(u,v),ξ0(u,v)) ∈ D, such that
L(x,z)(x,z)(x0,z0,ξ,ξ0)((u,v),(u,v)) ≥ 0.
Here the Lagrange function is
L(x,z,ξ,ξ0) =
Pn
j=0 ξj ϕj(x,z). (8)
We will apply the necessity conditions for problem (6), where
ϕ0(x,z) = z, ϕj(x,z) = fj(x) − fj(x0) − z, j = 1,...,n, z0 = 0.
7The Lagrange function is
L(x,z,ξ,ξ0) = ξ0z +
Pn
j=1 ξj (fj(x) − fj(x0) − z).











j=1 ξj = 1. For such multipliers the variable z vanishes from the Lagrange
function and it simpliﬁes to
L(x,ξ) =
Pn
j=1 ξj (fj(x) − fj(x0)). (9)
Consequently the cited conditions admit a reformulation in terms of the function L(x,ξ),
and this reformulation is in fact the Necessity of Theorem 3.
Suﬃciency. We reformulate for the particular problem (6) the second-order suﬃcient
conditions from [1, Theorem 3.4.3, p. 190].
Suppose that ϕj : Rm × R → R, j = 0,...,n, are teice Fr´ echet diﬀerentiable at the point
(x0,z0) being feasible for the problem (7), and let ϕj(x0,z0) = 0, j = 1,...,n. Assume that
there exist Lagrange multipliers (ˆ ξ, ˆ ξ0) ∈ Rn × R and a number α > 0 such that:
a) It holds
ˆ ξj > 0, j = 1,...n, ˆ ξ0 > 0,
Pn
j=1 ˆ ξj = 1,
L(x,z)(x0,z0, ˆ ξ, ˆ ξ0) = 0.
b) For each (u,v) ∈ Rm × R belonging to the subspace








= 0, j = 0,...,n
	
it holds
L(x,z)(x,z)(x0,z0, ˆ ξ, ˆ ξ0)((u,v),(u,v)) ≥ 2αk(u,v)k2 .
Then (x0,z0) is an isolated minimizer of second order for the considered problem. Here the
Lagrange function is given by (8).
Now, as in the proof of the necessity, we see that these conditions for problem (6) can be
reformulated in terms of the Lagrange function (9), and this reformulation coincides with
the suﬃcient conditions of Theorem 3. The equality
Pn
j=1 ˆ ξj = 1 can be dropped, since
the imposed conditions are homogeneous in ˆ ξ. We left α, as in [1], but since ﬁnite dimen-
sional spaces are considered ([1] deals more generally with Banach spaces), the inequality
ξ f00(x0)(u,u) ≥ 2αkuk2 can be replaced by ξ f00(x0)(u,u) > 0. 2
Now we show, that on the basis of Theorem 3 it follows, that the point x0 = (0,0) in Example
2 is not a minimizer, and this result cannot be achieved on the basis of Theorem 2.
Theorem 3 works with this example, since the second-order necessary conditions at x0 =
(0, 0) are not satisﬁed. Indeed, obviously f(x) = (−2x2
1+x2,x2
1−x2) is strictly diﬀerentiable
and possesses second-order Fr´ echet derivatives at each point (x1,x2). We have f(x0) =
(0, 0),
L(x,ξ) ≡ ξ (f(x) − f(x0)) = (−2x2
1 + x2)ξ1 + (x2
1 − x2)ξ2 ,
Lx(x,ξ) ≡ ξ f0(x) = (−4x1ξ1 + 2x1ξ2, ξ1 − ξ2),
Lx(x0,ξ) = (0, ξ1 − ξ2),
whence the set D is determined by the system
ξ1 − ξ2 = 0, ξ1 + ξ2 = 1, ξ1 ≥ 0, ξ2 ≥ 0,
which gives D = {(1/2, 1/2)}.





Lxx(x0,ξ)(u,u) ≡ ξ f00(x0)(u,u) = −4u2
1ξ1 + 2u2
1ξ2 .
For f0(x0)u = 0 ⇔ u2 = 0 and ξ ∈ D ⇔ ξ1 = ξ2 = 1/2 we get ξ f00(x0)(u,u) = −u2
1. For
u1 6= 0 this gives ξ f00(x0)(u,u) < 0. Therefore in Theorem 3 the Necessity, point b) is not
satisﬁed. On this basis we conclude that x0 is not w-minimizer, and moreover, it is not
e-minimizer of f.
Theorem 2 does not work with this example.
Indeed, the ﬁrst-order condition at x0 is satisﬁed with ξ = (1/2, 1/2) as it was shown above.
If f0(x0)u = 0, then u2 = 0 and




which shows that also the second-order Necessary Condition, point b) is satisﬁed. Therefore
on the basis of Theorem 2 the suspect that x0 is w-minimizer cannot be rejected.
5 The nonsmooth case
We call “the nonsmooth case”, the case of C1,1 function f : Rm → Rn, which is the assump-
tion in the Conjecture.
In fact, there are also other diﬀerences between the Conjecture and Theorem 3, which make
Theorem 3 “almost veriﬁcation” (and not as it was declared “veriﬁcation”) of the Conjecture
in the smooth case. The most essential diﬀerences are two. The ﬁrst is, that the conditions
are imposed on the vectors u satisfying f0(x0)u ∈ (Rn
+ \ intRn
+), instead on f0(x0)u = 0,
which from geometrical point of view looks more natural, and is the way in which this
condition appears in Theorem 2. The other diﬀerence is the use of the set D both in the
necessity and suﬃciency part of the Conjecture. One reason is, that one expects similar
necessary and suﬃcient conditions. Another, more essential reason is, that conﬁning the
suﬃcient conditions to just one direction ˆ ξ like in the suﬃciency of Theorem 3, we do not
get characterization of the isolated minimizers of second order (that is, the part Isolated
minimizers in the Conjectute would be wrong), which is shown in the next Example 3. Let
us conclude this digression, noticing that another diﬀerence is the non-appearance of α in
the Conjecture. We may drop α, as far as we deal with ﬁnite dimensional spaces, as it was
commented in the proof of Theorem 3.
Example 3 Consider the function
f : R → R2, f(x) =

(−2x2, x2), x ≥ 0,
(x2, −2x2), x < 0.
optimized with respect to C = R2
+. The function f is C1,1. The point x0 = 0 is an isolated
minimizer of second order (at which the Fr´ echet second-order derivative f00(x0) does not
exist) and veriﬁes both the Necessary and the Suﬃcient conditions in the Conjecture. At
the same time, for each ˆ ξ ∈ R2
+ \ {0}, there exists u ∈ R with f0(x0)u = 0, such that
ˆ ξ f00
D(x0,u) < 0 (here the Dini derivatives f00
D(x0,u) are one-point sets).
In this example x0 = 0 is an isolated minimizer of second order, since the corresponding
scalar problem (5) is ϕ(x) = x2 → min and has x0 as isolated minimizer of second order.





(−4x, 2x) , x > 0,
(0, 0) , x = 0,
(2x,−4x) , x < 0,
9which implies easily that f0 is Lipschitz, i. e. f is C1,1. Now ξ f0(x0) = (0, 0), whence
D = {ξ ∈ R2
+ | ξ1 + ξ2 = 1, ξ1 ≥ 0, ξ2 ≥ 0}
is not empty, which veriﬁes the points a) in the Conjecture.
For each u ∈ R we have f0(x0)u = (0, 0). An easy calculation gives that the second-order






(−4u2, 2u2) , u > 0,
(0, 0) , u = 0,
(2u2,−4u2) , u < 0,
whence for each u it holds supξ∈D ξ f00
D(x0,u) = 2u2 ≥ 0 (and strictly positive for u 6= 0),
which veriﬁes the points b) in the Conjecture.




−4u2ˆ ξ1 + 2u2ˆ ξ2 , u > 0,
2u2ˆ ξ1 − 4u2ˆ ξ2 , u < 0.
Assume that both ˆ ξ f00
D(x0,1) = −4ˆ ξ1 + 2ˆ ξ2 > 0 and ˆ ξ f00
D(x0,−1) = 2ˆ ξ1 − 4ˆ ξ2 > 0. Adding
these inequalities, we get −2 = −2(ˆ ξ1 + ˆ ξ2) > 0, a contradiction.
We conclude the paper with some remarks. Our purpose was to establish reasonable second-
order conditions for C1,1 vector optimization. The result of this eﬀort is the formulated
Conjecture, the proof of which will be given in a separate paper.
In Theorem 3 we observed a reduction to a constrained problem, hence even unconstrained
vector optimization problems behave like constrained ones. This has been observed also in
the paper of Bolinten´ eanu, El Maghri [2], where second-order conditions for C2 functions
are obtained applying reduction to a constraint problem, which is diﬀerent than the one
used in the present paper. Let us underline that the approach in [2] assumes constraint
qualiﬁcations on the objective function of the Lyusternik type, that is f0(x0) has a full
range. The formulated in this paper Conjecture does not involve constraint qualiﬁcations
on the objective function, which in our opinion is the more desirable case. This property
occurs due to the special structure of the scalar constrained problem (6).
The proved Theorem 3 gives an eﬀective tool to treat vector optimization problems, which
was demonstrated on Example 2. Still, the Conjecture improves Theorem 3 in a natural
way, since one expects, like in the classical scalar optimization, the second-order suﬃcient
conditions to characterize (that is to be both suﬃcient and necessary) the isolated minimizers
of second order.
In the case of a scalar C1,1 function, obviously the Conjecture reduces to Theorem 1.
Similarly to Theorem 3, we consider in the Conjecture optimization with respect to the cone
C = Rn
+. This may cause some simpliﬁcations in the proof, but like in Theorem 2, there
are no principle diﬃculties to carry the formulation over optimization with respect to more
general cones.
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