This paper examines the effect of cross-border shopping on grocery demand in Norway using monthly store×category sales data from Norway's largest grocery chain 2011-2016. The sensitivity of demand to foreign price is hump-shaped and greatest 30-60 minutes' driving distance from the closest foreign store. Combining continuous demand, fixed costs of cross-border shopping and linear transport costs a la Hotelling we show how this hump-shape can arise through a combination of intensive and extensive margins of cross-border shopping. Our conclusions are further supported by novel survey evidence and cross-border traffic data.
Introduction
Large price differences between jurisdictions may lead to cross-border shopping by consumers and imply that retail activity in border areas responds to exchange rate swings (see e.g. Campbell and Lapham (2004) , Manuszak and Moul (2009) ). Much of the literature has focused on goods for which excise taxes make up a substantial portion of the price (e.g. alcoholic beverages, cigarettes, gambling and gasoline) and a number of theoretical contributions have examined the links between tax competition and cross-border shopping (see Kanbur and Keen (1993) for a seminal contribution).
The present paper uses monthly sales data at the store and category level from the largest Norwegian grocery chain for the period 2011-2016 to examine cross-border shopping into neighboring Sweden. Our key interest lies in determining how the sensitivity of local sales with respect to relative price (domestic/foreign) varies with distance to foreign stores. Much of the previous literature compares sales in border regions to sales in more inland regions and thus establish that cross-border shopping exerts an influence on local shopping behavior, but do not allow for a study of how effects die off with distance (see Leal et al. (2010) for a survey). A handful of previous articles have examined how the cross-price elasticity with respect to foreign prices decreases with distance to the border. Results indicate that the closer a location is to the border, the more sensitive is local demand to foreign prices, but also that effects of cross-border shopping can stretch far inland. Asplund et al. (2007) , for instance, examine Swedish sales of alcoholic beverages and find that the cross-price elasticity for spirits is statistically indistinguishable from zero only some 700 kilometers from the border. Similarly, using Canadian data on several retail sectors, Baggs et al. (2016) find effects that stretch far inland even though the most marked effect is up to 50 kilometers from the border. Chandra et al. (2014) examine travel across the Canada-U.S. border and show that border crossings respond strongly to exchange rate changes and that distance exerts a major influence on the propensity to cross the border.
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The present study confirms these previous findings: Cross-border shopping is respon-1 The above papers examine how cross-price effects vary with distance. Another set of closely related articles examine how levels of sales or local taxes vary with distance. For instance, Lovenheim (2008) uses data from the current population survey in the U.S. to examine how cigarette demand depends on a linear measure of distance to lower priced locations. Merriman (2010) uses sales-origin information from littered cigarette packs in Chicago to estimate how the level of cross-border shopping depends on a linear measure of distance. Agrawal (2015) documents strong effects of distance on tax competition (as measured by local sales taxes in the U.S.) and includes a flexible polynomial form of distance in regressions.
sive to relative prices and effects linger substantially inland. The most striking contribution of the paper, however, is to show that the cross-price effect of relative price changes is not the greatest at the border, but rather some distance away from the closest Swedish store: For the three most popular product groups, the price sensitivity 30-60 minutes' driving distance from the closest Swedish store is between 6 and 19 percent stronger than the price sensitivity 0-30 minutes' from the closest Swedish store. We show how such an outcome, which may seem surprising at first glance, arises intuitively when cross-border shopping is determined by both the intensive (how much to shop abroad) and the extensive margin (should you travel abroad to shop at all). If price is always lower abroad, a simple Hotelling competition model (Hotelling, 1929) predicts that consumers closest to the border always shop abroad, and as relative prices change, the location of the marginal consumer changes. In such a model, with only an extensive margin, the result that responsiveness is strongest some distance away from the border is intuitive. In a simple extension of the Hotelling model where we allow for continuous demand, we show how an important feature of the present data emerges naturally: the cross-price elasticity is greatest some distance inland. We also use the model to stress that the responsiveness to changes should not be confused with level effects. The level of cross-border shopping is predicted to be the greatest closest to the border even if the response to changes in the attractiveness of cross-border shopping is greatest some distance inland (because that is where the extensive margin bites). Both of these patterns are seen in the present data.
To our knowledge, this contribution is new to the literature on cross-border shopping and should be of interest also to the broader literature on product differentiation, which has typically paid little attention to combined effects of extensive and intensive margins. The theoretical studies of differentiated product demand in oligopoly can be categorized into two main classes. One relies on consumers located in geographic space facing travel costs and having unit demand (Hotelling, 1929; Salop, 1979) and the other relies on representative consumers with continuous demand, with linear-quadratic utility as a popular form as it gives rise to linear demand functions (see e.g. Bowley, 1924; Singh and Vives, 1984; Amir et al., 2017) . Both strands of models are the subject of thriving theoretical literatures but relatively few analyses combine the two types of models. An early important exception is Stahl (1982) who combines linear-quadratic utility with linear transport costs. We are not aware of any previous empirical work that documents a hump-shaped relation between demand responses to price changes and distance nor any work that links such a predicted pattern to the interaction of extensive and intensive margins.
By examining consumption of grocery products we also contribute to the literature on competition in grocery retail markets. It is typically found that competition in grocery retail markets is very localized and that consumers rarely travel long distances to buy grocery products (see e.g. Ellickson and Grieco (2013) , Agarwal et al. (2017) , Allain et al. (2017) , Marshall and Pires (2017) ). However, the evidence in our paper suggest that such a finding is partly an artifact of low price differences across stores within a country (DellaVigna and Gentzkow (2017) ). With large discrete price differences across the border consumers may travel long distances to take advantage of the lower prices abroad (see e.g. Gopinath et al. (2011) for evidence on the discrete effect of a border on prices).
The next section lays the foundation for our more detailed study, presenting questionnaire responses on cross-border shopping and describing price differences between Norway and Sweden. Following several previous studies of cross-border shopping, we use the exchange rate as a source of exogenous variation in relative prices between countries. In the last part of the section, we use traffic data to establish that exchange rate changes significantly affect passenger car traffic across the border (but not commercial traffic). Section 3 presents the main data set and Section 4 presents regression results with the key takeaway that the elasticity of demand with respect to the relative price is greatest 30-60 minutes' driving distance from the nearest Swedish store. Section 5 shows how a combination of fixed and distance-related travel costs generates an extensive and intensive margin of cross-border shopping, which is consistent with the observed patterns. Section 6 concludes.
Cross-border shopping in Norway
To describe the incentives for cross-border grocery shopping for Norwegian consumers we first note that the prices of many products are substantially higher in Norway than in neighboring Sweden. Eurostat collects and publishes price level indexes with the explicit purpose of allowing a comparison of price levels across countries and Table 1 presents the price levels in Norway and Sweden for a set of product categories between 2011 and 2016. Price levels are normalized so that the price level in EU15 (EU members prior to differentiation in a Hotelling duopoly with asymmetric qualities, Kolay and Tyagi (2018) . We relate to this article in greater detail in our concluding comments. Another recent strand of somewhat related work uses household-level data and examines competition across space when allowing for transport costs (see e.g. Thomassen et al. (2017) ). Yet another strand examines loss-leading and consumer choice between stores (see e.g. Johnson (2017) . Neither has studied the humpshape of cross-price effects however. 4 2004) is equal to 100 in each year. We see that prices in Sweden are generally high as the index is above 100 for all the categories, but prices in Norway are higher still. Prices are high in Norway for overall individual consumption as well as for food as an aggregate. Below, we examine some product categories in detail and relative price indexes are given by the indexes for "meat", "milk, cheese and eggs" and "non-alcoholic beverages". As seen price differences are large: for instance a basket of non-alcoholic beverages that on average cost 10 euros in Western European EU member states in 2016 cost 11 euros in Sweden and 18 euros in Norway. Price differences for alcoholic beverages and tobacco (not examined in the present study) are also strikingly large. Norway is part of the European common market (EEA) but is not a member of the European Union. The agricultural sector in Norway is protected by substantial import tariffs, which is an important explanation for price differences in for instance meat and dairy products. High incomes, a retail structure dominated by relatively small grocery stores and a dispersed population across a large mountainous country are likely 5 to further contribute to high Norwegian prices. Due to restrictive policies on alcohol and tobacco, and to protect its agriculture, Norway applies quotas for cross-border shoppers.
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Travellers may, for instance, bring up to ten kilos of meat and cheese (combined), and a restricted quantity of alcohol.
4 Norway is part of the Schengen area with free mobility in Europe however, and border controls are relatively infrequent. 5 It thus comes as no surprise that the topic of cross-border shopping is often discussed in Norwegian media and policy circles (see e.g. Lavik and Nordlund (2009) for an overview). Not only are price differences large, Swedish grocery stores are also relatively accessible. Norway and Sweden share a long border, and large parts of Norway are less than a three hour drive from Sweden as seen in Figure 1a .
Another way to illustrate the access to Swedish grocery stores comes from a cumulative distribution of driving distances over all Norwegian households, as shown in Figure 2 . Nontrivial fractions of the Norwegian population live very close to Swedish stores. 3.8% of households live less than 30 minutes' drive from the closest Swedish store, 9.6% within 60 minutes' drive and 40.7% within 90 minutes' drive. For a large share of Norwegian households a day-trip to Sweden with car is thus feasible.
3 See https://www.toll.no/en/goods/ for current regulations. 4 The alcohol quota is either six bottles of wine and two litres of beer, or four bottles of wine, one litre of hard liqueur and two litres of beer.
5 Norwegian citizens are not entitled to VAT refund for goods bought in Sweden. Figure 1a shows the county-level driving duration to the closest store in Sweden, averaged across driving durations of the stores in our sample. Figure 1b shows the county-level proportions of the Norwegian population that have shopped groceries in Sweden during the last 12 months. Numbers based on survey responses from Norwegian respondents. Survey undertaken 22-27 February 2018, n=1009. Large price differences and limited driving duration indicate that cross-border shopping of groceries could be substantial in Norway, something that is confirmed by a survey conducted for this research project in March 2018, where 1009 representative respondents were asked about cross-border shopping in Sweden.
6 A whopping 59.8% percent of the respondents had shopped groceries in Sweden during the last 12 months. Furthermore, as is illustrated in Figure 1b , cross-border shopping is not confined to the border counties. Even in the counties furthest from Sweden, between a third and a quarter of the respondents had border-shopped during the last year.
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We asked the same respondents which three product categories they typically bought 6 The survey was performed by the company Sentio Research Norway (http://sentio.no/en/). The questionnaire was financed as part of the FOOD-research project. The panel asked is representative with regards to regional settlement, educational background, political party affiliation as well as age.
7 The county with the highest proportion of border-shoppers (92 %) is the south-eastern border county Østfold, while the county with the lowest proportion (24 %) is Vest-Agder, located in far south of Norway. See Figure A .1 for the percentages for all counties.
most of when border-shopping in Sweden. Figure 3 shows that 67.8% of the respondents that shopped in Sweden had meat as one of their three choices. In addition, soda, cheese, sweets and alcoholic beverages stand out, with shares between 17% and 30 %. Later we will focus on the four most popular categories. We leave out alcoholic beverages because these are mainly bought in national retail monopoly stores for which we do not have access to store level sales. In the period we consider in our empirical analysis, most products will always be cheaper in Sweden. How much cheaper will vary over time, however, mainly because of variation in the exchange rate between the Norwegian (NOK) and Swedish (SEK) currencies. Figure 4 graphs the NOK/SEK exchange rate between 2011 and 2016, showing substantial variation as well as a trend-wise depreciation of the NOK which makes Swedish grocery prices less attractive to Norwegian consumers. The exchange rate varies from the case where 85 NOK bought 100 SEK in 2012 to more than 100 NOK being needed to buy 100 SEK during parts of 2016. Price differences induced by the exchange rate will be the main source of exogenous price variation in our analysis. Before examining whether this variation affects Norwegian sales, we would like to see whether there is a relationship between exchange rate variation and Norwegian traffic across the border. The major part of the cross-border shopping trips are made by private car. Thus, we next analyze to which extent exchange rate variation is correlated with border traffic.
Border traffic and exchange rate variation 2001-2017
As a first check of the relevance of exchange rate variation as an explanation for crossborder shopping, we examine the relationship between the exchange rate and border traffic. In the context of cross-border shopping between Canada and the US, this relationship has been examined by Chandra et al. (2014) . Norway and Sweden share 15 major road-crossings and we have focused on the five major crossings where we have access to weekly traffic data for more than 15 years, 9 shown in Table 2 . Data is split according to vehicle length and we refer to vehicles that are less than 5.4 meters long as cars (this is long enough to include all but the very longest SUVs) and to vehicles that are more than 5.4 meters long as commercial vehicles, reflecting that this will mainly be trucks and buses. We have access to data for 4129 weeks for the period 2001 to 2017. The most busy border crossings are in the south where most of the Norwegian population lives. In our data, Svinesund and Ørje, which are located in Østfold, the southeastern most county neighbouring Sweden, represent 63% of the car traffic. Cars are typically privately owned, and it is within this group we expect to find the strongest effect of the exchange rate on traffic. Commercial vehicles on the other hand should be less affected by the exchange rate. Figure 5 graphs the NOK/SEK exchange rate and the number of cars at the largest border crossing, Svinesund, which alone represents nearly half of the car crossings between Sweden and Norway. There seems to be some correlation in the dynamics of the time series, but obviously here we disregard potential trends due to general economic growth, and short term dynamics due to seasonality and Norwegian holidays. To analyze the relationship more properly we estimate a fixed effects model for the period 2001-2017, where we uncover the potential effect of exchange rates on border crossings for both cars and commercial vehicles. We include a time trend, month number dummies to account for seasonality, fixed effects for the border crossing stations, and dummies to account for weeks in which there are Norwegian holidays. The latter is due to the fact that border-shopping increases significantly at certain days (weeks) that are holidays in Norway and local shops are closed, but where the Swedish shops are open. This typically happens during Easter, on some public holidays such as May 1st, and in particular on the Norwegian national day (May 17th), Ascension and Pentecost. The Christmas-and New Year holidays are different, partly since there is no asymmetry in opening hours (shops are mostly closed on the same days in both countries), and also because these holidays take place in winter time when border crossing can be more difficult due to weather conditions. Obviously we anticipate less commercial traffic for all public holidays. Notes: The dependent variable is weekly traffic going from Norway to Sweden. Robust standard errors are reported in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01. Table 3 illustrates that the cross-border traffic of cars is indeed sensitive to the exchange rate: A depreciation of the NOK (which makes shopping in Sweden more expensive relative to shopping in Norway) leads to a decrease in the number of cars passing border traffic stations. As we would expect, we see no effect of the exchange rate on border traffic of commercial vehicles: While a strong NOK may trigger consumers to cross the border in order to shop in Sweden, we do not expect this to be an incentive for commercial traffic.
10 Our findings confirm that national holidays affect border traffic in line with our expectations. Commercial traffic tends to be lower during national holidays, while car traffic is higher than normal during the public holidays that do not take place during wintertime. In particular the first Easter week shows a significant increase in traffic, and a significant increase is also found for the Norwegian national day in May.
As anticipated, traffic decreases significantly during Christmas, and also the New Year estimate is negative though insignificant.
Turning to the size of the exchange rate effects we calculate elasticities for both models. As anticipated, the elasticity for commercial vehicles is close to zero and statistically insignificant. For cars, we find that a 10 % depreciation of the NOK (which makes border shopping less attractive) decreases the border traffic to Sweden significantly, with a point estimate of 2.8%.
3 The grocery data set and a first look at the relation between distance to the border and sales
The data
The main data set contains weekly sales at the product category and store level, from all stores belonging to Norway's largest grocery chain, NorgesGruppen (NG). The data cover the beginning of 2011 until the end of 2016. Like the other Nordic markets, the Norwegian grocery market is relatively concentrated. NG is the largest umbrella chain, with a market share of about 40 percent in our sample period. To limit noise in the data we aggregate sales to the monthly level and we focus the analysis on four product categories that we expect to be particularly interesting for cross-border shopping purposes based on the discussion in Section 2: meat, cheese, soda and sweets.
11 We limit attention 10 We have also estimated the models with the relative prices of gasoline and diesel between the two countries as explanatory variables. The coefficients on these relative prices are not significantly different from zero, and all other results are qualitatively the same.
11 Meat consists of non-poultry meat, both fresh and frozen and also includes minced meat and sausages. Sweets contains chocolate as well as other sweets and candy. Soda contains carbonated soft drinks and bottled water, cider and syrups.
to stores located no more than 180 minutes' driving distance from the closest Swedish store.
12 We also limit attention to supermarkets, not analyzing demand at the small convenience stores controlled by NG.
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The data set contains the postal code of each Norwegian store. From Delfi Marknadspartner we acquired data on the exact location of all grocery stores in Swedish border counties. Using OpenStreetMap we calculate driving distance in minutes from the center of the postal code of each Norwegian store to the closest Swedish grocery store.
We use two sets of measures of prices. The first set builds on data available via Eurostat for all EU and some other European countries, Norway included. The main data set uses disaggregated national price level indexes at the monthly level using the "Classification of individual consumption by purpose (COICOP)". For purposes of comparison (as in Table 4 ) we rescale these indexes using the price level indexes available at disaggregated levels where, for each product, the average of the EU 15 (countries belonging to the EU prior to the Eastern expansion from 2004 onwards) is set to 100. In 2015 the differences between the Norwegian and the Swedish price for a good are thus set equal to the difference in the price level index for that year, and the developments over the years in national currency are given by the respective COICOP index. The respective Swedish COICOP price is then translated into NOK using the average monthly NOK/SEK exchange rate from the central bank of Norway.
The COICOP indices are nationwide. The price level of Swedish stores close to the Norwegian border might however diverge from the national average. As a robustness exercise we therefore use a price index from Swedish border stores as an alternative measure of Swedish prices. This index is calculated using article-level prices and quantities from 14 grocery stores located close to the Norwegian border and identified as targets for cross-border shopping. All 14 stores belong to Sweden's largest association of retailers ICA. ICA does not impose nation-wide prices, which means that these stores can adjust their prices in response to local demand. We use this data to calculate value-weighted (fixed weights) price indices for the same categories as in the COICOP data. This data is available for the years 2014-2016.
Anectodal evidence suggests that Norwegian grocery chains in general, and NG in 12 Note that Figure 1a illustrates the average driving duration at the county level. Since we include all stores with no more than 180 minutes' travel time to the closest Swedish store, our included stores will not be restricted to the counties with average driving duration of less than 180 minutes.
13 NG operates under several different brand names and formats. We confine attention to the following eight formats: Spar Market, Spar Supermarket, Eurospar; Kiwi Minipris and Kiwi XL; Meny Basis, Meny Gourmet and Meny Pluss. particular, impose uniform nation-wide pricing. We therefore believe that prices will not vary systematically across regions, and that the COICOP index for Norway therefore is representative of the price level of stores both close to and far from the Swedish border. For the year 2016, we have access to transaction level data from a sample of the members of NG's frequent buyer program. To corroborate our belief that Norwegian prices are uniform across regions, we have computed average monthly prices using this data. As reported in Table A .1 in the Appendix, we find no evidence of cross-regional variation in these prices.
We also use mean household disposable income at the municipality level. This is from Statistics Norway and is converted to real 2015 income by the overall consumer price index. Table 4 presents descriptive statistics for some key variables. Driving distance in minutes to the closest Swedish grocery store ranges from a minimum of 4 minutes to a maximum close to our cut-off at 180 minutes. Mean driving time for these stores is around 90 minutes. The average NOK/SEK rate is 92.5, but there is substantial variation with the exchange rate ranging from 84 to 103. Average household income is around 470,000 NOK (approximately 58,000 USD in 2015) with considerable variation across municipalities. On average there are some 1,800 stores in the data in a given month. The lower panel of Table 4 presents descriptive statistics on the relative prices. A relative price above 1 implies that the Norwegian price is higher than the Swedish price. All observations have a relative price above 1, indicating that for these goods the price is always higher in Norway. The average price level difference ranges from 13% for sweets to around 60% for cheese and soda. Meat has a price difference of on average 24%. One way to explore the effect of cross-border shopping on local purchases in different locations is to examine the share of sales of e.g. meat in total sales at a store. If Norwegian consumers close to the border cover a substantial part of their meat demand in Sweden the share of meat in total sales should be lower closer to the border. If we instead consider a good that is not suited for cross-border shopping, such as ice cream, we would expect the opposite pattern. As cross-border shopping lowers local demand for many goods these stores should have disproportionately high sales share of non-crossborder goods. The box plots in Figure 6 for average sales shares of meat (left panel) and ice cream (right panel) across different distances support these hypotheses and are consistent with the idea that cross-border shopping affects local sales. The closer to the border, the lower is the share of sales made up by meat and the greater the share of ice cream. 
A first look at the data

Cross-price effects and distance to the border
This section uses regression analysis to examine the relation between distance to nearest Swedish store and local sales in Norway. We regress sales in store i in product category j in month t and use the following specification
where ln(P njt /P sjt ) is the logarithm of the relative price. P njt is the price index in Norway for good j in month t and P sjt is the corresponding index for Sweden. For Swedish price we use two measures, one based on Eurostat indices as explained above and one using prices in Swedish border stores. In both cases the Swedish price is expressed in NOK via the NOK/SEK average monthly exchange rate. To capture potential nonlinearities in consumer responses as we move away from the border, we represent the driving durations with 30-minute bins. D ib a dummy variable that equals one if store i is in distance category b, and zero otherwise. We include all stores within 180 minutes' driving distance, giving us six 30-minutes bins. IN C it is average household income in the municipality in which the store is located (varies by year). γ t is a set of month-of-the-year fixed effects to capture cyclical patterns and κ c are store format fixed effects. Finally, ijt is an econometric error term that is clustered at the municipality level. Equation 1 is estimated separately for each of the product categories of interest.
Column (1) of Table 5 reports results of the estimation of Equation 1 for meat. Across all distances the estimated effect of the relative price is negative and the coefficients are statistically significant at the 1% level up to 120 minutes from the nearest Swedish store. Given that both dependent and explanatory variables are expressed as natural logarithms we may interpret the coefficients as elasticities. Thus for example within 30 minutes' driving distance from closest Swedish store a 1% increase in the Norwegian price relative to the Swedish price is associated with a decrease in local sales of around 1.12%. For distances between 30 and 60 minutes demand becomes more elastic with a point estimate of -1.41 after which it becomes less elastic and tends to around -0.35. Notes: This table reports results from an estimation of the model specified in Equation (1). Monthly price indexes are calculated based on COICOP and the sample period is 2011-2016. The standard errors reported in parentheses are clustered at the municipality level. * p < 0.1, ** p < 0.05, *** p < 0.01.
In Figure 7 , we plot the estimated elasticity (absolute value) of local sales of meat against travel time in minutes to the closest Swedish store, where the dashed lines represent the 95 % confidence interval. A clear hump-shape emerges with the greatest sensitivity to relative prices being found some distance inland. Columns (2)- (4) of Table 5 report the corresponding results for cheese, soda and sweets respectively. First note that the qualitative results mirror the demand for meat closely, with a clear hump-shaped relationship between distance and price sensitivity with the greatest sensitivity of sales to relative price between 30 and 60 minutes away from the closest Swedish store.
Second, while all products are sensitive to changes in the relative price between Norway and Sweden, soda stands out as being the most elastic product group. A possible explanation for the high elasticity of soda demand with respect to the relative prices is that it is easier to satisfy the entire demand for soda through personal import than for products like meat and cheese. First, there is no import restrictions on soda, while there is a 10 kilo limit for meat and cheese (combined). In addition, soda is more storable than cheese and meat. These factors can also explain why the hump-shape is less pronounced for soda than for the other products as we move away from the border. Even consumers living relatively far from Sweden can cover much of their demand through infrequent trips across the border. In addition, soda does not deteriorate during transport, which also makes it easier to privately import for consumers living far from the border.
The results thus suggest that the strongest effect on demand is not closest to the border but some distance inland, a result that we will discuss in more detail in Section 5. Our findings can be related to the study of Chandra et al. (2014) Table A .1 in the Appendix, our Norwegian stores do not seem to differentiate prices according to closeness to Sweden. However, since not all Swedish chains impose uniform national prices, border stores may adapt prices to attract Norwegian customers. Our use of the national COICOP indexes may therefore give a misleading representation of prices in the Swedish stores close to the border. In columns (1)- (4) of Table 6 we therefore use border prices from ICA, as described above, to calculate the relative price. While there are differences in the level of elasticity compared with Table 5 , the hump-shaped pattern with the strongest effects 30-60 minutes away from the closest Swedish store remains. For comparison, we also estimate the equivalent of Table 5 on this shorter time period and report results in the appendix in Table A .2. The hump-shaped response is clear also in this specification, with the exception of soda.
In terms of the magnitude of point estimates, a direct comparison between the three models is difficult, given that both the sample size and prices differ between them. For instance, the average level of the exchange rate is significantly higher in 2014-2016 than in 2011-2013 (see Figure 4 ). Notes: This table reports results from a estimation of the model specified in (1). Monthly price indexes are calculated based on COICOP (Norwegian prices) and prices from ICA stores close to the border (Swedish prices). The sample period is 2014-2016. The standard errors reported in parentheses are clustered at the municipality level. * p < 0.1, ** p < 0.05, *** p < 0.01.
We have used travelling time by the shortest route as our measure of distance, which is particularly appropriate in a mountainous country such as Norway, but this stands in contrast to much of the previous literature which examines distance in kilometers (as the crow flies or by shortest route as in our case). It may therefore be of interest to examine results when using driving distance as well, and, as seen in Table 7 , the qualitative results are unchanged. Notes: This table reports results from an estimation of a model similar to the one specified in (1), but where stores are grouped by driving distance rather than driving duration. Monthly price indexes are calculated based on COICOP and the sample period is 2011-2016. The standard errors reported in parentheses are clustered at the municipality level. * p < 0.1, ** p < 0.05, *** p < 0.01.
A likely important reason why the hump-shaped pattern that we report has not been established before is that the previous literature uses parametric specifications where distance is linearly interacted with relative price (as in e.g. Baggs et al. (2016) . Sometimes higher order terms of distance are also included as in Asplund et al. (2007) ). A linear specification masks the hump-shaped pattern and for comparison we report the results 25 from a linear specification in Table 8 . The result that the sensitivity of demand to the relative price decreases as we get further from the border is clearly seen in this specification as well. To interpret coefficients we may exemplify with meat, at the border the elasticity with respect to the relative price is -1.54, and 100 kilometers inland it is estimated to be -0.78. We also note that (absolute) elasticity is decreasing fastest for meat, which is intuitive given that this product is likely to deteriorate more quickly under transport than the other products. Notes: This table reports results from an estimation of a similar model to the one specified in (1), but where the price effect is interacted with a linear distance term, rather than duration group dummies. Monthly price indexes are calculated based on COICOP and the sample period is 2011-2016. The standard errors reported in parentheses are clustered at the municipality level. * p < 0.1, ** p < 0.05, *** p < 0.01.
Theoretical discussion
The empirical analysis indicated that the share of meat in total sales is lower the closer a Norwegian store is to a Swedish store. We further estimated that the response to a relative price change was strongest at intermediate travel times from Swedish stores. Intuitively, these two observations can be understood in a Hotelling-style model (Hotelling, 1929) . Assume that all Norwegian consumers are located along a line, face travel costs that increase with distance and purchase one unit of a good where the price is lowest, net of travel cost. With a lower price of the good in Sweden, all Norwegian consumers located very close to Swedish stores will buy it in Sweden, and as we move along the line distance and travel costs increase up to the point where we reach the marginal consumer who is indifferent between travelling to Sweden and purchasing the good in Norway. An increase in the price in Sweden from p sl to p sh because of an (exogenous) depreciation of the Norwegian currency would then shift the location of the indifferent consumer (denoted byd) closer to the border. As the location of the indifferent consumer shifts closer to the border we would thus expect the demand pattern indicated in Figure 8 . Clearly, the prediction that all consumers closer to the border than a given threshold shop in Sweden, is at odds with reality. In practice consumers at a given location are likely to be heterogeneous and individuals are not likely to have unit demand for grocery products. We would therefore like to consider choice in a Hotelling-type model which features continuous demand. Such models have been proposed and analyzed theoretically in e.g. Stahl (1982) and Rath and Zhao (2001) as well as having formed the basis for structural econometric estimation in e.g. Thomassen et al. (2017) . These models feature both an extensive (attracting consumers) and an intensive (consumers buy more) margin in response to price changes but the implication that demand responses to price changes can be hump-shaped with respect to distance has not been spelled out in this literature previously.
16 In the following we use a simple combination of continuous demand and travel costs to examine factors which can help understand the dual pattern that we 16 A likely reason is that, as noted by Rath and Zhao (2001, p. 1443) , " ...even though one starts with very basic and simplified premises (linear demand for consumers, etc.) the model becomes analytically quite complicated in no time." For instance, they are not able to solve for equilibrium prices. A recent literature in international trade also examines interactions between travel costs on the one hand and intensive and extensive margins of trade on the other hand (see e.g. Chaney (2008) ) but the hump-shape of demand responses in distance has not been noted in this literature either.
observed above.
Hotelling with continuous demand
Use x i1 and x i2 to denote demand for each of two products from individual i. Assume that each individual has a Cobb-Douglas utility
and income m. Let there be a foreign location S to which individuals can travel and let N denote the home country. Good 1 can be bought either in S or in N , whereas good 2 is always bought in N . Consumers are located along a line, face distance d i to S and incur a travel cost of t per unit of distance. The distance associated with purchasing a good locally in N is normalized to 0. Assume also that individuals face a fixed cost F i of travelling to S, which varies across individuals. Prices only differ across countries and are denoted by p S1 , p N 1 and p 2 in obvious notation. The utility of consumer i is then given by (suppressing subindex i to avoid clutter):
For an individual who shops in S utility maximization then gives the following demand functions
and correspondingly for an individual that shops in N ,
The decision of whether to purchase good 1 in S or in N will hinge upon the differences in prices as well as on travel cost, distance and the distribution of fixed costs. To illustrate the mechanisms we consider a simple numerical illustration. Let distance be discrete and assume that there are 900 consumers located at each distance and assume that fixed costs in each location are drawn from a normal distribution. Figure 9 graphs the relation between sales in N and distance to S for two price levels for the good which may be bought abroad (good 1). For both price levels we see that the further a location is from the border, the greater the level of local sales. The existence of fixed costs of cross-border shopping trips that differ across consumers generates the smooth relation between demand and distance. Also note that local sales are independent of distance to the border as we consider locations sufficiently inland, which reflects that the price difference is not sufficiently large to warrant the travel costs for anyone. Also note that patterns line up with the evidence presented in Figure 6 , that the share of meat in total store sales decreased the closer we were to the Swedish border. Figure 10 graphs the relation between the change in sales in N and distance for a change in the price of the good which may be bought abroad (good 1). A clear humpshape is seen. Demand in N increases across all distances but the hump-shape is generated by the "extensive margin" just as in the standard Hotelling model. As prices in N become more attractive, consumers with relatively high fixed travel costs will be staying home, and this effect is most pronounced at intermediate distances. This simple exercise shows how a strong effect away from the border arises naturally with a combination of fixed and distance-related travel costs. This pattern of a hump-shaped relationship between price responsiveness and distance clearly lines up well with the patterns found in e.g. Table 5 and illustrated in Figure 7 . 
Concluding comments
In conclusion, let us highlight three findings from the present study and briefly discuss their implications. First, while a number of previous articles have examined the impact of cross-border shopping on prices and local demand, the previous literature has overwhelmingly focused on goods subject to "sin taxes", such as cigarettes and alcoholic beverages. There is plenty of anecdotal evidence that cross-border shopping of groceries is an important phenomenon in several locations, 18 and a few studies of cross-border grocery shopping use more aggregate data to establish an effect on local grocery purchases of cross-border shopping.
19 To the best of our knowledge this is the first article to use a comprehensive store and category level data set to examine the effect of cross-border grocery shopping. The finding that effect stretch several hours away from the border should be of interest in particular for understanding grocery demand for other high-priced grocery locations. A second related contribution regards market delineation and competitive effects in grocery retailing. It is typically found that competition in retail grocery markets is highly localized: for instance Ellickson and Grieco (2013) find that the effect of WalMart entry on local supermarkets is confined to competitors within a two-mile radius. Similarly, in their study of a French supermarket merger, Allain et al. (2017) find that a market definition of 30 km radius for hypermarkets and 15 km radius for supermarkets is too wide. Using transaction-level credit card data Agarwal et al. (2017) establish that food purchases overwhelmingly are made in stores less than 20 km from home. Clearly the extent to which consumers are willing to travel and stock-pile depends on price differences, and, as illustrated in Table 1 , price differences between Sweden and Norway are large. Thus, while a narrow market definition for grocery competition is likely to remain the benchmark, the current evidence emphasizes that when price differences are large, substantial shares of consumers may be willing to travel (very) long distances.
A third contribution, which we find particularly exciting, is showing that a combination of extensive and intensive margins may make cross-price effects hump-shaped in distance. This is found empirically, and we use a simple theory-based discussion to show how a combination of extensive and intensive margins can lead to this outcome. The key insight is that while all consumers are likely to purchase less from any supplier as that supplier's price increases, the marginal consumer, who instead switches to another supplier, will be located some distance away. To see why this has not been noted before, we must remember that, as mentioned in the introduction, theory overwhelmingly models product differentiation either via unit demand and transport costs or via representative consumer continuous-demand models. Empirical work on product differentiation also largely follows the same split -either applying discrete choice models as in Berry et al. (1995) or estimating demand systems where quantities depend (linearly) on prices (Deaton and Muellbauer (1980) ). In consequence, the combined effects of the intensive and extensive margins on demand have not been in the spotlight.
Several previous theoretical models have combined Hotelling-style transport costs with continuous demand, but such models tend to be complex and the conclusion that crossprice demand can be hump-shaped due to a combination of extensive and intensive margins has, to the best of our knowledge, not been highlighted before. A somewhat related finding is derived in Kolay and Tyagi (2018) who examine a Hotelling duopoly where one of the products has a higher quality. In a calibration exercise they show that when transport costs are quadratic in distance, the cross-price elasticity of the higher quality product can be hump-shaped, i.e., first increase and then decrease, as the degree of horizontal product differentiation increases. The notion that higher cross-price elasticities are a natural sign of less differentiated products is deeply ingrained in economic practice and has been relied on for instance in merger practice (see Kolay and Tyagi (2018) for an extended discussion and references). We believe that this intuition is likely to remain highly useful also in the future, but we hope that the current research will help spur further examinations of the combined effects of how much each consumer purchases and the set of consumers that choose a particular supplier. In our study, product differentiation in geographic space is easy to measure, but it would also be interesting to study the potential for these interactions in the product space.
A Appendix
A.1 Cross-region variation in Norwegian prices
In the empirical analysis we have used a national price index to measure the price level in Norwegian stores. A possible concern is that there could be regional price differences that are not accounted for when we use such a national price index. In particular, one might expect that prices in stores close to Sweden would be systematically different from prices further from the border. On the other hand, anecdotal evidence suggests that Norwegian grocery chains to a large degree impose uniform national prices.
To provide some empirical evidence on this question, we have obtained transaction level data from a random sample of the members of NG's frequent buyer program for the year 2016. We have used this data to compute average prices at the product level for different chains and regions (defined by the same bins of driving duration to Sweden as in the main analysis). We use products from the same categories as in the main analysis (meat, cheese, soda and sweets) and keep only products for which we have observations in all months in all of the chain-region pairs. We then regress the logarithm of the price on month, chain, and region dummies. As reported in Table A .1, there is no indication that prices vary with the distance to Sweden. Notes: The dependent variable is the natural logarithm of the average monthly price at the region-chain level. We use data from three different chains within the NG umbrella. The eight chain formats used in the main analysis are nested within these three chains. The sample period is the year 2016. Clustered standard errors are reported in parentheses. * p < 0.1, ** p < 0.05, *** p < 0.01. 
A.2 Regression with short period and COICOP data
A.3 Share of border shoppers by Norwegian regions
