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Abstract
Data representations in low dimensions such as results from unsupervised dimensionality
reduction methods are often visually interpreted to find clusters of observations. To iden-
tify clusters the result must be appreciably clustered. This property of a result may be
called “clusteredness”. When judged visually, the appreciation of clusteredness is highly
subjective. In this paper we suggest an objective way to assess clusteredness in data
representations. We provide a definition of clusteredness that captures important aspects
of a clustered appearance. We characterize these aspects and define the extremes rigor-
ously. For this characterization of clusteredness we suggest an index to assess the degree
of clusteredness, coined the OPTICS Cordillera. It makes only weak assumptions and is
a property of the result, invariant for different partitionings or cluster assignments. We
provide bounds and a normalization for the index, and prove that it represents the aspects
of clusteredness. Our index is parsimonious with respect to mandatory parameters but
also flexible by allowing optional parameters to be tuned. The index can be used as a
descriptive goodness-of-clusteredness statistic or to compare different results. For illustra-
tion we use a data set of handwritten digits which are very differently represented in two
dimensions by various popular dimensionality reduction results. Empirically, observers
had a hard time to visually judge the clusteredness in these representations but our index
provides a clear and easy characterisation of the clusteredness of each result.
Keywords: clusteredness, index, dimensionality reduction, clustering, unsupervised learning.
1. Introduction and Motivation
Visual representation of data in a low-dimensional space is an integral part of exploratory
data analysis. This representation can either be made with the low-dimensional untransformed
data or obtained by means of unsupervised dimensionality reduction like principal component
analysis (PCA) (Pearson 1901; Hotelling 1933), correspondence analysis (Hirschfeld 1935;
Benze´cri 1973), multidimensional scaling (MDS; Torgerson 1958), locally linear embedding
(Roweis and Saul 2000) and many others. The latter project high-dimensional multivariate
data into a lower-dimensional subspace according to some criterion of optimality whose result
can then be visualized, interpreted or otherwise used in a way infeasible for the original data
set.
The usage or interpretation of such a data representation in low dimensional space is not
always clearly defined. Often the representation is used to infer properties of the original
data set ex post conditional on the appearance in the low-dimensional space. One type of
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appearance that plays a major role in this ex post interpretation of results is to assess the
arrangement of data points in the low-dimensional space with respect to whether there are
discrete structures of accumuluations of data points (“clusters”), how many there are and how
well they are separated. This can be called the “clusteredness” of the representation.
Clusteredness is a somewhat elusive concept in statistics. While it has been discussed (e.g., in
Greenacre 2011) its definition remains vague. Clusteredness is usually assessed visually from
how clustered the objects in a representation appear but often in an unclear and intransparent
way. How to judge the appearance and how to interpret it depends largely on the subjective
skills and implicit assumptions of the observer.
To illustrate our case we use a random subset of 100 cases of the example of handwritten
digits from Alimoglu (1996). The subset uses the first 4 classes (digits 1 to 4, chosen so that
it is not too cluttered overall). We use six dimension reduction techniques to find a two-
dimensional representation of the data set, principal component analysis (PCA), Sammon
mapping (Sammon 1969), locally linear embedding (LLE, with number of neighbours of 10),
Isomap (Tenenbaum, De Silva, and Langford 2000, with number of neighbours of 10), power
stress multidimensional scaling (POST-MDS; Buja, Swayne, Littman, Dean, Hofmann, and
Chen 2008; Rusch, Mair, and Hornik 2015, with parameters κ = 1.5, λ = 7.5, ν = 1), and a
diffusion map (DM; Coifman, Lafon, Lee, Maggioni, Nadler, Warner, and Zucker 2005). The
plots of the points in these two dimensions are shown in Figure 1.
We see that the obtained representations are different with respect to how clustered they ap-
pear in two dimensions. All projections provide some clusteredness but the degree is different
for all of them. In a small empirical study, we asked 24 people to rank order the plots ac-
cording to the perceived clusteredness of the results giving the instruction that all plots show
exactly the same data (including the same number of data points). The people were diverse
with respect to their academic background and the possible experiences with these type of
results: sociologists (qualitatively and quantitatively oriented), psychologists, statisticians,
economists, mathematicians, nutritionists, and computer scientists. The patterns of ranking,
their frequencies and the consensus rankings (Emond and Mason 2002) of the plots are given
is available in Table 1.
The picture is striking: The 24 people made 20 different rankings of the plots with respect
to the perceived clusteredness. They judge the clusteredness of the plots very differently—at
most three people agreed with each other on a common ranking. Furthermore a consensus
ranking is difficult to derive: Five patterns show the same maximum average rank correlation
τX = 0.428 (Emond and Mason 2002) with the individual rankings. It seems likely that differ-
ent observers have different implicit definitions of what clusteredness is and how to judge it,
and therefore might get to different assessments. Also, the assessment of clusteredness present
was possible in terms of giving a ranking but asking for a quantification of how clustered the
representations appear was reported as very difficult. The visual ex post interpretation of
clusteredness in a given representation therefore appears to be highly subjective and leads to
diverse outcomes, yet this is what is usually done.
In this paper we aim at the following: We first define and formalize the notion of clustered-
ness in a (low dimensional) data representation. Informally, by clusteredness we define a
continuum of appearances of a representation where, starting from a result with no discern-
able clusteredness, clusteredness increases up to the point of maximal clusteredness. We then
discuss aspects of clusteredness relevant to determine its degree. These aspects relate to
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Figure 1: 2D projections of the digits data subset for six different dimension reduction tech-
niques. Top left is principal component analysis (PCA), top right is Sammon mapping, middle
row left is Locally Linear Embedding (LLE) with k = 10, middle row right is Isomap with
k = 10, bottom row left is powerStress MDS (POST-MDS with κ = 1.5, λ = 7.5, ν = 1) and
bottom right is a diffusion map (DM). All the dimensions have been scaled to mean=0 and
sd=1 and put on the same plotting region.
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Ranks
Pattern PCA Sammon LLE Isomap POST-MDS DM Frequency
1 1 3 4 2 5 6 1
2 1 4 5 2 3 6 1
3 2 3 1 6 4 5 1
4 2 3 4 5 6 1 1
5 2 3 6 4 5 1 1
6 2 4 5 3 6 1 2
7 2 4 6 3 5 1 1
8 2 6 4 3 5 1 1
9 3 1 5 4 2 6 1
10 3 2 4 5 1 6 1
11 3 2 6 4 5 1 1
12 3 4 6 2 5 1 1
13 3 5 2 4 6 1 1
14 3 6 2 4 5 1 2
15 4 2 6 5 3 1 1
16 4 5 1 3 6 2 1
17 4 5 2 3 6 1 3
18 4 5 3 2 6 1 1
19 4 6 2 3 5 1 1
20 5 6 2 4 3 1 1
C1 2 5 4 3 6 1
C2 2 4 4 3 5 1
C3 2 4 5 3 6 1
C4 2 4 3 3 5 1
C5 2 5 3 4 6 1
Table 1: Ranking patterns and their frequency of the ordering of the plots in Figure 1 with
respect to the perceived clusteredness for n = 24 observers. The table produces five consensus
rankings (C1 to C5) all with the same maximum average rank correlation τX of 0.428.
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(i) a (specified) number of represented objects accumulating close to each other in discrete
structures (clusters), (ii) how close the represented objects accumulate together, (iii) how
well accumulations are separated, (iv) the number of accumulations and (v) the spread of
represented observations in the target space.
We suggest an index that assesses how much clusteredness we find in a data representation.
The index quantifies the clusteredness adhering to the aspects of clusteredness. The index
allows us to represent the global clusteredness property of the representation, based on re-
gions, density and distances of both close and far neighbouring points, in a unidimensional
measure. The index makes no assumptions on the shape of the clusters, it is independent
of a partitioning of the objects, assignment of observation to clusters, centroids or similar
concepts are not needed and nested clustering structures can be appropriately considered by
the index.
2. Clusteredness
We motivated this paper by the observation that ex post interpretation of clusteredness of the
very same data representation can be quite different for different people. We believe a major
factor for this are an observer’s implicit assumptions which are not necessarily transparent.
In other words the common usage of such results is subjective and the interpretation may
not be replicable. In order to objectively assess the clusteredness of such results, in this
section we first formalize the notion of clusteredness and then present an index that captures
clusteredness for a given representation.
First we need to make an important distinction: The concept of clusteredness is different from
the concept of goodness-of-clustering (or internal cluster validity). For the latter, assessment
and quantification in given results has received considerable attention and a number of indices
have been proposed over the years: the Calinski-Harabasz index (Calin´ski and Harabasz 1974),
the Silhouette measure (Rousseeuw 1987), prediction strength (Tibshirani and Walther 2005),
the Theoretical Clustering Index (TCI; Huang, Liu, Yuan, and Marron 2014) and many more
(see e.g., Liu, Li, Xiong, Gao, and Wu 2010, for an overview). The concept behind these
indices is the assessment of how well a given partitioning or clustering of the data works
internally usually by, e.g., looking at separation between clusters and compactness within
clusters.
Our aim is different: We pursue a concept (and ultimately an index) that mimics what an
observer would do when judging the clusteredness in a data representation solely from the
appearance independent of a given partitioning. We derived five aspects by which clustered-
ness is judged (described in detail below). Some aspects have a counterpart in the concept of
goodness-of-clustering but not all do.
In a nutshell, clusteredness is the appearance of (many) more than one appreciable structures
of arbitrarily shaped accumulations of observations in a representation as a function of dis-
tances between accumulations of observations, whether and how separated the accumulations
are, how dense the accumulations are, of the number of such accumulations and of the spread
of observations overall. It is a property of the representation’s appearance, which is invariant
to any actual decision on a partitioning. For one and the same representation, clusteredness
is therefore constant for ever possible clustering, irrespective of which partitioning is chosen
and to which cluster an observation is assigned. This also applies to nested cluster structures,
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different cluster definitions, and different cluster numbers.
Take for example the PCA result in 1 which we cluster with a Clara algorithm (where the
centroids are medoids; Kaufman and Rousseeuw 2009) and a k-means algorithm (where the
centroids are means; MacQueen et al. 1967)), with 3, 5 and 10 clusters. The average Silhou-
ettes derived from the clusterings are 0.478 for the 5 cluster solution, 0.574 for the 3 cluster
solution and 0.515 for the 10 cluster solution. For k-means it is 0.511, 0.57 and 0.441 re-
spectively. The decision on how many clusters there are, the assignment of observations to
clusters, the choice of centroid/cluster shape changes the value of the index and the ordering
of best to worst goodness-of-clustering. But the appearance of how clustered the configuration
is does obviously not change at all.
Clusteredness as we define it must capture the appearance irrespective of any of these choices
as the appearance does not change. The above mentioned indices of goodness-of-clustering
do not fulfill these aspects as they usually also change as a function of at least one of the
decisions on how clusters are formed, what the clusters are, what the cluster centroids are
and what cluster an observation is assigned to.
Let x1, . . . , xN ∈ Rp. The x1, . . . , xN are row vectors of a matrix X, the configuration. Let
dij(X) = d(xi, xj) denote the distance between the observations xi and xj , for example a p-
norm distance dij = ||xi−xj ||p with p ≥ 1. Let k be the minimum number of points that must
comprise a discrete structure we might be willing to call a cluster (so 2 < k < N). The set or
accumulation of k closest points to and including xi is denoted by Ck(xi), a k-accumulation
(or a k-cluster). Note that while we use accumulation and cluster interchangeably, not every
accumulation needs to correspond to a cluster in reality or to one from a clustering, so the
two can be different depending on the definition of what is a cluster.
We interpret clusteredness as the departure from no clusteredness. No clusteredness is charac-
terized by points falling on any subset of vertices of a matchstick graph where any two closest
points are equidistant. One can also say that vertices fall onto a regular tesselation (e.g., a
lattice) in Rp. Not every possible points of such a tesselation needs to be realized, giving rise
to the graph structure mentioned above. No clusteredness is the situation where the distances
of points in the configuration to their closest neighbours are the same for all points and thus
we cannot speak of accumulation of points. See also the top left plot of Figure 2.
Definition 1 (No clusteredness). No clusteredness is given when the row vectors in X can
be represented as vertices of a graph G = (X,E) where the edges in E solely connect vertices
with their nearest neighbours and there exists a planar embedding of X such that every
edge is of constant length. That is, following Gervacio, Lim, and Maehara (2008), the graph
G = (X,E) has an injection l : X 7→ R2 satisfying that xi, xj ∈ E ⇒ ||l(xi) − l(xj)|| = c for
xj ∈ C2(xi), xj 6= xi and is planar.
Clusteredness is the deviation from Definition 1 so that we have an embedding in Rp that
not all points are projected onto the vertices of a matchstick graph. The extreme case is a
maximally clustered appearance. This happens if for a maximum number of distinct points
of accumulation, the observations belonging to an accumulation coincide exactly and the
distance between any two closest accumulation points is constant. The maximum number
of accumulation points is defined with respect to how the observations can be distributed
under the conditions of having at least k observations per accumulation (so at most N/k
accumulation points).
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Definition 2 (Maximal clusteredness). Let the maximum number of accumulation points
that could theoretically be formed be n. The maximum number of possible accumulations
of at least k points for given k and N is only achieved if it is possible to evenly distribute
the N data points into N/k accumulations of size k, i.e., N ≡ 0 (mod k). If the points
cannot be distributed evenly into N/k accumulations, some points may not be part of an
accumulation of size k but the counterfactual n = dN/ke is still maximal. Maximal c-
clusteredness is now defined as the situation of n = dN/ke accumulations and for all k points
xi in the same accumulation the distance to each other is zero and each accumulation is some
constant minimal distance dmax away from the closest neighbouring accumulation. The dmax
represents some constant (positive) distance between two neighbouring accumulations, e.g.,
the maximum distance between any two points from these two accumulations. Or for point
xi,
dij

= 0 if xj ∈ Ck(xi)
= dmax > 0 if xj /∈ Ck(xi) ∧ xj ∈ Ck(xs) : dis = max(0,min dit) ∀ i 6= s, t
≥ dmax otherwise.
(1)
Thus the k points in the same cluster have no distance to each other, dij = 0, and all the
positions of accumulation are some constant distance dmax away from each other, so there is
equidistance among all the closest neighbouring accumulations. See also the bottom right plot
of Figure 2. The choice of defining maximal clusteredness for n = dN/ke accumulations means
we treat the situation of a balanced distribution as unambiguously ideal for clusteredness. A
situation with extra accumulations of points of a size smaller than k or less accumulations of
points of a size larger than k, and possible “noise” points is therefore always less than ideal.
Figure 2 illustrates clusteredness with a toy example of 8 labeled data points. The top plot
shows no clusteredness (a unit distance drawing is possible) and the second plot from the
top shows some clusteredness. Note that point 6 is deliberately placed so the plot does not
appear perfectly regular but we still have a matchstick graph (the regular case would also be
perfectly non-clustered). Clusteredness increases from the top to the bottom and the bottom
plot shows a maximal clusteredness with N = 8 and k = 2; a configuration where at each of
the four positions there are two points coinciding and all four positions are equally far away
from the closest other group.
The clusteredness of a given representation is now positioned on a continuum between no
clusteredness and maximal clusteredness as given above, subject to a number of aspects of
the appearance which can overlap with similar considerations in goodness-of-clustering. These
aspects are that clusteredness increases if:
 Distances between points of accumulation increases. We call this the emphasis aspect
as the clusters are better emphasized and they are better separable. This overlaps with
separation in goodness-of-clustering.
 Points accumulate more densely. We call this the density aspect as a closer packed
accumulation appears more clustered. In goodness-of-clustering this is usually referred
to as cohesion or compactness.
 The number of points of accumulation increase. We call this the tally aspect as a
representation with five accumulations appears more clustered than one with only two
or one.
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Figure 2: Differently clustered 2D representations of 8 points. The top left plot shows a
case of no clusteredness, the bottom right panel shows maximal clusteredness for N = 8 and
k = 2. The other two plots show cases between these two extremes.
 In the configuration the observations are spread over a larger space. We call this property
the spread aspect. The idea is that if points (or accumulations) are distributed over a
larger portion of the target space the appearance of clusteredness increases.
A clusteredness index should represent these aspects numerically. Note that the spread aspect
represents the decision to introduce a cut-off at which a distance between points is no longer
treated as a decrease in cluster density but as an increase in clustered appearance. This
property can have the consequence of being susceptible to outliers. A clusteredness index
should have a mechanism to deal with that.
3. A Clusteredness Index: The OPTICS Cordillera
In this section we propose an index that assesses and quantifies the departure of the result from
a lack of clusteredness and objectivizes the process of ex post interpretation of clusteredness in
data representations like from unsupervised dimension reduction results. Since these methods
are usually used in an exploratory fashion, say for discovery of possible clusters or to visualize
relationships, we need to be as impartial with respect to what should be discovered and as
restrained with making assumptions about the nature of results as possible. This particularly
applies to the following: the number of clusters that result, the shape of the clusters, the
size of the clusters, that clusters can be nested. Additionally, independence of the decision
which observation belongs to which cluster or the choice of a centroid to relate the points in a
cluster to each other is necessary. In fact, the only decision we are willing to make is to define
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the minimum number of observation that can comprise a cluster and that these observations
are in a way connected by being close. Everything else shall remain free. In other words we
aim for an index that is much more restrained with respect to the assumptions necessary as
goodness-of-clustering indices are.
The index has the following properties:
 It is bounded, i.e., have unique minimum and maximum corresponding to no clustered-
ness and maximal clusteredness.
 It is a function of the distance function used in the dimension reduction.
 It is broadly applicable to any clustered appearance.
 It makes only very weak assumptions on what constitutes an accumulation or cluster.
 It represents the clusteredness aspects in such a way that the more clusteredness a result
shows, the higher the index and vice versa.
Our proposal, the OPTICS Cordillera (or simply Cordillera), quantifies the degree of clus-
teredness. It is derived from the OPTICS algorithm (Ordering Points To Identify The Clus-
tering Structure; Ankerst, Breunig, Kriegel, and Sander 1999) that outputs a unidimensional
ordering of input points based on a matrix of distances. OPTICS is not a clustering algo-
rithm per se, it only produces an augmented ordering. The algorithm assigns each input point
a single linkage distance (“minimum reachability distance”) and effectively orders points in
such a way that points that get ordered in sequence are close to each other in the input
space unless a point’s minimum reachability distance is large. The ordering and reachability
can be displayed in the “reachability plot”. We derive a mapping of the clusteredness of a
representation to a univariate scale from the OPTICS’ ordering-reachability combination by
aggregating the reachabilities over the OPTICS ordering for the points in the configuration
X. The name “cordillera” derives from an analogy of the reachability plot with its “peaks”
and “valleys” to a mountain range and that the index in a sense measures its raggedness. It
is 0 in case of no-clusteredness as defined in Definition 1 and quantifies how far away a given
configuration X is from a situation as in Definition 1, or how close it is to (1) in Definition 2
for given N, k, dmax.
This index only needs the number of points that comprises an accumulation to be specified,
but has additional optional parameters to control the outlier influence and the weighting of the
clusteredness properties. It fulfills the desirable properties of allowing to represent arbitrary
accumulations shapes and nested accumulations, being invariant under different partition-
ings, cluster assignments of the points, does not include a notion of centroids and fulfills the
clusteredness properties of being monotonically nondecreasing and typically increasing as a
function of increasing distances between accumulations of points, as a function of increasing
cluster density, as a function of an increasing number of accumulations, and as a function of
more spread-out points. Here we first only describe the index and lower and upper bounds
for it; a discussion and proofs of the properties can be found in the Appendix.
Distance definitions and the OPTICS algorithm. OPTICS allows to use two parame-
ters: The mandatory parameter k (in OPTICS called minpts), the minimum number of points
needed to comprise a cluster (k > 1), and an optional parameter , the maximum radius of
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the neighbourhood around a point to look for another point. The latter is optional insofar as
it does not need to be tuned but can be simply set very large, e.g., the maximum distance
between any two points. It can be used for refinement, e.g., to make the procedure robust
to outliers. The parameter k has a smoothing effect and needs to be set a priori. Based on
these parameters, OPTICS calculates special distances for each point and iteratively processes
them to produce an ordering of the points augmented with each point’s associated minimum
reachability distance.
The distances used in OPTICS are defined the following way (Ankerst et al. 1999): Let
N(xi) = {xj : dij < } be the set of neighbouring points to and including xi within a radius
of . Let Sk(xi; ) be the subset of N(xi) that contains the k−th closest neighbouring points
to xi, Sk(xi; ) ⊆ N(xi). If card (N(xi)) < k, then Sk(xi; ) = ∅.
Definition 3 (Core Distance and Core Point). The “core distance” ci is the distance of a
vector xi to (any of) the k−th closest points
ci = c(xi; , k) =
{
max(dij) : j ∈ Sk(xi; ) if Sk(xi; ) 6= ∅
undefined if card (N(xi)) < k
(2)
If card (N(xi)) ≥ k, xi is called a “core point”.
Definition 4 (Reachability Distance). The “reachability distance” rij between two points xi
and xj is the maximum of dij or c(xi; , k), so
rij = r(xi, xj ; , k) =
{
max (ci, dij) if Sk(xi; ) 6= ∅
undefined if card (N(xi)) < k
(3)
Definition 5 (Minimum Reachability Distance). The smallest or minimum reachability dis-
tance, r∗i , for point xi is
r∗i = min
j:i 6=j
rij(xi, xj ; , k) ∀ rij 6= undefined (4)
A graphical representation of these distances is shown in Figure 3. The parameters are k = 3
and  = 0.82, x9 is the reference point. The region around x9 in which to look for neighbours is
defined by , the dotted circle. The core distance of x9, c9, is the distance to the k−th closest
point which is point x3. The core distance is roughly 0.34, the length of the dashed line. It is
also r∗9. At k = 3 and  ≥ c9 all points including x9 within the distance c9 around x9 are core
points and are directly density reachable from x9. The core region around x9 is illustrated
by the dashed circle. The set of these points is S3(x9; ) = {9, 7, 3} and the core distance is
the maximum distance to any of the points in S3(x9; ). The reachability distance between
x9 and any other point xj , r9j , is now the maximum of core distance of x9 or direct distance
of d9j or is undefined if the point falls beyond the  radius. This is illustrated as the length of
the solid lines for a few examples. For example for r97 it is max(c9, d97) which is c9, for r96 it
is max(c9, d96) which is d96 and for r94 it is undefined as x4 is more than  = 0.8 distant from
x9. This illustrates the function and optionality of : Any  will contain the defined distances
of any smaller  (i.e., denser accumulation) which enables the simultaneous characterisation
of many accumulations with different densities between objects up to . Thus,  needs not
necessarily be set but can be just large. Setting  will lead to treating points further away as
“noise” instead of a neighbour (here, x8 and x4).
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Figure 3: Illustration of the distances ci and rij used in OPTICS. The parameters are k = 3
and  = 0.82. We use point x9 as the reference. The region around x9 in which to look for
neighbours is defined by  and is illustrated by the dotted circle. The core distance of x9,
c9 is the distance to the k−th closest point (x3). The core distance is roughly 0.34 (dashed
line). The core region around x9 is illustrated by the dashed circle. The reachability distance
between x9 and any other point xj , r9j , is the maximum of core distance or direct distance
or is undefined if the point falls beyond the  radius. The illustrated as solid lines for a few
examples, r93 = c9, r97 = c9, r96 = d96, r95 = d95 and r94 = undefined.
It might be illuminating to state the definition of what constitutes an accumulation in this
setting. Let a point xj be called “directly density reachable” from point xi if xj ∈ (N(xi))
and xj is a core point. Let it be called “density reachable” from point xi if there is a chain
of directly density reachable points xi to xj . Let a point xj be called “density connected” to
xi if there is a point xk that is density reachable from both xi and xj . Then we define an
accumulation of points as (cf. Ankerst et al. 1999):
Definition 6 (An Accumulation). For given  and k an accumulation is a (non-empty) set
C of at least k points satisfying
∀xi, xj : If xi ∈ C and xj is density reachable from xi =⇒ xj ∈ C
∀xi, xj ∈ C : xi and xj are density connected (5)
Every point not in an accumulation is noise.
Based on (3) the OPTICS algorithm orders the points and outputs that ordering R of the
vectors xi together with the r
∗
i . The R and r
∗
i are what we need subsequently. We will also
need the position of point xi in the ordering R, s = s(xi, R) = position(xi, R). When we
refer to an xi in R, we will call it x(s), s = 1, . . . , N with corresponding minimum reachability
r∗(s). We will switch between both notations to emphasize whether we talk about points in the
configuration X or in the OPTICS ordering R. The ordering itself is created by utilizing a
priority queue with three operations implemented, insert(), next() and moveup() (Ankerst
et al. 1999). A pseudo-code representation of the algorithm to produce the R and the r∗i is
listed as Algorithm 1.
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The principle is the following: A point gets visited and the neighbours are recorded. Then its
core distance is calculated (if defined, else the next point is used). Then the directly density
reachable neighbours get inserted into a priority queue sorted by reachability distance to the
closest core point. This queue is iteratively updated for the reachability distance based on
the -neighbourhood of the point and the neighbours in the queue. The queue gets processed
so that the point with smallest reachability distance is selected, the neighbours get recorded
and core distance gets determined. If the current point is again a core point the above is is
repeated until no unprocessed points are left. This way the OPTICS ordering is so that if the
minimum reachability for x(s) is small then x(s) und x(s−1) are close together. If it is large
then x(s) is far away from x(s−1). Therefore, points in the ordering that are subsequent in the
ordering and have small minimum reachability appear clustered together whereas points that
are far away from each other in the ordering or have some large reachability between them
appear spread out. Note that this is irrespective of any cluster assignment of observations.
3.1. The OPTICS Cordillera
We can use the ordering R of points and the respective minimum reachabilities r∗i to fashion
a clusteredness index. Let R = {x(s)}s=1,...,N be the ordered set of the original points xi, (i =
1, . . . , N) as output by the OPTICS algorithm, so x(1) is the xi at the first position in R. Let
r∗(s) = r
∗
i the minimum reachability as defined in (4) of point x(s) = xi. Let us further set
r∗(s) = dmax if r
∗
(s) is undefined ∨ r∗(s) > dmax (6)
This dmax caps the reachability distance and can be used to make the index robust. The
choice of dmax has different implications. In many cases one would want to set dmax to max r
∗
i
for the defined r∗i . This will assign the maximum observed reachability to the observations
with undefined distances. This choice may make the index below susceptible to large outliers,
so setting dmax to some hard threshold makes the index more robust. Another sensible choice
would be dmax =  if the parameter is actually used for the OPTICS result (and not just set
to some large value).
Then by using the q-norm of the finite difference of the minimum reachabilities (6) over the
ordering of points, we define the (raw) OPTICS cordillera as
OC(X; , k, q) =
(
N∑
s=2
|r∗(s) − r∗(s−1)|q
)1/q
. (7)
The parameter q > 0 is a meta-parameter and controls the relative strength with which
distances are involved in the index calculation and can be used to weigh large reachabilities
(usually distances between points in different accumulations) and small reachabilities (usually
distances between points in the same accumulation) differently.
The OPTICS Cordillera looks for the pairwise differences of r(s) over R as a means of capturing
the global clusteredness of a data representation. It aggregates this information as the norm
of the differences of minimum reachabilities and the larger this norm, the larger the index is
and the more clusteredness we typically find in the solution and vice versa.
Upper and lower bounds for the OPTICS Cordillera. The OPTICS Cordillera in (7)
is bounded. The lower bound is 0 and an upper bound for the observed OPTICS Cordillera
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Algorithm 1 A pseudo code representation of the main OPTICS algorithm (upper part) and
the update function (after Ankerst et al. (1999) and Wikipedia (2015)).
OPTICS(Data, epsilon, k)
empty ordered list
FOR i FROM 1 to N of Data
x=x_i
IF (processed(x) == FALSE)
S = neighbors(x, epsilon)
set x as processed
x.reachability-distance = UNDEFINED
x.core-distance = core-distance(S,epsilon,k)
output x to ordered list
IF (x.core-distance != UNDEFINED)
OrderSeeds = empty priority queue
update(OrderSeeds, S, x)
WHILE (empty(OrderSeeds)==FALSE) DO
y = next(OrderSeeds)
S'= neighbors(y, epsilon)
set y as processed
y.core-distance = core-distance(S',epsilon,k)
output y to the ordered list
IF (core-distance(y, epsilon, k) != UNDEFINED)
update(OrderSeeds, S',y)
END
update(OrderSeeds, S, x)
coredist = x.core-distance
FOR EACH y IN S
IF (processed(y) == FALSE)
new-reach-dist = max(coredist, distance(x,y))
IF (y.reachability-distance == UNDEFINED)
y.reachability-distance = new-reach-dist //y not in OrderSeeds
insert(OrderSeeds, y, new-reach-dist)
ELSE // y is in OrderSeeds, check for improvement
IF (new-reach-dist < y.reachability-distance)
y.reachability-distance = new-reach-dist
moveup(OrderSeeds, y, new-reach-dist)
END
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in the maximal clusteredness case is given by the value of the OPTICS Cordillera in the most
clustered case. this upper bound depends on the number of observations N and the number
of points k that must make up a cluster.
Proposition 1 (Bounds of the OPTICS Cordillera.). If dmax ≥ max r∗i for the defined r∗i
then,
0 ≤ OC (X; , k, q) ≤ C (X, dmax, k, q; ) (8)
where
C (X, dmax, k, q; ) = d
q
max
(⌈
N − 1
k
⌉
+
⌊
N − 1
k
⌋)
(9)
The proof can be found in Appendix A.
Normalizing the OPTICS Cordillera. We can use Proposition 1 to normalize the OP-
TICS Cordillera to lie between 0 and 1. The normalized OPTICS Cordillera is given by
OC’(X; , k, q) =
OC(X; , k, q)
C (X, dmax, k, q; )
=
(∑N
s=2 |r∗(s) − r∗(s−1)|q
)1/q
dqmax
(⌈
N−1
k
⌉
+
⌊
N−1
k
⌋) . (10)
Note that dmax in (6) and (9) are the same. When choosing a value for dmax it is useful to dis-
tinguish between clusteredness relative to the largest possible distance for a given representa-
tion versus for a series of representations, or a constant. This will control the interpretation of
the index: It can be given the interpretation of goodness-of-clusteredness—conceptually simi-
lar to a pseudoR2 and a goodness-of-clustering index—as the amount of clusteredness attained
relative to the most clusteredness achievable for a given maximum distance in a representation
when dmax = maxi r
∗
i . It also allows to generate an index for comparing a series of representa-
tions X(1), . . . , X(G) with respect to their clusteredness. In this case C(X, dmax, k, q; ) should
be the same for all G results, e.g., set dmax(X
(1), . . . , X(G)) = maxg dmax(X
(g)) for solutions
g = 1, . . . , G. The third possibility is to set dmax to an a priori constant value, e.g.,  or some
other distance that must be attained at least.
Illustration. Figure 4 illustrate the concepts involved. It shows in the right column the OP-
TICS cordillera and the reachability plots for the representation in the left column. We use
q = 1 here. The grey barplot shows the minimum reachability on the y-axis for the ordering
x(i) on the x-axis. The OPTICS Cordillera is the black line (displayed up to a constant).
It holds that the larger this line is, the more clustered the representation is. The Cordillera
reaches a minimum if all points have equal minimum reachability. The length of the bot-
tom right raw OPTICS Cordillera is also the upper bound for all the other Cordilleras (with
dmax = maxg d
(g)
max, g = 1, . . . , 3) of representations in Figure 4. We clearly see the ever
increasing Cordillera with ever increasing clusteredness.
Properties of the OPTICS Cordillera. The index in (7) has appealing properties meet-
ing the requirements of measuring the aspects of clusteredness as laid out earlier. For read-
ability, we only paraphrase the properties here but an in-depth characterization can be found
in Appendix B.
Some properties of the raw OPTICS Cordillera carry over directly from OPTICS (Ankerst
et al. 1999). These properties are:
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Figure 4: Differently clustered 2D representations of 8 points and their OPTICS Cordillera.
In the left column we find the representations. The top left plot shows a case of no clustered-
ness, the bottom left panel shows maximal clusteredness for N = 8 and k = 2. The other two
panels shows representations between these extremes. Clusteredness increases from top to
bottom. In the right column we find the corresponding OPTICS reachability plots and with
the black line an illustration of the derived clusteredness index, the raw OPTICS Cordillera
(which is here proportional to the real value). The plots are labeled with the numeric value
for the normalized OPTICS Cordillera. It has been calculated with k = 2,  = 2, q = 1. The
black line in the bottom plot is also the normalizing constant (which is an upper bound to
the OC in all other plots).
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 The raw OPTICS Cordillera does not need any specific cluster assignment or real label
of observations. It simply is an aggregation of differences of distances over an ordering.
Thus the OPTICS Cordillera is invariant to any cluster assignment or membership of
points as longs as the augmented ordering does not change.
 The result is independent of any partitioning of the data or decision on the number
of clusters prior or afterwards. For a given k and , the raw OPTICS Cordillera is
solely a property of the data representation X and therefore constant for every possible
clustering of X of any number of clusters from 1 to dN/ke.
 The OPTICS Cordillera does not need the notion of centroids or prototypes.
 Nested accumulations of varying density are considered simultaneously.
 Accumulations are defined solely by the minimum number k of points that must make
up an accumulation and by points in an accumulation being mutually density reachable
and density connected, which is governed by . This abstracts the OPTICS Cordillera
from making any stronger assumptions about the clustering.
 Due to an accumualtion being defined as Definition 6, the geometrical shape of the
accumulations and distribution of objects within the accumulation can be completely
arbitrary (beyond the effects of the used distance measure).
Other properties are specific to the OPTICS Cordillera and match the aspects of clusteredness.
They follow from showing under which conditions the norm of the differences of smallest
reachabilities in (7) does not decrease.
 Emphasis property: If the distances between the accumulations increases, the index
does not decrease and typically increases. Thus if we take an accumulation from the
representation and shift it away from all the other accumulations the index does not
become smaller and usually gets larger.
 Density property: Shrinking points comprising an accumulation monotonically towards
a central point (i.e., point with minimal reachability) will lead to a nondecreasing and
typically increasing index. In essence the index usually increases if the points in a
accumulation are accumulating more densely.
 Tally property: For an increase in the number of accumulations, the index does not
decrease and typically increases.
 Balance property: For a given number of accumulations the index does not decrease as a
function of the number of observations > k comprising an accumulation. It will not pick
up unbalancedness in the number of points in a accumulation as a sign of clusteredness
and thus enable a unique maximum for maximal clusteredness.
 Spread property: If we shift a number of points in such a way that the distances to all
other points increase sufficiently much, then the index increases. The index increases
when points are so spread out that it appears sensible to assume there are points that
are qualitatively different in the sense of being far from others. This property may
run counter to the density property. In this case a density based clustering cannot be
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upheld, so the index treats this no longer as a decrease in density but as an increase
in clusteredness. This property makes the index susceptible to outliers which can be
combatted by setting  and k so that the index is more robust.
These properties are formalized and established as Propositions 2-6 and proven in Appendix B.
4. Example and Practical Usage
We return to the motivating example from Figure 1. The data are a random subset of
a data set of handwritten digits, namely the digits 0, 1, 2, 3, 4, which we subjected to
six different dimensionality reduction techniques for representation in two dimensions. The
absolute frequencies of the digits were 25 0’s, 26 1’s, 14 2’s, 21 4’s and 14 4’s. For Isomap
and LLE we used 10 as the parameter for the neighbourhoods, POST-MDS was fitted with
κ = 1.5, λ = 7, ν = 1. Figure 5 shows the same plots as in Figure 1, but this time with
the digits as the label and the OPTICS Cordillera for k = 10 and q = 1. For all situations
dmax = 1. They are ordered decreasingly based on the OC value. The maximal possible OC
in this situation is 19 for all plots. Note that because we use k = 10 the core distance is
calculated as the distance to the 10−th neighbour.
Figure 6 lists the according reachability plots. The highest clusteredness we find for the
diffusion map with its 3-4 extremely dense accumulations (OC = 4.488, OC ′ = 0.236). This
is a very clustered result, but the normed cordillera is not extremely high relative to the
maximal clusteredness because with N = 100 and k = 10 we would need ten accumulations
for that. Also those accumulations would have to be equidistant which is clearly not the case
as the 2’s and 3’s are very close to each other. The result is in line with what we would expect
however. If we have around three accumulations, we would expect a normalized Cordillera
value of around 0.3 in the perfect case for this given k.
The next clustered result is LLE (OC =4.189, OC ′ =0.22) with three appreciable discrete
structure. Note that the LLE clusters are not spherical but the Cordillera picks them up
nonetheless.
Isomap leads to the third clustered representation (OC =4.045, OC ′ =0.213). The reason for
the Isomap representation not ranking higher is that there are bridges between the clusters of
0’s, 4’s, 2’s and 1’s which makes the real clusters close to density connected in the mapping.
This is reflected by the very broad valley in the right half of the reachability plot. Notably,
this is the first representation that hints at the real five cluster solution in the reachability
plot.
Similar things can be said about the PCA result, which is slightly less clustered than the
Isomap result according to the Cordillera (OC =3.845, OC ′ =0.202), mainly because density
within and separation between accumulations is stronger for the Isomap representation (the
emphasis and density properties are at work here). Again the reachability plot hints at five
clusters.
Next is the POST-MDS result (OC =3.1, OC ′ =0.163). The lower values compared to the
PCA result can be explained by less density within accumulations and that there are two
clearly appreciable accumulations with one of them having two more nested accumulations
found. This nestedness with a higher density is also what distinguishes the POST-MDS result
from the least clustered result, the Sammon mapping (OC =2.548, OC ′ =0.134).
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Figure 5: 2D representation of the digits data subset obtained from six different dimensionality
reduction techniques from Figure 1 with the digits label and the OPTICS Cordillera values
(raw OC and normalized OC’, calculated with k = 10,  = 10 and dmax = 1). The plots are
ordered decreasingly based on the OC’ value.
Rusch, Hornik, Mair 19
1 49 89 10 30 67 45 96 66 63 34 42 51 28 92 26 4
DM
R
r*
0.
0
0.
4
0.
8 OC= 4.488 OC'= 0.236
1 27 59 35 53 94 96 78 68 9 28 91 41 33 14 45 67
LLE
R
r*
0.
0
0.
4
0.
8 OC= 4.189 OC'= 0.22
1 74 61 85 57 58 6 77 18 31 63 69 36 68 92 32 43
ISOMAP
R
r*
0.
0
0.
4
0.
8 OC= 4.045 OC'= 0.213
1 74 27 62 57 58 45 98 32 20 68 75 5 48 18 51 37
PCA
R
r*
0.
0
0.
4
0.
8 OC= 3.845 OC'= 0.202
1 74 27 2 81 16 78 9 22 94 42 24 39 99 56 34 86
POST−MDS
R
r*
0.
0
0.
4
0.
8 OC= 3.1 OC'= 0.163
1 64 27 49 73 67 96 75 65 70 50 39 34 41 44 3 4
Sammon
R
r*
0.
0
0.
4
0.
8 OC= 2.548 OC'= 0.134
Figure 6: Reachability plots (grey bars) and illustration of the OPTICS Cordillera (black line)
for the 2D representations of the digits data subset obtained for six different dimensionality
reduction techniques from Figure 5. The OPTICS Cordillera has been calculated with k =
10,  = 10 and dmax = 1.
The Sammon mapping produces a configuration that shows little density in the accumulations
even though they are more or less clearly appreciable. The core distances with k = 10 are
rather high in this result, as can be seen in the reachability plot and thus the valleys are not
very deep. This reduces the Cordillera value. An important thing to note when looking at
the reachability plot is that this is the representation that shows the strongest indication that
there are indeed five clusters. However, this is not reflected in the Cordillera value which is
independent of any external cluster membership labels.
Table 2 lists values for the OPTICS Cordillera for different parameters k and q = 1, 2 to
develop some intuition for the change in behavior of the Cordillera for the data representations
in Figure 1. For instance,  controls the neighbourhood in which to search for and would not
be set to a small value unless in a very noisy setting where one would expect that some
represented objects (or clusters) are pure noise. When setting it to 0.5 for our examples (i.e.
all objects farther away than 0.5 from the current object would be set to undefined) we find
a large reduction in the Cordillera values throughout. In this situation the LLE solution is
identified as the most clustered when clusters must comprise at least k = 10 points, PCA
when accumulations must comprise at least k = 5 point and POST-MDS when k = 2 suffices.
The diffusion map is considered to be unclustered because every accumulation is seen as
noise from every other one as they are further apart than 0.5 and all observations coincide
in each accumulation. This low  does not allow a chaining of observations beyond the same
accumulation. In the LLE and PCA situation there are many more points that are density
connected at such a small .
For a more realistic setting where all points are considered to be real, the first six rows of
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Table 2 list the OC and OC ′ values for different k. We see that DM is indeed most clustered
when k is quite high (20, 14 or 10). We use 14 because that is the minimum frequency of any
of the digits. As soon as k is reduced however the fact that DM produces 3-4 accumulations
whereas other methods produce many more makes the tally property take over—after all
with this setup we would be able to produce 20 clusters at most. With k = 5 the PCA result
identifies around ten accumulations. In general, if k is reduced the OC will increasingly favor
representations that show more accumulations. For very low k = 2, 3 LLE fares very well
because it produces the most accumulations (around 15) of 2-3 points each. These are mainly
the 4’s at the top of Figure 5 which fall into groups of two to three points.
Changing the q parameter (rows 7–9 in Table 2) also has an effect. The q parameter basically
controls how the distances are weighted by means of controlling the norm of the aggregation.
A q > 1 will give relatively more weight to larger distances whereas a q < 1 to the smallest
distances. This is why for q = 2 and k = 5 the DM result is still seen as most clustered
and PCA as next to least clustered (the opposite of the situation with q = 1) because the
valleys in the OPTICS result for DM are very deep and q > 1 exaggerates this. For q = 0.5
the situation is reversed for both k = 5 and k = 10. This parameter allows to control how
emphasis, density and spread property are combined to produce the index.
The dmax parameter can be used to make the normalized version of the index robust, as
illustrated with the rows 10 and 11 in Table 2. The POST-MDS result does produce a
number of more outlying points (judged by their minimum reachability) then, for example,
the Sammon result. When using a dmax = 5 these outliers get more or less full bearing in the
normalization and the normalized Cordillera gets larger for POST-MDS. When dmax = 0.7
this outlying minimum reachability gets trimmed at 0.7 and thus ignores the distance of these
outlying points beyond 0.7. This caps the effect of the spread property on the normalized
version and may be easier to use than  which can be used to similar effect.
Lastly, using the Cordillera as a goodness-of-clusteredness measure relative to the largest
reachability between any two points can produce different effects. In this case an individual
dmax for each representation is used. In Table 2 these are the rows 12–14. Here POST-MDS
and DM are the farthest away from being maximally clustered relative to the largest minimum
reachability attainable. For k = 10 and k = 5 the PCA result comes closest to the maximal
clusteredness possible given its highest minimum reachability and for k = 2 the Sammon
mapping shines. Note that when using different dmax the results are not comparable between
configurations.
5. Computational Details and Software
We implemented the functionality described above in R. The OPTICS Cordillera can be
calculated with the function cordillera and takes as arguments a matrix of coordinates. This
function relies on an implementation of OPTICS that provides an interface to the OPTICS
implementation in ELKI. It further takes the arguments, minpts the minimum number of
points (k, defaults to 2), epsilon (, which is optional and by default set to the range of the
data matrix), q (defaulting to 1), a flag scale controlling whether the columns of the matrix
should be standardized and rang which gives the range to which to normalize as (0, dmax).
For rang=NULL, the maximum defined reachability in R is used for dmax. There are a print,
summary and plot method for objects returned from cordillera.
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6. Conclusion and Discussion
Representations of data like results from unsupervised dimensionality reduction methods are
often visually interpreted with respect to if and how clusters of observations form and how well
these clusters of observations are visible. To be able to do this demands that the appearance
is somehow clustered, i.e., there are some appreciable accumulations of observations. We
observed that the judgement of what makes such a result appear clustered hinges on implicit
assumptions which can be highly diverse for different people. Therefore, the interpretation
ultimately lies in the eyes of the beholder.
To make this task more objective, in this paper we introduced and defined a concept of
clusteredness. Clusteredness was defined as a continuum of appearances between a definition
for no clusteredness and for maximal clusteredness characterized by a number of aspects used
to assess how clustered such results appear. These aspects are that for a number of objects
that accumulate together clusteredness increases when the objects cluster closer together, the
distances between accumulations increases, the number of accumulations increases and the
observations are spread out more.
For this operational definition of clusteredness we suggested an index that quantifies clus-
teredness. This index, the OPTICS Cordillera, is appealing for measuring clusteredness in
data representations. It makes very weak assumptions on what can be considered to be a
cluster including no assumptions on cluster number, cluster shapes, cluster centroids and is
independent of a specific clustering or cluster assignment of observations. We proof that the
index represents aspects of clusteredness. The index is parsimonious with the number of
mandatory parameters but also includes optional parameters that allow to tune the index to
different needs including making the index robust to noise points or weighting the aspects of
clusteredness differently. We further derived bounds for the index and use them to normalize
the index.
For a single data representation the index can be used as a descriptive goodness-of-clusteredness
statistic, e.g., to assess and quantify how close the result is to displaying no clusteredness or
maximal clusteredness, or to assess the change of clusteredness relative to different cluster sizes
or cluster density specifications. For more representations, the index can be used to compare
them with respect to their clustered appearance, e.g., ranking different results or assessing the
change in ranking for different specification of cluster size or density. The OPTICS Cordillera
can be also be used in augmenting dimensionality reduction loss functions to improve the
clusteredness of the result or for structure-based parameter selection in parametrized dimen-
sionality reduction methods like Isomap or POST-MDS. The OC also has its limitations. It
was developed for use in exploratory settings and in conjunction with unsupervised proce-
dures, so particularly when a decision on what the actual clusters are has to be made or when
the real cluster labels are available, different measures can be more appropriate.
The OPTICS Cordillera was developed and presented primarily for use with data represen-
tations obtained from unsupervised dimensionality reduction results but is not necessarily
limited to that. It is a versatile and flexible index to gauge the structure of clusteredness
which might be of interest in other contexts as well where the tendency of vectors to accu-
mulate in a space should be assessed. One such case could be astronomy, where one would
want to assess the arrangement of stars in galaxies, or in neuroscience, where it might be of
interest to find out how the activation pattern of neurons in a brain is clustered for different
tasks.
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A. Proofs of Bounds for the OPTICS Cordillera
Proof of Proposition 1 (Bounds for the OPTICS Cordillera). Proposition 1 can be shown by
establishing the upper and lower bound of OC(X; , k, q).
For the lower bound observe that if dij(X) ≥ 0 then OC(X; , k, q) ≥ 0. This follows directly
from the fact that if dij(X) ≥ 0 then the definitions (2), (3) and (6) mean that r∗i ≥ 0∀i.
From the definition of OC(X; , k, q) in (7) the left hand side in Proposition 1 follows.
For the upper bound of OC(X; , k, q) we can use the definition of maximal c-clusteredness as
in (1). For that the corresponding Cordillera must look like in the last row of Figure 4 and
thus we need to count the maximum possible number, s, of accumulations of observations
with r∗i = 0 as for each of these accumulations there must be at most two jumps from and to
an observation with r∗j > 0. This must in the most perfectly structured case where (N − 1)/k
is integer satisfy
N ≤ s(k − 1) + t
s ≤ t ≤ s+ 1
with t being the number of observations with points with r∗j > 0. Substituting the second
equality into the first leads after algebraic manipulation to
N − 1
k
≤ s
If OPTICS cannot order the points for these identity to hold exactly, then the above identity
is an upper bound. Since s must be integer this means the next closest s fullfilling this is
s =
⌈
N − 1
k
⌉
This means the number of jumps in the cordillera from a group of observations with r∗i = 0
to r∗j > 0 or back is at most
2
⌈
N − 1
k
⌉
and since the maximum possible length of the jump is dqmax, with maximal c-clusteredness we
have
OC(X; , k, q) ≤ dqmax2
⌈
N − 1
k
⌉
.
This bound can be improved for the case where the last group has no last jump anymore by
subtracting a single dqmax. Overall this means therefore
OC(X; , k, q) ≤ dqmax
(⌈
N − 1
k
⌉
+
⌊
N − 1
k
⌋)
.
B. Details on Properties of the OPTICS Cordillera
The OPTICS Cordillera index in Definition 7 has several intuitively appealing properties for
measuring clusteredness corresponding to the aspects that make up the visual appearance of
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c-clusteredness. They can be shown by looking at conditions under which the norm of the
differences of the minimum reachabilities in (7) does not decrease or increases. We establish
them as propositions with proofs.
Notation. We need some (non-standard) notation that we introduce here. We subsequently
assume that , k, q are given, so we drop them from OC(X; , k, q) and only write OC(X).
Let us assume we have g configurations, X(g), g = 1, 2, . . . . Let R(g) denote the OPTICS
ordering for the configuration X(g). In what follows it will be convenient to write s(g) =
s(g)(x
(g)
i , R
(g)) = position(x
(g)
i , R
(g)). If it is clear from the context which configuration we
refer to we also drop the superscript (g) from s(g) and only use s. When we refer to an x
(g)
i in
R(g) we denote the associated point with x
(g)
(s), s, i = 1, . . . , N . At each position s
(g)(x
(g)
i , R
(g))
we have a minimum reachability of point x
(g)
i = x
(g)
(s) ∈ R(g) denoted by r
∗(g)
(s) = r
∗(g)
i . Note
that we choose to highlight on what level we operate by how the indices are used: if we use
a simple subscript like in xi or r
∗
i we refer to the data matrix X. If we talk about the result
returned from OPTICS, the ordering x(1), . . . , x(N) on the abscissa and the corresponding
smallest reachabilities r∗(s) on the ordinate, we use the parenthesized subscript x(s) or r
∗
(s).
We assume that any minimum reachability r
∗(g)
(s) ≤ dmax,∀s. Processing X(g) by Algorithm 1
leads to the augmented ordering R(g) which can graphically be displayed as a reachability
plot with “valleys” and “peaks” (see Figure 6). From Definition 6 each valley can be in-
terpreted as an accumulation (or cluster). A valley is a set of sequences of points in R(g)
that have corresponding minimum reachabilities r
∗(g)
(b−t1) and r
∗(g)
(b+t2)
, t1 = 0, 1, . . . , T1; t2 =
0, 1, . . . , T2; T1 + T2 = k − 1. We will denote a valley by V (x(g)i ) = V (x(g)(s)). V (x
(g)
i ) is
the valley to which point x
(g)
i belongs. Each valley has at least one deepest point, i.e., an
x
(g)
i for which r
∗(g)
i = minj r
∗(g)
j , x
(g)
j ∈ V (x(g)i ) (so a point with smallest minimum reach-
ability, a “bottom”). We denote the bottom point of the valley we currently look at by
x
(g)
b which is at position b = s(x
(g)
b , R
(g)) = position(x
(g)
b , R
(g)) in the ordering R(g) and
so the point in the ordering is denoted by x(b). In what follows we need usually only con-
sider a single valley, so we can skip without loss of generality any reference to what actual
valley we look at. In a valley it holds that the minimum reachabilities are monotonically
nondecreasing the further away the position of x
(g)
i is from x
(g)
(b) in the ordering R
(g), so
r
∗(g)
(b−t1−1) ≥ r
∗(g)
(b−t1) ≥ r
∗(g)
(b) and r
∗(g)
(b+t2)
≥ r∗(g)(b+t2−1) ≥ r∗(b), ∀t1, t2. Thus x
(g)
(b) is the bottom of the
valley V (x
(g)
b ) = V (x
(g)
(b)). Each valley is bordered on by two points, x
(g)
l and x
(g)
u , with posi-
tion in the ordering of u = s(g)(x
(g)
u , R(g)) and l = s(g)(x
(g)
l , R
(g)) so x
(g)
u = x
(g)
(u) = x
(g)
(b+T2+1)
and x
(g)
l = x
(g)
(l) = x
(g)
(b−T1−1) for which the corresponding minimum reachabilities r
∗(g)
(l) and
r
∗(g)
(u) are locally maximal. These are the “peaks”. Each point in X
(g) belongs either to a single
valley or is a peak.
Then the OPTICS Cordillera exhibits the following properties:
Proposition 2 (Emphasis property). Let X(1) be a configuration that produces OPTICS
ordering R(1). Let x
(1)
j be a row vector in X
(1). Let C(1)(x
(1)
j ) be the cluster in X
(1) to which
x
(1)
j belongs. Here k is so that card
(
C(1)(x
(1)
j )
)
= k. Let us shift all vectors in C(1)(x
(1)
j ) by
the same direction vector with length a > 0 away from all other points in X(1) so that R(1)
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does not change (if that is geometrically possible) and denote the resulting configuration by
X(2). Let R(2) denote the corresponding OPTICS ordering of X(2). Given this, for shifting
the cluster in X(2) so that the distances between clusters in X(2) are larger as compared to
the distance between the corresponding clusters in X(1) it holds that OC(X(2)) ≥ OC(X(1)).
Equality holds only if the shift takes no effect on the minimum reachabilities of the peaks in
the valley corresponding to the shifted cluster, or
∣∣∣r∗(2)(l) ∣∣∣+ ∣∣∣r∗(2)(u) ∣∣∣ = ∣∣∣r∗(1)(l) ∣∣∣+ ∣∣∣r∗(1)(u) ∣∣∣.
Proof of Proposition 2 (Emphasis Property). Given the setup in Proposition 2, X(1) and X(2)
are identical apart from the vector positions in cluster C(1)(x
(1)
j ) and C
(2)(x
(2)
j ). The distances
between the vectors within C(2)(x
(2)
j ) stay constant, so they are the same as in C
(1)(x
(1)
j ).
Since C(1)(x
(1)
j ) was shifted away from the other points, R
(1) = R(2). From the transforma-
tion of X(1) to X(2), the distance between points in non-overlapping k-clusters of the same
configuration has not decreased, so for g = 1, 2 and ∀ x(g)s , x(g)t : x(g)s ∈ C(g)(x(g)j ), x(g)t ∈
C(g)(x
(g)
i ), C
(g)(x
(g)
j ) ∩ C(g)(x(g)i ) = ∅ it holds that
d(x(2)s , x
(2)
t ) ≥ d(x(1)s , x(1)t ). (11)
We look only at a single shifted cluster and its corresponding valley. Let x
(g)
b be the bottom
point in the valley V (x
(g)
b ) that corresponds to the shifted cluster C
(g)(x
(g)
j ) = C
(g)(x
(g)
b ). Let
its position in the ordering be at (b) and denote by (l) and (u) the positions of the peaks x
(g)
l
and x
(g)
u that border on V (x
(g)
b ). Since R
(1) = R(2) and from the nondecreasing distance in
(11) between points in non-overlapping clusters, it follows that the difference in reachabilities
of the peaks and the bottom increase or stay constant when comparing the shifted cluster to
its non-shifted counterpart,
|r∗(2)(l) − r
∗(2)
(b) | ≥ |r
∗(1)
(l) − r
∗(1)
(b) |,
|r∗(2)(u) − r
∗(2)
(b) | ≥ |r
∗(1)
(u) − r
∗(1)
(b) |.
and therefore from the definition of the Cordillera as a norm of differences of minimum
reachabilities (7), it follows that OC(X(2)) ≥ OC(X(1)). Equality is given only if |r∗(2)(l) −
r
∗(2)
(b) |+ |r
∗(2)
(u) −r
∗(2)
(b) | = |r
∗(1)
(l) −r
∗(1)
(b) |+ |r
∗(1)
(u) −r
∗(1)
(b) | or, since r
∗(1)
(b) is constant, |r
∗(2)
(l) |+ |r
∗(2)
(u) | =
|r∗(1)(l) |+ |r
∗(1)
(u) |.
Proposition 3 (Density property). Let X(1) and X(2) be two configurations with the same
number of observations that produce OPTICS orderings R(1) = R(2). Let C(1)(x
(1)
j ) and
C(2)(x
(2)
j ) be corresponding clusters around a point xj in both configurations, with respective
valleys in the reachability plot of V (x
(1)
j ), V (x
(2)
j ). We look at only a single cluster and its
corresponding valley. The point x
(g)
b is again the point with minimum smallest reachability
in the valley and is at position (b), so it is the bottom point in the respective valley V (x
(g)
b )
and thus the point with lowest reachability of any point in the valley, r
∗(g)
(b) = minj r
∗(g)
j , x
(g)
j ∈
V (x
(g)
b ). Note that V (x
(g)
b ) = V (x
(g)
(b)). We look at the case where the points in a cluster get
shrunk together towards x
(g)
(b) which is the same as reducing the minimum reachability for each
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point in the valley. This reduction must be monotonic in such a way that it does not introduce
a new peak. Formally we express this as letting points x
(2)
s ∈ C(2)(x(2)b ), s 6= b be moved by
positive increments as > 0 from their position in X
(2) towards x
(2)
b (if that is geometrically
possible) and let these increments be monotonically related to the minimum reachability of
x
(g)
s and x
(g)
t , so that r
∗(g)
s − as ≥ r∗(g)t − at if r(g)s ≥ r(g)t and so that the ordering in does not
change i.e., R(2) = R(1). Given this, we have OC(X(2)) ≥ OC(X(1)). Equality holds only if∣∣∣r∗(2)(b) − r∗(1)(b) ∣∣∣ = ∣∣∣(r∗(2)(l) + r∗(2)(u) )− (r∗(1)(l) + r∗(1)(u) )∣∣∣.
Proof of Proposition 3 (Density Property). In the setup of Proposition 3, the distances of the
points in C(2)(x
(2)
b ) are reduced over these in C
(1)(x
(1)
b ) by positive amounts as, so
d(x(2)s , x
(2)
t ) ≤ d(x(1)s , x(1)t ), (12)
for x
(2)
s , x
(2)
t ∈ C(2)(x(2)b ) and x(1)s , x(1)t ∈ C(1)(x(1)b ) respectively. From the definition of core
distance (2) and reachability distance (3) it follows that for points in this cluster and the
corresponding valley in R(1) = R(2), r
∗(2)
s ≤ r∗(1)s . Let the indices of points in valley V (x(g)b )
in the ordering be (b−T1), (b−T1+1), . . . , (b), (b+1), . . . , (b+T2−1), (b+T2) with x(g)b = x(g)(b)
and denote by (b + T2 + 1) = (u) and (b − T1 − 1) = (l) the order in R(g) of an x(g)l and
x
(g)
u bordering on the valley (the peaks). Due to the conditions on the increments as, the
difference between reachabilities of two successive points in the valley remains constant or
shrinks, so
|r∗(2)(b−t1) − r
∗(2)
(b−t1+1)| ≤ |r
∗(1)
(b−t1) − r
∗(1)
(b−t1+1)|, t1 = 0, . . . , T1,
|r∗(2)(b+t2) − r
∗(2)
(b+t2−1)| ≤ |r
∗(1)
(b+t2)
− r∗(1)(b+t2−1)|, t2 = 0, . . . , T2. (13)
To points outside the cluster, however, the differences stay constant or increase, so
|r∗(2)(l) − r
∗(2)
(b−T1)| ≥ |r
∗(1)
(l) − r
∗(1)
(b−T1)|,
|r∗(2)(u) − r
∗(2)
(b+T2)
| ≥ |r∗(1)(u) − r
∗(1)
(b+T2)
|. (14)
From the definition of the OPTICS Cordillera (7) as a norm of differences of r∗j ’s, what in
effect counts for the numeric size of the index is the smallest reachability in the valleys and
of the bordering peaks as well as their differences. We look only at a single valley, so this is
r
∗(g)
(b) for the smallest reachability and the reachabilities of the bordering peaks are r
∗(g)
(u) and
r
∗(g)
(l) . Utilizing (12-14), for them it holds that
r
∗(2)
(b) ≤ r
∗(1)
(b) ,
r
∗(2)
(l) + r
∗(2)
(u) ≥ r
∗(1)
(l) + r
∗(1)
(u) .
and following from (14) and (7), this means OC(X(2)) ≥ OC(X(1)). Only when the difference
between the minimum reachabilities of the lowest points in the valley exactly trades off the
difference in minimum reachability of the peaks will strict equality hold, or only if |r∗(2)(b) −
r
∗(1)
(b) | = |(r
∗(2)
(l) + r
∗(2)
(u) )− (r
∗(1)
(l) + r
∗(1)
(u) )|.
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Proposition 4 (Tally poperty). Let X(1) and X(2) be two configurations with the same
number of observations that produce OPTICS orderings R(1) = R(2). Let x
(1)
j , x
(2)
j be corre-
sponding row vectors in X(1), X(2) respectively. Let C(1)(x
(1)
j ) and C
(2)(x
(2)
j ) be corresponding
clusters around a point x
(g)
j in both configurations, with respective valleys in the reachability
plot of V (x
(1)
j ), V (x
(2)
j ). Let us add E new observations to X
(1) and X(2), x˜
(g)
e , e = 1, . . . , E.
For X(1) the points are added to existing clusters so that C˜(1)(x
(1)
j ) = C
(1)(x
(1)
j )∪ x˜e and the
distance of the new points to x
(1)
b is not larger than any other distances of points in C
(1)(x
(1)
b )
to x
(1)
b , i.e., d(x
(1)
b , x˜
(1)
e ) ≤ max d(x(1)s , x(1)j ), xs ∈ C(1)(x(1)b ). We denote the resulting new
configuration with X˜(1), its ordering with R˜(1). Let the point x
(1)
b = x
(1)
(b) be the bottom
point in the valley V (x
(1)
b ) to which the points were added and thus the point with smallest
minimum reachability of any point in the valley, with r
∗(1)
(b) = minj r
∗(1)
j , j : x
(1)
j ∈ V (x(1)b ).
For X(2) we add E new observations x˜
(2)
e , e = 1, . . . , E so that they form a new cluster around
one of the new observations, denoted by C˜(2)(x˜
(2)
b ). The new cluster adds an extra valley
V (x˜
(2)
b ) to the reachability plot. Here, x˜
(2)
b is the point with minimal reachability r˜
∗(2)
b in
that extra valley. The resulting configuration is labeled with X˜(2), its OPTICS ordering with
R˜(2). Given this, we have for an increase in the number of clusters OC(X˜(2)) ≥ OC(X˜(1))
if OC(X˜(2)) − OC(X(2)) ≥ OC(X˜(1)) − OC(X(1)). Equality holds therefore only if the new
cluster is at a distance of zero from points in any other cluster.
Proof of Proposition 4 (Tally Property). Let min r˜
∗(1)
e denote the smallest minimum reacha-
bility over all added points x˜
(1)
e . Because of arguments similar to the ones in Proposition 3,
namely that per valley only the difference between minimum reachability of the peaks and
minimum reachability of the bottom counts, it holds that
OC(X˜(1)) ≥ OC(X(1)), (15)
with OC(X˜(1)) > OC(X(1)) if r˜
∗(1)
e < r
∗(1)
(b) , so r˜
∗(1)
e has smallest reachability in the valley and
equality holds otherwise because mins r
∗(1)
s ≤ r˜∗(1)e ≤ maxs r∗(1)s , s : xs ∈ V (x(1)(b)). For X˜(2),
by definition (2) and (3) the reachabilities for points in X˜(2) are all ≥ 0, so
OC(X˜(2)) ≥ OC(X(2)). (16)
From (15) and (16) we have OC(X˜(2)) ≥ OC(X˜(1)) if
OC(X˜(2))−OC(X(2)) ≥ OC(X˜(1))−OC(X(1)). (17)
Let the position of the new points in the new valley in R˜(2) be (N + 1), . . . , (N +E). Let the
index of the bottom point in the new valley be (N + b), 1 ≤ b ≤ E. Utilizing arguments as in
Proposition 3 then (17) holds if
|r˜∗(2)(N) − r˜
∗(2)
(N+b)|+ |r˜
∗(2)
(N+b) − r˜
∗(2)
(N+E)| ≥ |r
∗(1)
(b) −min r˜∗(1)e |. (18)
This means that the norm of minimum reachability differences in the new valley in X˜(2) must
be larger than the difference between the two smallest reachabilities in the corresponding
valleys in X˜(1) and X(1). Since the minimal distances in a cluster will typically be smaller
than distances between clusters, Proposition 4 follows.
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Proposition 5 (Balance property). In what follows the point x
(g)
b is the point with minimum
smallest reachability in its valley V (x
(g)
b ) and is at position s
(g)(x
(g)
b , R
(g)) which we denote
in shorthand by (b) and it is the bottom point in the respective valley and thus the point
with lowest reachability of any point in the valley, r
∗(g)
(b) = minj r
∗(g)
j , x
(g)
j ∈ V (x(g)b ). Let
X(1) be a configuration with N observations, x
(1)
j be row vectors in X
(1), Let C(1)(x
(1)
j ) be
the cluster to which x
(1)
j belongs. It corresponds to a given valley in the reachability plot,
V (x
(1)
j ). As in Proposition 4 x
(1)
b = x
(1)
(b) is the point with the smallest reachability in the
valley, with reachability r
∗(1)
b = r
∗(1)
(b) . Now assume a second configuration X
(2) with N + 1
observations, with x
(2)
j being a row vector in X
(2). X(2) is exactly like X(1), apart from having
an additional data point x
(2)
N+1. Let C
(2)(x
(2)
j ) be the cluster in X
(2) to which x
(2)
j belongs
and V (x
(2)
j ) be the corresponding. Again, x
(2)
b has smallest minimum reachability in V (x
(2)
b ),
denoted by r
∗(2)
(b) . Let us further assume xN+1 is a point added to the cluster C
(2)(x
(2)
b ) with
valley V (x
(2)
b ) and that C
(1)(x
(1)
b ) = C
(2)(x
(2)
b ) \ xN+1. The minimum reachability of xN+1 is
denoted by r∗N+1. Given this, we have that OC(X
(2)) ≤ OC(X(1)).
Proof of Proposition 5 (Balance Property). With the setup in Proposition 5 we note that
r
∗(2)
b ≤ r∗(2)N+1, so the point xb still has the smallest reachability in its valley. Also, r∗(1)(b) = r
∗(2)
(b) .
What in effect counts for the length of the index is the smallest minimum reachability in the
valley, and the minimum reachabilities of the bordering peaks r
∗(g)
(u) , r
∗(g)
(l) , g = 1, 2, and their
differences. As r
∗(2)
N+1 ≥ r∗(2)(b) = r
∗(2)
b it holds that these differences remain constant or shrink
|r∗(2)(u) − r
∗(2)
N+1|+ |r∗(2)(l) − r
∗(2)
N+1| ≤ |r∗(2)(u) − r
∗(2)
(b) |+ |r
∗(2)
(l) − r
∗(2)
(b) | = |r
∗(1)
(u) − r
∗(1)
(b) |+ |r
∗(1)
(l) − r
∗(1)
(b) |
and so from the definition of the cordillera as a norm of differences of these reachabilities (7)
we have OC(X(2)) ≤ OC(X(1)).
Proposition 6 (Spread property). Let s = s(g)(x
(g)
j , R
(g)). Let X(1) be a configuration which
produces OPTICS ordering R(1). Let the vector x
(1)
j be shifted by a positive increment a > 0
(relative to the minimum reachabilities of neighbouring points in the ordering points) in a
direction away from all other points in X(1) so that R(1) does not change (if it is geometrically
possible). Denote the shifted vector by x
(2)
j . The configuration with the shifted vector is
called X(2) and has associated OPTICS ordering R(2). Then, if x
(1)
j is a peak and a > 0 we
have OC(X(1)) < OC(X(2)). If x
(1)
j is not a peak, then we have OC(X
(1)) < OC(X(2)) for
a > max
(
|r∗(1)(s) − r
∗(1)
(s−1)|, |r
∗(1)
(s) − r
∗(1)
(s+1)|
)
.
Proof of Proposition 6 (Spread Property). Given the setup in Proposition 6, X(1) and X(2)
are identical apart from the j-th row vector. The point x
(2)
j was shifted away from the other
points so that R(1) = R(2). From the definitions of the core distance (2) and reachability
distance (3), it follows that the shifted point x
(2)
j has a equal or larger minimum reachability
then the corresponding unshifted point x
(1)
j ,
r
∗(1)
j < r
∗(2)
j ≤ r∗(1)j + a. (19)
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For simplicity let the index of x
(g)
j in the ordering be (N). Let us set r
(∗1)
(N+1) to 0 (this point
does not exist so its minimum reachability can be set to 0 to no effect on the Cordillera). The
shifting did not change the ordering for the points at positions (1), . . . , (N), so R(1) = R(2).
From the definition of the cordillera in (7) and from (19) we can write for different values of
a > 0—the actual value depending of the nature of x
(1)
(N):
N∑
s=2
|r∗(1)(s) − r
∗(1)
(s−1)| =
(
N−1∑
s=2
|r∗(1)(s) − r
∗(1)
(s−1)|
)
+ |r∗(1)(N) − r
∗(1)
(N−1)|
≤
N∑
s=2
|r∗(2)(s) − r
∗(2)
(s−1))| <
(
N−1∑
s=2
|r∗(1)(s) − r
∗(1)
(s−1)|
)
+ |r∗(1)(N) + a− r
∗(1)
(N−1)| (20)
and so OC(X(1)) < OC(X(2)). The values for a must be so that if x
(1)
(N) is a peak, then
r
∗(1)
(N−1), r
∗(1)
(N+1) ≤ r
∗(1)
(N) and a > 0 will suffice for (20) to hold. If x
(1)
(N) is not a peak, (20) holds
for
a ≥ max
(
|r∗(1)(N) − r
∗(1)
(N−1)|, |r
∗(1)
(N) − r
∗(1)
(N+1)|
)
(this would effectively turn x
∗(2)
(N) into a peak). In both of these cases OC(X
(1)) < OC(X(2)).
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